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Abstract
The transformation of the electrical energy system due to the increas-
ing infeed from renewable energy sources has attracted much attention
in diverse research communities. Novel approaches for grid control, grid
modeling, and grid architectures are widely proposed. However, data from
actual power system operation are rarely available but are critically neces-
sary to analyze real-world scenarios or to evaluate models. In the present
paper, we introduce a precisely time-stamped data set comprising power
grid frequency measurements from twelve independent synchronous ar-
eas of different sizes in one-second resolution. Furthermore, the data in-
cludes a synchronized measurement of the frequency within the Conti-
nental European synchronous area with measurement points in Portugal,
Germany, and Turkey, maximizing the geographical span. Finally, we pro-
vide excerpts of the underlying raw data. Data were collected using a
self-developed Phasor-Measurement-Unit(PMU)-like device, the Electri-
cal Data Recorder (EDR), connected mostly to conventional low-voltage
power outlets.
1 Background & Summary
For the actual transformation of the energy system, energy research should be
transparent to enable scientific discussion, but also particularly for providing
information to policymakers or the general public.1 In this context, a real-world
power grid frequency open data base can be valuable to understand state-of-
the-art power systems but also to help to advance the transition towards fully
renewable power systems. Recording the power grid frequency is particularly
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Figure 1: Overview of available data. (a): A (partial) world map shows the dif-
ferent locations at which measurements were taken. Australia and large parts
of Asia are not shown as there were no measurements recorded. (b): Zoom of
the European region (not showing Gran Canaria). Circles indicate measurement
sites where single measurements for several days were taken, diamonds mark the
four locations where we performed synchronized measurements in the Continen-
tal European system for one month. (c): Sample frequency trajectory, recorded
in Karlsruhe, Germany. Maps were created using Python 3 and geoplots.
interesting as it reflects the balance of supply and demand.2 Hence, it allows
insights into fluctuations of consumers and (also renewable) generators.3 Fur-
thermore, the frequency is widely used for balancing and control actions, as
well as a measure of the power system’s stability.2 Finally, frequency dynamics
are highly regulated by the transmission system operators (TSOs)4 and influ-
enced by market activities.5 Moving towards a fully sustainable power system,
we should thus understand current power systems. Specifically, to which extent
specific regulations, energy mixes, consumer fluctuations, etc. impact the fre-
quency dynamics, and thereby grid stability. This understanding is crucial to
implement new smart grid concepts,6 such as modern demand response con-
cepts,7 the introduction of flexumers,8 or to make theoretical predictions, such
as: How do fluctuations impact the grid’s stability9,10? Specifically, how far
does the size of a synchronous area —like in island grids or potentially small
microgrids11,12 —has an impact on the frequency stability issues and control ef-
forts to care for? How do fluctuations spread within one synchronous area13,14?
When is a power grid susceptible to cascading failures and how do these prop-
agate15–18? While some of these questions have been touched upon by previous
wide-area synchronized measurements,19–21 no easily accessible open data are
available for such synchronized wide-area measurements. Even more so, data
form differently sized synchronous regions to validate scaling laws and investi-
gate the impact of microgrids have, to our knowledge, not been provided openly
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Figure 2: Logic representation of the data flow: From continuous voltage input
u(t) to one-second aggregates of the power grid frequency f(k).
and only TSOs of large synchronous areas, such as Continental Europe or Great
Britain, disclose such data publicly.22,23 Academic and spin-off projects to ac-
quire power grid measurement data already exists: Well known are FNET/-
GridEye,24 Grid Radar,25 and mainsfrequency.com26 but none of the existing
projects offer openly available databases, which limits their scientific value.
Therefore, in the present paper, we introduce a first open data base of mea-
surements of the power grid frequency recorded in the period 2017 to 2020 in
various European and some non-European synchronous areas. Measurement lo-
cations are highlighted on a map in Figure 1. The focus lies on covering multiple
synchronous areas of different size, ranging from small regions, such as the Faroe
Islands with approximately fifty thousand inhabitants, to the Continental Eu-
ropean synchronous area with about half a billion inhabitants. Furthermore, we
conducted a synchronized measurement at four different locations within the
continental European synchronous area for a full month. Overall, we offer 428
days of recorded frequency trajectories in a generally applicable CSV format
as well as sample raw data using the original 25 kHz sampling of the sinusoidal
voltage signal recorded at a given connection point.
2 Methods
In the following we describe the details of data acquisition as well as the signal
processing used to generate the time series provided in this data set. We perform
data acquisition using the Electrical Data Recorder (EDR).27–29 The device
reports and stores time-stamped frequency measurements, similar to a Phasor
Measurement Unit (PMU). Additionally, it is capable of storing raw data, i.e.,
the full time series of samples of the underlying electrical signal. The acquisition
time is referenced to the Coordinated Universal Time (UTC), using the timing
information provided by the satellite-based Global Positioning System (GPS)
and its high resolution Pulse Per Second (PPS) signal. Figure 2 depicts a logical
representation of the signal and data flow within the instrument.
2.1 Acquisition
In this section we describe the data acquisition procedure from the physical input
signal to the discrete samples. We acquire the voltage at the connection point,
which is continuous in time t. The signal is subsequently limited in bandwidth,
scaled, and continuously sampled using a 16 bit analog-digital-converter (ADC)
at a nominal sampling frequency fs of 25 kHz1. This process results in a series
of discrete sampled values u(n) spaced 1/fs on the time axis. Since fs is provided
by a quartz oscillator within the ADC it is accurate to around ±100 ppm.
More accurate timing information is provided by an accompanying GPS
receiver in two different ways: Second level timestamps are derived from the
standardized NMEA 0183 messages, sent by the receiver once per second as
string of ASCII characters. The temporal alignment of each sample u(n) is
provided by evaluating the receiver’s PPS signal. Technically, we feed the low-
pass filtered PPS and u(t) to synchronously captured ADC channels to eliminate
delay inconsistencies between the signals. Processing of the samples is performed
in blocks of a duration of one second. Timestamps are assigned to these blocks
by the software based on the slope (rising edge) of the PPS.29 This results in
secondly stamped raw and frequency data, which are subsequently buffered on
local hard drive and sent to a large-scale storage when an internet connection is
available. Sampling, evaluation, and storage are designed for continuous long-
term time-stamped full-sample data recording without interruptions.
2.2 Frequency Calculation
Following the processing chain (Figure 2) the digital signal is conditioned prior
to the frequency calculation. Signal conditioning aims at removing distortions
(harmonics, injections from photo voltaic inverters, voltage transients, etc.) from
the wave form. In frequency domain this is equivalent to limiting the signals
bandwidth to include only the interesting frequency deviations. The raw samples
u(n) are therefore low-pass filtered using a Finite Impulse Response (FIR) filter.
Exploiting the linear phase response of this filter class, the constant group delay
is counteracted by shifting the sample indices accordingly. Hence, there is no
resulting delay between the input u(n) and the filtered output u˜(n). The filter
length L and coefficients h(n) are selected based on the nominal power grid
frequency fnom which can be 50 Hz or 60 Hz and the sampling rate fs. Choosing
L = fs/5f0 · 2 we get an even order filter. Weighing the kernel function
h(n) =
2pi · 2fnom/fs , for n = N/2 ,sin(2pi·2fnom/fs(n−L/2)
n−L/2 , otherwise
(1)
with a Hamming window results in a filter with its 3 dB corner frequency close
to fnom. For 25 kHz sampling frequency and 50 Hz nominal frequency, this leads
to a filter with L = 100.
Applying this filter to the raw data u(n) we obtain the filtered u˜(n) and
calculate the current grid frequency by evaluating the time between two subse-
quent inclining zero-crossings (ZC) of the waveform. Since the samples of the
1 The sampling rate is adjustable. In a few cases we set the rate to 12.8 kHz to save disc
space and to make longer recordings.
Figure 3: We determine the power grid frequency from the captured samples as
the reciprocal of the duration between rising zero-crossings (ZCs). Exact times
of ZCs (asterisks) are calculated from the two adjacent samples (circles) to the
ZC using linear interpolation. The last ZC before the beginning of a second (at
t = 0) is the first ZC included in the secondly average value. For this illustration
we chose the signal frequency (5 Hz) and sampling frequency (50 Hz) much lower
than in the actual acquisition system.
input signal will not coincide with actual point in time of the ZC, we linearly
interpolate between two adjacent samples of a ZC to find the exact time of inter-
section with the zero line. Figure 3 shows in detail which samples are included
in the process. This results in one frequency value f(p) per period p of the input
signal.
Next, we have to chose an appropriate method of aggregation to provide
one frequency reading per second. Although trivial at first sight, aggregation
has its challenge: The periods are usually not aligned with the interval given
by a UTC second. It is therefore important to consider the alignment of input
signal and timestamp reference (i.e., the beginning of a second) to decide which
periods p belong to a aggregation interval k. In our approach, the last inclining
ZC before the start of a new second opens the interval. It is closed with the
completion of the last full period within the second, i.e., the last inclining ZC
before the next second. This ZC is also the first for the following interval, and
so on. The number of periods that are aggregated to form a secondly average
therefore varies with the phase of the input signal and its frequency, see Table 1.
Table 1: Number of aggregated measurements (periods) per second depending
on the power grid frequency
Frequency Periods Frequency Periods
49 Hz ≤ f < 50 Hz 50, 51 59 Hz ≤ f < 60 Hz 60, 61
50 Hz ≤ f < 51 Hz 49, 50 60 Hz ≤ f < 61 Hz 59, 60
2.3 Code availability
The code that is required to operate the EDR acquisition device is not openly
available, since the development of hardware and software is still ongoing. The
MATLAB code for generating the graphics and analyses in this paper is available
along with the data.30 We use MATLAB Version 2020a.
3 Data Records
The file-based data records are available online under https://osf.io/by5hu/.30
We provide two sub directories: raw containing raw data excerpts; and frequency
containing the frequency data in one-second resolution.
We use a two-letter code (like DE for Germany) in accordance with the ISO
3166 to designate the regions in which the measurements were taken. Table 4
maps the abbreviations to the campaigns, the regions, and the files. In some
regions we conducted multiple campaigns in different locations. These are dif-
ferentiated by adding a sub region code specific to the location. For example,
data recorded in Karlsruhe (Germany) are identified by the key DE_KA. As we
intend to continue data collection, the filenames also carry an index as campaign
identifier. An example filename construction looks like this:
US TX01
region sub region campaign index
3.1 Frequency Data
For the isolated measurements (e.g. on islands) we provide one file per campaign,
including timestamp and frequency trajectory. Files of measurements within
the Continental European synchronous area (EC) also contain the frequency
measured in Karlsruhe together with a common timestamp. The data of the
synchronized campaign including the measurements from Lisbon (Portugal),
Oldenburg and Karlsruhe (Germany), as well as Istanbul (Turkey) are located
in a single file (SYNC01.csv) using a common timestamp.
Frequency data are provided as CSV of the format shown in Table 2. We
use a semicolon delimiter. The frequency columns are marked with ‘f50’ or ‘f60’
according to the nominal frequency in the measurement location, i.e., 50 Hz or
Table 2: Data format of CSV files containing the frequency time series. Delimiter:
Semicolon. Total number of columns depends on data set.
Col. Head Description Format
1 Time Date and time, UTC yyyy-MM-dd HH:mm:ss
2 f50_’loc’ f − fnom at ’loc’ (mHz) decimal: -123.456
3 QI_’loc’ Quality indicator for ’loc’
series
integer (0 . . . 3)
4 f50_’loc’ f − fnom at ’loc’ (mHz) decimal: -123.456
5 QI_’loc’ Quality indicator for ’loc’
series
integer (0 . . . 3)
60 Hz, respectively. We always report the difference of the measured frequency
f and nominal frequency fnom in mHz. So f50 is
f50 = (f − 50 Hz)× 10−3 (2)
To ease (partial) data import, each line carries a full timestamp. The timestamps
are guaranteed to be regular, so they are equidistant with one second spacing
and unique. Therefore, they may be omitted to speed up the import. Besides
the timestamp, all data are numbers using a period as decimal limiter.
Data points that were corrupted during the acquisition, e.g. by the loss of
GPS reception, are linearly interpolated. The user can distinguish these points
by evaluating the column of the quality indicator (QI) described in Table 3.
Table 3: Quality indicator (QI) for frequency data
QI Description
0 Data OK (as specified)
1 Invalid data (only in synchronous campaign)
2 Interpolated data
In the Continental European synchronized campaign (Karlsruhe (Germany),
Oldenburg (Germany), Turkey, Portugal) not all frequency recordings begin
and end at the same time. The file begins with the start of the first recording
and stops with end of the last recording. Consequently, there are times for
which some of the data are not available. At these times, entries in the affected
frequency columns are filled with zeros and are marked as “invalid data” in the
corresponding quality indicator column.
3.2 Raw Data
Despite the focus of the data base on pre-processed frequency data, we also
provide excerpts of raw data, i.e., the sampled waveform of the voltage at the
connection point of the EDR. Each excerpt contains an one hour recording at
25 kHz sampling frequency from all synchronous areas. Raw data are provided
Table 4: Keys of measurement locations and their connection to synchronous
areas. For each country, we adopt the ISO 3166 code and further specify the
region or city when multiple measurements were recorded in the same country.
Devices are connected at power sockets, except for DE_KA. PCC stands for
point of common coupling.
Key File
names
Measurement location Synchronous
area
Environ-
ment
Islands
IS IS01 Reykjavík, Iceland Iceland Hotel
FO FO01 Vestmanna, Faroe Islands Faroe Islands Hotel
ES_GC ES_GC01
ES_GC02
Las Palmas de Gran
Canaria, Canary Islands,
Spain
Gran Canaria Hotel
ES_PM ES_PM01 Palma de Mallorca,
Balearic Islands, Spain
Mallorca Office
Continental
DE_KA SYNC01 Karlsruhe, Germany Continental
Europe (CE)
Office,
PCC
DE_OL SYNC01 Oldenburg, Germany CE Home
TR SYNC01 Istanbul, Turkey CE Office
PT SYNC01 Lisbon, Portugal CE Home
FR FR01 Lauris, France CE Home
HR HR01 Split, Croatia CE Hotel
PL PL01 Krakau, Poland CE Hotel
IT IT01 Erice, Sicily, Italy CE Hotel
GB GB01
GB02
London, United Kingdom Great Britain Home
EE EE01 Tallin, Estonia Baltic Office
SE SE01 Stockholm, Sweden Nordic Hotel
Others
US_UT US_UT01 Salt Lake City, Utah, US Western In-
terconnection
Hotel
US_TX US_TX01
US_TX02
College Station, Texas, US Texas Inter-
connection
Hotel
ZA ZA01 Cape Town, South Africa South Africa Hotel
RU RU01 St. Petersburg, Russia Russia Hotel
as a CSV file with one voltage entry per time step, which is 1/fs = 40 µs. To
reduce overhead, the files do not contain timing information. Instead, the file
name carries the timestamp of the first sample in the file, from which the user
may reconstruct the time vector.
It is important to note that the polarity and phase (either L1, L2, or L3
in three-phase power systems) of the raw data should be considered unknown.
If the absolute phase angle matters, the user might have to correct the phase
using a local reference. In location DE_KA we assume be connected to phase
one (L1) in correct polarity, but no guarantees can be made.
4 Technical Validation
In the following sections we present methods and results for the validation of
this data set. We begin by comparing the recorded data from multiple instances
of our instrument with each other and with external sources to quantify the
error in the typical recording conditions. Subsequently, errors and limitations
of our frequency calculation algorithm are discussed in a broader form. This
discussion is motivated by the fact that there is no general concept of what the
true frequency of a distorted (non-sinusoidal) signal is. We close with remarks
on the data quality in terms of total data amount and share of missing data.
4.1 Comparative frequency measurements
To evaluate the performance of our frequency measurements in actual measure-
ment conditions, we prepare a comparative setup. Two EDR instruments are
placed next to each other with their GPS receivers located in close proximity.
They are connected to the same power outlet but plugged in opposite polarities.
Using this set-up we record the grid frequency simultaneously for approximately
10 hours with both devices. We get two frequency time series, f1 and f2. The
recording interval is from ‘2019-06-27 20:10’ to ‘2019-06-28 06:50’ and its data
are available along with the data set. Using the timestamp we compare both
recordings. Rows with missing data are discarded.
Figure 4 (a) depicts the empirical error distribution from this test. We find
a mean error of −34 nHz and an RMSE of 78 µHz. The maximum deviation in
the experiment is 443 µHz, the median 45 µHz, and the 99th percentile 236 µHz.
Analyzing the deviations f1 − f2 in frequency domain shows several distinct
peaks and an increase in amplitude towards higher frequencies, see Figure 4
(b). None of the peaks relates to any known process or process cycle within the
acquisition or signal processing. Since the amplitude of the individual spectral
components is small compared to the RMSE, the error is not dominated by a
single periodic mechanism.
Figure 4: Comparing the frequency records of two EDR instruments from the
same location: a) Histogram of the frequency differences. b) Single-sided ampli-
tude spectrum of the frequency differences.
Figure 5: Comparison of EDR and RTE measurements for a 10 hour recording:
a) Visual comparison of an excerpt, showing a close match. b) Histogram of the
differences showing the error distribution.
4.2 Comparison with external data source
In the following we compare data from an external source from the same syn-
chronous region with our recordings. This experiment intends to show any tem-
poral alignment missmatches and to give a general idea of how expected dif-
ferences to other sources might look like. Deriving measurement accuracy from
this experiment is not advisable since a) the measurement locations differ and
b) we have no knowledge about how and to what accuracy the external system
performs. Physical effects in the power distribution add indistinguishably to the
measurement errors.
For the Continental European synchronous area the french TSO Réseau de
Transport d’Electricité (RTE) provides frequency times series in 10-second res-
olution.31 We compare the RTE data to our own measurements by aggregating
our data also to a 10 second resolution. We use the same data as for the EDR-to-
EDR comparison in Section 4.1. Since the timestamp of the RTE data is aligned
in the center of the aggregation window, we have to adjust our time series to
match this scheme.
Figure 5 compares the two frequency time series. Figure 5 a) depicts an
excerpt of both time series, which shows that the trajectories match well on
visual inspection. Calculating the sample by sample difference leads to an RMSE
of 1.57 mHz. The histogram of the deviations is depicted in Figure 5 b). The error
is roughly an order of magnitude larger than what we have observed directly
comparing two of our instruments. This may be caused by the reasons indicated
above.
4.3 Discussion on the frequency estimation technique
The ZC algorithm implicitly defines frequency as the inverse of period length
between zero-crossings. Consequently, it establishes frequency as quantity that is
only defined at specific points in time, namely the zero-crossing. This definition
is very different from the form used to define a sinusoidal signal:
u(t) = Anom sin (2pifnom t+ ϕ(t)) , (3)
with the variable phase angle ϕ(t) and the amplitude Anom. In a sense, the ZC
algorithms implements a sampling of the frequency, which is important for the
following discussion.
There are four major aspects that influence the quality of the frequency
estimation using the EDR and the presented ZC algorithm. These are:
1. Disturbances on the power signal
2. Phase sensitivity of frequency calculation
3. Temporal alignment between instruments
4. Stability of the clock reference
Disturbances on the power signal Disturbances on the power signal cause
the input waveform to differ from a sine, which leads to errors in determining
the proper moment when the signal crosses zero. Static harmonics of any order
distort the waveform, but they do not alter the length of periods. As most of the
harmonic content is filtered out during signal processing, it does not influence
the accuracy of the estimation.
On the contrary, any random signal that passes the filtering will cause fre-
quency estimation errors, also on the aggregated level. To investigate this in-
fluence, we synthetically generate sinusoidal signals with superimposed white
noise of different power levels. We use a signal length of one hour and pass the
samples through the processing chain, shown in Figure 2.
Figure 6: Deviation of the ZC frequency estimate due to additive white noise
in signal input. We use fnom = 50 Hz as input frequency and one-hour of syn-
thetic data. Vertical line: Lowest Signal to Noise and Distortion ratio (SINAD)
observed in the measurement campaigns (SE01) = 29.6 dB.
Figure 6 depicts the observed maximum error and RMSE of the frequency
estimate over the Signal to Noise Ratio (SNR). The vertical line indicates the
lower limit of the Signal to Noise and Distortion Ratio (SINAD) over all mea-
surement campaigns. In this setting, we count all distortions as noise although
the harmonics dominate in the measurement campaigns. The rationale is to
apply the reproducible albeit harder test case.
The test results in an maximum error of 2 mHz and an RMSE of 0.5 mHz
in the given measurement scenarios. Thus, signal distortion is one of the major
contributors to the total error in relation to the following error sources.
Phase sensitivity of frequency calculation The ZC algorithm relies on
detecting inclining ZCs. Therefore, the absolute phase (phase with respect to
UTC) of the signal determines which of the period-wise frequency measurements
f(p) are aggregated to form a one-second-reading f(k). This behavior represents
an error in the sense that two instruments can report different frequencies de-
pending on the phase of the signal. The difference is a direct consequence of
the non-continuous definition of the frequency used in the ZC algorithm. This
effect occurs, for instance, if one instrument is plugged into a power socket re-
versely compared to another. The series of periods that is included into f(k)
by this instrument begins half a period later or earlier (±10 ms in a 50 Hz sys-
tem) compared to the other one. This misalignment results in a frequency error
when comparing the two aggregated frequency measurements from those two
instruments.
The difference between the true one-second average of the grid frequency
and the estimation f(k) is hard to quantify , as it depends on the momentary
phase of the input signal. We approach this issue by running a simulation for
which we generate artificial samples that we pass through our signal processing
chain (Figure 2).
Via a frequency modulator, we can generate a realistic but synthetic signal
for which we know the frequency exactly. Further, shaping the spectrum of the
modulation signal allows to investigate the influence of spectral components of
the frequency changes on the precision of the estimation.
We begin by defining the momentary or instantaneous frequency fi(t) of a
sinusoidal signal
fi(t) = fnom +
1
2pi
d
dt
ϕ(t) . (4)
Frequency modulation is now characterized by
fi(t)− fnom = Dfm(t) , (5)
where Df is the modulation depth and m(t) some modulation signal. To apply
frequency modulation, i.e., to change fi(t) in dependence ofm(t), the phase ϕ(t)
has to be
ϕ(t) = 2piDf
∫ t
−∞
m(τ)dτ . (6)
As we are operating in discrete time domain, we generate samples of a frequency
modulated band pass signal by using the trapezoidal approximation for the
integral in (6). The frequency modulated test signal utest(n) is therefore
utest(n) = Anom sin
(
n
fs
2pifnom + 2piDf
1
2
n∑
θ=1
m(θ − 1) +m(θ)
fs
)
. (7)
To judge the quality of the one-second average estimate f(k), we define the true
one-second average of the frequency of the signal utest(n) as
f¯test(k) =
1
N
(k+1)N∑
n=kN+1
fnom +Dfm(n) for k = 0, 1, 2, . . . , (8)
which is the secondly average regardless of the current phase of the signal.
f(k) from CSV
frequency data FIR low pass
filter
upsampling
1 Hz → 25 kHz
frequency
modulator
ZC frequency
estimator
true average
calculator
utest(n)
RMSE,
maximum
evaluation
f¯test(n) ftest(n)
m(k) m(n)
Figure 7: Logical representation of the experimental setup to estimate the error
of the ZC algorithm due to phase sensitivity.
The process (depicted in Figure 7) comprises to take a frequency trajectory
(as provided in the CSV files), optionally pass it through a low-pass filter, and
use it asm(n) to generate an artificial signal with the same frequency trajectory.
Since m(n) is quasi-continuous we can obtain the true one-second frequency
average according to (8). These averages are subsequently compared with the
results from the ZC algorithm. We calculate the RMSE and maximum deviations
over the length of the artificial signal (one hour in our case). Figure 8 presents the
results of this study. Figure 8 (a) depicts the power spectrum of the frequency.
We choose the data set from the Faroe Islands for its high modulation signal
power. Using a low-pass filter we suppress some of the higher frequency content
from m(n), while preserving the total signal power. Figure 8 (b) shows the
amplitude filter responses. We choose the filters to be FIR with decreasing
length, so that the roll-off always has the same steepness. This prevents cross-
over in the transition region. Finally, Figure 8 (c) displays the resulting errors in
dependence of the chosen cutoff frequency for the low-pass filter. The rightmost
point (0.5 Hz) relates to no filtering and is therefore equivalent to the setting
of the measurement campaign. Thereby, the maximum error is 1.52 mHz and
the RMSE is 0.34 mHz. Increasing the cutoff frequency results in larger error
which corresponds to the susceptibility of the ZC algorithm to sudden frequency
changes.
The error figures for signal distortion and for phase sensitivity are in the same
range (RMSE ≈ 0.5 mHz) and are therefore considered to contribute equally to
the total deviations in the data set.
Temporal alignment between instruments When comparing aggregated
data, the alignment of the underlying sampled time series is critical. Sampling
the PPS within the acquisition system results in a static delay (phase offset) due
to tolerances of the used electrical components. Therefore, there is a phase shift
between the internal clock and UTC. This error does not manifest itself when
investigating the frequency data from a single instrument, but shows up when
comparing data from two sources. The impact of this delay on the frequency time
Figure 8: (a) Power spectrum of the frequency deviations, as reported in the CSV
files. Here the deviations serve as modulation signal. Spectrum generated using
a 216-point FFT on an one-hour excerpt from the Faroe Island data. (b) Am-
plitude frequency responses of the FIR low-pass filters used on the modulation
signal. Note the constant roll-off steepness for the different cutoff frequencies.
(c) Deviation between the true one-second average and the estimated frequency
(using the zero-crossing algorithm) in dependence of the low-pass cutoff fre-
quency when applied to a sinusoidal test signal that is frequency modulated
with the output of the low-pass filter.
series is dependent on the measured signal. In steady state condition, the effect
vanishes and it has increasing influence when the frequency changes rapidly.
We determined that the device specific and static timing offset is ±5µs
(3σ).29 Two instruments might therefore be misaligned by 10 µs or one quarter
of a sample at 25 kHz sampling frequency. As this misalignment is very small
compared to the aggregation interval of the frequency time series (one second),
it is only marginally contributing to the total error.
Stability of the reference clock The stability of the reference clock is key
to keep offsets in the frequency measurements to a minimum. As the frequency
is calculated from the time between zero-crossings, the corresponding frequency
error ∆f to a given uncertainty in the time ∆t is
∆f =
∣∣−(t = 1/fnom)−2∣∣∆t. (9)
The uncertainty in the clock relates to the interval of one period of the
input waveform. We use the highly stable PPS signal32 with ±1 µs accuracy to
determine the duration of a second in our instrument. Experimentally, we find
that the error in steady state conditions over a 10 minute interval is 26.7 µHz
at 50 Hz within a 95.4% confidence interval.33 This error is therefore irrelevant
compared to the previously discussed error sources.
4.4 Data quality
Despite our greatest efforts, the time series in this data set contain multiple
missing entries. Some campaigns are fragmented because we conducted mea-
surements during business or private travels. Other interruptions were caused
by a loss of GPS reception. For the majority of short interruptions (< 10 s) we
believe that they originate from acquisition process interruptions caused by the
operation system on our device. The share of fully trustworthy data is 97.6 %
overall. This number is probably lower than it could be: We decided to be very
strict by considering each one-second aggregate as faulty if at least one pe-
riod measurement was missing. In Table 5 we provide basic information on the
campaigns as well as numbers for the share of missing data for each file.
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5 Usage Notes
In the following, we provide some hints for working with the data.
5.1 Import of frequency data
As the frequency time series are provided as CSV, they can be easily directly
imported with a variety of software tools. Below we provide code snippets for
commonly used programming languages to import the data. After import, one
should check that the data were read correctly (with the available precision)
by plotting or printing the first couple of entries. The user must take care of
the correct interpretation of the timestamp, especially if the data are combined
from different sources. This data set solely uses UTC timestamps while data
from external sources (e.g. TSOs) commonly use local time.
Matlab:
1 %s in c e Matlab Vers ion 2020a , d i r e c t import to t imetab l e
2 Data = readt imetab l e ( ’GB01 . csv ’ ) ;
3
4 %be fo r e e . g . l i k e t h i s
5 df = importdata ("GB01 . csv ")
6 Time = datet ime ( df . t extdata ( 2 : end , 1 ) ) ;
7 header = df . textdata ( 1 , : ) ;
8 data = df . data ;
Python 3 (using Pandas):
1 import pandas as pd
2 Data = pd . read_csv ("GB01 . csv ")
R:
1 l i b r a r y ( zoo )
2 DF <− read . zoo ("GB01 . csv " ,
3 tz = "UTC" ,
4 FUN = paste ,
5 index = "Time" ,
6 FUN2 = as . POSIXct ,
7 sep = " ; " ,
8 header = TRUE, )
5.2 Restore scale and frequency offset
The data are provided in mHz without the nominal frequency offset. If the appli-
cation requires the frequency to be in Hz and to include the nominal frequency
offset, one needs to restore it by calculating
f = f50_LOC× 10−3 + fnom. (10)
Thereby, f50_LOC are the entries in frequency column in a data set with 50 Hz
nominal frequency. One can obtain the nominal frequency of the selected region
from the head of the frequency column in CSV file, which reads f50 or f60
depending on the nominal frequency.
5.3 Filter by Quality Indicator
The quality indicator should be used to filter the time series according to in-
tended application. For statistical analyses it might be appropriate to eliminate
all interpolated and non-valid entries (QI 6= 2). In MATLAB this operation
(including import) could be performed writing:
1 Data = readt imetab l e ( ’GB01 . csv ’ ) ;
2 Data . f50_GB(Data .QI_GB ~= 0) = nan ;
3 Data = rmmissing (Data ) ;
For observing the trajectories instead, the build-in interpolation might be of
help. However, some campaigns of the data set are fragmented, so it is advisable
to always plot the quality indicator if continuity of the frequency trajectory
matters. We want to point out that the chosen linear interpolation should not
yield a perfect imputation of missing values—we simply intend to give users an
easy start in exploring this data set.
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