The q t ×(q +1)t ordered orthogonal arrays (OOAs) of strength t over the alphabet F q were constructed using linear feedback shift register sequences (LFSRs) defined by primitive polynomials in F q [x]. In this paper, we extend this result to all polynomials in F q [x] which satisfy some fairly simple restrictions, i.e., the restrictions that are automatically satisfied by primitive polynomials. While these restrictions sometimes reduce the number of columns produced from (q + 1)t to a smaller multiple of t, in many cases, we still obtain the maximum number of columns in the constructed OOA when using non-primitive polynomials. For 2 ≤ q ≤ 9 and small t, we generate OOAs in this manner for all permissible polynomials of degree t in F q [x] and compare the results to the ones produced in [2], [16], and [17] showing how close the arrays are to being "full" orthogonal arrays. Unusually for the finite fields, our arrays based on the non-primitive irreducible and even reducible polynomials are closer to the orthogonal arrays than those built from the primitive polynomials.
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I. INTRODUCTION
L ET t, m, v, λ ∈ Z + with 2 ≤ t ≤ m, let n = λv t and let M be an n × m array over a set V (the alphabet) of cardinality v. An n × t subarray of M is λ-covered if each t-tuple over V appears as a row of the subarray exactly λ times; the corresponding set of t columns of M is λ-covered. An orthogonal array (OA) of strength t and index λ is an n×m array such that every set of t columns is λ-covered. We use O A λ (n; t, m, v) to denote such an array.
A generalization of the concept of an OA is an ordered orthogonal array (OOA) [7] , [11] . For s ∈ Z + , let M be an n× ms array with columns labeled by {1, 2, . . . , m}×{1, 2, . . . , s} and entries from a set V (the alphabet) of cardinality v. For 1 ≤ i ≤ m, the set of columns indexed by {i } × {1, 2, . . . , s} is the block Bl M (i ). Thus,
A subset of columns of M is left-justified if (i, j ) ∈ with j > 1 implies (i, j − 1) ∈ . Thus, for each block Bl M (i ), the columns in that are in Bl M (i ) are consecutive leftmost ones in Bl M (i ), with indices (i, 1), (i, 2), . . . , (i, l i ) where l i is the number of columns in chosen from Bl M (i ). We observe that 0 ≤ l i ≤ s and so l i could be 0, which occurs when no columns of are from Bl M (i ). If M has the property that every left-justified set of t columns of M is λ-covered, then M is an ordered orthogonal array, and is denoted O O A λ (n; t, m, s, v).
As before, t is the strength of the OOA and λ is the index. For both OAs and OOAs, if λ = 1, we simply say covered and write O A(n; t, m, v) and O O A(n; t, m, s, v) to denote such arrays. By setting s = 1, an O O A λ (n; t, m, 1, v) can easily be seen to be an O A λ (n; t, m, v) as every subset of t columns is left-justified. As a concrete example, an O O A(8; 3, 2, 3, 2) with 2 blocks of size 3 over the alphabet F 2 is shown in Figure 1 .
In an OA, all subsets of t columns are λ-covered and in an OOA all left-justified subsets of t columns are λ-covered. In an OOA, it is possible that additional subsets of t columns, those that are not left-justified, are also λ-covered. An OOA that has a significant percentage of non left-justified subsets of t columns λ-covered can be thought of as being closer to an OA and as having better coverage.
We observe that the ordering and letters used for the parameters in the notation, O A λ (n; t, m, v) and O O A λ (n; t, m, s, v), is identical with the notation in [2] . The order of the parameters is the same as that used in the Handbook of Combinatorial Designs [3] but may be different from other reference books and/or papers [10] .
More information about OAs and OOAs can be found in [3, Sec. VI.59.3], [5] and [6, Ch. 3] .
Ordered orthogonal arrays are the combinatorial analog of (t, m, s)-nets which were introduced by Niederreiter for their utility in quasi-Monte Carlo numerical integration [13] . Let [0, 1) s be the half-open unit cube of dimension s. An elementary interval in base b in [0, 1) s is a set of the form
with the property that every elementary interval in base b of volume b t −m contains precisely b t points from N . This property is used to prove that the point set of a (t, m, s)-net has a bounded star-discrepancy which, using the Koksma-Hlawka Inequality, in turn provides a bound on the error in the quasi-Monte Carlo numerical integration [3] . In Section V we will compute the star-discrepancy of some of the (t, m, s)-nets from our construction. 
If the rows of an OOA form a linear subspace, as is the case for all the OOAs constructed in this article, then the corresponding net is digital [3] .
Earlier papers giving constructions of OOAs include [2] , [16] , and [17] . Our paper generalizes the construction given in [2] which uses linear feedback shift registers defined by primitive polynomials in F q [x]. In our construction, primitivity is not required. Section II reviews, generalizes and simplifies a number of results from [2] . A key technical ingredient in [2] is the use of trace representation since, in that paper, only primitive polynomials are considered. Here we cannot use this ingredient since no trace representation is readily available for non-primitive polynomials. Section III gives the new construction and Section IV provides a proof of the correctness of the construction. In place of the trace representation, we use the fact that the annihilating polynomial commutes with the left shift operator and scalar multiplication. In Section V, we investigate the case of polynomials in F 2 [x], provide statistical data on the OOAs produced and compare these new OOAs to the ones produced in [2] , [16] , and [17] . Similar results for larger field sizes are provided in Appendix A. An initial analysis of the data shows that, on many occasions, the new construction produces OOAs that have better coverage than previously generated ones. In contrast to other situations in finite fields, here irreducible and reducible polynomials provide better coverage than primitive polynomials; see tables in Section V and Appendix A.
II. LINEAR FEEDBACK SHIFT REGISTERS
Let F q be a finite field of order q and let f ∈ F q [x] be a monic polynomial of degree t. Writing f (x) = t i=0 b i x i , define a linear feedback shift register (LFSR) whose output stream, S( f, T ) = s = (s n ) n≥0 is given by
for a given initial t-tuple T = (s 0 , s 1 , . . . , s t −1 ) ∈ F t q . This is equivalent to having t i=0 b i s n+i = 0 for all integers n ≥ 0. Then, f annihilates such streams and such streams are annihilated by f . Let G( f ) denote the set of streams over F q that satisfy the recurrence defined by f .
If b 0 = 0 we can "run the LFSR in reverse" by defining
and so we can allow the indexing set for s to be Z and not just the non-negative integers. Thus, t i=0 b i s n+i = 0 for all integers n. We also note that s is periodic; see [4] for more information about linear feedback shift registers.
A. Operations on Streams
Fix a monic polynomial f ∈ F q [x] with non-zero constant term. For s = (s n ) n≥0 ∈ G( f ) and β ∈ F q , we define Ls to be the stream b = (s n+1 ) n≥0 and βs to be the stream b = (βs n ) n≥0 . Here L is the left-shift operator and these operations can be extended in the obvious way to define g(L)s for g ∈ F q [x]. From [4] , a stream r has a run of zeroes of length l at index n if r n−1 = 0, r n = r n+1 = · · · = r n+l−1 = 0, r n+l = 0.
For Lemmas 1-5 we always have the following context:
• r has a run of l ≥ 0 zeroes at index 0 (hence r l = 0). The following two lemmas are parts of [2, Proposition 6] and are included here for completeness.
Proof: This follows from (L −β)s = r and the assumption that r has a run of l ≥ 0 zeroes at index 0. Proof: This follows from Lemma 2. From r = (L − β)s, it follows that if s has a run of l + 1 zeroes at index 0 (i.e. when s 0 = 0), then r has a run of l zeroes at index 0. Momentarily disregarding the fourth assumption that r has a run of l zeroes at index 0, we note that even if s 0 = 0, Lemma 2 shows that it is still possible to obtain a run of l zeroes in r. In [2] , a special polynomial was constructed from r whose roots determine the exact conditions under which the run of l zeroes in r came from a run of l + 1 zeroes in s. This polynomial is: The next three lemmas prove properties of P l,r . These results were shown as [2, Th. 1], but the proofs given here are significantly shorter and less complicated than the ones given there. These lemmas are used in Section III to prove the correctness of the construction given in this paper. Proof: For j ∈ Z, since r = (L − β)s, we have r j = s j +1 − βs j or equivalently s j +1 = r j + βs j . Hence s 1 = r 0 + βs 0 , s 2 = r 1 + βs 1 = r 1 + βr 0 + β 2 s 0 , and so we 
Since r 0 = r 1 = · · · = r l−1 = 0, the first l terms of the inner sum are 0 and so we have
When 0 ≤ j ≤ l, the inner sum is empty and so
Hence β is a root of s 0 f + P l,r as claimed. To make the next results easier to understand, we re-write P l,r (x) via a number of steps. First, reverse the inner sum to 
Then, switch the order of the two sums to get
Lastly re-index the inner sum to get
We observe that P l,r has degree smaller than or equal to t − l − 1 and the coefficient of x t −l−1 is b t r l . In fact, P l,r has degree t − l − 1 since b t = 1 and r l = 0. Now, if s has a run of l +1 zeros starting at index 0, then we can express the polynomial P l+1,s (x), for this tuple of zeroes,
By Lemma 5, β is a root of P l,r . Hence P l,
Theorem 1] Suppose s has a run of at least l + 1 zeros starting at index 0. Then we have P l,
which are equivalent formulae for P l,r and P l+1,s (see results shown after Lemma 5), the constant term is for m = 0
where we use that r = (L − β)s and the fact that f annihilates s. 
From Equations 1 and 2, we get The first and third of these equations come from removing the first and last terms, respectively, from the sums, and the second equation comes from incrementing the index j by 1. Thus we have
Since, r = (L − β)s, s j +l+1 − βs j +l = r j +l holds for all j and so
Thus H (x) = 0 and the claimed result holds.
B. Getting Longer and Longer Runs
Let
Let r (0) be a stream that has a run of zeroes of length l starting 
Let P l,r (0) be the polynomial defined for the run of l zeroes in r (0) and let z be the multiplicity of β as a root of P l,r (0) . From Lemma 5, for i ≥ 0, r (i+1) has a run of zeros of length l + i + 1 as long as r (i) has a run of zeros of length l + i starting at index 0 and β is a root of P l+i,r (i) . If β is not a root of P l+i,r (i) , then r (i+1) does not have a run of l + i + 1 zeroes starting at index 0. Repeated application of Lemma 5 gives the following result. Here, r (i) , r (i+1) and l + i take the roles of r, s and i , respectively, from Section II-A Lemma 7. For 0 ≤ i ≤ z, r (i) has a run of zeros of length l + i starting at index 0 and r (i+1) is not 0 at index 0. Next we show that, for the results given in the previous sections, the requirement that the run of zeroes occurs at index 0 is not essential. Specifically, suppose that a stream r has a run of l zeroes starting at n ∈ Z and that r = (L − β)s. Then, L n r = (L − β)L n s; L n r has a run of l zeroes starting at index 0 and so the results given in the previous section can be applied to L n r. Specifically, we would have • (s n , s n+1 , . . . , s n+l ) = (s n , βs n , . . . , β l s n ); • s n = 0 if and only if s has a run of l + 1 zeroes starting at index n;
β is a root of s n f + P l,L n r ; • β is root of P l,L n r if and only if s n = 0 if and only if s has a run of zeroes of length l + 1 starting at index n; • suppose s has a run of l + 1 zeros starting at index n;
then P l,L n r (x) = (x − β)P l+1,L n s (x). These results will be used in the proof of the correctness of our new construction.
III. THE GENERALIZED RUNS (GR) CONSTRUCTION OF OOAS
Let f ∈ F q [x] be a monic polynomial with non-zero constant term. For a stream s ∈ G( f ) with period ρ we define its orbit to be the set {s, Ls, L 2 s, . . . , L ρ−1 s} which is the set of the ρ different sequences of length ρ obtained by applying the left shift operator L to s i times, for i = 0, . . . , ρ − 1. The orbits partition G( f ) into k orbits C 1 , C 2 , . . . , C k . All streams in a given orbit C i have the same period, denoted ρ i . For each C i we choose one stream a (i) ∈ C i , and call this the base for C i . Therefore, the elements of C i are all the shifts of the base a (i) . For each β ∈ F q and 1 ≤ i ≤ k, consider b = (L − β)a (i) . Since b is annihilated by f , b ∈ G( f ) and so lies in some orbit. Since any two elements of a given orbit are shifts of each other, the orbit that b lies in is independent of the choice of the base a (i) within the orbit C i .
A. RUNS Construction From [2]
In [2] it was observed that if f ∈ F q [x] is a degree t primitive polynomial and a is a fixed non-zero stream in G( f ) then, for each β ∈ F * q , there exists k β ∈ [1, q t − 1] such that, for all n ∈ Z, the following holds:
From this observation, an O O A(q t ; t, q + 1, t, q) over the alphabet F q was constructed as follows: for each β ∈ F * q , a block with t columns was constructed where the first column is L k β a and each subsequent column is a left shift by k β places of the previous column.
When f is primitive there are exactly two orbits, one of which is the trivial orbit containing only the all zeroes stream and the other is the orbit containing a. Equation (3) is equivalent to stating that (L − β)a = L −k β a and so (L − β) maps the non-trivial orbit to itself (and the trivial orbit to itself).
Since L k β a = (L − β) −1 a, a left shift of k β positions is equivalent to applying (L − β) −1 to the stream. Hence, the j th column in the block is the first q t − 1 elements of
Two additional special blocks are constructed and these q + 1 blocks in total, each with t columns per block, yield the O O A(q t ; t, q + 1, t, q) .
B. Generalized RUNS Construction
By using the analysis in Section III-A to describe the construction in [2] , we generalize this construction to include non-primitive polynomials satisfying some simple properties. For these polynomials,
Equivalently, γ is the number of β ∈ F q that are not roots of f . When f is primitive, γ = q and the resulting O O A(q t ; t, q + 1, t, q) is essentially the one produced in [2] .
For f ∈ F q [x], a monic polynomial of degree t with nonzero constant term, let f = {β 1 , β 2 , . . . , β γ } ⊆ F q be the set of those β such that (x − β, f (x)) = 1. For each such β, (x − β) −1 (mod f ) exists and so (L − β) −1 is a well-defined function on G( f ).
For each β k ∈ f , and each orbit C i , 1 ≤ i ≤ k, we construct a ρ i × t matrix M(i, β k ) with j th column defined by the first ρ i elements of
For each orbit C i , we also have a special ρ i × t matrix M(i, ∞) with j th column defined by the first ρ i elements of L j −1 a (i) .
Define a matrix M( f ) consisting of the submatrices
In the next section, we prove that M( f ) is an O O A(q t ; t, γ + 1, t, q) . In Section III-A we noted that two additional blocks were included in the RUNS construction. The Generalized RUNS construction shows that one of these blocks corresponds to the set of matrices {M(i, ∞) | 1 ≤ i ≤ k} and the second corresponds to the set of matrices {M(i, 0) | 1 ≤ i ≤ k} (we note that 0 ∈ f always holds). (1) A set of t columns {i 1 , . . . , i t } is covered in M( f ).
(2) There is no row R = (r 0 , r 1 , . . . , r t (γ +1)−1 ) other than the all-zero row of M( f ) such that r i 1 = · · · = r i t = 0. One thing to note about the rows of the M(i, ∞) submatrices is that their sth row, with rows indexed 0 ≤ s ≤ ρ i − 1, is the first t entries of L s a i . Equivalently these are the entries s, s + 1, . . . , s + t − 1 of a i . This is used in Case 1 in the following proof showing that the construction is valid. Theorem 9. For f ∈ F q [x], a monic polynomial of degree t with non-zero constant term, the matrix M( f ), as defined in Section III, is an O O A(q t ; t, γ + 1, t, q).
Proof: With needed changes, the proof follows the one given in [2] for primitive f .
Let L be a left-justified set of t columns in M( f ) and let B be the q t × t array induced by the columns of L. Partition L into sets L 0 , L 1 , . . . , L γ where the columns of L i are in the i th block Bl M (i ) and let l i = |L i |, 0 ≤ i ≤ γ . Thus, 0 ≤ l i ≤ t and t = t i=0 l i . This implies t − l 0 = t i=1 l i , which is used a number of times in the proof.
Let R = (r 0 , r 1 , . . . , r t −1 ) be a row of B. This row corresponds to some orbit C i which, after a re-labeling of the orbits, we can assume to be C 1 having base a = a (1) . This row corresponds to a row S = (s 0 , s 1 , . . . , s t (γ +1)−1 ) of the full matrix M( f ).
Suppose that S is not the all zeroes row. Hence, the a is not the all zeroes stream. We claim that R is not all zeroes. By way of contradiction, suppose that it is all zeroes and consider 3 cases: Case 1: l 0 > 0, Case 2: l 0 = 0 and s 0 = 0 and Case 3: l 0 = 0 and s 0 = 0.
In all cases, we find a run of zeroes of length l ≥ 0 starting at some index n and create the polynomial P l (we omit the a from the subscript of P as a is fixed) of degree t − l − 1 for this run. Then, letting z k be the multiplicity of β k as a root of P l , we use that fact that γ k=1 z k ≤ deg(P l ) = t − l − 1 to derive the required contradiction. Case 1: (l 0 > 0) : Then, (r ω , r ω+1 , . . . , r ω+l 0 −1 ) = (s 0 , s 1 , . . . , s l 0 −1 ) and from what we noted earlier about M(1, ∞), this l 0 -tuple is (a ω , a ω+1 , . . . , a ω+l 0 −1 ), the first l 0 elements of L ω a where ω is the row index of R in the matrix M(1, ∞) (with indexing starting at 0).
If r j = 0 for some 0 ≤ j ≤ l 0 − 1, we are done. So suppose that r 0 = r 1 = · · · = r l 0 −1 = 0. Thus, a has a run of zeroes of length l ≥ l 0 starting at index n ≤ ω and ending at index n + l − 1. Let P l be our polynomial of degree t − l − 1 for this run of l zeroes starting at index n. By Lemma 7, the z k entries in matrix M(1, β k ) corresponding to the row S are all zero while the (z k + 1)st entry is not. Thus, since R is the all zeros row, we must have
Case 2 (l 0 = 0, s 0 = 0) : Then a contains a run of l 0 = 0 zeroes starting at some index n. Let P 0 be our polynomial of degree t − l 0 − 1 = t − 1 for this run of 0 zeroes starting at index n. By Lemma 7, the z k entries in matrix M(1, β k ) corresponding to the row S are all zero and the (z k + 1)st entry is not. Since R is the all zeroes row, as before, we have l k ≤ z k for all k. Hence γ k=1 l k ≤ γ k=1 z k and, since t = γ k=1 l k , we have t ≤ γ k=1 z k ≤ t − 1, a contradiction. Case 3 (l 0 = 0, s 0 = 0): Since S is not the all zeroes row, there exists a smallest l ≥ 1 such that s 0 = s 1 = · · · = s l−1 = 0, but s l = 0. Thus, a has a run of l ≥ l zeroes starting at some index n ≤ 0 and ending at index n + l − 1. Let P l be our polynomial of degree t − l − 1 for this run of l zeroes starting at index n. By Lemma 7, the z k entries in matrix M(1, β k ) corresponding to the row S are all zero and the (z k + 1)st entry is not. Since R is the all zeroes row, we must have l k ≤ z k for
Thus all cases lead to a contradiction and so R is not the all zeroes row and hence L is covered by Lemma 8. Thus,
As a corollary to this theorem, we have one of the main results of [2] . Corollary 10. An O O A(q t ; t, q + 1, t, q) over the alphabet F q can be derived from the LFSR defined by a degree t ≥ 2 primitive polynomial f ∈ F q [x] .
Proof: Since f is primitive, f has no roots in F q and so (x − β, f (x)) = 1 for all β ∈ F q . Thus, f = F q and Theorem 9 provides the required O O A(q t ; t, q + 1, t, q).
. Then G( f ) is partitioned into 4 orbits, as shown in the following table along with its (arbitrarily chosen) base. j a j peri od 0 0011 . . . By Theorem 9, this is an O O A(8; 3, 2, 3, 2) and is the one shown at the start of the paper. A(16; 4, 3, 4, 2) and is essentially the one that would be constructed by the RUNS construction of [2] .
By Theorem 9, this is an OO
The OOAs constructed in Theorem 9 correspond, by Theorem 1, to digital (0, t, γ + 1) nets in base q.
V. COMPARISON OF CONSTRUCTIONS
In this section we provide some data about the OOAs produced by our new construction. First, in Table I , when the GR construction provides an OOA with t (q + 1) columns, as the RUNS construction and the Rosenbloom/Tsfasman/Skriganov (RTS) construction do, we compare the percentage of t-sets covered. Following that we compute and compare the stardiscrepancy of some (t, m, s)-nets from the GR and RTS constructions.
In this table, # is the number of OOAs produced by the method, R min , R max , R avg , R S D , GR min , GR max , GR avg and GR S D give the minimum, maximum and average percentage coverage as well as the standard deviation for the RUNS and GR constructions, respectively. For the RUNS construction, # is the number of primitive polynomial in F 2 [x] of degree t and for the GR construction, # is the number of polynomials of degree t with no roots in F 2 . The RTS construction produces exactly one OOA and the corresponding entry in the table is the percentage of t-sets covered for this OOA. Boldfaced entries in the GR max column indicate when a nonprimitive polynomial gives an OOA with coverage that is at least as good as when only primitive polynomials are used and boldfaced entries in the GR S D column indicate then the standard deviation of the GR results is smaller than the standard deviation of the R results.
Secondly, for those OOAs produced by the GR construction which have the maximum number of t-sets of columns covered, Table II provides the polynomial(s) that produce the corresponding OOA(s). In the "Property" column of these table, P denotes a primitive polynomial, I denotes an irreducible but not primitive polynomial and R denotes a reducible polynomial, whose factorization is provided. Observe that when t = 8, 9, 10, 11, the polynomials that provide the best coverage are reducible. This shows that, in general, primitivity is not essential for best coverage.
For some applications, there may not be a need for the OOA to have the maximum number of columns, but it may be that the percentage of covered t-sets of columns is more important. Table III provide statistics on the coverage in the OOAs produced by the GR construction when the maximum number of columns is not produced. In Appendix A we provide similar analyses for F q [x] when q = 3, 4, 5, 7, 8, 9. Table IV shows the star-discrepancy of some (t, m, s)-nets from the RTS construction and the best (smallest) stardiscrepancy of some of the (t, m, s)-nets from the GR construction. The minimum of the GR construction is never worse than the RTS construction and is usually better, sometimes substantially.
VI. SUMMARY
In this paper we generalize the construction of OOAs given in [2] from using LFSRs defined by primitive polynomials to LFSRs using a far larger class of polynomials. While doing so, we also significantly simplify the proofs from [2] . For small field size and small degree, we provide data on how close the OOAs constructed are to being full OAs and compare the results to earlier constructions. Additionally we compute the star-discrepancies of the (t, m, s)-nets constructed which gives the accuracy for use in quasi-Monte Carlo numerical integration. In both measures the OOAs and (t, m, s)nets from the GR construction are at least the best known and often better. Provided examples show that primitivity is not a requirement for the construction of OOAs having best coverage. Indeed examples show that non-primitivity is sometimes a requirement for the construction of OOAs having best coverage using our method.
APPENDIX
As was done in Section V, we provide data about the OOAs produced by our new construction for larger fields. For some fields and polynomial degree, when the number of polynomials giving the OOA(s) with best coverage is large, we do not provide the polynomials but only a count.
