





























































































































































































































































































































































































































































































































条件つきファジィ・エントロピー 0，962 1，568 1，806 1，513 2，001
ファジィ相互情報量 一〇．609 0，ll2 0，040 0，276 一〇．154
　さらに，このファジィ条件つき確率qiを用いて，条件つきファジィ・エントロピーF（X／M）
とファジィ相互情報量1（X；M）を求めた結果は，表5の通りである。まず，条件つきファジィ・
エントロピーの結果をファジィ条件つきエントロピーと比較すると，意味面でのあいまいさ（漠
然性）を考慮した分だけ，前者は後者よりも大きい値となっていることがわかる。とりわけ，
Case　Eは他のCaseに比べて曇りと雪の確率が大きいため，その増分が大きくなっている。こ
れは，曇りと雪という天候が，晴れや雨に比較して，「くずれた天気の集合」に属するか否かが
あいまいである（意味面でのあいまいさが大きい）ためであり，漠然性の大きさを示しているも
のと考えられる。
　次に，ファジィ相互情報量1（X；M）を見ると，Case　Dの値が最も大きくなっており，　Case
Dの天気予報が最も有効性を発揮するという結果となっている。これは，Case　Dにおいて偶然
性に関するあいまいさ（シャノン・エントロピー）が大きく，かつ雨の確率が大きいために，天
気予報というファジィ・メッセージを受信することにより，偶然性と漠然性の総合的なあいまい
さが最も減少することを表す結果と考えられる。
　一方，Case　AとCase　Eではファジィ相互情報量が負の値となっていることがわかる。これ
は，偶然性と漠然性の総合的なあいまいさがかえって増大することを示す結果である。ファジィ
相互情報量は，H（M）の大きさによってはH（X）－H（X／M）＞0であっても，1（X；M）〈0
となりうることは前述の通りである。なぜなら，ファジィ・メッセージを受信する前は偶然性に
関するあいまいさH（X）のみであるが，受信後はこれに「ファジィ・メッセージが何を意味す
るか」という意味面でのあいまいさ（漠然性）が加わるからである。すなわち，ファジィ条件つ
きエントロピーF（X／ルのには，H（X／1レf）のみならず漠然性に関するエントロピーH（M）が加
わるため，ファジィ・メッセージが何を意味するかのあいまいさH（M）が大きい場合，かえっ
て意思決定のあいまいさを増大させることになるのである。
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以上の結果より，ファジィ相互情報量は人間や組織の情報処理過程におけるファジィ・メッセー
ジの有効性を，偶然性と漠然性の両面から定量的に捉えた指標であることがわかる。
9．おわりに
　本研究では，シャノンの情報理論における各種情報量（エントロピー）と，偶然性と漠然性の
「あいまいさの二面性」を持つファジィ事象を定量的に捉えるためのいくつかの指標，とりわけ
ファジィ・エントロピーとファジィ条件つきエントロピーの特性について検討した上で，これら
の指標を用い，新たに「条件つきファジィ・エントロピー」と「ファジィ相互情報量」を提案し
た。前者の条件つきファジィ・エントロピーは，ファジィ・メッセージが与えられたという条件
のもとでの，偶然性と漠然性の総合的なあいまいさを，また後者のファジィ相互情報量は，ファ
ジィ・メッセージを受信することで，出力情報のうちどれだけの情報量を予め得ることができる
かを，それぞれ示す情報量（エントロピー）である。これにより，ファジィ・メッセージMが
ファジィ事象において，偶然性（ランダムネス）と漠然性（ファジィネス）の総合的なあいまい
さをどれだけ吸収し，我々にどれだけの情報量を与えるかについての新たな視点を提示した。
　さらに簡単な数値例により，本研究で提案した「条件つきファジィ・エントロピー」および
「ファジィ相互情報量」の示す「情報のあいまいさ」について検討した結果，これらの情報量
（エントロピー）が，クリスプ・メッセージとファジィ・メッセージとの違いを端的に表し，人
間や組織の情報処理過程においてファジィ・メッセージの果たす役割を定量的に捉えるための指
標として有効性を発揮しうることを確認することができた。
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