Abstract-We are given a set of sensors at given locations, a set of potential locations for placing base stations (BSs, or sinks), and another set of potential locations for placing wireless relay nodes. There is a cost for placing a BS and a cost for placing a relay. The problem we consider is to select a set of BS locations, a set of relay locations, and an association of sensor nodes with the selected BS locations, so that the number of hops in the path from each sensor to its BS is bounded by hmax, and among all such feasible networks, the cost of the selected network is the minimum. The hop count bound suffices to ensure a certain probability of the data being delivered to the BS within a given maximum delay under a light traffic model. We observe that the problem is NP-Hard, and is hard to even approximate within a constant factor. For this problem, we propose a polynomial time approximation algorithm (SmartSelect) based on a relay placement algorithm proposed in our earlier work, along with a modification of the greedy algorithm for weighted set cover. We have analyzed the worst case approximation guarantee for this algorithm. We have also proposed a polynomial time heuristic to improve upon the solution provided by SmartSelect. Our numerical results demonstrate that the algorithms provide good quality solutions using very little computation time in various randomly generated network scenarios.
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Index Terms-Wireless sensor network design; Multiple sink and relay placement; QoS-aware network design I. INTRODUCTION 1 Recently there has been increasing interest in replacing wireline industrial sensor networks with wireless packet networks ( [1] , [2] , [3] ). Owing to the small communication range of the sensing nodes (typically a few tens of meters), usually multi-hopping is needed to communicate to the control center. The practical problem that we consider in this paper is the following: there are already deployed, static sensors (also referred to as sources) from which measurements, encapsulated into packets, need to be collected. Additional relays and base stations (BS) need to be placed in the region in order to provide multi-hop paths from each of the sources to at least one BS. The sources can also act as relays for the packets from other sources. The network so obtained needs to provide certain quality-of-service (QoS) to the packets flowing over it, in terms of, e.g., delivery probability, or packet delay.
In most practical applications, due to the presence of obstacles or taboo regions, we cannot place relays and sinks anywhere in the region, but only at certain designated locations. This leads to the problem of constrained node placement in which the nodes are constrained to be placed at certain potential locations. Further, only certain links are permitted 2 . See Figure 1 for a depiction of the problem.
We assume that there is a cost associated with each sink, and each relay. The objective of the design is to place a minimum cost selection of sinks and relays (at the potential locations) while achieving a network that meets the following QoS objectives: 1 This work was supported by the Department of Science and Technology (DST) under the Indo-Brazil project, and under a J. C. Bose fellowship 2 This could be because some links could be too long, leading to high bit error rate and hence large packet delay, or due to an obstacle, e.g., a firewall 1) There is a path from each source node to at least one BS.
2) The maximum delay on any path is bounded by a given value d max , and the packet delivery probability (the probability of delivering a packet within the delay bound) on any path is ≥ p del . In wireless networks, the actual link qualities are unknown a priori, and can only be ascertained by field measurements; designs based only on approximate stochastic RF propagation models cannot be guaranteed to work when deployed on field. This motivates iterative algorithms that explore the field by making partial deployments and link quality measurements, and build the network iteratively (see, for example, [4] ). As explained in [4] , such iterative algorithms require to invoke, at each iteration, a design module which extracts from a network graph with given link qualities, a subgraph that meets the QoS requirements assuming the given link qualities to be true. Since this module has to be invoked at each of potentially many iterations, it should have low time complexity. We therefore, seek fast algorithms that provide optimal or close to optimal solutions. In our earlier work [5] , [6] , [4] , we addressed this problem for the special case where there is a single BS at a designated location. In this paper, we study the more general problem where there is the possibility of deploying multiple sinks. This general problem is of interest for scalability of the network design, i.e., when we want to deploy a network over an area so large that a single sink based solution fails to meet the desired QoS requirements. 3 
II. THE NETWORK DESIGN PROBLEM
The Lone Packet Model: In this paper, we assume that the traffic from the source nodes is very light. Formally, we define "light traffic" as follows: at any point of time, there is at most one packet flowing in the network. We call this the "lone packet traffic model," which is realistic for many applications, including the so called condition monitoring/industrial telemetry applications ( [7] ), where the time between successive measurements being taken is sufficiently long so that the measurements can be staggered so as not to occupy the medium at the same time. The main motivation behind the lone-packet model comes from the following important result (formally proved in [6] ): for a design (network) to satisfy the QoS objectives for a given positive traffic arrival rate, it is necessary that the network satisfies the QoS objectives under the lone packet model. This light traffic assumption facilitates the conversion of QoS objectives into simple graph constraints. The designs based on lone-packet model can be used as a starting point for network design with more general arrival processes. Packet level simulation results reported in [6] suggest that such lonepacket model based designs suffice up to some small (but useful) positive arrival rates. For a more detailed discussion on the applicability and justification of the lone-packet model, see [6] . The Network Design Setting: Given a set of source nodes or required vertices Q, a set of potential relay locations R, each with cost c r , and a set of potential sink locations B, each with cost c s , we consider a graph G = (V, E) on V = Q ∪ R ∪ B with E consisting of all feasible edges. Throughout this work, we assume that all nodes operate at the same fixed power level. We can then define the set of feasible edges E, either by imposing a bound on the packet error rate (PER) of each link, or alternately, by constraining the maximum allowed link length (which, in turn, affects the link PER). Having thus characterized the link quality of each feasible link in the graph G, it can be shown by an elementary analysis that the QoS objectives (d max and p del ) can be met by imposing a hop count bound of h max between each source node and the sink. Details of this analysis are provided in [6] , where we have considered the practical situation of slowly fading links, and packet losses due to random channel errors. Thus, there is a random delay at each hop due to packet retransmissions, and packets could be dropped if a retransmission limit is reached. Note that as a consequence of the lone packet assumption, the delay along a path is additive, i.e., it is simply the sum of the delays on each hop along the path. Problem Formulation: Given the graph G = (V, E) on V = Q∪R∪B with E consisting of all feasible edges (as explained earlier), costs c s and c r of each sink and relay respectively, and a hop constraint h max , the problem is to extract from this graph, a minimum cost subgraph spanning Q, such that each source has a path to at least one sink with hop count ≤ h max . We call this the MultiSink Steiner Network-Minimum Cost-Hop Constraint (MSSN-MC-HC) problem. 4 Complexity of the Problem Proposition 1: 1) Complexity: The MSSN-MC-HC problem is NP-Hard. 2) Inapproximability: The MSSN-MC-HC problem is not constant factor approximable. In particular, it cannot be approximated to within a factor better than O(log(m)), where m is the number of sensors.
Proof: Proof uses the restriction argument [8, p. 63, Section 3.2.1] along with a reduction from set cover to the subclass of problems with c r = 0. For details, see [9] .
Proposition 2: If 
�
, where |Q| = m. Proof: The proof follows by observing that the cost of the optimal solution to the MSSN-MC-HC problem is lower bounded by c s (since at least one sink is required), and the cost of the outcome of any algorithm is upper bounded by mc s + m(h max − 1)c r . See [9] for details. Related Work: [10] , [11] proposed approximation algorithms for variations of the NP-Hard problem of unconstrained relay placement for connectivity, where a minimum number of relays have to be placed (they can be placed anywhere; no potential locations are given) to obtain a tree spanning a given set of sources and BS. No QoS constraint was imposed in their formulations. Bredin et al. [12] proposed an O(1) approximation algorithm for the NP-hard problem of optimal (unconstrained) relay placement for k−connectivity, but without any QoS constraint. [13] and references therein proposed approximation algorithms for variations of the NPHard problem of constrained relay placement for connectivity and survivability, but without any constraint on the end-to-end QoS. In [5] , [6] , [4] , we have studied the NP-Hard problem of constrained relay placement with end-to-end QoS objective, but with a single Base Station at a given location. In our current work, we aim at extending this formulation to incorporate the possibility of deploying multiple sinks. Recently, Sitanayah et al. [14] have proposed a local search heuristic (GRASP-MSRP) of exponential time-complexity for the MSSN-MC-HC problem. However, no theoretical study of either the problem, or the proposed algorithm was provided. The time-complexity of the algorithm prohibits its use in an iterative network design process such as SmartConnect [4] . Hence, we seek, instead, fast heuristics that perform reasonably close to optimal.
III. MSSN-MC-HC: A HEURISTIC AND ITS ANALYSIS In this section, we present a polynomial time approximation algorithm for the MSSN-MC-HC problem. The algorithm proceeds by reducing the problem to a modified version of the weighted set cover problem, and the greedy algorithm for weighted set cover is used to obtain a solution. Since the greedy algorithm for weighted set cover is polynomial time [15] , the proposed algorithm is polynomial time. A. SmartSelect: A Greedy Algorithm for Sink and Relay Selection 1) The single sink, zero relay case: Consider the restriction of the graph G to only the sources, Q, and the potential sinks, B. For each sink b ∈ B, find the shortest path tree rooted at b spanning the sources in Q. If there exists a sink b 0 such that the SPT rooted at b 0 satisfies the hop constraint for each source in Q, then we are done; the optimal solution requires a single sink, and no relays. Otherwise, go to the next step. 2) Checking feasibility: On graph G (i.e., now including all sources and relays), obtain a shortest path tree rooted at each potential sink location (i.e., we have as many shortest path trees as there are potential sinks). If there exists a source such that its shortest paths to all the sinks have lengths exceeding h max , declare the problem infeasible. Else, go to the next step.
3) For each sink b i ∈ B, i = 1, . . . , |B|, identify the set of sources, say Q i , whose shortest paths to b i have lengths ≤ h max . The set Q i ⊆ Q, is said to be covered by b i . Note that, having ensured feasibility in Step 2, ∪ |B| i=1 Q i = Q. Also identify the set of relays, R i ⊆ R, whose shortest paths to b i have lengths ≤ h max − 1 (this helps to reduce the complexity of Step 4; indeed R i is the set of relays that may ever be used to connect the sources in Q i to b i ). 
, define the cost ofG
, i.e., the cost of a subgraph is computed as the total cost per source. 8) The greedy selection: Pick the subgraph with the least cost among the subgraphs not yet picked, i.e., pickG
i . Break ties by picking the subgraph that covers more sources. Letb (j) be the sink associated withG
, stop when all the sources have been covered. Else, go to next step. 10) Update step:
. For each i such that
Moreover, set the cost of each relay in R to zero for all future iterations. This is done so that sources and relays that are shared by covers do not get counted more than once. 11) Set j ← j + 1, and go to Step 5.
B. Analysis of SmartSelect
Some observations: 1) If the optimal solution uses a single sink, and no relays, SmartSelect achieves the optimal solution (follows from Step 1). 2) For the sink placement problem (i.e., c r = 0), the SmartSelect algorithm reduces exactly to the greedy algorithm for weighted set cover ( [15] ), and hence achieves the best possible worst case approximation guarantee (O(log(m))) for the sink placement problem, where m is the number of sources.
Worst Case Approximation Guarantee: We already know that when an optimal solution uses a single sink, and no relays, the SmartSelect algorithm gives the optimal solution. We, therefore, focus on instances where any optimal solution uses at least one sink, and at least one relay. We start with the following lemma. Then the following holds: In an iteration in which the number of sources remaining to be covered is > m, if there is a (not yet selected) sink that covers all the remaining sources, the greedy algorithm will select a sink that covers at least (m + 1) sources.
Proof: Suppose, up to the start of iteration j, j ≥ 0, m 2 be the number of relays picked in Step 5 of the SmartSelect algorithm in iteration j for sinks 1 and 2 respectively. Then, the algorithm favors sink 2 over sink 1 iff
Note that we have made use of the tie-breaking mechanism introduced in Step 8 to obtain the strict inequality above. Now, we make the following observations:
, since each of the remaining sources connects to the sink 1 using at most h max hops. 
m − m (j) − m Thus, condition (1) cannot hold, and hence, the algorithm cannot favor sink 2 over sink 1.
Proceeding similarly, and using the monotonicity of f (m) � = m(m + 1) in m, it can be shown that the algorithm cannot favor a sink covering less than m sources over sink 1. Then the lemma follows.
Equipped with the above lemma, we derive bounds on the worst case approximation factor of the SmartSelect algorithm as follows. Proof: We provide an outline here. For details, see [9] . Since there exists a sink that can cover all the sources, as long as this sink is not picked during the course of the SmartSelect algorithm, the hypothesis in Lemma 1 continues to hold. Then Part 1 follows by using the monotonicity of m(m + 1), and repeatedly applying Lemma 1.
Part 2 follows by using Part 1, and observing that the optimum cost is at least (c s + c r ). Proof: We provide a sketch here. See [9] for details. Theorem 1 gives the worst case approximation guarantee for a subclass of problems. For the remaining (complementary) class of problems, the worst case approximation guarantee is upper bounded by observing that the optimum cost ≥ 2c s , and trivially upper bounding the cost of the algorithm. The theorem follows by combining the worst case guarantees.
C. A Destroy and Repair Heuristic to Improve upon SmartSelect
We propose below a polynomial time heuristic to improve upon the solution provided by the SmartSelect algorithm. , and solution update = f alse. Let K be the maximum number of iterations allowed.
Destroy and Repair Heuristic
, do the following:
• Pretend to prune the sink b j .
• Run the SmartSelect algorithm using only the remaining sinks in N , and all potential relays to obtain a solution N 1 . If N 1 is feasible, and cost of N 1 is better than cost of N best , set N best = N 1 , and solution update = true. Else go to the next step.
• Pretend to prune the sink b j , and Run the SmartSelect algorithm using all the remaining sinks and relays in G to obtain a solution N 2 . If N 2 is feasible, and cost of N 2 is better than cost of N best , set N best = N 2 , and solution update = true. 3) After all the sinks in N (k) have been tried (for pruning), if solution update = true, set k ← k + 1, N (k) = N best , and go to Step 2. 4) Stop when no further solution update is possible, or the maximum number of iterations have been exceeded. Remark: Since each iteration of the Destroy and Repair heuristic uses the SmartSelect algorithm which is polynomial time, and since the number of iterations is upper bounded by a constant K, it follows that the heuristic is polynomial time.
IV. NUMERICAL RESULTS
Since computing an optimal solution is NP-Hard, we obtain a lower bound on the optimum cost of a problem instance by solving the LP relaxation of an ILP formulation for the MSSN-MC-HC problem. See [9] for details of the ILP. We compare the performance of our algorithms against this LPbased lower bound on the optimum cost, as well as the exponential search heuristic (GRASP-MSRP) proposed by [14] in three different experimental settings. In all the experiments, we chose c s = 10, c r = 1, and h max = 5; note that these choices satisfy the hypothesis on c s /c r made in Theorems 1 and 2 with m = 1. For Setups 1 and 2, we selected the source locations and potential node locations according to a continuous uniform distribution over the area, whereas for Setup 3, we partitioned the area into square cells of side 10m, and picked the sources and potential node locations randomly from among the corner points of the cells. The other details of the experimental settings are provided in Table I . For ease of exposition, from now on, we use the abbreviations SS, DR, and GM respectively to denote the SmartSelect algorithm, the Destroy and Repair heuristic, and the GRASP-MSRP heuristic proposed in [14] . For each instance in each setting, we ran all the three algorithms on that instance, and also computed the LP-based lower bound on the optimum solution for that instance. The maximum number of iterations in the DR heuristic was chosen to be 25. The experiments were run using MATLAB R2011b on a Linux based desktop with 8 GB RAM. . The maximum of these over the feasible instances in that setting was taken as the empirical worst case approximation ratio for that setting.
We also computed the empirical average case approximation ratio of the algorithms as follows: let C (algo) avg be the average cost of the algorithm outcome over the feasible instances in a setting, and let C lp be the average cost of the LP solution over those feasible instances. Then, the empirical average case approximation ratio, α algo was computed as α algo =
The theoretical upper bound on the worst case approximation ratio of SS algorithm was computed using Theorem 2.
In Table II , we compare the execution times of the algorithms and that of the LP-based lower bound computation.
From Figure 2 and Table II , we make the following observations: 1) In all the experimental settings considered, the average empirical performance of both the SS and DR algorithms in terms of cost are within a factor of about 1.4 of the LP based lower bound on the optimum cost. Notice that the actual performance would be even better since we are only comparing against a lower bound on the optimum cost. In the worst case, the algorithms are off from the lower bound by a factor of about 2.9, which is still much better than the theoretically predicted performance bound for the SS algorithm in the corresponding setting.
2) Both the SS and the DR algorithms achieve orders of magnitude improvement in running time compared to the LP (and hence, obviously with respect to the exact ILP).
3) In all the settings considered, both the SS and DR algorithms are order of magnitude faster compared to the GM algorithm. While this extremely fast execution time of DR (and SS) is desirable, it comes with a degradation in cost. We now proceed to further quantify the degradation in cost when DR (or SS) algorithm is used instead of the GM algorithm. We first quantify the improvement in cost achieved by the DR heuristic over SS algorithm. Our findings are summarized in Table III .
Since we observe from Table III that the DR algorithm achieves an improvement in average cost of about 5% to 8% (and a maximum improvement of 75% over all the instances) over the SS algorithm in all the settings considered, and has the same order of running time as the SS algorithm (as observed from Table II) , we next compare the performance of the DR algorithm against that of the GM algorithm ( [14] ). Our findings are summarized in Table IV .
From Table IV , we make a couple of observations: 1) In all the settings considered, the average cost of the DR heuristic is within at most 4.6% of that of the GM algorithm, and in the worst case (over all the tested scenarios in all the settings), the cost of the DR algorithm is off by 33.33% from that of the GM algorithm. On the other hand, as can be observed from Table II , the improvement in average run time of the DR algorithm compared to that of the GM algorithm is up to a factor of about 80. 2) Surprisingly, in all the three settings considered, there were instances where the DR algorithm in fact did better than the (more complex) GM algorithm even in terms of cost, as indicated by the last column in Table IV , and the improvement was up to 11.54%.
In summary, we conclude that the DR heuristic (with the SS algorithm as its starting point) achieves significant improvement in running time compared to both the GM algorithm ( [14] ), and ILP based solutions, while incurring only a small penalty in terms of cost. This extremely fast running time, and insignificant penalty in cost make the Destroy and Repair heuristic (with SmartSelect as starting point) an excellent choice for use in an iterative network design procedure such as SmartConnect [4] .
V. CONCLUSION In this paper, we have studied the problem of determining an optimal relay and sink node placement strategy such that certain performance objective(s) (in this case, hop constraint, which, under a lone-packet model, ensures data delivery to the BS within a certain maximum delay) is (are) met. We found that the problem is NP-Hard, and is even hard to approximate within a factor of O(ln m), where m is the number of sources. We have proposed a polynomial time approximation algorithm for the problem. The algorithm is simple, intuitive, and as can be concluded from numerical experiments presented in Section IV, gives solutions of very good quality in extremely reasonable computation time. We have also provided worst case bound on the performance of the algorithm. Further, we are working on combining our algorithm with that proposed by Sitanayah et al. [14] to further improve the cost efficiency of our algorithm while retaining the benefits of fast running time.
