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The one-dimensional wave equation with damping of indefinite sign in a bounded
interval with Dirichlet boundary conditions is considered. It is proved that solu-
tions decay uniformly exponentially to zero provided the damping potential is in
the BV-class, has positive average, is small enough and satisfies a finite number of
further constraints guaranteeing that the derivative of the real part of the eigen-
values is negative when the damping vanishes. This sharp result completes a pre-
vious one by the first author showing that an indefinite sign damping always
produces unstable solutions if it is large enough and it answers by the afirmative to
a conjecture concerning small damping terms. The method of proof relies on the
developments by S. Cox and the second author on the high frequency asymptotic
expansion of the spectrum for damped wave equations and on the characterization
of the decay rate in terms of the spectral abscissa.  1996 Academic Press, Inc.
1. INTRODUCTION
Consider the linear wave equation of the form
utt+2a(x) ut=uxx , (1)
on the interval (0, 1), together with Dirichlet boundary conditions and
where a # L(0, 1). In the case where the damping term a is nonnegative,
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and positive on an open subset, it is known that the energy of a solution
will decay exponentially in time (see, for instance [CZ]). More precisely,
let us introduce the energy of the system:
E(t)= 12 |
1
0
[ |ut(x, t)| 2+|ux(x, t)| 2] dx.
Then, under the conditions above, there exists C, |>0 such that
E(t)Ce&|tE(0), \t>0
for every finite energy solution of (1) with homogeneous Dirichlet bound-
ary conditions.
In a similar way, if a is nonpositive, and negative on a nonempty open
subset, all but the trivial solution will grow to infinity exponentially.
When the function a is allowed to change sign, the question of stability
of the trivial solution of (1) becomes much more delicate. In particular, the
techniques that are normally employed in the definite case, such as energy
methods, will now fail.
In a sense, the problem becomes one of being able to measure how
positive a given damping term is, and when it will cease to be enough to
counteract the effect of the negative part, which will then take over, making
the trivial solution unstable. In [CFNS], it was suggested that one way of
measuring this might be via integrals of the form
Ik=|
1
0
a(x) sin2(k?x) dx, k=1, 2, ... .
The idea behind it is that these terms are related to the derivative of the
eigenvalues of the associated eigenvalue problem, when it is considered as
a perturbation of the undamped equation. In particular, if the k th order
term is positive, then the corresponding eigenvalue will be to the left of the
imaginary axis for a small enough perturbation. It turns out that this is not
enough to ensure stability, as eigenvalues which are to the left for small
perturbations may move to the right as the pertubation increases, though
not uniformly. Thus, it is also necessary to take into account the norm of
the function a. This has been done in [F], where it was shown that for any
damping term taking both positive and negative values on subsets of
positive measure, and provided that its L norm is large enough, the
trivial solution will be unstable (for a precise statement, see [F]).
All this suggests that a more adequate way of tackling the problem of the
stability of the trivial solution of a linear wave equation of this type, is to
consider a damping term of the form =a(x), where = is a positive parameter.
In this way, it is possible to study what happens along a direction a,
depending on the norm of the perturbation.
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The techniques used in [F] are not appropriate to deal with the case of
small =, as in this case there are no real eigenvalues. A conjecture presented
at the end of that paper was that, provided that the integrals Ik are
uniformly positive, and that = is small enough, then the trivial solution will
be stable. The purpose of the present note is to show that this is indeed the
case, when a is in BV.
The proof of this fact consists mainly of two steps. The first ensures that,
for any positive values of the parameter =, all existing eigenvalues can be
followed to an eigenvalue of the undamped wave equation situated on the
imaginary axis, as the parameter is decreased to zero. This shows that there
can exist no eigenvalues coming from the point at infinity, and that, for
small values of =, it is possible to control the position of each eigenvalue
with respect to the imaginary axis by looking at its first derivative. The
second part of the proof then consists of showing that if all the integrals Ik
are uniformly positive, for sufficiently small = this control will be uniform
in k and all eigenvalues will have negative real parts. Both aspects of the
proof are basically variations on the methods used in [CZ] and rely on a
shooting method that allows us to get high-frequency asymptotic expan-
sions of the spectrum. As a consequence, our proof is restricted to the one-
dimensional case.
The outline of the paper is as follows. In the next section we introduce
some notation and state the main stability result for the linear problem.
Sections 3 and 4 consist of the statement and proof of the several results
needed to obtain the main result. Finally, in Section 5 we discuss the
results obtained and make some comments on, in particular, the n-dimen-
sional problem.
2. NOTATION AND MAIN RESULT
We consider the following wave equation on the interval (0, 1)
utt+2=a(x) ut=uxx
{u(0, t)=u(1, t)=0 (2)u(x, 0)=,(x), ut(x, 0)=(x).
Here = is a positive parameter, a # L(0, 1) and the initial condition (,, )
is taken to lie in the energy space X=H 10(0, 1)_L
2(0, 1), considered with
the usual inner product defined by
( ( f , g), (u, v)) =|
1
0
f $u $+gv dx.
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Our main result gives sufficient conditions for the trivial solution of (2)
to be globally asymptotically stable in the space X for small values of =,
that is, (u( } , t), ut( } , t)) converges to zero strongly in that space, as t goes
to +. In order to state these conditions we shall need some notation.
We begin by writing equation (2) as a system of the form Ut=L= U, where
U=(u, ut), and L= : D(L=)  X with
L= _0A
I
&2=a& , D(L=)=(H 2(0, 1) & H 10(0, 1))_H 10(0, 1),
where A=2x2. Denote by #k , k=0, 1, ... the eigenvalues of this last
operator, with #0>#1 } } } , and by vk the corresponding normalized eigen-
functions.
From [F] it is known that the following are necessary conditions for the
trivial solution of (2) to be stable for small values of = in a more general
frame in which A=2x2+b(x), where b is a bounded (possibly changing
sign) potential:
(C1) #k<0 for all k=0, 1, ... .
(C2) The integral inequalities
Ik=|
1
0
a(x) v2k(x) dx>0,
hold for all k=0, 1, .... .
The first condition has to do with the fact that each positive eigenvalue #k
of the operator A gives rise to both a positive and a negative eigenvalue for
the operator L= , which persist for all positive values of the parameter.
On the other hand, a negative eigenvalue #k of A gives rise to a pair of
purely imaginary eigenvalues of L0 . Designate these by *\k . As = increases
they will change continuously with the parameter, and we can thus refer
to the eigenvalues of L= by *\k (=). These functions are differentiable at
==0, and the expression for their derivatives at this point can easily be
seen to be
(*\k )$ (0)=&Ik .
Thus if any of the integrals Ik is negative, the corresponding pair of eigen-
values will be to the right of the imaginary axis for small values of = and
the trivial solution will be unstable.
It turns out that condition (C1) together with a stronger version of
condition (C2), namely
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(C3) The integral inequalities
Ik=|
1
0
a(x) v2k(x) dx>c,
hold for all k=0, 1, ... and some positive constant c.
are enough to ensure stability of the trivial solution. More precisely, we
have
Theorem 2.1. Assume that a # BV(0, 1) and that condition (C3) holds.
Then there exists a positive constant =0 , depending on the function a, such
that for all 0<=<=0 the trivial solution of equation (2) is globally asymptoti-
cally stable in the space X.
Furthermore, there exist constants C and | depending only on a such that
E(t)Ce&=|tE(0), \t>0 (3)
for every finite energy solution of (2) provided 0<=<=0 .
As an example of a class of sign-changing functions a for which condi-
tion (C3) will hold we have an(x, :)=1+: cos(n?x), for n odd and |:|>1.
In this case
Ik=|
1
0
an(x, :) sin2(k?x) dx=
1
2
for all k # N. In the case of even n, we have
Ik={
2&:
4
, k=n2
1
2
, k{n2.
If we then take 1<|:|<2, condition (C3) will still be satisfied. If in this last
case we consider |:|>2, then this allows us to construct examples where,
for sufficiently small =, only a chosen eigenvalue will be to the right of the
imaginary axis. Clearly, by combining such functions, it is also possible to
have any chosen group of eigenvalues to the right of the imaginary axis for
small values of the parameter =, while all others are situated to the left.
The proof of Theorem 2.1 will be done in the next sections, and consists
mainly of the following steps. We study the eigenvalue problem associated
with the operator L= and begin by showing that for any positive value of
= the high frequencies are asymptotically close to the eigenvalues of an
associated eigenvalue problem whose spectrum is known. This will enable
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us to guarantee that the whole spectrum can be continued to the spectrum
of the operator L0 as = approaches zero, and thus that there are no other
eigenvaluessee [F]. Moreover, it will give us information on the location
of the spectrum. In particular, the real part of the eigenvalues will be
uniformly asymptotically close to minus = times the average of a0 of the
function a. As, from the asymptotics for the eigenfunctions of the operator
A, we have that Ik  a0 as k  , this, together with condition (C3),
shows that the high frequencies will be uniformly to the left of the
imaginary axis. It also means that instead of condition (C3) we could have
considered condition (C2) if it had been assumed that the damping coef-
ficient had positive average.
We next prove that there exists =1>0 such that, for all = # (0, =1), there
exists an integer N, independent of = in this interval, with the property that
for all n>N the band where the eigenvalues *\n (=) are situated does not
intersect the imaginary axis. These results are acomplished by adapting the
estimates made in [CZ] to the present situation.
All this then enables us to consider only the remaining finite number of
eigenvalues, and, by using the fact that the Ik’s are positive, to show that
there will exist a positive value =0 for which all eigenvalues are uniformly
to the left of the imaginary axis for = # (0, =0). This shows that the trivial
solution is asymptotically stable for = in this interval.
3. BASIC ESTIMATES FOR THE HIGH FREQUENCIES
The eigenvalue problem associated with the operator L= can be written
as
yxx=*2y+2=*a(x) y, (4)
together with the boundary conditions y(0)= y(1)=0. In this section we
shall determine the asymptotic form of the eigenvalues of this problem.
This is done by using a shooting method and follows closely the estimates
made in Section 5 of [CZ]. Consider the solution of (4) satifying the initial
conditions y(0, *)=0 and y$(0, *)=1. The idea is to use the following
ansatz suggested by Horn [H]
y(x, *)=,(x) e*!(x) :

n=0
fn(x) *&n, f0(x)#1, (5)
in order to find a first approximation to the eigenvalue problem (4) that
will enable us to obtain information on the asymptotic behaviour of the
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eigenvalues. By substituting this expression into equation (4) and equating
like powers of * yields as a first term (n=0)
z1(x, *)=e*x+= 0
x a(t) dt.
This function will not, in general, satisfy equation (4), but
&z"+*2z+2=*a(x) z=&[=2a2(x)+=a$(x)] z (6)
(note that when a is of bounded variation the standard weak form of this
equation is well-defined). We now use the solutions of this equation to
obtain estimates for the zeros of the function *  y(1, *), which coincide
with the eigenvalues of problem (4). Via reduction of order, we have that
(6) also has
z2(x, *)=z1(x, *) |
1
0
z&21 (t, *) dt=e
*x+= 0
x a(t) dt |
x
0
e&2*t&2= 
t
0 a(s) ds dt (7)
as a solution which satisfies
z2(0, *)=0 and z$2(0, *)=1.
In the very particular case where a$=&a2, that is, a(x)=(x+c)&1 for
some positive constant c, the functions z2 and y coincide, and the spectrum
is given by the zeros of the function that takes * to 10 e
&2*x(x+c)&2 dx.
We now estimate the difference between z2 and y in the case where a is
a general function of bounded variation, and use those estimates to prove
that in this case the roots of y(1, } ) are asymptotically close to those of
*&1 sinh(*+=a0). In order to do this, we begin by obtaining some
estimates for z2 . Multiplying equation (4) by y and separating into real and
imaginary parts gives (from the imaginary part) that complex eigenvalues
must satisfy
Re(*)=&=
10 a(x) | y(x)|
2 dx
10 | y(x)|
2 dx
,
and so &=a+Re(*)&=a&, where a& and a+ denote, respectively, the
essential infimum and supremum of a on (0, 1). This means that in our
estimates we only have to consider values of * such that |Re(*)|=a , where
a =&a&L(0, 1) (note that for = small enough no real eigenvalues exist).
Lemma 3.1. Let a # BV(0, 1) and Ta be its total variation on that
interval. Then
|z2(x, *)|
e6=a (1+=a )
|*|
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and
} z2(x, *)&sinh(*x+= 
x
0 a(t) dt)
* }
=e6=a
|*| 2
(a +=a 2+Ta).
Proof. Integrating (7) by parts gives
z2(x, *)=
1
*
sinh _*x+= |
x
0
a(t) dt&
&
=
*
e*x+= 0
x a(t) dt |
x
0
a(t) e&2*t&2= 
t
0 a(s) ds dt. (8)
From this we have
|z2(x, *)|
e6=a (1+=a )
|*|
.
Integrating again by parts in (8) we obtain
z2(x, *)=
1
*
sinh _*x+= |
x
0
a(t) dt&& =2*2 e*x+= 0
x a(t) dt
__a(0)&a(x) e&2*x&2= 0x a(t) dt
+|
x
0
[a$(t)&2=a2(t)] e&2*t&2= 
t
0 a(s) ds dt& ,
from which the result follows. K
Proposition 3.2. If a # BV(0, 1), then there exists a constant C0 such
that
} y(x, *)&sinh(*x+= 
x
0 a(t) dt)
* }
C0(=, a , Ta)
|*| 2
,
uniformly for 0<x<1 and &=a Re(*)=a . Furthermore, C0=c=+o(=2),
for some positive constant c.
Remark 3.1. We can choose C0(=) to be of the form C0(=)==C0 with
C0 a positive constant depending only on a, provided = is taken to be
bounded. Since we are assuming = to be small enough, in what follows we
will assume that the constant C0(=, a , Ta) in Proposition 3.2 has this form.
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Proof. We begin by noting that y is a solution of
&z"+*2z+2=*a(x) z+=[=a2(x)+a$(x)] z
==[=a2(x)+a$(x)] z, z(0)=0, z$(0)=1.
Thus, if K(x, t, *)=z1(x, *) z2(t, *)&z1(t, *) z2(x, *), y is also a solution of
the integral equation
y(x, *)=z2(x, *)+= |
x
0
K(x, t, *)[=a2(t)+a$(t)] y(t, *) dt.
As in [CZ], we solve this equation in series form, that is, we look for
solutions of the form
y(x, *)= :

n=0
Sn(x, *),
where S0=z2 and
Sn(x, *)== |
x
0
K(x, t, *)[=a2(t)+a$(t)] Sn&1(t, *) dt
== | } } } |
0t1 } } } tn+1=x
z2(t1 , *)
_6ni=1[K(ti+1 , ti , *)[=a
2(t)+a$(t)]] dt1 } } } dtn .
From the expression for z2 in (7) it follows that K can be written in terms
of z1 only as
K(x, t, *)=z1(x, *) z1(t, *) |
t
x
z&21 (s, *) ds.
By substituting now z1 and rearranging we have
K(x, t, *)= &
1
*
sinh _*(x&t)+= |
x
t
a(s) ds&
&
=
*
e*(x+t)+= 0
x a(s) ds+= t0 a(s) ds |
t
x
a(s) e&2*s&2= 
s
0 a(r) dr ds,
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from which it follows that
|K(x, t, *)|
1
|*|
e:(x&t)+= t
x a(s) ds
+
=a
|*| |
x
t
|e*(x&s)+*(t&s)+= s
x a(r) dr+= ts a(r) dr | ds

e2=a (x&t)
|*|
+
=a
|*| |
1
0
e=a ((x&s)&(t&s)+(x&s)+(s&t)) ds

(1+=a ) e2=a (x&t)
|*|

(1+=a ) e2=a
|*|
.
Using this in the expression for Sn yields
|Sn(x, *)|
e6=a (1+=a )n+1
|*|n+1
e2=a | } } } |
0t1 } } } tn+1=x
[6ni=1
|=2a2(ti)+=a$(ti)| [dt1 } } } dtn

e8=a (1+=a )n+1
|*|n+1
(=2a 2+=Ta)n
n !
,
and, for |*|1,
|Sn(x, *)|
e8=a (1+=a )n+1
|*| 2
(=2a 2+=Ta)n
n !
.
This proves that the Sn are summable and we have
} y(x, *)&sinh(*x+
x
0 a(t) dt)
* }
| y(x, *)&z2(x, *)|+ } z2(x, *)&sinh(*x+
x
0 a(t) dt)
* }
 :

n=1
|Sn(x, *)|+
=e6=a
|*| 2
(a +=a 2+Ta)

e8=a (1+=a )
|*| 2
[e(1+=a )(=2a 2+=Ta)&1]+
=e6=a
|*| 2
(a +=a 2+Ta),
as desired. K
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As in [CZ], this result together with Rouche ’s Theorem can now be
used to obtain that the zeros of the function y(1, *) will have to lie in a
neighbourhood of the roots of *&1 sinh(*+=a0), that is
&=a0\in?, n=\1, \2, ... .
In order to do this, define
1\n#[z: |z+=a0in?|=2=C0 (n?)], n # N
where, recall, C0 is assumed to be independent of =.
Lemma 3.3. If z # 1\n , then |sinh(z+=a0)|>=C0|z| for small enough =
and every n # N.
Proof. It is of course enough to show the result for the curves 1n , as
the eigenvalues appear in pairs of complex conjugates. If z # 1n , then it can
be written as &=a0+in?+=\n ei%, with \n=2=C0(n?) and % # [0, 2?).
Hence, for z # 1n ,
|sinh(z+=a0)| 2=sinh2[=\n cos(%)]+sin2[=\n sin(%)].
This function achieves its minimum at %=?2 and thus |sinh(z+=a0)|
|sin(=\n)|. For small enough =, to prove the inequality of the lemma it is
thus sufficient to show that sin(=\n)>=C0 |z|. The right-hand side of this
inequality satisfies
=C0
|z|
=
=C0
|&=a0+in?+=\n ei%|

n?=C0
n2?2&2=C0
,
for small enough =. Furthermore, as \n is also small, we only have to prove
that
=\n+o(=3\3n)>
n?=C0
n2?2&2=C0
.
But this is equivalent to
n?C0&
4=C 20
n?
+(n2?2&2=C0) o(=2\3n)>0,
which is clearly true for every n # N if = small enough. K
Theorem 3.4. If a # BV(0, 1) then there exists a positive number =1 such
that the operator L= has one and only one simple eigenvalue in the region 1n ,
and another in the region 1&n for each n # N and each = # (0, =1). These
eigenvalues exhaust the spectrum of L= .
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Proof. From Proposition 3.2 and the previous Lemma we have that
} y(1, *)&sinh(*+=a0)* }
C0
|*| 2
< } sinh(*+=a0)* } .
Hence, by Rouche ’s Theorem, y(1, *) has the same number of zeros as the
function sinh(*+=a0) inside each 1\n and in the complement of their
union. K
This result shows that the spectrum of the operator L= consists only of
the eigenvalues *\n of this operator which can be continued, as = goes to
zero, to an eigenvalue of L0 which is situated on the imaginary axis.
4. PROOF OF THEOREM 2.1
We are now ready to prove Theorem 2.1.
Proof of Theorem 2.1. First of all we prove the asymptotic stability of
the trivial solution. Then we obtain the uniform decay estimate (3).
From Theorem 3.4 we have that if 2C0 (n?)<a0 , that is n>2C0 (a0?),
then the curves 1\n are totally to the left of the imaginary axis. More
precisely, there exist C>0 and n0 # N such that
sup
|n|n0
Re(*\n )&C=
for all 0<=<=1 . As C0=c=+o(=2), we have that for small enough = it is
enough to have nn0 , where n0 is the smallest integer which is greater
than 2c(a0?).
From (C3) we now have that there exists =2 such that the remaining
2(n0&1) eigenvalues will also be to the left of the imaginary axis for all
= # (0, =2). Thus if we now take =0 to be the minimum of the =j ’s, j=1, 2
(where =1 was defined in Theorem 3.4), it follows that the spectrum of the
operator L= is uniformly to the left of the imaginary axis for = # (0, =0) and
more precisely that Re(*\n )&C= for all n # N. This proves that the trivial
solution of (2) is globally asymptotically stable for these values of the
parameter =.
Let us discuss now the uniform decay rate (3). In [CZ] it was proved
that the decay rate coincides with the spectral abscissa. More precisely, it
was shown that the eigenfunctions of L= constitute a Riesz basis of the
energy space. This implies the existence of a constant C(=)>0 such that
E(t)C(=) e|(=) tE(0), \t>0 (9)
for all finite energy solutions where |=supn  N Re(*
\
n ). We have proved
that |&C=. Thus it is sufficient to show that the constant C(=) remains
bounded as =  0.
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To do this we observe that C(=) only depends on the constants appearing
on the Riesz basis condition. Since we have a good convergence in X of the
eigenfunctions of L= to the eigenfunctions of the limit conservative problem
as =  0, by virtue of the bounds of the form of those used in the proof of
Theorem 3.4, it is natural to expect this constant to be bounded and,
actually, to converge to C(0)=1.
To do this rigorously it is sufficient to reproduce the arguments of [CZ,
Section 6] based on the use of Bari’s Theorem. Note that in this case, as
we are dealing with the one-dimensional problem and = is small, all the
eigenvalues will be simple and thus the associated Jordain Chains used to
construct the biorthogonal sequence needed to apply Bari’s Theorem will
be of length one. K
5. DISCUSSION
In this paper we have shown that it is possible for the trivial solution of
(2) to be stable when the damping coefficient changes sign, provided that
it is in BV, satisfies certain integral inequalities (in particular is of positive
average) and its norm is small enough. One way of interpreting this is to
say that, in this case, the coupling induced by the diffusion term is suf-
ficiently strong to ensure that all modes decay to zero as time goes to
infinity. From this and the instability results in [F], we might expect it to
be possible to show that there existed a positive value of =, say = , such that
the trivial solution would be stable for =<= and unstable for =>= .
However, the problem seems to be more complicated than this, as
suggested by some of the (numerical) results presented in [FGK] for a
finite-dimensional system consisting of an m th-order discretization of equa-
tion (2). These show that it is possible to have alternate stability and
instability intervals (in =), that is, the trivial solution can be, for instance,
unstable, then become stable, and then unstable again as = is increased. It
would be interesting to see if these stability switches can also occur in the
infinite dimensional problem, and to understand what the mechanisms
responsible for this type of behaviour are.
We have not treated here the more general case of a damped wave equa-
tion with a zero order potential b in L2(0, 1), i.e.
utt&uxx+2=a(x) ut+b(x) u=0.
Indeed, the developments of Section 3 do not apply directly in this case.
With the same ansatz one is lead to consider
&z"+*2z+2=*a(x) z+=[=a2(x)+a$(x)] z
==[=a2(x)+a$(x)] z&b(x) z, z(0)=0, z$(0)=1.
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We are now unable to obtain estimates of the form of those of Proposition
3.2 with a constant C0 of the order of = since b is now of the order of unity.
In order to handle this problem one should get a suitable modification of
the particular solution (7) by means of an ansatz similar to (5) (inspired
in [H]) but taking into account the zero order potential b.
If we were able to solve this problem, then the variable coefficient case
\(x) utt&(_(x) ux)x+2=a(x) ut+b(x) u=0
would be treatable since, as it is well known, this equation can be reduced
to have constant coefficients in the principle part by a suitable change of
the x-variable and unknown.
Finally we note that the stability of the trivial solution of the linear
problem (2) is closely related to the stability of the stationary solution of
the semilinear problem
utt+=g(x, ut)=uxx , =>0
{u(0, t)=u(1, t)=0 (1)u(x, 0)=,(x), ut(x, 0)=(x).
If we assume that | g(x, r)&g(x, s)|C |r&s| for some positive constant
C and for all x # (0, 1) and r, s # R, then this problem will have a unique
finite energy solution for any (,(x), (x)) # H 10(0, 1)_L
2(0, 1). Also, there
is a (unique) stationary solution which satisfies
{uxx==g(x, 0), x # (0, 1)u(0)=u(1)=0.
The linearization around this solution leads to
vtt+=a(x)vt=vxx ,
where a(x)=g(x, 0)r is independent of =. If a(x)>0 on (0, 1), then con-
vergence to the trivial solution in this equation can easily be proven by
LaSalle’s invariance principle. This implies that the stationary solution
of (10) will be asymptotically stable, though not necessarily globally
asymptotically stable. On the other hand, if a is not of definite sign but still
satisfies the integral conditions (C3), then our results imply that it will still
be asymptotically stable, provided that = is small enough. Again the global
behaviour will depend on the behaviour of g away from (x, 0), and blow-
up or the existence of other invariant sets such as periodic orbits cannot be
excluded without further assumptions on g. On the other hand, if = is made
large enough and still in the case where a(x) changes sign, then the results
in [F] imply that the stationary solution will become unstable.
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We have not considered here the n-dimensional problem. In view of the
results in [L] the conjecture has to be modified when n2. Indeed, in [L]
it was shown that when the damping is non-negative, the decay rate coin-
cides with the supremum of the spectral abscissa and the infimum of the
ammount of damping concentrated on all rays of geometric optics. Taking
this into account, it is natural to expect Theorem 2.1 to hold in several
dimensions if, in addition to (C3), the damping a is assumed to be such
that there exists some T>0 such that the infimum of the averages of the
damping along all the rays of geometric optics of lenght T lying in the
domain and reflected at the boundary is strictly positive.
REFERENCES
[CFNS] G. Chen, S. A. Fulling, F. J. Narcowich, and S. Sun, Exponential decay of energy
of evolution equations with locally distributed damping, SIAM J. Appl. Math. 51
(1991), 266301.
[CZ] S. Cox and E. Zuazua, The rate at which energy decays in a damped string, Comm.
Partial Differential Equations 19 (1994), 213243.
[F] P. Freitas, On some eigenvalue problems related to the wave equation with
indefinite damping, J. Differential Equations 127 (1996), 320335.
[FGK] P. Freitas, M. Grinfeld, and P. A. Knight, Stability for finite-dimensional systems
with indefinite damping, Adv. Math. Sci. Appl., to appear.
[H] J. Horn, U ber eine lineare Differentialgleichung zweiter Ordnung mit einem
willku rlichen Parameter, Math. Ann. 52 (1899), 271292.
[L] G. Lebeau, Equations des ondes amorties, preprint, Universite de Paris-Sud, Orsay,
1994.
352 FREITAS AND ZUAZUA
