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Detection accuracy of Intrusion Detection System (IDS) depends on classifying network traffic based on 
data features. Using all features for classification consumes more computation time and computer resources. 
Some of these features may be redundant and irrelevant therefore, they affect the detection of traffic 
anomalies and the overall performance of the IDS. The literature proposed different algorithms and 
techniques to define the most relevant sets of features of KDD cup 1999 that can achieve high detection 
accuracy and maintain the same performance as the total data features. However, all these algorithms and 
techniques did not produce optimal solutions even when they utilized same datasets. In this paper, a new 
approach is proposed to analyze the researches that have been conducted on KDD cup 1999 for features 
selection to define the possibility of determining effective generic features of the common dataset KDD cup 
1999 for constructing an efficient classification model. The approach does not rely on algorithms, which 
shortens the computational cost and reduces the computer resources. The essence of the approach is based 
on selecting the most frequent features of each class and all classes in all researches, then a threshold is 
used to define the most significant generic features. The results revealed two sets of features containing 7 
and 8 features. The classification accuracy by using eight features is almost the same as using all dataset 
features. 
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Abstrak 
Ketepatan pengesanan Sistem Pengesanan Pencerobohan (IDS) bergantung kepada engklasifikasikan trafik 
rangkaian berasaskan kepada ciri-ciri data. Menggunakan semua ciri-ciri untuk pengelasan mengambil 
lebih masa pengiraan dan sumber komputer. Sebahagian daripada ciri-ciri ini mungkin tidak relevan dan 
tidak diperlukan. Oleh itu, ia mempengaruhi pengesanan anomali trafik dan prestasi keseluruhan IDS. 
Kajian literatur mencadangkan algoritma dan teknik yang berbeza untuk menentukan set ciri-ciri KDD Cup 
1999 yang paling relevan yang boleh mencapai ketepatan pengesanan yang tinggi dan mengekalkan prestasi 
yang sama dengan jumlah ciri-ciri data yang sama. Walau bagaimanapun, semua algoritma dan teknik ini 
tidak menghasilkan penyelesaian yang optimum walaupun mereka menggunakan set data yang sama. 
Dalam kertas kerja ini, satu pendekatan baru dicadangkan untuk menganalisis kajian yang telah dijalankan 
ke atas KDD Cup 1999 bagi ciri pemilihan untuk menentukan ciri-ciri generik berkesan dataset biasa KDD 
Cup 1999 untuk membina model klasifikasi yang cekap. Pendekatan ini tidak bergantung kepada algoritma, 
yang mana akan memendekkan kos komputasi dan mengurangkan sumber komputer. Intipati pendekatan 
berasaskan memilih ciri-ciri yang paling kerap bagi setiap kelas dan semua kelas dalam set data bagi dari 
semua kajian, kemudian batas digunakan untuk menentukan ciri-ciri generik yang paling penting. 
Keputusan menunjukkan dua set ciri mengandungi 7 dan 8 ciri. Ketepatan pengelasan dengan menggunakan 
lapan ciri adalah hampir sama dengan menggunakan kesemua ciri-ciri dataset. 
 
Kata kunci: Pencerobohan pengesanan; ketepatan; pemilihan ciri; klasifikasi 
 







1.0  INTRODUCTION 
 
Intrusion detection is the process of detecting any suspicious 
activities that compromise the security [1]. It becomes a key 
technology in achieving computer and network security and one of 
the effective means of early warning and strong defense in 
achieving information security, and avoiding the losses caused by 
various attacks [2] . The key function of intrusion detection systems 
is to monitor and analyze network traffic to find any malicious or 
abnormal activities using different detection techniques. Network 
traffic is very large, and it contains many features. Analyzing these 
data with all features is difficult, consuming more computation 
time, and can affect IDS accuracy because exotic features can 
increase the difficulty of detecting suspicious behavior [3], and 
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increase system overload [4]. Some of these features may be 
redundant, irrelevant or noisy, which lead to reduce the detection 
accuracy [4,5]. Therefore, these features must be removed and a 
sub of relevant features should be extracted [6]. Feature selection 
is a promise approach for minimizing the extracted features to a 
small significant subset efficient to build optimal classification 
model and improve detection accuracy rate [7] with taking into 
account that using a few features may lead to lose some significant 
information.  
  The algorithms of feature selection are classified into the filter 
and wrapper models. The filter model selects some features 
depending on training data characteristics without using a learning 
algorithm, while the wrapper model needs a learning algorithm in 
feature selection [4, 5]. Most of the researches [8, 9, 10 and 11] 
have been done on total features of DARPA as a dataset for 
detecting intrusions [4], while less research have been done on 
feature selection. On the other hand, few researches have been done 
on real data [12, 13]. However, all algorithms and techniques for 
feature selection did not produce optimal solutions even when they 
utilize same datasets, and they did not agree on same features even 
for same attack class. 
  In this paper, several researches that have been done on 
DARPA dataset (KDD cup 1999) for features selection are 
investigated to define a subset of generic features relevant for 
classification, on the condition, that this process does not affect the 
detection accuracy and IDS performance. The features are selected 
based on a new approach that selects the most frequent features of 
each class and of all classes, and then assign a threshold to choose 
the significant features. This paper is organized as follows. Section 
2 highlights DARPA dataset features. Section 3 reviews researches 
that have been done on feature selection demonstrating the 
techniques that have been used and the selected features. Section 4 
shows the proposed approach. The results and discussion are shown 




2.0  DARPA DATASET 
 
DARPA dataset is a sample of network traffic and audit logs of a 
simulated military network used for evaluating intrusion detection 
systems. These data were collected in 1998 by the Information 
Systems Technology Group of MIT Lincoln Laboratory, under 
Defense Advanced Research Projects Agency (DARPA) and Air 
Force Research Laboratory (AFRL/SNHS) sponsorship. Two 
datasets were used for IDS evaluation; 1998 and 1999 DARPA 
which contains more attacks including Windows NT audit logs 
[14]. In 1999, the Third International Knowledge Discovery and 
Data Mining Tools Competition (KDD cup 1999) selected the 
DARPA 1998 datasets as their target dataset [15]. DARPA dataset 
totaled 4 gigabytes, and was processed into five million connection 
records [16] as KDD cup 1999 dataset. It contains 22 different 
attacks types classified into four groups: denial of services (DOS), 
probing, user to root attacks (U2R) and remote to user attacks 
(R2L) [17]. Each network connection record in this dataset has 41 
(features) features listed in Table 1 and can be classified as follows 
[18]: 
 
13 Content features, such as flag, number of failed logins, 
hot indicators, etc.  
10 Host-based features depend on the past 100 connections 
similar to the one under consideration. 
9 Time-based features, such as SYN error rates, Rejection 
rates, etc.  
9 Basic features, such as connection duration, service 
requested, bytes transferred between source and 
destination machine, etc. 
 
   KDD cup 1999 dataset is still used for testing most of the 
IDSs [19, 20 and 21], although the traffic characteristics have been 
changed slightly such as the rising use of encrypted protocols, 
which cannot be detected by the IDSs [22].  
 
Table 1  Network connection features 
 
No  Network Features No  Network Features No  Network Features No  Network Features 
1 Duration 12 logged_in 23 Count 34 dst_host_same_srv_rate 
2 Protocol_type 13 num_compromised 24 srv_count 35 dst_host_diff_srv_rate 
3 Service 14 Root shell 25 serror_rate 36 dst_host_same_src_port_rate 
4 Flag 15 su_ attempt 26 srv_serror_rate 37 dst_host_srv_diff_host_rate 
5 Src_bytes 16 Num_root 27 rerror_rate 38 dst_host_serror_rate 
6 Dst_bytes 17 Num_file_creations 28 srv_rerror_rate 39 dst_host_srv_serror_rate 
7 Land 18 Num_shells 29 same_srv_rate 40 dst_host_rerror_rate 
8 Wrong fragment 19 num_access_files 30 diff_srv_rate 41 dst_host_srv_rerror_rate 
9 Urgent 20 num_outbound_cmds 31 srv_diff_host_rate   
10 Hot 21 is_host_login 32 dst_host_count   




3.0  RELATED WORK 
 
Feature selection is the process of removing redundant and 
irrelevant features of network traffic data, and extracting the 
relevant ones that achieve high classification rate and enhance the 
overall performance of IDSs. Several researches have been held 
for features selection of KDD cup 1999 dataset to reduce 
computer resources and computation time when detecting traffic 
anomalies. Several techniques have been applied to extract the 
effective and relevant features to improve the detection accuracy 
or at least keep it unaffected. 
  All previous studies conducted on selected features from 
KDD cup 1999 dataset showed that the extraction of relevant 
features leads to an improvement in IDS classification and has no 
negative impact on the detection accuracy. It leads often to 
improve the accuracy, and overall IDS performance, in addition 
to its role in reducing the computer resources and computation 
time.  
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Mukkamala et al. [23] used support vector machines to extract 13 
features as the most significant ones as shown in Table 2.   
  Mukkamala and Sung [24] addressed the importance of 
feature selection and ranking in intrusion detection since the 
reduction of irrelevant features leads to enhance the detection 
accuracy and IDS performance. They used two methods to rank 
the features of KDD cup 1999, the first one is performance-based 
ranking method (PBRM) and the second is SVM-specific feature 
ranking method (SVDFRM). The important features for each 
attack class are shown in Table 3. The union features are derived 
from the features of all classes and added to the table to be used 
in the analysis too.  
 

















  Chebrolu et al. [25] indicated that selecting effective 
features is important to build IDSs. They used two feature 
selection techniques to select the important features of KDD cup 
1999 dataset such as Bayesian networks (BN) and Classification 
and Regression Trees (CART). The features selected by their 
techniques are shown in Table 4. 
 









  Zainal et al. [26] showed that rough set achieved a good 
performance in selecting effective features of KDD cup 99 data 
similar to other techniques such as linear genetic programming 
(LGP), multivariate adaptive regression splines (MARS), and 
support vector decision function (SVDF). The selected features 
are shown in Table 5. 
  Wang et al. [4] used different feature selection techniques 
such as wrapper with Bayesian networks (BN), wrapper with  
Decision trees (C4.5) and information gain (IG) to select effective 
features of KDD cup 1999 dataset. They considered the most 10 
features, commonly selected by all techniques at the same time, 
as the most significant ones for each attack class. The features are 
shown in Table 6. The union features also are derived from the 














Author Approach Attack Class Features 
Mukkamala et al.[23]  SVMs For  all class 1,2,3,5,6,9,23,24,29,32,33,34,36 
Author Approach Attack Class Features Union Features 



































Author Approach Features 
                      
Chebrolu et al.[25] 
                    Bayesian Network (BN)                1,2,3,5,7,8,11,12,14,17,22-26,30,32 
               Classification and Regression Trees (CART)                3,5,6,12,23,24,25,28,31,32,33,35 
Author Approach Attack Class Features 
Zainal et al.[26]   Rough set For  all class  3,4,5,24,32,41 
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  Zainal et al. [26] used a 2-tier feature selection process based 
on rough set and discrete particle swarm (DPSO) to reduce the 
features of KDD cup 1999 dataset of each attack class. The 
selected features are shown in Table 7 beside the union features, 
which added to be used in the analysis 
Farid et al. [17] selected 19 features from KDD cup 1999 dataset 
as the important features by proposing new learning approach 
using naïve Bayesian classifier and ID3 algorithm. Table 8 shows 
the selected features. 
 
Table 7  Selected features 
 
Author Approach Attack Class Features Union Features 
Added by the researcher 
 
 
Zainal et al. 
[26] 























  Wa'el et al. [28] used rough set classification based parallel 
genetic algorithm (RSC-PGA) to reduce the selected features of 
KDD cup1999 to 22 features. Then, they selected the top rank 
five features as the important features. Unfortunately the 22 
features are not mentioned in the research, and only the important 
ones are addressed. The selected features are shown in Table 9. 
Ghali [3] selected seven features as the most significant ones by 
using a new hybrid algorithm based on rough set and neural 
network (RSNNA).  Table 10 shows the significant features. 
 
 






Table 10  Significant features 
 
Author Approach Attack Class Features 
Ghali [3] RSNNA For  all class 5,6,23,24,32,33,36 
 
 
  Othman et al. [29] used genetic algorithm GA to select 
features from customized features that resulted from 
preprocessing KDD cup 99 data. Three different sizes data sets 
are chosen for features selection, which yield three subsets of 




Approach Features Selected Features Union Features  



















Wrapper (BN) 4, 5, 8, 10, 13, 23, 37 
Wrapper (C4.5) 3, 5, 6, 13, 23 
 
Probe 
IG 5, 3, 4, 6, 23,27, 33-35   
3,4,5,6,29,30,32,35, 
39,40 
Wrapper (BN) 3, 4, 5, 29, 32, 35 
Wrapper (C4.5) 5, 29, 30, 35, 39, 40 
 
R2L 
IG 5, 3, 6, 33, 36, 10,37, 24,1  
1,3,5,6,12, 22, 23,31, 32,33 Wrapper (BN) 1, 5, 6, 22, 23, 32 
Wrapper (C4.5) 1, 3, 5, 6, 12, 31 
 
U2R 
IG 3,33,13,14,1,10,5,17,32,36   
1,2,3,5,10,13,14,32, 
33,36 
Wrapper (BN) 1, 2, 5, 14, 36 
Wrapper (C4.5) 1, 13, 14, 32 
Author Approach Attack Class Features 
Farid et al. [17] New algorithm For  all class 1,3-6,8-11,13,15-19,23,24,32,33 
Author Approach Attack Class Features 
Wa'el et al.[28]  RSC-PGA For  all class 3,4,5,24,41 
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Olusola et al. [30] identified the most relevant features of each 
attack class of KDD cup 99 dataset by using rough sets based on 
determining the dependency degree and the dependency ratio of 
each attack class. Table 12 shows these features. The union 
features also are derived from the features of all classes to be used 
in the analysis. 
 
Table 11  Selected features 
 
Author Approach Attack Class Dataset Features 
 









Table 12  Relevant features 
 
Author Approach Attack Class Features Union Features 
Added by the researcher 
 
Olusola et al. 
[30] 
 
Rough Set  
Normal 29  






  Revathi and Ramesh [31] minimized the 41 features of KDD 
cup 1999 dataset into two subsets of 7 and 14 features by using 
best first search method. Table 13 shows the two sets of features.
 
Table 13  Two sets of selected features 
 
 
  Srinivasulu et al. [32] used genetic algorithm to select 10 
relevant features out of the 41 features of KDD cup 1999 dataset. 
Table 14 shows the selected features. 
Chen et al. [33] used rough set theory to select 29 features as the 
important features of KDD cup 1999 dataset. Table 15 shows the 
selected features. 
 













  Hlaing [34] utilized feature selection based on the 
continuous features of the KDD cup 1999 dataset, which equal to 
34 features. He extracted 10 features as the optimal features using 
mutual correlation. Table 16 shows the selected features. 
 







Author Approach Attack Class Features 
First set Second set 
Revathi and Ramesh 
[31] 
Best First Search For  all class 1,3,4,5,6,23,24,25,27,33,34,35,36,4
0 
2,3,5,6,23,30,33 
Author Approach Attack Class Features 
Srinivasulu et al. [32] Genetic Algorithm For  all class 2,3,5,6,23,36-40 
Author Approach Attack Class Features 
Chen et 
al.[33] 
Rough Set For  all classes 1,2,5,6,8,11-14,16-19,23,25,27,29-41 
Author Approach Attack Class Features 
Hlaing [34] Mutual 
Correlation 
For  all classes 1,5,6,8,9,10,16,18,28,31  
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Alomari and Othman [35] used Bees Algorithm for feature 
selection and selected 6 features as the significant features of 
KDD cup 1999 dataset. Table 17 shows the selected features.  
Chung and Wahid [36] utilized intelligent dynamic swarm based 
rough set (IDS-RS) for feature selection and extracted six features 
as the most significant features. The selected features are shown 
in Table 18. 
 













  Pundir and Amrita [37] selected 15 features as the optimal 
features subset by using random forest. The selected features are 
shown in Table 19. 
  Devaraju and Ramakrishnan [38] used various feature 
selection techniques such as independent component analysis, 
linear discriminant analysis and principal component analysis to 
reduce the KDD cup 1999 dataset dimensionality and select the 
relevant features of the four attacks classes of the dataset. Table 
20 shows these features and the union features. 
  Madbouly et al. [39] developed a relevant feature selection 
model to select the important features set of KDD cup 1999. They 
defined 11 features as the best features of the dataset. The features 
are shown in Table 21. 
 
 







Table 20  Selected features 
 
Author Approach Attack Class Features Union Features 







Probe  1,2,3,4,5 1-5,10-14,16-19,21-23,34,38-40 
 












4.0  THE PROPOSED APPROACH 
 
The literature includes a wide range of researches conducted on 
KDD cup 1999 dataset for the purpose of extracting the 
significant features that can lead to build a high performance 
classifier for detecting anomalies in the dataset. Different 
techniques were used in these researches and they achieved 
satisfactory successes, but they did not achieve the desired 
ambition. Most of these researches used the same 10% of KDD 
cup 1999 but they did not give the same results, and gave different 
sets of features, and this is a big problem because the real network 
traffic data is not similar and the behavior of attacks is constantly 
evolving. The idea of this paper is simple and can be summarized 
as follows. These researches selected different features, but they 
must agree on key features of KDD cup 1999 that can build a high 
performance classifier. Therefore, the most frequent features in 
all researches are considered as the key features. This approach is 
used in many aspects such as ensemble technique and some rough 
set theory algorithms [40, 41]. This approach represents the 
essence of all researches that have been conducted previously 
regardless the type of the feature selection methods. It somehow 
converges, balances and ensembles the behaviors and functions 
of all the feature selection methods mentioned in the related work. 
The merit of this approach can be manifested in the non-use of 
any algorithm, which reduces the computational time and 
computer resources. The approach is shown in Figure 1, and the 
pseudo code is described below. 
 
Author Approach Attack Class Features 




For all classes 3,12,24,25,32,37 
Author Approach Attack Class Features 
Chung and Wahid [36] IDS-RS For  all classes 3,5,6,27,33,35 
Author Approach Attack Class Features 
Pundir and Amrita 
[37] 
Random forest For  all classes 2,3, 5,8,9, 12,14-17,27,28,32,33,38 
Author Approach Attack Class Features 
Madbouly et al. [39] 
New model For  all classes 
  
          1, 3, 4, 5, 6, 10, 14, 23, 25, 30, 35 
 





Figure 1  The proposed approach 
 
 
The Pseudo Code 
- Various researches on feature selection 
- Define the selected features of each research 
- For each research, define features of each class and 
general features of all classes if found 
- For each research, find the union features of all 
classes 
- For all researches, find the most frequent features of 
each class 
- Define a threshold 
- Select the final set of features 
- For all researches, find the most frequent features of 
union and general features 
- Define a threshold 
- Select the final set of features 
 
 
5.0  RESULTS AND DISCUSSION 
 
KDD cup 1999 dataset has not changed and is still used to 
evaluate the performance of intrusion detection systems. 
Although many techniques have been used for feature selection, 
but they did not agree on specific common features for all attack 
classes of KDD cup 1999 dataset, or for each class. However, 
even they provided good results, but they did not attain optimal 
solutions. Actually, this somehow may be related to many reasons 
such as:  1) attack patterns and behaviors, 2) algorithms behaviors 
and structure, 3) inefficient algorithms and techniques, 4) 
improper preprocessing of KDD cup 1999 dataset, and 5) using 
different sizes of dataset. 
  The researches using NSL-KDD dataset are excluded 
because this dataset differs from KDD cup 1999 dataset, where it 
contains less redundant data. Using this data in this research can 
cause disparity in the performance of the algorithms and 
techniques of feature selection. On the other hand, some 
researches work were sketchily described. Khalaf et al. [42] used 
self-organizing map (SOM) and Principle component analysis 
(PCA) for feature selection, but they did not mention the selected 
feature. Raut and Singh [43] extracted general feature subsets (5, 
21, and 33) from three rough set based feature selection 
techniques: Entropy-based, Open loop and Closed loop. 
However, there is a remarkable difference between the selected 
subsets in terms of feature numbers. In addition, they did not 
demonstrate which subset achieved better results. Revathi and 
Malathi [44] used hybrid simplified swarm optimization 
technique for both feature selection and classification, but the 
selected features were not mentioned. They only compared their 
classification results with other algorithms that utilized different 
feature selection techniques.  
  For this research, Microsoft excel is used to determine the 
most frequent features of each class of all researches. It also 
determines the most frequent features of the union features and 
the general features (same features for all class) for all researches. 
Then, the frequency and percentage of the extracted features are 
determined. A threshold 45% is defined to determine the degree 
of importance of each attribute, where each one exceeds this 
threshold is considered as one of the most important features. 
This consideration depends on the fact that these features are the 
most important features that have been extracted by all previous 
researches that used different techniques. The most frequent one 
in all researches, in spite of different selection techniques used, 
actually gains more importance. The final results of Excel, after 
taking the threshold into consideration, are shown in Tables (22, 
23, 24, 25, 26, and 27). 
 
Table 22  Significant normal class features       
No. of 
Research 







3 15 65.21% 
5 19 82.60% 
6 15 65.21% 
23 14 60.86% 
24 13 56.52% 
32 12 52.17% 
33 13 56.52% 
 









3 18 72.00% 
5 22 88.00% 
6 16 64.00% 
23 15 60.00% 
24 14 56.00% 
32 13 52.00% 
33 12 48.00% 
 
Table 24  Significant DoS class features 
No. of 
Research 
Attribute Count Percentage 




3 15 60.00% 
5 23 92.00% 
6 16 64.00% 
23 16 64.00% 
24 16 64.00% 
32 12 48.00% 
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Table 25  Significant U2R class features 
No. of 
Research 





3 17 68.00% 
5 20 80.00% 
6 16 64.00% 
23 13 52.00% 
24 14 56.00% 
32 13 52.00% 
33 13 52.00% 
 
Table 26  Significant R2L class features 
 
 
Table 27  Significant union features 
 
 
The proposed approach led to extracted two sets of features; the 
first one contains the significant 7 features extracted from the 
different features of each class. These features are 3, 5, 6, 23, 24, 
32, and 33. The second set contains the significant 8 features 
extracted from the general features of all classes. These features 
are 3, 5, 6, 23, 24, 32, 33, and 36. The features are generic for all 
classes and are the same except the extra feature number 36 in the 
second feature set. 
  A subset of 10% of KDD cup 1999 dataset is used in this 
study, which includes five pairs of datasets processed by[25] and 
used by [25, 26]. Each pair represents training and testing data for 
one type of five classes of network attacks namely, Denial of 
Service (DoS), Remote to Local (R2L), User to Root (U2R) and 
Probing, besides the normal class. The training data comprises of 
5,092 records, and the testing data comprises of 6,890 records, 
where these data samples preserve the real KDD cup1999 
distribution. The final training and testing subsets are determined 
by considering the selected features. 
  Lib SVM 3.11 is used as a classification tool to determine 
the detection accuracy of the two features sets derived by this 
study, in addition to the original set of the traffic that contains 41 
features. The classification results are shown in Table 28. It is 
shown from the table that the performance of the 8 features is 
generally better than of the 7 features. The results illustrate an 
accuracy reduction in DOS and R2L classes, while the accuracy 
is almost the same in other classes. Also, the results indicate that 
feature number 36 significantly enhances the accuracy of the 
probe class in the case of seven features, which means it is 
essential for this class. 
 
 
6.0  CONCLUSION AND FUTURE WORK 
 
The primary motivation for this work is the different results of 
many techniques used in features selection, although they often 
use the same datasets. The second motivation is that even these 
techniques differ; they must be involved in selection of key 
features able to a large extent to detect the malicious activities in 
network traffic. The results of this study confirm that, where the 
two sets of selected features involve mostly the same features. 
This approach also confirms, in a simple way, that the feature 
selection is NP-hard problem, where different algorithms and 
techniques failed to find the optimal subset of features of the 
KDD cup 1999 dataset in spite of their impressive results. In fact, 
feature selection is the outcome of several issues, which must be 
addressed and studied carefully. These issues include attack 
behavior and pattern, algorithms and techniques efficiency, 
preprocessing of KDD cup 1999 dataset and the traffic data size. 
  The two sets of features contain 7 and 8 features. The 
classification accuracy by using eight features is almost the same 
as using all dataset features. Future work aims to use different 
thresholds, different sizes of training and testing data sets of KDD 
cup 1999 dataset, in addition to try other classification techniques 
rather than the support vector machine to measure the 
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