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AUTOCORRELATION IN BEHAVIORAL TIME-SERIES DATA:
THE SEARCH GOES ON

Robert James Anderson, M.A.
Western Michigan University, 1982

Many methodologists have asserted that serial dependency is a common
data characteristic of research employing single subject responses
measured over time.

This dependency, when present, invalidates usage

of most conventional data analysis techniques and may necessitate use
of Auto-Regressive Integrated Moving Average (ARIMA) models which
accommodate serial dependency characteristics of those data.

Results

indicate that minimal levels of serial dependency are present in most
areas, yet is higher in areas which sample behaviors at very long or
short time intervals and the dependent data usually show linear trend
or cycle.

A review shows that once trends and cycles are accounted

for, serial dependency is very uncommon.

The results indicate that

serial dependency is not as prevalent as many researchers have assumed
it to be and the need for widespread use of ARIMA models in operant
research is limited.
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CHAPTER I

INTRODUCTION

Traditional research methodology in psychology has employed ex
perimental designs based on measurements from groupings of subjects
obtained at a single point in time.

Experimental effects have been

ascertained through the comparison of mean score differences between
the subject groups or between the same group measured repeatedly.
The effect magnitude has typically been analyzed by application of
statistical significance procedures such as J^-tests or Analysis of
Variance (ANOVA) F-tests.
In the past thirty years a group of researchers have departed
from this traditional approach and developed time-series methodology
to investigate behavior.

Time-series experiments are characterized

by the observation of a single organism's overt behavior (dependent
variable), recorded continuously or sampled intermittently over a
period of time.

The recorded behavior is typically divided into

phases in which environmental variables (independent variables) are
introduced and their effect on behavior measured.

Advocates of this

research methodology point to its advantages of strong experimental
control, clearer observation of independent variables effects, and
the provision of data on individual rather than group behavior
(Sidman, 1960).

Times series methodology has evolved into a fairly

common strategy published by a number of academic journals, including
several which feature it almost exclusively.

1
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Researchers in behavior analysis have commonly argued that timeseries methodology produces a record of behavior so clear that signi
ficance of experimental

effects may be inferred directly through

simple visual analysis of the data, rendering complex statitical
analysis unnecessary (Michael, 1974).

These researchers assert that

important changes in behavior will be readily evident from visual
inspection; experimental effects which are so unclear as to require
statistical analysis are probably unimportant.

Some have claimed

that statistical analysis obscures important aspects of the data
through simplification of the raw scores and is sometimes used to
demonstrate statistical significance may be useful only when large
amounts of uncontrolled variability are present in the data and that,
"This is evidence that the relevant behavior is not under good experi
mental control, a situation calling for more effective experimentation,
not a more complex judgement aid" (p. 649).

The central theme of these

arguments and of the time-series designs seems to be that functional
relationships between behavior and its controlling influences can best
be discovered through experimental

rather than statistical control

of variability.
Despite the clear rejection by many behavior analysts of statisti
cal judgement aids in behavioral time-series research, others have
taken an advocate's position:

old habits do not die easily.

As be

havioral research moves increasingly from laboratory to applied set
tings some argue that strict experimental control of variability is
less feasible due to practical difficulties and more statistical
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control of variability is therefore necessary.

Gentile, Roden, and

Klein (1972) proposed the application of ANOVA models to time-series
research.

The ubiquitous _t-test can also be found in behavioral

journals.

Some researchers have argued that statistical analysis

would be useful when the treatment effects are small or difficult to
detect yet of practical importance.
These arguments, althought persuasive, have unfortunately ignored
the subtle but important issue of serial dependency among time-series
data.

Serial dependency (also called autocorrelation) refers to the

extent any single score at one point in time is related to, or influ
enced by its scores at a preceding point or points in time.

Serial

dependency, when it exists, produces statistical dependency among timeseries data and renders the ANOVA F-test and the J:-test inappropriate.
Serial dependency is assessed by calculating the autocorrelation
of scores.

Autocorrelation is the correlation of scores among them

selves at different time intervals or lags

in the series.

For example,

a lag-1 autocorrelation (symbolized r^) is computed by correlating
the first score in the series with the second, the second with the
third, third with the fourth, and so
(symbolized

on.

A lag-2 autocorrelation

x^) correlates the first score with the third, second

with the fourth, third with the fifth, . . . etc.

As the lag increases

the number of possible pairings decrease, thus the total number of
scores will limit the number of possible autocorrelations for one
time-series.

The collection of all possible autocorrelations com

puted from one set of time-series data is called the "autocorrelation
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function"

for that time-series.

It is the serial dependency of scores, reflected by the auto
correlation function, which invalidates the use of the conventional
][-test.

When serial dependency is present, the residuals of the

ANOVA model will be dependent and the error variance estimate will
be biased.
There is some confusion on this point among many researchers due
to a general misunderstanding of what autocorrelation is and what it
measures.

Researchers often conceptualize serially dependent data

as being "regular" or "predictable".

Raw scores may appear to be

regular and somewhat predictable yet not be autocorrelated.

When the

raw scores are not autocorrelated, the ANOVA model will adequately
describe the data and the model residuals will be non-autocorrelated.
The crucial issues is whether or not the residuals of the ANOVA model
are autocorrelated, regardless of the raw score appearances of regu
larity.
If negative autocorrelation is found, bias produced in the ANOVA
]?-test will be in a conservative direction, making the probability
of type-1 error (rejection of a true null hypothesis) less than the
defined value.

If positive autocorrelation is present, the probabi

lity of type-1 error is inflated beyond the stated level.

For example,

if an investigator concludes that the results of an ANOVA F-test are
significant at the 1% level, the true probability of making a type-1
error could easily be 10 or 15 times this value (Note 1).
Visual analysis as well as statistical analysis may suffer from
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the effects of serial dependency.

Jones, Weinrott, and Vaught (1975)

found that serially dependent data produced lower visual analysis
accuracy (agreement with statistical tests) and that the greater the
serial dependency, the less accurate visual analysis was.

This con

clusion has been questioned, however, by Huitema (Note 2) who noted
that since the statistical tests used would be biased by the presence
of serial dependency in the data, the issue of agreement between the
tests and visual analysis makes little sense.
Recognizing the serial dependency problem associated with applica
tion of conventional statistical analysis to time-series data, some
researchers have proposed intervention Auto-Regressive Integrated
Moving Average (ARIMA) models as a solution.

ARIMA intervention models,

developed by Box and Tiao (1965), mathematically describe the serial
dependency of time-series data and fit a descriptive model to the data,
such that significance tests may be appropriately used for inferences
of significant change in the time-series.

The ARIMA intervention

models produce an equation which models the intervention and the within
phase scores.

The equation is then used to transform the data in such

a way that the assumption of independence is met and conventional
parametric _t or ][-tests can be used.
The decision of whether or not to use ARIMA models by methodolo
gists is of importance when one considers the investment of time in
education and graduate training necessary to become familiar with
this complex technique.

The investment warrants a careful examination

of the necessity of ARIMA models.

In an attempt to establish the
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necessity of ARIMA models, Hartmann, Gottman, Jones, Kazdin, and
Vaught (1980) offered several examples of situations where visual
analysis of data may be inappropriate; they are:

1.

When experimental effects are small or difficultto
detect.

2.

When baseline trends are difficult to distinguish from
intervention effects in subsequent phases.

3.

When data are highly variable.

As noted earlier, serial dependency of scores may also detract from
visual analysis and does bias

the conventional ANOVA F-test. Argu

ments 1, 2, and 3 are in considerable dispute (Michael, 1974) and
will not be taken up here.

It is the absence or presence of serial

dependency in behavioral time-series data that will be addressed.
The assertion that time-series data are serially dependent
seems to make intuitive sense when the characteristics of the data
are considered.

The successive responses of a single organism col

lected at regular intervals over a period of time would seem to be
related to or dependent on one another and thus, autocorrelated.

If

this dependency exists, then assumptions of statistical independence
will indeed be violated.

However, the assumption that time-series

data are serially dependent and the empirical demonstration of the
dependency are quite different issues.
As evidence of the prevalence of serial dependency, researchers
have collected data from relevant time-series journals and computed
the autocorrelations from these.

Jones, Weinrott, and Vaught (1977)
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reported finding significantly autocorrelated data in 83% of non-randomly selected graphs from the Journal of Applied Behavior Analysis
(JABA).

This evidence led Hartmann et al. (1980) to conclude that,

. . it is clear that a substantial number of published individual
subject data sets are serially dependent" (p. 558).
Recently however, considerable doubt has been cast upon the above
conclusion and the data analysis procedures upon which the conclusion
was based.

Huitema (Note 1) recalculated the autocorrelations from

the same JABA data used by Jones et al. (1977) and found an average
autocorrelation coefficient of zero.

In fact, only one graph was found

to contain any phase with a significant r^ (P<.05).
The discrepency between the findings of Huitema (Note 1) and those
of Jones et al. (1977) is due to the way in which the correlations
were computed.

The coefficients reported by Huitema (Note 1) were

calculated within each individual phase and thus were conceptually
consistent with the relevant ANOVA model.

Jones et al. (1977) ap

parently computed the correlations across all phases within the data
sets.

Pooling phases to compute an overall autocorrelation is ir

relevant to the ANOVA model and often produces drastic artificial in
flation of the autocorrelation estimates.

Both Stoline, Huitema, and

Mitchell (1980) and Glass, Willson, and Gottman (1975) clearly indicate
that the autocorrelation coefficients must be computed for pre-interi

vention and post-intervention phases separately and not combined as
one estimate.
Further casting doubt on the prevalence of serial dependency in
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JABA data, Girman (Note 3) analyzed 441 graphs published in JABA between
1968 and 1977.

Within phase autocorrelations were calculated and the

mean lag-1 autocorreltion (r^) was found to be almost exactly zero.
This suggests that the sampling distribution of JABA autocorrelations
does indeed have a mean of about zero and serial dependency is not
present.
Further support for this conclusion can be found by examination of
the distribution's variability.

The standard deviation is .31 for

the empirical r^ distribution.

The theoretical standard deviation

value that would be expected if the population distribution is normally
distributed with r^=0.9 is about
observations in the phase.

number of

Using the median number of n from the em

pirical distribution yields an estimate of .32, which is virtually
identical to the value that would be expected when there is no auto
correlation in the population.
The above results seem to indicate that the empirical

is derived

from a population that has rho ( Q ) equal to zero and the expected
amount of variability.
argue that the observed

This is important to note for those who may
r^ is simply a result of averaging signifi

cant positive and negative autocorrelations which deviate from zero
can best be explained by sampling fluctuation rather than any exis
tence of substantial autocorrelation in JABA data.
The results from Girman (Note 3) and Huitema (Note 1) strongly
indicate that a significant amount of serial dependency among JABA
data does not exist and ARIMA models are therefore unnecessary
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exercise for JABA researchers.

This conclusion does not, however,

indicate that ARIMA is a technique which has little or no useful
application.

The results obtained to this point are specific to

JABA data and generalization of the results to all time-series re
search would be inappropriate.

Application of ARIMA models could be

a quite valuable technique in areas of research where serial depen
dency is commonly found.
The question now becomes, "What time-series data, if any, are
often serially dependent and where are these data typically found?"
The present paper has attempted to provide a partial answer to this
question by obtaining data from several areas of research and evalu
ating the extent to which the property of serial dependency char
acterizes data in those areas.
The present paper has also attempted to determine if any recurring
data characteristics are commonly associated with serial dependency
of scores and estimate the extent of that dependency when it is pre
sent.

It is hoped that the results of this data inquiry will pro

vide a guideline to researchers in different areas as to the de
sirability and necessity of obtaining training and expertise in ARIMA
modeling by demonstrating the prevalence of serially dependent data
in their area of research interests.
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CHAPTER I I

METHODOLOGY

Sampling

All graphs sampled were from the following journals:

1.

Behavior Research and Therapy

2.

Behavior Therapy and Experimental Psychiatry

3.

Journal of the Experimental Analysis of Behavior

4.

Psychophysiology

5.

Physiology and Behavior

A total of 38 studies were chosen from the journals and 332 individual
phases were drawn from these studies.
Graphs were selected from these journals when data sets met cer
tain requirements.

1.

These requirements were:

The data were in time-series form.

2. There were at least two separate phases.
3. There were at least 6 data points in everyphase used.
4. There

was some variability in the data.

5. The sampling intervals and subject organisms were specified.
I

6.

Graphs were clear enough to read data values accurately.

Graphs were chosen so that a variety of data characteristics were
obtained.

These characteristics were:
10
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1.

Sampling intervals (time between data points) of different
lengths:
a. Long (weeks to months)
b. Medium (one to two days)
c. Short (minutes to hours)
d.

2.

3.

Very Short (one minute or less)

Different Organisms:
a.

Humans (variety of subject populations)

b.

Non-Humans (variety of species)

Different Behaviors:
a. Physiological
b. Operant

Responses classified as "physiological" were behaviors often
thought of as involuntary behaviors; such as heart rate, pupil dialation, temperature, weight, and body tics.

Responses classified as

"operant" were behaviors typically thought of as voluntary, such as
lever presses, chain pulls, verbal responses, motor skills, . . . etc.
Classification of a behavior into one of the categories was sometimes
difficult.

For instance, body weight is clearly a physiological

measure yet is largely determined by voluntary behaviors of the
organism.

No consistent rules were used for classification and the

decisions were often a matter of the researcher's judgement.

As

shown in Figure 1, the characteristics were organized into a matrix
and data were found which exhibited the■cross characteristics for each
t

cell.

The number of phases analyzed in each cell is shown.
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SAMPLING INTERVALS
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FIGURE 1

1

DATA CHARACTERISTIC MATRIX WITH NUMBER OF PHASES (f)
IN EACH CELL
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Apparatus

Data sets used in the analysis were copied from journals using
conventional photocopy machines.

Specific score values were read

from the graphs using a drawing board and a clear plastic T-square
and were then recorded on file cards.

The autocorrelation estimates

were computed on the Western Michigan University PDP-10 computer
(time sharing system) using the Time Series Change Detection program
developed by Jones, Crowell, and Kaponiai (1969) as adapted to the
WMU computer system.

Procedure

When data sets were found that met the specified requirements,
the data points were recorded and the autocorrelation estimates
(lags 1 through 4) were computed for each individual phase.

The auto

correlations were transcribed onto data summary sheets and entered
into the WMU STP computer program which generated descriptive statis
tics, such as means and standard deviations, and graphic displays
such as histograms.

Reliability

To assess the degree of measurement (reading data points from
graphs) error, reliability estimates were obtained using an indepen
dent observer.

The independent observer randomly selected 18 data

sets from the graphs used in the analysis, recorded the data values
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from them and computed the autocorrelations using the same computer
program used earlier.

The data recorded by the observer were then

paired with the corresponding data points obtained earlier and the
Pearson Correlation between the two was computed.
was r =.99.
xy

The correlation

The observer's autocorrelation estimates were then

paired with the original autocorrelations for each phase and the
Pearson Correlation between them computed.

The correlations between

these estimates was r =.99.
xy
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RESULTS

The results indicate that a modest degree of serial dependency
can be found in almost all areas of reseach investigated.

When

significantly autocorrelated data were found, they typically showed
linear trends or cycles and were sampled at either long or short
time intervals.
The overall mean lag-1 autocorrelation (r^) for all phases ana
lyzed was .18 with a standard deviation of .38 in the distribution.
The frequency distribution of r^ shown in Figure 2 for all phases
analyzed, appears to be skewed.

This evidence suggests a small degree

of positive autocorrelation in the population of data from the five
journals.
Figure 3 shows the frequency distribution of n (number of data
points in each phase) for all phases.

The median n is 9.5 for all

phases, keeping in mind that all phases with less than 6 data points
were excluded.

This figure is important to note for those who advo

cate use of ARIMA models with time-series research.

Box and Tiao

(1965) recommended 50 or more data points as necessary for the identi
fication of ARIMA models, and it is clear from these results that
typical timerseries studies do not meet this criterion.
Figures 4, 5, and 6 show the overall lag-2, lag-3, and lag-4
autocorrelation distributions for all phases analyzed.

The mean

15
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autocorrelation for each lag is shown on

the figures.

An examina

tion of these figures shows that they approximate a normal distri
bution fairly closely and that the overall mean autocorrelations are
quite close to zero for all lags.

These results suggest that there

is very little or no dependency among the higher lag autocorrelations
in the population of data from the five journals.
Figure 7 shows the number of phases (f) analyzed and the mean
lag-1 through lag-4 autocorrelations for each cell of the data matrix
described earlier.

It can be seen that most of the data cells show a

modest degree of positive autocorrelation.

However, human operant,

human physiological, and non-human physiological data, sampled at
medium intervals (usually 1 day), show mean lag-1 autocorrelations
which are quite close to zero.

Frequency distributions of the indivi

dual cell autocorrelations and sample sizes can be found in the
Appendix.
The mean lag-1 autocorrelations, weighted and averaged across
the cells for each data characteristic and the number of phases (f)
contributing to them are shown in Table 1.

To simplify analysis,

"short" and "very short" sampling interval cells were combined to
form one category of "short" (1 hour or less).

This involved com

bining only one pair of cells (3 and 4), since cells 7, 12, 15, and
16 had no data in them.
It is interesting to note that data sampled at long or short
intervals show higher degrees of autocorrelation than data sampled
at medium intervals.

The different behaviors sampled all show a

R eproduced with permission o f the copyright owner. Further reproduction prohibited without permission.

TABLE 1

Mean Lag-1 Autocorrelation and Number of
Phases for each Data Characteristic

Behaviors
Human Operant

~1 = .13

f = 119

Non-Human Operant

r

* .27

f =

94

- .19

f =

98

r^ = .04

f =

32

Long

r1 = .28

f =

53

Medium

r^ = .08

f = 163

Short

r^ = .28

f = 126

Human Physiological
Non-Human Physiological

Sampling Intervals

small degree of positive autocorrelation except for physiological
responses of non-humans which show almost no mean autocorrelation.
Out of the 332 individual phases analyzed, 58 of them (17.5%)
had one or more statistically significant autocorrelation ( P<.05).
Most of these were lag-1 autocorrelations.

Figure 8 shows the per

centage of phases in each cell which were statistically significant.
Also shown are the number of phases (F) analyzed in each cell and the
average sample size (IT) of those phases.

It can be seen that physio

logical responses of human subjects sampled at short intervals show
that the highest percentage of signficantly autocorrelated phases (37%),
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FIGURE 7: MEAN LAG-1 THROUGH LAG-4 AUTOCORRELATIONS IN EACH CELL
WITH NUMBER OF PHASES (f) IN EACH CELL
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while several cells show less than 10% of their phases significantly
autocorrelated.
Table 2 shows the number of significantly autocorrelated phases
in each data set compared to the number of total phases in each data
set.

Examination of Table 2 indicates that when a data set did show

significant autocorrelation, it was most often only one phase in the
set, rarely more.
In an attempt to further identify characteristics of serially
dependent data, the 58 significantly autocorrelated phases were in
vestigated for evidence of linear trends and cyclic tendencies.

It

was found that 37 of the phases (64%) had significant linear trends
(P ^.05).

This was determined by testing for signficant slope in the

data sets.

Further, visual analysis revealed that 10 of the phases

(17%) had apparent cycles.

These results show that almost all the

significantly autocorrelated phases (81%) did exhibit either linear
trends or cycles.

Of the 11 phases that were signficantly auto

correlated yet showed no trend or cycle, 7 of them were physciological
responses of humans, 3 were operant behaviors of non-humans, and 1 was
operant human behavior sampled at intervals of 5 minutes.
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TABLE 2

Significantly Autocorrelated Phases in each
Data Set Compared to Total Phases in Set

Phases in Study
_2_________ 3_________ 4__________ 5

it With One Significant
Phase

18

15

1

4

2

0

2

it With Two Significant
Phases

0

it With Three Significant
Phases

-

-

0

0

it With Four Significant
Phases

0

1

it With Five Significant
Phases

1
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SAMPLING INTERVALS
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FIGURE 8:

PERCENTAGE OF SIGNIFICANTLY AUTOCORRELATED PHASES IN CELL,
WITH NUMBER OF PHASES (f) AND MEAN NUMBER OF DATA POINTS
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CHAPTER IV

DISCUSSION AND CONCLUSIONS

The findings of this study show small levels of serial depen
dency in time-series research and thus, suggest little need for the
widespread use of ARIMA time-series models.

Autocorrelation appears

to be especially rare in research projects which sample behaviors at
intervals of about 24 hours.

This results is consistent with the

findings of Girman (Note 3) that showed virtually no autocorrelation
in data from the Journal of Applied Behavior Analysis which often pub
lishes data sampled at 24 hour sampling intervals.

However, it should

be noted here that what appear to be 24 hour sampling intervals are
often average scores for sessions of varying lengths.

This form of

presentation simplifies the data and may obscure the autocorrelational
structure of the original scores.
The conclusion evident from this study differs

with the con

clusion of Hartmann et al. (1980) who claimed that "substantial" amounts
of serial dependency exists among time-series data.

The results of

the present study indicate that, although some serial dependency is
present in time-series research, it is not present in levels high
enough to warrant widespread application of ARIMA models.

This con

clusion also runs counter to widely held beliefs by behavioral re
searchers that most time-series data are highly autocorrelated.
A careful examination of the results show that, as one might
27
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expect, some types of data show higher levels of autocorrelation
than others.

Data sampled at long intervals of more than 24 hours,

or at short intervals of less than 24 hours were more likely to be
autocorrelated than data sampled at the intermediate intervals.
inspection of those data which

An

were significantly autocorrelated

revealed that most of them showed significant linear trend or clear
cycles.

It is important to recognize here that autocorrelation re

sulting from trends or cycles can usually be dealt with by methods
other than ARIMA models.

As Judd and Kenny (1981) noted, "Trends

and cycles thus create spurious autocorrelations and their presence
masks the true autocorrelational structure" (p. 120).
When autocorrelation is found which is the result of a signifi
cant linear trend, differencing the data can remove the trend.

Dif

ferencing the data requires that the first score be subtracted from
the second, the second score from the third, third from the fourth,
and so on.
scores.

The autocorrelation is then computed for the differenced

Differencing of the data often renders the data non-autocor-

related and, as such, the conventional ANOVA F-test may be appro
priately used.

Further, if data show significant trends, a standard

regression equation will adequately fit the data and use of ARIMA
models will be unnecessary.
To more accurately assess the extent of serial dependency in
the surveyed data, the 37 significantly autocorrelated phases which
had trends were differenced and then examined.

It was found that

only four of these data sets showed significant autocorrelation
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once cycles and trends were accounted for.
The number of data phases found that were significantly auto
correlated, discounting trends or cycles, were so few (14) that it
is possible they were simply the result of chance fluctuation within
a population of autocorrelations with a mean around zero and a normal
amount of variability around the mean.

If this were the true state

of affairs, we would expect around.16.6 phases to exceed to 5% signi
ficance level merely on the basis of chance fluctuation, and the 14
that were found are not far from this.

In addition, when the signifi

cant phases showing trend or cycles are removed from the overall sample
of phases, the overall mean lag-1 autocorrelation drops from .18 to .09.
It is reasonable here to question what magnitude of effect the
existance of autocorrelation close to the overall mean value of .09
would have on the actual probability of Type-1 error when using the
ANOVA F-test.

Padia (1976) showed that the true probability of Type-1

error would be inflated from the nominal value of .05 to .0768 when
an autocorrelation value of .1 is present.

This inflation is modest

and many researchers may deem it unimportant.
In view of these results, those of Girman (Note 3), and the re
commendation of Box and Tiao (1965) that 50 or more data points are
necessary for identification of ARIMA models, the pressing need for
ARIMA model use becomes quite suspect.

ARIMA models may prove in

valuable to some areas of investigation using time-series measure
ments and the identification of these areas is highly recommended by
the present author; but time-series research in psychological ex-
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periments does not seem to be one of those areas.
The author recommends that time-series researchers do examine
the autocorrelational structure of their data.

However, the results

suggest that the ANOVA Ej-test will usually be appropriate.

Further,

if serial dependency is found which results from linear trends, it
is recommended that the data be differenced, and the autocorrelational
structure reviewed.
Future investigations into the serial dependency of time-series
data should employ more representative selection procedures and large
sample sizes in all matrix cells.

This could be accomplished by an

extensive literature search, resulting in large amounts of data in
each cell, and subsequent random selection of the data from the larger
cell groups.
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