Abstract: Statistical process control is a major part of industrial statistics and consists not only of control charting, but also of capability analysis, of design of experiments and other statistical techniques. This paper reviews and comments some available techniques for the univariate as well as for the multivariate case from the viewpoint of industrial application.
Distribution of a Quality Characteristic
Many statistical process control activities assume that the quality characteristic under study exhibits a stable performance or in other words that the process is stable and capable. The stability of a process can be defined as the stability of the underlying probability distribution over time and very often this can be described as the stability of the distribution parameters over time. Only if the stability assumption is met by the process, the calculation of capability indices is meaningful and may be used in practice for evaluating process performance. Mathematically, we can, of course, calculate always capability indices, but for an unstable process these indices have no real significance, because there are not identified assignable causes in the process. Thus, a correct identification of the type of probability distribution is not sufficient without the assurance that it is stable over time. In the case that the process is not stable, the probability distribution of the quality characteristic may vary from time-point to time-point. In such a case one could use a mixture of probability distributions as model, which, therefore, can be looked upon as an indication for an unstable process.
Each quality characteristic has a "proper nature" defined by physical and technical conditions. For instance a meaningful flatness-characteristic is defined as a parameter naturally bounded by null. In such a case the normal distribution cannot describe reality sufficiently well and a different model has to be selected. One of many possibilities would be to select the folded normal distribution [1] and [8] . Of course, any model should always be justified by experiments, i.e. by samples. If a sample leads to reject the hypothesis of the assumed model, then the situation must be analyzed again, with respect to various features as the resolution of the measurement gauge, mixture appearance, etc. Table 1 gives some recommendations for the selection of an appropriate model for some frequently relevant quality characteristics (see also [1] ).
A decision for a specific model to be used to describe the random variations exhibited by a quality characteristic, should be based on any available information about the physical and technical conditions on the one hand and on a sufficiently large sample on the other hand, collected under "ideal" conditions (one operator, one supplier, optimal resolution of the gauge). Subsequent samples of the quality characteristic should be utilized for verifying the hypothesis that the initial distribution has not changed. In case of a rejection of the null hypothesis, an explanation has to be found by an additional analysis. These models should be looked upon as a first and preliminary attempt which, in any case, must be justified or discarded by a subsequent analysis of the situation at hand.
Data Collection and the Resolution of the Gauge
Any data collection is the result of a measurement process and, therefore, the gauge has a high importance beginning with its resolution and its capability. A resolution below 2% of the tolerance is considered as consistent with industrial practice. Above this level the measurement values are assigned to classes by the measurement procedure and the random character of the sample will partly be lost. If we take samples of size two, then the expectation of range is 1.128 times the process standard deviation. This means that the expected distance between any two randomly selected measurements is about 1.1sσ, where σ denotes the process standard deviation. Whenever the difference between two successive measurements is less than the resolution of the gauge, the difference is set to zero. Thus, a larger resolution yields a larger number of zeros, and consequently results in a too small value of the average range (process variability) leading to action limits for anX-chart as well as for an R-chart, which are too tight ( Figure 1 ). The consequences are too many false alarms, and often the wrong decision that the process is not stable [13] . The uncertainty about the measurement result determines the gauge capability, which often is specified by four times the standard deviation 4σ.
Clearly, the gauge capability affects the determination of the actual value of the process capability given by C p . If the ratio of the measurement uncertainty (4σ) and the tolerance U − L, with L lower tolerance limit and U upper tolerance limit, is 25%, then a measured process capability (with measurement variability added to process variability) of 1.33 means for the actual index (without measurement variability) a value of 1.55 and a measured value of 1.67 corresponds to a real value of 2.2 ( Figure 2 ).
Figure 2:
The effect of measurement variability (uncertainty) on the determination of process capability C p .
Conversely, for a given actual process capability (without measurement variability) of 1.33, the capability with added measurement variability ( Thus, information about gauge capability is very important to avoid false decisions with respect to process capability and with respect to releasing false alarms.
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Capability Indices
As mentioned above, it makes sense to define capability indices for a stable process. Of course, it is possible to use the definitions and to calculate these indices, even if the distribution of the relevant quality characteristics change in time. However, only a stable process assures the predictions based on the stated capability index and, therefore, using the knowledge of what happened today for predicting what we expect tomorrow makes sense only if the situation does not change. From the viewpoint of application, it is desirable to define capability indices being independent of the special type of distribution allowing the comparison of two or more processes with different underlying distributions.
The most widely used capability indices for the normal distribution are the following:
where µ is the process mean and σ 2 the process variance.
Introducing the probability p U of exceeding the upper specification limit U and p L of not reaching the lower specification limit L, another representation of the capability indices is obtained.
and therefore
where Φ −1 denotes the inverse distribution function of the standard normal distribution and
The representation (4) and (5) also suggests how to define process capability indices for the general case given by an arbitrary distribution function F (x). In the general case the probability of exceeding the upper specification limit denoted by p (F ) U and the probability of not exceeding the lower specification limit denoted by p (F ) L are given by the following expressions:
Replacing p U and p L in (4) and (5) by the expressions (6) yields the following formulas for C p and C pk in the general case.
We will call (8) the classical definition of C pk , as it defines process capability by means of the maximum nonconformance probability max(p U , p L ) on the one or the other side of the specification interval.
In the relevant literature (e.g. [5] ) a different proposal for defining C p and C pk for the general case is made. The definition is based on the following representation of the denominator of (1) which is valid under the normal model.
where q 0.99865 = µ+3σ is the 0.99865-quantile and q 0.00135 = µ−3σ is the 0.00135-quantile of the normal distribution N (µ, σ 2 ). Replacing the denominators in (1) and (2) by the expressions obtained in (9), we arrive at the following formula for the general case.
where q Clearly in the normal case the two capability indices (11) and (8) are equivalent. However, this is not true in the general case as illustrated by the following example.
2 Example Consider a quality characteristic X with specification limits L = 1.0 and U = 15.2. Moreover, let X follow a log-normal distribution [3] given by its density function f X (x):
with θ = −7.5, µ = 2.56, σ = 0.27. The expectation of X is given by
and utilizing the fact that ln(X − θ) ∼ N (µ, σ 2 ), the p-quantile of the log-normal distribution q (F ) p may be determined by the following formula.
where q p is the p-quantile of the standardized normal distribution. Thus, we obtain: With the values given in Table 3 , we obtain the capability index C * pk
and thus:
where (16) refers to process quality with respect to exceeding the upper specification limit U .
Next, the classical definition of C pk , as given by (8), is used for calculating the process capability. To this end the probability p U of exceeding the upper specification limit and the probability p L of not reaching the lower specification limit have to be determined.
The probability of not reaching the lower specification limit is more than three times the probability of exceeding the upper specification limit. Thus, process capability with respect to meeting the upper specification is much better than process capability with respect to meeting the lower specification and this fact should be reflected by any meaningful capability index. Unfortunately, as shown by (15), C * pk violates this requirement.
For the classical capability index C pk , we obtain:
which refers to the process capability of meeting the lower specification limit L.
It is generally accepted in industry that the requirement for the classical C pk in the normal case should be C pk ≥ 1.33 with the meaning that on an average there are not more than 31.7 ppm of nonconforming items produced on either side of the specification interval. Taking C * pk with C * pk ≥ 1.33 in the case of an exponentially distributed quality characteristic may lead to an out of specification proportion of 212 ppm on one side of the specification interval, which is about seven times the tolerated number. Therefore, C * pk should not be used in the non-normal case.
Median Versus Expectation
For non-normal distributions it may be more appropriate to use the median rather than the expectation for controlling the process location, since the expectation of a non-normal distribution does not necessarily correspond to a quantile of fixed order as in the case of the normal distribution (50%). Figure 5 shows the action lines and the operation of 500 simulated samples of size n = 3 of an X-charts for an exponential distribution with =0.3 and action limit (99%) determined according to a Shewhart-chart and determined based on the distribution of the sample mean. For either chart a number of false alarms occur which is considerably larger for the Shewhart chart. Figure 5 shows the operation of a median chart for the same simulated samples. As can be seen, there is no false alarm for the median chart. As can be seen from Figure 5 , there is no false alarm for the median chart.
Schneider et al. [11] pointed out that for the traditional three-sigma control limit (Shewhart) the probability for a false alarm is 0.27% for the normal distribution but 1.8% for an exponential distribution with µ = 1 ( Figure 6 ).
Figure 6:
False alarm probability using three-sigma control limit in the normal and the exponential case.
During process control with control charts it is not necessary to check the distribution and to calculate capability indices as long as the control charts do not indicate a change. The distribution as well as the capability indices as determined at the latest process capability study of the output characteristic are valid until an alarm is released and the process is analyzed and a new process capability study is carried out.
Multivariate Process Analysis
In industrial practice product quality is generally determined not by only one characteristic but by a vector of several characteristics which may be correlated. For such situations it is generally not appropriate to decide about each variable, or to use quality charts, or to calculate capability indices for each characteristic separately by means of the marginal distributions and thus neglecting the correlations. Therefore, multivariate techniques are necessary taking into account the correlations between quality characteristics for calculating quality charts, tolerances (see e.g. [6] ), and capability indices. Figure 8 and 9 illustrate independent control of two variables with respect to location and variability compared with a joint control ( Figure 9 ) using quality charts for the multivariate mean variation. The better performance of the joint charts is evident. Joint control of location of (X, Y ) and variability of (X, Y ).
Reduction of a Multivariate to a Univariate Case
For some problems is possible to reduce the multivariate case to a one-dimensional one, so that the established one-dimensional capability indices can be used or the corresponding one-dimensional control charts can be implemented for process control.
3 Example Consider the location of the center of a hole defined by its 2-dimensional coordinates (X, Y ). Assume that X and Y are independent and normally distributed random variables with the same variance σ 2 .
Let the deviation of X and of Y from given targets x 0 and y 0 be the quality characteristics. Setting x 0 = 0 and y 0 = 0 leaves the two-dimensional quality characteristic (X, Y ).
The pair (X, Y ) has a two-dimensional normal distribution with density function f (X,Y ) .
The deviation from target determines the quality of the product. Thus, instead of (X, Y ) one can introduce the deviation Z as single quality characteristic defined by:
Of course, the random variable Z is not normally distributed but has a so-called Raleigh distribution with density function f Z , [2] .
By means of Z the two-dimensional problem is transferred to an equivalent one-dimensional one. A process capability analysis based on Z by means of the normal distribution yields inconsistent results [9] . Moreover, because of the equivalence one can take the two or the one dimensional characteristic for a capability analysis, without priority [7] . A graphical illustration of the problem is presented in Figure 10 . 
Multivariate Quality Analysis
Let X = (X 1 , . . . , X m ) be a m-dimensional quality characteristic. The multi-dimensional tolerance region for X is often given by a hypercube or an ellipsoid. The first step of the quality analysis consists of calculating the non-conformance probability p (see for instance [10] ).
Next, a 'tolerance ellipsoid' E T is introduced, i.e. an ellipsoid with center at the target value t = (t 1 , . . . , t m ) representing an event which occurs with probability of (1 − p).
E T is defined as solution of the following quadratic equation:
where χ For m = 1, i.e. the one-dimensional case, and the normal distribution the above introduced tolerance ellipsoid reduces to the given tolerance interval.
The relation of the tolerance region and the tolerance ellipsoid is illustrated for two dimensions in Figure 11 . The tolerance ellipsoid enables a straightforward generalization of capability indices to cover the multivariate case.
C p = volume of tolerance ellipsoid volume of 99.73%-ellipsoid (28) where the 99.73%-ellipsoid is defined as solution of
Taam et.al. use instead of (28) a different definition. They introduce instead of the tolerance ellipsoid a modified tolerance ellipsoid, which is an ellipsoid within the tolerance region, centered at target and having maximum volume. Clearly, the modified tolerance ellipsoid is independent of the underlying multivariate distribution and, thus, in particular independent of the correlation coefficients.
C p (T aam) = volume of modified tolerance ellipsoid volume of 99.73%-ellipsoid
If C p (T aam) = 1 then the modified tolerance ellipsoid contains 99.73% of the possible process space and the tolerance itself in general more than 99.73% which is not in line with the definition of a C p -index.
Let U be the vector of the upper specification limits, then the second index taking into account the actual value E[ X] of a multi-dimensional location parameter is denoted by C pk and C pm (T aam), respectively.
C pm = C p (T aam)
where it is assumed here that the target value t is the center of the tolerance region. 
In Figure 12 the capability indices C p and C pk and C p (T aam) and C pm are displayed as functions of the correlation coefficient.
Conclusions
In many industrial instances product quality depends on a multitude of dependent characteristics and, therefore, there is an urgent need for appropriate multivariate models and methods. One problem is to define suitable tolerance regions taking into account the correlation structure among the variables. The problem of tolerance regions is closely connected to the problem of deriving process capability indices. Another problem refers to process monitoring for detecting changes in process distribution. Assuming the normal model might lead to inferior methods and wrong decisions.
