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Cluster Components

Abstract
High Performance Computing is a topic that
hasn't been introduced or discussed in most
Oklahoma high school curriculums. While
students are being pushed to take more general
electives, they are missing out on important
knowledge pertaining to their field of study. This
process usually occurs because students lack
access to educational materials or because the
school simply does not offer certain specialty
courses. Learning high level information at a
young age can help students excel in future
college courses and research projects. My
research is focused on providing Oklahoma high
schools with a simplistic High-Performance
Computing guide that walks through the cluster
building process. With the help of Devin Smoot, I
have been developing and testing a guide that
teaches faculty and students how to build a
small, affordable supercomputer using
Raspberry Pi boards. Professors can use this
school-constructed cluster as a teaching tool for
more computer-oriented pupils. These guides
are meant for average students and teachers;
they are made to be informative and easy to
follow.
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Guide Procedure
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Quantity

Raspberry Pi Boards

1 Head Node, 7 Compute Nodes

16GB SD Card

8

Ethernet Cables

8

HDMI Cable

1

Mini-USB power Cables

8

10 Port USB hub

1

16 Port gigabit switch

1
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• The primary goal for this guide is deployment in a high school
classroom environment. Our team is working to identify which
programs would be receptive. When co-developing this guide, we
aimed to create a teaching tool that will allow high school teachers
and students to effortlessly build a mini super computer.
In the future, we will work with schools to obtain hardware, and then
work with the class room instructors to deploy the cluster computer
and work through examples. Because the architecture is scalable,
schools could get started with as little as two Raspberry Pi boards, a
switch, and some cables, which would be around $100. This allows
users to visualize the base structure of a supercomputer without
becoming overwhelmed. After students are comfortable with a remote
Linux cluster computer, they can move on to other trainings such as
the XSEDE Blue Waters project and HPC Carpentry.
• This guide will be passed on to future Southwestern Oklahoma State
University students. As needed, students will add features to the
guide, such as Docker, Hadoop, or Jupyter Notebook. This will help
SWOSU Computer Science students prepare for positions as system
administrators or researchers using Supercomputing in their day to
day work. This guide helps transition computer parts into a Linux
based remote cluster computer and accelerates their ability to get
started on bigger and better research projects.

Project Overview
This guide contains a simplified, step-by-step walkthrough of the
cluster building process using a version of Raspbian as an operating
system on a series of Raspberry Pi boards. This process starts by
configuring the boot options, and then moves on to modifying the
network settings. Message Passing Interface (MPI) is then installed
on the head node, which enables parallel processing amongst all
nodes. The head node image is then cloned, and deployed and
altered to create a generic node image. This generic image will allow
users to efficiently create numerous nodes by changing specific
settings such as the host name and IP address. An MPI test of the
popular program "Hello World" is included in the guide: this allows
users to test parallel processing functionality between the nodes.
Slurm is then used to schedule jobs for the compute nodes. There is
also a troubleshooting section at the end of the guide that includes
common errors that are encountered and how to fix them.

Step 2

Software Used
• Fortran- High level computer programming language used for
scientific computation

• A fully functional Raspberry Pi cluster has a variety of uses including:
remote login from the classroom with the ability to add multiple user
accounts, and the ability to execute code using the cluster's compute
nodes. Advanced users can also start working with potential NASA
projects such as WRF and MAPSS that can all be ran on a Raspberry
Pi cluster.

• Message Passing Interface- software that enables parallel
processing between the cluster's nodes.
• Slurm- An open-source job scheduler that can be modified to
match cluster specifications.
• Win32 Disk lmager- A free Windows tool for writing images to data
storage devices.
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