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h(t)-periodic on ]−1,+1[, t  0,
h(0) = h0,
with α ∈R, γ  0, β  0.
When β = 0, the model was established by J.R. King [J.R. King, Two generalizations of the thin film
equation, Math. Comput. Modelling 34 (2001) 737–756]. Here, we show that if the initial data h0  0,
γ  23α then any admissible weak local solution h is necessarily nonnegative. Moreover, there is no global
weak solution on R+ of (KSDV)αγ 0 and the blow up time must occur before T0 = 2h0
h20−(h0)2
provided that
h0 is nonconstant, h0 is the average of h0 over ]−1,+1[.
On the other hand, if h0  0 then we have a value αc  56 such that if α > αc, for all T > 0, there
is a nonpositive global weak solution h on [0, T ] being in particular in L2(0, T ;H 2per(]−1,+1[)). And if
α  αc, we show that there exists a weak solution, if γ is greater than (1 − α)2. Moreover, adapting the
energy method used by Bernis [F. Bernis, Finite speed of propagation and continuity of the interface for
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2694 J.E. Rakotoson et al. / J. Differential Equations 244 (2008) 2693–2740thin viscous flows, Adv. Differential Equations 1 (3) (1996) 337–368] in the case α = 1 and γ = β = 0, we
can show that weak solutions have a finite speed of propagation.
When β  0, α = γ = 0, the model was established by Spencer, Davis and Voorhees [B.J. Spencer,
S.H. Davis, P.W. Voorhees, Morphological instability in epitaxially-strained dislocation-free solid films:
Nonlinear evolution, Appl. Math. Technical report 9201, Dept. of Engineering Sci. and Appl. Math.,
McCormick School of Eng. and Appl. Sci. Northwestern, University Evanston, IL 60208 (September
1992)].
If β > 0, h0  0, then we show that there exists a global solution h  0 provided that h0 belongs to a
certain class of functions.
If h0  0 blow-up should occur in this case. We show this fact under the Dirichlet boundary conditions for




) = t∗, assuming h0ϕ1 > λ1β,
limt→Tmax
∫ t
0 |h(σ)|6L1(]−1,+1[) dσ = +∞.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The first motivation of our study comes from some mathematical models established by
Spencer, Davis and Voorhees [13,14]. One of these models is related to the stability of a planar
steady state solution H = H0 of a model describing the surface evolution of an epitaxially-
strained dislocation free solid film. They show that the surface evolution H can be described by













+ · · · , (1)∂T ∂X 2 ∂X ∂X
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Γ depend on H and its derivatives.
To study the stability of the steady state H0 = 1, they rescale the interface position as: H = 1+
α2s h and introduce a slower time t = α2s T . After introducing this new scaling into the evolution














Here, ν is the Poisson’s ratio and E033 comes from the elastic correction to the surface cur-
vature (see [13]). As the authors state, for the small strains describable by linear elasticity, the
number β is strictly positive. They conclude that if the initial datum h0 < 0 (subcritical), then the
basic state should be stable, and if h0 > 0 (supercritical), then the basic state should be unstable.
We want to recover these facts with a rigorous mathematical proof.
The second main motivation is that if we set u = 1 − H in relation (1) and we let αs → 0,
then we have the equation:
∂u
∂t
= −(uuxxx + 2uxuxx)x. (3)
This is precisely the type of equations considered by J.R. King [8], under the general formulation:
ut = −
(




where n, α0, γ are constants.
The author of [8] shows that such models are relevant from some physical equations. So, to
summarize Eqs. (2)–(4) and for convenience, we choose in (4), n = 1 and we gather all those
models into the form (KSDV)αγβ .
About the mathematical resolution of such models, the pioneer work in this field, to our
knowledge, was the work of Bernis and Friedman [3] concerning the model ut = −(unuxxx)x .
This model was then widely studied (see Bernis [1,2], Bertozzi et al. [4,5] and references therein).
Their studies formally correspond to the particular case α = 1, γ = β = 0, that is (KSDV)100.
As we stated before, we shall bring some new arguments concerning first the blow up part
when β = 0. We point out the stability effect of the initial data and the presence of the term
( 12 − α)(hx)2.
The method to prove the existence of a weak solution is the introduction of a multiple
approximation P(δ,ε,η) with η → 0 and then ε → 0, 0 < δ < min(ε, η). We show that for
α > αc = 1 − 12cb (cb is a Sobolev constant), then we have a weak solution for (KSDV)αγ 0
for all γ  0. If α  αc and γ > (1 − α)2, then we still have a weak solution. We do not have
a final result for α  αc and 0 γ  (1 − α)2. By letting successively δ → 0, and then η → 0,
we can show that for all α ∈R, for v0 ∈ L2(]−1,+1[), v0  0, for all ε > 0, we have a solution









+ α((uεx)2)xx + γ( (uεx)3uε + ε
)
x









εu (0) = v0.
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an adequate test function.
In the case β > 0, the equation is of sixth order thus the technique of Bernis and Friedman is
no longer available.
Finally, changing the boundary conditions and using the method of the first eigenvalue, we
prove as in [6] that there is blow up for the unique maximal solution when the initial datum
h0  0.
2. Notations. Functional spaces. Useful lemmas
The norm in the Lebesgue space Lp(]−1,+1[) is denoted by | · |p . We define the usual
Sobolev spaces Hm(]−1,+1[) = Wm,2(]−1,+1[) = {ϕ ∈ L2(]−1,+1[): ϕ(j) ∈ L2(]−1,+1[)
for j = 0, . . . ,m}, m 0. In particular, we will need the following closed subspaces, for m 1:
Hmper
(]−1,+1[)= {ϕ ∈ Hm(]−1,+1[): ϕ(j)(1) = ϕ(j)(−1), j = 0, . . . ,m− 1}.
Here and elsewhere, ϕ(j) = ϕ(j)x denotes the derivative of order j . In particular, ϕx = ϕ′,





ϕ(x)dx = ϕ, ϕ+ = max(ϕ,0), ϕ− = −min(ϕ,0).









∣∣ϕ(m)(x)∣∣2 dx) 12 .
The dual space of a Banach space V is denoted by V ′.
The other spaces we use, are classical like Lp(0, T ;V ) for V a Banach space. The norm in
V will be denoted | · |V . For convenience when V = L2(]−1,+1[), or V = Hm(]−1,+1[), we
shall write sometimes | · |V = | · |L2 or | · |V = | · |Hm . The following lemma has been already
used in the previous papers (see for instance [4]).













As in Bernis [1] and Bertozzi and Pugh [4], one has
Lemma 2. Let ϕ  0, ϕ ∈ H 2 (]−1,+1[).per




(ϕ + ε)−α|ϕx |3 dx = 2
+1∫
−1
(ϕ + ε)1−α|ϕx |ϕxx dx.
Proof. Since ϕ + ε ∈ H 2per(]−1,+1[) then (ϕ + ε)−α ∈ H 2per(]−1,+1[), |ϕx |ϕx ∈
H 1per(]−1,+1[). By integration by parts, one has
+1∫
−1




(ϕ + ε)−α|ϕx |ϕx
)
x




(ϕ + ε)−α|ϕx |3 dx − 2
+1∫
−1
(ϕ + ε)1−α|ϕx |ϕxx dx.
This ends the proof. 
Corollary 1 (of Lemma 2). Let u ∈ H 2per(]−1,+1[), u 0, then, for all α ∈R, α = 1:
+1∫
−1






























Proof. From Lemma 2, one has ∀ε > 0:
+1∫
−1












If 1 − 2α  0, letting ε → 0 one gets
+1∫
−1




(u+ ε)−α|ux |3 dx













If 1 − 2α  0 then (u+ ε)1−2α  u1−2α and we conclude as above. 
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One of the aims of this section is to show in particular the instability result when the initial
data is nonnegative. This covers in particular Eq. (1) when α2s = 0 and H(0) = H0 > 1. Note that
this result was already predicted in [13].
We always consider a fixed time T > 0, QT = (]0, T [)× (]−1,+1[).
3.1. Case h0  0: Nonexistence of a global solution
Definition 1 (Admissible weak solution for (KSDV)aγ 0). A function h ∈ L2(0, T ;




∈ L1((]0, T [)× (]−1,+1[)),
2. ht ∈ L2(0, T ; (H 2per(]−1,+1[))′)

























and h(0) = h0 (given in L1(]−1,+1[)).
Remark 1.
1. For any admissible weak solution h of (KSDV)αγ 0, since one has ht ∈ L2(0, T ;
























2. If h is of constant sign, the condition that γ (hx)
3
h
∈ L1(QT ) follows from the fact that
h ∈ L2(0, T ;H 2per(]−1,+1[)) and condition 2.
3. A local admissible weak solution of (KSDV)αγ 0 is a couple ([0, T ), h) for some T  T∗.
A global solution is a local admissible weak solution with T = T∗.
Theorem 1. Let h0  0, h0 ∈ L2(]−1,+1[), nonconstant and γ  23α. For any local admissible
weak solution ([0, T∗), h) we necessarily have
T∗ < T = 2h0
h20 − (h0)2
,
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is the constant h0 itself.
The proof of Theorem 1 will need a few lemmas. The first one is:
Lemma 3. Let h0  0, h0 ∈ L2(]−1,+1[), γ  23α. Then, for any local admissible weak solution
([0, T∗), h), we have h 0.
This lemma is based on the following fundamental lemma:
Lemma 4. Let I be an open interval, Φ in Cm(R), m  1, such that Φ(k)(0) = 0 for
k = 0, . . . ,m− 1. For any v ∈ Hm(I), we have Φ(v+) ∈ Hm(I).








]2 +Φ ′(v+)vxx, a.e. and in D ′(I ).
Proof. The proof is standard, we drop it. 
Proof of Lemma 3. Let h0  0, ([0, T∗), h) be a local admissible weak solution. We set v = −h
and consider Φ(σ) = σ 2 and ϕ = Φ(v+(t)), for t ∈ (0, T∗)
Thus by the above lemma and the regularity assumptions on h, (v+)2 ∈ L2(0, T ;








































dx = 0. (5)






































dx = 0. (6)−1 −1











+]3(t, x) dx = 0.
For all t < T∗, x ∈ [−1,+1], h(t, x) = −v(t, x) 0. 
Proof of Theorem 1. Let ([0, T∗), h) be a local admissible weak solution with h(0) = h0  0,
h0 ∈ L2(]−1,+1[). According to Lemma 3, we have h  0. Since
∫ +1
−1 (hx)
2hxx dx = 0, one

































But, we have d
dt
∫ +1










h0(x) dx = h0. (9)





y(t)2, ∀t < T∗.







, ∀t < T∗. (10)
So if T∗ > T0 = 4h0y(0) , then y(t) < +∞ for all t , T0  t < T∗, which contradicts the inequal-
ity (10). 
Proof of Corollary 2 of Theorem 1. Let h be a global solution on R+. Suppose that there is a
time t∗ > 0 such that {x: h(t∗, x) = h0} is of positive measure.
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∫ +1




y(t∗) which is absurd. 
If we come back to Eq. (1) of Spencer, Davis and Voorhees, one has (neglecting the term
with α2s )
Corollary 3 (of Theorem 1). Let H0 > 1, H0 ∈ C[−1,+1], nonconstant. Let T˜0 = 2(H0−1)
(H0−1)2+1−H 0
.
















In particular, there is no function H with H ∈ C(QT˜0), H 2X , HXX in L2(QT˜0) satisfying the
above problem.
Proof. Indeed h0 =˙ H0 − 1 > 0 and the function h = H − 1 satisfies ht = (hhxx + 12 (hx)2)xx ,
thus this corresponds to (KDSV)000. While for the last part, the above regularity will imply that
Ht ∈ L2(0, T ; (H 2per(]−1,+1[))′) and Theorem 1 can be applied. 
3.2. Case h0  0: Existence of global solutions for β = 0
























v(0) = v0  0.
Here α ∈R, γ  0.













We note αc = 1 − 12cb .
According to the estimate given in Lemma 1, we have cb > 13 , αc <
5
6 .
Theorem 2. Let v0 ∈ L2(]−1,+1[), v0  0, T > 0, γ  0 if α > αc and γ > (1 − α)2,
if α  αc. Then, there exists a weak solution u  0, of (Kαγ ) in the sense that u ∈
L2(0, T ;H 2per(]−1,+1[)) ∩ C([0, T ];L2(]−1,+1[)-weak), ∀ϕ ∈ H 2per(]−1,+1[) and in
D ′(]0, T [):























ϕx dx = 0,
u(0) = v0.
Moreover, ut ∈ L 43 (0, T ; (H 2per(]−1,+1[))′).
First step: A multiple approximation. Let (δ, ε, η) ∈ ]0,1[3, with δ < min(ε, η), α = 1 − α.
For σ ∈ R, we set aδ(σ ) = σ+ + δ (the same definition holds for aε , aη), Tη(σ ) = 1 + ησ 2,







































Lemma 5. Let v0 ∈ H 2per(]−1,+1[), v0  0.
Then, there is a unique solution v =˙ v(δ,ε,η) of P(δ,ε,η) in L2(0, T ;H 3per(]−1,+1[)) ∩
C([0, T ];H 2per(]−1,+1[)).
The first equation is taken in the dual space (H 1per(]−1,+1[))′.
In particular vt ∈ L2(0, T ; (H 1per(]−1,+1[))′).
Proof. The proof is based on the following a priori estimates and the Galerkin method. Let v be
a regular solution of P(δ,ε,η), then
+1∫
−1



































2 dx  cη
+1∫
−1
|vxx ||vxxx |dx + cη
+1∫
−1




|vxx ||vxxx |dx  |vxx |L2 |vxxx |L2 ,
so by interpolation, we have






















|vxxx |2L2 + c(δ)|vx |2L2 .














2(t, x) dx. (12)














2 dx dτ  c(δ, η). (13)
Using the Galerkin method and the estimate (13), we conclude the existence of a solution v of
P(δ,ε,η). Relation (13) implies that v ∈ L2(0, T ; (H 1per(]−1,+1[))′).
As for the uniqueness, it relies on the fact that
vt ∈ L2
(
0, T ; (H 1per(]−1,+1[))′)
and
v ∈ C([0, T ];H 2per(]−1,+1[)).
Thus v ∈ C([0, T ];C1[−1,+1]). Using the Lipschitz property of the mappings v → Sδε(v),
v → vx , v → [(v+)x]3 (under the above regularity) and interpolation inequalities, we deduceTη(vx)
2704 J.E. Rakotoson et al. / J. Differential Equations 244 (2008) 2693–2740that there exist a constant cδ and an integrable function c(t) (depending on δ, ε, η, v0) such that
if v1, v2 are two solutions then⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
d
dt








This Gronwall inequality gives the uniqueness result. 
Second step: Letting δ → 0. To derive uniform estimates with respect to δ and later to (ε, η),
we introduce the real-valued function, for σ ∈R:
Φδ(σ ) =
{
(σ + δ) ln(σ + δ)− (σ + δ)+ 1 if σ  0,
σ 2
2δ + σ(ln δ)+ δ ln δ − δ + 1 if σ < 0.
We note that Φδ ∈ W 2,+∞loc (R), Φ ′′δ (σ ) = 1σ++δ , Φδ  0.














































Proof. Since v = vδεη ∈ L2(0, T ;H 3per(]−1,+1[)) and vt ∈ L2(0, T ; (H 1per(]−1,+1[))′), we de-
duce that the function ψ = Φ ′δ(v(t)) ∈ H 1per(]−1,+1[) is a suitable test function. The fact that
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From the first statement, dropping the nonnegative term associated with γ , we then have the
second statement. 
Lemma 7. There exists a constant c(ε, η, v0) such that







2 dx dt  c(ε, η, v0).
Proof. The function ψ = −vxx(t) is in H 1per(]−1,+1[) for almost all t , so:
−〈vt , vxx(t)〉+ +1∫
−1
aδ(v)(vxxx)









































+1∫ |vx |aδ(v)|vxxx |
η2aε(v)
dx  c(ε, η)
+1∫
(vx)




2 dx.−1 −1 −1





















Thanks to Lemma 6, noticing that sup0<δ<1
∫ +1
−1 Φδ(v0)(x) dx is finite, we get the result. 
At this stage, we assume that v0 depends only on ε and v0  0.
Corollary 1 (of Lemma 7). As δ → 0, vt = (vδεη)t remains in a bounded subset of L2(0, T ;
(H 1per(]−1,+1[))′).
Proof. Let ψ ∈ H 1per(]−1,+1[). Then,
∣∣∣∣〈∂v∂t ,ψ







+ c(η)|vxx |L2 |ψx |L2 + c(η)|vx |L2 |ψx |L2 .
Thanks to Lemma 7, we obtain the result. 
We deduce that there exists a function w =˙wεη in
L2
(
0, T ;H 2per
(]−1,+1[))∩C([0, T ];Hsper(]−1,+1[)), 0 s < 2,
such that v = vδεη −→
δ→0 w in L
2(0, T ;H 2per(]−1,+1[))-weak, L2(0, T ;Hsper(]−1,+1[))-strong,
s < 2 and in C([0, T ];C1[−1,+1])-strong.
Lemma 8. w  0 in QT = [0, T ] × [−1,+1].








Φδ(v0)(x) dx  c(ε, η,T ).




v−(t, x) dx  c(ε, η,T ).
When δ → 0, we obtain ∫ +1 w−(t, x) dx = 0: w  0. −1
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Fδεη(v, vxvxx) = −2α aδ(v)vx
Hε,η(v, vx)





Lemma 9. As δ → 0, we have











in C([0, T ] × [−1,+1]).
4. Fδεη(v, vx, vxx)⇀ F0εη(w,wx,wxx) in L2(QT )-weak, where we set:
F0εη(w,wx,wxx) = −2α wwx
Hε,η(w,wx)




Lemma 10. The function w is a solution of
w ∈ C([0, T ];C1per[−1,+1])∩L2(0, T ;H 2per(]−1,+1[)).














ψxF0εη(w,wx,wxx) dx = 0
in D ′(]0, T [) and w(0) = v0ε ∈ H 2per(]−1,+1[), w  0. Moreover,
wt ∈ L2
(
0, T ; (H 1per(]−1,+1[))′).
Third step: Uniform estimate in η and (or) ε. To derive an estimate in L2(0, T ;
H 2per(]−1,+1[)), we follow the idea of Bernis and Friedman [3] by using the entropy Φ0 given
below.




















(ε +w)(η +w)(1 + η(wx)2) dx.
Here Φ0(σ ) = σ lnσ − σ + 1 for σ  0.
























(ε + v+)(η + v+)(1 + η(vx)2) dx. (15)





















































(1 + η(wx)2)(w + ε)wxx dx (18)







ϕ(t)[(v+)x]4(t, x) dx dt






4(t, x) dx dt
(ε +w)(η +w)(1 + η(wx)2) . (19)
From relations (15) to (19), we derive the lemma. 
From now, we shall assume that w(0) = v0ε depends only on ε and converges strongly in
L2(QT ) as ε → 0. For this reason, we will write
|v0ε|1  |v0|1, |v0ε|2  |v0|2.






































(w + ε)(w + η)(1 + η(wx)2)  0.
















(w + ε)(w + η)(1 + η(wx)2)
= K1(ε, η, t), (20)
where













1 + ησ 2 .
Thus, if α  αc < 1, then K1(ε, η, t) 0, which gives the second statement. If α > αc, then we
bound K1(ε, η, t) by









2 dx (by Lemma 1),
which gives the first statement. 
Lemma 13. One has:
1.
∫ T










w2(t, x) dx +
T∫
0






2 dx dt  c(v0)
(
c(v0) = |v0|2L2 + |v0|L1 |v0|2L2
)
.
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(Thus w ∈ L∞(0, T ;L2(]−1,+1[))∩L4(0, T ;H 1per(]−1,+1[)).)
































2 dx dt. (21)
We conclude with Lemma 12. 
The following results will be useful for all cases where we have uniform boundedness in
L2(0, T ;H 2per(]−1,+1[)) as (ε, η) → (0,0).
Lemma 14. The time derivative wt belongs to a bounded set of L 43 (0, T ; (H 2per(]−1,+1[))′) as
(ε, η) varies in ]0,1[2, whenever w remains in a bounded set of L2(0, T ;H 2per(]−1,+1[)).
















∣∣∣∣ (wx)3w + ε
∣∣∣∣dx, (22)
where c10 and c11 are independent of ε, η and w.
In the sequel, cj are constants independent of ε, η, w. We will use Lemma 13 in the later
estimates.
From relation (22), we deduce
∣∣〈wt,ψ〉∣∣ c12|ψ |H 2 |wx |2L4 + c12|w|∞|wxx |L2 |ψ |H 2
+ c12|ψ |H 2 |wx |L2 |wxx |L2 + c12|ψ |H 2
+1∫ ∣∣∣∣ (wx)3w + ε
∣∣∣∣dx. (23)
−1
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With the help of relations (23) to (26) we deduce
|wt |(H 2per(]−1,+1[))′  c15
[














Again by interpolation inequalities, one has













































(w + ε)2 dx dt
]
.
From the hypothesis and Lemmas 1 and 13, we deduce the result. 
Next, we want to derive some boundedness for w in L2(0, T ;H 2per(]−1,+1[)).
To clarify the way we pass to the limit, we temporarily assume that ε = η for α > αc and set
w =˙wε if necessary.
3.2.1. Case αc < α < 2 − αc































Here, μc = 1−αc−|α| .1−αc















































−1 v0ε dx, we deduce from Lemma 15
Lemma 16. If αc < α < 2 − αc, then w =˙ wε remains in a bounded set of L2(0, T ;
H 2per(]−1,+1[)) as ε → 0.
Proof of Theorem 2. From Lemmas 15, 14 and 13, the sequence wε remains in a bounded
set of L2(0, T ;H 2per(]−1,+1[)) ∩ L∞(0, T ;L2(]−1,+1[)) and wεt in a bounded set of
L
4
3 (0, T ; (H 2per(]−1,+1[))′) as ε → 0. By Aubin–Lions’s compactness result [10–12,15], we
deduce that there exists a function u 0:
1. wε ⇀ u in L2(0, T ;H 2per(]−1,+1[))-weak.
2. wε → u in L2(0, T ;Hsper(]−1,+1[))-strong 0 s < 2, C([0, T ]; (H 2per(]−1,+1[))′)-strong.
Thus from Strauss’s Lemma (see [15] for instance),
u ∈ C([0, T ];L2(]−1,+1[)-weak).
3.
{
wε(t, x) → u(t, x)
wεx(t, x) → ux(t, x)












(wε + ε)(1 + εw2x)
=˙ −F 1ε (t, x)wεxx + F 2ε (t, x). (28)
For almost all (t, x) in QT , we have
F 1ε (t, x) = 2α
wεwεx
ε 2 (t, x)−→2αux(t, x) (29)(w + ε)(1 + εwx) ε→0
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We have used the fact that, ux(t, x)=0 almost everywhere on the set Δ={(t, x): u(t, x) = 0}.
Thanks to relations (29), (30) and the integrability of wεx , we get from Vitali’s convergence
theorem (see [7,9])
F 1ε (·) → 2αux in L2(QT )-strong.
We then deduce








xx dx dt = −2α
∫
QT
ψxuxuxx dx dt. (31)






















∣∣∣∣ |(wεx)3|wε + ε



































wε + ε)2 dx dt = ∫
Δ




∫ ∣∣F 2ε (t, x)∣∣dx dt = 0. (34)
Δ





∣∣∣∣F 2ε (t, x)− γ (ux)3u
∣∣∣∣dx dt = 0. (35)
Indeed, a similar argument to relation (33) implies that: ∀E measurable of QT \Δ∫
E
∣∣F 2ε (t, x)∣∣dx dt  γ ∫
E
|wεx |3




wε + ε)2 dx dt) 14 . (36)
Relations (32) and (36) allow the use of Vitali’s convergence theorem. We can pass to the limit
in Lemma 10, assuming that
w(0) = v0ε → v0 in L2
(]−1,+1[)-strong.
We then have Theorem 2 in the case αc < α < 2 − αc .
3.2.2. Case α  2 − αc
Reconsidering Lemma 11, one has














(w + ε)2(1 + εw2x)
dx  0.
















(1 + η(wx)2)(w + ε) dx = J (t).
An integration by parts leads to








1 + ησ 2  0 if α  2 − αc,
since αc < 1.
We deduce the result from Lemma 11. 
We have from the above Lemma 17
T∫ +1∫
(wxx)
2 dx dt 
+1∫
Φ0(v0ε) dx  c(v0). (37)
0 −1 −1
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help of Lemmas 13 and 14, we can pass to the limit as for the case α ∈ ]αc,2−αc[. This conclude
the proof of Theorem 2 for this case.
We deduce from Lemma 12
Lemma 18. Let α > αc . Then, the solution of (Kαγ ) given in Theorem 2 satisfies:
1. u(uxx)2 and γ (ux)
4
u
are in L1(QT ).

























2 dx dt  c(v0) (because wxx is in a
bounded set of L2(QT )). Thus,
√
wwxx belongs to a bounded set of L2(Q). Since wεxx ⇀
ε→0uxx





uuxx in L2(QT )-weak, and so



























We then have statement 1, and statement 2 follows from Lemma 12. 
3.2.3. Case α  αc
Case γ > (1 − α)2. We observe in this section that if γ > |α|2, then we have a weak solution
since wxx remains in a bounded set of L2(QT ) as (ε, η) varies. We have






















(w + ε)2(1 + ε(wx)2)  0
with Φ0(σ ) = σ lnσ − σ + 1 for σ  0.






2 dx dt  c1(v0).




















(w + ε)(1 + ε(wx)2) =˙Dε(t).















From these two last relations, we get the first statement.
If γ > (1 − α)2, we choose 0 < ν < 2 so that γ > 2
ν












2 − ν = c1(v0). 
This lemma shows that wε remains in a bounded set of L2(0, T ;H 2per(]−1,+1[)) as ε → 0.
(Recall that ∫ +1−1 wε(t, x) dx = ∫ +1−1 v0ε(x) dx, v0ε = wε(0).)
Thus, we conclude as in the proof of the case αc < α < 2 − αc. This ends the proof of Theo-
rem 2. 
3.2.4. Finite speed of propagation in the case where β = 0
Theorem 3. Assume that α ∈R, γ > (1 −α)2. Then the weak solution of problem (Kαγ ) (that is
(KSDV)αγ 0) u possesses the finite speed of propagation property.
Following the definitions introduced by Bernis [1,2], one has:
(PP)
{
Let u0 be in H 1per
(]−1,+1[), u0 ≡ 0 such that
u0 = 0 on an open subinterval ω = ]b − r0, b + r0[ of ]−1,+1[.
Definition 2. Let u :QT → R be a function such that u(0) = u0 in ]−1,+1[. We say that u
has a finite speed of propagation if, for all ω satisfying (PP) there is a number T∗ ∈ ]0, T [
and two continuous functions b−(t), b+(t) such that b−(t) < b+(t) in ]0, T ∗[, b−(0) = b − r0,
b+(0) = b + r0 and u(t) = 0 in (b−(t), b+(t)) for all t ∈ ]0, T ∗[.
J.E. Rakotoson et al. / J. Differential Equations 244 (2008) 2693–2740 2717Sketch of the proof of Theorem 3. Let ξ ∈ C2(R), ξ  0, with support (ξ) ⊂ ]−1,+1[, and
w = wε be a solution of the approximate problem of Lemma 10. We have w  0 and
w ∈ C([0, T ];C1per[−1,+1])∩L2(0, T ;H 2per(]−1,+1[)).


















ψxF0εε dx = 0. (38)







λ+1 dx in D
′(]0, T [).)
Expanding, ψx , ψxx , we then have
ψx = ξx(w + ν)λ + λξ(w + ν)λ−1wx,
ψxx = ξxx(w + ν)λ + 2λξx(w + ν)λ−1wx + λξ(w + ν)λ−1wxx + λ(λ− 1)(w + ν)λ−2w2x.




wxwxxξx(w + ν)λ dx + λ3
+1∫
−1





λ dx + o(1) (as ν → 0, in D ′(]0, T [)), (40)




ξx(w + ν)λ−1(wx)3 dx + λ(1 − λ)3
+1∫
−1




|ξx |wλ−1|wx |3x dx. (42)
The second term B = ∫ +1−1 wwxxψxx dx gives us
B = B1 +B2 +B3 +B4,

















ξx(w + ν)λ−1wwxwxx dx.




|ξx |wλ|wx ||wxx |dx (45)
and











After an integration by parts, this last equation becomes:







ξx(w + ν)λ−2w(wx)3 dx.
Thus
∣∣B14 ∣∣ λ(1 − λ)3
+1∫
−1
|ξx |wλ−1|wx |3 dx. (46)





ξ(w + ν)λ−2(wx)4 dx, (47)−1
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wξ(w + ν)λ−3(wx)4 dx. (48)
We write:







































(w + ε)2(1 + ε(wx)2) dx. (54)




|ξx |wλ|wx ||wxx |dx + o(1) (55)
and









|ξx |wλ−1|wx |3 dx + o(1) as ν → 0. (56)






w + ε ·
wxx
1 + ε(wx)2 · ξ(w + ν)
λ−1wdx, (57)





(w + ε)2(1 + ε(wx)2) dx. (58)












2w(w + ν)λ−1ξ dx. (59)













+B3,14 +B3,24 +C1 +C2 +D1 +D2 = 0 in D ′
(]0, T [). (60)
Substituting in relation (60), the relations (39) to (59), combining similar terms, keeping non-
negative terms on the left-hand side (except B3,24 that we drop), majorizing the terms on the











2ξ dx + λ
[














 c(λ,α, γ )
[ +1∫ ∣∣ξxwλwxwxx∣∣dx + +1∫ ∣∣ξxwλ−1(wx)3∣∣dx + +1∫ ∣∣ξxxwλ+1wxx∣∣dx
]
. (61)−1 −1 −1
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δ
(1 − α)2 and
c(λ,α, γ ) = max
(




As in Bernis [1], let us consider 0 < r  1, ϕr(x) = 1r (r2 − x2)+ and ϕ4r = ξ . Noticing that
























λ−2(wx)4 dx dt  c4
∫
QT ∩{ϕr>0}
wλ+2 dx dt, (62)
where c3 > 0 and c4 > 0 depend only on λ, γ and ϕ1.
Let w = wε −→
ε→0 u in L
2(0, T ;H 1per(]−1,+1[))-strong, a.e. with wεx → ux a.e. in QT , we
deduce (with the fact v0ε → v0 a.e. and in L2(]−1,+1[)) that the same relation as for (62) holds
for u.















u˜2 dx dt (63)















r − |x|)4u˜q(t, x) dx,
one has, following Bernis [1]:
E4(r) c6T ηEθ0 (r),
θ > 1 and r02 < r < r0.
So that
E0 = 0 for T small.
2722 J.E. Rakotoson et al. / J. Differential Equations 244 (2008) 2693–2740From there, arguing as in [1, pp. 352–353], we conclude that u has finite speed of propagation
for all T > 0. 
Case γ  (1 − α)2, α  αc. In this case, we cannot prove the existence of a weak solution.
Nevertheless, we can show the existence of solutions for a “closed” equation (Kεαγ ).
We have the following existence result for the problem (Kεαγ ):
Proposition 1. Let v0  0 be in L2(]−1,+1[). For all α < 1, there exists a function uε ∈
L2(0, T ;H 2per(]−1,+1[))∩C([0, T ];L2(]−1,+1[)-weak) satisfying:

























uε + εψx dx = 0 in D
′(]0, T [).

























uε  0 uε(0) = v0.
We recall that v = vδεη (solution of P(δ,ε,η)) converges to w in C([0, T ],H sper(]−1,+1[)) as
δ → 0, s < 2.
From Lemma 6, we have for all t  0
+1∫
−1
v−(t, x)2 dx  c(ε, η,T ) · δ. (64)
Lemma 20.
















v−(t, x)2 dx  c(ε, η)
∣∣v−(t)∣∣∞,
as δ → 0, limδ→0 |v−(t)|∞ = 0, ∀t  0. From which we obtain the result. 




2 + (ε − δ)Φδ(σ ) if σ  0,
σ 3
6δ + εΦδ(σ ) if σ < 0.
One can check that
Φ ′′δ,ε(σ ) =
σ + ε









v+ + δ dx  0.
Proof. We write v + ε = v+ + ε − v−, noticing that (v+)4xv− = 0, the result follows easily.
(Recall that Sδε  0, Hη,η  0.) 








1 + η(vx)2 vxx dx  0.
Proof. The function ∧(σ ) = σ+ε
σ++ε is nondecreasing and locally Lipschitzian. After integration
















1 + ησ 2
)
dx.
The function s → s ∫ s0 σ 21+ησ 2 dσ is nonnegative, ∧′(v) 0, thus, J1(t) 0 for α < 1. 













(v + ε)(vxx)2 dx  0.












(v + ε)vxvxxx dx + J0(t) = J1(t).
Integrating by parts and using Lemmas 21 and 22, we deduce the result. 
Lemma 24 (Uniform estimates in η and ε). There exists a constant c(v0), depending only on the






(w + ε)(wxx)2 dx dt  c(v0).






































|v −w|(τ, x)(vxx)2(τ, x) dx dτ −→
δ→0 0




(v + ε)(vxx)2 dx dτ = lim inf
δ→0
t∫ +1∫
(w + ε)(vxx)2 dx dt.0 −1 0 −1












(w + ε)(wxx)2 dx dτ. (66)





(w + ε)(wxx)2  12
+1∫
−1





Φδ(v0) dx.  (67)


























remains bounded as η → 0. This shows the lemma. 
According to Lemmas 13 and 14, we deduce





w2(t, x) dx +
T∫
0






2 dx dt  c(v0).
2. wt belongs to a bounded set of L 43 (0, T , (H 2per(]−1,+1[))′) as η varies.
Let uε be the limit as η → 0:
1. wεη ⇀ uε in L2(0, T ;H 2per(]−1,+1[))-weak.







wηx(t, x)−→uεx(t, x) almost everywhere in QT .
η→0






∣∣∣∣F 2ηε(t, x)− γ (uεx)3uε + ε (t, x)














uε + ε dx dt
for all ψ ∈ H 2per(]−1,+1[), with F 1ηε(t, x) = −2α wwx(w+ε)(1+ηw2x) .
We conclude by passing to the limit in Lemma 10. This ends the proof of Proposition 1.
4. Case β > 0 and α = γ = 0
4.1. Local existence. Regularity
We start with the existence and uniqueness of a maximal solution.








+ βh(6)x in ]0, Tmax[ × ]−1,+1[,
h ∈ L2(0, T ;H 4per(]−1,+1[))∩C([0, T ];H 1per(]−1,+1[)),
h(0) = h0 ∈ H 1per
(]−1,+1[).
More generally, h ∈ L∞(0, T ;Hkper(]−1,+1[)) if h0 ∈ Hkper(]−1,+1[). Moreover, h ∈ L∞(0, T ;








Taking as a test function h = h− 12
∫ +1


























By interpolation inequalities, one has


















From which, we deduce (via Hölder’s inequality)





|h0||hxx |2L2  cβ |h|6L2 +
β
4
∣∣h(3)x ∣∣2L2 + c1β(h0).





∣∣h(3)x ∣∣22  c1β |h|6L2 + c2β(h0). (71)
Thus, there is a time T∗(h0) > 0, and a constant c3β(h0) > 0 so that∣∣h(t)∣∣2  c3β(h0), ∀t ∈ [0, T∗(h0)].





∣∣h(3)x ∣∣2(t, x) dt dx  c3β(h0).
With the help of the Galerkin method and those estimates, we get
Lemma 28. There exists only one maximal solution ([0, T∗m(h0)), h) belonging to h ∈


















in D ′(]0, T [), and h(0) ∈ L2(]−1,+1[).
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imply that ht ∈ L2(0, T ; (H 3per(]−1,+1[))′) for all T < T∗m(h0). Indeed, we have for all
ϕ ∈ H 3per(]−1,+1[)
∣∣〈ht , ϕ〉∣∣ c|ϕ|H 3
[ +1∫
−1















[|h|L2 |hxx |L2 + |hx |2L4 + |h|H 3per].
By interpolation arguments, we have













where c depends on the norm of h in L∞(0, T ;L2(]−1,+1[)). Therefore,
∣∣〈ht , ϕ〉∣∣ c|ϕ|H 3[|hxx |L2 + |h|H 3per + 1]
 c|ϕ|H 3
[|h|H 3per + 1].
By usual regularity results (see [15]), we have
h ∈ C([0, T ];H 2per(]−1,+1[))⊂ C([0, T ];C1[−1,+1]).


















∣∣(h2x)2 − (h1x)2∣∣|vxx |dx + +1∫
−1




|vx ||vxx |dx +
+1∫
−1











Using an interpolation argument, Hölder and Young inequality, we have
|vxx |2 2  cβ |v|2 2 + β
∣∣v(3)x ∣∣2 2L L 4 L
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+1∫
−1




















v = 0. 
End of the proof of Theorem 4. For the regularity, we make an induction using the Galerkin
approximation hm. We recall that
hm(t) ∈ C∞per
([−1,+1]),


















For convenience, we drop the subscript m.










x dx + 12 (hx)
2h
(2p+2)



























= I1 + I2. (72)
From there, we start our induction by assuming that: hm = h belongs to a bounded set
L∞(0, T ;Hpper(]−1,+1[)) ∩ L2(0, T ;Hp+3per (]−1,+1[)), p  0, as m varies ∀T < Tmax. For
p = 1, we deduce from this last inequality that
d |hx |22 + 2β
∣∣h(4)x ∣∣2  c|h|∞|hxx |L2 ∣∣h(4)x ∣∣L2 + c|hx |2 4 ∣∣h(4)x ∣∣L2 .dt L
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d
dt
|hx |22 + β
∣∣h(4)x ∣∣22  cβ |h|2∞|hxx |2L2 + cβ |hx |4L4 .
By interpolation inequalities,









|hx |4L4  c|hx |3L2 |hxx |L2 .
Combining these two last inequalities, one gets
d
dt
|hx |22 + β
∣∣h(4)x ∣∣22  cβ |hx |L2 |hxx |2L2 + c|h0|2|hxx |2L2 + cβ |hx |3L2 |hxx |L2
(the constants depend only on β and on |h|L∞(0,T ;L2(]−1,+1[))). Then
d
dt
|hx |22 + β
∣∣h(4)x ∣∣22  cβ(|hxx |2L2)|hx |2L2 + cβ |hxx |2L2 .
















∣∣h(4)x ∣∣22 dx dτ  cβ.




(]−1,+1[))∩L2(0, T ;Hj+3per (]−1,+1[)), ∀j  p − 1, p  2,























x + phxh(p+1)x + hh(p+2)x .j=2


































The term I10 is estimated as
+1∫
−1
∣∣hh(p+2)x h(p+2)x ∣∣dx  |h|∞∣∣h(p+2)x ∣∣2L2 ∈ L1(]0, T [). (73)



























∣∣∣∣∣ c∣∣h(2)x ∣∣L2 ∣∣h(p+1)x ∣∣2L4 . (74)
By an interpolation inequality
∣∣h(p+1)x ∣∣L4  c∣∣h(p+1)x ∣∣ 34L2 ∣∣h(p+2)x ∣∣ 14L2 . (75)










∣∣∣∣∣ c∣∣h(2)x ∣∣L2 ∣∣h(p+1)x ∣∣ 32L2 ∣∣h(p+2)x ∣∣ 12L2
 c
∣∣h(p)x ∣∣L2 ∣∣h(p+2)x ∣∣2L2
 c
(∣∣h(p)x ∣∣2 2 + 1)∣∣h(p+2)x ∣∣2 2 . (76)L L











∣∣∣∣∣ ∣∣h(j)x ∣∣L4 ∣∣h(p−j+2)x ∣∣L4 ∣∣h(p+2)x ∣∣L2 .
By an interpolation inequality, we have
∣∣h(j)x ∣∣L4  c∣∣h(j)x ∣∣ 34L2 ∣∣h(j+1)x ∣∣ 14L2 .











∣∣∣∣∣ c∣∣h(p)x ∣∣ 34L2 ∣∣h(p−j+3)x ∣∣L2 ∣∣h(p+2)x ∣∣ 54L2
 c




∣∣h(p−j+3)x ∣∣ 83L2 dσ  c
T∫
0






∣∣h(p+2)x ∣∣ 169L2 dσ
< +∞.





∣∣h(p−j+3)x ∣∣ 83L2 + ∣∣h(p+2)x ∣∣2L2)∣∣h(p)x ∣∣2L2 + c∣∣h(p+2)x ∣∣2L2 . (77)
































∣∣h(p−j+3)x ∣∣ 83L2 + ∣∣h(p+2)x ∣∣2L2)∣∣h(p)x ∣∣2L2 + c∣∣h(p+2)x ∣∣L2 . (78)
Relations (72), (77), (78) give the Gronwall inequality:
d
dt
∣∣h(p)x ∣∣2L2 + β∣∣h(p+3)x ∣∣L2  a(t)∣∣h(p)x ∣∣L2 + c∣∣h(p+2)x ∣∣L2, a ∈ L1(]0, T [).
We conclude that hm remains in a bounded set of
h ∈ L∞(0, T ;Hpper(]−1,+1[))∩L2(0, T ;Hp+3per (]−1,+1[))
as soon as h0 ∈ Hpper(]−1,+1[). If h0 ∈ ⋂+∞k=0 Hkper(]−1,+1[) = C∞per(]−1,+1[) then h ∈
L∞(0, T ;C∞per[−1,+1]). 
An extension of Theorem 4 may be given for other boundary conditions, we state it in an
abstract form below.
4.2. Blow-up for Dirichlet boundary
Theorem 5. Let V be a closed subspace of H 3(]−1,+1[) on which we have the equivalence of
norms: |ϕ|H 3 ∼ |ϕ(3)x |L2 , ϕ ∈ V . Then there exists at least one local solution ([0, T 1∗ ], h):
h ∈ L2(0, T ;V )∩C([0, T ];L2(]−1,+1[)), ∀T < T 1∗ ,









hhxx + 12 (hx)
2
)






h(0) = h0 ∈ L2
(]−1,+1[).
In particular, if h0 ∈ H 1(]−1,+1[) and we consider
V = {ϕ ∈ H 3(]−1,+1[): ϕ = ϕxx = 0},
then there is a unique maximal solution ([0, T 2∗ (h0)), h) satisfying (KSDW)00β in the weak vari-
ational sense given above. Moreover
h ∈ L2(0, T ;H 4(]−1,+1[))∩C([0, T ],H 1(]−1,+1[)), ∀T < T 2∗ (h0).
The proof is the same as for Lemma 28 and Theorem 4 so we drop it.
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Let ϕ1 = b cos(π2 x), with b such that
∫ +1
−1 ϕ1(x) dx = 1, λ1 = (π2 )2. Assume that h0ϕ1 > λ1β .
Then the weak maximal solution ([0, Tmax), h) blows up at








Moreover limt→Tmax |h(t)|L2(]−1,+1[) = +∞.










































By the Cauchy–Schwarz inequality, one has
+1∫
−1











e−λ31βtG(t)2, ∀t < Tmax. (79)
(This shows that G is nondecreasing and G(t)G(0) = ∫ +1−1 h0ϕ1 dx > 2λ1β > 0.)
The above relation (79) implies:
1 − 1  e
−λ31βt − 1 .G(t) G(0) 2λ1β 2λ1β













Thus necessarily limt→t∗ G(t) = +∞, which is impossible if t∗ < Tmax. 






L1(]−1,+1[) dσ = +∞.
Proof. Suppose that
∫ Tm











By interpolation inequalities, we have





























Hence limt→Tm |h(t)|22 exists and is finite. Thus |h(Tm)|2 < +∞. This contradicts that h is max-
imal. 
Corollary 1 (of Theorem 4). Let ([0, Tmax), h) be a maximal solution in Theorem 4.
(a) If ∫ Tmax0 |h(σ )|61 dσ or suptTmax |h(t)|1 is finite then h is a global solution on R+.
(b) If h 0 on [0, Tmax)× [−1,+1] (or h 0) then h is a global solution on R+.
Proof. According to Corollary 2 of Theorem 5, the above assumptions imply that
suptT |h(t)|L2 < +∞ and
∫ Tmax ∫ +1 |h(3)x |2 dx dt < +∞, which give the result.max 0 −1
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+1∫
−1
∣∣h(t, x)∣∣dx = +1∫
−1
h0 < +∞, ∀t  Tmax. (80)
If Tmax < +∞ then limt→Tmax |h(t)|L2 = +∞, but from relation (80), one deduces:∫ Tmax
0 |h(σ )|61 dσ < +∞, this is impossible. Therefore, Tmax = +∞. 
4.3. Global existence on R+ for h0  0 and β > 0
We want to prove the existence of a global solution on R+, h0  0 (h0 small). We make the
change of function v = −h. The equation becomes:
(SDV0β)
⎧⎪⎪⎨⎪⎪⎩







v(0) = v0  0.

















v(0) = v0  0.
We have the following a priori estimates for (SDV+0β): One has:
∫ +1
−1 v(t, x) dx =
∫ 1
−1 v0(x) dx.

















Lemma 29. One has:
1.
∣∣v(t)∣∣








dx dτ  1
2
|v0|2L2 .
2. Setting v0 = 12
∫ +1
−1 v0(x) dx, then v = v0,
d
dt
|v − v0|2L2 + c1β|v − v0|2L2  0, |v − v0|L2  e−c1βt |v0 − v0|2L2 .





























L2(τ ) dτ  c|v0|3L2 .
Remark 2. We denote by c various universal constants independent of t , v0, β .
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c|vx |4L4  c|v − v0|2W 2,∞|v − v0|2L2  c|v − v0|2H 3 |v − v0|2L2  cg(t)
(|v0|2L2 + 1). (85)
Combining relations (81) to (85):
d
dt
∣∣vx(t)∣∣2L2 + β∣∣v(4)x ∣∣2L2  cβ g(t)|vx |2L2 + cβ (1 + |v0|L2)2g(t). (86)
We set k(t) = c(1 + |v0|L2)2g(t). For all t  0,
t∫
0
g(τ) dτ  c|v0|2L2 then
t∫
0





Hence from relation (86) and (87), we deduce the Gronwall inequality:
d
dt
∣∣vx(t)∣∣2L2  k(t)β + cβ g(t)|vx |2L2 .
This gives




Using the Galerkin method, we deduce
Theorem 6. Let v0 ∈ H 1per(]−1,+1[), T > 0. Then, there exists a solution v ∈ L2(0, T ;














dx dt  1
2
|v0|2L2 .
Such function v is unique.
We then have a global solution on R+.
From Lemma 29, we have the following estimate∣∣v(t)− v0∣∣ 2  e−cβt |v0 − v0|L2 .L
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v0 − v(t, x) c
√
M(β,v0)e





This last inequality shows the following lemma:
Lemma 30. If v0 = 12
∫ +1
−1 v0(x) dx > 0 then for













one has ∀x ∈ [−1,+1], v(t, x) 0.
In particular if c2M(β,v0)|v0 − v0|L2  (v0)2 then
∀(t, x) ∈R+ × [−1,+1], v(t, x) 0.









from which we get the result. 




0, T ;H 3per
(]−1,+1[))∩C([0, T ];H 1per(]−1,+1[)).
Remark 3. We note that if we have c2M(β,v0)|v0 − v0|L2 < (v0)2, then v(t, x) > 0. Thus, the
solution of (SDV0β) does not possess a finite speed of propagation.
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