Predictors are learned using past training data which may contain features that are unavailable at the time of prediction. We develop an approach that is robust against outlying missing features, based on the optimality properties of an oracle predictor which observes them. The robustness properties of the approach are demonstrated on both real and synthetic data.
I. INTRODUCTION
A common task in statistical machine learning and signal processing is to predict an outcome y based on features x and z, using past training data drawn from an unknown distribution (x i , z i , y i ) ∼ p(x, z, y), i = 1, . . . , n.
In certain problems, however, not all features in the training data are available at the time of prediction.
For instance, in medical diagnosis certain features are more expensive or time-consuming to obtain than others, and therefore unavailable in an early stage of assessment. Other features are observable after the outcome has occurred. We let z denote the features missing at the time of prediction and consider the task of predicting y given only the observable features x.
A direct approach predicts only on the basis of the association between x and y, and thus discard all past training data containing z. By contrast, missing data in statistics is commonly tackled by means of imputation [1] , [2] . An indirect approach is then to predict y using both x and an imputed z(x).
However, as we explain in Section II, this turns out to be equivalent to the direct approach. For both approaches, learning a linearly parameterized predictor that minimizes the mean squared error (MSE), is shown to perform poorly when the missing features occur in the tails of the marginal distribution p(z).
Robust statistics has typically focused on problems with contaminated training data [3] or heavy-tailed noise distributions [4] , [5] . For the latter, Student-t distributions are often adopted in regression models in order to achieve robust estimation of model parameters such that outlying training data samples are downweighted. Our concern in this paper, however, is robust prediction in the case of outlying missing features.
Specifically, we achieve robustness using an adaptively weighted combination of optimistic and conservative predictors, which are derived in Section III. The approach of switching between modes during extreme events can be found in econometrics [6] and signal processing [7] , [8] , but has not been considered for prediction with missing features. We demonstrate the robustness properties of the proposed approach using both synthetic and real data sets.
II. PROBLEM FORMULATION
We consider scenarios in which • x and z are correlated,
• the dimension of x is greater than that of z,
and study the class of linearly parameterized predictors y(x; w) = w x, where w ∈ R d . Without loss of generality we consider (x, z, y) to be centered. Note that the results in this paper can be readily extended to arbitrary functions of the features by replacing x in w x with a function φ(x).
The mean squared-error of a predictor is
where the expectation is with respect to (x, z, y). In the rest of this section we discuss briefly how a missing feature z ∈ R q affects the prediction performance. The tails of the distribution of z are contained in the region
as α approaches 0. Indeed Pr{z ∈ Z α } ≤ α (see the appendix), and thus a small α corresponds to the probability of an outlier event. Making use of Z α , we can decompose the MSE into an outlier
As Figure 1 illustrates, the prediction performance can degrade significantly for outlier events.
Using n training samples, our goal is to formulate a robust predictor that will reduce the outlier MSE α without incurring a significant increase of the inlier MSE 1−α .
III. PREDICTORS: OPTIMISTIC, CONSERVATIVE AND ROBUST
If the feature z were known, the optimal linearly parameterized predictor would be given by
where
Its prediction errors are uncorrelated with both sets of features, that is,
which renders the predictor robust against outlier events for both x and z, respectively. In the case of missing features z, we begin by considering predictors y(x; w) = w x which satisfy either one of the orthogonality properties in (5) .
A. Optimistic predictor
The predictors that satisfy the first equality in (5) are given by the parameter vectors in
This set, however, consists of a single element w o which is also the minimizer of (1) [9] . That is,
We denote the resulting predictor as 'optimistic' with respect to the missing z, because it does not attempt to satisfy the second equality in (5), see Fig. 1 for an illustration of its performance.
Remark:
Given that x and z are correlated, we may consider using the MSE-optimal linear predictor
to impute the missing feature. An indirect predictor approach would then be to use z in (3) in lieu of z, but this is equivalent to (7) . That is,
, which can be shown by using the block matrix inversion lemma in (4).
B. Conservative predictor
The predictors that satisfy the second equality in (5) are given by all parameter vectors in
This set is a (d − q)-dimensional subspace of R d and therefore we can consider the parameter vector that minimizes (1), viz.
We denote the resulting predictor as 'conservative' with respect to the missing z, because it satisfies only the second equality in (5), see Fig. 1 for an illustration of its performance.
Remark: Comparing the error of y(x; w) with that of y (x, z) in (3), the excess MSE can be expressed
where Γ = (E[zz ]) −1 E[zx ] and x = x − Γ z is a residual (see the appendix). Note that the first term in (11) is weighted by the dispersion of z. The constraint w ∈ W c forces this term to zero. This leaves d−q degrees of freedom that can be used to minimize the second term. By contrast, w o minimizes the sum of both terms.
C. Robust predictor
Satisfying only one of the equalities in (5) comes at a cost: The optimistic w o yields robustness against outlying x but not z and, conversely, the conservative w c yields robustness against outlying z but not
x. Since both equalities can be satisfied only by the infeasible predictor (3), we propose a predictor that interpolates between the optimistic and conservative modes using the side information that x provides about outliers in the missing features z. That is, we propose to learn the adaptive parameter vector
such that the predictor y(x) = w (x)x becomes robust against outliers in both x and z.
IV. LEARNING THE ROBUST PREDICTOR
Learning the robust predictor requires finding finite-sample approximations of w o , w c and Pr{z ∈ Z α |x} in (12) using n training samples
We begin by defining MSE n (w) = E n [|y − w x| 2 ], which yields the empirical counterpart of (7):
Note that the pseudoinverse is used to include cases in which the sample covariance matrices are degenerated. Similarly, for (10) we note that the empirical counterpart of the constraint in (9) is
All vectors that satisfy (14) can therefore be parameterized as
where Π is the orthogonal projection matrix onto the null space of E n zx and θ ∈ R d−q is arbitrary.
This yields the empirical counterpart of (10)
where θ is the minimizer of the quadratic function MSE n (w(θ)).
Next, we consider learning a model of the probability of an outlier event, Pr{z ∈ Z α |x}, conditioned on x. Noting the definition (2), we predict an outlier event using the scalar
) † x is the empirical version of (8) . The conditional outlier probability is modeled using a standard logistic function, 
(17)
This approach takes into account the inherent uncertainty of predicting an outlying z from x. An example of a fitted model as in (17) is presented in Figure 2 .
In sum, we learn a robust predictor with an adaptive parameter vector
using n samples, as described in Algorithm 1. 
V. EXPERIMENTAL RESULTS
We evaluate the robustness of the proposed predictor using both synthetic and real data.
A. Synthetic data
Consider the following data-generating process of z ∈ R, x ∈ R d , and y ∈ R:
z ∼ St(0, 1, ν z ), is given in Fig. 3 , where it is seen that the robust predictor smoothly interpolates between the two modes.
When averaging over z, the distributions of MSEs for 50 training datasets are illustrated in Fig. 4 . We see that the robust predictor drastically reduces the outlier MSE α , while yielding only a small increase in 
VI. CONCLUSION
Based on the orthogonality properties of an optimal oracle predictor, we developed a predictor that is robust against outliers of the missing features. The proposed predictor is formulated as a convex combination of optimistic and conservative predictors, and requires only specifying the intended outlier level against which it must be robust. The ability of the robust predictor to suppress outlier errors, while incurring only a minor increase in the inlier errors, was demonstrated using both simulated and real-world datasets.
APPENDIX A PROOFS
A. Probability bound for (2) The probability bound for an event z ∈ Z α follows readily from a Chebychev-type inequality:
Pr{z ∈ Z α } = 
B. MSE decomposition (11)
The outcome y can always be decomposed as 
