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摘　要　为提高粒子群算法的收敛性能 ,提出一种自适应粒子认知域方法.在粒子位置的更新方法中 , 粒子运动到
当前的最好位置由计算得到的最好位置为中心 ,粒子的认知方向为导向来确定.利用线性惯性下降权重来实现粒
子的优化.为验证该方法的有效性 , 将此方法应用于 3种不同的粒子群方法 ,分别是固定权重粒子群方法 、线性下
降权重粒子群方法及阶梯形群体粒子群算法.实验结果表明此方法是较有效的.



















particles, thecurentbestposition, whichtheparticleachieves, isdeterminedbythecenterofthebest
calculatedpositionandthecognizantdirectionoftheparticle.Lineardecreasinginertiaweightisusedto














































设一个有 N个解的解群 xi[ d] , i∈ [ 1, N] , d∈
[ 1, M] , M为解的维数.对每个粒子定义一个速度矢







其中 , Xi(K+1)、Xi(K)分别为第 K+1时刻和第 K时
刻粒子的位置;Vi(K+1)为 K+1时刻粒子的运动速
度;w为加权因子 ,其较大时有利于全局收敛 ,较小时





























, 　i=1, 2, … , N,








, 　k=1, 2, …, D,


















pbesti(i, k)、Xpbesti(i, k)分别为粒子 i中第 k维
变量到目前为止所具有的新的最好位置和原来计算
得到的最好位置;randn(·)是均值为零 ,标准差为 1
的正态分布随机数;rand(·)为 [ 0, 1] 之间的随机
数;w1是原有最好位置的飞行率 , 太大的取值将会
使粒子破坏较严重 ,太小的取值 ,最好位置将不能达
到更新的目的.通常 w1取 0.001 ～ 0.01之间 , 为维






其中 , w′max=0.01, w′min=0.001, maxgen是给定最大
进化代数 , gen是当前进化代数 , Sign(·)为符号函
数 ,使粒子变量能增加也能减少 , randn(·)是确定


































和当前代最优解 ,  1 =c1rand(·),  2 =c2rand(·),
式(3)特征方程为





1+w- 1 - 2 +ζ
2
, 　λ2 =




ζ= (1 +w- 1 - 2)
2
-4w.




































 1 + 2
.
5　仿真实验












































取 2个函数的最小值 ,由于篇幅限制 ,本文仅对线性
下降权重粒子群方法 (LinearDecreasingInertia
WeightPSO, LDWPSO)给出 30维时 2函数实验的
平均最好适应度变化(见图 2)和平均海明距离变化
图(见图 3).
对 PSO及其改进方法 ,相同参数为 , c1 =c2 =
2, w=0.55, w′max=0.01, w′min=0.001, maxgen=
1 000.对函数 1, vmax =2, xmin =-5.12, xmax =
5.12, N =70;对函数 2, vmax=5, xmin =-32, xmax









, 函数 1在实验中 R=20, T
=50, N =100, λ=0.2, η=0.1,函数 2在实验中 R
=12, T=50, N=50, 其它参数与函数 1实验相同.
每组实验进行 60次 , 函数分别为 10、20、 30
维 , 其结果如表 1.表 1中 ILDWPSO、IPSO、ILPSO
分别表示改进的 LDWPSO、PSO、IPSO.对函数 1在
10、20维时 , 6种方法都能收敛到接近全局最优解.
















函数 1 函数 2
最好解 最差解 均方差 平均解 最好解 最差解 均方差 平均解
LDWPSO
10 0.0073 0.0100 0.0031 0.0084 1.9849 4.9899 2.1482 3.0055
20 0.0091 0.0098 0.0002 0.0096 15.9196 63.7510 34.0063 24.8740
30 0.0169 1.8572 0.2002 0.0299 43.8121 61.7623 28.3306 46.7668
ILDWPSO
10 4.7595e-5 8.4854e-5 3.1266e-5 6.2873e-5 1.9849 4.9748 2.0368 3.0045
20 1.0441e-4 1.9636e-4 0.5731e-4 1.9636e-4 13.0732 46.2587 26.6614 19.9748
30 0.0093 1.3874 0.0316 0.0144 38.5412 55.4628 18.6792 43.7818
PSO
10 0.0081 0.0098 0.0012 0.0094 1.9899 2.9849 1.0368 2.4503
20 0.0088 0.0098 0.0018 0.0089 18.7460 78.6425 33.6633 34.7882
30 0.0096 0.0099 0.0001 0.0098 49.5784 91.3380 38.6731 58.9926
IPSO
10 2.5866e-5 4.2838e-5 1.3876e-5 3.6811e-5 1.9899 4.9899 1.8526 2.8874
20 5.3244e-4 7.8637e-4 1.6843e-4 6.6329e-4 17.6899 58.7762 28.3761 23.6605
30 0.0025 0.0037 0.0004 0.0028 36.3701 54.3398 8.9337 45.6226
LPSO
10 1.5410e-9 1.5410e-9 0.0000 1.5410e-9 1.9849 2.9849 0.4894 2.4428
20 2.0476e-9 4.0476e-9 0.2864e-9 2.2971e-9 10.4782 22.8840 7.3638 15.7708
30 9.3107e-6 1.3429e-4 8.7433e-5 1.3305e-5 30.6518 45.9902 9.3837 39.6633
ILPSO
10 0.5514e-9 0.5788e-9 0.0012e-9 0.5546 0.0136 1.0642 0.1366 0.0422
20 1.4989e-9 5.0634e-9 0.2249e-9 2.2108e-9 9.9883 14.9244 2.6609 11.6637





适应性 ,通过 3种不同粒子群方法的实验 ,证明方法
是有效的.
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