Benford's Law says that many naturally occurring sets of observations follow a certain logarithmic law. Relative frequencies of the first significant digits k are log(1 + 1/k) for k = 1, 2, ..., 9, where the base of the logarithm is ten. Financial and other auditors routinely check data sets against this law in order to investigate for fraud. We present the principal underlying mechanism that produces sets of numbers with the Benford property. Examples in which each observation consists of a product of variables are given. Two standard statistical tests that are useful for testing compliance with Benford's Law are outlined. A new Minitab macro, which implements both statistical tests and produces a graphical output, is presented.
Introduction
Benford's Law is named for Frank Benford, a General Electric scientist whose paper (Benford, 1938) was the first modern article about it. He noticed that many data sets have a very unintuitive property. Taking the set consisting of the first significant digit of each value in the observations and counting the numbers of 1s, 2s, and so forth to 9s, there was about 30% 1s, 18% 2s, and in a descending fashion to 5% 9s. Without knowing about Benford's Law, we might think that there should be about the same number of 1s, 2s, and so forth. Specifically, the law says that the proportions of first significant digits k for k = 1, 2, ..., 9 are b(k) = log 10 (1 + 1/k). These proportions appear in Table 1 Benford's Law proportions, b(k) = log 10 (1 + 1/k).
Since data sets that have been tampered with usually do not follow this law, Benford's Law is relatively well-known among auditors who examine quantitative observations. Data fakers might not think of this law. In practice it is used as a filter to flag data sets for financial fraud (Nigrini, 2000) .
In Section 2, a way to see why the law has this logarithmic form is presented. This leads to a mechanism to simulate artificial data sets that follow the law. In Section 3, examples based on multiplication tables are presented. Section 4 contains brief discussions of the chi-square
A Mechanism for Benford's Law
Sets composed of numbers that are themselves products often follow Benford's Law.
Exponential growth is an example of this, in which the amount present is the product of the amount just before times 1 plus a rate of increase. A discrete example is interest posted daily on a bank savings account.
Consider the random variable Y = 10 X where X has the uniform distribution on the interval (0, 1). If a value for Y has first significant digit k ε 1, 2, 3, 4, 5, 6, 7, 8, 9 { } , then Y must be in an the interval 10 n k ≤ Y < 10 n (k + 1) for some integer n. Taking the logarithm, obtain n + log 10 k ≤ X < n + log 10 (k + 1). The length of this interval is log 10 (k + 1) -log 10 k = log 10 (1 + 1/k), which is the probability that Y has first digit k (Feller, 1971, p. 63 ).
This argument shows that if X is uniformly distributed, then the variable Y = 10 X has the Benford property. One way to produce numbers that will closely follow Benford's Law is to take numbers that are uniformly distributed over the interval (0, 1) from a random number generator and exponentiate them with 10 x . Such an artificial set of observations can be used to tryout the Minitab macro in Section 5.
Generally, sets of products have the Benford property. An example of a special case, which would not follow the law, is the set where all multiplicands are powers of 10, so that all of the first digits are 1.
Examples -Multiplicands of the First Nine Positive Integers
For illustrative purposes, consider all products of two and of three numbers where every possible combination of values for each multiplicand is selected from the set {1, 2, 3, 4, 5, 6, 7, 8, 9} . Table 2 contains all the products of two numbers from the set, and Table 3 illustrates the closeness to the Benford's Law proportions. The set of all products of three integers appears to be closer, as displayed in Table 4 In the next section the proportions from multiplications, appearing in Tables 3 and 4 , are used to demonstrate two tests for compliance with Benford's Law.
Testing for Compliance with Benford's Law
Since these are categorical data being tested for goodness of fit, the Pearsonian chi-square test can be used. The chi-square goodness-of-fit statistic is calculated using
where N is the sum of the frequencies, and p(k) and b(k) are the proportions from the data and the Benford's Law proportions, respectively. This is an intrinsically one-sided test. Small values of χ 2 calc , close to zero, reinforce that the data's proportions are close to Benford's Law, which is the null hypothesis. Large values would tell us that the data do not come from a process that produces Benford's Law, which is the alternative hypothesis.
The P-value is the probability P(χ > χ 2 calc ), where χ is the chi-square random variable with degrees of freedom 9 -1 = 8. If the P-value is less than the level of significance, α, then the null hypothesis is rejected, since the observed χ 2 calc would be deemed to be large. Otherwise, we would say that there is not sufficient evidence to reject that the data arise from a process that produces first significant digits that follow Benford's Law. A common value for the level of significance is α = 0.05, which we will use. Table 5 contains the chi-square statistics and P-values for the proportions appearing in Tables 3 and 4 . Both data sets pass the goodness-of-fit test, since the P-values are greater than the level of significance α = 0.05; therefore, the decision is that both data sets come from mechanisms that produce Benford's Law proportions.
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Chi-Square P-Value Multiplicands________Statistic (χ Another option is to test each of the nine proportions separately. The normal-distribution approximation to the binomial distribution is used. We find the Z-scores and their corresponding two-sided P-values for each observed proportion, against the Benford proportions, using Table 6 gives the outcomes of these analyses for two and three multiplicands. The P-values should not be compared to the level of significance, α = 0.05, since for each number of multiplicands, there are nine comparisons. The process of reducing the level of significance used in each of the nine tests is based on Bonferroni's inequality (Hogg, McKean, and Craig, 2005, pp. 14, 481). Each P-value is compared to α/9 = 0.05/9 = 0.0056, giving an approximate overall probability of rejection of 0.05. Since P(IZI > 2.77) = 0.0056, any Z-score greater in absolute value than 2.77 implies rejection of the null hypothesis. Since all P-values in Table 6 are greater than 0.0056 (and all Z-scores are less than 2.77 in absolute value), we do not reject the null hypotheses that each proportion is the corresponding Benford proportion. 
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Instructions and Procedures
Before implementing this macro, it is important to make sure that no data value in your set is greater than 100 million or less than 0.000000001; otherwise, the first digit can't be obtained by the macro. These numbers refer to the absolute value of your data values. Negative numbers are allowed. If any data value is outside this range, divide any number greater than 100 million by 10 to some power in order to provide a number less than 100 million and multiply any number less than 0.000000001 by 10 to some power in order to provide a number greater 0.000000001. This macro must be run in Minitab Version 15 or later; any earlier version may not produce accurate results.
1. In order to run this macro, the text file containing the code must first be downloaded and Once the file is saved, the macro can be accessed through Minitab.
2. Open Minitab with a new worksheet. Enter your data set into C1. Make sure all data is in this column and only this column. The order does not matter. The data's format must be numeric. Any format other than numeric, such as date/time or text, will not work with the macro. Click on the Session Window, and then select "Editor" at the top of the screen.
The option "Enable Commands" should be selectable. If it doesn't have a check mark next to it, click it. Otherwise, leave it alone.
3. In the session window, there will be "MTB >". Click to the right of it and type in "%Benford.txt" without the quotes and hit "Enter." The macro will run and take just a few seconds. For larger datasets, such as one million values, it could take up to fifteen seconds or more to complete.
Description of the Output
1. C2, "First Digit," is the first digit other than 0s of the data value in the corresponding cell of C1. For example, a data value equal to 0.00342 will result in a "First Digit" of 3.
