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Simplified motional heating rate measurements of trapped ions
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Britton, J. P. Home, W. M. Itano, J. D. Jost, E. Knill, C. Langer,† R. Ozeri,‡ N. Shiga, and D. J. Wineland
National Institute of Standards and Technology, Boulder, Colorado 80305, USA
(Dated: October 31, 2018)
We have measured motional heating rates of trapped atomic ions, a factor that can influence
multi-ion quantum logic gate fidelities. Two simplified techniques were developed for this purpose:
one relies on Raman sideband detection implemented with a single laser source, while the second
is even simpler and is based on time-resolved fluorescence detection during Doppler recooling. We
applied these methods to determine heating rates in a microfrabricated surface-electrode trap made
of gold on fused quartz, which traps ions 40 µm above its surface. Heating rates obtained from
the two techniques were found to be in reasonable agreement. In addition, the trap gives rise to a
heating rate of 300 ± 30 s−1 for a motional frequency of 5.25 MHz, substantially below the trend
observed in other traps.
PACS numbers: 03.67.Lx, 32.80.Lg, 32.80.Pj, 42.50.Vk
I. INTRODUCTION
Control of the quantum states of trapped ions has pro-
gressed significantly over the past few years. Many of
the necessary requirements for quantum information pro-
cessing have been demonstrated in separate experiments,
such as high-fidelity state preparation, read-out, single-
and two-qubit gates, and long-lived single-qubit coher-
ence (See e.g. Ref. [1]). One of the limitations thus far
in scaling to larger numbers of ions has been the lack
of a suitable trap architecture. A critical benchmark for
a trap design is the heating rate of an ion’s motional
degrees of freedom due to electric field noise from the
trap electrodes. As current quantum gates rely on the
coupled motion of two or more ions, noise in the mo-
tion can degrade gate fidelities [2]. To facilitate the de-
termination of these heating rates, we have developed
two measurement methods that have reduced hardware
complexity compared to that of more traditional meth-
ods [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16]. Here,
we report details of these two methods.
The ion trap used for this study is a monolithic de-
sign made of gold on fused quartz, where all trap elec-
trodes reside in a single plane [17, 18]. This “surface-
electrode” geometry has the potential to greatly simplify
the trap fabrication process and electrode wiring topol-
ogy, thereby enabling the creation of large multiplexed
trap arrays. Heating rates were previously measured in a
nearly identical trap by recording time-resolved fluores-
cence during Doppler recooling after allowing the ions to
heat up [18]. The details of this technique are examined
in a recent theoretical paper [19]. This method was rela-
tively simple to implement and the measured rates were
promisingly low. However, the accuracy of the technique
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was uncertain because it relies on changes in vibrational
quanta of order 104, whereas quantum gate fidelities can
depend on changes of a single quantum. It was an open
question whether the heating rates could be reliably ex-
trapolated down to the single quantum level.
To test the accuracy of the Doppler recooling method,
we have built a simplified Raman sideband cooling appa-
ratus and measured heating rates of one degree of free-
dom in the single quantum regime. We also measured
heating rates using Doppler recooling under similar ex-
perimental conditions, and find reasonable agreement be-
tween the values obtained with the two techniques. In ad-
dition, heating rates were measured at several trap fre-
quencies and the electric field noise was found to have
approximately 1/f character in this particular trap. Fi-
nally, although the trap discussed here was fabricated by
the same process as that of Ref. [18], the heating rates
are found to be somewhat lower, possibly due to cleaner
electrode surfaces [20].
II. DOPPLER RECOOLING
The Doppler recooling method is based on the obser-
vation that the near-resonance fluorescence rate from an
ion is influenced by its motional temperature due to the
Doppler effect. By monitoring the fluorescence as a func-
tion of time during Doppler cooling of an initially hot ion,
one can determine the initial temperature of the ion av-
eraged over many experimental runs. In the experiments
discussed here, an ion is first cooled close to the Doppler
limit. Then it is allowed to heat up for a variable amount
of time (the delay time) by turning off the Doppler cool-
ing laser beam. The laser is turned back on and the
fluorescence is monitored as a function of time until the
ion’s fluorescence rate reaches its steady-state value. By
fitting a theoretical model [19] to the data, the ion’s tem-
perature at the end of the delay time can be extracted.
The model is a one-dimensional semi-classical description
of Doppler cooling in the “weak-binding” limit, where
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FIG. 1: Average number of vibrational quanta 〈n〉 as a func-
tion of delay time obtained by the Doppler recooling method
with an axial trap frequency of 4.02 MHz. The fit (solid line)
gives a heating rate of d〈n〉/dt = 620± 50 s−1. Inset: Ion flu-
orescence versus recooling time for a delay time of 25 seconds
with fit (solid line) to the model of Ref. [19].
the ion’s motional frequency is much smaller than the
linewidth of the Doppler cooling transition (See Ref. [19]
for details). An attractive feature of this technique is
its relative simplicity. It requires only one low-power
red-detuned laser beam and no magnetic fields [18], in
contrast to the Raman sideband technique discussed in
Section III.
Figure 1 displays the average number of axial vibra-
tional quanta 〈n〉 for various delay times obtained from
Doppler recooling measurements. The axial trap fre-
quency was ω = 2pi× 4.02 MHz. Here the axial direction
is the direction of weakest binding in the trap and is con-
trolled primarily by static potentials [18]. Each value
of 〈n〉 was obtained by fitting the model of Ref. [19] to a
Doppler recooling trace, as exemplified by the inset data.
The model yields the thermal energy of the ion at the
start of recooling (≈ h¯ω〈n〉), which was then converted
to vibrational quanta. A weighted linear fit to 〈n〉 versus
delay time yields a heating rate of d〈n〉/dt = 620±50 s−1.
The fit was constrained to pass through the origin be-
cause the ion was initially cooled near the Doppler limit
of a few quanta. We used the reciprocal of the estimated
variances as the weights in all of the weighted fits pre-
sented here. We note that the quoted uncertainties in-
clude estimated statistical uncertainties only [21].
To obtain these data, magnesium ions were created
in the trap through a two-photon photoionization pro-
cess using 1 to 10 mW of 285 nm laser excitation [22].
This ionization method was found to significantly reduce
the required Mg oven temperature (and the concomitant
pressure rise) compared to electron impact ionization.
All experiments were carried out with 25Mg+ ions in a
magnetic field of 10 G for consistency with the Raman
measurements discussed below. In addition, the Doppler
beam (“Blue Doppler”) saturation parameter was 0.9
throughout. Due to the hyperfine structure of 25Mg+,
a second laser beam (“Red Doppler”) was used to re-
pump out of the F = 2 ground state manifold. This
additional beam was not necessary in the measurements
of Ref. [18] performed at B ≈ 0 with 24Mg+, an isotope
without hyperfine structure. These beams have the same
intensities, polarizations and detunings as in the Raman
experiments described below (See Figs. 2 and 3).
III. SIMPLIFIED RAMAN SIDEBAND
DETECTION
Our Raman sideband detection apparatus has been
simplified compared to more commonly used schemes [3,
4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16]. Instead
of relying on three or more laser sources, Fig. 2 de-
picts how the two Raman beams and two Doppler cool-
ing beams were derived from a single 280 nm source, a
frequency-quadrupled fiber laser. The frequency-doubled
output of the laser was frequency-locked to an iodine
vapor absorption line. Multiple acousto-optic modula-
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FIG. 2: Schematic of the laser beams. All beams are derived
from one source by use of acousto-optic modulators (AOMs)
as frequency shifters; they are labeled Red Raman (RR), Blue
Raman (BR), Red Doppler (RD), and Blue Doppler (BD).
The AOMs (boxes) are labeled by the frequency shift they
impart to the deflected beams; 2× indicates double-pass con-
figuration. The frequency shift is noted for each beam relative
to the 2S1/2, |3,−3〉 ↔
2P3/2, |4,−4〉 cycling transition. Inset:
Geometry of beams, trap axis and magnetic field B, including
the photoionization (PI) beam.
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FIG. 3: Ion fluorescence as a function of Raman frequency
detuning relative to the Raman carrier (∆n = 0) transi-
tion. Fits (solid lines) to the Raman sideband amplitudes
yield 〈n〉 = 0.34 ± 0.08, the average number of axial vibra-
tional quanta after Raman cooling with a trap frequency of
5.25 MHz. Inset: Partial level diagram of 25Mg+ showing the
laser beams and their polarizations. Relevant |F,mF 〉 levels
are indicated. For 25Mg+ in a magnetic field of 10 G, the
2S1/2, |3,−3〉 and |2,−2〉 levels are split by 1.81 GHz. The
2S1/2 ↔
2P3/2 transition wavelength is 280 nm.
tors (AOMs) were used as frequency shifters and on/off
switches, controlling the beams that we call Red Raman
(RR), Blue Raman (BR), Red Doppler (RD), and Blue
Doppler (BD). Referring to the level diagram of 25Mg+
in the inset of Fig. 3, a scheme relying on multiple lasers
would typically employ one laser to drive the 2S1/2 ↔
2P1/2 transition (not shown) for optical pumping, a sec-
ond laser to drive the 2S1/2 ↔
2P3/2 transition for state
detection (on a cycling transition), and a third laser for
far-off-resonant Raman beams [4]. By contrast, only a
single laser is needed if the 2S1/2 ↔
2P3/2 transition is
used for Doppler cooling, state preparation and detection
(with possibly reduced state preparation fidelity) and if
we accept relatively low Raman detuning. The double-
passed AOMs in Fig. 2 generate two beams for Raman
transitions with an adjustable frequency difference near
1810 MHz and detunings from the 2P3/2, |4,−2〉 state of
approximately 900 MHz as shown in the inset of Fig. 3.
This relatively small Raman detuning, given the optical
transition linewidth of 41.4 MHz, leads to significantly
reduced coherence of Raman transitions through inco-
herent photon scattering [12]. In particular, the Rabi
flopping decay time for the red sideband (n → n − 1)
Raman transition [5] is approximately one Rabi oscilla-
tion period after sideband cooling to 〈n〉 ≈ 1. Despite
these compromises, we are able to achieve reasonable
sideband detection contrast [23] and cool the axial mode
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FIG. 4: Average number of vibrational quanta 〈n〉 as a func-
tion of Raman measurement delay time for an axial trap fre-
quency of 4.02 MHz. The fit (solid line) gives a heating rate
of d〈n〉/dt = 690±60 s−1 (averaged over multiple similar data
sets).
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FIG. 5: Heating rate d〈n〉/dt as a function of axial trap fre-
quency. The lowest measured heating rate is 300± 30 s−1 at
5.25 MHz. The fit (solid line) gives a frequency dependence
of d〈n〉/dt ∝ ω−2.4±0.4.
to 〈n〉 = 0.34 ± 0.08 quanta for an axial trap frequency
of 5.25 MHz (Fig. 3), which is sufficient for heating mea-
surements.
In a typical experimental sequence, we first perform
Doppler cooling and state preparation with BD and RD
for 300 µs followed by BD for 20 µs and then RD for
20 µs. Then we apply 25 to 30 cycles of resolved sideband
cooling [4]. One cycle consists of an approximate pi-pulse
on the red Raman sideband transition (n→ n−1, n ≈ 1)
using RR and BR, followed by RD for 8 µs and then
BD for 0.3 µs. These pulses typically enable cooling of
the ion to 〈n〉 ≤ 1 axial vibrational quanta. In order
to measure heating rates, all beams are turned off for a
specified delay period (usually 0 to 5 ms) to let the ion
heat up. Next, a Raman pulse is applied with variable BR
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FIG. 6: Electric field noise spectral density SE (left panel) and ωSE (right panel) for traps with varying distance d between
the ion and the closest electrode. Data for the same trap are connected by line segments; the data point corresponding to the
largest value of ω (if not constant) is marked by a larger symbol with a border. The gray bands depict d−4 scaling. References
for data are: Mg+ (this work), Ba+ [10], Be+ [4, 8, 9], Ca+ [6, 15], Cd+ [11, 13, 14], Hg+ [3], and Yb+ [7].
frequency-detuning; the pulse time is chosen such that a
pi-pulse is effected when resonant with the red sideband
transition (n→ n−1, n ≈ 1). Finally, ion fluorescence is
detected with BD for 50 µs. The sequence is repeated for
different BR detunings to sweep out the sidebands, as in
Fig. 3, where each data point is typically an average of
several hundred experiments (1400 for the data in Fig. 3).
The Rabi flopping pi time on the red sideband was 1 to
5 µs, depending on the axial trap frequency and laser
beam intensities. Typical laser powers were 1 µW (BD),
10 µW (RD), 90 µW (BR), and 40 µW (RR); beam waists
were estimated to be 15 to 30 µm.
IV. TECHNIQUE COMPARISON AND
SURFACE TRAP RESULTS
Figure 4 shows values of 〈n〉 extracted from Raman
sideband measurements at multiple delay times for the
same 4.02 MHz axial trap frequency as Fig. 1. Each value
of 〈n〉 is obtained from Gaussian fits to the sidebands
as in Fig. 3. Assuming n has a thermal distribution,
then 〈n〉 = R
1−R , where R is the ratio of the red and
blue sideband amplitudes [4, 8]. A weighted linear fit to
〈n〉 versus delay time yields a heating rate of d〈n〉/dt =
690 ± 60 s−1. This compares reasonably well with the
value obtained from Doppler recooling (See Section II).
Likewise, at a different trap frequency of 2.86 MHz, we
find heating rates of 1470±150 s−1 and 1260±130 s−1 for
Raman and Doppler recooling techniques, respectively.
Figure 5 displays heating rates, for a range of axial
trap frequencies, measured with the Raman sideband
technique. A weighted power-law fit yields d〈n〉/dt ∝
ω−2.4±0.4. From the heating rates we can calculate the
electric field noise spectral density SE(ω) ≈
d〈n〉
dt
4mh¯ω
e2 ,
with ion mass m, and electron charge e [8]. Given the
explicit factor of ω in this equation and the measured fre-
quency dependence of d〈n〉/dt, we find SE ∝ ω
−1.4±0.4
for our surface-electrode trap. A similar frequency de-
pendence has been observed in ion traps of different ge-
ometries [8, 11, 14] and may give some insight into the
heating mechanism.
In Fig. 6, we put these heating results in perspective
by plotting values of SE(ω) and ωSE(ω) versus d, the
distance between the ion and the nearest electrode, for
several different ion traps reported in the literature (as
similarly done in Ref. [11]). The surface trap studied
here has d = 40 µm. For comparison, all the traps plot-
ted have approximately room temperature electrodes; it
has recently been found that cooling the electrodes can
significantly reduce the heating rates [14, 16]. While the
fundamental heating mechanism is not understood, the
predominant explanation is that the electrodes are cov-
ered in patches of varying potential that fluctuate with an
unknown frequency dependence. If we assume that these
fluctuating patch potentials have a size ≪ d, then SE
should scale as d−4 (indicated by the gray shaded bands)
[8]. A similar dependence on d was observed in Ref. [14],
where d could be varied in the same trap (Fig. 6, open
circles).
Concerning the frequency spectrum of the noise, if
SE ∝ 1/ω, then ωSE would of course be independent
of ω. Fig. 6 shows several cases where the values of ωSE
for a given trap are bunched together, indicating that
SE ∝ 1/ω is a better assumption than SE being inde-
pendent of ω. In most traps shown, however, SE actually
5depends more strongly on ω. It is unclear whether this
is intrinsic to the traps or due to external noise sources.
As can be seen, the values of SE and ωSE for the NIST
surface trap are over an order of magnitude lower than
what might be expected from the trend. The significant
scatter in the data points highlights the importance of
other parameters that have yet to be fully quantified,
such as the microscopic properties of the electrodes (pu-
rity, roughness, crystallinity, etc.), which in turn may
depend on processing procedures. For example, there is
some evidence that electrode contamination (due to the
ion loading process) influences the electric field noise [8].
In our apparatus, the loading geometry is such that the
electrode surfaces become coated with a small amount
of Mg during each loading attempt. While we have not
measured a systematic change in the heating rate due to
loading in this trap, we cannot rule out the influence of
surface contamination.
V. CONCLUSION
According to the results presented here, the simple
Doppler recooling technique is a reasonably accurate tool
for trap characterization. It has several advantages, in-
cluding simplicity and relatively small resource require-
ments (a single low-power laser, no magnetic fields, etc.),
which results in lower cost and setup time. The primary
disadvantage is that delay times can be inconveniently
long for low heating rates. For example, delay times
of approximately one minute and averaging durations of
several hours were needed for a heating rate of 300 s−1
with our experimental parameters. This would be par-
ticularly troublesome if the uncooled ion lifetime in the
trap (set by background gas collisions) were compara-
ble to the delay time. However, weighing these factors,
the Doppler recooling technique may still prove useful for
rapid characterization of new ion traps. Means to poten-
tially reduce the measurement time for this method are
outlined in Ref. [19].
Accepting somewhat increased complexity, a simpli-
fied Raman sideband detection apparatus is shown to
be suitable for heating rate measurements in the sin-
gle quantum regime. Using relatively small Raman
beam detunings (900 MHz) and the same (2S1/2 ↔
2P3/2) transition for Doppler cooling, state preparation,
and detection, enables a single laser to supply all nec-
essary beams. Despite reduced sideband cooling effi-
ciency and Rabi coherence, cooling of a single mode to
〈n〉 ≤ 1 is achieved with significantly fewer resources
than more common Raman sideband detection experi-
ments [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16].
Finally, heating rates for the new surface-electrode
trap geometry [18] appear to be manageable for large-
scale quantum information processing. Compared to
other ion traps (Fig. 6), the rates measured here are sig-
nificantly lower than one might expect for the electrode–
ion separation in this trap. A future surface-electrode
trap design—having multiple zones with differing values
of d and a loading scheme that does not contaminate the
electrodes—would be useful to further characterize the
scaling of the electric field noise.
Acknowledgments
Work supported the Disruptive Technology Office
(DTO) under contract number 712868 and NIST. R.J.E.
and J.M.A. acknowledge National Research Council Re-
search Associateship Awards. S.S. acknowledges support
from the Carlsberg Foundation. J.H.W. acknowledges
support from The Danish Research Agency. J.P.H. ac-
knowledges support from a Lindemann Fellowship.
This manuscript is a publication of NIST and not sub-
ject to U.S. copyright.
[1] D. J. Wineland, D. Leibfried, J. C. Bergquist, R. B.
Blakestad, J. J. Bollinger, J. Britton, J. Chiaverini,
R. J. Epstein, D. B. Hume, W. M. Itano, et al., in
Proc. ATOMIC PHYSICS 20:XX International Conf. on
Atomic Physics - ICAP 2006 (AIP Press, Melville, NY,
2006), vol. 869, pp. 103–110, and references therein.
[2] A. Sørensen and K. Mølmer, Phys. Rev. A 62, 022311
(2000).
[3] F. Diedrich, J. C. Bergquist, W. M. Itano, and D. J.
Wineland, Phys. Rev. Lett. 62, 403 (1989).
[4] C. Monroe, D. M. Meekhof, B. E. King, S. R. Jefferts,
W. M. Itano, D. J. Wineland, and P. Gould, Phys. Rev.
Lett. 75, 4011 (1995).
[5] D. M. Meekhof, C. Monroe, B. E. King, W. M. Itano,
and D. J. Wineland, Phys. Rev. Lett. 76, 1796 (1996).
[6] C. Roos, T. Zeiger, H. Rohde, H. C. Na¨gerl, J. Eschner,
D. Leibfried, F. Schmidt-Kaler, and R. Blatt, Phys. Rev.
Lett. 83, 4713 (1999).
[7] C. Tamm, D. Engelke, and V. Bu¨hner, Phys. Rev. A 61,
053405 (2000).
[8] Q. A. Turchette, D. Kielpinski, B. E. King, D. Leibfried,
D. M. Meekhof, C. J. Myatt, M. A. Rowe, C. A. Sackett,
C. S. Wood, W. M. Itano, et al., Phys. Rev. A 61, 063418
(2000).
[9] M. A. Rowe, A. Ben-Kish, B. DeMarco, D. Leibfried,
V. Meyer, J. Beall, J. Britton, J. Hughes, W. M. Itano,
B. Jelenkovic´, et al., Quantum Inf. Comput. 2, 257
(2002).
[10] R. G. DeVoe and C. Kurtsiefer, Phys. Rev. A 65, 063407
(2002).
[11] L. Deslauriers, P. C. Haljan, P. J. Lee, K.-A. Brickman,
B. B. Blinov, M. J. Madsen, and C. Monroe, Phys. Rev.
A 70, 043408 (2004).
[12] R. Ozeri, C. Langer, J. D. Jost, B. DeMarco, A. Ben-
Kish, R. B. Blakestad, J. Britton, J. Chiaverini, W. M.
Itano, D. B. Hume, et al., Phys. Rev. Lett. 95, 030403
6(2005).
[13] D. Stick, W. K. Hensinger, S. Olmschenk, M. J. Madsen,
K. Schwab, and C. Monroe, Nature Physics 2, 36 (2006).
[14] L. Deslauriers, S. Olmschenk, D. Stick, W. K. Hensinger,
J. Sterk, and C. Monroe, Phys. Rev. Lett. 97, 103007
(2006).
[15] J. P. Home, Ph.D. thesis, University of Oxford (2006),
unpublished.
[16] J. Labaziewicz, Y. Ge, P. Antohi, D. Leibrandt,
K. R. Brown, and I. L. Chuang, e-print arXiv:quant-
ph/0706.3763.
[17] J. Chiaverini, R. B. Blakestad, J. Britton, J. D. Jost,
C. Langer, D. Leibfried, R. Ozeri, and D. J. Wineland,
Quantum Inf. Comput. 5, 419 (2005).
[18] S. Seidelin, J. Chiaverini, R. Reichle, J. J. Bollinger,
D. Leibfried, J. Britton, J. H. Wesenberg, R. B.
Blakestad, R. J. Epstein, D. B. Hume, et al., Phys. Rev.
Lett. 96, 253003 (2006).
[19] J. H. Wesenberg, R. J. Epstein, D. Leibfried, R. B.
Blakestad, J. Britton, J. P. Home, W. M. Itano, J. D.
Jost, E. Knill, C. Langer, et al., e-print arXiv:quant-
ph/0707.1314.
[20] The trap of Ref. [18] had significant magnesium contam-
ination on the electrodes.
[21] The measured heating rates varied from run to run by
somewhat more than expected from the estimated un-
certainties of a given run for unknown reasons. Quoted
heating rates are averages of data taken on different runs.
[22] D. N. Madsen, S. Balslev, M. Drewsen, N. Kjærgaard,
Z. Videsen, and J. W. Thomsen, J. Phys. B: At. Mol.
Opt. Phys. 33, 4981 (2000).
[23] The optical windows were found to have spatially inho-
mogeneous birefringence leading to reductions in both
optical polarization purity and atomic state preparation
fidelity.
