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We consider the problem of recovering causal structure from mul-
tivariate observational data. We assume that the data arise from a
linear structural equation model (SEM) in which the idiosyncratic
errors are allowed to be dependent in order to capture possible la-
tent confounding. Each SEM can be represented by a graph where
vertices represent observed variables, directed edges represent direct
causal effects, and bidirected edges represent dependence among er-
ror terms. Specifically, we assume that the true model corresponds to
a bow-free acyclic path diagram, i.e., a graph that has at most one
edge between any pair of nodes and is acyclic in the directed part. We
show that when the errors are non-Gaussian, the exact causal struc-
ture encoded by such a graph, and not merely an equivalence class,
can be consistently recovered from observational data. The Bow-free
Acylic Non-Gaussian (BANG) method we propose for this purpose
uses estimates of suitable moments, but, in contrast to previous re-
sults, does not require specifying the number of latent variables a
priori. We illustrate the effectiveness of BANG in simulations and an
application to an ecology data set.
1. Introduction. We consider the problem of discovering causal struc-
ture from multivariate data when only observational data is available but
latent confounding may exist between the observed variables. In our main
result we show that if the data are generated under a recursive linear struc-
tural equation model with non-Gausian idiosyncratic errors, the exact causal
structure can be recovered provided the confounding is limited to pairs of
variables which do not have a direct effect on each other. These models
correspond to bow-free acyclic path diagrams (BAPs).
1.1. Linear structural equation models and graphs. Structural equation
models (SEMs) are multivariate statistical models that encode causal rela-
tionships and are popular in the social and biological sciences (Bollen, 1989;
Shipley, 2016). SEMs may be formulated to explicitly include latent unob-
served variables, but in this article we consider a setup in which the latent
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variables have been marginalized out and the models only implicitly refer to
effects of the unobserved variables. This approach has, in particular, been
fruitful for causal discovery (Evans, 2019).
A linear SEM assumes that we observe a sample comprised of i.i.d. copies
of a random vector Y = (Yv : v ∈ V ), that solves the equation system
Yv =
∑
u6=v
βvuYu + εv, v ∈ V.
The direct effect of Yu on Yv is encoded by βvu, and εv is an idiosyncratic
error term. Without loss of generality, we assume Y to be centered. We
collect the effects βvu into a p× p matrix B = (βvu : u, v ∈ V ) and the error
terms into a vector ε = (εv : v ∈ V ). Because the matrix B encodes the
direct causal effect of Yu onto Yv for all u, v ∈ V , we will use the term direct
effects to refer to the matrix B. Each copy of the error vector ε is drawn
i.i.d. with expectation 0, but we allow for unobserved confounding between
different variables, say Yv and Yu, by allowing the corresponding errors, εv
and εu, to be dependant. This yields the multivariate system Y = BY + ε,
which is uniquely solved by
(1) Y = (I −B)−1ε
when I−B is invertible. Letting Ω := E(εεT ) = (ωvu)u,v∈V be the covariance
matrix of ε, we obtain that the covariance matrix of the observed variables
in Y is
(2) Σ := E(Y Y T ) = (I −B)−1Ω(I −B)−T .
Throughout the article, we describe SEMs using the language of graphical
models or path diagrams (Maathuis et al., 2019). We represent each SEM
by a mixed graph G = (V,E→, E↔), where each vertex v ∈ V corresponds
to an observed variable, and E → and E↔ are sets of directed edges and
bidirected edges, respectively. We represent a direct effect of u on v by the
directed edge u→ v ∈ E→ and say that u is a parent of child v. So, βvu 6= 0
only if u is a parent of v. If there exists a sequence of directed edges from u to
v, we say that u is an ancestor of its descendant v. Unobserved confounding
between v and u is represented by v ↔ u ∈ E↔, and we say that v and u
are siblings. So, Ωvu 6= 0 only if u and v are siblings. The sibling relation
is symmetric, i.e., u being a sibling of v implies that v is a sibling of u. We
denote the sets of parents, children, ancestors, descendants, and siblings of v
as pa(v), ch(v), de(v), and sib(v) respectively. We let An(v) := an(v)∪ {v}.
The problem of interest is then to infer the unique graph corresponding to
a given data-generating SEM.
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We assume that the true model is a recursive SEM. In graphical terms,
this means that the mixed graph G = (V,E→, E↔) corresponding to the
model is acyclic in the sense of not containing any directed cycles. There
then exists a (not necessarily unique) total ordering of V under which u ≺ v
implies v 6∈ an(u). If, in addition, the graph G contains no bidirected edges,
i.e., E↔ = ∅, then G is a directed acyclic graph (DAG). A bow in G is
a subgraph of two vertices u and v that contains both a directed and a
bidirected edge, i.e., u ↔ v and either u → v or v → u. In this article, we
will only consider mixed graphs that are acyclic and do not contain bows.
Following Drton, Eichler and Richardson (2009), we refer to these graphs
as bow-free acyclic path diagrams (BAPs). This class of graphs was also
considered, e.g., by Brito and Pearl (2002) and Nowzohour et al. (2017).
1.2. Previous work. Most work on causal discovery with latent vari-
ables focuses on recovering causal structure in the form of an ancestral
graph. For problems without selection effects, as considered here, ancestral
graphs are special cases of BAPs that satisfy the additional restriction that
an(v) ∩ sib(v) = ∅ for all nodes v. By adding bidirected edges to E↔, ev-
ery ancestral graph G can be transformed into a maximal ancestral graph
(MAG) while preserving the conditional independence relations in G. Gaus-
sian MAG models can then be entirely characterized by conditional inde-
pendence (Richardson and Spirtes, 2002). However, for any MAG there are
generally other MAGs that are Markov equivalent, i.e., encode the same set
of conditional independence relations. Markov equivalent MAGs have the
same adjacencies but the edges may be of different orientations or types.
The Markov equivalence class of any MAG can be compactly represented
by a partial ancestral graph (PAG) (Ali, Richardson and Spirtes, 2009).
Spirtes, Glymour and Scheines (2000) proposed the Fast Causal Infer-
ence algorithm (FCI) to estimate the PAG corresponding to the underlying
causal graph. Zhang (2008) added additional orientation rules such that the
output of FCI is complete. Colombo et al. (2012) and Claassen, Mooij and
Heskes (2013) develop additional variants—RFCI and FCI+, respectively—
which only require a polynomial number of conditional independence tests
if the degree of the graph is bounded. Triantafillou and Tsamardinos (2016)
select a MAG via a greedy search which maximizes a penalized Gaussian
likelihood, and Bernstein et al. (2020) propose a greedy search over partial
orderings of the variables. Efforts are also underway to refine the picture pro-
vided by conditional independence by considering additional non-parametric
constraints imposed by SEM (Verma and Pearl, 1990; Shpitser et al., 2014;
Evans, 2016). In a different vein, Nowzohour et al. (2017) propose a greedy
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search which assumes that the true model is a linear SEM with Gaussian
errors which corresponds to a BAP.
The previously mentioned methods have enjoyed great success but operate
in a regime in which only an equivalence class of graphs (e.g., via the PAG)
can be discovered and different graphs in the equivalence class may have
conflicting causal interpretations. In contrast, Shimizu et al. (2006) show
that when the true model is a recursive linear SEM with non-Gaussian er-
rors, the exact graph—not just an equivalence class—can be identified from
observational data using independent component analysis (ICA). Their lin-
ear non-Gaussian acyclic model (LiNGAM) does not consider possible latent
confounding. Instead of ICA, the subsequent DirectLiNGAM (Shimizu et al.,
2011) and Pairwise LiNGAM (Hyva¨rinen and Smith, 2013) methods use an
iterative procedure to estimate a causal ordering; Wang and Drton (2020)
give a modified method that is also consistent in high-dimensional settings
in which the number of variables p exceeds the sample size n.
Hoyer et al. (2008) consider the setting where the data is generated by
a LiNGAM model, but some variables are unobserved. Using existing re-
sults from overcomplete ICA, they show that the canonical DAG—roughly
a DAG in which all unobserved variables have no parents and at least two
children—can be identified when all parent-child pairs in the observed set are
unconfounded. However, the result critically requires the number of latent
variables in the canonical model to be known in advance and requires any
unobserved confounding to be linear. Furthermore, even when the model is
correctly specified, Shimizu and Bollen (2014) state “current versions of the
overcomplete ICA algorithms are not very computationally reliable since
they often suffer from local optima,” and indeed Hoyer et al. (2008) use
a maximum likelihood procedure with a mixture of Gaussians instead of
overcomplete ICA in their own simulations.
To avoid using overcomplete ICA and improve practical performance,
Entner and Hoyer (2010) and Tashiro et al. (2014) both propose procedures
which test subsets of the observed variables and seek to identify as many
pairwise ancestral relationships as possible; i.e., either (1) u ∈ an(v), (2) v ∈
an(u), or (3) v 6∈ an(u) and u 6∈ an(v). Entner and Hoyer (2010) applies ICA
to all subsets of the observed variables which do not have latent confounding.
Tashiro et al. (2014) apply an iterative procedure similar to DirectLiNGAM
to each subset of variables. They show that the procedure used for certifying
ancestral relationships is sound in the presence of confounding, but do not
characterize the class of graphs which can be identified. In the appendix, we
show a simple ancestral graph that cannot be discovered using the method
of Entner and Hoyer (2010). For ParcelLiNGAM, we show in Section 2 that
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all ancestral relationships can indeed be discovered when the true causal
graph itself is ancestral, but that the method will not identify all ancestral
relationships for any non-ancestral BAP. While preparing the present paper
(which is based on a preliminary version in Chapter 3 of Wang (2018),
the Ph.D. dissertation of the first author), we became aware of new work by
Maeda and Shimizu (2020) who propose Repetitive Causal Discovery (RCD)
for discovering mixed graphs. In Section 2 we show that RCD is not able to
consistently identify all BAPs.
1.3. Contribution. In this work, we show that when the data are gener-
ated by a linear non-Gaussian SEM that is based on a BAP, then the exact
BAP—not just an equivalence class—can be consistently recovered. Specifi-
cally, we show how to recover the BAP from low-order moments. Our result
does not require knowledge of the number of latent variables or knowledge
about the distribution of the errors. It does, however, rely on a genericity
assumption for the linear coefficients and error moments that, in particular,
rules out Gaussian behavior of the considered moments.
The Bow-free Acyclic non-Gaussian (BANG) method we propose for re-
covery of BAPs uses a series of independence tests between regressors and
residuals to certify causal structure. When the maximum in-degree (both
directed and bidirected edges) is bounded, the total number of tests per-
formed is bounded by a polynomial of the number of variables considered.
In simulations, we confirm that the method reliably discovers exact causal
structure when given a large sample.
1.4. Preliminaries. Throughout, we often let a node v ∈ V stand in for
the variable Yv. For a set C ⊂ V , we let YC = (Yc : c ∈ C) be the vector of
variables indexed by an element of C. Furthermore, for a matrix B and sets
R and C, let BR,C be the submatrix of B corresponding to the Rth rows
and Cth columns.
The notions of sound (i.e., correct) and complete (i.e., maximally infor-
mative) are often used to describe the output of causal discovery methods
based on conditional independence tests (Spirtes, Glymour and Scheines,
2000). We adapt these notions for discovery of ancestral relationships in a
mixed graph G. Let ≺0 be a (potentially partial) ordering of V . We say
that the ordering ≺0 is sound with respect to ancestral relationships in G if
u ≺0 v implies that v 6∈ an(u) holds. We say that the ordering ≺0 is complete
with respect to ancestral relationships in G if u ∈ an(v) implies u ≺0 v.
2. Ancestral graphs. Before discussing the main results, we first build
intuition for causal discovery with non-Gaussian data by considering the sim-
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pler setting of ancestral graphs. We show that given population information,
the previously proposed ParcelLiNGAM1 procedure (Tashiro et al., 2014) is
sound and complete for ancestral relationships when the true graph is an-
cestral. However, it is not complete for certifying ancestral relationships in
non-ancestral BAPs. We also give an example of a BAP which the RCD
method (Maeda and Shimizu, 2020) can not identify.
2.1. Determining causal relationships in ancestral graphs. Recall from (1)
that Y = (I − B)−1ε so that Yv is a linear combination of εs for all s such
that
[
(I −B)−1]
v,s
6= 0. For generic linear coefficients, this set is equal to
an(v). Thus, for c 6∈ {sib(v)∪ de(sib(v))∪ de(v)}, Yc is a linear combination
of error terms which are independent of εv, i.e., Yc ⊥ εv. Thus, for v ∈ V
and a set C ⊆ V \ v such that pa(v) ⊆ C ⊆ V \{sib(v)∪de(sib(v))∪de(v)},
the population regression coefficients for predicting v from C are
(3)
(Dv,C)
T =
[
E
(
YCY
T
C
)]−1 E (YCYv)
=
[
E
(
YCY
T
C
)]−1 E (YC(Y TC BTv,C + εv))
=
[
E
(
YCY
T
C
)]−1 [E (YCY TC )BTv,C + E (YCεv)] = BTv,C
where Bv,C is comprised of the direct effects of C onto v. The last equality
in (3) crucially requires that E (YCεv) = 0, as implied by the independences
pointed out above. The regression residual ηv.C is
ηv.C = Yv −Dv,CYC = Yv −Bv,pa(v)Ypa(v) = εv,
which as noted is independent of the regressors in C.
In contrast, if C contains a descendant of v, a sibling of v, or a descendant
of a sibling of v, then in general E (YCεv) 6= 0, Dv,C 6= Bv,C , and ηv.C 6= εv.
It follows, in general, that there exists some c ∈ C such that ηv.C 6⊥ Yc.
Although the first order conditions of the least squares criterion ensure that
regressors and residuals are uncorrelated, when the errors are non-Gaussian,
dependence can still be detected by using a non-parametric independence
test (Gretton et al., 2005; Sze´kely and Rizzo, 2009; Bergsma and Dassios,
2014; Pfister et al., 2018) or examining the higher order moments—e.g.,
E(Y kc εv) for k > 1 (Wang and Drton, 2020). Non-Gaussian errors are crucial
because for a Gaussian random variable, uncorrelated and independent are
equivalent so the residuals are independent of the regressors regardless of C.
1Tashiro et al. (2014) give two variants of the ParcelLiNGAM algorithm which they
label Algorithm 2 and 3. Algorithm 3 requires less computation and applies Algorithm 2
to a subset of the variables.
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But when the errors are non-Gaussian, the independence of residuals and
regressors can be used to certify that C ⊆ V \ {sib(v) ∪ de(sib(v)) ∪ de(v)}.
This idea can be directly applied to discover a topological ordering of
the variables by finding the largest set C
(max)
v such that the residuals when
regressing v onto C
(max)
v are independent of YC(max)v
. When G is ancestral
then, an(v) ⊆ C(max)v = V \{sib(v)∪de(sib(v))∪de(v)}. Thus, to form ≺ˆ, an
initial estimate of a topological ordering, we can set c≺ˆv for all c ∈ C(max)v .
When there is no unique total ordering, there may be be pairs u, v such
that u ∈ C(max)v \ an(v) and v ∈ C(max)u \ an(u). In this case, we can simply
remove either (or both) u≺ˆv or v≺ˆu from the initial ordering so the resulting
ordering is self consistent.
Indeed, the basic intuition of certifying an ancestral relationship by test-
ing independence of residuals and regressors motivates the DirectLiNGAM
(Shimizu et al., 2011) and Pairwise LiNGAM (Hyva¨rinen and Smith, 2013)
procedures. To begin, one can select a root node, one without any parents
or latent confounding, by finding a variable which is independent of all the
residuals formed by regressing another variable onto it. Once a root is iden-
tified, its effect on the remaining variables can be removed and the root
finding procedure recurs on the sub-graph of the remaining variables. The
sequence of selected roots forms a topological ordering of the variables. An
ordering of the nodes can also be identified in the opposite direction by find-
ing sinks—nodes which have no children or latent confounding—by testing
whether the residuals of a variable, when regressed onto all other variables,
is independent of all other variables. Once a sink is identified, we simply re-
cur onto the sub-graph of the remaining variables. We use top-down to refer
to a procedure which successively identifies roots, and we use bottom-up to
refer to a procedure which successively identifies sinks.
When we allow for latent confounding, a root or sink may not exist in
the graph or in one of subsequent sub-graphs considered, so the Pairwise
lvLiNGAM Entner and Hoyer (2010) and ParcelLiNGAM Tashiro et al.
(2014) procedures aim to estimate ancestral relationships between pairs of
variables rather than a total ordering. We show in the appendix that Ent-
ner and Hoyer (2010) may fail to discover even simple ancestral graphs so
we focus our discussion primarily on ParcelLiNGAM. Roughly speaking,
ParcelLiNGAM applies both the top-down and bottom-up procedure to all
subsets of V and certifies as many ancestral relationships as possible. Tashiro
et al. (2014) show that the certification procedure is sound, but do not char-
acterize a class of graphs for which this method is complete. In Lemma 2.1,
we indeed show that given population values, ParcelLiNGAM is sound and
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complete for all ancestral graphs. Details are left for the appendix, but in
short, we show that when a graph is ancestral, applying the bottom-up
procedure to the subset An(v) will identify that an(v) ≺ v for all v.
Lemma 2.1. Suppose Y is generated by a recursive linear SEM that cor-
responds to an ancestral graph G. With generic model parameters and pop-
ulation information (i.e., the distribution of Y ), the ordering, ≺ˆ, returned
by Algorithm 2 of ParcelLiNGAM is sound and complete for ancestral rela-
tionships in G.
2.2. Non-ancestral graphs. When G is not ancestral, the set of ancestral
relationships that are certified by the described approach is still sound, but
in general it is not complete.
In a non-ancestral graph, there exists some v ∈ V such that sib(v) ∩
an(v) 6= ∅. Thus, even if c ∈ C = pa(v), it is generally not true that εv ⊥ Yc.
This implies that E (YCεv) 6= 0 and the population regression coefficients
Dv,C no longer coincide with direct effects Bv,C . Indeed, in Lemma 2.2 we
show that ParcelLiNGAM is no longer complete for non-ancestral BAPs; i.e.,
in every graph G which is bow-free but not ancestral, there are ancestral
relations which will not be identified. We also show in the appendix that
RCD (Maeda and Shimizu, 2020) cannot identify the BAP shown in Figure 1.
Lemma 2.2. Suppose Y is generated by a recursive linear SEM that cor-
responds to a graph G which is bow-free but not ancestral. With generic
parameters and population information, both Algorithm 2 and Algorithm 3
of ParcelLiNGAM will return a partial ordering which is sound, but not
complete for ancestral relationships in G.
As a preview of the work ahead, in Example 1, we exhibit some of the
complexities of discovering a non-ancestral graph by testing independence
of residuals and regressors.
Example 1. Consider discovering ancestral relationships in the BAP
displayed in Figure 1.
Nodes 1 and 2 : Since this is an unconfounded pair, the naive approach of
regressing Y2 onto Y1, and then testing independence between the regressor
and residual will work to certify precedence of 1 before 2. ParcelLiNGAM
and RCD would also discover this relationship.
Nodes 2 and 3 : There is no d32 ∈ R such that Y3 − d32Y2 ⊥ Y2 since Y2
contains a ε1 term and 1 ∈ sib(3). However, we can consider an adjusted
regressor. Since we have we have established that 1 → 2, we could form
CAUSAL DISCOVERY WITH UNOBSERVED CONFOUNDING 9
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Fig 1: A non-ancestral BAP which cannot be identified by Pairwise
lvLiNGAM, ParcelLiNGAM, or RCD. However, it can be identified by
BANG.
estimates of ε2 by regressing Y2 onto Y1. Let Y2.1 = Y2− d21Y1 = ε2. Setting
d32 = β32 then yields that Y3 − d32ε2 = ε3 + β32β21ε1 ⊥ ε2 = Y2.1. Since
the regressor is independent of the residuals, we would then establish that
2 precedes 3. Similar to before, denote Y3.2 = Y3 − d32Y2.1 = ε3 + β32β21ε1.
Nodes 3 and 4 : We might try a similar strategy and consider the regressor
Y3.2 such that Y4− d43Y3.2 ⊥ Y3.2 for some d43. However, since Y3.2 contains
a contribution of ε1 and 1 ∈ sib(4), such a d43 does not exist. Going back
to the procedure that worked for 1 and 2, one could consider the regressor
Y3 and find a d43 such that Y3 ⊥ Y4 − d43Y3; but again, since Y3 has a ε1
term and 1 ∈ sib(4) such a d43 does not exist. As another alternative, one
might consider the regressor Y ′3.2 = Y3− d32Y2 = ε3 and find a d43 such that
Y4 − d43Y ′3.2 ⊥ Y ′3.2; but since Y ′3.2 does not contain an ε1 term, Y4 − d43Y ′3.2
must contain a ε1 term and 1 ∈ sib(3), so such a d43 does not exist.
Nevertheless, setting d43 = β43 yields ε3 ⊥ ε4 = Y4 − d43Y3. In this case,
the regressor is not used in the independence test. But, in the sequel, we
show that this type of certificate is in fact sound and complete for parental
relationships in BAPs. Since there are no other parental relationships that
can be certified, but dependencies still remain, we will conclude that all
other pairs are siblings.
3. Bow-free acyclic path diagrams. We first present results which
will be used to motivate the discovery algorithm presented in Section 4.
Throughout, we will consider higher order moments as a proxy for inde-
pendence; i.e., for random variables X and Z with E(X) = E(Z) = 0, we
will use E(XK−1Z) = 0 as a stand-in for X ⊥ Z and E(XK−1Z) 6= 0 as a
stand-in for X 6⊥ Z. For fixed K > 2, the vanishing of moments and inde-
pendence are equivalent for random variables derived using generic model
parameters—B and the moments of ε. Crucially, the moments we consider
will be polynomials of the model parameters which will allow us to lever-
age basic algebraic results to show identifiability. In particular, we make
statements which hold for generic parameters. By generic, we mean that
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the parameters for which the statements do not hold are a null set with
respect to Lebesgue measure. In the sequel, we will fix K > 2, and consider
moments of the form E(XK−1Z) which depend only on the moments of ε
up to degree K; i.e., E
(∏
v∈V ε
rv
v
)
for all r such that r ∈ Zp≥0 and |r| ≤ K.
Thus, when we refer to generic error moments, we mean generic values for
the error moments up to degree K.
Most proofs in this section are deferred to the appendix.
3.1. Setup. We first define and review some additional notions that will
be helpful for the stated results. Consider the BAP G and corresponding
parameter B = {βuv}u,v∈V . For a directed path l = v1 → . . . → vs, define
the pathweight of l as W (l) :=
∏s−1
j=1 βvj+1,vj . For a set A ⊂ V , let the
marginal direct effects be the direct effects between u, v ∈ A ⊂ V in the
sub-model defined by marginalizing out all variables in A¯ := V \ A. For
convenience, let Λ = I − B; then the marginal direct effect for A can be
calculated as
B˜(A) = I −
[(
Λ−1
)
A,A
]−1
=
[(
ΛA,A − ΛA,A¯(ΛA¯,A¯)−1ΛA¯,A
)−1]−1
= I − ΛA,A − ΛA,A¯(ΛA¯,A¯)−1ΛA¯,A.
For u, v ∈ A with u 6= v, B˜(A)vu = βvu +
∑
s∈A¯ βvs
∑
t∈A¯ p¯istβtu where
p¯ist = ((ΛA¯,A¯)
−1)st is the total effect of t on s in the sub-graph of G induced
by A¯. Graphically, this is the sum of pathweights of all paths from t to s
which only use nodes in A¯. Thus, for u, v ∈ A, B˜(A)vu 6= 0 only if u ∈ an(v).
Let Lvu be the set of all directed paths from u to v in E→. Given a set
C with u ∈ C, we can partition Lvu into disjoint sets Lvu =
⋃
c∈C L(c)vu (C)
where L(c)vu (C) is the subset of paths in Lvu such that c is the last node in C
to appear on the path. Thus, L(u)vu (C) is the set of paths from u to v which
do not pass through any other node in C. This implies that
B˜(C ∪ {v})vu =
∑
l∈L(u)vu (C)
W (l).
Let D ∈ Rp×p be some estimate of the direct effects B; the support of
D and B may differ. Let E
(D)→ be the set of directed edges defined by the
support of D. Define the pseudo-parents of v given D, paD(v), to be the set
of parents of v in E
(D)→ and define the pseudo-ancestors of v given D, AnD(c),
to be the ancestors of v in E
(D)→ and AnD(v) = AnD(v) ∪ {v}. Similar to
previous notation, when an argument is a set we mean the union of the
function applied to each element; i.e., for the set C, paD(C) =
⋃
c∈C paD(c).
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Typically we will only consider matrices D such that that paD(i) ⊆ an(i);
i.e, Dij 6= 0 only if j ∈ an(i). However, it will sometimes be useful to place
an additional restriction on D. Consider a set of sets C = {Cv}v∈V where
Cv ⊆ V \ v. For B,D ∈ Rp×p, let the matrix valued function HC : B 7→ D
defined by C be:
Dvu =
{
B˜(Cv ∪ {v})vu if u ∈ Cv,
0 else.
Thus, for any D which is the output of some HC , the vth row corresponds
to the marginal direct effect of the sub-model induced by Cv ∪ {v}. Each
element Dvu is the sum of pathweights for a (not necessarily strict) subset
of the paths from v to u, and is thus is a polynomial of the elements of B.
The specific paths over which the sum is taken (and thus specific form of
the polynomial) depends on C. Finally, let D be the set functions HC for all
C such that C = {Cv}v∈V where Cv ⊆ V \ v.
3.2. Certifying ancestral relationships in non-ancestral graphs. In gen-
eral, we use the symbol γ to denote residuals. Specifically, for c ∈ V , let
γc(D) denote the resulting residual of variable c when positing D to be the
matrix of direct effects; i.e.
γc(D) = Yc −Dc,V YV .
For v ∈ V , let the debiased direct effect, δv(C,A, S,D) be a function of
sets C and A such that C ⊆ A ⊆ V \ {v} and matrices S,D ∈ Rp×p:
(4) δv(C,A, S,D) =
{
[(I −D)C,ASA,C ]−1 (I −D)C,ASA,v
}T
.
Overloading the notation, for v ∈ V let γv(C, S,D) denote the residual
when using the debiased direct effect in (4) calculated with C, A = AnD(C),
S and D; i.e.,
γv(C, S,D) = Yv − δv(C,AnD(C), S,D)YC .
When the arguments for γc(D) and γv(C, S,D) are clear from the context,
we will suppress the additional notation.
Lemma 3.1. Suppose Y is generated by a linear SEM with parameters
B and Ω and corresponds to the BAP G. For node v ∈ V and sets C ⊆ A ⊆
V \ {v}, suppose
(i) pa(v) ⊆ C ⊆ an(v) \ sib(v),
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(ii) A = An(C),
(iii) DA,A = BA,A, and
(iv) S{A,v},{A,v} = Σ{A,v},{A,v}.
Then δv(C,A, S,D) = Bv,C .
Proof. For any v ∈ V and set C such that pa(v) ⊆ C ⊆ an(v) \ sib(v)
we have the following equations from (2) for u ∈ C:[
(I −B)Σ(I −B)T ]
vu
= Ωvu = 0
where the last equality holds because, C ∩ sib(v) = ∅. Because, Bv,V \C = 0
and BC,V \an(v) = 0, this yields
Bv,CΣpa(v),an(v)(I −B)an(v),C = Σv,C(I −B)an(v),C ,
so that
Bv,C = Σv,an(v)(I −B)an(v),C
(
Σv,an(v)(I −B)an(v),C
)−1
.
Theorem 3.1 states that given the population covariance and direct effects
between vertices which are “causally upstream” of v, selecting the appro-
priate set C and A such that pa(v) ⊆ C ⊆ an(v) \ sib(v) and A = An(C),
allows recovery of the direct effect of C onto v. Since δv only involves inver-
sions and multiplication, it is a rational function of the elements of S and
D; however, the specific form of the rational function is determined by the
sets C and A.
We use the name debiased direct effect, because δ can be calculated by the
following alternative procedure. First form the errors εC and regress Yv onto
εC . This would yield the total effect of C on v, but since Yv contains terms
involving εA, it will be biased by dependence between εC and εA. However,
given BA,A, ΩA,A can be computed from Σ. Thus, the naive regression coef-
ficients can be debiased to give the true direct effects. The assumption that
C ∩ sib(v) = ∅ ensures that we do not need to also correct for dependence
between εC and εv which we would not be able to calculate with the given
information.
Of course, in practice, we do not a priori know the relationships between
the sets C and v, but the following results show we can certify whether we
have selected appropriate sets C and A. Specifically, the algorithm proposed
in Section 4 will certify that C ⊆ {an(v) \ sib(v)} by testing if
(5) E
(
γc(D)
K−1γv(C, S,D)
)
= 0 ∀c ∈ C.
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Fig 2: When D21 = β21 and D54 = β54, naively testing (5) would mistakenly
certify 2 and 5 as ancestors of 3.
Corollary 3.2. Suppose the conditions in Theorem 3.1 hold, then for
every c ∈ C, γc(D) ⊥ γv(C, S,D) and E(γK−1c γv) = 0.
Proof. By assumption DC,A = BC,A so that γC(D) = εC . In addition,
Theorem 3.1 implies that δ(C,A, S,D) = Bv,C , so γv(C, S,D) = εv. Since
we assume C ∩ sib(v) = ∅, then γc ⊥ γv for all c ∈ C.
In Algorithm 1, we use (5) as a certificate that C ⊆ an(v) \ sib(v), and
indeed Corollary 3.2 shows that C ⊆ an(v)\sib(v) is part of a set of sufficient
conditions for (5) to hold. However, it is not necessary and more care is
needed to ensure that (5) will not mistakenly certify a set C if C 6⊆ an(v) \
sib(v). Lemma 3.4 shows if C∩sib(v) 6= ∅, then there exists some c ∈ C, such
that E(γK−1c γv) 6= 0, but first, we state Lemma 3.3 which gives necessary
condition for (5) which will be useful in deriving further results.
Lemma 3.3. For v ∈ V and sets C ⊆ A ⊆ V \ {v}, Suppose D ∈ Rp×p
such that Dij 6= 0 only if j ∈ an(i). Then, for generic B and error moments,
if δv(C,A,Σ, D) 6= B˜({C, v})v,C , then E(γK−1c γv) 6= 0 for some c ∈ C.
If c 6∈ an(v), then the marginal direct effect of c on v is 0 for any C ⊂ V ,
so Lemma 3.3 implies that δc must be zero if E(γK−1c γv) = 0 for all c ∈ C.
Thus, Lemma 3.3 also implies that by only updating Dv,C = δv(C,A, S,D)
when E(γK−1c γv) = 0 for all c ∈ C one can ensure that D = HC(B) for some
HC ∈ D, which we require for Lemma 3.4.
Lemma 3.4. Consider v ∈ V and sets A,C such that C ⊆ A ⊆ V \ {v}.
Suppose D = HC(B) for some HC ∈ D and S = Σ, but C ∩ sib(v) 6= ∅.
Then for generic B and error moments, there exists some q ∈ C such that
E
(
γK−1q γv
) 6= 0.
Ensuring that we do not mistakenly certify non-ancestors of v is a bit
more delicate because, depending on D, (5) may actually hold for some
set C 6⊆ an(v) if C ∩ sib(v) = ∅. In particular, C may contain a node
c 6∈ {an(v) ∪ de(v)} or it may contain a descendant of v which already has
the effect of v removed. In Figure 2, when D21 = β21 and D54 = β54, the set
{2, 5} would be mistakenly certified as ancestors of 3 because 2 is neither
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an ancestor or descendant of 3 and 5 is an ancestor of 2, but adjusting 5
by 4 removes the effect of 3. However, Lemma 3.5 together with Lemma 3.3
imply that a pre-screening procedure will avoid testing and miscertifying
problematic sets which satisfy (5) but C 6⊆ an(v).
Specifically, suppose that C ∩ sib(v) = ∅ but C 6⊆ an(v) and
E(γc(D)K−1γv(C, S,D)) = 0 for all c ∈ C. Let C1 = C ∩ an(v) and C2 =
C \ an(v). Then Lemma 3.5 implies that
E(γc(D)K−1γv(C1, S,D)) = 0 ∀c ∈ C1,
so using (5) we could have first certified that C1 ⊆ an(v) \ sib(v). Further-
more, after including C1 in the set of ancestors and appropriately updating
D, the resulting residuals of v would be independent of γc for all c ∈ C; i.e.,
E(γc(D)K−1γv(C1, S,D)) = 0 ∀c ∈ C.
Thus, we can screen out non-ancestors of v which we might otherwise be
miscertified, by removing any c ∈ C such that for some C ′ ⊆ C \ c
E(γc(D)K−1γv(C ′, S,D)) = 0.
This is implemented in Algorithm 2. Lemma 3.6 implies that for generic pa-
rameters, this pre-screening procedure will not mistakenly rule out a parent
or sibling of v.
Lemma 3.5. Consider v ∈ V and set C ⊆ V \ {v}. Let D ∈ Rp×p such
that Dij 6= 0 only if j ∈ an(i). Suppose C 6⊆ an(v), but for generic B
and error moments, E(γc(D)K−1γv(C, S,D)) = 0 for all c ∈ C. Then for
C1 = C ∩ {an(v) \ sib(v)},
E(γc(D)K−1γv(C1, S,D)) = 0
for all c ∈ C.
Lemma 3.6. Suppose D = HC(B) for some HC ∈ D and for some
v ∈ V , we have E(γc(D)K−1γv(paD(v), S,D)) = 0 for all c ∈ paD(v).
If q ∈ {pa(v) \ paD(v)} ∪ sib(v), then for generic B and error moments,
E
(
γq(D)
K−1γv(D)
) 6= 0.
Thus far we have been concerned with discovering sets which contain
ancestors but not siblings of some node v. Corollary 3.7 shows that when
we have identified such a set which is also a superset of the parents of v, we
can prune away ancestors which are not parents. This motivates the pruning
procedure described in Algorithm 4.
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Algorithm 1 BANG procedure
1: Input: Data Y ∈ Rp×n and S ∈ Rp×p which is the covariance of Y
2: For all v ∈ V , set p̂a(v) = ∅ and ŝib(v) = V \ {v}
3: Set all elements of D ∈ Rp×p to be 0 and l = 1
4: while maxv |ŝib(v)| ≥ l do
5: for v ∈ V do
6: Prune ŝib(v) using Alg. 2
7: Certify pseudo-parents of v and update p̂a(v), ŝib(v), and D using Alg. 3
8: end for
9: if D was updated, reset l = 1; else set l = l + 1
10: end while
11: Remove ancestors which are not parents from p̂a(v) for all v ∈ V using Alg. 4
12: Return: Eˆ→ = {(u, v) : u ∈ p̂a(v)}, Eˆ↔ = {{u, v} : u ∈ ŝib(v)}
Corollary 3.7. Suppose D = B. For v ∈ V and generic B and error
moments, Suppose pa(v) ⊆ C ⊆ an(v)\sib(v) and E(γc(D)K−1γv(C, S,D)) =
0 for all c ∈ C. Then for any q ∈ C \ pa(v),
E(γq(D)K−1γv(C \ {q}, S,D)) = 0,
but for any q ∈ pa(v),
E(γq(D)K−1γv(C \ {q}, S,D)) 6= 0.
4. Graph estimation algorithm. Using the claims established above,
we present the Bow-free Acyclic non-Gaussian (BANG) procedure in Algo-
rithm 1 which completely identifies the underlying causal structural of the
linear SEM when it corresponds to a BAP.
The algorithm starts with a complete bidirected graph so that the posited
siblings for each node, ŝib(v), are initialized to V \v and the posited parents
p̂a(v), are initialized to ∅. The method then iteratively certifies ancestors
which are not siblings by considering whether (5) holds for progressively
larger sets. When we certify that C ⊆ an(v) \ sib(v), C is added to p̂a(v),
C is removed from ŝib(v), and D is updated. This procedure is repeated
until no additional ancestral relationships can be certified. Any remaining
dependency between the residuals are then assumed to be due to a bidirected
edge. In the algorithm, whenever we specify a test for X ⊥ W , we mean
testing E(XK−1W ) = 0 for some prespecified K > 2.
4.1. Graph identification. We first show that when given population val-
ues, the BANG procedure will return the correct graph.
Theorem 4.1. Suppose Y is generated by a linear SEM which corre-
sponds to a BAP G. Then for generic choices of B and error moments,
Algorithm 1 will output Gˆ = G when given population moments of Y .
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Algorithm 2 Prune ŝib(v)
1: Input: v, ŝib(v), Y , D
2: Set γ(D) = Y −DY
3: for u ∈ ŝib(v) do
4: if γu(D) ⊥ γv(D) then
5: Remove u from ŝib(v) and remove v from ŝib(u)
6: end if
7: end for
8: Return: ŝib(v) for all v ∈ V ,
Algorithm 3 Certify pseudo-parents
1: Input: v, p̂a(v), ŝib(v), D, S, Y , l
2: Set C? = ∅
3: for C ∈ (ŝib(v)
l
)
do
4: if γC(D) ⊥ γv(C ∪ p̂a(v), S,D) then
5: C? = C? ∪ C
6: end if
7: end for
8: p̂a(v) = p̂a(v) ∪ C?
9: Dv,p̂a(v) = δv(p̂a(v), S,D)
10: ŝib(v) = ŝib(v) \ p̂a(v)
11: ŝib(s) = ŝib(s) \ {v} ∀s ∈ p̂a(v)
12: Return: D, ŝib(v) and p̂a(v) for all v ∈ V ,
Proof. The lemmas in Section 3 make statements about different indi-
vidual quantities being non-zero for generic B and error moments. Since we
will only consider a finite set of these quantities, the union of the null sets
to be avoided for each individual quantity is also a null set. Thus, in this
proof, we may assume that quantities that are generically non-zero are all
actually non-zero.
Our proof proceeds by induction and shows that after Line 10 of Alg. 1,
the procedure obtains p̂a(v) such that pa(v) ⊆ p̂a(v) ⊆ an(v) \ sib(v) and
ŝib(v) = sib(v). Then the final step, using Alg. 4, results in p̂a(v) = pa(v).
Let σ be a topological ordering consistent with the directed portion of
underlying graph G. Let the zth induction step be defined as an entire step
of testing progressively larger sets C until all parents of v = σ−1(z) have
been discovered. Note that since we do not know the ordering a priori and
simply cycle over all variables and progressively larger sets, it could be that
zth induction step is actually completed (i.e., all the parents of σ−1(z) are
discovered) chronologically before the z − 1 step is done.
As the induction hypothesis for step z, let v = σ−1(z) and suppose that:
1. For A = σ−1([z − 1]), DA,A = BA,A and p̂a(a) ⊇ pa(a) ∀a ∈ A
2. D = HC(B) for some HC ∈ D and ∀u ∈ V , p̂a(u) ⊆ {an(u) \ sib(u)}
CAUSAL DISCOVERY WITH UNOBSERVED CONFOUNDING 17
Algorithm 4 Prune ancestors which are not parents
1: Input: p̂a(v) and ŝib(v) for all v ∈ V , D, S, Y , l
2: Form topological ordering σ such that σ(u) < σ(v) implies v 6∈ anD(u)
3: for v ∈ σ−1([p]) do
4: for s ∈ p̂a(v) do
5: if γs ⊥ γv(p̂a(v) \ {s}, S,D) then
6: p̂a(v) = p̂a(v) \ {s}
7: Dv,s = 0
8: end if
9: end for
10: end for
3. For all u ∈ V , ŝib(u) ⊇ sib(u) and pa(u) ⊆ {ŝib(u) ∪ p̂a(u)}
The first condition assumes all directed edges upstream of v have been iden-
tified, the second condition assumes that each row in the current value of D
corresponds to a marginal direct effect and that nothing has been misscerti-
fied into p̂a(v), and the third condition assumes no siblings or parents have
been incorrectly pruned. We now show that the zth step will be completed
and the induction conditions will hold for step z + 1.
Condition 3: By assumption, DA,A = BA,A and D = HC(B) for some
HC ∈ D, so AnD(pa(v)) = An(pa(v)). Lemma 3.6 implies that for all u ∈ V ,
Alg. 2 does not mistakenly remove any siblings or parents of u from ŝib(v).
Furthermore, Lemma 3.4 implies that Alg. 3 will not remove any siblings
from ŝib(v). Thus pa(u) ⊆ {ŝib(u) ∪ p̂a(u)} and ŝib(u) ⊇ sib(u) continue to
hold and Condition 3 is satisfied for the next step.
Condition 2: Alg. 3 only adds C to p̂a(v) if C ∪ p̂a(v) satisfy (5).
Lemma 3.4 implies that any set C such that C ∩ sib(v) 6= ∅ will not be
added. We now show that any set C 6⊆ an(v) will not be added to p̂a(v)
because it either will not be considered by Alg. 3 or will not satisfy (5).
For some v ∈ V , let C ⊆ V \ p̂a(v) and C1 = C ∩ an(v). If C 6⊆ an(v) and
C1 6= C, the set C ∪ p̂a(v) will only be considered by Alg. 3 after the set
C1∪ p̂a(v). If C∪ p̂a(v) satisfies (5), then Lemma 3.5 implies that C1∪ p̂a(v)
also satisfies (5). Thus, C1 would first be certified into p̂a(v). Lemma 3.5
further implies that for any c ∈ C, E(γc(D)K−1γv(C1 ∪ p̂a(v), S,D) = 0, so
that after the C1 is placed in p̂a(v) andD is updated, E(γc(D)K−1γv(D)) = 0
for all c ∈ C \C1. Thus, Alg. 2 will subsequently remove C \C1 from ŝib(v).
Thus, C will only be considered if C ⊆ an(v) or if C ∪ p̂a(v) does not
satisfy (5), and any updates preserve p̂a(v) ⊆ an(v) \ sib(v). Lemma 3.3
also implies that after updates are made to p̂a(v), the resulting update to
the vth row of D is a marginal direct effect so that D = HC(B) for some
HC ∈ D. Thus, Condition 2 continues to hold.
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Condition 1: By the acyclic assumption, |pa(v)| ≤ z − 1. So by suc-
cessively testing larger sets, and resetting the counter after each update,
if we do not first certify all parents of v as part of smaller sets, we will
eventually consider C = pa(v). The induction hypothesis and Lemma 3.2
ensure that E(γK−1c (D)γv(C, S,D)) = 0 for all c ∈ C so that C will be
certified into p̂a(v). Lemma 3.3 implies the resulting update which sets
Dv,p̂a(v) = δv(p̂a(v),AnD(p̂a(v)), S,D) will result in Dv,V = Bv,V . Thus,
step z will be completed, and Condition 1 continues to hold.
After p steps, D = B, so γv(D) = εv for all v and E(γu(D)K−1γv(D)) 6= 0
if and only if u ∈ sib(v). If ŝib(v) 6= ∅ for any v then after the last update to
D, there will be at least one more pass through Alg. 2 so any non-siblings
will be removed and ŝib(v) = sib(v) for all v ∈ V . If ŝib(v) = ∅ for all v, then
by the induction conditions, sib(v) ⊆ ŝib(v) = ∅, so again, sib(v) = ŝib(v).
By Condition 2, pa(v) ⊆ p̂a(v) ⊆ an(v)\ sib(v), and Corollary 3.7 implies
that Alg. 4 removes any ancestors from p̂a(v) which are not parents but
does not remove any parents. Thus, p̂a(v) = pa(v).
Theorem 4.1 shows that the graph is correctly identified given popula-
tion values by successively testing whether a quantity is zero or non-zero.
However, the quantities considered are non-linear functions of the data so in
finite samples, in addition to sample variability, the sample quantities will
typically be biased. Nonetheless, the following corollary shows that there
exists a cut-off η1 > 0 such that checking whether each sample statistic is
greater than or less than η1/2 as a proxy for independence will yield consis-
tent estimates of G as long as the sample moments of Y are consistent for
the population moments. The value of η1 depends on the model parameters,
but some η1 > 0 must exist for generic B and error moments. This, implies
consistency of BANG when the tests are “appropriately” tuned. Of course
η1 is unknown, so in practice this may not be helpful, but it is similar to ex-
isting conditional independence algorithms whose output delicately depends
on correctly specifying a nominal level for each test.
Corollary 4.2. Suppose Y is a sample comprised of i.i.d. vectors Y (i)
for i = 1, . . . , n generated by a linear SEM that corresponds to the BAP G.
Then, for generic choices of B and error moments, there exist η1, η2 > 0
such that when the sample moments are within an η2-ball of the population
moments of Y , Alg. 1 will output Gˆ = G when comparing the absolute value
of the sample statistics to η1/2 as a proxy for the independence tests.
Proof. In Theorem 4.1, we showed that BANG will correctly identify
the true BAP as long as certain expectations encoding absence of edges and
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paths are all 0 and further expectations encoding presence of edges/paths
are all non-zero (which holds for generic B and error moments). For a fixed
BAP G, let S0 be the set of expectations which should be 0, and let S1 be the
set of expectations which should be non-zero. Let η1 = minS1 |E(γk−1c γv)|.
For generic parameters, η1 > 0.
We note that when D = HC(B) for some HC ∈ D, the maps which take
moments of Y to E(γc(D)
K−1γv(C, S,D)) are rational functions and are thus
Lipschitz within a sufficiently small ball around the population moments of
Y . Thus, there must exist some η2 > 0 such that when the sample moments
are within η2 of the population moments, the sample quantities in S0 and
S1 are with in η1/2 of the population quantities.
This implies that all estimates corresponding to quantities which are 0
are less than η1/2 in absolute value, and all estimates that correspond to
quantities which are generically non-zero are greater than η1/2 in absolute
value. Thus, comparing the absolute value of the sample quantities to η1/2
accurately determines whether the parameters belong to S0 or S1 and thus
yields a correct estimate Gˆ.
4.2. Practical concerns. For any BAP, identification with population val-
ues holds for all but a null set of B and error moments. This set includes
any of parameters where the direct marginal effect of u on v might vanish
for some u ∈ pa(v). Existing results on distributional equivalence of BAPS
with Gaussian errors (Nowzohour, 2017) imply that error moments which
correspond to some Gaussian distribution also must be avoided. For finite
samples, accurate estimation would require strong faithfulness assumptions
similar to the conditions studied in Uhler et al. (2013). However, the typical
Gaussian strong faithfulness condition only regards the linear coefficients
and error covariances, while we additionally require that the higher order
moments of the errors are sufficiently non-Gaussian. As we see in the simu-
lations, when the errors come from a multivariate T distribution which are
not too different from a Gaussian, performance may suffer drastically.
Throughout the proof, we examine high order moments as a proxy for
independence. Since these quantities are polynomials of the parameters, it
allows us to make algebraic arguments that facilitate the analysis. However,
in practice, one could use any non-parametric independence test instead
(Gretton et al., 2005; Sze´kely and Rizzo, 2009; Bergsma and Dassios, 2014;
Pfister et al., 2018). In initial experiments, we find this also works well,
particularly when the errors are not too different from a Gaussian distri-
bution. However, simply calculating the statistic typically is at least O(n2)
rendering the permutation or bootstrap procedures required for calibrating
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a null distribution prohibitively expensive. Thus, we ultimately choose an
implementation which is tied to the theoretical analysis and test whether
moments are zero or non-zero. In practice, a specific value of K must be
selected. This should correspond to a moment of the errors which is not
consistent with the Gaussian distribution. One could test E(γk−1c γv) = 0
for all k = {3, . . . ,K} for some arbitrarily large K, but in practice, using a
larger value of K requires more samples for accurate testing.
We use empirical likelihood to test the joint hypothesis that E(γK−1c γv) =
0 for all c ∈ C. Empirical likelihood is useful as it does not require explicit
estimation of the variances of γK−1c γv in order to form a well-calibrated test
statistic, and the empirical likelihood ratio statistic converges to a known
reference distribution under very mild conditions. In addition, pooling to-
gether all the tests into one omnibus test helps mitigate multiple testing.
In the population setting, if the in-degree of each node (counting both
directed and bidirected edges) is bounded by some constant J , then the
total number of tests required is bounded by a polynomial of the number
of variables. Again, let σ be a topological ordering of the nodes consistent
with G. As shown in the proof of Theorem 4.1, once all the ancestors of
σ−1([z − 1]) have been identified, then we need only test sets C up to size
|pa(σ−1(z))| ≤ J to certify the parents of σ−1(z) and subsequently update
D. Thus, l, the size of sets considered, will never exceed J . In between any
update to D, for each node there will no more than
∑J
k=1
(
p
k
) ≤ pJ sets
considered. In addition, each time l is incremented, for each node we screen
no more than p−1 potential siblings using Alg. 2. By the acyclic assumption,
there are at most p(p− 1)/2 < p2 ancestral relationships to discover, which
would cause an update to D. Thus, to fully discover B, there will be no more
than p2 × p(pJ + Jp) independence tests. Once D is fully updated so that
D = B, then ŝib(v) = sib(v) for all v ∈ V . So that for each v ∈ V there will
be at most an additional cycle through all sets with size less than J which
will again result in p(pJ + Jp) additional tests. Finally, Alg. 4 will check at
most p(p− 1)/2 discovered ancestral relationships. Thus, there must be less
than O(pJ+3) total independence tests.
Finally, we note that after a graph has been estimated, the resulting
D and empirical covariance of γ could be used as estimates for B and Ω.
Alternatively, the empirical likelihood procedure of Wang and Drton (2017)
could be used for both point estimates and simultaneous confidence intervals.
5. Numerical results. We compare BANG to two existing methods
for Gaussian data—FCI+ (Claassen, Mooij and Heskes, 2013) with Gaussian
conditional independence tests and Greedy BAP Search (GBS) (Nowzohour
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et al., 2017). For FCI+, we use the R package pcalg (Kalisch et al., 2012) and
for GBS we use the R package greedyBaps (Nowzohour, 2017). We consider
structure learning in two settings: ancestral graphs and BAPs. Finally, we
show that when applied to ecology data the BANG method recovers a model
close to the ground truth.
We do not include a comparison with lvLINGAM, which is based on
overcomplete ICA, because even in tests with very small graphs (p = 3, 4),
the procedure almost always fails to converge to an estimate. Indeed both of
the two follow-up works, Entner and Hoyer (2010) and Tashiro et al. (2014),
also do not include a comparison with ICA based lvLiNGAM.
5.1. Comparison with FCI+ and Greedy BAP search. We compare FCI+,
GBS, and BANG by drawing random ancestral graphs, and we compare GBS
and BANG on randomly drawn BAPs. In both cases, we let p = 6 and con-
sider three settings with varying levels of sparsity with d directed edges and
b bidirected edges: sparse (d = 3, b = 3), medium (d = 5, b = 5), and dense
(d = 8, b = 7).
To generate a random graph, we first select d directed edges uniformly
from the set {(i, j) : i < j}, and then select b bidirected edges uniformly
from the set {(i, j) : i 6∈ an(j) and j 6∈ an(i)} when generating ancestral
graphs; when generating BAPs bidirected edges are randomly selected from
the set {(i, j) : i 6∈ pa(j) and j 6∈ pa(i)} . If the set of possible bidirected
edges is less than b, we select as many as possible. Note that in the ancestral
setting, the graphs are not necessarily maximal. We then draw the directed
edgeweights uniformly from ±(.6, 1).
For the idiosyncratic errors, we first form the covariance Ω by setting
ωii = 1 for all i ∈ V , drawing the ωij = ωji uniformly from ±(.3, .5) for all
(i, j) ∈ E↔, and setting all other elements to 0. If Ω is not positive definite,
we repeatedly scale the off-diagonal elements of Ω by .97 until the minimum
eigenvalue is greater than .01. We consider five settings where the errors
marginally follow uniform, gamma, lognormal, and T with 13 df. We center
and scale the errors so that (in expectation) they marginally have mean 0
and variance 1. We draw the gamma errors using lcmix (Dvorkin, 2012), uni-
form using MultiRNG (Demirtas, Allozi and Gao, 2019), T13 using mvtnorm
(Genz et al., 2020), and the lognormal errors are formed by exponentiating
multivariate normal draws with covariance Ω which are subsequently scaled
and centered so that each element has (in expectation) mean 0 and variance
1. We then set Y (i) = (I − B)−1(i). Finally, because the output of BANG
and FCI+ generally depend on the ordering of the variables in the data ma-
trix, we also randomly permute the labeling of the variables so that 1, . . . , p
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is not generally a valid ordering. This entire process is repeated 200 times
for each setting.
To compare performance, we record the proportion of the times each
method recovers the equivalence class corresponding to the true graph. For
BANG, we also record the proportion of times it recovers the true exact
graph. For BANG and FCI+, we set the nominal level of each hypothesis
test performed to α = .01, .001. For GBS, we allow 100 random restarts, the
same number used in the simulations by (Nowzohour, 2017). For BANG,
we set K = 3 for the gamma and lognormal errors and let K = 4 for the
uniform, T13, and Gaussian errors. For ancestral graphs, we take the graph
estimated by BANG and GBS and project it into a PAG by using FCI+ with
population quantities. Since there is no known graphical characterization for
the equivalence class of BAPs, we follow Nowzohour (2017) and say that the
estimated and true graph are in the same equivalence class if the score of the
estimated graph is within 10−10 of score of the true graph. The results for
ancestral graphs are shown in Figure 3 and the results for BAPs are shown
in Figure 4; the plots for Gaussian errors are shown in the appendix.
We make several observations about the simulation results. First, the per-
formance of FCI+ and GBS does not seem to change drastically across the
different error distributions. BANG does best when the errors are gamma
which we posit occurs because we only estimate moments up to degree 3
(when compared to the uniform which requires estimation of 4th moments)
and of the gamma’s relatively lighter tails (when compared to the lognor-
mal). BANG performs very poorly when the errors follow a T13 distribution.
We posit that this is because the T errors are too close to a Gaussian distri-
bution and thus violate the “strong faithfulness” assumption even when the
sample size is very large. Initial experiments show that using non-parametric
independence tests instead of testing moments dramatically improves per-
formance with T errors when the graphs are small; however, it becomes
computationally challenging as the graph size increases.
We also see that GBS and FCI+ do well when the graph is sparse, and
GBS tends to outperform both FCI and BANG. However, the performance
of GBS and FCI+ begins to suffer when the true graph becomes more dense.
Although the performance of BANG also decreases, it decreases less in com-
parison, and BANG outperforms the other methods in the dense setting. In
the medium and dense settings, there are settings where BANG recovers the
true graph more often than GBS and FCI+ recover the equivalence class.
In the appendix, we also consider settings where we restrict the elements
of B and ∆ to be positive which hopefully results in fewer “faithfulness”
violations. In this setting, the performance of BANG tends to improve (par-
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Fig 3: “FCI+”,“GBS” and “BANG Eqv” indicate the proportion of times
the estimated graph has the same PAG as the truth; “Bang Ext” indicates
the proportion of times the truth is identified. The horizontal axis shows
sample size in thousands, and the line type indicates nominal test level.
ticularly in the gamma and lognormal settings) while the performance of
GBS and FCI+ do not change substantially. This suggests that BANG is
much more dependant on “strong faithfulness” than the other methods. In
the appendix, we also present results when the errors are drawn from a
multivariate Gaussian.
5.2. Data example. Grace et al. (2016) use a structural equation model
to examine the relationships between land productivity and the richness
of plant diversity. They consider measurements taken at 1126 plots which
are locations across 39 different sites. A graphical model from the original
paper is in Figure 5. We consider their plot level model which includes: plot
productivity, plot biomass, plot shade, plot richness, plot soil suitability, site
richness, site biomass, site productivity.
We first remove any edges which they found were not significant (denoted
by NS in Figure 5). Note that this removes the cycle in the plot specific
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Fig 4: “GBS” and “BANG Eqv” indicate the proportion of times the esti-
mated graph is in the equivalence class of the truth; “Bang Ext” indicates
the proportion of times the truth is identified. The horizontal axis shows
sample size in thousands, and the line type indicates nominal test level.
measurements, but there is still a cycle between site productivity, biomass
and richness. The nodes for climate, disturbance and suitability, actually
represent multiple variables which are used in the SEMs. For climate and
disturbance, the separate measures are both highly correlated, so it seems
reasonable to use bidirected edges between site productivity, biomass and
richness when marginalizing out those variables, despite the fact that they
are actually separate measures. To keep the bow-free assumption, we do not
include the directed edges between site productivity, site biomass and site
richness. This results in ancestral relationships in the full model which are
not otherwise captured in the marginalized model. Thus, we add directed
edges from site productivity to plot biomass and plot richness; from site
biomass to plot productivity and plot richness; from site richness to plot
productivity and plot biomass. For suitability, there is both a site suitability,
which is a parent of site richness, and a plot suitability which is a parent
of plot richness. Although there is no explicit specification in their SEM
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Fig 5: Full model from Grace et al. (2016).
of how site suitability relates into plot suitability, it seems reasonable to
assume that site suitability has a direct effect on plot suitability, as is the
case for all other site vs plot measures. Thus, we include a bidirected edge
between plot suitability and site richness. This results in the BAP shown in
Figure 6a. We consider this model the ground truth.
For BANG, we selected the nominal test level, .01, so that there are
roughly the same number of directed edges in the estimated and ground
truth graphs, 11 and 13 respectively. The discovered graph is shown in Fig-
ure 6b. Of the 28 pairs of nodes, BANG correctly identifies the correct
relation (→,←,↔ or no edge) for 16 of the pairs. Naively, letting the prob-
ability of guessing each relationship to be 1/4, this results in a binomial
probability of P (X ≥ 16) = .00029. This probability does not account for
the dependency between edges since there is an acyclic restriction, but it
suggests that BANG is discovering reasonable structure. There are 7 bidi-
rected edges in the estimated graph compared to 4 in the ground truth
model. This behavior is somewhat expected since there is still likely to be
uncontrolled confounding which is either not actually fully accounted for in
the ground truth model or direct causes which cannot be fully explained by
a linear relationship. For comparison, we also use the GBS procedure with
500 random restarts. In Figure 7, we plot the resulting score against the
number of correct edges for each of the 500 runs. There seems to be a posi-
tive association between the score and the correct number of edges; however,
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although one initialization resulted in a graph with 16 correct edges, each
of the resulting estimated graphs with maximum score (up to optimization
error), only has 12 correct edges.
Pl Prod Pl Bio Pl Shade Pl Rich
St Prod St Bio St Rich
Pl Suit
(a) BAP representation of plot specific model from Grace et al. (2016).
Pl Prod Pl Bio Pl Shade Pl Rich
St Prod St Bio St Rich
Pl Suit
(b) Discovered model (BANG).
6. Discussion. Borrowing intuition from the LiNGAM line of work
(Shimizu et al., 2006), we show that when a SEM corresponds to a BAP
and the errors are non-Gaussian, one can identify the exact causal structure
from observational data. We propose the BANG algorithm and show that
it consistently identifies the graph. This extends previous work on BAPs
by Nowzohour et al. (2017) by identifying an exact graph rather than a
larger equivalence class. In addition, this extends the work on non-Gaussian
SEMs with confounding by not requiring advance knowledge of the number
of latent variables or provably recovering a larger class of graphs.
Since the number of independence tests considered is a polynomial of the
number of variables, under additional assumptions, future work might inves-
tigate conditions under which the graph might also be consistently recovered
in a sparse high dimensional setting where the number of variables is larger
than the number of samples. Theoretical results may be straightforward;
however, considering the results in Section 5 where very large sample sizes
are needed for recovery with high probability, this may require significant
methodological improvements. One such improvement is a pre-screening pro-
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Fig 7: The left panel shows the score and number of correct edges for each
of the 500 random initializations of GBS on the Grace et al. (2016) ecology
data. The estimated graphs with the highest score has 12 correct edges.
The right panel shows a histogram of the number of correct edges from the
500 random restarts. The blue line represents the graph with the highest
score and the red line represents the number of correct edges for the BANG
procedure.
cedure. Loh and Bu¨hlmann (2014) show for DAGs, even with non-Gaussian
errors, the precision matrix encodes causal structure. A similar statement
can be shown for BAPs, where a non-zero entry in the precision implies
that two nodes are in the same mixed component—roughly a set of nodes
which are connected by bidirected edges plus the parents of those nodes;
see Tian (2005); Foygel, Draisma and Drton (2012) for a formal definition.
Thus, starting with a sparse estimate of the precision could reduce the search
space and improve performance.
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APPENDIX A: ADDITIONAL SIMULATION RESULTS
A.1. Positive Parameters. In Figures 8 and 9, we generate random
graphs and data using the same procedure described in Section 5; however
we sample the elements of B from (.6, 1) and the off diagonal elements of
Ω from (.3, .5). This results in fewer faithfulness violations. BANG seems to
improve quite a bit in the gamma and lognormal setting, but FCI and GBS
do not improve substantially.
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Fig 8: “FCI+”,“GBS” and “BANG Eqv” indicate the proportion of times
the estimated graph has the same PAG as the truth; “Bang Ext” indicates
the proportion of times the truth is identified. The horizontal axis shows
sample size in thousands, and the line type indicates nominal test level.
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Fig 9: “GBS” and “BANG Eqv” indicate the proportion of times the esti-
mated graph is in the equivalence class of the truth; “Bang Ext” indicates
the proportion of times the truth is identified. The horizontal axis shows
sample size in thousands, and the line type indicates nominal test level.
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A.2. Gaussian errors. In Figure 10, we show the proportion of times
the PAG and exact graph are recovered for ancestral graphs with Gaussian
errors. In Figure 11, we show the proportion of times the equivalence class
and exact graph are recovered for BAPs with Gaussian errors. Both settings
use the same generative procedure described in Section 5.
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Fig 10: “FCI+”,“GBS” and “BANG Eqv” indicate the proportion of times
the estimated graph has the same PAG as the truth; “Bang Ext” indicates
the proportion of times the truth is identified. The horizontal axis shows
sample size in thousands, and the line type indicates nominal test level.
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Fig 11: “GBS” and “BANG Eqv” indicate the proportion of times the esti-
mated graph is in the equivalence class of the truth; “Bang Ext” indicates
the proportion of times the truth is identified. The horizontal axis shows
sample size in thousands, and the line type indicates nominal test level.
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APPENDIX B: PROOFS FROM SECTION 2
We first restate two lemmas from Tashiro et al. (2014) which imply that
the sink and source certification procedures used by ParcelLiNGAM are
sound. Strictly speaking, the lemmas require linear confounders, but the
results trivially generalize to our setting in which the effects of confounders
are represented via correlated errors.
Also, as stated, the lemmas do not require faithfulness because they con-
sider the full latent variable LiNGAM model where βv,p 6= 0 for all p ∈ pa(v).
Because the graph is acyclic, this implies that every non-source have at least
one parent with a non-zero total effect. However, this does not hold when
considering sub-models induced by marginalizing out subsets of the vari-
ables; i.e., βv,p 6= 0 for all p ∈ pa(v) in the full model does not imply that all
parents (or ancestors) in a sub-model induced by marginalization have non-
zero total effect on their children (or descendants). A simple example is given
in Figure 12. Thus, to show that ParcelLiNGAM is sound and complete, we
require that the marginal direct effect of an ancestor on its descendants does
not disappear for any model induced by marginalization. This is similar to
the notion of parental faithfulness required in Wang and Drton (2020) and
is true for generic linear coefficients. Hence, in the proofs of Lemma 2.1 and
2.2 we assume generic model parameters, and then apply Lemmas B.1 and
B.2 assuming that they hold for all sub-sets of the variables as well.
1 2 3
β21 = 1 β32 = −1
β31 = 1
Fig 12: When considering the entire graph with nodes {1, 2, 3}, the lemmas
holds since every non-source has at least one parent with a non-zero total
effect. However, when only considering the sub-graph induced by {1, 3}, the
marginal direct effect of 1 on 3 is 0 so 3 is a source in that sub-model despite
the fact that it is a sink in the full model.
Lemma B.1. (Lemma 1 in Tashiro et al. (2014)) Assume all model as-
sumptions of the latent variable LiNGAM are met. Denote by r
(j)
i the popula-
tion residuals when Yi are regressed onto Yj. Then a variable Yj is exogenous
in the sense that is has no parent observed variable or latent confounder if
and only if Yj is independent of its residuals r
(j)
i for all i 6= j.
Lemma B.2. (Lemma 2 in Tashiro et al. (2014)) Assume all model as-
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sumptions of the latent variable LiNGAM are met. Denote by Y(−j) a vector
that contains all the variables other than Yj. Denote by r
(−j)
j the population
residuals when Yj is regressed onto Y(−j). Then a variable Yj is a sink in
the sense that is has no parent observed variable or latent confounder if and
only if Y(−j) is independent of its residual r
(−j)
j .
B.1. Lemma 2.1. Suppose Y is generated by a recursive linear SEM
that corresponds to an ancestral graph G. With generic model parameters
and population information (i.e., the distribution of Y ), the ordering, ≺ˆ,
returned by Algorithm 2 of ParcelLiNGAM is sound and complete for an-
cestral relationships in G.
Proof. We first consider Algorithm 2 which applies Algorithm 1 to all
sets in the powerset of V . Since Lemma B.1 and B.2 explicitly concern
the certificate used to place nodes into Ktop or Kbttm, they trivially imply
that any output Ktop and Kbttm method is sound. It remains to be shown
that the procedure is complete for ancestral relationships. By the ancestral
assumption, every v ∈ V is a sink in the set An(v) since it does not share a
confounder with any ancestor, so when applying Algorithm 1 to An(v) either
all of An(v) will be put into Ktop or v will be put into Kbttm. Regardless, it
will be identified that u ≺ v for all u ∈ An(v) \ v = an(v). Thus, Algorithm
2 is thus complete.
Now consider Algorithm 3 which first applies Algorithm 1 to V and identi-
fiesKtop andKbttm. It then applies Algorithm 2 to Ures := V \{Ktop∪Kbttm}.
Ktop and Kbttm are both total orderings so the orientation rules in Step 4 of
Algorithm 1 will completely identify all ancestral relationships between any
u, v such that (1) u, v ∈ Ktop ∪Kbttm, (2) u ∈ Ktop and v ∈ Ures ∪Kbttm,
or (3) u ∈ Ures and v ∈ Kbttm. Thus, it remains to show that the remaining
steps of Algorithm 3 completely discover all ancestral relationships between
any pair u, v such that u, v ∈ Ures.
By the soundness of the certification procedure, Ktop ∪ an(Ktop) = Ktop
and Ktop ∩ S = ∅ where S = {v ∈ V : sib(v) 6= ∅}. Similarly Kbttm ∪
de(Kbttm) = Kbttm. It is well known that when A ⊂ V is an ancestral set,
the residuals when regressing V \A onto A correspond to a model which can
be represented by the sub-graph induced by V \ A (e.g., Chen, Drton and
Wang (2019, Lemma 2)). In addition, removing a set which contains all of its
descendants does not change the induced sub-graph; for instance see Drton
(2018, Section 5). Thus, the residuals formed in Step 4, Rres, correspond
to the sub-graph induced by Ures, which is also ancestral. Thus, applying
36 Y. S. WANG AND M. DRTON
the proof for Algorithm 2 implies that Step 5 of Algorithm 1 discovers all
ancestral relations for u, v ∈ Ures. Thus Algorithm 3 is also complete.
B.2. Lemma 2.2. Suppose Y is generated by a recursive linear SEM
that corresponds to a graph G which is bow-free but not ancestral. With
generic parameters and population information, both Algorithm 2 and Al-
gorithm 3 of ParcelLiNGAM will return a partial ordering which is sound,
but not complete for ancestral relationships in G.
Proof. Algorithm 2 applies Algorithm 1 to the powerset of V , and we
first consider the output of Algorithm 1 on a set M ⊆ V .
Let S = {v ∈ V : sib(v) 6= ∅}. In a graph which is not ancestral, there
must exist some u, v ∈ V such that u ∈ sib(v) ∩ an(v). Let
(6) Z(u, v) = {z : {u ∪ de(u)} \ de(v)}.
Now consider testing any set M ⊆ V such that v ∈M and M ∩Z(u, v) 6= ∅.
Let
Ztop = {z ∈ Z(u, v) : an(z) ∩ {M ∩ Z(u, v)} = ∅},
so that Ztop are nodes in M ∩ Z(u, v) which are not downstream of any
other nodes in M ∩ Z(u, v). Thus any z ∈ Ztop will not be exogenous since
it shares a latent confounder (acting through u) with v and similarly v
will not be a sink. Thus, Lemma B.1 implies that no z ∈ Z(u, v) will be
placed into Ktop which further implies no de(Z(u, v)) will be placed into
Ktop. Similarly, Lemma B.2 implies that v will not be placed into Kbttm
which further implies no ancestor of v will be put into Kbttm. Together, this
implies that M ∩ Z(u, v) ⊆ Ures so that running Algorithm 1 on M will
return inconclusive ancestral relationships between all z ∈ Z(u, v). Since
this holds for any M ⊆ V such that v ∈M and M ∩Z(u, v) 6= ∅, Algorithm
2 will not discover that z ≺ v for any z ∈ Z(u, v). Since Z(u, v) ∩ an(v) 6= ∅
Algorithm 2 is not complete.
Algorithm 3 uses additional steps (Steps 2-4) before applying Algorithm
2. We show that these additional steps do not rectify the problem. First
note that when applying Algorithm 1 to V (Step 2), Ktop ⊆ V \{S ∪de(S)}
and Kbttm ⊆ V \ An(S). This is true because, by definition, any s ∈ S is
not exogenous since it shares a common confounder with some other s′ ∈ S.
Thus, no s ∈ S will be put into Ktop and subsequently no de(S) will be put
into Ktop. For the same reason, no s ∈ S will be put into Kbttm since it is
not a sink and subsequently no an(S) will be put into Kbttm.
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Since Z(u, v) ⊆ {u ∪ de(u)} and u ∈ S, then Z(u, v) ∩ Ktop = ∅. Thus,
Step 4 will not remove from any z ∈ Z(u, v) the effect of u or the effect
of the latent confounder shared by u and v. Thus, as shown above, Step 5
of Algorithm 3 (applying Algorithm 2 to Rres) will still fail to identify that
z ∈ an(v) for any z ∈ Z(u, v).
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B.3. Counterexamples: Pairwise LvLINGAM. Pairwise LvLiNGAM
will fail to discover any relationships in the simple ancestral graph shown in
Figure 13. This is because all subsets of V = {1, 2, 3} are confounded.
3
1 2
Fig 13: An ancestral graph which Pairwise LvLiNGAM will fail to identify.
B.4. Counterexamples: RCD. We show that RCD cannot discover
the complete graph in Figure 14. It appears that line 9 of Algorithim 1
of RCD Maeda and Shimizu (2020) should read HU ←
⋂
xj∈U Mj instead
of HU ←
⋃
xj∈U Mj . This is because using the union will cause xv to be
regressed onto itself whenever v ∈ U ∩HU . Regardless, we show that either
way the method fails to discover the entire graph.
Below, we step through the procedure when applied to the graph in Fig-
ure 14. We follow the notation from Algorithm 1 in Maeda and Shimizu
(2020): xj is the observed data for variable j; at each step we consider a
set U ⊆ V where |U | = l + 1 for some counter l; Mi is the set of verified
ancestors of i; HU =
⋃
j∈U Mj or HU =
⋂
j∈U Mj , and yj is the resulting
residual when xj is regressed onto HU . When regressing xj onto some set
H, we let dj,u.H denote the population regression coefficient corresponding
to u ∈ H. When performing a HSIC minimizing regression of yi onto yj for
j ∈ U \ i we let λ be a potential solution and SUi is the resulting residual.
Finally S denotes a possible sink which might be certified at each step.
1 2 3 4
Fig 14: A non-ancestral BAP.
B.4.1. RCD will fail: Union. We walk through the RCD procedure as-
suming that line 9 is the union of sets as it currently appears; i.e., HU =⋃
j∈U Mj . However, we believe this is an error because in some cases this will
lead to regressing a variable onto itself. For each step, we consider a subset
U (line 8), show the current value of M (the set of identified ancestors), and
HU .
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• U = {1,2} : M = {∅,∅,∅,∅}; l = 1 HU = ∅
– y1 = ε1; y3 = ε3 + β21x2
– Let i = 1: 1 ∈ pa(2) so there is no value of λ such that y2 ⊥
y1 − λy2
– Let i = 2: Setting λ = β21 yields
y2 − λy1 = ε2 ⊥ y1 = ε1
– S = {2}. Update M2 = {1}
• U = {1,3} : M = {∅,{1},∅,∅}; l = 1 HU = ∅
– y1 = ε1; y3 = ε3 + β23x2
– Let i = 1: 1 ∈ sib(3) so there is no value of λ such that y3 ⊥
y1 − λy3
– Let i = 3: 3 ∈ sib(1) so there is no value of λ such that y1 ⊥
y3 − λy1
– No updates to M
• U = {1,4} : M = {∅,{1},∅,∅}; l = 1 HU = ∅
– y1 = ε1; y4 = ε4 + β43x3
– Let i = 1: 1 ∈ sib(4) so there is no value of λ such that y4 ⊥
y1 − λy4
– Let i = 4: 4 ∈ sib(1) so there is no value of λ such that y1 ⊥
y4 − λy4
– No updates
• U = {2,3} : M = {∅,{1},∅,∅}; l = 1 HU = {1}
– y2 = ε2; y3 = ε3+β32x2−d3,1.1x1 = ε3+β32ε2+(β32β21−d3,1.1)ε1
– Let i = 2: 2 ∈ pa(3) so there is no value of λ such that y3 ⊥
y2 − λy3
– Let i = 3: Setting λ = β32 yields
y3 − λy2 = ε3 + (β32β21 − d3,1.1)ε1 ⊥ ε2 = y2
– S = 3. Update to M3 = {2}.
• U = {2,4} : M = {∅,{1},{2},∅}; l = 1 HU = {1}
– y2 = ε2; y4 = ε4 + β43x3 − d4,1.1x1
– Let i = 2: 2 ∈ sib(4) so there is no value of λ such that y4 ⊥
y2 − λy4
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– Let i = 4: 4 ∈ sib(2) so there is no value of λ such that y2 ⊥
y4 − λy2
– No updates to M
• U = {3,4} : M = {∅,{1},{2},∅}; l = 1 HU = {2}
– y3 = ε3 + (β32 − d3,2.2)x2; y4 = ε4 + β43ε3 + (β43β32 − d4,2.2)x2
– Let i = 3: Since y4 and y3 both contain a term with ε3, in order
for y4 ⊥ y3 − λy4, it is necessary that λ = 1/β43 so that y3 − λy4
will not contain a ε3 term. But this then implies that y3 − λy4
will contain a term with λε4 so that y4 ⊥ y3 − λy4 cannot hold.
– Let i = 4: SU4 cannot include a ε3 term if S
U
4 ⊥ y3. This requires
that λ = β43, so that
SU4 = ε4 + ((β43β32 − d4,2.2)− β43(β32 − d3,2.2))x2
= ε4 + (β43d3,2.2 − d4,2.2)x2.
But for generic parameters, β43d3,2.2 − d4,2.2 6= 0 so SU4 6⊥ y3 for
any λ
– No update to M .
This is all subsets of size 2, but since an update has occurred, l = 1, and
the procedure will cycle through all subsets of size 2 again.
• U = {1,2} : M = {∅,{1},{2},∅}; l = 1 HU = {1}
– No update will occur since M2 ∩ U 6= ∅ and x1 will be regressed
onto itself so y1 = 0 so y1 ⊥ y2.
• U = {1,3} : M = {∅,{1},{2},∅}; l = 1 HU = {2}
– y1 = ε1 − d1,2.2x2 = (1− d1,2.2β21)ε1 + d1,2.2ε2; y3 = ε3 + (β32 −
d3,2.2)(ε2 + β21ε1)
– Let i = 1: SU1 cannot include a ε3, ε2, or ε1 term. To satisfy, the
ε3 constraint, then λ = 0 which implies the ε2 constraints are not
satisfied.
– Let i = 3: 1 ∈ sib(3), so in order for y1 ⊥ y3−λy1, it is necessary
that λ = 1/β43 so that y3 − λy1 cannot contain a term involving
ε3, ε2 or ε1. Since y1 does not contain ε3, then such λ satisfying
those conditions does not exist.
– No update to M .
• U = {1,4} : M = {∅,{1},{2},∅}; l = 1 HU = ∅
– No updates will occur since 1 and 4 are siblings
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• U = {2,3} : M = {∅,{1},{2},∅}; l = 1 HU = {1,2}
– No updates since y2 = 0 and M3 ∩HU 6= ∅.
• U = {2,4} : M = {∅,{1},{2},∅}; l = 1 HU = {1}
– y2 = ε2; y4 = ε4 + β43x3 − d4,1.1ε1
– Let i = 2: 2 ∈ sib(4) so there is no value of λ such that y4 ⊥
y2 − λy4
– Let i = 4: 4 ∈ sib(2) so there is no value of λ such that y2 ⊥
y4 − λy2
– No updates to M
• U = {3,4} : M = {∅,{1},{2},∅}; l = 1 HU = {2}
– Same as last round, so no update occurs
This is all subsets of size 2, since no updates occurred, l = 2.
• U = {1,2,3} : M = {∅,{1},{2},∅}; l = 1 HU = {1,2}
– y1 = 0 and M2 ∩HU 6= ∅ and M3 ∩HU 6= ∅ so no update occurs
• U = {1,2,4} : M = {∅,{1},{2},∅}; l = 1 HU = {1}
– y1 = 0; y2 = ε2; y4 = ε3 + β43x3 − d4,1.1ε1.
– y1 = 0 so it is independent of all others and not tested
– M2 ∩HU 6= ∅ so it is not tested
– Let i = 4: 2 ∈ sib(4) so no updates are made
• U = {2,3,4} : M = {∅,{1},{2},∅}; l = 1 HU = {1,2}
– y2 = 0; y3 = ε3 + (β32 − d3,2.HU )(β21ε1 + ε2) − d3,1.HU ε1; y4 =
ε4 + β43x3 − d4,2.HUx2 − d4,1.HU ε1.
– Let i = 2: y2 = 0 so it is independent of all others
– Let i = 3: M3 ∩HU 6= ∅ so it is not tested
– Let i = 4: Since y2 does not contain any terms of ε4, then S
U
4
must contain a term of ε4. But since 1 ∈ sib(4), in order for
SU4 ⊥ y3, y3 cannot contain a term in ε1. This can only be true
if (β32 − d3,2.HU )β21 = d3,1.HU which does not hold for generic
parameters.
– No update to M
No updates were made so l = 3.
• U = {1,2,3,4} : M = {∅,{1},{2},∅}; l = 1 HU =
{1,2}
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– y2 = 0; y2 = 0; y3 = ε3 + (β32 − d3,2.HU )(β21ε1 + ε2)− d3,1.HU ε1;
y4 = ε4 + β43x3 − d4,2.HU )x2 − d4,1.HU ε1.
– Let i = 1: y1 = 0 so it is independent of all others
– Let i = 2: M2 ∩HU 6= ∅ so it is not tested.
– Let i = 3: M3 ∩HU 6= ∅ so it is not tested
– Let i = 4: We use the same argument as when U = {2, 3, 4}. Since
y3 does not contain any terms of ε4, then S
U
4 must contain a term
of ε4. But since 1 ∈ sib(4), in order for SU4 ⊥ y3, y3 cannot contain
a term in ε1. This only occurs if (β32−d3,2.HU )β21 = d3,1.HU which
does not hold for generic parameters.
– No update to M
The algorithm will terminate and only 1 → 2 and 2 → 3 will have been
discovered.
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B.4.2. RCD will fail: Intersection. We walk through the RCD procedure
assuming that line 9 is the intersection of sets; i.e., HU =
⋂
j∈U Mj .
• U = {1,2} : M = {∅,∅,∅,∅}; l = 1 HU = ∅
– y1 = ε1; y3 = ε3 + β21x2
– Let i = 1: 1 ∈ pa(2) so there is no value of λ such that y2 ⊥
y1 − λy2
– Let i = 2: Setting λ = β21 yields
y2 − λy1 = ε2 ⊥ y1
– S = 2. Update M2 = {1}
• U = {1,3} : M = {∅,{1},∅,∅}; l = 1 HU = ∅
– 1 ∈ sib(3) so there is no updates to M
• U = {1,4} : M = {∅,{1},∅,∅}; l = 1 HU = ∅
– 1 ∈ sib(4) so there is no update to M
• U = {2,3} : M = {∅,{1},∅,∅}; l = 1 HU = ∅
– y2 = ε2 + β21ε1; y3 = ε3 + β32(ε2 + β21ε1)
– Let i = 2: 2 ∈ pa(3) so there is no value of λ such that y3 ⊥
y2 − λy3
– Let i = 3: In order for SU3 ⊥ y2, it is necessary that SU3 not
contain a ε2 term. This implies that λ must be β32 so that S
U
4 =
y3 − λy2 = ε3. However, since 1 ∈ sib(3), then
y3 − λy2 = ε3 6⊥ y2 = ε2 + β21ε1
so there is no update to M .
• U = {2,4} : M = {∅,{1},∅,∅}; l = 1 HU = ∅
– 2 ∈ sib(4) so there is no update.
• U = {3,4} : M = {∅,{1},∅,∅}; l = 1 HU = ∅
– y3 = ε3 + β32x2; y4 = ε4 + β43x3
– Let i = 3: 3 ∈ pa(4) so there is no value of λ such that y4 ⊥
y3 − λy4
– Let i = 4: For SU4 ⊥ y3, it is necessary that SU4 not contain a ε3
term. This implies that λ must be β43, so that S
U
4 = y4−λy3 = ε4.
However, since 1 ∈ sib(4), then
SU4 = y4 − λy3 = ε4 6⊥ ε3 + β32(ε2 + β21ε1).
so there is no update to M .
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This is all subsets of size 2, but since an update has occurred, l remains
1, and the procedure will cycle through all subsets of size 2 again. However,
since there M2 is the only non-empty set, HU is the same for all pairs, so the
outcomes are the same as before the second time through. M is not updated
so l = 2 and we test all sets of size 3.
• U = {1,2,3} : M = {∅,{1},∅,∅}; l = 1 HU = ∅
– Let i = 1: 1 ∈ pa(2) so no update can be made.
– Let i = 2: M2 ∩ U 6= ∅ so it is not tested
– Let i = 3: y1 = ε1 and y2 = x2 both do not contain a ε3 term, so
SU3 must contain a ε3 term. Since 1 ∈ sib(3), then SU3 cannot be
independent of y1, so no update is made.
– No update is made.
• U = {1,2,4} : M = {∅,{1},∅,∅}; l = 1 HU = ∅
– Let i = 1: 1 ∈ pa(2) so no update can be made.
– Let i = 2: M2 ∩ U 6= ∅ so it is not tested
– Let i = 4: y1 = ε1 and y2 = x2 both do not contain a ε4 term, so
SU4 must contain a ε4 term. Since 1 ∈ sib(4), then SU4 cannot be
independent of y1, so no update is made.
– No update is made.
• U = {1,3,4} : M = {∅,{1},∅,∅}; l = 1 HU = ∅
– Let i = 1: 1 ∈ pa(2) so no update can be made.
– Let i = 3: 3 ∈ pa(4) so no update can be made.
– Let i = 4: y1 = ε1 and y3 = x3 both do not contain a ε4 term, so
SU4 must contain a ε4 term. Since 1 ∈ sib(4), then SU4 cannot be
independent of y1, so no update is made.
– No update is made.
• U = {2,3,4} : M = {∅,{1},∅,∅}; l = 1 HU = ∅
– Let i = 2: 2 ∈ pa(3) so no update can be made.
– Let i = 3: 3 ∈ pa(4) so no update can be made.
– Let i = 4: y2 = x2 and y3 = x3 both do not contain a ε4 term, so
SU4 must contain a ε4 term. Since 2 ∈ sib(4), then SU4 cannot be
independent of y2, so no update is made.
– No update is made.
Since no updates have been made, l = 3.
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• U = {1,2,3,4} : M = {∅,{1},∅,∅}; l = 1 HU = ∅
– Let i = 1: 1 ∈ pa(2) so no update can be made.
– Let i = 2: 2 ∈ pa(3) so no update can be made.
– Let i = 3: 3 ∈ pa(4) so no update can be made.
– Let i = 4: y1 = ε1, y2 = x2, and y3 = x3 both do not contain a ε4
term, so SU4 must contain a ε4 term. Since sib(4) = {1, 2}, then
SU4 cannot be independent of y1 or y2, so no update is made.
– No update is made.
The algorithm will terminate and have only discovered 1→ 2.
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APPENDIX C: PROOFS FROM SECTION 3
C.1. Lemma 3.3. For v ∈ V and sets C ⊆ A ⊆ V \ {v}, Suppose
D ∈ Rp×p such that Dij 6= 0 only if j ∈ an(i). Then, for generic B and error
moments, if δv(C,A,Σ, D) 6= B˜({C, v})v,C , then E(γK−1c γv) 6= 0 for some
c ∈ C.
Proof. Since E
(
γK−1c γv
)
is a rational function of the model parameters,
by Okamoto (1973, Lemma 1), showing that the quantity is non-zero for
some parameters is sufficient for showing that it vanishes only over a null
set. Without loss of generality, let C be ordered such that C = {c1, . . . , c|C|}
where ci is not a descendant of cj for any j < i. Note that
γv = εv +
∑
a∈an(v)
pivaεa −
∑
c∈C
δvcYc
= εv +
∑
a∈an(v)
pivaεa −
∑
c∈C
δvc(εc +
∑
a∈an(c)
picaεa).
Suppose i is the minimum index for which δci 6= B˜v,ci so that δcj = B˜v,cj for
all j < i. Then, the coefficient of εci in Yv −
∑
j<i δv,cjYcj is
piv,ci −
∑
j<i
δv,cjpicj ,ci = piv,ci −
∑
j<i
β˜v,cjpicj ,ci
=
∑
l∈Lv,ci
W (l)−
∑
j<i

 ∑
l∈L(cj)v,cj (C)
W (l)

 ∑
l∈Lcj ,ci
W (l)


=
∑
l∈Lv,ci
W (l)−
∑
j<i
 ∑
l∈L(cj)v,ci (C)
W (l)

=
∑
l∈L(ci)v,ci
W (l) = B˜(C)v,ci .(7)
For all j > i, cj is not a descendant of ci so Ycj does not include any terms
of εci . By assumption, δci 6= B˜v,ci , so let δci = B˜v,ci − α for α 6= 0 so that
(8) γv = αεci + η and γci = εci + ζ
where η and ζ do not contain εci . Then,
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E
(
γK−1ci γv
)
= E
(
[εci + ζ]
K−1 [αεci + η]
)
= E
([
εK−1ci +
K−2∑
k=0
εkciζ
K−1−k
]
[αεci + η]
)
= αE
(
εKci
)
+ E
(
εK−1ci η
)
+ E
([
K−2∑
k=0
εkciζ
K−1−k
]
[αεci + η]
)
.
Since the last two terms do not involve E(εKci ), we can always select some
E(εKci ) such that
E
(
εKci
) 6= −
(
E
(
εK−1ci η
)
+ E
([∑K−2
k=0 ε
k
ciζ
K−1−k
]
[αεci + η]
))
α
which ensures that E
(
γK−1ci γv
) 6= 0.
C.2. Proof of Lemma 3.4. Consider v ∈ V and sets A,C such that
C ⊆ A ⊆ V \ {v}. Suppose D = HC(B) for some HC ∈ D and S = Σ, but
C ∩ sib(v) 6= ∅. Then for generic B and error moments, there exists some
q ∈ C such that E (γK−1q γv) 6= 0.
Proof. We again appeal to Okamoto (1973, Lemma 1), and show that
the quantity is non-zero for generic B and the error moments by constructing
a single point (of B and the error moments) at which the quantity of interest
is non-zero. In particular, select q ∈ C ∩ sib(v). We then represent γv as
(9)
γv = εv +
∑
a∈an(v)
pivaεa −
∑
c∈C
δvc
∑
z∈An(c)
piczεz
= αεq + η,
where
α = pivq +
∑
c∈C
δvcpicq
η = (1−
∑
c∈C
δvcpicv)v +
∑
a∈an(v)\q
pivaεa −
∑
c∈C
δvc
∑
z∈An(c)\q
piczεz
and δvc is the c-th element of δv from (4). Similarly, we represent γq
(10)
γq = εq +
∑
a∈an(q)
pivaεa −
∑
s∈paD(q)
dqs
∑
t∈An(s)
pistεt
= εq + ζ
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where ζ does not involve εq. The coefficient on εq is 1 since D = HC(B)
implies that dqs 6= 0 only if s ∈ an(q). For S = Σ and any HC ∈ D,
α is a rational function of B and Ω because both Π and δ only involve
matrix inversions and multiplications of D and S which in turn are rational
functions of B and Ω. We now show that for some point B and Ω, α 6= 0.
In particular, let B = 0 and ωqv 6= 0, but ωij = 0 for all other i 6= j. At this
point, pivq = picq = 0 for all c ∈ C \ q so that
(11) α = δvq.
B = 0 implies that D = 0 for all D ∈ D and SC,C = ΩC,C . In addition,
SC\q,v = 0 since all treks between nodes in C or between treks C \ {q} and
v have path weights of 0. However, there is a single trek between q and v,
namely the bidirected edge, so Sqv = ωqv. Then,
(12) α = δvC = [SC,C ]
−1 SC,v =
ωqv
ωqq
6= 0.
Thus, for generic choice of B and Ω, α 6= 0. Now, we finally examine the
quantity of interest, which is a rational function of the error moments and
B, and play the same game as before. In particular,
E
(
γK−1q γv
)
= E
(
[εq + ζ]
K−1 [αεq + η]
)
= E
([
εK−1q +
K−2∑
k=0
εkqζ
K−1−k
]
[αεq + η]
)
= αE
(
εKq
)
+ E
(
εK−1q η
)
+ E
([
K−2∑
k=0
εkqζ
K−1−k
]
[αεq + η]
)
.
The last two terms do not involve E(εKq ) so we select E
(
εKq
)
such that
(13) E
(
εKq
) 6= −
(
E
(
εK−1q η
)
+ E
([∑K−2
k=0 ε
k
qζ
K−1−k
]
[αεq + η]
))
α
to ensure that E
(
γK−1q γv
) 6= 0. Thus, there exists some point such that
E
(
γK−1q γv
) 6= 0. This implies there is a null set of B and error moments
which we must avoid for each HC ∈ D, but since |D| is finite, then the union
of these null sets is again a null set.
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C.3. Proof of Lemma 3.5. Consider v ∈ V and set C ⊆ V \ {v}. Let
D ∈ Rp×p such that Dij 6= 0 only if j ∈ an(i). Suppose C 6⊆ an(v), but for
generic B and error moments, E(γc(D)K−1γv(C, S,D)) = 0 for all c ∈ C.
Then for C1 = C ∩ an(v) \ sib(v),
E(γc(D)K−1γv(C1, S,D)) = 0
for all c ∈ C.
Proof. For convenience, let A = AnD(C), A1 = AnD(C1), A2 = A \A1,
and Λ = I −D and Π = (I −D)−1. Note that A2 ∩ de(A1) = ∅; this implies
DA1,A2 = 0 and
[
(I −DA,A)−1
]
A1,A2
= 0. So that
(I −D)C1,ASA,C =
[
ΛC1,A1 ΛC1,A2
] [SA1,C1
SA2,C1
]
=
[
ΛC1,A1 0
] [SA1,C1
SA2,C1
]
= ΛC1,A1SA1,C1 ,
and
(I −D)C1,AΣA,v =
[
ΛC1,A1ΛC1,A2
] [ΣA1,v
ΣA2,v
]
=
[
ΛC1,A10
] [ΣA1,v
ΣA2,v
]
= (I −D)C1,A1ΣA1,v.
Thus,
δv(C1, A, S,D) = [(I −D)C1,ASA,C1 ]−1 (I −D)C1,AΣA,v
= [(I −D)C1,A1SA1,C1 ]−1 (I −D)C1,A1ΣA1,v
= δv(C1, A1, S,D).
By Lemma 3.3, for generic B and error moments, if
E(γc(D)K−1γv(C, S,D)) = 0,
then for every q 6∈ C1, δvq(C,A, S,D) = 0.
γv(C, S,D) = Yv − YCδv(C,A, S,D)
= Yv − YC1(C1, A1, S,D)
= γv(C1, A1, S,D).
So if for all c ∈ C,
(14) E
(
γc(D)
K−1γv(C, S,D)
)
= 0,
then for all c ∈ C
(15) E
(
γc(D)
K−1γv(C1, S,D)
)
= 0.
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C.4. Proof of Lemma 3.6. Suppose D = HC(B) for some HC ∈ D
and for some v ∈ V , we have E(γc(D)K−1γv(paD(v), S,D)) = 0 for all
c ∈ paD(v). If q ∈ {pa(v) \ paD(v)} ∪ sib(v), then for generic B and error
moments
E
(
γq(D)
K−1γv(D)
) 6= 0.
Proof. For notational convenience, let C = paD(v). First consider q ∈
pa(v) \ paD(v). E(γc(D)K−1γv(C,AnD(C), S,D)) = 0 for all c ∈ paD(v)
implies that
(16)
γv(D) = Yv − YpaD(v)(Dv,paD(v))T
=
(
piv,q −
∑
c∈C
B˜({C, v})v,cpic,q
)
q + η
=
piv,q − ∑
c∈C∩de(q)
B˜({C, v})v,cpic,q
 q + η
= αq + η
where η does not involve q. For any c ∈ de(q), B˜({C, v, q})v,C = B˜({C, v})v,C
because there are no paths from c to v which pass through q, so marginalizing
q does not change the marginal direct effect. Thus, as shown in Lemma 3.3,
(17)
α = piq,v −
∑
c∈C∩de(q)
B˜({C, q, v})v,Cpic,q
= B˜({C, q, v})v,q.
The set of points, B such that q ∈ pa(v), but the marginal direct effect
B˜({C, q, v})vq = 0 have Lebesgue measure 0, so by the same argument as
Lemma 3.3 when α 6= 0, for generic error moments, E(γK−1q γv) 6= 0.
Now consider q ∈ sib(v). Since paD(v) ⊆ an(v) for all v ∈ V , then γv =
v + η where η does not involve εv and γq = q + ζ where ζ does not involve
q. Then, using the same argument as the previous lemmas, selecting
(18) E(K−1q v) 6= −E
(
K−2∑
t=0
(
K − 1
t
)
εtqζ
K−1−t(v + η) + K−1q η
)
ensures that E(γK−1q γv) 6= 0
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C.5. Proof of Corollary 3.7.
Suppose D = B. For v ∈ V and generic B and error moments, Suppose
pa(v) ⊆ C ⊆ an(v) \ sib(v) and E(γc(D)K−1γv(C, S,D) = 0 for all c ∈ C.
Then for any q ∈ C \ pa(v),
E(γq(D)K−1γv(C \ {q}, S,D)) = 0,
but for any q ∈ pa(v),
E(γq(D)K−1γv(C \ {q}, S,D)) 6= 0.
Proof. Lemma 3.1 implies for any q ∈ C \ pa(v),
δv(C,AnD(C), S,D) = Bv,(C\{q},q) =
[
Bv,(C\{q}) 0
]
=
[
δv(C \ {q}, S,D) 0
]
so that
E(γq(D)K−1γv(C \ {q}, S,D)) = E(γq(D)K−1γv(C, S,D)) = 0.
The second statement follows directly from Corollary 3.6.
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