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TOPOLOGY INDUCED BIFURCATIONS FOR THE NLS ON THE
TADPOLE GRAPH
CLAUDIO CACCIAPUOTI, DOMENICO FINCO, AND DIEGO NOJA
Abstract. In this paper we give the complete classification of solitons for a
cubic NLS equation on the simplest network with a non-trivial topology: the
tadpole graph, i.e. a ring with a half-line attached to it and free boundary
conditions at the junction. The model, although simple, exhibits a surprisingly
rich behavior and in particular we show that it admits: 1) a denumerable
family of continuous branches of embedded solitons bifurcating from linear
eigenstates and threshold resonances of the system; 2) a continuous branch
of edge solitons displaying a pitchfork symmetry breaking bifurcation at the
threshold of the continuous spectrum; 3) a finite family of continuous branches
of solitons without linear analogue. All the solutions are explicitly constructed
in terms of elliptic Jacobian functions. Moreover we show that families of
nonlinear bound states of the above kind continue to exist in the presence
of a uniform magnetic field orthogonal to the plane of the ring when a well
definite flux quantization condition holds true. Finally we highlight the role of
resonances in the linearization as a signature of the occurrence of bifurcations
of solitons from the continuous spectrum.
PACS numbers: 02.30.Oz, 05.45.Yv, 42.65.Tg
1. Introduction
The Non-Linear Schro¨dinger Equation (NLS in the following) is one of the bet-
ter known effective models for several physical systems, from nonlinear optics to
BEC. One of its most interesting features is that it admits solitons, which in the
focusing case (the one studied here) can be freely translating or pinned at definite
sites when inhomogeneities are present. In the latter case they are usually called
standing waves by analogy with the eigenstates of the linear Schro¨dinger equation,
and as in that case they have the form Ψ(t, x) = e−iωtΦω(x). The purely spatial
profile Φω is a nonlinear bound state solving the stationary NLS and associated
to the “frequency” ω. Solitons are a nonlinear phenomenon, and they often bear
no apparent relation with the linear structures underlying the complete dynamics.
Nonetheless in many cases, their appearance is strongly influenced by the spectrum
of the linear dynamics. In the standard NLS on the line or in higher dimension
standing waves exist only when the frequency ω does not fall into the continuous
spectrum of the linear part of the equation. The standard family of translating
solitons on the line can be considered as bifurcating out of the edge of the contin-
uous spectrum “in the semi-infinite gap”. Pinned solitons at a defect instead are
typically the result of a bifurcation from isolated negative eigenvalues [1]. Standing
waves with frequencies in the continuous spectrum of the linear part are not ex-
pected because the resonance with the continuous modes should prevent a balance
between dispersion and focusing. This is usually the case, nonetheless in the late
90s it was shown, numerically and analytically that in some special models such
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embedded solitons exist. Embedded solitons were then discovered in several mod-
els, related to higher derivative NLS and KdV, Thirring model, second harmonic
generation system and others [2]. Various properties of embedded solitons have
been investigated with numerical and partially analytical tools, but a theoretical
framework seems to be lacking, as regards their existence, mechanism of generation
and stability (see [3] and reference therein).
In the present paper we show that a rich soliton phenomenology, where all
mechanisms quoted above are in action, arises in the standard cubic NLS when
the topology of the medium sustaining propagation is non trivial. NLS propaga-
tion on networks is a growing subject especially due to experimental progresses in
confinement of Bose-Einstein condensates in quasi-one-dimensional traps and engi-
neering techniques of condensate wavefunctions to create solitons (see for example
[4] and references therein). Until now the problem has been successfully considered
at a theoretical level only in simple cases of Y-junctions or H-junctions (see [5]
and reference therein). Notable exceptions are [6], where a mixed linear/nonlinear
Schro¨dinger system is considered numerically, showing interesting nonlinearity in-
duced phenomena in particular regarding the appearance of strong resonances with
possible applications to soliton propagation in optical fiber networks, and the recent
[7] where a first general analysis of existence and nonexistence of NLS ground states
on networks is given. The presently studied model is a cubic NLS on a Tadpole
Graph (TG in the following), the simple structure obtained by attaching a half-line
to a ring. For this model we give a complete classification of its nonlinear stationary
states and bifurcations. The obtained results seem to be typical when an infinite
system is coupled to a bounded one and therefore they point to a much wider range
of application. In our model a denumerable continuous family of embedded solitons
bifurcate from linear embedded eigenstates and a further family of edge solitons bi-
furcate from the zero energy resonance at the threshold of continuous spectrum;
moreover the former families display a secondary bifurcation with spontaneous sym-
metry breaking exactly at threshold. Finally, other soliton families without linear
analogue exist and are described as well. A primary signature of soliton bifurca-
tions seems to be played by threshold resonances, i.e., quasi-eigenstates bounded
but not square integrable, of the linearized operators. This rich phenomenology
strongly contrasts with the well known case of the standard NLS on the line with
or without external potential. On physical grounds this complexity can ultimately
be traced back to the coupling between propagation on bounded regions, where
periodic behavior is possible, and unbounded regions, where dispersion dominates
but focusing nonlinearity allows soliton behavior.
The model can be further enriched introducing an external physical control pa-
rameter given by a magnetic field acting on the head of the TG in the normal
direction to its plane. The relevant fact is that the embedded solitons and their
bifurcations from the edge survive in the presence of a topological constraint on the
flux of the magnetic field.
Now we set up the model. We denote by x ∈ [−L,L] the coordinate on the
“head” of the TG and by y ∈ [0,∞) the coordinate on the “tail”. The junction
coincides with x = ±L and y = 0, see Fig. 1. A function Ψ = (u, η) on TG has the
first component on the head and the second on the tail. The scalar product in the
L2 space associated to the TG and the corresponding norm are naturally defined
as 〈Ψ1,Ψ2〉 = (u1, u2)L2(−L,L) + (η1, η2)L2(R+) and ‖Ψ‖ =
√〈Ψ,Ψ〉.
TOPOLOGY INDUCED BIFURCATIONS FOR THE NLS ON THE TADPOLE GRAPH 3
Figure 1. Tadpole graph
On this structure we consider the focusing NLS for the function Ψt = (ut, ηt)
(1) i
∂
∂t
Ψt = HΨt − |Ψt|2Ψt,
where the Hamiltonian H is given by the selfadjoint operator: HΨ = (−u′′,−η′′)
on the domain characterized by the so called free or Kirchhoff boundary conditions
at the junction
D(H) =
{
Ψ = (u, η) ∈ H2 : u(L) = u(−L) = η(0)(2)
− u′(L) + u′(−L) + η′(0) = 0
}
(3)
and H2 is the space of square integrable functions with two square integrable deriva-
tives on each edge. The Hamiltonian H describes a typical and simple quantum
graph [10, 8, 9] with conservation of the probability flux at the junction. The non-
linear term |Ψt|2Ψt is understood as a notation for (|ut|2ut, |ηt|2ηt). It is worth
noticing that the model can be rewritten as a system of two NLS coupled by the
boundary condition at the junction. The boundary conditions (2) and (3) are some-
times referred to as Kirchhoff boundary conditions and are the most commonly used
in applications. The spectrum of H is given by σ(H) = [0,∞). A remarkable fact
about the spectrum of H is that λn = (npi/L)
2, n ∈ N, are eigenvalues embedded
in the continuous spectrum with corresponding eigenfunctions
(4) Υn(x, y) =
(
sin(npix/L), 0
)
n ∈ N.
Notice that eigenfunctions corresponding to embedded eigenvalues are confined in
a bounded region (here the ring), a fact that is characteristic of quantum graphs
(see [8]) and cannot occur in the simpler topologies of three or lower dimensional
space. A second relevant fact is that H has a threshold resonance, i.e., there exists
a function Υres such that Υres /∈ L2, which satisfies the conditions (2) and (3)
and such that HΥres = 0 in distributional sense. The resonance function is the
constant function Υres = (1, 1).
2. Nonlinear stationary states
Standing waves for Eq. (1) are solutions of the form Ψt = e
−iωtΦω, where purely
spatial Φω satisfies the stationary NLS equation
(5) HΦ− |Φ|2Φ = ωΦ ω ∈ R , Φ ∈ D(H).
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To compute the stationary solutions it will be convenient to rewrite the equation
above componentwise. Set Φ = (u, η), then Eq. (5) is equivalent to the system
(6)

−u′′ − |u|2u = ωu x ∈ [−L,L]
−η′′ − |η|2η = ωη y ∈ [0,∞)
u(L) = u(−L) = η(0)
−u′(L) + u′(−L) + η′(0) = 0
with ω ∈ R. To find the stationary states we find first the general solutions of
each equation in (6) for u and η. Then we adjust the free parameters to match the
boundary conditions.
We start with the general solution on the tail. A non vanishing, and decaying
at infinity solution of −η′′ − η3 = ωη exists only for ω < 0; such a solution, up to
translation and phase multiplication, is φ(y) =
√
2|ω| sech(√|ω|y), ω < 0.
Next we find the general solution of −u′′ − u3 = ωu on the head of the TG.
Since the domain is bounded, a qualitative phase plane analysis gives immediately
that solutions can exist for every real ω and that one should distinguish positive,
negative, and vanishing ω. To find their explicit form, one can skip the qualitative
analysis and proceed directly to solve the stationary cubic equation by quadrature
method. In this way it can be easily shown that the general solutions are given
by Jacobian elliptic functions (see [11] and [12] for a study of NLS on a ring), and
it turns out that it is enough to consider two types of solutions (selected among
bounded and independent Jacobian elliptic functions). The first type exists for
ω ∈ R and, up to translation and phase multiplication, is given by cnoidal type
functions (see [13])
ucn(x; k) =
√
2ωk2
1− 2k2 cn
(√
ω
1− 2k2x; k
)
ω ∈ R,
where k ∈ (0, 1] is a free parameter. The cn function oscillates between 1 and
−1 and therefore the solution ucn(x; k) has nodes. These solutions have period
Tcn(k) = 4
√
(1− 2k2)/ωK(k) where K is the Legendre’s complete elliptic integral
of the first kind [13]
(7) K(γ) =
∫ 1
0
1√
(1− t2)(1− γ2t2)dt.
We remark that for ω > 0 (resp. ω < 0) ucn and Tcn are defined only for k ∈
(0, 1/
√
2) (resp. k ∈ (1/√2, 1)).
The second type of periodic solutions exists for ω < 0 and is given by dnoidal
type functions (see [13])
udn(x;κ) =
√
2|ω|
2− κ2 dn
(√
|ω|
2− κ2x;κ
)
ω < 0,
where κ ∈ [0, 1] is a free parameter. The dn function oscillates between 1 and√
1− κ2 and it is bounded away from 0, and so are the solutions udn(x;κ). The
period of udn is Tdn(κ) = 2
√
(2− κ2)/|ω|K(κ).
Now we fix the free parameters. A first family of cn-stationary states denoted
by Φω,n vanishes on the tail. Notice that this is the only possible choice for ω > 0
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because with this limitation the NLS on the tail has no square integrable solutions.
We can choose k such that the total length of the head is a multiple integer of the
period of ucn, see Eq. (8) below. Translating ucn of Tcn/4 sets one of its nodes in
the junction. Then, taking η = 0, the Kirchhoff b.c. are satisfied. The equation
(8) 2L = nTcn(k) n ∈ N
fixes kn(ω) and Φω,n is defined by
Φω,n(x, y) =
(
(−1)nucn(x− L/2n; kn), 0
)
ω ∈ R,
where the factor (−1)n is just a global phase factor which is there to match the
notation used later on. See Fig. 2, top part, for a qualitative plot of the first two
eigenstates. Each plot should be understood in the following way: on the left of
Figure 2. Top: plots of representatives of cn-state Φω,1 (left)
and Φω,2 (right). Bottom: plots of representatives of cn-state Φ
+
ω,1
(left) and Φ−ω,1 (right).
the dashed line we draw the plot of Φω on the head of the graph where x runs
from −L to L; on the right we draw the plot of Φω on the tail of the graph, with
the origin y = 0 identified with L. Notice the residual parity symmetry of the
states Φω,n: the head-component is an odd function w.r.t. to the point x = 0. The
analysis of the behavior in k of the function 2L/Tcn (it is enough to understand
its monotonicity and range) leads to the following facts: Eq. (8) admits solutions
for any n ∈ N if ω < 0; on the contrary, if ω > 0 it admits solutions only for n
such that ω < λn. Moreover we note that for ω < 0 we have k
2
n ∈ (1/2, 1] while
for ω > 0 we have k2n ∈ (0, 1/2). The constraint ω < λn when ω > 0 is related
to the fact that Φω,n bifurcate from the vanishing state in correspondence of the
embedded eigenvalues of the linear Hamiltonian H. If we set ω = λn − ε then as
ε → 0, using known expansion of (7) near k = 0 in (8), we find the asymptotics
kn =
√
2ε/(3λn) +O(ε
3/2) and finally
Φω,n = c
√
ε(−1)nΥn +O(ε3/2).
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Although we have embedded eigenvalues, we recover the typical behavior of a bi-
furcation into a gap: the state Φω,n bifurcates, as ω crosses (in the decreasing
direction) the threshold value λn, from the empty state along the direction of the
eigenvector Υn corresponding to the embedded eigenvalue λn of the linear operator
H.
Next we discuss the case ω = 0. We note that a power expansion in the necessary
existence condition (8) gives
kn(ω)
2 =
1
2
− L
2ω
8n2K(1/
√
2)2
+O(ω2).
In this sense we have that for ω = 0, kn = 1/
√
2 for all n ∈ N, and the solution can
be obtained by setting ω1−2k2 =
4n2K(1/
√
2)2
L2 in the formula for ucn. This gives
(9) ucn,0(x) =
2nK(1/
√
2)
L
cn
(
2nK(1/
√
2)
L
x,
1√
2
)
.
Then we have that for ω = 0 there exists an infinite family of stationary solutions
labeled by n ∈ N and they are explicitly given by
(10) Φ0,n(x, y) =
(
(−1)nucn,0
(
x− L
2n
)
, 0
)
.
We conclude by noticing that the family Φω,n contains an infinite number of sta-
tionary states for any ω ∈ R.
For ω < 0 there can be other solutions of the problem with non-trivial behavior
on the tail, necessarily of the form (ucn(x − a; k), φ(y − b)), where a ∈ [0, Tcn),
b ∈ R and k ∈ (1/√2, 1) are free parameters that must be adjusted to satisfy the
vertex conditions (2) and (3). In fact two further families Φ+ω,n and Φ
−
ω,n with non-
trivial behavior on the tail exist. After a straightforward analysis of the matching
conditions one finds out that b must equal zero and that k must satisfy Eq. (8).
Moreover, shifting the argument in ucn to adjust the phase, one obtains the explicit
solutions
Φ+ω,n(x, y) =
(
(−1)nucn(x− an; kn), φ(y)
)
Φ−ω,n(x, y) =
(
(−1)nucn(x+ an; kn), φ(y)
) ω < 0
where an is the smallest positive solution of√
k2n
2k2n − 1
cn
(√
|ω|
2k2n − 1
an; kn
)
= 1.
See Fig. 2, bottom part, for a qualitative plot of the first eigenstate of each family.
These two families do not exist for ω > 0 since φ would not be defined. The two
families are the new branches of a pitchfork bifurcation from Φω,n at the threshold
of the continuum spectrum ω = 0. As ω → 0−, we have an = L2n +O(ω) and
Φ±ω,n = ±Φ0,n +O(ω),
where Φ0,n are given in (10). Notice that the bifurcation is symmetry breaking be-
cause due to the presence of the tail and the consequent shift, the head-component
of Φ±ω,n lost the above recalled parity symmetry; notice moreover that both Φω,n
and Φ±ω,n have exactly 2n nodes. There are no other cn-stationary states, in par-
ticular there are no cn-stationary states when (8) is not satisfied.
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Now we discuss dn-stationary states. In this case the tail-component has to be
non vanishing since dn functions are separated from zero. So that solutions have
the form (udn(x− a;κ), φ(y − b)), where a ∈ [0, Tdn), b ∈ R, and κ ∈ [0, 1] are free
parameters that again have to be fixed to satisfy the boundary conditions (2) and
(3).
Imposing these matching conditions shows, after some lengthy analysis, that the
parameter a can assume only two values a = 0 and a = Tdn/2. For this reason
we distinguish two families of dn-solutions, both have non-vanishing component on
the tail of the TG when ω < 0. The first family has the following form
(11) Ξω,0,n(x, y) =
(
udn(x;κ0,n), φ(y − b0,n)
)
ω < 0
for n = 1, 2, . . ., and where κ0,n are solutions (arranged in decreasing order) of the
following equation
3κ4
1− κ2 cn
2
(
L
√|ω|√
2− κ2 ;κ
)
×
(
1− cn2
(
L
√|ω|√
2− κ2 ;κ
))
= 1
(12)
and b0,n is determined, up to a sign, by the equation
(13) cosh−2(
√
|ω|b0,n) = u2dn(L;κ0,n)/(2|ω|).
The sign is chosen as the same of u′dn(L;κ0,n). The first b0,n is positive, the following
couple is negative, the next couple is positive and so on. Notice that the sign of b0,n
determines if on the tail there is a decreasing function (negative b0,n) or a function
with a maximum (positive b0,n). See Fig. 3, top part, for a qualitative plot of the
first two eigenstates of the first family. Eq. (12) has a finite number of solutions for
Figure 3. Top: plots of representatives of dn-state Ξω,0,1 (left)
and Ξω,0,2 (right). Bottom: plots of representatives of dn-state
Ξω,1,1 (left) and Ξω,1,2 (right).
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any L
√|ω| and so is the number of solutions Ξω,0,n. Moreover it always admits at
least one solution and for L
√|ω|  1 there is exactly one solution. On the contrary
for L
√|ω| → ∞ the number of solutions is divergent and growing as L√|ω|. The
second family reads:
Ξω,1,n(x, y)
=
(
udn(x− Tdn(κ1,n)/2;κ1,n), φ(y − b1,n)
)
,
(14)
with ω < 0, n = 1, 2, . . ., and where κ1,n are solutions (arranged in decreasing
order) of the following equation
(15)
3κ4 cn2
(
L
√
|ω|√
2−κ2 ;κ
)(
1− cn2
(
L
√
|ω|√
2−κ2 ;κ
))
dn4
(
L
√
|ω|√
2−κ2 ;κ
) = 1
and b1,n is determined, up to a sign, by the equation
(16) cosh−2(
√
|ω|b1,n) = u
2
dn(L− Tdn(κ1,n)/2;κ1,n)
2|ω| .
The sign is chosen as the same of u′dn(L−Tdn(κ1,n)/2;κ1,n), the first b1,n is negative,
the following couple is positive, the next couple is negative and so on (opposite to
b0,n). See Fig. 3, bottom part, for a qualitative plot of the first two eigenstates of the
second family. In both families, the number of oscillations of the head-component
increases with growing n. Also Eq. (12) has a finite number of solutions for any
L
√|ω| and so is the number of solutions Ξω,1,n. For L√|ω| → ∞ it can be shown
that the number of solutions diverges and its number grows as L
√|ω|. On the
contrary for L
√|ω|  1 there are no solutions. Notice that Fig. 3 has to be
understood only on a qualitative level: in general κ0,n 6= κ1,n and b0,n 6= b1,n.
Let us briefly consider the asymptotics of the first dn-state Ξω,0,1 as ω approaches
zero. Using the expansion cn(z, κ) = 1 + O(z2) in Eq. (12), for ω small we get
κ0,1 = 1 +O(|ω|). Then, using the implicit definition (13) of b0,n, one can give for
small ω the asymptotics of the shift
√|ω|b0,1 of the tail:√
|ω|b0,1 =
√
|ω|L+O(|ω| 32 ).
The expansions for κ0,1 and b0,1, together with the explicit definition (11), give
Ξω,0,1 =
√
2|ω|(1, 1) +O(|ω|3/2).
Then we conclude that the state Ξω,0,1 bifurcates from the vanishing state along
the direction of the zero energy resonance Υres of the linear operator H. In this
sense it is the only dn-state with linear analogue.
3. Further remarks and conclusions
We summarize the main features of the aforementioned analysis with the bifurca-
tion diagram in Fig. 4. The branch a) represents the embedded solitons bifurcating
at the eigenvalues λn. The branch b) represents the pitchfork bifurcation of Φ
±
ω
at the threshold of the continuum spectrum. The branch c) represents the edge
soliton Ξω,0,1 bifurcating at the threshold of the continuum spectrum. The dashed
branches d) stand for a couple of higher modes of dn-eigenstates. Although we have
little information about this last family of standing waves, from the analysis of Eqs.
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Figure 4. Bifurcation diagram
(12) and (15), it turns out that, excluding the first one Ξω,1,1, they are generated
in pairs in the following sense. There is a first threshold α∗1, such that Ξω,0,2 and
Ξω,0,3 exists for L
√|ω| > α∗1. Moreover Ξω,0,2 − Ξω,0,3 → 0 as L√|ω| → α∗1 but
‖Ξω,0,2‖ and ‖Ξω,0,3‖ do not converge to 0. The next couple of states exhibits the
same behavior with a different threshold α∗2 and so on. This is true also for the
second family, for the states Ξω,1,n with n ≥ 2, with a second set of thresholds
β∗k . Notice that the picture above is indicative of the bifurcations only, not of the
behavior of ddω ||Φ||2.
We now discuss some perspectives and future developments which can be stimulated
by the above analysis.
3.1. Ground state and stability. In the present paper we do not tackle the
problem of the linear or orbital stability of the standing waves and these subjects
will be discussed elsewhere. We only notice a related fact, as regard the variational
properties of the standing waves. Let M [Ψ] = ‖Ψ‖2 be the mass (or power, in
nonlinear optics terminology) and
E[Ψ] =
1
2
∫ L
−L
|u′|2dx− 1
4
∫ L
−L
|u|4dx
+
1
2
∫ ∞
0
|η′|2dy − 1
4
∫ ∞
0
|η|4dy
be the total energy associated to the state Ψ = (u, η). Define the ground state of
the system as the minimizer, if it exists, of the energy E at fixed mass M .
It has been shown recently (see [7]) that in a large class of networks with Kirch-
hoff boundary conditions at the vertices and sustaining a nonlinear Schro¨dinger
dynamics a ground state does not exist. The TG does not belong to the class of
graphs without ground state. We conjecture that for the TG the ground state exists
and coincides with the first dn-state Ξω,0,1. If this were true a standard and well
known consequence of energy minimization at constant mass would be the orbital
stability of the state.
3.2. Bifurcation conditions and resonances. Another issue arisen by the pre-
vious analysis is the condition under which bifurcations occur, which again seems
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to display unconventional features. Let Σ be any solution of the stationary equa-
tion (5) (included the vanishing solution), and write Ψ = Σ + X + iY where X
and Y are two real functions in the Hilbert space L2. The linearization of the
equation (5) in a neighborhood of Σ is described by the operator Lω(Σ)(X+ iY ) =
L1,ω(Σ)X + iL2,ω(Σ)Y with L1,ω(Σ) = H − ω− 3|Σ|2 and L2,ω(Σ) = H − ω− |Σ|2
with same boundary conditions as H. Here the “potential” |Σ|2 must be under-
stood as follows: let Σ = (u, η) and X = (v, ρ), then |Σ|2X = (|u|2v, |η|2ρ). We
note that whenever Σ is a stationary state one has that zero is an eigenvalue of L2,ω
and Σ is the corresponding eigenvector. A commonly stated necessary condition
for a bifurcation is that L1,ω(Σ) has an eigenvector with zero eigenvalue [15]. This
is certainly correct for the NLS on the whole space, but has to be completed and
generalized to encompass examples such as the present one. The generalization
should include the role of threshold resonances and not only proper eigenvectors of
the linearization.
Consider for example the above pitchfork bifurcation. For n ∈ N, the operator
L1,0(Ψ0,n) has no zero eigenvalues, but a zero energy resonance X resn given by
X resn (x, y) =
(
(−1)nu′cn,0
(
x− L
2n
)
,
(2nK(1/
√
2))2
L2
)
,
where ucn,0 was defined in Eq. (9). Analogously, considering the lower dn-state
Ξω,0,1 one easily recognizes for the linearization that L1,0(0) = L2,0(0) = H, the
original linear Schro¨dinger operator on the tadpole. So both L1,0(0) and L2,0(0)
have the same zero energy resonance as H, and no kernel. Therefore both in
the pitchfork bifurcation and the bifurcation of edge solitons the kernel of the
linearization is not the expected one; instead, in the place of true eigenvectors
appear zero energy resonances, which seem to represent an alternative signature of
an ongoing bifurcation.
3.3. Tadpole in a magnetic field. Now we consider a tadpole in an external
constant magnetic field B which we take orthogonal to the plane of the ring and
acting only on the ring itself. In this case the flux is constant and given by ϕ =
BL2/pi and the component of the vector potential A tangential to the ring is given
by A = ϕ2L . The stationary NLS with a magnetic field for a state Ψ = (v, η) now
becomes
(17)

(
−i d
dx
+A
)2
v − |v|2v = ωv x ∈ [−L,L]
− d
2
dy2
η − |η|2η = ωη y ∈ [0,∞)
v(L) = v(−L) = η(0)
−v′(L) + v′(−L) + η′(0) = 0
with ω ∈ R. Note that Ψ satisfies the same boundary conditions at the vertex
as before, which again assure selfadjointness or equivalently conservation of flux
of particles. As in the linear case (see [9]), an elementary calculation shows that
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posing v(x) = e−iAxu(x) one has that the system (17) is equivalent to
(18)

−u′′ − |u|2u = ωu x ∈ [−L,L]
−η′′ − |η|2η = ωη y ∈ [0,∞)
e−iϕ/2u(L) = eiϕ/2u(−L) = η(0)
−e−iϕ/2u′(L) + eiϕ/2u′(−L) + η′(0) = 0
with ω ∈ R, and where we used AL = ϕ/2. If the flux quantization condition
ϕ = 2npi, n ∈ N, holds true, the boundary conditions in (18) read (−1)nu(L) =
(−1)nu(−L) = η(0) and −(−1)nu′(L)+(−1)nu′(−L)+η′(0) = 0. As a consequence
there is a one-to-one correspondence between the set of standing waves for the
problem without magnetic field and the set of standing waves for the problem with
magnetic field. More precisely, if ϕ = 2npi, (u, η) is a standing wave for B = 0 if
and only if ((−1)ne−iAxu, η) is a standing wave for B 6= 0.
We note that, due to the phase factor in the boundary conditions, the functions
u and η which solve system (18) are not necessarily real. After some analysis one
can show that η can be chosen real and that for real u solutions exist only under
the condition ϕ = 2npi and they are the ones described above.
The situation for genuinely complex solutions is more complicated and it will be
studied in a complete way elsewhere. We just notice that posing u(x) = R(x)eiS(x)
one gets an equation for the “one particle density” R2(x) solved by elliptic functions
and the phase S satisfies S′ = KR2 where K is an integration constant; moreover
a set of boundary conditions hold for the one particle density and phase. Among
those, there is a generalization of the flux quantization condition, which involves
now the phase, S(L) − S(−L) = npi + ϕ. This is a necessary but not sufficient
condition to have standing waves.
So flux quantization or more generally phase quantization suggest that the mag-
netic field acts as a control parameter whose variation can induce sudden and
discrete formation of nonlinear bound states. This poses the interesting problem of
establishing which kind of solutions exist when one approaches the critical quan-
tization values ϕ = 2npi (or more generally ϕ = npi). It is to be noted that in
the linear case the eigenvalues 2npi/L with odd n are turned into resonance curves
parametrized by the flux ϕ (see [9]), and so one would like to know if something
similar to resonant states exists in the nonlinear regime.
Notice that the above considerations apply to more general nonlinearities than
cubic, i.e., every U(1) invariant nonlinearity of the kind N(u) = G(|u|2)u.
3.4. Other couplings at junction. Finally, different coupling at the vertex could
be studied. For example one could consider some physical device which produces a
perturbation at the vertex of attractive or repulsive kind. The easiest way to em-
body this effect is to modify the boundary condition introducing a delta potential
at the vertex, which is modeled by the same continuity condition but has a different
condition on the derivative, i.e., −u′(L)+u′(−L)+η′(0) = αu(L), where α is a real
constant representing the “strength” of the delta potential. It is known that these
boundary conditions result as a limit of a regular potential concentrated at the
vertex when its support shrinks at the vertex itself. As for the case with Kirchhoff
boundary conditions, λn = (npi/L)
2 are embedded eigenvalues with corresponding
eigenfunctions given by Υn, see Eq. (4). This is a direct consequence of the fact
that the additional α term in the boundary conditions is ineffective when there is
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no tail. Analogously, for the nonlinear problem, the cn-type solutions Φω,n, having
vanishing tail, persist as well. If the delta potential strength α is negative (attrac-
tive well in the junction), this generates a simple isolated negative eigenvalue in the
linear problem. By standard bifurcation theory (see [14]), this will give rise to a
new curve of nonlinear bound states related to the corresponding linear eigenvector.
An open problem is the existence and characterization of other bound states and
their relation with the linear problem.
To conclude, the classification of nonlinear bound states for the cubic NLS on
the TG exhibits a variety of behaviors previously unknown for standard NLS with
power nonlinearity on the line with or without inhomogeneities. Moreover when
an external magnetic field is introduced, an analogous scenario displays, when a
quantization condition involving the magnetic flux holds true. This indicates the
possibility of an experimental induction and control of long living states for this
system. The analysis of NLS equation on the simplest topologically non-trivial
structure given by the tadpole graph could suggest that analogous phenomena
could be present and studied in more complex networks.
Acknowledgments
The authors benefitted from discussions with Pavel Exner, Dmitry Pelinovsky
and Uzy Smilansky. D.F. and D.N. acknowledge the support of the FIRB 2012
project, code RBFR12MXPO. C.C. acknowledges the support of the FIR 2013
project, code RBFR13WAET.
References
[1] H. Rose, M. Weinstein, Physica D 30, 207 (1988).
[2] J. Yang, B. A. Malomed, and D. J. Kaup, Phys. Rev. Lett. 83, 1958 (1999).
[3] J. Yang, Nonlinear Waves in Integrable and Nonintegrable Systems (SIAM, 2010).
[4] J. Denschlag et al., Science 287, 97 (2000); S. Gupta, K. W. Murch, K. L. Moore, T. P. Purdy,
and D. M. Stamper-Kurn, Phys. Rev. Lett. 95, 143201 (2005); C. Ryu, M. F. Andersen, P.
Clade´, Vasant Natarajan, K. Helmerson, and W. D. Phillips, Phys. Rev. Lett. bf 99, 260401
(2007).
[5] R. Adami, C. Cacciapuoti, D. Finco, and D. Noja, EPL 100, 10003 (2012); R. Adami,
C. Cacciapuoti, D. Finco, and D. Noja, J. Phys. A 45, 192001 (2012); D. Noja, Phil. Trans.
R. Soc. A 372, 20130002 (2014).
[6] S. Gnutzmann, U. Smilansky, and S. Derevyanko, Phys. Rev. A 83, 033831 (2011).
[7] R. Adami, E. Serra, and P. Tilli, arXiv:1406.4036 (2014).
[8] V. Kostrykin, R. Schrader, J. Phys. A 32, 595 (1999).
[9] P. Exner, Found. Phys. 27(2), 171 (1997).
[10] G. Berkolaiko, P. Kuchment, Introduction to quantum graphs (American Math. Society,
2013).
[11] L. D. Carr, C. W. Clark, and W. P. Reinhardt, Phys. Rev. A 62, 063611 (2000).
[12] J. Smyrnakis, M. Magiropoulos, G. M. Kavoulakis, and A. D. Jackson, Phys. Rev. A 82,
023604 (2010).
[13] F. W. J. Olver, D. W. Lozier, R. F. Boisvert, and C. W. Clark (eds.), NIST Handbook of
Mathematical Functions (Cambridge University Press, New York, 2010).
[14] D. Pelinovsky, Localization in Periodic Potentials, (Cambridge University Press, 2012)
[15] J. Yang, Stud. Appl. Math. 129, 133 (2012).
E-mail address: claudio.cacciapuoti@uninsubria.it
TOPOLOGY INDUCED BIFURCATIONS FOR THE NLS ON THE TADPOLE GRAPH 13
Dipartimento di Scienza e Alta Tecnologia, Universita` dell’Insubria, Via Valleggio
11, 22100 Como, Italy, EU
E-mail address: d.finco@uninettunouniversity.net
Facolta` di Ingegneria, Universita` Telematica Internazionale Uninettuno, Corso Vit-
torio Emanuele II 39, 00186 Roma, Italy, EU
E-mail address: diego.noja@unimib.it
Dipartimento di Matematica e Applicazioni, Universita` di Milano Bicocca, via R.
Cozzi 53, 20125 Milano, Italy, EU
