There is an increasing gap between fast growth of data and limited human ability to comprehend data. Consequently, there has been a growing demand of data management tools that can bridge this gap and help the user retrieve highvalue content from data more e↵ectively. In this work, we aim to build interactive data exploration as a new database service, using an approach called "explore-by-example". In particular, we cast the explore-by-example problem in a principled "active learning" framework, and bring the properties of important classes of database queries to bear on the design of new algorithms and optimizations for active learning-based database exploration. These new techniques allow the database system to overcome a fundamental limitation of traditional active learning, i.e., the slow convergence problem. Evaluation results using real-world datasets and user interest patterns show that our new system significantly outperforms state-of-the-art active learning techniques and data exploration systems in accuracy while achieving desired e ciency for interactive performance.
INTRODUCTION
Today data is being generated at an unprecedented rate. However, the human ability to comprehend data remains as limited as before. Consequently, there has been a growing demand of data management tools that can bridge the gap between the data growth and limited human ability, and help retrieve high-value content from data more e↵ectively.
To respond to such needs, we build a new database service for interactive exploration in a framework called "explore-byexample" [12, 13] . In this framework, the database content is considered as a set of tuples, and the user is interested in some of them but not all. In the data exploration process, the system allows the user to interactively label tuples as "interesting" or "not interesting", so that it can construct an increasingly-more-accurate model of the user interest. Eventually, the model is turned into a user interest query 1 that will retrieve all relevant tuples from the database.
In this work, we consider several target applications. First, when a scientist comes to explore a large sky survey database such as SDSS [39] , she may not be able to express her data interest precisely. Instead, she may prefer to navigate through a region of the sky, see a few examples of sky objects, provide yes or no feedback, and ask the system to find all other (potentially many more) relevant sky objects from the database. Second, consider many web applications backed by a large database, such as E-commerce websites and housing websites, which provide a simple search interface but leave the job of filtering through a long list of returned objects to the user. The new database service in the explore-by-example framework will provide these applications with a new way to interact with the user and, more importantly, help the user filter through numerous objects more e ciently.
Our approach to building an explore-by-example system is to cast it in an "active learning" framework: We treat the modeling of the user interest as a classification problem where all the user labeled examples thus far are used to train a classification model. Then active learning [5, 36, 41] decides how to choose a new example, from the unlabeled database, for the user to label next so that the system can learn the user interest e ciently. The active learning based explore-by-example approach o↵ers potential benefits over alternative methods such as faceted search [26, 34, 35] and semantic windows [25] for several reasons.
First, the user interest may include varying degrees of complexity, or the user does not have prior knowledge about the complexity and hence expects the system to learn a model as complex as necessary for her interest. More specifically, if the user knows the relevant attributes and just wants to set the appropriate value for each attribute, an interactive GUI or faceted search [26, 34, 35] may be su cient. However, the user interest may involve more complex constraints, e.g., "(
2 < c", and "x +2.5 ⇤ log 10 (y) < 23.3" from the SDSS example query set [38] , or "length⇤width > c" as seen in our car database. If the user knows the function shape and constants in advance, some of the above examples (e.g., the ellipse pattern) can be supported by semantic windows [25] as pre-defined patterns. However, if the user does not have such prior knowledge, explore-by-example may work regardless of how complex the predicates are, and which functions and constants are used in the predicates. Second, increased dimensionality makes it harder for semantic windows to scale. For example, when the interest of the SDSS user involves both the ellipse and log patterns above, it will be more di cult for both the system and the user to handle multiple patterns for data exploration (even if such patterns can be predefined). In contrast, as the dimensionality increases, explore-by-example can keep the same user interface for data exploration and handles increased complexity via its learning algorithm "behind the scenes".
While prior work on explore-by-example has used active learning [13] , a main issue is the large number of labeled examples needed to achieve high accuracy. For example, 300-500 labeled examples are needed to reach 80% accuracy [13] , which is undesirable in many applications. This problem, referred to as slow convergence, is exacerbated when the user interest covers only a small fraction of the database (i.e., low selectivity) or the number of the attributes chosen for exploration is large (i.e., high dimensionality).
In this work, we take a new approach to active learningbased database exploration. Instead of improving active learning in isolation from the database, we treat it as an internal module of the database system and ask the question:
what query and data properties from the database can we leverage to address the slow convergence problem? Based on the common properties that we observed in query traces from the Sloan Digital Sky Survey [38] and a car database (described more in Section 6), we can indeed design new techniques that overcome or alleviate the slow convergence problem. Some of the key query properties include:
Subspatial Convexity: Consider the database attributes as dimensions of a data space D and map the tuples to the space based on the values of their attributes. Then all the tuples that match the user interest form the positive region in D; others form the negative region. We observe that in some lower-dimensional subspaces of D, the projected positive or negative region is a convex object. For example, the SDSS query trace [38] includes 116 predicates, among which 107 predicates define a convex positive region in the subspace formed by the attributes used in the predicate, and 3 predicates define a convex negative region in their subspaces. For the car database, the 70 predicates defined on numerical attributes all form a convex positive region. Figure 2 shows a range of predicates from these two databases and their positive and negative regions.
Conjunctivity: Conjunctive queries are a major class of database queries that have been used in numerous applications. For data exploration, we are interested in the "conjunctive" property of the set of predicates that characterize the user interest. Among 45 queries provided by SDSS [38] , 40 queries are conjunctive queries. For the car database, all user queries use the conjunctive property.
In this paper, we bring the subspatial convexity and conjunctive properties of database queries, treated as true (yet unknown) user interest queries, to bear on the design of new algorithms and optimizations for active learning-based database exploration. These techniques allow the database system to overcome a fundamental limitation of traditional active learning, i.e., the slow convergence problem when data exploration is performed with high dimensionality and low selectivity of the user interest query. More specifically, our paper makes the following contributions.
1. Dual-Space Model (Section 3): By leveraging the subspatial convex property, we propose a new "dual-space model" (dsm) that builds not only a classification model, FV , from labeled examples, but also a polytope model of the data space, FD. On one hand, active learning theory improves FV by choosing the next example that enables reduction of the version space V (the space of all classification models consistent with labeled data). On the other hand, our polytope model o↵ers a more direct description of the data space D including the areas known to be positive, areas known to be negative, and areas with unknown labels. We use both models to predict unlabeled examples and choose the best example to label next. In addition, dsm allows us to prove exact and approximate lower bounds on the model accuracy in terms of F1-score. While active learning theory o↵ers provable bounds on classification errors [7, 14, [18] [19] [20] , it treats positive and negative classes equally. Given the low selectivity of user interest queries, e.g., 1%, a classifier that assigns all tuples to the negative class has a low error rate of 1%, but fails to return any relevant tuples. Hence, we choose to bound F1-score as it emphasizes accuracy for the positive class, i.e., the relevant tuples returned to the user.
2. High-dimensional Exploration: When the user interest involves a large number of attributes, we employ two approaches to reducing dimensionality in data exploration.
(a) Factorization (Section 4): By leveraging the conjunctive and subspatial convexity properties of user interest queries, we factorize a high-dimensional data space into lowdimensional subspaces, in some of which the projections of user positive or negative regions are convex. Our dual-space model with factorization, dsmF , runs the polytope model in each subspace where the convex property holds. We formally define the class of queries that dsmF supports, the decision function it utilizes, and prove that it achieves a better lower bound of F1-score than dsm without factorization.
(b) Online feature selection (Section 5): The user may start exploration with more attributes than those needed in the final model. To remove irrelevant attributes, we propose an online feature selection method that adaptively selects the top-k relevant attributes and leverages the convex property (if present) for optimization.
3. Evaluation (Section 6): We evaluated our system using two real datasets. The SDSS dataset [39] includes 190M tuples, for which the user interests are selective and their decision boundaries present varied complexity for detection. Without knowing these queries in advance, dsmF can achieve F1-score of 95% within 10 labeled examples if the decision boundary B falls in a sparse region, and otherwise requires up to 100 labeled examples for 2D queries and 160-240 examples for 4D-6D queries while maintaining per-iteration time within 1-2 seconds. For these queries, our results show that dsmF significantly outperforms learning methods including Active Learning (AL) [5, 15] and Active Search [16] , as well as recent explore-by-example systems, Aide [12, 13] and LifeJoin [9] .
Our user study using a 5622-tuple car database validates the subspatial convex property and the conjunctive property of user interest queries. It also shows the benefits of dsmF (a median of 10 labeled examples to reach high accuracy) over manual exploration (where the user wrote 12 queries and reviewed 98 tuples as the median), as well as over AL, even in the presence of noisy user labels.
BACKGROUND
In this section, we review our design of an explore-byexample system and present background on active learning.
System Overview
Our data exploration system is depicted in Figure 1 . The main concepts and modules are described as follows.
Data space. When a user comes to explore a database, she is presented with the database schema for browsing. Based on her best understanding of the (implicit) exploration goal, she may choose a set of attributes, {Ai}, i = 1, . . . , d, from a table for consideration. These attributes form a superset of the relevant attributes that will eventually be discovered by the system. Let us consider the projection of the underlying table to {Ai}, and pivot the projected table such that each Ai becomes a dimension and the projected tuples are mapped to points in this d-dimensional spacethe resulting space is called a data space where the user exploration will take place.
Initial examples. To bootstrap data exploration, the user is asked to give a positive example and a negative example. If she does not have such examples, the system can run initial sampling [12, 29] over the data space to help her find such examples. Since the initial sampling problem has been studied before, our work in this paper focuses on data exploration after such initial examples are identified.
Iterative learning and exploration. The iterative exploration starts with a given positive example set and a negative example set, which form the labeled dataset. In each iteration, the labeled dataset is used to train a user interest model, which is fast due to the small size of training data. Before the model reaches convergence or a user-specified accuracy level, it is used next to explore the data space and retrieve a new example for display. In the next iteration, the user labels this example as positive or negative -such feedback can be collected explicitly through a graphical interface [11] , or implicitly based on the user behavior.
2 The newly labeled example is added to the labeled dataset, and the above process repeats.
Convergence and final retrieval. At each iteration, our system assesses the current model to decide whether more iterations are needed. The process is terminated when the model accuracy has reached a user-defined threshold. At this point, the model for the positive class is translated to a query which will retrieve from the database all the tuples classified as relevant. To provide better interpretability, our system can visualize the final (nonparametric) model and fit a corresponding parametric model, the form of which can be suggested by the user after seeing the visualization.
Active Learning for Data Exploration
The problem of dynamically seeking the next example for labeling from a large database of unlabeled tuples is closely related to active learning. The recent results on active learning are surveyed in [36] . Below, we summarize those results relevant to our work.
Pool-Based Sampling. Many real-world problems fit the following scenario: there is a small set of labeled data L and a large pool of unlabeled data U available. In active learning, an example is chosen from the pool in a greedy fashion, 2 Methods for collecting user feedback are in the purview of humancomputer interaction and are beyond the scope of this paper. according to a utility measure used to evaluate all instances in the pool (or, if U is large, a subsample thereof). In our setting of database exploration, the labeled data L is what the user has provided thus far. The pool U is a subsample of size m of the unlabeled part of the database. The utility measure depends on the classifier in use, as discussed below.
Classification Model. Previous explore-by-example systems [12, 13] used decision trees to build a classification model. It works well if the user interest pattern is a hyperrectangle in the data space, whereas real-world applications may use more complex predicates. To support higher complexity, our system uses more powerful classifiers such as Support Vector Machines (SVM) or Gradient Boosting. The new techniques proposed in our work do not depend on the specific classifier; they can work with most existing classifiers. But the implementation of active learning does depend on the classifier in use. For ease of composition, in this paper we use SVM as an example classifier.
Uncertainty Sampling and Version Space Search. A common form of utility measure over the unlabeled pool U characterizes the degree of uncertainty that the current model experiences for classifying each data example in U. Under uncertainty sampling, the example that leads to the highest degree of uncertainty in classification is chosen as the example for labeling. If the classifier is SVM-based, the uncertainty can be measured by the distance of each example from the decision boundary of the current SVM [5, 15] . A formal description of uncertainty sampling is through the notion of version space, which is the space of all configurations of the classification model consistent with labeled data. Uncertainty sampling is a (rough) approximation of an optimal algorithm that bisects the version space with each selected example [41] . For the above reason, we call active learning algorithms version space-based because they are designed to reduce the version space.
DUAL-SPACE MODEL
For interactive data exploration, active learning algorithms often require a large number of user-labeled examples to reach high accuracy, known as the slow convergence problem. One reason for slow convergence is the limitation of uncertainty sampling itself: it may exert a lot of e↵ort searching in sparse, noisy, or irrelevant regions of the input space [36] .
With the goal to provide a service for database exploration, our work takes a new, a database centric approach to tackle the slow convergence problem. We observe from existing query traces that in some lower-dimensional subspaces, the projected positive or negative region of user interest query is often a convex object. In this section, we utilize such subspatial convexity and introduce a dual-space (data and example predicates version space) model, which enables improved accuracy and provable lower bounds on the model accuracy. We begin with the simple case that the convex property holds for the query over the entire data space D, without factorization, and defer the extension to subspaces to Section 4. We call this class of queries "convex pattern queries", denoted as Figure 2 gives examples in both classes.
A Polytope Model in Data Space
The key idea behind our data space model is that at each iteration we use all available labeled examples to build a partitioning of the data space. It divides the data space into the positive region (any point inside which is known to be positive), the negative region (any point inside which is known to be negative) and the uncertain region. As more examples are labeled, we have more knowledge about the uncertain region, so part of it will be converted to either the positive or the negative region in later iterations. Eventually, with enough training data, the uncertain region becomes empty, and the positive region converges to the query region.
For simplicity, we begin with queries whose positive region is convex (Q + c ). When the query region Q is convex, any point on the line segment between two points x1 2 Q and x2 2 Q is also in Q. Then we have the following definition. It is known that the convex hull of a finite number of points is a convex polytope [17] . For example, the green triangle in Fig. 3(a) and the green tetragon in Fig. 3(b) are the positive regions formed by three and four positive examples, respectively, which are an approximation of the query region marked by the green ellipse. We can prove the following property of the positive region for convex queries, assuming that user labels are consistent with her interest: All proofs in this paper are left to Appendix A of our technical report [22] due to space constraints. , but the ray that starts from x 2 R i and passes through e i will overlap with R
Given n negative examples, the negative region R is the union of the negative region for each negative example, i.e., R = [
From the definition, we know that R i is a convex cone generated by the conical combination of the vectors from the positive examples to the given negative example, i.e., ! e + j e i (j = 1, . . . , n + ). The red triangle in Fig. 3 (a) depicts such a convex cone. However, the union of R i , i = 1, 2, . . . is non-convex. For example, the union of the five red polygons in Fig. 3(b) is non-convex. Given more labeled examples, the result of the union will be more accurate for approximating the true negative region, which is outside the ellipse. We prove the following property of the negative region:
Proposition 3.2 All points in the negative region R are negative. 
Formally, the polytope model makes a decision about an example x based on the following decision function, which takes values in { 1, 0, 1} corresponding to R , R u , and R + defined above:
Our work also supports the case that the negative region of the query is convex (Q c ). We can simply switch the above definitions such that we build a convex polytope for the negative region, and a union of convex cones for the positive region, one for each positive example. We also o↵er a test at the beginning of the data exploration process to choose between two polytope models, Q 2 Q + c or Q 2 Q c . The details are deferred to Section 4 where we o↵er a test procedure for all the assumptions made in the work.
Three-Set Metric. Our goal is not only to provide a new data space model, as described above, but also to design a new learning algorithm that enables a provable bound on the model accuracy. As stated before, our accuracy measure is F1-score. Formally, F1-score is evaluated on a test set Dtest = {(xi, yi)}, where xi denotes a database object and yi denotes its label according to the classification model. Then F1-score is defined as:
where precision is the fraction of points returned from Dtest by the model that are positive, and recall is the fraction of positive points in Dtest that are returned by the model. However, capturing F1-score in our data exploration procedure is di cult because we do not have such a labeled test set, Dtest, available. We cannot a↵ord to ask the user to label more to produce one since the user labor is an important concern. To bound the F1-score with limited labeled data, our idea is to run our polytope model, FD : R d ! { 1, 0, 1}, on an evaluation set. We define the evaluation set D eval as the projection of Dtest without labels yi's. Then for each data point in D eval , depending on which region it falls into, D eval can be partitioned into three sets accordingly, denoted as D + , D and D u . We can compute a metric from the number of data points in the three sets, as follows.
, and |S| means the size of set S. At a specific iteration of exploration, the three-set metric is defined to be
We will prove shortly that this metric is a lower bound of F1-score evaluated on Dtest. As more labeled examples are provided, data points will be moved from D u to either D + or D . Eventually, with enough training data the uncertain set shrinks to an empty set and the Three-Set Metric rises to 100%, reaching convergence.
Dual-Space Model and Algorithm
We now propose a new algorithm for interactive data exploration by exploiting models from two spaces, including our data space model FD with the Three-Set Metric, and a classification model FV with uncertainty sampling derived from the version space.
We first define the dual-space model (dsm) by considering two functionalities of a model for data exploration.
(1) Prediction: Given an unlabeled example, dsm predicts the class label first based on the data space model FD. If the example falls in the positive region R + , it is predicted to be positive; if it falls in the negative region R , it is predicted to be negative. If the example falls in the unknown region R u , then the classification model FV is used to predict the example to be positive or negative.
(2) Sampling: In the active learning framework, the model is also used to guide the choice of the next example for labeling such that the new label can lead to significant improvement of the model accuracy. As discussed in Section 2, active learning uses an uncertainty sampling method, SV , for a given classification model to choose the next example. However, directly application of uncertainty sampling to our dual-space model raises a problem: the example chosen by SV may fall in the known positive or negative region of our data space model FD, hence wasting computing resources on such examples. In our work, we propose an uncertainty sampling method that is restricted to the unknown region of our data space model, denoted as SD. However, if we sample only from the unknown region of our data space model, we may not get a representative sample to train the classifier. Therefore, we use a sampling ratio, , to alternate between the sampling methods, SD and SV . For instance, when = 1/3, in each iteration we use SD with probability 1/3 and use SV otherwise. Now we present the full algorithm for interactive data exploration, as shown in Algorithm 1. The input is the database D, a positive example x + , a negative example x , a user-defined accuracy threshold , and the sampling ratio . First, we extract an evaluation dataset D eval from the database D (line 1). For now, let us assume D eval to be D. Then we initialize data structures, setting the unknown partition of the evaluation dataset to be D eval . The algorithm next goes through iterative exploration.
Lines 8-14 update our dsm model. The data space model, R + and R , is updated with the newly labeled example(s) by the user (lines 8-9). This step incrementally updates our convex polytope for R + and the union of convex polytopes for R based on computational geometry [3] . Afterwards, the corresponding partitions of D eval are incrementally updated (line 10). In this step, some examples are removed from the unknown partition D u and placed to the positive partition D + or the negative partition D . The accuracy is then estimated using the Three-Set Metric. We also keep track of the labeled and unlabeled examples using D labeled and D unlabeled . We use the labeled examples to train a classifier, that is, the version space model in our dsm.
Then lines 15-28 implement uncertainty sampling using dsm. With probability , we perform uncertainty sampling from a pool that is restricted to the unknown partition of the evaluation set, D u . Then the example chosen by uncertainty sampling is labeled by the user. With probability 1 , we perform uncertainty sampling from a pool that is a subsample of all unlabeled examples in the database. Then the example chosen by uncertainty sampling is first run through our data space model, (R + , R ), to see if it falls in the positive or negative region and hence can be labeled directly by the model. Otherwise, it will be labeled by the user.
Then the algorithm proceeds to the next iteration. It repeats until it has met the user accuracy requirement based on the lower bound o↵ered by our Three-Set Metric, or reached the maximum of iterations allowed (line 29). Finally, we run the dsm model over the database to retrieve all tuples predicated to be positive. For the subsample procedures used in the algorithm, we defer their details to Section 3.4.
Lower Bounds of F1-score
Given how the dsm algorithm works, we now present formal results on the model accuracy achieved by dsm.
Exact Lower Bound. We begin with an exact lower bound of our accuracy measure, the F1-score. The lower bound of dsm has several features. First, it is an exact lower bound throughout the exploration process for any evaluation set D eval . Second, the metric is monotonic
Algorithm 1 Dual-Space Algorithm for Convex Queries
Input: database D, a positive example x + , a negative example x , accuracy threshold , sampling ratio
7: repeat // building the Dual-Space model:
8:
for x 2 D labeled by user do 9:
10:
11:
12:
13:
classif ier trainClassifier(D labeled ) // uncertainty sampling:
15:
D labeled by user ;, D labeled by dsm ;
16:
18:
19:
20:
22:
x getNextToLabel(pool, classif ier)
23
:
24:
D labeled by dsm (x, 1)
25:
else if x 2 R then 26:
27:
else 28:
in the sense that points in the uncertain region D u can be moved to the positive or negative region later, but not vice versa, and the metric goes to 1 when D u = ;. If the metric is above the desired accuracy threshold at some iteration, it is guaranteed to be greater than the threshold in later iterations, so we can safely stop the exploration.
Approximate Lower Bound. When D eval is too large, we employ a sampling method to reduce the time to evaluate the Three-Set Metric. Let p and q be the true proportions of the positive and negative examples in D eval , i.e., p = |D + |/|D eval | and q = |D |/|D eval |. Then the Three-Set
. Letp andq be the observed proportions of the positive and negative examples in a random draw of n examples from D eval , and let Xn =p 1 q . Our goal is to find the smallest sample size n such that the error of the estimation Xn from the exact Three-Set Metric is less than with probability no less than . That is, Pr(|Xn b| < ) . The following theorem helps us find the lower bound of n.
where is the cumulative distribution function of the standard Normal distribution.
With the theorem, we can approximate the sample size by
, it is su cient for n to satisfy 2 (2 p n ) 1 and therefore n 1 +1 2 2 /(4 2 ).
Optimization of Sampling Methods
Sampling for creating the evaluation set (OPT1). In line 1 of Algorithm 1, we construct an evaluation set D eval to develop a lower bound of the dsm model. Ideally, we want D eval to be as large as the entire database D. For e ciency, we can only a↵ord to have a memory-resident sample. The analysis in Theorem 3.2 indicates that we can choose a sample of size n from the database, and achieve an approximate lower bound of the F1-score of our dsm algorithm when evaluated on the database. The sample, denoted asD eval , will expedite line 10 of Algorithm 1. For example, the SDSS database used in our experiments contains 190 million tuples. Denote the true lower bound as b, when n = 50k, our approximate lower boundb approximates b by ✏  .005 with probability 0.975 or higher. When n = 1.9 million,b approximates b by ✏  .001 with probability 0.994 or higher.
Sampling for pool-based active learning (OPT2). Algorithm 1 contains two subsample procedures for poolbased uncertainty sampling, that is, choosing the most uncertain example from the pool for labeling next. The subsample routine in line 17 creates a pool of unlabeled examples from the uncertain partition of the evaluation set, D u , which is memory-resident. This can be implemented using reservoir sampling. The subsample routine in line 21, however, creates a pool, from the unlabeled portion of the entire database, which is large and not materialized. Our work o↵ers a sampling-based optimization to avoid scanning the unlabeled database in each iteration. Due to space constraints the interested reader is referred to [22] for details.
FACTORIZATION
Although dsm can reduce user labeling e↵ort and o↵er better accuracy than traditional active learning, increased dimensionality will make the volume of its uncertain region grow fast and degrade its performance. To handle this issue, we leverage the property of conjunctive queries to factorize a high-dimensional data space into a set of lowdimensional spaces. By running the polytope model in each low-dimensional space, we can "simulate" dsm in the highdimensional space with improved performance. This extension, denoted as dsmF , may require user labels of examples in some subspaces: If the user label is positive for an example, the label in each subspace is inferred to be positive. However, if the user label is negative for an example, she will be asked to specify the subset of attributes (and the subspaces thereof) that lead to the negative label. Since the user has gone through thinking when deciding the label, specifying a subset of attributes that lead to the negative label can be facilitated via a graphical interface such as in [11] .
Factorization for dsc queries. Formally, factorization concerns a user interest query Q defined on an attribute set A of size d, and can be written in the conjunctive form, Q1^. . .^Qm. Each Qi, i 2 [1 . . . m], uses a subset of attributes Ai = {Ai1, · · · , A id i }. The family of attribute sets, A = (A1, · · · , Am), is pairwise disjoint with d = P m i=1 di, and is called the factorization structure.
In practice, we can derive the factorization structure from available data in a database. It is a partitioning of the database attributes with two properties: 1) Each attribute te sets, A = nsion is d = , the positive ition 3.1 and ples labeled ns in the I th plies that its er, a negative at least one ative for QI , the example's the query Q es:
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are positive on process.
egative region. case of convex R ✓ R f . Proposition 4.2 All points in the negative region R f are negative and R ✓ R f at each iteration of the data exploration process.
PROOF. If a point x = (x1, · · · , xm) 2 R f , then there exists some subspace spanned by attributes AI such that xI 2 R I . Since all points in R I are negative for QI based on proposition 3.2, and the target query Q is in a conjunctive form, x is negative for Q.
To prove R ✓ R f , it is sufficient to prove that every arbitrary convex cone that R is built upon, is contained by R f . Let e be the apex of a convex cone R e in Definition 3.2. Since e is negative for Q, there exists I such that its factorization vector e I is negative for QI . Let I (R e ) be the projection of the cone R e onto the subspace spanned by AI . Then for a point x 2 R e , xI 2 I (R e ).
Now define the convex cone construction in the subspace spanned by AI with e I as apex as
We will now show that I (R e ) ✓ R e I .
We have
Since xI 2 I (R e ) and I (R e ) is a negative convex cone, xI e I \ R + I = ; is true. On the other hand, since
. This shows
Therefore xI 2 I (R e ) ✓ R e I ✓ R I , and x 2 R f . Finally, R e ✓ R f for any e , and hence R ✓ R f . Proposition 4.3 Factorized DSM improves the Three-Set Metric, the lower bound of the model accuracy in F1-score.
and negative regions of QI can be defined as in Definition 3.1 and 3.2, but based on the "positive" and "negative" examples labeled for QI . We denote these positive and negative regions in the I th subspace as R + I and R I , respectively. We note that a positive example with respect to Q implies that its projection in every I th subspace satisfies Qi. However, a negative example with respect to Q implies that there exists at least one subspace, I, where the example's projection is negative for QI , while there may still other subspaces, I 6 = I, where the example's projection satisfies QI .
Next we build the positive and negative regions of the query Q from the positive and negative regions in the subspaces:
where each R + I (or R I ) is interpreted equally as a geometric object or the set of all possible points enclosed in the object, ⇥ represents the Cartesian product between two sets, and R c represents the complement of set R. Therefore, the uncertain region of Q is
Finally, denote the entire dataset as D and the evaluation set as Deval. The definitions of positive, negative, and uncertain partitions of Deval are the same as in Definition 3.4 with the three regions replaced by R + f , R f , and R u f . Formal results on factorization. When the true query is conjunctive, taking advantage of the factorization property of the data space proves to be effective for enlarging the positive and negative regions known to the DSM algorithm and hence reducing the uncertain region. Formally, we have the following results. and R ✓ R f at each iteration of the data exploration process.
PROOF
there exists I such that its factorization vector e I is negative for QI . Let I (R e ) be the projection of the cone R e onto the subspace spanned by AI . Then for a point x 2 R e , xI 2 I (R e ).
Since xI 2 I (R e ) and I (R e ) is a negative convex cone, xI e I \ R + I = ; is true. On the other hand, since I (R +
of the factorization property of the data space proves to be effective for enlarging the positive and negative regions known to the DSM algorithm and hence reducing the uncertain region. Formally, we have the following results. 6 [As mentioned before, each QI can also be convex in the negative region. However, in the interest space our discussion focuses on the case of convex positive regions.]
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Therefore xI 2 I (R e ) ✓ R e I ✓ R I , and x R e ✓ R f for any e , and hence R ✓ R f . can appear in only one partition. 2) If several attributes may be used in the same predicate (e.g., the positional attributes rowc-colc, or the velocity attributes rowv-colv from SDSS), they must be assigned to the same partition. If a query trace is available to show how attributes are used in predicates, e.g., individually or in a pair, we can run a simple algorithm over the query trace: Initially assign each attribute to its own partition. As the query trace is scanned, two partitions are merged if a predicate uses attributes from the two partitions. At the end, all the remaining partitions become the factorization structure A.
Even if a query trace is not available, it is not unreasonable to assume that by working with domain experts, it is possible to extract a reasonable factorization structure that reflects how attributes are used based on their semantics, e.g., the velocity attributes rowv-colv are often used in the same predicate.
dsc Queries. We next define a class of user interest queries that dsmF supports with benefits over active learning: that is, 8i = 1, . . . , m, either the positive region in the i th subspace, defined as {xi 2 R |A i | |Qi(xi) > 0}, is convex (in the Q + c class), or the negative region, {xi 2 R |A i | |Qi(xi) < 0} is convex (in Q c ). We call such queries Decomposable Subspatial Convex (dsc) queries.
dsc allows us to combine a subspace whose positive region is convex with another subspace whose negative region is convex. However, the global query is not necessarily convex in either the positive or negative region. Fig. 4(a) shows an example query, Q = x 2 + y 2 > 0.2 2^4 80 < z < 885, which combines the ellipse pattern in Fig. 2(d) , whose negative region is convex, with the line pattern in Fig. 2(a) , whose positive region is convex. In the 3D space, the negative region (marked in red) is the union of the red cylinder in the middle of the figure and the red rectangles above and below the cylinder, while the positive region (marked in green) is the complement of it. Neither of the positive nor the negative region of Q is convex although it belongs to dsc.
p-dsc Queries. We also support a superset of dsc queries, where the convex assumption holds only in some subspaces. We call this generalization partial factorization or p-dsc.
As a special case, if none of the subspaces permits the convexity property, we call such queries Zero dsc or 0-dsc.
Polytope model with factorization and DSMF . Given the factorization structure, the polytope model runs in each subspace where the subspatial convexity is deemed true. First, in the i th subspace defined by Ai, Qi's positive and negative regions, denoted as R + i and R i , are built according to Definition 3.1 and 3.2, but based on the "positive" and "negative" labels of projected examples for Qi, as described above. Then we build the positive and negative regions of Q from the positive and negative regions in the subspaces via the conjunctive property:
where ⇥ denotes the Cartesian product between two sets, and R c denotes the complement of set R. Then the uncertain region of Q is,
Next we formally define the decision function for the polytope model with factorization. In each subspace defined on Ai, let F A i : R |A i | ! { 1, 0, 1} be the decision function that divides the subspace into three disjoint regions corresponding to the negative, unknown, and positive regions, respectively. As in (Eq. 1),
For p-dsc queries, if the subspatial convexity is deemed not true in a subspace, the value of its decision function is a constant zero. The global decision function for the polytope model with factorization over the entire data space is then
where x = (x1, . . . , x d ), and xi denotes the projection of x on the i th subspace defined by Ai. Finally, consider the dual-space model. Let dsmF be dsm in §3.2 with the polytope data space model FD replaced by the polytope model with factorization FD f . Then the dual-space decision function of dsmF , H :
, is:
where FV is the classification model. H is our final prediction model returned to approximate the user interest query. For 0-dsc queries, dsmF simply runs traditional active learning. Illustration. Before presenting the formal results, we illustrate the intuition that factorization allows us to construct the positive and negative regions (R + f , R f ) as supersets of (R + , R ), hence reducing the unknown region and o↵er-ing better accuracy. Fig. 4(b) shows four positive points A, B, C, D when the 3D space (x-y-z) is factorized into two subspaces (x-y) and (z). It depicts the positive region R + as the pyramid shaded in grey and marked by the green lines. When we factorize R + into (x-y) and (z) planes, we have R + xy as a triangle marked ABC and R + z as a line segment projected onto z. Then we construct R + f from the triangle and the line segment based on Eq. 2, we obtain a prism marked by the blue lines, which is much bigger than R + . Fig. 4(c) shows a negative point e and the negative region constructed for it. R is a convex cone shaded in grey and bounded by the solid purple rays emitting from e . When e is projected onto (x-y), it is negative and defines a convex cone R xy marked by the two solid red lines in the (x-y) plane. When e is projected onto z, it lies in the positive region. According to Eq. 2, the new negative region R f extends the convex cone R xy by all possible values of z, resulting in a geometric shape enclosed by the three solid red lines in the figure. Again, the new R f is much larger than R .
Formal results. For both dsc and p-dsc queries, we o↵er formal results of the polytope model with factorization. 
are a superset of (R + , R ) that the original dsm o↵ers. Hence, the lower bound of F1-score built from (R + f , R f ) is higher than that from (R + , R ) based on Def. 3.4. Testing assumptions of dsmF . Factorization replies on two assumptions, which our system will test when a user is performing data exploration online. The first assumption is that we have a correct factorization structure, A = (A1, · · · , Am), for a database derived from its query trace or schema. The second assumption is that user interests take the form a conjunctive query (CQ). In fact, our system o↵ers a simple extension of dsm to handle categorical attributes, which is left to [22] in the interest of space. With this extension, the class of user interest queries is an extended class of conjunctive queries, in the form of P1^P2^. . ., such that either Pi is an individual predicate, or Pi is defined on a categorical attribute A and can take the disjunctive form, (A = 1) _(A = 2) _ ... Test Procedure. When either the factorization structure or the CQ assumption is wrong, we start to see conflicting examples in a polytope model for a specific subspace, i.e., a positive example labeled by the user appears in the negative region or vice versa. Based on this, our system uses the following procedure to test online both assumptions behind dsmF . At the beginning of data exploration, we build two polytope models for each subspace, one under the assumption that the positive region is convex, Q + c , the other under the assumption that the negative region is convex, Q c . Over iterations, we count the number of conflicting examples of these two polytope models, and use a threshold, T , to turn o↵ a polytope model if its count exceeds T . If both polytope models remain active in a given iteration, the one with the smaller count will be used; in the case of a tie, the model for Q + c will be used as more query patterns belong to this class. When both polytope models for a subspace are turned o↵, we use partial factorization until they are turned o↵ for all subspaces, when we resort to the classifier. The test procedure also allows dsmF to handle noisy user labeling by adjusting the threshold T , the number of conflicting examples that can be tolerated by each polytope model.
ONLINE FEATURE SELECTION
The user exploration task may start with more attributes than those included in the final learned model (user interest query). The attributes that are not included in the final model are noise in data exploration and cause slow convergence of the model. To remove such noisy attributes, we employ both o✏ine dimensionality reduction on the database and online feature selection techniques.
We examined dimension reduction methods including PCA for o✏ine compression, and Random forests (RF) and Gradient boosting regression trees (GBRT) for online feature selection. Since these are standard methods, we leave their description and evaluation to [22] . We found that GBRT works best for reducing dimensions. Therefore, we outline how GBRT is used for online feature (attribute) selection in our work. In each iteration of data exploration, we feed all labeled examples to the GBRT learner, and ask the learner to return the top-k features that are deemed most important in learning. Then we build the classifier using these features and select the next example for labeling. We repeat the two steps in each iteration until the choice of top-k features stabilizes. Then we build the full dsmF model until it converges. However, we observe two limitations of this approach:
Unbalanced training data. GBRT is very sensitive to unbalanced classes, that is, when the training data is dominated by the negative examples. This is common in data exploration because the true user interest is often a highly selective query. We draw upon two insights in this work to mitigate the imbalance problem. First, when applicable, our dsmF algorithm already maintains a list of positive examples from the evaluation set and we can add them to make the training data balanced. Second, before dsmF accumulates enough positive examples, we can also boost GBRT using synthetic positive data: if the user interest has a convex shape, as long as there are two positive examples, we can draw points from the line that connects these two examples, and treat these points as synthetic positive examples to balance the training data.
How many features to select? Another issue is that we do not know how many features to select, or the exact value of top-k. The user does not o↵er this information a priori. Choosing the right value of k is nontrivial because GBRT may not have high confidence for selecting the correct features in earlier iterations. To formalize the notion of confidence, we utilize the feature importance scores provided by GBRT. GBRT is a linear combination of decision tree baselearners, where each decision tree intrinsically selects features for splitting nodes. For each decision tree, the importance score of a feature is computed as weighted sum of impurity decreases for all the nodes where the feature is used [6] . Then this score is averaged over all trees. Given feature importance scores, we propose two strategies to characterize "su cient confidence" of GBRT for feature selection.
Proportion of nonroot trees:
The intuition is that all decision trees must be weak learners and hence find some features useful in distinguishing the positive class from the negative 
Q4 (outside a circle): rowv 2 + colv 2 > c 2 Q5: 4D queries combining two queries from Q1-Q4 Q6: 6D queries combining three from Q1-Q4 Q7: 6D-11D queries with 4-9 irrelevant attributes Q8: 4D, (
class. Based on this intuition, we wait until the iteration where all trees become nonroot trees, hence likely to be weak learners. Then we believe that the confidence of GBRT has reached a su cient level.
Entropy of Importance Scores (EIS):
The next intuition is that we prefer to have a lower entropy of the importance scores across all the features. That is, the distribution of importance scores departs from a uniform distribution and becomes concentrated. Based on this, our second strategy is to wait until EIS has dropped significantly below the expected entropy of uniform importance scores, i.e., the importance scores of some features really stand out. Then we think that the confidence of GBRT has been su cient.
Adaptive Feature Selection: We next devise adaptive strategies to decide top-k features, depending on whether the current iteration has reached the point of su cient confidence for feature selection, based on any of the above strategies. Before reaching this point, we perform conservative feature filtering: we select top-k features that account for 50% of the total feature importance scores. After GBRT reaches the point of su cient confidence, we perform aggressive feature selection by scanning the ranked list of feature importance scores and choosing the top-k features such that the k th feature and the k + 1 th feature have the largest gap in the ranked list. When GBRT chooses the same top-k features for 10 iterations, we consider the choice of relevant features stable and use them to build dsmF .
EXPERIMENTAL EVALUATION
We implemented all of our proposed techniques in a Java-based prototype for data exploration, which connects to a PostgreSQL database. In this section, we evaluate our techniques and compare to recent active learning algorithms [5, 15] , active search [16] , and explore-by-example systems, Aide [12, 13] and LifeJoin [9] . Datasets: Our evaluation used two datasets. (1) SDSS (190 million tuples) contains the "PhotoObjAll" table with 510 attributes. By default, we used 1% sample (1.9 million tuples, 4.9GB) to create an evaluation set for dsm and for poolbased uncertainty sampling -our formal results in Section 3.4 allowed us to use the 1% sample for data exploration, yet with bounded di↵erence of ✏  .001 from the accuracy achieved over the full database with probability 0.994. (2) Car database (5622 tuples): this small dataset is used for our user study because it is more intuitive for users to perform explorative analytics. We defer a detailed discussion to §6.3. User Interest Queries: We extracted 8 query templates from the SDSS query release [38] to represent user interests. They allow us to run simulations of user exploration sessions, as in [12, 13] , by using the true query answers as the proxy for user labeling. The 8 templates are shown in Table 1 . Each template is instantiated with di↵erent constants to vary query selectivity in [0.01%, 10%]. In particular, Q1-Q3 represent patterns that are convex in the positive region (Q + c ). Q4 retrieves tuples outside a circle, hence in the Q c class. Q5-Q7 combine these attributes, optionally with irrelevant attributes, for scalability tests. Q8 includes a predicate on x1 and x2 that belongs to Q + c , and a log predicate on x3 and x4 that belongs to Q c if x4 > 0 or is non-convex if x4 2 R.
Dual-Space Algorithm with Factorization
We evaluate our Dual-Space Model (dsm) and compare it to two ML techniques: (i) Active Learning (AL) runs uncertainty sampling [5, 15] to obtain labeled examples for building a classifier, which is the version space part of dsm. We run AL with an SVM or a standard kNN classifier (kNN + ).
(ii) Active Search (AS) [16] also follows an iterative procedure of asking the user to label an example and training a new model to guide the selection of the next example, but uses a strategy to maximize the number of positive examples in the set of selected examples, not classification accuracy. It uses a special variant of kNN classifier to enable optimization, denoted as kNN . All tests were run up to 500 labeled examples or when the lower bound of F1-score reaches 99%. In all plots, the x-axis is the number of labeled examples.
Expt 1 (2D queries): We run 2D queries from templates Q1 to Q4. Since the results show similar trends, we show the F1-score, lower bound, and time measurement for Q3 (1%) in Fig. 5(a)-5(d) .
Regarding accuracy, dsm outperforms AL, and AL outperforms AS. (1) A factor that a↵ects performance is the data distribution around the decision boundary B of the user interest query. If B falls into a sparse region, separating the positive and negative classes is relatively easy for dsm and AL. Fig. 5(a) shows that for Q3 whose decision boundary is in a sparse region, dsm and AL-svm converge within 10 labeled examples. However, AS performs poorly, with F1-score less than 20%. The reason is that AS compromises recall by searching close to existing positive examples. In contrast, dsm and AL aims to maximize classification accuracy by sampling the most uncertain region of the model, e.g., close to the decision boundary, hence o↵ering better F1-score. (2) If B falls into a dense data region, learning an approximateB that can accurately divide all unlabeled data points requires more labeled examples. To reach 95% accuracy, dsm requires 100 labeled examples for Q3 and 90 examples on average for Q1-Q4. AL works better with the SVM than the kNN classifier, but even AL-svm cannot reach 95% for Q3 or most other workloads. Finally, AS performs much worse than AL-knn + while both use a kNN classifier. dsm further o↵ers a lower bound in F1-score. Fig. 5(c) shows that the lower bound is quite close to the true F1-score.
The time cost of dsm depends on the sampling method. Recall from Algorithm 1 that with probability , it samples from the unknown partition of the polytope model, D u ; otherwise, it does so from a subsample of the unlabeled examples in the database, D unlabeled . =0 leads to high time costs because the examples retrieved from D unlabeled may repeatedly fall in the positive or negative region of the polytope model, wasting resources with no new information. =1 and =0.5 significantly reduce the time cost, with =0.5 o↵ering slightly better accuracy due to balanced sampling. However, both settings exhibit a spike in time cost in the early phase, which is the time to build the polytope model the first time by scanning the entire evaluation set. Finally, we improve =0.5 with the optimization (OPT1) from Section 3.4, where we start with a smaller evaluation set to avoid the initial spike, but later switch to a larger evaluation set once its polytope model is built completely in the background. This optimization keeps the time cost per iteration within a second and will be used as the default algorithm.
Expt 2 (4D-6D queries): We next show results of 4D-6D queries in dense regions as they present harder workloads. The main results of Fig. 5 (e)-5(h) are: (1) Without factorization, dsm performs similarly to AL because the polytope model is dominated by the uncertain region. Then dsmF dramatically shrinks the uncertain region, and improves the lower bound and F1-score. (2) Consistently, dsmF outperforms AL, which further outperforms AS. Fig. 5(g) shows that for the 6D query, dsmF reaches 95% with 240 examples, AL-svm cannot reach 40% with 500 examples, and AS has F-score close to 0. (3) dsmF can keep the time per iteration within 1-2 seconds, as shown in Fig. 5(h) for the 6D query.
Expt 3 (Partial factorization): We next generate two queries from Q8 with 7.8% selectivity (based on the constants used in SDSS). Q8.v1 is in the dsc family because its positive region is convex in the (x1, x2) subspace, and its negative region is convex in (x3, x4). Q8.v2 is in the p-dsc family because it is non-convex in (x3, x4). Hence, dsm supports Q8.v2 with partial factorization. Fig. 5(i) shows that dsmF works better for the dsc query than p-dsc query, as expected, but even partial factorization works much better than (i) AL, which does not reach 60% after 500 labeled examples, and (ii) AS, which cannot achieve more than 5% accuracy.
Expt 4 (Feature selection for 6D-11D queries): We now evaluate the optimizations proposed for GBRT as an online feature selection method in Section 5. To do so, we use the template Q7. Since the major results are similar, below we report results by extending Q2 with 4 irrelevant attributes (making it a 6D query) or with 9 irrelevant attributes (making the query 11D). Without feature selection, the F1-score is 0 for these queries. As Fig. 6(a) shows, feature selection improves the F1-score to above 80% for all of them. As stated earlier, GBRT is sensitive to selectivity and hence the combination of high dimensionality (11D) and low selectivity (0.1%) represents the hardest workload among the three.
Comparison to Alternative Systems
We next compare our system to two state-of-the-art explore-by-example systems: 1) LifeJoin [9] uses SVM for classification and active learning for seeking the next example for labeling. But it di↵ers in the SVM implementation from our work. We implemented LifeJoin techniques as additional methods in our system. 2) Aide [12, 13] uses decision trees as the classification model and customized methods for seeking the next example for labeling. We obtained the source code from the authors. When comparing these systems, we ex- clude the overhead to find the first positive example as these systems use di↵erent methods / assumptions to find them.
Expt 5: F1-score is reported in Fig. 6(b) for a 2D query, and in Fig. 6(c) for 4D and 6D queries. (1) For the 2D query, our system outperforms Aide, which further outperforms LifeJoin. Overall, LifeJoin is significantly worse in accuracy.
(2) For the 4D query, Aide and LifeJoin drop to below 10% in accuracy, while our system achieves 99% within 200 iterations. For the 6D query, again Aide and LifeJoin fail to work. This observation remains for any query that we tried beyond 2D. This is due to the combination of low selectivity and high dimensionality in data exploration. Additional analysis of these systems is available in [22] .
User Study using a Car Database
We conducted a user study by building a car database 3 . The database includes 5622 vehicles with 27 attributes such as the model, year, length, height, engine power, and retail price. Additional details on the database are given in [22] . Our study has two objectives: (1) build a query trace to understand the characteristics of data exploration tasks in this domain; (2) use this trace as the ground truth of user interests to evaluate our system.
To develop the query trace, we designed task scenarios with di↵erent price constraints and usage patterns, e.g., buying a car for everyday city commute, outdoor sports, an elderly in the family, or a small business. The 18 users in our study belong to two groups: the first 11 users are CS professors and graduate students, while the rest of 7 are non-technical people. We asked each user to find all the cars that meet the requirements of the assigned task so that he can provide a recommendation service to customers who belong to the given scenario. Each user proceeds in three phases: 1) Review the schema: Since this is a familiar domain, most users can understand the schema quickly. 2) Initial exploration: We next show sample data to help the user understand the data and materialize his preference. We also ask the user to come up with the first positive example via (a) naming a car that he already has in mind, or (b) reviewing a sample set precomputed for the given task based on the price constraints, body type, year, etc., and finding one that appears relevant. Two users chose option (a) while the others chose option (b). 3) Iterative manual exploration: In the third phase, the user is asked to specify his interest precisely by (a) sending a SQL query to the database 4 ; (b) reviewing a subset of the returned tuples; (c) going back to revise the query. The steps are repeated until the user is satisfied with all returned tuples of the final query. First, we verify that the selectivities of all 18 queries are in the range of [0.2%, 0.9%]. They contain 117 predicates in total: 70 of them are defined on numerical attributes and are all convex in the positive region. The rest 47 use categorical attributes, for which the notion of convexity does not apply. All the queries are conjunctive; the only disjunction is applied to the categorical attributes.
Second, we evaluate our system by running simulations using these queries as the true user interest. While the queries involve 4 to 10 attributes, the classifier requires categorical attributes to be transformed using one-hot encoding, resulting in 4 to 418 features used by dsm. Table 2 shows in the "DSM" column family that dsmF achieve 99% for all queries, with a median of 10 labeled examples, despite the high-dimensionality. In contrast, the users manually wrote a series of queries, with a median of 12, and reviewed many tuples, with a median of 98. The results from two user groups are largely consistent with each other, with a small di↵erence that non-technical people tend to specify simpler queries, hence easier for dsm to learn. Note that the initial cost of finding the first positive example, with a median of 10 tuples, can be added fairly to both exploration modes.
Third, the study verified our benefits over active learning (AL), which cannot reach 95% accuracy for most queries within 100 iterations and for 80% has a median of 29 labeled examples. Even if the decision boundary is often in a sparse region, high dimensionality makes AL lose performance.
Fourth, to test the robustness of dsm we run it with noisy user labels as described in Section 4. Any polytope model that has exceeded T=1 conflicting examples will be turned o↵, leading to partial factorization. To inject noisy labels, our intuition is that they are more likely to occur close to the boundary of the true pattern. 1) Noise model: we use a Gaussian noise model where a new example gets a wrong label with a probability that depends on its distance to the true boundary, i.e., the probability that its distance to the boundary of a perfect SVM classifier (with the margin size ) is less than a sample from a Gaussian function with u=0 and = /2. 2) Non-uniform user behaviors: we assume the first s (=5 or 10) examples to be noise free because they are drawn from the broad data space, hence likely to be far from from the true boundary, and the user tends to be more patient at the beginning. The last 9 columns of Table 2 show dsm and AL under noisy labels. dsm reaches 95% accuracy with a median of 11 labeled examples including 5 noise-free initial examples, while AL requires 36 labeled examples with 10 noise-free examples to achieve 80%. Out Table 2 : Results of the car database using Manual Exploration, DSM, Active Learning (AL). #A shows the number of attributes used in the user interest and #F shows the number of features (with onehot encoding) after transforming all categorical attributes for use by the classifier. For manual exploration, T 2 shows the number of tuples reviewed in initial exploration (the 2nd phase) for the user to find the first positive example; and T 3 shows those reviewed in iterative exploration (3rd phase). For DSM and AL, the algorithm marked by '-' never reached the desired accuracy within 100 iterations. of the 105 subspatial polytope models built for 18 queries, 14% were turned o↵ when s=5 and 6% were turned o↵ when s=10. Partial factorization still outperforms AL for noisy labels due to fast convergence.
RELATED WORK
Data Exploration. Faceted search iteratively recommends query attributes for drilling down into the database, but the user is often asked to provide attribute values until the desired tuple(s) are returned [26, 34, 35] or o↵er an "interestingness" measure and its threshold [10] . Semantic windows [25] are pre-defined multidimensional predicates that a user can explore. These methods are di↵erent from our active learning approach. Recent work also supports time series data [32] or avoids false discoveries of statistical patterns [44] during interactive data exploration. Finding best database objects based on user preferences [40] assumes a numeric weight per database attribute, which is di↵erent from the active learning approach to discover the user interest on the fly. Query by Example is a specific framework for data exploration. Earlier work on QBE focused on a visualization front-end that aims to minimize the user e↵ort to learn the SQL syntax [23, 33] . Recent work [31] proposes exemplar queries which treat a query as a sample from the desired result set and retrieve other tuples based on similarity metrics, but for graph data only. The work [37] considers data warehouses with complex schemas and learns the minimal project-join queries from a few example tuples e ciently. It does not consider selection with complex predicates, which is a focus of our work. The work [24] helps users construct join queries for exploring relational databases, and [28] does so by asking the user to determine whether a given output table is the result of her intended query on a given database. Query formulation has been surveyed in [8] . The closest to our work is LifeJoin [9] , which we compared in Section 6.2. Query By Output (QBO) [42] takes the output of one query on a database, and constructs another query such that running these two queries on the database are instanceequivalent. Dataplay [2] provides a GUI for users to directly construct and manipulate query trees. It assumes that the user can specify the value assignments used in his intended query, and learns conjunctions of quantified Horn expressions (with if-then semantics) over nested relations [1] . Active Learning. Tong and Koller [41] provide a theoretical motivation on selecting new examples using the notion of a version space, but with unknown convergence speed. Related to our work is a lower bound on the probability of misclassification error on the unlabeled training set [7] . However, it relies on user labeling of an additional sample from the unlabeled pool, which is not required in our work. Recent papers [14, [18] [19] [20] o↵er probabilistic bounds for the classification error and sample complexity. Our work differs in that we focus on F1-score, which suits selective user interest queries (imbalanced classes in classification). Most learning theory makes no assumptions on convex data/class distributions [21] . Clustering techniques can assume that data is clustered in convex sets [21] , but address a di↵erent problem from ours. In Active Learning, convexity assumptions occur in the Version Space [4, 41] , which is the set of classifiers consistent with training data. dsm can embrace any classifier developed through the version space, but also includes the new polytope model. Active Search. Active search [16, 30, 43] aims to maximize the number of positive examples discovered, called the Target Set Accuracy, within a limited budget of user labeling e↵ort. In comparison, our work aims to maximize the F1-score of the model learned to approximate the true user interest. We reported the performance di↵erence from [16] in the previous section. The works [30, 43] use a kernel function to measure similarity of items in order to maximize the utility of a set of selected items. Such kernel methods have the smoothness requirement, i.e., similar items have similar utility values, and require training data to tune the kernel for each use case (user interest), which do not suit our problem setting.
CONCLUSION AND FUTURE WORK
We presented new algorithms for interactive data exploration in the active learning framework, which leverage the subspatial convex and conjunctive properties of database queries to overcome the slow convergence of active learning. Our results show that our dsm algorithm significantly outperforms active learning [5, 15] , active search [16] , and existing explore-by-example systems, Aide [12, 13] and LifeJoin [9] , in accuracy and convergence speed, while maintaining the per-iteration time within 1-2 seconds. In future work, we will address inconsistent labeling by extending our dsm model to a probabilistic model, extend query patterns to multiple disjoint areas using exploration versus exploitation, and leverage data properties to further improve accuracy.
