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Abstract 
The traffic that is being injected to the network is increasing every day. It can be either normal or anomalous. Anomalous traffic 
is variation in the communication pattern from the normal one and hence anomaly detection is an important procedure in 
ensuring network resiliency. Probabilistic models can be used to model traffic for anomaly detection. In this paper, we use 
Gaussian Mixture Model for traffic verification. The traffic is captured and is given to the model to verification. Traffic which 
obeys the model is normal and those which disobey are anomalies. Analysis shows that the proposed system has better 
performance in terms of delay, throughput and packet delivery ratio 
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1. Introduction 
Today we can see a huge increase in networking devices and as a result number of users is increased. This has 
resulted in the generation of huge amount of traffic. The traffic generated by these users may not be legitimate. Some 
users may be attackers. So traffic can be either normal or anomalous. A traffic is said to be anomalous when the 
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                  Wireless sensor network consists of a huge number of spatially distributed sensors which are used for 
monitoring specific environmental conditions. It is usually infrastructureless. Each sensor node is usually built up 
with a variety of network services. The security threats to WSNs are increasingly being diversified prevention-based 
techniques alone can no longer provide WSNs with adequate security. We have to go for detection-based techniques 
which might be effective in collaboration with prevention-based techniques for securing WSNs. 
                    Earlier work [3] has implemented an anomaly detection based on traffic verification using GMM on 
HTTP traffic. We are trying to implement the same in the wireless sensor network scenario. Probabilistic models 
can be used to model traffic for anomaly detection. In this paper, we use Gaussian Mixture Model for traffic 
verification. A Gaussian Mixture Model is a weighted sum of Gaussian component densities whose parameters are 
estimated from training data. The traffic is captured and is given to the model to verification. Traffic which obey the 
model are normal and those which disobeys are detected as anomalies. 
2. Related Works 
Max Bhatia and Sakshi Kaushalr [1], discusses about various approach for traffic classification which is essential 
in security point of view. It briefly compares traditional approaches like port based approach and payload based 
approach with novel techniques. It evaluates ML algorithms for offline analysis for differnt Internet traffic. The use 
of a number of different Machine Learning algorithms for offline analysis, such as AutoClass, Expectation 
Maximisation, Decision Tree, NaiveBayes etc. has demonstrated high accuracy for a various range of Internet 
applications traffic. A method for anomaly detection based on traffic classification was proposed by Vadiraj 
Panchamukhi, Hema A. Murthy [3]. It presents a port based traffic verification mechanism for detecting network 
anomalies. They used this model to detect anomalies in the heterogenous traffic tunnelled through HTTP. A traffic 
modeling and classification based on packet train length and packet train size was discussed by D M Divakaran, 
Hema A. Murthy, and Timothy A. Gonsalves [4]. Using these two parameters, statistically invariant properties of 
different traffic classes were identified.  
3. Proposed System 
We propose the approach for anomaly detection in wireless sensor networks using GMM based on traffic 
verification. The normal behavior of the traffic is modeled using Gaussian Mixture Model (GMM). The traffic 
characteristics aggregated for a period of time is given to the model to verify the validity of the traffic. If the traffic 
does not obey the model then it is detected as an anomaly. It is shown that various types of traffic obey unique 
characteristics. GMM uses packet train length and packet train size as the parameters to model the traffic. 
    The general structure of our system is given in figure 1. The initial step is the sensor network creation and its 
configuration. We add sufficient number of sensor nodes in our network and then cluster formation takes place. 
Once the communication begins, traffic is generated which is the input to the traffic verification system. The traffic 
verification system is explained in next section. After this step the anomalous traffic is identified. 
3.1. Traffic verification system 
     Let α be the network traffic pattern observed during a time interval, and let T be the hypothesized model of a 
particular traffic type. The task of the anomaly detection is reduced to verifying whether α is indeed of traffic type T 
or not. Here we assume that α contains traffic pattern of a consisting of UDP alone. The problem of anomaly 
detection can be treated like a classification problem in pattern recognition with number of classes being 2. The task 
of anomaly detection can be expressed in hypothesis-test terms as below: 
Let 
          H0: α is of traffic type T: belongs to UDP   
and  H1: α is not of traffic type T i.e. an Anomaly. 
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Fig.2. Likelihood ratio based traffic verification system 
   In the feature extraction step of figure 2, the raw traffic data is collected and the features packet train size and 
packet train length are extracted to form feature vector. Packet train is the flow of packet between nodes in a 
network. The number of packets within the train represents packet train length and the total size of all packets in 
train gives packet train size. This feature vector is given to the Hypothesized Traffic model which uses GMM and to 
the UBM. Output of GMM is the probability that feature vector satisfies GMM and output of Universal background 







where Z is the feature vector. 
3.2. Gaussian Mixture Model 
     It is a probabilistic model that assumes all the data points are generated from a mixture of a finite number of 
Gaussian distributions with unknown parameters. For estimating GMM parameters from training data we can use 
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the iterative Expectation-Maximization (EM) algorithm or Maximum A Posteriori (MAP) estimation from a well-
trained prior model. GMM is used to compute the likelihood value and the implementation of this likelihood 
function is an important step. Let us represent the hypothesis model using . Given the vector , we check the 
likelihood of  belonging to . It is calculated by using the density function 
 
 
  where M is the number of mixtures in the model,  is the mixing parameter and  is the density function 
with the parameters . An estimate of is calculated as . Also 
 
 
  The characteristics of the hypothesis model are captured mathematically by  
Expectation Maximization algorithm is use to estimate . Initial values are estimated using k means algorithm. 
3.3. Universal Background Model 
     We define  as the model that captures the characteristics of hypothesized model and as the alternative 
hypothesismodel which captures other traffic. Here it captures traffic other than UDP. We estimate the alternative 
hypothesis model by concatenating the training data of all N traffic types into a single model. This single model is 
the universal background model or UBM.  for a particular traffic type T is the derived from  using 
adaptation algorithm. 
3.4. Adaptation Algorithm 
     In our proposed system, we estimate the parameters of  by adapting the parameters of  using training 
examples. 
Algorithm : adaptGMM(X, N,M, , ρ) 
1. X: D-dimensional training dataset of traffic type T, N : number of training examples in the dataset, M: 
Number of Mixtures, : UBM consisting of , ρ: The relevance factor 
initialized to 16. 
2. For  do 
3. Assign  to cluster m as , ( , where  is mean vector 
and  is the covariance matrix. 
4. end for 
5. Estimate the number of training examples  belonging to cluster m, (  from , 
 
6. Compute mean vector and covariance matrix of all  belonging to mixture m, (  
7. Compute the following adapted parameters , ,  where is the variance of dth 
dimension of mixture m, , using scaling factors γ and . 
8. return , (  
 
   The adaptGMM accepts training dataset and its parameters and also parameters form UBM. Based on the label 
value the each dataset is assigned to cluster m. Based on the γ value and  value compute the adapted parameters 
received form the UBM. Using these values, hypothesis model is derived. 
(4) 
(5) 
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4. Evaluation 
4.1. Experimental Setup 
     The proposed system was implemented in Network Simulator 2. Ns2 is an object oriented simulator, written in 
C++, with an OTcl as frontend. The experiment was performed with 30 sensor nodes which is arranged into three 
clusters. When a node is about to send packet it will access the access point to find the route and send this to 
neighbour node which appears in the route to destination. Then the traffic flow begins. If an anomaly occurs then 
that particular node is marked anomaly and packet is dropped. 
4.2. Performance Evaluation 
    We study the performance of system using the following parameters: packet delivery ratio, throughput and 
network transmission delay. Packet delivery ratio is the ratio of packets that are successfully delivered to a 
destination compared to the number of packets that have been sent out by sender. Throughput is the measure of 
successful packet delivery. Network transmission delay is the time required to put the packets into the 
communication channel. 
 
4.3. Packet Delivery Ratio 
     Proposed system can identify the anomalies more accurately. If the anomalies are detected properly then the 
route can be cleared and we can ensure the delivery of packets. So we get an improved packet delivery ratio. The 
comparison is shown in figure 3. 
 
Fig.3. packet delivery ratio over number of nodes 
 
   We can see from the figure 4 that the throughput of proposed system is better. Initially we give training to our 
classifier so it can easily identify the anomaly. So the system throughput does not vary much. 
 
    Proposed system’s delay is lesser. As the number of node increases we can see the delay is getting closer to 
existing system from figure 5. 
1405 K.V. Lalitha and V.R. Josna /  Procedia Technology  24 ( 2016 )  1400 – 1405 
 
Fig.4. Throughput over time               Fig.5.Network transmission delay over number of nodes 
5. Conclusion 
   This work proposes a GMM based traffic verification model to detect anomalies in a network. Results show that it 
can be effectively used in sensor network. The system has better throughput, lesser delay and higher packet delivery 
ratio. Even though the initial processing time is a bit higher for the training phase, it does not reflect on the 
performance of network. Thus this method is efficient in detecting anomalies. 
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