[1] There is significant interest in whether there could be a bifurcation, sometimes referred to as a "tipping point," associated with Arctic sea ice loss. A low-order model of Arctic sea ice has recently been proposed and used to argue that a bifurcation associated with summer sea ice loss (the transition from perennial to seasonal ice) is unlikely. Here bifurcations are investigated in a variation of this model that incorporates additional effects, including parameterizations of changes in clouds and heat transport as sea ice is lost. It is shown that bifurcations can separate perennially and seasonally ice-covered states in this model in a robust parameter regime, although smooth loss of summer sea ice is also possible. Hysteresis and jumps associated with bifurcations involving winter sea ice loss are larger than those associated with summer sea ice loss. Finally, in analogy with simulations in global climate models, the low-order model is integrated with time-varying greenhouse gas forcing in both the regime in which summer sea ice is lost via bifurcations and the regime in which it is not. The resulting time series are compared as a preliminary way of investigating ways in which these regimes could be distinguished from each other.
Introduction
[2] Sea ice, a critical determinant of Arctic climate and ecosystems [McBean et al., 2005] , is currently being lost at a rapid rate [Fetterer et al., 2002] . There has been speculation that Arctic sea ice might experience a "tipping point" leading to rapid sea ice loss at some point in the future [e.g., Lindsay and Zhang, 2005] . One way that a system can undergo a tipping point with a slow variation in external forcing is to pass through a saddle node bifurcation. Saddle node bifurcations occur when a stable fixed point and an unstable fixed point of a system appear or disappear in tandem as a control parameter is varied [Strogatz, 1994] . In the case of Arctic sea ice, a fixed point corresponds to an equilibrium solution of the yearly cycle of ice growth and retreat. If a system exists in a stable fixed point that disappears through a saddle node bifurcation, it must transition violently to another fixed point or other attractor of the system that is not necessarily nearby, so that the bifurcation represents a type of tipping point. The small ice cap instability, which has been described extensively in energy balance models [North, 1975 [North, , 1984 , represents an example of a saddle node bifurcation that leads to tipping point behavior.
[3] Eisenman and Wettlaufer [2009, hereinafter EW09] proposed an elegant conceptual mathematical model which reduces the complexities of Arctic sea ice to an ordinary differential equation forced by the seasonal cycle. While such a model is perhaps not useful for making specific predictions, it serves as a useful source of insight into qualitative behavior of the system. EW09 argued that as greenhouse gas levels increase, the transition from a perennially ice-covered Arctic to a seasonally ice-covered Arctic (i.e., loss of summer sea ice) should be smooth, without a bifurcation. Only when greenhouse gas levels are further increased does the system undergo a saddle node bifurcation leading to an abrupt transition to perennially ice-free conditions (i.e., loss of winter sea ice).
[4] On the other hand, Merryfield et al. [2008] developed a low-order stochastic difference equation model involving a mapping between summer sea ice extent and winter ice thickness, which they could parameterize to produce results similar to the global climate model (GCM) analyzed by Holland et al. [2006] , and found bifurcations in it as summer sea ice was lost in a physically relevant parameter regime. This raises the question of whether bifurcations are possible as summer sea ice is lost in the EW09 model, or whether there is something about the EW09 model that prevents such behavior. Additionally, it is possible that processes that are neglected by EW09, but might be important, could be implicitly included by Merryfield et al. [2008] since they tune their parameters to GCM results.
[5] Changes in clouds and ocean heat transport as sea ice is lost are potentially important effects that, as EW09 noted, their model does not include. As sea ice is lost, cloud cover, optical properties, and height can change [Schweiger et al., 2008; Vavrus et al., 2009; Kay and Gettelman, 2009] . If increased moisture leads to increased cloud albedo, this can retard sea ice loss [Kay et al., 2008; Vavrus et al., 2009] . If increased moisture leads to increased cloud optical thickness, this warms the surface and accelerates sea ice loss [Vavrus et al., 2009; Abbot et al., 2009a] . Similarly, the retreat of sea ice could lead to changes in heat transport into the Arctic, such as the further extension of warm ocean currents into the Arctic basin Holland et al., 2006] .
[6] The main purpose of this paper is to investigate the possible effects of changes in clouds with sea ice loss in a low-order model similar to the model by EW09. Our formulation allows the consideration of changes in atmospheric and ocean heat transport as sea ice is lost as well. We find three distinct bifurcation scenarios as greenhouse gas levels are increased. In addition to the behavior found by EW09, we find a robust region of parameter space in which a new seasonal ice state is introduced via a pair of saddle node bifurcations and a region of parameter space in which the only stable states are perennially ice covered and perennially ice free.
[7] The plan of this paper is as follows. In section 2 we describe the low-order model used in this paper, which is a reformulation and extension of the EW09 model. In section 3 we describe the methodology we use to estimate parameters that control the effects of changes in clouds as sea ice is lost in our low-order model from global climate model output and reanalysis product. In section 4 we describe our main results from the low-order model and in section 5 we integrate the low-order model with time-varying greenhouse gas forcing as an exploratory inquiry into the methods that might be used to detect bifurcations associated with summer sea ice loss in more complex models and observations. We discuss our results and conclude in section 6.
Low-Order Model
[8] Following EW09, we consider a horizontally averaged column model of the Arctic and use the energy per unit surface area relative to a mixed layer ocean at the freezing point (E) as the state variable,
Here T is the surface temperature above freezing in Celsius and h i is the ice thickness (see Table 1 for parameter values).
[9] We derive the model by assuming heat flux balance at the top of the atmosphere and negligible atmospheric heat capacity. This leads to the equation
F s (t) is the seasonally dependent insolation cycle averaged north of 70.0°N, calculated using the code of Huybers and Eisenman [2006] . A(E) + BT(E, t), which we describe in detail below, is a heat loss term that represents the linearized infrared radiation to space minus heat transport into the Arctic. DA ghg , which will be our bifurcation parameter, represents the reduction in outgoing longwave radiation due to increased greenhouse gas levels. n is the fraction of sea ice pushed by wind out of the Arctic each year. R(−E) ensures this term is zero when there is no sea ice, where
The model top-of-atmosphere albedo, a(E), varies smoothly from an ice-covered value (a i ) to an ice-free value (a o + Da c ) as E increases through zero. a i represents the top-ofatmosphere albedo when there is sea ice, including surface albedo, atmospheric scattering, and clouds. a o represents the clear-sky top-of-atmosphere albedo when there is no sea ice, and Da c is the increase in top-of-atmosphere albedo due to cloud cover (relative to clear sky) when there is no sea ice. The albedo transition happens over a characteristic energy scale (L i h a ), which represents the fact that when the Arctic average energy is near zero, there will likely be some ice-covered and some ice-free regions. h a can therefore be thought of as a measure of the spatial uniformity of Arctic sea ice loss. Specifically, we take
[10] The heat loss term (A(E) + BT(E, t)) is reduced by the atmospheric (F south ) and oceanic (F b ) heat flux convergence into the Arctic. We also include a reduction in the heat loss term, DA c , as sea ice is lost (as the system crosses E = 0). We will primarily think of DA c as representing the decrease in outgoing longwave radiation due to an increase in cloud cover when sea ice is lost. In the introduction we motivated the potential for changes in cloud cover as sea ice is lost through a direct and local feedback. If changes in cloud cover, and therefore outgoing longwave radiation, associated with sea ice loss were instead caused by nonlocal effects such as the rearrangement in the Ferrel and polar cells, the implementation of this effect in the model would be the same. Within the framework of this model it is also possible to use DA c to consider changes in heat transport into the Arctic upon the removal of sea ice, although we will not consider this point further in this paper. Specifically, we take
For simplicity, we assume the same transition energy scale (L i h a ) for DA c as for Da c . This assumption is reasonable insofar as h a mainly represents the spatial heterogeneity of sea ice loss. We calculate A 0 and B using the radiativeconvective model described by Pierrehumbert [2002] run with a surface temperature of 0°C, CO 2 = 400 ppm, and assuming a moist adiabatic profile with a relative humidity of 100%. We note that B represents the climate sensitivity parameter, including the Planck and water vapor feedbacks, but not cloud feedbacks, familiar from other studies [e.g., Soden and Held, 2006] . Changes in A 0 due to variations in greenhouse gas levels are represented by DA ghg . The small changes in B with respect to greenhouse gas levels are neglected in our model. We discuss the appropriate value for B further in section 3.
[11] Following EW09, when ice is not melting we calculate the surface temperature, T, from surface energy balance, including diffusion of heat from the ice interior to the ice surface, assuming a linear temperature profile in the ice. If the ice is melting at the top we set T = 0 and if there is no ice we use equation (1). To summarize,
where R(x) is the ramp function defined by equation (3).
[12] Our model differs from the model by EW09 in the following important ways:
[13] 1. The EW09 model contains assumptions about the seasonal cycle of cloud albedo, cloud emissivity, and surface fluxes that are drawn from modern observations in the perennially ice-covered Arctic. Since these assumed seasonal cycles are likely inappropriate in a seasonally or fully ice-free Arctic, we remove them here.
[14] 2. We add a state dependence to A(E).
Use of GCM Output and Reanalysis Product
[15] Here we describe the way in which we estimate DA c , a i , and Da c from reanalysis product (model interpolation of data collected by satellites, weather balloons, and surfacebased observations) and a global climate model. We will use these estimates below to motivate which region of low-order model parameter space may be relevant. Given the large gap in complexity between the low-order model and either reanalysis product or a global climate model, however, these estimates should not be viewed as a way to specifically constrain future sea ice behavior based on the low-order model.
[16] The reanalysis product we use is that of the National Centers for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) [Kalnay et al., 1996] and the global climate model we use is the National Center for Atmospheric Research Community Atmosphere Model (CAM) v3.1. The CAM simulations were performed at T42 resolution (2.8°× 2.8°) with a slab ocean with modern specified ocean heat flux run at CO 2 = 280 ppm (runs described by Abbot et al. [2009b] ). We use 10 years of output from both CAM and NCEP/NCAR to calculate analogs of relevant parameters of the low-order model. We use monthly output because relationships between variables in the low-order model are meant to represent time-averaged, rather than instantaneous, behavior. Since we are trying to determine the ice-free and ice-covered end-members, we only consider variables when the ice fraction is either zero or one here. In the low-order model we interpolate between these end-members, to consider a partially ice-covered Arctic, using equations (4) and (5).
[17] Figure 1 contains a scatterplot of monthly mean values of outgoing longwave radiation (OLR) versus surface temperature (TS) for ocean grid points north of 60°N in CAM and NCEP/NCAR for temperatures ranging from −10°C to 10°C. Only grid points with an ice fraction of zero are plotted for TS greater than 0°C and only grid points with an ice fraction of one are plotted for TS less than 0°C. Two salient observations can be made about the change in OLR as a function of TS when sea ice is removed. First, the variability in OLR for a given TS is much larger when there is no sea ice than when there is sea ice (Figure 1) . Second, the typical OLR for a given TS is significantly reduced in the ice-free situation relative to the ice-covered situation. This can be seen from the difference between the values of the lines of best fit of OLR vs. TS at TS = 0 in Figure 1 . We note that these differences are statistical in nature and can only be discerned after averaging over long data sets to remove weather noise. Although we do not directly diagnose cloud effects on OLR here, we interpret both of these important characteristics of the OLR versus TS plots as resulting from an increase in cloud cover when sea ice is lost. It is difficult to imagine anything other than clouds that could reduce the OLR by O (80 W m −2 ) at a given TS. Also, since clouds are inherently variable, they naturally explain the large observed scatter when there is no sea ice.
[18] If we interpret the change in the behavior of OLR as sea ice is lost as being largely due to changes in clouds, then the reduction in the typical OLR for a given TS is due specifically to increased typical cloud optical thickness when sea ice is removed. The parameter DA c in the loworder model represents the decrease in OLR due to increased cloud optical thickness upon the removal of sea ice. To calculate DA c we first calculate the line of best fit for the outgoing longwave radiation over open ocean as a function of surface temperature (OLR ocn = A ocn + B ocn T ocn ) for 0°C < T ocn < 10°C and for outgoing longwave radiation over sea ice as a function of surface temperature (OLR ice = A ice + B ice T ice ) for −10°C < T ice < 0°C. We then let DA c = A ocn − A ice . For CAM we find DA c = 23.0 W m −2 and for NCEP/NCAR we find DA c = 14.4 W m 
. This suggests that our calculated B is a reasonable value compared to that calculated from CAM and NCEP/NCAR. Detailed investigation of variations in B is beyond the scope of the current work, however, preliminary investigation suggests that modifying B on the order of the variations seen in CAM and NCEP/NCAR does not alter our main conclusions.
[20] We calculate top-of-atmosphere albedos using ocean grid points north of 60°N for which the top-of-atmosphere insolation exceeds 50 W m −2 . Probability distribution functions for CAM and NCEP/NCAR albedo in ice-free and ice-covered Arctic regions are shown in Figure 2 . The standard deviation is larger in the ice-free than ice-covered distributions. We interpret this as resulting (1) from more cloud cover in the ice-free case, since clouds are inherently variable, and (2) from the lower surface albedo when there is no ice, so clouds have a larger effect on the top-ofatmosphere albedo than when there is ice. The bimodal distribution in the NCEP/NCAR ice-covered albedo distribution is due to a rapid transition from high-albedo fresh snow to lower-albedo snow and ice during late spring and early summer. Based on the means of these distributions we 
Results From Low-Order Model
[21] To study behavior in the low-order model we construct Poincaré maps, which indicate the change in energy from 1 January in one year (E n ) to 1 January in the next year (E n+1 = f(E n )) for a range of initial energies. Fixed points (E n *) of the Poincaré map occur when E n+1 = f (E n *) = E n * and correspond to periodic solutions of the system with the same periodicity as the forcing (i.e., annual). Fixed points of a Poincaré map are stable for | f ′(E n *)| < 1 and unstable for | f ′(E n *)| > 1 (see Strogatz [1994] , for more detail). Bifurcations in the system occur when | f ′(E n *)| = 1 and cause the number and/or stability of fixed points to change. Due to the low dimensionality of the low-order model we expect only saddle node bifurcations in it. Saddle node bifurcations occur when pairs of stable and unstable fixed points either appear or disappear as the control parameter (DA ghg ) is varied. In this section we will use Poincaré maps to determine the locations of saddle node bifurcations that occur as DA ghg is increased. We will plot f(E n ) − E n , rather than f(E n ), as a function of E n so that the fixed points and behavior of f (E n ) are more clear in the diagrams.
[22] WhenDa c (equation (4)) is large and DA c (equation (5)) is small, a smooth transition from perennial to seasonal sea ice occurs in our model and there are a total of two saddle node bifurcations as DA ghg is increased. The first saddle node bifurcation creates the stable ice-free state, while the second one destroys the stable seasonal ice state (Figure 3) . This is consistent with the results of EW09. For lower Da c or higher DA c , two additional saddle node bifurcations occur, so that there are a total of four bifurcations as DA ghg is increased, indicating qualitatively different behavior (Figure 4a ). These additional saddle node bifurcations create and destroy a new stable seasonal ice state that is not a smooth continuation of the perennial ice state. For even lower Da c or even higher DA c , the additional stable seasonal ice state and the two intermediate saddle node bifurcations associated with it vanish (Figure 4b ). There is usually no stable seasonal ice state in this regime, although for larger values of h a than that used for Figure 4b , the perennial ice state sometimes transitions to a tenuous seasonal ice state in a very narrow DA ghg range just before it is lost in a saddle node bifurcation. Notice that the behavior of the EW09 model is not recovered in our model by setting Da c = DA c = 0. This is primarily due to the fact that EW09 use a o + Da c = 0.2, or Da c ≈ 0.1, although because of slight differences in the formulation of the two models we would not have expected exact correspondence.
[23] The physical interpretation of the effect of Da c and DA c on the model is as follows. A high cloud albedo when sea ice is lost (large Da c ) makes the albedo similar before Figure 4a , and DA ghg = 4, 6, and 7 W m −2 for the lines plotted in Figure 4b . Notice that the E n range is restricted relative to Figure 3 here. An ice-free state exists for higher E n in all cases. and after sea ice loss, which tends to reduce nonlinear behavior and stabilize the system. This promotes a smooth transition from perennial to seasonal sea ice. As Da c is decreased, however, the system becomes more nonlinear so that the transition to a seasonal ice state occurs via a saddle node bifurcation. If Da c is decreased even more the loss of ice leads to such a large increase in absorbed solar radiation that no stable seasonal ice state can exist. An increase in the atmospheric optical thickness due to increased clouds as sea ice is lost, captured by the parameter DA c , causes a warming that has effects that parallel a decrease in Da c .
[24] The physically similar consequences between decreases in Da c and increases in DA c are reflected in the model by the way that lines of approximately constant slope divide regions of behavior in the (Da c , DA c ) parameter plane ( Figure 5 , see Appendix A for a mathematical derivation of one of these lines). In Figure 5 we map behavior for two different values of a i which, along with Da c and DA c , we estimate from CAM and NCEP/NCAR. The size of the region of the (Da c , DA c ) plane in which the model exhibits four bifurcations is highly dependent on h a (see, e.g., Figure 6 ), the transition sharpness parameter, expanding as the transition from ice to ice-free parameters becomes sharper with respect to E (Figure 5 ). For the value of h a used by EW09 and in Figures 3 and 4 , and for lower h a , this region is broad.
[25] Comparison with the reanalysis and GCM data indicates that the portion of parameter space in which four bifurcations occur (region II, see Figure 4a ) or no seasonal ice state is possible (region III, see Figure 4b ) may be physically accessible ( Figure 5 ). Given the uncertainty in determining appropriate values for parameters in the loworder model (section 3), we view this as an indication that the behavior depicted in Figure 4 may be relevant for future sea ice, rather than a specific prediction of future sea ice behavior. For example, we note our methodology puts CAM barely in region I, where no seasonal sea ice state is possible, despite the fact that it is the atmospheric component of Community Climate System Model version 3 (CCSM3), which exhibits seasonal sea ice in transient experiments [e.g., Wang and Overland, 2009].
Time-Varying Greenhouse Gas Forcing
[26] We have uncovered robust, physically pertinent parameter regimes of the low-order model where bifurcations lead to summer sea ice loss. The hysteresis loops and energy jumps associated with summer sea ice loss, however, are smaller than those associated with winter sea ice loss. Additionally, our investigation has been limited to the loworder model at equilibrium whereas the simulations in global climate models and the equivalent experiment being performed in nature have many more degrees of freedom, are forced by time-varying greenhouse gas levels, and are out of equilibrium. This raises the question of whether bifurcations in summer sea ice could be detected from a time series of sea ice in a GCM or in nature, and if so, what the implications would be. Previous attempts to detect bifurcations in climate time series have generally focused on characteristic slowing down of fluctuations as the bifurcation point is approached, related to the linear decay rate going to zero at a bifurcation [e.g., Held and Kleinen, 2004; Livina and Lenton, 2007; Dakos et al., 2008; Thompson and Sieber, 2011] . Full consideration of this issue is beyond the scope of the current work, but as an initial step in the direction of understanding the issue we will simply consider the response of the low-order model to time-varying greenhouse gas forcing here.
[27] For illustrative purposes, we consider a simplified version of the low-order model with DA c = 0 W m or less in DA c , so it is not plotted. In Figure 5b , a i is set to its value estimated from the CAM global climate model, and the red circle shows (Da c , DA c ) for CAM.
does not for h a = 1.0 m (Figure 6 ). The model loses winter sea ice through bifurcations for both h a = 0.1 m and h a = 1.0 m (Figure 6 ). For both values of h a we choose a value of DA ghg such that the winter ice thickness is approximately 3 m and the summer ice thickness is approximately 1 m. We then increase DA ghg at a constant rate of dDA ghg dt = 0.1 W m −2 yr −1 , a value that causes winter sea ice to be completely lost in roughly the same amount of time as the global climate models that lose winter sea ice in the Intergovernmental Panel on Climate Change (IPCC)'s CO 2 increase 1% yr −1 to quadrupling simulation [Winton, 2006] .
[28] The resulting time series of ice thickness and system energy are shown in Figure 7 . For both values of h a there is a rapid decrease in winter ice thickness to zero when it drops below ∼1 m, caused by crossing a saddle node bifurcation. If we saw such a time series in output from a global climate model, we might suspect that it was associated with a bifurcation. In contrast, when summer sea ice is lost through a bifurcation, the drop in ice thickness is small and it would likely be difficult to distinguish from the smooth summer sea ice loss case using the summer sea ice time series alone. This is because, in contrast to the winter situation, the bifurcation occurs when summer sea ice has a thickness that is near zero. This means that much of the jump in energy associated with crossing the saddle node bifurcation increases the ocean temperature rather than decreasing the ice thickness. The jump in energy as the system crosses a saddle node bifurcation in summer sea ice does, however, cause a large drop in winter sea ice thickness that can be clearly differentiated from the smooth transition case. This is because the winter sea ice thickness is far from zero when the bifurcation occurs.
[29] This preliminary investigation of the low-order model with time-varying greenhouse gas forcing suggests two possible things to look for when investigating whether global climate models exhibit bifurcations during summer sea ice loss. First, instead of looking for jumps in ice thickness, it appears that it may be useful to look for jumps in a diagnostic similar to the energy of the low-order model that combines ice thickness and ocean temperature. Second, somewhat counterintuitively, it may be useful to look for rapid declines in winter sea ice thickness as a sign of a bifurcation in summer sea ice. An added motivation for more thoroughly investigating the second observation is that large decreases in winter sea ice thickness, associated with complete loss of summer sea ice, have previously been used to argue that summer sea ice loss was not associated with a bifurcation Notz, 2009] .
Discussion and Conclusion
[30] We have demonstrated a variety of bifurcation behavior in summer sea ice in a low-order model of Arctic climate and sea ice, depending on the changes in cloud albedo, cloud optical thickness, and heat transport as sea ice is lost. Is there evidence for such behavior in more com- Figure 6 . Typical bifurcation diagrams, computed from a Poincaré map associated with equation (2), showing energy on 1 January (E*) as a function of DA ghg . Model parameters used here are described in section 5. Parameters are chosen so that there are (a) four total saddle node bifurcations when h a = 0.1 m and (b) two total saddle node bifurcations when h a = 1 m. Stable fixed points of the map appear as solid lines and unstable fixed points appear as dashed lines. A blue curve indicates that the state is perennially ice covered (E < 0 throughout the seasonal cycle). A magenta curve indicates that the state is seasonally ice covered (E < 0 and E > 0 at different phases in the seasonal cycle). A red curve indicates that the state is ice free (E > 0 throughout the year).
plex GCMs? On the one hand, abrupt transitions in which September sea ice is lost throughout most of the Arctic, remaining only in certain coastal areas, as greenhouse gas levels are increased have been observed in roughly half of available GCMs, depending on the greenhouse gas forcing scenario , which could be viewed as consistent with our result that the transition from perennial to seasonal sea ice coverage can be either smooth or abrupt, depending on model parameters. These transitions, however, were later interpreted as resulting more from intrinsically high variability of thin sea ice, than from bifurcation behavior , although the work of Merryfield et al. [2008] suggests that the transitions could in fact have been associated with bifurcations. A similar study found extremely rapid loss of September sea ice suggestive of a tipping point in one (Centre National de Recherches Météorologiques (CNRM)) of six GCMs that provide a reasonable simulation of the observed sea ice record [Wang and Overland, 2009] . In a different test, Tietsche et al. [2011] found that Arctic summer sea recovers quickly to unperturbed values after it is set to zero during 21st century simulations in the Max-Planck-Institut (MPI) model, suggesting a lack of hysteresis in this model. Finally, some simulations shown by Holland et al. [2006] appear to exhibit jumping back and forth between low September Arctic sea ice coverage (3-5 × 10 6 km 2 ) and virtually no (<10 6 km 2 ) September Arctic sea ice, which is consistent with stochastic forcing of a system with coexisting stable perennial and seasonal ice states. These results indicate that many GCMs do not show strong signs of bifurcation behavior as summer sea ice is lost, although some appear to. This is consistent with our results that a bifurcation in summer sea ice loss would depend on model parameters and, if it exists, would be associated with a relatively small jump in the state of the system and relatively small hysteresis.
[31] More generally, determination of whether bifurcations in summer sea ice occur in GCMs may be difficult, given large climate noise and the potential that GCMs are being forced nonquasistatically. For example, despite the fact that both our model and the EW09 model predict a bifurcation as winter sea ice is lost in a wide parameter range, Winton [2006] found strong evidence for such a bifurcation in only one of two models analyzed. This could have to do with either the limitations of low-order models or the difficulty in choosing an appropriate metric to determine whether bifurcations occur in a GCM. Additionally, the work of Merryfield et al. [2008] suggests that climate noise may be obscuring the detection of bifurcations in summer sea ice loss in GCMs. This suggests that a thorough investigation of the time-varying greenhouse gas situation (section 5) should involve the addition of some sort of noise term, perhaps autoregressive, to equation (2) that would simulate climate noise. Finally, we note that our work would still raise the possibility of bifurcation behavior in summer sea ice in nature, even if it were definitively shown that such behavior does not occur in current GCMs.
[32] Our model is different from that of EW09; however, the seasonal ice state appears via a saddle node bifurcation in the EW09 model as well if a DA c of 5 W m −2 is included (Figure 8 ). Similar behavior occurs in the EW09 model run with standard parameters if their h a (our h a ) is decreased (Figure 9 ) (I. Eisenman, Factors controlling the bifurcation structure of sea ice retreat, submitted to Journal of Geophysical Research, 2011) . Therefore, similar to the model of Figure 7 . Time series of (top) ice thickness and (bottom) system energy in the low-order model when it is integrated with a linearly increasing DA ghg (dDA ghg /dt = 0.1 W m −2 yr −1 ). Blue curves indicate winter ice thickness or energy, and red curves indicate summer ice thickness or energy. (left) Summer sea ice is lost through saddle node bifurcations and h a = 0.1 m (for four total bifurcations). (right) Summer sea ice is lost smoothly without bifurcations and h a = 1.0 m (for two total bifurcations). Winter sea ice is lost through saddle node bifurcations in both cases. Merryfield et al. [2008] , bifurcations may be associated with summer sea ice loss in both our model and that of EW09 in at least some parameter regime. This implies that these conceptual models should not be used to argue that such behavior is physically inconsistent.
[33] Some recent studies have indicated that the cloud feedback in the Arctic is negative [Soden et al., 2008; Boe et al., 2009; Screen and Simmonds, 2010] . If we assume that clouds increase the albedo by Da c i when there is sea ice, then the total change in cloud radiative forcing from the icecovered to the ice-free state in our model is DCRF = DA c + ( −2 for CAM. This indicates that the cloud feedback is negative in the potentially relevant areas of parameter space that we identified.
[34] As noted in section 4, DA c = 0 and Da c ≈ 0.1 in the study by EW09, which would yield DCRF ≈ 0. It might appear unsettling that our model incorporates what amounts to a negative, stabilizing cloud feedback that is not included in the EW09 model, yet we find less smooth behavior of summer sea ice. One relevant response to this concern is that, as noted above, loss of summer sea ice through bifurcations is possible in the EW09 model if h a is decreased. Furthermore, we note again that direct comparison between our results and those of EW09 at specific parameter values is not possible given differences in model formulation (see section 4), such as the fact that EW09 assume a seasonal cycle in a number of model variables based on the modern perennially ice-covered Arctic and we do not (section 2). This underscores the fact that low-order models such as the one used here and that of EW09 should be used for conceptual understanding rather than for specific predictions. In this context, our main result is that loss of seasonal sea ice in such models is possible in a seemingly reasonable region of parameter space.
[35] Eisenman (submitted manuscript, 2011) argues that although bifurcations are possible as summer sea ice is lost in single column models, they are likely artifacts of reduced dimensionality in such models. This argument highlights the vast chasm between low-dimensional models, such as the one used here, and IPCC class global climate models. Furthermore, it suggests that work filling this gap in model hierarchy would be essential to increase understanding. It would be useful, for example, to determine whether bifurcations leading to summer sea ice loss are possible in a onedimensional energy balance model with thermodynamic sea ice. Such a model would also help us to determine a reasonable value of h a in the low-order model used in this paper. h a , which accounts for spatial heterogeneity in sea ice loss, is crucial for determining model bifurcation behavior (section 4), and is essentially unconstrained in the low-order model.
[36] To conclude, by including additional physical effects and doing a complete exploration of parameter space, we find an expanded range of potential sea ice loss bifurcation behavior compared with EW09, including the possibility of included. DA c is subtracted from F 0 (EW09 notation) in the EW09 code using the formulation given in equation (5). loss of summer sea ice through saddle node bifurcations. We note, however, that when the seasonal ice state is created and destroyed by saddle node bifurcations, we find that the jump in energy and hysteresis in greenhouse gas variations associated with loss of winter sea ice are both larger than those associated with loss of summer sea ice. Therefore, consistent with the general theme of EW09 and the review of Notz [2009] , we find that nonlinear behavior is more likely and would likely be stronger for winter sea ice loss than summer sea ice loss.
Appendix A: Seasonal Ice State Existence Boundary
[37] The boundary in the (Da c , DA c ) parameter plane of Figure 5 that determines the existence region for seasonal ice states is approximately a straight line. Analysis of equation (2) yields conditions for this line to be straight. Since the boundary between regions II and III is roughly independent of the value of h a , we can derive a formula for its slope by considering the limit h a → 0. In this case, the ice-free phase (E ≥ 0) of the seasonal cycle, between the melting time t m and refreezing times t f , which are unknown a priori, is governed by the linear differential equation
After multiplication by the integrating factor e C s , we find 
We integrate equation (A2) from t = t m to t = t f and exploit the fact that E(t m ) = E(t f ) = 0 to obtain the following equation that relates the melting and freezing times to the other parameters of the problem 
A second, more complicated, implicit equation for t m and t f is obtained by solving the nonlinear differential equation that applies during the sea ice phase of the cycle, when E < 0. This second relation is independent of both Da c and DA c in the limit h a → 0, therefore these parameters only affect the solution through equation (A3). For the line that separates regions II and III in Figure 5 to be straight, variations in DA ghg must be negligible compared to variations in Da c and DA c . Our numerical integrations suggest that this is in fact the case, which allows us to use equation (A3) to calculate the value of the slope of this line. Using values of (Da c , DA c , A ghg ) at one point on the line we find a slope that is in excellent agreement with the value obtained numerically ( Figure 5 ).
