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In Part 1, Jeff Buzen discussed the basic principles of his new approach to randomness, which is 
the topic of his book Rethinking Randomness. He continues here with a more detailed discussion 
of models that have been used successfully to predict the performance of systems ranging from 
early time sharing computers to modern web servers. 
 


























server	 farm	 of	 the	 type	 deployed	 by	 Google	 or	 Amazon	 to	 process	 incoming	 queries.	 In	
principle,	 the	 system	 box	 can	 also	 contain	 components	 of	 the	 network	 that	 connects	 these	
servers	to	end	users.	Thus,	the	idea	of	a	system	is	both	flexible	and	general.	
To	keep	things	simple	for	this	discussion,	we’ll	just	combine	all	the	processing	that	takes	place	
within	 the	 system	 into	 a	 single	 value.	 This	 value	becomes	 the	 “service	 time”	 at	 the	 system's	











who	 are	 accessing	 this	 system.	 In	 particular,	 we’d	 like	 to	 know	 how	many	 active	 users	 the	
system	 can	 support	 before	 response	 time	 becomes	 unacceptably	 long	 …	 or	 buffer	 overflow	
causes	the	entire	system	or	website	to	crash.		
To	 begin,	 let’s	 consider	 the	 relationship	 between	N,	 the	 number	 of	 active	 users,	 and	U,	 the	
utilization	 of	 the	 server.	We	need	 two	other	 parameters	 at	 this	 stage	 of	 the	 analysis.	We’ve	
already	seen	one	of	these	before:	S,	the	average	processing	time	per	request.	The	second	is	Z,	














As	 more	 users	 access	 the	 system,	 utilization	 will	 obviously	 increase.	 Under	 “best	 case”	





It’s	 clear	 that	 perfect	 synchronization	 cannot	 go	 on	 forever.	Utilization	will	 necessarily	 reach	














a	probability	distribution.	The	exact	 forms	of	 the	 think	 time	distribution	and	 the	service	 time	
distribution	are	often	assumed	to	be	negative	exponential.		












As	 I	mentioned	earlier,	 I’ve	always	 found	 these	 successful	 validations	a	bit	puzzling	 since	 the	
assumptions	that	traditional	models	require	seem	unlikely	to	be	satisfied	in	practice.	
These	 concerns	 led	 me	 to	 develop	 a	 new	 framework	 for	 thinking	 about	 uncertainty,	
unpredictability,	and	randomness.	As	I’ve	already	mentioned,	the	key	idea	is	to	base	the	models	
on	observable	trajectories	rather	than	abstract	stochastic	processes.		
The	next	challenge	 is	 to	 introduce	assumptions	about	variability	and	randomness	 that	can	be	
expressed	 in	 terms	 of	 observable	 properties	 of	 trajectories.	 In	 general,	 these	 assumptions	
concern	 the	 rates	 at	 which	 state-to-state	 transitions	 take	 place.	 These	 transition	 rates	 are	
important	 because	 they	 determine	 the	 overall	 flows	 into	 and	 out	 of	 individual	 states.	 It's	
critically	important	to	balance	such	flows	during	an	analysis.	
In	this	particular	model,	my	assumptions	concern	the	rate	at	which	new	requests	arrive	at	the	
system,	 and	 the	 rate	 at	 which	 requests	 currently	 in	 the	 system	 are	 completed.	 I’m	 able	 to	
derive	 utilization	 curves	 that	 have	 exactly	 the	 same	 mathematical	 form	 as	 those	 derived	











This	 law	 has	 a	 simple	 explanation.	 Consider	 a	 single	 user	 who	 thinks	 for	 an	 average	 of	 Z	
seconds,	 waits	 an	 average	 of	 R	 seconds	 for	 the	 system	 to	 respond,	 and	 then	 repeats	 these	
think-wait	 cycles	 over	 and	 over	 again.	On	 average,	 the	 amount	 of	 time	 this	 user	 requires	 to	
complete	one	entire	cycle	 is	Z	+	R.	This	 implies	that	the	average	number	of	requests	a	typical	














not	 depend	 on	 any	 assumptions	 about	 probability	 distributions	 or	 their	 long	 term	 limiting	
values.	
By	combining	the	response	time	law	with	the	utilization	law	I	mentioned	earlier,	it's	possible	to	









component	 or	 rewriting	 a	 small	 section	 of	 code.	On	 the	 other	 hand,	 it	may	 be	 necessary	 to	
upgrade	 the	 entire	 system	 to	 one	 with	 a	 faster	 CPU,	 more	 memory,	 and	 SSDs	 rather	 than	
rotating	disks.		
Of	 course,	 upgrades	 don’t	 necessarily	 have	 to	 involve	 physical	 systems	 anymore.	Many	 apps	
run	on	virtual	 servers	 that	 reside	 in	 the	cloud.	However,	virtual	doesn't	mean	 free.	Upgrades	
still	 cost	 real	money,	and	 it’s	 still	necessary	 to	understand	both	the	costs	and	the	benefits	of	




response	 time	 from	 so	 few	 assumptions.	 This	 illustrates	 a	 point	 you	 have	 been	making	 all	




start	 with	 the	 idea	 that	 the	 state	 of	 the	 system	 at	 any	 instant	 is	 uncertain	 and	 can	 be	




obtained	 by	 observing	 a	 real	 system	 for	 a	 finite	 interval	 of	 time.	 Intuitively	 speaking,	
trajectories	are	generated	when	workloads	are	processed	by	systems.	I	present	a	more	formal	
definition,	 based	 on	 the	 computer	 science	 notion	 of	 finite	 state	 machines	 in	 Chapter	 3	 of	
Rethinking	Randomness.	
Note	that	 the	state	of	 the	system	at	any	 instant	depends	on	the	workload	that	 the	system	 is	
processing.	The	randomness	of	the	system	state	is	a	consequence	of	the	uncertainty	about	the	
workload	 that	 generated	 a	 trajectory.	 In	 a	 trajectory-based	model,	 I	 don’t	 need	 to	 know	 the	
detailed	 properties	 of	 workloads.	 In	 effect,	 I	 get	 around	 the	 uncertainty	 by	 ignoring	 it	 and	
focusing	on	how	it	affects	the	average	time	the	system	is	in	each	state.	
In	 other	words,	 instead	of	 focusing	on	 the	 state	 of	 the	 system	at	 a	 given	 instant,	 trajectory-











The	 bottom	 line	 is	 that	 trajectory-based	models	 are	 useful,	 easy	 to	 understand,	 and	 directly	
applicable	 to	many	 types	of	 systems—including	computer	systems,	communication	networks,	







operational	predictions?	Do	 they	mean	 that	on	all	days	with	 similar	weather	 conditions	65	
percent		rained?	Or	that	it	will	rain	at	65	percent	of	maximum	possible	rain	intensity?	Or	that	
a	bookie	would	give	you	65	percent	odds	that	rain	will	fall?	
JB:	 I’ve	noticed	 that	weather	 forecasters	on	TV	are	using	probability	 in	at	 least	 two	different	
ways.	When	 they	 say	 that	 the	 forecast	 for	 tomorrow	afternoon	 is	 for	 scattered	 showers	 and	
that	 viewers	 have	 a	 40	percent	 chance	of	 getting	wet,	 it’s	 clear	 from	 the	weather	map	 they	
show	us	that	they	expect	40	percent	 	of	the	viewing	area	to	be	hit	by	rain.	They	simply	don’t	
know	where	that	40	percent		will	be.	This	is	a	forecast	that	can	be	verified	the	following	day	by	
simply	 measuring	 where	 rain	 has	 actually	 fallen.	 This	 aligns	 perfectly	 with	 the	 view	 of	
probability	and	chance	that	I’ve	presented	here.	
On	the	other	hand,	that	same	forecaster	may	tell	us	a	few	days	later	that	there	is	a	hurricane	
headed	 our	way	with	 a	 40	 percent	 	 chance	 of	 hitting	 us	 directly.	 This	 is	 an	 “all	 or	 nothing”	
forecast	 that	 cannot	 be	 verified	 the	 following	 day	 in	 the	 same	 manner.	 I	 agree	 with	 your	
suggestion	to	think	of	probabilities	such	as	these	in	terms	of	the	proportion	of	time	a	hurricane	
would	hit	us	under	a	set	of	equally	likely	initial	conditions.	I	have	a	non-traditional	discussion	of	























the	 Cebrowski	 Institute	 for	 information	 innovation	 at	 the	 Naval	 Postgraduate	 School	 in	
Monterey,	California,	 is	Editor	of	ACM	Ubiquity,	and	 is	a	past	president	of	ACM.	The	author’s	
views	expressed	here	are	not	necessarily	those	of	his	employer	or	the	U.S.	federal	government.	
	
DOI:	10.1145/2986331	
