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Анотацiя
У статтi наведено адаптацiю одного з альтернативних методiв побудови по-
верхневої мiри, розробленого для просторiв довiльної (скiнченної та нескiнченної)
розмiрностi, до випадку простору R𝑚. Альтернативна конструкцiя базується на по-
няттi фазового потоку автономної задачi Кошi, у якiй правою частиною є векторне
поле, що на поверхнi збiгається з полем одиничної нормалi до поверхнi. Доведено
еквiвалентнiсть результатiв класичного та альтернативного методiв побудови по-
верхневої мiри для компактних гладких елементарних поверхонь в R𝑚, якi мають
одиничну корозмiрнiсть.
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1 Вступ
Для знаходження мiри («площi», «об’єму») поверхнi у скiнченновимiрних просто-
рах використовують класичну конструкцiю. Однак вiдсутнiсть iнварiантної мiри
Лебеґа у нескiнченновимiрних просторах спонукає дослiдникiв пропонувати iншi
методи побудови поверхневих мiр. Один з таких способiв, який далi iменуватиме-
ться «альтернативним», висвiтлено в (Bogdanskii, 2013). Наведемо його адаптацiю
до випадку (𝑚− 1)-вимiрних поверхонь в R𝑚 та дослiдимо, як отримана поверх-
нева мiра спiввiдноситься з побудованою класичним методом.
2 Класичний спосiб побудови мiри елементарної
поверхнi
Класичний пiдхiд до побудови поверхневої мiри базується на поняттi гладкої еле-
ментарної (параметризованої) поверхнi.
Означення 2.1. Нехай 𝐷 ⊂ R𝑘 — вимiрна за Жорданом множина; вiдображення
−→𝑟 : 𝐷 → R𝑚 (𝑚 > 𝑘) має властивостi:
∙ −→𝑟 — iн’єктивне;
∙ −→𝑟 ∈ 𝐶1(𝐷);
∙ rang−→𝑟 ′(−→𝑢 ) = 𝑘 ∀−→𝑢 ∈ 𝐷.
За цих умов множину 𝑆 := −→𝑟 (𝐷) називають гладкою 𝑘-вимiрною елементар-
ною поверхнею в R𝑚 .
Якщо −→𝑟 має всi вказанi властивостi i на 𝐷, то об’єм поверхнi 𝑆 iснує i може







∙ 𝜆𝑘 — мiра Лебеґа в R𝑘;
∙ 𝐺−→𝑢 = ((?̇?𝑖(−→𝑢 ), ?̇?𝑗(−→𝑢 )))𝑖,𝑗=1,𝑘 — матриця Ґрама системи векторiв{︂
?̇?𝑖(
−→𝑢 ) := 𝜕
−→𝑟
𝜕𝑢𝑖
(−→𝑢 ) | 𝑖 = 1, 𝑘
}︂
;
(·, ·) — скалярний добуток в R𝑚.
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3 Альтернативна конструкцiя поверхневої мiри в
R𝑚
Нехай −→𝑛 — векторне поле класу 𝐶1𝑏 (R𝑚;R𝑚), де символом 𝐶1𝑏 (R𝑚;R𝑚) позначено
лiнiйний простiр {
−→









−→𝑥 (0) = −→𝑥 0,
(2)
де −→𝑥 : R → R𝑚 — шукане невiдоме вiдображення; −→𝑥 0 ∈ R𝑚 — початкова умова.
За допомогою теореми про iснування та єдинiсть розв’язку задачi Кошi (див.,
наприклад, (Filippov, 2007)) можна встановити, що для всiх −→𝑥 0 ∈ R𝑚 задача (2)




−→𝑥 0 = Φ
−→𝑛 (𝑡,−→𝑥 0) — значення в точцi 𝑡 ∈ R розв’язку задачi
Кошi (2) з початковою умовою −→𝑥 (0) = −→𝑥 0. Φ
−→𝑛
𝑡 називають потоком векторного
поля −→𝑛 (або фазовим потоком).
Надалi для довiльної множини 𝐴 ⊂ R𝑚 через Φ𝑡𝐴 позначатимемо множину







−→𝑥 | −→𝑥 ∈ 𝑆, 𝑡 6 0}.
Накладаємо на поле −→𝑛 додатковi умови:
1. −→𝑛 є фiнiтним, тобто
∃𝑅 > 0 : (‖−→𝑥 ‖ > 𝑅) ⇒ (−→𝑛 (−→𝑥 ) = −→0 );
2. −→𝑛 |𝑆 є полем одиничної нормалi до 𝑆.








4 Еквiвалентнiсть класичного та альтернативного
пiдходiв до побудови поверхневої мiри
Теорема 4.1. (теорема Лiувiля) (Fedoriuk, 1985). Для всiх вимiрних за Лебеґом












Теорема 4.2. Нехай −→𝑟 : 𝑈 → R𝑚, 𝑈 — вiдкрита множина в R𝑚−1; −→𝑟 ∈ 𝐶1(𝑈),
rang(−→𝑟 ′(−→𝑢 )) = 𝑚 − 1 ∀−→𝑢 ∈ 𝑈 ; 𝐷 — компакт в R𝑚−1 з межею 𝜕𝐷, що є ку-
сково гладкою (𝑚 − 2)-вимiрною поверхнею в R𝑚−1; 𝐷 ⊂ 𝑈 . Нехай також −→𝑟 є
iн’єктивним вiдображенням на 𝑈 .
Нехай
−→










∙ 𝑆 := −→𝑟 (𝐷);
∙ 𝜎1(𝑆) — поверхнева мiра 𝑆, побудована класичним методом (див. форму-
лу (1));
∙ 𝜎2(𝑆) — поверхнева мiра 𝑆, сконструйована згiдно з альтернативним пiд-
ходом (за формулою (3) з пiдстановкою поля
−→
𝑍 замiсть −→𝑛 ).
Доведенню теореми 4.2 передуватимуть необхiднi теоретичнi мiркування.
Оскiльки вiдображення −→𝑟 є неперервним на 𝑈 , то воно переводить компакти
в компакти. Отже, 𝑆 — компакт в R𝑚.
Можна довести наступний факт, що є аналогом пункту 1 теореми 1 роботи
(Bogdanskii & Moravetskaya, 2018).
Твердження 4.3. Iснує таке число 𝜏 > 0, що вiдображення Φ
−→





є взаємно однозначним на (−𝜏 ; 𝜏)× 𝑆, тобто:(︁










⇒ (𝑡 = 𝜏,−→𝑥 = −→𝑦 ).
Надалi для позначення вiдображення Φ
−→
𝑍 використовуватимемо короткий за-
пис Φ.
Вiзьмiмо довiльне число 𝜏 * ∈ (−𝜏 , 0). Розгляньмо множину
𝐺 := Φ(𝜏*;0]𝑆 = {Φ𝑡−→𝑥 | −→𝑥 ∈ 𝑆, 𝑡 ∈ (𝜏 *; 0]}.
Лема 4.4. Нехай 𝑆0 := −→𝑟 (int𝐷). Тодi:
int𝐺 ⊃ Φ(𝜏*,0)𝑆0.
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Доведення. Вибираємо довiльну точку−→𝑦 ∈ Φ(𝜏*,0)𝑆0. Розгляньмо𝐷 як метричний
пiдпростiр R𝑚−1, а також розгляньмо 𝑆 як метричний пiдпростiр R𝑚. Вiдображе-
ння −→𝑟 : 𝐷 → 𝑆 є неперервним та взаємно однозначним. Оскiльки 𝐷 — компакт
в R𝑚−1, то вiдображення −→𝑟 −1 : 𝑆 → 𝐷 також є неперервним. Отже, −→𝑟 : 𝐷 →
→ 𝑆 є гомеоморфiзмом. Гомеоморфiзм переводить вiдкритi множини у вiдкритi.
Отже, 𝑆0 — вiдкрита множина (вiдносно метричного простору 𝑆). Отримали, що
(𝜏 *, 0)× 𝑆0 — вiдкрита множина в метричному просторi [𝜏 *, 0]× 𝑆.
Вiдображення
Φ : [𝜏 *, 0]× 𝑆 ∋ ⟨𝜏,−→𝑎 ⟩ ↦→ Φ𝜏−→𝑎 ∈ Φ[𝜏*,0]𝑆
є неперервним та взаємно однозначним. Крiм того, [𝜏 *, 0]×𝑆 — компакт. Отриму-
ємо, що Φ є гомеоморфiзмом. Тому Φ(𝜏*,0)𝑆0 — вiдкрита множина в Φ[𝜏*,0]𝑆. Крiм
того, ця множина мiстить точку −→𝑦 . Отже, Φ(𝜏*,0)𝑆0 є вiдкритим околом точки −→𝑦 ,
разом з яким ця точка входить до 𝐺 = Φ(𝜏*,0]𝑆. Отже,
−→𝑦 ∈ int𝐺.
Твердження 4.5. Межу множини 𝐺 можна представити формулою:
𝜕𝐺 = 𝑆 ∨ Φ(𝜏*,0)Γ ∨ Φ𝜏*𝑆, (4)
де Γ := −→𝑟 (𝜕𝐷).
Доведення. 1. Покажемо, що множини 𝑆, Φ(𝜏*,0)Γ та Φ𝜏*𝑆 попарно не перети-
наються (тому маємо право писати їх диз’юнктне об’єднання).
Розгляньмо множини 𝑆 i Φ𝜏*𝑆. Припускаємо, що 𝑆 ∩ Φ𝜏*𝑆 ̸= ∅. Берiмо
довiльну точку −→𝑥 ∈ 𝑆 ∩ Φ𝜏*𝑆. ∃−→𝑦 ∈ 𝑆: −→𝑥 = Φ𝜏*−→𝑦 . Маємо: Φ𝜏*−→𝑦 = Φ0−→𝑥 .
Тодi твердження 4.3 дає змогу висновувати, що 𝜏 * = 0. А це суперечить тому,
що 𝜏 * < 0. Отже, 𝑆 ∩ Φ𝜏*𝑆 = ∅.
Вiзьмiмо множини та 𝑆 та Φ(𝜏*,0)Γ. Припускаємо, що 𝑆∩Φ(𝜏*,0)Γ ̸= ∅. Фiксу-
ємо довiльну точку −→𝑥 ∈ 𝑆 ∩ Φ(𝜏*,0)Γ. Iснують 𝑡 ∈ (𝜏 *, 0) та −→𝑦 ∈ Γ такi, що−→𝑥 = Φ𝑡−→𝑦 . Оскiльки множина параметрiв 𝐷 є замкненою, то 𝜕𝐷 ⊂ 𝐷, а то-
му й Γ = −→𝑟 (𝜕𝐷) ⊂ −→𝑟 (𝐷) = 𝑆. Отже, 𝑡, 0 ∈ [𝜏 *; 0],−→𝑥 ,−→𝑦 ∈ 𝑆,Φ0−→𝑥 = Φ𝑡−→𝑦 .
Знову за твердженням 4.3 отримуємо, що 𝑡 = 0. Суперечнiсть iз тим, що
𝑡 < 0. Отже, 𝑆 ∩ Φ(𝜏*,0)Γ = ∅.
Лишилося розглянути множини Φ(𝜏*,0)Γ i Φ𝜏*𝑆. Цiлком аналогiчно до по-
переднiх випадкiв, за допомогою твердження 4.3 доводимо, що Φ(𝜏*,0)Γ ∩
∩ Φ𝜏*𝑆 = ∅.
2. Доведiмо, що 𝜕𝐺 ⊂ 𝑆 ∨ Φ(𝜏*,0)Γ ∨ Φ𝜏*𝑆. Зручнiше показати, що правдиве
еквiвалентне твердження, а саме: int𝐺 ⊃ 𝐺 ∖
(︀
𝑆 ∨ Φ(𝜏*,0)Γ ∨ Φ𝜏*𝑆
)︀
. Тут ви-
користано рiвнiсть 𝐺 = int𝐺∨ 𝜕𝐺. Можна довести, що 𝐺 = Φ[𝜏*,0]𝑆. Тому, з
урахуванням взаємної однозначностi Φ на [𝜏 *, 0]× 𝑆, маємо
𝐺 ∖
(︀
𝑆 ∨ Φ(𝜏*,0)Γ ∨ Φ𝜏*𝑆
)︀
= Φ(𝜏*,0)𝑆 ∖ Φ(𝜏*,0)Γ.
B.M. Snizhko 24
За лемою 4.4, int𝐺 ⊃ Φ(𝜏*,0)𝑆0. Отже, для завершення кроку 2 достатньо
показати, що Φ(𝜏*,0)𝑆 ∖ Φ(𝜏*,0)Γ ⊂ Φ(𝜏*,0)𝑆0. Беремо точку −→𝑦 ∈ Φ(𝜏*,0)𝑆 ∖
∖ Φ(𝜏*,0)Γ. Тодi
∃𝑡 ∈ (𝜏 *, 0),∃−→𝑥 ∈ 𝑆 : −→𝑦 = Φ𝑡−→𝑥 .
Однак −→𝑥 /∈ Γ = −→𝑟 (𝜕𝐷). Оскiльки
𝑆 = −→𝑟 (𝐷) = −→𝑟 (int𝐷 ∨ 𝜕𝐷) = −→𝑟 (int𝐷) ∪ −→𝑟 (𝜕𝐷),
то −→𝑥 ∈ −→𝑟 (int𝐷) = 𝑆0. А це й означає, що −→𝑦 ∈ Φ(𝜏*,0)𝑆0.
3. Доведiмо, що 𝜕𝐺 ⊃ 𝑆 ∨ Φ(𝜏*,0)Γ ∨ Φ𝜏*𝑆. Для цього достатньо показати, що
кожна iз множин 𝑆, Φ(𝜏*,0)Γ, Φ𝜏*𝑆 вкладена у 𝜕𝐺.
∙ Перевiрмо вкладення 𝑆 ⊂ 𝜕𝐺. Вiзьмiмо довiльну точку −→𝑥 ∈ 𝑆. За
еквiвалентним означенням межi множини, потрiбно показати, що в ко-
жному околi точки −→𝑥 мiстяться i точки з 𝐺, i точки з 𝐺𝑐. Точка −→𝑥
сама належить 𝐺, адже 𝑆 ⊂ 𝐺 = Φ(𝜏*,0]𝑆. Тому вiзьмiмо довiльне 𝜀 > 0
i покажемо, що в 𝐵(−→𝑥 , 𝜀) є точки iз 𝐺𝑐. З неперервностi вiдображення
R ∋ 𝑡 ↦→ Φ𝑡−→𝑥 ∈ R𝑚 випливає, що iснує 𝛿 > 0 таке, що
(𝑡 ∈ (0, 𝛿]) ⇒ (‖Φ𝑡−→𝑥 −−→𝑥 ‖ < 𝜀).
Зменшимо 𝛿 (за потреби) так, щоб виконувалося 𝛿 ∈ (0, 𝜏). Отже,
Φ𝛿
−→𝑥 ∈ 𝐵(−→𝑥 , 𝜀). Але вiдображення Φ є бiєктивним на (−𝜏 ; 𝜏)× 𝑆, тому
Φ𝛿
−→𝑥 /∈ 𝐺. Отже,−→𝑥 ∈ 𝜕𝐺.
∙ Доведiмо вкладення Φ𝜏*𝑆 ⊂ 𝜕𝐺. Фiксуємо будь-яку точку −→𝑦 ∈ Φ𝜏*𝑆.
Вiзьмiмо довiльне 𝜀 > 0. Оскiльки Φ𝜏*𝑆 ⊂ 𝐺 = Φ[𝜏*,0]𝑆, то ∃−→𝑎 ∈
∈ 𝐺 ∩ 𝐵(−→𝑦 , 𝜀). Тепер покажемо, що в 𝐵(−→𝑦 , 𝜀) є точки з 𝐺𝑐. ∃−→𝑥 ∈ 𝑆:
−→𝑦 = Φ𝜏*−→𝑥 . Неперервнiсть вiдображення R ∋ 𝑡 ↦→ Φ𝑡−→𝑥 ∈ R𝑚 гарантує
iснування такого 𝛿 > 0, що
(𝑡 ∈ [𝜏 * − 𝛿, 𝜏 *)) ⇒ (‖Φ𝜏*−→𝑥 − Φ𝑡−→𝑥 ‖ < 𝜀).
Зменшимо 𝛿 (за потреби) так, щоб було виконано 𝜏 * − 𝛿 > −𝜏 . Маємо:
Φ𝜏*−𝛿
−→𝑥 ∈ 𝐵(−→𝑦 , 𝜀). А оскiльки вiдображення Φ є взаємно однозначним
на (−𝜏 ; 𝜏)× 𝑆, то Φ𝜏*−𝛿−→𝑥 /∈ 𝐺. Отже, −→𝑦 ∈ 𝜕𝐺.
∙ Можна також довести, що Φ(𝜏*,0)Γ ⊂ 𝜕𝐺.
Твердження 4.6. 𝜕𝐺 є кусково гладкою (𝑚− 1)-вимiрною поверхнею в R𝑚.
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Доведення. Згiдно з формулою (4) та означенням кусково гладкої поверхнi, до-
статньо показати, що 𝑆 та Φ𝜏*𝑆 є гладкими (𝑚− 1)-вимiрними поверхнями, а
Φ(𝜏*,0)Γ є кусково гладкою (𝑚− 1)-вимiрною поверхнею. 𝑆 взагалi є елементар-
ною поверхнею i параметризується гладким вiдображенням −→𝑟 . Φ𝜏* ∘ −→𝑟 : 𝐷 →
→ R𝑚 є параметризацiєю поверхнi Φ𝜏*𝑆, тому Φ𝜏*𝑆 є гладкою (𝑚− 1)-вимiрною
елементарною поверхнею в R𝑚. 𝜕𝐷, згiдно з умовою теореми 4.2, є кусково глад-
кою (𝑚− 2)-вимiрною поверхнею в R𝑚−1. Тому якщо {
−→
𝜓 𝑖(·)} — параметризацiї







раметризацiї гладких поверхонь в R𝑚, на якi розпадається Φ(𝜏*,0)Γ. Тобто Φ(𝜏*,0)Γ
є кусково гладкою (𝑚− 1)-вимiрною поверхнею.
Твердження 4.6 дозволяє до множини𝐺 застосовувати формулу Ґауса–Остроградського.
Розгляньмо функцiю 𝑇 : Φ(−𝜏 ,𝜏)𝑆 → R за таким правилом: 𝑇 ставить у вiд-
повiднiсть кожнiй точцi −→𝑦 ∈ Φ(−𝜏 ,𝜏)𝑆 таке 𝑡 ∈ (−𝜏 , 𝜏), що Φ−𝑡−→𝑦 ∈ 𝑆. Потрiбно
перевiрити коректнiсть задання функцiї 𝑇 .
∙ Покажiмо, що для кожного −→𝑦 ∈ Φ(−𝜏 ,𝜏)𝑆 iснує 𝑇 (−→𝑦 ). Беремо довiльну точку−→𝑦 ∈ Φ(−𝜏 ,𝜏)𝑆. Тодi ∃−→𝑥 ∈ 𝑆, ∃𝜏 ∈ (−𝜏 , 𝜏): −→𝑦 = Φ𝜏−→𝑥 . Водночас Φ−𝜏−→𝑦 =
= Φ−𝜏+𝜏
−→𝑥 = −→𝑥 ∈ 𝑆. Тому за 𝑇 (−→𝑦 ) можна взяти 𝜏 .
∙ Перевiрмо, що 𝑇 (−→𝑦 ) є єдиним для кожного −→𝑦 ∈ Φ(−𝜏 ,𝜏)𝑆. Нехай −→𝑦 ∈
∈ Φ(−𝜏 ,𝜏)𝑆. Припустiмо, ∃𝑡1, 𝑡2 ∈ (−𝜏 , 𝜏): Φ−𝑡1
−→𝑦 ∈ 𝑆 та Φ−𝑡2
−→𝑦 ∈ 𝑆. По-
значаємо: −→𝑥 1 = Φ−𝑡1
−→𝑦 , −→𝑥 2 = Φ−𝑡2
−→𝑦 . Тодi −→𝑦 = Φ𝑡1
−→𝑥 1 = Φ𝑡2
−→𝑥 2. Але, за
твердженням 4.3, iз цього випливає рiвнiсть 𝑡1 = 𝑡2. Отже, 𝑇 (
−→𝑦 ) = 𝑡1 = 𝑡2.
Отже, функцiя 𝑇 : Φ(−𝜏 ,𝜏)𝑆 → R задано коректно. Виявляється, що вона є




𝐹 : R× 𝑈 × R𝑚 → R𝑚, визначене за правилом:
−→
𝐹 : ⟨𝑡,−→𝑢 ,−→𝑦 ⟩ ↦→ Φ(−𝑡,−→𝑦 )−−→𝑟 (−→𝑢 ).
Зауважмо, що множина R × 𝑈 × R𝑚 є вiдкритою в R2𝑚;
−→
𝐹 ∈ 𝐶1(R × 𝑈 × R𝑚).




−→𝑢 0,−→𝑦 0) =
−→





∀𝑖 = 1,𝑚 : 𝜕𝐹𝑖
𝜕𝑡
(𝑡0,
−→𝑢 0,−→𝑦 0) = −
𝜕Φ𝑖
𝜕𝑡
(−𝑡0,−→𝑦 0)−0 = −𝑍𝑖(Φ(−𝑡0,−→𝑦 0)) = −𝑍𝑖(−→𝑟 (−→𝑢 0)).
∀𝑖 = 1,𝑚,∀𝑗 = 1,𝑚− 1 : 𝜕𝐹𝑖
𝜕𝑢𝑗
(𝑡0,
−→𝑢 0,−→𝑦 0) = 0−
𝜕𝑟𝑖
𝜕𝑢𝑗











−→𝑢 0,−→𝑦 0) =
⎛⎜⎜⎜⎝
−𝑍1(−→𝑟 (−→𝑢 0)) − 𝜕𝑟1𝜕𝑢1 (
−→𝑢 0) . . . − 𝜕𝑟1𝜕𝑢𝑚−1 (
−→𝑢 0)
−𝑍2(−→𝑟 (−→𝑢 0)) − 𝜕𝑟2𝜕𝑢1 (
−→𝑢 0) . . . − 𝜕𝑟2𝜕𝑢𝑚−1 (
−→𝑢 0)
... ... . . . ...
−𝑍𝑚(−→𝑟 (−→𝑢 0)) −𝜕𝑟𝑚𝜕𝑢1 (





𝑍 (−→𝑟 (−→𝑢 0))
... −→𝑟 ′(−→𝑢 0)
)︁
.
Тут−→𝑟 ′(−→𝑢 0)— матриця Якобi вiдображення−→𝑟 ′ у точцi−→𝑢 0. Вiдомо, що rang−→𝑟 ′(−→𝑢 0) =
= 𝑚− 1, тобто матриця −→𝑟 ′(−→𝑢 0) має максимально можливий ранг. Тому стовпцi
матрицi −→𝑟 ′(−→𝑢 0) є лiнiйно незалежними. Крiм того,
−→
𝑍 (−→𝑟 (−→𝑢 0)) ⊥
𝜕−→𝑟
𝜕𝑢𝑗
(−→𝑢 0), 𝑗 = 1,𝑚− 1.
Тому система векторiв{︂
−→
𝑍 (−→𝑟 (−→𝑢 0)),
𝜕−→𝑟
𝜕𝑢1









−→𝑢 0,−→𝑦 0) є невиродженою.
Усi умови теореми про неявну функцiю виконанi. Тому iснують 𝑉 — окiл точки
⟨𝑡0,−→𝑢 0,−→𝑦 0⟩ в R2𝑚 (𝑉 ⊂ R × 𝑈 × R𝑚); 𝑊 — окiл точки −→𝑦 0 в R𝑚; вiдображення−→
𝑓 : 𝑊 → R𝑚 класу 𝐶1(𝑊 ) такi, що рiвняння
−→
𝐹 (𝑡,−→𝑢 ,−→𝑦 ) = −→0 в 𝑉 еквiвалентне
рiвнянню ⟨𝑡,−→𝑢 ⟩ =
−→
𝑓 (−→𝑦 ). А вiдтак, перша компонента 𝑓1(·) = 𝑇 (·) вiдображення−→
𝑓 є функцiєю класу 𝐶1(𝑊 ), що й потрiбно було отримати.
Для подальших мiркувань нам буде потрiбно замiнити початкове поле
−→
𝑍 на
iнше поле −→𝑛 , яке також належатиме класу 𝐶1𝑏 (R𝑚;R𝑚), буде фiнiтним та на 𝑆
збiгатиметься з полем одиничної нормалi до 𝑆, але, крiм того, матиме iншi кориснi
для нас властивостi.





, 𝑡 > 0
0, 𝑡 6 0
.
Очевидно, що ℎ+(𝑡) ∈ (0; 1) при 𝑡 > 0. У всiх точках числової осi, окрiм 0, не-
скiнченна неперервна диференцiйовнiсть функцiї ℎ+ не викликає сумнiвiв. Однак
неважко показати (див., наприклад, (Conlon, 2008)), що й у нулi функцiя гладка,





, 𝑡 < 0
0, 𝑡 > 0
.
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Аналогiчно, ℎ−(𝑡) ∈ (0; 1) при 𝑡 < 0, а також ℎ− ∈ 𝐶∞(R).







· ℎ+(𝑡− 𝜏 *)

























. Функцiя 𝑘 належить класу 𝐶∞(R),
оскiльки є добутком двох функцiй класу 𝐶∞(R).











Перевiрмо коректнiсть задання 𝑙, а саме: покажiмо, що
𝜏*/2∫︀
𝜏*
𝑘(𝜉)d𝜉 ̸= 0. Це випли-












































⇒ (𝑙(𝑡) = 1); (𝑡 6 𝜏 *) ⇒ (𝑙(𝑡) = 0).
Важливим є i такий факт: 𝑙 ∈ 𝐶∞(R). Це пояснюється тим, що 𝑙′(𝑡) = const ·𝑘(𝑡)
∀𝑡 ∈ R i 𝑘 ∈ 𝐶∞(R).
Задаємо функцiю 𝜂 : Φ(−𝜏 ,𝜏)𝑆 → R так: 𝜂(−→𝑥 ) = 𝑙(𝑇 (−→𝑥 )) для всiх −→𝑥 ∈ Φ(−𝜏 ,𝜏)𝑆.
Оскiльки 𝑙 ∈ 𝐶∞(R) i 𝑇 ∈ 𝐶1(Φ(−𝜏 ,𝜏)𝑆), то 𝜂 = 𝑙 ∘ 𝑇 ∈ 𝐶1(Φ(−𝜏 ,𝜏)𝑆). Побудуймо
векторне поле −→𝑛 : R𝑚 → R𝑚 за схемою:
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∙ якщо −→𝑥 ∈ Φ(−𝜏 ,𝜏)𝑆, то покладаємо −→𝑛 (−→𝑥 ) = 𝜂(−→𝑥 ) ·
−→
𝑍 (−→𝑥 );
∙ продовжуємо −→𝑛 на R𝑚 так, щоб було виконано −→𝑛 ∈ 𝐶1𝑏 (R𝑚;R𝑚) i поле
−→𝑛
було фiнiтним.
Зауважмо, що −→𝑛 |𝑆 =
−→
𝑍 |𝑆, тому −→𝑛 , як i
−→
𝑍 , на 𝑆 є полем одиничної нормалi до
𝑆. Крiм того, оскiльки поля −→𝑛 та
−→
𝑍 збiгаються не тiльки на 𝑆, а й на Φ[𝜏*/2,𝜏)𝑆,
то поверхнева мiра 𝑆, побудована згiдно з альтернативним пiдходом, не змiниться
вiд замiни поля
−→
































−→𝑥 0 — розв’язок задачi (6) на R; Φ
−→𝑛
𝑡






𝑍 (−→𝑦 ) та −→𝑛 (−→𝑦 ) є колiнеарними, тобто визначають одна-
ковий напрям, але, можливо, вiдрiзняються за нормою. Тому фазова траєкторiя
задачi (6) на (𝜏 *, 0] збiгається з фазовою траєкторiєю задачi (7) на (−∞, 0], хоча














даємо, що множину Φ
−→
𝑍





Пiдготовча робота для доведення основного результату (теореми 4.2) заверше-
на.




































Тепер використаємо рiвнiсть 𝑆








































𝑍 ,−→𝑛 𝜕𝐺)d𝜎1 = 𝜎1(𝑆).

































𝑍 ,−→𝑛 𝜕𝐺)d𝜎1 = 0,
оскiльки 𝜂 = 0 на Φ
−→
𝑍







𝑍 ,−→𝑛 𝜕𝐺)d𝜎1 = 0,
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𝑍 (−→𝑥 ) та −→𝑛 𝜕𝐺(−→𝑥 ) ортогональнi, тобто
(
−→
𝑍 (−→𝑥 ),−→𝑛 𝜕𝐺(−→𝑥 )) = 0.
Водночас на 𝑆 векторнi поля −→𝑛 = 𝜂 ·
−→
𝑍 = 1 ·
−→
𝑍 та −→𝑛 𝜕𝐺 збiгаються i в кожнiй













Отже, бажана рiвнiсть 𝜎1(𝑆) = 𝜎2(𝑆) отримана.
5 Висновки
Отже, у статтi наведено одну з альтернативних конструкцiй поверхневої мiри у
скiнченновимiрному просторi та доведено її еквiвалентнiсть iз класичним методом
побудови поверхневої мiри для випадку компактних гладких (𝑚− 1)-вимiрних
поверхонь в R𝑚.
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Abstract. To find surface measure in finite-dimensional spaces, the classical construction is
used. However, the absence of an invariant Lebesgue measure in infinite-dimensional spaces prompts
researchers to propose other methods of constructing surface measures. One of these methods, which
will be referred to as the alternative, was proposed by Yuriy Bogdanskiy for spaces of an arbitrary
(finite and infinite) dimension. An adaptation of this method for constructing surface measure, in
the case of the space R𝑚, is presented in the article. The alternative construction is based on the
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results of the classical and alternative methods for constructing surface measure for compact smooth
elementary surfaces in R𝑚 that have unit codimension is proved. In the research, modern instruments
of mathematical analysis, ordinary differential equations theory and differential geometry were used.
Future investigations may apply to analysis of equivalence of classical and alternative methods for
surfaces with arbitrary finite codimension.
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