This paper answers the following mathematical question: Can multiset permutations be ordered so that each permutation is a prefix shift of the previous permutation? Previously, the answer was known for the permutations of any set, and the permutations of any multiset whose corresponding set contains only two elements. This paper also answers the following algorithmic question: Can multiset permutations be generated by a loopless algorithm that uses sublinear additional storage? Previously, the best loopless algorithm used a linear amount of additional storage. The answers to these questions are both yes.
Introduction
The research conducted in this paper falls under the category of combinatorial generation. The area is so important to computer science that Knuth has dedicated over 400 pages to the subject in his upcoming volume of The Art of Computer Programming [27, 28] . The research area is applicable whenever it is necessary to efficiently consider every possible object of a particular type, such as binary strings of length n, permutations of {1, 2, . . . , n}, binary trees with n nodes, linear extensions of a partially-ordered set, spanning trees of a directed graph, or perfect elimination orders of a chordal graph.
The most useful results in combinatorial generation tend to have a mathematical aspect and an algorithmic aspect. For example, two of the most well-known results in combinatorial generation are the binary reflected Gray code [24] and the de Bruijn cycle [22] . Both results provide a clever order for the binary strings of length n. The binary reflected Gray code provides an order in which each successive string can be obtained from the previous by changing the value of a single bit, while de Bruijn cycles provide an order in which each successive string can be obtained from the previous by removing the rightmost bit and inserting a new leftmost bit. In general, the mathematical aspect of combinatorial generation involves the discovery of a minimal-change order. A minimal-change order is an order in which each successive object can be obtained from the previous by making one small modification of a certain type. The existence or non-existence of minimalchange orders depend upon the type of object and the type of modification. New results in this area are often quite difficult to find, but the results that are found tend to be elegant and simple. The mathematical question answered in this paper is the following. Question 1. Can multiset permutations be ordered so that each permutation is a prefix shift of the previous permutation?
Given a string s = s 1 s 2 . . . s n , a prefix shift of length k is denoted by σ k (s) and is the result of moving s k into the leftmost position. That is, In particular, each successive permutation is obtained from the previous permutation by moving the underlined symbol into the leftmost position. (In this case a prefix shift also changes the last permutation into the first permutation, and so the listed order is considered a circular minimal-change order with respect to prefix shifts.)
The algorithmic aspect of combinatorial generation involves the creation of algorithms for generating all possible objects of a particular type. For the sake of efficiency, algorithms often use the idea of a single shared object. This means that the generating algorithm and the user of the generating algorithm share a section of memory that stores one object of the type being generated. The generating algorithm modifies this single shared object and informs the user when a new object is ready for use. This allows the user of the generating algorithm to visit each instance without an entire list being constructed. If the generating algorithm can always perform its modifications in O(1)-time then it is said to be a loopless algorithm. Loopless algorithms have been the subject of a great amount of study since being introduced by Ehlrich [23] . While loopless algorithms are best-possible in a theoretical sense, in practice it is also important that these algorithms are simple. In particular, a complex loopless algorithm will run no faster than a simple constant amortized time. An algorithm runs in constant amortized time if which the average amount of time taken to perform each modification is O(1).
Although it is now commonplace for the consumed time of generating algorithms to be measured using the single shared object model, the consumed memory has been less frequently measured using this model. In particular, the memory used to store the single shared object should not be counted against the generating algorithm's consumed memory since it can be seen as an expense for the user of the generating algorithm, just like the contents of each visit call. One reason for this discrepancy is that efficient generating algorithms often use at least as much additional memory as is required to store the single shared object. For example, recursive algorithms typically use an amount of stack memory that is proportional to the amount of memory used to store the single shared object. On the other hand, an iterative algorithm using a constant number of additional variables may end up consuming less memory than is required to store the single shared object. If the shared single object is assumed to require linear storage, then these algorithms can be said to use sublinear additional storage, or simply sublinear storage. Loopless algorithms using sublinear storage have been shown to exist for some combinatorial objects, including balanced parentheses and binary trees [5] , but not for multiset permutations.
Question 2. Can the permutations of any multiset be generated by a loopless algorithm that uses sublinear storage?
The generating algorithm presented in this paper answers Question 2 in the affirmative. In particular, the algorithm uses only four pointers to repeatedly modify the shared singly-linked list containing O(n) nodes, each of which contains a value in the multiset permutation and a next pointer. (In fact, the algorithm can be modified to use only two pointers, although the result is more complicated and less efficient.) Furthermore, the order in which the multiset permutations are generated also affirmatively answers Question 1.
Before proceeding with the rest of the paper, it is useful to add one more comment into the discussion of combinatorial generation. Users of combinatorial generation algorithms often compute an associated value for each object with the aim of solving a particular optimization problem. Depending on the type of minimalchange order being used by the generating algorithm, and the nature of the problem being solved by the user, these associated values may also appear in a minimalchange order. In situations like these, the user of the combinatorial generation algorithm should be informed of the modification that is made in creating each successive object, since that allows the user to avoid scanning the object to infer the modification. In particular, the user may be able to update the associated values in sublinear time. The potential for simultaneous generating and evaluating efficiency is one of the primary motiviations for having different minimal-change orders of the same objects.
Applications
Efficient algorithms for generating multiset permutations have a number of applications. If the multiset is simply a set, then applications include communication in point-to-point multiprocessor networks [21] . If the multiset's corresponding set contains only two elements, then applications include cryptography (where orders have been implemented in hardware at NSA), genetic algorithms, software and hardware testing, statistical computation (e.g., for the bootstrap, and Diaconis and Holmes [18] ).
Minimal-change orders also tend to have diverse applications. For example, the binary reflected Gray code was designed at Bell Labs for telephone systems, but has since found applications in information and communication technology, analog-to-digital conversion, error correction, and decreased power consumption in handheld devices. It has also been used in the CODACON spectrometer, and appears in research titles ranging from measurement and instrumentation [1] to quantum chemistry [20] . The minimal-change order discovered in this paper has potential applications in genetics since prefix shifts are akin to splicing segments of genetic material.
Previous Results
The history of combinatorial generation is rich and fascinating. The reader is directed towards [28, 27, 29] and [31] for excellent treatments of the subject. In terms of minimal-change orders for multiset permutations, the most relevant previous results are found in [21, 9, 4] and [3] (with earlier version [2] ). The first three results provide minimal-change orders for set permutations by prefix shifts, however, generalizing these orders to the permutations of multisets has so far proved impossible. For example, the order found in [4] uses only prefix shifts of length n and n − 1, and thereby creates the first explicit shorthand universal cy-cle for set permutations, which is essentially a de Bruijn cycle for set permutations (c.f. [14, 25] ). Unfortunately, the existence of shorthand universal cycles for multiset permutations is still open. On the other hand, the fourth result uses prefix shifts to generate the permutations of multisets whose corresponding set contains two elements. Such multisets are also referred to as combinations. The order presented in this paper generalizes the order found in [3] , and in fact, the order for balanced parentheses found in [5] is a suborder of these orders. Collectively, these orders form a hierarchy of cool-lex orders (named for their similarity to co-lexicographic or co-lex order) and are the topic of this author's upcoming thesis.
Besides prefix shifts, another well-studied modification is an adjacent transposition. Given a string s = s 1 s 2 . . . s n , an adjacent transposition results in a string of the form
The beautiful (and oft-rediscovered) SteinhausJohnson-Trotter order [26] proves that a minimalchange order using adjacent transpositions exists for set permutations. On the other hand, the same is not true for multiset permutations, with [30] providing exact conditions for their existence. There are also minimal-change orders for multiset permutations using (non-adjacent) transpositions [7] .
Many efficient algorithms for generating multiset permutations can be found in the literature [33, 35] . However, no previous algorithm is loopless while using sublinear storage. Loopless algorithms using a linear number of additional variables (with respect to the size of the multiset) do exist for implementations that store the current permutation in an array [16] (which answered a conjecture in [33] ) or a linked list [19] . The most common approach in these papers is to combine the Steinhaus-Johnson-Trotter order for permutations with a minimal-change order for combinations. Unfortunately, the challenge of simultaneously creating both orders results in programs that are decidedly more complicated than the one presented in this paper. (In fact, Algorithm 1 is one of the simplest ever created for generating multiset permutations, and can be implemented without reading the remainder of this document.) Loopless algorithms also exist for generating linear extensions of partially ordered sets, which include multiset permutations as a special case [8, 17, 15 ].
1.3 Outline Section 2 introduces notation and defines a simple lexicographic order for the permutations of a multiset. This lexicographic order is modified in Section 2.3 to create the new minimal-change order that answers Question 1. This new minimal-change order is then used in Section 3 to create the algorithm that answers Question 2. Besides answering the two main questions, Section 3.1 also provides an interesting analysis of the algorithm when applied to set permutations. Specifically, it is shown that the average length of the prefix shifts performed in the minimal-change order is less than 3. Section 4 concludes with open problems.
2 Multiset Permutations 2.1 Notation and Conventions There are two main ways to describe the elements of a multiset. Every element in the multiset can be stated, or every element in its corresponding set can be stated along with its frequency. For example, the multiset {1, 1, 2, 4, 4, 4} can be described by its elements 1, 1, 2, 4, 4, 4 or by noting that it contains two copies of 1, one copy of 2, and three copies of 4. Every multiset in this paper is assumed to contain integer values, and so it is also possible to specify the cumulative frequencies of the elements less than or equal to a certain value. For example, {1, 1, 2, 4, 4, 4} can also be specified by noting that it contains two elements ≤ 1, three elements ≤ 2, and six elements ≤ 4.
Throughout this document, E is used to represent a multiset and it will be assumed that E contains n elements, and its corresponding set has m elements. Furthermore, e i is used for the ith smallest element in the multiset (for 1 ≤ i ≤ n), and d i is used for the ith smallest element in its corresponding set (for 1 ≤ i ≤ m) with f i giving the frequency of d i . For cumulative frequencies, − → f t represents the number of elements in E that are less than or equal to d t . Thus, if E = {1, 1, 2, 4, 4, 4} then n = 6, m = 3, and {e 1 , e 2 , e 3 , e 4 , e 5 , e 6 } = {1, 1, 2, 4, 4, 4}
Given multiset E, the set of permutations of E is denoted by M E . Each permutation is treated as a string so that certain string-related concepts are natural. For example, the terms prefix and suffix are used along with the adjective proper to describe a prefix or suffix that is not equal to the entire string. Concatenation is used to add symbols to the end of strings, and is represented by adjacent symbols or by "·". In particular, concatenation can be applied to the end of every string in a list. The symbol is also used for automating the process of appending lists. If the initial value of the index variable is below the symbol, then the index variable counts upwards (as usual). If the initial value of the index variable is above the symbol, then index variable counts downwards. For example,
Lists are used to in this paper for describing orders of M E . Thus, lists will be constructed to contain each string in M E exactly once.
The symbol \ is used to represent set difference in terms of multisets. Furthermore, the symbol − is used as a shorthand for removing all of the symbols of a string from a multiset. For example,
The tail of a multiset is the string containing its elements in non-increasing order. This moniker is used so that tail(E) can be compared with other strings called scuts, which are defined in the next section. Recursively, the most natural way to describe L E is by the value of the rightmost symbol which appear in bold above.
Lexicographic Order
where L {a} = a for the single symbol a.
L E can also be recursively defined in a less natural, but ultimately more useful manner. In English, a scut is a short thick tail found on an animal such as a deer or rabbit. In the context of this paper, every multiset permutation that is not equal to tail(E) has some shortest suffix that is not a suffix of tail(E); this suffix is referred to as the scut of the permutation. For example, the scuts are bolded in the restatement of 
(Note: The condition d j > e k+1 is equivalent to 2 ≤ j ≤ m and 0 ≤ k ≤ − − → f j−1 − 1, and this alternate expression is more useful when providing Definition 2.4.) L E can be viewed as the order that starts with tail(E), and then orders the remaining strings by decreasing values of k followed by increasing values of j, with respect to scut(j, k). (The base case occurs when m = 1 and L E = tail(E).) For example, recall that in the list L {1,1,2,4} given above, the scuts appeared in the following order: 411, 21, 41, 2, 4. In other words, they are ordered by decreasing length and then by increasing leftmost symbol. The minimal-change order defined in the next section is a slight perturbation of this alternate view of co-lex order. In particular, tail(E) is ordered last (instead of first), and then the remaining strings are ordered by increasing values of j followed by decreasing values of k (instead of vice-versa).
Cool-lex Order
This section defines a new order of M E . The order is referred to as the cool-lex order for multiset permutations and is denoted by C E . The term cool-lex is a modification of the term co-lex and is further justified at the end of this section. 
The base case occurs when m = 1 and C E = tail(E).
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Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. Notice that the scuts appear in the following order: 21, 2, 411, 41, 4. In other words, they are ordered by increasing leftmost symbol and then by decreasing length. A more detailed illustration of the recursive structure(s) of L E and C E appear in Figures 1 and 2 for E = {1, 1, 2, 2, 3}. The following lemma formalizes the first and last strings that appear within C E . Lemma 2.1. (Boundary strings) Suppose n > 0. Then, Figure 2 : Column (iv) contains C E for E = {1, 1, 2, 2, 3} while column (v) illustrates its recursive structure by scut.
Now it is time to describe how C E behaves on an iterative, or string-to-string, basis. To describe its behavior, two definitions are required. 
Notice that the definition is incredibly simple: To obtain the permutation that follows s, either a prefix shift of length i + 1 or i + 2 or n will be performed, where i = ∠ (s). Moreover, at most two comparisons are needed to determine which length of prefix shift to perform. To illustrate the definition,
where the · are used to visually separate the prefix of length i = ∠ (s) and the symbols s i+1 and s i+2 . The reader can also verify that Definition 2.7 properly describes the string-by-string behavior found in Figure  2 . One important aspect of ⊳ is that it does not change certain suffixes. In particular, the following lemma shows the relationship between ⊳ and the last string in C E .
Lemma 2.2. (Invariant for
, and z is the scut of s. Then,
To describe multiple applications of ⊳ let ⊳ 0 (s) = s and
for all k > 0. For example, ⊳ 3 (s) = ⊳ (⊳ (⊳ (s))), which would result in the third string following s within C E . The main result of this section is stated in Theorem 2.1.
Theorem 2.1. (Equivalence of definitions)
In other words, Theorem 2.1 states that ⊳ does in fact provide an iterative description of C E . The result can be proven by induction on n using Lemmas 2.1 and 2.2. In particular, one must show that ⊳ does not alter any given scut until the last string in the order with that scut is reached, and that one more application of ⊳ produces the first string in the order with the next scut. Since ⊳ always performs a single prefix shift, a simple corollary to Theorem 2.1 is that C E provides a constructive and affirmative answer to Question 1. Theorem 2.1 can also be strengthened slightly by the following lemma, which shows why ⊳ circularly generates C E . This slight extension is used in the statement of Theorem 3.1 found in Section 3.1.
Lemma 2.3. (Circular generation)
To conclude this section, it is noted that ⊳ actually provides a subtle generalization of the iterative rule for generating multiset permutations with m = 2 originally described in [3, 2] . The order in that paper is described as the cool-lex order for combinations, and so C E is referred to as the cool-lex order for multiset permutations.
Algorithms
This section describes an algorithm that generates every multiset permutation for any specified multiset E. The algorithm is loopless, iterative (i.e. not recursive), uses a constant number of additional variables, and generates the permutations in the order given by C E . (To be more precise, the algorithm generates the permutations in the order given by C E , with the one exception that tail(E) is generated first instead of last.)
There is one hurdle in translating the iterative description of C E from Definition 2.7, into such an algorithm: For each successive permutation s, the algorithm must determine the value of i = ∠ (s) in constant time, and without the use of any complex data structures. Fortunately, the value of i for the current permutation is strongly related to the value of i for the previous permutation.
In other words, after each application of ⊳, the length of the longest non-increasing prefix is either increased by one or is reset to the value of 1, and the correct value can be determined by a single comparison. The proof of this lemma follows relatively easily from Definition 2.7.
Algorithm 1 Visits the permutations of multiset E.
The permutations are stored in a singly-linked list pointed to by head pointer h. Each node in the linked list has a value field v and a next field n. The init(E) call creates a singly-linked list storing the elements of E in non-increasing order with h, i, and j pointing to its first, second-last, and last nodes, respectively. The null pointer is given by φ. Note: If E is empty, then init(E) should exit. Also, if E contains only one element, then init(E) does not need to provide a value for i.
[
Instead of visiting tail(E) last (as described in Definition 2.4) the algorithm visits tail(E) first. The algorithm then continues until tail(E) is encountered again. For this reason, the first iteration is somewhat of a special case with init(E) initializing i to be "off-byone". After the first iteration, i points to the last node in the multiset permutation's non-increasing prefix and j points to the next node. Variables s and t are also pointer variables and are used for performing each shift. The first three iterations of Algorithm 1 are illustrated in Figure 3 . As mentioned in Section 1, it is often useful for generating algorithms to inform their users of the modifications being made during each iteration, and Algorithm 1 can be modified fairly easily to fit into this style. Clearly Algorithm 1 is loopless because its loop contains a constant number of elementary instructions including a single visit call. It also uses sublinear storage since it introduces only four additional pointer variables, namely i, j, s, and t. (The number of additional variables can be reduced from four to two at the expense of simplicity and efficiency.) Therefore, the algorithm provides an affirmative answer to Question 2.
Analysis
Let n represent the set {1, 2, . . . , n}. In this section the average length of the prefix shift performed within C n is analyzed. Remarkably, the value is found to be less than three. To formalize the result, let π(s) be the length of the prefix shift performed in C E when making the transition from s to ⊳ (s). (Notice that the statement of Theorem 3.1 includes the application of ⊳ that maps the last permutation of C n back into the first permutation of C n .)
The proof of this theorem requires two lemmas. The first lemma is an interesting combinatorial identity, and the second counts the number of permutations that require a prefix shift of length k while generating C n . These lemmas are stated and proven, and then combined to prove the theorem.
Lemma 3.2. (Combinatorial identity)

2(n
Proof. The proof is by induction on n. When n = 2,
So assume the identity is true when n = x, and let us use that assumption to prove that it is true when n = x + 1. The important steps in the following derivation are separating the k = x term within the sum, factoring (x + 1) out of each term in the remaining sum, and adding and subtracting the value of 2( The first three visit(E) calls in Algorithm 1 for E = {1, 1, 2, 4} will produce the configurations given above, where the left and right boxes of each node refer to its value v and next n fields, respectively.
order to apply the inductive hypothesis.
Proof. When π(s) = n then there are three possibilities to consider. First, it might be that ∠ (s) = n, and then π(s) = n is guaranteed. This can happen only if s = tail(E). Second, it might be that ∠ (s) = n − 1, and then again π(s) = n is guaranteed. This can happen in n − 1 ways since there are n − 1 choices for the value of s n (it cannot be that s n = d 1 ) and then the rest of the string is determined by this choice. Third, it might be that ∠ (s) = n − 2 and π(s) = n. In order for this to occur it must be that s n = d 1 . Then there are n − 2 choices for the value of s n−1 (it cannot be d 1 or d 2 ) and then the rest of the string is determined by this choice. In total there are 1 + (n − 1) + (n − 2) = 2n − 2 possibilities for s, thereby proving the k = n case in the stated equality. When π(s) = k and 2 ≤ k < n then there are two possibilities. First, it might be that ∠ (s) = k − 1 and π(s) = k. In order for this to occur there are n k+1 ways of choosing the first k + 1 symbols. Of these symbols, s k−1 must be the smallest, and then there are k(k − 1) ways of choosing s k s k+1 . Then s 1 s 2 . . . s k−1 is uniquely determined since ∠ (s) = k − 1. Finally, there are n − k − 1 symbols that are not within the first k + 1 symbols, and these can be placed in any order. Therefore, in total there are
choices for s in the first possibility. Second, it might be that ∠ (s) = k−2 and π(s) = k. (This possibility cannot occur when k = 2, however, the expression obtained below equals zero when k = 2.) In order for this to occur there are n k ways of choosing the first k symbols. Of these symbols, s k must be the smallest, and then there are (k − 2) ways of choosing s k−1 since s k−1 can be any of the first k symbols except for the smallest and secondsmallest. Then s 1 s 2 . . . s k−2 is uniquely determined since ∠ (s) = k − 2. Finally, there are n − k symbols that are not within the first k symbols, and these can be placed in any order. Therefore, in total there are
choices for s in the second possibility. Therefore, in total there are
choices for s as claimed in the 2 ≤ k < n case of the stated equality. Now that Lemmas 3.2 and 3.3 have been proven, the following derivation proves Theorem 3.1
(k + 1)! = 3 · n!.
Open Problems
Several interesting problems arise from the material in this paper.
Question 3. Theorem 3.1 provides an extremely low value for the average length of prefix shift performed within C n . Is it possible that C n provides the lowest possible average length of prefix shift when considering all possible orders of M n using prefix shifts? Furthermore, can a similar result be proven when an arbitrary multiset E replaces n ? Question 4. Experimentally, the average value of π(s) for M E depends only upon the multiset of frequencies of E. For example, the average value of π(s) is the same in C {1,1,2,2,3,3,3,4} as it is in C {1,1,1,2,3,3,4,4} since the multiset of frequencies is {1, 2, 2, 3} in both cases. Can this result be proven?
Question 5. An important part of combinatorial generation is ranking, which provides a mapping between each string and its position in the order. Due to the straight-forward nature of Definition 2.4 it seems plausible that the strings in C E could be ranked efficiently. How fast can they be ranked?
Question 6. The iterative rule for combinations in cool-lex order was modified slightly to obtain a minimalchange order for balanced parentheses strings and binary trees [5] . Can the new generalized rule be modified to obtain minimal-change orders for other interesting combinatorial objects such as fixed-content necklaces? Necklaces are equivalence classes of strings under rotation, and necklaces with fixed-content E are a subset of M E . Currently no loopless algorithm is known for fixedcontent necklaces, although an efficient CAT algorithm does exist [32] . Efficient algorithms for generating unlabeled necklaces [12] and fixed-density necklaces [10, 11] exist. In this last case, transposition Gray codes are also possible [6, 34] . Binary necklaces (with no density restriction) do not have a Gray code changing a single bit [6] but do have a Gray code changing at most two bits [36] . Gray codes changing at most three symbols also exist for unrestricted necklaces over arbitrary bases [13] .
Question 7. It has been observed that within C E the strings with prefix d m appear in the same relative order as they do in C E−dm . What properties of this type can be proven?
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