Background: Intraoperative ultrasound scanning induces deformation on the tissue in the
INTRODUCTION
Intraoperative ultrasound scanning has been a widely adopted imaging modality used for surgical navigation to compensate for the narrowed field of view, limited access, and lack of tactile feedback in robotic surgical procedures. 1 In intraoperative ultrasound scanning, the probe needs to be in contact with the tissue to ensure acoustic coupling, which often results in excessive tissue compression, up to 1∼cm in routine freehand ultrasound. 2 This compression alters the shape and location of the scanned tissue, which reduces the accuracy of the scanning procedure. Ultrasound probe tracking has already been used in clinical practice, in the context of robotic-assisted partial nephrectomy (RAPN). 3 The position and orientation of the probe are used to register the ultrasound scan to the intraoperative view, to facilitate imaging visualisation (minimises surgical disruption, as it avoids visualising the scan in a separate screen from the laparoscopic view) and identification of tumour boundaries. These scans can be collected, alongside their location in 3D space, and used to interpolate a volume of the anatomical region of interest, eg, the tumour. The reconstructed tumour volume can be overlaid onto the kidney for guidance during tumour resection. However, if scanning induces deformation or displacement of the tissue, the respective reconstructed volume will not be representative of the real tumour, regarding location and shape, and will likely mislead the surgeon. Surgical performance can be improved when the surgeon is given real-time feedback. [4] [5] [6] [7] There is no consensus on which feedback modality results in the best performance, but haptic, auditory, and visual feedback have been the preferred modalities.
Woerdeman et al 4 This study aims to demonstrate that an improvement in the quality of the 3D reconstruction is achieved when a feedback modality is provided as a response to the user-model interaction. The feedback modality assessment, which could not be performed in vivo, was implemented using a patient-specific biomechanical model 8 and the simulation of deformable ultrasound imaging. 9 A user study was performed to validate the framework and estimate which feedback modality should be adopted. An improvement observed in this framework would suggest the need to integrate such feedback modality in the live surgical context.
MATERIALS AND METHODS

Overview
A framework that enabled the simulation of intraoperative ultrasound scanning and respective 3D volume reconstruction is presented. This framework was utilised in a user study to evaluate the influence of a feedback modality in terms of scanning performance. Participants scanned different data sets of a kidney with an embedded tumour, under different types of feedback modalities or none (no guidance).
The resulting simulated ultrasound scans were merged into a single volume to provide a 3D simulated tumour reconstruction. This tumour was then compared with the reference tumour from the respective computed tomography (CT) scans, to provide a measurement of performance.
All human studies were conducted in accordance with local ethics committee approval.
Data preparation
Four cases were chosen from a database of approximately 200-RAPN CT volumes, assuring that different combinations of tumour-in terms of size, location within the kidney, and type of growth-were used to broaden the ease of access and, therefore, scanning of the tumour. For each of the data sets, two sets of segmentations using ITK-SNAP 10 were performed: one in which kidney, tumour, and surrounding tissue (acting as boundary conditions) were segmented separately to provide a baseline of undeformed reference cases; and the second in which tumour and kidney were segmented as a single structure, with surrounding tissue separated, to provide data for the user study so that the boundary between tumour and kidney would be indistinguishable from the surface. All the segmented structures were exported as surface meshes and imported to MeshLab, 11 then decimated with the quadratic edge collapse decimation algorithm and smoothed with the volume-preserving HC Laplacian smoothing algorithm. A tetrahedral mesh of the kidney and tumour structure was generated in Gmsh 12 to enable modelling of ultrasound. 9 A signed distance field (SDF) was created from the surface mesh of kidney and tumour to facilitate an accelerated collision detection between the probe and the model, which also defined the depth of penetration of the probe. This SDF volume covered the entire surface mesh boundary Ω and had negative values for all voxels within Ω and positive for all the voxels outside Ω.
Each voxel "intensity" represented the closest distance of that voxel position to the surface. The tumour voxels of the CT volumes used as reference were highlighted to distinguish easily the tumour from remaining kidney, in order to avoid any extra bias.
Simulation
The biomechanical model used in the simulation platform was implemented within the GPU-accelerated NVIDIA FleX position-based dynamics (PBD) framework, 13 in a fashion similar to that reported in the study of Camara et al. 8 The FleX framework supports different modelling structures and collision geometries. The kidney and tumour were modelled as a single soft body, using a system of particles.
The ultrasound probe (UST-533) was approximated as a cuboid, modelled as a dynamic convex mesh and controlled by the user via the PHANTOM Omni device. A weighted matrix-bending technique (or "skinning") 14 was applied to the vertices of both the kidney surface and volumetric meshes such that these "skinned" vertices attached to the system of particles would move in accordance with the manipulation of the kidney parenchyma. The surrounding tissue was modelled as a static triangular mesh and acted as boundary conditions for the model. The simulation of deformable ultrasound imaging was implemented similarly as reported in the study of Camara et al. 9 As reported by Pratt et al, 15 the simulated ultrasound scan was registered to the probe and overlaid onto the kidney model. As the user scans the kidney, the ultrasound slices are stored with respective positions and rotations (in the camera coordinate frame) and texture, to generate a 3D simulated volume reconstruction. The reconstruction algorithm starts with defining a slice-bounding box, and subsequently, a collection of neighbouring cubes is created to encompass this bounding box. The slice is tested for proximity with the collection of cubes, and when intersection occurs, each voxel of a respective cube is assigned in accordance with the slice texture point, which is projected perpendicularly given a distance threshold (0.25∼mm). 16 When the scanning acquisition terminates, the reconstructed volume is saved and displayed onto the kidney model (as exemplified in Figure 1 ).
Feedback implementation
A feedback modality was provided whenever a collision between the probe and the kidney model was detected. From the ultrasound probe's perspective, the middle point of the lower face of the probe was chosen as the point of contact. This simplification is acceptable, as the lower face has to maintain contact with the surface of the kidney to ensure a full visualisation of the ultrasound scan. From the kidney surface's perspective, the SDF volume was used to detect a collision with the probe. Using the SDF accelerated collision detection as the SDF corresponded to an undeformed configuration of the kidney (can be computed offline) as opposed to the kidney model itself, and directly provided the penetration distance d travelled by the probe.
Haptic feedback
Haptic feedback was provided through the PHANTOM Omni device, 
where the constant 0.1 scaled down the force to ensure that the 3∼N maximum force of the device was not exceeded. The haptic feedback response increased with the magnitude of the applied deformation and was set to zero if no deformation was applied.
Auditory feedback
Auditory feedback was provided with a pitched sound dependent on the level of deformation, in a binary fashion, as it was not directionally dependent. The auditory warning was implemented with the Beep function of MS Windows Win 32 API, which required a duration t (in ms) and frequency f (in Hz) of a sound. The auditory feedback R A (d) was defined as
When the user was scanning in a "safe zone," which was defined by thresholding (up to 2∼mm) the deformation to a minimum, the system produced a pitch with a lower frequency. If the deformation exceeded this threshold, a higher pitch was produced to alert the user that an excessive deformation was being applied. If no collision occurred, the auditory feedback was absent. 
Visual feedback
Visual feedback was an extension of the standard laparoscopic view, aiming to enhance the subsurface information that is not normally visible. Visual guidance was implemented by varying the colour channels of the simulated ultrasound scan through an RGB colour specification.
The visual feedback R V (d) was defined as
This feedback modality was implemented similarly as the auditory feedback: when the user was scanning in a "safe zone," the ultrasound scan became green; if the probe entered a "no go" zone, the ultrasound scan became red; if there is no contact between the probe and the model, the scan was not altered.
2.5
Study setup
Participants
A total of 20 participants volunteered to complete the study. All 
Task
Participants were asked to scan the surface of the kidney and attempt to scan as much of the tumour as possible, while maintaining the applied deformation to a minimum. All of the ultrasound scans and respective locations in space were recorded. Whenever the participants felt that enough of the tumour had been scanned, the slices were used to generate the 3D reconstructed volume, that was overlaid onto the model. If the participants were satisfied with the result, the volume was saved and the task terminated. Otherwise, the participants continued scanning, and the process was repeated until satisfaction was achieved.
Experimental design
A crossover study design was performed, given three experimental conditions: haptic, visual, and auditory feedback. Each participant was asked to attend in three different sessions, one per feedback modality, and perform the task eight times (subtasks): for each of the four data sets, one time with a feedback modality (case) and another without feedback guidance (control). The order by which participants started the conditions or the subtasks was pseudo-randomised, to ensure a decrease in any bias or learning curve.
Experimental setup
The setup used in this study is demonstrated in Figure 2 . In the first session, the participants were detailed on the task to perform and given a separate data set to practise ultrasound scanning until 
Measures of performance
To assess the participants' performance, a comparison between the simulated and reference volumes was performed on the respective tumours, which were easily identified as the voxels that were previously highlighted. The reference volume corresponded to that used to generate the data, and the simulated volume cor-
Setup for the user study: participants visualised the simulation through the 3D display 17 and manipulated the PHANTOM Omni device to interact with the model These measurements, demonstrated in Figure 3 , can be defined as follows:
• PercentageIN corresponded to the amount of the simulated tumour 
Data analysis
To assess the overall performance of the participants, a binary variable, 
RESULTS
Example of high-and low-quality performances is demonstrated in Figure 4 , for the same data set. All images show a kidney mesh and the simulated reconstructed 3D volumes (with an applied transfer Results from the initial overall analysis are presented in Table 1 .
Focused simply on the BinaryCount variable (in percentage), haptic and visual feedback were the modalities that resulted in the best scanning performances, followed by auditory feedback. For example, in 82.5%
of the cases, haptic feedback resulted in an improved performance when compared with performing the same subtask with no feedback.
Independent of the feedback modality used, an overall improvement of approximately 81% in the scanning performance was observed when some feedback guidance was provided. The variable BestPerformance was higher for visual feedback, followed by haptic and finally auditory feedback, demonstrating the order by which the feedback modality resulted in the best performance, across all participants.
In respect of the questionnaire, the participants answered with an average of 4.4 to the question (1) "Does feedback assist in decision making?" and 4.5 to the question (2) "Does feedback help to perform scanning as intended?" Question (3) resulted in twelve participants preferring haptic, five visual, and three auditory feedback, with all participants preferring a feedback modality over none. An overview of descriptive mean and standard deviation for all the variables analysed is presented in Table 2 . As the participants scanned the same data set with and without feedback within each session, at the end of the study, each data set had three repeated tasks for no feedback, which naturally corresponded to the same subtask but were displayed here to assess whether there was any learning curve throughout sessions.
ANOVA results are presented in Table 3 . Both the variables PercentageIN case and PercentageIN control show a significant difference in performance between at least two of the feedback modalities (p < 0.05 and F value is higher than the critical F value 18 ).
To understand where the significant differences occurred, a paired samples t test was performed for each variable across each pair of feedback modalities results are presented in Table 4 . There was significant improvement in performance for visual feedback when compared with haptic and for auditory when compared with haptic, regarding the variable PercentageIN case (p < 0.05, and t value is higher than the critical t value 18 ). However, there was no significant 
DISCUSSION
The overall analysis showed that an improvement in the scanning performance was observed in approximately 81% of the subtasks when a feedback modality is integrated, which indicates that regardless of the feedback modality, the scanning performance improved compared with no use of feedback guidance. Visual and haptic feedback were the modalities that most improved in overall the performance, but when assessed for each participant individually, visual feedback provided the best performance, followed by haptic and then auditory.
Regarding the questionnaire, participants rated highly the use of feedback in both facilitating decision-making and assisting in guiding the scanning technique. The participants felt that their performance was improved under some guidance and appreciated some sort of feedback over none. The participants preferred feedback modality Results from the paired sample t-test on the variable PercentageIN control (no feedback) showed a significant difference between the haptic and auditory feedback. As the feedback modality used for each session and per participant was randomised and as the differences were not significant between all sessions, there could not be a learning curve.
The PercentageIN and TotalScanned showed no relationship between each other given the weak Pearson correlation coefficients and no statistical significance. Therefore, the extent of applied deformation is not related to the quantity of original tumour that is scanned.
This study has some limitations. As the number of participants was infer whether the use of a feedback modality resulted in improved performance depending on the level of difficulty of the scanning procedure. Such was performed in the study of Panait et al. 6 In the real robotic setting, the integration of a feedback modality for an intraoperative ultrasound procedure is advised. Such is expected to facilitate the awareness of the excessive deformation applied to the tissue, which will, in turn, improve the accuracy of the resulting ultrasound scans. The most reasonable approach to enable feedback modalities to be implemented intraoperatively requires the use of force sensors in the surgical instruments, such that the force applied on tissue could be measured and used (1) 
CONCLUSION
The evaluation of the effect and potential need of a feedback modality as a response to the user-model interaction was performed through a user study. The focus was on determining whether integrating a feedback modality as guidance to ultrasound scanning would improve the user's performance. Such was assessed by generating variables that compared the reconstructed simulated tumour volumes from performances with and without feedback, against the reference tumour volumes from the CT scans (used as ground truth). Although the optimal feedback modality varied depending on the assessment performed, ie, the questionnaire, the overall analysis, or the statistical tests, the integration of a feedback modality resulted in an improved scanning performance. The absence of a feedback modality increased the overall deformation applied to the model, which resulted in a less accurate 3D ultrasound reconstruction of the tumour. This was avoided when a feedback modality was used as a response to user-model interaction.
This study was performed in a simulation environment but, nonetheless, highlighted the need to account for soft tissue deformation in procedures such as intraoperative ultrasound scanning. Using such data without a corrective measure might mislead surgeons in decision-making. This deformation can be avoided in the real surgical scenario if some type of feedback modality is integrated into the surgical workflow. In this context, it is believed that it is not only feasible but clearly beneficial to introduce a feedback modality in clinical practice.
