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Abstract
Starting from Maxwell’s theory of electromagnetism in a Minkowski spacetime, we generalize to
arbitrary spacetimes and gauge groups. The gauge groups U(1) and SU(3) and their associated
Yang-Mills theories are discussed in detail.
1 Introduction
Arguably the most fundamental pursuit of theoretical physics is that of unification of the laws
of nature. The development of special relativity by Einstein in the early 20th century and the
later development of Yang-Mills theory both have origins in Maxwell’s theory of electromagnetism.
Naturally then, we begin by developing some of the formalism of special relativity and Maxwell’s
theory of electromagnetism. Then, we develop some tools from differential geometry to generalize
the vector calculus used in the description of Maxwell’s theory. This development will in turn al-
low us to understand what is considered the cornerstone of modern theoretical physics, Yang-Mills
theory, which more or less gives us a prescription for developing theories of the behavior of matter
all around us (besides behavior that is due to gravity). Particularly we will discuss the theories of
Quantum Electrodynamics (QED), which describes how electrically charged particles and photons
interact, and Quantum Chromodynamics, which describes how the nuclei of atoms are formed and
behave. As we will see, these particular Yang-Mills theories are U(1) and SU(3) gauge invariant,
respectively, and in some sense the only difference between them are described by the properties of
these groups!
We will find many pieces of notation useful, but not by any means universal, so we shall clarify
maybe the most ubiquitous of these now, since the following we will begin using it immediately.
We will work in what some call “god-given” units, where the speed of light, c ≈ 3 × 108 m/s and
the reduced Planck’s constant, ℏ ≈ 4 × 10−15 eV·s are set to unity. This will make Maxwell’s
equations, Lorentz transforms, and the wave equations of quantum mechanics much less cluttered.
For example, Einstein’s famous mass-energy equivalence, E = mc2 now reduces to
E = m. (1.1)
In practice this notation makes calculations less tedious, and in order to get back the desired units
of some quantity, one simply multiplies by the correct (unique) factor of c’s and ℏ’s. We will not
really discuss the nuances of units after this point, but it is worth mentioning since some readers
may be unfamiliar with this somewhat confusing (albeit convenient) practice. When it makes sense,
we will keep these units around to make concepts more transparent.
2 Maxwell’s Equations and Special Relativity
2.1 Special Relativity
Special relativity is concerned with how measures of space and time differ from one inertial reference
frame to another (that is, two frames moving at constant velocities). The fundamental quantities in
relativity are four component vectors (or 4-vectors), like space-time, denoted using a Greek index
1
that runs from 0 to 3, (e.g., µ = 0, 1, 2, 3). The space-time vector is defined as xµ = (t, x, y, z)T =
(t, r⃗)T , in terms of indices,
x0 = t, x1 = x, x2 = y, x3 = z. (2.1)
Specific points in spacetime xµ ∈ R4, are called events. Particles follow continuous trajectories of
events called world lines. We will be concerned with events and world lines as they are seen by
two different inertial reference frames, O and O′. As we will see shortly, Minkowski spacetime is a




1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 . (2.2)





ν = (t,−r⃗). (2.3)
Following Einstein’s summation convention, we will suppress the summation notation whenever we
see a repeated index in an expression, so the above becomes
xµ = ηµνx
ν = (t,−r⃗). (2.4)
2.1.1 Lorentz Transformations
We distinguish the vector xµ (index up) vector as being contravariant while xµ (index down) as
being covariant. We can take the Minkowski inner product of a contravariant quantity and its
covariant counterpart to obtain an invariant scalar quantity,
xµx
µ = t2 − r⃗ · r⃗
= t2 − x2 − y2 − z2.
(2.5)
This quantity is called a space-time interval and is said to be invariant because it remains constant




just as length r2 = x2 + y2 + z2 is invariant under rotations1. We can classify space-time intervals
according to their sign, i.e.
xµx
µ > 0, xµ is timelike
xµx
µ < 0, xµ is spacelike
xµx
µ = 0, xµ is lightlike.
(2.7)
Definition 2.1. Let xµ ∈ R4. A Lorentz transformation is a linear transformation that maps a
space-time interval in some frame O to a space-time interval in another frame O′ by a transformation





(t)2 − (x)2 − (y)2 − (z)2 = (t′)2 − (x′)2 − (y′)2 − (z′)2
(2.8)
1We will better define the idea of rotations in R3 in the discussion of the rotation group SO(3) in sections 4.1 and
4.2.
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where the frame O′ moves with velocity v ∈ [0, c] relative to O. We can see then that a rotation in
the xy plane by an angle −θ
R =

1 0 0 0
0 cosθ −sinθ 0
0 sinθ cosθ 0
0 0 0 1
 (2.9)





1 0 0 0
0 cosθ −sinθ 0
0 sinθ cosθ 0










x′ = xcosθ − ysinθ





µ′ = (t′)2 − (x′)2 − (y′)2 − (z′)2
= (t)2 − (x cosθ − y sinθ)2 − (y cosθ + x sinθ)2 − (z)2
= t2 − x2cos2θ − y2sin2θ + 2xysinθcosθ
− x2sin2θ − y2cos2θ − 2xysinθcosθ − (z)2
= (t)2 − (x2 + y2)(cos2θ + sin2θ)− (z)2
= (t)2 − (x)2 − (y)2 − (z)2.
(2.12)
This transformation corresponds to the frame O′ having a coordinate system that differs from
O by an angle of −θ in the xy plane and zero relative velocity. Typically we are not worried about
two frames that have different coordinate systems, but two frames with the same coordinate system
and a non-zero relative velocity between one another. These transformations are called boosts, and
we will outline a derivation here.
Suppose that we have a stationary frame O and a frame O′ with a velocity v in the x direction
and that their world lines intersect at xµ = 0µ. Suppose further that a spherical wavefront of light
is emitted at xµ = 0µ. By Einstein’s second postulate, this wavefront has a constant velocity c in
all reference frames, and so from the perspective of O and O′ the wavefront is at a distance
r = ct (2.13)
r′ = ct′ (2.14)
in each frame, respectively. The equations for the spherical wavefront in O is










since relative motion is in the x direction. We then have
x′2 − (ct′)2 = x2 − (ct)2. (2.18)
The most general, linear2 solution for x′ and ct′ in terms of x and ct is
x′ = x coshϕ− ct sinhϕ
ct′ = −x sinhϕ+ ct coshϕ
(2.19)
which can be verified using the identity
cosh2ϕ− sinh2ϕ ≡ 1 (2.20)
and (2.18). To obtain the relation of ϕ to v, we can use the fact that in the frame of O, x = 0 and
x′ = vt′, so
x′ = −ct sinhϕ, (2.21)
ct′ = ct coshϕ. (2.22)






= −tanhϕ = −v
c
(2.23)
We can then make use of two more hyperbolic identities
sinhϕ ≡ tanhϕ√
1− tanh2ϕ











Often the ratio v/c is denoted β and (1− (v/c)2)−1/2 as γ so that
sinhϕ = βγ, coshϕ = γ. (2.26)
But arguably the hyperbolic parameterization is more transparent. We can why by writing the
boost as a matrix
B =

coshϕ sinhϕ 0 0
sinhϕ coshϕ 0 0
0 0 1 0
0 0 0 1
 (2.27)
from which we can immediately read off that detB = 1 by (2.20). Our regular Euclidean ro-
tation above also has a determinant equal to unity, and in fact all Lorentz transformations have
2We require linearity, otherwise we do not have translational symmetry between frames. If we did not require
translational symmetry, we would basically be saying that physical laws depend on where we define the origin of our
coordinate system to be.
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this property, since each transformation Λ can all be expressed as a product of rotations and boosts.
We could have just as well chosen the metric tensor
ηµν =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 (2.28)
because in multiplying both sides of equation (2.8) by a negative sign we still have equality. For
this metric tensor we have the spacetime interval
xµx
µ = −(t)2 + x2 + y2 + z2. (2.29)
We say (2.2) has a metric signature (1,−1,−1,−1) and (2.28) has a metric signature (−1, 1, 1, 1).
It is sometimes justified to regard time as existing in C, with our“usual” time existing on the real
axis. We can then perform a so-called Wick rotation of −π/2:
t→ −iτ , (2.30)
in which case the interval (2.29) becomes
xµx
µ = τ2 + x2 + y2 + z2. (2.31)
which takes our Minkowski metric to a Euclidean metric in the variables (τ, x, y, z).
2.2 Maxwell’s Equations in R4
Maxwell’s equations are the following:
∇ · B⃗ = 0, ∇× E⃗ + ∂B⃗
∂t
= 0⃗ (2.32)
∇ · E⃗ = ρ, ∇× B⃗ − ∂E⃗
∂t
= ȷ⃗ (2.33)
where j⃗, E⃗, B⃗ : R4 → R3 and ρ : R4 → R. The vectors E⃗ and B⃗ are the electric field and magnetic
field, respectively, ρ is the electric charge density, and j⃗ the current density. We have grouped the
homogeneous and inhomogeneous equations together for reasons that will be come apparent shortly.
When ρ and ȷ⃗ are zero everywhere, there is an apparent symmetry in the equations:
∇ · B⃗ = 0, ∇× E⃗ + ∂B⃗
∂t
= 0⃗ (2.34)
∇ · E⃗ = 0, ∇× B⃗ − ∂E⃗
∂t
= 0⃗ (2.35)
characterized by the transformation
B⃗ 7→ E⃗, E⃗ 7→ −B⃗ (2.36)
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which takes the first pair of equations into the second and vice versa. By defining a complex valued
vector field in C3
E⃗ = E⃗ + iB⃗ (2.37)
duality now amounts to the transformation
E⃗ 7→ iE⃗ (2.38)
and our four equations reduce to two:
∇ · E⃗ = 0, ∇× E⃗ = i∂E
∂t
(2.39)
This trick3 can be extended to the inhomogeneous case by defining an electromagnetic charge and
current density,
P = ρ+ iµ, (2.40)
J⃗ = ȷ⃗+ ik⃗ (2.41)
where ρ and ȷ⃗ are the electric charge density, and µ and k⃗ are analogous quantities caused by the
presence and motion of magnetic charges. The resulting Maxwell’s equations are then
∇ · E⃗ = P, ∇× E⃗ = i(∂E
∂t
+ J⃗ ) (2.42)
or, separating into real and imaginary parts to compare with our original four equations,
∇ · B⃗ = µ, ∇× E⃗ + ∂B⃗
∂t
= −k⃗ (2.43)
∇ · E⃗ = ρ, ∇× B⃗ − ∂E⃗
∂t
= ȷ⃗. (2.44)
We see that we now have 4 inhomogeneous equations, and the transformations
P 7→ iP, J⃗ 7→ iJ⃗ (2.45)
together with (2.38) defines the duality in the the presence of electric and magnetic charges. These
magnetic charges, so called magnetic monopoles, have many satisfactory properties in addition to
allowing a duality between the inhomogeneous Maxwell’s equations. Unfortunately, these magnetic
monopoles have never been observed!
2.2.1 Potentials
The form of Maxwell’s equations can be used to develop a mathematical tool, called the potential,
that will often allow us to solve Maxwell’s equations with much more ease, and also introduce the
idea of a gauge transformation, which will be the topic of section 4.3.1. To start, we will begin with
the so-called static case of Maxwell’s equations, where there is no time dependence of our fields
and sources (an example is charge moving around a fixed circle in space):
∇ · B⃗ = 0, ∇× E⃗ = 0,
∇ · E⃗ = ρ, ∇× B⃗ = ȷ⃗.
(2.46)
3This trick may not seem so clever once one realizes it essentially amounts to using the fact that R2 ∼= C (or more
generally that R2k ∼= Ck) and that linear transformations can be represented by multiplication in C. However, as is
often the case, moving from a real vector space to a complex one often makes solving problems much easier.
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Let ϕ be a C2 scalar function ϕ : R3 → R. We then have the following identity from vector
calculus:
∇× (∇ϕ) ≡ 0. (2.47)
It then follows from our second homogeneous equation, ∇ × E⃗ = 0, that the curl of E⃗ can be
expressed as the gradient of some scalar function V : R3 → R called the electric potential. By the
charge convention we pick up a negative sign and we have
E⃗ = −∇V. (2.48)
Let Ψ be a smooth vector function Ψ: R3 → R3. Similar to our last definition, we can use an
identity
∇ · (∇×Ψ) ≡ 0. (2.49)
together with our first homogeneous equation ∇ · B⃗ = 0 to conclude that there exists a vector
function A⃗ : R3 → R3 such that
B⃗ = ∇× A⃗. (2.50)
We should note that these potentials are not uniquely defined, we need to specify the value of V
at the boundary ∂V of some volume V to obtain a unique solution within the volume. Returning
to the more general dynamical Maxwell’s equations
∇ · B⃗ = 0, ∇× E⃗ + ∂B⃗
∂t
= 0,




we can see now that our result (2.50) still holds, since the divergence of B⃗ is still zero, but (2.48)
no longer holds, since the curl of E⃗ is non-zero. We can still find E⃗ in terms of a scalar potential
V by substituting (2.50) into the second homogeneous equation to obtain

















Now we have E⃗ in terms of our potentials:
E⃗ = −∇V − ∂A⃗
∂t
. (2.54)
We can tidy up our notation a bit by rewriting the fields, potentials, and sources in relativistic
notation. First the electric charge and current densities will constitute a four-vector:
Jµ = (ρ, ȷ⃗) (2.55)
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Similarly, the four-potential is written











The four-potential can undergo certain transformations of the form
Aµ → Ãµ = Aµ + ∂µλ (2.58)
without changing the underlying physical fields E⃗ and B⃗. This scalar function λ : R4 → R is called
a gauge function and is a function of space and time. This transformation is our first example of
a gauge transformation. In the next section we will show that λ can be any function of space and
time.
2.2.2 The Field Strength Tensor
The field strength tensor is an antisymmetric rank (2,0) tensor which allows us to compactly express
our fields:
Fµν = ∂µAν − ∂νAµ
=

F 00 F 01 F 02 F 03
−F 01 F 11 F 12 F 13
−F 02 −F 12 F 22 F 23




0 −Ex −Ey −Ez
Ex 0 −Bz By
Ey Bz 0 −Bx
Ez −By Bx 0

(2.59)
where we have used equations (2.50) and (2.54) to determine the coefficients of the tensor. Now
when we make the transformation Aµ → Ãµ = Aµ + ∂µλ we have
Fµν → ∂µÃν − ∂νÃµ
= ∂µ(Aν + ∂νλ)− ∂ν(Aµ + ∂µλ)
= ∂µAν − ∂νAµ + ∂µ∂νλ− ∂µ∂νλ
(2.60)
but we can interchange the order of partial derivatives, so ∂µ∂ν = ∂ν∂µ, and hence, the field
strength tensor Fµν is invariant under the gauge transformation Aµ → Ãµ.
In order to write Maxwell’s equations in terms of the field strength tensor, we also need the





where ϵµναβ is the (rank-4) Levi-Civita symbol :
ϵµναβ =

+1, µναβ is an even permutation of 0123
−1, µναβ is an odd permutation of 0123
0, any index is repeated.
(2.62)
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An odd permutation is obtained by interchanging any two adjacent indices an odd number of times,
e.g. interchanging 0 and 1 in 0123 yield 1023. An even permutation then comes from interchanging
any two adjacent indices an even number of times, e.g. interchanging 0 and 1 in 0123 and then 2
and 3 yield 1032. Some examples of repeated indices are 0023, 0111, 3333, etc. Hence there are
44 = 128 total elements, 4! = 24 non-zero elements, and 128−24 = 104 zero elements. There is also
a rank-3 symbol, which involves permutations of 123, and rank-n symbols involving permutations
of 123 . . . n all sharing the same basic rules as (2.62).
Once the smoke clears, equation (2.61) becomes
Gµν =

0 −Ez Ey −Bz
Ez 0 −Ex −By
−Ey Ex 0 −Bx
Bz By Bx 0
 . (2.63)




µν = Jν .
(2.64)
The benefit of this form, besides being more aesthetically pleasing than (2.32) and (2.33), is that
we can potentially tell which symmetries are obeyed by Maxwell’s equations upon inspection, e.g.
how the components transform under a Lorentz transformation.
3 Rewriting Maxwell’s Equations
So far we have talked about Maxwell’s equations as existing on Minkowski spacetime, which is es-
sentially just R4 with a Minkowski metric. As it turns out, Minkowksi spacetime is a flat spacetime.
In Einstein’s general theory of relativity spacetime is only approximately flat in the near absence
of energy and momentum, and always locally flat. This first statement is that our metric tensor in
curved spacetime can be written as
gµν = ηµν + hµν (3.1)
where hµν is a small perturbation to the Minkowski metric, i.e. |det(hµν)| ≪ 1. The second
statement that spacetime is locally a Minkowski space is the Einstein Equivalence principle. Stated
in the language of differential geometry, the tangent space at some point on a manifold such as
curved spacetime will be a pseudo-Euclidean vector space. For example, the sphere given by
x2 + y2 + z2 = 1 (3.2)
has tangent planes that look like R2. This sphere is called S2, or the 2-sphere, since it is a 2-
manifold. If we wish to write Maxwell’s equations on a curved spacetime (or any theory, for that
matter), we will need to develop some tools from differential geometry.
3.1 Manifolds
In this section we will define the general idea of a smooth, n-dimensional manifold, or n-
manifold. The basic idea is that an n-manifold looks locally like Rn. This does not mean that it
has the same metric as Rn, but instead that there exist certain functions from the manifold to Rn
9
that have certain properties.
To develop a well defined notion of a smooth manifold, we start with the definition of a topo-
logical space.
Definition 3.1. A topological space is a set X together with a specified collection of open sets
Ui ⊆ X, satisfying the following conditions [1]:
1) The empty set and X itself are open,
2) If Uj , Uk ⊆ X with fixed j and k are open, so is Uj ∩ Uk,
3) If the subsets Ui ⊆ X with i = 1, 2, ..., n are open, so is the union ∪ Ui.
(3.3)
The open sets collectively are called the topology of X. An open set containing a point x ∈ X is
called a neighborhood of x. For example, in Rn, a set U is open if there exists some ϵ > 0 such that
all points in U within an ϵ of the center of U are also in U . A collection of open subsets Ui ⊆ X
covers X if ∪
Ui = X.
The reason we need a topology to define a smooth manifold is so that we can define continuous
functions φ : U → Rn. The function φ is called a chart, and we can effectively work in Rn as long
as we work in φ(U), called a chart-set. We are now ready to formally define an n-manifold.
Definition 3.2. An n-manifold is a topological space M covered by open subsets Ui, each having
charts φi : Ui → Rn, which are related in the following way:
For some j and k, the so-called transition function, φj ◦ φ-1k : φk(Uj ∩ Uk) → Rn
is smooth where it is defined. Separate collections of charts are called an atlas.
(3.4)
This definition allows us to “patch together” a manifold M with open subsets that look like Rn.
This also guarantees that if a scalar function f : Uj → R is smooth, then it will smooth on the
intersection of Uj with some other open subset of M . The necessity of smoothness arises because
we want the two principal kinds of fields that live on manifolds, vector fields and differential forms,
to be defined everywhere on a manifold.
3.2 Vector Fields
As far as we are interested here, a vector field will be a differential operator defined at each point
on a manifold whose sole ambition in life is to differentiate smooth functions. We will start by
naming a few things. The set of smooth real valued functions on a manifold M is denoted C∞(M),
and is a commutative algebra over the real numbers. Formally, this property means the following:
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let f, g, h ∈ C∞(M) and α, β ∈ R. Then at each point in M we have
f + g = g + f
f + (g + h) = (f + g) + h
f(gh) = (fg)h
f(g + h) = fg + fh
(f + g)h = fh+ gh
1f = f
α(βf) = (αβ)f
α(f + g) = αf + αg
(α+ β)f = αf + βf
fg = gf
(3.5)
All a vector field does, in some sense, is take one function on a manifold to another function of the
same manifold. Abstractly, we say v : C∞(M) → C∞(M), where v is a vector field. But before
we define vector fields on a manifold, we will consider the familiar case in Rn. The directional
derivative of a function f : Rn → R in the direction of the vector field v is written
vf = vµ∂µf (3.6)
where µ = 1, 2, ..., n (in general, but we will have n = 4 for our purposes). Actually, this formula
will hold for all f ∈ C∞(Rn), so we can just write.
v = vµ∂µ (3.7)
A vector field on M will have the same basic properties as a differential operator in Rn. Namely,
linearity and the Leibniz law define a vector field on M .
Definition 3.3. Let v be a vector field on M , α ∈ R, and f, g ∈ C∞(M). Then we have:
v(f + g) = vf + vg
v(αf) = αv(f)
v(fg) = (vf)g + f(vg),
(3.8)
where the first two are simply linearity, and the last is the Leibniz law or product rule. We should
also note that the components of the vector field, vµ, can themselves be functions of M . We now
let Vec(M) be the set of all vector fields on M . Then Vec(M) is a module over C∞(M), that is,
for f, g ∈ C∞(M) and v, w ∈ Vec(M) we have
f(v + w) = fv + fw




where “1” is the constant function equal to 1 ∈ R on all of M .
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Figure 1: S2 with a tangent vector at the point x ∈ S2 [1]
3.2.1 Tangent Vectors
A convenient way to imagine a vector field on M is simply as an arrow assigned to each point
p ∈ M . This arrow is called a tangent vector at the point p, and is denoted vp. Where do these
tangent vectors live? They belong to the set of all tangent vectors at p, called the tangent space at
p, denoted Tp(M). We should note, however, that unlike the vector space Rn, it only makes sense
to add and subtract vectors that are at the same point on a manifold. The reason we can get away
with adding and subtracting vectors at different points in Rn is because each tangent space has the
same basis.
3.2.2 Contravariance and Covariance
We mentioned earlier that an index up quantity like xµ is contravariant, while an index down
quantity like ∂µ is covariant in a very cursory manner, and we are now almost ready to understand
what this terminology really means. First we need one more definition, which is that of a curve on
a manifold.
Definition 3.4. A curve γ on a manifold is a smooth function γ : R →M such that for any t ∈ R,
γ′(t) ∈ Tγ(t)(M).
Now suppose we have a function ϕ : M → N from one manifold to another and a function
f ∈ C∞(N). Then by composing ϕ with f , we obtain a C∞(M) function. This process is called
pulling back f from N to M by ϕ, defined by
ϕ∗f = f ◦ ϕ (3.10)
so that ϕ∗ : C∞(N) → C∞(M), whereas ϕ : M → N (see figure 2). For this reason, real-valued
functions on manifolds are said to be contravariant. We can actually use this fact to check whether
or not a function ϕ from one manifold to another is smooth, which is necessary for practically any
purpose, especially when doing physics on manifolds. If the pullback of some f ∈ C∞(N) is not
in C∞(M), then ϕ is not smooth. Such functions from one manifold to another are called maps.
On the other hand, we can use a map ϕ to take curves and tangent vectors from one manifold to
another. This operation is called a pushforward.
More generally, we can pull back any (n, 0) tensor, and push forward any (0,m) tensor, where
n,m ∈ Z+. For example, we can pullback Fµν and xµ, and pushforward Gµν and ∂µ. But what
12
Figure 2: A map ϕ from M to N , a function f , and the pullback of f . [1]
about a mixed tensor quantity, like Fαβ or Γ
ρ
αβ? We can neither pullback or pushforward these
quantities, but we can obtain contravariant and covariant quantities by raising or lowering indices.
3.2.3 The Lie Bracket
Given two vector fields v, w ∈ Vec(M), how can we construct a new vector field? Suppose we
have two vector fields v, w ∈ Vec(M) and f ∈ C∞(M). Then the Lie bracket of v and w is defined
by
[v, w](f) = vw(f)− wv(f), (3.11)
or, since [v, w] itself is a vector field we can just write
[v, w] = vw − wv. (3.12)
which we can verify using (3.9). If v and w commute, as is the case when v = ∂µ and w = ∂ν ,
then [v, w] = 0. The Lie bracket is sometimes called the commutator for this reason. But what is
a Lie bracket really? In a sense, it is just a measure of the failure of mixed directional derivatives
to commute. The relationship between three (or more) vector fields is summed up by the Jacobi
identity,
[u, [v, w]] + [w, [u, v]] + [v, [w, u]] ≡ 0, (3.13)
or in other words, the sum over all even permutations of operators in the above way is zero.
3.3 Differential Forms
3.3.1 1-forms
In elementary calculus we encounter expressions involving differentials, which formally look like







and possibly more perplexing expressions like
d(sinx) = cosx dx. (3.16)
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What, then, is “d” really doing here? We start first by recalling the gradient in Rn, ∇f , which we
can think of as an instruction to take v ∈ Vec(Rn) to the directional derivative vf as
∇f(v) = vf. (3.17)
The essential properties of the map are, once again, linearity and the Leibniz law. That is, if
f, g ∈ C∞(Rn) and v, w ∈ Vec(Rn), we have
∇f(v + w) = ∇f(v) +∇f(w)
∇f(gv) = g∇f(v)
∇(fg)(v) = g∇f(v) + f∇g(v)
(3.18)
or in other words, the gradient ∇f : Vec(Rn) → C∞(Rn) is linear over C∞(Rn).
We now define the differential forms on M , using only the above three properties to define our
generalized gradient. Here it is:
df(v) = vf. (3.19)
The 1-form df is called the differential of f , or the exterior derivative of f . So what is a 1-form on
Rn? It is what you obtain when attempting to make (3.17) and (3.19), the gradient multiplied by
the basis of differentials in Rn, {dxµ}:
df = ∂µfdx
µ. (3.20)
Using just (3.19), we can show that this truly is consistent with our old definition, (3.17). Let
v = vν∂ν ∈ Vec(R). Then we have
df(v) = vf = vν∂νf (3.21)









where the Kronecker delta is defined as
δµν =
{
1, µ = ν
0, µ ̸= ν.
(3.23)
To give a concrete example we show that (3.16) follows from this definition. Let v ∈ Vec(R). Then
there exists some f ∈ C∞(R) such that v = f(x)∂x, by our previous definition. So on the left hand
side of (3.16) we have
d(sinx)(v) = v sinx = f(x)∂xsinx = f(x) cosx (3.24)
and on the right hand side we have
(cosx) dx(v) = cosx v(x) = cosxf(x)∂xx = cosxf(x) = f(x) cosx. (3.25)
The set of all one-forms is denoted Ω1(Rn), so we have
d : C∞(Rn) → Ω1(Rn). (3.26)
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We have noted that functions are a contravariant quantity on manifolds, and that vector fields
are covariant, but there is actually a bit more to it than that. We also say that they are dual to
one another, which we will now define. Just as a tangent vector at p ∈ M is in the tangent space
TpM , a one form ω of vp is in the cotangent space T
∗
p (M), which is a special case of what we shall
now describe. If V and W are vector spaces over R, and ν ∈ V ∗ and ω ∈W ∗, then ν : V → R and
ω : W → R. Further, if g is a linear map
g : V →W, (3.27)
then the dual of g is
g∗ : W ∗ → V ∗ (3.28)
is defined by
(g∗ω)(v) = ω(g(v)). (3.29)
Notice how g goes from V to W , g∗ goes “backwards” from W ∗ to V ∗, so g∗ is contravariant.
Additionally, if ei is the basis of V and e
j the basis of V ∗, then we have
eie
j = δji . (3.30)
The language of differential forms may seem unenlightening at this point, but as we shall see in
the next sections, it is a powerful and unifying principle. It will allow us to generalize the gradient,
curl, and divergence and their associated identities to arbitrary dimensions and curved geometries.
This is a hint that we will also be able to generalize Maxwell’s equations in this way, since they are
in some sense just the divergences and curls of the electric and magnetic fields.
3.3.2 p-forms
Why do cross products require a “right-hand” rule? How does one take cross products in higher
dimensions? Both of these questions can be answered using differential forms. More precisely, by
defining a generalized cross product for differential forms (rather than vector fields), we will be able
to answer these questions.
Let V be a vector space and v, w ∈ V . Then the exterior algebra over V is the algebra generated
by V with the relation
v ∧ w = −w ∧ v, (3.31)
where ∧ is called the wedge product or exterior product. The exterior algebra is denoted ΛV and
can be thought of as V together with all non-zero wedge products of vectors in V . Equation (3.31)
immediately implies that
v ∧ v = 0 (3.32)
for any vector space. Now suppose that V is a 3-dimensional vector space with a basis being the one
forms dx, dy, dz. Then any vector in ΛV can be written as a linear combination of wedge products
in V . So we have (all of the linear combinations of)
1 ∈ΛV,
dx, dy,dz ∈ ΛV,
(3.33)
and
v ∧ w ∈ ΛV (3.34)
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for all v, w ∈ V . Writing v and w out explicitly,
v = vxdx+ vydy + vzdz,
w = wxdx+ wydy + wzdz,
(3.35)
the wedge product is then
v ∧ w = (vxdx+ vydy + vzdz) ∧ (wxdx+ wydy + wzdz)
= (vxwy − vywx)dx ∧ dy + (vzwx − vxwz)dz ∧ dx+ (vywz − vzwy)dy ∧ dz
(3.36)
where we have used (3.32), (3.33), and the definition of an algebra. We can then obtain another
element in ΛV by taking the wedge product of u ∈ V and (3.36) to obtain
u ∧ v ∧ w = det
 ux uy uzvx vy vz
wx wy wz
 dx ∧ dy ∧ dz (3.37)
or what is the same thing
u ∧ v ∧ w = ϵijk uivjwk dx ∧ dy ∧ dz, (3.38)
where ϵijk is the rank-3 Levi-Civita symbol. The rank-3 symbol has the same properties as the
rank-4 symbol, but the range of the indices i, j, k = 1, 2, 3. If we take the wedge of four or more
vectors in V , the result is equal to zero, since
dx ∧ dy ∧ dz ∧ dxi ≡ 0 (3.39)
by (3.32) and (3.33).
Now what we have really described here is a linear combination of subspaces ΛpV ⊂ ΛV where




and if {ei} is the set of basis vectors of V , then
ei ∧ ... ∧ ep ∈ ΛpV, (3.41)
and ΛpV itself is the set of all linear combinations of such wedge products. Interpreted literally,
we are saying R is the wedge product of no vectors, Λ1V is just V itself, and ΛpV is the space of
all wedge product of p vectors.
For two different vector spaces V and V ′ with bases ei and e
′
j , we define the the tensor product
V ⊗ V ′ to be all expressions of the form ei ⊗ e′j [1]. Additionally, given any bilinear function
f : V × V ′ →W (3.42)
to some vector space W , there is a unique Linear function
F : V ⊗ V ′ →W (3.43)
such that
f(v, v′) = F (v ⊗ v′). (3.44)
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Now if V is n-dimensional, how many elements are in the basis of ΛpV ? As we saw earlier, if
p > n, then ΛpV is empty. Now since there are n basis vectors in V , we cannot repeat any vectors.
Additionally, since any permutation of a wedge product is linearly dependent on the original wedge



















Now what we really want to do is follow the same procedure as above, but using differential forms.
Definition 3.5. The set of differential forms on M , denoted Ω(M), is the algebra generated by
Ω1(M) with the relationship
ω ∧ µ = −µ ∧ ω (3.47)
for all ω, µ ∈ Ω1(M). Recall that the one-forms on M are linear over the functions C∞(M). So
for the algebra Ω(M) our coefficients will be functions rather than scalars. Then in analogy to the
exterior algebra over a vector space we have
Ω0(M) = C∞(M)
Ω1(M) = d(C∞(M))
Ω2(M) = Ω1(M) ∧ Ω1(M)
Ω3(M) = Ω1(M) ∧ Ω1(M) ∧ Ω1(M)
= Ω1(M) ∧ Ω2(M)
...
Ωp(M) = Ω1(M) ∧ Ωp−1(M).
(3.48)
Hence, we can take the wedge product of any p form with any q form. Additionally, the anti-
commutation of 1-forms implies that Ω(M) is a supercommutative algebra, that is, if ω ∈ Ωp(M)
and µ ∈ Ωq(M), then
ω ∧ µ = (−1)pqµ ∧ ω. (3.49)
We can demonstrate this result by starting with ωi, ωj , ωk ∈ Ω1(M), and noting that ωi ∧ ωj ∈
Ω2(M). Then,
(ωi ∧ ωj) ∧ ωk = ωi ∧ ωj ∧ ωk
= −ωi ∧ ωk ∧ ωj
= ωk ∧ ωi ∧ ωj
= ωk ∧ (ωi ∧ ωj)
(3.50)
so 2-forms commute with one-forms. A useful way to think about this property is that we have
simply transposed two one-forms with a single one-form, each time picking up a minus sign. Hence,
the overall sign change is (−1)2 =1. So if we imagine permuting p one-forms with q one-forms, we
can see that we pick up an overall sign change of (−1)pq.
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3.3.3 The Exterior Derivative
The previous sections might leave one asking: what is the exterior derivative of a p-form? The
answer is a (p+1)-form, and moreover we define the exterior derivative of a p-form to be the unique
map
d : Ωp(M) → Ωp+1(M) (3.51)
with the following properties for all ω, µ ∈ Ω(M) and ν ∈ Ωp(M)
1) d : Ω0(M) → Ω1(M) to agree with our previous definition
2) d(ω + µ) = dω + dµ and d(cω) = c dω, (d is linear)
3) d(ν ∧ µ) = dν ∧ µ+ (−1)pν ∧ dµ
4) d(dω) = 0.
(3.52)
Now, using these properties we should be able to show that
d(ω ∧ µ) = d(−µ ∧ ω). (3.53)
Let ω and µ be 1-forms. Then on the right hand side of (3.52) we have
d(−µ ∧ ω) = −d(µ ∧ ω)
= −dµ ∧ ω + µ ∧ dω
= −ω ∧ dµ+ dω ∧ µ
= dω ∧ µ− ω ∧ dµ
= d(ω ∧ µ),
(3.54)
where we have used 2), 3), and the fact that 2-forms commute with 1-forms. What we have done
in this section may not seem very exciting, but this next statement may be more compelling. The
gradient, curl, and divergence from vector calculus are related to the exterior derivative in the
following way:
Gradient – d : Ω0(M) → Ω1(M)
Curl – d : Ω1(M) → Ω2(M)
Divergence – d : Ω2(M) → Ω3(M).
(3.55)
If you are still not impressed, then consider the fact that all of the information of the previously
used vector calculus identity having to do with the composition of gradients, curls, and divergences,
is contained in a single operator d.
3.4 The First Equation
We have now developed enough differential geometry to rewrite the first pair of Maxwell’s equations,
∇ · B⃗ = 0, ∇× E⃗ + ∂B⃗
∂t
= 0, (3.56)
on any manifold. From the formulation of the electric and magnetic fields in terms of the scalar
and vector potentials and (3.55), we know that B⃗ must be a 2-form, and E⃗ a 1-form. Specifically
we will write them as
B = Bx dy ∧ dz +By dz ∧ dx+Bz dx ∧ dy = ϵijkBi dxj ∧ dxk,




Then we can write the field strength as the 2-form on R4
F = B + E ∧ dt. (3.58)
In terms of the rank two tensor
Fµν =

0 −Ex −Ey −Ez
Ex 0 Bz −By
Ey −Bz 0 Bx







µ ∧ dxν . (3.60)
Taking the exterior derivative of this two-form yields
dF = d(B + E ∧ dt)
= dB + d(E ∧ dt)
= dB + dE ∧ dt− d(dt) ∧ E
= dB + dE ∧ dt.
(3.61)
Now evaluating each term (in index notation) we have
dB = ϵijkBi d(dxj ∧ dxk)
= ϵijkBi (d(dxj) ∧ dxk − d(dxk) ∧ dxj)
= 0,
(3.62)
since d(dω) = 0, and similarly
dE = Ei d(dE ∧ dt)
= Ei (d(dE) ∧ dt− d(dt) ∧ dE)
= 0.
(3.63)
Our first pair of equations can now be written as
dF = 0. (3.64)
3.5 The Inner Product and the Hodge Star Operator
The wedge product of forms is essentially a generalization of the cross product in R3, so is there a
generalization of the dot product? There is, and we can compute it anywhere on a manifold using
the metric tensor gµν (which is formally defined below). For any 1-forms µ and ω the inner product
is
⟨ω, µ⟩ = gαβωαµβ. (3.65)
Now we define the wedge product for any p-forms to be
⟨ω1 ∧ . . . ∧ ωp, µ1 ∧ . . . ∧ µp⟩ = det[⟨ωi, µj⟩] (3.66)
where {ωi} and {µj} are sets of p one-forms and ⟨ωi, µj⟩ = gijωiµj is a p× p matrix. Let E and B
be the forms on R3 as in (3.57). Then the inner products of E and B with themselves are
⟨E,E⟩ = E2x + E2y + E2z (3.67)
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and
⟨B,B⟩ = B2x +B2y +B2z , (3.68)









which we will discuss in greater detail in chapter 5.
If we are working in Minkowski spacetime, the metric is just ηµν , but in general the metric on
a chart-set of a manifold is defined in the following way. For some chart set Uα on a n-manifold
M , with the set {∂µ} forming the basis of all vector fields on that chart, the metric is given by
gµν = g
µν = g(∂µ, ∂ν) (3.70)
where g : Vec(M) × Vec(M) → R is a function that is bilinear, symmetric, and non-degenerate.
That is, for some v, w, v′, w′ ∈ Vec(M) and f ∈ C∞(M)
g(fv + v′, w) = fg(v, w) + g(v′, w),
g(v, fw + w′) = fg(v, w) + g(v, w′),
g(v, w) = g(w, v)
(3.71)
define bilinearity and symmetry. Non-degeneracy means that for all w ∈ Vec(M)−{0}, if g(v, w) =
0, then
v = 0. (3.72)
We then define the volume form on the chart set to be
∆ =
√
|detgµν | dx1 ∧ dx2 ∧ ... ∧ dxn. (3.73)
For an n-dimensional manifold M , the Hodge star operator is the unique map
⋆ : Ωp(M) → Ωn−p(M) (3.74)
such that for all ω, µ ∈ Ωp(M)
ω ∧ ⋆µ = ⟨ω, µ⟩∆ (3.75)
Now this definition does not ensure us that ⋆ actually exists, and even less obvious is how to com-
pute the star product of a p-form. We shall explain how to do this calculation for an n-manifold,
and then use the example of Minkowski spacetime as a demonstration.
Let M be an n-manifold, {dx0, dx1, ... , dxn} be an orthonormal basis of 1-forms on a chart
Uα ⊂M , and 1 ≤ p ≤ n. Then for any distinct set of p integers 1 ≤ i1, . . . , ip ≤ n, the star product
is defined by
⋆(dxi1 ∧ . . . ∧ dxip) = det[⟨dxi, dxj⟩]ϵ(i1,...,in)(dxip+1 ∧ . . . ∧ dxin) (3.76)
where on the left hand side the wedge product is over the set {i1, . . . , ip} and the right hand side
is a wedge product over the complement of those integers
{ip+1, . . . , in} = {1, . . . , n} − {i1, . . . , ip}. (3.77)
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Once a set of p integers is chosen we can determine the sign of the right hand side by multiplying
the rank-n Levi-Civita symbol and det[⟨dxi, dxj⟩] where i and j run over {i1, . . . , ip}.
If that seems confusing, consider the example of R4 with {dt, dx, dy, dz} forming the basis of
1-forms and the Minkowski metric ηµν = (−1, 1, 1, 1). Now letting ω be the wedge product of all
basis 1-forms, as in the first column of Table 1
⟨ω, µ⟩ = ηµνωµµν = −ω0µ0 + ωiµi (3.78)
and the volume form
∆ = dt ∧ dx ∧ dy ∧ dz. (3.79)
Now we can use (3.75) to calculate the dual of ω, ⋆ω. In this case we can write (3.75) as
ω ∧ ⋆ω = ⟨ω, ω⟩ dt ∧ dx ∧ dy ∧ dz (3.80)
and determine ⋆ω by inspection. Then the star products of all wedge products are as they appear
in Table 1. We can then calculate ⋆2ω in a similar way via
⋆ω ∧ ⋆2ω = ⟨⋆ω, ⋆ω⟩ dt ∧ dx ∧ dy ∧ dz. (3.81)
ω ⟨ω, ω⟩ ⋆ω ⋆2ω
dt -1 −dx ∧ dy ∧ dz dt
dx 1 −dt ∧ dy ∧ dz dx
dy 1 dt ∧ dx ∧ dz dy
dz 1 −dt ∧ dx ∧ dy dz
dt ∧ dx -1 −dy ∧ dz −dt ∧ dx
dt ∧ dy -1 dx ∧ dz −dt ∧ dy
dt ∧ dz -1 −dx ∧ dy −dt ∧ dz
dx ∧ dy 1 dx ∧ dy −dx ∧ dy
dx ∧ dz 1 dx ∧ dy −dx ∧ dz
dy ∧ dz 1 dt ∧ dx −dy ∧ dz
dt ∧ dx ∧ dy -1 −dz dt ∧ dx ∧ dy
dt ∧ dx ∧ dz -1 dy dt ∧ dx ∧ dz
dt ∧ dy ∧ dz -1 −dx dt ∧ dy ∧ dz
dx ∧ dy ∧ dz 1 −dt dx ∧ dy ∧ dz
Table 1: Wedge products of the basis and their star products
From the table we can show that
⋆2ω = (−1)p(4−p)+1ω, (3.82)
or since this equation is valid for all p-forms,
⋆2 = (−1)p(4−p)+1. (3.83)
The reason for the form of (3.82) is that it is a special case of n = 4. There are also 0-forms and
and 4-forms, but there is really only one of each, and their star products are summarized by
⋆ 1 = −∆, ⋆∆ = −1 (3.84)
which implies that
⋆2 1 = −1, ⋆2∆ = −∆. (3.85)
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3.6 The Second Equation
Earlier we discussed the dual field strength tensor, Gµν , which we calculated without much insight
into where it really came from. Now we actually have a set of instructions for taking the dual of
the two-form F , or any form for that matter. Returning to our second pair of Maxwell’s equations
∇ · E⃗ = ρ, ∇× B⃗ − ∂E⃗
∂t
= ȷ⃗, (3.86)
we might guess that we should have the one-form analog of Jµ = (ρ, ȷ⃗) on the right hand side of
our second equation by noting that we can write any one form as ω = ωidx
i. Then possibly the
only sensible way to define the current density one form is the following:
J = Jµηµνdx
ν
= −ρ dt+ jidxi.
(3.87)
Now the dual of F
⋆F = ⋆B + ⋆(E ∧ dt) (3.88)
is still a 2-form since B and E ∧ dt are two forms. If we try by brute force to write a differential
operator to apply to ⋆F in order to obtain a 1-form, we might first try to apply the exterior
derivative, but d : Ωp(M) → Ωp+1(M), and so d ⋆ F ∈ Ω3(M). Now if we recall that ⋆ : Ωp(M) →
Ωn−p(M), then we will see that ⋆d⋆F ∈ Ω1(M), which is where we want to be, and so we conclude
that
⋆d ⋆ F = J. (3.89)
One might regard this “derivation” as a joke, but this result is the correct answer, and we can




∇× B⃗ − ∂E⃗
∂t
)




= ∇ · ȷ⃗. (3.91)
Interchanging the order of the derivatives on the left hand side and using ∇ · E⃗ = ρ we then have
∂ρ
∂t
+∇ · ȷ⃗ = 0, (3.92)
or in index notation
∂µJ
µ = 0. (3.93)
This result is called the continuity equation, and was actually Maxwell’s breakthrough in unify-
ing the four Maxwell equations, which before had been regarded as four descriptions of different




was added to the left hand side of the equation
∇× B⃗ = ȷ⃗ (3.95)
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the continuity equation becomes automatic in the theory. In addition, it allows for the description
of electromagnetic radiation, or electric and magnetic fields that propagate without the presence
of electric charge.
After scratching our heads for a while, we realize that we can generalize this identity by applying
d⋆ to both sides of (3.86) to obtain
d ⋆ J = 0 (3.96)
since on the left hand side of (3.86) we have
d ⋆2 d ⋆ F = −d2 ⋆ F = 0, (3.97)
which tells us that (3.86) really is the generalization of (3.83).
4 Gauge Fields and Yang-Mills Theory
4.1 Lie Groups
Certain groups are of central importance in modern physics. As it happens, many of these
groups are Lie groups, or groups of continuous transformations that are also manifolds. Further,
the Lie groups are all subgroups of the n × n real and complex general linear groups, denoted
GL(n,R) and GL(n,C). These are just n × n invertible matrices with entries from R and C. In
fact, the study of GL(2,R) and GL(3,R) (and GL(n,R), n ≥ 4, if your professor was not concerned
with your weekend plans) comprises much of elementary linear algebra, we are just assigning a
convenient name to these groups of matrices. The subgroup of the general linear groups having
determinant 1 are called the special linear groups, and are denoted as in SL(n,R), for example.
Before we specify which of these groups we are particularly interested in, we will state the group
axioms. We will use multiplicative notation to specify the operation, with the group operation
denoted by “·”. In general the group operation is just a set of instructions telling us how to
combine two elements in the group, and can be multiplication, addition, or any abstract operation
on two elements.
Definition 4.1. A group is a set G together with an operation · with the following stipulations:
For all g, h, k ∈ G
(G0) Closure: g · h ∈ G
(G1) Associativity: g · (h · k) = (g · h) · k
(G2) Identity: There exists an element 1 ∈ G such that g · 1 = 1 · g = g
(G3) Inverse: There exists an element g−1 ∈ G such that g · g−1 = g−1 · g = 1
(4.1)
where in (G3) and (G4) we have specified the identity element as “1” and the inverse of an element
g as g−1. Now without further ado, let us define some of the most elementary Lie groups that we
are interested in, which are groups of n× n matrices:
The relationships between the various groups we have mentioned so far are summarized in
Figure 1.
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Group definition coefficients from
O(n) n× n unitary R
SO(n) n× n unitary, special R
U(n) n× n unitary C
SU(n) n× n unitary, special C






Figure 1: The relationships between different Lie groups
To clarify what we mean by the descriptions in Table 2, by a unitary matrix we mean that the
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Of course if a matrix has real coefficients, as the elements of O(n) do, then the conjugate transpose
is just the transpose, since there are no imaginary components to conjugate.
Now we will start with the 1× 1 matrices, also known as scalars. We will skip over SO(1) = 1,
since it is not particularly interesting as a gauge group. Complex numbers of magnitude 1 constitute
a Lie group that is an interesting gauge group4, and in general we write elements of this group as
U(1) = {eiθ = cos θ + i sin θ : θ ∈ R} (4.3)
Note that this group is special “automatically”, since it is unitary. This group is also abelian, since






: α, β ∈ C, |α|2 + |β|2 = 1
}
(4.4)
is our first example of a non-abelian Lie group. We can demonstrate that SU(2) is a manifold,
or show that it is diffeomorphic to the 3-sphere by setting α = x + iy and β = z + iw. Then the
condition that |α|2 + |β|2 = 1 is equivalent to x2 + y2 + z2 + w2 = 1, and hence (x, y, z, w) ∈ S3.
This establishes a smooth invertible map between SU(2) and S3, which is the definition of a dif-
feomorphism.
4The gauge group for Electromagnetism.
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Drawing a comparison between U(1) and SU(2), one might find the definition of the first more
pleasing, since it is very clear how to obtain all elements of the group simply by the definition. We
can establish how to obtain all elements of a Lie group in terms of the Lie algebra, which we will
show in the next section.
As it happens, the group SO(3), which we first encountered as “rotations in R3”, has a special
relationship with the group SU(2). We could write a generic SO(3) element as the product of 3
matrices describing rotation in three orthogonal planes in R3, but this descriptor would be ugly.



















make frequent appearances in physics for describing the spin of particles in quantum mechanics,
and, together with the 2 × 2 identity matrix, form the basis for 2 × 2 Hermitian matrices. The
Pauli matrices satisfy the following relation:
σiσj = δijI2×2 − iϵijkσk (4.6)
where I2×2 is the 2× 2 identity matrix. These imply all three of the Lie algebra axioms, which are
as follows
1) [σi, σj ] = −[σi, σj ]
2) [σi, ασj + βσk] = α[σi, σj ] + β[σi, σk]
3) [σi, [σj , σk]] + [σj , [σk, σi]] + [σk, [σi, σj ]] = 0,
(4.7)
where α, β ∈ C and we have used the fact that scalars and matrices commute. Stated precisely,
a Lie algebra is any vector space g over a field equipped with a map [·, ·] : g × g → g satisfying
the three axioms above. The map that takes us from a Lie algebra to a Lie group (at least for
the Lie groups in Table 2) is exponentiation, just as it was for U(1). For n × n special matrices,







which we can show converges for the groups of Table 2 by grouping together odd and even terms
of the power series and rewriting them as sines and cosines. Now we can write the group SU(2) in







Geometrically, the Lie algebra is the tangent space of a Lie group at the identity and we can obtain
the Lie algebra from a parameterized element of the Lie group by differentiation. For example, a
rotation by an angle t about the z axis in R3 can be written as
γ(t) =




Then, differentiating and setting t = 0 we obtain
γ′(0) =
 0 −1 01 0 0
0 0 0
 . (4.11)
Repeating this procedure for the x and y axes, we obtain the basis of the Lie algebra su(3):
Jx =
 0 −1 01 0 0
0 0 0
 , Jy =
 0 0 10 0 0
−1 0 0
 , Jz =
 0 0 00 0 −1
0 1 0
 . (4.12)







We can say that SO(3) “acts” on the real vector space R3, or that any element of the group
defines a linear transformation of R3. In general, we say that a group G acts on a vector space V
if there exists a homomorphism
ρ : G→ GL(V ), (4.14)
i.e., g, h ∈ G and v ∈ V implies that
ρ(gh)v = ρ(g)ρ(h)v. (4.15)
Such a homomorphism is called a representation of G on V .
4.3 Bundles and Connections
Non-abelian gauge theories have a conceptually identical structure to the theory of fiber bundles.
In this way we can understand Yang-Mills theory by studying fiber bundles (so long as we keep the
physical interpretation in mind).
Consider two manifolds M and E and an onto map π : E → M . We call this structure (the
manifolds and the map, together) a bundle. If p ∈M we say that
Ep = {q ∈ E : π(q) = p} (4.16)





For the bundles we are interested in, M is a manifold and each fiber is a vector space. One such
example of a fiber that is a vector space is the tangent space at p, Tp(M). It is then quite natural





If we have two manifolds M and F such that E can be expressed as their cartesian product
E =M × F, (4.19)
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Figure 3: A bundle. [1]
then we say that the bundle is a trivial bundle over M with a standard fiber F . A vector bundle is
a trivial bundle with a standard fiber that is a vector space, for example, Figure 3 is an example of
a trivial bundle. Another example is a cylinder, which is a trivial bundle over S1 with a standard
fiber R.
The bundles that we will be concerned with will all be locally trivial with a standard fiber that is a
vector space. That is, for each point p ∈M there is a neighborhood U of p and a map ϕ such that
ϕ : E|U → U × Rn (4.20)
is a homeomorphism, where for some U ⊂M we define
E|U = {q ∈ E : π(q) ∈ U}. (4.21)
Note that the fiber can also be Cn. Now if Ep is a vector space, then it has a dual E∗p , and we let




The physical fields that we described earlier can be seen as particular aspects of a bundle called
sections. A section, s, of a bundle π : E →M is a function s : M → E such that
s(p) ∈ Ep (4.23)
for all p ∈ M . This definition implies that the composition π ◦ s is the identity map on M . For a
Figure 4: A set of sections of p (dotted line) [1].
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vector bundle with a standard fiber Rn, we have s : M → Rn.
As it happens, the maps of some set of sections si could have the property that π ◦ si(p) = p so
a section is not unique in that sense. The set of all sections is denoted Γ(E).
4.3.1 The Connection and Exterior Covariant Derivative
A connection, D, gives us a way to differentiate sections. Stated formally, for a given vector field
v ∈ Vec(M), a connection D on M is a function Dv : Γ(E) → Γ(E) with the following properties:
Dv(αs) = αDv(s)
Dv(s+ t) = Dv(s) +Dv(t)
Dv(fs) = v(f)s+ fDv(s)
Dv+w(s) = Dv(s) +Dw(s)
Dfv(s) = fDv(s)
(4.24)
for all v, w ∈ Vec(M), s, t ∈ Γ(E), f ∈ C∞(M), and α ∈ C or α ∈ R if s maps to a complex or real
valued fiber, respectively. We call Dvs the covariant derivative of s in the direction of v. We will
use an abbreviation for the flat or local coordinate case:
Dµ = D∂µ . (4.25)
The exterior covariant derivative is defined in terms of the connection in the following way:
Definition 4.2. The exterior covariant derivative dD of a section s is an E-valued 1-form such
that
dDs(v) = Dvs (4.26)
for any vector field v ∈ Vec(M). In local coordinates xµ on an open subset U ⊂M
dDs(∂µ) = Dµs⊗ dxµ. (4.27)





where Ajµi are called the connection coefficients or Christoffel symbols. The covariant derivative of












where we have used the Leibniz law and interchanged the indices i and j of the Christoffel symbol









4.4 Origins of Yang-Mills Theory
In 1954 Chen Ning Yang and Robert Mills published a paper that would eventually lead to the
extension of the U(1) gauge symmetry of electromagnetism to other physical theories, most notably
those with SU(n) gauge symmetry. In this section we will begin by writing down the Yang-Mills
equations and systematically comparing them to Maxwell’s equations.
4.5 The Yang-Mills equations
Formally the Yang-Mills equations look almost identical to Maxwell’s equations,
dDF = 0
⋆dD ⋆ F = J.
(4.32)
Actually, the only real difference between the two sets of equations is the gauge group, and the way
we have written them does not restrict us to any particular manifold.
4.5.1 Curvature
The field strength tensor for electromagnetism is just a special case of the curvature, which is an
operator acting on the sections of E
F (v, w)s = DvDws−DwDvs−D[v,w]s (4.33)
which as usual we can just write
F (v, w) = DvDw −DwDv −D[v,w]. (4.34)
Now when v = ∂µ and v = ∂ν , we have
Fµν = F (∂µ, ∂ν) = DµDν −DνDµ −D[∂µ,∂ν ]
= DµDν −DνDµ
= [Dµ, Dν ]
(4.35)
where we have used the fact that [∂µ, ∂ν ] = 0. In attempting to find a field strength tensor that
would generalize to non-abelian gauge groups, Yang and Mills guessed that they should add an
additional “quadratic term”, A ∧A, making the curvature
F = dA+A ∧A (4.36)
where A is the End(E) valued 1-form A = Aµ⊗dxµ. It was a fortuitous guess, since this result is the






µ ∧ dxν (4.37)
as before, but the field strength is now
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ] (4.38)
and we can see that the quadratic term is the commutator of the vector potential, which is zero for
an abelian gauge theory like electromagnetism.
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4.5.2 The Bianchi Identity
For Maxwell’s first pair of equations, we could demonstrate that dF = 0 by using the identity
d2 = 0 and the definition of the field strength tensor as the derivative of the vector potential. This
same procedure does not work in general for the exterior covariant derivative dD. The Bianchi
identity
[Du, [Dv, Dw]] + [Dv, [Dw, Du]] + [Dw, [Du, Dv]] = 0 (4.39)
is true for any linear operator like Du. Now taking u = ∂µ, v = ∂ν , w = ∂λ, and using the fact that
Fµν = [Dµ, Dν ] we have
[Dµ, Fνλ] + [Dν , Fλµ] + [Dλ, Fµν ] = 0. (4.40)
Now let us work out dDF in local coordinates:









(DµFλν +DλFνµ +DνFµλ)⊗ dxλ ∧ dxν ∧ dxµ.
(4.41)
It can be shown that
DµFλν +DλFνµ +DνFµλ = 0 (4.42)
follows from the Bianchi identity, and so we have dDF = 0.
5 Quantized Yang-Mills Theories
Strictly speaking, what we have developed in the last chapter is a way to write physical theories
on arbitrary spacetimes. The applications of physical theories on curved spacetimes are generally
either astrophysical in nature, or Beyond the Standard Model (BSM) of particle physics. An ex-
ample may be helpful. One object of study that requires Maxwell’s equations in curved space are
magnetars [11], which are extremely dense remnants of supernovae that have a very strong mag-
netic field (about 1010 times stronger than any magnet on Earth).
What we have developed so far is considered to be a classical Yang-Mills theory. In order to
develop physical theories, we need to quantize the Yang-Mills field. Proper quantization of a field
is a very involved effort, so rather than actually quantizing a field, we will sketch how to do this
and interpret the results.
5.1 Lagrangian Mechanics
In classical physics, there is a coordinate-free generalization of Newtonian mechanics called La-
grangian Mechanics which relies on knowing the quantity
L = T − V, (5.1)
called the Lagrangian of a system of particles, where T is the kinetic energy and V is the potential
energy. The Lagrangian of a system of N particles in R3 will then be described by 3N coordinates
{qi(t) : i = 1, ..., 3N} and 3N velocities {q̇i(t) = dqidt : i = 1, ..., 3N}, where qi and q̇i are treated
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as independent variables. Given the Lagrangian of a physical system, we can determine the paths





We say an action is minimized when the variation δS = 0 to linear order in δqi(t) under the
transformation
δqi(t) → qi(t) + δqi(t) (5.3)
where δqi(t) is a smooth function that is zero at the limits of integration, i.e.
δqi(t1) = δqi(t2) = 0. (5.4)































where we have performed integration by parts on the second term of the integrand. The term








Hence, the action is minimized when (5.6), known as the Euler-Lagrange equation, is satisfied.
For relativistic fields5, we cannot treat time as an entity distinct from spacial dimensions. In
other words a field ϕ(xµ) is a function of spacetime. Instead of working with a Lagrangian, we will





















for N fields. Though this equation is relativistically invariant, like the electromagnetic field, it is
still a classical field. In order to obtain a quantum field, it needs to be “quantized”, which formally
amounts to promoting the dynamical variables (fields) to operators and imposing a canonical com-
mutation relation [4].
5That is, we want to work with fields instead of particles.
31
The first field that we will look at is the Dirac field, which is a fermionic field whose excitations
are spin 1/2 particles like electrons (e), as well as their heavier cousins the µ and τ , but also
quarks, which make up particles like protons and neutrons. Fermionic fields are perhaps the most
fundamental in all of quantum field theory; as a matter of fact, all physical matter (at least the
kind we are familiar with on Earth) is composed of fermions.
5.2 The Dirac Equation
In the early 20th century, physicists sought a quantum mechanical wave equation that was com-
patible with special relativity. To obtain the non-relativistic Schrödinger equation, we start with
the classical energy momentum relation for a single particle




and apply the “quantum prescription”, which amounts to the substitutions
p → i∇
E → i ∂
∂t
(5.11)






∇2 + V. (5.12)
The equation obtained by applying this operator to a function
− 1
2m
∇2Ψ+ VΨ = i ∂
∂t
Ψ. (5.13)
yields the Schrödinger equation, where Ψ is called the wave function, and is a function of position
and time (which are treated as independent). The integral of the square of the wave function is set
to unity ∫
All space
Ψ∗Ψ d3x = 1 (5.14)
and we can find the probability that a particle will be in some region of space by simply integrating
over that region. As the wave function evolves with time the integral remains unitary. Following
the same procedure with the relativistic energy momentum relation
pµpµ −m2c2 = 0 (5.15)
yields an equation that is second order in time. This turns out to be a problem, because a wave
equation constructed using (5.15) will not remain unitary as time goes on. Schrödinger actually
tried the second procedure before the first, and gave up when it failed to predict the hydrogen
emission spectrum. Dirac later realized that an equation that was first order in time could be
obtained by factoring the energy momentum relation,
pµpµ −m2c2 = (γαpα +mc)(γκpκ −mc). (5.16)




By expanding both sides and comparing coefficients, we realize that the coefficients must satisfy
an anticommutation relation
{γµ, γν} = γµγν + γνγµ = 2ηµν (5.18)
where ηµν is the Lorentz metric. As it turns out, the coefficients have to be matrices, and the
smallest ones that work are the following 4× 4 matrices
γ0 =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 , γ1 =

0 0 0 1
0 0 1 0
0 -1 0 0




0 0 0 -i
0 0 i 0
0 i 0 0
-i 0 0 0
 , γ3 =

0 0 1 0
0 0 0 1
-1 0 0 0
0 -1 0 0
 .
(5.19)
Notice that this implies the right hand side of (5.18) is multiplied by the 4 × 4 unit matrix. We
then obtain the Dirac equation by picking one of the factors of (5.16), substituting pµ → i∂µ, and
applying the resulting operator to a wave function ψ to obtain
(iγµ∂µ −mc)ψ = 0, (5.20)
known as the Dirac equation. The fact that γµ are 4×4 matrices also implies that the wave function








To write down the Dirac Lagrangian, we also need the Hermitian conjugate of ψ,
ψ̄ ≡ ψ†γ0 = (ψ∗3 ψ∗2 ψ∗1 ψ∗0). (5.22)
5.3 Quantum Electrodynamics
Writing down the Dirac Lagrangian6 only takes 3 more strokes of a pencil than the Dirac equation,
LDirac = ψ̄(iγµ∂µ −m)ψ (5.23)
but we can get considerably more mileage from a Lagrangian than a wave equation, primarily for
two reasons. The first is that we can tell the symmetries of a theory from the Lagrangian as a
consequence of Noether’s theorem, which says that every conservation law (of energy, momentum,
charge, etc.) correspond to a continuous symmetry of a Lagrangian. The second is that we can
read the Feynman rules for calculating different processes directly off of the Lagrangian.






6We can verify that a Lagrangian is correct by taking ψ and ∂µψ as the dynamical variables in the Euler-Lagrange
equation, and seeing that it spits the wave equation back out.
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we almost have all of the ingredients of the QED Lagrangian,
LQED = LDirac + LMaxwell + Lint (5.25)
where the last term, Lint is a yet unspecified interaction term. Without it we have a Lagrangian
for a theory of two fields minding their own business. The interaction term can be determined by
replacing ∂µ with the gauge covariant derivative [4]
Dµ = ∂µ + ieAµ (5.26)
and seeing what “extra” term we pick up, where e is the coupling constant (the electrical charge)
between the Dirac and electromagnetic field. Notice that if e = 0, the fields “decouple”, or go back
to minding their own business. Actually, now we can just write the QED Lagrangian as





and see what extra term the gauge covariant produces when compared to (5.23) and (5.24) alone.
When we work this out, the interaction term is
Lint = −eψ̄γµψAµ. (5.28)
The theory of Quantum Electrodynamics is in some sense “solved”. This claim is due to
the fact that a quantitative description of all electromagnetic processes can be calculated to an
incredible degree of precision by only evaluating a handful of integrals that can be read off from


















Since the coupling constant e is relatively small, we really only have to evaluate the first terms in
this series to get an accurate approximation of S. For the theory of strong nuclear force (Quantum
Chromodynamics, or QCD) this kind of method is only possible at energies on the order of several
GeV, which are generally only achievable by particle accelerators. Thus, there has been a historic
struggle to understand QCD at low energy scales.
5.4 Quantum Chromodynamics
We will proceed to the theory of quarks and gluons (QCD) that describe the strong interaction of
atomic nuclei by analogy with QED. First, while there is only one charge in QED, the electrical
charge, there are three “color” charges in QCD, denoted r, b and g, and their negatives, r̄, b̄ and ḡ.
Quarks carry a single color charge. Another difference arises from the fact that the gauge group
is SU(3), rather than U(1). Whereas U(1) has a single element in the basis of it’s Lie algebra,
SU(3) has 8, which correspond to the number of “force carriers”, or gauge bosons in the theory.
7We will not explicitly write out these integrals since we have not developed the formalism of scattering theory
here.
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The Lagrangian for the theory of QCD does look almost identical to that of QED, save for three












where the flavor index q = u, d, s, c, b, t runs over all flavors of quarks, i, j = r, b, g run over all quark
color charges and a = rb̄, gr̄... runs over 8 color-anticolor pairs of gluons. The reason we sum over
flavors in QCD but not QED is because quarks undergo flavor mixing [4], or they spontaneously
change from one flavor to another, whereas we do not see mixing between the charged leptons’
flavors e, µ, and τ8. The gluon field strength tensor is
F aµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµAcν (5.32)
where fabc is the structure constants of SU(3). By comparison with SU(2), the “Pauli matrices”
for SU(3) are called the Gell-Mann matrices:
λ1 =
 0 1 01 0 0
0 0 0
 , λ2 =
 0 -i 0i 0 0
0 0 0
 , λ3 =




 0 0 10 0 0
1 0 0
 , λ5 =




 0 0 00 0 1
0 1 0
 , λ7 =
 0 0 00 0 -i
0 i 0
 , λ8 = 1√
3




and the structure constant is
fabc = − i
4
Tr([λa, λb]λc). (5.34)
The gauge covariant derivative for QCD is




Now that we have enumerated what every term in the Lagrangian is, we still do not know what
the difference between QED and QCD, besides the fact that the latter has more indices.
First, quarks and gluons are never seen in isolation. They come primarily in pairs or triplets
of quarks called pions and nucleons (like protons and neutrons) that exchange gluons with one
another. Additionally, gluons interact with one another, whereas photons do not. This means we
can see “glue-balls”, or bound states of multiple gluons [10]. In any case, we never see net color
charged particles of any kind. This phenomenon is called color confinement, and though we do not
have a rigorous mathematical proof that QCD should have this property, it has become abundantly
clear from experimental evidence as well as numerical evidence that this is the case [9].
A rigorous mathematical framework for much of quantum Yang-Mills theory is still very much
lacking. Attempts to do so have, however, led to new and interesting insights into pure mathematics,
8Or at least this is rare enough not to be observed. Their neutral counterparts, the neutrinos, undergo very strong
flavor mixing.
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particularly the study of three and four- manifolds [9]. Even on the practical side, the low energy
dynamics in QCD are only accessible by numerical Monte Carlo calculations which require millions
of hours of compute time9. Indeed, many more advances in the underlying theory of physical
simulation need to be better developed in order to make a broader range of phenomena in nuclear
physics (among others) accessible by this method [12].
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