Introduction to the special issue
Evolutionary algorithms (EAs) are optimization and problem solvers inspired by nature. During the last decades they had experimented a great success and spreading. As a consequence, more complex and computationally costly problems have been tackled and new parallel and distributed implementations of EAs have offered an interesting alternative to reduce computing times.
EAs can also help to solve and optimize a set of tasks required for obtaining a proper functioning of parallel and distributed architectures. Genetic algorithms, genetic programming, ant colonies algorithms, estimation of distribution algorithms, or simulated annealing are nowadays helping computer architects on the optimization of their architectures.
There is a growing interest in running and exploring new implementations of evolutionary computation on parallel and distributed computing systems. This kind of infrastructures open new ways for solving more complex problems. An emerging number of technologies that enable largescale resource sharing problem-solving within distributed, loosely coordinated groups sometimes termed "virtual organizations" are now available for evolutionary computation practitioners.
The purpose of this special issue is to provide a reference of the state of the art in the synergies arising from two different but related fields: parallel and distributed infrastructures and evolutionary computation. An open call for papers was launched. Moreover, we also invited authors of a selection of best papers published at EvoApplications 2016 European Conference to submit extended versions of their articles, thus entering the general review process for the special issue. After an exhaustive selection, only four papers were accepted by reviewers and are included in this special issue, as described below.
The paper "Analyzing Self-star Island-Based Memetic Algorithms in Heterogeneous Unstable Environments" consider the deployment of population-based optimization algorithms on computational environments emerging from the pervasiveness of networked devices. Authors use the island model of memetic algorithms endowed with self-star properties that give them the ability to work autonomously to optimize their performance and to react to the instability of computational resources. They use a simulated environment and study different strategies for distributing the search among nodes concluding that the addition of selfscaling and self-healing properties makes the memetic algorithm very robust to both system instability and computational heterogeneity.
In the work titled "Towards Cloud-Based Parallel Metaheuristics: A Case Study in Computational Biology With Differential Evolution and Spark," the authors explore the applicability of new models for global optimization problems using as a case study a set of challenging parameter estimation problems in systems biology. In particular, they developed an island-based parallel version of differential evolution using Spark. Several experiments were conducted both on a cluster and on the Microsoft Azure public cloud to evaluate the speedup and efficiency of the proposal, concluding that the Spark implementation achieves not only competitive speedup against the serial implementation, but also good scalability when the number of nodes grows.
Authors of the work "Deploying Massive Runs of Evolutionary Algorithms with ECJ and Hadoop: Reducing Interest Points Required for Face Recognition" present a new strategy for deploying massive runs of EAs with Evolutionary Computation Library (ECJ) tool combined with the MapReduce model. The new strategy allows them to address a real hard world problem that cannot be solved with more traditional approaches, the well-known face recognition problem. Massive runs have allowed to reduce the set of necessary points from about 60 to just 20.
Finally, in the article "Calibrating a Large Network Model Describing the Transmission Dynamics of the Human Papillomavirus Using a Particle Swarm Optimization Algorithm in a Distributed Computing Environment," authors have adapted the random particle swarm optimization algorithm to a distributed computing environment to be applied to the calibration of a papillomavirus transmission dynamics model on a lifetime sexual partners network. They have obtained a good fitting of the model, saving time and calculations compared with the exhaustive searching strategy they have been using in the past.
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