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A NOTE ON PLURISUBHARMONIC DEFINING FUNCTIONS IN Cn
J. E. FORNÆSS, A.-K. HERBIG
Abstract. Let Ω ⊂⊂ Cn, n ≥ 3, be a smoothly bounded domain. Suppose that Ω
admits a smooth defining function which is plurisubharmonic on the boundary of Ω.
Then the Diederich–Fornæss exponent can be chosen arbitrarily close to 1, and the
closure of Ω admits a Stein neighborhood basis.
1. Introduction
Let Ω ⊂⊂ Cn be a smoothly bounded domain. Throughout, we suppose that Ω admits
a C∞-smooth defining function ρ which is plurisubharmonic on the boundary, bΩ, of Ω.
That is,
Hρ(ξ, ξ)(z) :=
n∑
j,k=1
∂2ρ
∂zj∂zk
(z)ξjξk ≥ 0 for all z ∈ bΩ, ξ ∈ C
n.(1.1)
The question we are concerned with is what condition (1.1) tells us about the behaviour
of the complex Hessian of ρ - or of some other defining function of Ω - away from the
boundary of Ω.
That ρ is not necessarily plurisubharmonic in any neighborhood of bΩ can be seen
easily, for an example see Section 2.3 in [5]. In [5], we showed that if n = 2, then for any
ǫ > 0, K > 0 there exist smooth defining functions ρi, i = 1, 2, and a neighborhood U of
bΩ such that
Hρi(ξ, ξ)(qi) ≥ −ǫ|ρi(qi)| · |ξ|
2 +K|〈∂ρi(qi), ξ〉|
2(1.2)
for all ξ ∈ C2 and q1 ∈ Ω ∩ U , q2 ∈ Ωc ∩ U .
The estimates (1.2) imply the existence of particular exhaustion functions for Ω and
the complement of Ω, which is not a direct consequence of (1.1). A Diederich–Fornæss
exponent of a domain is a number τ ∈ (0, 1] for which there exists a smooth defining
function s such that −(−s)τ is strictly plurisubharmonic in the domain. It was shown
in [1, 7] that all smoothly bounded, pseudoconvex domains have a Diederich–Fornæss
exponent. However, it is also known that there are smoothly bounded, pseudoconvex
domains for which the largest Diederich–Fornæss exponent has to be chosen arbitrarily
close to 0 (see [2]). In [5], we showed that (1.2), i = 1, implies that the Diederich–Fornæss
exponent can be chosen arbitrarily close to 1. We also showed that (1.2), i = 2, yields that
the complement of Ω can be exhausted by bounded, strictly plurisubharmonic functions.
In particular, the closure of Ω admits a Stein neighborhood basis.
For n ≥ 3 we obtain the following:
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Theorem 1.3. Let Ω ⊂⊂ Cn be a smoothly bounded domain. Suppose that Ω has a
smooth defining function which is plurisubharmonic on the boundary of Ω. Then for any
ǫ > 0 there exist a neighborhood U of bΩ and smooth defining functions r1 and r2 such
that
Hr1(ξ, ξ)(q) ≥ −ǫ
[
|r1(q)| · |ξ|
2 +
1
|r1(q)|
· |〈∂r1(q), ξ〉|
2
]
(1.4)
holds for all q ∈ Ω ∩ U , ξ ∈ Cn, and
Hr2(ξ, ξ)(q) ≥ −ǫ
[
r2(q) · |ξ|
2 +
1
r2(q)
· |〈∂r2(q), ξ〉|
2
]
(1.5)
holds for all q ∈ (Ω)c ∩ U , ξ ∈ Cn.
Let us remark that our proof of Theorem 1.3 also works when n = 2. However, the
results of Theorem 1.3 are weaker than (1.2). Nevertheless, they are still strong enough
to obtain that the Diederich–Fornæss exponent can be chosen arbitrarily close to 1 and
that the closure of the domain admits a Stein neighborhood basis. In particular, we have
the following:
Corollary 1.6. Assume the hypotheses of Theorem 1.3 hold. Then
(1) for all η ∈ (0, 1) there exists a smooth defining function r˜1 of Ω such that −(−r˜1)η
is strictly plurisubharmonic on Ω,
(2) for all η > 1 there exist a smooth defining function r˜2 of Ω and a neighborhood U
of Ω such that r˜η2 is strictly plurisubharmonic on (Ω)
c ∩ U .
We note that in [3] it was proved that (i) and (ii) of Corollary 1.6 hold for so-called
regular domains. Furthermore, in [4] it was shown that pseudoconvex domains with
real-analytic boundary are regular domains.
This article is structured as follows. In Section 2, we give the setting and define our
basic notions. Furthermore, we show in this section which piece of the complex Hessian
of ρ at a given point p in bΩ constitutes an obstruction for inequality (1.4) to hold for a
given ǫ > 0. In Section 3, we construct a local defining function which does not possess
this obstruction term to (1.4) at a given boundary point p. Since this fixes our problem
with (1.4) only at this point p (and at nearby boundary points at which the Levi form
is of the same rank as at p), we will need to patch the newly constructed local defining
functions without letting the obstruction term arise again. This is done in Section 4. In
Section 5, we finally prove (1.4) and remark at the end how to obtain (1.5). We conclude
this paper with the proof of Corollary 1.6 in Section 6.
We would like to thank J. D. McNeal for fruitful discussions on this project, in partic-
ular we are very grateful to him for providing us with Lemma 4.3 and its proof.
2. Preliminaries and pointwise obstruction
Let (z1, . . . , zn) denote the coordinates of C
n. We shall identify the vector 〈ξ1, . . . , ξn〉
in Cn with
∑n
i=1 ξi
∂
∂zi
in the (1, 0)-tangent bundle of Cn at any given point. This means
in particular that if X , Y are (1, 0)-vector fields with X(z) =
∑n
i=1Xi(z)
∂
∂zi
and Y (z) =∑n
i=1 Yi(z)
∂
∂zi
, then
Hρ(X,Y )(z) =
n∑
j,k=1
∂2ρ
∂zj∂zk
(z)Xj(z)Y k(z).
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Suppose Z is another (1, 0)-vector field with Z(z) =
∑n
l=1 Zl(z)
∂
∂zl
. For notational
convenience, and because of lack of a better notation, we shall write
(ZHρ)(X,Y )(z) :=
n∑
j,k,l=1
∂3ρ
∂zj∂zk∂zl
(z)Xj(z)Y k(z)Zl(z).
We use the pointwise hermitian inner product 〈., .〉 defined by 〈 ∂
∂zj
, ∂
∂zk
〉 = δkj . Hoping
that it will not cause any confusion, we also write 〈., .〉 for contractions of vector fields
and forms.
We will employ the so-called (sc)-(lc) inequality: |ab| ≤ τ |a|2 + 14τ |b|
2 for τ > 0.
Furthermore, we shall write |A| . |B| to mean |A| ≤ c|B| for some constant c > 0 which
does not depend on any of the relevant parameters. In particular, we will only use this
notation when c depends solely on absolute constants, e.g., dimension, quantities related
to the given defining function ρ.
Let us now work on proving inequality (1.4). Since bΩ is smooth, there exists a
neighborhood U of bΩ and a smooth map
π : Ω ∩ U −→ bΩ
q 7−→ π(q) = p
such that π(q) = p lies on the line normal to bΩ passing through q and |p− q| equals the
Euclidean distance, dbΩ(q), of q to bΩ.
After possibly shrinking U , we can assume that ∂ρ 6= 0 on U . We set N(z) =
1
|∂ρ(z)|
∑n
j=1
∂ρ
∂zj
(z) ∂
∂zj
. If f is a smooth function on U , then it follows from Taylor’s
theorem that
f(q) = f(p)− dbΩ(q) (ReN) (f)(p) +O
(
d2bΩ(q)
)
for q ∈ Ω ∩ U ;(2.1)
for details see for instance Section 2.1 in [5]1. Let p ∈ bΩ ∩ U be given. Let W ∈ Cn be
a weak, complex tangential vector at p, i.e., 〈∂ρ(p),W 〉 = 0 and Hρ(W,W )(p) = 0. If
q ∈ Ω ∩ U with π(q) = p, then (2.1) implies
Hρ(W,W )(q) = Hρ(W,W )(p) − dbΩ(q) (ReN) (Hρ(W,W )) (p) +O(d
2
bΩ(q))|W |
2.(2.2)
Since Hρ(W,W ) is a real-valued function, we have
(ReN) (Hρ(W,W )) = Re [N (Hρ(W,W ))] .
Moreover,Hρ(W,W ) is non-negative on bΩ∩U and equals 0 at p. That is, Hρ(W,W )|bΩ∩U
attains a local minimum at p. Therefore, any tangential derivative of Hρ(W,W ) vanishes
at p. Since N −N is tangential to bΩ, we obtain
Re [N (Hρ(W,W ))] (p) = N (Hρ(W,W )) (p) = (NHρ)(W,W )(p),
where the last equality holds since W is a fixed vector. Hence, (2.2) becomes
Hρ(W,W )(q) = −dbΩ(q)(NHρ)(W,W )(p) +O
(
d2bΩ(q)
)
|W |2.(2.3)
Clearly, we have a problem with obtaining (1.4) when (NHρ)(W,W ) is strictly positive at
p. That is, when Hρ(W,W ) is strictly decreasing along the real inward normal to bΩ at p,
i.e., Hρ(W,W ) becomes negative there, then (1.4) can not hold for the complex Hessian
ρ when ǫ > 0 is sufficiently close to zero. The question is whether we can find another
smooth defining function r of Ω such that (NHr)(W,W )(p) is less than (NHρ)(W,W )(p).
1Equation (2.1) above differs from (2.1) in [5] by a factor of 2 in the second term on the right hand
side. This stems from mistakenly using that outward normal of length 1/2 instead of the one of unit
length in [5]. However, this mistake is inconsequential for the results in [5].
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The construction of such a function r is relatively easy and straightforward when n =
2 (see Section 2.3 in [5] for a non-technical derivation of r). The difficulty in higher
dimensions arises simply from the fact that the Levi form of a defining function might
vanish in more than one complex tangential direction at a given boundary point.
3. Pointwise Modification of ρ
Let Σi ⊂ bΩ be the set of boundary points at which the Levi form of ρ has rank i,
i ∈ {0, . . . , n− 1}. Note that ∪ji=0Σi is closed in bΩ for any j ∈ {0, . . . , n− 1}. Moreover,
Σj is relatively closed in bΩ \ ∪
j−1
i=0Σi for j ∈ {1, . . . , n− 1}. Of course, Σn−1 is the set of
strictly pseudoconvex boundary points of Ω.
Let p ∈ bΩ∩Σi for some i ∈ {0, . . . , n− 2} be given. Then there exist a neighborhood
V ⊂ U of p and smooth, linearly independent (1, 0)-vector fields Wα, 1 ≤ α ≤ n− 1− i,
on V , which are complex tangential to bΩ on bΩ ∩ V and satisfy Hρ(Wα,Wα) = 0 on
Σi ∩ V . We consider those points q ∈ Ω ∩ V with π(q) = p.
We shall work with the smooth function
r(z) = ρ(z) · e−Cσ(z), where σ(z) =
n−1−i∑
α=1
Hρ(W
α,Wα)(z)
for z ∈ V . Here, the constant C > 0 is fixed and to be chosen later. Note that r defines
bΩ on bΩ∩V . Furthermore, σ is a smooth function on V which is non-negative on bΩ∩V
and vanishes on the set Σi ∩V . That means that σ|bΩ∩V attains a local minimum at each
point in Σi ∩ V . Therefore, any tangential derivative of σ vanishes on Σi ∩ V . Moreover,
if z ∈ Σi ∩ V and T ∈ CTzbΩ is such that Hρ(T, T ) vanishes at z, then Hσ(T, T ) is
non-negative at that point.
Let W ∈ Cn be a vector contained in the span of the vectors {Wα(p)}n−1−iα=1 . Then,
using (2.3), it follows that
Hr(W,W )(q) =e
−Cσ(q)
[
Hρ(W,W )− C Re
(
〈∂ρ,W 〉〈∂σ,W 〉
)
+ ρ
(
C2 |〈∂σ,W 〉|2 − CHσ(W,W )
)]
(q)
=e−Cσ(q)
[
−dbΩ(q)(NHρ)(W,W )(p) − Cρ(q)Hσ(W,W )(q) +O
(
d2bΩ(q)
)
|W |2
+ C2ρ(q) |〈∂σ(q),W 〉|2−2C Re
(
〈∂ρ,W 〉〈∂σ,W 〉
)
(q)
]
.(3.1)
Since 〈∂σ(p),W 〉 = 0 = 〈∂ρ(p),W 〉, Taylor’s theorem gives
〈∂σ(q),W 〉 = O (r(q)) |W | = 〈∂ρ(q),W 〉.
Therefore, we obtain
Hr(W,W )(q) ≥ −dbΩ(q)e
−Cσ(q)(NHρ)(W,W )(p)− Cr(q)Hσ(W,W )(q)(3.2)
+O
(
r2(q)
)
|W |2,
where the constant in the last term depends on the choice of the constant C. However,
in view of our claim (1.4), this is inconsequential. From here on, we will not point out
such negligible dependencies.
We already know that Hσ(W,W )(p) is non-negative, i.e., of the right sign to correct
(NHρ)(W,W )(p) when necessary. The question is whether the sizes of (NHρ)(W,W )(p)
and Hσ(W,W )(p) are comparable in some sense. The following proposition clarifies this.
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Proposition 3.3. There exists a constant K > 0 such that
|(NHρ)(W,W )(z0)|
2 ≤ K|W |2 ·Hσ(W,W )(z0)
holds for all z0 ∈ Σi ∩ V and W ∈ CTz0bΩ with Hρ(W,W )(z0) = 0.
In order to prove Proposition 3.3, we need the following lemma:
Lemma 3.4. Let z0 ∈ bΩ and U a neighborhood of z0. Let Z be a smooth (1, 0)-vector
field defined on U , which is complex tangential to bΩ on bΩ ∩ U , and let Y ∈ Cn be a
vector belonging to CTz0bΩ. Suppose that Y and Z are such that
Hρ(Y, Y )(z0) = 0 = Hρ(Z,Z)(z0).
Set X =
∑n
j=1 Y (Zj)
∂
∂zj
. Then the following holds:
(1) X is complex tangential to bΩ at z0,
(2) (Y Hρ) (X,Z)(z0) = 0,
(3) HHρ(Z,Z)(Y, Y )(z0) ≥ Hρ(X,X)(z0).
Proof of Lemma 3.4. (1) That X is complex tangential to bΩ at z0 was shown in Lemma
3.4 of [5].
(2) The plurisubharmonicity of ρ says that both Hρ(Y, Y )|bΩ∩U and Hρ(Z,Z)|bΩ∩U
attain a local minimum at z0. In fact, the function Hρ(aY + bZ, aY + bZ)|bΩ , a, b ∈ C,
attains a local minimum at z0. This means that any tangential derivative of either one
of those three functions must vanish at that point. In particular, we have
0 = 〈∂Hρ(aY + bZ, aY + bZ), X〉(z0)
= |a|2〈∂Hρ(Y, Y ), X〉(z0) + 2Re
(
ab〈∂Hρ(Y, Z), X〉
)
(z0) + |b|
2〈∂Hρ(Z,Z), X〉(z0)
= 2Re
(
ab〈∂Hρ(Y, Z), X〉
)
(z0).
Since this is true for all a, b ∈ C, it follows that 〈∂Hρ(Y, Z), X〉 must vanish at z0. But
the plurisubharmonicity of ρ at z0 yields
〈∂Hρ(Y, Z), X〉 = (XHρ) (Y, Z)(z0) = (Y Hρ) (X,Z)(z0),
which proves the claim.
(3) Consider the function
f(z) =
(
Hρ(Z,Z) ·Hρ(X,X)− |Hρ(X,Z)|
2
)
(z) for z ∈ U.
Note that f|bΩ∩U attains a local minimum at z0. Since Y is a weak direction at z0, it
follows that Hf (Y, Y )(z0) is non-negative. This implies that(
HHρ(Z,Z)(Y, Y ) ·Hρ(X,X)
)
(z0) ≥ |〈∂Hρ(X,Z), Y 〉(z0)|
2
,(3.5)
where we used that both Hρ(Z,Z) and any tangential derivative of Hρ(Z,Z) at z0 are
zero. We compute
〈∂Hρ(X,Z), Y 〉(z0) = (Y Hρ)(X,Z)(z0) +Hρ(X,X)(z0) +Hρ
 n∑
j=1
Y (Xj)
∂
∂zj
, Z
 (z0).
The first term on the right hand side equals zero by part (2) of Lemma 3.4, and the
third term is zero as well since ρ plurisubharmonic at z0 and Z is a weak direction there.
Therefore, (3.5) becomes
Hρ(X,X)(z0) ≤ HHρ(Z,Z)(Y, Y )(z0).

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Now we can proceed to show Proposition 3.3.
Proof of Proposition 3.3. Recall that we are working with vectors W ∈ Cn contained in
the span of W 1(z0), . . . ,W
n−1−i(z0). We consider the function
h(z) =
(
σ ·Hρ(N,N)−
n−1−i∑
α=1
|Hρ(N,W
α)|2
)
(z) for z ∈ U,
where σ =
∑n−1−i
α=1 Hρ(W
α,Wα). Again, since ρ is plurisubharmonic on bΩ, h|bΩ∩V has a
local minimum at z0. This, together with Hρ(W,W )(z0) = 0, implies that Hh(W,W )(z0)
is non-negative. Since both σ and 〈∂σ,W 〉 = 0 vanish at z0, it follows that
(Hσ(W,W ) ·Hρ(N,N)) (z0)
≥
n−1−i∑
α=1
∣∣∣∣∣∣(WHρ)(N,Wα) +Hρ
 n∑
j=1
W (Nj)
∂
∂zj
,Wα
+Hρ
N, n∑
j=1
W (Wαj )
∂
∂zj

∣∣∣∣∣∣
2
(z0)
=
n−1−i∑
α=1
∣∣∣∣∣∣(WHρ)(N,Wα) +Hρ
N, n∑
j=1
W (Wαj )
∂
∂zj
∣∣∣∣∣∣
2
(z0),
where the last step follows from ρ being plurisubharmonic at z0 and the W
α’s being weak
directions there. Moreover, we have that (WHρ)(N,W
α) equals (NHρ)(W,W
α) at z0.
Writing Xα =
∑n
j=1W (W
α
j )
∂
∂zj
, we obtain
(Hσ(W,W ) ·Hρ(N,N)) (z0) ≥
n−1−i∑
α=1
|(NHρ)(W,W
α) +Hρ(N,X
α)|2 (z0)
≥
n−1−i∑
α=1
(
1
2
|(NHρ)(W,W
α)|2 − 3 |Hρ(N,X
α)|2
)
(z0).
Here the last step follows from the (sc)-(lc) inequality. Since ρ is plurisubharmonic at z0,
we can apply the Cauchy–Schwarz inequality
|Hρ(N,X
α)(z0)|
2 ≤ (Hρ(N,N) ·Hρ(X
α, Xα)) (z0)
≤
(
Hρ(N,N) ·HHρ(Wα,Wα)(W,W )
)
(z0),
where the last estimate follows by part (3) of Lemma 3.4 with W and Wα in place of Y
and Z, respectively. Thus we have
n−1−i∑
α=1
|Hρ(N,X
α)(z0)|
2 ≤ (Hρ(N,N) ·Hσ(W,W )) (z0),
which implies that
n−1−i∑
α=1
|(NHρ)(W,W
α)(z0)|
2 ≤ 8 (Hσ(W,W ) ·Hρ(N,N)) (z0).(3.6)
SinceW is a linear combination of {Wα(z0)}
n−1−i
α=1 , we can writeW =
∑n−1−i
α=1 aαW
α(z0)
for some scalars aα ∈ C. Because of the linear independence of the Wα’s on V , there
exists a constant K1 > 0 such that
n−1−i∑
α
|bα|
2 ≤ K1
∣∣∣∣∣
n−1−i∑
α=1
bαW
α(z)
∣∣∣∣∣
2
for all z ∈ bΩ ∩ V, bα ∈ C.
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Thus it follows that
n−1−i∑
α=1
|(NHρ)(W,W
α)(z0)|
2 ≥
1
K1|W |2
n−1−i∑
α=1
|(NHρ)(W,aαW
α)(z0)|
2
≥
1
K1(n− 1− i)|W |2
|(NHρ)(W,W )(z0)|
2
.
Hence, (3.6) becomes
|(NHρ)(W,W )(z0)|
2 ≤ 8K1(n− 1− i)|W |
2 (Hσ(W,W ) ·Hρ(N,N)) (z0).
Let K2 > 0 be a constant such that Hρ(N,N)|bΩ ≤ K2 holds. Setting K = 8K1K2(n −
1− i), it follows that
|(NHρ)(W,W )(z0)|
2 ≤ K|W |2Hσ(W,W )(z0).

Recall that we are considering a fixed boundary point p ∈ Σi and all q ∈ Ω ∩ V ,
π(q) = p, for some sufficiently small neighborhood of p. After possibly shrinking V it
follows by Taylor’s theorem that
Hσ(W,W )(q) = Hσ(W,W )(π(q)) +O (dbΩ(q)) |W |
2
holds for all q ∈ Ω∩V with π(q) = p. Using this and Proposition 3.3, we get for q ∈ Ω∩V
with π(q) = p that
|(NHρ)(W,W )(p)|
2 ≤ K|W |2
[
Hσ(W,W )(q) +O (dbΩ(q)) |W |
2
]
.
Therefore, our basic estimate (3.2) of the complex Hessian of r in direction W becomes
Hr(W,W )(q) ≥ −dbΩ(q)e
−Cσ(q)(NHρ)(W,W )(p) − r(q)
C
K|W |2
|NHρ(W,W )|
2 (p)
+O
(
r2(q)
)
|W |2.
Let c1 > 0 be such that dbΩ(z) ≤ c1|ρ(z)| for all z in V . Then, if we choose
C ≥ max
z∈bΩ,T∈Cn,|T |=1
{
0,
c1Re [(NHρ)(T, T )(z)]−
ǫ
2
|(NHρ)(T, T )(z)|
2 K
}
,(3.7)
we obtain, after possibly shrinking V ,
Hr(W,W )(q) ≥ −ǫ|r(q)| · |W |
2(3.8)
for all q ∈ Ω ∩ V with π(q) = p and W ∈ Cn in the span of {Wα(p)}n−1−iα=1 . In fact, after
possibly shrinking V , (3.8) holds with, say, 2ǫ in place of ǫ for all q ∈ Ω ∩ V satisfying
π(q) ∈ Σi ∩ V and W ∈ C
n belonging to the span of {Wα(π(q))}n−1−iα=1 .
A problem with this construction is that r is not necessarily plurisubharmonic at
those weakly pseudoconvex boundary points which are not in Σi. This possible loss of
plurisubharmonicity occurs because the Wα’s are not necessarily weak directions at those
points. This means, that we can not simply copy this construction with r in place of ρ
to get good estimates near, say, Σi+1. Let us be a more explicit. Suppose p˜ ∈ Σi+1 ∩ V
is such that at least one of the Wα’s is not a weak direction at p˜. That means, if T is a
weak complex tangential direction at p˜, then neither does |〈∂σ(p˜), T 〉|2 have to be zero
nor does Hσ(T, T )(p˜) have to be non-negative. In view of (3.1), this says that it might
actually happen that (NHr)(T, T )(p˜) is greater than (NHρ)(T, T )(p˜) for such a vector
T . That is, by removing the obstruction term at p we might have worsened the situation
at p˜. One might think that this does not cause any real problems since we still need to
introduce a correcting function σ˜ to remove the obstruction to (1.4) on the set Σi+1 ∩ V .
8 J. E. FORNÆSS, A.-K. HERBIG
However, it might be the case that (NHρ)(T, T )(p˜) = 0. In this case we do not know
whether Hσ˜(T, T ) is strictly positive at p˜, i.e., we do not know whether Hσ˜(T, T )(p˜) can
make up for any obstructing terms at p˜ introduced by σ. This says that we need to
smoothly cut off σ in a manner such that, away from Σi∩V , |〈∂σ, T 〉|2 stays close to zero
and Hσ(T, T ) does not become too negative (relative to ǫ|T |
2). The construction of such
a cut off function will be done in the next section.
4. The cutting off
Let us recall our setting: we are considering a given boundary point p ∈ Σi, 0 ≤
i ≤ n − 2, V a neighborhood of p and smooth, linearly independent (1, 0)-vector fields
{Wα}n−1−iα=1 , α ∈ {1, . . . , n− 1− i} on V , which are complex tangential to bΩ on bΩ ∩ V
and satisfy Hρ(W
α,Wα) = 0 on Σi ∩ V . From now on, we also suppose that V and
the Wα’s are chosen such that the span of {Wα(z)}n−1−iα=1 contains the null space of the
Levi form of ρ at z for all z ∈ Σj ∩ V for j ∈ {i + 1, . . . , n − 2}. This can be done by
first selecting smooth (1, 0)-vector fields {Sβ(z)}iβ=1 which are complex tangential to bΩ
on bΩ ∩ V for some neighborhood V of p and orthogonal to each other with respect to
the Levi form of ρ such that Hρ(S
β, Sβ) > 0 holds on bΩ ∩ V after possibly shrinking
V . Then one completes the basis of the complex tangent space with smooth (1, 0)-vector
fields {Wα(z)}n−1−iα=1 such that the W
α’s are orthogonal to the Sβ’s with respect to the
Levi form of ρ.
Let V ′ ⊂⊂ V be another neighborhood of p. Let ζ ∈ C∞c (V, [0, 1]) be a function
which equals 1 on V ′. For given m > 2, let χm ∈ C∞(R) be an increasing function with
χm(x) = 1 for all x ≤ 1 and χm(x) = em for all x ≥ em such that
x
χm(x)
≤ 2, χ′m(x) ≤ 2, and x · χ
′′
m(x) ≤ 4 for all x ∈ [1, e
m].
Set χm,τ (x) = χm
(
x
τ
)
for given τ > 0. The above properties then become
x
χm,τ (x)
≤ 2τ, χ′m,τ (x) ≤
2
τ
, and x · χ′′m,τ (x) ≤
4
τ
for all x ∈ [τ, τem].
Set gm,τ(x) = 1−
ln(χm,τ (x))
m
. It follows by a straightforward computation that
gm,τ (x) = 1 for x ≤ τ, 0 ≤ gm,τ (x) ≤ 1 for all x ∈ R, and
|g′m,τ (x)| ≤
4
m
·
1
x
, g′′m,τ(x) ≥ −
8
m
·
1
x2
for x ∈ (τ, τem).(4.1)
For given m, τ > 0 we define
sm,τ (z) = ζ(z) · σ(z) · gm,τ(σ(z)) for z ∈ V
and sm,τ = 0 outside of V . This function has the properties described at the end of
Section 3 if m, τ are chosen appropriately:
Lemma 4.2. For all δ > 0, there exist m, τ > 0 such that sm,τ satisfies:
(i) sm,τ = ζσ for σ ∈ [0, τ ],
(ii) 0 ≤ sm,τ ≤ δ on bΩ.
Moreover, if z ∈ (bΩ ∩ V ) \ Σi and T ∈ CTzbΩ, then
(iii) |〈∂sm,τ (z), T 〉| ≤ δ|T |,
(iv) Hsm,τ (T, T )(z) ≥ −δ|T |
2 if T ∈ span{Wα(z)}.
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Note that part (iv) of Lemma 4.2 in particular says that if z ∈ ∪n−2j=i+1Σj ∩ V , then
Hsm,τ (T, T )(z) ≥ −δ|T |
2 for all T which are weak complex tangential vectors at z.
To prove Lemma 4.2, we will need |〈∂σ, T 〉|2 . σ|T |2 on supp(ζ) ∩ bΩ. That this is in
fact true we learned from J. D. McNeal.
Lemma 4.3 ([6]). Let U ⊂⊂ Rn be open. Let f ∈ C2(U) be a non-negative function on
U . Then for any compact set K ⊂⊂ U , there exists a constant c > 0 such that
|∇f(x)|2 ≤ cf(x) for all x ∈ K.(4.4)
Since the proof by McNeal is rather clever, and since we are not aware of it being
published, we shall give it here.
Proof. Let F be a smooth, non-negative function such that F = f on K and F = 0 on
R
n \ U . For a given x ∈ K, we have for all h ∈ Rn that
0 ≤ F (x+ h) = F (x) +
n∑
k=1
∂F
∂xk
(x)hk +
1
2
n∑
k,l=1
∂2F
∂xk∂xl
(ξ)hkhl
= f(x) +
n∑
k=1
∂f
∂xk
(x)hk +
1
2
n∑
k,l=1
∂2F
∂xk∂xl
(ξ)hkhl(4.5)
holds for some ξ ∈ U . Note that (4.4) is true if (∇f) (x) = 0. So assume now that
(∇f) (x) 6= 0 and choose hk =
∂f
∂xk
(x)
|(∇f)(x)| · t for t ∈ R. Then (4.5) becomes
0 ≤ f(x) + |(∇f) (x)| t+ nL ·
∑n
k=1
∣∣∣ ∂f∂xk (x)∣∣∣2
|(∇f) (x)|2
· t2 for all t ∈ R,
where L = 12 sup
{∣∣∣ ∂2F∂xk∂xl (ξ)∣∣∣ | ξ ∈ U, 1 ≤ k, l ≤ n}. Therefore, (4.5) becomes
0 ≤ f(x) + |(∇f) (x)| · t+ nL · t2 for all t ∈ R.
In particular, the following must hold for all t ∈ R:
−
f(x)
nL
+
|(∇f) (x)|2
(2nL)2
≤
(
t+
|(∇f) (x)|
2nL
)2
,
which implies that
|(∇f) (x)|2 ≤ 4nL · f(x).

We can assume that V is such that there exists a diffeomorphism φ : V ∩ bΩ −→ U for
some open set U ⊂⊂ R2n−1. Set f := σ ◦φ−1. Then f satisfies the hypotheses of Lemma
4.3. Hence we get that there exists a constant c > 0 such that |(∇f) (x)|2 ≤ cf(x) for all
x ∈ K = φ(supp(ζ)). This implies that there exists a constant c1 > 0, depending on φ,
such that
|〈∂σ(z), T 〉|2 ≤ c1σ(z)|T |
2 for all z ∈ supp(ζ) and T ∈ CTzbΩ.(4.6)
Now we can prove Lemma 4.2.
Proof of Lemma 4.2. Note first that sm,τ is identically zero on bΩ \V for any m > 2 and
τ > 0.
Now let δ > 0 be given, let m be a large, positive number, fixed and to be chosen later
(that is, in the proof of (iv)). Below we will show how to choose τ > 0 once m has been
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Part (i) follows directly from the definition of sm,τ for any choice of m > 2 and τ > 0.
Part (ii) also follows straightforwardly, if τ > 0 is such that τem ≤ δ. Notice that for all
z ∈ bΩ∩ V with σ(z) > τem, sm,τ (z) = 0, and hence (iii), (iv) hold trivially there. Thus,
to prove (iii) and (iv) we only need to consider the two sets
S1 = {z ∈ bΩ ∩ V | σ(z) ∈ (0, τ)} and S2 = {z ∈ bΩ ∩ V | σ(z) ∈ [τ, τe
m]}.
Proof of (iii): If z ∈ S1, then sm,τ (z) = ζ(z) · σ(z) and if T ∈ CTzbΩ, we get
|〈∂sm,τ (z), T 〉| = |σ · 〈∂ζ, T 〉+ ζ · 〈∂σ, T 〉| (z)
(4.6)
≤
(
c2σ(z) + (c1σ(z))
1
2
)
|T |, where c2 = max
z∈bΩ∩V
|∂ζ(z)|.
Thus, if we choose τ > 0 such that, c2τ + (c1τ)
1
2 ≤ δ, then (iii) holds on the set S1.
Now suppose that z ∈ S2, T ∈ CTzbΩ and compute:
|〈∂sm,τ (z), T 〉| =
∣∣σ · gm,τ(σ) · 〈∂ζ, T 〉+ ζ · 〈∂σ, T 〉 (gm,τ (σ) + σ · g′m,τ (σ))∣∣ (z)
(4.6),(4.1)
≤
(
c2σ(z) + (c1σ(z))
1
2 ·
(
1 +
4
m
))
|T |.
Thus, if we choose τ > 0 such that c2τe
m + 2(c1τe
m)
1
2 ≤ δ, then (iii) also holds on the
set S2.
Proof of (iv): Let us first consider the case when z ∈ S1. Then, again, sm,τ (z) =
ζ(z) · σ(z) and if T is in the span of {Wα(z)}n−1−iα=1 , we obtain
Hsm,τ (T, T )(z) =
[
σ ·Hζ(T, T ) + 2Re
(
〈∂ζ, T 〉 · 〈∂σ, T 〉
)
+ ζ ·Hσ(T, T )
]
(z).
Let c3 > 0 be a constant such that Hζ(ξ, ξ)(z) ≥ −c3|ξ|2 for all z ∈ bΩ∩V , ξ ∈ Cn. Then
it follows, using (4.6) again, that
Hsm,τ (T, T )(z) ≥ −
(
c3σ(z) + 2c2 (c1σ(z))
1
2
)
|T |2 + ζ(z) ·Hσ(T, T )(z).
Note that for z and T as above, Hσ(T, T )(z) ≥ 0 when σ(z) = 0. Furthermore, the set{
(z, T ) | z ∈ bΩ ∩ supp ζ, σ(z) = 0, T ∈ span{W 1(z), . . . ,Wn−1−i(z)}
}
is a closed subset of the complex tangent bundle of bΩ. Thus there exists a neighborhood
U ⊂ V of {z ∈ bΩ ∩ supp ζ | σ(z) = 0} such that
Hσ(T, T )(z) ≥ −
δ
2
|T |2
holds for all z ∈ bΩ∩U , T in the span of {Wα(z)}n−1−iα=1 . Let ν1 be the maximum of σ on
the closure of bΩ∩U , and let ν2 be the minimum of σ on
(
bΩ ∩ supp ζ
)
\U . Now choose
τ > 0 such that τ ≤ min{ν1,
ν2
2 }. Then z ∈ S1 implies that z ∈ bΩ ∩ U and therefore
ζ(z) · Hσ(T, T )(z) ≥ −
δ
2 |T |
2 for all T in the span of the Wα(z)’s. If we also make sure
that τ > 0 is such that c3τ + 2c2 (c1τ)
1
2 ≤ δ2 , then (iv) is true on S1.
Now suppose that z ∈ S2 and T in the span of {Wα(z)}
n−1−i
α=1 . We compute
Hsm,τ (T, T )(z) =
[
σgm,τ (σ)Hζ(T, T ) + 2Re
(
〈∂ζ, T 〉 · 〈∂σ, T 〉
) (
gm,τ (σ) + σg
′
m,τ (σ)
)
+ζ |〈∂σ, T 〉|2
(
2g′m,τ (σ) + σg
′′
m,τ (σ)
)
+ ζHσ(T, T )(gm,τ(σ) + σg
′
m,τ (σ))
]
(z)
= I+ II+ III+ IV .
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If we choose τ > 0 such that τemc3 ≤
δ
4 , then it follows that I ≥ −
δ
4 |T |
2. Estimating the
term II we get
II
(4.1)
≥ −2c2 |〈∂σ(z), T 〉| |T |
(
1 +
4
m
)
(4.6)
≥ −4c2 (c1σ(z))
1
2 |T |2 ≥ −
δ
4
|T |2,
if we choose τ > 0 such that 4c2 (c1τe
m)
1
2 ≤ δ4 . To estimate term IV, we only need to
make sure that τ > 0 is so small that z ∈ S2 implies that 2ζ(z) ·Hσ(T, T )(z) ≥ −
δ
4 |T
2.
This can be done similarly to the case when z ∈ S1.
Note that up to this point the size of the parameter m played no role. That is, we
obtain above results for any choice of m as long as τ > 0 is sufficiently small. The size of
m only matters for the estimates on term III: (4.1) and (4.6) yield
III ≥ − |〈∂σ(z), T 〉|2
[
2|g′m,τ(σ(z))| + σ(z)g
′′
m,τ (σ(z))
]
≥ − |〈∂σ(z), T 〉|2
16
mσ(z)
≥ −
16c1
m
|T |2.
We now choose m > 0 such that 16c1
m
≤ δ4 , and then we choose τ > 0 according to our
previous computations . 
5. Proof of (1.4)
We shall prove (1.4) by induction over the rank of the Levi form of ρ. To start the
induction we construct a smooth defining function r0 of Ω which satisfies (1.4) on U0 ∩Ω
for some neighborhood U0 of Σ0.
Let {Vj,0}j∈J0 , {V
′
j,0}j∈J0 ⊂⊂ C
n be finite, open covers of Σ0 with V
′
j,0 ⊂⊂ Vj,0 such
that there exist smooth, linearly independent (1, 0)-vector fields Wαj,0, α ∈ {1, . . . , n− 1},
defined on Vj,0, which are complex tangential to bΩ on bΩ ∩ Vj,0 and satisfy:
(1) Hρ(W
α
j,0,W
α
j,0) = 0 on Σ0 ∩ Vj,0 for all j ∈ J0,
(2) the span of the Wαj,0(z)’s contains the null space of the Levi form of ρ at z for all
boundary points z in ∪n−2j=i+1Σj ∩ Vj,0.
We shall write V0 = ∪j∈J0Vj,0 and V
′
0 = ∪j∈J0V
′
j,0.
Choose smooth, non-negative functions ζj,0, j ∈ J0, such that∑
j∈J0
ζj,0 = 1 on V
′
0 ,
∑
j∈J0
ζj,0 ≤ 1 on V0, and supp ζj,0 ⊂ Vj,0 for all j ∈ J0.
Set σj,0 =
∑n−1
α=1Hρ(W
α
j,0,W
α
j,0). For given ǫ > 0, choose C0 according to (3.7). Then
choose mj,0 and τj,0 as in Lemma 4.2 such that
smj,0,τj,0(z) =
{
ζj,0(z) · σj,0(z) · gmj,0,τj,0(σj,0(z)) if z ∈ Vj,0
0 if z ∈ (Vj,0)c
satisfies (i)-(iv) of Lemma 4.2 for δ0 =
ǫ
C0|J0|
. Finally, set s0 =
∑
j∈J0
smj,0,τj,0 and define
the smooth defining function r0 = ρe
−C0s0 .
By our choice of r0 we have for all q ∈ Ω ∩ V ′0 with π(q) ∈ Σ0 ∩ V
′
0 that
Hr0(W,W )(q) ≥ Hr0(W,W )(π(q)) − ǫ |r0(q)| · |W |
2 = −ǫ |r0(q)| · |W |
2
for all W ∈ CTπ(q)bΩ. In fact, by continuity there exists a neighborhood U0 ⊂ V
′
0 of Σ0
such that
Hr0(W,W )(q) ≥ Hr0(W,W )(π(q)) − 2ǫ|r0(q)||W |
2
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holds for all q ∈ Ω ∩ U0 with π(q) ∈ bΩ ∩ U0 and W ∈ CTπ(q)bΩ.
Now let ξ ∈ Cn. For each q ∈ Ω ∩ U0 with π(q) ∈ bΩ ∩ U0 we shall write ξ = W +M ,
where W ∈ CTπ(q)bΩ and M in the span of N(π(q)). Note that then |ξ|
2 = |W |2 + |M |2.
We get for the complex Hessian of r0 at q:
Hr0(ξ, ξ)(q) = Hr0(W,W )(q) + 2Re (Hr0(W,M)(q)) +Hr0(M,M)(q)
≥ Hr0(W,W )(π(q)) − 2ǫ |r0(q)| · |W |
2 + 2Re (Hr0(W,M)(q)) +Hr0(M,M)(q).
Note that Taylor’s theorem yields
Hr0(W,M)(q) = Hr0(W,M)(π(q)) +O(dbΩ(q))|W ||M |
= e−C0s0(π(q))
(
Hρ(W,M)− C〈∂ρ,M〉〈∂s0,W 〉
)
(π(q)) +O(dbΩ(q))|W ||M |.
It follows by property (iii) of Lemma 4.2 that |〈∂s0,W 〉| ≤
ǫ
C0
|W | on bΩ. After possibly
shrinking U0 we get
2Re (Hr0(W,M)(π(q))) ≥ −4ǫ|∂ρ||W ||M |+ e
−C0s0(π(q))2Re (Hρ(W,M)) (π(q)).
Putting the above estimates together, we have
Hr0(ξ, ξ)(q) ≥− 2ǫ|r0(q)||W |
2 − 4ǫ|∂ρ||W ||M |+Hr0(M,M)(q)
+ e−C0s0(π(q)) [Hρ(W,W )(π(q)) + 2Re (Hρ(W,M)(π(q)))] .
An application of the (sc)-(lc) inequality yields
−ǫ|W ||M | ≥ −ǫ
(
|r0(q)||ξ|
2 +
1
|r0(q)|
|〈∂r0(π(q)), ξ〉|
2
)
,
where we used that |ξ|2 = |W |2 + |M |2. Taylor’s theorem also gives us that
|〈∂r0(π(q)), ξ〉| = e
−C0s0(π(q)) · |〈∂ρ(π(q)), ξ〉|
≤ e−C0s0(π(q)) · (|〈∂ρ(q), ξ〉|+O (ρ(q)) |ξ|) ,
where the constant in the last term is independent of ǫ. After possibly shrinking U0, we
obtain for all q ∈ Ω ∩ U0
|〈∂r0(π(q)), ξ〉| ≤ 2e
−C0s0(q) · |〈∂ρ(q), ξ〉| +O (r0(q)) |ξ|
≤ 2 |〈∂r0(q), ξ〉|+ 2 |ρ(q)| ·
∣∣∣〈∂e−C0s0(q), ξ〉∣∣∣+O (r0(q)) |ξ|,
where, again, the constant in the last term is independent of ǫ. Using that |〈∂s0,W 〉| ≤
ǫ
C0
|W | on bΩ, we get ∣∣∣〈∂e−C0s0(q), ξ〉∣∣∣ ≤ 2ǫ|W |+O (|〈∂ρ(π(q)), ξ〉|) ,
which implies that |〈∂r0(π(q)), ξ〉| . |〈∂r0(q), ξ〉|+ |r0(q)||ξ|. Thus we have
−ǫ|W ||M | & −ǫ
(
|r0(q)||ξ|
2 +
1
|r0(q)|
|〈∂r0(q), ξ〉|
2
)
.
Since
Hρ(W,W )(π(q)) + 2Re(Hρ(W,M)(π(q)) = Hρ(ξ, ξ)(π(q)) −Hρ(M,M)(π(q)),
and Hρ(ξ, ξ)(π(q)) is non-negative, it follows that
Hr0(ξ, ξ)(q) & −ǫ
(
|r0(q)||ξ|
2 +
1
|r0(q)|
|〈∂r0(q), ξ〉|
2
)
+ µ0Hρ(ξ, ξ)(π(q))
for some positive constant µ0. Since the constants in & do not depend on the choice of
ǫ, this proves (1.4) in an open neighborhood U0 of Σ0.
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Let l ∈ {0, . . . , n− 3} be fixed and suppose that there exist a smooth defining function
rl of bΩ and an open neighborhood Ul ⊂ Cn of ∪li=0Σi such that
Hrl(ξ, ξ)(q) ≥ −ǫ
(
|rl(q)||ξ|
2 +
1
|rl(q)|
|〈∂rl(q), ξ〉|
2
)
+ µlHρ(ξ, ξ)(π(q))(5.1)
for all q ∈ Ω ∩ Ul with π(q) ∈ bΩ ∩ Ul and ξ ∈ Cn. Here, µl is some positive constant.
Furthermore, we suppose that the function ϑl defined by rl = ρe
−ϑl satisfies the following
|〈∂ϑl(z), T 〉| ≤ ǫ|T | for all z ∈ bΩ, T ∈ CTzbΩ(5.2)
Hϑl(T, T )(z) ≥ −ǫ|T |
2 for all z ∈ ∪n−2j=l+1Σj , T ∈ CTzbΩ with Hρ(T, T )(z) = 0.(5.3)
Let k = l + 1. We shall now show that there exist a smooth defining function rk and
a neighborhood Uk of ∪ki=0Σi such that for some positive constant µk
Hrk(ξ, ξ)(q) ≥ −ǫ
(
|rk(q)||ξ|
2 +
1
|rk(q)|
|〈∂rk(q), ξ〉|
2
)
+ µkHρ(ξ, ξ)(π(q))(5.4)
holds for all q ∈ Ω ∩ Uk with π(q) ∈ bΩ ∩ Uk and ξ ∈ Cn.
Let {Vj,k}j∈Jk , {V
′
j,k}j∈Jk be finite, open covers of Σk \ Uk−1 such that
(1) V ′j,k ⊂⊂ Vj,k and V j,k ∩
(
∪k−1i=0 Σi
)
= ∅ for all j ∈ Jk, and
(2) there exist smooth, linearly independent (1, 0)-vector fields Wαj,k, α ∈ {1, . . . , n−
1− k}, and Sβj,k, β ∈ {1, . . . , k}, defined on Vj,k, which are complex tangential to
bΩ on bΩ ∩ Vj,k and satisfy the following:
(a) Hρ(W
α
j,k,W
α
j,k) = 0 on Σk ∩ Vj,k, α ∈ {1, . . . , n− 1− k}, j ∈ Jk,
(b) the span of {W 1j,k(z), . . . ,W
k
j,k(z)} contains the null space of the Levi form
of ρ at all boundary points z belonging to ∪n−2i=k+1Σi ∩ Vj,k,
(c) Hρ(S
β
j,k, S
β
j,k) > 0 on bΩ ∩ Vj,k, β ∈ {1, . . . , k}, j ∈ Jk,
(d) Hρ(S
β
j,k, S
β˜
j,k) = 0 for β 6= β˜ on bΩ ∩ Vj,k, β, β˜ ∈ {1, . . . , k}, j ∈ Jk.
Note that above vector fields {Wαj,k} always exist in some neighborhood of a given point
in Σk. However, we might not be able to cover Σk with finitely many such neighborhoods,
when the closure of Σk contains boundary points at which the Levi form is of lower rank.
Moreover, if the latter is the case, then (c) above is also impossible. These are the reasons
for proving (1.4) via induction over the rank of the Levi form of ρ.
Suppose S is in the span of {Sβj,k(z)}
k
β=1 and W is in the span of {W
α
j,k(z)}
n−1−k
α=1 for
some z ∈ Vj,k, then there is some constant κk > 0 such that |S|2 + |W |2 ≤ κk|S +W |2
for all j ∈ Jk. We shall write Vk = ∪j∈JkVj,k and V
′
k = ∪j∈JkV
′
j,k.
Let ζj,k be non-negative, smooth functions such that∑
j∈Jk
ζj,k = 1 on V
′
k ,
∑
j∈Jk
ζj,k ≤ 1 on Vk and supp ζj,k ⊂ Vj,k.
Set σj,k =
∑n−k−1
α=1 Hρ(W
α
j,k,W
α
j,k). Recall that ǫ > 0 is given. Choose Ck according to
(3.7) with ǫ
κk
in place of ǫ there. We now choose mj,k, τj,k > 0 such that
smj,k,τj,k(z) =
{
ζj,k(z) · σj,k(z) · gmj,kτj,k(σj,k(z)) if z ∈ Vj,k
0 if z ∈ (Vj,k)c
satisfies (i)-(iv) of Lemma 4.2 with δk =
ǫ
Ck|Jk|κk
. Set sk =
∑
j∈Jk
smj,k,τj,k and define the
smooth defining function rk = rk−1e
−Csk . We claim that this choice of rk satisfies (5.4).
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We shall first see that (5.4) is true for all q ∈ Ω ∩ Uk−1 ∩ Vk with π(q) ∈ bΩ ∩Uk−1 ∩ Vk.
A straightforward computation yields
Hrk(ξ, ξ)(q) = e
−Cksk(q)
[
Hrk−1(ξ, ξ) + rk−1
(
C2k |〈∂sk, ξ〉|
2 − CkHsk(ξ, ξ)
)
(5.5)
− 2Ck Re
(
〈∂rk−1, ξ〉〈∂sk, ξ〉
)]
(q).
By induction hypothesis (5.1) we have good control over the first term in (5.5):
e−Cksk(q)Hrk−1(ξ, ξ)(q) ≥− ǫ
(
|rk(q)||ξ|
2 +
1
|rk(q)|
∣∣∣〈e−Cksk(q)∂rk−1(q), ξ〉∣∣∣2)
+ e−Cksk(q)µk−1Hρ(ξ, ξ)(π(q)).
Note that ∣∣∣〈e−Cksk(q)∂rk−1(q), ξ〉∣∣∣2 ≤ 2 |〈∂rk(q), ξ〉|2 + r2k(q)C2k |〈∂sk(q), ξ〉|2 .
Moreover, part (iii) of Lemma 4.2 implies that
C2k |〈∂sk(q), ξ〉|
2 ≤ 2ǫ|ξ|2 +O
(
|〈∂rk(π(q)), ξ〉|
2
)
≤ 3ǫ|ξ|2 +O
(
|〈∂rk(q), ξ〉|
2
)
(5.6)
after possibly shrinking Uk−1 (in normal direction only). Thus we have
e−Cksk(q)Hrk−1(ξ, ξ)(q) & −ǫ
(
|rk(q)||ξ|
2 +
1
|rk(q)|
|〈∂rk(q), ξ〉|
2
)
+ µHρ(ξ, ξ)(π(q)).
For some positive constant µ ≤ µk−1. Thus the first term on the right hand side of
(5.5) is taken care of. Now suppose q ∈ Ω ∩ Uk−1 ∩ Vk is such that π(q) ∈ bΩ ∩ Vj,k
for some j ∈ Jk. To be able to deal with the term Hsk(ξ, ξ)(q) in (5.5), we shall write
ξ = S +W +M , where
S ∈ span
(
{Sβj,k(π(q))}
k
β=1
)
, W ∈ span
(
{Wαj,k(π(q))}
n−1−k
α=1
)
, and M ∈ span (N(π(q))) .
Then the (sc)-(lc) inequality gives
CkHsk(ξ, ξ)(q) ≥ CkHsk(W,W )(q)−
ǫ
κk
|W |2 +O
(
|S|2 + |M |2
)
≥ −2
ǫ
κk
|W |2 +O
(
|S|2 + |M |2
)
,
where the last step holds since sk satisfies part (iv) of Lemma 4.2. The last inequality
together with (5.6) lets us estimate the second term in (5.5) as follows
e−Cksk(q)rk−1(q)
(
C2k |〈∂sk, ξ〉|
2 − CkHsk(ξ, ξ)
)
(q)
& −ǫ
(
|rk||ξ|
2 +
1
|rk|
|〈∂rk, ξ〉|
2
)
(q) +O(rk(q))|S|
2.
For the third term in (5.5) we use (5.6) again and obtain
−2Cke
−Cksk(q)Re
(
〈∂rk−1, ξ〉〈∂sk, ξ〉
)
(q) & −ǫ
(
|rk(q)||ξ|
2 +
1
|rk(q)|
|〈∂rk−1(q), ξ〉|
2
)
.
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Collecting all these estimates, using 1
κk
|W |2 ≤ |ξ|2, we now have for q ∈ Ω ∩ Uk−1 ∩ Vk
with π(q) ∈ bΩ ∩ Uk−1 ∩ Vk and for some µ > 0
Hrk(ξ, ξ)(q) &− ǫ
(
|rk(q)||ξ|
2 +
1
|rk(q)|
|〈∂rk−1(q), ξ〉|
2
)
+ µHρ(ξ, ξ)(π(q)) +O(rk(q))|S|
2
&− ǫ
(
|rk(q)||ξ|
2 +
1
|rk(q)|
|〈∂rk−1(q), ξ〉|
2
)
+
µ
2
Hρ(ξ, ξ)(π(q)).
Here, the last estimate holds, after possibly shrinking Uk−1 ∩ Vk (in normal direction
only), since ρ is plurisubharmonic on bΩ.
We still need to show that (5.4) is true in some neighborhood of Σk \Uk−1. Let U ⊂ Vk
be a neighborhood of Σk \ Uk−1, q ∈ Ω ∩ U with π(q) ∈ bΩ ∩ Vj,k for some j ∈ Jk and
ξ ∈ Cn. Writing ϑk = ϑk−1 + Cksk, we get
Hrk(ξ, ξ)(q) = e
−ϑk(q)
[
Hρ(ξ, ξ)−2Re
(
〈∂ρ, ξ〉〈∂ϑk, ξ〉
)
+ ρ
(
|〈∂ϑk, ξ〉|
2 −Hϑk−1(ξ, ξ)− CkHsk(ξ, ξ)
)]
(q)
= I+ II+ III+ IV+V .
We write again ξ = S +W +M . By construction of sk and by the induction hypotheses
(5.2) and (5.3) on ϑk−1, we can do estimates similar to the ones below (5.5) to obtain
II + III+ IV & −ǫ
(
|rk(q)||ξ|
2 +
1
|rk(q)|
|〈∂rk(q), ξ〉|
2
)
+O(rk(q))|S|
2 for q ∈ U.
So we are left with the terms I and V. Let us first consider the term I. By Taylor’s
Theorem, we have
e−ϑk(q)Hρ(ξ, ξ)(q) = e
−ϑk(q)
(
Hρ(ξ, ξ)(π(q)) − dbΩ(q)Re
[
(NHρ)(ξ, ξ)(π(q))
])
+O
(
r2k(q)
)
|ξ|2.
By the (sc)-(lc) inequality we have
Re [(NHρ)(ξ, ξ)(π(q))] ≤Re [(NHρ)(W,W )(π(q))]
+
ǫ
c1κk
|W |2 +O
(c1κk
ǫ
)
(|S|2 + |M |2),
where c1 > 0 is such that dbΩ(q) ≤ c1|ρ(q)|. Therefore we obtain for some µ > 0
e−ϑk(q)Hρ(ξ, ξ)(q) ≥− dbΩ(q)e
−ϑk(q)Re [(NHρ)(W,W )(π(q))] + rk(q)
ǫ
κk
|W |2
+ µHρ(ξ, ξ)(π(q)) +O (rk(q)) (|S|
2 + |M |2) +O
(
r2k(q)
)
|ξ|2.
To estimate term V we use (sc)-(lc) inequality again:
−rk(q)CkHsk(ξ, ξ)(q) ≥ −rk(q)
(
CkHsk(W,W )(q)−
ǫ
κk
|W |2
)
+O (rk(q)) (|S|
2 + |M |2).
After possibly shrinking U , we get for some µ > 0
I+V ≥− dbΩ(q)e
−ϑk(q)Re [(NHρ)(W,W )(π(q))] + rk(q)
(
−CkHsk(W,W )(q) +
2ǫ
κk
|W |2
)
+ µHρ(ξ, ξ)(π(q)) +O (rk(q)) |M |
2 +O
(
r2k(q)
)
|ξ|2.
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By our choice of sk and Ck, it follows that for all q ∈ Ω ∩ U with π(q) ∈ bΩ ∩ U we have
−dbΩe
−ϑk(q)Re [(NHρ)(W,W )(π(q))] − rk(q)CkHsk(W,W )(q) ≥
ǫ
κk
rk(q)|W |
2.
Putting our estimates for the terms I–V together and letting Uk be the union of Uk−1
and U , we obtain: for all q ∈ Ω ∩ Uk with π(q) ∈ bΩ ∩ Uk, the function rk satisfies
Hrk(ξ, ξ)(q) & −ǫ
(
|rk(q)||ξ|
2 +
1
|rk(q)|
|〈∂rk(q), ξ〉|
2
)
+ µkHρ(ξ, ξ)(π(q))
for some µk > 0. Since the constants in & do not depend on ǫ or on any other parameters
which come up in the construction of rk, (5.4) follows. Moreover, by construction, ϑk
satisfies (5.2) and (5.3).
Note that Σn−1 \Un−2 is a closed subset of the set of strictly pseudoconvex boundary
points. Thus for any smooth defining function r there is some neighborhood U of Σn−1 \
Un−2 such that
Hr(ξ, ξ) & |ξ|
2 +O(|〈∂r(q), ξ〉|2) for all ξ ∈ Cn
holds on U ∩ Ω. This concludes the proof of (1.4).
The proof of (1.5) is essentially the same as the one of (1.4) except that a few signs
change. That is, the basic estimate (2.2) for q ∈ Ω
c
∩ U becomes
Hρ(W,W )(q) = 2dbΩ(q)NHρ(W,W )(π(q)) +O
(
d2bΩ(q)
)
|W |2
for any vector W ∈ Cn which is a weak complex tangential direction at π(q). So an
obstruction for (1.5) to hold at q ∈ Ω
c
∩ U occurs when NHρ(W,W ) is negative at
π(q) – note that this happens exactly when we have no problem with (1.4). Since the
obstruction terms to (1.4) and (1.5) only differ by a sign, one would expect that the
necessary modifications of ρ also just differ by a sign. In fact, let ϑn−2 be as in the proof
of (1.4) – that is, r1 = ρe
−ϑn−2 satisfies (1.4) for a given ǫ > 0. Then r2 = ρe
ϑn−2 satisfies
(1.5) for the same ǫ.
6. Proof of Corollary 1.6
We shall now prove Corollary 1.6. We begin with part (i) by showing first that for any
η ∈ (0, 1) there exist a δ > 0, a smooth defining function r of Ω and a neighborhood U of
bΩ such that h = −(−re−δ|z|
2
)η is strictly plurisubharmonic on Ω ∩ U .
Let η ∈ (0, 1) be fixed, and r be a smooth defining function of Ω. For notational ease
we write φ(z) = δ|z|2 for δ > 0. Here, r and δ are fixed and to be chosen later. Let us
compute the complex Hessian of h on Ω ∩ U :
Hh(ξ, ξ) =η(−r)
η−2e−φη
[
(1− η) |〈∂r, ξ〉|2 − rHr(ξ, ξ)
+ 2rηRe
(
〈∂r, ξ〉〈∂φ, ξ〉
)
−r2η |〈∂φ, ξ〉|2 + r2Hφ(ξ, ξ)
]
.
An application of the (sc)-(lc) inequality gives
2rηRe
(
〈∂r, ξ〉〈∂φ, ξ〉
)
≥ −
1− η
2
|〈∂r, ξ〉|2 −
2r2η2
1 − η
|〈∂φ, ξ〉|2 .
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Therefore, we obtain for the complex Hessian of h on Ω the following:
Hh(ξ, ξ) ≥ η(−r)
η−2e−φη
[
1− η
2
|〈∂r, ξ〉|2 − rHr(ξ, ξ)
+ r2
{
−
η(1 + η)
1− η
|〈∂φ, ξ〉|2 +Hφ(ξ, ξ)
}]
.
Set δ = 1−η2η(1+η)D , where D = maxz∈Ω |z|
2. Then we get
Hφ(ξ, ξ)−
η(1 + η)
1− η
|〈∂φ, ξ〉|2 = δ
(
H|z|2(ξ, ξ)−
η(1 + η)
1− η
δ |〈z, ξ〉|2
)
≥
δ
2
|ξ|2.
This implies that
Hh(ξ, ξ) ≥ η(−r)
η−2e−φη
[
1− η
2
|〈∂r, ξ〉|2 − rHr(ξ, ξ) +
δ
2
r2|ξ|2
]
(6.1)
holds on Ω.
Set ǫ = min{ 1−η4 ,
1−η
8η(1+η)D }. By (1.4) there exist a neighborhood U of bΩ and a smooth
defining function r1 of Ω such that
Hr1(ξ, ξ)(q) ≥ −ǫ
(
|r1(q)||ξ|
2 +
1
|r1(q)|
|〈∂r1(q), ξ〉|
2
)
holds for all q ∈ Ω ∩ U , ξ ∈ Cn. Setting r = r1 and using (6.1), we obtain
Hh(ξ, ξ)(q) ≥ η(−h(q)) · ǫ|ξ|
2 for q ∈ Ω ∩ U, ξ ∈ Cn.
It follows by standard arguments that there exists a defining function r˜1 such that−(−r˜1)η
is strictly plurisubharmonic on Ω; for details see pg. 133 in [1]. This proves part (i) of
Corollary 1.6.
A proof similar to the one of part (i), using (1.5), shows that for each η > 1 there exists
a smooth defining function r˜2, a neighborhood U of bΩ and δ > 0 such that (r2e
δ|z|2)η is
strictly plurisubharmonic on Ω
c
∩ U .
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