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本研究では，超高信頼・低遅延通信 (URLLC: Ultra-Reliable and Low Latency Communications)
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第 5 世代移動通信システム (5G) [1] の代表的なユースケースの１つである超高信頼・低遅延通











一種であり，逐次除去 (SC: Successive Cancellation) 復号を用いることで，低演算量での復号が
可能である [7]．ポーラ符号は，符号長が十分に長い場合には，離散無記憶である２元対称通信




(SCL: Successive Cancellation List) 復号に，巡回冗長検査 (CRC: Cyclic Redundancy Check) を適











ノ復号 [10] と組み合わせることで，二元入力 AWGN 通信路における有限長な二元符号のブロッ




Propagation）復号器 [7]と BCJRアルゴリズムによる繰り返し復号法，およびバブル復号 [12]に
よる復号法を，それぞれ提案する．これらの復号法について，計算機シミュレーションを行い，加
法性白色ガウス雑音 (AWGN: Additive White Gaussian Noise) 通信路における PAC 符号のビット


















X，Yをそれぞれ入力アルファベット，出力アルファベットとし，B-DMCを W : X" Y とす





















に，W を２元消失通信路 (BEC: Binary Erasure Channel)，! を消失率，N を符号長とすると，再帰
関係を用いて Bhattacharyyaパラメータ Z(W)を以下のように更新できる．










ここで，i = 0, 1, . . . ,N ! 1である．また，W (i)N は分極された通信路であり，符号長が N のときの i番目の通信路を表す．したがって，対称通信路容量 I(W)は次式で表される．













図 2.1: W が BECの場合．BECでは，1 ! ! の確率で入力ビットと同じビットを受信し，!
の確率で出力が 0か 1を識別できなくなる（消失する）
! = 0.5 とした場合の通信路分極によって得られた各ビットインデックスの通信路容量 I(W) を図
2.2に示す．図 2.2から，通信路分極によって I(W)が 0と 1に収束していく様子がわかる．また，
I(W)の累積分布関数 (CDF: Cumulative Distribution Function)を図 2.3に示す．図 2.3から，N が



































図 2.3: ! = 0.5のときの各ビットインデックスの通信路容量の CDF（通信路 : BEC）
2.1.2 情報インデックスAの設計
ポーラ符号の復号性能を決める重要な設計の 1 つに情報インデックス A % {1, 2, . . . ,N} の設計
がある．具体的には，与えられた符号化率により，情報ビットの数や位置を決定する必要がある．
しかし，情報インデックスの最適な設計法はまだ見つかっておらず，様々な設計法が存在する．こ







S (i) = w(i ! 1) (2.6)
ここで，iはビットインデックスであり，w(i! 1)は i! 1 (0 & i! 1 & N ! 1)の 2進数表現に含まれ
る 1 の数である．例として，i ! 1 = 12 のとき，12 の 2 進数表現は 1100 であるため，w(12) = 2






において LDPC 符号の BP 復号で発生する中間値の分布をガウス分布で近似する手法が提案され
ている [14]．W (i)N の対数尤度比 (LLR: Log-Likelihood Ratio) を L(i)N とする．符号長 N の全 0 系列が送信され，二値位相偏移変調 (BPSK: Binary Phase Shift Keying)が施されたと仮定するとき，



































if i is even (2.8)
ここで，#(x)は次式のように定義される．




















































ここで，erfc(x) = (2/($) 1 $x e!&2d& である．したがって，ガウス近似密度発展法による設計のスコア関数は次式で表される．





式 (2.12)は単調に減少する関数であるため，誤り確率を低くするには情報ビットを E %L(i)N &が大きい順に選び，情報インデックス Aを決定する．
2.1.3 符号化
K（K < N）を情報系列の長さとする．入力系列を u # {0, 1}1*N，生成行列を G # {0, 1}N*N とす
ると，符号系列 x # {0, 1}1*N は以下の式で与えられる．
x = uG (2.14)
ここで，N ! K ビットは凍結ビットとし，入力系列 uは 2.1.2で述べた情報インデックスの設計に
従い，送りたい情報ビットと凍結ビットで構成される．凍結ビットの値は送受信機で既知とする．
また，N = 2n (n # N)とすると，生成行列 Gは n重のクロネッカー積を用いて表すことができる．
p * qの行列 A = [ai j]と r * sの行列 B = [bi j]のクロネッカー積は次のように表される．
A + B =
2
333333333334








図 2.4に n = 1，すなわち N = 2のときのポーラ符号の基本構造を示す [7]．このとき，x0 = u0,u1，




















F+3 ! F + F + F =
2
333333333333333333333333333333333333333334
1 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0
1 0 1 0 0 0 0 0
1 1 1 1 0 0 0 0
1 0 0 0 1 0 0 0
1 1 0 0 1 1 0 0
1 0 1 0 1 0 1 0




となる．F+3 と等価なグラフ表現を図 2.5 に示す．したがって，生成行列 G は以下のように表
せる．























本節では，文献 [9] で提案された PAC 符号の符号化について述べる．ポーラ符号では，入力が




長さ K の情報系列 d = (d1, . . . , dK) # {0, 1}1*K はレートプロファイリングによって定められた
情報インデックス A % {1, 2, . . . ,N}に従い，長さ N の畳み込み入力系列 v # {0, 1}1*N に変換され
る．ここで，A の補集合を Ac，A と Ac に従う畳み込み入力系列をそれぞれ vA と vAc とする
と，vA = d と vAc = 0 となる．ただし，レートプロファイリングによって設計された情報イン
デックス Aは送受信機において既知であるとする．送信する符号系列 x # {0, 1}1*N は，メモリ数
mのインパルス応答 c = (c0, . . . , cm)によって特徴づけられる畳み込み行列 T # {0, 1}N*N と分極変
換行列 G # {0, 1}N*N によって，x = vTGで与えられる．
畳み込み行列 Tは，インパルス応答 c = (c0, . . . , cm)によって特徴づけられる．ここで，mは畳





c jvi! j (2.18)
ここで， j & i において vi! j = 0 であることに注意されたい．畳み込み出力系列を u # {0, 1}1*N と





c0 c1 c2 · · · cm 0 · · · 0
0 c0 c1 c2 · · · cm
...
0 0 c0 c1
. . . · · · cm
...
... 0 . . . . . . . . . . . .
...
...
. . . . . . . . . . . . 0
...
...
. . . 0 c0 c1 c2
... 0 0 c0 c1























上記までの符号化演算の例として，符号長 N = 8，K = 4，A = 4, 6, 7, 8，c = (1, 1, 1)の場合を
考える．はじめにレートプロファイリングによって，情報系列 d = (d1, · · · , d4)を v = (v1, · · · , v8)
にマッピングすると，vは以下のように表せる．
v = (0, 0, 0, d1, 0, d2, d3, d4) (2.20)
次に，畳み込み演算 u = vT によって，畳み込み出力系列 u # {0, 1}1*N は，具体的に u1 = v1，
u2 = v1 + v2，ui = vi!2 + vi!1 + vi (i = 3, · · · , 8) と計算される．畳み込み行列により出力された







G = F + . . . + F = F+n である．また，n = log2 N である．
PAC 符号によって構成される符号の木は，通常の畳み込み符号で構成される完全二分木とは異
なり，凍結ビットの影響により不規則な二分木となる．図 2.7 に前述した例の PAC 符号によって
構成された不規則な符号の木を示す．この木は畳み込み演算に入力されるビットが情報ビットで
ある場合のみ枝が別れる．i # A 番目のビットを復号するとき，すなわち，符号の木のステージ i
にいるとき，上に伸びた枝は vi = 0，下に伸びた枝は vi = 1に対応している．また，図 2.7の符号














































SC 復号は符号の木に沿って，逐次的に入力ビット系列を推定する復号法である．図 3.1 に
N = 4 のときの SC 復号したポーラ符号の木を示す．ポーラ符号の木は，左側の枝が入力ビット
0，右側の枝が入力ビット 1に対応しており，根から葉まで辿ったとき，枝に対応しているビット
を並べると，入力ビット系列を表現することができる．図 3.1 中の赤線は 1 本のパスを推定して
いることを示す．このとき，入力ビット系列は (0,0,1,1)と推定される．
以降では，SC 復号の具体的な計算について述べる．SC 復号の計算の複雑度を減らすため尤度
の計算を対数領域で考える [15]．受信系列から LLR 'i (i = 0, 1, · · · ,N ! 1)を計算し，図 3.2に示
す SC復号の構造に従って LLRを更新していくことで，情報系列 uを推定するために必要な LLR
eûi を逐次的に求めることができる．図 3.3に示すように，LLRの更新には以下の 2つの式を用いる [16]．










- sign('a)sign('b) min('a, 'b) (3.1)
g(ŝ, 'a, 'b) = 'a(!1)ŝ + 'b (3.2)
ここで，ŝは g(ŝ, 'a, 'b)を計算するために必要な既に推定されたいくつかのビットの排他的論理和
である．例えば，図 3.2において，ŝ0,0 = û0，ŝ1,4 = û4 , û5，ŝ2,0 = û0 , û1 , û2 , û3 が成立する．
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図 3.1: N = 4のときの SC復号の符号の木








本項では，文献 [8] で提案されている SCL 復号について述べる．3.1.1 で記述した SC 復号は，
既に推定したビットを利用して次に推定するビットの LLRを更新していくため，推定に誤りが生
じた場合，誤り伝播が起きてしまう．この問題を解消するために，SCL 復号は，推定パスを 1 パ
ターンのみでなく，リスト Lの数だけ最尤に近いパスを推定する．図 3.4に N = 4，L = 2のとき
の SCL 復号したポーラ符号の木を示す．SC 復号と異なり，赤線が 2 本となり，リストの数だけ




i 番目の推定ビットが ûi = 0 と ûi = 1 の 2 パターンを保存し復号を行う．すなわち，情報ビット
を 1 ビット復号するごとに保存するパスは 2 倍ずつ増えていく．そこで，保存するパスがリスト







































































どのパスを残すかは iビットまでのパスメトリック PM(i) によって決定し，PM(i) の計算は以下の





0 1 0 1
1
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0 1 0 1











図 3.4: N = 4，L = 2のときの SCL復号の符号の木表現
PM(i) = PM(i!1) if ûi =
1
2
(1 ! sign(eûi)) (3.5)
PM(i) = PM(i!1) + |eûi | otherwise (3.6)








本節では，2.2 で記述した PAC 符号の復号法について述べる．不規則な木は，規則な木と同様
に発見的な木の探索で復号することができる．特に，PAC 符号に適した木の探索法は逐次復号の























み出力系列 u に関する事後確率の計算を行う．具体的には，畳み込み入力系列 v # {0, 1}1*N の事
前確率 Pr(v)と，畳み込み出力系列 u # {0, 1}1*N に関する外部値 Pr(u)を用いる．なお，uに関す
る外部値 P(u)の初期値は全て 1/2である．また，情報ビットの事前確率は全て 1/2とし，vの i番
目ビット vi が凍結ビットである場合，その事前確率は P(vi = 0) = 1，P(vi = 1) = 0 とする．畳み
込み符号のメモリの状態遷移のトレリス図における時点 i の各枝の遷移確率 (i を以下の式のよう
に定義する．
ln (i(si, si+1) ! ln(P(vi) · P(ui)) (4.1)
ただし，si，si+1 はそれぞれ時点 iと時点 i + 1のメモリの状態を表す．以降，BCJRアルゴリズム





















0 s0 = 0



















= max.sl#"i(ln *i(si) + ln (i!1(si!1, si)) (4.4)
ln *0(s0) = 0 (4.5)
ここで，"i は時点 i のすべてのメモリの状態の集合である．また，式 (4.2) と式 (4.4) に含まれる
max.(x, y)は次式で表される．





式 (4.1)，式 (4.2) および式 (4.4) を用いて，ui に関する対数事後確率比 LAPP(ui) は次式で表さ
れる．
LAPP(ui) =max.(si,si+1)#!+i (ui)(ln)i + ln (i + ln *i+1)
!max.(si,si+1)#!!i (ui)(ln)i + ln (i + ln *i+1) (4.7)
ここで，!+i (ui) は時点 i における ui = +1 に対応する si と si+1 のすべての状態のペアの集合である．一方，!!i (ui) は時点 i における ui = !1 に対応する si と si+1 のすべての状態のペアの集合である．また，max.(x, y, z)は次式で表される．
max.(x, y, z) / ln(ex + ey + ez) = max.[max.(x, y), z] (4.8)
次に，上記で求めた ui に関する対数事後確率比 LAPP(ui) を，BP 復号への外部値として復
号計算を行う．BP 復号には 2 タイプのメッセージがある．1 つ目は左から右へのメッセージ
（R-messages），2 つ目は右から左へのメッセージ（L-messages）である．図 4.1 にポーラ符号の
ファクターグラフを示す．このファクターグラフに従い，R-messages と L-messages の繰り返し
伝播を行う．R-messagesと L-messagesはそれぞれ次式によって計算される．
Rout,1 = f (Rin,1, Lin,2 + Rin,2)
Rout,2 = f (Rin,1, Lin,1) + Rin,2
Lout,1 = f (Lin,1, Lin,2 + Rin,2) (4.9)
Lout,2 = f (Rin,1, Lin,1) + Lin,2
ここで， f (x, y)は次式のように表される．
f (x, y) = ln
1 + ex+y
ex + ey
= sign(x) · sign(y) ·min(|x|, |y|)









ただし，R-messagesの初期値は，上記で求めた ui に関する対数事後確率比 LAPP(ui)である．ま
た，L-messagesの初期値は，受信系列 yの LLRである．式 (4.10)により，設定した回数だけメッ
セージ伝播を繰り返し，メッセージの更新を行う．
そして，BP復号により計算された ui に関する LLRを外部値として BCJRアルゴリズムに入力
する．BP復号によって計算された ui の LLRを l(ui)とすると，次式を用いて P(ui)を計算する．








式 (4.11) と式 (4.12) を用いて，再び BCJR アルゴリズムを行い，ui に関する対数事後確率比
LAPP(ui) を計算し，BP 復号への外部値とする．この BP 復号と BCJR アルゴリズムを設定され
た回数繰り返し，最後は vi に関する対数事後確率比 LAPP(vi)を次式によって計算する．
LAPP(vi) =max.(si,si+1)#!+i (vi)(ln)i + ln (i + ln *i+1)
!max.(si,si+1)#!!i (vi)(ln)i + ln (i + ln *i+1) (4.13)









を用いた符号である脊髄 (Spinal) 符号 [12] の復号法として提案されており，木を効率的に探索す
る復号アルゴリズムの一種である．バブル復号では，時点 i (0 & i & N) ごとに生存パスをビーム
幅 B本だけ選択し，生存するパスから伸びる枝についてメトリック計算を行っていく．図 4.2 に
B = 2, d = 2の場合のバブル復号のプロセスを示す．はじめに，初期状態から取り得るすべての候
補について，深さ d の部分木を作成する．ここで，d は部分木の深さと呼ばれる．次に，部分木の
各節において，対応する枝メトリックを計算する．枝メトリックの計算が終了したら，根から各葉




枝メトリックは SC 復号の計算過程で求められる推定畳み込み出力系列 û の LLR を用いる．i
番目の推定畳み込み出力 ûi の LLR を eûi とすると，1 & i & N において，各ビームごとのパスメトリックは SCL復号の時と同様に次式で与えられる．
PM(i) = PM(i!1) if ûi =
1
2
(1 ! sign(eûi)) (4.14)




(a) 時点 i の状態．部分木の深さは d ! 1
である．
(b) 深さ dまで枝を伸ばす．
(c) 8本のパスメトリックの計算・比較を行う． (d) (a) における葉が B の数だけ残るように，パス
メトリックが高いパスを切り捨てる (点線部分)
図 4.2: B = 2, d = 2の場合のバブル復号のプロセス
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提案手法の情報 1ビットあたりの電力対雑音電力密度比 Eb/N0に対する BER特性および BLER
特性を評価する．以降，符号化率は 0.5とし，変調は BPSK，通信路は平均 0，分散 N0 の AWGN
通信路とした．また，本論文で用いる PAC符号の畳み込み符号はメモリ数 6，c = (1, 0, 1, 1, 0, 1, 1)
のものを用いた [9]．
図 5.1，図 5.2に，符号長 N = 256の PAC符号に対する BP復号と BCJRアルゴリズムによる
繰り返し復号法の BER 特性および BLER 特性を示す．ここで，PAC 符号のレートプロファイリ
ングは Arikanのスコア関数によって設計した．提案手法における BP復号内の繰り返し数と，BP
復号と BCJR アルゴリズム間の繰り返し回数はどちらも同じ回数とし，2 回，3 回，5 回，10 回
とした．比較として，同符号化率のポーラ符号を繰り返し回数 10回で BP復号した場合の BLER
特性を図示した．ここで，Polar 符号の凍結ビットの位置はガウス近似密度発展法を用いて設計
した．また，図 5.2 の BLER 下界は，二元入力 AWGN 通信路における符号長 N = 256，符号化
率 0.5の二元符号の理論限界を示す [11]．図 5.1，図 5.2より，繰り返しによって特性の改善は得
られているものの，提案手法の誤り率特性がポーラ符号を BP 復号した場合の誤り率特性および
BLER 特性よりも劣っていることが分かる．これは，凍結ビットを符号化率 1 の畳み込み符号化
器によって変換した結果，分極変換の入力における既知ビット数の数が減少してしまうことに起
因している．つまり，各変換によって与えられる拘束を独立に取り扱った結果，凍結ビットから得
られる事前知識を BP 復号において十分に活かせなくなったためと考えられる．また，図 5.3 に
符号長 N = 256の BP復号器に入力する畳み込み出力系列 uに関する事後確率が 0となるビット
数の CDF を示す．提案手法における BP 復号内の繰り返し数と，BP 復号と BCJR アルゴリズム
間の繰り返し回数はどちらも同じ回数とし，2 つの設計とも 10 回とした．図からわかるように，
リード・マラーのスコア関数による設計よりも，ガウス近似密度発展法による設計の方が畳み込み
出力系列 u に関する事後確率が 0 でないビットが多い．これにより，凍結ビットから得られる事
前知識を多く活用しており，図 5.4のようにガウス近似密度発展法による設計を用いた BP復号と
BCJR アルゴリズムによる繰り返し復号法の方が良い BLER 特性を示していることがわかる．さ
らに，図 5.5 に符号長は N = 256 の PAC 符号に対する BP 復号と BCJR アルゴリズムによる繰
り返し復号法において繰り返し回数を様々に変化させた場合の BLER特性を示す．同図より，BP
復号内の繰り返し回数が少ないと BP と BCJR 間の繰り返し回数を多くしても十分に利得を得ら





図 5.6 に符号長 N = 128 の PAC 符号に対するバブル復号法の BLER 特性を示す．PAC 符号の
レートプロファイリングは，ビットインデックスのハミング重みによる設計を用いて行った．比
較として，同符号化率のポーラ符号を SC復号および SCL復号で復号した場合の BLER特性を図
示した．ただし，ポーラ符号の凍結ビットの位置はガウス近似密度発展法を用いて設計している．
また，図 5.6 の BLER 下界は，二元入力 AWGN 通信路における符号長 N = 128，符号化率 0.5
の二元符号の理論限界を示す [11]．同図より，バブル復号のビーム幅を増加させた際の PAC符号
の BLER 特性改善量は，SCL 復号を用いた Polar 符号において，リスト数を増加させた際の特性
改善量よりも大きいことがわかる．これは，畳み込み符号化によって導入された拘束をバブル復
号によって適切に活用することで，より効率的に正しい復号系列を発見できることを示している．
さらに，図 5.7 に符号長は N = 128 の PAC 符号に対するリスト数を変化させたバブル復号法の














図 5.1: PAC符号に対する BP復号と BCJRアルゴリズムによる繰り返し復号法の繰り返し
回数による BER特性の比較．また，ポーラ符号に対する BP復号の BER特性との比較．
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図 5.2: PAC 符号に対する BP 復号と BCJR アルゴリズムによる繰り返し復号法の繰り返














図 5.3: PAC符号に対する BP復号と BCJRアルゴリズムによる繰り返し復号法におけるガ
ウス近似密度発展法による設計とリード・マラーのスコア関数による設計の BP復号器に入
力する畳み込み出力系列 uに関する事後確率が 0となるビット数の CDF
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図 5.6: PAC符号に対するバブル復号に基づく復号法の BLER特性の比較．また，ポーラ符
号に対する SC復号および SCL復号の BLER特性との比較．
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