Introduction
Human listeners learn to readily recognize real-world sounds, typically in the context of producing sounds by their own motor actions and/or viewing the actions of agents associated with the sound production. These skills are honed throughout childhood as one learns to distinguish between different conceptual categories of objects that produce characteristic sounds. Object knowledge representations have received considerable scientific study for over a century. In particular, neuropsychological lesion studies, and more recently neuroimaging studies, have identified brain areas involved in retrieving distinct conceptual categories of knowledge including living versus non-living things (Warrington and Shallice, 1984; Hillis and Caramazza, 1991; Silveri et al., 1997; Lu et al., 2002; Zannino et al., 2006) . More specific object categories reported to be differentially represented in cortex include animals, tools, fruits/vegetables, faces, and places (Warrington and Shallice, 1984; Moore and Price, 1999; Kanwisher, 2000; Haxby et al., 2001; Caramazza and Mahon, 2003; Damasio et al., 2004; Martin, 2007) . Traditionally, these studies have been heavily visually biased, using photos, diagrams, or actual objects, or alternatively using visual verbal stimuli. However, many aspects of object knowledge are derived from interactions with objects, imparting salient multisensory qualities or properties to objects, such as their characteristic sounds, which are qualities that may significantly contribute to knowledge representations in the brain (Mesulam, 1998; Adams and Janata, 2002; Tyler et al., 2004; Canessa et al., 2007) . However, due to the inherently different nature of acoustic versus visual input, some fundamentally different sensory or sensorimotor properties might drive the central nervous system to segment, process, and represent different categories of object or action-source knowledge in the brain. This in turn may lead to, or be associated with, distinct network representations that show category-specificity, thereby reflecting a gross level of organization for conceptual systems that may subserve auditory perception.
The production of sound necessarily implies some form of motion or action. In vision, different types of motion, such as "biological motion" (e.g. point light displays depicting human articulated walking) versus rigid body motion (Johansson, 1973) , have been shown to lead to activation along different cortical pathways (Shiffrar et al., 1997; Pavlova and Sokolov, 2000; Wheaton et al., 2001; Beauchamp et al., 2002; Grossman and Blake, 2002; Thompson et al., 2005) . Results from this visual literature indicate that when one observes biological actions, such as viewing another person walking, neural processing leads to probabilistic matches to our own motor repertoire of actions (e.g. schemas), thereby "embodying" the visual sensory input to provide us with a sense of meaning behind the action (Liberman and Mattingly, 1985; Norman and Shallice, 1986; Corballis, 1992; Nishitani and Hari, 2000; Buccino et al., 2001; Barsalou et al., 2003; Kilner et al., 2004; Aglioti et al., 2008; Cross et al., 2008) . Embodied or "grounded" cognition models more generally posit that object concepts are grounded in perception and action, such that modal simulations (e.g. thinking about sensory events) and situated actions should, at least in part, be represented in the same networks activated during the perception of sensory and sensory-motor events (Broadbent, 1878; Lissauer, 1890 Lissauer, /1988 Barsalou, 1999; Gallese and Lakoff, 2005; Beauchamp and Martin, 2007; Canessa et al., 2007; Barsalou, 2008) .
In the realm of auditory processing, several studies have shown that the perception of action sounds produced by human conspecifics differentially activate distinct brain networks, notably in motorrelated regions such as the left intraparietal lobule (IPL) and left inferior frontal gyri (IFG). This includes comparisons of humanperformable versus non-performable action sounds (Pizzamiglio et al., 2005) , hand tools versus animal vocalizations (Lewis et al., 2005 , hand and mouth action sounds relative to environmental and scrambled sounds (Gazzola et al., 2006) , expert piano players versus naïve listeners hearing piano playing (Lahav et al., 2007) , attending to footsteps versus onset of noise (Bidet-Caulet et al., 2005) , and hand, mouth, and vocal sounds versus environmental sounds (Galati et al., 2008) . Consistent with studies of macaque monkey auditory mirror-neurons (Kohler et al., 2002; Keysers et al., 2003) , human neuroimaging studies implicate the left IPL and left IFG as major components of a putative mirror-neuron system, which may serve to represent the goal or intention behind observed actions (Rizzolatti and Craighero, 2004; Pizzamiglio et al., 2005; Gazzola et al., 2006; Galati et al., 2008) . These regions may subserve aspects of auditory perception, in that human-produced (conspecific) sounds may be associated with, or processed along, networks related to motor production.
Other regions involved in sound action processing include the left posterior superior temporal sulcus and middle temporal gyri, here collectively referred to as the pSTS/pMTG complex. These regions have a role in recognizing natural sounds, in contrast to backwardplayed, unrecognizable control sounds . They are generally reported to be more selective for human action sounds (Bidet-Caulet et al., 2005; Gazzola et al., 2006; Doehrmann et al., 2008) , including the processing of hand-tool manipulation sounds relative to vocalizations (Lewis et al., 2005 . The pSTS/pMTG complexes are also implicated in audio-visual interactions, and may play a general perceptual role in transforming the dynamic temporal features of auditory information together with spatially and temporally dynamic visual information into a common reference frame and neural code (Avillac et al., 2005; Taylor et al., 2009; Lewis, under review) . However, whether, or the extent to which, such functions may apply to other types or categories of complex real-world action sounds remains unclear.
Although neuroimaging studies of human action sound representations are steadily increasing, to our knowledge none have systematically dissociated activation networks for conceptually distinct categories of living (or "biological") versus non-living ("non-biological") action sounds (Fig. 1A) . Nor have there been reports examining different sub-categories of action sounds, using a wide range of acoustically well-matched stimuli, drawing on analogies to categoryspecific processing studies reported for the visual and conceptual systems (Allison et al., 1994; Kanwisher et al., 1997; Caramazza and Mahon, 2003; Hasson et al., 2003; Martin, 2007) . Thus, the objective of the present study, using functional magnetic resonance imaging (fMRI), was to explore category-specificity from the perspective of hearing perception, and further sub-divide conceptual categories of sounds including those produced by humans (conspecifics) versus non-human animals, and mechanical versus environmental sources. We explicitly excluded vocalizations, as they are known to evoke activation along relatively specialized pathways related to speech perception (Belin et al., 2000; Fecteau et al., 2004; Lewis et al., 2009 ). Our first hypothesis was that human action sounds, in contrast to other conceptually distinct action sounds, would evoke activation in motorrelated networks associated with embodiment of the sound-source but with dependence on the listening task. Our second hypothesis was that other action sound categories would also show preferential activation along distinct networks, revealing high-level auditory processing stages and association cortices that may subserve multisensory or amodal action knowledge representations. Both of these hypotheses, if verified, would provide support for grounded cognition theories for auditory action and object knowledge representations.
Materials and methods

Participants
We tested 32 participants (all right-handed, 19-29 years of age, 17 women): 20 in Experiment #1 and 12 in Experiment #2. All participants were native English speakers with no previous history of neurological, psychiatric disorders, or auditory impairment, and had a self-reported normal range of hearing. Informed consent was obtained for all participants following guidelines approved by the West Virginia University Institutional Review Board.
Sound stimulus creation and presentation
The stimulus set consisted of 256 sound stimuli compiled from professional compilations (Sound Ideas, Inc, Richmond Hill, Ontario, Canada), including action sounds from four conceptual categories: human, animal, mechanical, and environmental (HAME; see Appendix 1). All the human and animal sounds analyzed were explicitly devoid of vocalizations or vocal-related content (10 were excluded post-hoc) to avoid potentially confounding activation in pathways specialized for vocalizations (Belin et al., 2000; Lewis et al., 2009) . Mechanical sounds were selected that were judged as not being directly attributed to a human agent instigating the action. Sound stimuli were all edited to 3.0 ± 0.5 second duration, matched for total root-mean-squared power, and onset/offset ramped 25 ms (Cool Edit Pro, Syntrillium Software Co., owned by Adobe). Sound stimuli were converted to one channel (mono, 44.1 kHz, 16-bit) but presented to both ears, thereby removing any binaural spatial cues.
Five additional participants, not included in the fMRI studies and naïve to the purpose of the experiment, assessed numerous sound stimuli, presented via a personal computer and headphones, to determine if they could reliably be identified as being generated by a human or not: they responded using a Likert scale of 1-5 as being created by a human (5) or by a non-human (1), and stimuli that averaged a score greater than 4 were used for the fMRI scanning paradigm. The other three categories were similarly screened (three participants) such that most could be unambiguously recognized as belonging to one of the four categories, retaining a total of 64 sounds in each category.
For the fMRI study, high fidelity sound stimuli were delivered using a Windows PC computer, with Presentation software (version 11.1, Neurobehavioral Systems Inc.) via a sound mixer and MR compatible electrostatic ear buds (STAX SRS-005 Earspeaker system; Stax LTD., Gardena, CA), worn under sound attenuating ear muffs. Stimulus loudness was set to a comfortable level for each participant, typically 80-83 dB C-weighted in each ear (Brüel and Kjaer 2239a sound meter), as assessed at the time of scanning. 
Scanning paradigms
Experiment #1, involving a category-specific listening task, consisted of 8 separate runs, across which the 256 sound stimuli and 64 silent events were presented in pseudo-random order, with no more than two silent events presented in a row. Participants (n = 20) were instructed to carefully focus on the sound stimulus and to determine silently whether or not a human was directly involved with the production of the action sound. None of the participants had heard the specific stimuli, and nor were they aware of the nature of the study and that the other three action sound categories (animal, mechanical, and environmental) were parameters of interest. We elected to have participants not perform any overt response task to avoid activation due to motor output (e.g. pushing a button or overtly naming sounds). However, we wanted to be certain that they were alert and attending to the content of the sound content (human or not) to a level where they were "recognizing" the sound, as further assessed by their postscanning responses (see below).
Experiment #2, involving a category-non-specific task, was conducted under identical scanning conditions and used the same stimuli as Experiment #1. However, these participants (n = 12) were instructed to press a response box button immediately at the offset of each sound stimulus, and they were unaware that category-specific sound processing was the parameter of interest.
Magnetic resonance imaging and data analysis
Scanning was conducted on a 3 T General Electric Horizon HD MRI scanner using a quadrature bird-cage head coil. We acquired wholehead, spiral in and out imaging of blood-oxygenated level dependent (BOLD) signals (Glover and Law, 2001 ), using a clustered-acquisition fMRI design which allowed stimuli to be presented without scanner noise (Edmister et al., 1999; Hall et al., 1999) . A sound or silent event was presented every 9.3 s, and 6.8 s after event onset BOLD signals were collected as 28 axial brain slices (including the dorsal-most portion of the brain) with 1.875 × 1.875 × 4.00 mm 3 spatial resolution (TE = 36 ms, OPTR = 2.3 s volume acquisition, FOV = 24 mm). The presentation of each stimulus event was triggered by a TTL pulse from the MRI scanner. After the completion of the functional imaging scans, whole-brain T1-weighted anatomical MR images were collected using a spoiled GRASS pulse sequence (SPGR, 1.2 mm slices with 0.9375 × 0.9375 mm 2 in-plane resolution).
Immediately after the scanning session, each participant listened to all the stimuli again in experimental order outside the scanner, indicating by keyboard button press whether he or she thought the action sound was produced by a (1) human, (2) animal, (3) mechanical, or (4) environmental source when originally heard in the scanner. These data were subsequently used to censor out brain responses to incorrectly categorized sounds (Experiments #1 and #2), and subsequently used for error trial analyses in Experiment #1.
Acquired data were analyzed using AFNI software (http://afni. nimh.nih.gov/) and related plug-ins (Cox, 1996) . For each participant's data, the eight scans were concatenated into a single time series and brain volumes were motion corrected for global head translations and rotations. Multiple linear regression analyses were performed to compare a variety of cross-categorical BOLD brain responses. BOLD signals were converted to percent signal change on a voxel-by-voxel basis relative to responses to silent events. For the primary analyses, only correctly categorized sounds were utilized. The first regression model tested for voxels showing significant differential responses to living (human plus animal) relative to non-living (mechanical plus environmental) sounds. The subsequent analyses entailed pair-wise comparisons and conjunctions across three or four of the categories of sound (e.g. (M N H) I (M N A) I (M N E)) to identify voxels showing preferential activation to any one of the four categories of sound or subsets therein. For both analyses, multiple regression coefficients were first spatially low-pass filtered (4 mm box filter), and subjected to a t-test and thresholded. For whole-brain correction, an analysis of the functional noise in the BOLD signal across voxels was estimated using AFNI plug-ins 3dDeconvolve and AlphaSim, yielding an estimated 2.4 mm spatial smoothness (full-width half-max Gaussian filter widths) in x, y, and z dimensions. Applying a minimum cluster size of 12 (or 5) voxels, together with p b 0.02 (or p b 0.001) voxel-wise ttest, yielded a whole-brain correction at α b 0.05. The miscategorized sounds were subsequently analyzed separately as error trials, using a multiple linear regression to model responses that corresponded with the erroneously reported perception of human-produced versus nonhuman-produced sounds.
Anatomical and functional imaging data were transformed into standardized Talairach coordinate space (Talairach and Tournoux, 1988) . Data were then projected onto the PALS atlas cortical surface models (in AFNI-tlrc) using Caret software (http://brainmap.wustl. edu) for illustration purposes (Van Essen et al., 2001; Van Essen, 2005) . Portions of these data can be viewed at http://sumsdb.wustl. edu/sums/directory.do?id=6694031&dir_name=LEWIS_NI09, which contains a database of surface-related data from other brain mapping studies.
Post-scanning assessment of sound stimuli
Apart from being "conceptually" distinct, the four action sound categories could have differed along other dimensions that would influence activation in different brain regions. To test for this possibility, a subset of participants from Experiment #1 (n = 11) listened to all 256 sounds after scanning and rated each sound on a Likert scale (1-5) first for pleasantness (1 = unpleasant, 3 = neutral, 5 = pleasant), and then listened to them again and rated their overall sense of familiarity with each action event depicted (1 = less familiar, 3 = moderately familiar, 5 = highly familiar).
Results
We first present results regarding the processing of sounds produced by living versus non-living sources, followed by results pertaining to preferential processing for any one of the four categories of sound: human, animal, mechanical, or environmental (HAME). This is followed by a series of control condition analyses, including an error trial analysis of miscategorized sounds, and additional conjunction analyses. Finally results from a second experiment examine the effects that task demands have on preferentially activated networks subserving real-world sound recognition.
Networks for living versus non-living sound recognition
For Experiment #1, our first analysis identified regions preferentially activated by living or biologically-produced sounds ( Fig. 1A ; human and animal) relative to sounds produced by non-living things (mechanical and environmental sources). Only brain responses to correctly categorized sound-sources for each individual were included in this analysis. Strikingly, biologically-versus non-biologicallyproduced sounds revealed a distinct anterior to posterior division of activation in both hemispheres (Figs. 1B-C, dashed lines). In particular, biologically-produced sounds preferentially activated auditory-and sensorimotor-related regions (orange): this included much of the bilateral auditory cortex proper, the bilateral superior temporal gyri (STG) plus posterior superior temporal sulci (pSTS), left lateralized inferior frontal gyrus (IFG) plus bilateral anterior inferior frontal cortex (aIFC), bilateral portions of the insulae, left supplementary motor area (SMA), and the left inferior parietal lobule (IPL). Additionally, several sub-cortical regions showed preferential activation to biologicallyproduced sounds, including the thalamus, bilateral basal ganglia, and cerebellum (not shown, though see Fig. 2 ).
Conversely, sounds produced by non-living or non-biological things (Figs. 1B-C, blue-green) resulted in preferential activation in the cortex traditionally reported to be visually-sensitive, the bilateral parahippocampal gyrus and posterior cingulate cortices (left N right). Surface-registered visual areas from the PALS database were superimposed onto these data (Fig. 1C , black outlines on flat maps), indicating that this overlap included high-level visual areas such as area V7, lateral occipital cortex (LOC), visual motion processing area hMT/V5, among other visual-related regions. Interestingly, different regions of interest (ROIs) showing preferential, or at least differential, activation to sounds produced by non-living things showed three different activation profiles relative to responses to silent events (Fig.  1C, histograms) . For instance, the left parahippocampal gyrus region showed positive BOLD signal to both biological and non-biological sounds relative to silent events, but with a strong preference for the non-biological sounds. The left posterior cingulate and right parahippocampal gyrus showed positive activation to non-biological sounds, but "negative" responses to biological sounds relative to silent events. Bilateral activity in high-level visual areas showed negative BOLD activation signals to both living and non-living soundsources, but with significantly greater negative response magnitudes for the biological action sounds. Thus, there was a wider range in differential response profiles for activation elicited by the non-living sound-sources. Experiment #2, which included a category-non-specific task, also revealed a striking anterior versus posterior division of cortical activation (Fig. 2D ). This basic pattern was present within individual data sets, and thus the lesser expanse of activation in the groupaverage data appeared to be partially due to a smaller sample size (n = 12 versus 20). In sum, this study is the first, to our knowledge, to demonstrate a double-dissociation in cortical networks for the two neuropsychologically distinct semantic categories, living versus nonliving, using real-world sound-sources. Moreover, this double-dissociation was segregated at a gross anatomical level, being largely . Histograms depict relative degrees of activation to each sound category for each ROI in BOLD percent signal change relative to silent events (mean ± standard error). Error trial data (pink and black histograms) are depicted only for ROIs that showed preferential activation to human-produced sounds (red ROIs). Asterisks on error trial histograms indicate t-test significant differences at p b 0.01. paraHC = parahippocampal gyrus; MFG = medial frontal gyrus. (B) Lower right insets illustrate Likert scale ratings (n = 11) for familiarity and pleasantness for each category or sound. Refer to text for other details.
restricted to anterior (living) versus posterior (non-living) brain regions (Fig. 1, dashed lines) .
Networks for sub-categories of action sounds using a category-specific listening task
The second analysis of Experiment #1 tested whether different conceptual sub-categories of living and non-living action soundssources would be represented differentially across cortical networks. One hypothesis was that listening for human-produced (non-vocal) action sounds would differentially activate distinct brain networks, including audio-motor association and mirror-neuron networks, as reported previously. However, in contrast to earlier studies, our control conditions critically included animal action sounds, as a second type of biological action sound, together with two conceptually distinct categories of non-biological action sounds-mechanical and environmental sound-sources. We next explicitly tested for brain regions showing activation preferential for any one of the four categories of sound (human, animal, mechanical, or environmental; HAME) relative to the other three categories after conducting pairwise contrasts followed by a conjunction analysis (see Materials and methods). Again, only brain responses to correctly categorized sounds for each individual were included in this analysis. As illustrated in Fig.  2 , all four action sound categories yielded significant differential patterns of cortical network activation across the group, demonstrating a multi-level dissociation of network representations for these categories of real-world sounds. This included preferentially activated networks for human-produced sounds ( Fig. 2A, red) , animal-produced sounds (yellow), mechanically-produced sounds (blue), and environment-produced sounds (green).
When making category-specific judgments of the sounds (human versus non-human) the human-produced action sounds (Appendix 1), having no vocalization content, produced robust left lateralized activation in several regions, including the IPL and IFG, anterior insula, and motor cortex (M1), plus bilateral activation in the pSTS, pMTG and anterior inferior frontal cortex (aIFC) (also see Table 1 ). Nearly all regions preferential for human-produced sounds did, however, also show significant positive activation to the other three categories of sounds relative to silence (Fig. 2, histograms) . Human-produced sounds also evoked preferential activation in the three sub-cortical regions mentioned earlier for biologically-produced action sounds, including the basal ganglia, cerebellum, and thalamus (Fig. 2, axial  images) . Moreover, each of the other three categories of sound produced unique sets of cortical activation patterns as well.
Animal action sounds, also devoid of vocalizations, produced robust preferential activation bilaterally along the left and right posterior insula (Fig. 2, yellow) . As an additional analysis of data from Experiment #1, we excluded responses to human-produced sounds and tested for preferential activation for animal, mechanical or environmental categories only (Fig. 3A) . This analysis further showed that animal action sounds, representing a sub-category of biological (animate agent) sound-sources, produced the most extensive network (yellow) of cortical activation of these three categories. In addition to the posterior insulae, animal sound-sources preferentially activated the anterior insulae and portions of the bilateral pSTS/pSTG complex. However, they did not yield significant activation in the fronto-parietal networks, as was the case for the sounds produced by human sources (cf. Fig. 2 red versus yellow, and Fig. 3 yellow) .
Mechanically-produced sounds, all automated human-made machinery, preferentially activated a few cortical regions, including restricted portions of the left and right anterior STG (Figs. 2 and 3A , blue). Importantly, these bilateral foci were located immediately anterior and lateral to the foci preferential for animal-produced sounds within most individuals. The left parahippocampal gyrus also showed robust preferential activation for mechanical action sounds, which largely overlapped with the ROI for non-living sounds illustrated previously (cf. Fig. 1B, blue-green) .
Interestingly, the foci preferential for animal and mechanical sounds that were located near or in the auditory cortex proper Table 1 Group activation centroids for activations in Talairach coordinates for human (H), animal (A), mechanical (M), and environment-produced (E) sounds pair wise relative to other categories for data depicted in Fig. 2 showed the greatest relative BOLD percent signal change magnitudes overall (posterior insula and aSTG; Fig. 2, histograms) . This was despite the fact that the participants were explicitly listening for human action sounds, and unaware that there were three conceptually distinct "other" categories of sound. These larger signal amplitudes may reflect the processing of acoustic signal attributes along relatively early cortical stages, though the relative timing of processing along these pathways remains to be examined. Additionally, while the human-produced action sounds preferentially activated the widest range in cortical expanse during this listening task, surprisingly, there were few, if any, ROIs preferential for humanproduced sounds within auditory cortex proper, even within individual datasets (not shown). Environmental sounds, including flowing water, rain, wind, and fire (Appendix 1), preferentially activated the cuneus and medialdorsal occipital cortex bilaterally and right superior parietal lobe. An additional conjunction analysis of Experiment #1 examined environmental sounds versus the two categories of living sounds (excluding responses to mechanical sounds). This analysis revealed further activation along dorsal occipital cortices (contiguous with activation foci in the cuneus) and right parahippocampus regions.
Most of these activated foci preferential for environmental sounds showed a "negative" activation signal to the human and animal action sounds (relative to silence), leading to a net differential activation (Fig. 3B, histograms) .
The sounds were assessed by the fMRI, scanning participants (n = 11 of 20) for overall ratings of familiarity and pleasantness post-hoc (see Materials and methods). Mean scores calculated from the Likert scales exhibited approximately normal distributions (Fig.  2B) . The environmental sounds (green curve) were rated as being slightly, yet significantly, more pleasant to hear as a category overall (mean 3.20; ANOVA by the method of restricted maximum likelihood (REML) F = 10.55, p b 0.001), while the human (mean 2.69), animal (2.53), and mechanical (2.70) sounds were slightly less pleasant (with neutral being a rating of 3). For three individuals, we mapped responses to the human, animal, plus mechanical sounds that were rated as being more pleasant (4 or 5) relative to those rated as unpleasant (1 or 2). These results did not yield significant activation in the dorsal occipital cortices (data not shown), suggesting that these differences in emotional valence were less likely to account for the occipital cortex preferential activation to environmental sounds. 
Miscategorized sounds
For all participants, some sounds not produced by humans were incorrectly judged to be produced by a human (7.7%), and conversely, some sounds produced by humans were miscategorized as being produced by non-human sources (17.3%). Thus, as an additional analysis of Experiment #1 we examined responses to these error trials. We could only meaningfully examine human-produced versus nonhuman-produced sound categorization, as this was the judgment that participants made during the fMRI scanning for Experiment #1. Within the ROIs preferential for correctly categorized human-produced sounds (Fig. 2, red) we charted brain responses to sounds incorrectly perceived to be human-produced (Fig. 2, pink histograms) or incorrectly perceived as not being human-produced (black). Virtually all of the cortical regions preferential for correctly perceived human-produced sounds also showed at least a trend for preferential activation to sounds incorrectly perceived to be human-produced (cf. red and pink), with the left basal ganglia plus left and right pSTS/pMTG complex each showing a significant difference (t-test, p b 0.01). Thus, most portions of the cortical network preferential for correctly categorized humanproduced sounds (red) generally correlated with the perception of those action sounds as having been produced by other humans (conspecifics), whether or not the participants were correct.
Effect of listening task on category-specific sound processing pathways
The task demands for Experiment #1 (differentiating a human from a non-human sound-source) had the advantage of assessing the participant's attention to sound content together with a fairly unbiased examination of brain responses the three non-human categories of sound. However, this task emphasized sounds produced by human sources and hence may have biased activation for the human-produced category. To address this issue, we next assessed whether the dissociation of brain networks for the four different conceptual categories of sound would persist independent of task. Thus, we adopted a category-non-specific task wherein naïve participants (n = 12), who were unfamiliar with the aims of the study, were instructed to press a button as quickly as possible to the offset of any sound.
Independent of listening task, Experiments #1 and #2 revealed a quadruple-dissociation for these conceptually distinct categories of sound. However, the task demands did lead to some major differences (Fig. 4A versus 4B ). For instance, during the category-non-specific listening task, human-produced sounds did not lead to nearly as robust activation of the left fronto-parietal regions (mirror-neuron systems), insulae, nor to other cortical and sub-cortical motor-related networks. Additionally, sub-cortical regions such as the basal ganglia, cerebellum, and thalamus were not significantly activated during the category-non-specific task. However, the human-produced sounds did preferentially activate the right IFC region during the categorynon-specific listening task. With regard to mechanical action sounds, the parahippocampal regions were much less robustly activated (just below threshold significance) during the category-non-specific listening task. Somewhat surprisingly, the environmental sounds led to substantially greater expanses of preferential activation along the cuneus and medial parietal cortices, yielding significant positive BOLD signal differences (Fig. 4B, histograms) , as well as activating various frontal regions with the category-non-specific task. Some of these regions overlapped those involved in the putative "default mode" network associated with the resting state (Greicius et al., 2003; Fransson and Marrelec, 2008) .
To further illustrate similarities across the results from both listening tasks, we mapped regions that were commonly activated by each of the four sound categories (Fig. 4C) . These results were presented at lower threshold settings due to the greater degree of variability when comparing across separate groups of individuals. Nonetheless, they highlighted a subset of the regions revealed in Experiment #1 (Fig. 2) , again illustrating a quadruple-dissociation of network activation by category of sound. In particular, this analysis indicated that independent of task, human-produced action sounds preferentially and robustly activated the bilateral pSTS/pMTG complexes, and also activated the bilateral anterior insulae, the left temporal parietal junction (TPJ), and weakly activated portions of the left IPL and IFC regions. The animal action sounds produced robust activation of the posterior insula bilaterally independent of task, and the mechanical sounds preferentially activated restricted, but significant, portions of the aSTG regions bilaterally. The environmental sounds activated more variable locations across individuals (cf. Figs. 2-4, green), but consistently involved dorsal occipital and dorsal fronto-parietal networks. Together, these findings indicate that, independent of task demands, a multi-level dissociation exists in the cortex for differentially processing action sounds derived from human, animal, mechanical, or environmental sources.
On a technical note, there remains some controversy regarding the criteria to use when defining a brain region response that is category "specific", "selective", or "preferential" when using neuroimaging techniques such as fMRI (Fodor, 2001; Pernet et al., 2007) . Most of the activated brain regions we revealed showed significant activity to all sound categories we tested, and thus may not meet strict physiological criteria for being regarded as category-specific (Calvert et al., 2001) . Nonetheless, some regions showed significant quadruple-dissociations across two task conditions, meeting criteria for regarding these activation patterns as specific responses, while other regions were dissociated during only one of the task conditions, thereby meeting criteria of preferential responses, and are referred to as such in the discussion below.
Discussion
The present study revealed distinct activation patterns associated with the perception of living (non-vocal) versus non-living soundsources, as well as to more specific conceptual categories, including processing of human-, animal-, mechanically-and environmentproduced sounds. Together, these results revealed intermediate-and high-level processing networks that may subserve auditory perception in the human brain. They further supported grounded cognition theories as a means for establishing representations of knowledge associated with different categories of objects and their characteristic sound-producing actions, as discussed below.
Living versus non-living sound-sources
Independent of listening task, we revealed a striking anterior versus posterior division of activation in brain networks preferentially involved in processing biological action sounds (human and animal) versus non-biological (mechanical and environmental) action sounds, respectively. Phenomenologically these results are consistent with classical brain lesion and neuropsychological neuroimaging studies over the last century, demonstrating separable brain systems for representing semantic and word-form knowledge for the categories of living versus non-living things (Warrington and Shallice, 1984; Hillis and Caramazza, 1991; Gainotti et al., 1995; Damasio et al., 1996; Silveri et al., 1997; Gainotti, 2000; Capitani et al., 2003) .
In the present study, correct categorization of non-vocal sounds produced by living (biological) sound-sources activated a host of brain regions reported to be involved in motor and audio-motor association systems, presumably being linked to one's own motor repertoire associated with sound production (Buccino et al., 2001; Bidet-Caulet et al., 2005; Calvo-Merino et al., 2005; Gazzola et al., 2006; Lahav et al., 2007; Mutschler et al., 2007; Galati et al., 2008) . In contrast, sounds produced by non-living (non-biological) sources preferentially activated networks affiliated more with intermediate to high-level visual motion processing, plus parahippocampal regions that are involved in visual form, feature and object recognition, which may be linking crossmodal associations (Epstein et al., 1999; Murray et al., 2000; Haxby et al., 2001; Grill-Spector and Malach, 2004; Spiridon et al., 2006) . Posterior cingulate cortices were also preferentially activated by non-living sound-sources, which are regions previously reported to be associated with various aspects of visual imagery, visual spatial context, and memory (Vogt et al., 1992; Hassabis et al., 2007) . Alternatively, posterior cingulate activity may have been related to changes in intrinsic activity of the so called "default mode" network (Greicius et al., 2003; Fransson and Marrelec, 2008) , which may have been relatively more disengaged when attending to living versus nonliving sound-sources. Nonetheless, the overall organization of these two distinct networks, one preferential for processing living soundsources and the other for non-living sound-sources, were generally consistent with grounded cognition models for sensory and multisensory perceptual organization in the brain (Barsalou, 2008) , and is further addressed below in the context of category-preferential processing.
Human-versus animal-produced action sounds
During the category-specific listening task, action sounds (nonvocal) produced by human conspecifics versus non-human animals yielded a much more extensive network of preferential activation including both cortical and sub-cortical regions. Specifically, this includes bilateral portions of the basal ganglia, cerebellum, the left thalamus, and left lateralized anterior insulae and medial frontal gyri (MFG), which are all implicated in motor-system networks (Lahav et al., 2007; Mutschler et al., 2007) . Human-produced sounds also preferentially activated a large left lateralized swath of IPL and IFG and M1. These left IPL and IFG are involved in associating gestural movements with human-produced sounds: they are thought to play a role in interpreting realized goals of observed prehensile actions (Grèzes et al., 2003; Johnson-Frey et al., 2003 , 2005 Lewis et al., 2005; Lahav et al., 2007; McNamara et al., 2008) , and are also widely implicated as major constituents of a mirror-neuron system (Rizzolatti and Craighero, 2004; Pizzamiglio et al., 2005; Gazzola et al., 2006) . Thus, these motor-related networks may subserve action recognition systems in terms of associations with our own motor repertoires, and thus involved in human-action sound recognition.
The left and right pSTS/pMTG complexes were preferentially activated by human-produced actions independent of listening task, and were preferentially activated (to a lesser extent) by animalproduced actions when responses to human-produced sounds were excluded from the analysis. These regions show activity to a wide variety of sensory action events, including the recognition of nonverbal action sounds (Maeder et al., 2001; Beauchamp et al., 2004; Lewis et al., 2004; Engelien et al., 2005) , plus complex visual motion processing together with audio-visual and sensory-motor interactions (Martin et al., 1996; Chao et al., 1999; Beauchamp et al., 2002; Calvert and Lewis, 2004; Lewis et al., 2005 Lewis et al., , 2006 . However, they do not appear to show modality specificity, but rather associate dynamic action information in an amodal manner, and relatively independent of verbal or semantic content (Tanabe et al., 2005; Hocking and Price, 2008) . Thus, they may have a more perceptual than conceptual role in processing sensory information. More specifically, the bilateral pSTS/ pMTG complexes appear to have a dominant function in transforming dynamic sensory information (auditory, visual and sensorimotor interactions) into a common neural code, which can serve to facilitate crossmodal integration of those sensory inputs, if or when present (Taylor et al., 2009; Lewis, under review) . As such, these regions may serve to establish an experience-based reference frame for comparing the predicted or expected acoustic (plus visual or tactile) dynamic action information based on what has already occurred. Despite the similar familiarity ratings (Fig. 2B) , human actions may generally have more extensively learned and deeply encoded complex motion and sensory attributes relative to non-biological and non-conspecific biological actions, thereby accounting for the preferential activation by human sound-sources.
Interestingly, the error trial analysis indicated that the bilateral pSTS regions were activated in accordance with the listener's perception of human-produced sounds, whether or not they were correctly categorized. Together, activation of the bilateral pSTS/pMTG complexes, the left IPL, left IFG, and motor-related sub-cortical regions support the idea that sounds perceived to be human-produced evoke some form of mental simulation of these "performable" soundproducing actions. Again, these findings are consistent with a mechanism for action understanding via an observation-execution matching system with reference to one's own motor repertoire.
A related perspective is that these regions represent sites that may be innately predisposed to perform particular types of functions or process certain types of operations regardless of the sensory input modality. Such regions, termed metamodal operators (Pascual-Leone and Hamilton, 2001), may compete for the ability to perform a sensory processing or cognitive task, and thus may be better thought of in terms of their roles in extracting certain types of information from the senses, if present. Thus, the pSTS/pMTG complexes may represent domain-specific regions (Caramazza and Shelton, 1998; Caramazza and Mahon, 2003) that are predisposed to process dynamic sensory action information, including the arguably more frequently encountered actions produced by ourselves and by other human conspecifics.
The animal sounds we selected represented a category of biologically-produced (non-vocal) actions sounds that cannot be fully reproduced by humans. However, many of these sounds could be roughly mimicked by humans (e.g. flapping arms, running on all fours, lapping up water), and hence an "embodiment" mechanism could conceivably represent sounds of this biological action category. This may explain why motor-related regions such as the bilateral anterior and posterior/middle insular cortices were preferentially activated by animal-produced sounds relative to mechanical and environmental sound-sources (Fig. 3A, yellow) , wherein portions of the insula have previously been implicated in motor learning (Fink et al., 1997; Mutschler et al., 2007) . However, animal-produced action sounds, in contrast to human-produced action sounds, led to significantly less activation in the left IPL and no significant activation in the IFG. These results are consistent with the non-human animal action sounds evoking a lesser degree of audio-motor associations, or lesser degree of embodiment, relative to human-produced action sounds.
Together, the present results lend support to simulation-theories as mechanisms for conceptualizing and providing meaning to acoustic sensory events (Gallese and Goldman, 1998; Barsalou, 2008) . In particular, identifying networks preferentially activated when perceiving human-produced sounds, and to a lesser extent animal-produced action sounds (IFC, IPL, bilateral pSTS/pMTG), support a Bayesian-like neural network mechanism for making probabilistic matches between input of a complex sound evolving over time and one's own motor repertoires of motor actions that may have produced such a sound (Körding and Wolpert, 2004) , thereby providing a sense of recognition and meaning to the sound.
Mechanically-produced sounds
Automated mechanical action sounds, which were judged to be independent of a human (or biological agent) instigating the action, represented a category that could not easily be "embodied" into the listener's motor repertoire. Human-made mechanical sounds (especially motorized things) have arguably been around for less than 200 years. As such, this conceptual category of sound contrasts with the other three categories, for which evolutionary pressures may have driven neural systems to be prone to become specifically or optimally organized for rapid, efficient processing and identification-along the lines of cortical organizational principles based on domain-specific knowledge representations and metamodal operations, as addressed above. Qualitatively, our selection of mechanical sounds tended to have a more regular temporal structure and cadence (e.g. the temporal regularity of motors, clocks, and automated machinery within 20-100 ms temporal windows), and perhaps had relatively more distinctive frequency components, such as those uniquely produced by metallic objects. Thus, perhaps not too surprisingly, mechanical sounds preferentially activated cortical networks different from the motor-related and MNS-related regions addressed earlier.
Rather, one pair of foci showing preferential positive activation to mechanically-produced sounds included the aSTG (e.g. Fig. 3, blue) , the location of which, near auditory cortex proper, was consistent with representing higher-level stages of acoustic signal processing (Talavage et al., 2004; Lewis et al., 2009) . A second focus included the left parahippocampal cortex, which is associated with processing visual scenes, combinations of objects, and identifiable visual features or form of an object (Whatmough et al., 2002; Mahon et al., 2007; Martin, 2007) . Though the hierarchy of processing pathways for mechanical sounds remain to be examined, these results are consistent with a mechanism whereby the acoustic signal attributes distinctive of machinery are pre-processed along high-level stages of auditory cortices (i.e. the aSTG). This may then be followed by subsequent probabilistic matching to other knowledge representations of objects, including non-living visual object representations and rigid body-motion associations, along ventral pSTS and parahippocampal regions (Fig. 3A, blue) , thereby providing a sense of meaning for, or the identity of, the likely sound-source.
Environment-produced sounds
For both listening task conditions, preferential activation for environmental-produced sounds included various dorsal occipital and medial parietal cortices bilaterally, among other portions of visualrelated areas and bilateral frontal cortices (Figs. 4A-C, green) . The parietal and occipital portions of the networks preferential for environmental sound processing overlapped networks reported for audio-visual interactions pertaining to the matching and integration of spatially and/or temporally congruent intermodal features, and independent of semantic content (Bushara et al., 2001; Sestieri et al., 2006; Baumann and Greenlee, 2007; Meyer et al., 2007; Lewis, under review) . Thus, these preferential activations for environmental sounds were consistent with abstract audio-visual spatial associations (nonmotoric representations) and/or visual imagery mechanisms for representation of these sounds (Murray et al., 2000; Kosslyn et al., 2005; Spiridon et al., 2006; Hassabis et al., 2007) . Relative to the other three sound-source categories, environmental sources are generally less concrete or tangible-we cannot easily grasp or interact with rain, wind, or fire as we do with concrete objects such as tools, machinery, animals, and humans. Thus motor-related embodiments may be even less available as a neural mechanism for encoding this category of action sound. Rather, other properties, such as spatial scale and audio-visual associations, appear to prevail as organizational mechanisms to represent knowledge of environmental sound-sources.
Alternatively, or additionally, because the environmental sounds were judged by our participants as being more pleasant as a category overall, these networks may reflect activations and de-activations related to affect or emotional valence. Nature sounds are frequently used for relaxation purposes, and thus they may generally be evoking a more relaxed, or less task demanding, state (Richards, 1994) leading to a greater extent of default mode activation. An analysis of the potential effects of affect evoked by our sounds was beyond the scope of the present study, but will merit further study.
Tools and non-living things?
Historically, examples of the semantic categories living versus nonliving things have included animals versus tools, respectively (Warrington and Shallice, 1984; Ilmberger et al., 2002; McRae et al., 2005; Lewis, 2006) . This fits well from the perspective of vision and touch, where an artefact such as a hammer lying on a table (without a living agent in the scene), would be perceived as an inanimate, nonliving thing. However, the characteristic sounds produced by, and associated with, hand tools (such as the hammer producing characteristic pounding sounds) necessarily imply the presence of a human agent using the tool. Cortical networks preferential for processing human-produced sounds in the present study showed a substantial degree of overlap with our earlier study (see Supplementary online Fig. 1 ) that identified separate cortical pathways for processing hand-manipulated tool sounds relative to animal vocalizations in right-handed individuals (Lewis et al., 2005) . Consequently, hand-tool actions (action sounds and dynamic visual actions) appear to be encoded in the cortex more in terms of embodied representations and biological motion and action (Beauchamp et al., 2002; Lewis et al., 2005) , which includes lateralized cortical coding in the IPL that is partially dependent on handedness . In short, tool action sounds appear to be represented in terms of one's own motor actions. In contrast, the mechanical sound-sources we used, although representing a class of objects/tools made by humans, did not preferentially activate any motor-related networks. Thus, whereas acoustic features and spectro-temporal information may be more prominent for interpreting acoustic qualities of vocalizations (or even music), identifying the goal of, or the motor intentions behind, action sounds appears to be the more relevant or salient processing dimension for purposes of recognizing human-produced action sounds, including sounds produced by hand tools.
Conclusions
In everyday life a listener may need to efficiently process a barrage of unseen acoustic information in order to function in his or her environment. The dissociation of activated cortical networks for human, animal, mechanical, and environmental sound-sources provided strong support for a category-preferential organization for processing real-world sounds. Activation patterns to sounds produced by living things, especially human-produced sounds, when recognized as such, involved cortical and sub-cortical networks associated with action execution, perhaps representing simulations of motor actions of the agent that could have produced the sound, thereby providing a sense of meaning. Non-living sound-sources, which could not match well to audio-motor related repertoires, predominantly activated networks involved in visual and spatial relation associations, thereby reflecting a possible audio-visual association mechanism for representing knowledge of these action sound-sources in sighted listeners. Thus, in parallel with reports of category-specific visual object representations and biological motion processing streams, the present data are indicative of categorypreferential networks for sound-source and auditory object knowledge representations in the human brain. Thus, consistent with the visual object knowledge literature, sound-source knowledge also appears to be grounded by embodiment and multisensory associations, thereby representing system-level mechanisms for encoding and organizing networks that subserve hearing perception. 
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