This paper proposes Bayes-optimal convolutional approximate message-passing (CAMP) for signal recovery in compressed sensing. CAMP uses the same low-complexity matched filter (MF) for interference suppression as approximate message-passing (AMP). To improve the convergence property of AMP for ill-conditioned sensing matrices, the so-called Onsager correction term in AMP is replaced by a convolution of all preceding messages. The tap coefficients in the convolution are determined so as to realize asymptotic Gaussianity of estimation errors via state evolution (SE) under the assumption of orthogonally invariant sensing matrices. An SE equation is derived to optimize the sequence of thresholding functions in CAMP. The optimized CAMP is proved to be Bayes-optimal for all orthogonally invariant sensing matrices if the SE equation has a unique fixed-point. This implies that CAMP can cover the same class of sensing matrices as high-complexity orthogonal/vector AMP that requires the linear minimum mean-square error (LMMSE) filter instead of the MF.
I. INTRODUCTION
A. Compressed Sensing C OMPRESSED sensing (CS) [1] , [2] is a powerful technique for recovering sparse signals from compressed measurements. Under the assumption of linear measurements, CS is formulated as estimation of a sparse signal vector x ∈ R N from a compressed measurement vector y ∈ R M (M ≤ N ) and a sensing matrix A ∈ R M×N , given by
where w ∈ R M is an unknown additive noise vector. For simplicity in information-theoretical discussion [3] , suppose that the signal vector x has independent and identically distributed (i.i.d.) elements. Sparsity of signals is measured with the Rényi information dimension [4] of each signal element. When each signal takes a non-zero real number with probability ρ ∈ [0, 1], the information dimension is equal to ρ. In the noiseless case w = 0, Wu and Verdú [3] proved that, if and only if the compression rate δ = M/N is equal to or larger than the information dimension, there are some sensing matrix A and method of signal recovery such that the signal vector x can be recovered with negligibly small error probability in the large system limit, where M and N tend to infinity The author was in part supported by the Grant-in-Aid for Scientific Research (B) (JSPS KAKENHI Grant Number 18H01441), Japan. The material in this paper was presented in part at 2019 IEEE International Symposium on Information Theory and will be submitted in part to 2021 IEEE International Symposium on Information Theory. K. Takeuchi is with the Department of Electrical and Electronic Information Engineering, Toyohashi University of Technology, Toyohashi 441-8580, Japan (e-mail: takeuchi@ee.tut.ac.jp).
with the compression rate δ kept constant. Thus, an important issue in CS is a construction of practical sensing matrices and a low-complexity algorithm for signal recovery achieving the information-theoretical compression limit. Important examples of sensing matrices are zero-mean i.i.d. sensing matrices [5] and random sensing matrices with orthogonal rows [6] . The information-theoretical compression limit of the former sensing matrices was analyzed with the nonrigorous replica method [7] , [8] -a tool developed in statistical mechanics [9] , [10] . The compression limit is characterized via a potential function called free energy. The results themselves were rigorously justified in [11] - [14] while the justification of the replica method is still open. It is a simple exercise to prove that the compression limit for zero-mean i.i.d. sensing matrices is equal to the Rényi information dimension in the noiseless case, by using a relationship between the information dimension and mutual information [15, Theorem 6] .
Random sensing matrices with orthogonal rows can be constructed efficiently in terms of both time and space complexity while zero-mean i.i.d. sensing matrices require O(M N ) time and memory for matrix-vector multiplication. When the fast Fourier transform or fast Walsh-Hadamard transform is used, the matrix-vector multiplication needs O(N log N ) time and O(N ) memory. Thus, random sensing matrices with orthogonal rows are preferable from a practical point of view.
The class of orthogonally invariant matrices is the largest class of sensing matrices that allows us to analyze the information-theoretical compression limit of signal recovery. The class includes zero-mean i.i.d. Gaussian matrices and Haar orthogonal matrices [16] , [17] , of which the latter is regarded as an idealized model of random matrices with orthogonal rows. The replica method [18] , [19] was used to analyze the compression limit for orthogonally invariant sensing matrices. The replica results themselves were justified in [20] . In particular, Haar orthogonal matrices achieve the Welch lower bound [21] and were proved to be optimal for Gaussian [22] and general [23] signals. In the noiseless case, of course, Haar orthogonal sensing matrices achieve the compression rate that is equal to the Rényi information dimension.
In practical systems, the measurement vector is subject not only to additive noise but also to multiplicative noise. A typical example is fading in wireless communication systems [24] , [25] . The effective sensing matrix containing fading influence may be ill-conditioned even if a Haar orthogonal sensing matrix is used. Such effective sensing matrices can be modeled as orthogonally invariant matrices. Thus, a ultimate algorithm for signal recovery is required to be low complexity and Bayes-optimal for all orthogonally invariant sensing matrices. 0000-0000/00$00.00 c 2020 IEEE
B. Message-Passing
A promising solution to signal recovery is message-passing (MP). Approximate message-passing (AMP) [26] is a lowcomplexity and powerful algorithm for signal recovery from zero-mean i.i.d. sub-Gaussian measurements. Bayes-optimal AMP is regarded as an exact large-system approximation of loopy belief propagation (BP) [27] . The main feature of AMP is the so-called Onsager correction to realize asymptotic Gaussianity of the estimation errors before thresholding. The Onsager correction originates from that in the Thouless-Anderson-Palmer (TAP) equation [28] for a solvable spin glass model with i.i.d. interaction between all spins [29] . The Onsager correction cancels intractable dependencies of the current estimation error on past estimation errors due to i.i.d. dense sensing matrices.
The convergence property of AMP was analyzed rigorously via state evolution (SE) [30] , [31] , inspired by Bolthausen's conditioning technique [32] . SE is a dense counterpart of density evolution [33] in sparse systems. SE tracks a few state variables to describe rigorous dynamics of MP in the large system limit. SE analysis in [30] , [31] implies that AMP is Bayes-optimal for zero-mean i.i.d. sub-Gaussian sensing matrices when the compression rate δ is larger than a certain value called BP threshold [34] . Spatial coupling [34] - [37] is needed to realize the optimality of AMP for any compression rate. However, this paper does not consider spatial coupling since spatial coupling is a universal technique [34] to improve the performance of MP.
A disadvantage of AMP is that AMP fails to converge when the sensing matrix is non-zero mean [38] or ill-conditioned [39] . To solve this issue, orthogonal AMP (OAMP) [40] and vector AMP [41] , [42] were proposed. The two MP algorithms are equivalent to each other. Bayesoptimal OAMP/VAMP can be regarded as an exact largesystem approximation of expectation propagation (EP) [43] - [46] . Rigorous SE analysis [41] , [42] , [45] , [46] proved that OAMP/VAMP is Bayes-optimal for orthogonally invariant sensing matrices when the compression rate is larger than BP threshold. While non-zero mean matrices are outside the class of orthogonally invariant matrices, numerical simulations in [42] indicated that OAMP/VAMP can treat the non-zero mean case.
A prototype of OAMP/VAMP was originally proposed by Opper and Winther [47, Appendix D] . Historically, they [48] generalized the Onsager correction in the TAP equation [28] from zero-mean i.i.d. spin interaction to orthogonally invariant interaction. Their method was formulated as the expectationconsistency (EC) approximation [47] . The EC approximation itself does not produce MP algorithms but a potential function of which a local minimum should be solved with some MP algorithm. OAMP/VAMP can be derived from an EP-type iteration-called a single loop algorithm [47] -to solve a local minimum of the EC potential.
The main weakness of OAMP/VAMP is a per-iteration requirement of the linear minimum mean-square error (LMMSE) filter, of which the time complexity is O(M 3 + M 2 N ) per iteration. The singular-value decomposition (SVD) of the sensing matrix allows us to circumvent the use of the LMMSE filter [42] . However, the complexity of the SVD itself is high in general. The performance of OAMP/VAMP degrades significantly when the LMMSE filter is replaced by the lowcomplexity matched filter (MF) [40] used in AMP. Thus, OAMP/VAMP can be applied only to limited problems in which the SVD of the sensing matrix is computed efficiently.
In summary, it is still open to construct a low-complexity and Bayes-optimal MP algorithm for any orthogonally invariant sensing matrices. The purpose of this paper is to propose such a ultimate MP algorithm.
C. Methodology
The main idea of this paper is to extend the class of MP algorithms. Conventional MP algorithms use update rules that depend only on messages in the latest iteration. Long-memory MP algorithms considered in this paper are allowed to depend on messages in all preceding iterations.
This class of long-memory MP algorithms was motivated by SE analysis of AMP for orthogonally invariant sensing matrices [49] . When the asymptotic singular-value distribution of the sensing matrix is equal to that of zero-mean i.i.d. Gaussian matrices, the error model of AMP was proved to be an instance of a general error model [49] , in which each error depends on errors in all preceding iterations. This result implies that the Onsager correction in AMP uses messages in all preceding iterations to realize the asymptotic Gaussianity of the current estimation error while the representation itself of the correction term looks as if only messages in the latest iteration are utilized. Inspired by this observation, we consider long-memory MP algorithms as a starting point.
The proposed design of long-memory MP consists of three steps: A first step is an establishment of rigorous SE for analyzing the dynamics of all possible long-memory MP algorithms for orthogonally invariant sensing matrices. This step has been already established in [49] by generalizing conventional SE analysis [42] , [46] to the long-memory case. The SE analysis provides a sufficient condition for a longmemory MP algorithm to have Gaussian-distributed estimation errors in the large system limit.
A second step is to modify the Onsager correction in AMP so as to satisfy the sufficient condition for the asymptotic Gaussianity. A solvable class of long-memory MP was proposed in [50] , where the Onsager correction was defined as a convolution of messages in all preceding iterations. The tap coefficients in the convolution were determined so as to satisfy the sufficient condition. Thus, long-memory MP proposed in [50] was called convolutional AMP (CAMP) and is the main object of this paper.
The last step-new contribution of this paper-is to optimize the sequence of thresholding functions in CAMP. The optimization requires information on the distribution of the estimation errors before thresholding in each iteration. Since the estimation errors are asymptotically Gaussian-distributed, we need to track the dynamics of the variance of the estimation errors. To analyze this dynamics, we utilize the SE analysis established in the first step.
D. Contributions
The main contributions of this paper are threefold: A first contribution is to propose a general error model for longmemory MP and prove the asymptotic Gaussianity of estimation errors in the general error model via rigorous SE under the assumption of orthogonally invariant sensing matrices. The general error model contains both error models of AMP and OAMP/VAMP.
A second contribution is to optimize the sequence of thresholding functions in CAMP. More precisely, we add design parameters to CAMP in [50] and derive an SE equation to describe the dynamics of the variance of the estimation errors before thresholding in CAMP with design parameters. The SE equation is a two-dimensional nonlinear difference equation. Suppose that the compression rate is larger than the BP threshold. By analyzing the fixed-point to the difference equation, we prove that optimized CAMP is Bayes-optimal for all orthogonally invariant sensing matrices if it converges and if the design parameters satisfy a mild condition.
The last contribution is numerical evaluation of CAMP. The remaining parameters in the Bayes-optimal CAMP are optimized numerically to improve the convergence property. While the convergence property improves slightly, numerical evaluation implies that it is a reasonable option to select the design parameters resulting in the original CAMP [50] in terms of the overall complexity. Numerical simulations for finite-sized systems show that the CAMP is superior to OAMP/VAMP for sensing matrices with moderate condition numbers while it is inferior to OAMP/VAMP for high condition numbers.
E. Organization
The remainder of this paper is organized as follows: After summarizing the notation used in this paper, we present a unified SE framework for analyzing long-memory MP under the assumption of orthogonally invariant sensing matrices in Section II. This section corresponds to the first step for proposing Bayes-optimal CAMP.
In Section III, we propose CAMP with design parameters. This section corresponds to the remaining two steps for establishing Bayes-optimal CAMP. The proposed CAMP is more general than in [50] . We utilize the SE framework established in Section II to determine the tap coefficients in CAMP that guarantee the asymptotic Gaussianity of estimation errors. To design the remaining design parameters, we derive an SE equation to optimize the performance of signal recovery after sufficiently many iterations.
Section IV presents numerical results. The remaining design parameters in CAMP are optimized via numerical evaluation of the SE equation. The optimized CAMP is compared to conventional AMP and OAMP/VAMP via the SE equation and numerical simulations. Section V concludes this paper. The details for the proofs of the main theorems are presented in appendices.
F. Notation
For a matrix M , the transpose of M is denoted by M T . The notation Tr(A) represents the trace of a square matrix A.
For a symmetric matrix A, the minimum eigenvalue of A is written as λ min (A). The notation O M×N denotes the space of all possible M × N matrices with orthonormal columns for M ≥ N and orthonormal rows for M < N . In particular, O N ×N reduces to the space O N of all possible N × N orthogonal matrices.
For a vector v, the notation diag(v) denotes the diagonal matrix of which the nth diagonal element is equal to v n . For a matrix M i with an index i, the tth column of M i is denoted by m i,t . Furthermore, we write the nth element of m i,t as m i,t,n .
The Kronecker delta is denoted by δ τ,t while the Dirac delta function is represented as δ(·). We write the Gaussian distribution with mean µ and covariance Σ as N (µ, Σ). The = denote almost sure convergence and equivalence, respectively.
We use the notational convention t2 t=t1 · · · = 0 for t 1 > t 2 . For any multivariate function φ : R t → R, the notation ∂ t ′ φ for t ′ = 0, . . . , t − 1 denotes the partial derivative of φ with respect to the t ′ th variable x t ′ ,
For any vector v ∈ R N , the notation v = N −1 N n=1 v n represents arithmetic mean of the elements. For any scalar function f :∈ R → R, the notation f (v) means the elementwise application of f to a vector v,
For a sequence {p t } ∞ t=0 , we define the Z-transform of {p t } as
For two sequences {p τ , q τ } t τ =0 of length t + 1, we define the convolution operator * as
with p τ = 0 and q τ = 0 for τ / ∈ {0, . . . , t}. For two arrays {a τ ′ ,τ , b τ ′ ,τ : τ ′ = 0, . . . , t ′ , τ = 0, . . . , t}, we write the twodimensional convolution as
where a τ ′ ,τ = 0 and b τ ′ ,τ = 0 are defined for τ ′ / ∈ {0, . . . , t ′ } or τ / ∈ {0, . . . , t}.
II. UNIFIED FRAMEWORK

A. Definitions and Assumptions
We define the statistical properties of the random variables in the measurement model (1) . The performance of MP is commonly measured in terms of the mean-square error (MSE). Nonetheless, we follow [30] to consider a general performance measure in terms of separable and pseudo-Lipschitz functions while we assume the separability and Lipschitz-continuity for thresholding functions.
Definition 2: A function f : R t → R is said to be pseudo-Lipschitz of order k [30] if there are some Lipschitz constant L > 0 and some order k ∈ N such that for all x ∈ R t and
By definition, any pseudo-Lipschitz function of order k = 1 is Lipschitz-continuous. A vector-valued function f = (f 1 , . . . , f N ) T is pseudo-Lipschitz if all element functions {f n } are pseudo-Lipschitz.
Definition 3: A separable pseudo-Lipschitz function f :
for any j ∈ N.
A proper pseudo-Lipschitz function can be treated as if it had a sequence of n-independent Lipschitz constants L n = L. The space of all possible separable and proper pseudo-Lipschitz functions of order k is denoted by PL(k). We have the inclusion relation
We assume statistical properties of the signal and noise vectors associated with separable and proper pseudo-Lipschitz functions of order k ≥ 2. Note that the integer k in the following assumptions is an identical parameter that is equal to the order of separable and proper pseudo-Lipschitz functions used in SE to measure the performance of MP. If the MSE is considered, the integer k is set to 2.
Assumption 1: The signal vector x satisfies the following strong law of large numbers:
as N → ∞ for any separable and proper pseudo-Lipschitz function f :
Furthermore, x has zero-mean and bounded (2k − 2 + ǫ)th moments for some ǫ > 0. Assumption 1 follows from the classical strong law of large numbers when x has i.i.d. elements.
Assumption 2: The noise vector w is orthogonally invariant, i.e. w ∼ Φw for all orthogonal matrix Φ ∈ O M independent of w. Furthermore, w has zero-mean, variance σ 2 = M −1 E[ w 2 ], and bounded (2k − 2 + ǫ)th moments for some ǫ > 0.
Assumption 2 holds when w ∼ N (0, σ 2 I M ) is an additive white Gaussian noise (AWGN) vector or when the sensing matrix A is left-orthogonally invariant, i.e. A ∼ ΦA for all orthogonal matrix Φ ∈ O M independent of A.
Definition 4: An orthogonal matrix V ∈ O N is said to be Haar-distributed [16] 
Assumption 3: The sensing matrix A is right-orthogonally invariant, i.e. A ∼ AΨ for any orthogonal matrix Ψ ∈ O N independent of A. More precisely, the orthogonal matrix V ∈ O N in the SVD A = U ΣV T is Haar-distributed and independent of U Σ. Furthermore, the empirical eigenvalue distribution of A T A converges almost surely to a deterministic distribution with a compact support in the large system limit.
Assumption 3 holds when A has zero-mean i.i.d. Gaussian elements. As shown in SE, the asymptotic Gaussianity of estimation errors in MP depends heavily on the Haar assumption of V . Intuitively, the orthogonal transform V a of a vector a ∈ R N is distributed as N −1/2 a z in which z ∼ N (0, I N ) is a standard Gaussian vector and independent of a . When the amplitude N −1/2 a tends to a constant as N → ∞, the vector V a looks like a Gaussian vector. This is a rough intuition on the asymptotic Gaussianity of estimation errors.
B. General Error Model
We propose a unified framework of SE for analyzing MP algorithms that have asymptotically Gaussian-distributed estimation errors for orthogonally invariant sensing matrices. Instead of starting with concrete MP algorithms, we consider a general class of error models. The proposed class does not necessarily contain the error models of all possible longmemory MP algorithms. However, it is the largest class of error models that allows us to prove the asymptotic Gaussianity of estimation errors for orthogonally invariant sensing matrices via a natural generalization of conventional SE [46] .
Let h t ∈ R N and q t+1 ∈ R N denote error vectors in iteration t before and after thresholding, respectively. We assume that the error vectors are recursively given by
with q 0 = −x. In (9), the orthogonal matrix V ∈ O N consists of the right-singular vectors in the SVD A = U ΣV T , with U ∈ O M . In (10) and (12), we have defined
where w is the additive noise vector in (1). The vector-valued functions φ t : R N ×(t+3) → R N and ψ t : R N ×(t+2) → R N are assumed to be separable, nonlinear, and proper Lipschitz-continuous.
Assumption 4: The functions φ t and ψ t are separable. The nonlinearities φ t = variables while ψ t is proper Lipschitz-continuous with respect to all variables.
It might be possible to relax Assumption 4 to the nonseparable case [51] - [53] . For simplicity, however, this paper postulates separable thresholding functions. The nonlinearity is a condition for guaranteeing the non-zero norms N −1 q t 2 = 0 and N −1 m t 2 = 0. By definition, the nth function φ t,n has a λ n -dependent Lipschitz constant L n = L n (λ n ). Thus, the proper assumption for φ t may be regarded as a condition on the asymptotic eigenvalue distribution of A T A, as well as a condition on the thresholding function φ t . For example, φ t is proper when the asymptotic eigenvalue distribution has a compact support and when the Lipschitz constant L n (λ n ) itself is a pseudo-Lipschitz function of λ n .
The main feature of the general error model is in the definitions ofq t andm t . The second terms on the right-hand sides (RHSs) of (9) and (11) are correction terms to realize the asymptotic Gaussianity of {b t } and {h t }.
The following examples imply that the general error model (9)-(12) contains those of OAMP/VAMP and AMP.
Example 1: Assume the noise variance σ 2 = N −1 E[ w 2 ] in (1) and consider OAMP/VAMP [40] , [42] with a sequence of scalar thresholding functions f t : R → R:
. It is an exercise to prove that the error model of the OAMP/VAMP is an instance of the general error model with
by using the fact that ξ t converges almost surely to a constant in the large system limit [42] , [46] . The two separable functions ψ t and φ t for the OAMP/VAMP depend only on the vectors b t and h t in the latest iteration. Example 2: Assume the noise variance σ 2 = N −1 E[ w 2 ] in (1) and consider AMP [26] with a sequence of scalar thresholding functions f t : R → R:
Suppose that the empirical eigenvalue distribution of A T A is equal to that for zero-mean i.i.d. Gaussian matrix A in the large system limit. Then, the error model of the AMP was proved in [49] to be an instance of the general error model with
C. State Evolution
Rigorous SE result of the general error model (9)-(12) is presented in the large system limit.
Theorem 1: Suppose that Assumptions 1-4 hold. Then, the following properties hold for all t = 0, . . . and t ′ = 0, . . . , t in the large system limit:
1) The inner products N −1mT tmt ′ and N −1qT tqt ′ converge almost surely to some constants π t,t ′ ∈ R and κ t,t ′ ∈ R, respectively.
In particular, for proper Lipschitz-continuous functions ψ t andφ t , i.e. k = 1
Proof: See Appendix A. Properties (26) and (27) are used to evaluate the performance of MP by specifying the functionsψ t andφ t according to a performance measure. An important observation is the asymptotic Gaussianity of H t+1 and B t+1 . In evaluating the performance of MP, we can replace them with tractable Gaussian random matrices Z t+1 andZ t+1 .
The asymptotic Gaussianity originates from the definitions ofq t andm t in (9) and (11) . Properties (30) and (31) imply the asymptotic orthogonality
→ 0. This orthogonality is used to prove that the distributions of H t+1 and B t+1 are asymptotically Gaussian.
Properties (30) and (31) can be regarded as computation
In particular, (9), (11) , and Property 1) in
→ κ t ′ ,τ . Furthermore, the coefficients in the linear combinations can be computed with (28) and (29) . From these observations, the SE equations of the general error model are given as dynamical systems with respect to {π t,t ′ , κ t,t ′ } in general.
We do not derive SE equations with respect to {π t,t ′ , κ t,t ′ } in a general form. Instead, we derive SE equations after specifying MP. The usefulness of Theorem 1 is clarified in deriving SE equations.
III. SIGNAL RECOVERY
A. Convolutional Approximate Message-Passing
Let x t ∈ R N denote an estimator of the signal vector x in iteration t. CAMP computes the estimator x t recursively as
where ξ
In (32) and (33), A and y are the sensing matrix and the measurement vector in (1), respectively. The functions {f t : R → R} are a sequence of Lipschitz-continuous thresholding functions. The tap coefficients {g τ ∈ R} and {θ τ ∈ R} in the convolution are design parameters. The parameters {θ τ } are optimized to improve the performance of the CAMP while {g τ } are determined so as to realize the asymptotic Gaussianity of the estimation errors via Theorem 1.
The CAMP is a generalization of AMP [26] and reduces to AMP when g 1 = −δ −1 , g τ = 0 for τ > 1, and θ τ = 0 hold. Also, as a generalization of CAMP in [50] , the affine transform (θ t−τ AA T − g t−τ I M )z τ has been applied before the convolution. Nonetheless, the proposed MP is called CAMP simply. In particular, the MP algorithm reduces to the original CAMP [50] when θ τ = 0 is assumed.
This affine structure was motivated by an implementation of OAMP/VAMP based on conjugate gradient (CG) [54] . OAMP/VAMP applies the LMMSE filter to the message z t after the interference subtraction. The LMMSE filter is decomposed into a noise-whitening filter and MF. In principle, CG approximates the output of the noise-whitening filter with a vector in the Krylov subspace spanned by
On the other hand, messages in the original CAMP [50] are in the 0th Krylov subspace {αz t : α ∈ R} since only the MF is used. To fill this gap, we have introduced the affine transform.
Remark 1: The design parameters {θ τ } make no sense for sensing matrices with identical non-zero singular values since AA T reduces to the identity matrix with the exception of a constant factor. Thus, non-zero parameters {θ τ } should be introduced only for the case of non-identical singular values.
B. Error Model
To design the parameters g τ and θ τ via Theorem 1, we derive an error model of the CAMP. Let h t = x t + A T z t − x and q t+1 = x t+1 − x denote the error vectors before and after thresholding f t , respectively. Then, we have
We define m t = V T h t and b t = V Tq t to formulate the error model of the CAMP in a form corresponding to the general error model (9)- (12) . Substituting the definition
where we have used the definition q t = x t − x and the SVD A = U ΣV T . We utilize the definitions (36) 
Combining these two equations yields
To obtain a closed-form equation with respect to m t , we left-multiply (33) by Σ T U T and use (1) to have
with Λ = Σ T Σ. Substituting (38) and (39) into this expression, we arrive at
where any vector with a negative index is set to zero. This expression implies that φ t for the CAMP depends on all messages B t+1 . We note that Assumption 4 holds under Assumption 3 since the thresholding function f t has been assumed to be Lipschitzcontinuous.
C. Asymptotic Gaussianity
We compare the obtained error model with the general error model (9)- (12) . The only difference is in (11) : The correctioñ m t of m t is used to define h t in the general error model while no correction is performed in the error model of the CAMP. Thus, the general error model contains the error model of the CAMP when ∂ t ′ m t = 0 holds for all t ′ = 0, . . . , t. In the CAMP, the parameters {g τ } are determined so as to guarantee ∂ t ′ m t = 0 in the large system limit.
Let µ j denote the jth moment of the asymptotic eigenvalue distribution of A T A, given by
We define a coupled dynamical system {g
for τ > 1. Theorem 2: Suppose that Assumptions 1-3 hold, and that the tap coefficients {g τ } and {θ τ } in the CAMP satisfy
where {g (1) τ } is governed by the dynamical system (43)- (45) . Then, ∂ t ′ m t → 0 holds in the large system limit, i.e. the error model of the CAMP is included into the general error model.
It is sufficient to prove g
t−t ′ +o(1) and g (45) and (47) . See Appendix B for the proof of the former property.
Throughout this paper, we assume that the tap coefficients {g τ } and {θ τ } satisfy (46) and (47) . Thus, Theorem 1 implies that the asymptotic Gaussianity is guaranteed for the CAMP. In principle, it is possible to compute the tap coefficients by solving the coupled dynamical system (43)-(47) numerically for a given moment sequence {µ j }. However, numerical simulations indicated that the dynamical system is unstable against numerical errors when the moment sequence {µ j } is a diverging sequence. Thus, we need a closed-form solution to the tap coefficients.
To present the closed-form solution, we define the η-transform of the asymptotic eigenvalue distribution of A T A [17] as
By definition, we have the power-series expansion
for |x| < 1/ max{λ n }. Let G(z) denote the generating function of the tap coefficients {g τ } given by
Similarly, we write the generating function of {θ τ } with θ 0 = 1 as Θ(z). (46) and (47) . Then, the generating functions G(z) and Θ(z) of {g τ } and {θ τ } satisfy
where η denotes the η-transform of the asymptotic eigenvalue distribution of A T A.
Proof: See Appendix C. Suppose that the η-transform is given. Since the η-transform has the inverse function, from Theorem 3 we have
for a fixed generating function Θ(y). Each tap coefficient g τ can be computed by evaluating the coefficient of the τ th-order term in G(z).
Corollary 1: Suppose that the sensing matrix A has independent Gaussian elements with mean γ/M and variance (1 − γ)/M for any γ ∈ [0, 1). Then, the tap coefficient g t is given by
for fixed tap coefficients {θ t }.
Proof: We shall evaluate the generating function G(z). The R-transform R(x) [17, Section 2.4.2] of the asymptotic eigenvalue distribution of A T A is given by
Using Theorem 3 and the relationship between the R-transform and the η-transform
we obtain
which implies the time-domain expression (53) .
In particular, we consider the original CAMP θ τ = 0 for τ > 0. In this case, we have g 1 = −δ −1 and g τ = 0. As remarked in [50] , the original CAMP reduces to the AMP for the i.i.d. Gaussian sensing matrix.
Corollary 2: Suppose that the sensing matrix A has M identical non-zero singular values for M ≤ N , i.e. AA T = δ −1 I M . Then, the tap coefficient g t in the original CAMP θ t = 0 for t > 0 is given by g τ = 1 − δ −1 for all τ ≥ 1.
Proof: We evaluate the generating function G(z). By definition, the η-transform is given by
Using Theorem 3 and Θ(z) = 1 yields
Corollary 3: Suppose that the sensing matrix A has nonzero singular values σ 0 ≥ · · · ≥ σ M−1 > 0 satisfying con-
for t > 0, with C = 2δ −1 ln κ. Then, the tap coefficient g t for θ τ = 0 for all τ > 0 is recursively given by
Proof: We first evaluate the inverse of the η-transform. By definition, σ 2 m = κ −2m/(M−1) σ 2 0 holds. Thus, we have
Cj (62) in the large system limit, where we have used the convergence N (1 − κ −a/(M−1) ) → δ −1 a ln κ for any a ∈ R. We note the series-expansion ln
which implies the inverse function
We next evaluate the generating function G(z). Using Theorem 3 and Θ(z) = 1 yields G(z) = P (z)/Q(z), with
Finally, we derive a time-domain expression of G(z). It is an exercise to confirm that the series-expansions of P (z) andQ(z) have the coefficients p t andq t for the tth-order terms, respectively. Then, the Z-transform of (60) is equal to P (z)/Q(z).
D. SE Equation
We design the tap coefficients {θ τ } so as to minimize the MSE N −1 x t − x 2 for the CAMP estimator x t in the large system limit as t → ∞. For that purpose, we derive an SE equation that describes the dynamics of the MSE. For simplicity, we assume i.i.d. signals.
The CAMP has no closed-form SE equation with respect to the MSEs N −1 x t − x 2 in general. Instead, it has a closedform SE equation with respect to the correlations
In particular, d t+1,t+1 corresponds to the MSE of the CAMP estimator in iteration t.
As an asymptotic alternative to ξ t , we use the following quantity:ξ
The notationξ (t) t ′ is defined in the same manner as in ξ (t) t ′ . We can define the Bayes-optimal thresholding function f t via the MSE d t+1,t+1 in the large system limit. A thresholding function f t is said to be Bayes-optimal if f t = E[x 1 |x 1 +z t ] is the posterior mean of x 1 given an AWGN observation x 1 + z t with z t ∼ N (0, a t,t ). We write the Bayes-optimal thresholding function as f t (·) = f opt (·; a t,t ).
Theorem 4: Assume that Assumptions 1-3 hold and that the signal vector x has i.i.d. elements. Suppose that the generating functions of the tap coefficients {g τ } and {θ τ } satisfy the condition (52) in Theorem 3. Let G(y) = P (y)/Q(y) with P (y) = Q(y) = 1 and r t = q t * θ t . Then, N −1 (x t ′ −x) T (x t − x) converges almost surely to d t ′ ,t in the large system limit, which satisfies the following SE equation:
where all variables with negative indices are set to zero, with
Furthermore, consider the Bayes-optimal thresholding functions and suppose that the SE equation (69) converges, i.e. lim t ′ ,t→∞ a t ′ ,t = a s and lim t ′ ,t→∞ d t ′ ,t = d s . If Θ(a s /d s ) = 1 holds, then the fixed-point {a s , d s } to the SE equation (69) satisfies
(71) with z s ∼ N (0, a s ), where R(x) denotes the R-transform of the asymptotic eigenvalue distribution of A T A.
Proof: See Appendix D. Note that d t ′ ,t given in (67) is a function of a t ′ −1,t−1 , so that the SE equation (69) is a nonlinear difference equation with respect to {a t ′ ,t } for given tap coefficients {g τ } and {θ τ }. Theorem 4 allows us to compute the MSEs a t,t and d t+1,t+1 before and after thresholding.
The fixed-point equations (71) coincide with those for describing the asymptotic performance of the posterior mean estimator of the signal vector x [18]- [20] . This coincidence implies that the CAMP with Bayes-optimal thresholding functions is Bayes-optimal if the SE equation (69) converges toward a unique fixed-point to (71). Thus, we refer to CAMP with Bayes-optimal thresholding functions as Bayes-optimal CAMP.
E. Implementation
We summarize the implementation of the Bayes-optimal CAMP. We need to specify the sequence of thresholding functions {f t } and the tap coefficients {θ t , g t } in (32) and (33) . For simplicity, assume θ τ = 0 for all τ > 2. To impose the condition Θ(a s /d s ) = 1 in Theorem 4, we use θ 0 = 1, θ 1 = −θa s /d s , and θ 2 = θ ∈ R, in which a s and d s are a solution to the fixed-point equations (71). In particular, the CAMP reduces to the original one in [50] for θ = 0.
For a given parameter θ, the tap coefficients {g t } are determined via Theorem 3. More precisely, we use the coefficients {p t , q t } in the rational generating function G(z) = P (z)/Q(z). See Corollaries 1-3 for examples of the coefficients.
For given parameters {θ, p t , q t }, we can solve the SE equation (69) numerically. The obtained parameter a t,t is used to determine the Bayes-optimal thresholding function f t (·) = f opt (·; a t,t ).
Damping [39] is a well-known technique to improve the convergence property in finite-sized systems. In damped CAMP, the update rule (32) is replaced by
with damping factor ζ ∈ [0, 1]. In solving the SE equation (69), the associated parameters d t ′ +1,t+1 andξ t in (67) and (68) are damped as follows:
In particular, no damping is applied for ζ = 1. Table I lists time and space complexity of the CAMP, AMP, and OAMP/VAMP. Let t denote the number of iterations. We assume that the scalar parameters in the CAMP can be 
In particular, computation of {a t,t } via the SE equation (69) is dominant.
To compute the update rule (33) in the CAMP efficiently, the vectors z t ∈ R M and AA T z t ∈ R M are computed and stored in iteration t. We need O(M N ) space complexity to store the sensing matrix A, which is dominant for the case t ≪ N . Furthermore, the time complexity is dominated by matrix-vector multiplications.
In the OAMP/VAMP, the SVD of A requires dominant complexity unless the sensing matrix has a special structure that enables efficient SVD computation. As a result, the OAMP/VAMP has higher complexity than the AMP and CAMP while the CAMP has comparable complexity to the AMP for t ≪ N .
IV. NUMERICAL RESULTS
A. Simulation Conditions
The Bayes-optimal CAMP is compared to the AMP and OAMP/VAMP. In all numerical results, 10 5 independent trials were simulated. we assumed the AWGN noise w ∼ N (0, σ 2 I M ) and i.i.d. Bernoulli-Gaussian signals with signal density ρ ∈ [0, 1] in the measurement model (1) . The probability density function (pdf) of x n is given by
Since x n has zero mean and unit variance, the signal-to-noise ratio (SNR) is equal to 1/σ 2 . The sensing matrix A defined in Corollary 3 was used with the only exception of Fig. 1 . The non-zero singular values {σ m } of A are uniquely determined via the condition number κ. To reduce the complexity of the OAMP/VAMP, we assumed the SVD structure A = diag{σ 0 , . . . , σ M−1 , 0}V T , in which the orthogonal matrix V T ∈ O N is the Hadamard matrix with the rows permuted uniformly and randomly. Note that the CAMP does not require this SVD structure. The CAMP only needs the right-orthogonal invariance of A.
We simulated damped AMP [39] with the same Bayesoptimal thresholding function f t (·) = f opt (·; v t ) as in the CAMP. The variance parameter v t was computed via the SE equation
with
where z ∼ N (0, 1) denotes the standard Gaussian random variable independent of x 1 . The SE equation (76) was derived in [30] under the assumption of zero-mean i.i.d. Gaussian sensing matrix with compression rate δ = M/N . Furthermore, ξ t in (23) was replaced by the asymptotic valueξ t = MMSE(v t )/v t [46, Lemma 2] . To improve the convergence property of the AMP, we replaced the update rule (22) with the damped rule
For the OAMP/VAMP [40] , [42] , we used the Bayesoptimal thresholding function f t (·) = f opt (·;v A→B,t ) computed via the SE equations [46] v A→B,t =γ t −v B→A,t ,v B→A,0 = 1, (79)
To improve the convergence property, we applied the damping technique: The messages x B→A,t+1 andv B→A,t+1 in (18) were replaced by the damped messages ζx B→A,t+1 + (1 − ζ)x B→A,t and ζv B→A,t+1 + (1 − ζ)v B→A,t , respectively.
B. Optimization
We first optimize the parameter θ in the CAMP defined in Section III-E. From Theorem 4, we know that the CAMP is Bayes-optimal for any θ. Thus, the parameter θ only affects the convergence property of the CAMP. Figure 1 shows the SE results of the CAMP under the assumption of zero-mean i.i.d. Gaussian sensing matrices. Using the non-zero parameter θ = 0.1 improves the convergence property slightly. Since the non-zero parameter θ = 0 increases the complexity of the CAMP, however, the original CAMP with θ = 0 is a reasonable option in terms of the complexity.
C. Ill-Conditioned Sensing Matrices
The Bayes-optimal CAMP with θ = 0 is compared to the AMP and OAMP/VAMP. Figure 2 shows numerical simulations for sensing matrices with unit condition number, i.e. orthogonal rows. In this case, the OAMP/VAMP has comparable complexity to the AMP since the SVD of the sensing matrix is not required. The OAMP/VAMP is the best in terms of the convergence speed among the three MP algorithms.
We next consider a sensing matrix with moderate condition number κ = 2. As shown in Fig. 3 , the AMP still converges for this case. An interesting observation is that the OAMP/VAMP requires smaller damping factor than the CAMP to obtain a good convergence property. As a result, the OAMP/VAMP converges more slowly than the CAMP while it requires highcomplexity SVD of the sensing matrix.
Finally, we investigate the influence of the condition number κ shown in Fig. 4 . See Table II for the damping factors used in Fig. 4 , which were optimized for each condition number. As a baseline, we plotted the asymptotic MSE of the Bayes-optimal signal recovery [18] - [20] . The AMP has poor performance with the exception of small condition numbers. The CAMP achieves the best performance for low-tomoderate condition numbers. However, it is inferior to the high-complexity OAMP/VAMP for large condition numbers. These results imply that the CAMP is the best option in terms of the complexity and performance unless the sensing matrix has a special structure that enables efficient SVD computation.
V. CONCLUSIONS
The Bayes-optimal CAMP solves the disadvantages of AMP and OAMP/VAMP, and realizes their advantages: The Bayesoptimal CAMP is an efficient MP algorithm that has comparable complexity to AMP. Furthermore, it has been proved to be Bayes-optimal for all orthogonally invariant sensing matrices, for which high-complexity OAMP/VAMP is Bayes-optimal while AMP is not.
The CAMP might have a room for improvement especially in finite-sized and ill-conditioned sensing matrices. One option is a replacement of scalar parameters determined via the SE equation with empirical estimators that depend on the measurements, as considered in AMP and OAMP/VAMP.
Another option is a damping technique that keeps the asymptotic Gaussianity of estimation errors. This paper used a heuristic damping technique to improve the convergence property of the CAMP. However, the heuristic damping breaks the asymptotic Gaussianity. A possible future work is a design of damped CAMP via Theorem 1 to guarantee the asymptotic Gaussianity.
APPENDIX A PROOF OF THEOREM 1 .
A. Formulation
We use Bolthausen's conditioning technique [32] to prove Theorem 1. In the technique, the random variables are classified into three groups: V , F = {λ,w, x}, and E t,t ′ = {Q t+1 , B t ′ ,M t ′ , H t } withQ t+1 = (q 0 , . . . ,q t ) and M t = (m 0 , . . . ,m t−1 ). The random variables in F are fixed throughout the proof of Theorem 1 while V is averaged out.
The set E t,t contains all messages just before updating b t = V Tq t while E t,t+1 includes all messages just before updating h t = Vm t . The main part in the conditioning technique is evaluation of the conditional distribution of b t given E t,t and F via that of V . Theorem 1 is proved by induction. More precisely, we prove a theorem obtained by adding several technical results to Theorem 1. Before presenting the theorem, we first define several notations.
The notation o(1) denotes a finite-dimensional vector with vanishing norm. For a tall matrix M ∈ R N ×t with rank r ≤ t, the SVD of M is denoted by 
In the following theorem, we call the system with respect to {B t ,M t } module A while we refer to that for {H t ,Q t+1 } as module B. Theorem 5: Suppose that Assumptions 1-4 hold. Then, the following properties in module A hold for all τ = 0, 1, . . . in the large system limit.
whereṼ ∈ O N −2τ is a Haar orthogonal matrix and independent of F and E τ,τ . Then, for τ > 0
83) conditioned on F and E τ,τ in the large system limit, with converges almost surely to some constant κ t,t ′ ∈ R in the large system limit for all t, t ′ = 0, . . . , τ , then
In (85),Z τ +1 = (z 0 , . . . ,z τ ) ∈ R N ×(τ +1) denotes a zero-mean Gaussian random matrix with covariance E[z tz T t ′ ] = κ t,t ′ I N for all t, t ′ = 0, . . . , τ . Furthermore, U T w in (13) follows the zero-mean Gaussian distribution with covariance σ 2 I M . In particular, for a proper Lipschitz-continuous functionφ τ we have
separable and proper Lipschitz-continuous with respect to the first τ + 2 variables. Then,
for all τ ′ = 0, . . . , τ . (A4) The inner product N −1mT τ ′mτ converges almost surely to some constant π τ ′ ,τ ∈ R for all τ ′ = 0, . . . , τ . (A5) For some ǫ > 0 and C > 0,
The following properties in module B hold for all τ = 0, 1, . . . in the large system limit.
whereṼ ∈ O N −(2τ +1) is a Haar orthogonal matrix and independent of F and E τ,τ +1 . Then, we have
conditioned on F and E 0,1 = {q 0 , b 0 ,m 0 } in the large system limit. For τ > 0
conditioned on F and E τ,τ +1 in the large system limit, with If N −1mT tm t ′ converges almost surely to some constant π t,t ′ ∈ R in the large system limit for all t, t ′ = 0, . . . , τ , then
where Z τ +1 = (z 0 , . . . , z τ ) ∈ R N ×(τ +1) denotes a zero-mean Gaussian random matrix with covariance E[z t z T t ′ ] = π t,t ′ I N for all t, t ′ = 0, . . . , τ . In particular, for a proper Lipschitz-continuous functionψ τ we have
a separable and proper Lipschitz-continuous function. Then,
for all τ ′ = 0, . . . , τ . (B4) The inner product N −1qT τ ′q τ +1 converges almost surely to some constant π τ ′ ,τ +1 ∈ R for all τ ′ = 0, . . . , τ + 1.
(B5) For some ǫ > 0 and C > 0,
We summarize useful lemmas used in the proof of Theorem 5 by induction.
Lemma 1 ( [42] , [46] ): Suppose that X ∈ R N ×t has full rank for 0 < t < N , and consider the noiseless and compressed observation Y ∈ R N ×t of V given by
Then, the conditional distribution of the Haar matrix V given X and Y satisfies
whereṼ ∈ O N −t is a Haar orthogonal matrix independent of X and Y . 
Proof: For the eigen-decomposition Σ = ΦΛΦ T , we use the change of variablesz = Φ T z to obtain
Sincez ∼ N (0, Λ) holds, Stein's lemma [56] yields
Lemma 2 follows from the identity
Lemma 3 ( [46]):
For t ∈ N, suppose that f : R N ×(t+1) → R N is separable and pseudo-Lipschitz of order k. Let L n > 0 denote a Lipschitz constant of the nth element [f ] n . The sequence of Lipschitz constants is assumed to satisfy
Let ǫ = (ǫ 1 , . . . , ǫ N ) T ∈ R N denote a vector that satisfies
Suppose that A t+1 = (a 0 , . . . , a t ) ∈ R N ×(t+1) satisfies
For
for some constant C > 0. Suppose that {ω ∈ R N −t ′ } is an array of orthogonally invariant random variables conditioned on ǫ, A t+1 , and E. For some v > 0, postulate the following:
Let z ∼ N (0, vI N ) denote a standard Gaussian random vector independent of the other random variables. Then,
B. Module A for τ = 0
Proof of Property (A2) for τ = 0: The latter property (86) follows from the former property (85) and a technical result proved in [30, Lemma 5] . Thus, we only prove the former property for τ = 0.
Property (85) follows from Lemma 3 for f (w,b 0 ) = φ 0 (b 0 ,w; λ) with a 0 =w, a 1 + ǫ = 0, Φ ⊥ E = I N , and ω =b 0 . We confirm all conditions in Lemma 3. Applying Hölder's inequality for any ǫ > 0, we have 
withz 0 ∼ N (0, I N ).
We repeat the use of Lemma 3 for f (z 0 ,w) = φ 0 (z 0 ,w; λ) with a 0 =z 0 and ω =w. Using Lemma 3 from Assumption 2 and applying Assumption 3, we obtain
where the first M elements U T w in (13) follow N (0, σ 2 I M ).
Combining these results, we arrive at (85) for τ = 0. Proof of (A3) for τ = 0: The left-hand side (LHS) of (87) is a separable and proper pseudo-Lipschitz function of order 2. We can use (85) for τ = 0 to find that the LHS of (87) converges almost surely to its expectation in which b 0 and ∂ 0φ0 are replaced byz 0 ∼ N (0, I N ) and the expected one, respectively. Thus, it is sufficient to evaluate the expectation.
We use Lemma 2 to obtain
Thus, (87) holds for τ = 0. 
The first and second terms are separable and proper pseudo-Lipschitz functions of order 2. From (85) for τ = 0, they converge almost surely to their expected terms. Thus, N −1 m 0 2 converges almost surely to a constant.
Proof of Property (A5) for τ = 0: The latter property (89) for τ = 0 follows from the nonlinearity of φ 0 in Assumption 4. Thus, we only prove the former property (88) for τ = 0.
The proper Lipschitz-continuity in Assumption 4 implies the upper bound |m 0,n | ≤ C n (1 + |b 0,n | + |w 0,n |) for some λ n -dependent constant C n . From Assumptions 1 and 2, we find that b 0 andw have bounded (2k − 2 + ǫ)th moments for some ǫ > 0. Thus, we obtain the former property (88) for τ = 0.
C. Module B for τ = 0
Proof of Property (B1) for τ = 0: Lemma 1 for the constraint V b 0 =q 0 implies → 0 obtained from Property (A3) for τ = 0, we obtain (91).
To complete the proof of Property (B1) for τ = 0, we prove (93) for τ = 0. By definition,
where the last equality follows from the orthogonality
→ 0. Thus, (93) holds for τ = 0, because of the notational conventionm ⊥ 0 =m 0 . Proof of Property (B2) for τ = 0: Since the latter property (95) follows from the former property (94), we only prove the former property for τ = 0. Using Property (B1) for τ = 0 and Lemma 3 for f (x, h 0 ) =ψ 0 (h 0 , x) with a 0 = x, a 1 = 0, ǫ = o(1)q 0 , E =q 0 , and ω = ω 0 , we obtain
with z 0 ∼ N (0, π 0,0 I N ). Applying Assumption 1 to the second term, we arrive at (94) for τ = 0. Proof of Properties (B3) and (B4) for τ = 0: Repeat the proofs of Properties (A3) and (A4) for τ = 0.
Proof of Property (B5) for τ = 0: The former property (97) for τ = 0 is obtained by repeating the proof of (88) for τ = 0. See [46, p. 377] for the proof of the latter property (98) for τ = 0.
D. Proof by Induction
Suppose that Theorem 5 is correct for all τ < t. In a proof by induction we need to prove all properties in modules A and B for τ = t. Since the properties for module B can be proved by repeating the proofs for module A, we only prove the properties for module A.
Proof of Property (A1) for τ = t: The matrix (B t ,M t ) has full rank from the induction hypotheses (89) and (98) for τ = t − 1, as well as the orthogonality
conditioned on F and E t,t . Applying the orthogonality
→ 0 obtained from the induction hypotheses (A3) and (B3) for τ < t, as well as the definition (9) 
conditioned on F and E t,t , which is equivalent to (83) for τ = t.
To complete the proof of Property (A1) for τ = t, we shall prove (84). By definition,
→ 0. Thus, (84) holds for τ = t.
Proof of Property (A2) for τ = t: Since the latter property (86) follows from the former property (85), we only prove the former property for τ = t.
We use Property (A1) for τ = t and Lemma 3 for the func-
wherez t has independent zero-mean Gaussian elements with variance µ t a.s.
whereZ t+1 is a zero-mean Gaussian random matrix having independent elements. To complete the proof of (85) for τ = t, we evaluate the covariance of Z t+1 . By construction, we have
. Thus, the former property (85) is correct for τ = t.
Proof of Property (A3) for τ = t: The LHS of (87) is a separable and proper pseudo-Lipschitz function of order 2. We can use (85) for τ = t to find that the LHS of (87) converges almost surely to its expectation in which B t+1 and ∂ t ′φ t are replaced byZ t+1 and the expected one, respectively. Thus, it is sufficient to evaluate the expectation.
Thus, (87) holds for τ = t. Proof of Properties (A4) and (A5) for τ = t: Repeat the proofs of Properties (A4) and (A5) for τ = 0. In particular, see [46, p. 378] for the proof of (89) for τ = t.
APPENDIX B PROOF OF THEOREM 2
In evaluating the derivative in g (j) t ′ ,t , the parameter ξ t requires a careful treatment since it depends on B t+1 via h t . If the general error model contained the error model of the CAMP, we could use (28) in Theorem 1 to prove that ξ t converges almost surely to a B t+1 -independent constantξ t in the large system limit. To use Theorem 1, however, we have to prove the inclusion of the CAMP error model into the general error model. To circumvent this dilemma, we prove g
τ + o(1) for all t and τ = 0, . . . , t by induction.
We consider the case τ = 0, in which the expression (41) requires no special treatments in computing the derivative. Differentiating (41) with respect to the tth variable yields
where µ j denotes the jth moment (42) of the asymptotic eigenvalue distribution of A T A. Comparing (43) and (127), we have g (j)
0 for all t. Suppose that there is some t > 0 such that g (1) is correct for all t ′ < t and τ = 0, . . . , t ′ . Then, (28) in Theorem 1 implies that ξ t ′ converges almost surely to a constantξ t ′ for any t ′ < t. We need to prove g
We first consider the case τ = 1 since we have already proved the case τ = 0. Differentiating (41) with respect to the (t − 1)th variable yields
Using g 
We next consider the case τ > 1. Differentiating (41) with respect to the (t − τ )th variable, we have
Using (45) and the induction hypothesis g
τ + o(1) for all t ′ < t and τ = 0, . . . , t ′ , we find g 
APPENDIX C PROOF OF THEOREM 3
Let G(x, z) denote the generating function of {g (j) τ } given by
It is possible to prove that G(x, z) is given by
Let −x * denote a pole of the generating function, i.e. x * = [1 −Θ(z)]/G(z). Since the generating function is analytical, the numerator of (132) at x = −x * must be zero.
which is equivalent to (52) .
To complete the proof of Theorem 3, we prove (132). The proof is a simple exercise of the Z-transform. We first compute G j (z) given by
To evaluate the last term with (45), we note
Combining (43), (44) , (45) , and these results, we arrive at
We next evaluate G(x, z). Substituting (138) into the definition of G(x, z) yields
where we have used the definition (50) and the identity G 0 (z) = 0 obtained from Theorem 2. Solving this equation with respect to G(x, z), we obtain (132).
APPENDIX D PROOF OF THEOREM 4
A. SE Equations
The proof of Theorem 4 consists of three steps: A first step is a derivation of the SE equations, which is a dynamical system that describes the dynamics of five variables with three indices. A second step is evaluation of the generating functions for the five variables. The step is a simple exercise of the Ztransform. In the last step, we evaluate the obtained generating functions at poles to prove (69) via the inverse Z-transform.
Let a (j) Theorem 2 implies the asymptotic orthogonality between b t ′ and m t . We use the definition (41) = o(1) obtained from the asymptotic orthogonality between b t ′ and m t . Similarly, we use (50) and (154) 
C. Evaluation at Poles
The equations (155), (157), (158), and (159) provide all information about the generating functions. However, we are interested only in those at x = 0. To extract this information, we focus on the poles of A(x, y, z) and E(x, y, z). Let −x * denote the pole of A(x, y, z) given by
Since A(x, y, z) is analytical, the RHS of (157) has to be zero at x = −x * . 
we evaluate the inverse Z-transform of (167). Since θ 0 = 1 holds, we have
It is a simple exercise to confirm that (167) is equal to the Z-transform of the following difference equation:
a.s. = (p t * r t ′ +t+1 − r t * p t ′ +t+1 ) * d t ′ ,t +(q t ′ q t ) * (θ t ′ +t − θ t ′ +t+1 ) * σ 2 t ′ ,t + o(1),(172) with D t ′ ,t =(p t ′ +t − p t ′ +t+1 ) * q t + (p t − p t−1 ) * q t ′ +t+1 +(p t−1 − p t ) * r t ′ +t+1 + (r t − r t−1 ) * p t ′ +t+1 +p t * (r t ′ +t − δ t ′ ,0 r t ) − r t * (p t ′ +t − δ t ′ ,0 p t ),
where all variables with negative indices are set to zero. Multiplying (172) byξ ), we arrive at
a.s.
= o(1).(174)
D. Fixed Points
We evaluate the fixed-point to the SE equation (174) for the Bayes-optimal thresholding function f t . Suppose that lim t ′ ,t→∞ a (0) t ′ ,t = a s , lim t ′ ,t→∞ d t ′ ,t = d s , and lim t→∞ξt = ξ s hold. The main feature of the Bayes-optimal thresholding function is the identity ξ s = d s /a s [46, Lemma 2] . We use this identity and the assumption Θ(ξ −1 s ) = 1 to prove the fixed-point (71).
Taking the limits t ′ , t → ∞ in (174) yields 
where we have used the assumption Θ(ξ −1 s ) = 1. Similarly, using (166) yields
Combining these results, we have
To prove the fixed-point (71), we use the relationship (55) between the η-transform and the R-transform. Evaluating (55) at x = x * given in (160) and using Theorem 3, we obtain
Letting z = ξ −1 s and applying the assumption Θ(ξ −1 s ) = 1 yields
Substituting (179) into this identity and using ξ s = d s /a s , we arrive at a s = σ 2 R(−d s /σ 2 )
.
(182)
