Trajectory design is a key problem in a vast array of robotic applications including the design of autonomous agile vehicles and of minimalist manipulators. This problem can be accurately formalized within the language of affine connections and of geometric control theory. This paper surveys recent results on kinematic controllability and on oscillatory controls. The treatment emphasizes how to translate geometric controllability conditions into algorithms for generating and tracking trajectories.
Introduction

Problem description and motivation
One of the most fundamental capabilities for an autonomous or semi-autonomous robotic system is the ability to quickly plan and reliably execute its own motions. This low-level primitive is crucial for any high-level robot programming and controlling system. Unfortunately, motion planning and trajectory optimization problems are generically non-convex and have exponential complexity in the accuracy of the system and environment model. This paper addresses trajectory analysis and design problems for dynamical systems with Lagrangian structure. This structure is shared by (i) robotic manipulators and mobile platforms, (ii) vehicles in space, land, air, sea and other environments, and (iii) mechanisms that locomote exploiting nonholonomic constraints and impacts (e.g., snake-like and legged robots). For such systems, typical motion planning challenges include underactuation (fewer control inputs than degrees of freedom) and complex nonlinear dynamics. This work is further motivated by the scientific interest and by the unifying mathematical language underlying geometric mechanics and geometric control theory.
Paper organization and literature review
This survey paper describes various geometric structures of mechanical systems and their relevance in trajectory design problems. The paper presents a subset of the material developed in the upcoming text [12] . This text presents a comprehensive collection of modeling, analysis and design results based on Riemannian geometry tools. Central to the presentation is the notion of affine connections and its computational implications. The presentation in this article is inspired by and relies in part on the recent results in [4, 6, 7, 17, 30, 33, 35] .
The classic structure of mechanical systems exploited in stabilization problems is passivity. Indeed, numerous important control problems rely in their essence on the existence of a total energy function and its use as a candidate Lyapunov function, see for example [3, 43, 50] . In contrast, this paper focuses on different geometric properties of mechanical systems including homogeneity, controllability, kinematic reductions, symmetry, and response to oscillatory controls. Section 2 presents affine connection models of simple mechanical control systems subject to constraints. Most concepts we describe are standard; e.g., see [1] . The interest in Riemannian geometry concepts in the study of mechanical control systems can be seen for example in [7, 19, 23, 33] . Regarding the modeling of nonholo-nomic systems, we follow the treatment in [30] . Symmetric product and geodesic invariance were originally introduced in [19, 29] .
The modeling results are important in the study of novel biomimetic locomotion systems. Example devices include the snakeboard [34, 45] , the G-snakes and roller racer models in [26, 27] , the roller-walker [21] , carangiform [25] and eel robots [18] .
Section 3 introduces and characterizes the notion of kinematic reductions as a reduced-order modeling technique adapted to simple mechanical control systems. The treatment follows the lines of [11, 13] , and was originally motivated in [2, 35] .
Section 4 reviews the important results of [33] on controllability and configuration controllability. We include a catalog of prototype example systems characterized by their controllability properties and kinematic reductions.
Section 5 presents an averaging analysis for mechanical control systems subject to oscillatory input forces, i.e., input forces of large amplitude and high frequency. Building on classic averaging theory we characterize the averaged system as a simple mechanical control system. The treatment is taken from [9, 38] . Our treatment also naturally leads to the notion of averaged potential as a means to characterize the average behavior; see [4, 24] . Section 6 presents trajectory design algorithms for controllable kinematic reductions of mechanical control systems. In other words, we design motion plans for kinematic models that can switch between specified sets of admissible vector fields. Note that the literature on inverse kinematics suggests numerous techniques, including the inverse kinematics approach described in [41] , and the general polynomial programming approach in [36] . Since no general treatment can lead to analytic closedform expressions, this section discusses an interesting example system from [39] . Section 7 presents trajectory design algorithms that rely on oscillatory controls and an approximate inversion algorithm. This work was originally presented in [38] and is inspired by numerous previous works on such matters including for example [28, 48] .
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Models of Mechanical Systems
In this section we review a modeling framework for mechanical control systems. We consider the class of simple mechanical control systems with constraints, that is, systems whose total energy is the sum of kinetic and potential energy. This class includes multi-body manipulators, aerospace and underwater vehicles, and mobile mechanisms; see Figure 1 . We model these systems as affine connection control systems, and study their representations in various local bases of vector fields.
Simple mechanical control systems with constraints
A simple mechanical control system (with constraints) is a sixtuple (Q, G, V, F diss , D, F) comprised of the following objects:
(ii) a Riemannian metric G on Q describing the kinetic energy,
(iii) a function V on Q describing the potential energy, For simplicity of presentation, we shall assume all quantities to be analytic and we shall assume regularity of all relevant distributions. Given the metric G and the distribution D, we define the following objects. We let P : T Q → T Q be the orthogonal projection onto the distribution D with respect to the metric G. We let G ∇ be the Levi-Civita connection on Q induced by the metric G. We let ∇ be the constrained affine connection defined by
for any vector fields X and Y . When the vector field Y takes value in D, we have
Given the Riemannian metric G, we let G : T Q → T * Q and G −1 : T * Q → T Q denote the isomorphisms associated with G. For a ∈ {1, . . . , m}, we define the input vector fields function V is the vector field grad V defined implicitly by G(grad V, X) = L X V , where L X f is the Lie derivative of the scalar function f with respect to the vector field X.
A controlled trajectory for the simple mechanical control system with constraints (Q,
m satisfying the controlled Euler-Lagrange equations (sometimes also referred to as the controlled geodesic equations):
Here we assume that γ 
Coordinate representations
On an open subset U ⊂ Q let X = {X 1 , . . . , X n } be a basis for T Q. Let G ij be the (i, j) component of G and let G mk be the (m, k) component of G −1 . We write the covariant derivative of the vector fields in the basis X as
where the n 3 functions {(
. . , n}} are called the generalized Christoffel symbols with respect to X . Given vector fields Y and Z on U , we can write
It is instructive to write the controlled Euler-Lagrange equations with respect to the basis X . Let the velocity curve γ ′ : I → T U have components (v 1 , . . . , v n ) with respect to X , i.e.,
The pair (γ, u) is a controlled trajectory for the controlled Euler-Lagrange equations (1) if and only if it solves the controlled Poincaré equationṡ
Remark 2.1. If the distribution D has rank p < n, it is useful to construct a local basis for T Q by selecting the first p vector fields to generate D, and the remaining n−p to generate D ⊥ . In this case, one can see that v k (t) = 0 for all time t and all k ∈ {p + 1, . . . , n}.
Let (q 1 , . . . , q n ) be a coordinate system for the open subset U ⊂ Q. The curve γ : I → U has therefore components (γ 1 , . . . , γ n ). The coordinate system on U induces the natural coordinate basis { ∂ ∂q 1 , . . . , ∂ ∂q n } for the tangent bundle T U . With respect to this basis, we write the velocity curve γ ′ : I → T U as
In the coordinate system (q 1 , . . . , q n ), we write γ = (γ 1 , . . . , γ n ), γ ′ = (γ 1 , . . . ,γ n ), and the controlled EulerLagrange equations read
Here, the terms in the right-hand side and the Christoffel symbols Γ k ij , i, j, k ∈ {1, . . . , n}} are computed with respect to the natural coordinate basis.
Computational tools
Let [X, Y ] be the Lie bracket between the vector fields X and Y . Given a collection of vector fields X = {X 1 , . . . , X ℓ }, consider the associated distribution X defined by X q = span R {X 1 (q), . . . , X ℓ (q)}. The distribution X is said to be involutive if it is closed under operation of Lie bracket, i.e., if for all vector fields X and Y taking values in X, the vector field [X, Y ] also takes value in X. The involutive closure of the distribution X is the smallest involutive distribution containing X, and is denoted Lie{X}.
We define the symmetric product of two vector fields X and Y as the vector field
A distribution X is said to be geodesically invariant if it is closed under operation of symmetric product, i.e., if for all vector fields X and Y taking values in X, the vector field X : Y also takes value in X. The symmetric closure of the distribution X is the smallest geodesically invariant distribution containing X, and is denoted Sym{X}.
Analysis of Kinematic Reductions
In this section we relate (i) controlled trajectories for the (second-order) controlled Euler-Lagrange equation (1) to (ii) controlled trajectories for driftless control systems on Q. The purpose is to establish relationships between the given simple mechanical control system and an appropriate low-complexity kinematic representation.
Assumption 3.1. For the remainder of this section, we restrict our attention to simple mechanical control systems subject to no potential energy and to no dissipative forces, i.e., we set V = 0, and F diss = 0.
Let us start by establishing some nomenclature. We refer to second-order differential equations on Q of the form (1) as dynamic models of mechanical systems; in dynamic models the control inputs are accelerations. In contrast to this, we refer to first-order differential equations on Q as kinematic models of mechanical systems; in kinematic models the control inputs are velocity variables. Let V = {V 1 , . . . , V ℓ } be a family of vector fields linearly independent at each q ∈ Q. For curves
We shall assume that the control inputs to kinematic systems take values in the set of absolutely continuous functions U ℓ kin . We shall say that the collection of vector fields V is a kinematic model or that it induces a kinematic model.
Kinematic reductions and decoupling vector fields
The kinematic model induced by V = {V 1 , . . . , V ℓ } is said to be a kinematic reduction of the dynamic model (1) if, for any control input w ∈ U ℓ kin and corresponding controlled trajectory (γ, w) for equation (5), there exists a control input u ∈ U m dyn such that (γ, u) is a controlled trajectory for the dynamic model (1) . In other words, for any curve γ : I → Q solving the equation (5) with w ∈ U ℓ kin , there exists a control u ∈ U m dyn such that (γ, u) is a controlled trajectory for the dynamic model (1) . Roughly speaking, the curve γ : I → Q solving (5) can be lifted to a solution to the second-order system (1).
The rank of a kinematic reduction is the rank of the distribution generated by the vector fields V. Rank-one kinematic reductions are particularly interesting. We shall call a vector field V 0 decoupling if the rank-one kinematic system induced by V = {V 0 } is a kinematic reduction. Hence, the second-order control system (1) can be steered along any time-scaled integral curve of a decoupling vector field. For a dynamic control system with a rank-m input distribution, there are at most m rank-one kinematic reductions linearly independent at each q ∈ Q.
The following theorem characterizes kinematic reductions in terms of the affine connection and the input distribution of the given dynamic model. [11] ). A kinematic model induced by {V 1 , . . . , V ℓ } is a kinematic reduction of the simple mechanical control system (Q, G, V = 0, F diss = 0, D, F) if and only if the distribution generated by V i and V j : V k , for i, j, k ∈ {1, . . . , ℓ} is a subdistribution of the input distribution Y.
Theorem 3.2. (Bullo and Lewis
Maximally reducible mechanical systems
We are here interested in characterizing when is a mechanical system kinematic? That is, we are interested in when the largest possible kinematic reduction will be attained. By Theorem 3.2, any kinematic reduction must be contained in the distribution Y, so one can do no better than have the collection of vector fields Y itself as a kinematic reduction. Formally, we say that the dynamic model (1) is maximally reducible to the kinematic system induced by V if, V is a kinematic reduction of (1) and if, for any control input u ∈ U m dyn , initial condition γ ′ (0) ∈ V, and corresponding controlled trajectory (γ, u) for equation (1), there exists a control input w ∈ U ℓ kin such that (γ, w) is a controlled trajectory for the kinematic system (5) induced by V. A dynamic system (1) is maximally reducible to a kinematic system if there exists one such collection of vector fields V.
The following theorem characterizes dynamic systems which are maximally reducible. 
Computing decoupling vector fields
According to Theorem 3.2, any decoupling vector field V 0 takes values in the input distribution Y. Therefore, we lose no generality by writing
where h 1 , . . . , h m are arbitrary scalar functions on Q. Then, the vector field V 0 is decoupling if and only if, for all q ∈ Q and for all 1 ≤ c ≤ n − m,
where {X 1 , . . . , X n−m } generates the G-orthogonal complement of Y. A decoupling vector field is therefore identified by a set of functions h 1 , . . . , h m solution to the n−m quadratic equations (6) . Although these equations may be difficult to treat analytically, solutions can be found on a case-by-case basis by means of symbolic manipulation software. For example, in any three degreesof-freedom system with two control inputs, only one quadratic equation needs to be solved as a function of two unknown functions. It is sometimes possible to design possible decoupling vector fields by relying on physical intuition about the system's behavior. For example, a set of useful concepts comes from the theory of group actions and symmetries; see Section 6.
Controllability Analysis 4.1 Controllable kinematic systems
We start by defining accessibility and controllability for general kinematic systems. Here we let V = {V 1 , . . . , V ℓ } be vector fields on Q giving rise to the driftless nonlinear control system (5). For q 0 ∈ Q, we let The left figure illustrates a system that is not locally accessible: the reachable set is lower dimensional than the state space. The central figure illustrates a system that is accessible but for which the reachable set does not contain a neighborhood of the initial configuration. The right figure illustrates an STLC system where the reachable set contains a neighborhood of the initial configuration.
Let us state some well-known results concerning the various types of controllability of (5). 
Kinematically controllable dynamic systems
A dynamic mechanical system (1) described by (Q, G, V = 0, F diss = 0, D, F) is kinematically controllable if there exists a sequence of kinematic reductions {V 1 , . . . , V k } with rank {ℓ 1 , . . . , ℓ k } with the property that, for every q 1 , q 2 ∈ Q, there are corresponding controlled trajectories
for all i ∈ {1, . . . , k − 1}. In other words, any q 2 ∈ Q is reachable from any q 1 ∈ Q by concatenating motions on Q corresponding to kinematic reductions of (1). The dynamic system (1) is locally kinematically controllable from q 0 if, for any neighborhood of q 0 on Q, the set of reachable configurations by trajectories remaining in the neighborhood and following motions of its kinematic reductions contains q 0 in its interior. 
Controllable dynamic systems
We consider again a dynamic model (1) derived from (Q, G,
Here 0 q0 ∈ T q0 Q is the zero vector. (Also recall that the tangent vector γ ′ (T ) uniquely identifies the base point γ(T ).) We also define
With these notions of reachable sets, we have the following definitions of controllability.
Definition 4.4. Consider a dynamic mechanical system (1) described by (Q, G, V = 0, F diss = 0, D, F) and let q 0 ∈ Q. Suppose that the controls for (1) are restricted to take their values in a compact set of R m which contains 0 in the interior of its convex hull. The system (1) is (i) locally accessible from q 0 if there exists T > 0 so that int(R T Q (q 0 , ≤ t)) = ∅ for t ∈ (0, T ], and is
(ii) small-time locally controllable ( STLC) from q 0 if there exists T > 0 so that 0 q0 ∈ int(R T Q (q 0 , ≤ t)) for all t ∈ (0, T ].
Before proceeding, we need some notation concerning iterated symmetric products in the vector fields (ii) STLC from q 0 ∈ Q if Sym{Y} q0 = T q0 Q and if for every bad symmetric product P we have
where P 1 , . . . , P k are good symmetric products of degree less than P .
Configuration controllable dynamic systems
The preceding discussion concerned the set of reachable states for a dynamic mechanical system. Let us now restrict to descriptions of the set of reachable configurations. For q 0 ∈ Q we denote
We also define R Q (q 0 , ≤ T ) = t∈[0,T ] R Q (q 0 , t). This gives the following notions of controllability relative to configurations.
Definition 4.6. Consider a dynamic mechanical system (1) described by (Q, G, V = 0, F diss = 0, D, F) and let q 0 ∈ Q. The dynamic mechanical system (1) is (i) locally configuration accessible from q 0 if there exists T > 0 so that int(R Q (q 0 , ≤ t)) = ∅ for all t ∈ (0, T ], and is
(ii) small-time locally configuration controllable ( STLCC) from q 0 if there exists T > 0 so that q 0 ∈ int(R Q (q 0 , ≤ t)) for all t ∈ (0, T ] with the controls restricted to take their values in a compact subset of R m that contains the origin in its convex hull. [33] ). Consider a dynamic mechanical system (1) described by (Q, G, V = 0, F diss = 0, D, F) and let q 0 ∈ Q. The dynamic mechanical system (1) is (i) locally configuration accessible from q 0 if and only if Lie{Sym{Y}} q0 = T q0 Q, and is
Theorem 4.7. (Lewis and Murray
(ii) STLCC from q 0 if Lie{Sym{Y}} q0 = T q0 Q and if for every bad symmetric product P we have
Controllability inferences and examples
We summarize the relationships between the various controllability concepts introduced up until here. In particular, Figure 3 Finally, we consider a number of instructive examples and present a summary description of their kinematic reductions and of their controllability properties. The catalog is presented in Table 4 .5 on page 8. The various statements in the table are obtained in [10, 13, 14, 15, 30, 31, 35] .
Averaging Analysis
In this section we characterize the controlled trajectories for a simple mechanical system subject to oscillatory input forces, i.e., input forces of large amplitude and high frequency. To perform the averaging analysis, we start by introducing certain useful iterated integrals of the input functions.
For a ∈ {1, . . . , m}, let u a :R + ×R + → R be bounded functions, T -periodic and zero-mean in their first argument, continuously differentiable in their second argument. These functions are the control inputs for the simple mechanical system and it is convenient to let them depend on time in two different ways. For a, b ∈ {1, . . . , m}, let
and let U (a) , U (a,b) :R + → R be their averages over [0, T ] with respect to their first argument. Let Λ be a curve of n × n symmetric matrices given by
One can show that, for all t ∈R + , Λ ab (t) is positive semi-definite. Furthermore, for any t 0 ∈R + such that all τ → u 1 (τ, t 0 ), . . . , u m (τ, t 0 ) are non zero, Λ ab (t 0 ) is positive definite. For f, g : R → R n , we write f (ǫ) ≈ g(ǫ) as ǫ → 0 if f (ǫ) − g(ǫ) → 0 in the limit as ǫ → 0.
Theorem 5.1. (Martínez et al. [38] ). Consider the simple mechanical control system (Q, G, V, F diss , D, F) with governing equation in γ :
for ǫ > 0 and with initial condition γ ′ (0) ∈ D. Consider the initial value problem in ξ : 
as ǫ → 0.
In simple words, the theorem states that, with some specified level of accuracy, the averaged evolution of a simple mechanical control system subject to oscillatory inputs is equal to that of a simple mechanical system subject to an "appropriate" force. This "appropriate" force is a linear combination of symmetric products of the control vector fields with coefficients computed via appropriate iterated integrals of the input functions.
Systems with potential control forces and the averaged potential
Here we consider simple mechanical systems with potential control forces. We will show how their averaged behavior can be described as that of a simple mechanical system with, as potential energy, the so-called averaged potential.
Let
. . , dϕ m }) be a simple mechanical control system subject to dissipation and with potential control forces. (Note the absence of a constraint distribution.) The governing equations of motion take the specific form
The following result is useful to analyze this class of systems.
Lemma 5.2. (Crouch [19] ). Let · : · be the symmetric product induced by the Levi-Civita connection of (Q, G). For any smooth ϕ 1 , ϕ 2 : Q → R, the symmetric product grad ϕ 1 : grad ϕ 2 is a gradient vector field. Additionally, if one defines
In other words, this lemma stats that the set of gradient vector fields is closed under the operation of symmetric product. Next, we apply Theorem 5.1 to simple mechanical control systems with potential forces, and simplify the averaged systems exploiting the result in Lemma 5.2. Theorem 5.3. (Bullo [9] ). Consider the simple mechanical control system subject to dissipation and with potential control forces (Q, G, V, F diss , D = T Q, F = {dϕ 1 , . . . , dϕ m }). For i ∈ {1, . . . , m}, let the functions u i :R + → R be bounded, T -periodic, and zero-mean. Then, the averaged system satisfies the (unforced) equations of motion
where the averaged potential V averaged : Q → R is
Here Λ is defined as above; however, the control inputs depend only on one time scale and therefore Λ is constant.
Trajectory Design via Inverse Kinematics
In this section we consider the problem of designing a controlled trajectory for a simple mechanical control system (Q, G, V = 0, F diss = 0, D, F) connecting two arbitrary initial and target configurations q initial and q target in Q. We shall tackle this problem by introducing the notion of infinitesimal generators and making an appropriate assumption. Let G be a Lie group, g be its Lie algebra and let exp : g → G be the corresponding exponential map. Given a configuration manifold Q, a right group action is a smooth map Φ : Q × G → Q, such that Φ(q, e) = q for all q ∈ Q, where e denotes the identity element in G, and Φ(Φ(q, g), h) = Φ(q, gh) for all g, h ∈ G, q ∈ Q. For ξ ∈ g, the infinitesimal generator V ξ is the vector field on Q defined by
Note that the flow of infinitesimal generators can be computed in closed form by means of the exponential map and group action. Group actions play an interesting role when paired with kinematic reductions of simple mechanical control systems. Numerous examples from Table 4 .5 enjoy the following property: the decoupling vector fields turn out to be infinitesimal generators of some group action. Indeed, oftentimes decoupling vector fields correspond to infinitesimal rotations and translations (measured with respect to the body-frame). In these cases, the group G is a subgroup of SE(n) and the group action is a rigid displacement of some components of the mechanical device.
Assumption 6.1. In what follows, we assume that the dynamic mechanical control system (Q, G, V = 0, F diss = 0, D, F) is kinematically controllable and admits a set of decoupling vector fields that are infinitesimal generators of an appropriate group action Φ : Q × G → Q. Furthermore, we assume the motion planning problem satisfies Φ(q initial , g desired ) = q target for some appropriate g desired ∈ G.
Note that these assumptions do not imply that the mechanical system is invariant under the group action.
In summary, we are given a family of left-invariant vector fields {V 1 , . . . , V m } on G and we consider the associated driftless control systeṁ
where t → g(t) ∈ G and where t → (w 1 , . . . , w m ) ∈ {(±1, 0, . . . , 0), (0, ±1, 0, . . . , 0), . . . , (0, . . . , 0, ±1)}. (As common in matters of Lie group theory, we identify leftinvariant vector fields with their value at the identity.) The design objective is to compute feasible motion plans for the control system (7) by concatenating a finite number of flows along the input vector fields. Trajectory design is reduced to the problem of selecting a finite-length combination of k maneuvers { (i 1 , . . . , i k ) | i j ∈ {1, . . . , m}} and computing appropriate coasting times {t 1 , . . . , t k } that steer the system from the identity in the group to any target configuration g desired ∈ G. In mathematical terms, we need to solve
Although no general methodology is available to treat analytically problems of the form (8), it is possible to develop a catalog of solutions for relevant example systems. In what follows we provide planning algorithms for any controllable system evolving on SO(3), and we refer to [39] for a comprehensive catalog.
Solutions for kinematic systems on SO(3)
Let { e x , e y , e z } be the basis of so (3): Here we make use of the notation V = a e x + b e y + c e z ≡ (a, b, c) based on the Lie algebra isomorphism
). An expression of the exponential exp : so(3) → SO(3) is given in terms of Rodrigues' Formula:
The In what follows, we let V 2 = (a, b, c). Since e z and V 2 are linearly independent, necessarily a 2 + b 2 = 0 and c = ±1. Since dim(so(3)) = 3, at least three maneuvers along the flows of {V 1 , V 2 } are required to plan a motion between any two arbitrary desired configurations. Thus, we consider the map FK :
In the following theorem, we design an inverse kinematic map IK that will compute appropriate coasting times. In what follows, atan2 denotes the inverse tangent map that discerns the appropriate quadrant. 
Consider the map IK : U ⊂ SO(3) → R 3 whose components are
where, for z = (1 − cos(IK 2 (R)), sin(IK 2 (R))) T ,
Then, IK is a local right inverse of FK, that is, it sat-
We illustrate the performance of the algorithms in Figure We illustrate the inverse-kinematic planner on SO(3).
The system parameters are (a, b, c) = (0, 1/ √ 2, 1/ √ 2). The target final rotation is exp(π/3, π/3, 0). To render the sequence of three rotations visible, the body is translated along the inertial x-axis.
Trajectory Design via Approximate Inversion
In this section we consider the problem of steering the configuration of the simple mechanical control system (Q, G, V, F diss , D, F) along a pre-specified target trajectory. We do so by means of appropriate oscillatory controls, that is, controls of large amplitude and high frequency as considered in Section 5.
We consider the mechanical control system with constraints (Q, G, V, F diss , D, F) with governing equation in
with initial condition γ ′ (0) ∈ D. We state the control objective as follows: given a desired smooth curve 
Second, for a, b ∈ {1, . . . , m}, there exist functions
Roughly speaking, we regards the functions z We are now ready to state the main result of this section on the design of oscillatory controls. Roughly speaking, we refer to Theorem 7.2 as an "approximate inversion" of the "averaging procedure" described in Theorem 5.1: given a desired "appropriate force" described by the virtual inputs, we design such oscillatory controls that the average system will be subject to precisely the appropriate force. In other words, the simple mechanical system subject to controls u a as designed in the theorem statement satisfies, on average, the differential equation defining the virtual inputs. Note that (1) the virtual inputs z a target are realized by means of v a terms, (2) the virtual inputs z ab target , a < b, are realized by means of the w a terms via the multiplication with appropriate oscillations, and (3) the second term in the definition of v a is responsible for removing the undesired effects of bad symmetric products during the averaging procedure. A more comprehensive explanation, as well as the proof, of this result is provided in [38] . We illustrate this control design with two example systems.
A second-order nonholonomic integrator
We consider a dynamical extensions of Brockett's nonholonomic integrator:
and note that this system fulfills the controllability Assumption 7.1. Following Theorem 7.2, we design control inputs to track a desired trajectory, t → An illustration of the performance of these controls is shown in Figure 5 . 
The simulations are run with m = 20, J = 10, h = 5, k 1 = 12, k 2 = 11, k 3 = 10, g = 9.8. Figure 7 shows an example of the behavior of these controls.
