We analyse, in a probabilistic setting, Newcombe's (1981) life table method of estimating rates of onset of high-penetrance single-gene disorders, and extend this to a counting process model for individual life histories, including movement between risk groups arising from genetic testing and onset in relatives. A key result is that estimates of rates of onset at any age x must be conditioned only on information available when subjects were age x, even though their later life histories might be available to the investigator. This determines the data that must be included in pedigrees. We derive a Nelson-Aalen-type estimate of a function of the rate of onset, and show that when all that is known is that the persons in the study inherited a mutation with probability 1/2, the function estimated is bounded. In practice, the treatment of censored observations or the methods of ascertainment might cause the estimate to exceed this bound, which results in infinite estimates of the rate of onset but might be a useful diagnostic check on the presence of these features. We summarise the literature on mutations in the Presenilin-1 (PSEN-1) gene, associated with early-onset Alzheimer's disease (EOAD), and from published pedigrees we estimate rates of onset of EOAD.
INTRODUCTION

Estimating Rates of Onset of Single-Gene Disorders
Among the human diseases caused by single-gene disorders are some whose sporadic occurrence (that is, in the absence of a gene mutation) is rare or unknown. In these cases, age-related rates of onset can be estimated using the life table method of Newcombe (1981) , following Elandt-Johnson (1973) .
Before the introduction of DNA-based genetic testing, members of affected families could only be confirmed as mutation carriers once onset had occurred. The longer someone survived disease-free, therefore, the more likely it was that they did not carry the mutation, and observation of non-carriers would inevitably be censored. Some early estimates of rates of onset simply excluded these censored cases, but Newcombe (1981) pointed out that this was biased; his method properly allowed for them. It was obtained in a deterministic setting, in which the properties of the resulting estimates were not directly available.
If a (reliable) genetic test is available, asymptomatic members of affected families can be: untested and at risk of being a carrier; tested and known to be a carrier; or tested and known not to be a carrier. One of the aims of this paper is to extend Newcombe's method to allow for these new risk groups.
In Section 2, we describe pedigrees, or family histories, which are the data from which rates of onset can be estimated. An important question is how to make use of information gained about risk status; this may change throughout a person's lifetime as their own and their relatives' life histories reveal information. A key feature of Newcombe's method is that all the information available at the time of the study is used to assign people to the same risk groups throughout their lives; in effect, making the best use of the latest available information.
In Section 3 we use a simple probabilistic model to study how information acquired at different times might be used in moment estimates of rates of onset, via conditional expectations or probabilities of onset. We show that, perhaps surprisingly, information acquired at any age x should not be used in estimating rates of onset at earlier ages. Intuitively, it might seem that its use should lead to better estimates, but in a probabilistic setting this is seen to be untrue.
Therefore, when there are a number of distinct risk groups, individuals may have to be assigned to different groups at different times, depending on the information that has by then emerged. In Section 4 we specify a model that allows for this, in a discrete-state continuous-time setting, and obtain NelsonAalen type estimates for certain functions of the transition intensity of interest, along with approximate confidence intervals. Further, in the simplest case we find that the function estimated is bounded above, unlike the usual integrated hazard, providing a diagnostic check for the inclusion of censored observations or possibly ascertainment bias.
For actuarial applications, we think in terms of a continuous-time, finitestate stochastic process model (see Macdonald, 1997 Macdonald, , 1999 Subramanian et al., 2000) in which some of the transitions represent onset of EOAD; the rates of onset are then the transition intensities in the model. This will be the subject of future research.
Estimating Rates of Onset of Early-Onset Alzheimer's Disease
Alzheimer's disease (AD) is the most common cause of dementia, and a major health problem in many countries. It is characterized by a gradual and progressive decline in cognitive function. Early-onset Alzheimer's disease (EOAD) is AD occurring before age 65. Whereas AD after that age is relatively common, EOAD is rare. Sometimes it runs in families, with a pattern of inheritance suggesting that one or more autosomal dominant genes are responsible. Three genes, amyloid precursor protein (APP), presenilin-1 (PSEN-1) and presenilin-2 (PSEN-2) have been confirmed as causing EOAD. PSEN-1, responsible for about 20-70% of EOAD, is the subject of this paper. PSEN-1 mutations are usually associated with very aggressive EOAD, with duration of dementia of about 5 years (Russo et al., 2000) . Appendix A gives more detail about EOAD and PSEN-1 mutations.
A fourth gene, ApoE, is associated with increased susceptibility to AD at older ages. Its implications for long-term care insurance or costs have been discussed by Macdonald & Pritchard (1999 and Warren et al. (1999) . Other genes involved in AD, possibly in combination with ApoE, remain to be found. Dartigues & Letenneur (2000) describe the genetic epidemiology of AD, which is almost entirely related to the ApoE gene. No estimates of incidence rates of EOAD have been published, and very few estimates of prevalence; little is known about mutation frequencies. The estimates of incidence rates in respect of PSEN-1 mutations in this paper are novel.
We use the methods described in Section 4 to estimate rates of onset of EOAD associated with PSEN-1 mutations (published data on PSEN-2 and APP mutations are not extensive enough to support a similar analysis). Many of the articles on PSEN-1 mutations that we use (summarised in Appendix B) include useable pedigrees, but few give all the times of entry to and exit from all relevant risk groups, especially for censored cases, so we have had to make some approximations, described in Section 5.2. The details of the estimation are in Sections 5.3 to 5.5, and conclusions are in Section 6. Figure 1 gives a hypothetical example of a pedigree. The father in this example did not have a genetic test, but EOAD is so rare that we can reasonably assume that he did carry the mutation. Of the second generation, the first, second and fourth lives have been tested and have a mutation; the third life has been tested and has no mutation; and the fifth and sixth lives have not been tested and are at risk of having the mutation. The probabilities that they have a mutation depend on the available information. By Mendel's laws, these probabilities would appear to be 1/2 each, but this may have to be modified in complicated ways. For example, denote the father F and the fifth child C.
PEDIGREE ANALYSIS
Pedigrees and Mutation Probabilities
(a) Survival free of EOAD reduces the probability that someone at risk has a mutation, ultimately to zero if the mutation is fully penetrant. Let p(x) be the probability that a mutation carrier is free of EOAD at age x. Then the probability that an at-risk individual who is free of EOAD at age x is a cartier (ignoring all other decrements) is p(x)/(1 +p(x)), which is the Mendelian 1/2 at age 0.
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FIGURE 1: A hypothetical example of a pedigree. Squares are males, circles are females, and a slash denotes death. Affected individuals are shown as fdled squares/circles. The age at onset or oldest observed age free of AD is shown, and age at death is given in brackets. An asterisk means that a person has been tested and does carry a mutation, a dagger that he/she has been tested and does not carry a mutation. By convention siblings are listed left-to-right in birth order.
(b) F's carrier status was not known when C was born; only when his condition appeared later on. If one of F's parents had had EOAD then, when C was born, the Mendelian probability of her having a mutation would be 1/4, not 1/2, but again this would be modified by survival. For example, if C was born when F was age 25, C's mutation probability at age x, while F was healthy (again ignoring all other decrements), would be:
(c) Even this may fail to use all the available information. While F is healthy, the survival of C's siblings free of symptoms (and before having had a genetic test) also decreases the probability that C carries a mutation. See Newcombe (1981) for an example of these calculations.
Complications (b) and (c) above arise only when the carrier status of F and all of C's siblings is uncertain. As soon as any one of them develops EOAD, and can be assumed to have the mutation, C's mutation probability reverts to p(x)/(1 +p(x)). Alternatively, if C were to have a (100% accurate) genetic test, her mutation probability would then change to 0 or 1. Similarly, as long as F remains free of EOAD, his mutation probability depends upon the continuing freedom from EOAD of all his children. We ignored other decrements above (death from other causes or loss to follow-up) which would, in practice, introduce censoring mechanisms.
Definition of Risk Groups
At any time, a family member is in one of four risk groups:
(a) Group h Mutation known to be absent. As a result of a genetic test, taken by the person or an ancestor, the mutation probability is 0 (assuming the test to be accurate). We wish to estimate age-related rates of onset of EOAD. It is clear that the risk groups defined above will enter the analysis somehow. For example, consider simple occurrence/exposure rates. The numerators present no problems, but the exposures will have to allow for the different risk groups. An intuitive approach is to weight each person's contribution to the exposure at age x by the probability that they have the mutation. Strictly, we should say the conditional probability that they have the mutation, since it depends on the data. A key question is this: for a person at risk at age x, what information should we use to condition the probability that they have the mutation? An example will show why the question arises. Consider an only child who is age 10 when her mother suffers EOAD, and who suffers it herself at age 40, dying at age 50. How does she contribute to the exposure at age 20? We could use this life history in two ways:
(a) She was in risk group 4 for ten years, risk group 3 for thirty years and risk group 2 for ten years. At age 20, based only on what was known at that time she had the mutation with probability p(20)/(1 +p(20)), which is therefore her contribution to the exposure. (b) By the time the analysis is carried out, after her death, it is known that she had had EOAD so she was, in fact, in risk group 2 throughout her life. She therefore contributes one full year to the exposure at age 20.
The latter is the basis of the 'life table method' of Newcombe (1981) . Intuitively, it seems sensible to condition on all the information available at the time of the study, and to use this 'best knowledge' to assign each person to one risk group throughout their life. However, this leads to problems in interpreting the resulting occurrence/exposure rates.
The Life Table Method
Based on Elandt-Johnson (1973) , Newcombe (1981) Four groups were distinguished; obligate carriers with mutation probability 1, and at-risk individuals with Mendelian mutation probability 0.5, 0.25 or 0.125, depending on the last generation affected. Suppose that A~ persons suffered onset of HD at age x, and observation of N~ lifetimes was censored at age x. For each of these, the mutation probability was calculated allowing for all the information available at the time of the study, including what was known about relatives; call this R~ in respect of the i th life censored at age x. The exposure to risk, during each full year of observation, in respect of lives censored at age x was taken to De ~i=1 x ~x, and the effective total (initial-type) exposure at age x was:
Because of the appearance of rates of onset in the Rx i, it was impossible to estimate one-year probabilities as Ax I Ex in the usual way; the system of 71 non-linear equations was solved by iteration. This method seems intuitively reasonable, but it was not derived from any underlying probabilistic model, and its properties are hard to find for that reason as well as because of its inherent complexity. Confidence limits were not available, for example. A simulation experiment showed that the mean age at onset was biased slightly upwards; the bias was statistically but not practically significant.
AN ANALYSIS OF THE LIFE TABLE METHOD
Occurrence/exposure rates arise very naturally as moment estimates in the context of probabilistic models for censored data. Put simply, we proceed from the model specification to an equation of the form:
where E is some quantity that is known from the given information. As the notation suggests, E can often be interpreted as an intuitive 'exposure to risk', hence the name 'occurrence/exposure rates' for the resulting moment estimates. In most simple cases, moment and likelihood estimates coincide (we concentrate on moment estimates, because that is the simplest interpretation of the Nelson-Aalen estimate we use later).
In Elandt-Johnson (1973) and Newcombe (1981) no probabilistic model was specified explicitly, and expected values were implicitly replaced by proportions. Here we use a simple probabilistic model, that includes the key features of Newcombe's estimation procedure, to pose some questions about the conditional expectations that may underlie Equations (2) and (3).
Suppose we begin with a sample of N independent lives who, at birth, each have a mutation with probability 1/2. A person with the mutation, healthy at age x, has probability qx of suffering onset of the disorder by age x + 1. Let X1, X2, ... be the number of cases of onset during the first year of life, second year of life and so on. We observe all cases of onset until some fixed age T, when observation ceases. Onset of the disorder is the only decrement, so the only cause of censoring is by remaining unaffected at age T. The problem is to estimate the qx at integer ages x.
Conditioning on Currently Known Information
First, we can write down the conditional expectations, assuming only that we know what happened up to the time (or age) for which a rate is being estimated; we denote information known at age x by Fx:
This is exactly what would be done in a conventional survival analysis. Censored cases and cases of onset alike are included in the exposure, and there is no bias arising from the omission of censored cases.
Conditioning Retrospectively on Observed Cases
Newcombe (1981) takes advantage of the fact that the analysis is retrospective, and is carried out at time T. By that time, X* = Xl + X2 +... + XT individuals have been identified as mutation carriers, and (N-X*) may or may not be. This information is used to split the sample population in two throughout the analysis:
(a) the X* known to be mutation carriers; and (b) the N-X* not known to be mutation carriers, each of whom is a mutation carrier with probability P/(1 + P), where:
Note that knowing X* is not the same as knowing Xl, X2 .... XT separately.
Conditional expected values of XI, X2 .... are then found using this additional information; here we denote the information at age x by 5r~. Note that
We derive Equation (9) identified mutation carriers, and let ¢/be the set of indices corresponding to censored observations. That is, i e cif the i th life suffered onset, and i e 71 otherwise. Then:
In going from Equation (12) to Equation (13) we split the summation between sets of indices that are known given fl*, and then the second sum clearly disappears because P[X~=I i ~¢./, X~=0] = P[X~=I i ~u] = 0, by definition of u. This approach apparently yields a system of T equations in T unknowns, we might try to solve. Unfortunately E IX r f~-l] = Xr, so we which must have qr-1 = 1 and the solution collapses. Essentially, this is because we have conditioned on the very statistic we need for estimation. Any attempt to write down a conditional likelihood, conditioning on C and u, will suffer similar problems. Note that these estimates are the same as those obtained by ignoring censored observations, that Newcombe (1981) observed to be biased.
Neweombe's Estimates
The exposures in Newcombe's estimates are different; they are:
These correspond to Equations (2), except that here, censoring occurs only at one fixed age. As can be seen from Section 3.2, they are not the conditional expectations, given the information used by Newcombe (198 I) , and the resulting estimates are not moment estimates (or conditional likelihood estimates). Nevertheless, they are consistent with moment estimates in the sense that Xz[ Fl] and so on (as can easily be checked) so for reasonably large samples, they should be quite similar. In a probabilistic framework, however, conditioning on information that includes the very events being studied fails. The absence of a probabilistic framework also means that the properties of the Newcombe's estimator cannot be studied directly.
Information From Events Other Than Onset
Information about a person's genotype can be revealed by events other than they themselves suffering onset of the disorder. Onset in relatives, or genetic tests taken by the person or their relatives, can alter their risk status. How should people be assigned to risk groups in light of these events? For example:
(a) Consider identical twin brothers, at risk 1/2 of being carriers. One suffers onset at age 40. As we saw in Section 3.2, we cannot then assign him to the 'known carrier' risk group at earlier ages, but can we so assign his brother? (b) Consider someone age 30 who takes a genetic test that shows they are a carrier. This is not the same event as that whose rate of occurrence we wish to estimate, so can we assign that person to the 'known carrier' risk group at earlier ages? And can we use this information when assigning their relatives (for example, children) to risk groups?
It should be clear that the answer to (a) above is no. The event whose rate of occurrence is being estimated cannot appear in the information set used in conditional expectations or probabilities. This is perhaps most obvious if we consider the likelihood, which would be the conditional joint probability of the observed events befalling both brothers; we cannot condition on different information in respect of each. The answer to (b) above is also no; however we try to condition on the information revealed by an event before it has happened, analysis like that in Section 3.2 shows this to be flawed. The reason is the same, that conditioning on a future event that implies that onset will not occur before that time means that onset occurs now with probability zero. We cannot even retrieve matters by choosing to 'forget' some of the information that we so inconveniently know: for example, if the problem is that the age at which a genetic test was taken is known, can we not simply 'forget' that piece of information, and then assign tested individuals to a 'known status' risk group throughout their lives? Denote this information at age x by Fx ~ and consider (for example):
Suppose the i th life is known to have had a positive test before onset, but when is unknown. Let the unknown time of the test be T i. Then:
and:
(a) we have effectively removed a proportion of the at-risk population, leading to the same sort of biased estimate as if only observed cases of onset were included; and (b) we have had to introduce age-related probabilities of taking a genetic test.
In a probabilistic setting, every attempt to use knowledge obtained at future ages to improve estimates of rates of onset at past ages is foiled because, conditioning on that information, we know that onset did not occur. And, although we have considered conditional expectations and moment estimates, the same will be true of conditional probabilities and likelihood estimates. For an interesting discussion of conditioning on missing or unobserved information (called 'data coarsening') see Heitjan (1994) . In this section we have omitted any complications, but it is clear that we should not assign individuals retrospectively to one risk group throughout their lives, but allow them to be in different risk groups at different ages. This leads naturally to continuous-time discrete-state stochastic process models. In Section 4.1 we will specify such a model in which a person age x is assigned to a risk group using only the information available at age x, and we will derive a modified version of the Nelson-Aalen estimate.
A Corollary: What Information Should Pedigrees Include?
This conclusion has an important corollary, concerning the information that ought to be included in pedigrees. A person moves from one risk group to another either when they have a genetic test, or when a relative has a genetic test or suffers onset of EOAD. Therefore: (a) the age at which an asymptomatic person has a genetic test; and (b) the affected parent's age at the birth of each child must be recorded as part of the pedigree; for epidemiological purposes it is not enough just to know a test result, or the unconnected ages of family members when events befall them. 
A MODIFIED NELSON-AALEN ESTIMATE
From now on, we will often refer to the rate of onset as a transition intensity (or just intensity), denoted p(x) as a function of age x, adding subscripts in models involving more than one intensity. It is a natural target for estimation because it is a key quantity in many actuarial applications. Equivalently, we can estimate any simple function of p(x). One such function is the integrated intensity f~/l(t)dt, for which there is a natural estimate, the Nelson-Aalen estimate. This has nice statistical properties, but for our purposes its advantage is that it can be generalised to allow for uncertainty about genotype.
In Section 4.1 we introduce the Nelson-Aalen estimate, then we modify it in stages: (a) in Sections 4.2 and 4.3 we allow for an unaffected person with Mendelian probability p at birth of having a mutation; (b) in Section 4.4 we allow for genetic testing; and (c) in Section 4.5 we allow for (or rather, are defeated by) the information contributed by unaffected relatives.
The Neison-Aalen Estimate
Here we introduce, non-rigorously, the Nelson-Aalen estimate. A fuller, but still heuristic, introduction to counting processes can be found in Macdonald (1996) ; see Fleming & Harrington (1991) or Andersen et al. (1993) for a proper treatment. Suppose we observe M lives, each of whose survival can be represented by the continuous-time model in Figure 2 . The state space is S = {0, 1 }, and at age x the state occupied by the i th person is denoted Si(x), Ni(x) is the number of transitions from alive to dead by age x (either 0 or 1), and yi(x) indicates presence in the alive state just before age x (yi(x) = 1 if the life is alive just before age x, and is 0 otherwise). F i = {F/}x~0 is the natural filtration of Ni(x). The compensated process Mi(x) = Ni(x)-f~ yi(t)/~ (t)dt is a Fi-martingale, and f'~yi(t)p (t)dt is the Fi-compensator of Ni(x). Sum these quantities over the M lives (N(x) = ~'~1Ni(x) and so on, absence of the superscript i denoting such sums) and let F = {Fx}x~o be the natural fil- 
tration. M(x) is a F-martingale and, if H(x) is a predictable process adapted to F, the stochastic integral f~ H(t) dM (t) = f~ H(t) dN (t) -f~ H(t)Y(t)p(t)dt
J(t)tt(t)dt -~ tt(t)dt.
(20)
A(x) =f~J(t)y-l(t)dN(t) is the Nelson-Aalen estimate of f~iz(t)dt. In words:
at age x, Y(x) lives are at risk. If one dies, the estimate increases by 1 /Y(x), provided Y(x) > 0. J(x) takes care of the possibility that Y(x) = 0. In between observed death times, the estimate is level. Equation (20) shows that A(x) is 'almost' unbiased, the bias arising from the possibility that no lives remain under observation. The variance of the Nelson-Aalen estimate can be estimated reasonably well by:
Var[A] ~/J (t)(Y(t)-AN(t))dN(t) (21)
0 (Y(t))3 (Andersen et al., 1993) , where AN(t) is the jump in N(t) at time t, leading to pointwise confidence intervals. However, in Section 4.2 we estimate a more complicated function of the intensity, and we will use the so-called 'Weird Bootstrap' (Andersen et al., 1993) . (d) Over many simulations, the distribution off~l~(Odt or/~(x) is built up, from which pointwise confidence intervals can be found directly.
The indicators yi(x) and Y(x) can allow for many censoring schemes. In this case the natural filtration is g-/= a(Ni(t); yi(t) : t _< x), but for simplicity we ignore such censoring in what follows.
A Modified Nelson-Aalen Estimate
Figure 3 shows a model representing the onset of AD, with two starting states: State 0 (has mutation) and State 1 (no mutation). The state space is now 5 = {0, 1, 2}. Therefore:
(a) Po2(X) is the incidence rate that we wish to estimate; and (b) Plz(x) is the incidence rate of sporadic EOAD, assumed known (often zero).
We suppose that the person has not had a genetic test, so we do not know in which state they start (at birth), but we know the Mendelian probability p that, at birth, they are in State 0, and 1 -p that they are in State 1, for example because an ancestor is a known mutation carrier (Groups 3 and 4 in Section 2.2). Here, we modify the Nelson-Aalen estimate, and show that it estimates a function of/Zo2(X), more complicated thanf~ lZo2(t)dt , but capable of numerical solution.
In obvious notation, the model for the i th life history is the multivariate counting process (N~2(x), NI2(x)) and indicators (Y~(x), Y~ (x)). However, we cannot observe these separately, but only Ni(x)--N~E(X ) + N~2(x ) and yi(x) = Y~(x) + Y((x), so our information is:
(a) p, the Mendelian probability of carrying a mutation; and (b) the filtration G i = {G/}x_>0, where G / = a(Ni(t) : t <_ x); we observe whether or not AD has appeared by age x.
It is easily checked that:
is the Gi-compensator of Ni(x). Since/t02(x ) represents a highly penetrant disorder, and/~12(x) a rare sporadic event,/t0z(X) >> /ll2(X), and we approximate/112(x) --0. Then:
which we take as the definition of 2(t,/t). (We define 2(t,/~) for notational convenience on!y; it is a function of/102(s ) for all s < t.) Now sum over all lives (N(x) = )--],ui=l N'(x) and so on) and define J(x) = I{Y(x)>0} as before, then:
is an 'almost' unbiased estimate of f~ 2 (t, lU)Po2(t)dt. The obvious procedure is then: estimate/k(x), let A(x) be a smoothed version of it, and estimate/~0z(X) by solving:
numerically. Alternatively, note that:
estimates f~ Po2(t)dt, which we could solve by iteration (rather as Newcombe (1981) did). We may take:
to estimate Var[A(x)] and Var[F(x)], respectively (see Andersen et al. (1993) Section IV. 1). The 'Weird Bootstrap' (Section 4.1) can be used exactly as before to find confidence intervals for P02(x); at each event time we have a risk set containing an unknown true number of lives with a mutation, but by using the same Binomial distribution we correctly re-sample from the observations.
A Diagnostic Check for the Inclusion of Censored Observations
Let A(x) be the solution of Equation (25), based on the 'true' intensity/z02(x). The 'true' version of Equation (25) can be put in the form:
where c(x)= A'(x) and fix)= exp(-f~ lto2(t)dt). Solving this linear ODE, we see that any solution of Equation (25) with f(0) = 1 and A(0) = 0 satisfies:
which means that A(x) cannot exceed -log(1 -p). In practice,/k(x) can exceed -log(1-p), in which case/~02(x) explodes to infinity. If p = 1/2,-log(1-p) is only 0.693. Figure 4 shows the true A(x), and six simulated estimates of ft,(x) between ages 0-60 (sample size 30, all observed from age 0, with random censoring taking place from age 20, heavier near the younger ages), for p = 1/2 and a hypothetical intensity/t02(x) = (-x 4 + 85x 3-25x 2) x 10 -7 that reaches about 0.5 at age 60, so penetrance is close to 100%. Two of the simulated estimates exceed the bound. This is quite predictable at older ages, where the exposure is small; however the exposure may be understated for other reasons. If A(x) exceeds its bound at a rather early age, where exposures are still reasonable, we should suspect that some censored cases have been excluded from the data, perhaps because vital information such as age at censoring has not been recorded, or because only families with large numbers of affected members have been studied (the latter is called 'ascertainment bias' and is a major feature of genetic epidemiology). This may provide a useful diagnostic check. Equation (29) extends to a heterogeneous model, in which different rates of onset may be associated with different mutations. Suppose there are two mutations, that an 'at-risk' person carries with probabilities p~ and P2, respec-1 2 tively (Pl + P2 = P). The associated rates of onset are ~02 (x) and/~02 (x), respectively. The form of A(x) is found by modifying Equation (22) in the obvious way, and in place of Equation (29) we obtain:
We remark that the common life-table assumption of an upper limit w to lifetimes implies that p(x) explodes at x = w. In ordinary survival analysis this is 1 = Untested 2 = Tested Prob=p<l Prob=0orl
FIGURE 5: A Markov model of transfers between states representing the Mendelian probability (at birth) of having a mutation, and genetic testing.
unproblematic, becausef:~p(t)dt need not be bounded, but here the bound on
A(x) may present a fundamental limit to inference if penetrance is high and data are sparse.
Allowing for Genetic Testing
Genetic testing is easily included by adding transitions into 'tested' states to the model in Figure 3 , but we use a slightly different approach which is easier to extend later. Figure 5 shows a Markov model representing the information gained from a test. At birth, the Mendelian probability of having a mutation is p < 1, but after testing it is either 0 or 1. The state space of this model is P= {1, 2}, and the state occupied at age x by the i th life is the process pi(x).
Combining the two models, we work with the state space 5 x P, and the state occupied at age x is the process (si(x), pi(x)). Our counting processes are now Njk, t(x) and Nj, kl(x) representing jumps from state ~j,/) to (k,/), and from state (j, k) to (j,/), respectively, and the indicator of presence in state (j, k) is denoted
All that we are interested in is that pi(x) is observable; we are not interested in the intensity in Figure 5 , even though it could conceivably depend on /~02(x). The processes we can observe are N~(x) = N~2,1(x) + N~2,1(x) and N~2,2(x).
Define Y~(x)= Y~,l(x)+ Y~,l(x), and let G i be the natural filtration generated by the observable processes. Assuming tq2(x) -~ 0, N~(x) has C&compensator
f~ Y~(t) 2 (t, it)it02 (t)dt, while N~z,2(x) has Gi-compensator f~ Y~,z(t) Po2(t)dt-
Sum over all M lives, dropping the i superscripts, and define Jl(x) and Jo,2(x) in the same way as before. Then:
is a Nelson-Aalen-type estimate off~(1 + 20, p)/loz(t)dt, or:
is a Nelson-Aalen-type estimate of 2f:~po2(t)dt, and we can proceed as before. By orthogonality of the (compensated) components of a multivariate counting process:
dN°2'2(t) A (we omit Var[F(x)]). For confidence intervals of/Z0z(X), we can use the Weird Bootstrap, simulating onset of EOAD separately among those who have or have not been tested. In practice, if either risk group is rather small, it might be better to omit it, because Equation (32) suggests that any cases of onset in that group will be extremely influential. Figure 6 extends the model of Figure 5 to allow for the subject to be born before the carrier status of the at-risk parent or any siblings is known (State 0). (This was called risk group 4 in Section 2.2.) As soon as the parent or any sibling is known to have a mutation, the subject's mutation probability at birth is fixed, usually at p = 0:5 (State 1). Alternatively, the subject could be tested first. The state space now is Sx P, where P= {0, 1, 2}.
Allowing for Unaffected Relatives
Note that Vol(X) will be a function of/t02(t ) (in general, at all ages t < x) since that transition represents onset of EOAD in a relative. However, we need not try to estimate v01(x); all that matters is that the transition is observable.
Having no affected relatives is the least tractable part of the model. In previous sections, the observable counting process components, in respect of the i th life, had compensators f:~ Y~ (t) 2 (t, It)Ito2(t)dt and f~ Y~,2(t) It02(t)dt in which the integrands took the general form: Indicator x Function of age and It02(/). (34) The key point is that the second term was the same for all lives in the risk group; the compensator depending on the circumstances of the i th life only through the indicator. This is no longer true if the subject has only unaffected parents and siblings, or in general no affected relatives in any number of generations. The compensator can still be put in the form of Equation (34), but now the second term will in general be a different function, say ),i(fl), for each life, depending on the relatives' ages as well. As an estimate we get (in the obvious notation):
,,
A (we omit F(x)) in which the third term is unhelpful, and the Nelson-Aalen methodology breaks down. The simplest solution is to exclude time spent in State 0 of Figure 6 , and use the estimate of Section 4.4, at the cost of not using all of the data. This will not lead to bias: the compensators leading to Equation (31) are not changed by anything in this section, so the estimate has the same statistical properties as before. The form of Newcombe's (1981) estimate did allow this information to be used.
Remarks
(a) The fundamental difference between this approach and the life table method of Newcombe (1981) is in the conditioning. We condition (probabilities of) events that may befall a person age x on information known at age x, not on information acquired later, whereas Newcombe (1981) FIGURE 7: Pedigree of the family with the Leu282Arg PSEN-1 mutation (Aldudo et al., 1998) , see Appendix A. Squares are males, circles are females, and a slash denotes death. Affected individuals are shown as filled squares/circles. The age at onset or oldest observed age free of AD is shown, and the age at death is given in brackets. By convention siblings are listed left-to-right in birth order.
ESTIMATES OF INCIDENCE RATES
Choice of Estimator
In practically all of the families studied, some genetic tests have been carried out, suggesting Equations (31) or (32) as estimates. No information is given on when tests were taken, but we can assume that all tests were very recent, so almost no time has been spent in the tested state. Therefore, we can drop the second terms in Equation (31) or Equation (32). Should genetic testing become more widespread, the second term in Equation (31) or Equation (32) will begin to contribute.
Approximations Used With Pedigrees
First, we have to discard any incomplete sibships in pedigrees, since only complete sibships can be regarded as random samples of mutated and wild-type alleles, based on the appropriate Mendelian probabilities. Most published pedigrees give complete sibships in respect of more recent generations but not older generations.
We need two items of information, in respect of each life included; unfortunately neither is always straightforward. They are:
(a) The age at which each person entered the risk group (entered State (0, 1) or (1,1) in the model, which being unknown) which is their age when their parent or first sibling contracted EOAD. (In fact, we found only one example in which a sibling contracted EOAD before the parent (who had died young) but this was excluded for other reasons.) This, however, is not usually known from the pedigree, because we do not know the parent's age when each of their children was born. This datum may well exist in the full pedigree, but it is not usually published.
(b) The age at onset of EOAD, or the age at censoring in other cases. The problem here is that the ages at censoring or death of unaffected siblings are often not given, even when complete sibships are shown.
Here, we explain the approximations we have used, making all possible use of the information that is in the pedigrees. We shall see that the effect of (a) above should be small, but that (b) is more serious. First, we assume that the affected parent's age at the birth of his or her children is 30 years, on average. Given the parent's age at onset, this allows us to approximate the ages at which their children entered the p = 1/2 risk group. For example, Figure 7 shows a pedigree of a family with the Leu282Arg PSEN-1 mutation (Aldudo et al., 1998) , see Appendix A. The average age of onset in this family is 43 years (Aldudo et al., 1998) . If the average age at childbirth is 30 years, then the average age of a child when their parent suffers onset is 13 years. We use this whenever the exact age is unknown, or cannot be better approximated. We proceed as follows:
(a) The mother is excluded since her age at onset is unknown. (b) We assume the first, third and fourth children were 13 when the mother suffered onset. (c) We can do slightly better with the two surviving children. Their average age is about 58 years, so we suppose their mother suffered onset 58-(43-30) = 45 years ago. Then the second child was 16 and the fifth child 9 at that time.
Despite some sweeping assumptions, this approach is not likely to affect the estimation significantly. The reason is that ages at onset are roughly in the range 30-60 years. Unless child-bearing extends very far on either side of age 30, there should be few cases in which the true age on entering the relevant risk group is within this range. Therefore:
(a) most errors will occur at ages with no, or few, observed cases of onset (so it might be unsuitable for use with diseases that occur before age 20, say); and (b) any errors will tend to occur at ages where the exposures are greatest, and therefore their effect will be minimal.
Next, if the ages of unaffected siblings are not known, we use the convention that they are listed in birth order to estimate highest and lowest ages at which censoring might have occurred. Estimates based on these extremes then define a feasible region for/102(x). For example, consider the hypothetical sibship shown in Figure 8 . There are two unaffected sisters, one still alive.
(a) The older must be at least 55 (say), since her younger brother died at age 54, but she cannot be older than about 58, since her older sister is alive at age 59. In a few cases, extra information (such as the age at onset of an affected child of a sibling) helps to refine these bounds, and we are not interested in the exact age at censoring if it is above 60 anyway. We had to exclude many sibships for which even these crude calculations could not be made. Figures 9, 10 and 11 show the approximate maximum and minimum exposure times in the p = 1/2 risk group, for males and females combined and separately. Note that the combined samples include some siblings whose sex was not identified in the pedigrees. The need to use approximate bounds on the exposures is a significant weakness of this analysis, but one that could only be overcome with access to original pedigree data. We suggest that this is an important area for consideration in future research.
Smoothing Method
We have six samples: males and females combined and separately, each with minimum and maximum estimated exposures in the p = 1/2 risk group. We estimate ~,(x) for each, then smooth them using a biweight-kernel method, and Equation (25) is then solved numerically. (Smoothing is also helpful because the ages of onset show clustering at some quinquennial ages, suggesting approximations in the data.) Kernel smoothing is natural since it exploits the stochastic integral framework of Nelson-Aalen estimators, and it is quite robust to the choice of kernel. See Andersen et al. (1993) for details, including choice of bandwidth and treatment of extreme ages.
A kernel-smoothed estimate/~(x) with bandwidth b is a weighted average of A(y) for y e [x -b, x + b]. The weights are provided by the kernel, which is just a symmetric function on [-b, b] integrating to 1. The biweight kernel is given on [-1, 1] by: 
For xv-b < x < xv, we let q = (xv-x) / b and replace t with -t in Kq(t). Note that we are not interested in ages over about 60, since later onset is probably not EOAD, but the data include cases of onset at higher ages; therefore the adjustment at the upper age limit does not affect the results reported here. The bandwidth b is chosen to minimise the mean integrated squared error (MISE) of 2(x,/t)/t02(x) over a suitable range zL to zu (we use zv < xv since we are not interested in ages over about 60). For convenience write 2(x,/t)/t02(x) =a(x). We have:
Klein & Moeschberger (1997) show that it suffices to minimise
where the first sum is evaluated at J suita~e points zL = Ul < u2 <---< Uj = "fV, and the second sum at the jump-times of A(x), Figure 12 shows G(b) for the six samples, and Table 1 shows the results. Figure 13 shows the the unsmoothed A(x) and smoothed A(x) for men and women, combined and separately, using the maximum and minimum estimated exposures for each. In all cases, A(x) exceeds its theoretical bound of log 2 (Section 4.3) by about age 50, so we shall be unable to estimate/t0E(X ) beyond that age. 
Bootstrap Confidence Intervals
For approximate confidence limits, we generate 500 random samples of onset based on the observed exposures and onsets at each age (the 'Weird Bootstrap', see Section 4.1). For each of these samples, the intensity is calculated as before, and at each age the 12 th and 489 th samples give an approximate 95% confidence interval for ]~Ox2. Figure 14 shows the resulting estimates of/z02(x). This has several features:
Results
(a) Although estimates are obtained up to about age 50 (when/k(x) exceeds log 2) their behaviour changes at about age 45. (b) The confidence limits are limited to shorter age ranges than the estimates, because in each case, among the 500 simulated experiences there were some in which A(x) exceeded log 2 at a lower age than in the actual sample. (c) The estimates in respect of males and females show some unevenness that may be evidence of clustering at certain ages, but those for the combined sample seem to be well-smoothed. For practical use, it would probably be best not to use these intensities directly, but to use them as a guide in choosing some simpler, smoother function that may be extrapolated to age 60 (say). Probabilities of survival free of EOAD (exp dt)) are shown in Figure 15 , with bootstrapped 95% confidence limits. What is perhaps most significant is that in all cases, these survival probabilities are very low (< 0.5) by about age 45, so our inability to obtain good estimates beyond that age may be of little practical significance. That is, of course, a consequence of the high penetrance of PSEN-1 mutations. 
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Estimation
Genetic tests have created new risk groups in families that carry dominant single-gene disorders. We have extended Newcombe's (1981) life table method of estimating rates of onset to allow for these, in a Nelson-Aalen framework. Such methods will be needed to analyse pedigrees in which genetic testing is incomplete, which is likely to be the case in the absence of effective treatments.
Limits on Estimation
In the case of a single risk group with Mendelian probability p at birth of carrying a mutation, the function A(x) being estimated has a finite upper bound, that may present an intrinsic limit to inference from relatively small samples (in this model framework).
Information in Pedigrees
We have identified the following data that should be included in pedigrees, in respect of each complete sibship, to allow the time spent in various risk groups to be found:
(a) the ages at which any genetic tests were taken; (b) the parents' ages at the birth of each child; and (c) the age at censoring or death of all unaffected siblings.
At present, genetic testing is so recent that (a) above is not yet important, but it will be necessary in future.
Presenilin-1 Gene Mutations
We have estimated rates of onset of EOAD based on published pedigrees of PSEN-1 mutations. While we were hampered by missing data, chiefly in respect of unaffected siblings of sufferers, we were able to obtain upper and lower estimates based on approximate minimum and maximum exposure times respectively. These showed enough consistency to be useful, especially since they were sufficiently high (roughly 0.1-0.2 by age 45) as to demonstrate penetrance exceeding 50%. If more complete pedigrees were available, it would be possible to extend the estimates to all relevant ages. We have not tried to model differences in ages at onset among different families, but that is a worthwhile subject for future research.
Applications
This paper provides intensities that may be used to study the effect of genetic tests for PSEN-1 mutations on insurance, both for individuals (in terms of Fischer & Berberich (1999) provide an introduction to genetics for non-specialists with an insurance background; readers with no previous knowledge of genetics might find it useful. For definitive treatments, useful for pursuing further research in genetics and insurance, see Pasternak (1999) or Strachan & Read (1999) . APP and PSEN-1 gene mutations account for 10-15% and 20-70% of EOAD, respectively (Campion et al., 1999) . They are highly penetrant; the absence of AD by age 60 among confirmed carriers is rare. PSEN-2 gene mutations are very rare. The ages at onset of EOAD also vary (PSEN-1 25-60, APP 40-65 and PSEN-2 45-84 (Campion et al., 1999) ). It is quite possible that other genes with mutations leading to EOAD will be found.
Pathogenic mutations of these genes are usually missense mutations, in which an error at a single DNA base causes an incorrect amino acid to be substituted in the protein produced by the gene. These genes are involved in producing the fl amyloid peptide, that has 40 or more amino acids, and is found in the amyloid plaques in the brains of both sporadic and familial AD patients. The dominant hypothesis for AD (the 'amyloid cascade hypothesis') suggests that overproduction of, or failure to clear, the long forms of the peptide is crucial (Funato et al., 1999; Hardy, 1997) . Mutated genes produce Aft42 or Aft43 rather than the less pathogenic Aft40 (Younkin et al., 1996; Czech, Tremp & Pradier, 1999) . See St. George-Hyslop (2000) for a review of the molecular genetics of AD.
Also known as S182, the PSEN-1 gene was localised on chromosome 14 (location 14q24) in 1992 but could only be isolated in 1995 . It is highly conserved in evolution, so mutations are rare. The coding region comprises 10 exons, numbered 3-12, and encodes a transmembrane protein that is produced at low level in many different cell types, and is almost homogeneously expressed in the brain and in peripheral tissues.
To date, nearly 100 different mutations causing EOAD have been found. Appendix B summarises the families in which PSEN-1 mutations have been found. The lowest ages at onset are around 30, while there are rare survivors with a mutation at sufficiently high ages to suggest incomplete penetrance. The few isolated cases could be sporadic rather than inherited mutations. Overall, however, mutations appear to be highly penetrant before the age of about 60.
This degree of genetic heterogeneity, plus the shared environment of each family studied, could lead to systematic differences in age at onset in respect of different families or mutations. The data are as yet inconclusive, though it is possible that some measure such as mean age at onset within a family might emerge as a covariate in any larger studies in future.
