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Abstract
3D cutting and packing problems have important applications and are of particular relevance to the transportation of cargo in the
form of Container Loading Problems (CLP). Many algorithms have been proposed for solving the 2D/3D cutting stock problems
but most of them consider single objective optimization. The goal of the problem is to load the boxes that would provide the
highest total volume and weight to the container, without exceeding the container limits. These two objectives are conﬂicting
because the volume of a box is usually not proportional to its weight. This work deals with a multi-objective formulation of the
CLP. We propose to apply multi-objective evolutionary algorithms in order to obtain a set of non-dominated solutions, from which
the ﬁnal users would choose the one to be deﬁnitely carried out. To apply evolutionary approaches we have deﬁned a representation
scheme for the candidate solutions, a set of evolutionary operators and a method to generate and evaluate the candidate solutions.
The obtained results for generated instances on standard containers demonstrate the importance of the evaluation heuristic to be
applied.
c© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
Multi-objective or multi-criteria optimization problems (MOPs)1,2 arise in most real-world disciplines. When the
problem is treated as a single-objective optimization, the solution optimising is usually clearly deﬁned. However, in
the MOPs is diﬃcult to obtain a single optimal solution every objective. In the practise, instead of a single optimum,
there is rather a set of trade-oﬀ solutions constituted by some solutions that are at least as good as others in all
objectives and better for at least one objective. This relation is know as Pareto-optimal front, which is composed
by non-dominated solutions. These solutions are optimal in the sense that no other solutions in the search space are
superior to them when all objectives are considered. Solving a MOP consists in searching a non-dominated solution
set, which is as closed as to the Pareto front, or in the best case, will coincide with the Pareto-optimal front. From the
resulting ﬁnal solution set, a human decision maker will be able to select a suitable compromise solution.
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Fig. 1. Example of conﬂict objectives.
Evolutionary algorithms (EAs) have shown great promise for calculating solutions to large and diﬃcult optimiza-
tion problems and have been successfully used across a wide variety of real-world applications3. The use of EAs
to solve problems of this special nature has been motivated mainly because they are able to capture multiple Pareto-
optimal solutions in a single simulation run - which is possible thanks to their population-based feature - and to exploit
similarities of solutions by recombination. EAs that are speciﬁcally designed to deal with multiple objective functions
are known as MOEAs4. When designingMOEAs two major problemsmust be addressed5: how to accomplish ﬁtness
assignment and selection in order to guide the search towards the Pareto-optimal set, and how to maintain a diverse
population in order to prevent premature convergence and achieve a well distributed trade-oﬀ front. Many alternatives
have been proposed in an attempt to adhere to such design goals6. The tool METCO7 (Metaheuristic-based Extensi-
ble Tool for Cooperative Optimization) is a plugin-based tool which incorporates a set of multi-objective schemes to
tackle MOPs. In this study their implementation of MOEAs are used to solve a real world problem.
Many algorithms have been proposed for solving the 2D/3D cutting stock problems and most of them concern
single objective optimization rather than multi-objective optimization problems. Arranging boxes into a container,
truck, or pallet is one of the more complex packing problem with respect to real-world constrains8. This work focuses
on the problem which place a set of rectangular boxes of known dimensions and numbers into a single container of
known dimensions so that to maximize the container space utilization and the total boxes weight. However, these two
objectives are not perfect the same since the weight of goods, the batch size, and other factors 9. The multiple objec-
tives are typically conﬂicting between them, i.e., there is no single solution to optimize all objectives simultaneously
(see Figure 1). But, it must be simultaneously optimised. For the multi-objective 3D packing problem analysed here,
many times the size of the pieces or boxes to pack in the container is not proportional to their weight. In opposition
that you might think a priori that the total volume maximization implies a maximization of weight. That is, a box can
be large and the content thereof may be lighter than the content of a smaller box. For this reason, we can state that
both goals have at least some degree of conﬂict.
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Several multi-objective approaches have been designed with the aim of obtaining an approximation of the MOP
Pareto front. Evolutionary algorithms have shown promise for calculating solutions to large and diﬃcult optimization
problems and have been successfully used in the area of cutting and packing10. Several MOEAs have been proposed
in the literature to solve this kind of problems. However, their behaviour depends on many problem-dependent charac-
teristics. The MOEA tested for performing the analysis is Non-Dominated Sorting Genetic Algorithm II (NSGA-II)11.
In order to determine the most suitable one, we have already tried to prove their eﬀectiveness in this particular pro-
blem12,13. To apply the MOEAs to the CLP, an encoding scheme for the individuals have been designed. The tentative
solutions were represented as strings. Also, a set of variation operators were deﬁned in order to employ MOEAs, and
of course, a method for the evaluation of the candidate solutions.
The remaining content of this paper is organised as follows. The mathematical formulation of the multi-objective
CLP is given in section 2. A description of the constructive multi-level ﬁlling heuristic to direct the search of the multi-
objective approach is given in section 3. The experimental results are presented in section 4. Finally, the conclusions
and some lines of future work are given in section 5.
2. CLP: Mathematical Formulation
The Simple Container Loading Problem is deﬁned as the problem of identifying the arrangement of items into a
single container. It comprises the maximization of the loading space utilization while maximizing the weight inside
the container, without exceeding the weight limits. Thus, it is an intrinsically multi-objective problem.
In our deﬁnition, only used one container with know width W, length L, height H, maximum weight Pmax and
a set of N. These boxes belong to one of the sets of boxes types D = {T1 . . .Tm}, where the i-th type Ti is of
dimensions wi ≤ W, li ≤ L and hi ≤ H. So, the rectangular boxes type can be from weakly homogeneous to strongly
heterogeneous. If the set of boxes is considered weakly homogeneous, it means that the instance has few variety of
boxes; whereas a set of boxes is strongly heterogeneous, if the instance has more types of diﬀerent boxes. The boxes
only be placed orthogonally into the container. Associated with each Ti type exists a weight pi < Pmax, a volume vi, a
demand bi, and a number of orientations allowed oi ∈ [1, 6]. Ultimately, the aim is to ﬁnd a packing into the container
without overlapping, with xi boxes of type Ti maximizing the total volume and weight of packaging:
max
m∑
i=1
xivi and max
m∑
i=1
xipi
subject to xi ∈ [0, bi] and
m∑
i=1
xipi ≤ Pmax and
m∑
i=1
xivi ≤ W × L × H
In this work, the problem will be solved using the following assumptions:
• Each box is placed in the container ﬂoor or on top of another box.
• The loaded boxes can not overlap.
• The stability of the distribution of the boxes is not considered, since it is assumed the use of ﬁller material to
prevent potential problems.
• The number of allowed orientations is restricted. There will always be at least two possible orientations for
any box (rotation only considered on the base of the box) since that does not change the content of it. So, the
dimensions of boxes can be interchanged to modify the orientation.
• The boxes are rigid enough to lie in any location.
A Cartesian coordinate system is used with its origin point in the back-bottom-left corner. With this one can
determine the arrangement of loaded boxes inside the container.
3. Multi-objective Strategies
We can ﬁnd a wide range of heuristics in the literature which simplify the CLP by converting it into a mono-
objective problem. Nevertheless, there are some isolated works that address this problem as multi-objective approach.
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Fig. 2. Parallel guillotine cuts
In this work, and in order to apply the MOEAs to the CLP, an encoding scheme for the individuals have be designed.
For the representation of candidate solutions, we have deﬁned a sequence of genes G1, . . . ,Gs where each gene
consists of three elements (ti, ni, ri), with ti ∈ [t1, tm], ni ∈ [1, bi] and ri ∈ [0, oi). So, it is a sequence formed by
piece type (ti), number of pieces of that type (ni) and rotation for those pieces (ri). This will determine the order
and orientation in which the pieces will be put inside the container. A valid chromosome must contain all the pieces
of each diﬀerent type. We assume all loaded boxes can be load any location inside the container, and that they can
change their orientation. Each piece has allowed two possible orientations, as determined by the input instance. That
is, the base dimensions can be interchange. This assumption can be relaxed in the CLP deﬁnition and we can consider
two, four or six possible orientations. In13, a comparison among several mutation operators was performed. From all
the designed and tested mutation operators, the one showing a more promising behaviour is based on the application
of three diﬀerent type of movements inside the individual. A crossover operator is applied. We have adapted the
One-Point Crossover to the CLP.
3.1. Evaluation of the objectives
Each chromosome represents a certain order - and orientation - in which pieces are to be placed in the container.
In order to determine whether a piece ﬁts in the container or not, it’s still necessary to apply a placement or ﬁlling
heuristic, to decide on how pieces must be exactly locate. Based on this information, and thus, we know exactly which
pieces have been loaded into the container, both optimisation objectives considered - total volume and weight - can be
evaluated. The ﬁlling heuristic presented in this paper is called Multiple-Level Filling Heuristic in Depth (MLFHD)
and it is a modiﬁcation of the Multiple-Level Filling Heuristic (MLFH) implemented in13. Both heuristics are based on
the creation and management of piece levels or layers within the container. Such levels or layers identify empty spaces
inside the container, and thus, they represent areas where to locate items. The diﬀerence between MLFH and MLFHD
is how they create layers. In MLFH, the layers are parallel guillotine cuts to x-axis. However, in MLFHD all cuts
are parallel guillotine cuts to y-axis (Figure 2). In both heuristics considered, all layers are available to accommodate
pieces, i.e., if a given piece doesn’t ﬁt into the current empty spaces, it is located into the next and unused layer, thus
creating a new set of empty spaces. At ﬁrst, the only possible position is back-left-bottom corner ((0, 0, 0) in Cartesian
coordinate system). The width of initial loaded box determine the dimensions in each layer. So that, the rest of layers
are parallel guillotine cuts to the previous cut. The created layers are rigid, such it’s not possible to locate a piece
between diﬀerent layers. In order to determine whether a piece can be locate inside container or not, the heuristic
keeps track of a sorted list of Empty Maximum Spaces (EMS). When a piece is located inside the container, this one
generates one, two or three possible holes (in front, above, beside). Figure 3 shows an example when it used the
MLFH algorithm. These holes are stored in diﬀerent lists, with its volume, dimensions and the Cartesian coordinates
(x,y,z). These lists are sorted by the volume of EMS, from smallest to the largest. MLFHD works as follows:
• The ﬁrst piece in the chromosome is introduced at the back-left-bottom corner of the container. This piece will
determine the dimensions of the EMS to be generated: one in front of the box, other above, and other beside
the placed item (Figure 4).
• The following piece in the chromosome is selected and placed into the container according to the next guide-
lines:
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Fig. 3. Creation of holes with guillotine cuts parallel to the container length (x-axis).
– First, we try to introduce the piece in the EMS-front list with smaller volume, such that we waste of
smallest possible space. If there is no available space for our current piece in the EMS-front list, we check
for available space in the EMS-above list. If even then, the current piece doesn’t ﬁt, we try to locate it into
the EMS-beside list.
– When the piece ﬁts into a EMS, the box is placed at the back left bottom corner of the EMS. In such a
case, it must be checked if the box ﬁts into the EMS without leaving empty space. If so, we can avoided
the EMS from our EMS list corresponding. If not, it means that there is still some remaining free space
infront, above and/or beside the already placed box, and so it’s necessary to create a set of new - in front,
above, and/or beside - EMS.
– If the piece doesn’t ﬁt in any available EMS lists, then a new level is opened.
– When a pieces is located in the container, the EMS lists are sorted.
• When it’s not possible to ﬁt pieces in the available EMSs, the procedure ﬁnishes, and no more items are loaded
into the container. At this moment, it’s possible to compute the value of the objectives (total volume and weight)
by adding the volume and weight of all the loaded pieces.
Fig. 4. Creation of holes with guillotine cuts parallel to the container width (y-axis).
3.2. Operators
As we have used an encoding that implicitly represents the problem solutions, the diﬀerent types of operators
must deal with their speciﬁc characteristics. Several crossover and mutation operators were implemented and tested
with CLP representation. After designing and testing these evolutionary operators, we detected that some of them
have not introduced any variability on the obtained result. The ones achieving better results are presented in this
work. A one point crossover operator has been designed, so that one individual is represented by the chromosome
C1 = (G11, . . . ,G1s1) and another individual by the chromosomeC2 = (G21, . . . ,G2s2). This one works as follows:
• First, it chooses a random gene from each individual, p1 ∈ [1, s1] and p2 ∈ [1, s2].
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• Then splits both individuals at this point and creates the two oﬀspring by exchanging the tails, so that, C1 =
(G11, . . . ,G1p1 ,G2p2+1, . . . ,G2s2) and C2 = (G21, . . . ,G2p2 ,G1p1+1, . . . ,G1s1).
• The ﬁrst part of each individual, G11, . . . ,G1p1 and G21, . . . ,G2p2 , is modiﬁed to respect the total number of
pieces of each type present in the chromosome. That is, we remove any extra piece types if there are too many
pieces of this type, or we add if missing.
From all the designed and tested mutation operators, the one showing a more promising behaviour is based on the
application of three diﬀerent type of movements inside the individual. Each movement is applied under the probability
of mutation pm.
• Add one gene: a gene is randomly generated tx ∈ [t1, tm]. This gene has associated a type of piece; then, all
genes with this type of piece are searched, and we select one with more than one associated piece. A number
of pieces nx < ny is chosen from the selected gene Gy = (ty, ny, ry) with ty = tx, so that the pieces are distributed
between that gene (ty, ny − nx, ry) and the new one (tx, nx, rx). The orientation is chosen from those allowed for
that type of piece rx ∈ [0, ox). Finally, we choose the position of the chromosome in which to insert the new
gene, moving the rest to the right (Figure 5-a).
• Remove a gene: a position within the chromosome is randomly selected. If the piece type tx of the selected
gene Gx = (tx, nx, rx) appears more times in that chromosome, then a gene Gy = (ty, ny, ry) is randomly selected
from among the same type, i.e. ty = tx, and the number of pieces will be increased with the number of pieces
of the ﬁrst gene to be removed (ny = ny + nx). As it is possible that both genes do not have the same type of
orientation of pieces (rx  ry), one of them is randomly selected. Finally, Gx is eliminated by compaction to the
left (Figure 5-b).
• Change a gene: a random position of the chromosome is selected and the type of orientation is randomly
changed within the possible orientations for the piece type.
Fig. 5. (a) Add Mutation Operator; (b) Remove Mutation Operator.
4. Experimental Evaluation
For the computational study in a previous work13, we used the real test problem instance proposed by Dereli et
al. 14 by the application of a simulated annealing algorithm. In the literature, it does not exist compatible instances for
our multi-objective formulation. For this reason, we have developed a software to generate CLP instances. According
to Wa¨scher et al. 15, the cutting and packing problems can be grouped by dimensionality, assortment of large items, as-
sortment of small items, and the objective. Boxes may be identical, weakly heterogeneous or strongly heterogeneous.
This typology has been considered to implement the problems generator. In Zhao et al.8 a classiﬁcation to cutting
and packing problems is proposed. Such as, if the objective is one of output maximization, then the aim is to pack
a subset of boxes the give the highest value to ﬁxed set of containers. There may be a single container or multiple
containers. So, seven unique problems can be deﬁned. In our case of study, we are particularly concerned with the
Single Large Object Placement Problem (SLOPP), where there is a single container and weakly heterogeneous boxes.
Nevertheless, our problem deﬁnition is a variant of the SLOPP, because we consider homogeneous boxes.
361 Yanira Gonzalez et al. /  Procedia Computer Science  96 ( 2016 )  355 – 364 
In order to solve the multi-objective CLP, we have generated nine diﬀerent problems instances. The dimensions of
container are determined by the International Standards Organization (ISO). Speciﬁcally, we have deﬁned a container
of type 1C-20’ whose measures are 600cm × 260cm × 250cm for length (L), height (H) and width (W) respectively.
Such that, the volume of the container is L × H ×W. The box set of the diﬀerent instances vary from small to large
sized boxes. To determine the box sizes, the generator requires two input parameters (Dl and Dh). These parameters
determine the lowest and highest dimensions that the box can have with respect to the dimensions of the container.
The set of lowest and highest dimensions used was the following: [Dl − Dh] = [5 − 10]%, [15 − 20]%, [25 − 30]%.
So, we consider that a set of boxes is small sized when its dimensions are between, i.e. [5 − 10]% with respect to the
length, height and width of the container. The problem instances generated have 5, 8 or 10 diﬀerent types of boxes. To
generate instances, we need two more parameters. The stowage losses (S L) and weight gain factor (WG). The S L (in
%) is deﬁned as the diﬀerence between cargo volume and container volume. This value takes a percentage depending
on the capacity of the container. In our case, a container of type 1C-20’ has a stowage losses of 12%. The parameter
WG (in %) determines the maximum weight increase of the container. This increase is expressed as a percentage. It
is calculated on the solution able to occupy the total volume of the container. Three diﬀerent values were used for the
weight gain factor (WG = 10%, 20% and 30%), so three diﬀerent set of instances were obtained based on the WG.
This parameter allows to enhance the multi-objective approach of the problem. The dimensions and weights of the
boxes are randomly generated.
Tests have been run on a dedicated Debian gnu/Linux operating system of 48 cores, each one consisting of one
AMD Opteron 6164HE. METCO framework and the problem approach were implemented using C++ and compilated
with gcc 4.7.2.
For the experimental evaluation, we show the behaviour for the NSGA-II because it has a better behaviour than the
SPEA2. We checked the algorithm MLFHD with a population size ﬁxed to 20, the probability of mutation was ﬁxed
to 0.3, and the probability crossover was ﬁxed to 0.9. The algorithm was executed with a stopping criterion of 30000
Table 1. Comparison of objectives: Volume and Weight
Instance Diﬀerent [Dl − Dh] WG Avg. Avg. Vmax Pmax
type boxes Volume(%) Weight(%) (cm3) (Kg.)
1C − 20′ 01 5 [5 − 10] 10 95.52% 97.77% 3.9e07 4.29e07
1C − 20′ 02 5 [5 − 10] 20 97.49% 91.04% 3.9e07 4.68e07
1C − 20′ 03 5 [5 − 10] 30 98.76% 94.03% 3.9e07 5.07e07
1C − 20′ 04 5 [15 − 20] 10 96.22% 90.91% 3.9e07 4.29e07
1C − 20′ 05 5 [15 − 20] 20 98.92% 83.33% 3.9e07 4.68e07
1C − 20′ 06 5 [15 − 20] 30 97.15% 77.96% 3.9e07 5.07e07
1C − 20′ 07 5 [25 − 30] 10 97.07% 90.91% 3.9e07 4.29e07
1C − 20′ 08 5 [25 − 30] 20 96.96% 88.33% 3.9e07 4.68e07
1C − 20′ 09 5 [25 − 30] 30 96.70% 77.65% 3.9e07 5.07e07
1C − 20′ 10 8 [5 − 10] 10 96.93% 92.78% 3.9e07 4.29e07
1C − 20′ 11 8 [5 − 10] 20 97.10% 92.24% 3.9e07 4.68e07
1C − 20′ 12 8 [5 − 10] 30 96.64% 87.66% 3.9e07 5.07e07
1C − 20′ 13 8 [15 − 20] 10 98.14% 91.52% 3.9e07 4.29e07
1C − 20′ 14 8 [15 − 20] 20 98.01% 83.33% 3.9e07 4.68e07
1C − 20′ 15 8 [15 − 20] 30 97.83% 79.26% 3.9e07 5.07e07
1C − 20′ 16 8 [25 − 30] 10 95.16% 92.86% 3.9e07 4.29e07
1C − 20′ 17 8 [25 − 30] 20 95.25% 87.98% 3.9e07 4.68e07
1C − 20′ 18 8 [25 − 30] 30 95.69% 81.43% 3.9e07 5.07e07
1C − 20′ 19 10 [5 − 10] 10 97.33% 94.70% 3.9e07 4.29e07
1C − 20′ 20 10 [5 − 10] 20 95.90% 98.26% 3.9e07 4.68e07
1C − 20′ 21 10 [5 − 10] 30 96.44% 94.75% 3.9e07 5.07e07
1C − 20′ 22 10 [15 − 20] 10 96.05% 88.72% 3.9e07 4.29e07
1C − 20′ 23 10 [15 − 20] 20 96.79% 84.99% 3.9e07 4.68e07
1C − 20′ 24 10 [15 − 20] 30 94.54% 93.05% 3.9e07 5.07e07
1C − 20′ 25 10 [25 − 30] 10 94.41% 92.32% 3.9e07 4.29e07
1C − 20′ 26 10 [25 − 30] 20 94.36% 92.03% 3.9e07 4.68e07
1C − 20′ 27 10 [25 − 30] 30 93.95% 86.61% 3.9e07 5.07e07
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evaluations, i.e., 1500 generations. Since we are dealing with stochastic algorithms, each execution was repeated 30
times.
Table 1 shows the set of diﬀerent settings for the input parameters of the generator of instances. We have tested
a total of 27 instances (1C-20’ 01 to 1C-20’ 27). However, due to lack of space we show only a subset of tested
instances. To calculate the average highest values achieved for each objectives, we have used NSGA-II. For each
of the 30 executions, the best values are considered to obtain the average for each objective. So, in the Table 1 are
showed the solution with the average volume and the solution with the average weight for each instance. For all them,
the maximum value for both objectives is also shown. Clearly, the results obtained with small boxes and large sized
boxes improve the results obtained with medium sized boxes, achieving highest packing volume and weight in all
cases of study. The analysis shows that small and large sized boxes are more easily located into the container. It is
possible to ﬁll more EMS. With the medium sized boxes is more complex to ﬁll empty holes.
Fig. 6. Hypervolume: MLHFD with diﬀerent types instances and WG (a) WG = 10%; (b) WG = 20%.
In order to provide the results with conﬁdence, comparisons have been performed following the next statistical
analysis. First, the Kolmogorov-Smirnov test is performed in order to check whether the values of the results follow
a normal (gaussian) distribution or not. If so, the Levene test checks for the homogeneity of the variances. If samples
have equal variance, an ANOVA test is done; otherwise a Welch test is performed. For non-gaussian distributions, the
non-parametric Kruskal-Wallis test is used to compare the medians of the algorithms. A conﬁdence level of 95% is
considered, which means that the diﬀerences are unlikely to have occurred by chance with a probability of 95%. The
analysis is performed using the hypervolume metric16. Table 2 and Table 3 show the statistical comparison among
problem instances generated with diﬀerent types of boxes and same settings for the input parameters. The symbol ↑
is used to denote that diﬀerences between the models are statistically signiﬁcant and that the model in the left column
obtains a higher median and mean value. In the cases in which the opposite occurs, the symbol ↓ is used. Finally,
Table 2. Statistical comparison among problem instances with WG 10% using NSGA-II
Instances
1C-20’ 07 1C-20’ 16 1C-20’ 25
1C-20’ 07 ↔ ↑ ↑
1C-20’ 16 ↓ ↔ ↔
1C-20’ 25 ↓ ↔ ↔
Table 3. Statistical comparison among problem instances with WG 20% using NSGA-II
Instances
1C-20’ 08 1C-20’ 17 1C-20’ 26
1C-20’ 08 ↔ ↑ ↑
1C-20’ 17 ↓ ↔ ↔
1C-20’ 26 ↓ ↔ ↔
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for the cases in which the diﬀerences have not been statistically signiﬁcant, the symbol↔ is used. It shows the high
capacity that had the heuristic to achieve good results. So, it shows that the instances with small sized boxes ﬁll more
EMS and to improve the results.
Figure 6-a shows the hypervolume obtained by the diﬀerent instances when applying MLFHD for instances with
WG = 10%. The selected size for the boxes is [25 − 30]%. The hypervolume for instance with few variety of boxes
outperforms to the rest. In Figure 6-b, we can see how the instance with number of diﬀerent boxes equal to 5 is better
than the instances with 8 and 10 diﬀerent types of boxes. To identify the area of the search space being explored,
and see the general behaviour of the evolutionary algorithm applied to this problem, the Pareto fronts for the analysed
instances are showed in Figure 7-a and Figure 7-b.
Fig. 7. Pareto Front: MLHFD with diﬀerent types instances and WG (a) WG = 10%; (b) WG = 20%.
5. Conclusions and Future Work
This paper presents a heuristic used to deal with multi-objective CLP. We have designed a modiﬁcation of the
Multiple-Level Filling Heuristic proposed in13. In opposition to it the presented heuristic MLFHD creates a dynamic
set of layers which are parallel guillotine cuts to y-axis. So that, the layers are created from the bottom of the container.
These ﬁlling heuristic is necessary for the evaluation of the individuals which represent the candidate solution. In the
literature, there aren’t instances to multi-objective formulation of this problem. These ones can not be to used in
our multi-objective problem, since that considered all pieces can be to packing into the volume. For this reason,
we have developed a problem instance generator allowing the creation problem instances to multi-objective CLP.
We had generated weakly, intermediate and strongly homogeneous instances which allow to test the performance of
the algorithm. Results demonstrate the validity of the scheme when we used diﬀerent types of instances and also
the importance of the representation and evaluation strategies designed for the problem. The MOEAs has a phase
variation, in which we have implemented a crossover operator and three mutation operators. An study with several
crossover operator and mutation operators was performed. From the analysis, we can concluded that the incorporation
of these operators has improved the results. So, the obtained solutions shows that there is a high degree of conﬂict
between the two objectives.
In order to further analyse the design issues for the usage MOEAs, it would be interesting to compare and test
more variation operators, and even try to design new representations for the candidate solutions. Likewise, it would
be interesting to add restrictions to evaluate the quality of the results with diﬀerent heuristics.
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