For over 15 years, masked phonological priming effects have been offered as evidence that phonology plays a leading role in visual word recognition. The existence of these effects-along with their theoretical implications-has, however, been disputed. The authors present three sources of evidence relevant to an assessment of the existence and implications of these effects. First, they present an exhaustive meta-analytic literature review, in which they evaluate the strength of the evidence for masked phonological priming effects on English visual word processing. Second, they present two original experiments that demonstrate a small but significant masked priming effect on English visual lexical decision, which persists in conditions that may discourage phonological recoding. Finally, they assess the theory of visual word recognition offered by the DRC model (Coltheart, Rastle, Perry, Langdon, & Ziegler, 2001) in the context of their empirical data. Through numerous simulations with this model, they argue that masked phonological priming effects might best be captured by a weak phonological (i.e., dual-access) theory in which lexical decisions are made on the basis of phonological information.
Introduction
One of the most significant controversies in the theory of reading concerns the role of phonology in visual word recognition. There is broad consensus that the recognition of a visually presented word can be influenced by the computation of its phonology. Perspectives differ considerably, however, with regard to the extent to which phonology influences the recognition of printed words.
The dominant perspective on visual word processing, which we refer to as ''weak phonological'' (after Coltheart et al., 2001) , posits that the recognition of printed words proceeds both through a direct orthographic pathway and through an indirect phonologically mediated pathway. It is through the indirect phonologically mediated pathway that phonological influences on visual word recognition may arise. Though they allow for phonological influences, however, theories of this nature consider the recognition of printed words to be a process driven primarily by the analysis of orthographic form. Indeed, these theories are described as ''weak'' precisely because phonological influences on recognition are viewed as secondary and nonessential.
The major alternative to weak phonological theories of visual word recognition is offered by the group of ''strong phonological'' theorists (e.g., Drieghe & Brysbaert, 2002; Frost, 1998; Lukatela & Turvey, 1994a , 1994b Van Orden, 1987) . These theorists believe that the analysis of phonological information plays a dominant and leading role in visual word recognition, and have gone so far as to suggest that it may be an obligatory component of this process (i.e., visual word recognition cannot occur in the absence of a computed phonological representation; see e.g., Coltheart et al., 2001; Frost, 1998 for discussion). Theories of this nature postulate an initial assembly procedure in which the orthographic form is rapidly converted to a phonological code. It is this phonological representation, not the activation of an orthographic representation, which supports visual word recognition.
This article examines a phenomenon that could prove pivotal in adjudicating between these theoretical perspectives: masked phonological priming of visual word recognition (e.g., Ferrand & Grainger, 1992; Perfetti, Bell, & Delaney, 1988) . Phonological priming effects on visual word recognition are revealed when responses to target words (e.g., CLIP) are faster or more accurate (in e.g., lexical decision, perceptual identification) when those targets are preceded by phonologically identical nonword primes (e.g., klip) than when they are preceded by phonologically dissimilar orthographic control primes (e.g., plip). These priming effects are thought to arise because phonological primes activate the lexical representations associated with their corresponding targets, thus effecting savings in the time that it takes for those target representations to reach a critical recognition threshold. Several investigators have now reported these effects under conditions in which primes have been masked and presented so briefly that they are unavailable for conscious report (e.g., Berent & Perfetti, 1995; Ferrand & Grainger, 1992; Lukatela, Frost, & Turvey, 1998; Perfetti et al., 1988; Perfetti & Bell, 1991) . The fact that these effects are observed when primes are presented with such brevity and with visual masking has led these and other researchers to infer that the phonological assembly of a visual stimulus (in this case, the prime) must occur rapidly in the recognition process, and perhaps even automatically-where 'automatically' has been defined as 'without intention' (Humphreys, Evett, & Taylor, 1982) , 'routine' (Perfetti et al., 1988) , or 'nonoptional' (Perfetti et al., 1988) .
Many influential theorists (e.g., Drieghe & Brysbaert, 2002; Frost, 1998; Lukatela & Turvey, 1994a , 1994b Van Orden et al., 1992; Xu & Perfetti, 1999) have gone on to argue that the evidence for rapid and automatic phonological assembly provided by masked phonological priming effects is inconsistent with weak phonological theories of visual word recognition-at least some of which have described phonological assembly as a resource-demanding process (e.g., Paap & Noel, 1991) that operates relatively slowly (e.g., Harm & Seidenberg, 2004) and perhaps even serially (e.g., Rastle & Coltheart, 1999) . These theorists have instead argued that masked phonological priming effects provide a primary source of evidence for a strong phonological perspective on visual word recognition, in which the rapid assembly of phonological information plays a leading and perhaps even obligatory role in visual word recognition. For example, . . .we take the primary and initial source of lexical activation in English to be phonological. The role of orthographic codes is then taken to be that of refining the lexical activation begun by phonology (Lukatela & Turvey, 1994a, p. 108) .
Over the last two decades, a number of studies using brief-stimulus-presentation and masked-stimulus-presentation paradigms have reported phonological effects in visual word identification. . .. These effects have been taken as major evidence for a rapid, automatic, and obligatory phonological process during lexical access. (Xu & Perfetti, 1999, p. 26) .
. . .leave little room for any hypothesis other than that which identifies a word's phonology as the initial, and perhaps solitary, code by which a word accesses its representation in the internal lexicon (Lukatela & Turvey, 1994a, p. 122) .
Not all theorists of visual word recognition share this position on the significance of masked phonological priming effects, however. Indeed, the leading models of visual word processing over the past decade (Coltheart et al., 2001; Harm & Seidenberg, 2004; Plaut, McClelland, Seidenberg, & Patterson, 1996; Zorzi, Houghton, & Butterworth, 1998) have all been of the weak phonological variety (this fact is perhaps not so surprising, given that no strong phonological theory has ever been implemented as a computational model). Further, not a single one of these weak phonological theories has deemed masked phonological priming as a benchmark phenomenon requiring explanation. Given an effect that is potentially so central to our basic understanding of visual word recognition, what are the reasons for these highly divergent views?
The most immediate problem with assessing the implications of masked phonological priming effects is that there is serious disagreement on whether these effects actually exist, especially where the English findings are considered. For example, although Coltheart et al. (2001) acknowledged that ''whether the [DRC] model could actually simulate these effects needs to be investigated,'' they argued that ''there currently exist some difficulties concerning exactly what the effects are that would need to be simulated' ' (p. 250) . They questioned whether the evidence for masked phonological priming effects is sufficiently compelling, reflecting that the effects appear to come and go as a function of factors such as relatedness proportion (Brysbaert & Praet, 1992; Verstaen, Humphreys, Olson, & d'Ydewalle, 1995) and even the lighting conditions of the testing room (Lukatela et al., 1998; Lukatela, Frost, & Turvey, 1999) . Frost, Ahissar, Gotesman, and Tayeb (2003, p. 48) described the literature on masked phonological priming effects similarly, citing ''controversial inconsistencies'' in results from backward masking and ''an even more inconsistent pattern of results'' from forward masking. These descriptions of the available published data have been accompanied by unpublished datasets failing to replicate masked phonological priming phenomena (e.g., Coltheart & Woollams, unpublished; Forster & Mahoney, unpublished) . Most recently, Holyk and Pexman (2004) reported two virtually identical experiments testing for masked phonological priming effects on visual lexical decision-only in one of which did they observe a phonological effect. Before one can consider the theoretical implications of masked phonological priming effects, one must establish that there is a real effect to be considered.
The second reason for the divergent views on the implications of masked phonological priming effects is that there are a range of possible weak phonological theories against which these effects could be measured, and refuting one theory may not necessarily refute another. One example of this problem can be found in Frost's (1998) influential manifesto on the role of phonology in visual word recognition. Frost (1998) argued that substantiating the most significant claim of strong phonological theories (i.e., that the assembly of phonology plays an obligatory role in visual word perception) presents serious challenges. For one, demonstrating phonological involvement in one visual processing task does not preclude its absence in another. Further, the mere demonstration that a phonological code is rapidly assembled in visual word processing does not necessarily indicate that it serves any functional purpose in recognition. Frost (1998) therefore advocated the strategy of attempting to falsify weak phonological theories, characterizing the weak phonological position thus:
. . .from the dual-access point of view, phonological processing is expected to be revealed in tasks that explicitly require it. . .. In contrast, tasks that do not explicitly involve the phonological properties of the stimulus do not result in phonological coding; even if they do, this coding being relatively slow has no substantial effect on the lexical processes under investigation. (Frost, 1998, p. 76 ) Frost (1998) claimed that one could refute the weak phonological position ''. . .by demonstrating that phonological recoding is present even in tasks in which it is not required or in which it hinders performance'' (p. 76). However, even the earliest weak phonological theories (e.g., Coltheart, Davelaar, Jonasson, & Besner, 1977) recognized the routine nature of phonological recoding and its significant influence on visual word processing:
. . .our point is that the existence of a phonological Stroop effect suggests strongly that phonological encoding of legal nonwords, and hence of words too, is an automatic and very rapid process. This is evident from the results of Experiment 1 [which demonstrated a pseudohomophone effect on visual lexical decision], since the phonological encoding there was rapid enough to interfere with lexical decisions (Coltheart et al., 1977, p. 549) .
One might thus view a refutation of Frost's (1998) characterization of the weak phonological position as a somewhat hollow victory.
Perhaps a more persuasive strategy would be to evaluate masked phonological priming effects against one or more of the weak phonological theories that have been implemented as computational models (Coltheart et al., 2001; Harm & Seidenberg, 2004) . In each of these models, the activation of (localist or distributed) representations in the body of knowledge at which words are recognized is influenced jointly by processing along direct orthographic and indirect phonologically mediated routes. Under normal reading conditions, phonological processing always occurs (i.e., there is no sense in either model that phonological processing occurs only when it is required). Further, neither of these models has any obvious features that would prohibit a simulation of masked phonological priming. Indeed, despite their weak-phonological architectures, these models have yielded favourable outcomes with regard to their ability to account for phonological effects on visual word processing. Harm and Seidenberg (2004) , in particular, have demonstrated that their weak phonological theory provides a sufficient account of a range of classic phonological effects on word recognition involving both homophones (e.g., Van Orden, 1987) and pseudohomophones (e.g., Van Orden, Johnston, & Hale, 1988) . Similarly, using an early version of the DRC model, Coltheart and Rastle (1994) produced a small simulation of the pseudohomophone effect on lexical decision, and even expressed confidence with regard to the potential for simulating masked phonological priming effects. They explained, . . .nonlexically derived phonological representations of printed stimuli gain access to the visual word recognition system very early on in processing, certainly earlier than the point at which lexical decisions are made or a reading-aloud response occurs. . .. Hence, we are optimistic about the capacity of the DRC model to simulate phonological masked priming effects such as those reported by Perfetti and Bell (1991) and Ferrand and Grainger (1992) . (Coltheart & Rastle, 1994 , p. 1202 .
Clearly, either of these weak phonological theories may be significantly more robust to masked phonological priming phenomena than the characterization, for example, put forth by Frost (1998) .
In this article, we contribute to a resolution of these empirical and theoretical issues. Our first aim is to determine whether there is a masked phonological priming effect on English visual word recognition. English is of particular interest in this context not only because the major implemented models of skilled reading all deal with English stimuli but also because it provides a relatively strong test case for the existence of masked phonological priming effects (being characterized by a substantial degree of spelling-sound irregularity; see e.g., Ziegler & Goswami, 2005; Ziegler, Perry, & Coltheart, 2003 for discussion) . To meet our empirical aim, we first conduct a meta-analytic literature review that describes the precise effects obtained in every published study investigating masked phonological priming in English. From this review, we establish the magnitude, effect size, and variability of masked phonological priming phenomena across various tasks, and identify possible methodological problems within relevant studies that may limit their persuasiveness. We follow this review by conducting two new masked phonological priming experiments, which address the methodological concerns unearthed in our literature review.
The second aim of this article is to contribute to a fuller understanding of the theoretical implications of masked phonological priming effects than has so far been possible. Our approach is similar to that advocated by Frost (1998) : to evaluate the weak phonological perspective on visual word recognition in the context of masked phonological priming effects. For several reasons, we chose the weak phonological theory of visual word recognition implemented as the DRC model (Coltheart et al., 2001) as an excellent candidate for evaluation. In our view, this computational model provides a particularly good target for investigation both because it has been studied extensively against benchmark effects of visual word recognition and because it has been highly influential in this area for a number of years. Furthermore, the DRC model has been made available for public evaluation (see http://www.maccs.mq.edu.au/~max/DRC), thus allowing us to examine its performance explicitly on the actual stimuli used in our experiments. Finally, the DRC model is controlled by a number of parameters, each of which can be altered independently. The fact that such parametric alterations are possible in the implemented model provides scope for an evaluation of a number of potential theories of visual word recognition, ranging from theories that postulate a very ''weak'' phonological contribution to those that postulate a ''stronger'' phonological contribution to this process.
2. The masked phonological priming effect in English: What are the data?
Five experimental paradigms have been used to examine the influence of tachistoscopically presented homophonic stimuli on the processing of English target words: forward-masked perceptual identification, backward-masked perceptual identification, forward-masked reading aloud, forward-masked lexical decision, and text reading (eye movements). Though our own experimental work will use the forward-masked visual lexical decision task, we review evidence from all five of the paradigms both for completeness and to identify whether the appearance of the masked phonological priming effect might be related to particular characteristics of the performance tasks themselves. Further, we include all studies that fall into one of the five paradigms, even though some of these studies claimed to look for the boundary conditions of the masked phonological priming effect by using, for example, very short stimulus-onset-asynchronies, homophones in the stimulus list, or parafoveal nonword stimuli. This decision was made because researchers across paradigms have not been consistent in their views concerning the conditions under which the masked phonological priming effect occurs. Our discussion of each experimental paradigm is accompanied by tables presenting various details about each experiment considered in the meta-analysis. To enable readers to ask specific questions about the nature of the masked priming effect, we present more information concerning each experiment in the tables than we discuss in text (e.g., prime exposure duration, target duration). Our own purpose is to establish the empirical basis for a masked phonological priming effect in English, however, and so we do not entertain these more specific questions here.
Forward-masked perceptual identification
In the forward-masked perceptual identification procedure (Humphreys et al., 1982) , a forward pattern mask (e.g., #########) is followed immediately by a briefly presented word or nonword prime stimulus, which is then replaced by a briefly presented target stimulus and a backward pattern mask. Prime and target are presented in different cases, and participants are asked to identify the target word. The dependent variable is the percentage of target words correctly identified. Three papers (18 experiments) using this paradigm are summarized in Table 1 : Humphreys et al. (1982) , Perfetti and Bell (1991, Experiment 3) , and Booth, Perfetti, and MacWhinney (1999) . All of the studies presented in Table 1 compared identification accuracy when targets were preceded by homophonic word or nonword primes (e.g., maid-MADE, brane-BRAIN), graphemic controls (e.g., mark-MADE, brans-BRAIN), and unrelated controls (ship-MADE, thoke-BRAIN). The phonological priming effect is calculated by comparing identification accuracy in the homophone condition with identification accuracy in the graphemic control condition. Taken together, these studies suggest a reliable phonological priming effect across studies of 9.11% (SD = 4.89, t (17) = 7.91, p < .01).
Backward-masked perceptual identification
In backward-masked perceptual identification, a forward pattern mask is followed by a briefly presented target word; this target is followed by a briefly presented verbal mask, and finally a pattern mask. Verbal masks are generally nonwords (but see Tan & Perfetti, 1999 , who used words of low frequency), and are presented in a different case to the target. The dependent variable is the percentage of target words correctly identified. Six articles (18 experiments) using this paradigm are summarized in Table 2 : Berent and Perfetti (1995) , Perfetti et al. (1988) , Perfetti and Bell (1991) , Tan and Perfetti (1999) , Verstaen et al. (1995) , and Xu and Perfetti (1999) .
Comparing identification accuracy in the homophone and graphemic control mask conditions, Table 2 suggests a statistically reliable phonological priming effect of 3.89%, (SD = 5.54, t (17) = 2.98, p < .01).
Forward-masked reading aloud
In the forward-masked reading aloud procedure, a pattern mask is followed immediately by a briefly presented prime; this prime is masked by a target, which participants are required to read aloud. The dependent variable is the time taken to read the target word aloud. Four articles (22 experiments) using the forward-masked reading aloud task are summarized in Table 3 : Berent and Perfetti (1995) , Turvey (1994b, 2000) , and Bowers, Vigliocco, and Haan (1998) . Although Bowers et al. (1998) appears in Table 3 , it is not included in average analyses because a graphemic control condition was not included (and therefore it is not possible to calculate the phonological priming effect). Data from this table suggests an average phonological priming effect of 10 ms in the reading aloud task, which is reliable across studies (SD = 7.28, t (19) = 6.08, p < .01).
Forward-masked visual lexical decision
In forward-masked visual lexical decision, a pattern mask is followed by a briefly presented prime, and this prime is masked by a target that is presented in a different case. Participants are required to make a visual lexical decision about the target. Seven articles (21 experiments) are presented in Table 4 : Berent (1997) , Grainger and Ferrand (1994) , Lukatela and Turvey (2000) , Davis, Castles, and Iakovidis (1998, Experiment 1) , Lukatela et al. (1998) , Bowers et al. (1998) , and Holyk and Pexman (2004) .
Data in Table 4 suggests a phonological priming effect of 10 ms, which is reliable across studies (SD = 17.12, t (18) = 2.45, p < .05). Once again Bowers et al. (1998) is not included in this average, since they did not use a graphemic control condition. Further, the data from Grainger and Ferrand (1994) should be treated with some caution, because their 53 ms priming effect was based upon a between-target comparison.
Text reading
A final paradigm that has been used to investigate the effect of early phonological influences on the identification of written words involves the tracking of eye movements when words in parafoveal vision are manipulated. Pollatsek, Lesch, Morris, and Rayner (1992) asked participants to read sentences such as ''The generous man gave every cent to charity,'' but while the target word ''cent'' remained in parafoveal vision, it was replaced with a homophone (''sent'') or a graphemic control. Pollatsek et al. (1992) measured target gaze duration as a function of the type of parafoveal prime. In three subsequent articles (Lee, Binder, Kim, Pollatsek, & Rayner, 1999a; Lee, Rayner, & Pollatsek, 1999b; Rayner, Sereno, Lesch, & Pollatsek, 1995) , this technique was modified slightly such that the target word was masked while it remained in parafoveal vision. The moment that the eyes landed on the target, it was changed very briefly to a prime, before changing back again to the target. Once again, target gaze duration was the dependent variable. Data from these four articles (28 experiments) are summarized in Table 5 .
Comparing gaze durations in the homophone and graphemic control conditions, Table  5 suggests a phonological effect of 8 ms, which is reliable across studies (SD = 19.93, t (27) = 2.13, p < .05). This paradigm deviates somewhat from the others, however, because there are strong indications that the phonological priming effect is larger for (high-frequency) word primes than for nonword primes (see Lee et al., 1999a ).
Effect size calculation
To compare effect sizes across the different paradigms, we calculated a standardized effect-size measure. The measure chosen was the product-moment correlation (r), expressed as the point-biserial correlation between the dummy-coded conditions (0 = homophonic, 1 = orthographic control) and the dependent variable (accuracy or latency). A r value of 0 means that there is no reliable difference between conditions; a r value close to 1 means that nearly all variability in the dependent measure is due to the experimental manipulation. Usually, a value of r = .1 is considered a small effect (1% of the variance accounted for by the manipulation), a value of r = .3 is considered a medium effect (9% variance accounted for), and a value of r = .5 is considered a large effect (25% of the variance accounted for). Rosnow and Rosenthal (e.g., Rosnow & Rosenthal, 1996; Rosnow, Rosenthal, & Rubin, 2000) have advocated the use of the r measure because it is easy to understand, it is versatile, and it is calculated in the same manner for repeated and unrepeated designs (which is not the case for Cohen's d statistic). When only two conditions are compared with one another (as was the case for our meta-analysis), the r statistic can be calculated with the equations
Thus, if a particular study reported a significant difference between the phonological and graphemic control conditions of t (19) = 2.094, p < .05, we calculated r as The same value would be obtained for a study in which the difference between the phonological and graphemic control conditions is reported as F (1,19) = 4.385. When the data were not reported as a main effect between the two conditions but as an omnibus test involving more conditions, the F contrast was calculated as described in Rosnow and Rosenthal (1996, pp. 336-337 ) and used to calculate the effect size. Finally, when no further indication was given other than F < 1, we used values of r = +.05 for a trend in the expected direction and r = À.05 for a trend in the opposite direction. Standardized effect sizes were calculated only when there were independent samples of participants. Studies were weighted for their numbers of participants to calculate their overall effect size and confidence limits. Table 6 reports the average effect sizes for the five paradigms, together with their .05 confidence intervals. As shown, all effect sizes varied around r = .22 (5% variance explained), which indicates a small to medium effect. Whenever possible, we also calculated the effect sizes for analyses over items. On average, these were comparable but slightly smaller than the ones presented in Table 6 .
Some insights from the literature review
Of the published literature identified, it appears as if the processing of a target word is facilitated by the presentation of a masked homophone (word or nonword) prime relative to the presentation of a graphemic control. The influence of a masked phonological prime on target processing is small (particularly in backward masking), but statistically reliable across studies within every experimental paradigm considered. At the same time, however, the literature review unearthed a number of methodological issues, which in our view limit the persuasiveness of the existing findings and call for further empirical evidence to substantiate the effect.
A prime-response correlation in lexical decision
In all but one of the lexical decision experiments reviewed in Table 4 , pseudohomophone primes were always followed by word targets requiring the ''YES'' response. Table 6 Mean effect sizes and 95% confidence limits for masked phonological priming effects reported in five experimental paradigms
Task
Mean effect size (r It is possible that this stimulus arrangement created the conditions for particularly rapid ''YES'' responses, which may have had nothing to do with the phonological overlap between primes and targets. Rather, any information accessible to participants that distinguished pseudohomophone primes from other primes in these experiments-for example, the total activation that these primes produce in the phonological lexicon (cf. Grainger & Jacobs, 1996) -could have cued a rapid ''YES'' response, and thus the appearance of a phonological priming effect. This possibility is not unreasonable, especially given the body of research demonstrating response congruity effects for subliminally presented primes (e.g., Dehaene et al., 1998; Forster, 2004; Reynvoet, Caessens, & Brysbaert, 2002) . This problem with the existing lexical decision data is very important to us, because we prefer that task to the others for several reasons. For one, we consider the lexical decision task to be the most appropriate with which to examine weak phonological theories of visual word recognition implemented as computational models. For example, whereas the DRC model has implemented procedures for carrying out visual lexical decision, neither perceptual identification nor gaze duration has been considered. Even apart from the DRC model, though, we prefer the forward-masked visual lexical decision task to the other tasks for both theoretical and empirical reasons. Showing a phonological priming effect in reading aloud, for example, is theoretically less interesting than in lexical decision, because there is no disagreement between weak and strong phonological theories that a phonological representation must be computed prior to the reading aloud response. Similarly, showing the effect in forward or backward masked perceptual identification may be empirically less interesting than in lexical decision, because we do not know to what extent these tasks involve off-line guessing (see e.g., Brysbaert & Praet, 1992; and Perry & Ziegler, 2002 for evidence that masked perceptual identification may be subject to undesirable effects of guessing). Finally, the eye-movement data deviate from the other findings, because the effect seems to be particularly robust with high-frequency word primes (Lee et al., 1999a) .
What makes an adequate graphemic control?
Phonological primes typically overlap their targets on both phonological and orthographic dimensions (e.g., kake-CAKE). The influence of phonological overlap alone is therefore obtained by comparing the phonological priming condition to a graphemic control priming condition (e.g., pake-CAKE), the logic being that any additional priming observed in the phonological priming condition must be due to phonological overlap alone. This logic hinges on the requirement that phonological primes and graphemic control primes share equivalent orthographic similarity with their targets. If targets are more orthographically similar to their phonological primes than to their graphemic control primes, then any benefit yielded by the phonological primes can be ascribed to the orthographic similarity between primes and targets instead of their phonological similarity. Conversely, if targets are more orthographically similar to their graphemic control primes than to their phonological primes, then any additional benefit yielded by phonological overlap may be hidden.
How, then, might we ensure that graphemic controls and phonological primes have equivalent orthographic similarity to targets? The vast majority of articles that we surveyed reported constructing graphemic controls such that they preserved the number of shared letters in common positions across phonological primes and targets, beginning at the left boundary of each stimulus (e.g., Berent, 1997; Davis et al., 1998; Humphreys et al., 1982; Perfetti et al., 1988; Perfetti & Bell, 1991; Rayner et al., 1995) . For example, Lukatela and Turvey (1994b) designed the graphemic control ''brack'' for the prime-target pair braik-BRAKE because it shares the position-specific letters shared by the prime and target (bra-): The control ''brack'' and the prime ''braik'' therefore share equivalent orthographic overlap with the target BRAKE.
Ensuring the orthographic similarity of prime-target and control-target pairs is not quite this easy, however. In general, judgements about the orthographic similarity of two stimuli depend on one's theory of orthographic input coding (i.e., one's theory of the representation of letters and letter position). Two stimuli that have a large orthographic overlap according to one theory of input coding may have much less overlap according to another theory of input coding. This problem is nicely illustrated by considering pairs of stimuli that differ in length such as phail-FAIL. On the popular leftaligned slot-based coding scheme-the scheme assumed by all of the investigators referred to in the previous paragraph-these two stimuli have no orthographic overlap whatsoever because they share no letters in common positions. Conversely, these stimuli share a great deal of orthographic overlap on a number of other coding schemes including vowel-aligned slot-based coding (e.g., Harm & Seidenberg, 2004) , onset-nucleus-coda coding (e.g., Plaut et al., 1996) , onset-rime coding (e.g., Zorzi et al., 1998) , and spatial coding (e.g., Davis, 1999) .
There are two points especially worth noting relevant to this issue. First, it now seems apparent that left-aligned slot-based coding may not provide an adequate characterization of letter representations in reading (e.g., Andrews, 1996; Davis, in press; Davis & Taft, 2005; De Moor & Brysbaert, 2000; Perea & Lupker, 2003; Perea & Lupker, 2004 )-potentially calling into question the majority of results appearing in Tables 1-5 . Second, there is currently no consensus on the true nature of orthographic input coding (see e.g., Bowers, 2002; Coltheart et al., 2001; Davis, 1999; Davis, in press; Grainger & Jacobs, 1996; Grainger & van Heuven, 2003; Harm & Seidenberg, 2004; Plaut et al., 1996; Schoonbaert & Grainger, 2004; Seidenberg & McClelland, 1989; Zorzi et al., 1998 for different examples of input coding schemes). This theoretical void means that particular care must be taken in interpreting priming effects that require measurement against an orthographic control (e.g., phonological priming effects, morphological priming effects).
Like some investigators that have come before us (e.g., Van Orden et al., 1988) , we have adopted a pragmatic approach to this problem. In the experiments presented below, we base our stimulus design on a left-aligned slot-based coding scheme (such that graphemic controls preserve position-specific shared letters across primes and targets). However, we also made every effort to ensure the adequacy of graphemic controls in other ways. For example, we preserved in graphemic controls shared onsets, nuclei, and codae across phonological primes and targets, except in rare cases in which this was not possible. Further, we equated in graphemic controls the number of position-nonspecific shared letters in phonological primes and targets. These steps were taken to reduce the possibility that our findings were due to orthographic similarity, although we cannot (and do not want to) exclude the possibility our effects, along with those reported in Tables 1-5, are orthographic-that they could be captured by a different input coding scheme without recourse to phonology.
Are all phonological primes equal?
Phonological priming effects are thought to reflect savings on target processing due to phonological overlap between prime and target, once the savings from orthographic overlap between prime and target has been eliminated. At first sight, this seems to suggest that the smaller the orthographic overlap between phonological prime and target, the more room there is for phonological savings. Consider the phonological priming effects that might be obtained with the items ''yuice-USE'' and ''klip-CLIP.'' Primes and targets comprising these pairs are phonologically identical, yet the pairs vary considerably in terms of their orthographic overlap. Will this difference have an effect on the magnitude of the phonological priming effect, obtained by comparing the above primes with their graphemic controls ''douke-USE'' and ''plip-CLIP''? The theories under consideration may make different predictions concerning this issue. Frost's (1998; Frost et al., 2003) strong phonological theory claims that the phonological code upon which lexical identification is based is underspecified, making it difficult to observe a reliable phonological priming effect when homophonic and graphemic control primes are only minimally (phonologically) different (e.g., klip/plip-CLIP). On this theory, phonological priming effects would be most evident in situations in which the graphemic control can be made maximally (phonologically) different from the target (e.g., yuice-USE versus douke-USE). Empirical effects supporting the underspecification claim have been observed in Hebrew perceptual identification (Gronau & Frost, 1997) and forwardmasked lexical decision (Frost et al., 2003) . In both cases, the advantage conferred by a homophone prime on target recognition (e.g., QPIT-KPIT; /kapit/-/kapit/) is greater when it is compared with the advantage conferred by an orthographically equivalent but phonologically dissimilar prime (e.g., KPZT-KPIT; /kapezet/-/kapit/) than the advantage conferred by an orthographically equivalent but phonologically similar prime (e.g., KPIZ-KPIT; /kapiz/-/kapit/). It is important to appreciate, however, that the Hebrew case described here is very different from the English yuice/douke-USE case. In the Hebrew case, a large phonological alteration is induced by a small orthographic alteration, whereas in the yuice/douke-USE case, the large phonological alteration between control and target is accompanied by a large orthographic alteration between phonological prime and target. Effects of this nature (i.e., more phonological priming when there is low orthographic similarity between prime and target) on English word processing have so far been limited to forward-masked perceptual identification in young readers (Booth et al., 1999 ; see also Brysbaert, 2001 , who made a similar claim on the basis of a near-significant post hoc analysis of perceptual identification data in Dutch).
In contrast to the strong phonological theory, current weak phonological theories (Coltheart et al., 2001; Harm & Seidenberg, 2004) predict that phonological priming effects should be greatest when orthographic overlap between prime and target is high (e.g., the klip/ plip-CLIP case). In each of these models, the activation of the orthographic and/or semantic units monitored in lexical decision 3 is determined jointly by orthographic and phonological information. Therefore, while a prime like ''klip'' will activate its target ''CLIP'' via both orthographic and phonological pathways, a prime like ''yuice'' will activate its orthographic target ''USE'' only via the phonological pathway. Further, at least in the DRC model, the prime ''yuice'' will actively inhibit the activation of the orthographic unit ''USE.'' Simulations using these models have shown a pattern of performance consistent with this verbal account. For example, Coltheart and Rastle (1994) demonstrated that the activation of the orthographic unit COAT is influenced far more strongly by the visually similar stimulus ''koat'' than by the visually distinct stimulus ''kote''. Similarly, Harm and Seidenberg (2004) demonstrated that pseudohomophones which are visually similar to their base words (e.g., ''nat'') activate appropriate semantic features (e.g., insect) along the orthography-semantics pathway to a far greater degree than do pseudohomophones which are visually dissimilar to their base words (e.g., ''nox''). Thus, each of these models predicts phonological priming effects to be most evident in situations in which orthographic overlap between prime and target is high.
Just as phonological primes and their targets can vary in the extent to which they involve orthographic change, they also vary in terms of the position at which this change occurs (e.g., klip-CLIP versus groe-GROW). While many theories (e.g., Frost, 1998; Harm & Seidenberg, 2004) predict that phonological coding occurs in parallel for all letters of the input and would thus predict no influence of overlap position, some theories predict that this factor may have an influence on phonological priming (e.g., Berent & Perfetti, 1995; Coltheart & Rastle, 1994; Coltheart et al., 2001; Perry & Ziegler, 2002; Rastle & Coltheart, 1999) . In the DRC model (Coltheart et al., 2001) , for example, nonlexical letter-to-sound conversion procedures operate serially, from left-to-right, across the input string. Phonological priming effects might therefore be most evident in situations in which the orthographic change between primes and targets is early (e.g., klip-CLIP versus plip-CLIP), though this prediction would need to be verified through simulation.
In our experiments, we wished to ensure that the presence or absence of a masked phonological priming effect did not rest inadvertently on uncontrolled aspects of the degree and location of orthographic overlap between primes and targets (see e.g., Lukatela et al., 1998 , who used only a single type of orthographic change, e.g., klip-CLIP, in their investigation). We therefore took care in designing the stimulus set used in Experiments 1 and 2 to include prime-target pairs representing the full range of orthographic overlap and position of that overlap. Given the humble effect sizes revealed in our meta-analysis, however, our purpose was not to test for differences across these types of overlap. For readers interested in specific post hoc contrasts, we have included complete item data for each experiment in Appendix A.
Experiment 1
For Experiment 1, we conducted a ''typical'' forward-masked lexical decision experiment in which pseudohomophones primes always mapped onto a ''YES'' response. Given these circumstances, we expected an overall phonological priming effect of approximately 10 ms, in line with those studies reviewed in Table 4 .
Method

Participants
Participants were 42 students from Macquarie University. All participants were native speakers of Australian or New Zealand English, and reported normal or corrected-to-normal vision. Participants received either course credit or payment of $10 Australian dollars (approximately $4 US dollars) for their participation.
Stimuli and apparatus
One hundred and twelve pseudohomophone primes, each comprising three phonemes, were selected from the ARC Nonword Database (Rastle, Harrington, & Coltheart, 2002) . Phonologically identical English word targets were derived from these pseudohomophone primes by changing one, two or all three of the graphemes in the pseudohomophone. For example, the target RAISE was derived by changing all three of the graphemes in the pseudohomophone WRAZE (WR fi R, A.E fi AI.E, and Z fi S), whereas the target FARM was derived by changing only one of the graphemes in the pseudohomophone PHARM (PH fi F). Sixteen English word targets were derived by changing all three graphemes within the pseudohomophone prime; 48 English word targets were derived by changing two graphemes within the pseudohomophone prime; and 48 English word targets were derived by changing one grapheme within the pseudohomophone prime.
Within the sets of prime-target pairs derived by a one-or two-grapheme change, we further varied the position at which the graphemic change was made. Within the primetarget pairs derived by a two-grapheme change, the graphemic similarity structure between prime and target could be 'different-different-same' (e.g., koan-CONE), 'different-samedifferent' (e.g., writch-RICH), or 'same-different-different' (e.g., beize-BAYS), with 16 prime-target pairs falling into each similarity-structure type. Within the prime-target pairs derived by a one-grapheme change, the graphemic similarity structure could be 'differentsame-same' (e.g., pharm-FARM), 'same-different-same' (e.g., nurve-NERVE), or 'same-same-different' (e.g., skee-SKI), with 16 prime-target pairs falling into each similarity-structure type.
Graphemic controls were generated for each prime-target pair. All shared letters in shared positions by primes and targets were preserved in graphemic controls (e.g., the pair groe-GROW shares the GRO component, and this is preserved in the graphemic control, groy). Other letters shared by primes and targets, but not in shared positions, were also included in controls (e.g., pharm/gharm-FARM) except in very rare cases in which this was impossible (in such instances, we compensated for this on another item of the same type). Whenever possible, shared onsets, nuclei, and codae between phonological primes and targets were preserved in graphemic controls. Graphemic controls and pseudohomophone primes always contained the same number of letters. All stimuli are listed in Appendix A.
Triplets from each of the seven similarity-structure types were divided into two equal lists for counterbalancing purposes. Each subject saw each target, participated in both levels of the priming variable (related and unrelated), but saw each target only once. An unrelated control condition (present in many of the studies reviewed in Table 4 ) does not reveal information with respect to the issue of phonological priming; as such, it was not included in the present experiments since it would have reduced the number of useful observations per participant.
One hundred and twelve nonword targets, each with three phonemes and with similar orthographic characteristics to the word targets, were selected from the ARC Nonword Database (Rastle et al., 2002) . Nonword targets had a similar number of letters to word targets (words: mean 4.25 letters, range 3-6; nonwords: mean 4.22 letters, range 3-6, t (222) < 1), as well as similar neighborhood properties (words: mean 8.39 neighbors, range 0-21; nonwords: 8.29 neighbors, range 0-20, t (222) < 1).
Phonological primes and orthographic control primes were created for each of these nonword targets in the same way as was accomplished for the word targets. For 56 of the nonword targets, a phonologically identical nonword prime was generated that differed by one (e.g., sig-CIG), two (e.g., deck-DEAK), or three (e.g., wreese-REACE) graphemes. Within the sets of nonword prime-target pairs derived by a one-or two-grapheme change, we further varied the position at which the graphemic change was made in exactly the same manner as was accomplished for word prime-target pairs. For the other 56 nonword targets, a phonologically dissimilar nonword control prime was generated that differed from the target by one (e.g., cheve-BEVE), two (e.g., dack-LECK), or three (e.g., bleigh-FREW) graphemes. Within the sets of nonword control-target pairs derived by a one-or two-grapheme change, we varied the position at which that graphemic change was made in the same way as was done for the word control-target pairs. Nonword stimuli are presented in Appendix B.
These 112 nonword targets, together with their phonologically identical or phonologically dissimilar primes were presented in both versions of the experiment. There was no counterbalancing of nonword items.
Stimulus presentation and data recording were accomplished via the DMDX software (Forster & Forster, 2003) running on a Pentium III PC. A two-button response box was used to record lexical decisions, in which the YES response was controlled by the dominant hand.
Procedure
Participants were tested individually in a dimly lit room. They were advised that they would be seeing a series of uppercase letter strings presented one at a time, and that they would be required to decide as quickly and as accurately as possible whether each letter string was a word or not a word. Participants were told that each letter string would be preceded by a series of hash marks, but were not told of the existence of a prime stimulus. All primes were presented in lower case for 58 ms (7 ticks on a monitor with a 8.33 ms refresh rate). Each prime was preceded by a mask of 500 ms (60 ticks) consisting of hash marks, and was followed immediately by a target in uppercase that remained on screen until a response was made. Targets were presented in a different random order for each participant. Ten practice trials preceded the main experiment. Twenty-one subjects participated in each of the two counterbalancing versions of the experiment.
Results
Reaction times (RTs) and error rates were collected and cleaned in three ways. First, data for participants with unusually slow and/or error prone performance relative to the rest of the sample were excluded. In this experiment, one participant was removed following a nonword false positive rate above 25%, and another was removed because of an average YES response time above 1200 ms. Second, word targets that induced error prone responding relative to the rest of the item sample were removed. In this experiment, eight word targets that produced average error rates above 35% (FOES, NORSE, BADE, DUES, FOB, FIN, WAIF, and VAT) were excluded. Finally, for the YES response, individual data points with outlying RTs were removed. In this experiment, 13 data points greater than 1750 (0.33% of the remaining data) were removed. Item data are presented in Appendix A.
Phonological priming effects on RTs and error rates were ascertained by means of by-subject and by-item analyses of variance (ANOVAs), in which prime type (2 levels: phonological prime versus graphemic control) and list version (2 levels) were treated as factors. In analyses by subjects and by items, prime type was treated as a repeated factor and list version was treated as an unrepeated factor. Latency data revealed that word targets were recognized 13 ms faster when preceded by the pseudohomophone primes (603 ms, by items) than when preceded by the graphemic control primes (616 ms, by items), F 1 (1,38) = 7.25, p < .05, MSE = 337.93, F 2 (1,102) = 7.42, p < .01, MSE = 1241.21. Effect size calculation (using the formulas described in the Introduction) yielded r values of .40 and .26 for the analyses by subjects and by items, respectively. Error data revealed more accurate responding when targets were preceded by the pseudohomophone primes (5.8% errors, by items) than when preceded by the graphemic control primes (7.4% errors, by items), F 1 (1,38) = 4.30, p < .05, MSE = .001, F 2 (1,102) = 4.14, p < .05, MSE = .003.
Experiment 2
In Experiment 1 (like in the studies reviewed in Table 4 ) pseudohomophone primes were always followed by a YES response. Thus, the phonological priming effect could have arisen if participants were sensitive to the pseudohomophone status of the prime. In Experiment 2, we dealt with this possibility in two ways. First, we investigated whether participants were able to identify the pseudohomophone status of the masked primes explicitly. Second, we eliminated the correlation between the pseudohomophone status of the prime and the response, such that the pseudohomophone primes equally predicted the YES and NO responses of the visual lexical decision task. This more desirable situation was achieved by replacing the nonword foils in Experiment 1 with pseudohomophones. These pseudohomophone foils were preceded by pseudohomophone and graphemic control primes (e.g., koat-KOTE; lirt-HIRT), which had been manipulated in exactly the same manner (i.e., amount of orthographic overlap, position of overlap) as pseudohomophone and graphemic control primes for word targets.
Though our primary reason for replacing the nonword foils with pseudohomophone foils was to eliminate the correlation between the pseudohomophone status of the prime and the response, this adjustment may have had the additional effect of making phonological recoding disadvantageous for good task performance. Because phonological recoding in this situation makes the word-nonword discrimination particularly difficult, participants might be especially encouraged to avoid it (e.g., Pugh, Rexer, & Katz, 1994 ; but see Pexman, Lupker, & Jared, 2001 for a different view). Thus, we believed that these conditions presented a particularly strong test of the existence of masked phonological priming effects (see also Ferrand & Grainger, 1996) .
Method
Participants
Participants were 86 students from Macquarie University. All participants were native speakers of Australian or New Zealand English, and reported normal or corrected-to-normal vision. Participants received either course credit or payment of $10 Australian dollars (approximately $4 US dollars) for their participation. None of the participants in this experiment contributed to Experiment 1.
Stimuli and apparatus
For the YES response of the visual lexical decision task, pseudohomophone primes, graphemic controls, and word targets were taken from Experiment 1. These were divided into counterbalancing conditions in exactly the same manner as in Experiment 1.
For the NO response, one hundred and twelve pseudohomophone targets, each with three phonemes, were selected from the ARC Nonword Database (Rastle et al., 2002) . Pseudohomophone targets were equated to word targets on number of letters (words: mean 4.25 letters, range 3-6; pseudohomophones; mean 4.25 letters, range 3-6, t (222) = 0.00), and neighborhood size (words: mean 8.39 neighbors, range 0-21; pseudohomophones: 7.83 neighbors, range 0-21, t (222) < 1).
Pseudohomophone primes and graphemic controls were created for each of these pseudohomophone targets in the same way as was accomplished for the word targets. For 56 of the pseudohomophone targets, a phonologically identical pseudohomophone prime was generated that differed by one (e.g., phite-FITE), two (e.g., phib-FIBB), or three (e.g., wrighs-RIZE) graphemes. Within the sets of pseudohomophone prime-target pairs derived by a one-or two-grapheme change, we further varied the position at which the graphemic change was made in exactly the same manner as was accomplished for word prime-target pairs. For the other 56 pseudohomophone targets, a phonologically dissimilar nonword control prime was generated that differed from the target by one (e.g., biss-BUSS), two (e.g., leeth-LAIM), or three (e.g., marf-BEED) graphemes. Within the sets of control-target pairs derived by a one-or two-grapheme change, we manipulated the position at which that graphemic change was made in the same manner as was done for word control-target pairs. Prime-target pairs for the NO response are contained in Appendix B.
Procedure
The procedure for running the experiment was identical to that used in Experiment 1, with one alteration. To ascertain whether participants could identify explicitly the pseudohomophone status of the masked primes, stimuli were presented to each participant a second time immediately following the main experiment. Targets remained on screen for 416 ms, and were preceded by the 58 ms masked primes. At this point, participants were told of the existence of the prime, and were asked to decide as quickly and as accurately as possible whether that prime sounded like an English word. Participants indicated their decisions on a two-button response box, as in the main experiment.
Results
Reaction time and error data were collected and cleaned in the same manner as in Experiment 1. Six participants with unusually slow and/or error prone responses relative to the rest of the sample were removed: Five participants were removed because of a rate of false positive responses exceeding 25%, and one participant was removed because of an average NO response RT greater than 1500 ms. Six word targets were removed because they produced an error rate exceeding 35%: NORSE, BADE, DUES, FOB, WAIF, and VAT. Finally, 17 outlying data points exceeding 2400 ms (0.21% of the remaining data points) were removed from the YES data. (Note that responding in this experiment was generally slower than in Experiment 1, and this is reflected in the trimming criteria). Item data are presented in Appendix A.
As in Experiment 1, we assessed phonological priming effects on RT and error data by conducting by-subjects and by-items ANOVAs which treated prime type (2 levels: phonological prime versus graphemic control) and list version (2 levels) as factors. In analyses by-subjects and by-items, prime type was treated as a repeated factor and list version was treated as an unrepeated factor. Analyses of the latency data revealed that responses to target words were facilitated by the presence of a masked phonological prime (634 ms, by items) relative to a graphemic control prime (643 ms, by items), F 1 (1,78) = 4.31, p < .05, MSE = 773.59, F 2 (1,104) = 3.75, p = .056, MSE = 1144.90. Effect size calculation (using the formulas described in the Introduction) yielded r values of .23 and .19 for the analyses by subjects and by items, respectively. Although the priming advantage was also seen numerically in the error data (primed: 5.7% errors; unprimed 6.4% errors, by items), this difference did not reach statistical significance, F 1 (1,78) = 1.77, n.s., F 2 (1,104) = 1.46, n.s.
To ascertain whether participants were able to identify the pseudohomophone status of the masked primes, we examined error data for the second presentation of the stimulus materials (in which participants were asked if the prime sounded like a word). There was no evidence that participants could identify the pseudohomophone status of the prime stimuli under these conditions (48.24% errors, by items, where chance performance is equal to 50%).
Simulation
Having confirmed the existence of the masked phonological priming effect on lexical decision, we are now in a position to consider its theoretical implications for weak phonological theories of visual word recognition. For several reasons outlined in the introduction, we chose to evaluate the weak phonological theory of visual word recognition expressed by the DRC model (Coltheart et al., 2001) in this context. It may in future be important to complement this investigation of the DRC model with an investigation of the triangle model of Harm and Seidenberg (2004) -another computational implementation of a weak phonological theory. We were not able to pursue this route because, unlike the DRC model, this model is not presently available for public evaluation. Even if it were available, however, investigating its performance would have required us to make crucial decisions about the simulation of lexical decision. Though the authors of this model have drafted some ideas about the source of information used to make lexical decisions (e.g., activation of semantic feature units, semantic stress, orthographic stress, orthographic distance), they have not made any commitments concerning this issue. Further, there has been considerable scepticism about whether this model (and those related to it) could perform the lexical decision task in the manner in which human readers accomplish the task (e.g., Borowsky & Besner, in press; Coltheart, 2004; Rastle & Coltheart, in press ). For these reasons, it seems that much further work on this model may be necessary before it can be evaluated in the context of masked phonological priming effects.
Approaches to simulation
The DRC model of visual word recognition (Coltheart et al., 2001 ) is represented in Fig. 1 . Lexical decisions in the model are made on the basis of an analysis of activity in units of the orthographic lexicon. As shown, the activation of these orthographic units is influenced by information (i.e., excitation and inhibition) from both letter units and phonological units. Phonological units can be activated via feedback from the phoneme units, which are activated via nonlexical grapheme-to-phoneme (GPC) translation of the stimulus. It is this input from the phonological assembly procedure to orthographic lexical entries that may provide an avenue for simulating fast phonological priming effects on lexical decision (Coltheart & Rastle, 1994) .
On the lexical decision rule described by Coltheart et al. (2001) , the ''YES'' response in the lexical decision task is made if (a) the activation of any single unit in the orthographic lexicon reaches a critical value, A; or (b) if the summed activation of every unit in that lexicon reaches a critical value, S (i.e., the ''fast guess'' mechanism of Grainger & Jacobs, 1996) . In a priming situation, therefore, primes can affect target lexical decisions by (a) influencing the activation of any single unit in the orthographic lexicon (e.g., the unit representing the target); or (b) influencing the total activation of the orthographic lexicon.
In an ideal world, DRC simulations would thus comprise the following approach: Primes would be presented for some number of cycles consistent with the 58-ms exposure duration used in the experiments; targets would then be presented (without resetting activations in the model) until a lexical decision was made; lexical decision latencies would be compared across phonological priming and graphemic control priming conditions; and finally, priming data from the model would be compared with priming data from human readers. However, two main issues preclude this approach. First, the account of masked priming offered by the DRC model is not well developed. Coltheart, Woollams, Kinoshita, and Perry (1999) conducted a preliminary exploration of masked priming using a 15-cycle prime exposure duration followed immediately by presentation of the target. However, the authors of the DRC model (Coltheart et al., 2001, p. 250) emphasise that the work of Coltheart et al. (1999) provides only a very coarse approximation to an adequate simulation of masked priming. It is not yet clear whether masked priming should be modelled simply as residual activation due to a briefly exposed prime, or whether additional mechanisms are needed to simulate the masking effect of the target. Second, the visual lexical decision rule currently employed by the DRC model is crude (e.g., it allows only two values of the ''NO'' response) and requires detailed reformulation.
We wanted to ensure that the success or failure of the model to reproduce the pattern of human data did not reflect these more peripheral characteristics. Thus, we sought to identify the conditions under which there may be scope in the DRC model for a simulation of a ''fast'' phonological priming effect (i.e., an effect that arises with only limited exposure to the prime), if, indeed, there are any such conditions. Our specific approach was to present the 112 phonological and 112 graphemic control primes used in our experiments to the DRC model under several different parameterizations, and to monitor their influence over a 100-cycle period on (a) the activation of target units in the orthographic lexicon (e.g., activation of the unit RIP on presentation of RYP and ROP) and (b) the total activation of units in the orthographic lexicon. We then compared the influence of the phonological primes and the graphemic controls on these two activation measures at three time points in the 100-cycle period (25, 50, and 100 cycles). Our reasoning was that if phonological primes yielded greater target activation or total activation than did graphemic controls, then this would indicate scope in the DRC model for a simulation of phonological priming effects on visual lexical decision. Further, if this pattern of activations could be obtained early in processing (e.g., 25 cycles), then this would indicate scope in the DRC model for a simulation of fast phonological priming effects. We foreshadow that such a pattern of activation is obtained following a number of major modifications to the model. Our final simulation thus explores the implications of these modifications for other aspects of the model's performance.
Simulation 1
Preliminary study of the DRC model yielded optimism regarding its ability to capture fast phonological priming effects on visual lexical decision: Coltheart and Rastle (1994) demonstrated that the orthographic unit COAT was activated more strongly and more rapidly by presentation of the pseudohomophone KOAT than by presentation of the graphemic control stimulus FOAT. However, Coltheart and Rastle's simulation strategy during the development of the DRC model was less rigid than would be desirable at the current stage of evaluation. They wrote, ''These simulations are done by varying the parameters of the model until a parameter set is found (if one can be found) under which the model's behavior exhibits the effect that human subjects have been found to exhibit.'' (p. 1200). A more desirable strategy is, of course, to ascertain whether a single set of parameters can simulate a wide range of human data. This is exactly the approach advocated by Coltheart et al. (2001) : ''. . .we would in any case not be interested in an approach in which each set of human data is simulated with a different set of DRC parameters. Our aim instead. . .has been to find just one set of parameters that, unchanged, simulate a wide variety of sets of human data.'' (p. 218). Thus, the purpose of Simulation 1 was to discover whether there is scope in the DRC model to simulate a fast phonological priming effect, when the model is controlled by the set of parameters already shown to simulate other benchmark effects in visual word recognition.
Parameter set
Simulation 1 used the standard set of DRC parameters for lexical decision, as described by Coltheart et al. (2001) . The lexical decision parameters are identical to the parameters used for reading aloud (Coltheart et al., 2001 , Table 1 ), except that the parameter controlling inhibition from the letter units to the orthographic units is reduced to À0.300 from À0.435. Coltheart et al. (2001) justified this very minor modification as a strategic variation adopted specifically for the lexical decision task.
6.2.2. Results 6.2.2.1. Total activation in the orthographic lexicon. The total orthographic activation produced by each graphemic control (at each of the 100 processing cycles) was subtracted from the total orthographic activation produced by each phonological prime (at each processing cycle). A positive value reflected more total orthographic activation produced by phonological primes than by graphemic controls (indicating scope for simulating a phonological priming effect); a negative value reflected the reverse relationship. These activation difference values at 25, 50, and 100 cycles were then subjected to one-sample t tests. Results showed an effect on total activation in the opposite to desired direction: Greater total activation was produced by graphemic controls than by phonological primes. This effect was marginally significant at 25 cycles (M = À.0193, t (111) = À1.66, p < .10), 50 cycles (M = À.1342, t (111) = À1.72, p < .10), and 100 cycles (M = À.1763, t (111) = À1.70, p < .10).
Activation of target units in the orthographic lexicon.
The activation produced in each target orthographic unit during presentation of each graphemic control was subtracted from that produced during presentation of each phonological prime. A positive value reflected more activation in target orthographic units produced by phonological primes than by graphemic controls and a negative value reflected the reverse relationship. These activation difference values at 25, 50, and 100 cycles were then subjected to one-sample t tests. Results showed no statistical difference in the amount of activation produced in target orthographic units from phonological primes and graphemic controls at 25 cycles (M = À.0002, t < 1), 50 cycles (M = .0005, t < 1), or 100 cycles (M = .0227, t (111) = 1.23, n.s.).
Discussion
Simulation 1, which used the standard parameters for lexical decision, showed no scope for producing a phonological priming effect at any of the time points sampled. Phonological and graphemic control primes had an equivalent influence on the activation of target orthographic units; further, graphemic control primes actually yielded more total orthographic activation than did phonological primes (a result in the opposite to desired direction). This influence on total activation is likely due to the fact that graphemic control primes had slightly greater neighborhood sizes (M = 3.86 neighbors) than did phonological primes (M = 3.42 neighbors), although this difference was not statistically significant, t (111) = À1.12.
To understand how the model's performance might be improved, we examined the items for which phonological primes produced greater activation in target orthographic units than did graphemic control primes (i.e., the pattern needed to simulate a phonological priming effect). At 25 cycles, 10/112 items yielded this pattern; at 50 cycles, 14/112 items yielded this pattern; and at 100 cycles, 16/112 items yielded this pattern. In all of these cases, phonological primes were orthographic neighbors of their targets (e.g., ryp-RIP). When prime stimuli were not neighbors of their targets-and this was the case for the vast majority of our stimuli-they produced no activation whatsoever in target orthographic units at any cycle of the time period monitored. The reason for this result is clear. When primes are orthographically very different from their targets (e.g., kaik-CAKE), letters of the prime that do not overlap letters of the target (in a position-specific manner) exert massive inhibition on the activation of target orthographic units.
While a phonological prime had to be a neighbor of its target to produce a pattern of activation consistent with phonological priming, this condition was not by itself sufficient to produce such a pattern. The reason for this was that graphemic controls in these cases were usually also neighbors of their targets (e.g., ryp-RIP versus rop-RIP), and often activated the orthographic units corresponding to their targets to the same degree as did the phonological primes. Further analysis of these neighboring prime-target pairs revealed that a pattern consistent with phonological priming (i.e., more activation in target orthographic units produced by phonological primes than by graphemic controls) emerged only when phonological primes had fewer neighbors (and neighbors of lower frequency) than their matched graphemic controls. When graphemic controls had fewer neighbors (and neighbors of lower frequency) than their matched phonological primes, the effect was reversed (i.e., more activation in target orthographic units produced by graphemic controls than by phonological primes). We suggest that this pattern of data is the result of lateral inhibition in the orthographic lexicon: When primes activate many orthographic neighbors, those neighbors can inhibit the rise of activation in target orthographic units.
Simulation 2
The standard set of parameters for lexical decision in the DRC model showed no scope for simulating a phonological priming effect on lexical decision. It appears as if the orthographic aspects of primes (e.g., their orthographic similarity to targets, their neighborhood size) influenced both total activation and activation in target orthographic units too greatly relative to the phonological aspects of primes to result in a pattern of activation consistent with phonological priming. One likely explanation for the undesirably meagre influence of phonology in Simulation 1 is that phonological assembly operates in a serial left-to-right manner under the standard DRC parameterization. Indeed, nonlexical phonology is assembled letter by letter in the model (with 17 processing cycles intervening the computation of phonology for each letter), and does not even begin until Cycle 10 of processing. It thus takes a full 61 processing cycles to assemble the phonology of a 4-letter prime such as KAKE. Given this characterization, it is perhaps not so difficult to understand why phonology had such a limited influence on early visual word recognition in the model.
The aim of Simulation 2 was therefore to investigate whether a DRC model that assembles phonology more rapidly and in parallel provides any scope for simulating a fast phonological priming effect on lexical decision. Before proceeding, however, it should be noted that serial phonological assembly allows the standard DRC model to explain a number of effects on human reading aloud performance including the position of irregularity effect (Coltheart & Rastle, 1994; Rastle & Coltheart, 1999; Roberts, Rastle, Coltheart, & Besner, 2003) , the whammy effect (Rastle & Coltheart, 1998) , the position-sensitive Stroop effect (Bibi, Tzelgov, & Henik, 2000; Coltheart et al., 1999) , the onset effect on masked priming (Forster & Davis, 1991; Kinoshita, 2003) , the position of bivalence effect (Havelka & Rastle, 2005) and the length by lexicality interaction (Weekes, 1997; see Rastle & Coltheart, in press for a review). No model of reading that operates solely in parallel has been able to provide any account of this body of effects (Rastle & Coltheart, in press; Rastle, Harrington, Coltheart, & Palethorpe, 2000) . Thus, if this simulation of fast phonological priming is successful, then some other credible explanation for this substantial body of empirical effects would need to be developed.
Parameter set
Simulation 2 altered the standard set of parameters for lexical decision in two ways: (a) the GPC offset parameter (controlling the time at which the assembly of phonology begins) was changed from 10 cycles to 1 cycle; and (b) the GPC inter-letter interval parameter (controlling the time elapsed between the processing of each letter) was changed from 17 cycles to 1 cycle. Although these changes do not yield fully parallel assembly of phonology, they do provide a very close approximation. The implementation of the DRC model made publicly available by Coltheart et al. (2001) does not allow these two parameters to be set to 0 cycles.
Results
We carried out the analyses of total orthographic activation and of the activation of target orthographic units in the same manner as was reported in Simulation 1. Results again showed greater total orthographic activation produced by graphemic controls than by phonological primes, although this difference was not statistically significant at 25 cycles (M = À.0156, t (111) = À1.47), 50 cycles (M = À.1064, t (111) = À1.43), or 100 cycles (M = À.1744, t (111) = À1.57). Further, as in Simulation 1, results showed no difference in the extent to which phonological primes and graphemic controls activated target orthographic units at 25 cycles (M = À.0002, t < 1), 50 cycles (M = .0029, t < 1), or 100 cycles (M = .0253, t (111) = 1.31).
Discussion
Simulation 2 revealed that altering the DRC model such that it assembles phonology more rapidly and in a near-parallel manner produces no real benefit in terms of its ability to simulate a fast phonological priming effect. Phonological primes and graphemic controls yielded a statistically equivalent influence on both total orthographic activation and activation of target orthographic units. As in Simulation 1, we examined the cases in which phonological primes yielded more activation in target orthographic units than did graphemic controls. At 25 cycles, 10/112 items yielded this pattern; at 50 cycles, 18/112 items yielded this pattern; and at 100 cycles, 17/112 items yielded this pattern. Our analyses of these items revealed once again that the orthographic properties of primes determined their influence on target orthographic units. Primes produced activation in target orthographic units only when they were neighbors of their targets, and the direction of the priming effect (i.e., whether phonological primes or graphemic controls produced more activation in target orthographic units) depended upon the neighborhood sizes (or neighborhood frequencies) of the phonological primes and their matched graphemic controls.
Simulation 3
We found it surprising that the DRC model tested in Simulation 2 yielded so little improvement in the model's ability to capture phonological priming effects on lexical decision. To understand better the contribution that assembled phonology makes to the information from which visual lexical decisions are made in the DRC model (given the standard parameter values controlling the direct route to the orthographic lexicon), we conducted a third simulation in which we disabled the nonlexical phonological assembly procedure entirely. We did not, of course, expect to observe a pattern resembling a phonological priming effect under these conditions. Our purpose was simply to compare performance under these conditions with performance in Simulations 1 and 2.
Parameter set
Simulation 3 altered the standard set of parameters for lexical decision (i.e., those used in Simulation 1) by reducing the GPC excitation parameter from 0.055 to 0.00.
Results
We carried out the analyses of total orthographic activation and of the activation of target orthographic units in the same manner as was reported in Simulation 1. Results revealed greater total activation produced by graphemic controls than by phonological primes, although this difference was not significant at 25 cycles (M = À.0156, t (111) = À1.47), 50 cycles (M = À.1087, t (111) = À1.47), or 100 cycles (M = À.1576, t (111) = À1.43). Further, results showed no difference in the extent to which phonological primes and graphemic controls activated target orthographic units at 25 cycles (M = À.0002, t < 1), 50 cycles (M = .0003, t < 1), or 100 cycles (M = .0119, t < 1).
Discussion
As expected, Simulation 3 revealed no evidence for a pattern of activation consistent with a phonological priming effect. We examined the cases in which phonological primes yielded more activation in target orthographic units than did graphemic controls: At 25 cycles, 10/112 items yielded this pattern; at 50 cycles, 13/112 items yielded this pattern; and at 100 cycles, 11/112 items yielded this pattern. As in Simulations 1 and 2, these items were neighbors of their target words, and had fewer neighbors (and neighbors of lower frequency) than their matched graphemic controls.
By comparing Simulations 1-3, we can observe that given the standard parameters controlling the strength of the direct route from print to the orthographic lexicon, the assembly of phonological information makes only a miniscule contribution to the activation of orthographic lexical entries. The number of cases in which phonological primes yielded more activation in target orthographic units than did graphemic controls was only marginally greater in the model in which phonology was assembled rapidly and in a near-parallel manner than in the model in which phonology was not assembled at all. Instead, what determined the activation of target orthographic units was largely the orthographic characteristics of primes (e.g., their orthographic overlap with targets their neighborhood structures).
Simulation 4
Simulations 1-3 indicated that a simulation of phonological priming on lexical decision may not be achieved in the DRC model through simple alterations to the parameters controlling phonological assembly. Rather, more significant changes affecting the balance of the two pathways are needed. To be specific, we require a set of parameters that will not only substantially increase the contribution of assembled phonology to the activation of target orthographic units but also substantially decrease the influence of orthographic characteristics of primes (in particular, their orthographic similarity to targets) on the activation of target orthographic units. Simulation 4 tests the DRC model under a set of parameters that meets these criteria.
Parameter set
Following preliminary study of the influence of different parameter changes on the performance of the model, we made two fairly radical alterations to the set of parameters used in Simulation 2. First, to increase the contribution of assembled phonology to the activation of orthographic units, we increased the value of the parameter controlling excitation from phoneme units to phonological units from 0.04 to 0.30. Second, to enable phonological primes to activate orthographic units of nonneighboring targets, the parameter controlling inhibition from letter units to orthographic units was changed from À0.30 to À0.01 (i.e., this set of parameters virtually eliminates the inhibition from letter units to orthographic units). As in Simulation 2, the nonlexical route of this parameterization of the DRC model was set to operate in a rapid and near-parallel manner.
Results
We carried out the analyses of total orthographic activation and of the activation of target orthographic units in the same manner as was reported in Simulation 1. Results showed significantly greater total activation produced by graphemic controls than by phonological primes at 25 cycles (M = À.1777, t (111) = À3.40), 50 cycles (M = À.3273, t (111) = À4.45), and 100 cycles (M = À.4072, t (111) = À4.02). Conversely, results showed greater activation of target orthographic units by phonological primes than by graphemic controls at 50 cycles (M = .0477, t (111) = 4.03) and at 100 cycles (M = .1274, t (111) = 5.05), but not at 25 cycles (M = À.0028, t < 1).
Discussion
The parameter alterations in Simulation 4 enabled assembled phonology to play a greater role in the activation of target orthographic units than was the case in Simulations 1-3. In the analysis of target unit activation, Simulation 4 produced scope for a phonological priming effect (i.e., greater unit activation produced by phonological primes than by graphemic controls) at prime exposure durations of 50 cycles and 100 cycles. As in Simulations 1-3, we examined the cases in which phonological primes yielded more activation in target orthographic units than did graphemic controls: At 25 cycles, 30/112 items yielded this pattern; at 50 cycles, 49/112 items yielded this pattern; and at 100 cycles, 54/112 items yielded this pattern. As expected given our parameter changes, these cases were no longer restricted to instances in which phonological primes were orthographic neighbors of their targets.
Despite improvement in the analysis of target unit activation, however, the analysis of total orthographic activation in Simulation 4 was not so positive. Specifically, it appears as if the reduction in inhibition from letter units to orthographic units exacerbated the consequences of the marginal difference between graphemic controls and phonological primes in neighborhood size-yielding significantly greater total orthographic activation from graphemic controls than from phonological primes. Although we acknowledge that this is an undesirable outcome, we also posit that it is possible to construct a lexical decision rule that does not take into account total orthographic activation. For this reason, we focus in particular in Simulation 5 on improving the model's performance with regard to the analysis of the activation of target orthographic units.
Simulation 5
Simulation 4 revealed scope for simulating a phonological priming effect on lexical decision at prime exposure durations of 50 cycles and 100 cycles. At these time points, phonological primes yielded greater activation in target orthographic units than did graphemic controls. The purpose of Simulation 5 was to explore whether there is a parameter set that would enable to the model to support a fast phonological priming effect (i.e., whether greater activation of target orthographic units could be obtained from phonological primes than from graphemic controls at 25 cycles).
Parameter set
We adopted the parameter set used in Simulation 4 with one alteration: The parameter controlling the strength of GPC excitation was increased from 0.055 to 0.30. As in Simulations 2 and 4, the nonlexical route of this parameterization of the DRC model operates in a rapid and near-parallel manner.
Results
The analyses of total activation and of target orthographic unit activation were carried out in the same manner as in Simulation 1. As in Simulation 4, results showed significantly greater total orthographic activation produced by graphemic controls than by phonological primes at 25 cycles (M = À.2043, t (111) = À3.67), 50 cycles (M = À.2827, t (111) = À3.70), and 100 cycles (M = À.2592, t (111) = À2.51). Conversely, results showed significantly greater activation of target orthographic units by phonological primes than by graphemic controls at 25 cycles (M = .0037, t (111) = 2.30, p < .05), 50 cycles (M = .1211, t (111) = 7.56), and 100 cycles (M = .1725, t (111) = 5.89).
Discussion
Simulation 5 established that there is scope within the DRC model to produce a fast phonological priming effect on lexical decision, when the model is controlled by a parameter set in which (a) the assembly of phonology occurs rapidly and in a near-parallel manner; (b) the contribution of assembled phonology to the activation of orthographic lexical entries is strengthened substantially; and (c) the inhibition between letter representations and orthographic lexical entries is virtually eliminated. Under this parameterization, phonological primes yield greater activation in target orthographic units than do graphemic control primes, and do so relatively early in processing. These successes do come with a cost in terms of total orthographic activation, however, a cost which would have to be taken into account in the reformulation of any lexical decision rule.
Further analyses of the DRC model under this parameterization reveal another very serious cost: These alterations to the model leave it unable to read aloud exception words. The DRC model used in Simulation 5 was presented with the 88 exception words and the 88 matched regular words developed by Rastle and Coltheart (1999) for reading aloud. Though the model read aloud 85/88 regular words correctly, it read aloud 0/88 exception words correctly. These errors comprised regularizations (69/88; e.g., 'books'fi/buks/), lexicalizations (3/88; e.g., 'tsar'fi/tai/), and other kinds of error (16/88; e.g., 'aft'fi/aeaet/). Given the massive contribution of assembled phonology required to simulate fast phonological priming effects on lexical decision, it is not surprising that exception words pose such difficulty for the DRC model under this parameterization.
Simulation 6
These simulations leave us in a difficult position. On the one hand, the DRC model operating under the standard set of parameters for lexical decision (Simulation 1) does not come close to simulating fast phonological priming effects. On the other hand, the DRC parameterization that shows some scope for simulating fast phonological priming effects on lexical decision (Simulation 5) cannot correctly read aloud exception words. If our evaluation of the DRC model requires that it simulate fast phonological priming effects on lexical decision using a set of parameters that can also read aloud, then the model seems almost certainly false. An alternative approach would be to justify using the parameters developed in Simulation 5 for lexical decision while adopting the standard set of parameters (Coltheart et al., 2001; Rastle & Coltheart, 1999) for reading aloud. Indeed, Coltheart et al. (2001) used a parameter set for simulating lexical decision that differed very slightly (on a single parameter) from that used for reading aloud-justifying this small parameter change as a strategic response to the specific demands posed by the lexical decision task.
In Simulation 6, we investigated quantitatively whether we could offer a specific justification for adopting the parameter set used in Simulation 5 for lexical decision. Our logic was simple. We reasoned that the lexical decision task requires readers to discriminate between word and nonword stimuli. As such, any strategic variation in the parameters used for lexical decision should maximize-not minimize-the model's ability to perform this discrimination. If the parameters used in Simulation 5 are to be justified in terms of a strategic variation due to the demands posed by the lexical decision task, then words and nonwords should produce a larger difference in the sources of activation used to make a lexical decision when the model is controlled by the parameters used in Simulation 5 than when it is controlled by the standard parameters for reading aloud (Coltheart et al., 2001; Rastle & Coltheart, 1999) . We therefore presented two parameterizations of the DRC model with the 112 word targets and the 112 nonword targets used in Experiment 1, and monitored the two sources of activation currently used to make a lexical decision (i.e., the total activation of the orthographic lexicon and the maximum activation of any single unit; see Coltheart et al., 2001 ) for a 100 cycle period within each parameterization. If the parameters developed in Simulation 5 are to be justified for use in lexical decision on strategic grounds, then they should work to maximize the model's ability to discriminate between words and nonwords.
Parameter set
Simulation 6 compared the performance of two models: One controlled by the set of parameters developed in Simulation 5 and one controlled by the standard set of parameters used for reading aloud (Coltheart et al., 2001; Rastle & Coltheart, 1999) .
Results
Fig . 2 depicts the influence of target type (word or nonword) on the activation of information used to make a lexical decision when the model is running under (a) the parameters used in Simulation 5; and (b) the standard parameters for reading aloud.
A statistical analysis is not necessary to demonstrate that the DRC model's ability to discriminate between words and nonwords is seriously compromised under the parameter set adopted in Simulation 5.
Discussion
Simulation 5 yielded a parameter set that shows scope for producing a fast phonological priming effect. However, the DRC model running under that parameter set was totally unable to read aloud exception words correctly. In Simulation 6, we asked whether we could justify using the standard set of parameters for reading aloud (Coltheart et al., 2001; Rastle & Coltheart, 1999) and the set of parameters developed in Simulation 5 for lexical decision. This simulation was unambiguous. It revealed that the discrimination between word and nonword stimuli is far more difficult when the model is running under the parameters used in Simulation 5 than when it is running under the standard parameters for reading aloud. We therefore consider that adopting the parameters used in Simulation 5 could not be justified in terms of a strategic variation arising due to the demands of the lexical decision task. 
General discussion
The empirical and computational research reported in this article had two aims. Our first aim was to settle the empirical issue of whether or not there is a masked phonological priming effect on English visual word recognition. To meet this aim, we first conducted an exhaustive meta-analytic literature review that examined the evidence for these effects in each of the five experimental paradigms in which they have been studied. We followed our meta-analysis by conducting two new experiments, which investigated whether these effects emerge in the lexical decision task, and which addressed various methodological issues identified in our analysis of previous research. Our second aim was to contribute to a firmer assessment of the theoretical implications of masked phonological priming effects than has so far been possible. In particular, we wished to discover the extent to which these effects actually pose difficulties for weak phonological theories of visual word recognition. To meet this aim, we studied the DRC model of visual word recognition (Coltheart et al., 2001) in the context of masked phonological priming effects, under several parameterizations that varied the strength of the contribution of assembled phonology to the recognition process.
Masked phonological priming effects: Are they real?
In respect of our first aim, our meta-analytic literature review and the new experiments that we report not only demonstrate the reality of masked phonological priming effects, but also establish for the first time their size. Our analysis of the published literature revealed small but significant masked priming effects in all five of the paradigms in which these effects have been studied. This analysis revealed an effect in forward-masked perceptual identification averaging 9%, an effect in backward-masked perceptual identification averaging 4%, an effect in forward-masked reading aloud averaging 10 ms, an effect in forwardmasked lexical decision averaging 10 ms, and an effect in text reading averaging 8 ms. Effect-size calculations taking into account the magnitude and variability of the effect yielded r values (e.g., Rosnow & Rosenthal, 1996; Rosnow et al., 2000) of between .20 and .30, indicating a small-to medium-sized effect. Our own empirical work confirmed the existence of the phonological priming effect in forward-masked visual lexical decision. We observed a 13-ms effect (r = .40) when there was a correlation between the pseudohomophone status of the prime and the response (as there has been in previous studies). The effect persisted when this correlation was removed and when participants may have been biased against phonological recoding of the visual input-though the size of the effect was reduced, at 9 ms (r = .19). This dataset provides a benchmark for consideration in future computational modelling of visual word recognition. Given the low effect sizes that we observed in our own studies and in previous literature, we believe that the null effects cited in the introduction to this article (e.g., Coltheart & Woollams, unpublished; Forster & Mahoney, unpublished; Holyk & Pexman, 2004) were probably due to a lack of sufficient power.
These empirical findings enable us to make some important generalizations about the nature of visual word processing. First, our findings suggest that a phonological code is assembled quickly from the visual stimulus, and influences the recognition process from its earliest stages. Our findings also suggest that phonological assembly occurs without intention (i.e., under conditions in which the visual stimulus is consciously imperceptible) and, at least in the brief exposure conditions explored in our research, in a manner that is not subject to strategic control (i.e., it cannot be 'turned off' in response to the demands of the stimulus environment). Thus, our findings appear to vindicate claims by strong phonological theorists that phonological assembly is a process that operates rapidly and automatically. However, it is our position that neither our findings nor those of previous investigators (e.g., Drieghe & Brysbaert, 2002; Ferrand & Grainger, 1992; Lukatela & Turvey, 1994b; Xu & Perfetti, 1999) can be used to argue that phonological assembly is an obligatory component of visual word recognition. Such an argument could be lodged only on the basis of neuropsychological studies or intervention studies (e.g., transcranial magnetic stimulation) demonstrating that visual word recognition is impossible in the absence of phonological recoding.
Masked phonological priming effects: Do they matter?
Many leading researchers have argued that the characterization of phonological assembly provided by masked phonological priming effects, and supported by our own empirical investigation, is at odds with theories that consider visual word recognition to be a process that is driven primarily by the analysis of orthographic form (i.e., weak phonological theories). Thus, in respect of our second aim, we studied several parameterizations of the DRC model of visual word recognition (Coltheart et al., 2001) in the context of these effects. The DRC model posits that words are recognized (in e.g., lexical decision) on the basis of activation in orthographic lexical representations. Crucially, these representations are activated not only via direct input from letter-level representations but also via indirect input from a phonological assembly procedure (see Fig. 1 ). It is this indirect input that has been thought to provide a basis for simulating fast phonological priming effects on lexical decision (Coltheart & Rastle, 1994) .
The results of our simulations were unambiguous. These simulations demonstrated (a) that the DRC model running under the standard set of parameters for lexical decision shows no scope whatsoever for simulating our findings and (b) that alterations to the operation of the phonological assembly procedure (e.g., making it operate in a rapid and nearparallel manner) do not improve the situation. Further alterations to the model designed to (a) strengthen the contribution of the indirect phonological pathway to the activation of orthographic units and (b) weaken the influence of the orthographic characteristics of our stimuli on the activation of orthographic units yielded a parameter set that did show scope for simulating a fast phonological priming effect. However, these alterations were so radical that they rendered the model unable to read aloud exception words. Furthermore, these alterations could not be justified strategically with respect to the demands of the lexical decision task, since they impaired considerably the model's ability to perform that task (i.e., discriminate between words and nonwords). These simulations appear to indicate that, at least at the specific level of the DRC model, masked phonological priming effects do matter: Some aspect of the DRC model must be false. Exactly which aspect of the DRC model is falsified by these effects is an issue that we will return to in the following section.
The implications of masked phonological priming effects extend much further than the DRC model, however. Indeed, our simulations reveal that these effects present one half of a general dilemma that must be faced by any theory of English skilled reading. That dilemma is to account, simultaneously, for both the masked phonological priming effect on lexical decision and the correct reading aloud of irregular words. On the one hand, the degree of spelling-sound irregularity in English appears to require a phonological assembly procedure that is weak and that operates relatively slowly. If a phonological assembly procedure is too strong or operates too quickly, regularization errors will result (as demonstrated in Simulation 5). The indirect phonological pathway of the English DRC model under the standard parameterization is, in fact, so weak and must operate so slowly relative to the direct orthographic pathway that Ziegler et al. (2003) had to speed it up to simulate reading aloud adequately in the more spelling-sound regular French language. On the other hand, the existence of masked phonological priming effects appears to require a phonological assembly procedure that operates quickly and that is strong enough to make a substantial contribution to the activation of the lexical entries monitored in lexical decision (again, as demonstrated in Simulation 5).
Not surprisingly, theorists from weak phonological and strong phonological perspectives have to date focused on different aspects of this fundamental dilemma. Weak phonological theorists including the DRC modellers have paid particular attention to the problem of reading aloud irregular words, and have proposed to deal with the problem of masked phonological priming effects by doubting their empirical basis. The empirical contribution of this article demonstrates that these doubts cannot be sustained. Conversely, strong phonological theorists have paid particular attention to the problem of masked phonological priming effects, and have dealt with the problem of reading irregular words by proposing a procedure whereby the initial phonological representation is ''. . .shaped (whether serially or in parallel) through top-down lexical knowledge to yield a final correct pronunciation'' (Frost, 1998, p. 89) . Exactly how such a procedure is meant to operate has, however, never been described in any kind of detail; and there is no guarantee that it could even be implemented as a working computational model. To our knowledge, no weak or strong phonological theory has yet been proposed that postulates a phonological assembly procedure that is rapid and/or strong enough to influence the earliest stages of word recognition, but also slow and/or weak enough to retain the ability to read aloud English exception words correctly.
Reconciling weak and strong phonological theories
Our view is that bringing together the commitments from weak and strong phonological perspectives may provide a solution to this fundamental dilemma. Our starting point is the idea that phonological codes are generally regarded as far more stable and retrievable than orthographic codes, hence their importance in short-term memory (e.g., Baddeley, 1986) and in text reading (e.g., Brysbaert, Grondelaers, & Ratinckx, 2000; Rayner & Pollatsek, 1987) . Phonological representations also develop far earlier in life than reading begins, and thus provide an anchor onto which corresponding orthographic codes can develop (see Kello & Plaut, 2003, for discussion) . Despite the relative importance of phonological codes in the cognitive system, implemented models of skilled reading (e.g., Coltheart et al., 2001; Grainger & Jacobs, 1996) have generally assumed that visual word recognition (as indexed by the lexical decision task) is based on the analysis of orthographic codes. Neuropsychological research has certainly demonstrated that it is wholly possible to recognize words solely on the basis of an analysis of orthographic representations (see Coltheart, 2004 , for a review). However, we submit that it is not impossible that visual word recognition in normal skilled readers is based largely on an analysis of phonological representations. Could a theory that retained the commitment to direct orthographic and indirect phonological pathways, but that made lexical decisions on the basis of an analysis of phonological representations, provide a means of reconciling the dilemma outlined above?
To investigate this possibility, we conducted an additional simulation with the DRC model identical to that described in Simulation 1 (i.e., standard parameters for lexical decision; Coltheart et al., 2001) , except that we monitored the activation of target phonological units instead of target orthographic units in response to the phonological prime and graphemic control stimuli. This simulation revealed significantly greater activation produced in target phonological units by phonological primes than by graphemic controls at 50 cycles, t (111) = 2.05, p < .05, and at 100 cycles, t (111) = 3.74, p < .01. This outcome is considerably better than that achieved in Simulation 1, and indeed, is similar to that achieved in Simulation 4 following radical changes the model's parameters. 4 Mindful that further (though, we believe, relatively minor) parametric alterations are necessary to demonstrate the small but significant fast phonological priming effect found in human readers, we feel confident on the basis of this simulation in suggesting that masked phonological priming effects are problematic for the DRC model only with respect to its assumption that orthographic codes provide the sole basis for lexical decisions. On a more general note, the compromise approach that we have adopted in this simulation has come closer than any other theory to resolving the dilemma created by masked phonological priming effects in a language characterized by a substantial degree of spelling-sound irregularity.
One immediate objection to this approach is that lexical decisions based solely on information at a phonological level would not allow discrimination between words and pseudohomophones (e.g., brain versus brane). Indeed, it is exactly this problem that has required strong phonological theorists (e.g., Frost, 1998; Lukatela & Turvey, 1994a , 1994b to postulate a spelling check, presumed to follow the activation of lexical entries by the assembled phonological code. This objection is fallacious, however, because it misses the subtle point that in theories that postulate a direct orthographic pathway (such as the DRC model), the activation of phonological representations is already constrained by orthographic information. While 'brain' and 'brane' both activate the phonological unit for /braen/ via assembled phonology, only 'brain' activates the phonological unit for /braen/ via the direct orthographic pathway. The result is greater activation for the stimulus 'brain' than the stimulus 'brane' in the phonological unit /braen/.
To confirm this verbal description, we conducted a simulation with the DRC model running under the standard parameters for lexical decision, which was similar to Simulation 6. Two sources of phonological information-total activation in the phonological lexicon and maximum activation of any phonological unit-were monitored while the DRC model processed each of the 112 word targets and 112 pseudohomophone targets used in Experiment 2. The results of this simulation, shown in Fig. 3 , demonstrate clearly that activation in phonological lexical entries alone provides a reliable source of information with which to discriminate between words and pseudohomophones. Lexical decisions can be made solely on the basis of phonological information; and doing so in the context of a weak phonological architecture totally eliminates the need to propose an additional spelling check.
On the basis of these simulations, we submit that the recognition of printed words in lexical decision (and perhaps in other tasks too; e.g., perceptual identification) is based largely on the analysis of phonological representations, the activation of which is constrained by orthographic information.
Conclusions
The research in this article began with two investigators sitting on opposite sides of the fence separating weak phonological and strong phonological theories of visual word recognition. One of us had argued on the basis of reading aloud data (e.g., Havelka & Rastle, 2005; Rastle & Coltheart, 1999 ) that phonological assembly is a slow and serial process, but had not considered how such a process could be reconciled with masked phonological priming effects (the empirical basis of which she questioned; Coltheart et al., 2001) . The other of us had argued on the basis of masked phonological priming data (e.g., Brysbaert, 2001; Drieghe & Brysbaert, 2002 ) that phonological assembly is a rapid and automatic process in word recognition, but had not considered how such a process could be reconciled with reading aloud data. These divergent positions on the role of phonology in visual word recognition provide a good characterisation of the past 15 years of theoretical debate in this area. The empirical and computational investigations of masked phonological priming presented in this article led us to a new position, supported by simulations from an implemented model, which integrates these opposing perspectives in a relatively successful manner.
To end on a broader note, in considering the nature of debate in this area over the past 15 years, we have been struck by the fact that researchers too easily think in terms of yes or no distinctions (e.g., is there as masked phonological priming effect or not?) and do not realize how often they are making assumptions that are based on 'common sense' (e.g., that it is not possible to distinguish words and pseudohomophones on the basis of phonological information). If our research has any very general implications to impart, it is that the two of us could not have come to an agreement about the role of phonology in visual word recognition if we had not conducted a quantitative review of the literature, carried out new well-designed experiments, and evaluated our ideas in the context of a working computational model. 
