We show, in ZFC, that there are two groups of the same cardinality with nonhomeomorphic Bohr topologies.
Introduction
The Bohr compactiÿcation of an abelian group G is a compact group bG that contains G as a dense subgroup such that every homomorphism of G into a compact group K extends to a continuous homomorphism of the group bG in K. The Bohr topology of G is the topology induced by the Bohr compactiÿcation bG. This is precisely the initial topology on G with respect to the family of all homomorphisms of G into the circle group. The group G equipped with the Bohr topology will be denoted by G # [4] . We answer negatively the following question of van Douwen [3] . The groups in our counterexample are uncountable (see Theorem). A negative answer to this question in the countable case, based on di erent ideas, was given independently and around the same time by Kunen [6] .
For a natural m¿1 denote by Z m the cyclic group of order m; Ä will be a ÿxed cardinal number and G m will be the group of functions from Ä to Z m with ÿnite support (i.e., G m is the direct sum of Ä many copies of Z m ). We show that every continuous map G # 2 → G # 3 is constant on an inÿnite subset of G 2 hence, it cannot be a homeomorphism. Our proof is based on a combinatorial lemma (see [9; 10] ), that permits us to easily apply the elementary convergence properties of the groups G Of course, the theorem, as well as Kunen's paper [6] leave many open questions. For example:
Theorem. If Ä¿2
• is G # 2 homeomorphic to Z # when Ä is countable? • are Z # and Q # homeomorphic? It will be nice to study this phenomenon more deeply and classify, up to homeomorphism, all spaces G # with G discrete abelian group of a given cardinality (e.g., G = Z or G = G 2 ). It was proved recently by Comfort, HernÃ andez and Trigos-Arrieta [1, 2] that Q # and Z # × (Q=Z) # are homeomorphic.
Convergence in G # m
We use the convention that a ÿnite function from some ÿnite set F of ordinals in Ä into {1} (or into {1; 2}) is to be identiÿed with the function f from Ä into {0; 1} (or {0; 1; 2}) deÿned by f( ) = 0 when is not in F and by f( ) = ( ) otherwise. We set supp f = F. Since the image of every homomorphism of G m to the circle group is contained in Z m , a typical subbasic open set U around 0 in G # m is given by a function : Ä → m and is deÿned by U = {f ∈ G 2 : f = 0} where the multiplication is the inner product as vectors. The characteristic function Ä → m of a set A ⊆ Ä, will be denoted by A .
In the sequel, we consider doubletons ( ; ÿ) and four-element subsets ( ; ÿ; ; ) of Ä which will be identiÿed as above with elements of G 2 . In such a case we always assume that ¡ÿ and ¡ÿ¡ ¡ , respectively.
We begin with description of the nets of doubletons converging to 0 in G • for any A ⊂ Ä; there is d ∈ D such that for all d¿d ; either
Proof. It su ces to observe that a tail of the net S lies inside U A i a tail of the net consists of pairs whose ordinals are either both in A or both outside A.
Lemma 2. Let S = {( ; ÿ; ; )} be a net of four-element sets. If the corresponding nets ( ; ) and (ÿ; ) converge in the Bohr topology to 0; then the net S converges in the Bohr topology to 0.
Proof. It su ces to apply Lemma 1 noting that the Bohr topology is a group topology, and ( ; ÿ; ; ) = ( ; ÿ) + ( ; ).
Lemma 3. For every partition Z ∪ Z of ! into inÿnite disjoint subsets Z ; Z there are nets ( ; ÿ; ; ) such that 1: ; ∈ Z ; ÿ; ∈ Z and the corresponding nets ( ; ) and (ÿ; ) converge to 0 in G # 2 . 2: ; ∈ Z ; ÿ; ∈ Z and the corresponding nets ( ; ) and (ÿ; ) converge to 0 in G # 2 . 3: ; ÿ ∈ Z ; ; ∈ Z and the corresponding nets ( ; ÿ) and ( ; ) converge to 0 in G # 2 .
Proof. Just use ÿnite families F of sets A ⊂ ! ordered by inclusion as the index set D. Then, for any particular F, it is possible to choose inÿnite W ⊂ Z and W ⊂ Z so that each of W and W lie entirely inside or outside each A ∈ F. This can be easily proved by induction on |F|. Then for (1) choose ¡ÿ¡ ¡ for this particular F so that ; ∈ W and ÿ; ∈ W . This is possible since W and W are inÿnite. Now it is easy to check with Lemma 1 that the corresponding nets ( ; ) and (ÿ; ) converge to 0 in G Note that property (2) (all "cross-intersections" are empty) implies the weaker property "all supports supp m 
(2) Clearly, it su ces to consider the case of splitting in two nets. So we have to prove that if n d splits in 
The ÿnal part of (2) follows from (1).
Proof of Theorem
For n ∈ N we denote by [G 3 ] n the set of ÿnite functions in G 3 with support of size n. In particular, we set for completeness [G 3 ] 0 = {0} and [S] 0 = {0} when we refer to these sets as subsets of the groups G 2 and G 3 .
Deÿnition 7. Let S ⊆ Ä and let k; n;
Note that every constant function is standard (take k = 0 in (b)). The standard functions present a certain prototype of a "base" for continuous maps G Claim 8. Let n; n 1 ; n 2 ∈ N and let S ⊆ Ä be an inÿnite set:
n is standard and ( ) → 0 for some net in S; then vanishes.
are disjoint standard functions such that n ; ÿ = 1 ( ) + 2 (ÿ) → 0 for every net ( ; ÿ) converging to 0 in G # 2 ; then there exists a coÿnite subset S of S where 2 = − 1 .
Proof. (i) If n = 0 there is nothing to prove. Assume for a contradiction that n¿0. Hence ( ) = 0 for every ∈ S. Since is standard, the family ( ) must be weakly disjoint. Hence, Lemma 6 yields ( ) = 0 on a tail of the net -a contradiction.
(ii) If n 1 = n 2 = 0, then 1 = 2 = 0, so take S = S. Assume n 1 ¿0. Hence 1 ( ) = 0 for every ∈ S. This yields n 2 ¿0 too. Indeed, if 2 = 0 then 1 ( ) → 0 for a net ( ; ÿ) converging to 0 in G # 2 would imply 1 = 0 by (i), a contradiction. This proves that n 2 ¿0 too. Thus 2 ( ) = 0 for every ∈ S.
Let S = { ∈ S: 1 ( ) = − 2 ( )}. We show that S is ÿnite. Assume that S is inÿnite and take a net ( ; ÿ) in S converging to 0 in the Bohr topology. Let S = supp 1 ( ) ∪ supp 2 ( ). Then the family {S : ∈ S} is disjoint. Moreover, if ∈ S then 1 ( ) = − 2 ( ), so that either 1 ( ) = 2 ( ) or 1 ( ) and 2 ( ) are linearly independent over Z 3 since both they are non-zero. Therefore, for the subgroup H = 1 ( ); 2 ( ) of G 3 one can ÿnd a character : H → Z 3 such that ( 1 ( )) = ( 2 ( )) = 1. For ∈ S set = 0. Since the subgroups H form an independent family, there exists a character : H = H → Z 3 that extends all . Since H is a direct summand of G 3 , we can extend to a character of G 3 . Now (n ; ÿ ) = ( 1 ( ) + 2 (ÿ)) = 2 → 0 -a contradiction.
The resolving set and the Combinatorial Lemma
The key point of our proof is that the standard functions are also su cient to ensure that every function [Ä] 4 to [G 3 ] n can be spanned (in appropriate sense) in a sum of pairwise disjoint standard functions. To give a more precise meaning of this phenomenon we need the following deÿnition. for every ¡ÿ¡ ¡ in Z.
According to our convention, 0000 is a constant function.
The following combinatorial lemma ensures the existence of inÿnite resolving set.
Lemma 10 (Combinatorial Lemma). If Ä is countable and is any map from [Ä] 4 to
[G 3 ] n ; for some n ∈ N; then there is an inÿnite resolving set Z of .
The Combinatorial Lemma will be proved below, we give ÿrst the following important consequence. 
Proof of the Combinatorial Lemma 10
Probably this lemma is known in set theory (see [7] for a simpler version). Nevertheless, we give here a complete proof for maps from [Ä] 2 to G 3 (the case of maps
[Ä] 1 → G 3 trivially follows from the Delta-lemma [5] 
for every i; j = 1; 2; : : : ; n. This (symmetric) matrix describes the precise positions where the intersection of the n-tuples A = {a 1 ; : : : ; a n }, A = {a 1 ; : : : ; a n } occurs. Indeed, A ∩ A = ∅ i there exists 0¡s ≤ n and indices
such that a i = a j for = 1; 2; : : : ; s, i.e., i j (A; A ) = 1 for all = 1; 2; : : : ; s and all others are 0. Now take x¡y¡u¡v in Ä and consider the intersection between the n-tuples (x; y) and (u; v) making recourse to the above deÿned matrix. We consider di erent cases depending on the conÿguration of the two disjoint pairs (the arguments of ) in the quadruple (x; y; u; v):
(1) (x; y; u; v) = ( (x; y); (u; v)) ("disjoint" pairs); (2) (x; y; u; v) = ( (x; u); (y; v)) ("overlapping" pairs); (3) (x; y; u; v) = ( (x; v); (y; v)) ("nested" pairs).
These 3 matrices determine a 2 an inÿnite homogeneous set S 1 ⊆ Ä, where these three matrices are constant (i.e., all values ij ; ij ; ij depend only on the indices i; j, but not on the choice of the quadruple (x; y; u; v)).
Next, we consider all triples x¡y¡z in S 1 and deÿne analogously three matrices = ( ij ); = ( ij ) and = ( ij ):
(i) (x; y; z) = ( (x; y); (y; z)) (mixed pairs); (ii) (x; y; z) = ( (x; y); (x; z)) (pairs with the same ÿrst coordinate); (iii) (x; y; z) = ( (x; z); (y; z)) (pairs with the same second coordinate).
These 3 matrices determine a 2 Now we show that the non-zero entries in the matrices X; X ; X ; ; are placed on the diagonal, i.e., if some of the constants ij ; ij ; ij ; ij ; ij takes value 1, then necessarily i = j. Indeed, otherwise take three distinct pairs (x; y); (u; v), and (u ; v ) such that pairwise they are all in the same required conÿguration (1) - (3) or (ii) -(iii) depending on the matrix. Then we have a contradiction, since i (x; y) and j (x; y) are distinct coordinates of the same n-tuple (x; y). It should be noted here that the case ij = 1, with i = j, cannot be excluded, as it may occur (see (d) and Example 11 below). Now assume that ii = 1 for some i. Then i is constant on S. In fact, ÿx a pair (x 0 ; y 0 ) and set 0 = i (x 0 ; y 0 ). Obviously i (x; y) = i (x 0 ; y 0 ) = 0 for all pairs (x; y) that are "disjoint" with (x 0 ; y 0 ). In the general case, take a third pair (x ; y ) "disjoint" from both pairs (x; y) and (x 0 ; y 0 ). Then i (x; y) = i (x ; y ) = 0 is constant. This implies that also the entries ii ; ii ; ii ; ii ; ii in the remaining matrices have value 1.
Analogously, one proves that i is constant on [S] 2 whenever some of the constants ii ; ii ; ii is 1. In such a case the ii-entries of the remaining 5 matrices have value 1. This completely determines the matrices X; X and X .
Next assume that ii = ii = ii = ii = 0 and ii = 1. Then ii = 0. Indeed, if ii = 1, then i (x; z) = i (y; z) for all triples x¡y¡z. On the other hand, ii = 1 yields i (x; y) = i (x; z) for all triples x¡y¡z. This implies that i (x; y) = i (y; z), so ii = 1 -a contradiction. This proves also that the function x → i (x; y) is injective.
Analogously, ii = ii = ii = ii = 0 and ii = 1 yield ii = 0 and injectivity of the function y → i (x; y).
This deÿnes four sets of indices:
• I 00 = {i ∈ {1; 2; : : : ; n}:
• I 10 = {i ∈ {1; 2; : : : ; n}: ii = ii = ii = ii = ii = 0; ii = 1};
• I 01 = {i ∈ {1; 2; : : : ; n}: ii = ii = ii = ii = ii = 0; ii = 1};
• I 11 = {i ∈ {1; 2; : : : ; n}:
Note, that I 11 = {1; 2; : : : ; n}\(I 00 ∪ I 10 ∪ I 01 ). Furthermore, (a) for i ∈ I 10 the function x → i (x; y) is injective, (b) for i ∈ I 01 the function y → i (x; y) is injective, (c) for i ∈ I 11 the function (x; y) → i (x; y) is injective, (d) if ij = 1, then j ∈ I 10 and i ∈ I 01 (indeed, for every x¡y¡z and x ¡y¡z we have i (x ; y) = j (y; z) = i (x; y), so i ∈ I 01 , and j (y; z ) = i (x; y) = j (y; z) so j ∈ I 10 ).
Now take the maximal constant part (x; y) p I00 of the support of as "the root" of (x; y) and deÿne 00 (x; y) for every x¡y in S as the restriction of (x; y) to the root. Clearly, the support of the function 00 is constant, but the function itself need not be constant. Since there are only ÿnitely many functions with that ÿxed ÿnite domain, by a further application of Ramsey theorem we can get an inÿnite subset Z of S such that the function 00 is constant on [Z] 2 . Consequently, 00 is a standard function.
Deÿne the remaining ij analogously. (1) - (3) by their deÿnition. It remains to verify that the functions 10 ; 01 and 11 are standard. In order to do it for 10 observe that if supp 10 (x) ∩ supp 10 (y) = ∅ for some x = y, then there exists i; j ∈ I 10 and t; z such that i (x; t) = j (y; z). By (a) we may assume i = j. As is the only matrix that may have non-zero entries out of the diagonal, we conclude that ij = 1 occurs, that leads to a contradiction by (d). Hence, 10 is standard. Analogously, one checks that 01 and 11 are standard applying (b) and (c), respectively, along with (d). 
Proof of the main lemma
Since the functions ijkl have supports of uniform size, it is not restrictive to assume that Z has type !. For the same reason it su ces to ÿnd just one zero value of the function ijkl in order to conclude it vanishes on [Z] i+j+k+l .
First take a partition of Z into a union of inÿnite disjoint sets Z and Z as in Lemma 3. Now ÿnd a net ( ; ÿ; ; ) such that ; ∈ Z , ÿ; ∈ Z and the corresponding nets ( ; ) and (ÿ; ) converge to 0 in G holds for all ∈ Z 2 . Analogously, there exists a coÿnite subset Z 2 of Z such that (7) holds for every ∈ Z 2 . Now for the coÿnite subset
of Z clearly both (7) and (8) hold. From now on we shall work on Z 1 assuming for simplicity that Z 1 = Z, i.e., both (7) and (8) hold on Z.
Summing up (3) - (8), we see that we are left with ( ; ÿ; ; ) = s ( ; ÿ; ; ) + 1000 ( ) + 0100 (ÿ) − 1000 ( ) − 0100 ( ):
Step 4: In order to eliminate the remaining 2-variable functions, take a partition of Z into a union of inÿnite disjoint sets Z and Z and ÿnd a net ( ; ÿ; ; ) such that ; ∈ Z , ÿ; ∈ Z and the corresponding nets ( ; ) and (ÿ; ) converge to 0 in G # 2 , so that by an argument similar to that given in the proof of Lemma 2, the net ( ; ÿ; ; ) Bohr-converges to 0 in G 
Step 5: Now we are left with only one function 1000 of one variable. To ÿnish the proof take a partition of Z 0 into a union of inÿnite disjoint sets Z and Z and ÿnd a net ( ; ÿ; ; ) such that ; ÿ ∈ Z , ; ∈ Z and the corresponding nets ( ; ÿ) and ( ; ) converge to 0 in G # 2 , so that the net ( ; ÿ; ; ) Bohr-converges to 0 in G # 2 as before. By continuity, also ( ; ÿ; ; ) → 0. It is easy to check that one has a splitting as indicated in (11). Again by Lemma 6 we conclude that 1000 ( ) + 1000 (ÿ) → 0 when the net ( ; ÿ) converges to 0 in [Z ] 2 . By Claim 8 1000 ( ) = − 1000 ( ) must hold on a coÿnite subset of Z . Thus 2 1000 ( ) = 0 for coÿnitely many ∈ Z . This yields that 1000 vanishes on a coÿnite subset of Z , hence on Z. Therefore, ( ; ÿ; ; ) vanishes on [Z] 4 by (2) -(11).
