Abstract. Purpose: Quantitative image reconstruction in positron emission tomography (PET) requires an accurate attenuation map of the object under study for the purpose of attenuation correction. Current dual-modality PET/CT systems offer significant advantages over stand-alone PET, including decreased overall scanning time and increased accuracy in lesion localisation and detectability. However, the contamination of CT data with scattered radiation and misclassification of contrast medium with high-density bone in CT-based attenuation correction (CTAC) are known to generate artefacts in the attenuation map and thus the resulting PET images. The purpose of this work was to quantitatively measure the impact of scattered radiation and contrast medium on the accuracy of CTAC. Methods: Our recently developed MCNP4C-based Monte Carlo X-ray CT simulator for modelling both fan-and cone-beam CT scanners and the Eidolon dedicated 3D PET Monte Carlo simulator were used to generate realigned PET/CT data sets. The impact of X-ray scattered radiation on the accuracy of CTAC was investigated through simulation of a uniform cylindrical water phantom for both a commercial fan-beam multi-slice and a prototype cone-beam flat panel detector-based CT scanner. The influence of contrast medium was studied by simulation of a cylindrical phantom containing different concentrations of contrast medium. Moreover, an experimental study using an anthropomorphic striatal phantom was conducted for quantitative evaluation of errors arising from the presence of contrast medium by calculating the apparent recovery coefficient (ARC) in the presence of different concentrations of contrast medium. Results: The analysis of attenuation correction factors (ACFs) for the simulated cylindrical water phantom in both fan-and cone-beam CT scanners showed that the contamination of CT data with scattered radiation in the absence of scatter removal causes underestimation of the true ACFs, namely by 7.3% and 28.2% in the centre for the two geometries, respectively. The ARC was 190.7% for a cylindrical volume of interest located in the main chamber of the striatal phantom containing contrast medium corresponding to 2,000 Hounsfield units, whereas the ARC was overestimated by less than 5% for the main chamber and by ∼2% for the left/right putamen and caudate nucleus compared with the absence of contrast medium. Conclusion: Without X-ray scatter compensation, the visual artefacts and quantitative errors in flat panel detector-based cone-beam geometry are substantial and propagate cupping artefacts to PET images during CTAC. Likewise, contrast-enhanced CT images may create considerable artefacts during CTAC in regions containing high concentrations of contrast medium.
Introduction
Diagnosis, monitoring and follow-up in clinical oncology traditionally are based on high-resolution anatomical computed tomography (CT) images. In recent years, functional positron emission tomography (PET) imaging using dedicated radiopharmaceuticals has been recognised as an important imaging modality and adjunct to CT by virtue of its provision of complementary metabolic information. To overcome the challenges of aligning PET and CT images, which are acquired in different conditions, hybrid PET/CT units have been designed and have been commercially available since 2000 [1] . The PET/CT scanner combines premier technology from the two imaging modalities, making it possible to obtain both anatomical and functional information in a single procedure. PET/CT systems offer significant advantages over stand-alone PET, including decreased overall scanning time and increased accuracy in lesion localisation and detectability [2] . However, the use of CT images for attenuation correction of PET data is known to generate visible artefacts in the resulting PET images in some cases [3] . Several investigators have tried to characterise quantitatively the effect of physical and physiological parameters such as oral and intravenous contrast medium [4] [5] [6] [7] [8] [9] [10] [11] , metallic implants [12] [13] [14] [15] and respiratory motion [16, 17] on the accuracy of CT-based attenuation correction (CTAC) in PET. Likewise, the contamination of CT data with scattered radiation, which depends on the geometry of the CT scanner and the object under study, reduces reconstructed CT numbers [18] and introduces cupping artefacts in the reconstructed images [19] . This effect will be more pronounced in the next generation of CT scanners with flat panel detector-based cone-beam configurations, which are much less immune to scatter than fan-beam CT scanners [20] . The magnitude and spatial distribution of scattered radiation in X-ray CT for both fan-and conebeam geometries should be accurately quantified for optimisation of scanner design geometry and development of robust scatter correction techniques [21, 22] . This problem has been historically addressed by different groups in the context of using CT for quantitative measurements by means of experimental studies, mathematical modelling and Monte Carlo simulations for both fan- [18, [23] [24] [25] [26] [27] and cone-beam [20, 21, 28, 29] geometries. It should be noted that most published papers assessing the distribution of scattered radiation in the fanbeam geometry used either straightforward experimental measurements or in-house developed Monte Carlo simulators modelling old CT scanner technologies based on gaseous (xenon) detectors, whereas the characterisation of scattered radiation in current generation CT scanners with accurate modelling of single-and multi-row scintillation detectors technology has been addressed recently by our group [30] . In addition, to the best of our knowledge, assessment of the impact of scattered radiation in CT images on the accuracy of CTAC has not been undertaken previously, either in the fan-beam geometry with multi-row detector configuration or in the cone-beam geometry with flat panel detectors. It is worth emphasising that a limited number of studies have addressed the contribution of scattered radiation in radionuclide transmission scans for stand-alone PET systems [31, 32] . It has been shown that the acceptance of scattered radiation can be minimised by setting lower energy discriminator thresholds owing to the fact that PET detectors work in pulse mode [33] . Such a technique is impractical in X-ray CT imaging since the detectors operate in current mode.
Although diagnostic quality CT relies on the administration of oral or intravenous contrast agents to allow improved lesion delineation, the presence of positive contrast agents in dual-modality PET/CT systems significantly overestimates the attenuation map in some cases and may generate artefacts during CTAC [4, 5, 10, 11] . This is due to the high attenuation coefficient of these materials at the low effective energy of the corresponding X-ray spectra, which results in high CT numbers in the region of contrast agent accumulation through misclassification with high-density cortical bone [8] . Currently available algorithms for conversion from CT numbers to linear attenuation coefficients at 511 keV are based on the assumption that image contrast in the CT data is contributed by mixtures of air, soft tissue and bone [34] . The presence of contrast medium complicates this process since two regions that have the same image contrast may indeed have different compositions, for example contributed by bone and soft tissue in one case and iodine/barium contrast and soft tissue in another [2] . These artefacts are most severe in cases where the contrast medium is concentrated, for example in abdominal imaging after the patient swallows a bolus of oral contrast. In this case, the higher densities contributed by the oral contrast medium can lead to overestimation of the PET activity concentration [3] . The limited number of publications assessing the impact of contrast medium using phantom studies where the ground truth is known and their limitations in terms of the complexity of simulated shapes, usually restricted to simple uniform cylindrical phantoms [8, 9, 11] , spurred the research presented in this paper, where a more realistic anthropomorphic striatal phantom and accurate modelling of contrast medium through Monte Carlo simulations combined with partial volume correction for accurate quantitative analysis were used.
One can account for attenuation differences between iodine and bone by using a technique that generates a calibration curve for contrast media; for this purpose a method is employed that is similar to that referenced above for soft tissue and bone alone, where separate calibration curves are generated for each material (i.e. iodine vs bone) for different X-ray potentials used to acquire CT scans and for different photon energies [35] . Some investigators have proposed using image segmentation methods of converting CT numbers to attenuation coefficients that correctly scale contrast-enhanced CT images for intravenous [35] and oral [36] agents. In addition, other strategies including the acquisition of both pre-and post-contrast CT scans can be used to minimise possible artefacts contributed by the presence of contrast media when the CT scan is to be used as an attenuation map for correction of the PET data [1] . More recently, a segmented contrast correction (SCC) method was proposed by Nehmeh et al. [8] to correct for oral contrast medium artefact in CTAC PET images. This method was evaluated using both phantom and clinical studies and proved to accurately recover lesion size and uptake.
The aim of this study was to investigate the impact of X-ray scatter and contrast medium in CT images on the accuracy of CTAC at different levels, including raw data acquisition, attenuation maps, attenuation correction factors (ACFs) and reconstructed PET emission images, using dedicated X-ray CT [30] and 3D PET [37] Monte Carlo simulations combined with experimental phantom studies. Both commercially available fan-beam multi-slice and future generation cone-beam flat panel detector-based CT scanners were considered. For the latter, a hypothetical cone-beam CT mimicking the geometry of a prototype flat panel detector-based CT scanner [21] adjusted to the dimensions of large area panel PET detectors under development by CPS Innovations (Knoxville, TN, USA) [1] for next generation PET/CT systems was simulated. Moreover, the SCC method discussed above for oral contrast agents was extended and generalised for intravenous contrast medium.
Materials and methods

Monte Carlo simulations
The MCNP4C-based Monte Carlo X-ray CT simulator [30] was used for simulation of LightSpeed four-slice CT scanner (GE Healthcare Technologies, Waukesha, WI, USA) and cone-beam panel detectorbased CT scanner based on the geometry of a prototype flat panel detector-based CT scanner [21] modified to fit the size of LSO detector modules proposed for a flat panel-based PET scanner [1] for similar axial coverage. Full simulation of X-ray spectra, including tracking the electrons into the X-ray tube target for the calculation of bremsstrahlung and produced characteristic photons, was considered [38] . All photon interaction processes such as photoelectric absorption, incoherent and coherent scatterings as well as full primary and secondary electrons transport were considered during Monte Carlo simulations of X-ray CT since the MCNP4C code was run in E/P (electron and photon) mode. The collimator inside the detector housing (septa) in the LightSpeed scanner was accurately modelled through full photons transport inside the septa plates. It should be noted that antiscatter grids were not considered during simulation of the cone-beam geometry to replicate current prototype flat panel detector-based CT scanners [21] . After simulation of all views, a filtered backprojection reconstruction algorithm was used for image reconstruction of the simulated data sets. Likewise, the Eidolon 3D PET Monte Carlo simulator [37] was used to acquire emission data corresponding to the geometry of the ECAT ART PET scanner (CTI/ Siemens, Knoxville, TN, USA). Experimental and/or clinical validation of the PET and CT simulators has been described elsewhere [30, 37, 39] .
Experimental measurements
A polyethylene cylindrical phantom (250±0.5 mm diameter) containing 16 cylindrical holes (20±0.5 mm diameter) was constructed. Fourteen syringes were filled with a solution of K 2 HPO 4 and water with concentrations varying between 50 mg/cm 3 and 900 mg/cm 3 to simulate cortical bone with different densities. The prepared syringes and two additional syringes containing water and air were inserted into the polyethylene phantom's holes. Thereafter, the phantom was scanned using the LightSpeed four-slice CT scanner to calculate the calibration curve for conversion from CT numbers to linear attenuation coefficients at 511 keVaccording to the method proposed by Bai et al. [34] . The XCOM photon cross-section library [40] was used for calculation of the linear attenuation coefficients of the inserted solutions at 511 keV.
To investigate the effect of contrast medium on CTAC, experimental measurements of the anthropomorphic striatal phantom (Radiology Support Devices Inc., Long Beach, CA, USA) were performed. This phantom consists of four small cavities that can be filled independently and represent the left and right caudate and left and right putamen. In addition, there is a larger main chamber surrounding the four small cavities representing the rest of the brain. The main chamber itself is embedded in a bone-like structure representing the skull. This arrangement provides properties similar to the human head, suitable for mimicking PET studies of the presynaptic and postsynaptic dopaminergic system. For an activity concentration ratio of 1:8 between the main chamber and small cavities, 2.94 MBq of 18 F (in 0.9 ml, 0.9% NaCl) was diluted in distilled water. A total activity of 13.2 MBq 18 F diluted into 1.1 ml NaCl was filled into the main chamber. Subsequently, the main chamber was totally filled with distilled water. The fully 3D emission study lasted 25 min whereas the CT data of the same phantom were acquired using the Aquilion CT scanner (Toshiba Medical Systems Corporation, Tokyo, Japan) at 120 kVp and 240 mA.
Attenuation correction and image reconstruction
The reconstructed CT images (512×512 matrix size) were downsampled to 128×128 to match the resolution of PET images followed by Gaussian smoothing using a 6-mm kernel. The calculated bi-linear calibration curve was used to convert CT pixel values in Hounsfield units (HU) to an attenuation map (μmap) at 511 keV. The resulting μmap was forward projected according to the PET scanner geometry to generate ACFs. The ECAT 7.2.1 software was used for attenuation and scatter corrections and reconstruction of the emission data using the 3DRP reprojection algorithm with a maximum acceptance angle corresponding to 17 rings and a span of 7. The default parameters used in clinical routine were applied (ramp filter, cut-off frequency 0.35 cycles/pixel). The reconstructed images consist of 47 slices with 128×128 resolution and a voxel size set to 1.72×1.72×3.4 mm 3 .
Since the PET and CT data used in this study were acquired on separate PET and CT scanners, PET to CT image coregistration was performed using the commercial Hermes multi-modality fusion software (Nuclear Diagnostics AB, Stockholm, Sweden). In order to increase the accuracy of quantitative analysis of reconstructed PET images, correction for partial volume effect was performed using the popular geometric transfer matrix (GTM)-based method proposed by Rousset et al. [41] , which allows corrected estimates to be computed without a priori knowledge on any activity level. Figure 1 shows a flow chart describing the different steps of the study design.
Scattered radiation modelling
To evaluate the impact of scattered radiation on CT images during CTAC in both fan-beam multi-slice and cone-beam panel detectorbased CT, a cylindrical water phantom (200 mm diameter) was simulated for both geometries. Likewise, PET data of the same phantom with uniformly distributed activity of 18 F were simulated using Eidolon. The scatter contribution during the simulation of CT data was separated from the primary component using the surface source method implemented in the MCNP4C Monte Carlo code. In this method, a virtual plane is considered after the scatter medium (water phantom) and the direction, energy and history of each photon passing through this plane have been registered. In the next step, the scatter component is calculated by considering only photons which had at least one interaction before hitting this plane towards the detection system. The unscattered component is calculated using the same method by considering only photons which had no interaction before hitting the virtual plane. The beam-hardening effect was removed from the projections according to the method described by Kanamori et al. [18] to isolate its effects from scatter. The accuracy of beam-hardening removal was validated by comparing corrected profiles with those simulated using monoenergetic photons with the effective CT energy (72 keV for the LightSpeed CT scanner operated at 120 kVp). The latter was calculated using experimental measurements based on the method proposed by Bai et al. [34] . Scatter correction of the simulated CT data was not performed for either the fan-or the cone-beam geometry to allow the assessment of the impact of X-ray scatter on the accuracy of CTAC in the absence of antiscatter grids and robust scatter correction algorithms. However, the physical scatter rejection components (septa) always present in multi-slice CT scanners were accurately modelled during the simulation. Thereafter, the simulated primary and total (sum of primary and scattered photons) projections were reconstructed using a filtered backprojection algorithm.
To assess the differences between the energy-dependent scatter components when using X-ray CT and radionuclide-based transmission scanning at 511 keV (e.g. 68 Ga/ 68 Ge), the μmap was generated for both conditions, i.e. using the polyenergetic X-ray spectra and monoenergetic 511-keV photons as input to the Monte Carlo CT simulator. To avoid the effect of using different imaging geometries and source configurations, the projections were simulated for both energies using the same scanner (LightSpeed CT).
Contrast medium modelling
Two experiments were carried out to assess the impact of contrast medium on CTAC. Firstly, CT scans of a cylindrical water phantom (200 mm diameter) containing a centred cylinder (50 mm diameter) filled with different concentrations of iohexol (Omnipaque 350, Nycomed, Princeton, NJ, USA) were simulated. Iodine concentrations of 0.7 mg/cm 3 , 3.5 mg/cm 3 , 7 mg/cm 3 and 70 mg/cm 3 were considered for simulation of contrast agent solution (dilution of 1:500, 1:100, 1:50 and 1:5 of iohexol, respectively). This simple configuration aims to emulate typical concentrations of oral contrast media in the colon in clinical studies. Iohexol contrast media was used as reference to validate simulated CT images by comparison with similar published experimentally measured CT numbers [9] for the chosen concentrations. Thereafter, the reconstructed CT images were used for attenuation correction of the equivalently simulated PET data sets.
In the second experiment, CT images of the anthropomorphic striatal phantom were modified by inserting a cylindrical region (20 mm diameter) in the main chamber to simulate the presence of positive contrast agents with various concentrations corresponding to CT numbers of 50, 100, 200, 500, 1,000, 1,500 and 2,000 HU. This choice was motivated by the consideration that in clinical studies, CT numbers for regions where the contrast medium is concentrated can range from a few HU to the maximum CT number (∼4,000 HU), depending on the contrast medium concentration [8] . Thereafter, the resultant CTAC μmap was calculated and used for attenuation correction of emission data. To correct artefacts caused by contrast media in the modified striatal phantom images, the SCC method originally proposed by Nehmeh et al. [8] for oral contrast agents was extended and generalised to intravenous contrast agents. In this method, the CT numbers of pixels belonging to the region containing contrast medium are substituted with their equivalent effective bone CT numbers since the commonly used bi-linear calibration curve is calculated based on the assumption that positive CT numbers are contributed by a mixture of tissue and bone. The related bi-linear calibration curve was calculated for the Aquilion CT scanner using different concentrations of intravenous contrast agent. Figure 2 shows Monte Carlo simulated scatter profiles for the cylindrical water phantom (200 mm diameter) calculated for CT (X-ray spectra, 120 kVp) and PET (511 keV) energies. A total number of 1.9×10 9 photons was simulated. The fan-beam angle was adjusted to cover the water phantom in order to increase the simulation efficiency. The magnitude and spatial distribution of the scatter component for the X-ray spectra is quite different from the scatter component at 511 keV owing to the difference in terms of dominations by photoelectric and Compton interactions occurring in different energy ranges, which might preclude application of scatter correction algorithms developed for radionuclide transmission scanning to CT data even with appropriate rescaling [42] .
Monte Carlo simulations
Results
Impact of scattered radiation
The comparison of simulated attenuation profiles for primary and total projection data of the cylindrical water phantom in both fan-and cone-beam CT geometries is shown in Fig. 3a .
. The underestimation of attenuation profiles for the cone-beam geometry is the consequence of a substantial contribution of scattered radiation. The central profile of the corresponding reconstructed CT images is shown in Fig. 3b . The typical cupping artefact apparent on the reconstructed images for the cone-beam geometry illustrates the important influence of scattered radiation on the quality of reconstructed CT images. It should be noted that the effect of beam hardening was removed from the profiles before reconstruction [18] . The central profile of the corresponding CTAC-based μmap of the cylindrical water phantom at monoenergetic 511-keV photons is shown in Fig. 3c ). Figure 3d compares central profiles (view 23/47) of ACFs computed using calculated AC (CAC) based on the theoretical value of the linear attenuation coefficient of 511-keV photons in water and the generated μmaps using CTAC. The maximum ACF in the central part is 7.73, 7.64, 7.18 and 5.55 when using CAC and CTAC primary, total fan-beam and total cone-beam, respectively. This reveals that the contamination of CT data with scattered radiation in the absence of scatter removal causes underestimation of the true ACFs in the centre of the cylindrical phantom by 7.3% and 28.2% for fan-beam and total cone-beam geometries, respectively.
The reconstructed images after attenuation correction of simulated emission data using the ACF sinograms calculated with different methods are shown in Fig. 4a . Figure 4b shows central profiles of activity concentration from the reconstructed images. The average relative difference between the profiles drawn on images reconstructed using the different methods for deriving the CTbased attenuation map and CAC serving as gold standard is 1.58%, 7.98% and 30.18%, respectively.
Impact of contrast medium
As an illustration of the effect of the presence of positive contrast medium in a circular region located at the centre of a water-filled cylinder, Figs. 5a and 5b show Monte Carlo generated attenuation profiles and scatter to primary ratios (SPR) using different concentrations of contrast medium for both X-ray spectra and 511 keV. The attenuation profiles illustrate the significant difference in photon attenuation by contrast media between the two energies. The SPR is a good indicator of the scatter component's magnitude in the acquired data. The corresponding central profiles of the derived μmaps from reconstructed images and computed ACFs in both energies and for two extreme cases of iodine concentration (maximum of 70 mg/cm 3 and minimum of 0.7 mg/cm 3 ) are also shown (Fig. 5c-f) to illustrate the impact of using contrast media on generated μmaps and ACFs. The computed ACF sinograms were used for attenuation correction of simulated emission data. Figure 6 illustrates the μmaps and corresponding reconstructed emission images corrected for attenuation using CTAC (Fig. 6a) and 511 keV-based simulations (Fig. 6b) for different concentrations of iodine. The relative percentage difference between central profiles of the PET images is shown in Fig. 6c . As expected, the difference is increased by increasing the concentration of contrast medium. The simulated attenuation profiles for both energies are further validated by comparing average CT numbers in the contrast region of the uniform cylindrical phantom with published experimentally measured values [9] and theoretical linear attenuation coefficients computed using the XCOM photon cross-section library [40] at 511 keV (Table 1) . Figure 7a shows μmaps resulting from the conversion of CT images of the RSD striatal phantom modified by inserting positive contrast medium in a cylindrical region (20 mm diameter) in the main chamber containing different concentrations of contrast medium. The corresponding emission data corrected for attenuation using the generated μmaps and reconstructed using a filtered backprojection algorithm are also shown (Fig. 7b) . Figure 7c illustrates the overestimation of activity concentration in the region containing contrast medium on horizontal profiles drawn at the level of this region. A more rigorous quantitative measure of the effect of contrast medium is also given in Table 2 , which shows the apparent recovery coefficients (ARCs) calculated for six different regions in the RSD striatal phantom after partial volume correction using the GTM-based method [41] . The ARC represents the apparent (observed or partial volume corrected) regional radioactivity concentration to true activity ratio. The segmented contrast correction (SCC) method proposed by Nehmeh et al. [8] was extended for intravenous contrast medium using calculated calibration curves for both bone-water and intravenous contrast medium-water assumptions (Fig. 8a) . Thereafter, the SCC algorithm was applied to the μmap corresponding to the maximum concentration of contrast medium (2,000 HU) (Fig. 7a) . Figure 8b shows the μmaps and reconstructed images before and after correction using a priori knowledge of the presence of contrast medium. The ARCs after partial volume correction in the region containing contrast medium before and after applying the SCC algorithm are 190.7% and 115.8%, respectively. It should be noted that the ARC in the same region in the absence of contrast medium is 109.9%, which could be explained in part by neglecting the scatter component during the derivation of calibration curves and application of the CTAC procedure. 
Discussion
PET/CT has now emerged as an important and costeffective method of performing anatomical-functional correlations in a way that improves patient management. The adoption of this technology has been rapid, and it is anticipated that the next phase of PET/CT will likely combine 3-D PET with volumetric cone-beam CT. This study revealed that the contamination of CT data with scattered radiation could generate some additional uncertainties during quantitative analysis of PET images when using CTAC if the CT images are not corrected for scatter [42] . The magnitude of propagated errors resulting from the contribution of scatter in CT images depends on the object size and its chemical composition and, more importantly, on the geometry of the CT scanner. The scatter component in the next generation of cone-beam CT scanners based on flat panel detector geometry is significant and should be addressed to keep technology moving forward. The detailed scatter characterisation made possible through simulation further asserts that the ideal research tool for scatter modelling and evaluation of scatter correction strategies is the Monte Carlo method. The latter approach gives further insight and might offer a possible correction procedure analogous to approaches reported for PET [39] .
The bell shape of the scatter profile at 511 keV (Fig. 2 ) is due to the fact that the dominant interaction in this energy is Compton forward scattering. The higher value in the centre of the profile is the consequence of increased probability of Compton scattering with increasing attenuation length in the central area of the cylindrical water phantom. The two peaks visible on the scatter profile at CT energy are the result of an increase in the transmission probability of scattered photons with decreasing attenuation length at the edges of the water phantom. It is worth emphasising that the lower number of scattered photons in the centre of the profile for the CT energy is the result of either photoelectric absorption of incoming photons before undergoing Compton or coherent scattering or their absorption after scattering. Although the amplitude of the scatter profile for 511 keV is higher, the acceptance of scattered photons in conventional radionuclide transmission scanning can be minimised by setting an appropriate energy discrimination window to reject scattered photons [33] .
The underestimation of attenuation profiles for the cone-beam geometry is due to the high contamination of projection data with scattered radiation (Fig. 3) . The magnitude of this contamination is rather small for the fanbeam geometry owing to the fact that scattered photons are either absorbed in septa plates placed between the detector elements or do not hit the detector elements because of the limited detector aperture in the z-axis (4 cm in multi-slice scanners). The underestimation of attenuation profiles reduces CT numbers in the central area of reconstructed images and creates cupping artefacts. Consequently, cupping artefacts in CT images will result in the underestimation of linear attenuation coefficients in the central area of μmaps generated using CTAC and thus the ACFs to be used for attenuation correction of the emission data. The underestimation of ACFs will induce underestimation of activity concentration in the central area of PET images (Fig. 4) . In this study, the magnitude of the scatter component in both commercial multi-slice and prototype flat panel detector geometries was assessed. Moreover, the contribution of scattered radiation during CTAC of PET images was quantified and used to identify correction strategies for better management of deleterious scatter effect, especially for the new generation of flat panel detector-based cone-beam CT scanners that may be combined with future generation panel-based PET scanners [1] to bring in a new design for large axial field of view PET/CT.
The effects related to the use of contrast media are likely the same for current PET/CT systems compared with those that would be obtained with volumetric CT imaging chains. Several articles have reported perturbations contributed by iodinated contrast media in PET/CT studies [4] [5] [6] [7] [8] [9] [10] [11] . However, in a realistic clinical setting, these perturbations appear to have a relatively minor impact on diagnostic interpretation. In addition, challenges introduced by the use of contrast media certainly have not impeded the clinical adoption of PET/CT. The impact of the presence of positive contrast agents on the accuracy of CTAC was investigated in both the effective energy of the X-ray tube and monoenergetic 511-keV photons at the level of CT images, resulting μmaps, ACF sinograms and finally the reconstructed emission images (Fig. 5) . The first objective was reached through Monte Carlo simulations to confirm that the behaviour of contrast medium with respect to photon absorption and scattering is completely different between CT and 511-keV energies. The remaining experiments aimed to study the impact of contrast medium quantitatively by calculating ARCs in different regions of the RSD striatal phantom corrected for attenuation using CTAC for different concentrations of contrast medium ( Table 2) . The difference between attenuation profiles for different concentrations of contrast medium at CT energy (120 kVp) and 511 keV is due to the difference between the photon interaction cross-sections at these energy ranges (Fig. 5a) . The difference between attenuation profiles calculated at 511 keV for different concentrations of contrast medium is insignificant whereas there is a significant difference between attenuation profiles calculated at CT energy. The high value of SPR in the region containing contrast medium at CT energy (Fig. 5b) is due to the high absorption of primary photons by the contrast medium since the scatter distribution is approximately uniform. The curvature of SPR at 511 keV is due to the variable transmission probability of primary photons, which depends on the angle-dependent pathlength of attenuating media. It should be noted that the presence of contrast medium in the central area of the phantom has a negligible impact on the SPR profile at 511 keV while its effect is significant at CT energy. The difference between μmaps and ACF sinograms generated using simulated CT images at CT energy and 511 keV (Fig. 5c-f) for minimum (0.7 mg/cm 3 iodine) and maximum (70 mg/cm 3 iodine) concentrations of contrast medium is a nice illustration of extreme imaging conditions and the propagation of errors in attenuation correction factors to the emission data during attenuation compensation (Fig. 6 ). The overestimation of activity concentration in the central area of PET images corrected using μmaps derived at CT energies (Fig. 6a) is due to overestimation of ACFs in the related region whereas the effect of contrast medium at 511 keV is negligible (Fig. 6b) , even with the highest concentration of iodine (70 mg/cm 3 ). The same observations were made using the RSD striatal phantom's data corrected for attenuation using CTAC for different concentrations of contrast medium in a cylindrical region (Fig. 7) . The overestimation of activity in the cylindrical region is significant when using a high concentration of contrast medium (90% for 2,000 HU). However, it produces a negligible effect on the remotely located brain regions, namely less than 2% for the small regions (left putamen, right putamen, left caudate nucleus, right caudate nucleus) and 6% in the main chamber ( Table 2) .
The SCC algorithm proposed by Nehmeh et al. [8] for correction of oral contrast agents was extended for intravenous contrast agents using suitable calibration curves calculated for related materials (Fig. 8a) . In this approach, the CT numbers of pixels belonging to the contrast medium region are substituted with their equivalent effective bone CT numbers (Fig. 8b) . The SCC algorithm is efficient but still limited to simple shapes reflecting the spatial distribution of contrast medium. For wider applicability, the algorithm needs to be improved by developing an automatic segmentation algorithm for classification of irregular shapes of regions containing contrast medium usually found in clinical studies.
Consistent with other studies, it was observed that the presence of contrast medium (oral or intravenous) in CT images can be misclassified with high bone density and can result in building an incorrect μmap [3] . Subsequently, this misclassification and overestimation of attenuation coefficients results in overestimation of the activity concentration in the region containing a high concentration of contrast medium. The issue of whether the use of contrast medium in dual-modality PET/CT scanning produces medically significant artefacts is still controversial, with some studies corroborating [5, 6, 10, 11] and others contradicting [8, 9, 43] the fact that the presence of contrast medium can be a source of errors and artefacts when the CT data are used for attenuation correction of PET images. The quantification of a lower concentration threshold below which the use of contrast medium is risk free proved to be a difficult task. The optimal quantity and route of administration of contrast medium and potential correction schemes are still open questions which require further research and development efforts.
Conclusion
The impact of contrast medium and X-ray scatter in CT images on the accuracy of CTAC in PET was studied using Monte Carlo simulations combined with experimental phantom studies. The latter aspect has not been addressed previously to the best of our knowledge. The contribution of X-ray scatter during the CTAC procedure was quantified for commercially available fan-beam multi-slice CT and prototype large area flat panel detector-based cone-beam CT scanners. The magnitude of scatter in CT images for the cone-beam geometry is significant and might create cupping artefacts in reconstructed PET images during CTAC; while its effect is small for current generation multi-slice fan-beam CT scanners using septa between detector elements, it should preferably be corrected during CT reconstruction to avoid quantification bias. These results substantiate the important role of antiscatter collimation and robust scatter correction algorithms which certainly will be implemented in future generation flat panel-based PET/CT scanners when used for quantitative measurements. Contrast-enhanced CT images may create visible artefacts in regions containing high concentrations of contrast medium. This study reports results from a limited set of computer simulations of realistic PET and CT systems combined with experimental measurements using validated techniques. Further research using experimentally measured whole-body dynamic anthropomorphic phantoms on operational PET/CT systems (64-slice CT) to be installed in our department with a broader range of contrast medium concentrations, as well as more realistic geometries and sizes of the opacified structures representative of those imaged in clinical settings, is guaranteed.
