ABSTRACT
INTRODUCTION
Estimation of the possibility of predicting future values of a time series is an important problem in the analysis of financial time series [1] . This problem is applicable in econophysics [2] and, in particular, in the forecast of financial markets [2, 3] . In the present paper, the following version of the problem is examined:
A set of time series is specified. Find time series with the "highest" possibility of predicting future values in this set.
The principal method of the study of the time series prediction problem is the use of correlation functions that allow evaluating the possibility of linear prediction of future values of a time series. Thereby, the gaussianity of distribution and the linearity of correlations are assumed. Rather often, these conditions do not hold for financial time series [1, 4] . In the present paper, functions of normalized mutual information are used for the analysis of the predictability of financial time series. It allowed to refuse any restrictions on distributions and correlations.
The possibility of using information functions for the analysis of time series was first noted in [5] . Functions of mutual information were used for the analysis in [1, 6, 7] . However, mutual information is an unnormalized value, and it is impossible to compare mutual information functions of different time series. Therefore, in the present paper, normalized mutual information is a measure of coupling between two time series. On the one hand, this measure allows the estimation of nonlinear correlations between time series, and on the other, the comparison of functions of normalized mutual information of different time series. Normalized mutual information has been applied with significant results in various fields of medicine [8] [9, 10, 11] . The approach was proposed earlier [9] , as described in the monograph [12] . Using the method described in the present paper, a time series with the highest assessment of the possibility of future values prediction has been chosen from time series with the parameter "Change" of all companies of Tel Aviv 25 stock exchange. An approach to the clustering of financial time series similar to that described in the present paper is presented in [13] . Predictability estimation of financial markets also was carried out using statistical methods [14, 15] , wavelet analysis [16] and fractals [17] .
ANALYSIS ALGORITHM
The analysis algorithm consists of four procedures:
-discretization of time series values; -construction of a normalized mutual information function matrix; -ranking of columns of the normalized mutual information function matrix; -application of multiple comparisons method.
Discretization of Time Series Values
We transform a time series
,... ,..., 
Construction of normalized mutual information function
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Ranking of Columns of Normalized Mutual Information Function Matrix
Each row of 
Application of Multiple Comparisons Method
We compare rank sums using the Newman-Keuls test [22] . The application of this test allows us to obtain an estimation adequate to the problem content. This test is successfully used for the analysis of biomedical data [22, 23, 24] and clustering financial time series [13] .
PREDICTABILITY ESTIMATION OF TEL AVIV 25 STOCK EXCHANGE COMPANIES
We perform the predictability estimation of Tel-Aviv 25 stock exchange companies. Obviously, similar estimates can be also performed for other markets. The importance of such estimation is noted in [2] . The complexity of this problem consists in the fact that the financial time series contain nonlinearities [4] . , and the value of each series is the parameter "Change". Thus, we have 25 time series, and each series contains 374 elements. We carry out, step by step, the four procedures mentioned in the previous section.
1. The discretization rule is as follows [19] :
Having performed the discretization, we obtain a set of time series 2. Then we compute the matrix of normalized mutual information functions - Table 1 . , where R j and R j+1 are elements of the column "Sum of ranks" in the j-th and (j+1)-th rows of Table 3 , respectively. By multiple comparisons, we construct the predictability estimation shown in Table 3 .
The obtained predictability estimation possesses the following properties: for two neighboring sets of Table 3 , the smallest element of one set and the greatest element of another located nearby are significantly different ( T  
CONCLUSION
The analysis of financial time series based on the functions of normalized mutual information allows predictability assessment without the assumptions of gaussianity and linearity. The use of these functions also allows us to compare the predictabilities of different time series. At present, there are no such advanced prediction methods for the functions of normalized mutual information as for the analysis based on correlation functions. The development of prediction methods for time series analysis based on the functions of normalized mutual information should become an object of further research.
