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Various matroidal models for the solvability of active linear networks are described in a 
uni&d way and compared with one another. One of the conclusions is that different authors 
used the concept of “generality” in different ways and their methods are not equivalent. 
Another conclusion is that some of the seemingly equivalent da& s!ructures can be better for 
storing the models of the network devices in a computer. Finally, a hierarchy of network 
devices is introduced from this point of view. The classes of this hierarchy are proved to be 
dizrzcterized by transversal and fundamental transversal matroids. 
The solvability of active linear networks is a practical problem of computer 
aided network design. Unless having a prior (essentially combinatorial) check of 
the unique solvability of the given network, purely numerical methods might lead 
to absurd results if the given network is sin@ar (for example, due to inadequate 
modelling assumptions or simply due to input errors). In the last five years several 
papers [6,7,11-141 were published for this task, using mainly matroid theory. 
Since all these papers claimed to give necessary and sufficient conditions for the 
unique solvability, one might think that their methods are equivalent - however, 
their direct comparision was difEcult due to the very different notations, terminol- 
ogy etc. 
The first aim of the present paper is to give a brief, unified description of these 
models, with some indications on the proof of the results. (The authors try to 
present the material in such a way that Theorems 2-4 are nearly trivial conse- 
quences uf the previous remarks.) Next, their comparison will emphasize some 
differences among them (roughly speaking, their conditions, though necessary and 
sufficient each, refer to different classes of networks, hence they are still not 
equivalent.) Finally, we consider this classification of the networks and give 
matroidal characterization of the hierarchy classes. 
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1. The engineerhg problem 
A network is an interconnection of various devices. In the present paper 
n-ports, described by systems of equations like 
A,a+Azi=O, (1) 
are considered as the only type of devices. Here AI and AZ are n x n matrices 
with r[A, 1 AJ = n, and u = (u,, u2, . . . , u,,)~, i = (i], i2, l . . , t)T. Fig. 1 shojvs three 
typical examples: an (Ohmic) resistor, an ideal transformer and a gyrator. 
A network is uniquely solvable (regular) if all the voltages ul, u2,. . . and 
currents iI, i2, . . . of all the devices are uniquely determined by the n-port 
equations (1) and by the Kirchhoff voltage and current laws. Otherwise the 
network is called singular. 
Remark 1. These n-ports are called lumped, linear memoryless homogeneous 
n-ports. The first two restrictions are essential, the last two ones are for brevity 
and notational convenience only. The interested reader is referred to [6,7, U-14] 
for networks containing devices with memory (capacitors and inductors). Actual 
network equations are ordinarily not homogeneous, i.e. they have non-zero 
right-hand side, d:re to the intervention of independent voltage sources and 
current sources. However, as far as the existence and the unicity of solution are 
concerned, we have only to consider the corresponding homogeneous equations, 
which, physically, means that independent voltage and current sources are re- 
moved by short-circuiting and open-circuiting, respectively. 
Remark 2. The n-port is the set of admissible pairs (a, i) subject to (l), rather 
than the matrix [A1 1 A2]. Hence, network theorists do not distinguish between 
two n-ports if their matrix descriptions are different but their set of admissible 
pairs are the same. 
Rmatk 3. Since $A, 1 A2]= FE, one can choose II independent columns which 
form an n x n nonsingular submatrix X while the other n columns form Y. If the 
n-port has to be stored in the data bank of a computer, then one may be tempted 
to store the n x n matrix X-‘Y rather than the 2n x n matrix [A, 1 A2]. This is 
correct in view of Remark 2, but can cause difficulties, see Section 6. 
Fig. 1. 
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Fig. 2. 
The interconnection of these devices are given by the network graph (whose 
edges represent he ports of the component n-ports). For example, Fig. 2 shows a 
network with two l-ports and two 2-ports, and its network graph. 
Remark 4. The properties of the network are not uniquely determined even by 
the network graph and the n-port equations together. For example short circuits 
inside the n-ports do not necessarily modify their equations, like in case of the 
2-ports on Figs. 3b and 3c which have the same equations 
but the network of Fig. 3a (containing the Seal transformer of Fig. lb with port 
edges 3, 4) is sing&r if the 2-port of Fig. 3c is applied (since the currents i3, i4 
are not uniquely determined) but nonsir_wlar for the 2-port of Fig. 3b. Hence, in 
order to make our problem mathemat::ally correct, we need further assumptions. 
For example terminal nodes of an n *port must not have internal connections. 
If the network graph G has e edges then the solvability problem has 2e 
unknown quantities (viz. the voltages ul, u2, . . . , u, and the currents il, i2, i) l *=9 e
with 2e equations, relating these quantities as follows. All the equations of form 
(1) can be collected into a single one 
where A is block-diagonal (apart from some permutations of the columns) with e 
linearly independent rows; while the other equations are KirchhotI’s laws, caused 
by the interconnection and given by 
Mu *, . . ., ~c,)~=O; Q(il,. . . , ie)T=O 
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where B and Q are the edge-circuit and the edge-cutset incidence matrices of G, 
respectively. Since t(Q) = v - 1 and r(B) = e - v + 1 (if G is connected and v 
denotes the number of vertices of G), we may suppose that the total system of 
equations is of the form 
where 
is a 2e X 2e matrix. 
Of course, the nehvork is uniquely solvable if and only if r(N) = 2e, but this 
condition can hardly be checked by standard numerical methods of linear algebra, 
since N may be large and round-off errors may lead to qualitative changes. Both 
types of methods to be described below use combinatorial methods (and O-1 
arithmetic in a computer implementation) to decide unique solvability in a 
practically more applicable way. 
2. Two basic models for the problem 
Both models are presented in the following way: we define a bipartite graph 
and two matroids (one over each vertex set). Then we claim that the network has a 
unique solution if and only if the two matroids have a maximal independent 
matching over the bipartite graph (see Definition 1 below). 
(a) 2% fist model. The method of [6,7, ll] is presented here, as somewhat 
modified and slightly extended by [9]. The result of [12] is also equivalent o this 
one. 
Let G, = (S;, ST, W,) be a bipartite graph with vertex set Si U Sy and edge set 
WI defined in the following way. Let Si ={l, 2,. . . , e} and ST = 
{ 
. . 
49 u29 l l l 9 &9 ll9 t29 . . . . ie} = E” U E’. (The edge set E of the network graph G is 
imagined in two copies E” and E’, corresponding to volt -ges and currents of the 
ports respectively.) Each edge of W1 connects a vertex of 2:; with a vertex of Sy as 
follows (see Fig. 4). If a vertex of Sy is of form Us E E”, then it is incident to a 
vertex CC ESl, if and only if the entry ati of the matrix A of (2) is different from 
zero; and if a vertex of Sy is of form i,, E E’ then it is incident to the vertex VE Si 
if and only if a,,,, # 0. 
Furthermore, two matroids Mi and My are defined over the underlying sets Sl, 
and Sq respectively, as follows. Let 
M; = (S;, 2”;) 
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Fig. 4. 
(i.e. the free matroid over 55; where every subset is independent), and 
M’i = (E”, M(G))@(E’, M*(G)) (7) 
where M(G) is the cycle matroid of the graph G, $ and * denotes the direct sum 
and the dual, respectively (see [16] for matroidal concepts). 
(b) The second modeL This is a straightforward modification of that in 113,141. 
Let G2 = (S;, S& Wz) be a bipartite graph so that its vertex set S; U Sg is the 
union of two disjoint copies of E” U E’ and the edges of W, connect the 
corresponding elements (see Fig. 5). 
Two matroids M$ and M; are defined over the underlying sets S; and S:, 
respectively, as follows. In the matroid Mi a subset X s S; is independent if and 
only if the columns of the matrix A of Eq. (2), corresponding to the elements of 
X, are linearly independent. The definition of Mg is the same as that of MI;; see 
(7) . 
Ddnition 1. In both models a bipartite 
Mi and My are given. A subset & s Wi 
nE” 
graph Gi = (Sl, Sy, Wi) and TWO matroids 
is called an independent matching if the 
Fig. 5. 
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following four conditions are met: 
(a) Different edges of Xi are incident to different vertices of S:. 
(b) Those vertices of Si which are incident to edges of Xi form an independent 
set in the matroid MI. 
(c) Different edges of Xi are incident to different vertices of Sy. 
(d) Those vertices of Sq which are incident to edges of Xi form an independent 
set in the matroid M’i. 
Now we can formulate two statements (for i = 1,2). 
Statement 3. The network has a unique solution if and oaly if the bipartite graph 
Gi = (Si, Sy, Wi) and the matroids MI, My (of the ith mcdel) have an independent 
matching containing e edges. 
One can readily see that checking the existence of a maximal matching with e 
edges in any of these m#odels i essentially a matroid partition algorithm [S]. 
Several polynomial-order algorithms are available for this task. 
3. Exampks and the necessity of the condition of statement i 
Example 1. Consider the network of Fig. 2, containing a gyrator {1,2} and a 
transformer {3,4} (see Figs. lb, c). Taking Ohm’s law for R5 and Raj also into 
consideration, our matrix A (of Eq. (4)) will be of the following form: 
. . . 
u1 u2 u3 u4 US u6 II 12 l3 i4 is i6 
‘-1 0 0 0 0 0 0 R 0 0 0 0‘ 
0 -1 0 0 0 0 -RO 0 0 0 0 
0 0 -1 k 0 0. 000000 
000000 OOklOO 
0 0 0 0 -1 0 0 0 0 0 R5 0 
40 0 0 0 0 -1 0 0 0 0 OR6 
The bipartite graph of the first model is shown on Fig. 6, and one can easily 
verify that the following set of edges forms a maximal independent matching: 
(1, ul), (2, u2), (3, u,), (4, i4), (5, is), (6, Q. (For checking (d) of Definition 1 
observe that the set of edges {1,2,3} is circuit-free in G, while that of the csdges 
{4,5,6} is cutset-free in G (or circuit-free in its dual), see the netwcrk grapli on 
Fig. 2.1 l 
In the second model the matroid M; should be found at first. I. this simple 
example one can directly draw a graph (Fig. 7) whose cycle matroid is just M;. All 
the other steps are straightforward and one can directly check that the edges, 
corresponding to the ver rices u 1, u2, u3, i4, i,, i6 form a maximal matching in the 
second model (this set is circuit-free in the graph of Fig. 7; its “voEtage subset” is 
circuit-free and its “current subset” is cutset-free in the network graph G). 
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Fig. 6. 
Hence the condition in both models is satisfied (and the network is really 
uniquely solvable). 
Example 2. If the gyrator {1,2} and the transformer {3,4} of the previous 
example are contained in the network of Fig. 8 then the bipartite graph of the first 
model is that of Fig. 9. Since the network graph contains a bridge and a loop, a 
4-element independent matching must contain w1 and t (and must not contain i1 
and u,), see the heavy and the. dotted lines, respectively, on Fig. 9. But the only 
such edge set, sati-fying (a) and (c) must contain the edges (2, u,) and (3, u3), 
hence violating (d). Thus the condition for this network is not satisfied in the first 
model (neither ip the second one, as can be shown by a similar argument). The 
network has really no u .ique solution. In fact, the values of ul, i2, i4 and i4 are 
not uniquely determined. 
Theorem 1. The existence of a maximal independent matching contailrbinp, e edges 
in the ith model is a necessary condition for the unique soZoabi2ity of the netwwk (for 
i = 1,2). 
Pmof. The unique solvability implies that det N # 0 (see Eq. (5)). Choose an 
arbitrary nonzero member of the Laplace expansion of det N with respect o A. 
Pig. 7. 
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Fig. 8. 
Then, after some permutation of the rows and columns of N we obtain the form 
k---E” +E’-+ 
where the above member of the expansion is the product of the determinants of 
the shaded submatrices. 
Hence, the columns of Ez UE’, are independent in the matrix A, and Ey is 
cutset-free and Ei is circuit-free in the network graph G (in fact, Er is a cotree 
and Ea is a tree of G). 
Thus, Ei U E’, is independent both in M; and in MI (since Ez is a tree and E: is 
a cotree of G) which proves the theorem for i = 2. 
On the other hand, let us expand the determinant of the nonsingular shaded 
submatrix of A into the form of the sum of products of non-zero entries. Those 
edges of the bipartite graph G1 = (Si, ST, WI) which correspond to a nonzero 
member of this expansion just form an independent matching with e edges, as 
required. 
Fig. 9. 
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4. The insuf6cieacy of the condhioas ia statement i 
The above proof clearly indicates that the existence of an e-element indepen- 
dent matching in either of the models means that there exists a nonzero member 
in the expansion of det N. However, this member can be cancelled by another 
one, hence none of the conditions is sufficient, as shown by the following example. 
Example 3. Pug the gyrator (1,2} of Example 1 into the network of Fig. 10. An 
easy calculation shows that the network is singular, but the condition in both 
models is satiszed. (E.g. in the first model either of the sets ((1, u,), (2, i& and 
{(l, Q, (2, u,)} will do.) 
However, if all the nonzero parameters of the devices (i.e. all the nonzero 
entries of the matrix A of Eq. (2)) are supposed to be algebraically independent 
transcendentals (over the field to which the entries of B and Q belong), then they 
cannot cancel each other. This assumption is fai?ly realistic since the non-zero 
enties are physical parameters, ubject to technological constraints, and therefore 
an Q priori given algebraic relation among them is rather improbable. (However, 
see [lS] for another approach with a weaker assumption only.) If we add this 
condition (usually called the “general” approach of network analysis) then we 
obtain 
Claim. The existence of a maximal independent matching containing e edges in 
the ith model is also sufficient for the unique solvability of the network (for 
i = I, 2) in the “general” case. 
(G&t rve that Example 3 violates the condition of “generality” since the 
gyrator contains two nonzero entries (R and -R) which are related to each other 
by an algebraic relation.) 
This claim will be the source of Theorems 2 and 3 below. 
5. Is 66generaUty99 a welll defined concept? 
In this section we sh,all obtain sufficient conditions after a somewhat deeper 
analysis of the concept “generality”. 
r-r 1 2 
Fig. 10. 
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Fig. Il. 
Example 4. Suppose that the 2-port in the network of Fig. 11 is defined by 
and check whether there exists a maximal independent matching containing e 
edges in the first model. The bipartite graph is shown on Fig. 12, the edges (1, il) 
and (2, i2j form a maximal independent matching since the network graph consists 
of two loops (due to the short circuits) and is therefore obviously cutset-free. 
However, the network is obviously singular. (This 2-port can easily be realized by 
an ideal transformer and a series resistor at either side.) 
On the other hand, if the same 2-port is defined by 
(see Remark 2) then the bipartite graph G1 of the first model changes to that of 
Fig. 13. The network graph remains the same, thus edges of an independent 
matching must not be incident to u1 or u2, hence no independent matching with 
two edges exists. 
This example shows that the answer in the first model depends not on!y on the 
network but on the actual description of the devices as well. (Observe that no 
maximal matching exists in the second model, since tile matroie3 lWl$ which can be 
visualized as the cycle matroid of the graph of Fig. 14 is independent of the actual 
choice of (8) or (9).) 
Now we cau precisely formulate the meaning of the previous SC cticn’s Claim. 
The same n-port can have different matrix descriptions (see &mark 2) atid, 
accordingly, a maximal independent matching in the first model scjmetimes exists, 
sometimes not, like in Example 4. (In the second model this cxidtence depends on 
the network only, not on the actual description of the n-ports.) The crucial point 
Fig. 12. 
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Fig. 13. 
is that the meaning of “generality” also depends on the actual description of the 
n-ports. 
Definition 2. “Generality” (referring to a particular matrix A) means that all the 
nonzero entries of A are algebraically independent ranscendentals over the field 
of the rationals. 
(Of course, one may allow that one nonzero entry of each column equals to 1 
since the matroid M;1 remains the same if each column of A is multiplied by a 
suitable nonzero constant.) 
‘Theorem 2. The existence o,F a maximal independent matching containing e edges 
in the first model is a suficient condition for the unique solvabiiity of the network if 
“generality” is srcpposed, provided that “generality” is defined as in Definition 2 
and the first model is constructed with nzspect to the same matrix description. 
Theorem 3. The existence of a maximal independent matching containing eedges in 
the second model is a sufficient condition for the unique soZvabiZity of the network if 
“generality” is supposed (with respect o an arbitrary matrix description). 
6. How should one store an n-port? 
If a computer program (like the one, reported in [12n should be developed for 
network solvability, using one of the above models, the question in the title might 
be a crucial one. One might think., by Remark 2, that the way of storing the 
rc-port is of no importance, but Example 4 shows that this is not the case. 
Let us return to Example 4. In a sense, description (9) is “better” than (8) if the 
first model is used. This comparison can exactly be formulated as follows. Forget 
about the actual values of the nonzero entries of the matrix description [A, 1 AJ, 
Fig. 14. 
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consider the matrix only as a zero-nonzero pattern. (Equivalently, put algebrai- 
cally independent transcendentais to each nonzero position.) The matroid 
P[A, 1 AJ is constructed over the set of the columns so that a subset is indepen- 
dent if the columns are linearly independent (using the transcendental entries). Of 
course, if cancellations arise, this matroid might be different from M[A, 1 AZ], i.e. 
from the “real” matroid, represented by the matrix [A, 1 AJ, avhezre a subset is 
independent if the columns are linearly independent (as vectors with real entries). 
For example, MIA1 1 A,] for the 2-port of Example 4 is the cycle matroid of the 
graph of Fig. 14 but flA, 1 AJ, associated to the description (8), is the rank 2 
uniform matroid over the set {ul, u2, il, iz). In general, M and P are related by the 
weak map: if something is independent in M then so is in P (but not necessarily 
vice versa). 
‘The crucia! diffimnce between the two models is thut the first one uses P while the 
second one uses M. Using another matrix description the same n-port, P might 
vary while M is always the same. Hence the natural answer to the question in this 
section’s title is: store an n-port in such a description [A, 1 A2] for which 
MCAI I A21 = m, I A219 
But this is not always possible (see examples in the next c;ection). Moreover, 
even when it is possible, the usual trick, described in FLemark 3, might modify the 
structure of P. Hence, the following hierarchy of devices can be defined: 
Be&&ion 3. A device is of Class 1 if there exists an n x n matrix T so that [l 1 
such a representation of n-port (1 the unity matrix) after suitable 
permutation of the columns, that P[l I T] = M[l I T]. 
The device is of Class 2 if it is not of Class 1 but there exists a 2n X n matrix 
[A, I A2] that P[A, I = MIA1 AZ]. 
The device is of Class 3 if it is neither of Class 1 nor of Class 2. 
Examples for devices in each class are given in the next section. 
Now we can formulate the answer to the question in the title of this section: If 
an n-port is of Class 1, we can store it in the form of a suitable n X n matrix and 
then any of the two models can successfully be applied. 
If it is of Class 2 then it should be possibly stored in form of a suitable 2n X n 
matrix. Then any of the two models will do. However, if one wants to save space 
by the trick of Remark 3 then the fist model will sometimes lead to a wrong 
Fig. 15. 
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answer (i.e. it will sometimes claim a singular network to be regular), while the 
second model requires extra space to store the structure of the matroid M& 
Finally, if the n-port is of Class 3 then whatever way is used for storing the 
n-port, the first model will sometimes lead to a wrong answer and the second 
model requires extra space. 
7. @Wher examples 
The 2-port in Example 4 is in Class 1 since if we choose the columns, 
corresponding to u1 and il, to form the unit matrix 1 (see Definition 3) then we 
obtain the required representation. One can readily see that the gyrator and the 
examples of Fig. 1 are also devices of Class 1. In fact, every n-port with 12 G 2 is of 
Class 1, as can be seen from Theorem 4 below. 
Example 5. Let us interconnect four resistors, a voltage-controlled current source 
(with equations ib = 0; i, = yz+,) and two current-controlled voltage sources (with 
equations ud = 0; u, = pid and u, = 0; wf = ai, respectively) as shown on Fig. 16a. 
One can directly check that the resulting 4-port has the following description: 
with no algebraic relations among the nonzero entries. (Hence this 4-port is not in 
Class 3 because P = M for this description.) But whatever four columns are chosen 
among the eight ones to play the role of the matrix 1 (see Definition 3) in another 
description, a critical algebraic relation (causing P # M) will appear. For example, 
Fig. 16. 
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addition of q~ times the last row to the first one leads to 
And, for this description, the matroid M still has {u,, u3, i3, i4} as a circuit but this 
set is independent in I? Since the same phenomenon arises for all the 10 different 
pivotings, this device is in Class 2. (We shall prove this directly in the next 
section.) 
Example 6. Consider the 3-port circulator, defined by a, = bz, a2 = b3, a3 = bl, 
where aj = Uj + ij, 6j = Uj - ij for i = 1,2,3. (The physical meaning of ai and bj is 
the incoming and the reflected wave at port i, respectively.) Its matrix description 
is 
. . . 
Ul u2 u3 II 12 13 
t 
1 -1 0 1 1 0 
A= 0 1 -1011. 
-1 0 1 1 0 1 1 
One can directly check that all the triples of columns are independent except 
{u,, u2, u,}, (u,, i2, is}, (u2, il, i3) and (u,, il, i2), so that the matroid M; is just the 
cycle matroid of the graph of Fig. 15. 
Suppose the circulator were in Class 1. Then we could either choose {u,, u2, il} 
or (u,, u2, is} as a base (all the other choices are essentially the same since the 
three edges must not form a circuit in the graph of Fig. 15, so they form either a 
path or a star), leading to two different zero-nonzero patterns: 
and 
. . . 
4 u2 13 u3 h 22 
( 
100*0* 
010**0. (P2) 
0010** 1 
One can directly check that the matroids, corresponding to these patterns, are 
both different from M;. In the matroid of (Pl) only the triples {u,, u2, u,} and 
{ ul, i2, i3} are not bases: while in case of (P2) the triple {u,, il, i3} is also an 
exception (in addition to the above two), but still one is missing. 
Network theory ad transuersat matroids 325 
Hence the circulator is root in Class 1. A somewhat longer further analysis (or 
the direct method of the next section) shows that it is in Class 3. 
8. More on the hierarchy of the n-ports 
Let us consider an n-port IV. By Remark 2, it is obvious that in whatever way it 
may be given, it has a uniquely determined matroid M(N). (Though P[A, 1 AJ 
may vary for different descriptions [A, 1 AJ, the matroid MIA1 1 AJ is always the 
same. This is denoted by M(N).) How is the hierarchy of Definition 3 reflected on 
this matroid? 
Theorem 4. Let N be an arbitrary n-port with the matroid M(N). 77ren 
N is of Class 1 if and only if M(N) is fundamental transversal matroid [ 16, p. 
2451 of rank n; 
N is of Class 2 if and only if M(N) is a transversal but not fundamental 
transversal matroid of rank n; 
N is of Class 3 if and only if M(N) is a matroid of rank nj representable over the 
field of the reals, and not transversal. 
Proof. What does it mean if P(X) = M(X) for a matrix X? If the entries of X are 
algebraically independent transcendentals (over the field to which the entries of B 
and Q belong) then we can divide X into @), consider the matroids P(X,) and 
P(X,) and, by U result of Edmonds [4], P(X) = P(X,) vP(X,) where v denotes 
matroid union. If we divide X into row vectors 
Xl . . 0 9 . xt 
then the matroids P(xI) are of rank 1. Hence P = M implies that M is the union of 
rank one matroids, i.e. it is transversal [16]. 
Similarly, the condition for being in Class 1 is just the fundamental transversal- 
ity. Since the rank conditions in Theorem 4 refer to the definition of the n-ports 
only, and the representability is obviously necessary, the theorem follows. 
Remark 5. The xeader is referred to [2] for an algorithm to determine whether a 
given matroid is transversal. If M(N) happens to be graphic then its transversality 
or fundamental transversality is characterized by [1,8] and by [lo] respectively. 
For example the matroid of the circulator is just the cycle matroid of the graph 
of Fig. 15, which is not transversal. Similarly, the matroid of Example 5 is the 
cycle matroid of the graph of Fig. 16b, which is non-fundamental but transversal. 
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