Background Mapping algorithms have been indicated as a second-best solution for estimating health state utilities for the calculation of quality-adjusted life-years within cost-utility analysis when no generic preference-based measure is incorporated into the study. However, the predictive performance of these algorithms may be variable and hence it is important to assess their external validity before application in different settings. Objective The aim of this study was to assess the external validity and generalisability of existing mapping algorithms for predicting preference-based Child Health Utility 9D (CHU9D) utilities from non-preference-based Pediatric Quality of Life Inventory (PedsQL) scores among children and adolescents living with or without disabilities or health conditions. Methods Five existing mapping algorithms, three developed using data from an Australian community population and two using data from a UK population with one or more self-reported health conditions, were externally validated on data from the Longitudinal Study of Australian Children (n = 6623). The predictive accuracy of each mapping algorithm was assessed using the mean absolute error (MAE) and the mean squared error (MSE). Results Values for the MAE (0.0741-0.2302) for all validations were within the range of published estimates. In general, across all ages, the algorithms amongst children and adolescents with disabilities/health conditions (Australia MAE: 0.2085-0.2302; UK MAE: 0.0854-0.1162) performed worse relative to those amongst children and adolescents without disabilities/health conditions (Australia MAE: 0.1424-0.1645; UK MAE: 0.0741-0.0931). Conclusions The published mapping algorithms have acceptable predictive accuracy as measured by MAE and MSE. The findings of this study indicate that the choice of the most appropriate mapping algorithm to apply may vary according to the population under consideration.
Introduction
The assessment of health-related quality of life (HRQoL) forms a vital component for economic evaluation of health services and technologies [1] as well as regulatory and reimbursement decisions [2, 3] . Preference-based measures (PBMs) have become a popular mechanism for assessing HRQoL for the calculation of quality-adjusted life-years (QALYs) in cost-utility analysis (CUA), the most prevalent form of economic evaluation [4] . HRQoL in child and adolescent populations is generally assessed using generic measures such as the Pediatric Quality of Life Inventory™ 4.0 Generic Core Scales (PedsQL GCS) [5, 6] , which are non-preference based and therefore unable to directly produce health state utilities required for the calculation of QALYs. Whilst generic PBMs designed for application in child and adolescent populations have been developed, such as the Child Health Utility 9D (CHU9D) [7, 8] , these instruments are not always included in evaluative studies of interventions designed for children and adolescents. Due to the aforementioned challenge, a technique called 'mapping' or 'cross walking' has been developed whereby health status data from a non-preference-based quality-of-life measure is converted into health state utility data through the development and application of statistical models [9] . Mapping algorithms derived from mapping analyses are regarded as a valid solution when health utilities derived directly from PBMs are not available [10] .
Two recent studies have developed mapping algorithms in which responses to the PedsQL (a widely applied nonpreference-based measure of paediatric quality of life), can be transformed into CHU9D (a relatively new preference-based HRQoL measure for children and adolescents) utilities [11, 12] . These algorithms, hereafter referred to as the PedsQL-CHU9D algorithms, have been primarily assessed using internal validation, also known as 'within sample' validation, where the dataset used to develop the algorithm is also used to validate the algorithm. However, predictive performance of these algorithms may be variable and therefore assessing their validity before application, in a dataset external to the development dataset (external validation) is important [13] . External validation is recommended by two authoritative checklists: (1) the 'Mapping onto Preference-based measures reporting Standards' (MAPS) statement [13] and (2) the National Institute for Clinical Excellence (NICE) Decision Support Unit (DSU) 2011 report [14] . External validation, also known as 'out of sample' validation, refers to evaluating the mapping algorithm on data that is external to the data used for algorithm development. This process facilitates an assessment of the accuracy of the mapping algorithm (i.e. establishing that the algorithm works satisfactorily for population samples other than those from whom the data was derived) and determines whether the errors produced in validation are like those produced during development of the algorithm [15] . In order to accurately assess the validity of PedsQL-CHU9D algorithms, it is imperative to use a previously unused external dataset [16, 17] , with a considerable sample size [18, 19] , and comprising children from the general population including those with different disabilites and health conditions.
The objectives of the current external validation study are twofold: (1) to assess the external validity of existing PedsQL-CHU9D mapping algorithms using data from a large community-based sample of Australian children with and without disabilities/health conditions; and (2) to determine the most appropriate algorithms to apply depending on the sample or population under consideration.
Methods

External Validation Dataset
The external validity of the preferred PedsQL-CHU9D mapping algorithms was tested using a dataset from the Longitudinal Study of Australian Children (LSAC) that was made available to the authors at a later time point after the final algorithms in the two studies [11, 12] were developed. LSAC comprised a large nationally representative cohort of children from the Australian general population [20] . Details of the study design for LSAC are described elsewhere [21] . Briefly, LSAC is a national longitudinal study of children recruited using a two-stage cluster random sample design. This current study used LSAC data from Wave 6 and included 6623 children. To account for differences in age, the data was also analysed according to two categories: early adolescence, comprising 10-to 11-year-olds from the 'B' cohort (n = 3376) and mid-adolescence consisting of 14-to 15-year-olds from the 'K' cohort (n = 3247) for whom both the CHU9D and PedsQL (23 items) are available. In this dataset, the CHU9D and PedsQL physical functioning scale were self-reported by the study child whilst the PedsQL school, emotional and social functioning scales were parent-proxy reported. The data also included proxy-reported general health and the presence or absence of disabilities/ health conditions including 'restricted in everyday activities', 'learning disabilities', 'physical conditions', 'sight', 'speech and hearing problems', 'chronic pain', 'nervous conditions', head injuries', 'mental illness' and 'blackouts'.
Health-Related Quality-of-Life (HRQoL) Outcome Measures
The CHU9D is a generic preference-based measure of HRQoL designed for application in economic evaluations of interventions for children and adolescents. The CHU9D is a nine-dimension (worried, sad, pain, tired, annoyed, schoolwork, sleep, daily routine, and ability to join in activities) utility measure. Each dimension has five levels scored from 1 (no problems) to 5 (severe problems). The CHU9D is designed for use with children of ages 7-17 years [8, 22, 23] . Currently, two sets of scoring algorithms are available for scoring CHU9D responses: (1) the original UK scoring algorithm obtained from the UK adult population using standard gamble (SG) technique ranging from 0.33 (worst health state) to 1.00 (best health state) [8] and (2) the scoring algorithm based on Australian adolescent values derived using best-worst scaling (BWS) methods. The BWS scoring algorithm ranges between − 0.1059 (worst health state) and 1.00 (perfect health state) [24] . The UK adult (SG) and Australian adolescent (BWS) value sets were respectively applied in calculating the CHU9D utility scores for the UK and Australian-developed PedsQL-CHU9D algorithms. These algorithms are described in detail in Sect. 2.3. The PedsQL GCS is a widely used 23-item generic non-preference-based measure of HRQoL in children and adolescents. The PedsQL uses a simple summary scoring system and is valid for use in children and adolescents aged 2-18 years. The PedsQL GCS consists of the following four dimensions that assess important fundamentals of paediatric HRQoL functioning: physical (8 items), emotional (5 items), social (4 items) and school (4 items) [12] and it has both a child self-report and parent proxy report for children of ages 5-7 years (young child), 8-12 years (child) and 13-18 years (adolescent). Responses are rated on a 5-point scale with one of the following preferences: 0 'Never a problem', 1 'Almost never a problem', 2 'Sometimes a problem', 3 'Often a problem', 4 'Almost always a problem'. Items are then reversescored and linearly transformed into a total score. Higher total scores indicate better HRQoL [5, 6] . The 23-item PedsQL GCS has a shortened version known as the Pediatric Quality of Life Inventory 4.0 Short Form 15 (PedsQL SF15) [5] . The 15 items in the PedsQL SF15 are derived from the 23-item PedsQL GCS. The PedsQL SF15 has four dimensions (comprising 15 items) including the following: physical (5 items), emotional (4 items), social (3 items), and school (3 items).
Existing PedsQL-CHU9D Mapping Algorithms
Currently, two recent studies have developed mapping algorithms to estimate CHU9D utility scores from the PedsQL [11, 12] . A summary of the PedsQL-CHU9D mapping algorithms' study characteristics is reported in Table 1 . The first study was by Mpundu-Kaambwa et al. [11] . It estimated CHU9D utility scores from the PedsQL SF15 using data for 755 people from a randomly selected cross-sectional community sample of Australian adolescents aged between 15 and 17 years. Ten percent reported themselves as living with a long-term disability, illness or health condition. In this study, the adolescent-specific CHU9D scoring algorithm was applied, developed using BWS methods [24] . MpunduKaambwa et al. [11] reported three mapping algorithms: two robust MM regression-based algorithms and one beta regression-based algorithm. These regression algorithms were developed by running CHU9D utility scores as dependent variables and PedsQL SF15 total, dimensions or item scores as predictor variables. The three PedsQL-CHU9D mapping algorithms (A-C) are outlined in Table 2 .
The second study was by Lambe et al. [12] . It estimated CHU9D utility values from PedsQL responses of children aged 5-13 years (N = 563) in the UK who were participants in a randomised controlled trial designed to evaluate the clinical and cost effectiveness of corticosteroid (prednisolone) treatment in children with corticosteroid-sensitive nephrotic syndrome. Both the PedsQL and CHU9D were proxy reported. In this study, the SG scoring algorithm was used [8] . Lambe and colleagues [12] developed two algorithms (D and E) based on (1) generalised linear model (GLM) and (2) ordinary least squares (OLS) to transform PedsQL GCS dimension scores into CHU9D utility scores (see Table 2 ).
Validation Approach
This study was conducted using best practice methods as outlined in the MAPS checklist [13] and the 'ISPOR good practices for outcomes research task force report on mapping to estimate health-state utility from non-preference-based outcome measures' [1] .
Out-of-sample (external) validation techniques were employed to assess how each mapping algorithm would generalise to an independent (LSAC) dataset that contains both CHU9D utility scores and PedsQL scores. All five PedsQL-CHU9D mapping algorithms [11, 12] were applied to the PedsQL responses and the CHU9D utilities in the validation sample. The validation sample was sub-divided into four sub-samples as follows: validation sample I (children aged 10-11 years without disabilities/health conditions); validation sample II (children aged 10-11 years with disabilities/health conditions); validation sample III (children aged 14-15 years without disabilities/health conditions); and validation sample IV (children aged 14-15 years with disabilities/health conditions).
In addition, the variable denoting the presence of disability was divided into six broad categories: (1) restricted in everyday activities; (2) learning disabilities; (3) physical conditions; (4) sight, speech and hearing problems; (5) chronic pain, nervous conditions and head injuries; and (6) mental illness and blackouts. 
Statistical Analysis and Model Performance
The strength of association between the CHU9D and the PedsQL was estimated using scatterplots and Spearman correlation coefficients. Model performance of the mapping algorithms was primarily assessed using the mean absolute error (MAE) and the mean squared error (MSE). A smaller MAE or MSE is indicative of higher accuracy in predictions and thus a better performing algorithm, and vice versa. The MSE is less robust to outliers compared with the MAE; therefore, in this study more weight was placed on the MAE [25] . Four additional metrics were used to further assess the model performance of the PedsQL-CHU9D mapping algorithms. These were (a) the mean difference between predicted and observed CHU9D utility values, (b) the proportion of predicted utility values deviating from observed values absolute errors < 5%, and (c) the minimum and maximum CHU9D utility values. All analyses were performed in STATA version 14 [26] .
Results
Descriptive Results
Descriptive characteristics for the estimation and validation samples are reported in Table 3 . The results for the total validation sample were as follows: the mean (± SD) observed CHU9D utility scores were 0.7971 (0.1907) and 0.8856 (0.0944) based on the Australian adolescent-specific BWS and the UK adult (SG) derived scoring algorithm, respectively. The mean (± SD) for the PedsQL total scores were PedsQL SF15 [0.7768 (± 0.1464)] and PedsQL GCS [0.7880 (± 0.1393)]. The mean (± SD) age of the children was 12.4 (2.1) and 51% were male. Most respondents were resident in New South Wales (30%), with the fewest in the Northern Territory (1.1%). Figure 1 presents the frequency distribution of all CHU9D response levels. For children with disabilities/health conditions, having 'no problems' was the most generally reported response for all the CHU9D response levels. [12] , GLM generalised linear modelling, item PedsQL item scores, OLS ordinary least squares, PedsQL Pediatric Quality of Life Inventory, PedsQLTotal PedsQL total score, PedsQLTotal 2 PedsQL total score squared, PF physical functioning, PF1 "It is hard for me to walk for more than one block", PF3 "Hard for me to do sports activity or exercise", SchF school functioning in Mpundu-Kaambwa et al. [11] , SchF2 "Forget things", SchF3 "Have trouble keeping up with my schoolwork", SF PedsQL social functioning Figure 2 shows Kernel density plots of the distribution of CHU9D utilities and the PedsQL total scores. Both the CHU9D utility scores (BWS and SG derived) and PedsQL (SF15 and GCS) total scores appeared non-normally distributed (negatively skewed). Figure 3 presents scatterplots depicting the correlation between the CHU9D utilities and the PedsQL total scores. The scatterplots show mild to modest, but statistically significant, positive correlations between the CHU9D (BWS derived) and PedsQL SF15 dimensions. Spearman's correlations listed in parentheses ranged from r = 0.1575 (PedsQL SF15 physical functioning) to r = 0.2865 (PedsQL SF15 emotional functioning). All correlations were statistically significant (p value < 0.05) (see Appendix 1) . Scatter plots between PedsQL SF15 versus CHU9D (BWS) utilities and PedsQL GCS versus CHU9D (SG) utilities are presented in Appendices 2 and 3, respectively. Mean ( Table 4 presents key goodness-of-fit results for the different mapping algorithms, primarily based on the MAE, which was in the range of published estimates (0.0741-0.2302) [9] . Algorithms A to C under-predicted the mean CHU9D utilities, except for algorithm B which over predicted CHU9D utilities in validation samples I and III, whilst algorithms D and E over-predicted the utilities. The range of the proportion of absolute errors that were < 0.05 was 8-47%. The best performing algorithms were selected based on their performance in the four validation sub-samples. The results are now divided into two large sections based on which scoring algorithm was used: Australian adolescent BWS (for algorithms A to C) and UK adult SG valuations (for algorithms D and E).
Performance of Mapping Algorithms
External Validation Based on Australian Adolescent (BWS) Tariff
In terms of the MAE and MSE for validation sample I (children 10-11 years of age without disabilities/health conditions), algorithm C showed the best predictive accuracy as it had the lowermost MAE (0.1424) and MSE (0.0345) while algorithm B had the second lowest MAE (0.1436) and MSE (0.0355). Algorithm A had the biggest MAE (0.1488) and MSE (0.0374). Algorithms A and C had a proportion of 23% predicted utilities deviating from observed CHU9D values by < 0.05 whilst algorithm B had 25%. In validation sample II (children 10-11 years of age with a disability or health condition), algorithm B had the lowest MAE (0.2135) and MSE (0.0689) while algorithm C had the second lowest MAE (0.2198) and MSE (0.0719). Algorithm B and C had a slightly higher proportion of predicted utilities deviating from observed CHU9D values by < 0.05 (9%) compared with algorithm A (8%). As can be seen, all three algorithms (A to C) performed better in validation sample I compared with validation sample II. Analogously, in validation sample III (children 14-15 years of age without disabilities/health conditions), algorithm B performed best on the MAE (0.1540) and second best on the MSE (0.0422) whilst algorithm C had the second-best predictive accuracy of MAE (0.1577) and best of MSE (0.0412). The highest was again for algorithm A Overall, in all three validation samples (I-III), algorithm B had the highest proportion of predicted utilities deviating from observed CHU9D values by < 0.05 (25, 9 and 25%, respectively). In general, algorithm B performed better than algorithms A and C, and it predicted a much better range of the CHU9D utility in most of the cases.
External Validation Based on UK Adult (SG) Tariff
In validation sample I (children aged 10-11 years without disabilities/health conditions), algorithm E had lower MAE (0.0741) and MSE (0.0100) estimates compared with algorithm D (0.0931and 0.0146 for MAE and MSE, respectively). Equally, in validation sample II (children aged 10-11 years with a disability or health condition), algorithm E again had lower MAE (0.0854) and MSE (0.0144) values compared with algorithm D (MAE 0.0943; MSE 0.0177). In terms of validation sample III (children aged 14-15 years without disabilities/health conditions), a similar pattern was noted: algorithm E depicted better predicted accuracy compared with algorithm D (i.e. MAE 0.0760; MSE 0.0108 versus MAE 0.0910; MSE 0.0151, respectively). Similarly, for validation sample IV (children aged 14-15 years with disabilities/health conditions), the MAE (0.1020) and MSE (0.0203) were lower for algorithm E compared with algorithm D (MAE 0.1162 and MSE 0.0255). All the algorithms, regardless of type of scoring algorithm, tended to underestimate the mean observed CHU9D utility score.
A general trend was observed where all five algorithms performed better amongst 10-to 11-year-olds (MAE range 0.0741-0.2302; MSE range 0.0100-0.0772) compared with 14-to 15-year-olds (MAE range 0.0760-0.2228; MSE range 0.0108-0.0730). Across all ages, predictive accuracy for the algorithms was stronger amongst those without health conditions/disabilities relative to those with disabilities/health conditions (MAE range 0.0741-0.1645 vs 0.0854-0.2302; MSE range 0.0100-0.0465 vs 0.0144-0.0772). Table 5 presents the results summarising the key validation analyses of each mapping algorithm across six different subgroups of disability: restricted activity (n = 154); learning difficulties (n = 141); physical conditions (n = 137); sight, speech and hearing problems (n = 102); chronic pain, nervous conditions and head injuries (n = 92); and mental illness and blackouts (n = 69). Table 4 Goodness-of-fit results from external validation analyses Algorithm A: Robust MM regression with PedsQL total scores and PedsQL total score squared terms (Mpundu-Kaambwa et al. [11] ). Algorithm B: Robust MM regression with PedsQL dimension scores and PedsQL dimension scores squared terms (Mpundu-Kaambwa et al. [11] ). Algorithm C: Beta regression with PedsQL item scores and PedsQL item scores squared terms (Mpundu-Kaambwa et al. [11] ). Algorithm D: Generalised Linear Algorithm (Lambe et al. [12] 
External Validation Based on Australian Adolescent (BWS) Scoring Algorithm Type of Disability
Discussion
This paper reports the results of an assessment of the predictive performance of five PedsQL-CHU9D mapping algorithms, in a large community-based sample of children living with and without disabilities/health conditions. The paper sought to determine the predictive ability and generalisability of the only two existing mapping algorithms, developed using dissimilar populations, in a large external validation sample. This assessment process follows the guidelines specified by the MAPS checklist and the NICE Decision Support Unit, which both recommend external validation of mapping algorithms where possible [13, 14, 16, 27] . This paper's findings also suggest that particular algorithms perform best in populations of adolescents with and those without disabilities. We would recommend algorithm B from the Mpundu-Kaambwa et al. [11] algorithms and algorithm E from the Lambe et al. [12] algorithms for both adolescent populations. To the best of our knowledge, this is the first study internationally to address these issues.
Comparison with Previous Studies
The mean CHU9D utility generated using the Australian and UK adolescent scoring algorithm were 0.7971 and 0.8856, which both fall within the range of mean utility values reported in previous studies (0.7240-0.9374) [11, 12, [28] [29] [30] [31] [32] [33] [34] [35] based on adolescent populations. Though these studies varied in terms of age group, context and setting, they were included for purposes of comparison as few studies have reported CHU9D utilities worldwide in an adolescent population. The mean predicted CHU9D utility value from the Australian adolescent scoring algorithm (0.7971) was lower than that from the UK adult scoring algorithm (0.8856). This finding is consistent with those from recent studies that have compared the two sets of values [29, 30] .
The disparity in values for the two scoring algorithms is expected owing to the scale difference between the two. It should be noted that since the scale differs between the two scoring algorithms (Australian and UK adolescent scoring algorithm), the mapping performance for the Australian and UK mapping algorithms reported in this paper cannot be compared directly. For example, although a smaller MAE was found on algorithm D as compared with algorithm C, this does not necessary imply that algorithm D has a better performance than algorithm C as these differences may at least partly be attributable to scale. As anticipated, the MAE in our external validation sample were higher than values reported in the original samples (20% larger for algorithm A, 26% larger for algorithm B, 15% larger for algorithm C, 117% larger for algorithm D, and 86% larger for algorithm E). Usually, model performance/predictive accuracy metrics such as MAE are larger in the validation dataset than the development dataset because the validation dataset is not used in estimation of the algorithm. A possible explanation for the disparity in percentage change between algorithms A to C and algorithms D and E is that the external validation dataset was more similar to the Mpundu-Kaambwa et al. [11] development dataset (algorithms A-C) than it was to the Lambe et al. [12] development dataset (algorithms D and E). For instance, the ages of the children in the external validation and MpunduKaambwa et al. [11] datasets were 10-15 years versus 15-17 years compared with 10-15 years versus 5-13 years between the external validation and Lambe et al. [12] datasets. Additionally, the external validation and MpunduKaambwa et al. [11] datasets were both samples drawn from the community/general population, unlike that in the Lambe et al. [12] development dataset, which was exclusively drawn from a randomised controlled trial of children with a health condition (corticosteroid-sensitive nephrotic syndrome). Nonetheless, the range of MAE estimates observed in the external validation for all five algorithms was in the range of published estimates. Surprisingly, the Lambe et al. [12] algorithms, which were developed in a population of children with disabilities/health conditions (i.e. those with corticosteroid-sensitive nephrotic syndrome) performed better in the LSAC sample of children without disabilities/health conditions. A closer examination of the HRQoL estimates as measured by the CHU9D and PedsQL scores may help to explain this result. Despite the Lambe et al. [12] development sample being categorised as having disabilities/health conditions, its high mean CHU9D (0.9374) and PedsQL (0.8093) scores suggest that it was more similar to the LSAC sample without disabilities/health conditions than it was to the LSAC sample with disabilities/health conditions. Finally, in most cases for the Mpundu-Kaambwa et al. [11] algorithms, the predicted CHU9D utilities did not overlap with the lower boundary of the 95% CI of the observed scores. In the case of the Lambe et al. [12] algorithms, the lower 95% predicted value was larger than the upper boundary of the observed values.
Effect of Age and Different Reporting Methods (Self-Report versus Proxy Report)
A key challenge to measuring HRQoL of young children is the need to gather health utilities via proxies as young children may not be cognitively or linguistically able to assess their health and/or complete the necessary measurement tasks [36] . Studies that have assessed HRQoL in children using parent proxy reports have found that parents/caregivers tend to under or over report their child's HRQoL compared with the children themselves [37, 38] . For instance, De Civita et al. [37] examined parent-child concordance when using parent proxy responses and found strong correlations in observable domains such as physical functioning and low correlations in the less observable dimensions such as emotional functioning. Comparable results have also been reported by Eiser and Morse [39] , who found low to medium levels of agreement among self-reported and parent proxyreported HRQoL of children with cerebral palsy. However, previous literature on this subject suggests that children aged 0-5 years should have their HRQoL reported by a proxy; children aged 6-11 years should self-report, after the questions are read to them, with the use of visual aids if necessary; and children aged 11-17 years should self-report their own health status [40] . The mapping algorithms tended to perform acceptably well despite the differences in the estimation samples in which they were developed and the LSAC validation sample. Indeed, the generalisability of mapping algorithms is enhanced if they not only perform well in similar samples but also in diverse estimation and validation samples [17] .
Study Strengths and Limitations
Our study sample was generally representative of a comparable cohort of 10-to14-year olds from the Australian general population in terms of gender percentages (49% female in our study versus 49% in the general population) [41] . Likewise, our study sample self-assessed disability status (4.4% of study participants had a long-term health condition or disability compared with 7% of 0-to 14-year olds in the general population) [42] . Similarly, the population distribution of our study sample by state was 7% (South Australia), 10.4% (Western Australia), 22% (Queensland) and 30% (New South Wales) and this was comparable to national Australian population distribution figures estimated to be 7%, 10.4%, 20% and 32%, respectively [43] . No comparable statistics could be found for the CHU9D and PedsQL. However, both measures were within the range of mean utility values reported in previous studies conducted in populations similar to ours [11, 12, 28, 35] . The generation of CHU9D and PedsQL Australian population norms would be beneficial as reference points to further understand the data reported in this study. The validation sample was comprised largely (95%) of healthy children, suggesting that respondents with a disability or health condition may have been underrepresented. Further research should therefore consider validating PedsQL-CHU9D mapping algorithms on samples of children with more severe health impairments. Additionally, the child self-report for the PedsQL was used in the development of algorithms A-C as opposed to the self-reports as well as parent proxy reports used in the validation dataset. However, there is debate in the literature about the use of proxies in child populations, with some studies suggesting that proxy responses are reliable and valid [44] [45] [46] [47] [48] while others present the opposing view that they are subject to misinterpretation and bias [49] . Also, the additional potential effects of the mode of administration (i.e. web-based survey used in developing algorithms A-C versus faceto-face survey used for external validation dataset) is not clear and should be the subject of further investigation.
Conclusions
The mapping algorithms showed acceptable predictive accuracy as measured by MAE and MSE. In this study, models B and E from the Mpundu-Kaambwa et al. [11] and Lambe et al. [12] algorithms performed best in adolescents with or without disabilities and are recommended for use in these populations. Caution should therefore be exercised in choosing populations in which algorithms can be appropriately used. The results highlight the importance of validating mapping algorithms in datasets external to the development data. It also supports recommendations in the literature to directly collect data on utilities using PBMs wherever possible as a first-best solution and consider mapping algorithms only as a second-best solution where data from PBMs is unavailable [9, [50] [51] [52] .
