ABSTRACT
Introduction
The possibility of forecasting reliable estimates for the future behaviour of relevant variables is main concern to decision making in numerous fields (including business, industry, energy, environmental, government agencies and medical and social network fields). Consequently, from a scientific standpoint, it is necessary to investigate alternative methods that can provide estimates while also introducing them into a technological system that allows the decision maker himself to participate in the composition of said predictions. Many researchers have attempted to satisfy this requirement from different perspectives, such that the prediction problem is always present in any generic data-mining task. And yet, the technique selected for use depends on the availability and type of data in relation to the hypotheses of the methods that sustain the desired technique and which yield different degrees of accuracy, time horizons and different computational and social costs. The use of a relevant technique within the scope of rational approximation, namely the Padé Approximation (PA), has had a gratifyingly enriching and stimulating effect on the study of the dynamic relationship structure between variables, especially within the context of identifying univariate and multivariate ARMA models (see, among others, [1] [2] [3] [4] [5] ).
In particular, within the scope of rational model formulation in causal terms, this technique acquires a special relevance for characterizing simple models at a computational level with which to specify the deterministic part in certain time series models. At the same time, it provides reliable initial estimates for obtaining a definitive model by using more efficient, iterative methods once the random component has been identified.
The choice of a particular VARMA model, namely the Transfer Function [6] model which constitutes one of the most widely used representations in the input-output context of dynamic stochastic systems through the use of polynomial rational expressions, serves to highlight the influence that the expectations or forecasts for an explanatory variable (input) exerts on the model under consideration.
In this sense, the formulation of the time series analysis instruments that encompass the available sampling information and the establishment of non-causal models into which the forecasts are incorporated, that is, the knowledge that by way of ex ante or ex post expectations is provided by economic theory or by the empirical evidence, if any, about the model's explanatory variable(s), provide a basic framework for tackling the study of the rational identification of time series models from a more general context.
The method that allows for a sustained study of the time series identification from an evolutionary, but not necessarily causal, standpoint of the variables involved is based on a generalization of the PA concept to the study of formal Laurent series [7] . The use of this approach allows for the study of new dynamic identification procedures by means of a single model that simultaneously approximates both time directions in a formal Laurent series while encompassing the classical case as a specific one when the expectations are not included (see, for example, [8, 9] ).
The consideration of this broader dynamic framework, however, into which future information on the model's variables is incorporated, favours a continuous feedback process through which the formulated expectations are replaced period by period by updated information as the empirical evidence modifies or confirms the predictions made.
It is worth noting that the models are in no way insensitive to changes in the way the expectations are made; on the contrary, these changes lead to different dynamic behaviours insofar as it is the precise nature of the expectations that determines the explicit dynamics of the forecasted variables.
In this sense, the possibility of offering different models for a single data series by simply modifying the ex ante expectations made by economic agents allows us to obtain future knowledge about their influence on the model and therefore to contrast and compare different dynamic specifications so as to yield an optimum model.
In short, the performance of a sensibility analysis will permit for a contrast of the extent to which the forecasts of a variable's future behaviour affect the mode's predictions and, as a consequence, its adequacy to the empirical data.
So as to illustrate the rational Padé Approximation in modelling time series, we develop an application for the study of data from the advertising-sales series involving the activity of the Lydia E. Pinkham Medicine Company for the period 1907-1960 [10] . This series, which has been analyzed by numerous authors to illustrate their proposed methods, presents, as noted in [11, 12] , various characteristics which make it the ideal example for studying the relationship between both variables. Some of the reasons that justify the prominent role of this series in studies conducted to date are, among others, the importance of advertising as the company's sole marketing instrument, as well as the elevated advertising costs to sales ratio (above 40%) which, in some instances, even exceeded 80%. This paper is structured into three sections. The first two present certain theoretical foundations for the properties of the PA that allow for the identification of the orders in VARMA models and TF models with expectations. We note the last section, which is devoted to the empirical results of the study on the aforementioned advertising-sales series. We conclude the work with the more relevant conclusions and the main references. This type of model is useful for understanding the dynamic relationships between the components of the series t X . In this sense, one series can cause another or there may be a feedback relationship or they may be contemporaneously related.
VARMA Models
In the case of the Lydia Pinkham advertising-sales series, the joint modelling of these effects by means of the procedures described in [13] allows the type of dynamic relationship existing between both variables to be determined [14] .
A consideration of the PA matrix method yields the following theorem, which can be used in the first steps of the VARMA model identification.
R h Cov X X  be the covariance matrices of the process. Let
Transfer Function Models with Expectations
Based on the PA definitions for a formal power series [16] and its extension to the study of formal Laurent series [7] , we can provide a characterization for the identification of a TF model with expectations by means of the Toeplitz determinants , , 
Due to the properties of the lag operator, the following equivalency holds:
, ,
are polynomials of the form:
Assuming the non-existence of common roots and the conditions for ensuring the stability of the model hold, the problem will consist of determining, in keeping with the sample information available and by means of a direct estimation of the IRF, the best orders , ,
2) Calculate the Toeplitz determinants associated with the series of estimated relative weights ˆm ax
and arrange them in a tabular form (T-table) as a generalization of the C- Table for the classic case. 3) Estimate the model parameters.
Empirical Results
The first model for the Lydia Pinkham advertising-sales for the period 1907-1960 involving the TF models method was proposed by [10] , which assumed a unidirectional causal dynamic relationship from advertising to sales. The possible existence of a relationship in the other direction has, however, been mentioned by other authors. Various subsequent papers, including [14, 18, 19] , have illustrated the application of this method using the analyzed series as reference. This assumption of unidirectional causality has been questioned on several occasions, however, as some maintain there is a feedback relationship [11, 14, 19, 20] . That is why, in what follows, we analyze two cases, one involving the identification of a VARMA model, and another in which, assuming the existence of a unidirectional causal dynamic relationship from advertising to sales, we present various TF models and analyze the influence on the sales trends of different behaviour schemes or ex ante forecasts for the variable input, which in this case is advertising. In any case, and given that both series exhibit nonstationarity, we present the models by taking first differences.
VARMA Models
Once the ranks for Tables 1 and 2 , depending on the sample size used in the estimates. This indicates, as per the above theorem, that the differentiated data follow a VARMA (0, 1) model exchangeable with (1, 0), according to Table 1 , and a VARMA (0, 2) interchangeable with (2, 0), according to Table 2 . Note how in Table 1 , even though square (1, 1) does not have the same value as squares (i, i), i2 due to rounding errors in the calculations, using theoretical Padé Matrix Approximation results we know that these values have to coincide.
Once the model orders are calculated, the maximization of the likelihood function allows for a determination of efficient estimators. Using the Time Series Processor (TSP) software package [21] , the results for the estimated VARMA (1, 0) and VARMA (2, 0) models yield: ( ) X X X  and 1t X and 2t X are the first differences of the advertising and sales data, respectively. As for the relationship between variables, we can conclude that a) the value of element (1, 2) in coefficient 1 A in both models, namely 0.40 and 0.55, indicates the existence of a relationship between sales and future advertising in a period, b) the negligible value of element (2,1) in coefficient 1 A , namely -0.05 and -0.09, indicates a weak relationship between advertising and future sales, and c) the estimated correlation between residuals 1 t  and 2 t 
indicates that advertising and sales are contemporaneously related. Figures 1 and 2 show both models.
FT Models with Expectations
Taking into account the relationship between sales and future advertising noted in the above VARMA models, we now build transfer function models associated with three specific cases, depending on whether the advertising expectations follow a increasing or decreasing trend or whether they respect the predictions of the ARMA model for the input series (advertising), that is, 2 4 (1 0.269 
ADVERTISING. FIRST DIFFERENCES
Following the steps suggested by the method proposed yields the following results: Case a: The expectations follow an increasing trend After estimating the weights ˆi v , the resulting T-table for the series of estimated relative weights is as shown in Table 3 .
The behaviour of this table suggests a model of the
Specifically, once the parameters are estimated and the noise process is analyzed using the SCA software [22] , the resulting model is: .3267 1 1.5010 .6518 as suggested by Table 4 . Note the analogy between the models for cases a) and b). Case c: The expectations are generated by the ARMA model of the input series In this case, the T-table obtained by the series of estimated relative weights is shown in Table 5 whose parameters differ significantly from those obtained in the first two cases.
The results for the three cases considered are shown in Figures 3, 4 and 5.
As we can see, the incorporation in the model of the ex ante advertising forecasts as well as the various formative mechanisms that not only include the information contained in the available historical data but also that derived from the company's desires and the strategies and outlooks devised by the economic agents in the decision-making process, facilitate obtaining valid dynamic formulations from a data fitting perspective. In addition, to the extent that a knowledge can be had of the future influence of said forecasts on the relationship under consideration, it is possible to evaluate its sensitivity to alternative dynamic specifications and, as a consequence, determine the optimum model.
Conclusions
In this paper we show the usefulness of the Padé-Laurent Approximation to the study of the deterministic part in the dynamic relationship between various variables, since it allows for the introduction of expectations or expected future values for certain variables. We illustrate the technique described by modelling the dynamic relationship between advertising and sales for the available data in the references consulted for the Lydia E. Pinkham Company. Also included is a sensitivity analysis of the estimates as a function of the expected future values or expectations of the decision maker for the advertising variable. It would be interesting to combine this approach with the use of hybrid models that include a proper combination of linear and/or non-linear models of the type studied in [23] .
