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PROJECTIVE SETS, INTUITIONISTICALLY
WIM VELDMAN
Abstract. We study ‘definable’ subsets of Baire space N . The logic of our
arguments is intuitionistic and we use L.E.J. Brouwer’s Thesis on bars in N
and his continuity axioms. We avoid the operation of taking the complement
of a subset of N .
A subset of N is (positively) projective if it results from a closed or an
open subset of N × N = N by a finite number of applications of the two
operations of projection and universal projection or: co-projection.
A subset of N is Σ11 or: analytic if it is the projection of a closed subset of
N . Important Σ11 set are the set of the codes of all closed and located subsets
of N that are positively uncountable and the set of the codes of all located
and closed subsets of N containing at least one member coding a (positively)
infinite subset of N. A subset of N is strictly analytic if it is the projection
of a closed and located subset of N . Brouwer’s Thesis on bars in N proves
separation and boundedness theorems for strictly analytic subsets of N .
A subset of N is Π11 or: co-analytic if it is the co-projection of an open
subset of N × N = N . There is no symmetry between analytic and co-
analytic sets like in classical descriptive set theory. An important Π11 set
is the set of the codes of all closed and located subsets of N all of whose
members code an almost-finite subset of N. The set of the codes of closed
and located subsets of N that are almost-countable, or, equivalently, reducible
in Cantor’s sense, is treated at some length. This set is probably not Π11.
The projective hierarchy collapses: every (positively) projective set is Σ12:
the projection of a co-analytic subset of N .
I sat upon the shore
Fishing, with the arid plain behind me
Shall I at least set my lands in order?
London Bridge is falling down falling down falling down
T.S. Eliot, The Waste Land
1. Introduction
This paper on descriptive set theory is one in a series. We study questions asked by
Baire, Borel, Lebesgue, Lusin and Souslin, from Brouwer’s intuitionistic point of view.
In [35], we proved an intuitionistic Borel hierarchy theorem. In [36], we explored the
fine structure of the intuitionistic Borel hierarchy, and, in particular, the fine structure
of the class Σ02, consisting of the countable unions of closed subsets of N . We now are
going to treat projective sets. The earlier paper [33] already contains some results on
analytic and co-analytic subsets of N .
This introductory Section is divided into three parts. In the first part, we briefly
present the basic assumptions of intuitionistic analysis and we agree on a number of
notations. In the second part, we introduce intuitionistic descriptive set theory. The
reader may decide to skip these first two parts and use them only if further reading
makes it necessary to consult them. In the third part, we describe the further contents
of the paper.
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1.1. The language and axioms of intuitionistic analysis.
The logical constants are used in their intuitionistic sense. A statement P ∨ Q is
considered proven only if one either has a proof of P or a proof of Q. A statement
∃x ∈ V [P (x)] is considered proven only if one is able to produce an element x of V with
a proof of the fact that x has the property P .
L.E.J. Brouwer was of course the first to use the axioms of intuitionistic analysis, see
[2, 3, 4, 5, 6], and the question how to state and defend them has been further discussed
by others, see [12, 13, 16, 23, 29, 28, 30, 32, 35, 34].
1.1.1. Finite sequences of natural numbers.
N is the set of the natural numbers. We use m,n, . . . , s, t . . . as variables over N.
S : N→ N is the successor function: ∀n[S(n) = n+ 1].
p : N→ N is the function enumerating the primes: p(0) = 2, p(1) = 3, p(2) = 5, . . ..
We code finite sequences of natural numbers by natural numbers: 〈 〉 := 0, and, for
all k > 0, for all m0,m1, . . .mk−1, 〈m0,m1, . . . ,mk−1〉 :=
∏
i<k p(i)
mi · p(k − 1)− 1.
length(0) := 0 and, for each s > 0, length(s) := 1 + the largest k such that p(k)
divides s+ 1.
For each s, for each i, if i < length(s)− 1, then s(i) := the largest m such that p(i)m
divides s + 1, and, if i = length(s) − 1, then s(i) := the largest m such that p(i)m+1
divides s+ 1, and, if i ≥ length(s) then s(i) := 0.
Observe: for each s, k, if length(s) = k, then s = 〈s(0), s(1), . . . , s(k − 1)〉.
For each n, [ω]n := {s | length(s) = n ∧ ∀i[i+ 1 < length(s)→ s(i) < s(i+ 1)]}.
[ω]<ω :=
⋃
n[ω]
n.
For all s, t, s ∗ t is the number u satisfying: length(u) = length(s) + length(t) and
∀i < length(s)[u(i) = s(i] and ∀j < length(t)[u(length(s) + j) = t(j)].
For all s, n such that n ≤ length(s), s(n) := sn := 〈s(0), s(1), . . . , s(n− 1)〉.
For all s, t: s ⊑ t ↔ ∃u[t = s ∗ u] and: s ❁ t ↔ (s ⊑ t ∧ s 6= t) and: s ❂ t ↔ t ❁ s
and s <lex t ↔ ∃n[n < length(s) ∧ sn ❁ t ∧ s(n) < t(n)] and: s ⊥ t ↔ s # t ↔
(s <lex t ∨ t <lex s) and: s <KB t↔ (t ❁ s ∨ s <lex t).
<KB is a linear ordering of N, the Kleene-Brouwer-ordering, also called the Lusin-
Sierpinski-ordering, see [15, Section 2.G, p. 11].
For all s, i, si is the number u satisfying: length(u) = the least k such that 〈i〉 ∗ k ≥
length(s) and ∀j < length(u)[u(j) = s(〈i〉 ∗ j)].
For all n,m, J(n,m) := (〈n〉 ∗m)− 1.
For each n, K(n), L(n) are the numbers satisfying n = J
(
K(n), L(n)
)
.
For all s, t such that length(s) = length(t) , ps, tq is the number u satisfying length(u) =
length(s) and ∀i < length(s)[u(i) = J
(
s(i), t(i)
)
].
For each u, uI , uII are the elements s, t of N such that u = ps, tq, that is: length(uI) =
length(uII) = length(u) and ∀i < length(u)[uI(i) = K
(
u(i)
)
∧ uII(i) = L
(
u(i)
)
].
For each u, uI,I := (uI)I and: uI,II := (uI)II and: uII,I := (uII)I and: uII,II :=
(uII)II .
Bin := {s | ∀i < length(s)[s(i) = 0 ∨ s(i) = 1]} is the set of the codes of finite
binary sequences.
For each m, Binm := {s ∈ Bin | length(s) = m}.
For all R ⊆ N, ∀m∀n[mRn↔ 〈m〉 ∗ n ∈ R].
For all A,B ⊆ N, A×B := {〈m〉 ∗ n | m ∈ A, n ∈ B}.
For all A ⊆ N, n = µp[A(p)]↔
(
A(n) ∧ ∀n < m[¬A(n)]
)
.
1.1.2. Infinite sequences of natural numbers.
Baire space N is the set of all infinite sequences of natural numbers. We use
α, β, . . . , ϕ, ψ, . . . σ, τ, . . . as variables over N .
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An element of N is a function from N to N, and, given α, n we denote the result of
applying α to n by α(n).
[ω]ω := {ζ | ∀n[ζ(n) < ζ(n+ 1)]}.
For every X ⊆ N, XN := {α | ∀n[α(n) ∈ X ]}.
For all α, β, α ◦ β is the element γ of N satisfying: ∀n[γ(n) = α
(
β(n)
)
].
For all α, t, α ◦ t is the number u satisfying:
length(u) = length(t) and ∀n < length(t)[u(n) = α
(
t(n)
)
].
In particular, for each t, S ◦ t is the number u satisfying:
length(u) = length(t) and ∀n < length(t)[u(n) = t(n) + 1].
For all α, β: α # β ↔ α ⊥ β ↔ ∃n[α(n) 6= β(n)], and: α = β ↔ ∀n[α(n) = β(n)].
For each s, for each α, s∗α is the element γ of N such that ∀i < length(s)[γ(i) = s(i)]
and ∀i[γ
(
length(s) + i
)
= α(i)].
For each s, for each X ⊆ N , s ∗ X := {s ∗ α | α ∈ X}.
For each α, for each n, α(n) := αn := 〈α(0), α(1), . . . , α(n− 1)〉.
α(0) := α0 := 〈 〉 = 0.
For all s, α: s ❁ α↔ ∃n[s = αn] and: s ⊥ α↔ α ⊥ s↔ ¬(s ❁ α).
For all s, N ∩ s := Ns := {α | s ❁ α}.
For each m, m is the element γ of N such that ∀n[γ(n) = m].
For all α, i, αi is the element γ of N such that ∀n[γ(n) = α(〈i〉 ∗ n)].
For all α,m, n, αm,n := (αm)n = α〈m,n〉.
For every X ⊆ N , XN := {α | ∀n[αn ∈ X ]}.
For all α, β, pα, βq is the element γ of N such that ∀n[γ(n) = J
(
α(n), β(n)
)
].
For each γ, γI , γII are the elements α, β of N such that γ = pα, βq, that is:
∀n[γI(n) = K
(
γ(n)
)
∧ γII(n) = L
(
γ(n)
)
].
For each α, αI,I := (αI)I and: αI,II := (αI)II and:
αII,I := (αII)I and: αII,II := (αII)II .
For all R ⊆ N , ∀α∀β[αRβ ↔ pα, βq ∈ R].
For all R ⊆ N , ∀α∀n[αRn↔ nRα↔ 〈n〉 ∗ α ∈ R].
For all A ⊆ N , B ⊆ N, A×B := B ×A := {〈n〉 ∗ α | α ∈ A, n ∈ B}.
For all A,B ⊆ N , A× B; = {pα, βq | α ∈ A, β ∈ B}.
For all A ⊆ N , for all n, A ↾ n := {α | 〈n〉 ∗ α ∈ A}.
An infinite sequence X0,X1, . . . of subsets of N is the same as the set X = {〈n〉 ∗ α |
n ∈ N, α ∈ Xn}.
For all A,B ⊆ N , A ⊆ B ↔ ∀α[α ∈ A → α ∈ B], and: A ( B ↔
(
A ⊆ B ∧
¬(B ⊆ A)
)
and: A = B ↔ (A ⊆ B ∧ B ⊆ A), and: A 6= B ↔ ¬(A = B), and:
A # B ↔ ∀α ∈ A∀β ∈ B[α # β].
For all X0,X1 ⊆ N , X0 # X1 ↔ ∀α[∀i < 2[αi ∈ Xi]→ α0 # α1].
If X0 # X1, then X0 ∩ X1 = ∅, but the converse may fail to be true.
For every infinite sequence X0,X1, . . . of subsets of N , we define:
#n(Xn)↔ ∀α[∀n[αn ∈ Xn]→ ∃i∃j[αi # αj ]].
If #n(Xn), then
⋂
n Xn = ∅, but the converse may fail to be true.
Cantor space C := {α | ∀n[α(n) < 2]}.
For each α, Dα := {n | α(n) 6= 0} is the subset of N decided by α, and: Eα := {m |
∃n[α(n) = m+ 1]} is the subset of N enumerated by α.
For each s,
Ds := {n < length(s) | s(n) 6= 0} and Es := {m | ∃n < length(s)[s(n) = m+ 1]}.
Note: for each α, Dα =
⋃
nDαn and: Eα =
⋃
nEαn.
X ⊆ N is inhabited if and only if ∃n[n ∈ X ] and decidable if and only if ∃α[X = Dα]
and enumerable if and only if ∃α[X = Eα].
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For each α, Tα := {s | ∀t ❁ s[α(t) = 0]}. Tα is the tree determined by α. Note:
∀α[0 = 〈 〉 ∈ Tα].
For all α, β, for all γ, we define: γ : α ≤∗ β ↔
(
∀s[s ∈ Tα → γ(s) ∈ Tβ] ∧ ∀s∀t[s ❁
t→ γ(s) ❁ γ(t)]
)
, and: α ≤∗ β ↔ ∃γ[γ : α ≤∗ β].
For all α, β, for all γ, we define: γ : α <∗ β ↔
(
∀s[s ∈ Tα → γ(s) ∈ Tβ] ∧ ∀s∀t[s ❁
t→ γ(s) ❁ γ(t)] ∧ γ(〈 〉) 6= 〈 〉
)
, and: α <∗ β ↔ ∃γ[γ : α <∗ β].
For each δ, Enδ := {δn | n ∈ N} is the subset of N enumerated by δ.
1.1.3. Axioms of Countable Choice.
First Axiom of Countable Choice:
AC0,0: For all R ⊆ N: ∀m∃n[mRn]→ ∃α∀m[mRα(m)].
Second Axiom of Countable Choice:
AC0,1: For all R ⊆ N : ∀m∃α[mRα]→ ∃α∀m[mRαm].
1.1.4. Open and closed subsets of N , and spreads.
For each β, Gβ := {α | ∃n[β(αn) 6= 0]} and Fβ := {α | ∀n[β(αn) = 0]}.
The pair of sets (Gβ ,Fβ) is called a complementary pair of rank 1.
X ⊆ N is open or Σ01 if and only if ∃β[X = Gβ ] and closed or Π
0
1 if and only if
∃β[X = Fβ].
X ⊆ N is inhabited if and only if ∃γ[γ ∈ X ].
X ⊆ N is located if and only if ∃γ[Dγ = {s | ∃α ∈ X [s ❁ α]}].
X ⊆ N is semi-located if and only if ∃γ[Eγ = {s | ∃α ∈ X [s ❁ α]}].
For every X ⊆ N , X := {α | ∀n∃γ ∈ X [αn ❁ γ]}. X is called the closure of X . Note:
X is not necessarily Π01.
Note: for every X ⊆ N , {s | ∃γ ∈ X [s ❁ γ]} = {s | ∃γ ∈ X [s ❁ γ]} and: X is located
if and only if X is located, and: X is semi-located if and only if X is semi-located.
F ⊆ N is a spread if and only if F = F and F is located.
For each β, we define: Spr(β) ↔ ∀s[β(s) = 0 ↔ ∃n[β(s ∗ 〈n〉) = 0]]. If Spr(β) we
say: β is a spread-law.
Note: F is a spread if and only if ∃β[Spr(β) ∧ F = Fβ].
Note: for every β, if Spr(β), then: Fβ = ∅ ↔ β(0) 6= 0 and: ∃γ[γ ∈ Fβ]↔ β(0) = 0.
The empty set ∅ thus is a spread, and one may decide, for every spread F , F =
∅ ∨ ∃γ[γ ∈ F ].
Assume Spr(β) and β(c) = 0. We define: Fβ ∩ c := Fβ ∩ Nc := {γ ∈ Fβ | c ❁ γ}.
Note that Fβ ∩ c itself is a spread.
For each β, Pfspr(β) ↔
(
Spr(β) ∧ β(0) = 0 ∧ ∀s[β(s) = 0 → ∃t∃u[s ❁ t ∧ s ❁
u ∧ t ⊥ u ∧ β(t) = β(u) = 0]]
)
. If Pfspr(β), we say: β is a perfect-spread-law.
F ⊆ N is a perfect spread if and only if ∃β[Pfspr(β) ∧ F = Fβ)].
1.1.5. Continuous functions.
For all ϕ, α,m, ϕ : α 7→ m↔ ∃n[ϕ(αn) = m+ 1 ∧ ∀i < n[ϕ(αi) = 0]].
If ∃m[ϕ : α 7→ m], we let ϕ(α) denote the unique m such that ϕ : α 7→ m.
For every X ⊆ N , for all ϕ, ϕ : X → N↔ ∀α ∈ X∃m[ϕ : α 7→ m], and:
ϕ(X ) := {m | ∃α ∈ X [ϕ : α 7→ m]} = {ϕ(α) | α ∈ X}.
For every X ⊆ N , NX := {ϕ | ϕ : X → N}.
For all ϕ, α, β, ϕ : α 7→ β ↔ ∀n[ϕn : α 7→ β(n)].
If ∃β[ϕ : α 7→ β], we let ϕ|α denote the unique β such that ϕ : α 7→ β.
For every X ,Y ⊆ N , for all ϕ, ϕ : X → Y ↔ ∀α ∈ X∃β ∈ Y[ϕ : α 7→ β], and:
ϕ|X := {β | ∃α ∈ X [ϕ : α 7→ β]} = {ϕ|α | α ∈ X}.
For all X ,Y ⊆ N , for all ϕ, ϕ : X ֌ Y (ϕ embeds X into Y) if and only if ϕ : X → Y
and ∀α ∈ X∀β ∈ X [α # β → ϕ|α # ϕ|β], and: Emb(X ,Y) := {ϕ | ϕ : X ֌ Y}.
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For all X ,Y ⊆ N , X embeds into Y if and only if ∃ϕ[ϕ : X ֌ Y].
For all X ,Y ⊆ N , for all ϕ, ϕ : X ։ Y (ϕ is a surjective mapping from X onto Y) if
and only if ϕ : X → Y and ∀β ∈ Y∃α ∈ X [ϕ|α = β].
For all X ⊆ N , NX := {ϕ | ϕ : X → N}.
Note: NN = {ϕ | ϕ : N → N} = {ϕ ∈ NN | ϕ(0) = 0}.
For all ϕ, ψ in NN , one may define, in some canonical way, ϕ ⋆ ψ in NN such that
∀α[(ϕ ⋆ ψ)|α = ϕ|(ψ|α)].
For all ϕ, s we let ϕ|s be the largest number t such that length(t) ≤ length(s) and
∀j < length(t)∃p ≤ length(s)[ϕj(sp) = t(j) + 1 ∧ ∀i < p[ϕj(si) = 0]].
Note: ∀ϕ∀s[length(ϕ|s) ≤ length(s)].
Note: ∀ϕ∀α∀β[ϕ : α 7→ β ↔ ∀n∃m[βn ⊑ φ|αm]].
Let F ⊆ N be an inhabited spread. Find β such that Spr(β) and F = Fβ .
Define ρ in NN such that ∀α∀m[
(
β(ρ|αm ∗ 〈α(m)〉) = 0→ (ρ|α)(m) = α(m)
)
∧(
β(ρ|αm ∗ 〈α(m)〉) 6= 0→ (ρ|α)(m) = µk[β(ρ|αm ∗ 〈k〉) = 0]
)
].
ρ is called the canonical retraction of N onto F .
Note: ∀α[ρ|α ∈ F ] and: ∀α[ρ|α # α↔ ∃m[β(αm) 6= 0]].
Assume Spr(β) and B ⊆ N are given such that ∀γ ∈ Fβ∃n[γn ∈ B]. Then:
∀γ∃n[β(γn) 6= 0 ∨ γn ∈ B]. In order to see this, let ρ be the canonical retraction
of N onto Fβ. For any given γ, find n such that ρ|γn ∈ B. Either: ρ|γn = γn and
γn ∈ B, or: ρ|γn 6= γn and ∃m ≤ n[β(γm) 6= 0].
1.1.6. Brouwer’s Continuity Principle and Axioms of Continuous Choice.
Brouwer’s Continuity Principle:
BCP: For every spread F , for every R ⊆ F × N,
∀α ∈ F∃n[αRn]→ ∀α ∈ F∃m∃n∀β ∈ F [αm ❁ β → βRn]].
First Axiom of Continuous Choice:
AC1,0 : For every spread F , for all R ⊆ F × N,
∀α ∈ F∃n[αRn]→ ∃ϕ[ϕ : F → N ∧ ∀α ∈ F [αRϕ(α)]].
Second Axiom of Continuous Choice:
AC1,1 : For every spread F , for all R ⊆ F ×N ,
∀α ∈ F∃β[αRβ] → ∃ϕ[ϕ : F → N ∧ ∀α ∈ F [αRϕ|α]].
1.1.7. The Fan Theorem.
For all X ⊆ N , for all B ⊆ N, BarX (B)↔ ∀γ ∈ X∃n[γn ∈ B].
For each β, Fan(β)↔
(
Spr(β) ∧ ∀s∃n∀m > n[β(s ∗ 〈m〉) 6= 0]
)
.
If Fan(β), one says: β is a fan-law.
F ⊆ N is a fan if and only if ∃β[Fan(β) ∧ F = Fβ ].
The Fan Theorem:
For every fan F ⊆ N , for every B ⊆ N,
BarF (B)→ ∃s[Ds ⊆ B ∧ BarF (Ds)].
The restricted Fan Theorem:
FT: For each fan F , ∀δ[BarF (Dδ)→ ∃n[BarF (Dδn]].
1.1.8. Stumps.
Axiom on the existence of the set ST P:
There exists a subset ST P1 of N such that:
(i) ∀σ[
(
σ(0) 6= 0 ∨ ∀n[σn ∈ ST P]
)
→ σ ∈ ST P ], and,
1There is a small difference between the set ST P as it is introduced here and the sets called Stp in
[35], [36], respectively.
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(ii) for all Q ⊆ ST P , if ∀σ[
(
σ(0) 6= 0 ∨ ∀n[σn ∈ Q]
)
→ σ ∈ Q], then
ST P = Q.
The elements of ST P are called stumps.
If σ is a stump satisfying σ(0) 6= 0, we say: σ is/codes the empty stump.
For each σ in ST P , if σ(0) = 0, then, for each n, σn is a stump: the n-th immediate
substump of σ.
We define relations <,≤ on ST P by simultaneous transfinite induction: for all σ, τ :
σ ≤ τ ↔
(
σ(0) = 0→ ∀n[σn < τ ]
)
and: σ < τ ↔
(
τ(0) = 0 ∧ ∃n[σ ≤ τn]
)
.
One may prove:
for all Q ⊆ ST P, if ∀σ ∈ ST P[∀τ ∈ ST P[τ < σ → τ ∈ Q]→ σ ∈ Q], then ST P = Q.
One may also prove:2 ST P ⊆ NN and: ∀σ ∈ ST P∀τ ∈ ST P[σ ≤ τ ↔ σ ≤∗ τ ].
We define: 0∗ := 1. Note: 0∗ codes the empty stump and ∀σ ∈ ST P[σ(0) 6= 0 ↔
σ ≤ 0∗].
For all α, we let S∗(α) be the element β of N such that β(0) = 0 and ∀n[βn = α].
S∗(α) is called the successor of α.
Note: ∀α ∈ ST P [S∗(α) ∈ ST P ].
1.1.9. Bar Induction.
Brouwer’s Thesis on bars in N :
For each B ⊆ N, if BarN (B), then ∃σ ∈ ST P [BarN (B ∩ Tσ)].
A consequence is: ST P = NN .
B ⊆ N is monotone if and only if ∀s∀n[s ∈ B → s ∗ 〈n〉 ∈ B].
C ⊆ N is inductive if and only if ∀s[∀n[s ∗ 〈n〉 ∈ C]→ s ∈ C].
Another consequence of Brouwer’s Thesis on bars in N is the following
Principle of Induction on Monotone Bars:
BIM : For all B,C ⊆ N, if BarN (B) and B is monotone and B ⊆ C
and C is inductive, then 0 = 〈 〉 ∈ C.
BIM extends to spreads.
Assume Spr(β). B ⊆ N is monotone in {s | β(s) = 0} if and only if
∀s[
(
β(s) = 0 ∧ s ∈ B
)
→ ∀n[β(s ∗ 〈n〉) = 0 → s ∗ 〈n〉 ∈ B]]. C ⊆ N is inductive in
{s | β(s) = 0} if and only if
∀s[
(
β(s) = 0 ∧ ∀n[β(s ∗ 〈n〉) = 0→ s ∗ 〈n〉 ∈ C]
)
→ s ∈ C].
BIM , extended version:
For all β such that Spr(β) and β(0) = 0, for all B,C ⊆ N, if
BarFβ (B) and B is monotone in {s | β(s) = 0} and B ⊆ C, and C
is inductive in {s | β(s) = 0}, then 0 = 〈 〉 ∈ C.
1.1.10. The creating subject.
The Brouwer-Kripke axiom, also called: Kripke’s scheme3 is the following statement:
KS: Given any definite mathematical proposition P , one may build α
such that P ↔ ∃n[α(n) 6= 0].
The idea underlying the axiom is that, once P is given, I, the creating subject, will
start thinking upon it, and the truth of P will consist in my finding a proof of P , at
some point of time. Time is supposed to be divided into stages that are numbered by
natural numbers. For each n, α(n) 6= 0 if and only if, at stage n, I possess a proof of P .
This is a rather wild idea, actually too wild, if we allow P to be a statement about
an object that is itself unfinished, like an infinite sequence β = β(0), β(1), . . . of natural
numbers I am creating step by step, freely choosing each one of its values. At any stage,
2The relation ≤∗ has been defined at the end of Subsubsection 1.1.2.
3Kripke’s scheme plays a role in the proof of Theorem 2.11 and it is mentioned in Section 5.
6
only finitely many values will have been determined, and the statement: ∀n[β(n) = 0],
provided it has not been violated already, is unprovable at any stage, although possibly
true ‘in the end’.
We therefore require P to be definite4: P should not be about unfinished objects. In
a formal contect, one forbids that the formula corresponding to the proposition contain
a free variable over elements of Baire space.
If one do not take this precaution, KS leads to a contradiction with AC1,1, as was
first observed by J. Myhill, see [23]:
Assume ∀β∃α[β = 0 ↔ ∃n[α(n) 6= 0]]. Applying AC1,1, find ϕ in NN such that
∀β[β = 0 ↔ ∃n[(ϕ|β)(n) 6= 0]]. Find n such that (ϕ|0)(n) 6= 0. Find m such that
∀β[0m ❁ β → (ϕ|β)(n) = (ϕ|0)(n)] and conclude: ∀β[0m ❁ β → β = 0], a contradic-
tion.
Myhill wanted to give up AC1,1 because of this argument. Johan de Iongh proposed
the restriction of KS to definite propositions, see [10, §3].
Theorem 1.1 (Consequences of KS).
(i) If X ⊆ N is definite, then ∃δ[X = Eδ]: X is enumerable.
(ii) If X ⊆ N is definite, then ∃δ[Eδ = {s | ∃γ ∈ X [s ❁ γ]}]: X is semi-located.
Proof. (i) Let X ⊆ N be definite. ByKS, ∀n∃α[n ∈ X ↔ ∃m[α(m) 6= 0]]. UsingAC0,1,
find α such that ∀n[n ∈ X ↔ ∃m[αn(m) 6= 0]]. Define δ such that δ(0) = 0, and, for all
n,m, if αn(m) 6= 0, then δ(〈n〉 ∗m) = n+ 1, and, if not, then δ(〈n〉 ∗m) = 0.
Note: X = Eδ.
(ii) Let X ⊆ N be definite. The set {s | ∃γ ∈ X [s ❁ γ]} also is definite, and one may
apply (i). 
1.1.11. Semi-classical principles.
The Limited Principle of Omniscience:
LPO: ∀α[∃n[α(n) 6= 0] ∨ ∀n[α(n) = 0]].
The Lesser Limited Principle of Omniscience:
LLPO: ∀α[∀n[n = µp[α(p) 6= 0] → ∃m[n = 2m + 1]] ∨ ∀n[n =
µp[α(p) 6= 0]→ ∃m[n = 2m]]].
Note: LPO → LLPO: given α, define β such that ∀n[β(n) 6= 0 ↔ (n = µp[α(p) 6=
0] ∧ ∃m[n = 2m+1])]. If ∃n[β(n) 6= 0], then ∀n[n = µp[α(p) 6= 0]→ ∃m[n = 2m+ 1]],
and, if ∀n[β(n) = 0], then ∀n[n = µp[α(p) 6= 0]→ ∃m[n = 2m]].
LLPO and BCP together give a contradiction: assuming both, find p such that
∀α[0p ❁ α → ∀n[n = µp[α(p) 6= 0] → ∃m[n = 2m + 1]]] or ∀α[0p ❁ α → ∀n[n =
µp[α(p) 6= 0]→ ∃m[n = 2m]]]. The sequences 0(2p+1) ∗ 1 and 0(2p) ∗ 1 show that both
alternatives are false.
Markov’s Principle:
MP: ∀α[¬¬∃n[α(n) 6= 0]→ ∃n[α(n) 6= 0]]
has been defended by Markov for algorithmically computable α only.
1.2. Descriptive set theory.
Information on classical descriptive set theory may be found in [17], [22], [15] and
[26]. Some results on the borderline of classical and intuitionistic descriptive set theory
may be found in [18] and [21].
4The term ‘definite’ will also be applied to (other) mathematical objects. The infinite sequence 0,
for instance, deserves to be called definite.
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1.2.1. Some basic notions.
For all X ,Y ⊆ N , X  Y, (X reduces to Y), ↔ ∃ϕ : N → N∀α[α ∈ X ↔ ϕ|α ∈ Y],
and: X ∼ Y ↔ (X  Y ∧ Y  X ).
For all X0,X1,Y0,Y1 ⊆ N ,
(X0,X1)  (Y0,Y1)↔ ∃ϕ : N → N∀i < 2∀α[α ∈ Xi ↔ ϕ|α ∈ Yi].
Let K be a class of subsets of N .
Assume X ⊆ N . We often say: ‘X is K’ for: ‘the set X belongs to the class K’ .
X ⊆ N is K-complete if and only if K = {Y | Y  X}, and K-universal if and only if
K = {X ↾ α | α ∈ N}.
Note: if X is K-universal, then X is K-complete.
1.2.2. Open sets and closed sets.
Σ01 := {Gβ | β ∈ N} and: Π
0
1 := {Fβ | β ∈ N}.
E1 := {α | ∃n[α(n) 6= 0]} = {α | α # 0} and A1 := {α | ∀n[α(n) = 0]} = {0}.
E1 is Σ01-complete and A1 is Π
0
1-complete.
US1 := {α | αII ∈ GαI} = {α | ∃n[αI(αIIn) 6= 0]} and
UP1 := {α | αII ∈ FαI} = {α | ∀n[αI(αIIn) = 0]}.
US1 is Σ01-universal and UP1 is Π
0
1-universal.
1.2.3. Borel sets of finite rank.
For each m > 0, for each β, we define Gmβ ,F
m
β ⊆ N , by induction.
G1β := Gβ and F
1
β := Fβ , and, for each m > 0, G
m+1
β =
⋃
n F
m
βn and F
m+1
β =
⋂
n G
m
βn .
For each m > 0, for each β, the pair of sets (Gmβ ,F
m
β ) is a complementary pair of
(positively) Borel sets of rank m.
For each m > 0, Σ0m := {G
m
β | β ∈ N} and Π
0
m := {F
m
β | β ∈ N}.
For each m > 0, we define Em,Am ⊆ N , by induction.
E1,A1 were defined in Subsubsection 1.2.2.
For each m > 0, Em+1 := {α | ∃n[αn ∈ Am]}, and Am+1 := {α | ∀n[αn ∈ Em]}.
For each m > 0, Em is Σ0m-complete and Am is Π
0
m-complete.
For each m > 0, (Em,Am) is a complementary pair of rank m.
For each m > 0, USm := {α | αII ∈ GmαI} and UPm := {α | αII ∈ F
m
αI
}.
For each m > 0, USm is Σ0m-universal and UPm is Π
0
m-universal.
For each m > 0, (USm,UPm) is a complementary pair of rank m.
1.2.4. Borel sets in general.
The set HRS of the hereditarily repetitive stumps is defined inductively: for each
stump σ: σ ∈ HRS ↔
(
σ(0) = 0→ (∀n[σn ∈ HRS ∧ ∀m∃n > m[σn = σm]
)
.
For each σ in HRS, for each β, we define Gσβ ,F
σ
β ⊆ N , by induction:
if σ(0) 6= 0, then Gσβ = Gβ and F
σ
β = Fβ, and,
if σ(0) = 0, then Gσβ :=
⋃
n F
σn
βn and F
σ
β :=
⋂
n G
σn
βn .
Note: for each σ in HRS, for each β, Gσβ # F
σ
β .
The pair of sets (Gσβ ,F
σ
β ) is a complementary pair of (positively) Borel sets of rank
σ.
For each σ in HRS, Σ0σ := {G
σ
β | β ∈ N} and Π
0
σ := {F
σ
β | β ∈ N}.
For each σ in HRS, we define Eσ,Aσ ⊆ N , by induction:
if σ(0) 6= 0, then Eσ := E1 and Aσ := A1, and
if σ(0) = 0, then Eσ := {α | ∃n[αn ∈ Aσn ]} and Aσ := {α | ∀n[αn ∈ Eσn ]}.
For each σ in HRS, Eσ is Σ0σ-complete and Aσ is Π
0
σ-complete and (Eσ,Aσ) is a
complementary pair of rank σ.
For each σ in HRS, USσ := {α | αII ∈ GσαI} and UPσ := {α | αII ∈ F
σ
αI
}.
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For each σ in HRS, USσ is Σ0σ-universal and UPσ is Π
0
σ-universal and (USσ,UPσ)
is a complementary pair of rank σ.
The function S∗ : N → N has been defined in Subsubsection 1.1.8. Note:
∀σ ∈ HRS[S∗(σ) ∈ HRS].
Define: 1∗ := 1 and, for all m, (m+ 1)∗ = S∗(m∗). Note: for all m > 0, Σ0m = Σ
0
m∗
and Em = Em∗ and Π0m = Π
0
m∗ and Am = Am∗ , . . .
Borel := {Gσβ | σ ∈ HRS, β ∈ N}.
The following is proven in [35, Theorems 4.9, 7.9, 7.10].
Theorem 1.2 (Borel Hierarchy Theorem).
(i) For all σ, τ in HRS, if σ < τ , then Eσ,Aσ reduce to both Eτ and Aτ .
(ii) (Not using BCP): For all σ in HRS,
∀ϕ : N → N∃α[(α ∈ Eσ ↔ ϕ|α ∈ Eσ) ∧ (α ∈ Aσ ↔ ϕ|α ∈ Aσ)].
(iii) (Using BCP): For all σ in HRS:
∀ϕ : N → N [ϕ|Eσ ⊆ Aσ → ∃α[α ∈ Aσ ∧ ϕ|α ∈ Aσ]] and:
∀ϕ : N → N [ϕ|Aσ ⊆ Eσ → ∃α[α ∈ Eσ ∧ ϕ|α ∈ Eσ]], or, equivalently:
for all X in Π0σ, if Eσ ⊆ X , then ∃α ∈ Aσ[α ∈ X ], and:
for all X in Σ0σ, if Aσ ⊆ X , then ∃α ∈ Eσ[α ∈ X ].
Theorem 1.2(iii) implies: Eσ positively fails to beΠ
0
σ and Aσ positively fails to be Σ
0
σ.
For the intuitionistic mathematician, Theorem 1.2(ii) does not establish the hierarchy,
as, for almost every σ in HRS, he is unable to prove: ¬∃α[α /∈ Eσ ∧ α /∈ Aσ].
1.2.5. On disjunction.
For every infinite sequence X0,X1,X2, . . . of subsets of N , Cn(Xn) := {α | ∀n[αn ∈
Xn]} and Dn(Xn) := {α | ∃n[αn ∈ Xn]}. Cn(Xn),Dn(Xn) are the conjunction and the
disjunction of the infinite sequence X0,X1,X2, . . ., respectively.
For all X0,X1 ⊆ N , D(X0,X1) := {α | ∃i < 2[αi ∈ Xi]} and D2(X0) := D(X0,X0).
D(X0,X1) is called the disjunction of X0 and X1. Z ⊆ N reduces to D(X0,X1) if and
only if there exist Z0,Z1 such that Z = Z0 ∪ Z1 and ∀i < 2[Zi  Xi].
Theorem 1.3. ¬
(
D2(A1) ⊆ D2(A1)
)
.
Proof. Assume D2(A1) ⊆ D2(A1) = {α | α0 = 0 ∨ α1 = 0}. Note: D2(A1) is a spread
containing 0. Applying BCP, find m such that either : ∀α ∈ D2(A1)[0m ❁ α→ α0 = 0]
or : ∀α ∈ D2(A1)[0m ❁ α→ α1 = 0]. Both alternatives are false. 
Theorem 1.3 shows that the union of two Π01-sets is not always Π
0
1: D(A1,A1) does
not reduce to A1. This result admits of a vast extension:
Assume: σ ∈ HRS. Define, as in [35, p. 39]:
σ is weakly comparative ↔
(
σ(0) = 0→ ∀m∀n∃p[σm ≤ σp ∧ σn ≤ σp]
)
,
The following result is [35, Theorem 8.8].
Theorem 1.4 (The persisting difficulty of disjunction). For each σ in HRS, if σ is
weakly comparative, then D(A1,Aσ) does not reduce to AS∗(σ).
1.2.6. Perhaps.
For every X ⊆ N , Perhaps(X ) := {α | ∃β ∈ X [α # β → α ∈ X ]}.
If X is inhabited, then X ⊆ Perhaps(X ).
X ⊆ N is perhapsive if and only if X = Perhaps(X ).
In [39], perhapsive subsets of N are called weakly stable. [39] is the birthplace of the
notion of ‘perhapsity’. The notion has been studied further in [31], [33] and [36].
Theorem 1.5.
(i) For all X ,Y ⊆ N , if X  Y and Y is perhapsive, then X is perhapsive.
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(ii) D2(A1) and E2 are not perhapsive.
(iii) A2 is perhapsive and ¬
(
D2(A1)  A2
)
.
Proof. (i) Let X ,Y, ϕ be given such that ϕ : N → N reduces X to Y and Y is perhapsive.
Let α, β be given such that β ∈ X and α # β → α ∈ X . Note: ϕ|β ∈ Y, and, if
ϕ|α # ϕ|β, then: α # β, and: α ∈ X , and: φ|α ∈ Y. As Y is perhapsive, we conclude:
ϕ|α ∈ Y and: α ∈ X . We thus see: ∀α[∃β ∈ X [α # β → α ∈ X ] → α ∈ X ], that is: X
is perhapsive.
(ii) Let α in D2(A1) be given. Define α0 such that (α0)0 = 0 and ∀j[¬∃n[j = 〈0〉∗n]→
α0(j) = α(j)]. Note: α0 ∈ D2(A1) and, if α # α0, then: α1 = 0, and: α ∈ D2(A1).
We thus see: ∀α ∈ D2(A1)[α ∈ Perhaps
(
D2(A1)
)
]. Using Theorem 1.3, we conclude:
D2(A1) 6= Perhaps
(
D2(A1)
)
, that is: D2(A1) is not perhapsive.
As D2(A1) is Σ02 and reduces to E2, also E2 is not perhapsive, by (i).
(iii) Let α, β be given such that β ∈ A2 and α # β → α ∈ A2. Let m be given.
Find n such that βm(n) 6= 0. Either : αm(n) = βm(n) 6= 0, or : α # β, and: α ∈ A2,
and: ∃p[αm(p) 6= 0]. We thus see: ∀m∃p[αm(p) 6= 0], that is: α ∈ A2. Conclude:
∀α[∃β ∈ A2[α # β → α ∈ A2]→ α ∈ A2], that is: A2 is perhapsive.
It follows that D2(A1) does not reduce to A2, by (ii) and (i). 
1.2.7. Projective sets.
For each X ⊆ N , Ex(X ) := {α | ∃β[pα, βq ∈ X ]} = {αI | α ∈ X} and
Un(X ) := {α | ∀β[pα, βq ∈ X ]}.
For each β, EFβ := Ex(Fβ) and UGβ := Un(Gβ).
Σ11 := {EFβ | β ∈ N} is the class of the analytic sets and
Π11 := {UGβ | β ∈ N} is the class of the co-analytic sets.
For each β, (EFβ ,UGβ) is a complementary (Σ11,Π
1
1)-pair.
E11 := {α | ∃γ∀n[α(γn) = 0]} and A
1
1 := {α | ∀γ∃n[α(γn) 6= 0]}.
US11 := {α | αII ∈ EFαI} and UP
1
1 := {α | αII ∈ UGαI}.
Σ1,∗1 := {EFβ | Spr(β)} is the class of the strictly analytic sets.
Π1+1 := {Un(X ) | X ∈ Borel} is the class of the broadly co-analytic sets.
For each β, UEFβ := Un(EFβ) and EUGβ := Ex(UGβ).
Π12 := {UEFβ | β ∈ N} and Σ
1
2 := {EUGβ | β ∈ N}.
For each β, (EUGβ , UEFβ) is a complementary (Σ12, Π
1
2)-pair.
E12 := {α | ∃β∀γ∀n[α(pβ, γqn) = 0]} and A
1
2 := {α | ∀β∃γ∃n[α(pβ, γqn) 6= 0]}.
US12 := {α | αII ∈ EUGαI} and UP
1
1 := {α | αII ∈ UEFαI}.
1.3. The main results of this paper. Apart from this introductory Section, the
paper contains Sections numbered 2 to 7.
In Section 2, we establish some properties of the class Σ11. We prove that the set
IF := {α | ∃β ∈ (Tα)N∀n[β(n + 1) <KB β(n)]}, that is: the set of all α such that
the tree Tα := {s | ∀t ❁ s[α(t) = 0]} is (positively) ill-founded with respect to the
Kleene-Brouwer-ordering <KB, is Σ
1
1 but not Σ
1
1-complete. We also prove that the set
UNC := {β | ∀α∃γ ∈ Fβ∀n[γ # αn]} of codes of the positively uncountable closed
subsets of N is Σ11-complete, and that the same holds for the set Share
∗(INF) := {β |
Spr(β) ∧ ∃α ∈ Fβ∀m∃n > m[α(n) 6= 0]} of codes of the spreads that contain an
element α such that Dα = {n | α(n) 6= 0} is an infinite subset of N.
The final Subsection of Section 2 is devoted to the class Σ1∗1 of the strictly analytic
subsets of N . Σ1∗1 is a proper subclass of Σ
1
1 and is lacking some of the useful closure
properties of Σ11.
In Section 3, we give intuitionistic proofs of the Separation Theorems due to Lusin
and Novikov. Novikov’s Theorem is the stronger one and says that, given any infinite
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sequence X0,X1, . . . of Σ1∗1 subsets of N such that #n(Xn), (that is, in a constructively
strong sense:
⋂
n(Xn) = ∅), one may find an infinite sequence B0,B1, . . . of Borel subsets
of N such that ∀n[Xn ⊆ Bn] and #n(Bn). The proofs use Brouwer’s Thesis on bars in
N .
We give an intuitionistic proof of Lusin’s result that the range of a strongly one-to-
one function from a spread into N is (positively) Borel. It is shown that the positively
Borel set D2(A1) := {α | α0 = 0 ∨ α1 = 0} positively fails to be the range of a strongly
one-to-one function from a spread into N .
In Section 4, we establish some properties of the classΠ11 of the co-analytic subsets of
N . We prove that the set WF := {α | ∀β ∈ (Tα)N∃n[β(n) ≤KB β(n+ 1)]}, that is: the
set of all α such that the tree Tα is well-founded with respect to <KB, coincides with A11
and thus is Π11-complete. The proof uses Brouwer’s Thesis on bars in N . We also show
that the set Sink∗(ALMOST ∗FIN ) := {β | Spr(β) ∧ ∀α ∈ Fβ∀ζ ∈ [ω]
ω∃n[α ◦ ζ(n) =
0]}, consisting of the codes of all spreads all of whose elements α have the property
that Dα is an almost-finite subset of N, is Π11-complete. We then prove that the set
E11 ! := {α | ∃γ[∀n[α(γn) = 0] ∧ ∀δ[δ # γ → ∃n[α(δn) 6= 0]]} consisting of those α that
admit exactly one path γ is not Π11 although, in classical descriptive set theory, E
1
1 ! is
Π11-complete. It remains true that every Π
1
1 set reduces to E
1
1 !.
In Section 5, we prove that there exist Σ11 sets that positively fail to be Π
1
1 and Π
1
1
sets that positively fail to be Σ1∗1 . We use Kripke’s scheme KS in order to prove that
there are Π11 sets that are not Σ
1
1. We also see that some Σ
1
1 sets positively fail to be
(positively) Borel and that some Π11 sets are not (positively) Borel. Using Brouwer’s
Thesis on bars in N , we prove one half of Souslin’s Theorem: Σ1∗1 ∩Π
1
1 ⊆ Borel. The
converse statement fails intuitionistically.
In Section 6, we study the set ALMOST ∗COUNT := {β | Spr(β) ∧ ∃δ∀γ ∈
Fβ∀α∃n[γα(n) = δnα(n)]} of codes of almost-countable spreads. This set is Σ
1
2 and
probably not Π11, although we have no proof of the latter fact. We prove, again using
Brouwer’s Thesis on bars in N , that the almost-countable spreads are just the spreads
that are reducible in Cantor’s sense and that they form a hierarchy in various senses,
the so-called Cantor-Bendixson hierarchy.
In Section 7, we study the class Π12 of the co-projections of analytic sets and the
class Σ12 of the projections of co-analytic sets. We prove that the Second Axiom of
Continuous Choice, AC1,1, implies: Π
1
2 ⊆ Σ
1
2 and thus causes the collapse of the
(positive) projective hierarchy. We draw a parallel with arithmetic, where Church’s
Thesis causes the collapse of the (positive) arithmetical hierarchy.
2. Analytic sets
The relevant definitions may be found in Subsubsection 1.2.7.
2.1. The class Σ11.
A Souslin system is a mapping s 7→ Ps that associates to every s a subset Ps of N .
The Souslin operation applied to such a system produces the set AsPs :=
⋃
α
⋂
n Pαn.
The last item of the next Theorem shows that the class Σ11 is closed under the Souslin
operation.
Theorem 2.1.
(i) US11 is Σ
1
1-universal.
(ii) E11 is Σ
1
1-complete.
(iii) For every infinite sequence X0,X1, . . . in Σ
1
1,
⋃
n Xn ∈ Σ
1
1 and
⋂
n Xn ∈ Σ
1
1:
∀β∃γ∃δ[
⋃
n EFβn = EFγ ∧
⋂
n EFβn = EFδ].
(iv) Borel ⊆ Σ11 : ∀σ ∈ HRS∀β∃γ∃δ[G
σ
β = EFγ ∧ F
σ
β = EFδ].
(v) For all X ⊆ N , if X ∈ Σ11, then Ex(X ) ∈ Σ
1
1: ∀β∃γ[Ex(EFβ) = EFγ ].
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(vi) For all X ,Y ⊆ N , if X  Y ∈ Σ11, then X ∈ Σ
1
1:
∀β∀ϕ : N → N∃γ[{α| | ϕ|α ∈ EFβ} = EFγ ].
(vii) For each β, AsEFβs ∈ Σ11.
Proof. (i) For each α, α ∈ US11 ↔ αII ∈ EFαI ↔ ∃γ[pαII , γq ∈ FαI ]↔
∃γ∀n[αI(pαII , γqn) = 0].
Define β such that ∀a[β(a) = aI,I(paI,II , aIIq)], and note: US
1
1 = EFβ ∈ Σ
1
1.
Also: for each β, EFβ = US
1
1 ↾ β. Conclude: US
1
1 is Σ
1
1-universal.
(ii) For each α, α ∈ E11 ↔ ∃γ∀n[α(γn) = 0].
Define F := {α | ∀n[αI(αIIn) = 0]} and note E11 = Ex(F).
Define β such that ∀a[β(a) = 0 ↔ ∀n[aIIn < length(aI)→ aI(aIIn) = 0] and note:
F = Fβ. We thus see E11 ∈ Σ
1
1.
Let β be given. Note: ∀α[α ∈ EFβ ↔ ∃γ∀nβ(pα, γqn) = 0]].
Define ϕ : N → N such that
∀α∀c∀k[length(c) = k →
(
(ϕ|α)(c) = 0 ↔ β(pαk, cq) = β(pα(k + 1), cq) = 0
)
] and
note: ϕ reduces EFβ to E
1
1 . Conclude: E
1
1 is Σ
1
1-complete.
(iii) Let X0,X1, . . . be an infinite sequence of analytic subsets of N . Using AC0,1,
find β such that ∀n[Xn = EFβn ].
Note: for all α, α ∈
⋃
n Xn ↔ ∃n∃γ[pα, γq ∈ Fβn ]↔ ∃γ[pα, γ ◦ Sq ∈ Fβγ(0) ]. Define
Z0 := {α | ∀n[βαII (0)(αIn) = 0]} and note: Z0 ∈ Π01 and
⋃
n Xn = Ex(Z0) ∈ Σ
1
1.
Note, using AC0,1: for all α, α ∈
⋂
n Xn ↔ ∀n∃γ[pα, γq ∈ Fβn ]↔
∃γ∀n[pα, γnq ∈ Fβn ]. Define Z1 := {α | ∀n∀m[βn(pαI , (αII)nqm) = 0]} and note:
Z1 ∈ Π01 and
⋂
n Xn = Ex(Z1) ∈ Σ
1
1.
(iv) follows from (iii) by induction on the class of positively Borel sets.
(v) Let β be given. Note: for every α, α ∈ Ex(EFβ) ↔ ∃γ[pα, γq ∈ EFβ ↔
∃γ∃δ[ppα, γq, δq ∈ Fβ ]↔ ∃γ[ppα, γIq, γIIq ∈ Fβ ].
Define Z := {α | ∀n[β[ppαI , αII,Iq, αII,IIqn = 0]} and note: Z ∈ Π01 andEx(EFβ) =
Ex(Z) ∈ Σ11.
(vi) Let ϕ : N → N and β be given. For every α, ϕ|α ∈ EFβ ↔ ∃γ[pϕ|α, γq ∈ Fβ ].
Define Z := {α | ∀n[β(pϕ|αI , αIIqn) = 0]} and note: Z ∈ Π01 and {α | ϕ|α ∈ EFβ} =
Ex(Z) ∈ Σ11.
(vii) Let β be given. Note, using AC0,1: for each α, α ∈ AsEFβs ↔
∃γ∀n[α ∈ EFβγn ]↔ ∃γ∀n∃δ[pα, δq ∈ Fβγn ]↔ ∃γ∃δ∀n[pα, δ
nq ∈ Fβγn ]↔
∃γ∀n[pα, (γII)nq ∈ FβγIn ]. Define Z := {α | ∀n∀m[β
αII,In(pαI , (αII,II)nqm) = 0]} and
note: Z ∈ Π01 and AsEFβs = Ex(Z) ∈ Σ
1
1.

2.2. The set IF .
IF := {α | ∃β ∈ (Tα)N∀n[β(n + 1) <KB β(n)]} is the set of all α such that the
tree Tα := {s | ∀t ❁ s[α(t) = 0]} is (positively) ill-founded with respect to the Kleene-
Brouwer-ordering <KB.
<KB is a linear ordering on N. For all s, t, maxKB(s, t) := s if t ≤KB s, and
maxKB(s, t) := t otherwise.
In classical mathematics, IF = E11 , see also Theorem 4.2.
Theorem 2.2.
(i) D2(A1)  IF .
(ii) E11 $ IF .
(iii) IF ∈ Σ11 but IF is not Σ
1
1-complete.
Proof. Assume: ϕ : N → N reduces D2(A1) = {α | α0 = 0 ∨ α1 = 0} to IF .
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Assume: α ∈ D2(A1). Define α0, α1 such that ∀i < 2[(αi)i = 0 ∧ ∀j[¬∃n[j =
〈i〉 ∗ n] → αi(j) = α(j)]]. Then: ∀i < 2[αi ∈ D2(A1) ∧ ϕ|αi ∈ IF ]. Find δ0, δ1 such
that ∀i < 2∀n[δi(n) ∈ Tϕ|αi ∧ δi(n+ 1) <KB δi(n)]. Define ζ such that, for each n,
(1) if ∀i < 2∀j ≤ n[δi(j) ∈ Tϕ|α], then ζ(n) = maxKB
(
δ0(n), δ1(n)
)
, and,
(2) for all i < 2, if ∃j ≤ n[δi(j) /∈ Tϕ|α], then ζ(n) = δ1−i(n).
This is a good definition: if, for some i < 2, for some j, δi(j) /∈ Tϕ|α, then α # αi,
and, therefore, α = α1−i, and, for each j, δ1−i(j) ∈ Tϕ|α. Note: ∀n[ζ(n) ∈ Tϕ|α ∧ ζ(n+
1) <KB ζ(n)] and conclude: ϕ|α ∈ IF , and: α ∈ D2(A1).
We thus see: ∀α ∈ D2(A1)[α ∈ D2(A1)] and, according to Theorem 1.3, have a
contradiction.
Conclude: D2(A1)  IF .
(ii) Assume: α ∈ E11 . Find γ such that ∀n[α(γn) = 0]. Note: ∀n[γn ∈ Tα ∧ γ(n +
1) <KB γn] and: α ∈ IF . We thus see: E11 ⊆ IF .
According to Theorem 2.1, D2(A1)  E11 , and, according to (i), D
2(A1)  IF .
Conclude: E11 6= IF and: E
1
1 $ IF .
(iii) Define Z := {α | ∀n[αII(n) ∈ TαI ∧ αII(n+1) <KB αII(n)]} and note: Z ∈ Π
0
1
and IF = Ex(Z). Conclude: IF ∈ Σ11. As, according to (i), the analytic set D
2(A1)
does not reduce to IF , IF is not Σ11-complete. 
2.3. Uncountable spreads: the sets UNC, UNC ′ and UNC′′.
X ⊆ N is (positively) uncountable if and only if ∀α∃β ∈ X∀n[β # αn], and weakly
(positively) uncountable if and only if ∃α[α ∈ X ] and ∀α ∈ XN∃β ∈ X∀n[β # αn].
Clearly, every uncountable subset of N is weakly uncountable. For spreads, the two
notions coincide:
Theorem 2.3. If F ⊆ N is a spread and weakly uncountable, then F is uncountable.
Proof. Let β be given such that Spr(β) and F := Fβ is weakly uncountable. Let ρ be
the canonical retraction of N onto F . Note: ∀α[ρ|α ∈ F ∧ (α # ρ|α→ ∃n[β(αn) 6= 0])].
Let α be given. Find δ in F such that ∀n[δ # ρ|(αn)]. For each n, either : δ # αn,
or : αn # ρ|(αn), and, for some m, β(αnm) 6= 0, and, as β(δm) = 0: αnm 6= δm, and:
δ # αn. We thus see: ∀α∃δ ∈ F∀n[δ # αn], that is: F is uncountable. 
One half of the following theorem is the same as [10, Theorem 2.1]. This famous
statement has been proven classically by Cantor for Π01 subsets of N and then by
Alexandrov and Hausdorff for Borel subsets of N and then by Souslin for Σ11 subsets of
N . Its general validity in our context is due to the Axiom AC1,1.
Theorem 2.4. X ⊆ N is uncountable if and only if C embeds into X .
Proof. First, assume: X ⊆ N snd C embeds into X . Find ϕ such that ϕ : C ֌ X . Let
α be given. We define δ such that ∀n[δ(n) ∈ Bin ∧ δ(n) ❁ δ(n+1) ∧ ϕ|δ(n) ⊥ αn], by
induction. Define δ(0) = 0 = 〈 〉. Let n be given such that δ(n) has been defined. Find p
such that ϕ|(δ(n)∗0p) ⊥ ϕ|(δ(n)∗1p). If αn ⊥ ϕ|(δ(n)∗0p), define δ(n+1) := δ(n)∗0p,
and, if not, define δ(n+ 1) := δ(n) ∗ 1p.
Find ε in C such that ∀n[δ(n) ❁ ε] and define: β := ϕ|ε. Note: β ∈ X and
∀n[αn # ϕ|ε = β]. We thus see: X is uncountable.
Next, assume X ⊆ N is uncountable. Using AC1,1, find ϕ : N → N such that
∀α[ϕ|α ∈ X ∧ ∀n[ϕ|α # αn]]. We prove: ∀s∃t∃u[s ❁ t ∧ s ❁ u ∧ ϕ|t ⊥ ϕ|u]. Let
s be given. Define δ := ϕ|(s ∗ 0). Define ε such that s ❁ ε ∧ εs = ϕ|δ ∧ ∀j[¬∃n[j =
〈s〉 ∗ n]→ ε(j) = 0]]. Note: ϕ|ε # εs = ϕ|δ. Find m such that ϕ|δm ⊥ ϕ|εm and define
t := δm and u := εm. Clearly, t, u satisfy the requirements.
Define ζ such that ζ(0) = 0 and, for each s in Bin, ζ(s ∗ 〈0) = u′ and ζ(s ∗ 〈1〉) = u′′,
where u is the least v such that ζ(s) ❁ v′ ∧ ζ(s) ❁ v′′ ∧ ϕ|v′ ⊥ ϕ|v′′. Note:
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∀s ∈ Bin∀t ∈ Bin[s ❁ t →
(
ζ(s) ❁ ζ(t) ∧ ϕ|(ζ(s)) ❁ ϕ|(ζ(t))
)
]. Find ψ : C → N such
that ∀γ ∈ C∀n[ϕ|
(
ζ(γn)
)
❁ ψ|γ]. Note: ψ : C → X . Also note: ∀s ∈ Bin∀t ∈ Bin[s ⊥
t→ ϕ|(ζ(s)) ⊥ ϕ|(ζ(t))] and conclude: ψ : C֌ X and: C embeds into X . 
Theorem 2.5. (i) NC is Σ01-complete.
(ii) N C is Π02-complete.
(iii) Emb(C,N ) is Π02-complete.
Proof. (i) Using FT, note: for all ϕ, ϕ ∈ NC ↔ ∀γ ∈ C∃n[ϕ(γn) 6= 0] ↔ ∃m∀s ∈
Binm∃n ≤ m[ϕ(sn) 6= 0]. Conclude: NC is Σ01.
Define ϕ : N → N such that ∀α∀n∀s ∈ Binn[(φ|α)(s) = α(n)]. Note that ϕ reduces
E1 = {α | ∃n[α(n) 6= 0]} to NC . As E1 is Σ01-complete, so is N
C .
(ii) Note: for all ϕ, ϕ ∈ N C ↔
(
ϕ(0) = 0 ∧ ∀n[φn ∈ NC ]
)
. Conclude: N C ∈ Π02.
Define ϕ : N → N such that ∀α[(ϕ|α)(0) = 0 ∧ ∀m∀n∀s ∈ Binn[(φ|α)
m(s) =
αm(n)]. Note that ϕ reduces A2 = {α | ∀m[αm ∈ E1]} to N C . As A2 is Π02-complete,
so is N C .
(iii) Note, using FT: for all ϕ, ϕ ∈ Emb(C,N )↔(
ϕ ∈ N C ∧ ∀s ∈ Bin∀α ∈ C∀β ∈ C∃n[ϕ|s ∗ 〈0〉 ∗ αn ⊥ ϕ|s ∗ 〈1〉 ∗ βn]
)
↔(
ϕ ∈ N C ∧ ∀s ∈ Bin∃n∀t ∈ Binn∀u ∈ Binn[ϕ|s ∗ 〈0〉 ∗ t ⊥ ϕ|s ∗ 〈1〉 ∗ u]
)
.
Conclude: Emb(C,N ) ∈ Π02.
Define ψ : N → N such that ∀α[(ψ|α)(0) = 0 ∧ ∀m∀n∀s ∈ Binn[
(
(αmn ❁ 0 ∨ n ≤
m) → (ψ|α)m(s) = 0
)
∧
(
(αmn ⊥ 0 ∧ n > m) → (ψ|α)m(s) = s(m) + 1
)
]]. Note:
∀α∀m[αm ∈ E1 ↔ ∀β ∈ C[(ψ|α)m : β 7→ β(m)]]. Conclude: ∀α[α ∈ A2 ↔ ∀β ∈
C[(ψ|α) : β 7→ β]] and: ∀α[α ∈ A2 ↔ ψ|α ∈ Emb(C,N )].
We thus see: ψ reduces A2 to Emb(C,N ). As A2 is Π02-complete, so is Emb(C,N ).

Lemma 2.6. (i) For all finite A ⊆ N, for every P ⊆ A, for every proposition Q, if
∀m ∈ A[m ∈ P ∨ Q], then ∀m ∈ A[m ∈ P ] ∨ Q.
(ii) For all finite sets A,B ⊆ N, for all P ⊆ A, for all Q ⊆ B,
if ∀m ∈ A∀n ∈ B[m ∈ P ∨ n ∈ Q], then ∀m ∈ A[m ∈ P ] ∨ ∀n ∈ B[n ∈ Q].
Proof. (i) Use induction on the number of elements of A. If A = ∅, the statement is
true. Now assume the statement has been proven for A, and q ∈ N \A. We prove that
the statement is true for A∪{q}. Assume P ⊆ A∪{q} and Q is a proposition such that
∀m ∈ A ∪ {q}[m ∈ P ∨ Q]. Then, by the induction hypothesis: ∀m ∈ A[m ∈ P ] ∨ Q
but also: q ∈ P ∨ Q. Conclude: ∀m ∈ A ∪ {q}[m ∈ P ] ∨ Q.
(ii) Assume: A,B are finite subsets of N, and ∀m ∈ A∀n ∈ B[m ∈ P ∨ n ∈ Q].
Using (i), conclude: ∀n ∈ B[∀m ∈ A[m ∈ P ] ∨ n ∈ Q]. Using (i) once more, conclude:
∀m ∈ A[m ∈ P ] ∨ ∀n ∈ B[n ∈ Q]. 
Theorem 2.7. (i) Cantor space C embeds into every perfect spread.
(ii) For each ϕ : C → N , ϕ|C is a located subset of N .
(iii) For each ϕ : C ֌ N , ϕ|C is a perfect spread and a fan.
(iv) ¬∀ϕ ∈ N C∃β[Spr(β) ∧ ϕ|C = Fβ ].
Proof. (i) Let F ⊆ N be a perfect spread. Find β such that Pfspr(β) and F = Fβ .
Define ζ such that ζ(0) = 0 and, for all s in Bin, ζ(s∗〈0〉) := u′ and ζ(s∗〈1〉) = u′′ where
u is the least v such that v′ ⊥ v′′ and ζ(s) ❁ v′ and ζ(s) ❁ v′′ and β(v′) = β(v′′) = 0.
Define ϕ : C → N such that ∀α ∈ C∀n[ζ(αn) ❁ ϕ|α]. Note: ∀α ∈ C[ϕ|α ∈ Fβ ]. Also
note: for all α, β in C, if α # β, then, for some n, αn ⊥ βn and: ζ(αn) ⊥ ζ(βn), and:
ϕ|α # ϕ|β. Conclude: ϕ : C֌ F .
(ii) Let ϕ : C → N be given. We define δ as follows. Let s be given. Note:
∀α ∈ C∃m[s ❁ ϕ|αm ∨ s ⊥ ϕ|αm]. Using FT, findm such that ∀α ∈ C[s ❁ ϕ|αm ∨ s ⊥
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ϕ|αm]. Define δ(s) := 0 if ∃t ∈ Binm[s ❁ ϕ|t] and δ(s) := 1 if ∀t ∈ Binm[s ⊥ ϕ|t].
Note: ∀s[δ(s) = 0↔ ∃α ∈ C[s ❁ ϕ|α]] and conclude: ϕ|C is a located subset of N . Also
note: Fan(δ) and: ϕ|C ⊆ Fδ.
(iii) Let ϕ : C ֌ N be given. Using (ii), find δ such that ∀s[δ(s) = 0 ↔ ∃α ∈ C[s ❁
ϕ|α]] and: Fan(δ) and: ϕ|C ⊆ Fδ.
We first prove: Pfspr(δ). let s be given such that δ(s) = 0. Find α in C such that
s ❁ ϕ|α. Find m such that s ❁ ϕ|αm. Find n such that ϕ|(αm ∗ 0n) ⊥ ϕ|(αm ∗ 1n)
and define: t := ϕ|(αm ∗ 0n) and u := ϕ|(αm ∗ 1n). Note δ(t) = δ(u) = 0 and s ❁ t and
s ❁ u and t ⊥ u.
Assume s ∈ Bin. Note: ∀α ∈ C[ϕ|(s ∗ 〈0〉 ∗ αI) # ϕ|(s ∗ 〈1〉 ∗ αII)] and: ∀α ∈
C∃m[ϕ|
(
s∗〈0〉∗αIm
)
⊥ ϕ|
(
s∗〈1〉∗αIIm
)
] and, using FT: ∃m∀α ∈ C[ϕ|
(
s∗〈0〉∗αIm
)
⊥
ϕ|
(
s ∗ 〈1〉 ∗ αIIm
)
], that is: ∃m∀a ∈ Binm∀b ∈ Binm[ϕ|(s ∗ 〈0〉 ∗ a) ⊥ ϕ|(s ∗ 〈1〉 ∗ b)].
Define ζ such that, for each s in Bin, ζ(s) is the least m such that ∀a ∈ Binm∀b ∈
Binm[ϕ|(s ∗ 〈0〉 ∗ a) ⊥ ϕ|(s ∗ 〈1〉 ∗ b)].
We now prove: Fδ ⊆ ϕ|C. Let γ ∈ Fδ be given. Assume: s ∈ Bin. Note: ∀a ∈
Binζ(s)∀b ∈ Binζ(s)[ϕ|(s ∗ 〈0〉 ∗ a) ⊥ γ ∨ γ ⊥ ϕ|(s ∗ 〈1〉 ∗ b)]. Conclude, using Lemma
2.6: ∀a ∈ Binζ(s)[ϕ|(s ∗ 〈0〉 ∗ a) ⊥ γ] ∨ ∀a ∈ Binζ(s)[γ ⊥ ϕ|(s ∗ 〈1〉 ∗ a)].
Define η in C such that ∀s ∈ Bin[η(s) = 1↔ ∀a ∈ Binζ(s)[ϕ|(s ∗ 〈0〉 ∗ a) ⊥ γ]].
Define α in C such that ∀n[α(n) = η(αn)].
Observe: ∀n∀β ∈ C[
(
αn ❁ β ∧ β(n) 6= α(n)
)
→ ϕ|β ⊥ γ], that is: ∀β ∈ C[β ⊥
α → ϕ|β ⊥ γ]. Assume: ϕ|α ⊥ γ. Find n such that ϕ|αn ⊥ γ. Define m = n + ζ(αn)
and note: ∀d ∈ Bimm[d ⊥ αn → ϕ|d ⊥ γ]. Conclude: ∀d ∈ Binm[ϕ|d ⊥ γ]. Note:
∀d ∈ Binm[length(ϕ|d) ≤ m]. Conclude: δ(γm) 6= 0. Contradiction. We thus see:
¬(ϕ|α ⊥ γ), and: ϕ|α = γ.
Conclude: ∀γ ∈ Fδ∃α ∈ C[ϕ|α = γ], and: ϕ|C = Fδ.
(iv) Assume: ∀ϕ ∈ N C∃β[Spr(β) ∧ ϕ|C = Fβ].
Let α be given. Define ϕ : C → N such that ∀γ ∈ C[ϕ|(〈0〉∗γ) = α ∧ ϕ|(〈1〉∗γ) = 0].
Note: ϕ|C = {α, 0}. Find β such that Spr(β) and {α, 0} = Fβ. Note: ∀s[β(s) =
0 ↔ (s ❁ α ∨ s ❁ 0)]. Note: ∀γ ∈ Fβ[γ = α ∨ γ = 0]. Applying BCP, find
m such that either : ∀γ ∈ Fβ [0m ❁ γ → γ = 0], and: 0m ⊥ α ∨ α = 0, or :
∀γ ∈ Fβ [0m ❁ γ → γ = α], and: α = 0. Conclude: α = 0 ∨ α # 0.
We thus see: ∀α[α = 0 ∨ α # 0], that is: LPO, a contradiction.

We define UNC := {β | ∀α∃γ ∈ Fβ∀n[γ # α
n]} and UNC′ := {β ∈ UNC | Spr(β)}
and UNC′′ := {β | ∀α∃γ ∈ EFβ∀n[γ # αn]}.
The classical result corresponding to the following theorem is due to W. Hurewicz,
see [15, Theorem 27.5]. The proof in [15] is not constructive.
Theorem 2.8. UNC, UNC′ and UNC′′ are Σ11-complete.
Proof. Define A := {β | βII : C ֌ N ∧ ∀s ∈ Bin∀t[t ⊑ βII |s → βI(t) = 0]}.
Note, using Theorem 2.4: UNC = Ex(A). Also note, using Theorem 2.5: A ∈ Π02 and
conclude, using Theorem 2.1: UNC ∈ Σ11.
Define ϕ : N → N such that ∀s[(ϕ|α)(s) = 0 ↔ ∃u ∈ Tα[length(u) = length(s) ∧
∀i < length(s)[s(i) = 2u(i) ∨ s(i) = 2u(i) + 1]]. We prove that ϕ reduces E11 to UNC.
First, assume: α ∈ E11 . Find γ such that ∀n[α(γn) = 0]. Define β such that ∀s[β(s) =
0↔ ∀i < length(s)[s(i) = 2γ(i) ∨ s(i) = 2γ(i) + 1]]. Note: Pfspr(β) and Fβ ⊆ Fϕ|α.
Conclude, using Theorems 2.5(i) and 2.4: ϕ|α ∈ UNC.
Now let α be given such that ϕ|α ∈ UNC. Using Theorem 2.5, find β such that
Pfspr(β) and Fβ ⊆ Fϕ|α. Find γ in Fβ. Find δ such that ∀n[γ(n) = 2δ(n) ∨ γ(n) =
2δ(n) + 1] and conclude: ∀n[α(δn) = 0] and: α ∈ E11 .
We thus see: E11 reduces to UNC. As E
1
1 is Σ
1
1-complete, see Theorem 2.1, so is UNC.
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Define A′ := {β ∈ A | Spr(βI)}. Note: A′ ∈ Π02 and UNC
′ = Ex(A′). Conclude:
UNC′ ∈ Σ11.
Define ψ : N → N such that ∀s[(ψ|α)(s) = 0 ↔ ∃t∃k[s = t ∗ 0k ∧ ∃u ∈
Tα[length(u) = length(t) ∧ ∀i < length(t)[t(i) = 2u(i) + 1 ∨ t(i) = 2u(i) + 2]].
We prove that ψ reduces E11 to UNC
′.
First, assume: α ∈ E11 . Find γ such that ∀n[α(γn) = 0]. Define β such that ∀s[β(s) =
0↔ ∀i < length(s)[s(i) = 2γ(i)+1 ∨ s(i) = 2γ(i)+2]]. Note: Pfspr(β) and Fβ ⊆ Fψ|α.
Note: Spr(ψ|α) and conclude: ψ|α ∈ UNC′.
Now let α be given such that ψ|α ∈ UNC′. Find β such that Pfspr(β) and Fβ ⊆
Fψ|α. Note: ∀s[β(s) = 0 → ∀i < length(s)[s(i) > 0]]. Find γ in Fβ . Find δ such that
∀n[γ(n) = 2δ(n) + 1 ∨ γ(n) = 2δ(n) + 2] and conclude: ∀n[α(δn) = 0] and: α ∈ E11 .
Define A′′ := {β | βII : C ֌ EFβI}. Note, using AC1,1: for every β, βII : C → EFβI
if and only if ∃ϕ : C → N∀γ ∈ C[pβII |γ, ϕ|γq ∈ FβI ]. Define A
∗ := {β | βII : C →
N ∧ ∀γ ∈ C[γI # γII → (βII |γI)I # (βII |γII)I ] ∧ ∀s ∈ Bin∀t[t ⊑ βII |s→ βI(t) = 0]]}.
Note: UNC′′ = Ex(A′′) = Ex(A∗), and, using Theorem 2.5: A∗ ∈ Π02. Conclude:
UNC′′ ∈ Σ11.
In order to see that UNC′′ is Σ11-complete, we remind ourselves of the fact: Π
0
1 ⊆ Σ
1
1.
Define τ : N → N such that ∀β∀s[(τ |β)(s) = β(sI)] and note: ∀β[EF τ |β = Fβ ].
Conclude: τ reduces UNC to UNC′′, and, as UNC is Σ11-complete, so is UNC
′′. 
2.4. Share(INF), Share∗(INF) and Share∗(INF ∩ C).
As in [31], we define, for each X ⊆ N , Share(X ) := {β | ∃γ ∈ Fβ[γ ∈ X ]}. If
β ∈ Share(X ), one says: Fβ shares an element with X . We also define: Share
∗(X ) :=
{β ∈ Share(X ) | Spr(β)}.
INF := {α | ∀m∃n > m[α(n) 6= 0]}. If α ∈ INF , then {n | α(n) 6= 0} is a decidable
and infinite subset of N.
The next result corresponds to a well-known fact in classical descriptive set theory,
see [15, p. 209, Exercise 27], or [26, p. 137, Exercise 4.2.3].
Theorem 2.9. Share(INF), Share∗(INF) and Share∗(INF ∩ C) are Σ11-complete.
Proof. Note: for each β, β ∈ Share(INF)↔ ∃α∃ζ ∈ [ω]ω∀n[β(αn) = 0 ∧ α ◦ ζ(n) 6= 0]
and conclude, using Theorem 2.1: Share(INF) ∈ Σ11. Note: {β | Spr(β)} ∈ Π
0
2,
and conclude: Share∗(INF) = Share(INF) ∩ {β | Spr(β)} ∈ Σ11. Note: for each β,
β ∈ Share∗(INF ∩ C) ↔ ∃α ∈ C∃ζ ∈ [ω]ω∀n[β(αn) = 0 ∧ α ◦ ζ(n) 6= 0] and conclude:
Share∗(INF ∩ C) ∈ Σ11.
Define δ such that δ(0) = 0 and ∀s∀n[δ(s ∗ 〈n〉) = δ(s) ∗ 0n ∗ 〈1〉]. Define ϕ : N → N
such that ∀α∀s[(ϕ|α)(s) = 0 ↔ ∃n∃t[s = δ(t) ∗ 0n ∧ α(t) = 0]]. We prove that ϕ
reduces E11 to each one of Share
∗(INF ∩ C), Share(INF ∩ C) and Share(INF).
First, assume: α ∈ E11 . Find γ such that ∀n[α(γn) = 0]. Note: ∀n∀t[t ⊑ δ(γn) →
(ϕ|α)(t) = 0]. Find ε in C such that ∀n[δ(γn) ❁ ε]. Note: ε ∈ Fϕ|α and, as
∀n[ε
(
n +
∑i=n
i=0 γ(i)
)
= 1], also ε ∈ INF . Also note: Spr(ϕ|α) and conclude: ϕ|α ∈
Share∗(INF ∩ C) ⊆ Share(INF ∩ C) ⊆ Share(INF).
Now assume: ϕ|α ∈ Share(INF). Find ε in INF ∩ Fϕ|α. Define γ such that
γ(0) := µi[ε(i) 6= 0] and ∀n[γ(n + 1) = µi[i > γ(n) ∧ ε(i) 6= 0]. Note: ∀n[δ(γn) ❁ ε]
and: ∀n[α(γn) = 0] and: α ∈ E11 .
We thus see that ϕ reduces E11 to each one of Share
∗(INF ∩C), Share(INF ∩C) and
Share(INF). It follows that these sets, like E11 , are Σ
1
1-complete. 
2.5. Strictly analytic subsets of N .
The following theorem shows that Σ1∗1 is a proper subclass of Σ
1
1 and behaves less
nicely.
Theorem 2.10.
(i) For every X ⊆ N , X ∈ Σ1∗1 ↔ (X = ∅ ∨ ∃ϕ : N → N [X = ϕ|N ]).
(ii) For every X ⊆ N , if X ∈ Σ1∗1 , then X is semi-located.
(iii) For every X ⊆ N , if X is inhabited and semi-located, then X ∈ Σ1∗1 .
(iv) ¬∀β[∃γ[γ ∈ Fβ]→ Fβ is semi-located ].
(v) ∀β[Spr(β)→ Fβ ∈ Σ1∗1 ] and: ¬(Π
0
1 ⊆ Σ
1∗
1 ).
(vi) ¬∀β[Fβ is semi-located → Fβ is located ].
(vii) ¬∀β∃γ[Fγ = Gβ ].
(viii) Σ1∗1 is closed under the operation of (finite) union but Σ
1∗
1 is not closed under the
operation of (finite) intersection:
¬∀β[{β} ∩ {0} ∈ Σ1∗1 ] and: ¬∀β[{β, 1} ∩ {0, 1} ∈ Σ
1∗
1 ].
(ix) Σ1∗1 is not closed under the operation of countable union: ¬∀α[
⋃
n{β | β = 0 ∧
α(n) 6= 0} ∈ Σ1∗1 ].
(x) For every infinite sequence X0,X1,X2, . . . of strictly analytic and inhabited subsets
of N , the sets
⋃
n Xn, Dn(Xn) and Cn(Xn) are strictly analytic.
(xi) For every strictly analytic X ⊆ N , Ex(X ) is strictly analytic.
Proof. (i) First, assume: X ∈ Σ1∗1 . Find β such that Spr(β) and X = Ex(Fβ). There
are two cases: β(0) 6= 0 and β(0) = 0. In the first case: X = Fβ = ∅. In the second
case, let ρ : N → Fβ be the canonical retraction
5 of N onto Fβ. Define ϕ : N → N
such that ∀α[ϕ|α = (ρ|α)I ] and note: X = φ|N .
Conversely, let X ⊆ N and ϕ : N → N be given such that X = ϕ|N . Define
Y := {α | ∀n[αI(n + 1) ⊑ ϕ|
(
αII(n)
)
∧ αII(n) ❁ αII(n + 1)]}. Define β such that
∀s[β(s) = 0 ↔
(
∀n < length(s)[sI(n + 1) ⊑ ϕ|
(
sII(n)
)
] ∧ ∀n[n + 1 < length(s) →
sII(n) ❁ sII(n+ 1)]]
)
]. Note: Spr(β) and: Y = Fβ and: ϕ|N = Y.
(ii) Assume: X ∈ Σ1∗1 , that is, by (i): either X = ∅ or ∃ϕ : N → N [X = ϕ|N ].
Note: ∅ is semi-located. Now assume: X is inhabited and find ϕ : N → N such that
X = ϕ|N . Note: ∀s[∃γ[s ❁ ϕ|γ] ↔ ∃t[s ❁ ϕ|t]]. Define δ such that ∀n[(nI ⊑ ϕ|nII →
δ(n) = nI + 1) ∧ (¬(nI ⊑ ϕ|nII) → δ(n) = 0)]. Note: Eδ = {s | ∃γ[s ❁ ϕ|γ]} and
conclude: X = ϕ|N is semi-located.
(iii) Assume: X ⊆ N is inhabited and semi-located. Find δ such that Eδ = {s | ∃γ ∈
X [s ❁ γ]}. Note: ∃n[δ(n) = 〈 〉+ 1 = 1] and: ∀s ∈ Eδ∃n∃p[δ(n) = s ∗ 〈p〉+ 1]. Define ε
such that ε(0) = 0 and, for all s, n, if ∃p[δ(n) = ε(s)∗〈p〉+1], then ε(s∗〈n〉) = δ(n)−1,
and if not, then ε(∗〈n〉) = δ(m)− 1, where m = µq[∃p[δ(q) = ε(s) ∗ 〈p〉+1]. Now define
ϕ : N → N such that ∀α∀n[ε(αn) ❁ ϕ|α] and note: X = ϕ|N .
(iv) Define ϕ : N → N such that ∀α∀s[(ϕ|α)(s) = 0↔
(
s ❁ 0 ∨ (s ❁ 1 ∧ 0s ❁ α)
)
].
Note: ∀α∀γ[γ ∈ Fϕ|α ↔
(
γ = 0 ∨ (γ = 1 ∧ α = 0)
)
]. Assume: ∀α[Fϕ|α is semi-
located ]. Using AC1,1 , find ψ : N → N such that ∀α[Eψ|α = {s | ∃γ ∈ Fϕ|α[s ❁ γ]}].
Note: 〈1〉 ∈ Eψ|0. Find p such that (ψ|0)(p) = 〈1〉 + 1. Find q such that ψ
p(0q) 6= 0
and note: ∀α[0q ❁ α→ 〈1〉 ∈ Eψ|α] and conclude: ∀α[0q ❁ α→ α = 0]. Contradiction.
(v) Let β be given such that Spr(β). Define γ such that ∀s[γ(s) = 0 ↔ β(sI) = 0].
Note: Spr(γ) and Fβ = Ex(Fγ). Conclude: Fβ ∈ Σ1∗1 .
Assume: Π01 ⊆ Σ
1∗
1 . Then, according to (ii): ∀β[Fβ is semi-located]. This conclusion
contradicts (iv).
(vi) Assume: ∀β[Fβ is semi-located → Fβ is located].
Let α be given. Define β such that ∀s[β(s) = 0 ↔
(
length(s) ≥ 1 → α ◦ s(0) 6=
0
)
]. Define δ such that, for each n, if either: length(nI) ≥ 1 and α ◦ nI(0) 6= 0 or:
nI = 0 = 〈 〉 and α(nII) 6= 0, then: δ(n) = nI + 1, and, if not, then δ(n) = 0. Note:
Eδ = {s | ∃γ ∈ Fβ [s ❁ γ]}. Conclude: Fβ is semi-located. Using the above assumption,
conclude: Fβ is located. Find ε such that Eδ = Dε. Note: if ε(0) = 0, then 0 /∈ Dε = Eδ
5see Subsubsection 1.1.5
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and ∀n[α(n) = 0] and, if ε(0) 6= 0, then 0 ∈ Dε = Eδ and ∃n[α(n) 6= 0]. Conclude:
∀n[α(n) = 0] ∨ ∃n[α(n) 6= 0].
We thus see that our assumption implies LPO and is contradictory, see Subsubsection
1.1.11.
(vii) Assume: ∀β∃γ[Fγ = Gβ ].
Define ϕ : N → N such that ∀α∀s[(ϕ|α)(s) = 0 ↔ (s ⊥ 0 ∧ αs ⊥ 0)]. Note:
Gϕ|0 = ∅, and, for every α, if α # 0, then Gϕ|α = {δ | δ # 0}. Note: ∀α∃γ[Fγ = Gϕ|α].
Using AC1,1, find ρ : N → N such that ∀α[Fρ|α = Gϕ|α]. Note: Fρ|0 = ∅, and, for every
α, if α # 0, then Fρ|α = N . Assume: we find n such that (ρ|0)(0n) 6= 0. Determine p
such that ∀α[0p ❁ α → (ρ|α)(0n) 6= 0], and: ∀α[0p ❁ α → 0 /∈ Fρ|α]. Contradiction.
Conclude: ∀n[(ρ|0)(0n) = 0] and: 0 ∈ Fρ|0. Contradiction.
(viii) Assume X0,X1 ⊆ N are strictly analytic. It suffices to consider the case that
both X0,X1 are inhabited. Find ϕ such that ∀i < 2[ϕi : N → N ∧ Xi = ϕi|N ]. Define
ψ : N → N such that ∀α∀n[ψ|(〈0〉 ∗ α) = ϕ0|α ∧ ψ|(〈n + 1〉 ∗ α) = ϕ1|α] and note:
X0 ∪ X1 = ψ|N .
Assume: ∀β[{β}∩{0} ∈ Σ1∗1 ]. Using (i), conclude: ∀β[{β}∩{0} = ∅ ∨ ∃γ[γ ∈ {β}∩
0}]], and: ∀β[β 6= 0 ∨ β = 0]. Using BCP, find p such that either: ∀β[0p ❁ β → β 6= 0]
or: ∀β[0p ❁ β → β = 0]. Both alternatives are false, so we obtain a contradiction.
Now assume: ∀β[{β, 1} ∩ {0, 1} ∈ Σ1∗1 ]. According to (ii), ∀β[{β, 1} ∩ {0, 1} is semi-
located], that is: ∀β∃δ[Eδ = {s | ∃γ ∈ {β, 1} ∩ {0, 1}[s ❁ γ]}]. Using AC1,1, find
ϕ : N → N such that ∀β[Eϕ|β = {s | ∃γ ∈ {β, 1}∩{0, 1}[s ❁ γ]}]. Note: 〈0〉 ∈ Eϕ|0 and
find p such that (ϕ|0)(p) = 〈0〉+1. Find m such that ∀β[0m ❁ β → (ϕ|β)(p) = (ϕ|0)(p)]
and conclude: ∀β[0m ❁ β → 〈0〉 ∈ Eϕ|β ] and: ∀β[0m ❁ β → 0 ∈ {β, 1} ∩ {0, 1}], that
is: ∀β[0m ❁ β → β = 0], a contradiction.
(ix) Assume: ∀α[
⋃
n{β | β = 0 ∧ α(n) 6= 0} ∈ Σ
1∗
1 . Then, according to (i),
∀α[
⋃
n{β | β = 0 ∧ α(n) 6= 0} = ∅ ∨ ∃γ[γ ∈
⋃
n{β | β = 0 ∧ α(n) 6= 0}]], and:
∀α[∀n[α(n) = 0] ∨ ∃n[α(n) 6= 0]], that is: LPO, a contradiction, see Subsubsection
1.1.11.
(x) Let X0,X1, . . . be an infinite sequence of inhabited strictly analytic subsets of N .
Using (i) and AC0,1, find ϕ such that ∀n[ϕn : N → N ∧ Xn = ϕn|N ].
Define ψ : N → N such that ∀n∀α[ψ|(〈n〉 ∗ α) = ϕn|α] and note:
⋃
n Xn = ψ|N is
strictly analytic.
Define ρ : N → N such that ∀n∀α[
(
ρ|(〈n〉∗α)
)n
= ϕn|(αn) ∧ ∀i 6= n[
(
ρ|(〈n〉∗α)
)i
=
αi]] and note: DnXn = ρ|N is strictly analytic.
Define τ : N → N such that ∀n∀α[(τ |α)n = ϕn|(αn)] and conclude: CnXn = τ |N is
strictly analytic.
(xi) Assume X ⊆ N is strictly analytic. Then, according to (i), one may decide:
X = ∅ or: X is inhabited. Note: Ex(∅) = ∅ is strictly analytic. If X is inhabited, find
ϕ : N → N such that X = ϕ|N . Define ψ : N → N such that ∀α[ψ|α = (ϕ|α)I ] and
note Ex(X ) = ψ|N is strictly analytic. 
Using Theorem 2.10(x), one may prove: for every σ in HRS, Eσ and Aσ are strictly
analytic.
Theorem 2.11. (Using KS:)
(i) Every inhabited and definite closed subset of N is strictly analytic.
(ii) Every inhabited and definite analytic subset of N is strictly analytic.
Proof. (i) Assume F ⊆ N is inhabited, definite and closed. According to Theorem 1.1,
F is semi-located. According to theorem 2.10(iii), F is strictly analytic.
(ii) Assume X ⊆ N is inhabited, definite and analytic. Find F in Π01 such that
X = Ex(F). Note that F is inhabited. We assume that also F is definite. According
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to (i), F is strictly analytic. According to Theorem 2.10(xi), also X = Ex(F) is strictly
analytic. 
John Burgess, in [7], also studies strictly analytic subsets of N , or, as he called them,
using a term of of Brouwer’s and following [10], “dressed spreads”. Avoiding AC1,1, he
does not restrict application of the Brouwer-Kripke scheme to definite propositions and
concludes: every inhabited analytic subset of N is strictly analytic, that is: Σ11 = Σ
1∗
1 .
The argument given for Theorem 2.11(ii) is essentially his.
3. Separation theorems
3.1. Results by Lusin and Novikov.
A version of the next theorem occurs in [30, Theorem 18.4.1, p. 163]. A related result
is proven in [1].
Theorem 3.1 (Lusin’s Separation Theorem).
Let X0,X1 ⊆ N be strictly analytic. If X0 # X1, there exist (positively) Borel sets
B0,B1 ⊆ N such that ∀i < 2[Xi ⊆ Bi] and B0 # B1.
Proof. Let X0,X1 ⊆ N be strictly analytic. Assume: X0 # X1. If, for some i < 2,
Xi = ∅, we define Bi := ∅ and B1−i := N and are done. We thus may assume that
X0,X1 are inhabited. Find ϕ such that ∀i < 2[ϕi : N → N ∧ Xi = ϕi|N ]. Define
B := {s | ϕ0|s0 ⊥ ϕ1|s1}.
We prove: BarN (B).
Let α be given. Find n,m such that ϕ0|α0n ⊥ ϕ1|α1n and ∀i < 2[ϕi|αin ⊑ ϕi|(αim)].
Find p such that ∀i < 2[〈i,m〉 < p] and note: αp ∈ B.
Note that B is monotone: ∀s∀n[s ∈ B → s ∗ 〈n〉 ∈ B].
Define C := {s | ∃σ∃β[∀i < 2[σi ∈ HRS ∧ ϕi|Nsi ⊆ G
σi
βi ] ∧ G
σ0
β0 # G
σ1
β1 ]}.
We prove: B ⊆ C.
Let s in B be given. Note: ∀i < 2[ϕi|Nsi ⊆ Nϕi|si ] and ϕ
0|s0 ⊥ ϕ1|s1 and:
Nϕ0|s0 # Nϕ1|s1 . Define σ, β such that ∀i < 2[σ
i(0) 6= 0 ∧ ∀t[βi(t) 6= 0 ↔ t = ϕi|si]].
Note: ∀i < 2[Gσ
i
βi = Gβi = Nϕi|si ] and conclude: s ∈ C.
We prove: C is inductive: ∀s[∀m[s ∗ 〈m〉 ∈ C]→ s ∈ C].
Let s be given such that ∀m[s ∗ 〈m〉 ∈ C]. Consider k := length(s). If ¬∃i < 2[k =
〈i〉∗t], then (s∗〈0〉)0 = s0 and (s∗〈0〉)1 = s1, and, as s∗〈0〉 ∈ C, also s ∈ C. Now assume:
∃i < 2[k = 〈i〉 ∗ t]. Find i such that k = 〈i〉 ∗ t. Note: ∀m[(s ∗ 〈m〉)i = si ∗ 〈m〉 ∧ (s ∗
〈m〉)1−i = s1−i]. Using AC0,1, find β, σ such that, for each m, σm,i ∈ HRS ∧ σm,1−i ∈
HRS and ϕi|Nsi∗〈m〉 ⊆ G
σm,i
βm,i
∧ ϕ1−i|Ns1−i ⊆ G
σm,1−i
βm,1−i
and Gσ
m,i
βm,i
# Gσ
m,1−i
βm,1−i
. Conclude:
ϕi|Nsi =
⋃
m ϕ|Nsi∗〈m〉 ⊆
⋃
m G
σm,i
βm,i
and ϕ1−i|Ns1−i ⊆
⋂
m G
σm,1−i
βm,1−i
.
Let α be given such that αi ∈
⋃
m G
σm,i
βm,i
and α1−i ∈
⋂
m G
σm,1−i
βm,1−i
. Find m such
that αi ∈ Gσ
m,i
βm,i and note: α
1−i ∈ Gσ
m,1−i
βm,1−i and, therefore: α
i # α1−i. We thus see:
⋃
m G
σm,i
βm,i #
⋂
m G
σm,1−i
βm,1−i .
Define τ, γ such that ∀m[τm = S∗(σm,i) ∧ γm = S∗(βm,i)]. Then: ∀m[∀n[τm,n =
σm,i ∧ γm,n = βm,i] ∧ Fτ
m
γm = G
σm,i
βm,i
] and: Gτγ =
⋃
m G
σm,i
βm,i
.
Define ρ, δ such that ρ(0) = 0 and ∀m[ρm = σm,1−i ∧ δm = βm,1−i]. Note:
∀m[Gρ
m
δm = G
σm,1−i
βm,1−i ] and F
ρ
δ =
⋂
m G
σm,1−i
βm,1−i . Define ψ := S
∗(ρ) and ε = S∗(δ) and note:
∀n[Fψ
n
εn = F
ρ
δ ] and: G
ψ
ε = F
ρ
δ .
Conclude: s ∈ C.
Using BIM we conclude: 〈 〉 ∈ C, and the conclusion of the Theorem follows. 
Recall: for every infinite sequence X0,X1, . . . of subsets of N ,
#n(Xn)↔ ∀α[∀n[α
n ∈ Xn]→ ∃i∃j[α
i ⊥ αj ]].
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Theorem 3.2 (Novikov’s Separation Theorem).
For every infinite sequence X0,X1, . . . of inhabited strictly analytic subsets of N , if
#n(Xn), then there exists an infinite sequence B0,B1, . . . of (positively) Borel subsets of
N such that ∀n[Xn ⊆ Bn] and #n(Bn).
Proof. Let X0,X1, . . . be an infinite sequence of inhabited strictly analytic subsets of N
such that #n(Xn). Using AC0,1, find ϕ such that ∀n[ϕn : N → N ∧ Xn = ϕn|N ].
Define B := {s | ∃i∃j[ϕi|si ⊥ ϕj |sj ]}.
We prove: BarN (B).
Let α be given. Find i, j, n,m such that ϕi|αin ⊥ ϕj |αjn and ϕi|αin ⊑ ϕi|(αim) and
ϕj |αjn ⊑ ϕj |(αjm). Find p such that 〈i,m〉 < p and 〈j,m〉 < p and note: αp ∈ B.
Note that B is monotone: ∀s∀n[s ∈ B → s ∗ 〈n〉 ∈ B].
Define C := {s | ∃σ∃β[∀n[σn ∈ HRS ∧ ϕn|Nsn ⊆ Gσ
n
βn ] ∧ #n(G
σn
βn ]}.
We prove: B ⊆ C.
Let s in B be given. Find i, j such that ϕi|si ⊥ ϕj |sj . Define σ, β such that
∀n[σn(0) 6= (0)] and ∀t[βi(t) 6= 0 ↔ t = ϕi|si] and ∀t[βj(t) 6= 0 ↔ t = ϕj |sj ] and,
for all n, if n /∈ {i, j}, then βn = 1. Note: ∀n[σn ∈ HRS] and Gσ
i
βi
= Gβi = Nϕi|si
and Gσ
j
βj
= Gβj = Nϕj|sj and, for all n, if n /∈ {i, j}, then G
σn
βn = G1 = N . Note:
∀n[Nϕn|sn ⊆ G
σn
βn ] and: ∀α[∀n[α
n ∈ Gσ
n
βn ]→ α
i ⊥ αj ]. Conclude: s ∈ C.
We prove: C is inductive: ∀s[∀m[s ∗ 〈m〉 ∈ C]→ s ∈ C].
Let s be given such that ∀m[s ∗ 〈m〉 ∈ C]. Consider k := length(s). If k = 0, then
s = 〈 〉 and s ∗ 〈0〉 = 〈0〉 and ∀n[sn = (s ∗ 〈0〉)n = 〈 〉], and, as s ∗ 〈0〉 ∈ C, also s ∈ C.
Now assume: k 6= 0. Find i such that k = 〈i〉∗t. Note: ∀m[(s∗〈m〉)i = si∗〈m〉 ∧ ∀n 6=
i[(s ∗ 〈m〉)n = sn]]. Using AC0,1, find β, σ such that, for each m, ∀n[σm,n ∈ HRS] and
ϕi|Nsi∗〈m〉 ⊆ G
σm,i
βm,i
and ∀n 6= i[ϕn|Nsn ⊆ Gσ
m,n
βm,n ] and #n(G
σm,n
βm,n ).
Conclude: ϕi|Nsi =
⋃
m ϕ|Nsi∗〈m〉 ⊆
⋃
m G
σm,i
βm,i and ∀n 6= i[ϕ
n|Nsn ⊆
⋂
m G
σm,n
βm,n ].
Let α be given such that αi ∈
⋃
m G
σm,i
βm,i and ∀n 6= i[α
n ∈
⋂
m G
σm,n
βm,n ]. Find m such
that αi ∈ Gσ
m,i
βm,i and note: ∀n[α
n ∈ Gσ
m,n
βm,n ] and, therefore: ∃j∃k[α
j # αk]. Defining
Hi :=
⋃
m G
σm,i
βm,i , and, for all n 6= i, Hn :=
⋂
m G
σm,n
βm,n , we conclude: ∀n[ϕ
n|Nsn ⊆ Hn]
and: #n(Hn).
Define τ, γ such that ∀m[τm = S∗(σm,i) ∧ γm = S∗(βm,i)]. Then: ∀m[∀n[τm,n =
σm,i ∧ γm,n = βm,i] ∧ Fτ
m
γm = Gβm,iσ
m,i] and: Gτγ =
⋃
m G
σm,i
βm,i = Hi.
Let n 6= i be given. Define ρ, δ such that ρ(0) = 0 and ∀m[ρm = σm,n ∧ δm = βm,n].
Note: ∀m[Gρ
m
δm = G
σm,n
βm,n ] and F
ρ
δ =
⋂
m G
σm,n
βm,n . Define ψ := S
∗(ρ) and ε = S∗(δ) and
note: ∀k[Fψ
k
εk
= Fρδ ] and: G
ψ
ε = F
ρ
δ = Hn.
Conclude: s ∈ C.
Using BIM we conclude: 〈 〉 ∈ C, and the conclusion of the Theorem follows. 
3.2. Lusin’s representation Theorem.
Theorem 3.3 (One half of Lusin’s Regular Representation Theorem).
For every spread F , for every ϕ, if ϕ : F ֌ N , then ϕ|N is positively Borel.
Proof. Let β, ϕ be given such that Spr(β) and ϕ : Fβ ֌ N .
Note: ∀s∀t[
(
β(s) = β(t) = 0 ∧ s ⊥ t
)
→ ϕ|(Fβ ∩ s) # ϕ|(Fβ ∩ t)].
Using Theorem 3.1 and AC0,1, find σ, β such that
∀s∀t∀i < 2[σs,t,i ∈ HRS] and ∀s∀t[
(
β(s) = β(t) = 0 ∧ s <lex t
)
→
(
ϕ|(Fβ ∩ s) ⊆
Gσ
s,t,0
βs,t,0 ∧ ϕ|(Fβ ∩ t) ⊆ G
σs,t,1
βs,t,1 ∧ G
σs,t,0
βs,t,0 # G
σs,t,1
βs,t,1
)
].
Define, for each s such that β(s) = 0, Ds := Nϕ|s ∩
⋂
s<lext
Gσ
s,t,0
βs,t,0 ∩
⋂
t<lexs
Gσ
s,t,1
βs,t,1 .
Note: ∀s[β(s) = 0 → ϕ|(Fβ ∩ s) ⊆ Ds] and: ∀s∀t[
(
β(s) = β(t) = 0 ∧ s ⊥ t
)
→
Ds # Dt] and: ∀γ ∈ F∀n[ϕ|γ ∈ Dγn] and ∀α∀s[
(
β(s) = 0 ∧ α ∈ Ds
)
→ ϕ|s ❁ α].
20
Define, for each n, Hn =
⋃
{Ds | length(s) = n}, and note: ∀n[ϕ|F ⊆ Hn].
Assume: α ∈
⋂
nHn. Using AC0,1, find δ such that ∀n[length
(
δ(n)
)
= n ∧ α ∈
Dδ(n)]. Note: ∀n[δ(n) ❁ δ(n+ 1)] and find γ such that ∀n[δ(n) ❁ γ]. Note: γ ∈ F and
∀n[ϕ|δ(n) ❁ α]. Conclude: ϕ|γ = α and: α ∈ ϕ|F .
We thus see: ϕ|F =
⋂
nHn is (positively) Borel. 
We define: X ⊆ N is regular in Lusin’s sense if and if there exists a spread F ⊆ N
and ϕ : F ֌ N such that ϕ|F = X .
Theorem 3.3 shows: if X ⊆ N is regular in Lusin’s sense, then X is (positively)
Borel. The converse, a famous result in classical descriptive set theory, can not be true
intuitionistically, as every X ⊆ N that is regular in Lusin’s sense is strictly analytic,
and, as we know from theorem 2.10(v), it is not even true that every closed X ⊆ N is
strictly analytic.
We define: a strictly analytic X ⊆ N positively fails to be regular in Lusin’s sense
if and only if, for every spread F ⊆ N , for every ϕ : F → N , if ϕ|F = X , then
∃α ∈ F∃β ∈ F [α # β ∧ ϕ|α = ϕ|β].
Theorem 3.4. (i) D2(A1) = {γ | γ0 = 0 ∨ γ1 = 0} is strictly analytic and positively
fails to be regular in Lusin’s sense.
(ii) A1, E1, A2 are regular in Lusin’s sense and E2 is not.
Proof. (i) Define, for both i < 2, Pi := {γ | γi = 0}. Note: D2(A1) = P0∪P1 and P0,P1
are spreads. Conclude, using Theorem 2.10(v) and (viii): D2(A1) is strictly analytic.
Assume: F ⊆ N is a spread and ϕ : F ֌ D2(A1) and ϕ|N = D2(A1). Using
AC1,1, find ψ such that ∀i < 2[ψi : Pi → N ∧ ∀γ ∈ Pi[ϕ|(ψi|γ) = γ]]. Note: 0 ∈ P0
and: ψ0|0 ∈ F . Using BCP, find i0, n0 such that i0 < 2 and ∀α ∈ F [ψ0|0n0 ❁ α →
ϕ|α ∈ Pi0 ]. Find m0 such that ∀γ ∈ P0[0m0 ❁ γ → ψ
0|0n0 ❁ ψ0|γ], and, therefore:
∀γ ∈ P0[0m0 ❁ γ → γ ∈ Pi0 ]. Conclude: i0 = 0 and: ∀α ∈ F [ψ
0|0n0 ❁ α→ ϕ|α ∈ P0].
Following the same line of thought, find n1,m1 such that ∀α ∈ F [ψ1|0n1 ❁ α →
ϕ|α ∈ P1] and ∀γ ∈ P1[0m1 ❁ γ → ψ1|0n1 ❁ ψ1|γ]. Observe: if ψ0|0n0 ⊑ ψ1|0n1
then ∀γ ∈ P1[0m1 ❁ γ → ϕ|(ψ1|γ) ∈ P0], that is: ∀γ ∈ P1[0m1 ❁ γ → γ ∈ P0],
and this is false. We must conclude: ¬(ψ0|0n0 ⊑ ψ1|0n1), and, for similar reasons,
¬(ψ1|0n1 ⊑ ψ0|0n0) and: ψ1|0n1 ⊥ ψ0|0n0. Defining α := ψ0|0 and β := ψ1|0, we see:
α ⊥ β and: ϕ|α = 0 = ϕ|β. Conclude: D2(A1) positively fails to be regular in Lusin’s
sense.
We now give a proof of the weaker statement: D2(A1) is not regular in Lusin’s sense.
This second proof avoids the use of the strong axiom AC1,1 and uses only BCP.
Assume: F ⊆ N is a spread and ϕ : F ֌ D2(A1) and ϕ|N = D2(A1). Let α in
D2(A1) be given. Define α0, α1 such that ∀i < 2[(αi)i = 0 ∧ ∀m[¬∃j[m = 〈i, j〉] →
αi(m) = α(m)]]. Note: ∀i < 2[αi ∈ D2(A1)]. Find β, γ in F such that ϕ|β = α0 and
ϕ|γ = α1. Note: if β # γ, then α0 # α1 and either : α # α0, and α = α1 = ϕ|γ, or :
α # α1, and α = α0 = ϕ|β. Now define δ as follows. For each n, if β(n+1) = γ(n+1),
define δ(n) := β(n), and, if β(n+1) 6= γ(n+1), and α = ϕ|β, define δ(n) := β(n), and, if
β(n+ 1) 6= γ(n+ 1), and α = ϕ|γ, define δ(n) := γ(n). Note: ∀n[δn = βn ∨ δn = γn],
and conclude: δ ∈ F . Suppose we find n such that α(n) 6= (ϕ|δ)(n). Then either :
α(n) 6= (ϕ|β)(n) = α0(n), and: α # α0, so α = α1 = ϕ|γ and δ = γ and α(n) =
(ϕ|δ)(n): contradiction, or : α(n) 6= (ϕ|γ)(n) = α1(n), and: α # α1, so α = α0 = ϕ|β
and δ = β and α(n) = (ϕ|δ)(n): contradiction. Conclude: ∀n[α(n) = (ϕ|δ)(n)], that is:
α = ϕ|δ. Conclude: ∀α ∈ D2(A1)∃δ[ϕ|δ = α], and D2(A1) ⊆ D2(A1), a contradiction,
according to Theorem 1.3.
(ii) Define ρ : N → N such that ∀α[ρ|α = α] and note: ρ : A1 ֌ A1 and ρ|A1 = A1,
so A1 is regular in Lusin’s sense.
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Define ϕ : N → N such that ∀α[ϕ|α = 0α(0) ∗ 〈α(1) + 1〉 ∗ S ◦ S ◦ α] and note:
ϕ : N ֌ N and ϕ|N = E1, so E1 is regular in Lusin’s sense.
Define ψ : N → N such that ∀α∀n[(ψ|α)n = ϕ|(αn)] and note: ψ : N ֌ N and
ψ|N = A2, so A2 is regular in Lusin’s sense.
Assume: F ⊆ N is a spread, and τ : F ֌ E2 and τ |F = E2. Note: D2(A1) ⊆ E2, and
conclude, using the second argument given in (i): D2(A1) ⊆ τ |F = E2 and: D2(A1) ⊆
D2(A1), a contradiction. Conclude: E2 is not regular in Lusin’s sense. 
Theorem 3.4 shows that it is not so easy, for a strictly analytic (positively) Borel
set, to be regular in Lusin’s sense. The set E2!, to be discussed in the next Section, see
Theorem 6.4, is an example of a set that is positively Borel and strictly analytic and is
regular in Lusin’s sense, but, like the set D2(A1), fails to be co-analytic. It is not true,
therefore, that positively Borel sets regular in Lusin’s sense must be co-analytic.
Lusin would perhaps have been disappointed that there is no satisfying intuitionistic
counterpart to the other half of Lusin’s Theorem. He once observed that his represen-
tation theorem may help one to believe, in spite of possible qualms about generalized
inductive definitions, that, after all, the collection of all positively Borel subsets of N is
a well-defined set, see [17], pp. 38-39, and [27].
4. Co-analytic sets
The relevant definitions may be found in Subsubsection 1.2.7.
4.1. The class Π11.
Theorem 4.1.
(i) UP11 is Π
1
1-universal.
(ii) A11 is Π
1
1-complete.
(iii) For every infinite sequence X0,X1, . . . in Π11,
⋂
n Xn ∈ Π
1
1:
∀β∃γ[
⋂
n UGβn = UGγ ].
(iv) D2(A1) /∈ Π11.
(v) Π02 ⊆ Π
1
1 and Σ
0
2 * Π
1
1.
(vi) For all X ⊆ N , if X ∈ Π11, then Un(X ) ∈ Π
1
1: ∀β∃γ[Un(UGβ) = UGγ ].
(vii) For all X ,Y ⊆ N , if Y  X ∈ Π11, then X ∈ Π
1
1:
∀β∀ϕ : N → N∃γ[{α | ϕ|α ∈ UGβ} = UGγ ].
Proof. (i) For each α, α ∈ UP11 ↔ αII ∈ UGαI ↔ ∀γ[pαII , γq ∈ GαI ]↔
∀γ∃n[αI(pαII , γqn) 6= 0]. Define β such that ∀a∀c[β(pa, cq) = aI(paII , cq)] and note:
UP11 = UGβ ∈ Π
1
1.
Note: for each Y in Π11 there exists β such that Y = UGβ = UP
1
1 ↾ β and conclude:
UP11 is Π
1
1-universal.
(ii) Define β such that ∀a[β(a) = 0 ↔ ∀k ≤ length(aII)[aI(aIIk)) = 0] and note:
∀α[α ∈ Gβ ↔ ∃n[αI(αIIn) 6= 0]] and A11 = Un(Gβ) = UGβ ∈ Π
1
1.
Assume: X ∈ Π11. Find β such that X = UGβ = {α | ∀γ∃n[β(pα, γqn) 6= 0]}.
Define ϕ : N → N such that ∀α∀c∀k[length(c) = k →
(
(ϕ|α)(c) = β(pαk, cq)
)
]. Then:
∀α[α ∈ UGβ ↔ ∀γ∃n[(ϕ|α)(γn) 6= 0]], that is: ϕ reduces X to A11.
Conclude: A11 is Π
1
1-complete.
(iii) Let X0,X1, . . . be an infinite sequence of co-analytic subsets of N . Using AC0,1,
find β such that ∀n[Xn = UGβn ]. Define V0 := {α | ∃m[βαII (0)(pαI , αII ◦ Sqm) 6= 0]}.
Then: V0 ∈ Σ01 and, for all α, α ∈
⋂
n Xn ↔ ∀n∀γ[pα, γq ∈ Gβn ]↔ α ∈ Un(V0).
Conclude:
⋂
n Xn ∈ Π
1
1.
(iv) Assume: D2(A1) ∈ Π11. Using (ii), find ϕ : N → N reducing D
2(A1) to A11.
Assume: α ∈ D2(A1). Define α0, α1 such that ∀i < 2[(αi)i = 0 ∧ ∀m[¬∃j[m = 〈i〉∗ j →
αi(m) = α(m)]. Note: ∀i < 2[αi ∈ D2(A1) ∧ (α # αi → α = α1−i)]. Let γ be given.
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Find m,n such that (ϕ|α0)(γn) 6= 0 and ∀β[α0m ❁ β → (ϕ|α0)(γn) = (ϕ|β)(γn)].
Either : α0m ❁ α and: (ϕ|α)(γn) 6= 0 or : α # α0 and α = α1 and ∃p[(ϕ|α)(γp) =
(ϕ|α1)(γp) 6= 0]. In both cases: ∃p[(ϕ|α)(γp) 6= 0]. Conclude: ∀γ∃p[(ϕ|α)(γp) 6= 0], that
is: ϕ|α ∈ A11 and: α ∈ D
2(A1). Conclude: ∀α ∈ D2(A1)[α ∈ D2(A1)], a contradiction,
according to Theorem 1.3.
Conclude: D2(A1) /∈ Π11.
(v) Assume: G ∈ Σ01. Define V := {α | αI ∈ G}. Then V ∈ Σ
0
1 and G = Un(V) ∈ Π
1
1.
Conclude: Σ01 ⊆ Π
1
1 and, using (iii): Π
0
2 ⊆ Π
1
1.
Note: D2(A1) ∈ Σ02 and conclude, using (iv): ¬(Σ
0
2 ⊆ Π
1
1).
(vi) Assume: X ∈ Π11 and ϕ : N → N and define: Y := {α | ϕ|α ∈ X}. Find G in
Σ01 such that X = Un(G). Then, for every α, α ∈ Y ↔ ϕ|α ∈ X ↔ ∀β[pϕ|α, βq ∈ G].
Define V := {α | pϕ|αI , αIIq ∈ G}. Conclude: V ∈ Σ01 and Y = Un(V) ∈ Π
1
1. 
4.2. The set WF .
We define WF := {α | ∀β ∈ (Tα)N∃n[β(n) ≤KB β(n + 1)]}. WF is the set of all α
such that the tree Tα is well-founded with respect to <KB.
The following Theorem is a counterpart to Theorem 2.2.
Theorem 4.2.
WF = A11.
Proof. Assume: α ∈ WF . Let γ be given. Define β such that β(0) = 〈 〉 and, for each
n, if γ(n+ 1) ∈ Tα], then β(n+ 1) = γ(n+ 1), and, if not, then β(n+ 1) = β(n). Note
∀n[β(n) ∈ Tα] and find n such that β(n) ≤KB β(n+1). Conclude: β(n+1) 6= γ(n+1)
and: ∃i ≤ n[α(γi) 6= 0]. We thus see: ∀γ∃i[α(γi) 6= 0], that is: α ∈ A11.
Conclude: WF ⊆ A11.
Assume: α ∈ A11. Define B := N \ Tα = {s | ∃t ❁ s[α(t) 6= 0]} and note: BarN (B)
and: B is monotone, that is: ∀s∀m[s ∈ B → s ∗ 〈m〉 ∈ B].
Define C := {s | ∀β ∈ (Tα)
N∃n[s ⊑ β(n) → β(n) ≤KB β(n + 1)]} and note: B ⊆ C.
Let s be given such that ∀m[s ∗ 〈m〉 ∈ C]. Define, for each m,
P (m) := ∀β ∈ (Tα)N[s ∗ 〈m〉 ⊑ β(0) → ∃n[s ⊑ β(n) → β(n) ≤KB β(n + 1)]]. Using
induction, we prove: ∀m[P (m)]. Let m be given such that ∀i < m[P (i)]. Let β in
(Tα)
N be given such that s∗ 〈m〉 ⊑ β(0). We intend to prove: ∃n[s ⊑ β(n)→ β(n) ≤KB
β(n+1)]. Define β∗ such that β∗(0) = β(0) and, for each n, if ∀i ≤ n+1[s∗〈m〉 ⊑ β(i)],
then β∗(n+1) = β(n+1) and, if not, then β∗(n+1) = β∗(n). Observing: ∀n[s ∗ 〈m〉 ⊑
β∗(n)] and using the fact: s ∗ 〈m〉 ∈ C, we find n such that β∗(n) ≤KB β∗(n + 1).
If β∗(n) = β(n) and β∗(n + 1) = β(n + 1) we conclude: β(n) ≤KB β(n + 1) and are
done. If not, we determine k in {n, n + 1} such that ¬
(
s ∗ 〈m〉 ⊑ β(k)
)
. We assume:
s ⊑ β(k). If β(k) = s, β(0) <KB β(k) and we are done. If not, we determine i such
that s ∗ 〈i〉 ⊑ β(k). Note: i 6= m. If m < i, β(0) <KB β(k) and we are done. If not, we
define β† such that ∀n[β†(n) = β(n+ k)]. Note: s ∗ 〈i〉 ⊑ β†(0) and apply P (i). Find n
such that β†(n) ≤KB β†(n+1) and, therefore: β(n+k) ≤KB β(n+k+1): again, we are
done. We conclude: P (m), and then, overseeing the inductive argument: ∀m[P (m)].
We now are ready to prove: s ∈ C. Let β in (Tα)N be given. Assume ∀i < 2[s ⊑ β(i)].
Either : we find m such that ∃i < 2[s∗〈m〉 ❁ β(i)], and, considering β or β ◦S and using
P (m), we conclude: ∃n[β(n) ≤KB β(n + 1)] or : β(0) = β(1) = s and β(0) ≤KB β(1).
Conclude: ∀β ∈ (Tα)N∃n[s ⊑ β(n)→ β(n) ≤KB β(n+ 1)], that is: s ∈ C.
Using BIM , we conclude: 〈 〉 ∈ C, that is: ∀β ∈ (Tα)N∃n[β(n) ≤KB β(n + 1)], that
is: α ∈ WF .
We thus see: A11 ⊆ WF and: A
1
1 =WF . 
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The statementA11 =WF is, in the formal context of Basic Intuitionistic Mathematics
BIM, an equivalent of OI(C), the Principle of Open induction on Cantor space C, see
[37].
4.3. Sink∗(FIN ) and Sink∗(ALMOST ∗FIN ).
FIN := {α | ∃m∀n > m[α(n) = 0]} is the set of all α such that Dα := {n | α(n) 6= 0}
is a finite subset of N.
Theorem 4.3. (i) D2(A1)  FIN .
(ii) FIN is Σ02 but not Σ
0
2-complete.
(iii) FIN is not Π11.
Proof. (i) Assume: ϕ : N → N reduces D2(A1) = {α | α0 = 0 ∨ α1 = 0} to FIN .
Let α in D2(A1) be given. Define α0, α1 such that ∀i < 2[(αi)i = 0 ∧ ∀j[¬∃n[j =
〈i〉 ∗ n] → αi(j) = α(j)]]. Note: ∀i < 2[αi ∈ D2(A1)] and: ¬(α # α0 ∧ α # α1).
Find m0,m1 such that ∀i < 2∀n > mi[(ϕ|αi)(n) = 0]. Define m = max(m0,m1).
Suppose: n > m and (ϕ|α)(n) 6= 0. Then: α # α0 and α # α1, a contradiction.
Conclude: ∀n > m[(ϕ|α)(n) = 0] and: ϕ|α ∈ FIN and: α ∈ D2(A1). We thus see:
D2(A1) ⊆ D2(A1) and, according to Theorem 1.3, obtain a contradiction.
Conclude: D2(A1)  FIN .
(ii) FIN =
⋃
m{α | ∀n > m[α(n) = 0]} clearly belongs to Σ
0
2, but, as D
2(A1) ∈ Σ02
and, according to (i), D2(A1)  FIN , FIN is not Σ02-complete.
(iii) Assume: ϕ : N → N reduces D2(A1) to A11. Let α in D2(A1) be given. Define
α0, α1 such that ∀i < 2[(αi)i = 0 ∧ ∀j[¬∃n[j = 〈i〉 ∗ n] → αi(j) = α(j)]]. Let γ be
given. Find n0, n1 such that ∀i < 2[(ϕ|αi)(γni) 6= 0]. Note: if ∀i < 2[(ϕ|α)(γni) 6=
(ϕ|αi)(γni)], then ∀i < 2[α # αi], a contradiction. Conclude: ∃i < 2[(ϕ|α)(γni) 6= 0].
We thus see: ∀γ∃n[(ϕ|α)(γn) 6= 0], that is: ϕ|α ∈ A11, and conclude: α ∈ D
2(A1). We
thus see: D2(A1) ⊆ D2(A1) and, according to Theorem 1.3, obtain a contradiction.
Conclude: D2(A1)  A11 and: D
2(A1) /∈ Π11. 
We now want to treat some results that, together, are a counterpart to Theorem 2.9.
For all X ,Y ⊆ N , we define: X sinks into Y if and only if X ⊆ Y.
For each X ⊆ N , Sink(X ) := {β | Fβ ⊆ X} is the set of the codes of all closed subsets
of N that sink into X and Sink∗(X ) := {β ∈ Sink(X ) | Spr(β)} is the set of the codes
of all spreads that sink into X .
ALMOST ∗FIN := {α | ∀ζ ∈ [ω]ω∃n[α ◦ ζ(n) = 0]} is the set of all α such that Dα
is an almost-finite subset of N.
Lemma 4.4. ALMOST ∗FIN ∈ Π11.
Proof. We prove: for each α,
∀ζ ∈ [ω]ω∃n[α ◦ ζ(n) = 0]↔ ∀ζ∃n[α ◦ ζ(n) = 0] ∨ ζ(n+ 1) ≤ ζ(n)].
The desired conclusion then follows easily.
Let τ be the canonical retraction6 ofN onto the spread [ω]ω. Note: ∀ζ ∈ [ω]ω[τ |ζ = ζ]
and ∀ζ[ζ # τ |ζ → ∃n[ζ(n+ 1) ≤ ζ(n)]].
Now let α be given. First assume ∀ζ ∈ [ω]ω∃n[α ◦ ζ(n) = 0]. Let ζ be given. Find n
such that α◦(τ |ζ)(n) = 0. Either : (τ |ζ)(n) = ζ(n) and α◦ζ(n) = 0, or : (τ |ζ)(n) 6= ζ(n)
and ∃i ≤ n[ζ(i+ 1) ≤ ζ(i)]. We thus see: ∀ζ∃n[α ◦ ζ(n) = 0 ∨ ζ(n+ 1) ≤ ζ(n)].
Now assume: ∀ζ∃n[α ◦ ζ(n) = 0 ∨ ζ(n + 1) ≤ ζ(n)]. Let ζ in [ω]ω be given. Find
n such that α ◦ ζ(n) = 0 ∨ ζ(n + 1) ≤ ζ(n) and conclude: α ◦ ζ(n) = 0. We thus see:
∀ζ ∈ [ω]ω∃n[α ◦ ζ(n) = 0]. 
6see Subsubsection 1.1.5
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ALMOST ∗FIN is not (positively) Borel, see [33, Section 0.9.2(ii) and Theorem
3.17(iii)]. In particular, FIN is proper subset of ALMOST ∗FIN . ALMOST ∗FIN
is the best Π11-approximation of FIN , that is, for every Z in Π
1
1, if FIN ⊆ Z, then
ALMOST ∗FIN ⊆ Z, see [33, Theorem 3.21(v)].
Recall: for all X ,Y ⊆ N : X ∼ Y ↔ (X  Y ∧ Y  X ).
Theorem 4.5.
(i) Sink∗(FIN ∩ C) ∼ FIN .
(ii) Sink∗(FIN ∩ C)  A11 and Sink
∗(FIN )  A11.
(iii) A11  Sink
∗(FIN ).
(iv) A11  Sink(ALMOST
∗FIN ∩ C)  Sink(ALMOST ∗FIN ).
(v) Sink(ALMOST ∗FIN )  A11.
(vi) Sink(ALMOST ∗FIN ) and Sink(ALMOST ∗FIN ∩ C) are Π11-complete.
Proof. (i) Assume: Spr(β) and Fβ ⊆ FIN ∩ C. Then: ∀s[β(s) = 0 → s ∈ Bin] and:
Fan(β) and: ∀γ ∈ Fβ∃m∀n > m[γ(n) = 0]. Applying AC1,0, find ϕ : Fβ → N such
that ∀γ ∈ Fβ∀n > ϕ(γ)[γ(n) = 0]. Applying FT, find p such that ∀γ ∈ Fβ[ϕ(γ) ≤ p]
and note: ∀n > p∀s ∈ Binn[β(s) = 0→ s(n) = 0].
Conclude: ∀β[β ∈ Sink∗(FIN ∩ C) ↔
(
∀s[β(s) = 0 → s ∈ Bin] ∧ ∃p∀n > p∀s ∈
Binn[β(s) = 0 → s(n) = 0]
)
]. Define ψ : N → N such that ∀β∀n[(ψ|β)(n) = 0 ↔(
∀s ≤ n[β(s) = 0 → s ∈ Bin) ∧ ∀s ∈ Binn+1[β(s) = 0 → s(n) = 0]
)
] and note: ψ
reduces Sink∗(FIN ∩ C) to FIN .
Define ρ : N → N such that ∀α∀s[(ρ|α)(s) = 0↔
(
s ∈ Bin ∧ ∀i < length(s)[s(i) =
1↔ α(i) 6= 0]
)
] and note: ρ reduces FIN to Sink∗(FIN ∩ C)].
Conclude: Sink∗(FIN ∩ C) ∼ FIN .
(ii) Use (i) and Theorem 4.3(ii) and conclude: Sink∗(FIN ∩ C)  A11.
Define ϕ : N → N such that ∀β∀s[(ϕ|β)(s) = 0 ↔
(
(s ∈ Bin ∧ β(s) = 0) ∨ ∃t ⊑
s[t /∈ Bin ∧ β(t) = 0]
)
] and note: ϕ reduces Sink∗(FIN ∩ C) to Sink∗(FIN ).
Conclude: Sink∗(FIN )  A11.
(iii) Define ϕ : N → N such that ∀α∀s[(ϕ|α)(s) = 0 ↔ ∃t ∈ Tα∃n[s = (S ◦ t) ∗ 0n]].
(Recall: length(S ◦ t) = length(t) and ∀i < length(t)[(S ◦ t)(i) = t(i) + 1].) Note:
∀α[Spr(ϕ|α)]. We prove that ϕ reduces A11 to Sink
∗(FIN ).
Assume: α ∈ A11. Also assume: γ ∈ Fϕ|α. Define δ such that ∀n[δ(n) = γ(n) =
0 ∨ δ(n)+1 = γ(n)]. Find m such that α(δm) 6= 0. Then: δm /∈ Tα and: γm 6= S ◦ δm.
Find k < m such that γ(k) = 0 and note: ∀n > k[γ(n) = 0] and γ ∈ FIN . Conclude:
Fϕ|α ⊆ FIN and: ϕ|α ∈ Sink
∗(FIN ).
Now assume: ϕ|α ∈ Sink∗(FIN ). Then ∀γ ∈ Fϕ|α∃m∀n > m[γ(n) = 0]. Let δ be
given. Define γ such that, for each n, if δ(n + 1) ∈ Tα, then γ(n) = δ(n) + 1, and,
if not, then γ(n) = 0. Note: γ ∈ Fϕ|α and find m such that γ(m) = 0 and conclude:
δ(m+ 1) /∈ Tα and ∃i ≤ m+ 1[α(δi) 6= 0]. Conclude: ∀δ∃i[α(δi) 6= 0], that is: α ∈ A11.
We thus see: ∀α[α ∈ A11 ↔ ϕ|α ∈ Sink
∗(FIN )]: ϕ reduces A11 to Sink
∗(FIN ).
(iv) Define δ such that δ(0) = 0 and ∀s∀n[δ(s∗〈n〉) = δ(s)∗0n∗〈1〉]. Define ϕ : N → N
such that ∀α∀s[(ϕ|α)(s) = 0 ↔ ∃t ∈ Tα∃n[s = δ(t) ∗ 0n]. Note: ∀α[Spr(ϕ|α). We now
prove that ϕ reduces A11 to Sink
∗(ALMOST ∗FIN ∩ C).
Assume: α ∈ A11. Also assume: γ ∈ Fϕ|α, ζ ∈ [ω]
ω. Define γ′ such that ∀n[γ′◦ζ(n) =
1] and ∀n∀i[n 6= ζ(i) → γ′(n) = γ(n)]. Define ε such that ε(0) = µp[γ′(p) = 1] and
∀n[ε(n+1) = µp > 0[γ′(ε(n)+p) = 1]. Note: ∀n[δ(εn) ❁ γ′]. Find n such that α(εn) 6= 0
and note: (ϕ|α)
(
δ(εn)
)
6= 0. Find m such that γ′m = δ(εn). As (ϕ|α)(γ′m) 6= 0 =
(ϕ|α)(γm), conclude: γ′m 6= γm. Find i < m such that γ′(i) 6= γ(i). Determine j < m
such that i = ζ(j) and conclude: γ◦ζ(j) = 0. Conclude: ∀γ ∈ Fϕ|α∀ζ ∈ [ω]
ω∃j[γ◦ζ(j) =
0], and: Fϕ|α ⊆ ALMOST
∗FIN and: ϕ|α ∈ Sink∗(ALMOST ∗FIN ∩ C).
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Now assume: ϕ|α ∈ Sink∗(ALMOST ∗FIN ∩ C). Let γ be given. Find β in C such
that ∀n[δ(γn) ❁ β]. Define ζ such that ζ(0) = γ(0) and ∀n[ζ(n+1) = ζ(n)+γ(n+1)+1]
and note ζ ∈ [ω]ω and ∀n[β◦ζ(n) = 1]. Define β∗ such that, for each n, if β(n+1) ∈ Tϕ|α,
then β∗(n) = β(n), and if not, then β∗(n) = 0. Note: β∗ ∈ Fϕ|α ⊆ ALMOST
∗FIN
and find n such that β∗ ◦ ζ(n) = 0. Define p := ζ(n) + 1 and conclude: βp 6= β∗p and:
βp /∈ Tϕ|α. Find m such that βp ⊑ δ(γm) and note: γm /∈ Tα and: ∃i ≤ m[α(γi) 6= 0].
Conclude: ∀γ∃i[α(γi) 6= 0] and: α ∈ A11.
We thus see: ∀α[α ∈ A11 ↔ ϕ|α ∈ Sink
∗(ALMOST ∗FIN ∩ C)]: ϕ reduces A11 to
Sink∗(ALMOST ∗FIN ∩ C).
Define ψ : N → N such that ∀β∀s[(ψ|β)(s) = 0 ↔
(
β(s) = 0 ∧ s ∈ Bin) ∨
∃t ⊑ s[β(t) = 0 ∧ s /∈ Bin)
)
] and note: ψ reduces Sink∗(ALMOST ∗FIN ∩ C) to
Sink∗(ALMOST ∗FIN ).
(v) Assume: Spr(β). We prove: ∀α ∈ Fβ∀ζ ∈ [ω]ω∃n[α ◦ ζ(n) = 0] ↔ ∀α∀ζ∃n[α ◦
ζ(n) = 0 ∨ ζ(n + 1) ≤ ζ(n) ∨ β(αn) 6= 0]. The argument is a small extension of the
argument given for Lemma 4.4.
Assume ∀α ∈ Fβ∀ζ ∈ [ω]ω∃n[α ◦ ζ(n) = 0]. Let ρ, τ be the canonical retractions
7
of N onto the spreads Fβ and [ω]ω, respectively. Let α, ζ be given. Find n such
that
(
(ρ|α) ◦ (τ |ζ)
)
(n) = 0. Either : (τ |ζ)(n) 6= ζ(n) and ∃i[ζ(i + 1) ≤ ζ(i)], or :
(τ |ζ)(n) = ζ(n) and (ρ|α) ◦ ζ(n) 6= α ◦ ζ(n) and ∃i[β(αi) 6= 0] or : (τ |ζ)(n) = ζ(n) and
(ρ|α) ◦ ζ(n) = α ◦ ζ(n) and: α ◦ ζ(n) = 0. Conclude: ∀α∀ζ∃n[α ◦ ζ(n) = 0 ∨ ζ(n+1) ≤
ζ(n) ∨ β(αn) 6= 0].
Now assume ∀α∀ζ∃n[α ◦ ζ(n) = 0 ∨ ζ(n+ 1) ≤ ζ(n) ∨ β(αn) 6= 0]. Let α be given
in Fβ and ζ in [ω]ω. Find n such that α ◦ ζ(n) = 0 ∨ ζ(n + 1) ≤ ζ(n) ∨ β(αn) 6= 0
and conclude: α ◦ ζ(n) = 0. We thus see: ∀α ∈ Fβ∀ζ ∈ [ω]ω∃n[α ◦ ζ(n) = 0].
Conclude, observing {β | Spr(β} ∈ Π02 and using Theorem 4.1:
Sink∗(ALMOST ∗FIN ) = {β|Spr(β) ∧ ∀α∀ζ∃n[α ◦ ζ(n) = 0 ∨ ζ(n + 1) ≤
ζ(n) ∨ β(αn) 6= 0]} ∈ Π11.
(vi) Use (iv) and (v). 
Theorem 4.5(i) seems to contradict classical results: its proof uses the strongly non-
classical axiomAC1,0. Theorem 4.5(iv) is a counterpart to Theorem 2.9. Both Theorem
4.5(vi) and Theorem 2.9 resemble a classical result due to Hurewicz that plays a key
role in the sketch of the proof of a theorem by Solovay and Kaufman in [14]. The
Solovay-Kaufman Theorem states that the set of the codes of closed sets of uniqueness
and the the set of the codes of closed sets of extended uniqueness are Π11-complete.
Note that we obtained the more ‘classical’ results of Theorem 4.5 by replacing FIN
by ALMOST ∗FIN .
4.4. Exactly one path.
E11 ! := {α | ∃γ[∀n[α(γn) = 0] ∧ ∀δ[δ # γ → ∃n[α(δn) 6= 0]]]} is the set of all α
admitting exactly one path. In [15, pp. 125-127], there is a fascinating argument, due to
A.S. Kechris, showing that, in classical descriptive set theory, E11 ! is Π
1
1-complete. We
will see that this result does not go through in our intuitionistic context.
We introduce two related sets, D2!(A1) := {α | ∃i < 2[αi = 0 ∧ α1−i # 0]}, and
E2! := {α | ∃n[α
n = 0 ∧ ∀m 6= n[αn # 0]]}. Note: D2!(A1) ∈ Σ02 and E2! ∈ Σ
0
3.
The set E2! is an example of a subset of N that is positively Borel and has Lusin’s
property but still fails to be co-analytic.
Theorem 4.6.
(i) D2!(A1)  E2! and E2!  E11 !.
(ii) A2  E2! and A11  E
1
1 !.
7see Subsubsection 1.1.5
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(iii) D2!(A1)  A2 and D2(A1)  E2!.
(iv) E2! is regular in Lusin’s sense.
Proof. (i) Define ϕ : N → N such that ∀α[[∀i < 2[(ϕ|α)i = αi] ∧ ∀i ≥ 2[(ϕ|α)i = 1]
and note: ϕ reduces D2!(A1) to E2!.
Define ψ : N → N such that ∀α∀s[(ψ|α)(s) = 0 ↔ ∃n[s ❁ n ∧ αns ❁ 0]] and note:
ψ reduces E2! to E11 !.
(ii) Define ϕ : N → N such that ∀α[(ϕ|α)0 = 0 ∧ ∀i[(ϕ|α)i+1 = αi]] and note: ϕ
reduces A2 to E2!.
Define ψ : N → N such that ∀α[∀n[(ψ|α)(0n) = 0] ∧ ∀m∀n∀t[(ψ|α)(0n∗〈m+1〉∗t) =
α(t)]]] and note: ψ reduces A11 to E
1
1 !.
(iii) Define ϕ : N → N such that ∀α[∀n[(ϕ|α)0(n) = max
(
α0(n), α1(n)
)
] ∧
∀i∀n[(ϕ|α)i+1(n) 6= 0↔ (α0i ❁ 0 ∨ α1i ❁ 0)]] and note: ϕ reduces D2!(A1) to A2.
Now assume: ψ : N → N reduces D2(A1) to E2!. We will obtain a contradiction.
Assume: α ∈ D2(A1). Define α0, α1 such that ∀i < 2[(αi)i = 0 ∧ ∀j[¬∃n[j =
〈i, n〉 → αi(j) = α(j)]. Define α01 such that (α01)0 = (α∗)1 = 0 and ∀j[¬∃i < 2∃n[j =
〈i, n〉 → α01(j) = α(j)]]. Note: α # α01 → ∃i < 2[α = αi]. Note: for each i < 2, the set
{β | βi = 0} is a spread containing α01.
Let p be given. Using BCP, we find s0, s1,m0,m1 such that ∀i < 2[length(si) =
p ∧ ∀β[(βi = 0 ∧ α01mi ❁ β) → ∃γ ∈ Fψ|β[si ❁ γ]]. Assume s0 ⊥ s1. Then
∃γ ∈ Fψ|α01∃δ ∈ Fψ|α01 [s0 ❁ γ ∧ s1 ❁ δ] and this contradicts ψ|α01 ∈ E
1
1 !. Conclude:
s0 = s1. Defining s := s0 and m := max(m0,m1) we obtain the conclusion:
∀β[(∃i < 2[βi = 0] ∧ α01m ❁ β)→ ∃γ ∈ Fψ|β[s ❁ γ]].
Note: if αm = α01m then ∀β[(∃i < 2[βi = 0] ∧ αm ❁ β)→ ∃γ ∈ Fψ|β[s ❁ γ]].
Assume: αm 6= α01m. Find k < 2 such that α = αk. We now may find s2,m2 such
that length(s2) = p and m < m2 and ∀β[(β
k = 0 ∧ αm2 ❁ β) → ∃γ ∈ Fψ|β[s2 ❁ γ]],
and also, as (αm)1−k ⊥ 0: ∀β[(∃i < 2[βi = 0] ∧ αm2 ❁ β)→ ∃γ ∈ Fψ|β [s2 ❁ γ]].
We thus see: for each p, one may find s,m such that length(s) = p and ∀β[(∃i <
2[βi = 0] ∧ αm ❁ β) → ∃γ ∈ Fψ|β[s ❁ γ]]. Using AC0,0, find ε, ζ such that ζ ∈ [ω]
ω
and ∀p[length
(
ε(p)
)
= p] and ∀β[(∃i < 2[βi = 0] ∧ αζ(p) ❁ β)→ ∃γ ∈ Fψ|β[ε(p) ❁ γ]].
Assume we find p such that ε(p) ⊥ ε(p + 1). Find β such that αζ(p + 1) ❁ β ∧
∃i < 2[βi = 0]. Then ∃γ ∈ Fψ|β∃δ ∈ Fψ|β[ε(p) ⊑ γ ∧ ε(p + 1) ❁ δ] and this
contradicts: ψ|β ∈ E11 !. Conclude: ∀p[ε(p) ❁ ε(p + 1)]. Assume we find p such that
(ψ|α)
(
ε(p)
)
6= 0. Find q > p such that ∀β[αζ(q) ❁ β → (ψ|β)
(
ε(p)
)
= (ψ|α)
(
ε(p)
)
].
Then: ∀β[(∃i < 2[βi = 0] ∧ αζ(q) ❁ β) → ¬∃γ ∈ Fψ|β[ε(p) ❁ γ]], a contradiction.
Conclude: ∀p[(ψ|α)
(
ε(p)
)
= 0]. Define δ such that ∀p[ε(p) ❁ δ] and note: δ ∈ Fψ|α.
Let η be given such that δ # η. Note: ψ|α0 ∈ E
1
1 ! and find λ in Fψ|α0 . Now
distinguish two cases.
(Case 1): η # λ. Find n such that (ψ|α0)(ηn) 6= 0. Either: (ψ|α)(ηn) =
(ψ|α0)(ηn) 6= 0 or: α # α0 and α = α1 and ∃m[(ψ|α)(ηm) 6= 0].
(Case 2): δ # λ. Then: α # α0 and α = α1 and ∃m[(ψ|α)(ηm) 6= 0].
We thus see: ∀η[η # δ → ∃p[(ψ|α)(ηp) 6= 0]], and: ψ|α ∈ E11 !, and: α ∈ D
2(A1).
Conclude: ∀α ∈ D2(A1)[α ∈ D2(A1)]. According to Theorem 1.3, we have a contra-
diction.
(iv) Define ϕ : N → N such that ∀α[(ϕ|α)α(0) = 0 ∧ ∀n < α(0)[(φ|α)n = 0α0(2n) ∗
〈α0(2n+ 1)〉 ∗ αn+1] ∧ ∀n > α(0)[(φ|α)n = 0α0(2n− 2) ∗ 〈α0(2n− 1)〉 ∗ αn]].
Then ϕ : N ֌ N and ϕ|N = E2!.
Conclude: E2! is regular in Lusin’s sense. 
According to Theorem 4.6(iii), D2(A1)  E2!, and, therefore, also E2  E2!. This is
an intuitionistic phenomenon, as, in classical descriptive theory, E2  E2!. One may
understand the classical fact by replacing E2, E2! by sets that, from a constructive point
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of view, are extensions of them, although, classically, they would be judged to be the
same. We define ALMOST -E2 := {α | α # A2} = {α | ∀γ∃n[αn
(
γ(n)
)
= 0]}, and
ALMOST -E2! := ALMOST -E2 ∩ {α|∀m∀n[m 6= n→ ∃p[αm(p) 6= 0 ∨ αn(p) 6= 0]}.
ALMOST -E2 and ALMOST -E2! areΠ
1
1-approximations to E2 and E2!, respectively.
Theorem 4.7. ALMOST -E2  ALMOST -E2!.
Proof. Define ψ, ϕ : N → N such that, for each α, (ψ|α)(0) = 0 and (ϕ|α)0 = α0 =
α(ψ|α)(0), and for each n, if α(ψ|α)(n)(n + 1) ❁ 0, then (ψ|α)(n + 1) = (ψ|α)(n) and
(ϕ|α)n+1 = 1, and, if not, then (ψ|α)(n+1) = (ψ|α)(n)+1 and (ϕ|α)n+1 = α(ψ|α)(n+1).
Note: ∀α∀n[∀i < n[αi # 0]→ ∃j[(ψ|α)(j) = n ∧ (ϕ|α)j = αn]].
We now prove that ϕ reduces ALMOST -E2 to ALMOST -E2!.
Assume: α ∈ ALMOST -E2. Let γ be given. Define δ such that δ(0) := 0 and, for
each n, if ∃i ≤ n[(ϕ|α)δ(i) ◦ γ ◦ δ(i) = 0], then δ(n + 1) := δ(n) + 1, and, if not, then
δ(n + 1) := µj[(ψ|α)(j) = n + 1]. Note: ∀n[∀i < n[(ϕ|α)δ(i) ◦ γ ◦ δ(i) 6= 0] → ∀i ≤
n[(ϕ|α)δ(i) = αi]]. Define n := µk[αk ◦ γ ◦ δ(k) = 0]. Conclude: (ϕ|α)δ(n) = αn and:
(ϕ|α)δ(n) ◦γ ◦δ(n) = 0 and ∃m[(ϕ|α)m ◦γ(m) = 0]. We thus see: ∀γ∃m[(ϕ|α)m ◦γ(m) =
0], that is: ϕ|α ∈ ALMOST -E2. Note: ∀i∀j[i 6= j →
(
(ϕ|α)i # 0 ∨ ϕ|α)j # 0
)
] and
conclude: ϕ|α ∈ ALMOST -E2!.
Now assume: ϕ|α ∈ ALMOST -E2!. Let γ be given. Define δ such that, for all k, n,
if k = µj[(ψ|α)(j) = n] then δ(n) = γ(k), and, for each k, if ¬∃n[k = µj[(ψ|α)(j) = n],
then δ(n) = 0. Define n := µk[(ϕ|α)k ◦ δ(k) = 0]. Note: (ϕ|α)k = αn and δ(k) = γ(n)
and: αn ◦ γ(n) = 0. We thus see: ∀γ∃n[αn ◦ γ(n) = 0], that is: α ∈ ALMOST -E2. 
For every X ⊆ N , Perhaps(X ) = {α | ∃β ∈ X [α # β → α ∈ X ]}, see Subsubsection
1.2.6. X ⊆ N is called perhapsive if and only if Perhaps(X ) = X .
The first item of the next Theorem extends Theorem 1.5(iii).
Theorem 4.8. (i) A11 is perhapsive.
(ii) E2! is not perhapsive.
(iii) E2! and E11 ! are not Π
1
1.
Proof. (i) Let α, β be given such that β ∈ A11 and α # β → α ∈ A
1
1. Let γ be given.
Find m such that β(γm) 6= 0. Either : α(γm) = β(γ(m) 6= 0, or α # β and α ∈ A11 and
∃p[α(γp) 6= 0. We thus see: ∀γ∃p[α(γp) 6= 0], that is: α ∈ A11.
Conclude: ∀α[∃β ∈ A11[α # β → α ∈ A
1
1]→ α ∈ A
1
1], that is: A
1
1 is perhapsive.
(ii) Define X := {α | α(0) = 0 ∧ ∀n[(n = µp[α0(p) 6= 0] → αn+1 = 0) ∧ (n 6=
µp[α0(p) 6= 0]→ αn+1 = 1)]}. Define ζ such that ζ(0) = 0 and ζ0 = 0 and ∀n[ζn+1 = 1].
Note: ζ ∈ X ∩ E2!. Assume: α ∈ X and: α # ζ. Find i, n such that αi(n) 6= ζi(n).
Either : i = 0 and α0(n) 6= 0, or : i > 0 and αi(n) 6= ζi(n) = 1 and α0(i − 1) 6= 0. In
both cases: α0 # 0 and α ∈ E2!. We thus see: ∀α ∈ X [α # ζ → α ∈ E2!] and conclude:
X ⊆ Perhaps(E2!).
Assume: X ⊆ E2!. Note that X is a spread containing ζ, and, using BCP, find
m,n such that ∀α ∈ X [ζm ❁ α → αn = 0]. In particular: ζn = 0, and: n = 0. But
∃α ∈ X [ζm ❁ α ∧ α0 # 0]. Contradiction.
Conclude: X * E2! and: Perhaps(E2!) * E2! and: E2! is not perhapsive.
(iii) Use (i), (ii), and Theorems 1.5(i), 4.1(ii) and 4.6(i). 
5. A11 and E
1
1
5.1. A11 positively fails to be Σ
1∗
1 .
The definition of the relations ≤∗, <∗ has been given in Subsubsection 1.1.2.
Lemma 5.1.
(i) For all α, β, γ, α ≤∗ α, (α ≤∗ β ∧ β ≤∗ γ) → α ≤∗ γ) and: α <∗ β → α ≤∗ β
and: (α <∗ β ∧ β ≤∗ γ)→ α <∗ γ and: (α ≤∗ β ∧ β <∗ γ)→ α <∗ γ.
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(ii) ∀α ∈ A11∀β ∈ A
1
1[α <
∗ β → α # β].
Proof. (i) Note: for all α, β, γ, δ, ε, if δ : α ≤∗ β and ε : β ≤∗ γ, then ε ◦ δ : α ≤∗ γ.
Conclude: if α ≤∗ β and β ≤∗ γ, then α ≤∗ γ.
The proofs of the other statements are also straightforward.
(ii) Let α, β in A11 be given such that α <
∗ β. Find γ such that ∀s ∈ Tα[γ(s) ∈ Tβ ]
and ∀s∀t[s ❁ t→ γ(s) ❁ γ(t)] and γ(〈 〉) 6= 〈 〉. Define ε such that ε(0) = γ(0) and, for
each n, if ε(n) ∈ Tα, then ε(n + 1) = γ ◦ ε(n), and, if not, then ε(n+ 1) = ε(n) ∗ 〈0〉.
Find δ such that ∀n[ε(n) ❁ δ] and n such that δn /∈ Tα. Conclude: ∃m[ε(m) /∈ Tα] and
define p := µm[ε(m) /∈ Tα]. Conclude: ε(p) ∈ Tβ \ Tα and: α # β. 
Theorem 5.2(i) shows that A11 positively fails to be Σ
1∗
1 .
Theorem 5.2.
(i) Cantor’s diagonal argument: ∀ϕ : N → A11∃α ∈ A
1
1∀β[α # ϕ|β].
(ii) The Boundedness Theorem: ∀ϕ : N → A11∃α ∈ A
1
1∀β[ϕ|β ≤
∗ α].
Proof. (i) Assume: ϕ : N → A11. Define α : N → N such that ∀β[α(β) = (ϕ|β)(β) + 1]
Note: α ∈ A11 and ∀β[α # ϕ|β].
(ii). Assume: ϕ : N → A11.
Note: ∀β∀δ∃n[(ϕ|β)(δn) 6= 0], and: ∀β∀δ∃n∃m[φδn(βm) > 1 ∧ ∀i < m[φδn(βi) = 0]].
Define α such that ∀s[α(s) 6= 0↔ ∃t ⊑ sI∃u ⊑ sII [ϕt(u) > 1 ∧ ∀v ❁ u[ϕt(v) = 0]]].
Note: α ∈ A11.
Let β be given. Define ε such that ∀d∀n[n = length(d)→ ε(d) = pd, βnq].
Note: ε : ϕ|β ≤∗ α and: ϕ|β ≤∗ α. 
Using Lemma 5.1, one may obtain Theorem 5.2(i) from Theorem 5.2(ii), as follows.
Assume α ∈ A11 and ∀β[ϕ|β ≤
∗ α]. Note8: S∗(α) ∈ A11 and ∀β[ϕ|β <
∗ S∗(α)] and
∀β[ϕ|β # S∗(α)].
5.2. E11 positively fails to be Π
1
1.
Like the proof of the previous Theorem, Theorem 5.2, the proof of the next Theorem,
Theorem 5.3, is elementary in the sense that no use is made of intuitionistic principles
like BCP and FT. The proof of the first item has been given in [35, Section 5.4].
The third item is a rather weak statement if one compares it to the result of the Borel
Hierarchy Theorem, Theorem 1.2.
Theorem 5.3.
(i) E2 positively fails to be Π02:
∀ϕ : N → N [∀α ∈ E2[ϕ|α ∈ A2]→ ∃α ∈ A2[ϕ|α ∈ A2]].
(ii) ∀β[E2 ⊆ F2β → ∃α[α ∈ A2 ∩ F
2
β ]].
(iii) ¬∃β[∀n[Spr(βn)] ∧ A2 =
⋃
n Fβn ].
Proof. (i) Assume ϕ : N → N and ∀α ∈ E2[ϕ|α ∈ A2]. Define α such that ∀n∀t[α
n(t) 6=
0↔ (ϕ|t)n ⊥ 0]. Note: ∀n[αn # 0↔ (ϕ|α)n # 0].
We now prove: α ∈ A2 ∧ ϕ|α ∈ A2.
Let n be given. Define αn such that (αn)
n = 0 and ∀j[¬∃t[j = 〈n〉 ∗ t] → αn(j) =
α(j)]. Note: αn ∈ E2 and ϕ|αn ∈ A2 and: (ϕ|αn)n ⊥ 0. Find t ❁ αn such that
(ϕ|t)n ⊥ 0. Now distinguish two cases. Either : t ❁ α and (ϕ|α)n # 0 and also αn # 0,
or : t ⊥ α and αn ⊥ α and αn # 0 and also (ϕ|α)n # 0.
Conclude: ∀n[αn # 0 ∧ (ϕ|α)n # 0] and: α ∈ A2 ∧ ϕ|α ∈ A2.
(ii) Let β given. Find ϕ : N → N reducing F2β to A2, and apply (i).
(iii) Let β be given such that ∀n[Spr(βn)] and A2 = G2β =
⋃
n Fβn . Find ρ such
that for each n, ρn : N → Fβn is the canonical retraction of N onto Fβn . Assume:
8For the definition of S∗, see Subsubsection 1.1.8
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α ∈ E2. Note: ∀δ ∈ A2[α # δ] and: ∀n∀δ ∈ Fβn [α # δ] and: ∀n[α # ρn|α] and:
∀n∃m[βn(αm) 6= 0] and ∀n[α ∈ Gβn ] and: α ∈ F2β . We thus see: ∀α ∈ E2[α ∈ F
2
β ], that
is: E2 ⊆ F2β . Applying (ii), we find α ∈ A2 ∩ F
2
β = G
2
β ∩ F
2
β = ∅. Contradiction. 
The proof of the next Theorem, Theorem 5.4, is also elementary.
Theorem 5.4.
(i) E11 positively fails to be Π
1
1:
∀ϕ : N → N [∀α ∈ E11 [ϕ|α ∈ A
1
1]→ ∃α ∈ A
1
1[ϕ|α ∈ A
1
1]].
(ii) ∀β[E11 ⊆ UGβ → ∃α[α ∈ A
1
1 ∩ UGβ ]].
Proof. (i) Assume ϕ : N → N and ∀α ∈ E11 [ϕ|α ∈ A
1
1]. Define α such that ∀t[α(t) 6=
0↔ ∃s ⊑ t[(ϕ|αt)(s) 6= 0]]. Note: ∀α∀γ[∃n[α(γn) 6= 0]↔ ∃n[(ϕ|α)(γn) 6= 0]].
We now prove: α ∈ A11 ∧ ϕ|α ∈ A
1
1.
Let γ be given. Define αγ such that ∀n[α(γn) = 0] and ∀t[t ⊥ γ → αγ(t) = α(t)].
Note: αγ ∈ E11 and: ϕ|αγ ∈ A
1
1. Find m such that (ϕ|αγ)(γm) 6= 0. Find t ❁ αγ such
that (ϕ|t)(γm) 6= 0. Now distinguish two cases. Either : t ❁ α and (ϕ|α)(γm) 6= 0 and:
∃n ≤ m[α(γn) 6= 0], or : t ⊥ α and α ⊥ αγ and ∃n[α(γn) 6= 0] and: ∃n[(ϕ|α)(γn) 6= 0].
Conclude: ∀γ[∃n[α(γn) 6= 0] ∧ ∃n[(ϕ|α(γn) 6= 0]] and: α ∈ A11 ∧ ϕ|α ∈ A
1
1.
(ii) Let β be given. Find ϕ : N → N reducing UGβ to A11 and apply (i). 
5.3. May one prove: A11 is not Σ
1
1?
The following Theorem should be compared to [35, Theorem 5.2(iv)].
Theorem 5.5.
(i) A2  E2 → ∃α[α /∈ E2 ∧ α /∈ A2].
(ii) A11  E
1
1 → ∃α[α /∈ E
1
1 ∧ α /∈ A
1
1].
Proof. (i) Let ϕ : N → N be given. Define α such that ∀n∀t[αn(t) 6= 0 ↔ ∃s ⊑
t[(ϕ|αt)n(s) 6= 0]]. Note: ∀n[∃m[αn(m) 6= 0] ↔ ∃m[(ϕ|α)n(m) 6= 0]] and: α ∈ E2 ↔
ϕ|α ∈ E2 and: α ∈ A2 ↔ ϕ|α ∈ A21.
Now assume: ϕ reduces A2 to E2. If α ∈ A2, then both ϕ|α ∈ E2 and ϕ|α ∈ A2:
contradiction. If α ∈ E2, then both ϕ|α ∈ E2 and α ∈ A2: contradiction. We thus see:
α /∈ A2 ∧ α /∈ E2.
(ii) Let ϕ : N → N be given. Define α such that ∀t[α(t) 6= 0 ↔ ∃s ⊑ t[(ϕ|αt)(s) 6=
0]]. Note: ∀γ[∃n[α(γn) 6= 0] ↔ ∃n[(ϕ|α)(γn) 6= 0]] and: α ∈ E11 ↔ ϕ|α ∈ E
1
1 and:
α ∈ A11 ↔ ϕ|α ∈ A
1
1.
Now assume: ϕ reduces A11 to E
1
1 . If α ∈ A
1
1, then both ϕ|α ∈ E
1
1 and ϕ|α ∈ A
1
1:
contradiction. If α ∈ E11 , then both ϕ|α ∈ E
1
1 and α ∈ A
1
1: contradiction. We thus see:
α /∈ A11 ∧ α /∈ E
1
1 . 
Markov’s Principle MP, in our view a dubious assumption, see Subsubsection 1.1.11,
proves:
α /∈ E2 ⇒ ¬∃n∀m[αn(m) = 0]⇒ ∀n¬¬∃m[αn(m) 6= 0]⇒ ∀n∃m[αn(m) 6= 0]⇒ α ∈ A2,
and thus, together with Theorem 5.5(i): A2  E2.
MP proves also the following:
α /∈ E11 ⇒ ¬∃γ∀n[α(γn) = 0]⇒ ∀γ¬¬∃n[α(γn) 6= 0]⇒ ∀γ∃n[α(γn) 6= 0]⇒ α ∈ A
1
1,
and thus, together with Theorem 5.5(ii): A11  E
1
1 .
Intuitionistically, one obtains the conclusion: A2  E2 as a corollary of a stronger
statement proven from Brouwer’s Continuity Principle BCP, see Theorem 1.2. No such
argument seems to be available for the conclusion: A11  E
1
1 .
One may prove: A11  E
1
1 , avoiding MP, but using KS, see Subsubsection 1.1.10.
One may argue that A11 is definite, and therefore, if analytic, also strictly analytic, see
Theorem 2.11. We know already that A11 is not strictly analytic, see Theorem 5.2.
30
5.4. E11 positively fails to be (positively) Borel.
Lemma 5.6. For every complementary pair (X ,Y) of positively Borel sets there exists
ϕ : N → N reducing X to E11 and mapping Y into A
1
1.
Proof. We use induction on the class of complementary pairs of Borel sets and distin-
guish three cases.
Case 1. Let β be given such that X = Gβ = {α | ∃n[β(αn) 6= 0]} and Y = Fβ = {α |
∀n[β(αn) = 0]}.
Define ϕ : N → N such that ∀α[(ϕ|α)(0) = 0 ∧ ∀s > 0[(ϕ|α)(s) = 0↔ β
(
s(0)
)
6= 0]].
Note that ϕ simultaneously reduces X to E11 and Y to A
1
1.
Case 2. Let β be given such that X = Fβ and Y = Gβ .
Define ϕ : N → N such that ∀α∀s[(ϕ|α)(s) = 0↔ ∀j ≤ s[β(αj) = 0]].
Note that ϕ simultaneously reduces X to E11 and Y to A
1
1.
Case 3. Let (X0,Y0), (X1,Y1), . . . be an infinite sequence of complementary pairs of
(positively) Borel sets and let ϕ be given such that, for each n, ϕn : N → N reduces
Xn to E11 and maps Yn into A
1
1.
Case 3a. Define X =
⋃
n Xn and Y :=
⋂
n Yn.
Define ψ : N → N such that ∀α[(ψ|α)(0) = 0 ∧ ∀n∀s[(ψ|α)(〈n〉 ∗ s) = (ϕn|α)(s)]].
Note that ψ reduces X to E11 and maps Y into A
1
1.
Case 3b. Define X =
⋂
n Xn and Y :=
⋃
n Yn.
Define ψ : N → N such that ∀α∀s[(ψ|α)(s) = 0↔ ∀n ≤ s∀t ⊑ sn[(φn|α)(t) = 0]].
Note that ψ reduces X to E11 and maps Y into A
1
1. 
Theorem 5.7 (E11 positively fails to be (positively) Borel).
(i) For every σ in HRS, for every ϕ : N → N ,
if ϕ|E11 ⊆ Eσ, then ∃α ∈ A
1
1[ϕ|α ∈ Eσ].
(ii) For every X in Borel, if E11 ⊆ X , then ∃α ∈ A
1
1[α ∈ X ].
Proof. (i) Let σ, ϕ be given such that σ ∈ HRS and ϕ : N → N and ϕ|E11 ⊆ Eσ. Using
Lemma 5.6, find ψ : N → N reducing Aσ to E11 and mapping Eσ into A
1
1. Note that
ϕ ⋆ψ maps Aσ into Eσ. Applying the Borel Hierarchy Theorem, Theorem 1.2, find β in
Eσ such that (ϕ ⋆ ψ)|β ∈ Eσ. Define α := ψ|β and note: α ∈ A11 and ϕ|α ∈ Eσ.
(ii) Let X in Borel be given. Find σ in HRS and ϕ : N → N reducing X to Eσ.
Now apply (i). 
5.5. E11 and A
1
1 are not (positively) Borel.
MONPAT H := {α | ∃γ ∈ Fα∀n[γ(n) ≤ γ(n + 1) ≤ 1]} is what might be called a
simple9 Σ11 set and not (positively) Borel, see [33, Theorem 2.23(vi)].
As was observed in Subsection 4.3, ALMOST ∗FIN := {α | ∀ζ ∈ [ω]ω∃n[α ◦ ζ(n) =
0]} is Π11 but not (positively) Borel. ALMOST
∗FIN might be called a simple10 Π11
set. It follows that also A11 is not (positively) Borel.
Both results strongly use BCP.
5.6. One half of Souslin’s Theorem.
Theorem 5.8.
(i) For every σ in ST P, {α | α ≤∗ σ} ∈ Borel.
(ii) Σ1∗1 ∩Π
1
1 ⊆ Borel.
9From a classical point of view, MONPAT H is Π0
1
.
10From a classical point of view, ALMOST ∗FIN is Σ0
2
.
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Proof. (i) Note: for every σ in ST P, if σ(0) 6= 0, then ∀α[α ≤∗ σ ↔ α(0) 6= 0] and, if
σ(0) = 0, then ∀α[α ≤∗ σ ↔ ∀m∃n[αm ≤∗ σn]]. Now use induction on ST P.
(ii) Assume: X ∈ Σ1∗1 ∩Π
1
1. If X = ∅, clearly X ∈ Borel. Assume X is inhabited.
Find ϕ : N → N such that X = ϕ|N . Find ψ : N → N reducing X to A11. Using
Theorem 5.2(ii), find β in A11 such that ∀α[(ψ ⋆ ϕ)(α) ≤
∗ β]. According to the first-
mentioned consequence of Brouwer’s Thesis on bars in N , see Subsubsection 1.1.9,
β ∈ ST P. Conclude, using (i): X = {γ | ψ|γ ≤∗ β} ∈ Borel. 
Theorem 5.8(ii) is of limited application as every Π11 subset of N is perhapsive,
see Theorem 4.8(i), and “most” positively Borel sets are not. Therefore, there are
not “many” positively Borel sets that are both co-analytic and strictly analytic. The
converse of Theorem 5.8(ii) is far from true.
6. Countable and almost-countable spreads
6.1. Countable spreads.
For each δ, Enδ = {δn | n ∈ N} is the subset ofN enumerated by δ, see Subsubsection
1.1.2. We define: COUNT := {β | Spr(β) ∧ ∃δ[Fβ ⊆ Enδ]}.
Theorem 6.1.
(i) ∀β[β ∈ COUNT ↔ (Spr(β) ∧ ∀γ0 ∈ Fβ∀γ1 ∈ Fβ [γ0 # γ1 ∨ γ0 = γ1])].
(ii) FIN  COUNT .
(iii) A11  COUNT .
(iv) COUNT /∈ Π11 but COUNT ∈ Π
1+
1 .
Proof. (i) Assume β ∈ COUNT . Note: Fβ is a spread. If Fβ = ∅, we are done. So
assume: β(0) = 0 and find δ such that Fβ ⊆ Enδ. Let ρ be the canonical retraction of
N onto Fβ and define ε such that ∀n[ε
n = ρ|δn]. Note: ∀n[εn ∈ Fβ ] and: Fβ ⊆ Enε,
that is; ∀γ ∈ Fβ∃n[γ = εn]. Let γ0, γ1 in Fβ be given. Using BCP, find n0, n1,m0,m1
such that ∀i < 2[γi = εni ] and ∀i < 2∀γ ∈ Fβ [εnimi ❁ γ → γ = εni ] and note: if
εn0m0 ⊥ εn1m1, then γ0 # γ1, and, if ∃i < 2[εnimi ⊑ εn1−im1−i], then γ0 = γ1. We
thus see: ∀γ0 ∈ Fβ∀γ1 ∈ Fβ [γ0 # γ1 ∨ γ0 = γ1].
Now assume β is given such that Spr(β) and ∀γ0 ∈ Fβ∀γ1 ∈ Fβ [γ0 # γ1 ∨ γ0 =
γ1]. We again may assume: β(0) = 0, that is: Fβ is inhabited. Define ε such that
∀s[ε(s) = 0 ↔ β(sI) = β(sII) = 0]. Note: Spr(ε) and ∀γ ∈ Fε[γI # γII ∨ γI = γII ].
Using AC1,0, find ϕ : Fε → N such that ∀γ ∈ Fε[
(
ϕ(γ) = 0 → γI # γII
)
∧
(
ϕ(γ) >
0 → γI = γII
)
]. Note: ∀γ ∈ Fβ [ϕ(pγ, γq) > 0] and, for all n, if β(n) = 0 and
ϕ(pn, nq) > 1 and ∀j < length(n)[ϕ(pn, nqj) = 0], then there exists exactly one γ ∈ Fβ
such that n ❁ γ. Find δ such that, for each n, if β(n) = 0 and ϕ(pn, nq) > 1 and
∀j < length(n)[ϕ(pn, nqj) = 0], then n ❁ δn and δn ∈ Fβ, and note: Fβ ⊆ Enδ.
(ii) Define ϕ : N → N such that ∀α∀s[(ϕ|α)(s) = 0 ↔ ∃m∃k[s = αm ∗ 0k]]. Note:
∀α[Spr(ϕ|α)].
Let α in FIN be given. Let m be the least k such that ∀n ≥ k[α(n) = 0]. Note:
∀γ[γ ∈ Fϕ|α ↔ ∃k ≤ m[γ = αk ∗ 0]]. Define δ such that ∀k ≤ m[δ
k = αk ∗ 0] and note:
Fϕ|α ⊆ Enδ and: ϕ|α ∈ COUNT .
Now let α be given such that ϕ|α ∈ COUNT and, therefore, according to (i):
∀γ0 ∈ Fϕ|α∀γ1 ∈ Fϕ|α[γ0 # γ1 ∨ γ0 = γ1]. Note: α ∈ Fϕ|α and, using BCP, find
m such that ∀γ1 ∈ Fϕ|α[αm ❁ γ1 → α = γ1]. Consider γ1 := αm ∗ 0 and conclude:
∀n ≥ m[α(n) = 0] and: α ∈ FIN .
We thus see that ϕ reduces FIN to COUNT .
(iii) Define ϕ : N → N such that ∀s[(ϕ|α)(s) = 0 ↔ ∀n ≤ length(s)[α(sIn) 6= 0 →
s ❁ sn ∗ 0]]. Note: ∀α[Spr(ϕ|α)].
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Assume: α ∈ A11. Let γ0, γ1 in Fϕ|α be given. Find n0 := µn[α((γ0)In) 6= 0]
and n1 := µn[α((γ1)In) 6= 0] and note: γ0 = γ0n0 ∗ 0 and γ1 = γ1n0 ∗ 0. Define
n := max(n0, n1). If γ0n ⊥ γ1n, then γ0 # γ1 and, if not, then γ0 = γ1. We thus see:
∀γ0 ∈ Fϕ|α∀γ1 ∈ Fϕ|α[γ0 # γ1 ∨ γ0 = γ1], and, using (i), conclude: ϕ|α ∈ COUNT .
Now let α be given such that ϕ|α ∈ COUNT , and, therefore, according to (i):
∀γ0 ∈ Fϕ|α∀γ1 ∈ Fϕ|α[γ0 # γ1 ∨ γ0 = γ1]. Let γ be given. Define γ
∗ such that, for
each n, if ∀m ≤ n[α(γIm) = 0], then γ∗(n) = γ(n), and, if not , then γ∗(n) = 0. Note:
γ∗ ∈ Fϕ|α. Using BCP, find n such that ∀δ ∈ Fϕ|α[γ∗n ❁ δ → γ
∗ = δ] and conclude:
∃m ≤ n[α((γ∗)Im) 6= 0], and: ∃m ≤ n[α(γIm) 6= 0]. We thus see: ∀γ∃n[α(γIm) 6= 0]
and: ∀δ∃n[α(δn) 6= 0], that is: α ∈ A11.
Conclude: ϕ reduces A11 to COUNT .
(iv) Use (ii) and Theorem 4.3(iii) in order to conclude: COUNT /∈ Π11.
Note, considering the proof of (i): for all β, β ∈ COUNT ↔(
Spr(β) ∧ ∀γ ∈ Fβ∃n∀s∀t[(β(s) = β(t) = 0 ∧ γn ⊑ s ∧ γn ⊑ t)→ (s ⊑ t ∨ t ⊑ s)]
)
.
Define X := {β | Spr(βI) ∧
(
∃n[βI(βIIn) 6= 0] ∨ ∃n∀s∀t[(βI(s) = βI(t) =
0 ∧ βIIn ⊑ s ∧ βIIn ⊑ t) → (s ⊑ t ∨ t ⊑ s)]
)
} and note: X ∈ Π03 and:
COUNT = Un(X )11 and: COUNT ∈ Π1+1 . 
6.2. Almost-countable spreads.
Note: For each δ, ∀γ[∀n[γ # δn] ↔ ∃α∀n[γα(n) ⊥ δn]. One may consider α such
that ∀n[γα(n) ⊥ δn] as evidence for the fact: ∀n[γ # δn].
Lemma 6.2. ∀δ∀ε[Enδ ⊆ Enε → ∀γ[∀α∃n[γα(n) ❁ δn]→ ∀α∃n[γα(n) ❁ εn]].
Proof. Let δ, ε be given such that Enδ ⊆ Enε. Let γ be given such that ∀α∃n[γα(n) ❁
δn]. Using AC0,0, find ζ such that ∀n[δn = εζ(n)]. Let α be given. Find n such that
γα ◦ ζ(n) ❁ δn = εζ(n) and conclude: ∃m[γα(m) ❁ εm]. Conclude: ∀α∃n[γα(n) ❁
εn]. 
Define δ such that ∀s[δs = s ∗ 0] and note: FIN = {δn | n ∈ N} = Enδ.
Recall: ALMOST ∗FIN = {γ | ∀ζ ∈ [ω]ω∃n[γ ◦ ζ(n) = 0]}.
Lemma 6.3. Let δ be given such that FIN = Enδ.
For each γ, ∀ζ ∈ [ω]ω∃n[γ ◦ ζ(n) = 0] if and only if ∀α∃n[γα(n) ❁ δn]].
Proof. Let δ be given such that FIN = Enδ. According to Lemma 6.2, we may assume:
∀s[δs = s ∗ 0].
Let γ be given such that ∀ζ ∈ [ω]ω∃n[γ ◦ ζ(n) = 0]. Let α be given. We define ζ
in [ω]ω as follows. We first define ζ(0). Find m such that δm = 0. If γα(m) ⊥ δm,
define ζ(0) = µi < α(m)[γ(i) 6= 0], and, if not, define ζ(0) = 0. Now assume p > 0
and we defined ζ(0), ζ(1), . . . , ζ(p − 1). Find m such that δm = γ
(
ζ(p − 1) + 1
)
∗ 0. If
γα(m) ⊥ δm, define ζ(p) = µi < α(m)[i > ζ(p − 1) ∧ γ(i) 6= 0], and, if not, define
ζ(p) = ζ(p− 1)+ 1. Now find n such that γ ◦ ζ(n) = 0 and conclude: ∃m[γα(m) ❁ δm].
Conversely, let γ be given such that ∀α∃n[γα(n) ❁ δn]. Assume: ζ ∈ [ω]ω. Find η in
[ω]ω such that ∀n[ζ ◦ η(n) > length(n)]. Find n such that γ(ζ ◦ η(n) + 1) ❁ δn = n ∗ 0
and conclude: γ ◦ ζ ◦ η(n) = 0. We thus see: ∀ζ ∈ [ω]ω∃n[γ ◦ ζ(n) = 0]. 
For each δ, we now define: ALMOST ∗(Enδ) := {γ | ∀α∃n[γα(n) ❁ δn]}. One may
think of ALMOST ∗(Enδ) as the set of all γ such that every attempt α to give positive
evidence that γ differs from every δn fails in finitely many steps.
We define: ALMOST ∗COUNT := {β | Spr(β) ∧ ∃δ[Fβ ⊆ ALMOST
∗(Enδ)]}.
Assume β ∈ ALMOST ∗COUNT . Find δ such that Fβ ⊆ ALMOST
∗(Enδ). Note:
Fβ is a spread. Assume: β(0) = 0 and let ρ be the retraction of N onto Fβ. Define
11See the last observation of Subsubsection 1.1.5
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ε such that ∀n[εn = ρ|δn]. Note: ∀n[εn ∈ Fβ]. Assume: γ ∈ Fβ and let α be given.
Find n such that γα(n) ❁ δn. Conclude: β
(
γα(n)
)
= 0 and: γα(n) ❁ εn. We thus
see: Fβ ⊆ ALMOST
∗(Enε). Also note: ALMOST
∗(Enε) ⊆ Fβ . Conclude: if
β ∈ ALMOST ∗COUNT and β(0) = 0, then ∃ε ∈ (Fβ)N[Fβ = ALMOST
∗(Enε)].
For each β such that Spr(β), we define: Fβ is almost-countable if and only if β ∈
ALMOST ∗COUNT .
Lemma 6.4. Let β0, β1, ϕ be given such that ∀i < 2[Spr(βi) ∧ βi(0) = 0] and ϕ :
Fβ0 ։ Fβ1 . If Fβ0 is almost-countable, then also Fβ1 is almost-countable.
Proof. Assume: β0, β1, ϕ satisfy the requirements. and: Fβ0 is almost-countable.
Find δ such that Fβ0 ⊆ Almost
∗(Enδ). Define ε such that ∀n[εn = ϕ|δn].
Assume: ζ ∈ Fβ1 and find γ in Fβ0 such that ϕ|γ = ζ. Let α be given. Find η
such that ∀n[εnα(n) ⊑ ϕ|δnη(n)]. Find n such that γη(n) ❁ δn and conclude: ζα(n) =
ϕ|γα(n) ❁ ϕ|δn = εn. We thus see: ∀ζ ∈ Fβ1∀α∃n[ζα(n) ❁ ε
n], that is: Fβ1 ⊆
Almost∗(Enε) and: Fβ1 is almost-countable. 
Theorem 6.5. (i) ∀β[β ∈ COUNT ↔
(
Spr(β) ∧ Fβ embeds into FIN
)
].
(ii) ∀β[β ∈ ALMOST ∗COUNT →
(
Spr(β) ∧ Fβ embeds into ALMOST ∗FIN
)
].
Proof. (i) Assume: β ∈ COUNT . Assume: β(0) = 0. Find δ in (Fβ)N such that
Fβ = Enδ. Note: ∀γ ∈ Fβ∃n[γ = δn], and, using AC1,0, find ϕ : Fβ → N such that
∀γ ∈ Fβ [γ = δϕ(γ)]. Define ψ : Fβ → N such that ∀γ ∈ Fβ [ψ|γ = 1ϕ(γ) ∗ 0] and note:
ψ : Fβ ֌ FIN .
Conversely, assume: Spr(β) and: Fβ embeds into FIN . Find ϕ such that ϕ : Fβ ֌
FIN . Note: ∀δ0 ∈ FIN∀δ1 ∈ FIN [δ0 = δ1 ∨ δ0 # δ1] and conclude: ∀γ0 ∈ Fβ∀γ1 ∈
Fβ[γ0 = γ1 ∨ γ0 # γ1]. We thus see, using Theorem 6.1(i): β ∈ COUNT .
(ii) Assume: β ∈ ALMOST ∗COUNT . Assume: β(0) = 0. Find δ in (Fβ)N such
that Fβ = ALMOST
∗(Enδ).
Let s be given such that β(s) = 0. Find γ in Fβ such that s ❁ γ. Find n such that
γlength(s) ❁ δn and conclude: s ❁ δn. We thus see: ∀s[β(s) = 0→ ∃n[s ❁ δn]].
Now define ϕ : Fβ → N such that, for all γ in Fβ, for all n, if µp[γn ❁ δp] < µp[γ(n+
1) ❁ δp]], then (ϕ|γ)(n) = µp[γ(n + 1) ❁ δp], and, if µp[γn ❁ δp] = µp[γ(n+ 1) ❁ δp]],
then (φ|γ)(n) = 0.
Let γ0, γ1 in Fβ be given such that γ0 # γ1. Find n such that γ0n 6= γ1n. Note:
µp[γ0n ❁ δ
p] 6= µp[γ1n ❁ δp] and conclude: ∃i ≤ n[(ϕ|γ0)(i) 6= (ϕ|γ1)(i)] and:
ϕ|γ0 # ϕ|γ1. We thus see: ϕ : Fβ ֌ N .
Let γ in Fβ be given and consider ϕ|γ. Let ζ in [ω]ω be given. Find n such
that γ
(
ζ(n) + 1
)
❁ δn. Assume: ∀i ≤ n[(ϕ|γ)
(
ζ(i)
)
6= 0]. Conclude: ∀i < n[0 <
(ϕ|γ)
(
ζ(i)
)
< (ϕ|γ)
(
ζ(i + 1)
)
], and: (ϕ|γ)(ζ(n)
)
≥ n + 1. Conclude: µp[γ
(
ζ(n) + 1
)
❁
δp] ≥ n+1 and also: γ
(
ζ(n) + 1
)
❁ δn. Contradiction. Conclude: ∃i < n[(ϕ|γ)
(
ζ(i)
)
=
0]. We thus see: ∀ζ ∈ [ω]ω∃i[(ϕ|γ)
(
ζ(i)
)
= 0], that is: ϕ|γ ∈ ALMOST ∗FIN .
Conclude: Fβ embeds into ALMOST ∗FIN . 
6.3. Cantor-Bendixson sets. We introduce a subset CB of N by means of the follow-
ing inductive definition.
(i) For all β, if ∀n[β(n) 6= 0], then β ∈ CB, and,
(ii) for all β, if Spr(β) and β(0) = 0 and ∃ε ∈ Fβ[∀s[(β(s) = 0 ∧ s ⊥ ε)→ sβ ∈ CB],
then β ∈ CB, and,
(iii) all members of CB are given by (i), (ii).
The following theorem may be compared to Cantor’s result [8, Theorem C] in [9,
page 220], and to a related intuitionistic result: [38, Theorems 9.1 and 9.2].
Theorem 6.6. ALMOST ∗COUNT = CB.
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Proof. We first prove: CB ⊆ ALMOST ∗COUNT , by induction. Note: for each β, if
∀n[β(n) 6= 0], then Fβ = ∅ ∈ ALMOST ∗COUNT .
Now let β, ε be given such that Spr(β) and ε ∈ Fβ and ∀s[(β(s) = 0 ∧ s ⊥ ε)→ sβ ∈
ALMOST ∗COUNT ]. Using AC0,1, find δ such that ∀s[(β(s) = 0 ∧ s ⊥ ε)→ Fsβ ⊆
ALMOST (Enδs)]. Define η such that η(0) = 0 and η0 = ε and ∀s∀n[η〈s,n〉 = s∗δ〈s,n〉].
Now assume: γ ∈ Fβ. Let α be given. Assume: γα(0) ⊥ ε = η0. Define n :=
µp[γ(p) 6= ε(p)] and s := γ(n+1). Find µ such that γ = s∗µ and note: µ ∈ Fsβ . Recall:
∀n[αs(n) = α(〈s, n〉)]. Find n such that µαs(n) ❁ δ〈s,n〉 and conclude: γα(〈s, n〉) ❁
s ∗ µαs(n) ❁ s ∗ δ〈s,n〉 = η〈s,n〉.
Conclude: ∀γ ∈ Fβ∀α∃n[γα(n) ❁ ηn], that is: Fβ ⊆ ALMOST
∗(Enη) and: β ∈
ALMOST ∗COUNT .
Using induction on CB, we conclude: CB ⊆ ALMOST ∗COUNT .
Now let β in ALMOST ∗COUNT be given. One may assume: β(0) = 0. Find δ in
(Fβ)N such that Fβ ⊆ ALMOST
∗(Enδ). Define β
+ such that ∀c[β+(c) = 0 ↔ (∀i <
length(c)[β
(
c(i)
)
= 0] ∧
(
i+1 < length(c)→ c(i) ❁ c(i+1)
)
]. Note: Spr(β+). Define
B := {c | ∃i < length(c)[c(i) ❁ δi]}. We now prove: B is a bar in Fβ+ . Let γ in Fβ+ be
given. Find ε in Fβ such that ∀n[γ(n) ❁ ε]. Find α such that ∀n[γ(n) = εα(n)]. Find
n such that εα(n) ❁ δn and, therefore: γ(n) ❁ δn and: γ(n + 1) ∈ B. We thus see:
BarF
β+
(B). Also note: B is monotone in {s | β+(s) = 0}.
For each c such that β+(c) = 0 we define c˜ as follows. 0˜ = 0 and, for each c, for
all n, if n = length(c) > 0, then c˜ := c(n − 1). Define C := {c | β+(c) = 0 ∧ (∀i <
length(c)[c(i) ⊥ δi]→ c˜β ∈ CB])}. Note: B ⊆ C. Now let c be given such that β+(c) =
0 and ∀t[β+(c ∗ 〈t〉) = 0→ c ∗ 〈t〉 ∈ C]. Find n := length(c). Assume: ∀i < n[c(i) ⊥ δi].
Note: ∀t[(β+(c ∗ 〈t〉) = 0 ∧ t ⊥ δn) → tβ ∈ CB]. Find ε such that c˜ ∗ ε ∈ Fβ, and,
if c˜ ❁ δn, then δn = c˜ ∗ ε. Note: ε ∈ Fc˜β and ∀s[(
c˜β(s) = 0 ∧ ε ⊥ s) → sβ ∈ CB].
Conclude: c˜β ∈ CB. and: c ∈ C.
We thus see: C is inductive in {s | β+(s) = 0}.
Using BIM , we conclude: 〈 〉 ∈ C, that is: β ∈ CB.
We thus see: ALMOST ∗COUNT ⊆ CB. 
6.4. Reducible spreads. For each β such that Spr(β), for each σ in ST P , we define
the collection REDσ of codes of σ-reducible spreads, as follows, by induction. For every
σ in ST P,
(i) if σ ≤ 0∗, then REDσ := {β | ∀s[β(s) 6= 0]}, and,
(ii) if 0∗ < σ, then
REDσ := {β | Spr(β) ∧ ∃ε ∈ Fβ∀s[(β(s) = 0 ∧ s ⊥ ε)→ ∃n[sβ ∈ REDσn ]].
For each σ in ST P , for each β such that Spr(β), Fβ is called a σ-reducible spread if
and only if β ∈ REDσ.
The notion of a reducible spread goes back to Cantor. We here introduce this notion
without bringing up the notion of a derivative set.
Note that, for all σ in ST P, for all β such thta Spr(β), Fβ is σ-reducible if and only
if s ∗ Fβ is σ-reducible.
Also note that, for all β0, β1 such that ∀i < 2[Spr(βi)] and Fβ0 ⊆ Fβ1 , for all σ in
ST P, if Fβ1 is σ-reducible, then Fβ0 is σ-reducible.
Theorem 6.7. CB =
⋃
σ∈ST P REDσ.
Proof. We first prove: ∀β ∈ CB∃σ ∈ ST P [β ∈ REDσ].
Note: for all β, if ∀s[β(s) 6= 0], then Fβ = ∅ and, for all σ, if σ(0) 6= 0, then
β ∈ REDσ.
Now let β, ε be given such that Spr(β) and ε ∈ Fβ and ∀s[(β(s) = 0 ∧ s ⊥
ε) → ∃σ ∈ ST P[sβ ∈ DERσ]]. Using AC0,1, find τ in ST P such that τ(0) = 0 and
∀s[(β(s) = 0 ∧ s ⊥ ε)→ sβ ∈ DERτs ]. Conclude: β ∈ REDτ .
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Using induction on CB, we conclude: CB ⊆
⋃
σ∈ST P REDσ.
We now prove: ∀σ ∈ ST P[REDσ ⊆ CB].
Note: for all σ in ST P, for all β if if σ(0) 6= 0 and β ∈ REDσ, then Fβ = ∅ and
β ∈ CB.
Now let σ in ST P be given such that σ(0) = 0 and ∀n[REDσn ⊆ CB]. Let β in
REDσ be given. Find ε in Fβ such that ∀s[(β(s) = 0 ∧ s ⊥ ε) → ∃n[sβ ∈ REDσn ]].
Conclude ∀s[(β(s) = 0 ∧ s ⊥ ε)→ sβ ∈ CB], and: β ∈ CB. We thus see: REDσ ⊆ CB.
Using induction on ST P , we conclude: ∀σ ∈ ST P [REDσ ⊆ CB]. 
6.5. Perhapsσ-countable spreads. For each inhabited X ⊆ N , for each σ in ST P ,
we define P(σ,X ) ⊆ N , the σ-th perhapsive extension of X , as follows, by induction.
For every σ in ST P ,
(i) if σ(0) 6= 0, then P(σ,X ) = X , and,
(ii) if σ(0) = 0, then P(σ,X ) = {α | ∃β ∈ X [α # β → ∃n[α ∈ P(σn,X )]]}.
In [36, Theorem 3.19], one may find the straightforward proof that, for all inhabited
X ,Y ⊆ N , for all σ, τ in ST P , if X ⊆ Y and σ ≤ τ , then P(σ,X ) ⊆ P(τ,Y).
Let β, σ be given such that Spr(β) and σ ∈ ST P . The spread Fβ is called perhapsσ-
countable if and only if ∃δ[Fβ ⊆ P(σ,Enδ)].
The proof of the third item of the next Theorem, Theorem 6.8, resembles the proof
of the second half of Theorem 6.6.
Theorem 6.8. (i) ∀δ[ALMOST ∗(Enδ) =
⋃
σ∈ST P P(σ,Enδ)]].
(ii) ALMOST ∗FIN =
⋃
σ∈ST P P(σ,FIN ).
(iii) ∀β∀δ∀ϕ[
(
Spr(β) ∧ ϕ : Fβ → ALMOST
∗(Enδ)
)
→ ∃σ ∈ ST P [ϕ : Fβ →
P(σ,Enδ)]].
(iv) ∀β∀δ[
(
Spr(β) ∧ Fβ ⊆ ALMOST
∗(Enδ)
)
→ ∃σ ∈ ST P[Fβ ⊆ P(σ,Enδ)]].
(v) ∀β ∈ CB∃σ ∈ ST P∃ϕ[ϕ : Fβ ֌ P(σ,FIN )].
Proof. (i) Let δ be given. Note: P(0, Enδ) = Enδ ⊆ ALMOST ∗(Enδ). Let σ be
given such that σ(0) = 0 and assume: ∀n[P(σn, Enδ) ⊆ ALMOST
∗(Enδ)]. As-
sume: γ ∈ P(σ,Enδ). Find n such that γ # δn → ∃m[α ∈ P(σm, Enδ)]. Let α
be given and distinguish two cases. Case (a): γα(n) ❁ δn. Case (b): γα(n) ⊥ δn.
Now find m such that γ ∈ P(σm, Enδ) and conclude: γ ∈ ALMOST
∗(Enδ) and:
∃p[γα(p) ❁ δp]. In both cases: ∃p[γα(p) ❁ δp]. We thus see: ∀γ ∈ P(σ,Enδ)∀α∃p[γαp ❁
δp], that is: P(σ,Enδ) ⊆ ALMOST ∗(Enδ). Using induction on ST P , we conclude:⋃
σ∈ST P P(σ,Enδ) ⊆ ALMOST
∗(Enδ).
Now assume: γ ∈ ALMOST ∗(Enδ). Define B := {a | ∃i < length(a)[γa(i) ❁ δ
i]}
and note: BarN (B) and: B is a monotone subset of N. Define C := {a | ∀i <
length(a)[γa(i) ⊥ δi] → ∃σ ∈ ST P[γ ∈ P(σ,Enδ)]}. Note: B ⊆ C. Let a be given
such that ∀n[a ∗ 〈n〉 ∈ C]. Assume: ∀i < length(a)[γa(i) ⊥ δi]. Define p := length(a).
Using AC0,1, find τ in ST P such that ∀b[γb ⊥ δp → γ ∈ P(τb, Enδ)] and: γ ⊥ δp →
∃b[γ ∈ P(τb, Enδ)], and conclude: γ ∈ P(τ, Enδ). We thus see: ∀i < length(a)[γa(i) ⊥
δi]→ ∃τ [γ ∈ P(τ, Enδ)], that is: a ∈ C. Conclude: C is inductive. Using BIM , we find:
〈 〉 ∈ C, that is: ∃τ [γ ∈ P(τ, Enδ)].
We thus see: ALMOST ∗(Enδ) ⊆
⋃
σ∈ST P P(σ,Enδ).
(ii) This follows from (i) and Lemma 6.3.
(iii) Let β, δ, ϕ be given such that Spr(β) and ϕ : Fβ → ALMOST (Enδ). Note:
∀γ ∈ Fβ∀α∃n[ϕ|γα(n) ❁ δn]. Define β+ such that ∀c[β+(c) = 0 ↔ (∀i[i + 1 <
length(c)→ c(i) ❁ c(i+1)] ∧ ∀i < length(c)[β(cI(i)) = 0 ∧ length
(
ϕ|cI(i)) ≥ cII(i)])].
Note: Spr(β+). Define B := {c | ∃i < length(c)[ϕ|cI(i)cII(i) ❁ δi]}. We now prove: B
is a bar in Fβ+ . Let γ in Fβ+ be given. Find ε in Fβ such that ∀n[γI(n) ❁ ε]. Find n
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such that εγII(n) ❁ δ
n and, therefore: γ(n + 1) ∈ B. We thus see: BarF
β+
(B). Note:
B is monotone in {s | β+(s) = 0}.
For each c such that β+(c) = 0 we define c˜ as follows. 0˜ = 0 and, for each c, for all
n, if n = length(c) > 0, then c˜ := cI(n − 1). Define C := {c | β+(c) = 0 ∧ (∀i <
length(c)[cI(i)cII(i) ⊥ δi] → ∃σ ∈ ST P[ϕ : Fβ ∩ c˜ → P(σ,Enδ])}. Note: B ⊆ C.
Now let c be given such that β+(c) = 0 and ∀t[β+(c ∗ 〈t〉) = 0 → c ∗ 〈t〉 ∈ C]. Find
n := length(c). Assume: ∀i < n[cI(i)cII(i) ⊥ δi]. Note: ∀t[(β+(c∗〈t〉) = 0 ∧ tIcII(n) ⊥
δn)→ ∃σ ∈ ST P [ϕ : Fβ ∩K(t)→ P(σ,Enδ)]]. Using AC0,1, find τ in ST P such that,
for all t, if β+(c ∗ 〈t〉) = 0 and tIcII(n) ⊥ δn, then ϕ : Fβ ∩K(t)→ P(τ t, Enδ). Clearly,
∀γ ∈ Fβ ∩ c˜[ϕ|γ # δn → ∃t[ϕ|γ ∈ P(τ t, Enδ)]] and: ϕ : Fβ ∩ c˜ → P(τ, Enδ). We thus
see: C is inductive in {s | β+(s) = 0}.
Using BIM , we conclude: 〈 〉 ∈ C, that is: ∃σ ∈ ST P[ϕ : Fβ → P(σ,Enδ)].
(iv) This is an immediate consequence of (iii) as ∃δ[FIN = Enδ].
(v) This follows from (iii) and Theorem 6.5(ii). 
6.6. Special and very special Cantor-Bendixson sets. We define a function σ 7→
cbσ from ST P to N , as follows.
(i) For all σ in ST P , if σ(0) 6= 0, then cbσ = 1, and,
(ii) for all σ in ST P , if σ(0) = 0 then cbσ satisfies: ∀m[cbσ(0m) = 0] and
∀n∀m∀s[cbσ(0m ∗ 〈n+ 1〉 ∗ s) = cbσn(s)].
The sets Fcbσ , where σ ∈ ST P, are called: special Cantor-Bendixson sets.
Note: for each σ in ST P , for each n, Fcbσ embeds into Fcbσ ∩ 0n.
We also define a function σ 7→ cb♦σ from ST P to N , as follows.
(i) For all σ in ST P , if σ(0) 6= 0, then cb♦σ = 1, and,
(ii) for all σ in ST P , if σ(0) = 0, then cb♦σ satisfies: ∀m[cb
♦
σ (0m) = 0] and
∀m∀s[cb♦σ (0m ∗ 〈1〉 ∗ s) = cb
♦
σL(m)
(s)] and ∀m∀n∀s[cb♦σ(0m ∗ 〈n+ 2〉 ∗ s) = 1].
Note: ∀σ ∈ ST P[Fan(cb♦σ ) ∧ F
♦
cbσ
⊆ C].
F ⊆ N is a very special Cantor-Bendixson set if and only if ∃σ ∈ ST P [F = F♦cbσ ].
We made use of such compact very special Cantor-Bendixson sets in [33] and [36].
Note: for each σ in ST P , for each n, Fcb♦σ embeds into F
♦
cbσ
∩ 0n.
Lemma 6.9. ∀σ ∈ ST P∃ϕ[ϕ : Fcbσ ֌ Fcb♦σ ].
Proof. We use induction on ST P . If σ(0) 6= 0, Fcbσ = Fcb♦σ = ∅ and the statement
is trivial. Assume σ(0) = 0 and ∀n∃ϕ[ϕ : Fcbσn ֌ Fcb♦
σn
]. Using AC0,1, find ϕ
such that ∀n[ϕn : Fcbσn ֌ Fcb♦
σn
]. Define ψ : Fcbσ → N such that ψ|0 = 0 and
∀m∀n∀α ∈ Fcbσn [ψ|0m∗〈n+1〉∗α = 0J(m,n)∗〈1〉∗ϕ
n|α]. Note: ψ : Fcbσ ֌ Fecb♦σ . 
The proof of the following lemma does not use the Fan Theorem.
Lemma 6.10 (The Fan Theorem for very special Cantor-Bendixson sets).
For every σ in ST P, for every B ⊆ N, every bar in Fcb♦σ has a finite subbar.
Proof. We use induction on ST P. Assume σ ∈ ST P . If σ(0) 6= 0, there is nothing
to prove. So assume σ(0) = 0 and, for each n, every bar in Fcb♦
σn
has a finite subbar.
Now assume B ⊆ N is a bar in Fcb♦σ . Find n such that 0n ∈ B. Using the induction
hypothesis, find finite subsets B0, B1, . . . , Bn−1 of B such that, for each i < n, Bi is bar
in Fcb♦σ ∩ 0i ∗ 〈1〉. Note: the finite set {0n} ∪
⋃
i<n Bi is bar in Fcbσ . 
Theorem 6.11. ∀β ∈ CB∃σ ∈ ST P [∃ϕ[ϕ : Fcbσ ։ Fβ ] ∧ ∃ψ[ψ : Fβ ֌ Fcbσ ]].
Proof. We use induction on CB. If β(0) 6= 0, one may take σ = 1.
Let β, ε be given such that Spr(β) and ε ∈ Fβ and
∀s[(β(s) = 0 ∧ s ⊥ ε)→ ∃σ ∈ ST P∃ϕ[ϕ : Fcbσ ։ Fsβ ] ∧ ∃ψ[ψ : Fβ ֌ Fcbσ ]].
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Using AC0,1, find τ, ϕ, ψ such that τ ∈ ST P and τ(0) = 0 and
∀s[(β(s) = 0 ∧ s ⊥ ε)→
(
(ϕs : Fcbτs ։ Fsβ) ∧ (ψ
s : Fsβ ֌ Fcbτs )
)
].
Define C := {s | β(s) = 0 ∧ ∃m∃p[s = εm ∗ 〈p〉 ∧ p 6= ε(m)]}.
Define ρ : Fcbτ → N such that ρ|0 = ε and ∀s ∈ C∀γ ∈ Fcbτs [ρ|0s ∗ 〈s + 1〉 ∗ γ) =
s ∗ ϕs|γ] and ∀γ ∈ Fcbτ [¬∃s ∈ C[0s ∗ 〈s+ 1〉 ❁ γ]→ ρ|γ = ε]. Clearly, ρ : Fcbτ ։ Fβ.
Define χ : Fβ → N such that χ|ε = 0 and ∀s ∈ C∀γ ∈ Fsβ[χ|s∗γ = 0s∗〈s+1〉∗ψs|γ]].
Clearly, χ : Fβ ֌ Fcbτ . 
Theorem 6.12.
∀β ∈ CB[Fan(β)→ ∃σ ∈ ST P[∃ϕ[ϕ : Fcb♦σ ։ Fβ ] ∧ ∃ψ[ψ : Fβ ֌ Fcb♦σ ]].
Proof. We use induction on CB. If β(0) 6= 0, one may take σ = 1.
Let β, ε be given such that Fan(β) and ε ∈ Fβ and
∀s[(β(s) = 0 ∧ s ⊥ ε)→ ∃σ ∈ ST P∃ϕ[ϕ : Fcb♦σ ։ Fsβ] ∧ ∃ψ[ψ : Fβ ֌ Fcb♦σ ]].
Using AC0,1, find τ, ϕ, ψ such that τ ∈ ST P and τ(0) = 0 and
∀s[(β(s) = 0 ∧ s ⊥ ε)→
(
(ϕs : Fcb♦
τs
։ Fsβ) ∧ (ψs : Fsβ ֌ Fcb♦
τs
)
)
].
Define C := {s | β(s) = 0 ∧ ∃m∃p[s = εm ∗ 〈p〉 ∧ p 6= ε(m)]}. Note: Fan(β),
and thus: ∀m∃p∀s ≥ p[s ∈ C → length(s) ≥ m]. Using AC0,0, find δ such that
∀m∀s ≥ δ(m)[s ∈ C → length(s) ≥ m].
Define ρ : F♦cbτ → N such that ρ|0 = ε and ∀s ∈ C∀γ ∈ F
♦
cbτn
[ρ|0J(0, s) ∗ 〈1〉 ∗ γ =
s ∗ φs|γ] and ∀n∀γ ∈ Fcbτ [
(
¬∃s ∈ C[n = J(0, s) ∧ 0n ∗ 〈1〉 ❁ γ
)
→ ρ|γ = ε]. Note: ρ is
well-defined and: ∀m∀γ ∈ Fcbτ [0J
(
0, δ(m)
)
❁ γ → εm ❁ ρ|γ]. Clearly, ρ : Fcbτ ։ Fβ.
Define χ : F♦β → N such that χ|ε = 0 and ∀s ∈ C∀γ ∈ Fsβ [χ|s ∗ γ = 0J(0, s) ∗ 〈1〉 ∗
ψs|γ]]. Clearly, χ : Fβ ֌ Fcbτ . 
Corollary 6.13. Let β be given such that Spr(β).
Fβ is almost-countable if and only if ∃σ ∈ ST P∃ϕ[ϕ : Fcbσ ։ Fβ ].
Proof. Use Theorems 6.6 and 6.11 and Lemma 6.4. 
The second item of the following Theorem extends Theorem 2.7(iii).
Theorem 6.14.
(i) For all β, if ∀i < 2[Spr(βi)] and ∃ϕ[ϕ : Fβ0 ։ Fβ1], then ∃ψ[ψ : Fβ1 ֌ Fβ0 ].
(ii) For all β, if Spr(β0) and Fan(β1) and ∃ψ[ψ : Fβ1 ֌ Fβ0 ], then ∃ϕ[ϕ : Fβ0 ։
Fβ1 ].
Proof. (i) Let β, ϕ be given such that ϕ : Fβ0 ։ Fβ1 , and, therefore:
∀γ ∈ Fβ1∃α ∈ Fβ0 [ϕ|α = γ].
Using AC1,1 we find ψ : Fβ1 → Fβ0 such that ∀γ ∈ Fβ1[ϕ|(ψ|γ) = γ].
Let γ, δ in Fβ1 be given such that γ # δ. Find n such that γn ⊥ δ. Find m such
that ∀α ∈ Fβ0 [ψ|γm ❁ α → ϕ|(ψ|γ)n = γn ❁ ϕ|α]. Consider α := ψ|δ and conclude:
γn ⊥ δ = ϕ|(ψ|δ) and: ψ|γm ⊥ δ. We thus see: ∀γ ∈ Fβ1∀δ ∈ Fβ1 [γ # δ → ψ|γ # ψ|δ],
that is: ψ : Fβ1 ֌ Fβ0 .
(ii) Let β, ψ be given such that Spr(β0) and Fan(β1) and ψ : Fβ1 ֌ Fβ0 .
We first prove that ψ|Fβ1 is a located subset of N .
Note: ∀s∀α ∈ Fβ1∃m[s ❁ ψ|αm ∨ s ⊥ ψ|αm]. Using the Fan Theorem, FT, see
Subsubsection 1.1.7, we conclude: ∀s∃m∀α ∈ Fβ1 [s ❁ ψ|αm ∨ s ⊥ ψ|αm]. As, for
each m, the set {αm | α ∈ Fβ1} is finite, we conclude: ∀s[∃α ∈ Fβ1[s ❁ ψ|α] ∨ ∀α ∈
Fβ1 [s ⊥ ψ|α]]. Find δ such that ∀s[δ(s) = 0↔ ∃α ∈ Fβ1 [s ❁ ψ|α]]. Note: Fan(δ).
We now construct τ such that τ : Fδ → Fβ1 ∧ ∀ε ∈ Fδ[ψ|(τ |ε) = ε].
First, some preliminary considerations. Let ε in Fδ be given. Let s, t be given such
that β1(s) = β1(t) = 0 and s ⊥ t. Note: ∀α ∈ Fβ1 ∩ s∀γ ∈ Fβ1 ∩ t[ψ|α ⊥ ψ|γ], and
therefore, ∀α ∈ Fβ1 ∩ s∀γ ∈ Fβ1 ∩ t∃n[ψ|αn ⊥ εn ∨ ψ|γn ⊥ εn]. Using FT, find n such
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that ∀α ∈ Fβ1 ∩ s∀γ ∈ Fβ1 ∩ t[ψ|αn ⊥ εn ∨ ψ|γn ⊥ εn]. Define A := {u | length(u) =
n ∧ s ⊑ u ∧ β1(u) = 0} and B := {v | length(v) = n ∧ t ⊑ v ∧ β1(v) = 0}
and note: ∀u ∈ A∀v ∈ B[ψ|u ⊥ εn ∨ ψ|v ⊥ εn]. Note that A,B are finite sets.
Conclude, using Lemma 2.6, either ∀u ∈ A[ψ|u ⊥ εn] or ∀v ∈ B[ψ|v ⊥ εn], that is:
either ∀α ∈ Fβ1 ∩ s[ψ|αn ⊥ εn] or ∀α ∈ Fβ1 ∩ t[ψ|αn ⊥ εn].
We thus see: ∀s∀t[
(
β1(s) = β1(t) = 0 ∧ s ⊥ t
)
→ ∃n[[∀α ∈ Fβ1 ∩ s)[ψ|αn ⊥
εn] ∨ [∀α ∈ Fβ1 ∩ t)[ψ|αn ⊥ εn]].
Suppose we are given k > 0, s such that length(s) = k and ∀i < k[β1
(
s(i)
)
= 0] and
∀i∀j < k[i < j → s(i) ⊥ s(j)]. Applying the above result k − 1 times we obtain the
conclusion: ∀ε ∈ Fδ∃n∃i < k∀j < k[j 6= i→ ∀α ∈ Fβ1 ∩ s(j)[ψ|αn ⊥ εn]].
Using this fact repeatedly and keeping in mind that {k | β1(〈k〉) = 0} is a finite set,
we conclude: ∃k∃n[β1(〈k〉) = 0 ∧ ∀α ∈ Fβ1 [α(0) 6= k → ψ|αn ⊥ εn]].
We now define the promised τ , inductively, first specifying τ0, then τ1, and so on.
Assume: m is given and τ0, τ1, . . . τm−1 have been defined. We then define τm as
follows. Let s be given. If δ(s) 6= 0 or ∃i < m¬∃j < length(s)[τ i(sj) > 0], define
τm+1(s) = 0 . Now assume δ(s) = 0 and ∀i < m∃j < length(s)[τ i(sj) > 0]. Find a
such that length(a) = m and ∀i < m∃j < length(s)[τ i(sj) = a(i) + 1]. One might say:
a := τ |sm, although this is a little previous, as τ is still under construction. Note that
{k | β1(a ∗ 〈k〉) = 0} is a finite set. Define n := length(s) and find out if there exists k
such that β1(a∗〈k〉) = 0 and ∀j[
(
j 6= k ∧ β1(a∗〈j〉) = 0
)
→ ∀α ∈ Fβ1∩a∗〈j〉[ψ|αn ⊥ s]].
If so, find such k and define τm+1(s) = k + 1; if not, define τm+1(s) = 0.
Note: τ : Fδ → N and ∀ε ∈ Fδ[τ |ε ∈ Fβ1 ∧ ∀α ∈ Fβ1 [α ⊥ (τ |ε) → ψ|α ⊥ ε]]. In
particular: ∀α ∈ Fβ1 [α ⊥
(
τ |(ψ|α)
)
→ ψ|α ⊥ ψ|α] and therefore: ∀α ∈ Fβ1[τ |(ψ|α) =
α] and τ : Fδ ։ Fβ1.
Assume: ε ∈ Fδ and ψ|(τ |ε) ⊥ ε. Find m such that ψ|(τ |εm) ⊥ ε. Note: ∀α ∈
Fβ1 [(τ |εm) ❁ α → ψ|α ⊥ ε] and ∀α ∈ Fβ1 [ψ|α ⊥ ε] and: ∀α ∈ Fβ1∃n[ψ|αn ⊥ εn].
Using FT, we find n such that ∀α ∈ Fβ1 [ψ|αn ⊥ εn], and we have to conclude: δ(εn) 6= 0
and ε /∈ Fδ. Contradiction. Conclude: ∀ε ∈ Fδ[ψ|(τ |ε) = ε].
Let ρ : N → Fδ be the canonical retraction of N onto Fδ. Define ϕ : Fβ0 → Fβ1 such
that ∀γ ∈ Fβ0 [ϕ|γ = τ |(ρ|γ)] and note: ∀α ∈ Fβ1[ϕ|(ψ|α) = α] and ϕ : Fβ0 ։ Fβ1 . 
Corollary 6.15. Let β be given such that Fan(β).
Fβ is almost-countable if and only if ∃σ ∈ ST P∃ϕ[ϕ : Fβ ֌ Fcbσ ].
Proof. Every almost-countable spread Fβ embeds into some Fcbσ , see Theorem 6.11.
Conversely, if Fan(β) and Fβ embeds into some Fcbσ , then, according to Theorem 6.14,
∃ψ[ψ : Fcbσ ։ Fβ], and, according to Lemma 6.4, Fβ is almost-countable. 
6.6.1. A comment. G. Ronzitti, on page 63 of her Ph.D. dissertation [24] and in the
last definition of her paper [25], suggested12 to call a spread Fβ countable if and only if
∃σ ∈ ST P∃ϕ[ϕ : Fcb♦σ ։ Fβ]. Unfortunately, following this suggestion, one would have
to call the set {n | n ∈ N} a not-countable set. Corollary 6.13 shows the suggestion
makes sense if one uses the non-compact Cantor-Bendixson sets given by the function
σ 7→ cbσ. The suggestion is also a good suggestion if one restricts oneself to fans, rather
than spreads, see Theorem 6.12 and Lemma 6.4.
6.7. The Cantor-Bendixson Hierarchy.
Lemma 6.16. ∀σ ∈ ST P∀δ[Fcbσ embeds into FIN → σ ≤ S
∗(0∗)].
Proof. Let σ, δ be given such that σ ∈ ST P and Fcbσ embeds into FIN . Then, accord-
ing to Theorem 6.1(i), ∀γ0 ∈ Fcbσ∀γ1 ∈ Fcbσ [γ0 = γ1 ∨ γ0 # γ1]. Using BCP, find m
such that ∀γ ∈ Fcbσ [0m ❁ γ → 0 = γ]. Conclude: ∀n[Fcbσn = ∅] and: ∀n[σ
n ≤ 0∗] and:
σ ≤ S∗(0∗). 
12We describe her suggestion in the language of this paper.
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Theorem 6.17 (The Cantor-Bendixson Hierarchy Theorem).
(i) For all σ, τ in ST P, if Fcbσ is τ-reducible, then σ ≤ τ .
(ii) For all σ, τ in ST P, for all δ, if Fcbσ embeds into P(τ,FIN ), then σ ≤ S
∗(τ).
(iii) For all σ, τ in ST P, if Fcbσ embeds into P(τ,FIN ), then σ ≤ S
∗(τ).
(iv) For all σ, τ in ST P, for all δ in (Fcbσ )
N, if Fcbσ ⊆ P(τ, Enδ), then σ ≤ S
∗(τ).
Proof. (i) We use induction on ST P . First, note that, for all τ in ST P , if τ(0) 6= 0,
then, for each σ in ST P , Fcbσ is τ -reducible if and only if Fcbσ = ∅ if and only if
σ(0) 6= 0 if and only if σ ≤ τ . Next, assume that we are given τ in ST P such that
τ(0) = 0 and, for each n, for each σ in ST P, if Fcbσ is τ
n-reducible, then σ ≤ τn.
Further assume that we are given σ such that Fcbσ is τ -reducible. Find ε in Fcbσ such
that ∀s[(cbσ(s) = 0 ∧ s ⊥ ε)→ ∃m[Fcbσ ∩s is τ
m-reducible]]. Let p be given. Consider
s := 〈p+1〉 and t := 〈0, p+1〉 and note: either s ⊥ ε or t ⊥ ε. Find m such that either
Fcbσ ∩ 〈p+ 1〉 = 〈p+ 1〉 ∗ Fσp is τ
m-reducible, or Fcbσ ∩ 〈0, p+ 1〉 = 〈0, p+ 1〉 ∗ Fσp is
τm-reducible. Conclude: Fσp is τm-reducible and: σp ≤ τm. Conclude: ∀p∃m[σp ≤ τm]
and: σ ≤ τ .
(ii) We use induction on ST P. First, note, using Lemma 6.16 and Theorem 6.6(i):
for all τ in ST P , if τ(0) 6= 0, that is: τ ≤ 0∗, then, for each σ in ST P, for each δ, if
Fcbσ embeds into P(τ, Enδ) = Enδ, then σ ≤ S
∗(0∗) and σ ≤ S∗(τ). Next, assume that
we are given τ such that τ(0) = 0 and, for each n, for each σ in ST P, for each δ, if Fcbσ
embeds into P(τn, Enδ), then σ ≤ S∗(τn). Further assume that we are given σ, δ such
that σ ∈ ST P and Fcbσ embeds into P(τ, Enδ). Find ϕ such that ϕ : Fcbσ ֌ P(τ, Enδ).
Note: ∀γ ∈ Fcbσ∃p[ϕ|γ # δ
p → ∃n[ϕ|γ ∈ P(τn, Enδ)]. Using BCP, find m, p such that
∀γ ∈ Fcbσ [(0m ❁ γ ∧ ϕ|γ # δ
p)→ ∃n[ϕ|γ ∈ P(τn, Enδ)]]. Consider γ0 := 0m∗〈p+1〉∗0
and γ1 := 0(m+ 1) ∗ 〈p+ 1〉 ∗ 0. Note ϕ|γ0 # ϕ|γ1 and find i < 2 such that ϕ|γi # δp.
Find n, j such that δpn ⊥ ϕ|γij. Note: ∀γ ∈ Fcbσ ∩ γ
ij∃i[ϕ|γ ∈ P(τ i, Enδ)]. Using
BCP again, find k, l such that k > j and ∀γ ∈ Fcbσ [γik ❁ γ → ϕ|γ ∈ P(τ
l, Enδ)].
Note: Fcbσp embeds into Fcbσ ∩γik and ϕ embeds Fcbσ ∩γik into P(τ
l, Enδ). Conclude:
σp ≤ S∗(τ l). Conclude: ∀p∃l[σp ≤ S∗(τ l) ≤ τ = (S∗(τ)l] and: σ ≤ S∗(τ).
(iii) Note: ∃δ[FIN = Enδ] and apply (ii).
(iv) This is an immediate consequence of (ii). 
7. The second level and the collapse of the projective hierarchy
7.1. The classes Σ12 and Π
1
2.
The following definitions were given in Subsubsection 1.2.7.
For each X ⊆ N , Ex(X ) := {α | ∃β[pα, βq ∈ X ]} = {αI | α ∈ X} and Un(X ) :=
{α | ∀β[pα, βq ∈ X ]}.
Σ12 := {Ex(X ) | X ∈ Π
1
1} = {EUGβ | β ∈ N} = {Ex
(
Un(Gβ)
)
| β ∈ N}, and:
Π12 := {Un(X ) | X ∈ Σ
1
1} = {UEFβ | β ∈ N} = {Un
(
Ex(Fβ)
)
| β ∈ N}.
Note that, for each β, EUGβ = {α | ∃γ∀δ∃n[β(ppα, δq, γq)n 6= 0]} and UEFβ = {α |
∀γ∃δ∀n[β(ppα, δq, γq)n = 0]}. Let β, ε, ζ be given such that ε ∈ UEGβ and ζ ∈ EUFβ .
Find γ such that ∀δ∃n[β(ppε, δq, γq)n 6= 0]. Find δ such that ∀n[β(ppζ, δq, γqn) = 0].
Find n such that β(ppε, δq, γqn) 6= 0] and conclude: εn 6= ζn and ε # ζ.
We thus see: ∀β[EUGβ # UEFβ ].
We also defined: US12 := {α | αII ∈ EUGαI} and UP
1
2 := {α | αII ∈ UEFαI} and
E12 := {α | ∃γ∀δ∃n[α(pγ, δqn) 6= 0]} and A
1
2 := {α | ∀γ∃δ∀n[α(pγ, δqn) = 0]}.
Theorem 7.1.
(i) US12 is Σ
1
2-universal and UP
1
2 is Π
1
2-universal
(ii) E12 is Σ
1
2-complete and A
1
2 is Π
1
2-complete.
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(iii) Σ12 is closed under the operations of countable union, Π
1
2 is closed under the oper-
ation of countable intersection and Σ12 is closed under the operation of countable
intersection:
∀β∃ε∃ζ[
⋃
m EUGβm = EUGε ∧
⋂
m UEFβm = UEFε ∧
⋂
m EUGβm = EUGζ ].
(iv) For all X ⊆ N , if X ∈ Σ12, then Ex(X ) ∈ Σ
1
2, and, if X ∈ Π
1
2, then Un(X ) ∈ Π
1
2:
∀β∃η[Ex(EUGβ) = EUGη ∧ Un(UEFβ) = UEFη].
(v) For all X ,Y ⊆ N such that X  Y, if Y ∈ Σ12, then X ∈ Σ
1
2, and if Y ∈ Π
1
2, then
X ∈ Π12:
∀β∀ϕ : N → N∃γ[{α | ϕ|α ∈ EUGβ} = EUGγ ∧ {α | ϕ|α ∈ UEFβ} = UEFγ ].
(vi) Σ11 ∪Π
1
1 ⊆ Σ
1
2 ∩Π
1
2.
Proof. (i) Note: for each α, α ∈ US12 ↔ αII ∈ EUGαI ↔ ∃δ[pαII , δq ∈ UGαI ] ↔
∃δ∀γ[ppαII , δq, γq ∈ GαI ] ↔ ∃δ∀γ∃n[αI(ppαII , δq, γqn) 6= 0]. Define β such that
∀a∀d∀c[length(a) = length(d) = length(c) → β(ppa, dq, cq) = aI(ppaII , dq, cq)]. Note:
for all α, α ∈ US12 ↔ ∃δ∀γ∃n[β(ppα, δq, γqn) 6= 0]↔ α ∈ EUGβ. Conclude: US
1
2 ∈ Σ
1
2.
Also note: for each β EUGβ = US
1
2 ↾ β. We thus see: US
1
2 is Σ
1
2-universal.
Similarly, for each α, α ∈ UP12 ↔ ∀δ∃γ∀n[αI(ppαII , δq, γqn) = 0]]. Define β as above
and conclude: UP12 = UEFβ ∈ Π
0
2. Note: for each β, UEFβ = UP
1
2 ↾ β. We thus see:
UP12 is Σ
1
2-universal.
(ii) Define β such that ∀a∀c∀d[length(a) = length(d) = length(c) →
(
β(a, d, c) 6=
0 ↔ ∃i < length(a)[a(pci, diq) 6= 0]
)
]. Note: for each α, ∃γ∀δ∃n[α(pγn, δnq) 6= 0] ↔
∃γ∀δ∃n[β(pγ, δqn) 6= 0] and: ∀γ∃δ∀n[α(pγn, δnq) = 0] ↔ ∀γ∃δ∀n[β(pγ, δqn) = 0], and
conclude: E12 = EUGβ ∈ Σ
1
2 and A
1
2 = UEFβ ∈ Π
1
2.
Let β be given. Define ϕ : N → N such that, for all α, ∀d∀c∀n[n = length(c) =
length(d) → (ϕ|α)(pc, dq) = β(pαn, dq, cq)]. Note: for all α, ∃γ∀δ∃n[β(pα, δq, γqn) 6=
0]↔ ∃γ∀δ∃n[(ϕ|α)(pγn, δnq) 6= 0], that is α ∈ EUGβ ↔ ϕ|α ∈ E12 , and:
∀γ∃δ∀n[β(pα, δq, γqn) = 0] ↔ ∀γ∃δ∀n[(ϕ|α)(pγn, δnq) = 0], that is α ∈ UEFβ ↔
ϕ|α ∈ A12. We thus see that ϕ reduces (EUGβ ,UEFβ) to the pair (E
1
2 ,A
1
2).
We may conclude that E12 is Σ
1
2-complete and that A
1
2 is Σ
1
2-complete.
(iii) Let β be given.
For each α, α ∈
⋃
m UEGβm ↔ ∃m∃γ∀δ∃n[β
m(ppα, δq, γqn) 6= 0]. Define ε such that,
for each m, ∀a∀d∀c[length(a) = length(d) = length(c) + 1 → ε(ppa, dq, 〈m〉 ∗ cq) =
βm(ppa, dq, cq)], and β(pp0, 0q, 0q) = 0. Note that, for each m, for each α, for each δ,
for each γ, ppα, δq, 〈m〉 ∗ γq ∈ Gε if and only if ppα, δq, γq ∈ Gβm . Therefore, for each
α, α ∈ EUGε ↔ ∃m[α ∈ EUGβm ] and: EUGε =
⋃
m EUGβm .
Also note that, for each m, for each α, for each δ, for each γ, ppα, δq, 〈m〉 ∗ γq ∈ Fε
if and only if ppα, δq, γq ∈ Fβm . Therefore, for each α, α ∈ UEFε ↔ ∀m[α ∈ UEFβm ]
and: UEFε =
⋂
m UEFβm .
Also, for each α, α ∈
⋂
m UEGβm ↔ ∀m∃γ∀δ∃n[β
m(pppα, δq, γqn) 6= 0], and, by
AC0,1, α ∈
⋂
m UEGβm ↔ ∃γ∀m∀δ∃n[β
m(ppα, δq, γmqn) 6= 0]. Define ζ such that
∀a∀d∀c[length(a) = length(d) = length(c)→(
ζ(ppa, dq, cq) 6= 0 ↔ ∃m∃i[βm(ppai, diq, cmiq) 6= 0]
)
]. Note that, for each α, for each
δ, for each γ, ppα, δq, γq ∈ Gζ if and only if ∀m[ppα, δq, γmq ∈ Gβm ].
13 Therefore, for
each α, α ∈ EUGζ ↔ ∀m[α ∈ EUGβm ] and: EUGζ =
⋂
m EUGβm .
(iv) Let β be given. Note: for all α, α ∈ Ex(EUGβ)↔ ∃ε∃γ∀δ∃n[β(pppα, εq, δq, γqn) 6=
0], and: α ∈ Un(UEFβ) ↔ ∀ε∀γ∀∃δ∀n[β(pppα, εq, δq, γqn) = 0]. Define η such that
∀a∀d∀c[length(a) = length(d) = length(c) → η(ppa, dq, cq) = β(pppa, cIq, dq, cII)].
One easily verifies: Ex(EUGβ) = EUGη and: Un(UEFβ) = UEFη.
13The statement: ‘ppα, δq, γq ∈ Fζ if and only if ∃m[ppα, δq, γ
mq ∈ Fβm ]’ may be false.
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(v) Let β, ϕ be given such that ϕ : N → N . Note that, for each α, ϕ|α ∈ EUGβ ↔
∃γ∀δ∃n[ppϕ|α, δq, γqn) 6= 0] and: ϕ|α ∈ UEFβ ↔ ∀γ∃δ∀n[ppϕ|α, δq, γqn) = 0]. De-
fine ε such that ∀a∀d∀c[length(a0 = length(d) = length(c) →
(
ε(ppa, dq, cq) 6= 0 ↔
∃i[length(ϕ|a) ≥ i ∧ β(ppϕ|ai, diq, ciq) 6= 0
)
].
Then: {α | ϕ|α ∈ UEGβ} = UEGε and: {α | ϕ|α ∈ EUFβ} = EUFε. 
7.2. The collapse of the projective hierarchy.
Theorem 7.2.
(i) For all X ⊆ N , if X ∈ Σ12, then Un(X ) ∈ Σ
1
2: ∀β∃ε[Un(EUGβ) = EUGε].
(ii) Π12 ⊆ Σ
1
2, and for all X ⊆ N , if X is (positively) projective, then X ∈ Σ
1
2.
Proof. (i) Let β be given. Using AC1,1, note: for all α, α ∈ Un(EUGβ) if and only if
∀ε∃γ∀δ∃n[β(pppα, εq, γq, δqn) 6= 0] if and only if
∃ϕ[ϕ ∈ A11 ∧ ϕ(0) = 0 ∧ ∀ε∀δ∃n[β(pppα, εq, ϕ|εq, δqn) 6= 0]] if and only if
∃ϕ[ϕ ∈ A11 ∧ ϕ(0) = 0 ∧ ∀ε∀δ∃n∃m[length(ϕ|εm) ≥ n ∧ β(pppαn, εnq, ϕ|εmnq, δnq) 6=
0]].
Using Theorem 7.1, we conclude: Un(EUGβ) ∈ Σ12.
(ii) This follows from (i). 
7.2.1. The previous Theorem shows that, in intuitionistic mathematics, Σ12 is the class
of all positively projective sets. Many difficult questions remain, for instance, if Π12 is a
proper subclass of Σ12 and if the class Π
1
2 is closed under the operation of disjunction.
We were unable to answer these questions.
Note that the existential projection of a positively Borel set is analytic. It is not true
however, that the universal projection of a positively Borel set is always co-analytic, for
the simple reason that some positively Borel sets, like D2(A1), see Theorem 4.1(iv), are
not co-analytic.
Lemma 7.3. ∀ϕ : N → N∃α[(α ∈ E12 ↔ ϕ|α ∈ E
1
2 ) ∧ (α ∈ A
1
2 ↔ ϕ|α ∈ A
1
2)].
Proof. Let ϕ : N → N be given. Define α such that for all p, c, d, if length(c) =
length(d) and p = pc, dq, then α(p) 6= 0 if and only if, for some m ≤ length(c),
pcm, dmq < length(ϕ|αp) and (ϕ|αp)(pcm, dmq) 6= 0].
Note that, for all γ, δ, ∃m[α(pγ, δqm) 6= 0] if and only if ∃m[(ϕ|α)(pγ, δqm) 6= 0].
Conclude: ∃γ∀δ∃n[α(pγ, δqn) 6= 0]↔ ∃γ∀δ∃n[(φ|α)(pγ, δqn) 6= 0], that is: α ∈ E12 ↔
ϕ|α ∈ E12 , and also: ∀γ∃δ∀n[α(pγ, δqn) = 0] ↔ ∀γ∃δ∀n[(ϕ|α)(pγ, δqn) = 0], that is:
α ∈ A12 ↔ ϕ|α ∈ A
1
2. 
Note that the classical mathematician would conclude, from Lemma 7.3: A12  E
1
2
and E12  A
1
2.
Theorem 7.4.
(i) ∃α[α /∈ E12 ∧ α /∈ A
1
2].
(ii) ∃γ[γ /∈ US12 ∧ γ /∈ UP
1
2].
Proof. (i) Find ϕ : N → N reducing A12 to E
1
2 . Applying Lemma 7.3, find α such that
α ∈ E12 ↔ ϕ|α ∈ E
1
2 and α ∈ A
1
2 ↔ ϕ|α ∈ A
1
2.
Assume: α ∈ E12 . Conclude: ϕ|α ∈ A
1
2 and: α ∈ A
1
2. Contradiction, as A
1
2 # E
1
2 .
Conclude: α /∈ E12 . Conclude: ϕ|α /∈ E
1
2 and α /∈ A
1
2.
(ii) Define DP12 := {α | pα, αq ∈ UP
1
2}. According to Theorem 7.2, DP
1
2 ∈ Σ
1
2. Find
β such that DP12 = US
1
2↾β. Note: for every α, pα, αq ∈ UP
1
2 ↔ α ∈ DP
1
2 ↔ pβ, αq ∈
US12. Define γ := pβ, βq. and note: γ /∈ US
1
2 and γ /∈ UP
1
2, as US
1
2 # UP
1
2. 
Assume: α /∈ E12∪A
1
2. Note: (i) ¬∃γ∀δ∃n[α(pγn, δnq) 6= 0, and (ii) ¬∀γ∃δ∀n[α(pγn, δnq) =
0], and (iii) ∀γ∀δ∀n[pα(γn, δnq) = 0 ∨ α(pγn, δnq) 6= 0].
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Theorem 7.4 thus shows that, in intuitionistic mathematics it is possible that state-
ments
(i) ¬∃x∀y∃z[P(x, y, z)], and
(ii) ¬∀x∃y∀z[¬P(x, y, z)], and
(iii) ∀x∀y∀z[P(x, y, z) ∨ ¬P(x, y, z)],
are simultaneously true. The example depends AC1,1. Another example, depending
only on BCP, has been given in [35, Section 5.5]:
(i) ¬∃α∀n∃m[α(n) = 0 ∧ α(m) 6= 0], and (ii) ¬∀α∃n∀m[α(n) 6= 0 ∨ α(m) = 0], and
(iii) ∀α∀n∀m[
(
α(n) = 0 ∧ α(m) 6= 0
)
∨
(
α(n) 6= 0 ∨ α(m) = 0
)
].
7.3. A parallel: the collapse of the (positive) arithmetical hierarchy.
It has been observed by J.R. Moschovakis that, in the context of intuitionistic arith-
metic, Church’s Thesis CT causes the collapse of the (positively) arithmetical hierarchy,
just as AC1,1 causes the collapse of the (positively) projective hierarchy, see [19] and
[20]. It seems useful to explain this.
Let T ⊆ N3 be Kleene’s T -predicate. T is a (Kalma´r-)elementary subset of N3 and,
for all e, n, z, T (e, n, z) stands for: ‘z is the code of a succesful computation according to
the algorithm coded by e at the argument n’. Let U be the elementary function from N to
N extracting from each succesful computation z its outcome U(z). Every e determines
a partial function ϕe from N to N by:
∀n[ϕe(n) ≃ U(µz[T (e, n, z])].
For each e, We := {n | ∃z[T (e, n, z)]} is the domain of the partial function ϕe.
For every X ⊆ N, Ex0(X) := {m | ∃n[〈m,n〉 ∈ X ]} and Un0(X) := {m | ∀n[〈m,n〉 ∈
X ]}.
One defines Σ01 := {We | e ∈ N} and Π
0
1 := {N \We | e ∈ N}, and, for each m > 0,
Σ0m+1 := {Ex0(X) | X ∈ Π
0
m} and Π
0
m+1 := {Un0(X) | X ∈ Σ
0
m}.
One may prove: ∀m > 0[Σ0m ∪Π
0
m ⊆ Σ
0
m+1 ∩ Π
0
m+1].
Using the following strong form of Church’s Thesis CT: for every R ⊆ N× N,
∀m∃n[mRn]→ ∃e∀m∃z[T (e,m, z) ∧ mRU(z)],
one may prove: for every X in Σ03, also Un0(X) ∈ Σ
0
3:
Assume X ∈ Σ03. Find e such that X = Ex0
(
Un0(We)
)
. Consider Y = Un0(X) =
{m | ∀q[〈m, q〉 ∈ X ]} = {m | ∀q∃n∀p∃z[T (e, 〈m, q, n, p〉, z)]} =
{m | ∃f∀q∀p∃u∃z[T (f, q, u) ∧ T (e, 〈m, q, U(u), p〉, z)]} ∈ Σ03.
One may conclude: Π03 ⊆ Σ
0
3 and:
⋃
m Σ
0
m ⊆ Σ
0
3.
Find f such that {e | ∀p∃n∀z[¬T (e, 〈e, p, n〉, z)]} = {m | ∃p∀n∃z[T (f, 〈m, p, n〉, z)]},
and note: ∀p∃n∀z[¬T (f, 〈f, p, n〉, z)]↔ ∃p∀n∃z[T (f, 〈f, p, n〉, z)], and, therefore:
¬∀p∃n∀z[¬T (f, 〈f, p, n〉, z)] and ¬∃p∀n∃z[T (f, 〈f, p, n〉, z)].
Again, we see that statements (i) ¬∃x∀y∃z[P(x, y, z)], and (ii) ¬∀x∃y∀z[¬P(x, y, z)],
and (iii) ∀x∀y∀z[P(x, y, z) ∨ ¬P(x, y, z)], may be true simultaneously.
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