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The recent progress in two-dimensional materials research and the long-
standing thermal management issue have created a demand for greater scientific 
understanding of thermal transport in two-dimensional materials. Classical molecular 
dynamics simulation is a powerful tool for calculations of thermal conductance and 
phonon scattering in these materials. This thesis is devoted to classical molecular 
dynamics study on phonon transport and thermal conductivity in two-dimensional 
materials.  
We begin with the introduction to molecular dynamics simulation, lattice 
dynamics, and methods to extract phonon transport properties from simulations. 
Applying the normal mode decomposition technique to a one-dimensional lattice chain, 
we find that even when the system is strongly anharmonic, we could still detect 
effective phonons with well-defined eigenfrequencies.   
In the rest part, we perform research on two-dimensional materials, including 
penta-graphene, phosphorene and graphene. We predict the thermal conductivity of 
penta-graphene with equilibrium molecular dynamics simulations. Although penta-
graphene has close rigidity to graphene, we find that its thermal conductivity is lower 
than that of graphene by one order of magnitude. We ascribe this reduction to the lower 
phonon group velocities and fewer collective phonon excitations in penta-graphene.  
With the Stillinger-Weber interatomic potential parameterized by ourselves, we 
predict thermal conductivity of phosphorene using equilibrium molecular dynamics 
simulations. Our calculations give comparable values with experiments at the armchair 
vi 
 
direction and reveal the strong anisotropy of thermal transport. We demonstrate that the 
anisotropic in-plane thermal transport in phosphorene should be due to the anisotropic 
phonon group velocities, and has little relation with the phonon lifetime at the two 
directions. Then, we propose to reduce the thermal conductivity of phosphorene with 
the phononic crystal structure. We find that the thermal conductivity could be reduced 
more remarkably than predictions by classical models. We show that this reduction is 
due to the depressed phonon group velocities induced by the formation of phononic 
bands, and the reduced phonon lifetimes in the phononic crystal.  
At last, we investigate the interfacial thermal resistance between suspended and 
encased graphene with nonequilibrium molecular dynamics simulations. This kind of 
interfacial thermal resistance is quite inevident. It originates from the perturbation on 
phonon modes in graphene by the substrate. In addition, we find that the structure we 
use is promising to be a thermal rectifier.    
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Chapter 1                                         
Introduction 
 
In this chapter, we first introduce the background of the present study, including 
the development of two-dimensional (2D) materials family, the concept of thermal 
conductivity, nanoscale thermal transport, and some unique features of 2D thermal 
transport. Taking graphene as an example, we review those unique features, including 
the contribution from flexural phonon modes, substrate influence, and anomalous 
thermal transport. Next, we introduce the concept of thermoelectric effect, and usual 
measures to decrease thermal conductivity for achieving high thermoelectric 
performance. Then, the interfacial thermal resistance is introduced. At last, the outline 
of this thesis is presented.          





Since its first successful exfoliation by Novoselov et al. in 2004[1], graphene 
has drawn tremendous interest. It has many excellent physical properties, such as room-
temperature mobility of 2.5105 cm2V-1, high optical absorption, complete 
impermeability to any gases, very high thermal conductivity, and so on. These 
properties bring graphene broad range of applications, including high-frequency 
transistors, photodetectors, energy storage, thermal management and so on[2]. Inspired 
by the success of graphene, many other two-dimensional (2D) materials, such as 
hexagonal boron nitride (h-BN)[3], silicene[4], phosphorene[5], molybdenum disulfide 
(MoS2)[6], zirconium disulfide (ZrS2)[7], bismuth telluride (Bi2Te3)[8], and so on, have 
been synthesized and studied (see Figure 1.1). In addition, there is a huge amount of 
interesting derivatives, including graphyne[9], penta-graphene[10], blue 
phosphorus[11] and so on. Some of these 2D materials have similar or even superior 
properties than graphene. For instance, compared with the zero bandgap of graphene, 
phosphorene has a finite bandgap, which renders phosphorene an ideal candidate for 
field effect transistors[5,12]. The study of 2D materials is one of the most exciting and 
prolific arears in material science in recent years.              
 
Figure 1.1 Top view and side view of some typical 2D materials. The primitive unit cell 
of each material is indicated by black lines in top view. Adapted from Ref. [13]. 




While the 2D materials exhibit great potential in various device applications, 
the heat dissipation in these materials might become a bottleneck limiting their 
performance and reliability, creating a great demand for understanding thermal 
transport in these materials[14,15]. The material’s ability to conduct heat could be 
evaluated with thermal conductivity [16], defined according to the Fourier’s law     
𝐉 = −𝑇 ,                                                          (1.1) 
where 𝐉 is the heat flux, namely, the amount of energy that flows through unit area per 
unit time, and T is the temperature gradient. In some devices such as computer 
processors, a high thermal conductivity is needed to dissipate heat as quickly as possible. 
On the contrary, in thermal barriers or thermoelectric materials, we want the thermal 
conductivity to be as small as possible. At macroscopic level, the thermal conductivity 
is treated as an intrinsic and intensive quantity of the material, and the thermal transport 
problem could be resolved by solving the continuous heat diffusion equation[17]. 
Nevertheless, at nanoscale, the continuous assumption is invalid for systems containing 
only millions of atoms. Apart from this, the thermal conductivity could exhibit strong 
size dependence, when the system size is comparable with the mean free path (MFP) 
of phonons, which are the main thermal carriers in non-metallic systems. Moreover, 
from a practical point of view, nanodevices usually consist of multiple component 
materials, where the interfaces between different materials could severely scatter 
phonons, generating interfacial thermal resistance[18]. These features of nanoscale 
thermal transport necessitate an understanding of thermal transport beyond that 
achievable at the continuum level.  
  The thermal conductivities of 2D materials occupy a wide range of values, from 
near 5,000 W/mK of graphene[19] to 26 W/mK of silicene[20] at room temperature, 




among those known values. Experimentally, the thermal conductivity could be 
measured with Raman technique[21,22] and thermal bridge method[23], but it is often 
limited by the purity of samples and technical difficulties. However, theoretical tools 
like molecular dynamics (MD) simulation[24] and the phonon Boltzmann transport 
equation (BTE) [25]  are immune to these problems, they have great predictive power 
and could guide people in future designs of experiments.  
Due to the low dimensional nature, some new features of phonons and phonon 
transport arise. First, in 2D materials there are flexural phonon modes (out-of-plane 
phonon modes), with an unusually parabolic dispersion curve (the acoustic branch) near 
the Brillouin zone centre. Second, the atomically thin structure makes phonon transport 
in 2D materials more sensitive to the environment as compared with bulk materials. 
Third, according to studies on theoretical models, thermal transport in low-dimensional 
systems could be anomalous[26,27]. Concretely, in momentum-conserving 2D systems, 
the thermal conductivity diverges logarithmically with respect to the system size.  
1.2 Thermal Conductivity of Graphene 
Graphene is known to have an extremely high thermal conductivity. The first 
experimental study of thermal conductivity of graphene was performed by Balandin’s 
group using the optothermal Raman technique[21,22]. The room temperature values up 
to 5,300 W/mK were extracted for a single-layer graphene and the phonon MFP was 
estimated to be ~775 nm. Following experiments with the same technique confirmed 
the high room temperature thermal conductivity, ranging from ~1,800 W/mK to ~5,000 
W/mK[28-30]. Besides, the recent experiment with the thermal bridge method reported 
a length-dependent thermal conductivity in suspended single-layer graphene, where a 
sample with the length of 9 m had a thermal conductivity of ~1,800 W/mK[23]. On 




the theoretical side, the high thermal conductivity has been confirmed by solving the 
BTE[31-36] and running MD simulations[37-43]. The superb thermal conduction 
property establishes graphene as an excellent material for thermal management, such 
as the thermal interfacial materials[44]. 
Although theoretical calculations based on the BTE have been conducted to 
explore the source of the high thermal conductivity of graphene, the debate on the 
contribution to thermal conductivity from the ZA phonons is very clear. On one side, 
Nika et al.[31] adopt the phonon relaxation time approximation (RTA), where the three-
phonon Umklapp scattering rates are evaluated following the Klemens’ approach for 
graphite basal planes[45]. In their calculations, the ZA phonons are neglected due to 
the zero group velocity near the zone centre, and the large Grüneisen parameters. On 
the other side, with an iterative solution of the phonon BTE, Lindsay et al.[32] show 
that the lattice thermal conductivity of graphene is dominated by contributions from the 
ZA modes (75% in a sample with length of 10 m). This result is connected to the 
anomalously large density of states of flexural phonons compared to their in-plane 
counterparts and a symmetry-based selection rule that significantly restricts 
anharmonic phonon-phonon scattering of the flexural modes (excludes all three-phonon 
processes having an odd number of flexural phonons), resulting in much larger 
relaxation time for the acoustic phonon modes. Apart from the low scattering rates of 
these phonon modes, the scattering of long-wavelength flexural acoustic phonons is 
usually through Normal scattering, which do not directly contribute to thermal 
resistance. When a heat flux is imposed, a large portion of phonons from other branches 
are converted to ZA phonons, which enhances the contribution from ZA modes[13]. 
This can be confirmed by comparing the contribution of ZA phonons obtained from 
RTA and the iterative solution, as stated below.  




Actually, the commonly used RTA should be more exactly called the single 
mode RTA[46], where the individual phonons thermalize independently, without 
collisions repopulating them. Here we give a brief illustration of relaxation time 
approximation considering three-phonon processes only. We assume that thermal 
transport happens along the x direction. For a given mode (𝐤), where 𝐤 is the phonon 













,                   (1.2) 
where 𝑛(𝐤)  is the nonequilibrium phonon distribution function, and 
𝜕𝑛(𝐤)
𝜕𝑡
= 0  at 
steady state. 𝑣𝑥(𝐤) is the projection of phonon group velocity at the thermal transport 
direction. 𝑛(𝐤) could be written as 
 𝑛(𝐤) = 𝑛0(𝐤) + 𝑛0(𝐤)[𝑛0(𝐤) + 1]𝜑(𝐤) ,                      (1.3) 
deviating from the equilibrium distribution function 𝑛0(𝐤) . With linearization 
assumption, 𝜑(𝐤)  could be written as the first order of temperature gradient as 
𝜕𝑇
𝜕𝑥
𝐹(𝐤). The scattering term could be evaluated based on lattice dynamics theory and 






= ∑ [?̃?𝐤 ,𝐤11
𝐤22 (𝐹(𝐤22) − 𝐹(𝐤11) − 𝐹(𝐤))
𝐤11,𝐤22




𝐤11,𝐤22(𝐹(𝐤22) + 𝐹(𝐤11) − 𝐹(𝐤))]
, (1.4) 
?̃?𝐤 ,𝐤11
𝐤22 = 2𝜋𝑛0(𝐤)𝑛0(𝐤11)(𝑛0(𝐤22) + 1)|𝑉3(−𝐤, −𝐤11, 𝐤22)|
2
×𝛿(𝜔(𝐤) + 𝜔(𝐤11) − 𝜔(𝐤22))
, (1.5) 
?̃?𝐤 
𝐤11,𝐤22 = 2𝜋𝑛0(𝐤)(𝑛0(𝐤11) + 1)(𝑛0(𝐤22) + 1)
×|𝑉3(−𝐤, 𝐤11, 𝐤22)|2𝛿(𝜔(𝐤) − 𝜔(𝐤11) − 𝜔(𝐤22))
 ,               (1.6) 




where 𝑉3(−𝐤, −𝐤11, 𝐤22) is calculated with the third-order force constants and 
phonon eigenvectors, and the quasi-momentum should be conserved as 𝐤 ± 𝐤1 = 𝐤2 +
𝐆, more relevant details can be found in Ref. [20]. Actually, Eq. (1.4) is a set of linear 
equations and 𝐹(𝐤) can be solved iteratively, which is the basic idea of iterative 
solution of phonon BTE, originally proposed by Omini and Sparavigna[47], and widely 
used recently[25,32,36,48,49]. Nevertheless, under the single mode RTA, both 
𝐹(𝐤11) and 𝐹(𝐤22) at the right hand side of Eq. (1.4) are set to zero, which means 
the phonon modes (𝐤11) and (𝐤22) are assumed to be in thermal equilibrium, and 








 ,                       (1.7) 
as commonly used in other works[35,46,50]. Thus, in RTA, each phonon mode 
thermalizes independently. As a result, the contribution from collective phonon 
excitations[36] is missing. As stated in Ref. [51], this is equivalent to omitting all the 
“vertex corrections”, and the relaxation time in Eq. (1.7) is actually the quasiparticle 
relaxation time (or lifetime) rather than the transport relaxation time that we want! A 
sound transport relaxation time could be defined with the iteratively solved 𝐹(𝐤) from 





 .                                            (1.8) 
The collective phonon excitation (or “vertex correction”) becomes important when the 
Normal scattering is strong[51-53]. This explains why the RTA greatly underestimates 
the thermal conductivity of graphene (see Figure 1.2). Nevertheless, it seems that for 




most materials of interest, such as Si[25], Ge[48], AlN[54], and phosphorene[55], RTA 
is still a good approach. 
 In practice, graphene is usually supported on a dielectric substrate for device 
applications. The contact with the substrate could affect the thermal transport properties 
of graphene. It has been experimentally shown that the room temperature thermal 
conductivity of single-layer graphene supported on amorphous SiO2 is about 600 
W/mK[56], much smaller than that of suspended graphene. This reduction is attributed 
to phonon leaking across the graphene-support interface and strong interface-scattering 
of flexural modes. The significant influence from substrate largely depends on the 
atomically thin structure of graphene, and it could be proved by the thermal 
conductivity change of supported multilayer graphene. As the layer thickness increases, 
the surface-to-volume ratio decreases, the thermal conductivity of multilayer graphene 
supported on SiO2 gradually increases and recovers that of graphite, as is shown by MD 
simulations[57] and experiments[58]. It means that thermal transport in bulk graphite 
is not so sensitive to the substrate as in graphene. While much attention has been paid 
to the reduction of phonon relaxation times in supported graphene[59], people have also 
found the blue shift of ZA phonon modes near Brillouin zone centre[57,60] in supported 
graphene, which shows that graphene-substrate coupling could induce modification of 
phonon modes in graphene when the coupling is strong enough. Apart from the 
substrate interaction, people have also studied the thermal conductivity of graphene 
with gold deposition[61], hydrogenation[62] and so on. These studies demonstrate the 
potential for practical development of graphene-based devices with tunable thermal 
conductivity for thermal management.  
Counterintuitively, theoretical studies question the validity of Fourier’s law in 
low-dimensional systems[26,27,63]. By the Fourier’s law, the thermal conductivity  




is believed to be an intensive property independent of the geometry. At nanoscale, the 
thermal transport involves size effects and shows size dependence, but in 
thermodynamic limit the thermal conductivity should converge to its intrinsic value. 
Actually, the Fourier’s law is only phenomenological and there is never a rigorous proof 
for it from microscopic Hamiltonian dynamics[63]. The theoretical studies show that 
in the momentum-conserving low-dimensional systems, the thermal conductivity 
diverges as  ~ 𝐿  in 1D and  ~ log 𝐿 in 2D systems, respectively, where L is the 
system size and  is a positive constant[26,27]. Therefore, the Fourier’s law is invalid 
and people call this kind of thermal transport  anomalous heat conduction[63]. Here we 
pay attention to the 2D systems. MD simulations have confirmed the logarithmic length 
dependence of thermal conductivity in 2D lattices[64,65]. These findings from 
theoretical models have shed some light on studies of real materials, and graphene is an 
ideal test bed. With thermal bridge measurement, Xu et al.[23] showed that the thermal 
conductivity of a suspended single-layer graphene scaled with length as ~ log 𝐿 at room 
temperature up to 9 m, one magnitude longer than the average phonon MFP 775 
nm[21]. Nevertheless, there are different views. By solving the BTE iteratively, Fugallo 
et al. demonstrated that the main thermal carriers in graphene were the collective 
phonon excitations characterized by MFPs of the order of hundreds micrometres[36]. 
As a result, the length dependence found in Ref. [23] is just due to the dominant phonon-
boundary scattering from the traditional point of view(see Figure 1.2). In summary, the 
anomalous thermal transport in low-dimensional materials is still an open issue.  





Figure 1.2 The lattice thermal conductivity predicted for naturally occurring (magenta 
line) and isotopically pure (blue line) graphene at 300 K as a function of the crystalline 
size. The unit of the horizontal axis is micrometre. In the left subfigure, the relaxation 
time approximation is used. In the right subfigure, the Boltzmann transport equation is 
solved iteratively, which includes the contribution from collective phonon excitations. 
It can be found that relaxation time approximation greatly underestimates the thermal 
conductivity of graphene. Adapted from Ref. [36].   
 
1.3 Thermoelectrics and Reducing Thermal Conductivity  
Thermoelectric effects have long been known since the Seebeck effect and the 
Peltier effect were discovered in 1800s[66]. The Seebeck effect refers to the 
phenomenon that a voltage is generated in a conductor or semiconductor subjected to a 
temperature gradient. The inverse process, in which an electrical current creates cooling 
or heat pumping at the junction between two dissimilar materials, is called the Peltier 
effect. The thermoelectric effect could directly convert the temperature differences to 
electric voltage and vice versa (see Figure 1.3). Thermoelectric devices are currently 
used in applications ranging from sensors to power generators in satellites, to portable 
air-conditioners and refrigerators. Thermoelectric energy conversion is receiving great 
attention, for waste-heat harvesting as well as for power generation from renewable 
sources[66]. 





Figure 1.3 A thermoelectric circuit composed of materials of different Seebeck 
coefficients (p-doped and n-doped semiconductors), which functions as (a) a 
thermoelectric generator or (b) a thermoelectric cooler. Adapted from Wikipedia, 
http://en.wikipedia.org/wiki/Themoelectric_effect. 
 
The efficiency of a thermoelectric material could be measured with the 




 ,                                                         (1.9) 
where S is the Seebeck coefficient,  is the electrical conductivity, T is temperature, 𝑝 
and 𝑒  are the lattice and electronic thermal conductivity, respectively. Thermoelectric 
materials with 𝑍𝑇 > 1 are thought to be especially efficient in practical applications 
and great effort has been made to increase the ZT value.  
About 2D materials, graphene is generally not considered as a thermoelectric 
candidate due to its zero bandgap and high thermal conductivity, unless elaborately 
tailored[67].  In contrast, the thermoelectric potential of MoS2 has attracted much 
interest. Using ab-initio method and ballistic transport model, Huang et al.[68] reported 
ZT value of 0.5 in single-layer MoS2 at room temperature. Fu et al.[69] studied the 
single-layer MoS2 nanoribbon and predicted the ZT value to be up to 3.4. Besides 




theoretical predictions, Wu et al.[70] experimentally observed a large value of Seebeck 
coefficient as 30 mV/K in in single-layer MoS2, which indicated an appealing potential 
for thermoelectric applications. Another potential 2D thermoelectric candidate is 
phosphorene. It is fortunate that the preferred directions of thermal conductance and 
electrical conductance in phosphorene are orthogonal to one another, resulting in an 
anisotropic ZT that could be large along the armchair direction. With first-principles 
simulations and model calculations, Fei et al.[71] found that ZT may reach the criterion 
for commercial deployment along the armchair direction of phosphorene at 500 K and 
was close to 1 even at room temperature given moderate doping(see Figure 1.4). When 
the armchair-direction strain of 8% was applied, Lv et al.[72] found that the room 
temperature ZT value could reach 2.12 in the armchair direction of phosphorene. 
Moreover, Zhang et al.[73] predicted a ZT value as high as 6.4 in armchair phosphorene 
nanoribbon at room temperature. However, there is a severe drawback in these studies 
that the thermal conductivity value cited by them (12.1 W/mK) is actually measured 
with the polycrystalline black phosphorus[74], very likely to be smaller than the in-
plane values of phosphorene. Thus, ZT values of phosphorene could be overestimated. 
A quite recent work considering more exact thermal conductivity gave prediction of ZT 
up to 0.14 in phosphorene at 500 K[75]. Therefore, a precise evaluation of thermal 
conductivity of phosphorene is necessary, and additional measures should be taken to 
increase its ZT value. 





Figure 1.4 The thermoelectric figure of merit of phosphorene according to the doping 
density at 300K. Adapted from Ref. [71].  
 
To reduce the lattice thermal conductivity without much degradation to the 
electrical conductivity has been the guideline to increase ZT in most thermoelectric 
materials. Currently, there are at least three relevant ways yet[66]. 
First, alloying is probably the most obvious way. By substituting lattice sites 
with different atoms, especially atoms in the same column of the periodic table with 
similar electronic structures, the impurities can more strongly scatter phonons than 
electrons due to mass disorder, resulting in greatly reduced lattice thermal 
conductivities and well preserved electronic properties. For instance, at 1,300 K, ZT of 
Si0.85Ge0.15 could reach 0.8 for p-type and 1.0 for n-type[76]. 




Second, Slack proposed to reduce the lattice thermal conductivity by 
introducing guest atoms into the voids of an open cage structure, where the guest atoms 
(called “phonon rattlers”) strongly scatter a broad spectrum of phonons in the cage 
structure[77]. The skutterudites[78] and clathrates[79] are two representatives that 
receive much attention. For instance, the crystal formula of skuetterudites can be 
written in MX3 where M is Co, Rh or Ir and X is P, As or Sb. As an example for the 
skutterudites, the double-filled n-type BaxYbyCo4Sb12 was observed to have an order of 
magnitude reduction in the lattice thermal conductivity as compared to CoSb3 and 
shown to have a ZT of 1.36 at 800 K[80], while in the multi-filled BaxLayYbyCo4Sb12 
this value raises to 1.7[81].  
Third, while the previous two ways are applied on the bulk materials, people 
begin to move towards the nanostructured thermoelectric materials with the rapid 
development of nanotechnology in recent years. Taking Si nanowire as an example, in 
bulk Si, ZT is smaller than 0.01 at 300 K. Nevertheless,  in a rough Si nanowire of 50 
nm diameter, Hochbaum  et al. achieved ZT = 0.6 at room temperature 
experimentally[82]. In a 20-nm-wide Si nanowire, Boukai et al. achieved ZT = 1 at 200 
K experimentally[83]. The thermal conductivity reduction in Si nanowires was ascribed 
to the increased phonon-boundary scattering and possible phonon spectrum 
modification[84,85]. Besides, there are many other examples, such as Si nanotubes[86], 
core-shell nanowires[87-89], 2D phononic crystals[90,91], to name but a few here. 
1.4 Interfacial Thermal Resistance 
 The interfacial thermal resistance (ITR), also known as thermal boundary 
resistance, or Kapitza resistance, is a measure of interface’s resistance to the heat flow. 
In the presence of a heat flow across the interface, this thermal resistance causes a 




temperature discontinuity at the interface. It was originally observed between liquid 
helium and a solid, and later extended to solid-solid interfaces[18]. Mathematically, the 




 ,                                                              (1.10) 
where ∆𝑇 is the temperature jump at the interface, and 𝐽 is the heat flux across the 
interface. For 2D materials, there are two types of interfaces that generate the ITR. One 
is the cross-plane interface, such as graphene/Cu interface[92], silicene/graphene 
bilayer heterostructures[93], and so on. And the other one is the in-plane interface, such 
as the twin boundary in polycrystalline graphene[94], graphene/h-BN lateral 
interface[95], and so on. 
Understanding the ITR between two materials is of primary significance in the 
study of thermal transport. Usually, the ITR makes a significant contribution to the 
overall thermal resistance, and this issue is even more critical in nanoscale devices for 
the high density of interfaces and ballistic phonon transport between interfaces. With 
the same logic as considering the thermal conductivity, low ITR is technologically 
important for applications calling for quick heat dissipation. On the other hand, a high 
ITR is preferred for thermal barriers and thermoelectric applications. A complete 
evaluation on thermal transport capability should combine the thermal conductivity of 
component materials and the ITR between them. For instance, the carbon nanotube is 
believed to have an extremely high thermal conductivity (~ 3,000 W/mK) at room 
temperature. However, it is found that the carbon nanotube suspensions and composites 
have much lower effective thermal conductivity than expected (~0.04 W/mK for 
polymer composites and oil suspensions with 1% volume fraction of nanotubes, only 




twice that of the pure matrix material), which is actually limited by the ITR between 
the nanotube and surrounding matrix material[96,97]. 
From the microscopic point of view, the ITR originates from the scattering of 
thermal carriers at the interface. Here we only consider the thermal transport across the 
interface that is due exclusively to phonons. There are two widely used theoretical 
models for predicting the ITR. One is the acoustic mismatch model (AMM)[98], and 
the other is the diffusive mismatch model (DMM)[99]. Both of them express the heat 
flux at the interface in a similar manner to the Landauer formula[100] and evaluate the 
phonon transmission coefficient (or transmittance) at the interface with assumptions. In 
AMM, phonons are treated as plane waves in a continuum, and the transmittance is 
determined by the acoustic impedances of the two sides. In DMM, phonons are assumed 
to be diffusively scattered at the interface, and the transmittance is determined by the 
phonon group velocities and density of states at the two sides.  
Nevertheless, in practice the interfacial structure is often highly complex, with 
various geometries and bonding strengths, and phonons with different wavelengths and 
polarizations should have different response with the same interface. It is difficult to 
determine whether the phonon scattering at the interface is specular or diffusive. As 
alternatives, the atomistic level approaches, such as the atomistic Green’s function 
method[101] and MD simulations[102], are more desirable.  
1.5 Thesis Motivation and Outline 
The rest part of this thesis is organized as follows: 
In Chapter 2, we first introduce the basis of molecular dynamics simulation, and 
show its application in studying thermal transport problems, such as thermal 
conductivity prediction. Then we introduce lattice dynamics, which is the basis for 




describing thermal transport in phonon language. We will also cover some commonly 
used analysing tools which combine the molecular dynamics simulations and phonon 
analysis, such as normal mode decomposition and wave packet method. These tools are 
used to study thermal transport in 2D materials in the following part of this thesis. Being 
noteworthy, we have applied the normal mode decomposition to a 1D theoretical lattice 
chain, which could provide insight at studying anomalous thermal conduction and 
detecting renormalized phonons, although beyond the scope of this thesis. 
In Chapter 3, we study the thermal conductivity of penta-graphene. Penta-
graphene is a quite new 2D allotrope of carbon based on Cairo pentagonal tiling pattern, 
exclusively consisting of pentagons in a planar sheet geometry. Unlike graphene that 
needs to be functionalized for opening a band gap, penta-graphene possesses an 
intrinsic band gap as large as 3.25 eV, which makes it attractive for applications in 
nanoelectronics. Owning to the light mass of carbon atoms along with the strong carbon 
bonds, the thermal conductivity of penta-graphene is expected to be high. In our study, 
we first pick a proper empirical interaction potential for penta-graphene with reference 
values from first principles calculations, then run equilibrium molecular dynamics 
simulations to calculate the thermal conductivity. To make comparison with graphene, 
we also calculate the phonon transport properties in penta-graphene, such as phonon 
relaxation time, phonon mean free path, and evaluate the contributions from flexural 
phonon modes. Our study is useful for thermal management in penta-graphene.  
In Chapter 4, the thermal conductivity of phosphorene is studied. Phosphorene, 
the single-layer black phosphorus, has been successfully exfoliated recently. It has 
superior electronic properties such as large bandgap (~2.0 eV), high carrier mobility 
(~1,000 cm2/Vs) and large on/off current ratio (~105). While tremendous effort has been 
paid to its electronic and optical properties, there is little study on the thermal 




counterpart, which is crucial for thermal management and thermoelectric use of 
phosphorene-based nanodevices. In our study, since a proper empirical interatomic 
potential for phosphorene is lacking, we first parameterize a potential so that it could 
well reproduces the geometrical quantities and phonon dispersion calculated by first-
principles calculations. Then we use the parameterized potential to run molecular 
dynamics simulations on phosphorene. The anisotropy of thermal transport is found 
and analysed. Our study is among the earliest works on thermal properties of 
phosphorene. 
In Chapter 5, we propose to reduce thermal conductivity of phosphorene with 
the phononic crystal structure. The main motivation to perform this study is to improve 
the thermoelectric performance of phosphorene. As is mentioned in previous context, 
phosphorene is demonstrated to be promising in thermoelectric applications, with the 
figure of merit values larger than 1 near room temperature. However, those values could 
be overestimated due to the underestimation of thermal conductivity of phosphorene. 
To solve this problem, we reduce the thermal conductivity with proper measures. In our 
study, we propose a phosphorene nanomesh with periodically arranged pores. We 
evaluate the thermal conductivity variation with the variation of pore size and shape. It 
is known that in the phononic crystals the phonon group velocities usually experience 
reduction due to the formation of phononic bands. However, the tendency of phonon 
relaxation time variation is not definite and rarely evaluated. In our work we calculate 
phonon relaxation time explicitly. Moreover, considering the anisotropy of thermal 
transport in phosphorene and that the armchair direction is preferred for thermoelectric 
use, the pore shape is properly designed so that the thermal conductivity is more 
reduced at the direction of interest. 




In Chapter 6, we investigate the interfacial thermal resistance between 
suspended and encased graphene. The original idea is inspired by the thermal bridge 
experiment measuring thermal conductivity of graphene, where there is an inevident 
interface between the heat contact part and suspended part, generating thermal 
resistance which could not be determined directly. In our study, we use 
nonequilliburium molecular dynamics simulations to evaluate such a kind of interfacial 
thermal resistance. Wave packet method is applied to observe the behaviours of 
phonons from different branches when passing the interface. Additionally, considering 
the similarity between this heterostructure and the one used in discovering thermal 
rectification phenomenon, possible thermal rectification effect is also examined. This 
study not only uncovers an inevident interfacial thermal resistance existing in 2D 
nanostructures, but also proposes a structure that is promising for building a thermal 
rectifier. 
  At last, in Chapter 7, the conclusion of this thesis is given. Besides, some 
directions of future study are proposed.   
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Chapter 2                                         
Methodology 
 
In this chapter, we begin with fundamentals of molecular dynamics simulations, 
including the empirical interatomic potential, settings for running, algorithms for 
integration, temperature control, and so on. Then we show how to apply the simulation 
to study thermal transport problems, including using nonequilibrium and equilibrium 
molecular dynamics simulations to predict the thermal conductivity. Next, we introduce 
the lattice dynamics, including the derivation of normal modes, phonon dispersion and 
participation ratio. Finally, we show how to perform the phonon analysis with the 
atomic displacements and velocities returned by molecular dynamics simulations, 
including the wave packet method, and the normal mode decomposition method. For 
the normal mode decomposition method, a case study is performed on a theoretical 
lattice chain. 
         




2.1 Molecular Dynamics 
2.1.1 Introduction 
Molecular dynamics (MD) simulation is a computer simulation method for 
studying the physical movements of atoms and molecules (a many-body system), 
widely used in chemical physics, materials science and the modelling of biomolecules. 
In MD simulations, the atoms (exactly, they are nuclei) follow the Newton’s equations 




= 𝐅𝑖 ,    (𝑖 = 1,2,⋯ ,𝑁)                               (2.1) 
where 𝑚𝑖 is the mass of the i-th atom, 𝐫𝑖 is its position, and 𝐅𝑖 is the force acting on it. 
The aim of MD is to numerically solve these equations, and extract useful information 
from the atomic trajectories. As the atomic trajectories are obtained by assuming the 
atoms to be classical particles, MD is based on the classical approximation.  
Currently, there are two types of MD simulations. One is the ab initio MD[103], 
whose basic idea is to compute the forces acting on the nuclei from electronic structure 
calculations such as the density functional theory (DFT) calculations. This approach is 
of high accuracy and wide adaptability, but due to its demanding computational load, 
at present it is only realistic for small systems with hundreds of atoms for tens of 
picoseconds, far below the length and time scales relevant to thermal transport. The 
other one is the classical MD[104,105], where the forces acting on the atoms are derived 
from empirical interatomic potentials (EIPs) as 
𝐅𝑖 = −∇𝐫𝑖𝑉(𝐫1, 𝐫2, ⋯ , 𝐫𝑁) .    (𝑖 = 1,2,⋯ ,𝑁)                        (2.2) 
This ‘classical’ should not be confused with the one mentioned above when talking 
about the atomic trajectories. In classical MD simulations, the electrons are not 




involved. As a result, the computational load is greatly reduced, making it possible to 
perform large-scale simulations. As computing capabilities continue to grow and the 
component sizes decrease, the dimensions of systems accessible with classical MD 
approach those of real devices. Simulations running in parallel can handle systems with 
tens of millions of atoms, and supercomputers have modelled systems with billions of 
atoms[24]. In the following context, MD denotes the classical MD unless otherwise 
stated. 
2.1.2 Empirical Interatomic Potential 
 Before running MD simulations, it is necessary to choose one or more 
appropriate EIPs that could well describe the interactions between atoms in the system. 
There are plenty of EIPs developed with various functional forms, and we could classify 
them as pair potentials and many-body potentials.  
Among the pair potentials, the most famous one is the Lennard-Jones (LJ) 
potential. For instance, the LJ 12-6 potential[17] has a form as 










] ,                                           (2.3) 
where 𝑟  is the distance between atoms, 𝜀  is an energy parameter and 𝜎  is a length 
parameter. The term proportional to 1 𝑟12⁄  is used to describe the short-range repulsion 
between atoms with overlapping electron orbits, due to Pauli principle. If it is replaced 
with an exponentially decaying function, Eq. (2.3) stands for the Buckingham potential. 
The term proportional to 1 𝑟6⁄  describes the long-range attraction between atoms with 
instantaneous electric dipoles. In applications, a truncation on the interacting range is 
applied and a typical choice is to set a cut-off distance of 2.5𝜎. Such a measure may 
lead to the discontinuity of the energy and force at the cut-off distance, which could be 




resolved with a proper modification at the cut-off distance[17]. The parameter values 
in LJ potentials for atoms of the same element could be obtained from a lot of references, 
such as the universal force field (UFF)[106]. For atoms of different elements, the 
arithmetic or geometrical combination rules can be applied. The LJ potential is a good 
description for non-bonded interactions such as those between noble gas atoms. Besides, 
the Morse potential is also a commonly used pair potential[107]. 
 Although simple in form, pair potentials have severe limitations. For instance, 
they could not characterize the directional nature of covalent bonds which involve at 
least three atoms. Instead, many-body potentials[108], which explicitly include many-
body effects, are proposed. A typical example is the Stillinger-Weber (SW) potential, 
originally proposed by Stillinger et al.[109] in 1985 to simulate solid and liquid forms 
of Si. The SW potential consists of the two-body and three-body terms as 
𝑉(𝐫1, 𝐫2, ⋯ , 𝐫𝑁) = ∑𝑣2(𝐫𝑖 , 𝐫𝑗)
𝑖,𝑗
𝑖<𝑗
+ ∑ 𝑣3(𝐫𝑖, 𝐫𝑗 , 𝐫𝑘)
𝑖,𝑗,𝑘
𝑖<𝑗<𝑘
 ,                     (2.4) 
 𝑣2(𝐫𝑖, 𝐫𝑗) = 𝜀𝑓2(𝑟𝑖𝑗 𝜎⁄ ) ,                                                (2.5) 
𝑣3(𝐫𝑖, 𝐫𝑗 , 𝐫𝑘) = 𝜀𝑓3(𝐫𝑖 𝜎⁄ , 𝐫𝑗 𝜎⁄ , 𝐫𝑘 𝜎⁄ ) ,                                 (2.6) 
where 𝜀 is chosen to give 𝑓2 depth 1, and 𝜎 is chosen to make 𝑓2(2
1 6⁄ ) vanish. The 
reduced pair potential reads 
𝑓2(𝑟) = {
𝐴(𝐵𝑟−𝑝 − 𝑟−𝑞) exp[(𝑟 − 𝑎)−1] , 𝑟 < 𝑎
0 , 𝑟 ≥ 𝑎
             (2.7) 
where 𝐴, 𝐵, 𝑝, 𝑞 are positive, and 𝑎 is the reduced cut-off distance. The reduced 
three-body potential is defined as 
𝑓3(𝐫𝑖, 𝐫𝑗, 𝐫𝑘) = ℎ(𝑟𝑖𝑗, 𝑟𝑖𝑘, 𝜃𝑗𝑖𝑘) + ℎ(𝑟𝑗𝑖 , 𝑟𝑗𝑘, 𝜃𝑖𝑗𝑘) + ℎ(𝑟𝑘𝑖, 𝑟𝑘𝑗 , 𝜃𝑖𝑘𝑗) ,         (2.8) 




ℎ(𝑟𝑖𝑗, 𝑟𝑖𝑘, 𝜃𝑗𝑖𝑘) = 𝜆 exp [𝛾(𝑟𝑖𝑗 − 𝑎)
−1
+ 𝛾(𝑟𝑖𝑘 − 𝑎)
−1] (cos 𝜃𝑗𝑖𝑘 + 1 3⁄ )
2
 ,   (2.9) 
where 𝜃𝑗𝑖𝑘 is between 𝐫𝑗 and 𝐫𝑘 subtended at vertex i. The trigonometric part in Eq. (2.9) 
clearly discriminates in favour of pair of bonds emanating from vertex i with the desired 
geometry (in bulk Si the cosine of the tetrahedral angle is equal to 1/3). SW potential 
has a relatively simple form among many-body EIPs and has also been parameterized 
to study Ge[110], GaN[111], Zn-Cd-Hg-S-Se-Te compounds[112], MoS2[113], and 
silicene[5]. Besides SW, there are many other types of many-body potentials[108], such 
as Tersoff potential, reactive empirical bond order (REBO) potential, embedded-atom 
method (EAM), modified embedded-atom method (MEAM), reactive force field 
(ReaxFF), charge optimized many-body (COMB) potential and so on, to name but a 
few.  
2.1.3 Settings and Algorithm 
It is essential to choose a proper boundary condition for the system depending 
on research interest. In order to simulate bulk systems, the periodic boundary condition 
is used to mimic the presence of an infinite bulk surrounding the simulation cell (the 
dimension of the simulation cell should be larger than two times of the largest EIP cut-
off distance, so as to avoid the unreasonable interaction between an atom and its 
images). On the other hand, to simulate the nanostructures or low-dimensional systems 
with surfaces, free boundary conditions can be applied in the relevant directions.  
To run the simulation, we should assign initial positions and velocities to all 
atoms in the system. The positions should be chosen compatible with the structure to 
be simulated. For instance, to simulate thermal transport in a crystal, we may put each 
atom on its lattice site, and assign velocities obeying Maxwell-Boltzmann distribution 
at a desired temperature to all atoms. Then, we should zero out the average linear 




momentum and angular momentum to avoid unwanted translation and rotation of the 
system.  
In simulations, the force acting on each atom should include all contributions 
from its interactions with neighbouring atoms within the cut-off distance determined 
by the EIPs. We could assign each atom a neighbour list which could vary with time. 
The Verlet list with a bit larger cut-off radius could be adopted to decrease the 
frequency of list updating[105].   
For a system of 𝑁 atoms, if no other controlling equations are included, the MD 
simulation run is actually the process of numerical integration of 2𝑁  first-order 
ordinary equations from a simple translation of Eq. (2.1), referred as running in 
microcanonical (NVE) ensemble[105]. The time step (or integration step) is usually 
chosen to be smaller than the characteristic time of interest. For instance, in thermal 
transport, the largest phonon frequency is usually of ~ 10 THz, a time step ∆𝑡 on the 
order of 1 fs which is about 1 % of the shortest vibrational period is a very typical 
choice. For most MD simulations, the velocity Verlet algorithm is perfectly 
adequate[105] due to its low computational cost and symplectic nature, where the 
atomic positions and velocities are updated as following in each time step 
𝐫(𝑡 + ∆𝑡) = 𝐫(𝑡) + 𝐯(𝑡)∆𝑡 +
1
2




) = 𝐯(𝑡) +
1
2
𝐚(𝑡)∆𝑡 ,                                               (2.11) 
𝐚(𝑡 + ∆𝑡) = −
1
𝑚
∇𝑉(𝐫(𝑡 + ∆𝑡)) ,                                        (2.12) 






𝐚(𝑡 + ∆𝑡)∆𝑡 ,                          (2.13) 




where 𝐫(𝑡) is the time dependent atomic position, 𝐯(𝑡) is the atomic velocity, and 𝐚(𝑡) 
is the acceleration.  
2.1.4 Temperature Control  
The temperature in MD simulations could be defined according to the 

















〉 .                         (2.14) 
In MD simulations, with ergodic hypothesis, the ensemble average is accessed with 
time average[105]. Applying it to atoms within a local region, a local temperature could 
be defined. 
 In many situations, it is required to run simulations in the canonical (NVT) 
ensemble involving temperature control, which could be realized by coupling the heat 
bath with the system. Here we introduce two commonly used ones, the Langevin heat 
bath which is stochastic and the Nosé-Hoover heat bath which is deterministic[26]. 
 To apply the Langevin heat bath with temperature T, we add a dissipation term 




= 𝐹𝑖,𝛼 − 𝛾𝑚𝑖𝑣𝑖,𝛼 + 𝑖,𝛼(𝑡),   (𝑖 = 1,2,⋯ ,𝑁)               (2.15) 
where 𝛼  denotes the Cartesian direction, 𝛾  is the damping parameter, 
𝑖,𝛼
(𝑡) is the 
white noise satisfying 〈
𝑖,𝛼




(0)〉 = 2𝛾𝑚𝑖𝑘𝐵𝑇𝛿(𝑡) according 
to the fluctuation-dissipation theorem. A ‘microscopic’ implementation of Langevin 
heat bath is to imagine the heat bath as ideal gases of particles interacting the atoms 




through elastic collisions[26]. The particles have much smaller mass than the atoms and 
have velocities following the Maxwellian distribution. 
To apply the Nosé-Hoover heat bath[114,115] with temperature 𝑇, an additional 
















− 1) ,                                 (2.17) 
where 𝜏 is a parameter with the unit of time. This heat bath could be understood in the 
following terms. According to Eq. (2.14) and Eq. (2.17), if the current system 
temperature is higher (lower) than the target temperature,  will increase (decrease) and 
eventually becomes positive (negative). According to Eq. (2.16), there is a resultant 
negative (positive) effect on the atomic speeds, which drags the system temperature 
towards the target temperature. With the similar idea to the Nosé-Hoover heat bath, the 
barostat used for pressure control has also been developed[105].             
Both heat baths could also be used to control a local temperature, which is 
especially useful for the nonequilibrium MD simulations as will be introduced. It is 
worth mentioning that in both heat baths there is one parameter characterizing the 
coupling strength between the heat bath and the system, such as 𝛾 in the Langevin and 
𝜏 in the Nosé-Hoover heat bath. Cautions should be taken when choosing these values, 
a too strong coupling (𝛾  or 𝜏−1  is too large) could lead to severe influence on the 
dynamics of the system and large oscillations of the temperature, while a too weak 




coupling could lead to a long time to equilibrate. An empirical choice is to set 𝛾−1 or 𝜏 
around 100 timesteps in MD simulations[26,116].       
2.1.5 Nonequilibrium Molecular Dynamics 
In the nonequilibrium MD (NEMD) simulations, by imposing 1D temperature 
gradient on a simulation cell and measuring the resultant heat flux, we could predict the 
thermal conductivity using the Fourier’s law[24,117]. This approach has a physical 
intuitiveness and is analogous to the experimental measurement.  
We illustrate NEMD with an example of Si nanowire with Li insertion[118] as 
shown in Figure 2.1. The longitudinal direction of the Si nanowire is aligned along the 
X axis. After the structure relaxation, fixed boundary condition is applied at X direction 
to avoid the drift of the system, while the free boundary condition is applied at the 
transverse directions. We evenly split the part between the fixed boundaries into several 
slabs at the longitudinal direction, each slab is assigned with a local temperature 
according to Eq. (2.14). Then we couple one or more slabs adjacent to each boundary 
with a heat bath. To predict the thermal conductivity at a given temperature 𝑇0, one heat 
bath plays the role of heat source with temperature 𝑇0 + ∆ and the other plays the role 
of heat sink with temperature 𝑇0 − ∆, where ∆ is positive but much smaller than 𝑇0. 
After a sufficiently long simulation run, the system will reach a nonequilibrium steady 
state, when a constant heat flux flows from the heat source to the hot slab, through the 
Si nanowire, to the cold slab, and to the heat sink finally, the local temperatures in all 
slabs do not change with time anymore. The thermal conductivity could be calculated 
with the heat flux and the temperature gradient. Besides, there is a reverse 
implementation of NEMD, which is done by imposing a heat flux to the system and 
measuring the resultant temperature gradient[117]. 





Figure 2.1 Predicting the room-temperature thermal conductivity of a Si nanowire with 
Li insertion (the concentration is 2%). (a) The side view of the simulation cell. (b) The 
temperature profile at the nonequilibrium steady state, and the temperature gradient is 
obtained with linear fitting. (c) The cumulative energy flowing to the hot slabs from the 
heat source (red dots) and the cumulative energy flowing to the cold slabs from the heat 
sink (blue dots, minus value). The heat flux is extrapolated with the linear fitting, and 
the cross section area A = 943.5 Å2. According to the Fourier’s law, the thermal 
conductivity is about 5.56 W/mK.  




 There are a few tips with the implementations of NEMD as follows. First, the 
periodic boundary condition could be applied at the transverse directions to simulate a 
thin film or a bulk material, but a proper length-to-width ratio of the simulation cell is 
needed to guarantee the fully excitations of phonons in all directions. Second, the 
periodic boundary condition could also be applied at the longitudinal direction to reduce 
the influence from the fixed boundaries, but a double length of the simulation cell is 
needed and it is required to zero out the system momentum to avoid drift[24]. Third, 
the heat flux could be calculated locally within each slab[119], but it is more convenient 
to evaluate the energy exchanging rate at the two heat baths, since they are equal to all 
local heat fluxes at steady state. Fourth, to extrapolate the temperature gradient, the 
nonlinear or discontinuous temperature profiles near the heat bath should be neglected.   
 There are several drawbacks with the NEMD. First, finite-size effects arise 
when the length of the simulation cell is smaller than the phonon MFP, prohibiting the 
direct prediction of the intrinsic thermal conductivity. A commonly used strategy is to 
linearly extrapolate −1  against 𝐿−1  (𝐿  is the sample length), and treat the thermal 
conductivity value corresponding to 𝐿−1 = 0 as the intrinsic one[117]. Nevertheless, 
Sellan et al.[120] suggested that this linear extrapolation was only accurate when the 
minimum sample length used in NEMD was comparable to the phonon MFP. Thus, the 
simulation cost becomes quite expensive considering the usual room-temperature 
phonon MFP of hundreds of nanometres in some materials of popular interest. Second, 
the temperature gradient applied in NEMD is usually too large for reality. For instance, 
as is shown in Figure 2.1, the temperature gradient is almost ~109 K/m. Such a huge 
temperature gradient might induce significant nonlinear effects, but it is somewhat 
surprising that the temperature profile turns out to be linear in most simulations.   




 After all, the NEMD is physically intuitive. It has been widely used to 
investigate the length dependence of thermal conductivity[26,27,38,121-125]. Besides, 
it is suitable to study issues in heterogeneous structures, such as thermal 
rectification[126,127] and the interfacial thermal resistance[102,128].    
2.1.6 Equilibrium Molecular Dynamics  
In the equilibrium MD (EMD) simulations, there is no net macroscopic flows 
of matter or energy. The thermal conductivity is calculated via the Green-Kubo formula 







 ,                          (2.18) 
where 𝛼 and 𝛽 denote the Cartesian directions, 𝑘𝐵 is the Boltzmann constant, 𝑉 is the 
volume and 𝐽  is the heat current. The integrand is the heat current autocorrelation 
function (HCAF).  













 ,                        (2.19) 
where 𝐫𝑖 and 𝐸𝑖 are time-dependent atomic position and site energy, respectively. The 
first term on the right-hand side of the second equality is associated with convection 
typically occurring in fluids, while the second term describes the conduction, which is 
dominant in solids[131]. It is not trivial to derive the analytic expression of heat current 
for the many-body EIPs. If only the conduction term is considered, for EIPs consisting 









∑(𝐫𝑖𝑗 + 𝐫𝑖𝑘)(𝐅𝑖𝑗𝑘 ∙ 𝐯𝑖)
𝑖,𝑗,𝑘
 ,             (2.20) 




where 𝐫𝑖𝑗 is the relative position of atom i to atom j, 𝐅𝑖𝑗 is the force acting on atom i 
derived from the two-body potential between atom i and atom j, 𝐅𝑖𝑗𝑘 is the force acting 
on atom i derived from the three-body potential that involves atom i, atom j and atom 
k. 
 In simulations, a large supercell is used as the simulation cell, with periodic 
boundary condition applied to all three directions. For low dimensional materials a thick 
vacuum layer is added to the relevant directions to mimic the free surface. The MD 
simulation is first run in NPT ensemble, when the system is thermalized and strain is 
released, following by the run in NVT and NVE ensembles. The heat current is dumped 
from the NVE ensemble, and the thermal conductivity is calculated with Eq. (2.18). 
 Unlike the NEMD simulations, there is no size truncation along the thermal 
transport direction in EMD simulations. Therefore, the EMD simulation is a better 
choice for evaluating the intrinsic thermal conductivity of a material. Nevertheless, 
there is still size effect in EMD simulations although it is weak. This size effect is due 
to two competing effects[132,133]. With the increased size of the simulation cell, the 
resolution of allowed wave vectors in the first Brillouin zone becomes finer. The 
emergence of long wavelength phonons which carry a significant amount of thermal 
energy tends to increase the thermal conductivity, while the increased phonon-phonon 
scattering due to increased phonon modes tends to decrease the thermal conductivity. 
There is no general trend of this size dependence. In some materials such as Si[131], 
the thermal conductivity increases with the increased simulation cell. While in others 
such as graphene[41], thermal conductivity decreases with the increased simulation cell. 
After all, this size effect is much weaker than that in NEMD simulations and could be 
easily eliminated with a simulation cell not too large.  




 The biggest challenge in EMD may be how to specify the converged value of 
the integral of HCAF. Some fitting techniques are proposed to solve this problem but 
none of them is robust[117]. To our experience, if many independent runs are 
performed and averaged, the direct integral could give a fine evaluation.  
2.2 Lattice Dynamics 
The subject of lattice dynamics is the study of vibrations of atoms in a 
crystal[46,134]. In the harmonic approximation, we could treat a crystal with N atoms 
as a set of 3N harmonic quantum oscillators or normal modes. The normal mode of 
vibration of a crystal is quantized into quasiparticles – phonons. In this section, we first 
introduce the approach to determine the normal mode in a generalized 3D crystal, then 
introduce some concepts about phonons.  
2.2.1 Normal Mode 
Considering a 3D crystal with N unit cells and n atoms per unit cell, any atom 
in the crystal could be specified as the j-th atom (1 ≤ 𝑗 ≤ 𝑛) in the l-th unit cell (0 ≤
𝑙 ≤ 𝑁 − 1), and we label it as (jl). We may use 𝐫𝑙 and 𝐫𝑗 to denote the position vector 
for the l-th unit cell and the j-th atom, respectively. The equilibrium position of atom 
(jl) is 
𝐫0(𝑗𝑙) = 𝐫𝑗 + 𝐫𝑙  .                                                  (2.21) 
Let 𝐫(𝑗𝑙) be the actual position of atom (jl), so that  
𝐮(𝑗𝑙) = 𝐫(𝑗𝑙) − 𝐫0(𝑗𝑙) ,                                        (2.22) 
is its displacement form the equilibrium position. We now expand the crystal potential 
energy V in a Taylor series in powers of the displacements as 











                                     



















       
       ×𝑢𝛼(𝑗𝑙)𝑢𝛽(𝑗
′𝑙′)𝑢𝛾(𝑗
′′𝑙′′) + ⋯                                
= 𝑉0 + 𝑉1 + 𝑉2 + 𝑉3 + ⋯                                             
    ,            (2.23) 
where the Greek letters denote the Cartesian directions. V0 is constant which fixes the 
zero of the potential and can be set to 0. For the equilibrium state to be a minimum in 
energy, the first derivative of energy should vanish and V1 is 0. In addition, we assume 
that the displacement is a small quantity (compared with the lattice constant), which is 
reasonable at low temperatures. As a result, we could apply the harmonic 
approximation by neglecting V3 and all higher order terms. The potential energy is now 
simplified as 







 ,            (2.24) 







 .                         (2.25) 
 obeys two important symmetry relations. First, from the lattice translational 
symmetry, we have 
𝛼𝛽(𝑗𝑙, 𝑗
′𝑙′) = 𝛼𝛽(𝑗0, 𝑗
′(𝑙′ − 𝑙)) .                           (2.26) 
Second, from the infinitesimal translational invariance (there is no force on any atom 
when all atoms are equally displaced), we have  




𝛼𝛽(𝑗𝑙, 𝑗𝑙) = − ∑ 𝛼𝛽(𝑗𝑙, 𝑗
′𝑙′)
𝑗𝑙≠𝑗′𝑙′
 .                         (2.27) 
 Under the harmonic approximation, the generalized equation of motion in the 








 ,                     (2.28) 
where 𝑚𝑗 is the mass of the j-th atom, independent of the unit cell. To solve Eq. (2.28), 






exp[𝑖(𝐤 ∙ 𝐫0(𝑗𝑙) − 𝜔(𝐤)𝑡)] ,       (2.29) 
where 𝐤 is an allowed wave vector (within the first Brillouin zone) satisfying the Born-
von Karman boundary condition[135] in the system (the total number is N, equal to that 
of the unit cells). 𝑈𝛼(𝑗, 𝐤)  is the vibrational amplitude, and 𝜔(𝐤) is the angular 
frequency. It is worth mentioning that there is another type of expression of the atomic 
displacement, by replacing the 𝐫0(𝑗𝑙) in Eq. (2.29) with 𝐫𝑙 , but the corresponding 
vibrational amplitude (and eigenvector mentioned later) should include the phase shift 
due to 𝐫𝑗. By substituting Eq. (2.29) into Eq. (2.28), we get 
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′𝑙′) − 𝐫0(𝑗0))] 
 , (2.31) 




where Eq. (2.26) is used. If 𝐤 is fixed, C is a 3n  3n Hermitian matrix as 𝐶𝛼𝛽
∗ (𝑗𝑗′, 𝐤) =
𝐶𝛽𝛼(𝑗
′𝑗, 𝐤) . Eq. (2.30) will produce 3n real eigenvalues 𝜔2(𝐤,) , where  =
























 ,                                           (2.32) 
consisting of n 3D vectors and could be normalized as  
𝐞(𝐤,)∗ ∙ 𝐞(𝐤,) = ∑ |𝛆𝑗(𝐤,)|
2𝑛
𝑗=1
= 1 .                        (2.33) 
If all wave vectors are considered, there are 3nN normal modes (or eigenmodes) in total. 
In the quantum theory, the allowed energies of a normal mode (𝐤,) are given 
by (𝑛 + 1 2⁄ )ℏ𝜔(𝐤, ), where n is a nonnegative integer. Instead of saying that the 
normal mode is in its n-th state, one may say that there are n phonons of type (𝐤,)[135]. 
2.2.2 Phonon Dispersion 
 The 𝜔(𝐤, )  (or 𝑓 = 𝜔 2𝜋⁄ ) vs. 𝐤  curves are referred to as the phonon 
dispersion relation. The curves are classified into 3n branches indexed by. Generally, 
there are three acoustic branches with zero frequency at  point (𝐤 = 0), corresponding 
to three translational degrees of freedom, and 3n – 3 optical branches with nonzero 
frequencies at  point. In some exceptions such as the 1D carbon nanotube, there are 
four acoustic branches due to the rotational degree of freedom[136]. In addition, along 
some highly symmetry directions, people may classify the acoustic and optical branches 
as longitudinal or transverse ones according to the relation between the phonon 




polarization and 𝐤 direction. An example is given in Figure 2.2, where we show the 
phonon dispersion of graphene along some highly symmetry directions. The phonon 
density of states 𝐷(𝜔) is defined according to the number of phonon states within the 





 ,                                               (2.34) 
which is an important quantity in phonon transport theory. Generally, the acoustic 
phonons have much larger group velocities than optical phonons. 
 
Figure 2.2 Phonon dispersion curves of graphene along some highly symmetry 
directions. 1 cm-1 = 0.03 THz.  
 




2.2.3 Participation Ratio 
From Eq. (2.32), it can be found that the vibrational polarizations of all atoms 
within the unit cell are determined by the eigenvector of the normal mode. Usually, the 
n basis atoms vibrate with different amplitudes and it seems that the normal mode is 
‘unevenly distributed’ among them. If a minority has evidently larger vibrational 
amplitude than the others, the normal mode seems ‘localized’ within the unit cell. The 
participation ratio 𝑝 is a quantity to measure the degree of ‘uniformity’ of a normal 
mode among these atoms, defined as 
𝑝
−1 = 𝑛 ∑ |𝛆𝑗,|
4𝑛
𝑗=1
 ,                                                (2.35) 
where  is a short index for (𝐤, ). According to Eq. (2.33), if the normal mode is 
exactly evenly distributed, |𝛆𝑗,|
2
= 1 𝑛⁄  for all j and 𝑝 = 1 as a result. In contrast, if 
the normal mode is extremely localized on one atom, 𝑝 = 1 𝑛⁄ . The participation ratio 
has been widely used to explain the thermal conductivity reduction from the view of 
phonon localization in nanowires[86,87,89,137], phononic crystals[91,138], and so on.     
 However, we doubt that a small participation ratio does imply a true localization. 
Note that in the above definition we only consider the atoms in a unit cell (primitive 
unit cell, exactly). Nevertheless, if we extend the analysis to a large system with many 
repeating unit cells, there is such a ‘localization’ within each unit cell, and these 
‘localizations’ are coherent with each other since they have fixed phase difference 𝑒𝑖𝐤∙𝐫𝑙. 
No matter how large (𝑁) the system is, 𝑝 always has a lower limit 1 𝑛⁄ . In a word, it 
characterizes the ‘localization’ within the unit cell rather than the whole system.  
Actually, the participation ratio was originally proposed to study the highly 
disordered systems such as vitreous silica glass[139], Y2O3-stabilized ZrO2[140], and 




amorphous Si[141]. To calculate the normal modes in these systems, only  (𝐤 = 0) is 
considered due to the missing of symmetry. It makes sense to characterize the 
localization of phonons with participation ratio since the unit cell is equivalent with the 
whole system.     
2.3 Phonon Analysis 
2.3.1 Introduction 
When studying thermal transport in solids, it is desirable to establish a physical 
image by abstracting thermal transport as phonon transport, where the phonons carry 
the energy away, and phonon scatterings give rise to thermal resistance. Therefore, it is 
very common to translate the atomic displacements and velocities from MD simulations 
into normal modes to investigate the phonon transport.  
With full knowledge of all available normal modes in the system, Eq. (2.29) 




∑𝛆𝑗(𝐤, ) exp[𝑖𝐤 ∙ 𝐫0(𝑗𝑙)] 𝑞(𝐤, , 𝑡)
𝐤,
 ,                 (2.36) 
where 𝑞(𝐤, , 𝑡)  is the normal mode displacement. Similarly, the atomic velocities 




∑𝛆𝑗(𝐤, ) exp[𝑖𝐤 ∙ 𝐫0(𝑗𝑙)] ?̇?(𝐤,, 𝑡)
𝐤,
 ,                 (2.37) 
where ?̇?(𝐤, , 𝑡) is the normal mode velocity. The inversed transformations are  




∗(𝐤, ) ∙ 𝐮(𝑗𝑙, 𝑡) exp[−𝑖𝐤 ∙ 𝐫0(𝑗𝑙)]
𝑗𝑙
 ,                  (2.38) 








∗(𝐤, ) ∙ ?̇?(𝑗𝑙, 𝑡) exp[−𝑖𝐤 ∙ 𝐫0(𝑗𝑙)]
𝑗𝑙
 ,                  (2.39) 
which translate the 3nN atomic displacements (velocities) into 3nN normal mode 
displacements (velocities). 
 Each normal mode corresponds to an independent harmonic oscillator, with the 
average energy as 
〈𝐸(𝐤, )〉 = 〈𝐸𝑘〉 + 〈𝐸𝑝〉                            






𝜔2(𝐤, )〈|𝑞(𝐤, , 𝑡)|2〉
= 〈|?̇?(𝐤,, 𝑡)|2〉   
 ,      (2.40) 
where 𝐸𝑘  and 𝐸𝑝  stand for the kinetic and potential energy, respectively, and the 
relation ?̇?(𝐤, , 𝑡) = −𝑖𝜔(𝐤, )𝑞(𝐤, , 𝑡)  is applied. Substituting Eq. (2.39) into Eq. 





























= 𝑘𝐵𝑇                                         
                                 
    
 , (2.41) 
where the equipartition theorem[142] is used in the second step. Therefore, in MD 
simulations, each normal mode is equally excited in energy. And the corresponding 




 ,                                                          (2.42) 




where V is the system volume. However, from the view of quantum statistics, the 
average energy of mode (𝐤, ) should be 
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 ,                       (2.43) 
where 𝑛(𝐤, ) is the Bose-Einstein distribution function since phonons are bosons. At 
the high temperature limit 𝑘𝐵𝑇 ≫ ℏ𝜔(𝐤,), Eq. (2.43) degenerates to Eq. (2.41) and 
the classical approximation is a good assumption. 
In practice, to evaluate the validity of the classical approximation, we could 




 .                                                     (2.44) 
The classical approximation is valid if Ʌ ≪ 𝑑 . Here we give evaluations for two 
systems of much MD interest at room temperature (300 K). One is the diamond Si, 𝑚 ≈ 
28.1 u, thus,  Ʌ ≈ 0.19 Å, which is one order of magnitude smaller than the bond length  
𝑑 ≈ 2.35 Å. The other one is graphene, 𝑚 ≈ 12.0 u, thus, Ʌ ≈ 0.29 Å, which is about 
1/5 of the bond length 𝑑 ≈ 1.42 Å. Therefore, the MD simulation is suitable for Si to 
some extent, but rather risky for graphene. To solve this problem, the so-called 
‘quantum correction’[14,131] is proposed, whose main idea is to obtain a new classical 
temperature 𝑇𝐶 by equating the energy of the classical system with that of the quantum 
system at the temperature 𝑇𝑄 of interest. The MD simulation is performed at 𝑇𝐶. To 
calculate the thermal conductivity, an additional correction on the temperature gradient 
is also considered. However, such a ‘quantum correction’ is questionable for the 
following reasons. First, each normal mode is still equally excited in energy as Eq. (2.41) 




after correction. Second, such ‘quantum correction’ is not rigorus, since there is no 
counterpart of zero-point energy in classical systems. Third, the ‘quantum correction’ 
could bring confusions in some situations. For instance, for a heterostructure in thermal 
equilibrium in MD, the ‘quantum correction’ at each side could lead the system to a 
nonequilibrium one but there is no net heat flow in the system, which is unphysical. In 
a case study on the thermal conductivity of Si, Turney et al.[143] show that the 
‘quantum correction’ on MD does not bring better agreement with the quantum 
predictions compared to the uncorrected one. Therefore, this ‘quantum correction’ is 
not recommended. A reasonable alternative may be to adopt the quantum heat baths in 
MD simulations[144,145]. 
 For the validity of MD simulations, the high temperature is desirable. 
Nevertheless, the high temperature might challenge the harmonic approximation in the 
lattice dynamics. When the atomic displacements are large enough, the anharmonic 
terms in the Hamiltonian (see Eq. (2.23)) are not suitable to be treated as weak 
perturbations. As a result, the phonon concept is questionable. This issue has evoked 
the development of the renormalized phonon theory[146-151]. The phonon dispersion 
of renormalized phonons exhibits deviation from the conventional one for the harmonic 
phonons. At present, most effort is devoted to simplified theoretical lattices, where the 
temperatures could be arbitrarily high to raise the anharmonicity. For most real 
materials, it is not clear whether the room temperature is high enough to guarantee an 
observable renormalized effect. 
2.3.2 Wave Packet Method         
The phonon wave packet (WP) method is first proposed by Schelling et al.[152] 
to evaluate the phonon transmission coefficient at a semiconductor interface by MD 
simulations. The basic idea is to construct a phonon WP from a single branch of the 




phonon dispersion curve with a narrow frequency range and well defined polarization. 
The WP is then allowed to propagate towards an interface where it is scattered into 
transmitted and reflected waves. In their studies, only phonons with wave vectors 
perpendicular to the interface is considered, which is actually a 1D case. 
Here we give a general formalism. According to the plane wave solutions in Eq. 
(2.36) and Eq. (2.37), we could excite a pure mode (𝐤0, ) in the system by exactly 
arranging the atomic displacements and velocities in real space. Instead, we could 
localize this wave by scaling the amplitude according to the Gaussian function as  
𝐮(𝑗𝑙) = Re {
𝐴
√𝑚𝑗
𝛆𝑗(𝐤0,) exp[𝑖𝐤0 ∙ 𝐫0(𝑗𝑙)] exp[−
2|𝐫𝑙 − 𝐑0|
2]} ,       (2.45) 
?̇?(𝑗𝑙) = Re {
−𝑖𝜔(𝐤0,)𝐴
√𝑚𝑗
𝛆𝑗(𝐤0, ) exp[𝑖𝐤0 ∙ 𝐫0(𝑗𝑙)] exp[−
2|𝐫𝑙 − 𝐑0|
2]} , (2.46) 
where 𝐴 is a small constant to guarantee the weak perturbation, 𝐑0 is the position of 
the centre of Gaussian WP, and −1 scales the width of this WP. This WP involves 
other components of normal modes. According to the property of Fourier 
transformation, in reciprocal space, there is also a Gaussian WP centred at 𝐤0 but the 
width is inversely proportional to that in the real space, which is the uncertainty relation. 
If we run MD simulation with this initial condition, we could observe the movement of 
this Gaussian WP in real space. If  is not too large, this WP could be well maintained 
and moves at the group velocity 𝐯𝑔(𝐤0, ) , properly charactering the dynamic 
behaviour of phonon mode (𝐤0, ). In practice, to determine the proper values of 𝐴 and 
 for a stably moving wave packet, a few tentative runs are recommended.    
 Actually, this WP method relates to the Green’s functions method[101]. Both 
methods enable calculations of the phonon transmittance. However, due to 




computational limitations, Green’s functions calculations were mostly performed on 
simplified interfacial models, such as junctions[153], or nanowires[154]. In addition, 
Green’s function calculations on fully 3D structures lump together all phonons at a 
given frequency, whereas the WP method can discriminate among different directions 
and polarizations.   
The WP method has been widely used to study phonon scattering at 
interfaces[155-157]. Interestingly, Wei et al.[158] used it to study phonon scattering at 
the graphene edges.    
2.3.3 Normal Mode Decomposition Method  
The normal mode decomposition (NMD) method is used to evaluate the phonon 
lifetime based on MD simulations. 
 Perhaps such a kind of approach was first used by Ladd et al.[132] in 1986, 
where they started the story from the expression  
𝑄(𝑡) = 𝑄𝑒−𝑖(𝜔+∆−𝑖Γ)𝑡 ,                                                 (2.47) 
where 𝑄 is the normal mode amplitude, 𝜔 is the unperturbed harmonic frequency, ∆ 
and Γ  are the frequency shift and linewidth, respectively. The frequency shift and 
linewidth could date back to earlier work by Maradudin et al.[159] in 1962, when they 
studied neutron scattering by the anharmonic crystal. In their studies, the one-phonon 
differential scattering cross section for the coherent scattering of thermal neutrons by 
an anharmonic Bravais crystal was obtained to the lowest nonvanishing order in the 
anharmonic force constants. Cubic and quartic anharmonic terms were retained in the 
crystal’s Hamiltonian. In the one-phonon process a neutron either creates or absorbs a 
single phonon. With Green’s function method, Maradudin et al. were able to derive a 
frequency shift ∆(𝐤,) and the line width (𝐤,) for the phonon of mode (𝐤, ), where 




both ∆(𝐤,) and (𝐤, ) are small as compared with the harmonic frequency 𝜔(𝐤,). 




 .                                                     (2.48) 
As is shown by Srivastava[46], this phonon lifetime is equivalent with the commonly 
mentioned phonon relaxation time, which is derived with the Fermi’s golden rule by 
considering the three-phonon scattering only. Actually, the phonon relaxation time 
approximation should be called the single-mode relaxation approximation (SMRTA). 
The RTA is only valid for elastic scattering but the phonon-phonon scattering is 
inelastic[17]. Therefore, to derive the so-called relaxation time for the phonons of mode 
(𝐤, ) experiencing phonon-phonon scattering, it is assumed that only phonons in mode 
(𝐤, )  have a displaced distribution, and all other phonons have their equilibrium 
distribution[20,46]. This assumption is similar to the one-phonon process in neutron 
scattering and it could explain why the phonon relaxation time is equal to the phonon 
lifetime. But it could lead to problems in some occasions. For instance, the SMRTA 
greatly underestimates the thermal conductivity of graphene since the collective phonon 
excitation is neglected in this assumption (see Figure 1.2), and these collective phonon 
excitations play significant roles in thermal transport in graphene[36]. To avoid this 
problem, one solution is to solve the phonon BTE iteratively using the variational 
approaches[20,25,36,160]. Despite of this, the SMRTA is still a good assumption in 
many systems[25]. In the following context, we will not distinguish between phonon 
lifetime and phonon relaxation time.  
 Now let’s go back to Eq. (2.47). It seems that any mode (𝐤, ) will eventually 
vanish but this is obviously contradicting with its equilibrium distribution. Nevertheless, 
it should be imagined that there will be multiple phonons in each mode that 




simultaneously grow or decay with time as in Eq. (2.47), and the summation of them 
ensures an equilibrium distribution[161]. If we use the normal mode velocity (see Eq. 
(2.39)) for analysis, there is the correlation relation as[51,162] 
〈?̇?∗(𝐤, , 0)?̇?(𝐤,, 𝑡)〉 = 𝑘𝐵𝑇 cos[𝜔𝑎(𝐤,)𝑡] 𝑒
−Γ(𝐤,)𝑡 ,            (2.49) 
where 𝜔𝑎(𝐤, ) = 𝜔(𝐤, ) + ∆(𝐤,) is the anharmonic phonon frequency and 𝑡 > 0. 
With Fourier transform, we get the power spectrum of ?̇?(𝐤,, 𝑡) as 
Φ(𝐤,, 𝜔) = ∫ 〈?̇?∗(𝐤, , 0)?̇?(𝐤, , 𝑡)〉𝑒𝑖𝜔𝑡𝑑𝑡
+∞
−∞
                                          
                          =
𝑘𝐵𝑇
2
∫ [𝑒𝑖𝜔𝑎(𝐤,)𝑡−Γ(𝐤,)|𝑡| + 𝑒−𝑖𝜔𝑎(𝐤,)𝑡−Γ(𝐤,)|𝑡|]𝑒𝑖𝜔𝑡𝑑𝑡
+∞
−∞
    
                         =
𝑘𝐵𝑇 ∙ Γ(𝐤,)
[𝜔 − 𝜔𝑎(𝐤,)]2 + Γ2(𝐤,)
+
𝑘𝐵𝑇 ∙ Γ(𝐤,)
[𝜔 + 𝜔𝑎(𝐤,)]2 + Γ2(𝐤,)
, (2.50) 
which consists of two Lorentzian peaks. As we are primarily interested in values of 
𝜔 ≈ 𝜔𝑎, and sometimes we apply the frequency 𝑓 = 𝜔 2𝜋⁄ , we could use the function 
Φ(𝐤, , 𝑓) =
C(𝐤,)
4𝜋2(𝑓 − 𝑓𝑎(𝐤, ))
2
+ Γ2(𝐤,)
 ,                   (2.51) 
to fit the power spectrum within the neighbourhood of 𝑓(𝐤,), and extract C(𝐤,), 
𝑓𝑎(𝐤,) and Γ(𝐤,). The phonon lifetime is obtained with Eq. (2.48). We call this 
approach as the normal mode decomposition (NMD) method in this thesis.  
 The NMD method realizes evaluating the phonon lifetime from MD 
simulations. It is much more reliable than those semiempirical approaches with fitting 
parameters[163]. As compared with approaches on the perturbation theory 
considering the three-phonon process[46], the NMD method is much easier to 
implement and naturally includes all orders of anharmonicity. The NMD method has 
been widely developed and used by the MD simulation community[50,59,164-167]. 




More information about it could be found in the review paper[133] from 
McGaughey’s group. 
2.3.4 Accessing Renormalized Phonons  
 It is noted that a frequency shift ∆(𝐤,) is also predicted in the NMD method. 
Like the phonon lifetime, it also arises from anharmonicity and is temperature 
dependent[159]. Besides, as is shown by the renormalized phonon theory[148-151], 
the renormalized phonon dispersion curve shifts from the harmonic one, which is 
somehow similar to the existence of ∆(𝐤,). Therefore, it should be interesting to 
quantitatively compare the results from NMD and the findings from the renormalized 
phonon theory.  
The model applied here is a 1D lattice chain[26], whose Hamiltonian could be 
expressed as 




+ 𝑉(𝑥𝑙 − 𝑥𝑙+1) + 𝑈(𝑥𝑙)]
𝑁−1
𝑙=0
 ,                      (2.52) 
where 𝑝𝑙 , 𝑚𝑙 , and 𝑥𝑙  denote the momentum, mass, and displacement of the l-th 
particle. It is convenient to set 𝑚𝑙  to unity. 𝑉(𝑥𝑙 − 𝑥𝑙+1) denotes the interparticle 







𝑥4 and 𝑈(𝑥) = 0, it is a Fermi-Pasta-Ulam- (FPU-) model. We 
choose the 1D lattices to study for the following reasons. First, it is simple as compared 
with a real material described by the EIP. Second, we could arbitrarily increase the 
anharmonicity in the system by raising the temperature without worrying about 
melting or else. Third, most importantly, there are benchmarks from other works on 
these models[150,151]. Fourth, maybe a bit subtle, there is no ambiguity for us to 
choose the phonon eigenvector (always equal to 1) used in NMD. 




 The FPU- model is used first. The length of the simulation cell is set as N = 
2000, and periodic boundary condition is applied. The wave vectors investigated are 
𝑘 = 𝑗 ∙ 𝜋 50⁄ , (𝑗 = 1, 2,⋯ , 50) . The temperatures applied are 𝑇 = 0.2, 2.0, 10 , as 
used in Ref. [151]. In MD simulations, the four-order Runge-Kutta method[168] is 
used and the time step is set as 0.01.    
 First, we thermalize the system with Nosé-Hoover heat bath for 2108 steps. 
In the following, we remove the heat bath and run the simulation in NVE ensemble 
for another 2108 steps. Then, we continue to run the simulation in NVE ensemble for 









 ,                               (2.53) 
in every 50 steps. We then evaluate the power spectrum of each phonon mode at each 
temperature with Eq. (2.50), and the Lorentzian fit (see Eq. (2.51)) is performed near 
the peak of each power spectrum.  
As is shown in Figure 2.3, when 𝑘 = 0.5𝜋, we find that the peak in the power 
spectrum evidently shifts away from the position predicted by harmonic lattice 
dynamics. In addition, this peak further shifts right as the temperature increases. With 
a full consideration of all wave vectors, the phonon dispersion could be rebuilt. As is 
assumed in the NMD, the anharmonic frequency (the centre of the peak) should have 
only a small deviation from 𝑓0. Nevertheless, as is shown by our calculations, the 
deviation could be even larger (comparable with 𝑓0), but the peak is still well localized. 
This phenomenon is out of the assumption of the small perturbation, but is consistent 
with the predictions from renormalized phonon theory[148,151].  




To access the renormalized phonons, starting from the equipartition theorem 
and with the effective approximation, Li et al.[148] could derive out the renormalized 
phonon dispersion relation. Besides, Liu et al.[151] apply a 
 
Figure 2.3 Predicting the temperature dependent phonon dispersion in FPU- lattices. 
(a) The power spectra for phonons with wave vectors 0.5 at T = 0.2, 2.0 and 10.0, 
respectively. (b) The phonon dispersion predicted by the NMD. The black solid curve 
denotes conventional harmonic phonon dispersion, as ω = 2 sin(k 2⁄ ). (c) The phonon 
dispersion predicted by others. Subfigure (c) is adapted from Ref. [151]. 
 
small external driving force on the nonlinear lattices, and subsequently monitor the 
excited wave evolution using MD simulations, which seems intuitive but is actually a 
kind of reverse thinking, as they lock the vibrational frequency and try to seek the 




corresponding wave vector if there is. Using this approach, they could not only 
reproduce the renormalized phonon dispersion, but also predict the phonon mean free 
path. As is shown in Figure 2.3, the phonon dispersion given by NMD excellently 
matches their predictions. 
 
Figure 2.4 Predicting the phonon lifetime and mean free path in FPU- lattices. (a) The 
phonon lifetime  versus the wave vector at various temperatures. (b) The phonon mean 
free path versus the wave vector. (c) The phonon mean free path predicted by others. 
Subfigure (c) is adapted from Ref. [151].    
 
 Besides, the NMD could also predict the lifetime of these renormalized phonons 
(see Figure 2.4). We find that when the wave vector approaches to zero, the phonon 
lifetime could be well fitted as  (𝑘)~𝑘−  with  > 1. Therefore, according to the 




approach by Pereverzev[169], the thermal conductivity diverges as ~𝑁1−1 ⁄ . Our 
NMD gives an evaluation of the exponent 1 − 1 ⁄  in the range of 0.3  0.4, very close 
to most other theoretical and numerical predictions[26,27].  
We notice that Liu et al.[151] give predictions of the mean free paths of the 
renormalized phonons. It is interesting to make comparisons between our findings and 
theirs. To define the phonon mean free path, we could extract the phonon group velocity 
with polynomial fitting on the phonon dispersion (see Figure 2.3), then the phonon 
mean free path is defined as the product of the phonon group velocity and the 
corresponding phonon lifetime. As is shown in Figure 2.4, although with similar 
distributions, our phonon mean free path is smaller than that from Liu’ work. However, 
after a careful scrutiny, we realize our mean free path is actually about half of Liu’s 
mean free path. In Liu’s work, the phonon mean free path is defined as the attenuation 
length of the plane wave amplitude, but as the phonon is of energy unit, a more 
conventional definition should be the attenuation length of the power of the wave, half 
of that of the wave amplitude.  
We have also evaluated the phonon dispersion and mean free path with NMD 
in the a 𝜙4 model, by setting 𝑉(𝑥) =
1
2
𝑥2 and 𝑈(𝑥) =
1
4
𝑥4. As is shown in Figure 2.5, 
the phonon dispersion still well matches Liu’s finding, and the phonon mean free path 
is evidently half of that calculated by Liu. 





Figure 2.5 Predicting the phonon dispersion and mean free path in a ϕ4 lattice model. 
(a) The phonon dispersion predicted by NMD. (b) The phonon mean free path predicted 
by NMD. (c) The phonon dispersion predicted by others. (d) The phonon mean free 
path predicted by others. Subfigures (c) and (d) are adapted from Ref. [151]. 
 
In summary, we have extended the NMD method to study the renormalized 
phonon problems. It is found that the NMD could not only predict the renormalized 
phonon dispersion, but also predict the phonon lifetime and phonon mean free path. 
Our approach is more feasible than the way by Liu. First, in our approach there is no 
need to apply the external driving which is a bit tricky. In order to apply the linear 
response theory in Liu’s approach, the driving should be weak enough but which is hard 
to quantify. Second, in principle, we could consider any wave vector in the first 




Brillouin zone, without placing a large number of crystal faces in parallel, which is 
difficult to realize along Brillouin zone paths with low symmetry. Third, we consider 
the steady state rather than transient processes, it is easier to handle in simulations. 
Nevertheless, there is still an issue deserving our attention in the future. What is the 
eigenvector of the renormalized phonon? Notice that in our study we use the highly 
simple 1D monoatomic lattices, the phonon eigenvector is only 1D. However, if we are 
dealing with a crystal with higher dimensionality or complex unit cells, we need to care 
about the relative motions between basis atoms at every specific mode, but which is not 




Chapter 3                                                
Thermal Conductivity of Penta-graphene 
 
In this chapter, using classical equilibrium molecular dynamics simulations and 
applying the original Tersoff interatomic potential, we study the thermal transport 
property of the latest two-dimensional carbon allotrope, penta-graphene. It is predicted 
that its room-temperature thermal conductivity is about 167 W/mK, which is much 
lower than that of graphene. With normal mode decomposition, the accumulated 
thermal conductivity with respect to phonon frequency and mean free path is analyzed. 
It is found that the acoustic phonons make a contribution of about 90% to the thermal 
conductivity, and phonons with mean free paths larger than 100 nm make a contribution 
over 50%. We demonstrate that the remarkably lower thermal conductivity of penta-
graphene compared with graphene results from the lower phonon group velocities and 
fewer collective phonon excitations.  
 




The study of two dimensional (2D) materials, such as graphene[2], hexagonal 
boron nitride (h-BN)[3], molybdenum disulfide (MoS2)[6] and phosphorene[5], is one 
of the most exciting and prolific areas in material science in recent years. As a leading 
member of the 2D family, graphene exhibits many superior properties[2]: room-
temperature mobility of 2.5105 cm2V-1s-1, high optical absorption, complete 
impermeability to any gases, very high thermal conductivity (above 3,000 W/mK) and 
so on, which make graphene highly attractive for various applications, such as high-
frequency transistors, photodetectors, energy storage and thermal management[19]. 
From another point of view, graphene is among the diverse carbon allotropes 
and there is never lack of 2D ones. To name but a few, people have already studied 
graphyne[9], graphdiyne[170], T-graphene[171], and pentaheptite[172]. Some of them 
have already been synthesized[170] and some of them even exhibit remarkable 
properties that outperform graphene. Rather recently, a new 2D metastable carbon 
allotrope, penta-graphene, was proposed[10]. In contrast to most carbon allotropes with 
hexagonal building blocks, penta-graphene is composed exclusively of carbon 
pentagons. It is predicted that penta-graphene can withstand temperatures as high as 
1000 K, has an unusual negative Poisson’s ratio and ultrahigh ideal strength 
outperforming graphene, and possesses an intrinsic quasi-direct band gap as large as 
3.25 eV. Due to these superior properties, penta-graphene is expected to have broad 
applications in nanoelectronics and nanomechanics. 
Besides the electronic and mechanical properties, the thermal transport property 
is also an important aspect for applications of a material in nanodevices. To reduce the 
damage to the device performance and lifetime from Joule heating, a high thermal 
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conductivity is necessary for heat removal. On the contrary, a low thermal conductivity 
is needed to increase the figure of merit in thermoelectric applications. Therefore, it is 
necessary to understand the unexplored thermal transport property of penta-graphene. 
Moreover, graphene is known to have an extremely high thermal conductivity at room 
temperature (above 3,000 W/mK) and receives a significant amount of attention. About 
penta-graphene, graphene’s 2D allotrope, it is very nature to ask: does it also have a 
remarkably high thermal conductivity?   
In this work, we investigate the thermal transport property of penta-graphene 
using classical equilibrium molecular dynamics (EMD) simulations. The value of its 
thermal conductivity is predicted, and the phonon mode analysis is performed. Besides, 
a comparison with graphene is also included. 
3.2 Interatomic Potential 
Penta-graphene is a semiconductor due to its finite electronic band gap[10], thus, 
phonons play the dominant roles in thermal transport over electrons. There is a variety 
of empirical potentials to describe the interactions between carbon atoms, and the 
commonly used ones are the Tersoff potentials[173-175], the second-generation 
reactive empirical bond order (REBO) potential[176], and the environment-dependent 
interatomic potential (EDIP)[177]. We find that the original Tersoff potential[173,174] 
gives the best description of penta-graphene predicted by ab initio calculations[10] (as 
will be shown), thus we apply it throughout this work. 
The optimized crystal structure of penta-graphene described by the original 
Tersoff potential is shown in Figure 3.1. Each unit cell contains two sp3- and four sp2-
hydridized carbon atoms, and we label them as C1 and C2 respectively as in Ref. [10]. 
In contrast with the perfectly planar graphene, penta-graphene has a buckling in the 
Chapter 3. Thermal Conductivity of Penta-graphene 
57 
 
out-of-plane direction (buckling distance is described by h). This is a little similar to 
silicene[20], , but whose atomic rings are all hexagonal. Table 3.1 lists the lattice 
constant a (equal to b), bond lengths C1-C1 and C1-C2, bond angles C2-C1-C2 (C1 is at 
the vertex, and the two C2 atoms are both above or below the C1-plane), elastic 
constants C11 and C12, Young’s modulus E and Poisson’s ratio , predicted by empirical 
interatomic potentials, and their values predicted by ab initio calculations are also listed 
for comparison. It is found that the original Tersoff potential not only well reproduces 
the crystal structure of penta-graphene, but also gives a well description of its 
mechanical properties, as well as the unusual negative Poisson’s ratio. 
 
 
Figure 3.1 (a)Top view and (b)side view of a 22 supercell of penta-graphene. The sp3-
hydridized C atoms are labeled as C1, in yellow colour and the sp2-hydridized C atoms 
are labeled as C2, in brown or black, depending on their relative positions to the C1 
atomic plane. The red dashed lines are used to indicate the unit cells and the red solid 
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Table 3.1 Lattice constants, bond lengths, bond angles, elastic constants, Young’s 
modulus and Poisson’s ratio of penta-graphene are given by the original Tersoff 
potential[173,174], the optimized Tersoff potential[175], REBO potential[176] and 





















ab initio 3.64 1.55 1.34 0.6 134.2 265 -18 263.8 -0.068 
original Tersoff 3.64 1.56 1.48 0.7 127.9 212.1 -36.8 205.7 -0.174 
optimized Tersoff 3.94 1.55 1.43 0.08 174.4 306.3 25.3 304.2 0.083 
REBO 3.95 1.58 1.33 0.07 174.6 313.8 39.3 308.9 0.125 
EDIP 3.34 1.50 1.45 0.8 115.0 259.0 65.3 242.5 0.252 
 
Figure 3.2 shows the phonon dispersion and density of states of penta-graphene 
predicted by the original Tersoff potential, as compared to ab initio calculations[10]. 
The lattice dynamics calculation is performed with GULP package[178]. The classical 
potential gives a well reproduction of phonon dispersion within 25 THz. The 
disappearance of the phonon band gap between 35 and 47 THz revealed by ab initio 
calculations might be due to the short-ranged interatomic interaction considered in the 
classical potential. After all, for most mechanical and the thermal transport properties, 
the well reproduced low frequency phonons are sufficient for a fine description. 




Figure 3.2 The phonon dispersion curves of penta-graphene along  (0, 0, 0)- (0.5, 0, 
0)- (0.5, 0.5, 0)- predicted by the original Tersoff potential in this work (blue curves) 
and by ab initio calculations (red curves), and the phonon density of states (green curves) 
predicted by the original Tersoff potential. 
 
3.3 Thermal Conductivity Calculation 
In the following, the thermal conductivity of penta-graphene is calculated with 
the Green-Kubo formula[129]. All simulations are performed with LAMMPS 
package[116]. The simulating time step is set as 0.5 fs. A large supercell of Ns  Ns unit 
cells (UCs) is used as the simulating sample, with periodic boundary condition applied 
to all three directions, and a thick vacuum layer is added to the out-of-plane direction 
to avoid unwanted layer-layer interaction. The sample is first thermalized in NPT 
ensemble at a given temperature T for 2106 steps, when the in-plane strain is released 
by varying sizes along two in-plane directions (with fixed ratio of 1.0 between them). 
Although the size variation is very small, by averaging its values during a long time, 
we find that the effective sizes at finite temperatures are larger than the value at 0 K (Ns 
a). For instance, at 200K, 400K and 600K, the size is increased by 0.07%, 0.18% and 
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0.29%, respectively. This fact implies that penta-graphene may have positive thermal 
expansion, in contrast with the unusual negative thermal expansion of graphene[179]. 
Following the thermal relaxation, the simulation is run in NVE ensemble for another 
2106 steps. Next, the heat current is dumped at every step for 2107 time steps (10ns). 







𝑑𝑡 ,                                    (3.1) 
where κ𝛼𝛽 is component of thermal conductivity tensor, 𝑘𝐵 is the Boltzmann constant, 
𝑇 and 𝑉 are temperature and volume of the system respectively, 𝐽𝛼 is the component of 
heat current at 𝛼  Cartesian direction (X, Y, or Z), and the angle brackets denote 
ensemble average, equivalent to time average in MD simulations. Regarding the 
volume, an effective thickness of penta-graphene is needed, and we define it as the sum 
of the buckling span (2h, see Figure 3.1) and two van der Waals radius of carbon atoms 
(3.4 Å), thus, the thickness of single-layer penta-graphene is 4.8 Å. The integral part is 







   ,                                           (3.2) 
where 𝐫𝑖(𝑡) is the time dependent coordinate of atom 𝑖 and 𝑖(𝑡) is the site energy. For 
our realizations on penta-graphene, the sample is placed parallel with the XY plane and 
the two lattice vectors are along X and Y axes, respectively. Considering the in-plane 
isotropy of penta-graphene, the thermal conductivity could be further evaluated by 
averaging κXX and κYY.  
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Actually, the Green-Kubo formula could be related with the well-known single 
mode relaxation time (SMRT) approximation[132,180]. For instance, if κXX  is 
considered (see Eq. (3.1)), we first express the heat current as 
𝐽X(𝑡) = ∑ 𝐸(𝐤, 𝑝, 𝑡)
𝐤,𝑝
𝑣X(𝐤, 𝑝) ,                                   (3.3) 
where 𝐤  is the wave vector, p is the index of phonon branches, 𝐸(𝐤, 𝑝, 𝑡)  is the 
instantaneous mode energy deviation from its ensemble average and satisfies 
〈𝐸(𝐤, 𝑝, 𝑡)〉 = 0, 𝑣X(𝐤, 𝑝) is the projection of the phonon group velocity at the X 
direction. The HCAF could be written as  
〈𝐽X(𝑡)𝐽X(0)〉 = ∑ 𝑣X(𝐤, 𝑝)𝑣X( 𝐤1, 𝑝1)〈𝐸(𝐤, 𝑝, 𝑡)𝐸( 𝐤1, 𝑝1, 0)〉
 𝐤,𝑝,𝐤1,𝑝1
= ∑𝑣X
2(𝐤, 𝑝)〈𝐸(𝐤, 𝑝, 𝑡)𝐸(𝐤, 𝑝, 0)〉           
 𝐤,𝑝
.   (3.4) 
In the second equality of Eq. (3.4) the cross correlations (𝐤  𝐤1  or 𝑝  𝑝1 ) are 
neglected, which is one feature of the SMRT approximation and may result in 
deviations from an exact value of thermal conductivity[51,180]. Further, we have 
〈𝐸(𝐤, 𝑝, 𝑡)𝐸(𝐤, 𝑝, 0)〉 =
〈𝐸(𝐤, 𝑝, 𝑡)𝐸(𝐤, 𝑝, 0)〉
〈𝐸2(𝐤, 𝑝, 𝑡)〉
〈𝐸2(𝐤, 𝑝, 𝑡)〉,             (3.5) 




(𝐤,𝑝),                                       (3.6) 
〈𝐸2(𝐤, 𝑝, 𝑡)〉 = 𝑘𝐵𝑇
2𝑐(𝐤, 𝑝)𝑉 ,                                          (3.7) 
where (𝐤, 𝑝) is the phonon lifetime (or relaxation time), V is the system volume, and 
𝑐(𝐤, 𝑝) is the mode specific heat (equal to 𝑘𝐵 𝑉⁄  in the classical limit). Eq. (3.6) is the 
definition of phonon lifetime and Eq. (3.7) is an equality in statistical mechanics[142]. 
With the equations above, the HCAF could be expressed as 









 .                   (3.8) 
If Eq. (3.8) is substituted into Eq. (3.1), by integral, we get the standard formula of 
thermal conductivity under SMRT approximation, 
κXX = ∑𝑐(𝐤, 𝑝)𝑣X
2(𝐤, 𝑝)(𝐤, 𝑝)
 𝐤,𝑝
 .                                    (3.9) 
For penta-graphene, one typical calculation is illustrated in Figure 3.3. It is 
found that the HCAF oscillates severely rather than decay monotonically, in 
contradiction with Eq. (3.8). This could be due to the following reasons. First, the 
sample size of data for correlation analysis in MD simulations is not large enough. 
Second, the cross heat current correlation functions as neglected in Eq. (3.4) might 
produce disturbances to Eq. (3.8). Third, the SMRT approximation and the 
exponentially decaying autocorrelation function may not work well for all phonon 
modes. It is worth mentioning that this phenomenon is very common for crystals with 
complicated UCs and might be attributed to optical phonons[24], but this is still an open 
issue. As a result, to specify the converged values, the direct integral is performed, but 
many independent runs and integrals are needed. In our realization, the final value of 
thermal conductivity is averaged from the results of ten independent runs. In Figure 3.3, 
it is shown that the integral could converge within 400 ps. 
 




Figure 3.3 The heat current autocorrelation function (left vertical axis) and the 
calculated thermal conductivity (right vertical axis) with respect to the upper limit time 
of the Green-Kubo integral. The inset shows the short time behaviour of the HCAF, 
and the units of both axes are the same as the main figure. 
 
To approach the intrinsic thermal conductivity, we need to eliminate the size 
effect in EMD simulations although it is usually considered to be small[117]. The size 
effect is due to a competition of the excitation of low frequency acoustic phonons and 
the increased phonon scattering rates accompanying the increased size of simulating 
sample[132]. We gradually increase the size of simulating sample and evaluate the 
thermal conductivity in each (see Figure 3.4). At 300 K, it is found that the thermal 
conductivity first decreases with increased size and then saturates after Ns = 60 (with 
21,600 atoms in total), and this trend is very similar to other works on graphene[41]. 
Finally, our EMD simulations show that the intrinsic thermal conductivity of penta-
graphene is about 167  3 W/mK (Ns = 60) at 300 K.  




Figure 3.4 Thermal conductivity of penta-graphene at 300K predicted by the Green-
Kubo formula with respect to the size of simulating sample (Ns Ns unit cells). 
 
We further investigate the temperature dependence of thermal conductivity over 
a large range of temperatures (see Figure 3.5). It is found in simulations that even when 
T = 1,000 K, the crystal structure of penta-graphene is well maintained and this is 
consistent with the finding of ab intio molecular dynamics (AIMD)[10], implying a 
strong thermal stability of penta-graphene. The fitted relation   (𝑇)𝑇−1.04 well agrees 
the Eucken-Debye law (~𝑇−1), predicted by the phonon-gas model[51]. Namely, the 
phonon frequencies and shapes predicted by the harmonic lattice dynamics should be 
well preserved at finite temperatures, the specific heat is nearly constant in the classical 
limit (in MD simulations), and the phonon scattering is dominated by the three-phonon 
process whose rate is proportional to temperature. As a result, the thermal conductivity 
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is inversely proportional to temperature. Otherwise, corrections such as the anharmonic 
phonon theory[151] are very necessary. 
 
Figure 3.5 Thermal conductivity of penta-graphene as a function of temperature. The 
values are from simulations performed on the simulating sample of 60  60 unit cells. 
The red curve denotes the best-fitting.  
 
In addition, it is worth to mention some open issues: first, the predicted value 
of thermal conductivity of 2D materials could be much larger or even divergent with 
system length if the nonequilibrium molecular dynamics (NEMD) simulation is 
applied[23]. Second, the stress-based formula for heat current in LAMMPS is not 
appropriate and leads to an underestimation of value in EMD simulations on low-
dimensional materials[181]. These issues deserve further studies in deep, but beyond 
the scope of our present work. 
We have evaluated the room temperature thermal conductivity of penta-
graphene as 167 W/mK, much smaller than that of graphene. Besides, it is smaller than 
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h-BN (400 W/mK)[182], but larger than all those with buckling, such as phosphorene 
(152.7W/mK)[183], silicene (about 30W/mK when the size is 30m)[20], and MoS2 
(23.2W/mK)[184]. The moderate thermal conductivity will not bring challenge for 
thermal management in penta-graphene’s applications in nanoelectronics and 
nanophotonics. 
 
3.4 Phonon Information 
The Green-Kubo formula could predict values of thermal conductivity without 
assumptions but it does not provide any modal information, such as the widely 
concerned phonon lifetime (or relaxation time) and phonon mean free path (MFP). In 
this section, we evaluate these quantities with the normal mode decomposition method. 
First, the atomic velocities are dumped from NVE ensemble and projected onto 
the normal mode velocities as 






∗(𝐤, 𝑝) ∙ ?̇?(𝑙, 𝑗, 𝑡) ,                      (3.10) 
where 𝐤 is an allowed wave vector in the simulating sample and 𝑝 is the index for the 
phonon branch, 𝑚 is the atomic mass, 𝑁 is the total number of unit cells, 𝐫𝐨(𝑙𝑗) is the 
equilibrium position of the j-th atom in the l-th unit cell, 𝛆𝑗
∗ is the conjugation of the 
eigenvector for the j-th atom in a specific phonon mode and ?̇? is the atomic velocities 
in real space. Second, the power spectrum of ?̇?(𝐤, 𝑝, 𝑡) is evaluated as 





 ,                              (3.11) 
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which could also be evaluated as the Fourier transformation of the autocorrelation 
function of the normal mode velocity. Finally, a Lorentz fit is performed on Φ(𝐤, 𝑝, 𝑓) 
in the neighborhood of the harmonic eigen frequency 𝑓0(𝐤, 𝑝) as 
Φ(𝐤, 𝑝, 𝑓) =
𝐶(𝐤, 𝑝 )
4𝜋2(𝑓 − 𝑓𝑎(𝐤, 𝑝 ))
2
+ 2(𝐤, 𝑝 )
 ,                     (3.12) 
where 𝐶, 𝑓𝑎 and  are fitting parameters. 𝑓𝑎 is the anharmonic phonon frequency (with 
a slight deviation from 𝑓0) and 1 2(𝐤, 𝑝)⁄   is the phonon lifetime (𝐤, 𝑝). 
In this work, a penta-graphene sample of 4040 UCs is used for analysis at 
300K. Considering the symmetry of the first Brillouin zone (BZ), we just need to 
consider one quarter of all wave vectors in it, which satisfy 0 < 𝑘X ≤  𝑎⁄  and 0 ≤
𝑘Y <  𝑎⁄ , with the total number of 400. This greatly reduces the computational load 
compared with a full consideration or the -point analysis. The atomic velocities are 
dumped every 0.01 ps for 1,000 ps, which allows a frequency resolution of 0.001 THz 
and the cutoff frequency of 50 THz. Each phonon lifetime is averaged from six 
independent runs. 
The frequency-dependent phonon lifetimes are shown in Figure 3.6. The 
phonon lifetimes span over about three magnitudes and the lower frequency phonons 
generally have larger values. Generally, in penta-graphene, the low frequency (1~5THz) 
acoustic phonons have lifetimes around 20 ps, and the high frequency (5~15THz) 
acoustic phonons have lifetimes between 1 and 10 ps, these values are very similar to 
that in graphene[185]. 
 
 




Figure 3.6 Frequency-dependent phonon lifetimes in penta-graphene at 300K. 
 
With the phonon lifetimes, the phonon MFP and the thermal conductivity could 









            = 4
𝑘𝐵
𝑉




 ,                                (3.13) 
where we have used the classical mode specific heat, and (𝐤, 𝑝) = |𝑣X(𝐤, 𝑝)|(𝐤, 𝑝) 
is the phonon MFP. It is worth mentioning that here the MFP is actually a projection 
on the thermal transport direction. The projected phonon group velocities 𝑣X(𝐤, 𝑝) are 
calculated with a backward difference on phonon frequencies.  The longitudinal and 
transverse acoustic velocities (along -) are found to be 15.4 and 13.2 Km/s, 
respectively, smaller than that in graphene, which  are 21.8 and 14.9 Km/s, 
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respectively[175]. As a result, Eq. (3.13) gives a value of 256 W/mK, close to that from 
the Green-Kubo formula performed on a sample of 4040 UCs (21819 W/mK, see 
Figure 3.4). In contrast, the SMRT approximation severely underestimates the thermal 
conductivity of graphene[36] , due to the neglect of collective phonon excitations. 
Therefore, the well match between results from Green-Kubo formula and SMRT 
approximation implies that the collective phonon excitation (the cross correlations in 
Eq. (3.4)) is rare in penta-graphene. 
It has been reported that the thermal conductivity of graphene is dominated 
(over 75%) by contributions from the flexural phonon modes[32]. While with the 
results from SMRT approximation, we find that the flexural acoustic (ZA) phonon 
modes only contribute about 29% of the thermal conductivity of penta-graphene. 
Therefore, we may infer that thermal transport in penta-graphene is not very sensitive 
to the substrate effect as graphene is[186], since it is the flexural phonon modes that are 
severely influenced by the substrate[60,128]. We also evaluate the relevant 
contributions from phonons of different frequencies or MFPs. In Figure 3.7(a), it could 
be found that phonons with frequencies within 15THz contribute about 90% of the total 
thermal conductivity. These phonons are actually from acoustic branches (see Figure 
3.2). Therefore, we can conclude that the acoustic phonons dominate the thermal 
transport in despite of a large amount of optical phonons in penta-graphene. Moreover, 
it can also be found that phonons with MFPs larger than 100 nm contribute over 50% 
to the thermal conductivity of penta-graphene (see Figure 3.7(b)). The large MFPs in 
penta-graphene will result in strong size effect on thermal transport, similar to that 
observed in graphene. 




Figure 3.7 The normalized accumulated thermal conducivity, with respect to (a) the 
phonon frequency and (b) the phonon mean free path, respectively. 
 
3.5 Summary 
In this work, the thermal transport property of penta-graphene has been 
intensively investigated with MD simulations and lattice dynamics calculations. The 
original Tersoff empirical potential is found to well describe this special carbon 
allotrope, and it may be extended to simulate other related structures such as few-layer 
penta-graphene, supported penta-graphene, penta-graphene nanoribbon, T12-carbon 
and peta-tube, to other issues on penta-graphene such as local defects, strain effects, 
thermal expansion coefficient, NEMD simulations and so on. The room-temperature 
thermal conductivity of penta-graphene is about 167 W/mK, much lower than that of 
graphene. With normal mode decomposition method, we find that acoustic phonons 
contribute about 90% to the thermal conductivity, and phonons with mean free paths 
larger than 100 nm make a contribution over 50%. Combining all comparisons, we 
conclude that the lower thermal conductivity in penta-graphene compared with 
graphene at least results from two facts: the lower phonon group velocities, and fewer 
collective phonon excitations. Our study highlights the importance of structure-
property relationship, provides better understanding of thermal transport property and 
valuable insight into thermal management of penta-graphene.  
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Chapter 4                                                
Thermal Conductivity of Phosphorene 
 
In this chapter, a Stillinger-Weber interatomic potential is parameterized for 
phosphorene. It well reproduces the crystal structure, cohesive energy, and phonon 
dispersion predicted by first-principles calculations. The thermal conductivity of 
phosphorene is explored by equilibrium molecular dynamics simulations adopting the 
optimal set of potential parameters. At room temperature, the intrinsic thermal 
conductivities along zigzag and armchair directions are about 152.7 and 33.0 W/mK, 
respectively, with a large anisotropy ratio of five. The remarkably directional 
dependence of thermal conductivity in phosphorene, consistent with previous reports, 
is mainly due to the strong anisotropy of phonon group velocities, and weak anisotropy 
of phonon lifetimes as revealed by lattice dynamics calculations. Moreover, the 
effective phonon mean free paths at zigzag and armchair directions are about 141.4 and 
43.4 nm, respectively. 
 




With the continuous downscaling of electronic devices, short channel effects 
have severely affected their performance. Fortunately, the two-dimensional (2D) 
semiconductors, such as MoS2[187], are immune to these effects, which make 2D 
semiconducting nanosheets receive a significant amount of attention. Most recently, 
another novel 2D semiconductor, monolayer phosphorene, which exhibits fascinating 
physical properties, including a sizable direct band gap, high carrier mobilities, and a 
large on-off current ratio[5,12], has been exfoliated. These superior electronic 
properties render phosphorene a promising candidate in many nanoelectronic and 
optoelectronic applications. 
In addition to the electronic and optical properties, thermal properties of 
nanomaterials have also attracted considerable attention due to their unique features 
different from their counterpart in macroscale[188]. On one hand, thermal management 
in nanoscale devices with a high power density is a critical issue, where a high thermal 
conductivity material is needed to dissipate the Joule heat as quickly as possible. On 
the other hand, phosphorene has been predicted to be a potential thermoelectric 
material[71,73] where a low thermal conductivity is desired to achieve a high efficiency. 
With either motivation, it is necessary to perform a thorough study on the thermal 
transport properties of phosphorene. 
Since phosphorene is a semiconductor, the dominant thermal carriers in it are 
phonons. So far, theoretical assessment of phonon transport in phosphorene has been 
done with nonequilibrium Green’s function (NEGF) method[189] or by solving the 
Boltzmann transport equation (BTE)[49,55], while little is related to molecular 
dynamics (MD) simulations. MD simulation is another powerful tool to handle many-
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body problems at the atomic level. It approaches the thermal transport problems without 
the thermodynamic limit assumption, and naturally includes full anharmonicity in 
atomistic interactions. Besides predicting the thermal conductivity, the MD simulation 
is also very efficient in studying problems, such as interfacial thermal resistance[128], 
thermal rectification[190], mechanical properties[191], and fractural process[192] of 
nanomaterials. The applications of MD simulations have covered a wide range of 
research systems, such as liquids, clusters, and biomolecules[193]. In MD simulations, 
the force on each atom according to the force field is calculated to numerically solve 
the Newton’s equations of motion. Although a fully quantum-mechanical treatment of 
the system’s Hamiltonian is highly desirable, it can only be applied to the system with 
a small size due to the large computational load. Therefore, tremendous efforts have 
been devoted to developing empirical potential fields that can be applied to a large 
system with the sacrifice of exactness. However, so far there is no existing empirical 
interatomic potential for monolayer phosphorene yet. Therefore, it is the demand to 
study thermal transport in phosphorene, the power of MD simulations, and the lack of 
empirical interatomic potential for phosphorene that inspire our work. 
In this work, we use quantities obtained from first principles calculations to 
parameterize an empirical potential for phosphorene, which is a usual strategy and has 
been applied to investigate thermal transport in various materials. Specifically, the well-
established Stillinger-Weber (SW) potential[109] is used as the prototype for fitting, 
due to its simple form and wide applications[5,112,137]. The parameterized potential 
well reproduces the crystal structure, cohesive energy, and phonon dispersion of 
phosphorene predicted by first-principles calculations. Subsequently, MD simulations 
are performed with this potential to study the thermal transport in phosphorene. Good 
agreement between results in this work and previously reported results is reached. 
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4.2 Parameterization of Potential 
Phosphorene consists of a sheet of phosphorus atoms puckered along the so-
called armchair direction with four atoms in each unit cell (UC) (see Figure 4.1). 
Noticing that the phosphorus atoms occupy two planes parallel with XY plane, we label 
them with P1 and P2 accordingly. There are two non-equivalent types of P-P bonds, 
one is parallel, and the other is unparallel with XY plane. Similarly, there are two types 
of bond angles. We distinguish the two types of bonds and bond angles with subscripts 
“in” and “out” (see Figure 4.1(b)). The SW potential is expected to properly describe 
interactions at these bonds and bond angles. It is worth mentioning that P1 and P2 are 
just used for specifying the interatomic interactions as will be shown. According to 
first-principles calculations[55], the lattice constants at X and Y directions are 3.301Å 
and 4.601Å, respectively. The other geometrical quantities are as follows: lin = 2.221Å, 
lout = 2.259Å, in = 96.001, and out = 103.961. 
The SW potential was initially proposed to describe interactions in solid and 
liquid forms of Si[109]. The potential function comprises a two-body term which 
describes the bond length and a three-body term which describes the bond angle, and it 





+ ∑ ∑∑𝑉3(𝑟𝑖𝑗, 𝑟𝑖𝑘, 𝑖𝑗𝑘)
𝑗<𝑘𝑖≠𝑗𝑖
 ,                      (4.1) 
where 𝑟𝑖𝑗 denotes the bond length between atom i and atom j, and 𝑖𝑗𝑘 denotes the bond 
angle formed by 𝑟𝑖𝑗 and 𝑟𝑖𝑘, with atom i at the vertex. Since GULP[178] is used as the  




Figure 4.1 Schematic of phosphorene. (a) Top view of a 33 supercell, the red dashed 
line indicate the unit cells, the zigzag and armchair directions are arranged along X and 
Y axes, respectively. (b) Enlarged drawing of one unit cell (including full boundary 
atoms), the top three (dark-coloured) and bottom three (light-coloured) phosphorus 
atoms are labelled as P1 and P2, respectively. 
 





 ,                              (4.2) 







 ,   (4.3) 
where 𝑟𝑚𝑖𝑗 is the cutoff distance for the interaction between atom i and atom j, 0𝑖𝑗𝑘 is 
the desired value for 𝑖𝑗𝑘. 
If a vector composed by the candidate parameters in SW potential as 𝐱 =
[𝐴𝑖𝑗, 𝐵𝑖𝑗, 𝐾𝑖𝑗𝑘, 2𝑖𝑗 , … ]  is assumed, the fitting strategy in GULP is to find  𝐱0  that 
minimizes the objective function 






,                                     (4.4) 
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with the Broyden-Fletcher-Goldfarb-Shanno(BFGS) algorithm[194]. 𝑓𝑖
𝑜𝑏𝑠  is the ith 
observable quantity, such as lattice constant, cohesive energy, elastic constant and so 
on, provided by experiments or first-principles calculations. 𝑓𝑖
𝑐𝑎𝑙𝑐(𝐱)  is the 
corresponding value calculated using the SW potential with parameter set 𝐱. 𝑤𝑖 is the 
weighting factor, determined by the importance of the observable quantity 𝑓𝑖
𝑜𝑏𝑠 . A 
lower dimension 𝑁𝑜𝑏𝑠 of 𝐱 is preferred for a simpler optimization, but lower dimension 
also means fewer degrees of freedom to fit the observable quantities. 
In the realization on phosphorene, we first clarify the undetermined SW 
parameters. As is mentioned, in phosphorene there are two types of bonds, P1-P1 and 
P1-P2, while the P2-P2 bond is equivalent with the P1-P1 bond. Considering the two-
body interaction term (see Eq. (4.2)), there are undetermined parameters 
𝐴11, 𝐴12, 𝐵11, 𝐵12,211 and 212. There are two types of bond angles, P1-P1-P1 (the 
first atom at the vertex) and P1-P1-P2 (equivalent with the P2-P2-P1 as marked in 
Figure 4.1(b)). Considering the three-body interaction term (see Eq. (4.3)), 0111 and 
0112 are set with the equilibrium values as 96 and 104, respectively. 311 = 312 is 
assumed for simplification. Thus there are three more undetermined parameters 
𝐾111, 𝐾112  and 311 . The cutoff distances have not been treated as undetermined 
parameters in fitting, and we manually adjust them. 𝑟𝑚11 = 𝑟𝑚12 is assumed according 
to the similar length of the two types of bond, and we finally set 𝑟𝑚11 = 2.8 Å , which 
is close to the average of the first and second nearest neighbour distances in 
phosphorene. 
Next, a proper set of observable quantities is needed as the targets in fitting. 
What we use are lattice constants and fractional coordinates (they describe the crystal 
structure, which is also characterized by bond lengths and bond angles), cohesive 
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energy E and phonon frequencies. The phonon frequencies contain much information 
related to the thermal and mechanical properties. It is worth mentioning that the 
geometrical quantities should be given large weighting factors since they are generally 
of primary consideration. Moreover, a severe variation of lattice constants greatly varies 
the dimension of the first Brillouin zone (BZ), as a result, the site of a particular phonon 
mode in the reciprocal space shifts undesirably, making the fitting of phonon 
frequencies problematic. In this work, the values of observable quantities are all taken 
from first-principles calculations[55]. Besides the lattice constants mentioned above, 
the cohesive energy -3.48eV/atom, and phonon frequencies from 11 k-points (132 
modes in total) in the first BZ along Y--X ( included, see Figure 4.2) are used as 
observables. 
 
Figure 4.2 Phonon dispersion of phosphorene along Y--X in the first BZ. The blue 
and red curves are obtained by the fist-principles calculations and the parameterized 
SW potential, respectively. 
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The SW parameters for Si[109] are used as the initial guess. The fitting is 
performed for several rounds, in each following round the initial parameter set is the 
result of last fitting with a slight modification. Thus far, the most satisfactory parameter 
set discovered by us is the following: 𝐴11 = 4.3807eV , 𝐴12 = 4.0936eV , 𝐵11 =
5.9563Å4 , 𝐵12 = 6.0042Å
4 , 
211
= 0.2103Å , 
212
= 0.1559Å , 𝐾111 = 9.2660eV , 
𝐾112 = 11.4510eV and 311 = 0.4565Å. We can also translate them into the more 
general form as in the original SW potential[109], and the full result is listed in Table 
4.1 in the style of potential files in LAMMPS[116]. 
Table 4.1 SW potential parameters for phosphorene. 
 
 
 (eV)  (Å) a   𝐜𝐨𝐬 𝟎 A B p q tol 
P1P1P1 1.0 0.2103 13.3143 9.2660 2.1707 -0.1045 4.3807 3045.2 4.0 0 0 
P2P2P2 1.0 0.2103 13.3143 9.2660 2.1707 -0.1045 4.3807 3045.2 4.0 0 0 
P1P2P2 1.0 0.1559 17.9602 0 2.9282 0 4.0936 10164.1 4.0 0 0 
P2P1P1 1.0 0.1559 17.9602 0 2.9282 0 4.0936 10164.1 4.0 0 0 
P1P1P2 1.0 0 0 11.4510 0 -0.2419 0 0 0 0 0 
P1P2P1 1.0 0 0 11.4510 0 -0.2419 0 0 0 0 0 
P2P1P2 1.0 0 0 11.4510 0 -0.2419 0 0 0 0 0 
P2P2P2 1.0 0 0 11.4510 0 -0.2419 0 0 0 0 0 
 
The lattice constants at X and Y directions of the relaxed SW phosphorene are 
3.284Å and 4.590Å, very close to the first principles results 3.301Å and 4.601Å, 
respectively. More comparisons are listed in Table 4.2, The present SW potential gives 
a fairly well reproduction of geometrical parameters and cohesive energy, while the 
acoustic velocities are generally underestimated by about 20%, which could actually be 
detected from the phonon dispersion comparison shown in Figure 4.2. In total, the SW 
potential parameter set developed in the present work gives a well reproduction of the 
acoustic phonon branches and most of the optical phonon branches, despite of deviation 
due to the oversimplification in this classical potential, but which is not a serious 
problem here if the dominant role of acoustic phonons in thermal transport is considered. 
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Interestingly, in the armchair direction the transverse acoustic velocity is higher than 
the longitudinal one, which might be related to the specially puckered structure of 
phosphorene. 
Table 4.2 Geometrical parameters, cohesive energy, and acoustic velocities predicted 
by first-principles calculations as compared to those predicted by SW potential. Values 





























1st  principles 2.221 2.259 96.001 103.961 -3.48 8.57 (7.8*) 4.51 4.30 4.45 (3.8*) 
SW potential 2.210 2.258 95.999 104.000 -3.48 6.43 3.50 3.46 3.50 
 
4.3 Thermal Conductivity Calculation 
Before applying the parameterized SW potential to calculate the thermal 
conductivity of phosphorene, it is necessary to test the reliability of it at nonzero 
temperatures, since the fitting is performed with reference at the ground state (T = 0K). 
The testing is done by thermalizing the SW phosphorene at a particular temperature and 
examining the structural stability. MD simulations are performed with LAMMPS[116]. 
We choose a phosphorene supercell of 1010 unit cells (UCs) as the testing sample, 
and the crystal direction is the same as in Figure 4.1(a), namely, the zigzag and armchair 
directions are along X and Y axes, respectively. Periodic boundary condition is applied 
to all directions, and thick enough vacuum layer (20Å) is adopted in the simulating box 
at the Z direction to avoid unwanted layer-layer interaction. The time step is set as 1.0 
fs in all the following MD runs.  
We thermalize the sample in NPT ensemble at 1000K for 106 time steps, where 
the strain (slight) in X and Y directions is released by varying the box size, and then 
run the simulation in NVE ensemble for another 106 steps. Nevertheless, amorphization 
arises if the atomic neighbour list within the cutoff distance is frequently updated. The 
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puckered phosphorene is flexible, especially along the armchair direction. Thus, the 
non-bonded atoms (beyond the first nearest neighbours) have many chances to be closer 
(within the potential’s cutoff distance) in simulations, and amorphization arises if these 
atoms are treated as interaction pairs, since the SW potential tends to pull them into a 
wrong configuration. In fact, the similar amorphization incurred by unwanted 
neighbours also arises in Si described by the original SW potential, as what happened 
on the (001) surface of Si nanowire in MD simulations[195]. To avoid this problem, 
fixed atomic neighbour list is used (or only nearest neighbour interactions are 
considered). With this measure, the puckered structure of phosphorene is well 
maintained and no lattice distortion is found. It should be emphasized that the 
constrained neighbour list prevents the possibility in searching for other phosphorus 
allotropes, which should be one of the applications for MD simulation with empirical 
potentials. However, as a preliminary work, and our major concern is the thermal 
property of phosphorene, this treatment is an acceptable matter of expediency. 
To characterize the structural stability, the radial distribution function is 
evaluated (as shown in Figure 4.3(a)). The calculation of radial distribution function 
adopted here just considers atoms within the neighbour lists, but could effectively 
characterize the variation of bond lengths. The peak is well located and consistent with 
the equilibrium geometry of phosphorene. In addition, the time dependent kinetic 
energy and potential energy in the system are recorded in NVE ensemble (see Figure 
4.3(b)). The equipartition theorem is approximately obeyed and the total energy is 
conserved. Next, the thermal conductivity of phosphorene is calculated with Green-
Kubo formula[129]. 




Figure 4.3 SW phosphorene at 1000K. (a) Radial distribution function, P1-P1 means 
the statistics of P1 atoms around P1 atoms, and P1-P2 means statistics of P2 atoms 
around P1 atoms. (b) The time dependent kinetic energy Ek, potential energy Ep, and 
half of total energy Etot of the sample, Ep and Etot have been subtracted with their ground 
state values (when T = 0K). 
 







𝑑𝑡 ,                                (4.5) 
where κ𝛼𝛽  is the component of thermal conductivity tensor, 𝑘𝐵  is the Boltzmann 
constant, 𝑇 and 𝑉 are temperature and volume of the system, respectively.  𝐽𝛼  is the 
component of heat current at 𝛼 Cartesian direction (X, Y, and Z), and the angle brackets 
denote ensemble average, equivalent to time average in the MD simulations. The 








   ,                                               (4.6) 
where 𝐫𝑖(𝑡) is the time dependent coordinate of atom 𝑖 and 𝑖(𝑡) is the site energy. It is 
calculated using LAMMPS. In its application on phosphorene, κXX and κYY correspond 
to κzig and κarm (subscript zig denotes zigzag and arm denotes armchair) respectively. 
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With a phosphorene sample of 𝑁×𝑁 UCs, periodic boundary condition is applied in all 
directions as in the potential testing procedure. MD simulation is first run in NVT 
ensemble for 106 steps, then switched to NVE ensemble, after another 106 steps, the 
heat current at each time step is dumped in the next 6×106 steps. The HCAF at time 




∑ 𝐽𝛼(𝑚𝑡 + 𝑖𝑡)𝐽𝛽(𝑖𝑡)
𝑁−𝑚
𝑖=1
  ,           (4.7) 
where 𝑡 is the time step and 𝑁 is total length of HCAF. With HCAF, Eq. (3.5) is used 
to calculate the thermal conductivity, where the integration is done by the trapezoidal 
rule, without any fitting. One typical calculation is shown in Figure 4.4. Nevertheless, 
it is not easy to specify the converged value in Green-Kubo method, since the integrated 
curve is fluctuating with thermal noise. To deal with this issue, for each data point, ten 
independent runs are performed and averaged, each with the same upper integration 
limit of 200ps. 




Figure 4.4 Evaluating thermal conductivity of phosphorene at 300K with Green-Kubo 
method, the simulating sample is of 6060 UCs. The green dashed line indicates the 
integration time limit. (a) The HCAF. (b) The dependence of integration result on the 
upper limit. 
 
The Green-Kubo method is a formally exact approach[132] based on the 
fluctuation-dissipation theorem. In principle, equilibrium MD calculation has the 
advantage that the sample size has no limit on phonons with comparable or larger mean 
free paths, thus there is no finite-size effect[117]. Nevertheless, usually, there is still 
size effect from two competing factors[132]. As the simulation sample gets larger, low 
frequency phonons near  point, which generally make significant contributions to 
thermal conductivity, are excited. On the other side, the possibility of phonon-phonon 
scattering, which tends to decreases the thermal conductivity, is enhanced. To eliminate 
this size effect, the simulating sample size is gradually increased from 1010 to 7070 
UCs (the atoms are increased from 400 to 19600) and MD simulations are performed 
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on each. The Green-Kubo method is formally exact only in the thermodynamic limit. 
Thus in equilibrium molecular dynamics simulations, periodic boundary conditions are 
adopted with a sufficiently large supercell size. As shown in Figure 4.5, it is clear that 
while κarm shows little size dependence, κzig gradually increases with the increase of 
super cell size and saturates to a constant value after N = 40. Thus the saturated value 
is treated as the thermal conductivity of ideal 2D phosphorene with N goes to infinity 
(thermodynamic limit). Interestingly, the in-plane thermal conductivity of phosphorene 
reveals strong anisotropy, the value at zigzag direction is four times larger than that at 
armchair direction, and this finding is consistent with other works[49,55,189]. 
 
 
Figure 4.5 Thermal conductivity of phosphorene at 300K calculated with samples of 
different sizes (N  N UCs).   
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The thermal conductivity of phosphorene over a wide range of temperatures is 
shown in Figure 4.6. The thermal conductivities at both directions (zigzag and armchair) 
gradually decrease with the increase of temperature. They roughly obey the 𝑇−1 law[55] 
but there is an obvious deviation when the temperature is high. Actually, the 𝑇−1 law 
could be deduced from the BTE approach under the following condition and 
assumption: when the temperature is high enough and when there is only cubic 
anharmonicity, the specific heat is almost temperature independent and the phonon 
scattering rates scale linearly with temperatures[196]. Nevertheless, with a full 
consideration of anharmonicity in MD simulations, the deviation from this law at high 
temperature is not surprising. In addition to the temperature dependence, the strong 
anisotropy (κzig/κarm ≈ 5.0) exists at all temperatures considered. Our calculation 
shows that the room temperature (T=300K) thermal conductivities of phosphorene at 
zigzag and armchair directions are  152.7 ± 7.3 and 33.0 ± 2.3W/mK, respectively. 
Recently, using DFT calculation with a full solution of the BTE, Jain and McGaughey 
reported the strongly anisotropic in-plane thermal conductivity in monolayer 
phosphorene. Their values are 110 and 36 W/mK for zigzag and armchair directions, 
respectively[49]. Thus our MD results are in considerably good agreement with the 
previous work. The residual differences between our MD predicted thermal 
conductivities and their values could be due to one or more of the following reasons. 
First, in principle, each phonon mode is equally excited in classical MD simulations, 
which is different from the quantum statistical distribution in BTE method. Second, the 
SW potential could not exactly reproduce the phonon dispersion predicted by first-
principles calculations, which directly influences the phonon group velocities and the 
phonon-phonon scattering rates. Third, in BTE calculations, the translational invariance 
and truncation at third-order force constants also significantly affect the calculated 
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value of thermal conductivity[49,55]. On the whole, the MD simulations provide fairly 
good agreement with first-principles based BTE results, and the most important 
characteristic in phosphorene, the strong anisotropic thermal conductivity, is well 
revealed by MD calculations with the parameterized empirical potential. 
 
Figure 4.6 Temperature dependent thermal conductivity of phosphorene. Values of κzig 
and κarm are scaled on the left and right vertical axes, respectively, and they have a 
ratio of five. The green dashed line denotes an extrapolation according to the T−1 law.   
 
4.4 Phonon Information 
We have calculated the thermal conductivity of phosphorene. Nevertheless, the 
Green-Kubo method does not provide any mode-wise information, such as phonon 
group velocities, lifetimes and mean free paths (MFPs), which are commonly of interest. 
In this section, we use lattice dynamics calculations and MD simulations to evaluate 
these quantities in phosphorene, which are actually based on the relaxation time 
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approximation (RTA). These quantities could explain the strong anisotropy of thermal 
conductivity in phosphorene. 
With the RTA, the thermal conductivity may be calculated as  
















) is the specific heat contributed by a phonon mode with wave vector 𝐤 at 
dispersion branch , equal to 𝑘𝐵 𝑉⁄  in the classical limit in MD simulations, 𝑣𝛼 is the 
component of group velocity at 𝛼  Cartesian direction, and 𝜏  is phonon lifetime (or 
relaxation time). For phosphorene, only those modes at -X and -Y (see Figure 4.2) 
in the first BZ are considered, since they are the most representative ones for zigzag 
and armchair directions, respectively. The dimension of sample used for phonon 
lifetime analysis is 4040, thus, the allowed wave vectors are (𝑚𝜋 20𝑎⁄ , 0,0) and 
(0, 𝑛𝜋 20𝑏⁄ , 0), where 𝑚 and 𝑛 are integers from 1 to 20 (half first BZ), 𝑎 and 𝑏 are 
lattice constants at zigzag and armchair directions, respectively. The phonon group 
velocities are calculated with a backward difference technique on the phonon dispersion 
calculated with GULP. The phonon lifetime is evaluated with frequency-domain 
normal mode decomposition[133] as following. 













) ∙ ?̇? (
𝑙
𝑗
 ; 𝑡)  ,                     (4.9) 
where ?̇? is normal mode velocity, 𝐫𝐨(𝑙𝑗) and ?̇? (
𝑙
𝑗
 ; 𝑡) are the equilibrium position and 
time dependent velocity of the 𝑗th atom in the 𝑙th UC, 𝛆𝑗
∗ is the complex conjugate of 
the eigenvector associated with the 𝑗th atom at a given mode, 𝑚𝑗 is atomic mass and 𝑁 
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is the total number of UCs. Then the power spectrum of ?̇? (
𝐤






 , 𝑓) = ∫ 〈?̇?∗ (
𝐤
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𝑒𝑖2𝜋𝑓𝑡𝑑𝑡  .                 (4.10) 
A Lorentz fitting of Φ(
𝐤























    ,                      (4.11) 
where C, 𝑓𝑎  and  are unknown parameters. 𝑓𝑎  is the anharmonic eigen frequency at 




equal to 1 2 (
𝐤

 )⁄ , inverse to the width of the Lorentz peak. The atomic velocities are 
recorded every 20 time steps (0.02ps) in the NVE ensemble at 300K, and six 
independent runs are performed to minimize the uncertainty. One typical calculation is 
illustrated in Figure 4.7. 
 




Figure 4.7 Power spectrum (blue dots) of a transverse acoustic phonon mode, whose 
wave vector and harmonic eigen frequency are (π 2a⁄ , 0,0)  and 2.998THz, 
respectively, and the Lorentz fitting (red curves), which shows that the eigen frequency 
is shifted to 2.955THz at 300K. The phonon lifetime is evaluated to be 31.7ps. 
 
The frequency dependent phonon group velocities and lifetimes are shown in 
Figure 4.8. Generally, the phonon group velocities at zigzag direction (-X) are higher 
than those of phonons at armchair (-Y) direction with similar frequencies, this is 
especially obvious for acoustic phonons, which make dominant contributions to the 
thermal transport as already proved[49,55,189]. In contrast, phonon lifetimes at the two 
directions are very close to each other except that the lifetimes at zigzag direction are a 
little longer than those in the armchair direction within 2~5THz and the optical phonon 
part. Therefore, according to Eq. (4.8), we speculate that the remarkably directional 
dependence of thermal conductivity is mainly due to the anisotropy of phonon group 
velocities. A rough estimation with the acoustic velocity ratio (about two) and Eq. (4.8) 
Chapter 4. Thermal Conductivity of Phosphorene 
90 
 
reveals a thermal conductivity ratio of four at the two directions, which is close to the 
ratio of five predicted by Green-Kubo method.   
 
Figure 4.8 Phonon group velocities and lifetimes at zigzag and armchair directions. (a) 
Phonon group velocities. (b) Phonon lifetimes. 
 
We could evaluate the mode dependent phonon MFP as |𝐯 (
𝐤





an effective MFP is usually of more interest since it is useful when designing the 
functional nanostructures. For instance, it could be used to judge at which length scale 
the wave effect of phonons is important, so that the phononic crystal[91] with a proper 




 ,                                                                (4.12) 
where κ is the intrinsic thermal conductivity of material at diffusive transport region,  
is the thermal conductance at the ballistic transport limit, and  is the so called effective 
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MFP. Using first-principles calculations and NEGF method, thermal conductance and 
MFP of MoS2 sheet[184]. To evaluate  of phosphorene, we make use of the intrinsic 
thermal conductivity κ from Green-Kubo method in this work and the ballistic thermal 
conductance   in our previous work[189]. At 300K,𝜅𝑧𝑖𝑔 = 152.7 W/mK, 𝜅𝑎𝑟𝑚 =
33.0 W/m ,  𝑧𝑖𝑔 = 1.08×10
9W/m2K  and 𝑎𝑟𝑚 = 0.76×10
9W/m2K . Thus, the 
effective MFPs are about 141.4 and 43.4nm at zigzag and armchair directions, 
respectively. The MFPs of phosphorene are one order of magnitude lower than that of 
graphene[197], while one order higher than that of MoS2[198]. 
 
4.5 Summary 
Although satisfying descriptions of the crystal structure, cohesive energy, 
phonon dispersion and thermal conductivity of monolayer black phosphorene are 
reproduced, it must be mentioned that this is a preliminary work on phosphorene from 
such an approach, despite of some deficiencies. The most significant limitation is 
related to the reliability of the set of potential parameters fitted in the present work. 
First, this interatomic potential is specified for black phosphorene. The enumeration of 
phosphorous atoms, bond lengths and bond angles (see Table 4.1) may limit its 
application to other phosphorus allotropes such as the blue phosphorus[11]. A more 
widely transferable empirical interatomic potential might call for a more complex form, 
such as the Tersoff[173], Brenner[199] and EDIP[200] types. Besides, a long range 
force between non-bonded atoms might also need to be considered. Furthermore, the 
fixed atomic neighbour list adopted in our calculation influences other possible 
applications, such as modelling melting, deformation and fracture. The amorphization 
phenomenon predicted by this potential when all neighbour pairs are treated shows that 
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the underlying description may be incomplete. All of these show that further 
investigations are deserved with this potential as a starting point.  
In summary, we have parameterized a set of Stilling-Weber empirical potential 
parameters for monolayer black phosphorene, and evaluated the thermal conductivity 
by using equilibrium molecular dynamics simulations. Unlike the isotropic in-plane 
thermal conductivity in graphene and MoS2, thermal transport in monolayer black 
phosphorene exists a strongly directional dependence, with the values of room 
temperature thermal conductivity along zigzag and armchair directions are 152.7 and 
33.0 W/mK, respectively. The MD predicted values are close with results from first-
principles and BTE calculations. 
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Chapter 5                                                
Reduced Thermal Conductivity in Phosphorene 
Phononic Crystal 
 
In this chapter, we propose to reduce the thermal conductivity of phosphorene 
by adopting the phononic crystal structure, phosphorene nanomesh. With equilibrium 
molecular dynamics simulations, we find that the thermal conductivity is remarkably 
reduced in the phononic crystal. Our analysis shows that the reduction is due to the 
depressed phonon group velocities induced by the formation of phononic bands, and 
the reduced phonon lifetimes in the phononic crystal. Interestingly, it is found that the 
anisotropy ratio of thermal conductivity could be tuned by the ‘nonsquare’ pores in the 
phononic crystal, as the phonon group velocities in the direction with larger projection 
of pores is more severely suppressed, leading to greater reduction of thermal 












Recently, phosphorene has received much attention due to its superior 
electronic properties, including the tunable bandgap, high carrier mobility (up to 1,000 
cm2V-1s-1 at room temperature), and large on/off current ratio[5,12]. It is predicted to 
be a promising candidate of many applications, such as field effect transistors, 
optoelectronic devices, gas sensors, Li-batteries and thermoelectric devices[71,201-
210]. 
Among these applications, the thermoelectric device, which could directly 
convert heat into electric energy and vice-versa, is intensively studied in the modern 
community which largely relies on energy. The efficiency of a thermoelectric material 




 ,                                                           (5.1) 
where S is the Seebeck coefficient,  is the electrical conductivity, T is the temperature, 
and 𝑝  and 𝑒  are the lattice and electronic thermal conductivity, respectively. 
Thermoelectric materials with 𝑍𝑇 > 1.0 are considered to be especially efficient in 
practical applications[79]. About phosphorene, it is evaluated that ZT at room 
temperature may reach 1.0[71]. Even more, this value could be as large as 2.12 when 
strain is applied[211] and 6.4 in its nanoribbon[205]. 
Nevertheless, there is much room for improvement of ZT of phosphorene. First, 
as is revealed in recent theoretical works[183,212], 𝑝 of pure monolayer phosphorene 
may not be so small, even at the armchair direction its value could be above 30 W/mK. 
Moreover, a recent experimental measurement shows that room-temperature in-plane 
𝑝 in the black phosphorus flakes of 138-552 nm thickness is about 86 ± 8 and 34 ± 4 
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W/mK along the zigzag and armchair directions, respectively[213]. As a result, 
according to Eq. (5.1), ZT of phosphorene might have been overestimated. Second, 
reducing 𝑝 without deteriorating the electrical properties is a very effective approach 
to increase ZT, adopted in a large amount of materials[79,82,86,90,118,214,215], 
inspiring us to apply it on phosphorene. There are several methods to reduce 𝑝 with 
weak influence on electrons, and one is to fabricate the phononic crystal (PnC), which 
has been intensively studied based on Si[90,91,216-219]. For instance, in crystalline Si 
with periodically arranged pores[216],  and 𝑒  is found to decrease by a factor of 2-4 
compared to that of bulk silicon, the Seebeck coefficient S is close to the bulk value, 
while lattice thermal conductivity 𝑝 yields more than a 200-fold reduction from that 
of bulk counterpart. As a result, ZT increases by two orders of magnitude over that of 
bulk Si (about 0.01). Therefore, if a similar trend holds for phosphorene, the 
phosphorene PnC would have much higher ZT with respect to the pristine phosphorene. 
In this work, using equilibrium molecular dynamics (EMD) simulations, we 
explore the room-temperature (300K) lattice thermal conductivity of a particular type 
of phosphorene PnC. Our results are explained by evaluating the phonon transport 
quantities.  
 
5.2 Structure and Methodology 
The phosphorene PnC proposed by us is a nanomesh structure with periodically 
arranged pores (see Figure 5.1(a)), which is analogous to those based on Si 
film[90,217,219] and graphene[220]. Specifically, it is constructed by arranging a 
rectangular pore into each rectangular supercell of phosphorene. The dimension of each 
pore and each supercell is of 𝑃𝑥×𝑃𝑦 and 𝑈𝑥×𝑈𝑦 primitive unit cells (UCs), respectively 
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(see Figure 5.1(b)). Here the zigzag and armchair directions of phosphorene are aligned 
along the x and y axes, respectively. In simulations, the interaction between phosphorus 
atoms is described by the Stillinger-Weber potential parameterized in our previous 
work[183], and a large domain of 𝐿𝑥×𝐿𝑦  primitive UCs is applied. For simplicity, we 
vary 𝑃𝑥  or 𝑃𝑦 , while fix 𝑈𝑥 = 𝑈𝑦 = 10  unless otherwise stated. The thermal 








𝑑𝑡,                                      (5.2) 
where 𝜅𝛼𝛼  is the component of thermal conductivity tensor, 𝑘𝐵  is the Boltzmann 
constant, 𝑇 and 𝑉 are temperature and volume of the system, respectively.  𝐽𝛼  is the 
component of heat current at 𝛼 Cartesian direction (x or y), and the angle brackets 
denote ensemble average, equivalent to time average in the MD simulations. The heat 







,                                           (5.3) 
where 𝐫𝑖(𝑡) is the time dependent coordinate of atom 𝑖 and 𝑖(𝑡) is the site energy. It is 
calculated using LAMMPS package. In the EMD calculations, periodic boundary 
condition is applied in x and y directions. The simulation is first run in NVT ensemble 
for 106 steps (the time step is 1.0 fs), then switched to NVE ensemble. After another 
106 steps, the heat current at each time step is dumped in the next 2×107 steps. 
 




Figure 5.1 Schematics of  the phosphorene phononic crystal proposed in this work. (a) 
The over view of a phosphorene phononic crystal. (b) A simplied one with scaling 
parameters, where the grey atoms are removed. a = 3.28 Å and b = 4.59 Å are lattice 
constants of the pristine phosphorene at zigzag and armchair direcitons, repectively. Px 
and Py are used to scale the pore size, Ux and Uy are used to scale the unit cell (marked 
by the red dashed lines) of the phononic crystal, and Lx and Ly are used to scale the 
simulating domain (with periodic boundary conditions applied) used in molecular 
dynamics simulations. In this subfigure, Px = Py = 2, Ux = Uy = 4, Lx = 16, and Ly = 8.  
 
Considering the intrinsic anisotropy of thermal transport in 
phosphorene[49,183], both 𝜅𝑥𝑥 and 𝜅𝑦𝑦 are evaluated. If there are no pores (𝑃𝑥 = 𝑃𝑦 =
0 ), 𝜅𝑥𝑥  and 𝜅𝑦𝑦  correspond to the thermal conductivity at zigzag and armchair 
directions predicted previously, which are 𝑍𝑍 = 152.7  and 𝐴𝑀 = 33.0  W/mK, 
respectively[183]. 
5.3 Results and Discussions 
Initially, it is intuitive to consider the ‘square’ (𝑃𝑥 = 𝑃𝑦, the single quote is used 
as the sides are scaled by different lattice constants) pores, and increase 𝑃𝑥 gradually. 
The result is shown in Figure 5.2. It is found that the thermal conductivity in PnCs 
yields a remarkable reduction from that in the pristine phosphorene. With the increase 
of the pore size, the reduction increases. For instance, 𝜅𝑦𝑦 is about 11.0 W/mK when 
𝑃𝑥 = 1, only about 33% of 𝐴𝑀  as in the pristine phosphorene. When 𝑃𝑥 = 6 , the 
percentage further decreases to only 4%. Intuitively, the reduction might be due to the 
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decreased material density in space with the presence of pores. The Eucken model 
 0⁄ = (1 − ) (1 +
2
3
)⁄  and the Maxwell-Garnett model  0⁄ =
(1 − ) (1 + )⁄ [219], where 0 is the thermal conductivity of the intact material and 
 is porosity (equal to 𝑃𝑥𝑃𝑦 𝑈𝑥𝑈𝑦⁄  in this work), are usually used to study the thermal 
conductivity of porous materials. Nevertheless, both empirical models largely 
underestimate the reduction in thermal conductivity of phosphorene PnCs. For example, 
when 𝑃𝑥 = 4,  is 𝑃𝑥
2 100⁄ = 0.16, the Eucken model and Maxwell-Garnett model 
predict 𝜅𝑥𝑥 𝜅𝑍𝑍⁄  to be 76% and 72%, respectively. However, our molecular dynamics 
simulation shows that 𝜅𝑥𝑥 is only 8% of 𝜅𝑍𝑍, about one order of magnitude lower than 
those predicted by Eucken model and Maxwell-Garnett model. The huge deviation 
from the classical laws in prediction of thermal conductivity of phosphorene PnC could 
be understood at the microscopic level. 




Figure 5.2 The room-temperature themal conductivity of phoshphoren phononic crystal 
versus the size of pores. Py is equal to Px. The simualtions are performed on a sample 
with Lx = Ly = 100.  
 
Thermal transport in phosphorene is dominated by phonons. It is well known 
that in nanostructures phonons usually experience intensive phonon-boundary 
scattering due to the high density of interfaces and the large surface-to-volume ratio. 
There are two types of phonon-boundary scattering processes[219]. One is the particle-
like incoherent scattering, and the other one is the wave-like coherent scattering. The 
latter could lead to Brillouin zone folding and new phonon dispersion due to wave 
interference, which has been observed in plenty of systems, including 
superlattices[221], nanowires[85], and phononic crystals[219,222,223]. For the 
coherent scattering to dominate, the periodicity of the phononic crystal should be 
comparable or smaller than the phonon mean free path (MFP)[219,221,222]. For the 
phosphorene PnC in the present work, the periodicity at x and y directions is 3.28 and 
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4.59 nm, respectively, much smaller than the effective phonon MFP of phosphorene at 
the two directions, which is 141.4 (zigzag direction) and 43.4 nm (armchair direction), 
respectively[183]. Moreover, the pore boundary is clean, without any roughness. Thus, 
in our phosphorene PnCs, the coherent picture is a reasonable approximation to describe 
the phonon scattering at the high-density pore boundaries. As a result, the pore 
boundary can be treated as intrinsic component of the unit cell of the PnC.  
In the framework of coherent phonon scattering, thermal conductivity can be 
calculated with the Boltzmann transport equation 
 = ∑𝑐(𝐤, 𝑝)𝑣
2(𝐤, 𝑝)(𝐤, 𝑝)
𝐤,𝑝
 ,                                 (5.4) 
where  is the Cartesian direction, 𝐤 is the phonon wave vector, 𝑝 is the phonon branch 
index, 𝑐 is the mode specific heat, 𝑣 is the phonon group velocity, and  is the phonon 
lifetime (or relaxation time). Here we perform analysis on PnCs with a periodicity of  
𝑈𝑥 = 𝑈𝑦 = 4, and the result is shown in  Figure 5.3. In Figure 5.3(a), the low frequency 
domain of the phonon dispersion in two PnCs (𝑃𝑥 = 1, 2) is plotted, in comparison with 
that in the pristine phosphorene (𝑃𝑥 = 0). The size of the half Brillouin zone is folded 
to  (𝑈𝑥𝑎)⁄  at -X direction and  (𝑈𝑦𝑏)⁄  at -Y direction, respectively. This kind of 
Brillouin zone folding is real for the PnC considering the formation of phononic bands, 
but artificial for the pristine phosphorene[219]. According to the flattened acoustic 
phonon branches and increased number of optical phonon branches below 1.0 THz, it 
is clear that the formation of phononic bands greatly suppresses the phonon group 
velocities, and the suppression becomes even stronger with the increase of the pore size. 
According to Eq. (5.4), the decrease of phonon group velocity leads to reduction in the 
thermal conductivity.  




Figure 5.3 A comparison of phonon dispersions and phonon lifetimes between in the 
pristine phosphorene and in the phononic crystal, with Ux = Uy = 4.  (a) The phonon 
dispersions between 0 and 1.0 THz. The red cureves correspond to that in the pristine 
phosphorene, the green curves correspond to that in the phononic crystal with Px = Py = 
1, and the blue curves correspond to that in the phononic crystal with Px = Py = 2. The 
black arrows are used to indicate the flattening trend of acoustic phonon branches of 
the same type. (b) The phonon lifetimes at 300 K for phonons between 0 to 8 THz, at 
-X direction. The red (pristine phosphorene) and green (phononic crystal with Px = Py 
= 1) colours have the same meaning as in (a). The simulations are performed on a 
sample with Lx = Ly = 40. 
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Regarding the phonon lifetime, since the zone folding in the PnC has shifted the 
phonon dispersion, the selection rules for phonon-phonon scattering will vary. As a 
result, the phonon lifetime should also be influenced. We evaluate the phonon lifetime 
with the normal mode decomposition technique, which is done by projecting the atomic 
velocities onto the phonon mode, and evaluate the damping rate of the autocorrelation 
function of each[118,183,224]. For simplicity, we only evaluate for low frequency (less 
than 8 THz) phonons due to their dominant contributions to thermal conductivity[55], 
at the -X direction. As is shown in Figure 5.3(b), the frequency dependent phonon 
lifetime is reduced in the PnC as compared to that in the pristine phosphorene. 
According to Eq. (5.4), the reduced phonon lifetimes also contribute to the reduction in 
the thermal conductivity.  
The remarkable reduction of thermal conductivity observed in phosphorene 
PnCs has profound meanings. One promising application is to use the phosphorene PnC 
in thermoelectric devices as mentioned above. We realize that with the largest porosity 
36% (𝑃𝑥 = 6) considered here, both 𝑥𝑥  and 𝑦𝑦  are decreased below 5% of their 
values in the pristine phosphorene. It is reasonable to expect that with an even higher 
porosity[91], they could yield reductions by two orders of magnitude. If the electrical 
property is well preserved in PnCs (due to much shorter electron coherence length), the 
value of ZT could be greatly increased. 
In the following, we study the effect of pore shape by considering the PnC with 
‘non-square’ (𝑃𝑥 ≠ 𝑃𝑦) pores. We fix 𝑃𝑥 (or 𝑃𝑦) as 1 while increase 𝑃𝑦 (or 𝑃𝑥) gradually. 
The result is shown in Figure 5.4. Unsurprisingly, from the starting point (𝑃𝑥 = 𝑃𝑦 =
1), both 𝑥𝑥 and 𝑦𝑦 keep decreasing with the increase of pore sizes. However, their 
decreasing rate depends on the choice of 𝑃𝑥 and 𝑃𝑦, leading to different values for each 
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even with the same porosity. For instance, for 𝑃𝑥×𝑃𝑦 = 2, 𝑥𝑥 is smaller when 𝑃𝑥 = 1 
than that when 𝑃𝑦 = 1. The thermal conductivity in phosphorene PnCs at a particular 
direction seems more sensitive to the projection of pores, where a larger projection 
results in a larger reduction of thermal conductivity. Interestingly, when 𝑃𝑥 = 1 and 
𝑃𝑦 = 6, 𝑥𝑥 is close to 𝑦𝑦, which means the anisotropy of thermal transport vanishes. 
While when 𝑃𝑥 = 6 and 𝑃𝑦 = 1, thermal conductivity along zigzag (or x) direction is 
one order of magnitude higher than that along armchair (or y) direction, showing 
extremely strong anisotropy. In Figure 5.4(b), we show the anisotropy ratio 
= 𝑥𝑥 𝑦𝑦⁄  for phosphorene PnCs with different shapes of pores. It is found that with 
the increase of 𝑃𝑥 𝑃𝑦⁄ , the anisotropy of thermal transport is strengthened. With the 
decrease of 𝑃𝑥 𝑃𝑦⁄ , the anisotropy is weakened, and it is reasonable to imagine that the 
anisotropy is even reversed if 𝑃𝑥 𝑃𝑦⁄  is small enough. When 𝑃𝑥 = 𝑃𝑦 , the anisotropy is 
weakly influenced.  
Again, it is possible to seek an explanation by analyzing phonon group 
velocities and lifetimes. For simplicity, we set 𝑈𝑥 = 𝑈𝑦 = 4, 𝑃𝑥×𝑃𝑦 = 2, and compare 
two cases: 𝑃𝑥 = 1 and 𝑃𝑦 = 1. The results are shown in Figure 5.5. In both kinds of 
PnCs, the group velocities of acoustic phonons are greatly suppressed compared with 
that in the pristine phosphorene. However, it is evident that along the -X direction, the 
acoustic phonon branches is more flattened when 𝑃𝑦 = 2 than the case when 𝑃𝑥 = 2 , 
while an opposite trend is observed at the -Y direction. On the other hand, the phonon 
lifetime is little influenced by the choice of 𝑃𝑥 and 𝑃𝑦 when the area of the pore is fixed. 
According to these results, we may conclude that the phonon group velocities at the 
direction with larger projection of pores is more severely suppressed, leading to greater 
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reduction of thermal conductivity at this direction, leading to varied anisotropy of 
thermal conductivity in phosphorene PnCs with ‘non-square’ pores. 
 
Figure 5.4 The room-temperature thermal conductivity and anisotropy ratio versus the 
shape of pores. (a) The solid and empty red dots correspond to the case that Py = 1, and 
Px is increased gradually. The solid and empty blue diamonds correspond to the case 
that Px = 1, and Py is increased gradually. (b) The red and blue colours have the same 
meanings as in (a). The simualtions are performed on a sample with Lx = Ly = 100. 
  




Figure 5.5 A comparison of phonon dispersions and phonon lifetimes at 300K between 
two phononic crystals, with Ux = Uy = 4.  (a) The phonon dispersions between 0 and 1.0 
THz. The red cureves correspond to that in the pristine phosphorene, the green curves 
correspond to that in the phononic crystal with Px =1, Py = 2, and the blue curves 
correspond to that in the phononic crystal with Px = 2, Py = 1. The short black lines are 
used to indicate the phonon branches of the same type. (b) The phonon lifetimes for 
phonons between 0 to 8 THz, at -X direction. The green and blue colour have the same 
meaning as in (a). The simulations are performed on a sample with Lx = Ly = 40. 
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The above finding has two significances on phosphorene PnCs. First, it is 
known that phosphorene has a better thermoelectric performance at the armchair 
direction[71,211]. Therefore, when fabricating the PnC, we could make the pores wider 
at the zigzag direction, so as to reduce the thermal conductivity at the armchair direction 
as much without a large porosity which might threaten the stability of PnCs. Second, 
the greatly increased anisotropy in thermal transport will lead to potential applications 
such as the thermal waveguide, which confines the heat to flow at a particular direction 
in the phosphorene sheet.      
Finally, it is worth noting that fixed periodicity of the PnC (𝑈𝑥  and 𝑈𝑦 ) is 
considered in the present work. If the periodicity is large enough (comparable with the 
phonon mean free path), the phonon information such as the phase of a phonon is lost 
when travelling between boundaries due to sufficient phonon-phonon scattering, the 
particle-like incoherent phonon-boundary scattering becomes important[219], which is 
different from the coherent scattering mechanism studied in our work. Moreover, to 
give a complete evaluation of ZT in phosphorene PnCs, the electrical properties should 
also be considered. Although in most thermoelectric materials, the electron mean free 
path is much shorter than that of phonons[225] (in phosphorene the typical electrical 
carrier mean free path is below 10 nm[75]), thus the electrons are not so sensitive to 
boundaries as phonons, rigorous studies on phosphorene PnCs as that performed on Si 
PnCs[216], would be very useful. 
 
5.4 Summary 
In summary, we have proposed and studied thermal transport in phosphorene 
PnCs. It is found that the thermal conductivity is remarkably reduced in PnCs, which is 
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due to the depressed phonon group velocities induced by the formation of phononic 
bands, and the reduced phonon lifetimes in the PnC. Besides, the anisotropy ratio of 
thermal conductivity could be tuned by the ‘non-square’ pores in the PnC, as the phonon 
group velocities at the direction with larger projection of pores is more severely 
suppressed, leading to greater reduction of thermal conductivity at this direction. Our 
work provides deep insight into thermal transport in PnCs and proposes a new strategy 
to improve the thermoelectric figure of merit of two-dimensional semiconductors. 
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Chapter 6                                             
Interfacial Thermal Resistance between 
Suspended and Encased Graphene 
 
In this chapter, with molecular dynamics simulations, we systematically 
investigate interfacial thermal resistance between suspended and encased single layer 
graphene. Combining with lattice dynamics analysis, we demonstrate that induced by 
substrate coupling which serves as perturbation, the long wavelength flexural phonon 
mode in the encased graphene is significantly suppressed when compared with that in 
the suspended graphene. Therefore, at the interface between suspended and encased 
graphene, in-plane phonon modes can transmit well, whereas low frequency flexural 
phonon modes are reflected, leading to this nontrivial interfacial thermal resistance. The 
impacts of coupling strength, temperature, and size of the system on this type of 
interfacial thermal resistance are explored. More interesting, we find that thermal 
rectification can be realized in this inhomogeneous encased graphene structures with a 
thermal rectification efficiency of 40% at 50 K temperature difference.  
 




Thermal conduction across contact interface between different types of 
materials is characterized by interfacial thermal resistance (ITR, or Kapitza resistance), 
which has attracted much attention for decades[18]. Recent increasing power demands 
and progress in nanotechnology make research on ITR imminent. It is not only 
important to understand and predict ITR but also control and manipulate it in order to 
get heat away as quickly as possible[14,15,226]. Particularly in nanoscale structures, 
the high density of interfaces makes ITR critical in and even dominate the thermal 
transport, and this issue becomes especially prominent if the component material itself 
has a high thermal conductivity. For instance, the intensively investigated graphene 
could have thermal conductivity above 5000 W/mK near room temperature[19], but it 
could be easily overwhelmed by the ITR with host materials in practice, which has 
attracted much investigation[92,227-231]. Generally speaking, people treat ITR as that 
between two different kinds of materials, whose discrepancy in thermal properties and 
the interface is rather obvious. Besides, ITR that exists at grain boundaries in the same 
material, which cannot be explained by the classical acoustic mismatch model, has also 
been concerned[94,232,233]. 
As is revealed by investigations on graphene-substrate interaction, the phonons 
in graphene, especially those out-of-plane modes, are sensitive to environmental 
perturbation. For instance, phonon band shift is observed when graphene is supported 
on copper[92], silicon dioxide[60], transition-metal carbide surfaces[234,235], and Ni 
(111) or Ru. It is because the presence of substrates breaks graphene’s translational 
invariance. Moreover, graphene’s special two-dimensional (2D) topology is an 
indispensable factor, since it makes changing its thermo-mechanical property possible 
and much easier just by surface interactions from adjacent materials, while this 
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variation becomes insignificant as it approaches its bulk limit (graphite) by increasing 
the number of layers[57]. 
As is mentioned, according to the atomic scale structure, phonon properties of 
graphene are expected to be highly sensitive to external perturbation[236], such as 
external potential or substrates. In this work, using half encased and half suspended 
graphene as an example, we will demonstrate an innegligible kind of ITR that exists in 
the same material under inhomogeneous external perturbation. We speculate that there 
exists thermal resistance between graphene sections with and without substrates, 
because of their different thermo-mechanical properties induced by the inhomogeneous 
external perturbation. Although ignored due to its implicity, this kind of thermal 
resistance is actually very common in graphene based devices, where graphene is 
usually more or less partly supported, or in inhomogeneous external potential field. And 
a typical example is that in experimental measurements[22,237] of graphene’s thermal 
conductivity, such kind of ITR exists between the supported region and suspended 
region. Reasonably, we could extend its existence to other 2D (including monolayer) 
materials due to their sensitive one-atom thick structures. 
In this work, the ITR between the encased (under-perturbation) and suspended 
(free-standing) graphene is explored by nonequilibrium molecular dynamics (MD) 
simulations. We evaluate its value at steady state and analyze its underlying mechanism 
with various numerical methods. Its dependences on coupling strength, temperature, 
and system size are examined. Besides, thermal rectification phenomenon is revealed 
in our structure. Our study provides insight to better understand thermal transport in 2D 
materials and promising structures for practical thermal rectification devices. 




The configuration of the model we simulate is illustrated in Figure 6.1, a single 
layer graphene half encased by another two graphene layer structures (referred as 
substrates in the following)[238], which serve as external perturbation to the central 
device. The regular AB stacking pattern is used. We freeze the substrates in our MD 
simulations, due to the following reasons. First, the partly emerging substrates could 
not support heat flow inside parallel with graphene sheet, which is different with 
simulations on thermal transport in supported graphene[57,59,60]. Second, we treat the 
graphene substrate interaction as extrinsic scattering source, however, we care about 
the average influence instead of the specific atomic vibrations inside substrates, which 
can be arbitrary. Third, there has been work demonstrating that the influence of the 
substrate on the intrinsic heat conduction of the carbon nanotube can be sufficiently 
described by a carbon nanotube with static perturbation of the potential[239], and we 
suppose it remains valid for the encased graphene in our model. 
 
 
Figure 6.1 Side view of our simulating model, where the black coloured atoms are fixed, 
red and blue coloured ones contact with heat source and sink in nonequilibrium MD 
simulations, respectively. Heat is transported along X direction, from the encased to 
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Our MD simulations are performed using LAMMPS package[116]. The optimized 
Tersoff potential[175] is adopted to describe the intra-layer C-C interaction, and the 
lattice constant for this Tersoff graphene is 2.492 Å. The inter-layer graphene-substrate 
interaction is modelled with the 12-6 Lennard-Jones potential 










],                                           (6.1) 
where r is the interatomic distance,  is a dimensionless scaling factor and usually set 
as 1 by default,  is equal to the depth of potential well (when  = 1), and  is the 
interatomic distance at which the energy is equal to zero. In this work, the values of 
parameters are set as those for non-bonded C-C interaction, where  = 0.003 eV and  
= 3.41 Å[230], with a cutoff distance of 2.5. Therefore, with no ambiguity, we can set 
the equilibrium distance between graphene and substrate layers same as that between 
graphene layers, as 3.4 Å, which is also the thickness defined for a single graphene 
layer. In the following, we will adjust the parameter  beyond 1 to approach real 
graphene-substrate interaction, which is usually stronger than that between graphene 
layers. Unless otherwise stated, the total length of our simulating sample is about 400 
Å (zigzag type, 160 unit cells excluding fixed boundaries) along X axis, with two ends 
fixed to avoid drift of the sample, the width is about 52 Å (12 unit cells) along Y axis, 
with periodic boundary condition (for frozen substrate layers as well) applied to 
approach an infinite width limit, and no restriction is imposed at out-of-plane direction 
along Z axis. 
A time step of 0.5 fs is used in our simulation. First, we thermalize the system 
(excluding the frozen substrates) with Nosé-Hoover heat bath at T0 for 2 ns. Next, Nosé 
-Hoover heat baths with temperatures of T0 + /2 and T0  /2 thermalize a few atoms 
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next to the fixed boundaries at left (in encased section) and right (in suspended section), 
respectively, where  is the temperature difference between two heat baths, T0 is the 
average temperature and required much larger than || to ensure in small temperature 
perturbation region. After a transient period of 10 ns, the system reaches 
nonequilibrium steady state, and data are collected and averaged to evaluate the local 
temperatures and heat flux during the following 10 ns.  
 
6.3 Results and Discussions 
A typical temperature profile at steady state is shown in Figure 6.2 with a 
temperature jump T at the interface, indicating the existence of ITR. To evaluate its 




 ,                                                               (6.2) 
where R is the ITR and J is the heat flux across the interface. It is worth mentioning 
that we use the linear fits and extrapolation to determine the value of T in order to 
minimize the uncertainty[102]. In the case as in Figure 6.2, we obtain an ITR of 5.37  
10-11 m2K/W. This value is comparable with ITR between graphene-graphane 
nanoribbons[240] and at tilt grain boundaries in graphene[94,233], which confirms our 
result to some extent. More importantly, it demonstrates that due to the high sensitivity 
of one-atom thick 2D materials, the ITR originating from inhomogeneous external 
potential is of considerable influence on thermal transport. 




Figure 6.2 A typical temperature profile at steady state, with the linear fitting lines to 
extrapolate the temperature jump at the interface. Our calculation shows that T = 2.80 
K, J = 5.21  1010 W/m2. Adjustable parameters  = 5.0, T0 = 300 K, and  = 20 K are 
applied in simulation. 
 
Considering the heterogeneous characteristic of our model, we need to examine 
the directional dependence of this ITR, and there might exist thermal rectification as 
proposed in similar work[240-243]. We swap the two heat baths (change the sign of ), 
let heat transport from suspended to encased graphene and recalculate. The directional 
dependent heat flux and ITR are shown in Figure 6.3, where we use J- and R- to denote 
the heat flux (absolute value) and the ITR after swap. It can be found that J- > J with 
other parameters unchanged, indicating the existence of thermal rectification effect, 
with an efficiency of 40% when the temperature difference is 50 K. As || increases, 
both J and J- raise, which is very nature, whereas the values of R and R- are insensitive 
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to this variation. Besides, the ratio J-/J keeps increasing with increase in ||, which 
means the improvement of rectification effect is consistent with other work, whereas 
the ratio R-/R remains close to 1.0. These results demonstrate that thermal rectification 
can be realized by involving the inhomogeneous external perturbation as in our model. 
In addition, the ITR is almost independent of thermal transport direction. Since we will 
focus on the property of this ITR, to make our discussion self-consistent, we fix  as 
20 K in the following. 
 
Figure 6.3 Directional dependence of ITR together with thermal rectification effect, 
with  = 5.0, T0 = 300K. Each point is averaged from five independent runs. (a) Heat 
fluxes of opposite directions at different temperature differences and their ratios. (b) 
ITR evaluated at opposite thermal transport directions at different temperature 
differences and their ratios. 
 
In order to explore the origin of this ITR, we first calculate phonon dispersions 
of encased and suspended graphene in our model using GULP[178]. As is shown in 
Figure 6.4, while those in-plane phonon bands are little influenced, the flexural bands 
are flattened and shifted when graphene is encased by substrates, and a very obvious 
sign is that ZA phonons near  point (kx = 0) blueshift to f0   6 THz. This is because 
the substrates break the translational invariance of graphene at out-of-plane direction, 
analogy to Frenkel-Kontoroval lattices with on-site potential[244] which breaks its 
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longitudinal translational invariance. The shift leads to mismatch of phonon dispersions 
at two sides, which is the driving force of the ITR at their interface, in the absence of 
any contact roughness or misorientation in our model. Actually, the shift of flexural 
phonon bands has been observed in other works[57,59,60,92] with different models and 
different methods, which indicate a similar f0 around 2 THz. We attribute the difference 
in value to our two-sided substrates (encased) and strong graphene-substrate coupling 
( = 5.0) applied, which is still realistic. In an earlier experimental measurement, where 
graphene is on the transition-metal carbide substrate, a stronger shift is observed that 
ZA phonons near  point can raise to about 9 THz (on TiC(111) surface)[234,235]. As 
is mentioned before, this shift closely relates to graphene’s 2D topology, so that the 
relatively weak surface interaction could directly influence its thermo-mechanical 
property, especially at the out-of-plane direction where there is no component of the 
strong C-C bonds. Therefore, we might anticipate similar band shift and induced ITR 
in other 2D materials, such as graphene, silicene, hexagonal boron nitride, and MoS2. 
In contrast, in bulk materials, the surface interaction is screened from the large inner 
core with their intrinsic properties unchanged. 
 




Figure 6.4 Phonon dispersions of suspended (red dots) and encased (blue dots) graphene. 
It is plotted along -K-M direction in fact, but here we use wave vector kx instead, and 
a is the lattice constant.  is set as 5.0. 
 
To see their thermal properties at room temperature, we evaluate the phonon 
vibration spectra (proportional to density of states) of the two graphene sections at 300 
K, which is done by Fourier transforming the autocorrelation of particular atoms’ (in 
the centre of each side) velocities in thermal equilibrium state at two sides  
𝑃𝛼(𝑓) = ∫〈𝑣𝛼(𝑡)𝑣𝛼(0)〉𝑒
𝑖2𝜋𝑓𝑡𝑑𝑡 ,                              (6.3) 
where f is the frequency and index a denotes Cartesian component. The results are 
shown in Figure 6.5. The spectra of in-plane (inclusive of longitudinal and transverse) 
phonons at two sides match rather well except for a small raise of 
upper cutoff frequency in the encased graphene, which may be due to the weak 
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influence of substrates on in-plane phonons, perceived when atoms vibrate frequently 
away from equilibrium positions at non-zero temperature. In contrast, the spectra of 
flexural phonons exhibit clear mismatch, especially at the low frequency range. 
 
 
Figure 6.5 Phonon vibration spectra at 300K. The red dashed and blue solid curves 
represent for that of encased and suspended graphene, respectively.  is set as 5.0. (a) 
Spectra of in-plane phonons. (b) Spectra of flexural phonons. 
 
To study the phonon transmission process across the interface, we adopt the 
wave packet method (or phonon dynamics simulations)[152]. The key idea is to 





                                 (6.4) 
centred at 𝑥0 in real space, where 𝑢𝑖𝑙𝜇  represents the -th component of displacement 
for atom i in the unit cell labelled by l, A represents the amplitude of wave, 𝜖𝑖𝜇𝜆 is the 
polarization vector for band  at k0, and  scales the width of this packet. A wave packet 
centred at k0 is generated in reciprocal space implicitly. The initial atomic velocity is 
determined by adding factor e−i𝜔𝜆(𝑘0)𝑡 Eq. (6.4) and differentiating it with respect to 
time. Here, we simply set the initial velocity as 0, then the initial wave packet will split 
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into two equally large packets with vectors k0 and -k0 moving towards opposite 
directions. 
In our realization, a 2000 lattice constants long sample is used, with periodic 
boundary condition applied at ends. Therefore, there are two identical interfaces. We 
generate a wave packet in the middle of suspended graphene (at x0 = 1500a) by 
disturbing the atoms according to Eq. (6.4), and then record the average atomic 
displacement in each layer (with the same x component of equilibrium position) as the 
system evolves with time. Four representative acoustic phonon modes are studied here, 
and the snapshots of wave packets near the interface are given in Figure 6.6. With the 
same wave vector k0 = 0.2  2/a, the wave packets from LA and TA bands nearly 
experience no interface, with no reflection and no variation in group velocity. In 
contrast, the wave packet from ZA band is totally reflected by the interface. Another 
ZA packet with wave vector k0 = 0.4  2/a can transmit across the interface, but there 
is a clear reflected wave packet and the group velocity of the transmitted packet is less 
than the incident one. 




Figure 6.6 Snapshots of wave packets crossing the interface, where the arrows indicate 
the travelling direction of wave packets, red dashed lines denote the interface, and k0 is 
the wave vector.  is set as 5.0. (a) LA, k0 = 0.2  2/a, f = 16.8 THz. (b) TA, k0 = 0.2 
 2/a, f = 12.0 THz. (c) ZA, k0 = 0.2  2/a, f = 2.5 THz. (d) ZA, k0 = 0.4  2/a, f = 
9.0 THz.     
 
From the viewpoint of elastic interfacial scattering (frequency of phonon does 
not change) and lattice dynamics[245], the in-plane phonons can transmit across the 
interface without being scattered due to the perfect match of in-plane phonon 
dispersions of both graphene sections, whereas the ZA phonons with frequency smaller 
than f0 are totally reflected by the interface due to the absence of phonon modes with 
the same frequency and similar polarization at the other side. In addition, ZA phonons 
with frequency larger than f0 are partly reflected because of the different group 
velocities of its counterpart on the other side. Thus, the reflection of flexural phonons 
at the interface leads to this kind of ITR. 
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An intuitive speculation is that the ITR closely depends on the strength of 
external perturbation described in Eq. (6.1), and this is clearly illustrated in Figure 
6.7(a). We can measure the degree of band shift with the frequency of ZA phonon at  
point as been mentioned; the larger f0 is the larger the shift will be. As  increases, the 
flexural bands in encased graphene are more flattened and this trend is proved in Figure 
6.7(b). Therefore, the mismatch between phonon dispersions of two sides becomes 
larger, with more flexural phonons reflected at the interface and an increase in ITR, as 
a result. The real graphene-substrate coupling is usually stronger than that between 
graphene layers ( = 1). For instance, when SiO2 is used as substrates, the Lennard-
Jones potential well depth of C-Si interaction is about 0.0089 eV[59], corresponding to 
 = 3 in our model. In a stronger coupling case, when graphene is on TiC (111) surface, 
ZA phonons near  point can shift to about 9 THz, and we deduce that it requires  = 
12 in our model to reach a comparable shift. In addition, when other factors are involved, 
such as pressure is applied upon the graphene plane, the coupling can be efficiently 
strengthened equivalently. For instance, in our model, if we decrease the graphene-
substrate distance to 3.2 Å (- 6% tensile) while fix  at 5.0, the ZA phonons near  
point can shift to about 9 THz, which is comparable with that on TiC (111) surface 
(equivalent to that when  = 12 with no strain applied). Thus, considering the trend of 
ITR’s dependence on coupling strength and the strong coupling condition that can be 
encountered in practice, this kind of ITR can be significant. 




Figure 6.7 Dependence of ITR on coupling strength. (a) R versus  with T0 fixed at 300 
K. (b) f0 versus , where f0 is the frequency of ZA phonon at  point in encased graphene. 
 
Another factor that can influence thermal transport across the interface is 
temperature. Figure 6.8(a) shows the dependence of ITR on the average temperature T0. 
It is found that R decreases monotonically with the increase in T0, and this trend is 
consistent with the temperature dependence of other kinds of ITR[233]. As our previous 
analysis is mainly based at zero-temperature, here a qualitative explanation is 
made from viewpoint of inelastic scattering. One possible factor is that inelastic 
interfacial scattering events might increase as temperature increases, which provide 
additional path for interfacial thermal transport and benefit to decrease ITR[246]. 
Moreover, from Figure 6.6, it is clear that the ITR stems from reflection of low 
frequency out-of-plane phonon modes, while high frequency ones, both in-plane and 
out-of-plane phonon modes contribute little due to perfect match of phonon dispersions. 
As temperature raises, the high frequency phonons, which can transmit well across the 
interface, are more excited, and the overall interfacial thermal transport is improved 
due to increased portion of high frequency phonons. To make it explicit, we plot part 
of normalized spectra of flexural phonons in suspended graphene at 200K and 800K in 
Figure 6.8(b). From the shape of curves, we can find that there is a tendency for phonons 
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to be converted into high frequency at 800K, exceeding the lower cutoff frequency f0 
of the encased graphene at the other side, leading to better match with the spectrum at 
the other side. From the temperature dependent phonon spectrum, we could also explain 
the thermal rectification effect as shown in Figure 6.3. Since the transition of phonon 
frequency beyond f0 only occurs in suspended graphene, a better thermal conduction is 
expected when the suspended graphene contact with high temperature heat bath since 
it will induce more transition. The asymmetric phonon spectrum is responsible to the 
thermal rectification effect. 
 
 
Figure 6.8 Dependence of ITR on temperature. (a) R versus T0 with  fixed at 5. (b) 
Normalized spectra of flexural phonons in suspended graphene at different 
temperatures. The black dashed line indicates the lower cutoff frequency in the encased 
graphene. 
 
Finally, we investigate size effect on ITR, as shown in Figure 6.9, where the 
longest sample we simulate is about 240 nm. It is found that the ITR decreases with the 
increase in system length, and the decreasing rate is high initially and slows down 
gradually, and the value eventually saturates when the sample length is large enough. 
This trend is consistent with other works discussing length effect on ITR[94,233,247]. 
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All of those works are numerical ones and the basic idea is based on transition from 
ballistic to diffusive phonon transport and there should be a length independent value 
when the system is long enough. Here, we plot ITR versus inverse length and adopt a 
linear fitting as[247] 
𝑅 = 𝑅0(1 + 𝐿0 𝐿⁄ ) ,                                                         (6.5) 
where R0 and L0  are constants. It works well and extrapolates a length independent value 
of 0.613  10-11 m2K/W. 
 
 
Figure 6.9 Dependence of ITR on length with  = 5 and T0 = 300 K. The red solid line 
denotes linear fitting, where R0 = 0.613  10-11 m2K/W, L0 = 311.6 nm. The inset figure 
shows R versus L qualitatively. 
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In the present work, we uncovered such a kind of interfacial thermal resistance 
across graphene, based on a simplified model, rather than investigating that in graphene 
half encased by a specific substrate. In a practical experiment, the coupling between 
graphene and substrate could be very complicated, and could be nonuniform under the 
same piece of graphene. To yield insights relevant to experiments, more factors should 
be considered, such as varying the parameter in Lennard-Jones potential, varying the 
morphology of substrates, or using real materials, such as silicon dioxide as substrates, 
all of these are deserved for further investigation. 
 
6.4 Summary 
In summary, with molecular dynamics simulations, we systematically study an 
innegligible kind of ITR that exists between suspended and encased single layer 
graphene. By calculating phonon dispersion, phonon vibration spectra analysis, and 
phonon dynamics simulations, we demonstrate that this ITR originates from the shift 
of low frequency flexural phonon bands in graphene induced by inhomogeneous 
external potential field or substrates which serve as perturbation. At the interface 
between graphene sections with and without external perturbation, in-plane phonon 
modes can transmit well, whereas low frequency flexural phonon modes are reflected, 
leading to this nontrivial ITR in the individual single-layer graphene. According to our 
further discussion, this ITR closely depends on coupling strength between graphene 
and substrates, and could be very significant when the coupling is strong. Nevertheless, 
it is suppressed at high temperature due to the inelastic phonon scattering inside the 
suspended graphene and at the interface. It is also found that this ITR depends on the 
size of the system in a certain range, and a length independent value is extrapolated. 
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Furthermore, we find that thermal rectification can be realized by involving the 
inhomogeneous external perturbation. The thermal rectification ratio increases with 
temperature difference, arrives 40% with temperature difference of 50 K. Our study 
provides insight to better understand thermal transport in 2D materials and promising 












Chapter 7                                              
Conclusion and Outlook 
 
In Chapter 2, we introduce molecular dynamics simulations, lattice dynamics 
and other commonly used tools for studying thermal transport problems. With the 
normal mode decomposition technique, we have investigated the vibrational modes in 
a one-dimensional lattice chain. It is found that even when the anharmonicity is strong 
at high temperatures, we could still identify some quasi-eigenmodes in the system. 
These vibrational modes are called renormalized phonons. The renormalized phonon 
frequency could greatly deviate from its counterpart under harmonic approximation, 
and the deviation increases with the raise of temperature. We could also evaluate the 
phonon lifetime. It is found that the phonon lifetime is proportional to 𝑘−𝜇 near the 
zone centre, with 𝜇 > 1 , implying the power-law divergent (~ 𝐿1−1 𝜇⁄ ) thermal 
conductivity in one-dimensional systems.  
Following the above study, we think there is one issue deserving further 
attention. We have shown that we could use the normal mode decomposition method 
to identify the eigenfrequencies of the renormalized phonons, and phonon lifetime as 
well. Nevertheless, there is no reason to believe that another phonon property, the 
eigenvector remains the same as that of the harmonic phonon. This problem arises when 
the primitive unit cell contains multiple atoms. As shown in Eq. (2.31), with harmonic 
approximation, the phonon eigenvectors could be obtained through eigendecompostion 
of the force matrix involving the second order (harmonic) force constants only, but this 
approximation is invalid for renormalized phonons. Molecular dynamics simulation is 
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a useful tool for this investigation. We need to consider how to search the eigenvector 
(multidimensional) so that after the normal mode decomposition with Eq. (2.39), there 
is a single peak in the power spectrum. The diatomic anharmonic lattice chain should 
be an ideal model to begin with. 
In Chapter 3, using classical equilibrium molecular dynamics simulations and 
applying the original Tersoff interatomic potential, we study the thermal transport 
property of the two-dimensional carbon allotrope, penta-graphene. It is predicted that 
its room-temperature thermal conductivity is about 167 W/mK, which is much lower 
than that of graphene. With normal mode decomposition, the accumulated thermal 
conductivity with respect to phonon frequency and mean free path is analysed. It is 
found that the acoustic phonons make the contribution of about 90% to the thermal 
conductivity, and phonons with mean free paths larger than 100 nm make the 
contribution over 50%. We demonstrate that the remarkably lower thermal conductivity 
of penta-graphene compared with graphene results from the lower phonon group 
velocities and fewer collective phonon excitations.  
Following the above study, we think there is at least one issue deserving further 
attention. In our study, according to the similar thermal conductivity values from 
Green-Kubo method and from the RTA, we conclude that the contribution from 
collective phonon excitations in penta-graphene are not so important as in graphene. 
Such a treatment is not quite straightforward. A direct calculation of the collective 
phonon excitations with Eq. (3.4), or the counting of all Normal and Umklapp phonon 
scattering events in the system could be more convincing. We conjecture that the 
amount of Normal phonon scattering events in 2D system is closely related to the 
crystal structure, since graphene has a flat atomic plane, while penta-graphene and 
many other 2D materials have buckled atomic planes. It needs rigorous justification.  
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In Chapter 4, a Stillinger-Weber interatomic potential is parameterized for 
phosphorene. It well reproduces the crystal structure, cohesive energy, and phonon 
dispersion predicted by first-principles calculations. The thermal conductivity of 
phosphorene is explored by equilibrium molecular dynamics simulations adopting the 
optimal set of potential parameters. At room temperature, the intrinsic thermal 
conductivities along zigzag and armchair directions are about 152.7 and 33.0 W/mK, 
respectively, with a large anisotropy ratio of five. The remarkably directional 
dependence of thermal conductivity in phosphorene, consistent with previous reports, 
is mainly due to the strong anisotropy of phonon group velocities, and weak anisotropy 
of phonon lifetimes as revealed by lattice dynamics calculations. Moreover, the 
effective phonon mean free paths at zigzag and armchair directions are about 141.4 and 
43.4 nm, respectively. 
In our study, we parameterize a potential for describing phosphorene rather than 
phosphorus allotropes. Some other phosphorus allotrope such as blue phosphorene 
could not be described with our potential model. Therefore, one future direction for 
study should be developing a more transferable interatomic potential. To begin with, 
we might adopt more complex potential prototypes such as Tersoff, Brenner potentials 
and so on. In addition, adding a long-range force between non-bonded atoms might also 
help.       
In Chapter 5, we propose to reduce the thermal conductivity of phosphorene by 
adopting the phononic crystal structure. With equilibrium molecular dynamics 
simulations, we find that the thermal conductivity is remarkably reduced in the 
phononic crystal. Our analysis shows that the reduction is due to the depressed phonon 
group velocities induced by the formation of phonic bands, and the reduced phonon 
lifetimes in the phononic crystal. Interestingly, it is found that the anisotropy ratio of 
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thermal conductivity could be tuned by the ‘non-square’ pores in the phononic crystal, 
as the phonon group velocities in the direction with larger projection of pores is more 
severely suppressed, leading to greater reduction of thermal conductivity in this 
direction. 
Following the above study, we think there are two issues deserving further 
attention. First, one of our motivations is to increase the figure of merit in phosphorene 
with the phononic crystal structures. Our work is focused on reducing the thermal 
conductivity, with the sense that in phosphorene the phonon mean free path is much 
larger than that of the electrical carriers, so that the nanostructures can more effectively 
block the phonon flows than the electrical carrier flows. After all, a full evaluation of 
figure of merit should include electrical properties like the Seebeck coefficient and 
electrical conductivity. It is useful to evaluate these values in phosphorene phononic 
crystals with first-principles calculations. The second issue is about the coherent and 
incoherent phonon-boundary scattering in nanostructures, which is a general one in 
nanoscale thermal transport. In our study, the pore boundary is treated as the intrinsic 
part of the phononic crystal, where we define phonons based on a large supercell. Such 
treatment could be justified when the characteristic system size is within the phonon 
mean free path, where the phonon phase information is preserved when travelling 
between boundaries due to insufficient phonon-phonon scattering. We call it coherence 
scattering. In contrast, for phonons with mean free path shorter than the characteristic 
system size, the phonon phase information is destroyed by phonon-phonon scattering. 
We call it incoherence scattering. The periodicity of pores does not make sense any 
more. In fact, the phonon mean free paths in the material should occupy a broad range 
of values. For those high frequency phonons, the phonon mean free paths are usually 
very short, and they are more likely to experience the incoherence scattering. In our 
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study, we limit our discussion to the low-frequency phonons for self-consistency. 
Furthermore, the separation between coherent and incoherent phonon-boundary 
scatterings should not be absolute for every phonon mode. It is quite complex to treat 
them in parallel. 
In Chapter 6, with molecular dynamics simulations, we systematically 
investigate interfacial thermal resistance between suspended and encased single layer 
graphene. Combining with lattice dynamics analysis, we demonstrate that induced by 
substrate coupling which serves as perturbation, the long wavelength flexural phonon 
mode in the encased graphene is significantly suppressed when compared with that in 
the suspended graphene. Therefore, at the interface between suspended and encased 
graphene, in-plane phonon modes can transmit well, whereas low frequency flexural 
phonon modes are reflected, leading to this nontrivial interfacial thermal resistance. The 
impacts of coupling strength, temperature, and size of the system on this type of 
interfacial thermal resistance are explored. More interestingly, we find that thermal 
rectification can be realized in this inhomogeneous structure with a thermal rectification 
efficiency of 40% at 50 K temperature difference.  
In the above study, the model we used is highly simplified, where we replace 
the two substrates with frozen graphene planes for convenience. Therefore, it is 
meaningful to simulate with more realistic substrates such as SiO2 in future work. 
Regarding the thermal rectification effect observed, it would be quite exciting if there 
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