Abstract:We propose a Dependent Hidden Markov Model of credit quality. We suppose that the 'true' credit quality is not observed directly but only through noisy observations given by posted credit ratings. The model is formulated in discrete time with a Markov chain observed in martingale noise, where 'noise' terms of the state and observation processes are possibly dependent. The model provides estimates for the state of the Markov chain governing the evolution of the credit rating process and the parameters of the model, where the latter are estimated using the EM algorithm. The dependent dynamics allow for the so-called 'rating momentum' discussed in the credit literature and also provide a convenient test of independence between the state and observation dynamics.
INTRODUCTION
The role of the leading rating agencies and the transparency of their rating policies have recently come under scrutiny after a series of spectacular corporate failures. There is considerable academic and anecdotal evidence that agency ratings do not fully reflect available information, see for example [1] , [2] and [7] . In particular, it has been proposed that ratings exhibit "rating momentum" or "drift", where a rating change in response to a change in credit quality does not fully reflect that change in credit quality.
As pointed out in [4] and [5] , these violations of information efficiency could be the result of some of the agencies' rating policies, namely rating through-the-cycle and avoiding rating reversals.
In this paper, we assume that the "true" credit quality evolution can be described by a Markov chain but that we do not observe this Markov chain directly. Rather, it is hidden in "noisy" observations represented by posted credit ratings. Moreover, we suppose that noise terms of the signal and observation processes are not independent, which allows for the presence of "rating drift" in posted credit ratings.
We consider a discrete time Hidden Markov Model with a Markov chain observed in martingale noise where we allow the "noise" terms in the state and observation processes to be dependent. We employ hidden Markov filtering and estimation techniques described in [3] and use the so-called EM (Expectation Maximization) algorithm to estimate the parameters of the model. By construction parameters are revised as new information is obtained and so the resulting filters are adaptive and "self-tuning".
The paper is organized as follows. In Section 2 we describe the Hidden Markov chain model of credit quality and in Section 3 the dependent dynamics. Recursive filters are given in Section 4 and the parameter estimation procedure is described in Section 5. Finally in Section 6 an implementation example is given.
DYNAMICS OF THE MARKOV CHAIN AND OBSERVATIONS
Here we briefly describe a Hidden Markov Model as given in Chapter 2 of [3] . Formally, a discretetime, finite-state, time homogeneous Markov chain is a stochastic process {X k } with the state space S = {1, 2, . . . , N } and a transition matrix A = (a ji ) 1≤i,j≤N . Without loss of generality, we can assume that the elements of S are identified with the standard unit vectors {e 1 , e 2 , . . . , e N }, e i = (0, . . . , 0, 1, 0, . . . , 0)
T ∈ R N . Write F k = σ{X 0 , X 1 , . . . , X k } for a filtration {F k } models all possible histories of X. The relationship between the state process at time k and the state of the process at time
Then, the semimartingale representation of the chain X is
where V k+1 is a martingale increment with
Suppose we do not observe X directly. Rather, we observe a process Y such that
where c is a function with values in a finite set and {ω k } is a sequence of i.i.d. random variables independent of X. Random variables {ω k } represent the noise present in the system. Suppose the range of c consists of M points which are identified with unit vectors {f 1 
In our context, the process Y represents posted credit ratings, and X "true" credit quality.
These increasing families of σ-fields are then filtrations representing possible histories of the state process X, the observation process Y and both processes (X, Y ).
for the probability of observing a state f j when the signal process is in fact in state e i . Then, it can be shown (see [3] 
where W is a martingale increment with
Note that we are assuming one-period delay between X and its observation Y .
In summary, the model for the Markov Chain X hidden in martingale noise is as follows:
Hidden Markov Model (HMM)
Under a probability measure P ,
observation equation, posted rating)
A and C are matrices of transition probabilities whose entries satisfy
The situation considered in this section is that of a Hidden Markov Model for which the "noise" terms in the state and observation processes are possibly dependent (see [3] for a detailed discussion).
The dynamics of the state process X and the observation process Y are as given in Section 2.
However, the noise terms V k and W k are not independent. Instead, we suppose that the joint distribution of Y k and X k is given by 
Then we have the following result:
Proof. In Appendix I.
In summary, the model is now as follows:
Remark 3.2. We are in a situation analogous to the Dependent Hidden Markov Model case discussed in Chapter 2, Section 10 of [3] . The difference is that we are assuming dynamics where the observation Y k depends on both X k and X k−1 . In other words, we suppose that the current credit rating contains 4 information about both current and previous credit quality, thus allowing for the situation where a rating does not immediately reflect all available information about credit quality. Put differently, in this model X k and observation Y k jointly depend on X k−1 , which means that in addition to previous period's credit quality, knowledge of current credit rating carries information about current credit quality. Moreover, probabilities γ rji provide the distribution of the next period's credit rating given both current and next period's credit quality, thus allowing us to measure the extent of "rating momentum" or "rating drift".
In the following sections we shall presents estimates for the state of the Markov Chain X, the number of jumps from one state to another, the occupation time of X in any state, the number of transitions of the observation process Y into a particular state of X and the number of joint transitions of X and Y . We shall then show how the EM (expectation maximization) algorithm is used to obtain optimal estimates of the model, making it adaptive or "self-tuning".
Remark 3.3. Note that if the noise terms in the state X and observation Y are independent, we have
Hence if the noise terms are independent,
Consequently, a test of independence is to check whether parameter estimates satisfyŝ rji =ĉ rjâji .
RECURSIVE FILTER
Following [3] , suppose that under some probability measure P on (Ω, F), {Y k } is a sequence of
Further, under P , X is Markov chain independent of Y , with state space S = {e 1 , . . . , e N } and transition matrix A = (a ji ). That is, 
Define a new probability measure P by putting dP dP
under P , X remains a Markov chain with transition matrix
Proof. Appendix I.
Suppose we observe Y 0 , . . . , Y k , and we wish to estimate X 0 , . . . , X k . The best (mean-square) estimate
However, P is a much easier measure under which to 5
work. Using Bayes' Theorem as described in [3] , we have
Hence, to estimate E[X k |Y k ] we need to know the dynamics of q. The following result shows how the unnormalized filter is updated with arrival of each new observation.
Lemma 4.2. A recursive formula for q k+1 is given by
PARAMETER ESTIMATES
To estimate parameters of the model, matrices A, C and S, we need estimates of the following processes:
The above processes are interpreted as follows: 
Consider first the jump process {J ij k }. We wish to estimate J ij k given the observations Y 0 , . . . , Y k . As in the case of a filter for the state X described in Section 4, the best (mean-square) estimate is
We wish to know how σ(J ij ) k is updated as time passes and new information arrives. However, as noted in [3] , we work with σ(
to obtain closed form recursions. The quantity of interest, namely σ(J ij ) k , is then readily obtained as
We have the following result:
Similarly, we consider the best (mean square) estimates of
.
Recursive formulae for the processes σ(O
Remark 5.2.
As in the case of the number of jumps of the state process X, quantities of interest
Our model is determined by parameters
These satisfy
We want to determine a new set of parametersθ = {â ji , process Y . This requires maximum likelihood estimation. As in [3] , we proceed by using the so-called EM (Expectation Maximization) algorithm.
Consider first the parameter a ji . Suppose that under measure P θ , X is a Markov chain with transition matrix A = (a ji ). We define a new probability measure Pθ such that under Pθ, X is a Markov chain with transition matrixÂ = (â ji ), i.e.
Pθ(X
In case a ji = 0 takeâ ji = 0 andâ 
the EM estimatesâ ji are given byâ
Consider now the parameter c ji . Suppose that under measure P θ , Y k+1 = CX k + W k+1 , where
We define a new probability measure Pθ as follows. Put
In case c ji = 0 takeĉ ji = 0 andĉ sr csr = 1. Define Pθ by setting 
Finally, consider the parameter s rji . As in [3] , we define a new probability measure Pθ by putting
In case s rji = 0 takeŝ rji = 0 andŝ
Implementation Example
The Dependent Hidden Markov Model described in previous sections was applied to a data set of
Standard & Poor's credit ratings. Description of the data and implementation results are given below.
Data Description
Our We have a total of 19,515 firm-years in our sample. However, only 34% of those observations are "non-zero", i.e. correspond to a firm with one of the 8 rating labels in a given year. The remaining 66%
of observations represent the so-called N R (not rated) status. Approximately 85% of non-zero ratings are in categories A down to B. The median rating is BB, the highest non investment-grade rating.
Approximately 1% of the observed "non-zero" ratings are AAA and 2% are defaults. The most common rating is B, two rating categories above default, which accounts for 25.5% of the "non-zero" observations.
Implementation Results
Since individual firms generally experience few rating changes and changes that do occur are to neighbouring categories, we apply the Dependent HMM algorithm to an aggregate of firms in the dataset rather to allow for more observed transitions between rating categories and make inferences possible.
Specifically, instead of estimating the distribution and parameters for the Markov chain X l k for each firm l, we estimate the distribution and parameters for Given the fairly large number of parameters to be estimated compared to the number of rating transitions in the dataset, we have reclassified all firms in the sample as IG (investment grade), SG (speculative grade), D or N R and then applied the Dependent HMM algorithm to the new data set. This classification is motivated by the fact that a corporation which can issue higher rated debt usually receives better financing terms. Further, as a matter of policy or law, some institutional investors can only 9 purchase investment-grade bonds. Hence it is often crucial for a borrower to maintain an investment-grade rating and so it is interesting to see if rating transition data reflects this. Consider first the estimated transition matrixÂ. Entries above the diagonal correspond to rating upgrades and those below the diagonal to rating downgrades. We see that non-zero transition probabilities are concentrated and highest on the diagonal and the second largest probability is in the last row, indicating that obligors generally either maintain their rating or enter the NR (not rated) category. Our results show that investment-grade firms generally hold on to their status. The probability of downgrade to speculative-grade status is estimated as 6.8%. However, for speculative-grade firms, the probability of upgrade to investment-grade status is lower (estimated probability of 1.8%). Speculative-grade firms tend to maintain their status or disappear from the data set because of either default or withdrawn rating.
Each modifies credit rating category IG, SG, as well as default
The probability of transition to the N R status is higher for speculative-grade obligors (71.5%) than for investment-grade obligors (52.4%).
Recall that in general matrix C describes the relationship between the signal process X and the observation process Y . In particular, non-zero entries above the diagonal indicate that the observed rating may be higher than the "true" credit rating. Note also that when C = I, processes X (the signal) and Y (the observations) are identical, i.e. there is no "noise" in the system. In our case, the highest probabilities are either on the main diagonal or in the last row. Estimated matrix C suggests that rating agencies may be reluctant to upgrade firms to investment-grade status. The estimated probability that the observed rating is speculative-grade when the "true" credit quality is investment-grade is 9.4%. Note also that the estimated probability that a speculative-grade firm has an investment-grade rating is 3.8%.
This suggests that for some firms, deterioration in credit quality may not be reflected fully by their rating.
Speculative-grade firms are more likely to disappear to the N R category than investment-grade firms.
For the default category D, the estimates suggest that it is most likely to be posted as N R (99%) but it can also be posted as SG (1%). However, it should be noted that very few defaults were recorded in the period considered. Overall, longer rating histories may be required to accurately capture the rating dynamics given the number of parameters to be estimated.
Test of Independence
Recall that the Dependent HMM allows the "noise" terms in the state and observation processes to be possibly dependent. As indicated in Section 3, a convenient test of independence is to check whether the estimated parameters of the model satisfyŝ rji =ĉ rjâji .
Given our estimates of matricesÂ andĈ, productsĉ rjâji were calculated and then compared to corresponding entries of the estimated matrixŜ using linear regression. The regression results are given in Appendix III. As indicated by the high F -statistic (4728.10) and high R 2 value (98.71%), the fitted regression model is significant. The slope estimate is very close to one with low standard error and Pvalue of 0.000, while the intercept estimate is very close zero and not significant (P -value of 0.91). These regression results indicate no significant departures from independence. However, as noted before, longer rating histories may be necessary to verify these findings.
CONCLUSION
We have proposed a Dependent Hidden Markov Model for the evolution of credit quality in discrete time with a Markov chain observed in martingale noise. We have applied the estimation techniques of Hidden Markov models to obtain the best estimate of the Markov chain representing "true" credit quality and estimates of the parameters. The estimation procedure was repeated to ensure that the model and estimates improve with each iteration. The model was applied to a data set of Standard and Poor's issuer ratings and our preliminary results agree with some qualitative observations made in the literature regarding credit rating systems but also indicate no significant dependence in the dynamics of the "state"
(credit quality) and "observation" (credit rating) processes.
APPENDIX I
Proof of Lemma 3.2.
X k−1 , e i = 1.
13
Then,
Hence, P (X k+1 = e j |G k ) = AX k , e j depends only on X k . Therefore,
Hence X remains a Markov Chain under P and its semimartingale representation is X k+1 = AX k + V k+1 , as required.
Now,
Hence under P , Y has the semimartingale representation
as required.
Proof of Lemma 4.2.
Proof of Lemma 5.1.
Also,
s rji Y k+1 , f r )e j .
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The result follows. For the state to observation transitions, we have
Calculations similar to those in the Proof of Lemma 5.1 show that 
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The result for state to observation transition follows. For the joint transitions, we have
Calculations similar to those in the Proof of Lemma 5.1 show that The result for joint transitions follows.
