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Abstract 
In the target tracking, the nodes aggregate their observations of the directions of arrival of the target. The network then uses an ex-
tended Kalman filter (EKF) to combine the measurements from multiple snapshots to track the target. In order to rapidly select the best 
subset of nodes to localize the target with the minimum mean square position error and low power consumption, this paper proposes a 
simple algorithm, which uses the location information of the target and the network. The lower bound of localization error is utilized 
according to the distances between the target and the selected active nodes. Furthermore, the direction likelihoods of the active nodes is 
predicted by way of the node/target bearing distributing relationships. 
Keywords: distributed wireless sensor network; direction of arrival; extended Kalman filter; node selection 
1 Introduction* 
The application of distributed wireless sensor 
network systems provides a cost effective method 
for battle space surveillance and reconnaissance in a 
complex and interference-abundant environment. 
However, the limited power supply and the con-
straints of overall size set a limit on the capabilities 
of the sensor[1]. Especially, since the batteries of 
sensor nodes are difficult to be replaced and re-
charged in emergencies, it is necessary to reason- 
ably arrange the nodes for saving power to extend 
lifespan of the network. 
Passive target tracking is a typical application 
of sensor networks. In order to localize the target, 
each node has a sensor array comprising passive 
acoustic sensors, microphones, to estimate the di-
rection of arrival (DOA)[2]. The active nodes share 
their DOAs in order to triangulate the target posi-
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tion[3] and aggregate the measurements from multi-
ple snapshots to track the target by a decentralized 
extended Kalman filter (EKF)[4]. For this sensor 
network to raise its efficiency with a considerable 
lifespan, the system requires an algorithm to deter-
mine which nodes should be active and what infor-
mation the nodes should convey. This paper deve- 
lops a node selection method to select the best Na 
active nodes from possible Ns ones in the wireless 
sensor network at every snapshot and evaluate its 
performance. 
Derived from the optimal path algorithm of 
passive target tracking[5-6], the node selection algo-
rithms solve the similar problem by optimizing a 
cost function representing the localization accu-
racy[7-9]. In Ref.[7], the best node, Na = 1, is selected 
to optimize the Mahalanobis distance for every 
snapshot. With the ability to select the best one, the 
network is burdened by heavy computation because 
of the use of Bayesian filter. The tracker can be 
simplified into an EKF as an efficient computational 
version[8-9]. The cost functions are established by the 
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determinant or the trace of the covariance error ma-
trix. However, the relevant papers did not give a real 
insight into the cost function of EKF. In an overall 
investigation, Refs.[10-11] show the selection meth- 
od that minimizes the expected filtered mean square 
(MS) position error for a given Na either by the 
global information of all node positions or by the 
local information of parts of node locations. Re-
quiring a large memory, the global information 
method[10] affords more accurate target positions 
and avoids the problem, faced by the local method, 
of demanding mass communication and complex 
non-linear computation[11]. As for power saving, it is 
well known that the power consumed in communi-
cation is more than in computation in a sensor net-
work[12]. 
This paper proposes a novel node selection al-
gorithm that selects Na active nodes to minimize the 
expected filtered MS position error using the loca-
tion information of all Ns nodes. The statistic bear-
ing relationships are introduced to decrease the 
computational complexity, and there is derived a 
lower bound of the cost function determined by the 
distance relationships between the nodes and the 
target to eliminate the complexity of selection. 
2 Problem Definitions 
To effectively select the optimal nodes to track 
the target, the following assumptions are made 
about the sensor network model. First, each node 
has the knowledge of locations of all the nodes in 
the network. Next, the probability of detection is a 
unity; that of false alarm is zero; that of node failure 
zero, and that of communication error and delay 
also zero. Finally, the network is assigned tracking 
one target based on the decentralized EKF. 
2.1 Measurement model 
In the 2-D passive localization problem, as-
sume the geometry of the ith node is [xi  yi]T and 
that of the target [xt  yt]T, the DOA measurement is 
t
t
ˆ arctan ii i
i
y y
x x
θ ϕ−= +−            (1) 
where 2~ (0, )i iNϕ σ . 
In order to ensure the independence of ϕi from 
the nodes and snapshots, suppose that the network 
nodes are randomly dispersed and sufficiently 
spaced, and that the snapshot interval is properly 
large. The experimental results mentioned in Ref. 
[10] proved that the constant σi is reasonable to be 
set 5°. 
2.2 Extended Kalman filter 
According to the pioneering work of Aidala[4], 
the recursive algorithm based on the Kalman filter-
ing technique is applied in scouting the moving tar-
get with the passive bearings-only measurements. 
The active nodes for the snapshot k + 1, which are 
selected using the selection algorithm at the previ-
ous snapshot, operate the recursive EKF model to 
aggregate the DOA measurements to track the mov-
ing target. The state vector of this EKF model is x = 
[px,t  py,t  vx,t  vy,t]T where (px,t, py,t) represents the 
position coordinates of the target, and (vx,t, vy,t) the 
target velocity. The process equation of EKF is 
( 1) ( ) ( 1)k k k+ = + +x Fx Av        (2) 
where 2( 1) ~ ( , )vk N σ+v I0  denotes uncertainty of 
the target movement, e.g., acceleration, I is a 2×2 
identity matrix,  
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T is the snapshot interval. 
The measurement equation of EKF is 
( 1) [ ( 1)] ( 1)k k k+ = + + +z H x ϕ      (3) 
where 
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The prediction equations are  
( 1 | ) ( | )k k k k+ =x Fx         (4) 
T 2 T( 1 | ) ( | ) vk k k k σ+ = +P FP F AA    (5) 
where P is the covariance matrix of EKF. 
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In the filter stage, all active nodes share their 
observations and update the state vector and co-
variance matrix with following equations: 
a
1( 1) ( 1)[ ( 1 | ) ( 1 | ) ]i
i N
k k k k k k−
∈
+ = + + + + ∑x P P x y  
(6) 
a
1 1( 1) ( 1 ) i
i N
k k k− −
∈
+ = + + ∑P P Y        (7) 
where T2
1
i i i
iσ
=Y ∇∇ , 21 [ ( 1) [ (i i i i
i
k kσ= + − +y z H x∇  
T1 | )] ( 1 | )]ik k k+ +x∇ , and 1 [ sin cos 0i i i
ir
φ φ= −∇  
T0]  is the gradient of ( )iH x  about ( 1 | )k k+x , 
T[ ]i ir φ  is the location of the ith node relative to 
the predicted target position in polar coordinates.  
2.3 Integration into tracking 
For the node selection algorithm and EKF to 
work properly in the decentralized tracking, the 
nodes that are active at a specific snapshot k–1 must 
share their data with the nodes that are active at the 
next snapshot. At the snapshot k, the active nodes 
share their measurements and update the EKF to 
estimate x(k|k) and P(k|k). And then, the nodes pre-
dict x(k+1|k) and P(k+1|k)), and operate the node 
selection algorithm to find out the optimal Na nodes 
at the k+1 snapshot. Fig.1 shows the structure of this 
tracking algorithm, and a detailed explanation fol-
lows. 
 
Fig.1  Illustration of tracking structure. 
(1) Initialization 
In the simulation, the EKF is initialized using 
the classical method designed to localize the fixed 
target at the first two snapshots[13-15]. Individually, 
poor estimations for a given node are possible 
though, as a whole, all of the nodes in the network 
are still able to detect and measure the target. The 
estimates of the target position at the snapshot 1 and 
2 are (px,1, py,1) and (px,2, py,2) respectively, and the 
target velocity at the snapshot 2 is (vx,2, vy,2) = [(px,2, 
py,2)–(px,1, py,1)]/T. P(2|2) can be calculated with the 
Fisher information matrix at the first and second 
snapshots[13]. 
(2) Prediction and selection 
The active nodes at the snapshot k–1 are used 
to predict the state of the target, x(k|k–1), and the 
covariance matrix, P(k|k–1), at the next snapshot 
based on Eq.(4) and Eq.(5). Then the active nodes 
operate the node selection algorithm to select the 
best Na nodes at the snapshot k, offering those Na 
nodes and sharing the data with those Na nodes, e.g., 
x(k–1| k–1) and P(k–1| k–1). 
(3) Tracking 
At the snapshot k, the selected Na nodes mea- 
sure the target, share their observations, and update 
the Kalman filter for x(k|k) and P(k|k). Then, these 
Na nodes return to the prediction and selection stage 
to select the optimal Na nodes for the k+1 snapshot. 
2.4 Criterion of the optimal subset 
When the active nodes have updated the EKF 
with their measurements at the snapshot k+1, they 
predict the state of the target at the next snapshot, 
and operate the node selection algorithm to find the 
active nodes for the snapshot k+2, which has the 
lowest cost function. In this paper, the MS localiza-
tion error is considered to be the cost function. 
The updated formula of covariance matrix of 
EKF, Eq.(6), can be shown in another form as fol-
lows 
f p m T
⎡ ⎤ ⎡ ⎤= + = +⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦
A C J
J J J
C B
0
0 0
    (8) 
where 1 1f p( 1), ( 1| )k k k
− −= + = +J P J P , and =J  
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Eq.(8) represents the relationship among the 
posterior, prior and measurement Fisher information 
matrices (FIMs). Sometimes, in order to reduce the 
computational complexity, some relevant works[5,9] 
ignored the prior FIM. It is easy to demonstrate that 
the inverse filtered FIM is 
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Thus, the expected filtered MS localization er-
ror can be expressed as a 1,1( ) [ ( 1)]N kρ = + +P  
2,2[ ( 1)]k +P . From Eq.(7) and Eq.(8), the expected 
filtered MS position error[10] can be obtained 
a
p
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             (10) 
where 1 Tp
−= −J A CB C . 
It is clear that ρ(Na) is correlated not only with 
the distance relationships between the nodes and the 
predicted position of the target but also with the 
direction relationships which is blamed for the com-
plexity of selection criterion. 
3 Node Selection Algorithm 
3.1 Lower bound of ρ(Na) 
In the case of finding out the best set of Na 
nodes by the exhaustive method, ρ(Na) must be cal-
culated by the sensor s
a s a
!
!( )!
N
N N N−  times in a 
network with Ns nodes. To simplify the process of 
the node selection, from Eq.(10), an inequality 
could be derived, it is determined only by the dis-
tance relationships to represent a lower bound of 
ρ(Na) for a set of Na nodes. 
Theorem 
a
a a
a p 2 2
2
a2 2 2 2
1( ) (tr ) /(det
1 1 1( ) ( ) ( [ ] ) ( )
2
i N i i
ij
i N i N iji i i i
N
r
N
r r
ρ σ
ρσ σ
∈
∈ ∈
> + + ⋅⋅ ⋅ +
+ × =
∑
∑ ∑ ∑
J A
A

  
 (11) 
Proof  See Appendix. 
It is easy to prove that this lower bound, 
a( )Nρ , increases as ri increases. Because this lower 
bound is determined only by the distance relation-
ships between the predicted target and sensors, all 
of the unselected nodes are arranged in an ascend-
ing order of dependence on the ri. The node No.1 is 
the nearest one. In the case of selecting a node, la-
beled as j, to be combined with a set of nodes, la-
beled as aN
− , to result in the lowest a( )N jρ − ∪ , the 
possible best option is to find out the nearest unse-
lected node, for it will make the lower bound the 
lowest. Therefore, to solve this kind of selection 
problem, the selection algorithm includes the fol-
lowing three steps: 
(1) Calculates the expected filtered MS error of 
the set of nodes, including No.1 unselected node 
and aN
− , i.e. a( No.1)Nρ − ∪ . 
(2) According to Eq.(11), calculates the spe-
cific distance rs, which guarantees a s( )N rρ − = ∪  
a( No.1)Nρ ∪ , and ignores the nodes whose dis-
tances are greater than rj. 
(3) Sorts out the node which result in the least 
cost function from the others. 
Therefore, it is useful to remove some useless 
nodes which are far away from the target to avoid 
repeated computation of ρ(Na) of these nodes. 
3.2 Statistic bearing relationships between the
 nodes and the target 
The bearing relationships are important influ-
ential factors of MS error. Better angular diversity 
can lead to more accurate location[13]. As the active 
nodes are selected one by one, a statistical method is 
established to describe the angular diversity of the 
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selecting process to predict where the next active 
one should be selected. 
By this approach, all of the nodes are sorted 
into m parts depending on the direction φi. The ith 
part contains the nodes dispersed in the sector area 
where φi vary from (i–1)×360°/m to i×360°/m and 
the origin is the expected target position. Each sec-
tor, j, has a parameter, sj, to represent the increase of 
the number of active nodes which belongs to it. For 
better angular diversity, the sector with a smaller sj 
would have a greater chance to be the next active 
node, while the sector with a bigger sj a less chance. 
3.3 Fast global node selection algorithm based 
on bearing relationships 
Derived from the lower bound Eq.(11) and the 
bearing relationships, this proposed novel algorithm 
is comprised of three stages. All of the Na nodes are 
selected one by one. To make the selection fast, the 
algorithm chooses part of Ns nodes to establish the 
potential subset of the next choices according to the 
record of selected nodes. Furthermore, the algorithm 
utilizes the lower bound of ρ(Na) to prevent the pos-
sibility of some nodes too far away from the pre-
dicted position of target from falling in the potential 
subset. Fig.2 illustrates the flow of this selection 
algorithm. 
(1) Initialization 
In this stage, the Ns nodes are sorted into m 
sectors based on the φi. In each sector, the nodes are 
arranged in an ascending order of dependence on ri. 
Then, for an initial finite MS error, the algorithm 
searches the first two active nodes from the poten-
tial subset, and labels them as aN
− . This potential 
subset is composed of the two nearest nodes in each 
sector and n nearest nodes to the target among all 
the others. This subset is labeled as *aN . As is 
shown in Section 4, the simulation results of the 
relationships between the sensor orders of distance 
indicate that the 12 closest nodes possess the largest 
activity ratios when Ns ≥ 20. Therefore, the algo-
rithm selects some nearest nodes from each sector to 
establish the potential subset for the first two active 
nodes. 
 
Fig.2  Flow chart of the fast global node selection algorithm. 
(2) Selection 
In this stage, the algorithm firstly counts the 
number of nodes, which belong to aN
− , in each sec-
tor. This number of each sector is labeled as sj, 
where j = 1, 2, ···, m. 
Secondly, the algorithm establishes the new 
potential subset to select the next active node to join 
aN
− . The new potential subset is comprised of cj 
nearest unselected nodes in each sector.  
(1 )j j jc t s p= × − ×          (12) 
where cj is the number of nodes selected into the 
potential subset in jth sector, tj the number of the 
unselected nodes in jth sector, sj the number of the 
nodes that have already been selected in jth sector, 
and 0 < p < 1/Na is a fixed parameter. Eq.(12) is 
based on the statistic bearing relationships between 
the nodes and the target. When a sector has more 
nodes selected, it will have a bigger sj than other 
sectors. According to Eq.(12), a big sj is a negative 
factor for a big cj in every sector. This means that if 
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the sector has more nodes in aN
−  than others, it 
will have fewer nodes to join the new potential 
subset. The next active node selected from this po-
tential subset will be less possible in this sector. In 
this manner, the algorithm makes it unnecessary to 
search for the next active node from all of the Ns 
nodes, and guarantees the output of selection stage 
having a good angular diversity. 
Thirdly, the nodes in this new potential subset, 
labeled as **aN , are arranged in an ascending order 
of dependence on ri. Then, the next active node is 
selected from the potential subset along the same 
lines introduced in Section 3.1. 
The algorithm calculates the expected filtered 
MS error of the subset a( No.1)N
− ∪ , where No.1 
represents the nearest one in **aN . According to 
a( No.1)Nρ − ∪ and Eq.(11), the algorithm calculates 
the specific distance rs, which guarantees that the 
node whose distance is rs meets a s( )N rρ − = ∪  
a( No.1)Nρ ∪ . Because a s( )N rρ − ∪  is the lower 
bound of a s( )N rρ − ∪  and a s( )N rρ − ∪  is a mo-
notonous increasing function of rs, the nodes in **aN , 
which are farther than rs, have poor localization 
performance than No.1. Therefore, the algorithm 
calculates and compares the localization perform-
ance of the nodes, which are nearer than rs in the 
**
aN , to find the next active node, and add it to aN
− . 
Finally, the algorithm checks whether the 
number of nodes in aN
−  contains Na. If it does, the 
examination stage begins. Otherwise, the algorithm 
should repeat the above cited process to find the 
next active node. 
(3) Examination 
This stage aims to improve aN
−  by checking if 
replacement of the selected node in the aN
−  with an 
unselected node would improve the localization 
performance. It is clear that as the number of nodes 
in aN
−  increases, the number of nodes in **aN  
gradually decreases meaning that the **aN  for the 
last selected node is the smallest one. To decrease 
the checking times, the potential subset is used, 
from which the Nath node in aN
−  is selected. The 
node in aN
−  will be replaced with a node in this po-
tential subset if it proves to improve the localization 
accuracy. 
Fig.3 illustrates the steps of this fast global 
node selection algorithm, where Ns = 20, Na = 3,   
m = 4, n = 4, and p = 0.5. In this example, the algo-
rithm selects three best suited nodes in the following 
steps: 
① All of the 20 nodes are sorted into four sets 
based on the bearing relationships. 
② The algorithm selects two best suited initial 
nodes from a potential subset of nodes, labeled 
as *aN . This potential subset is composed of two 
nearest nodes in each sector and four nearest node 
selected from the remainders. Again from *aN , are 
selected two best nodes labeled as aN
−  with the low-
est MS position error. 
③ As shown in Fig.3(b), the two aN −  nodes 
come from the first and the third quadrant sectors 
respectively. Therefore, 1 2 3 4[ ] [1 0 1s s s s= =S  
0] . 
 
 
Fig.3  Illustration of the fast selection algorithm. 
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④ According to 1 2 3 4[ ] [4 5 4t t t t= =T  
5], and Eq.(12), 1 2 3 4[ ] [2 5 2c c c c= =C  5] 
holds true. The potential subset of the next active 
nodes labeled as **aN is established by choosing the 
cj nearest nodes from the sector j. Thus, **aN  con-
sists of the 14 shadowed nodes shown in Fig.3(b). 
⑤ The third active node i is found to make 
a( )N iρ − ∪  smallest with i added into aN − . In the 
selection, the method introduced in Section 3.1 is 
used to improve the efficiency. 
⑥ According to the updated aN − , the sj, tj and cj 
in each sector are recalculated to build up a new 
**
aN  to find the next active one. This procedure will 
be run until the number of aN
−  equals to Na. How-
ever, in this example this step is obviated, for Na=3. 
⑦ Because the nodes of *aN  and **aN are dif-
ferent, and the nodes which consist of **aN  always 
change, the algorithm checks the validation of Na by 
checking if replacement of a node in the aN
−  with a 
node in the **aN , from which the last node of aN
−  
has come, would improve the localization accuracy. 
4 Simulation Results 
In this section, the nodes are firstly arranged in 
an ascending order of their distances to the target 
with the closest node the first. The simulation illus-
trates the ratios of the nodes to be selected active 
based on distances. Specifically, the nodes randomly 
disperse in a 1 km×1 km area. The data in Ref.[10] 
exhibited that the node could sense the target 500 m 
away with a large SNR. And these data were col-
lected by the Army Research Laboratory of USA. 
Ten hundred dispersed configurations are estab-
lished for different Ns, 20 and 50 respectively. σv is 
set to be zero. The interval of snapshots is 1 s. At 
the beginning, the target is at the center of the area. 
Then it moves to east at a speed of 10 m/s. The ra-
tios of the nodes to be selected active based on dis-
tances are computed for four cases: Na = 3, 4, 5, and 
6. Fig.4(a) and (b) show the results. 
Although the sensors closer to the target are 
more probable to be selected, the closest one does 
not come from them every time. The simulation 
shows that only when Na=6, the closest node is cer-
tainly active. In other cases, there are 12 closest 
nodes that possess the most activity ratios. As the 
order increasing, the activity ratio of the node ap-
proaches zero. Furthermore, this trend becomes 
stronger and stronger as Ns and Na increase. There-
fore, it is reasonable to select the active nodes, es-
pecially the initial two nodes, from the 12 closest 
nodes. 
 
 
Fig.4  Relationship of the sensor order of distance and the 
activity ratio. 
The performance of this fast global node selec-
tion algorithm is evaluated by comparing it with 
other two classical algorithms in Ref.[10] which are 
based on the global node information selection. Of 
them, one is termed as add one at a time (AOAT), 
which selects the Na active nodes from all of the 
nodes one by one. This method first selects the two 
best nodes, labeled as aN , from all of the nodes, 
then, it finds the one specific node that combines 
with aN  and has the least localization error, and 
refreshes aN  until the number of aN  equals to Na. 
The other is termed as “Simplex”, an improved ver-
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sion of AOAT. It begins with completing AOAT, and 
then checks whether replacement of a node in the 
active subset with an inactive node would enhance 
the localization accuracy[10]. Although these two 
algorithms remove the burden to calculate MS posi-
tion errors s a s a!/( !( )!)N N N N−  times in the ex-
haustive searching process of finding each active 
node from all of the Ns nodes, they do not suffi-
ciently make use of the location relationships be-
tween the nodes and the target. 
Two criteria are used to evaluate the perform-
ance of the selection algorithms by comparing it 
with the theoretically optimal exhaustive algorithm. 
(1) The percentages of the outputs of algo-
rithms that do not match the optimal active nodes. 
(2) The statistical average relative increase of 
the MS error, e.g., 
*
a a
*
a
( ) ( )
( )
N N
N
M
ρ ρ
ρη
−
=
∑  
            (13) 
where Na is the outputs of the selection algorithms 
while *aN   is those of the exhaustive algorithm, M 
is the times of the snapshots of the non-optimal re-
sults obtained by the selection methods in the 1 000 
configurations. In the initialization stage of selec-
tion algorithm, the potential subset comprises the 
two nearest nodes in each sector and four nearest 
nodes to the target among all the others. For the se-
lection algorithm based on the bearing distributed 
relationships, p in Eq.(12) is set to be 0.1, and n 
equals to 4. The area is divided into four sectors. 
 Fig.5(a) shows the percentage of the non-op-
timal outputs in terms of the first criterion. As for 
the second criterion, Fig.5(b) plots the average rela-
tive increase of the position error over the 1 000 
configurations for different values of Na and Ns. 
These results demonstrate that although the fast 
method selects the active nodes from part of the Ns 
ones, its performance appears comparable with 
“Simplex” and much better than AOAT in terms of 
the first criterion. Especially, when Na is approxi-
mately equal to the number of the divided sectors, m, 
and Ns is larger, the performance of this fast method 
is very close to that of “Simplex”. 
 
 
Fig.5  Comparison of performances of three selection algo-
rithms (logarithm scale). 
Also, Fig.5(b) shows that if any of the three 
algorithms result in a non-optimal subset at one 
snapshot, the average relative increase of the MS 
error is very small, approximately 0.8%. It illus-
trates that, in general, an occasional non-optional 
subset acquired by the selection algorithm would 
only slightly deteriorate the localization accuracy of 
the target. If not often, the network can still work 
well to track the target. Nevertheless, the active 
sensors should be selected so properly as to exploit 
the ability of network to guarantee the accuracy. 
Therefore, the first criterion proves more important, 
for it is concerned with the frequency of the non- 
optimal results. 
The performance of this proposed fast selection 
method is slightly worse than “Simplex” in terms of 
the first criterion. On the other hand, however, the 
results in Fig.6 indicate that, compared with other 
two exhaustive algorithms, the fast method can re-
duce the times of computation of the cost function 
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in average by nearly 60% in a process of tracking 
target. It means that the fast method needs much less 
times for comparing the different subsets of nodes. 
Especially, when the network is large, for example, 
Ns = 40 or 50, the fast method reduces the computa-
tional work by approximately 80% relative to the 
other algorithms. Consequently, the system is more 
effective in node selection and more economical in 
power consumption thereby leading to a better en-
tire performance both in the localization and the 
lifespan. 
 
Fig.6  Comparisons of computational complexity of three 
selection algorithms. 
5 Conclusions 
This paper proposes a technique to make the 
distributed sensor network more efficient in passive 
localization of a moving target.  
The purpose of this method is to cut down on 
the power consumption and to extend the lifespan of 
the network by ignoring some useless nodes. The 
proposed approach is based on two principles: The 
first one is that the nodes nearer to the target are 
more often selected to be active. The active nodes 
are mostly contained in the nearest nodes. To fulfill 
this principle, there is derived a lower bound of the 
MS error determined by the distances between the 
active nodes and the target. The second principle is 
that the sector with a smaller sj would have a greater 
chance to be the next active node while the sector 
with a bigger sj has less. This is the fundamental on 
which the method is developed to describe the rela-
tionship of the nodes and the target. 
The simulation has proved the performance of 
this method which is comparable to the relative ex-
haustive methods in terms of the two criteria. The 
network system using this algorithm has a great ad-
vantage of low-complexity in fast computation and 
long lifespan. Besides, this algorithm reduces the 
possibility of non-optimal selection and causes a 
slight relative increase of localization error. 
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Appendix  Proof of the Theorem 
From Eq.(7) and Eq.(8), the filtered covariance 
matrix can be expressed as 
1 T 1 1 T 1 1
1 T 1 T 1 T 1 1
( ) ( ) ( ( ) )
( 1)
( ) ( ( ) )
k
− − − − −
− − − − −
⎡ ⎤+ − − + − ++ = ⎢ ⎥− + − − +⎢ ⎥⎣ ⎦
A J CB C A J C B C A J C
P
B C A J CB C B C A J C
2 
By the definition of ρ(Na), it is easy to confirm 
that 
1 T
a 1 T
tr( )( )
det( )
Nρ
−
−
+ −= + −
A J CB C
A J CB C
. 
Note that Jf, Jp and J are all positive semi-de- 
finite symmetrical matrices. Through 
1 T
Tdet det det( ),
−⎛ ⎞ = × + −⎜ ⎟⎜ ⎟⎝ ⎠
A+ J C
B A J CB C
C B
 ρ(Na) 
can be rewritten into 
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a
f
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Nρ
−+ − ×= A J CB C B
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Because of the Fisher inequality, det Jf ≤ 
det(A+J) × det B. Then, 
1 T
a
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−+ −≥ +
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A J
 
As both A and J are 2×2 matrices,  
a
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where 
a
2
2 2 2 2
,
sin ( )1det
2
i j
i j N i i j jr r
φ φ
σ σ∈
−= ∑J  has been proved 
in Ref.[10].  
Because 1 sin 1iφ− ≤ ≤  and 1 cos 1iφ− ≤ ≤ , then 
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The lower bound in Eq.(11) can be proved. 
 
