ABSTRACT. This study investigates the influence of urban form on automobile travel using household survey data from Germany. Two dimensions of car use are considered: the discrete decision to own a car and the continuous decision of distance traveled. Because these decisions are likely influenced by factors unobservable to the researcher, we apply censored regression models to evaluate the role of biases emerging from sample selectivity. Unlike much of the literature, we find that urban form variables are a significant determinant of both automobile ownership and use, a finding that holds even after using instrumental variables to control for endogeneity. (JEL R14, R41)
I. INTRODUCTION
In Germany, as elsewhere in the industrialized world, the demand for motor vehicle travel has grown substantially in recent years, with the number of registered vehicles increasing by 12.1% and mileage increasing by 9.1% between 1993 and 2002 (Hautzinger and Stock 2005) . Understanding the determinants of such trends has emerged as a major priority within the scientific and policy arenas given the range of negative externalities associated with private car use, including air and noise pollution as well as congestion and accidents on the public roadways. One important area of research has focused on the role of urban form as a cause of transport demand. The hypothesis of a link between urban form and automobile dependency has far reaching implications for transport and land use policy, as its verification would avail a broad palette of options to encourage alternative modes of travel. Establishing such a link empirically, however, has proved a vexing endeavor.
While several early studies uncovered evidence that land use planning-in particular high densities and mixed use-reduce automobile travel (e.g., Newman and Kenworthy 1989; Holtzclaw 1990; and Friedman, Gordon, and Peers 1994; cited in Handy 1996) , more recent studies have suggested that the linkage is tenuous at best. Much of this research draws on household data collected from select cities and regions in the United States, where the widespread movement of populations away from urban areas has been argued to not only contribute to urban blight (Jargowsky 2001) , but also to a loss of cultural heritage as open-space is replaced by helter-skelter development and disconnected residential communities (Kunstler 1994) . Concern about these trends has spawned new paradigms in the planning community-alternatively referred to as the ''new urbanism'' or ''neotraditional planning''-that emphasize compact design, mixed development, and the provision of public transport as a means of integrating neighborhoods and reducing congestion. As cities and metropolitan areas develop strategies to implement these concepts, one of the most contentious conclusions emerging from the recent literature is that any such measures may have only muted effects. To the extent that households endogenously self-select themselves into communities that support their preferences for transportation and other amenities, there will be less leverage to influence their behavior through changes in land use. The studies by Boarnet and Sarmiento (1998) , Crane and Crepeau (1998) , Krizek (2003) , and Bento et al. (2005) , all of which analyze household data collected from U.S. cities, are among those that find a modest role of individual measures of urban form in explaining automobile-based travel behavior.
To date, this issue has received very little empirical scrutiny in the European context, despite growing concerns about unmitigated land consumption and calls to avoid unbalanced urban planning (EC 2001) . In 1993, the German government legally codified the concept of ''decentralized concentration'' into its regional planning guidelines (BBR 1993) . Since that time, several German cities have adopted models predicated on ''compact'' development as a means of spatially integrating residential, recreational and commercial land uses to reduce automobile reliance (e.g., Dresden 2002). One of the few studies to examine the efficacy of such measures was recently commissioned by the Federal Ministry of Transport, Building and Housing, which drew on a cross-sectional survey of individual travel behavior (Siedentop et al. 2005) . Although the authors establish correlations between various measures of urban form and total travel, they find relatively weaker correlations between these measures and automobile travel. Moreover, they concede that their findings may be subject to the confounding influence of residential choice decisions.
The present study seeks to further contribute to this line of inquiry by estimating econometric models of car use on a panel of travel-diary data collected in Germany between 1996 and 2003. Two dimensions of car use are considered: the discrete decision to own a car and the continuous decision of distance traveled. Because these decisions are related and, moreover, are likely to be influenced by factors unobservable to the researcher, we explore alternative specifications using censored regression techniques to assess whether the results are subject to biases emerging from sample selectivity. Our focus is specifically on the determinants of non-work travel, as this variant generates a majority of the local area travel (Crane and Crepeau 1998) and tends to be more flexible and hence potentially more responsive to the built environment (Krizek 2003) . In addition to modeling variables that capture the tools commonly advocated by land use planners to influence mobility behavior, including mixed use and public transit, an important contribution of this study is to control for endogeneity through the use of instrumental variables.
The remainder of the paper is structured as follows. The next section describes the data sources and their assembly for the quantitative analysis. Section 3 describes the econometric models, the explanatory variables included in the specification, and some technical details on the interpretation of the marginal effects. Section 4 catalogues the results, and Section 5 concludes the paper.
II. DATA ASSEMBLY
The primary data source used in this research is drawn from the German Mobility Panel (MOP), a representative multiyear travel survey financed by the German Federal Ministry of Transport, Building and Housing. The panel is organized in overlapping waves, each comprising a group of households surveyed for a period of one week over each of three years. The data used in this paper cover eight waves of the panel, spanning 1996 to 2003.
Households that participate in the survey are requested to fill out a questionnaire eliciting general household information and person-related characteristics, including gender, age and employment status. In addition, all household members over 10 years of age fill out a trip log capturing relevant aspects of everyday travel behavior, including distances traveled, modes used, activities undertaken, and activity durations.
Using the data from these logs, we derived a measure of the total distance driven by the household over the course of the five-day week for non-work activities, which serves as the dependent variable. For cases in which these activities were undertaken as part of tours that involved work stops (e.g., a stop at the supermarket on the way home from work), we subtracted twice the direct homework distance in order to remove workrelated travel from the measure and avoid complexities associated with trip-chaining. We also explored alternative measures of non-work travel that did not net out the home-to-work trip and found that this had little bearing on the qualitative findings.
While the MOP includes a variable indicating the zip code in which the household resides, it lacks sufficiently detailed geospatial information to derive measures of community attributes. Moreover, the MOP includes no direct measures of household level income. To redress these features, we augmented the data with additional information obtained from Navtech and infas GEOdaten GmbH, two commercial data providers. The Navtech data, which is drawn from the year 2001, includes shapefiles of the zip code boundaries and the roads network in Germany. The infas GEOdaten data is also from 2001 and includes information on per capita disposable income and demographic composition, as well as counts of the number of building structures and business outlets of various ages and types (e.g., residential, retail, service, etc). As with the Navtech data, this data is measured at the scale of the zip code, the median size of which is roughly 27 square kilometers. Both the GEOdaten and Navtech data sets were merged with the MOP data using the zip code identifier. A final data source was provided by the German Insurance Association (GDV), which compiles information on car insurance costs nationally at the provincial level. Because the approximately 445 provinces in the dataset are delineated at a slightly higher level of spatial aggregation than are the zip codes, a GIS was used to merge them with the household data.
In total, the data contains 3,064 households distributed across 2,122 zip codes within the 1996-2003 time interval. Of these, 875 participated in one year of the survey, 878 in two years, and 1,311 in all three years, yielding a total of 6,564 observations on which the model is estimated.
1 To correct for non-independence emerging from the repeated observations of households over the three years of the survey, the regression disturbance terms are clustered at the household level, and the presented measures of statistical significance are robust to this survey design feature (Deaton 1997) .
III. EMPIRICAL ISSUES

The Estimators
Roughly 14% of the households in the data do not own an automobile and for which the observations on distance driven are consequently censored at zero. To accommodate this feature of the data, two alternative estimators are specified: the Heckit (Heckman 1979 ) and the two-part model. The Heckit model is appropriate when there is a concern for sample selection biases that could otherwise arise from the existence of unobservable variables (e.g., attitudes toward public transit) that determine both the discrete and continuous choices pertaining to car use. Such biases may emerge from the possibility that the determinants of car ownership are not random: those households that would drive short distances are the same households that are less likely to own a car.
The model considers that observations are ordered into two regimes. In the context of the present example, these regimes are defined by whether the household owns a car. The first stage, referred to as the selector equation, defines a dichotomous variable indicating the regime into which the observation falls:
where S Ã i is a latent variable indicating the utility from car ownership, S i is an indicator for car ownership status, the Z i denote the determinants of this status, t9 is a vector of associated parameter estimates, and u i is an error term having a standard normal distribution. After estimating t using the probit maximum likelihood method, the second stage involves estimating an OLS regression of distance traveled conditional on S 5 1. To control for sample selectivity, this second-stage regression appends the inverse Mills ratio calculated from the linear predictions of the probit model as an additional explanatory variable. This second-stage regression is referred to as the outcome equation and is written as
where Y is the dependent variable, measured here as the kilometers of weekly nonwork vehicle travel, X are the explanatory variables, b are the associated parameters to be estimated, e i is an error term assumed to have a bivariate normal distribution with u i , and l is the inverse Mills ratio (hereafter IMR), defined by the ratio of the density function of the standard normal distribution, w, to its cumulative density function, W.
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One difficulty in estimating the Heckit emerges when there is a high degree of collinearity between the independent variables and the IMR, resulting in high standard errors on the coefficient estimates and parameter instability. This problem has generated a vigorous debate in the literature concerning the usefulness of the model for handling censored data. Skeptics of the Heckit's reliability have advocated the twopart model (2PM) as an alternative (Hay, Leu, and Romer 1987; Duan et al. 1984; Manning, Duan, and Rogers 1987; Dow and Norton 2003) . As with the Heckit model, the 2PM involves the estimation of a selector and outcome equation, but is distinguished by the exclusion of the IMR in the latter equation.
3 While acknowledging the merits of the 2PM under certain circumstances, Leung and Yu (1996) show that when the Heckit is the true model, it performs considerably better than the 2PM so long as there are no collinearity problems. Nevertheless, they also demonstrate that a t-test of the coefficient on the IMRthe conventional indicator for the presence of selectivity and hence the choice between the 2PM and Heckit-is unreliable when the degree of collinearity is excessive. Dow and Norton (2003) elaborate on this point by noting that high collinearity may cause the IMR coefficient to be unusually large, producing a t-test that incorrectly rejects the 2PM in favor of the Heckit.
Because the difficulties arising from multicollinearity complicate selection of the appropriate model, we present estimates from both variants for comparison. We also attempt to gauge the extent to which collinearity afflicts the results of the Heckit by reporting the condition number, a diagnostic tool suggested by Belsley, Kuh, and Welsch (1980) . This measure, which indicates how close a data matrix X is to being singular, is computed from the eigenvalues of the moment matrix. A higher condition number indicates a greater likelihood of collinearity problems, whereby Belsley Kuh, and Welsch (1980) suggest a maximum threshold of 30 on the basis of Monte Carlo experiments.
The Explanatory Variables
To effectively identify the Heckit model and control for sample selectivity bias in the second-stage regression requires the inclusion of at least one variable that uniquely determines the discrete choice of car ownership, but not the continuous choice of distance traveled. In the present example, this selection can be informed by consideration of the fixed costs incurred with owning a car but not with driving. As an identifying variable, we include an insurance cost index compiled by the GDV, which varies between 1 and 12 and measures the average regional insurance costs of car ownership. We expect this variable to have a negative effect on the probability of car ownership, as increases in the index indicate higher insurance costs.
To model the effects of urban form, we use four variables capturing three key elements of new urbanist design: density, diversity, and public transit. 4 Public transit accessibility is captured by a variable from the survey that measures the walking minutes from the house to the nearest public transit stop. Density is measured by two variables, the first of which is taken from the vector layer of the road network in Germany. Using this layer, an algorithm was written to calculate the total length and width of paved roads of various classes in each zip code, from which the density of road kilometers per square kilometer of land area could be derived. To maintain the focus on localized travel, we excluded the German Autobahn network from the calculation of the measure. The second density measure is derived by summing the total number of commercial outlets in the zip code and dividing by the zip code's area. Given our interest in non-work travel, the construction of this measure includes only retail, service, and entertainment establishments.
Developing a measure of diversity is less straightforward, as the aim here is to simultaneously account for both the variety and prevalence of different attractions in the region that would influence mobility. We draw on an entropy-metric commonly employed in the biological sciences, referred to as Shannon's diversity index, which is based on information theory (Shannon and Weaver 1949) . The index is defined as
where Q is the total number of ''species'' in a patch (in this case the zip code) and p j is the fraction of individuals belonging to the jth species. As with the density measure, we define retail, service and entertainment as the three classes of outlets over which the index is summed. In addition to being readily computable from the available data, a desirable feature of the index is that it takes into account both the number (i.e., richness) as well as the relative abundance of each type of outlet.
Aside from the distance to the nearest public transit stop, which is expected to be positively correlated with both the probability of car ownership and distance driven, the urban form variables could have either positive or negative effects, and it is not possible to state a priori which effects are expected to prevail. Diversity, for example, could be considered an amenity that encourages trips for shopping and other activities, thereby increasing the number of vehicle trips taken. At the same time, diversity might reduce the distance traveled for these trips if the mix of services sought is reachable within a smaller area. A similar logic applies to the density measures. A higher road density could be expected to reduce the costs and hence increase the amount of automobile travel while simultaneously increasing accessibility, which would reduce the traveled distances. Such countervailing effects are reflected in the available empirical evidence. Crane and Crepeau (1998) , for example, find that dense street patterns are associated with fewer car trips relative to less dense networks, while Bento et al. (2005) find that increases in road density has a positive effect on annual miles driven.
The remaining variables included in the model serve as controls for the sociodemographic attributes of the household as well as the household's work-related travel. Descriptive statistics for these, the urban form variables, the insurance cost index, and the dependent variables are presented in Table 1 . Year dummies are also included in the model to control for autonomous shifts in macroeconomic conditions that could affect the sample as a whole.
Interpretation of the Marginal Effects
With respect to the interpretation of the marginal effects from the Heckit model, two clarifications are warranted. While it is wellknown that the marginal effects from the probit selector equation are given by w(t9 Z i )t k , it is often neglected that an adjustment is also required to interpret the coefficients from the outcome equation when the variable additionally appears in the selector equation. Following Sigelman and Zeng (1999) , this adjustment, which yields the conditional marginal effect, is given by
The intuition underlying equation [5] is that the effect of X ki can be decomposed into two parts. The first part, given by b k , measures the effect of X ki on the distance driven among those with a car, while the second part, represented by t k b l l i (l i + t9Z i ), represents the effect of a change in X ki on the probability of owning a car (Saha, Capps, and Byrne 1997) . Clearly, when no sample selectivity issue is present, b l 5 0 and the right-hand side of [5] reduces to b k . In this case, the conditional effect corresponds to that of the 2PM. In addition to calculating the conditional marginal effects, we also calculate their statistical significance. This step is complicated by the fact that equation [5] comprises multiple parameters that makes analytical computation of the variance impossible, which is presumably one explanation for Table 2 presents the coefficient estimates from the Heckit and 2PM models and the associated marginal effects. In discussing the results, we focus on these latter effects because of their behavioral relevance. Turning first to the selector estimates, all of the socio-demographic variables are significant at the 5% level and have positive coefficients. The largest effect is seen for the number of male workers in the household, a unit increase in which increases the probability of car ownership by 0.096. The identifying variable capturing insurance costs has, as expected, a negative coefficient and is also significant at the 5% level.
IV. RESULTS
Models with Urban Form Variables
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Moving beyond the control variables, the model suggests that urban form is a statistically significant determinant of car ownership: three of the four urban form variables have p-values less than 0.05 and a likelihood ratio test suggests that their inclusion significantly improves the fit of the model (p , 0.0001). The two density measures both have negative, albeit small, coefficients, which is consistent with the intuition that households located in densely settled areas have less need for automobile transit. Specifically, a unit increase in road density reduces the probability of car ownership by 0.003, while a unit increase in outlet density reduces the probability by 0.012. The distance to the nearest public transit stop has the expected positive effect but is also small in magnitude, with each additional walking-minute increasing the probability of car ownership by 0.002. Likewise, the diversity variable is positive, which may reflect an increased demand for automobile travel as the variety of services in the surrounding area increases, though the estimate is statistically insignificant.
Before examining the corresponding estimates of the outcome equation, several points regarding the presence of sample selectivity bear noting. First, the condition number, calculated to be 25.13, is below the threshold of 30 that Belsley, Kuh, and Welsch (1980) suggest is indicative of multicollinearity problems. Second, the coefficient on the inverse Mills ratio is positive and highly significant, suggesting that, on net, unobservable factors that increase the probability of car ownership also increase the distance driven. Third, the inclusion of the selectivity coefficient in the calculation of the marginal effects has a substantial bearing on their magnitude, indicating that the interpretation of Heckit estimates should be cast in more specific terms than is conventionally the case. Finally, the calculation of the statistical significance of the marginal effects is clearly warranted given that the p-values vary considerably compared with the unadjusted coefficients, in some cases by several orders of magnitude.
Turning to the estimates of the outcome equation for the Heckit and 2PM models, the qualitative findings generally mirror those of the selector equation. The coefficient on the number of male workers again has the highest magnitude, whereby the marginal effect from the Heckit suggests that each additional male worker increases the distance traveled for non-work activities by 25.8 kilometers per five-day week, with 5 The nonparametric bootstrap is an alternative method for calculating statistical significance. Vance (2006) illustrates this approach and the Delta method, and provides the code for implementing both techniques using the STATA software. 6 As pointed out by a reviewer, the omission of a variable measuring crime could result in an overestimate of the insurance index given the positive correlation between these two variables and the plausibly negative impact of crime on the probability of car ownership. The estimate of density could also be biased downward to the extent that density is positively correlated with crime.
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an approximately equal estimate from the 2PM. A more substantial discrepancy is seen for the variable measuring the commute distance, the marginal effect of which is insignificant in the Heckit model but which is estimated at 0.16 and is highly significant in the 2PM. Otherwise, the coefficient estimates of the control variables are similar across the two models. With respect to the urban form variables, only road density is found to be significant based on the calculation of the conditional marginal effects from the Heckit. Specifically, each unit increase reduces the kilometers traveled by 1.3 kilometers. A slightly lower estimate, 1.2 kilometers, is generated by the 2PM. The coefficient on the walking time to the nearest public transit from the 2PM is also significant, suggesting that each additional minute increases vehicle travel for non-work activities by 0.66 kilometers. Nevertheless, given the highly significant estimate of the IMR and the evidence that multicollinearity is unlikely to be a problem, a conservative interpretation would dictate referencing the Heckit result that the variable is insignificant.
Models with Urban Form Instruments
The foregoing analysis assumes that urban form is an exogenous determinant of travel behavior. If we instead consider the possibility of endogeneity, with households selecting neighborhoods based on heir preferences for the attributes embodied in the urban form variables, then the estimated coefficients on these variables would be inconsistent as a result of their correlation with the error term. Stated alternatively, if households who dislike driving locate in regions that support alternative transport modes, then any apparent causal effects running from the urban form variables to driving behavior could be spurious.
To explore this possibility, we estimated a second series of models using instrumental variables for both the Heckit and 2PM specifications. Following the lead of Boarnet and Sarmiento (1998), we assume that having selected a residential location, a household has also selected the urban form characteristics in the vicinity of that location, with the consequence that urban form is identically a function of residential location. This assumption allows us to focus on the selection of instruments that explain residential choice-and hence land use-in the area of the household's residence but not their travel behavior. Boarnet and Sarmiento's (1998) work uses several non-transport amenities that measure the socio-demographic composition and architectural character of the neighborhood. We draw on four such variables from the infas GEOdata dataset, all measured at the zip code level: N the percentage of foreign residents.
As these variables are likely to be correlated with the urban form variables but have little bearing on travel decisions, we assume that the associated instruments used in the estimation of the land use effects are exogenous, an assumption which is tested below. Table 3 displays the results of instrumental variables (IV) regressions for each of the four urban form variables using the Heckit model. Columns 1-4 contain the coefficients estimated by an IV-probit model (Newey 1987) , and columns 5-8 contain the corresponding estimates from a two-stage, least-squares model. To avoid clutter, only the marginal effects are presented.
Multicollinearity does not appear to be a problem for three of the four models, as evidenced by the relatively low values of the condition number. This is not the case for model H4, however, which includes the instrument for the walking minutes to the nearest public transit. The fact that the condition number is above 30, along with the insignificance of the IMR, suggests that the 2PM may be more appropriate in this case.
With respect to the identification of the models, three tests are reported at the bottom of the table. The first of these is an F-test of the joint significance of the instruments from the first-stage regressions. Based on critical values derived using weakinstrument asymptotic distributions, Stock, Wright, and Yogo (2002) suggest that the Fstatistic should typically exceed 10, a threshold that is easily met in all of the models except for model H4. The second statistic, the Anderson canonical correlations likelihood ratio statistic, provides an additional test of whether the excluded instruments are relevant. The null hypothesis is that the equation is under-identified. The test statistic is distributed as chi squared with degrees of freedom equal to the number of included and excluded instruments minus the number of regressors plus one. Again, in all of the models except H4 the null hypothesis is rejected at the one percent level. The final test reports the Hansen-J statistic. The null hypothesis here is that the instruments are uncorrelated with the error term and that the excluded instruments are correctly excluded from the estimated equation, conditions which are required for the instruments to yield consistent and unbiased estimates (Hansen 1982; Baum, Schaffer, and Stillman 2002) . This test is also distributed as chi square, with the degrees of freedom equal to the number of excluded instruments minus the number of endogenous variables. With respect to the instruments for outlet and road density (Models H1 and H2), the test statistic is very small, suggesting that the instruments are orthogonal to the dependent variable. However, in the case of the instruments for diversity and the distance to public transit (Models H3 and H4), the hypothesis of zero correlation is clearly rejected, leading us to discount the estimated coefficients for these variables.
The most general observation to draw from the coefficient estimates is that the effects of virtually all the socio-demographic variables are somewhat smaller in magnitude as compared with the estimates in Table 2 , while the estimates on the urban form instruments are all considerably high- er. In the case of the density measures, for example, it is seen that a unit increase in outlet density decreases the probability of car ownership by 0.04 and decreases the distance traveled by some 16 kilometers. In both cases, the magnitudes are over a threefold increase compared to the corresponding estimates in Table 2 ; moreover, the instrumented outlet density variable is estimated to be highly significant. Differences are also seen for the estimates of the effects of road density, though these are less pronounced. A unit increase in this variable reduces the probability of car ownership by 0.005, a slight increase in magnitude over the non-instrumented variable, and reduces distance traveled over the week by 1.9 kilometers, a roughly 0.57 larger effect than in the non-instrumented case. Turning to the 2PM models in Table 4 , we see a notably tight correspondence between the estimates of the urban form instruments and the corresponding estimates from the Heckit with instruments (with the exception of the diversity measure, which is insignificant in both models). This finding holds despite the apparent presence of sample selectivity in models H1 and H2 of Table 3 , as evidenced by the highly significant IMR. The results of the identification tests are also uniform across the models with the exception of the Anderson LR-, Hansen J-and F-statistics in model 2PM4, all of which support the validity of the instrument measuring the walking time to public transit.
7 Furthermore, the coefficient on this variable is highly significant, and suggests that each additional walking minute increases non-work automobile travel over the five-day week by 10.1 kilometers.
Taken together, the results from Tables 2, 3, and 4 lead us to conclude that while sample selectivity is evident in several of the Heckit models of automobile ownership and use, the practical implications of this issue for the interpretation of the results ultimately depend on the calculation of the conditional marginal effects and on the use 7 Following the suggestion of a reviewer, we also explored a regression in which both the instrumental variables and endogenous variables were included as regressors. All of the instrumental variables were found to be insignificant, providing further evidence that they play no role in explaining distance traveled. of instruments for the endogenous regressors. In particular, we find that when these two factors are accounted for, the differences between the Heckit and 2PM are, in fact, negligible. By contrast, the pronounced discrepancies between the noninstrumented and instrumented coefficient estimates suggest that endogeneity is a problem warranting closer consideration. Indeed, the seemingly inflated estimates of the instrumented variables cast some doubt on their accuracy, despite the generally supportive evidence of the identification tests. In the case of the distance to public transit, for example, we would expect bias from endogeneity to work in the negative direction, reducing the magnitude of the IV coefficient rather than increasing it. Lassen (2005) , who documents similar findings of studies using instrumental variables (Dee 2004; Milligan, Moretti, and Oreopoulos 2003; see also Miguel, Satyanath, and Sergenti 2004) , speculates that one cause may be classical measurement errors in the independent variables, which can induce attenuation bias in the estimate. To the extent that the predicted values used in an IV-analysis typically have less variability than the actual variables and thereby mitigate the effects of measurement error, the estimates would be expected to increase. An alternative possibility, noted by Miguel, Satyanath, and Sergenti (2004) , is that the first-stage equations generating the predicted values systematically underestimate the effect of the neighborhood attributes on the urban from measures. This could arise due to non-classical measurement error in the urban form variables, causing the instrumental variable estimates to exaggerate the impact of urban form on driving. Yet a final explanation for the divergence between the OLS and IV estimates is that the instruments reduce omitted variable bias by capturing only that part of the variability in the urban form measures that is uncorrelated with the omitted variables (Angrist and Krueger 2001) . The overall direction of this bias, however, is difficult to infer, as it will depend on both the net effect of the omitted variables on the dependent variable and on their correlation with the explanatory variable of interest. Because the issue of instrument validity is central to the question of whether the urban form variables have a causal effect on automobile use, we implement a final diagnostic check using a technique developed by Angrist and Krueger (1995) , referred to as the split-sample IV estimator. This estimator involves randomly dividing the data into two sub-samples of equal size. The second subsample is used to estimate the first-stage regression, the parameters from which are then used to construct fitted values and the second-stage estimates using the first subsample. Unlike conventional IV estimates, which are biased toward OLS, these estimates are biased toward zero. They can be corrected, however, by multiplication with a parameter measuring the proportional attenuation bias. This parameter is derived by taking the inverse of the coefficient from a regression of the endogenous regressor on its predicted value (using the first sub-sample). Angrist and Krueger (1995) show that a major advantage of this approach is to reduce the risk of misleading inferences arising from the finite sample bias that can plague two stage least squares. As Hall, Rudebusch, and Wilcox (1996) further note, another advantage is that the method is not reliant on canonical correlation tests, which they argue to be of dubious value in assessing the relevance of the instruments. Table 5 presents the results from the application of this method for each of the urban form variables using the 2PM specification. The first row of the table shows the coefficient estimate of the split-sample instrumented variable (SSIV), the second shows the proportional attenuation bias, and the third shows the unbiased coefficient (USSIV) obtained by multiplying the inverse of the value in row two with the value in row one. With the exception of the diversity measure, all of the coefficients in row one are highly significant but smaller in magnitude than the corresponding estimates from Table 4 , as is expected since this estimator is biased toward zero. The estimates of the proportional attenuation bias range from 80% for the case of the outlet density instrument to 99% for the road density instrument, suggesting that the instruments are strong and that the downward bias is relatively insubstantial. The unbiased coefficients in row three areagain with the exception of diversity-all highly significant but somewhat lower in magnitude than the conventional IV estimates of Table 4 . These results provide further support for ascribing urban form, as measured by outlet density, road density, and the distance to public transit, a causative interpretation.
V. CONCLUSIONS
This paper has investigated the link between urban form, automobile ownership, and non-work automobile travel, using variants of the censored regression model and instrumental variables, an approach that allowed us to explore the sensitivity of the estimates to sample selectivity and endogeneity. Unlike much of the work to date, we find that the urban form variables are a significant determinant of automobile ownership and distance driven, a finding that holds even after controlling for the possibility that these variables are jointly determined by other factors influencing residential choice decisions. In this regard, our specification of the urban form instruments-based on socio-demographic and architectural features of the surrounding area-follows closely the work Boarnet and Sarmiento (1998) . While their analysis finds little evidence of a causative link between automobile travel and land use patterns, the evidence presented here is generally supportive that such a link exists. The results are robust to the presence of sample selectivity, and-with the exception of diversity-the validity of the urban form instruments is confirmed by identification tests. Moreover, the instruments retained their significance under split sample estimation, albeit with coefficient estimates that are of somewhat lower magnitude.
As this is one of the few studies to be conducted on this issue in a European context, it would be of interest to see whether the qualitative findings presented here are corroborated by studies using other data sets from within Germany and other European countries. A particularly useful line of inquiry would focus on the extent to which the spatial scale of the data affects the results. Data constraints precluded such an analysis in the present study, but it is one that is required before specific transport policies can be made based on the link between urban form and automobile travel. As has been demonstrated in the literature on spatial interactions (Geoghegan, Wainger, and Bockstael 1997; Irwin and Bockstael 2001) , individuals may respond differently to landscape patterns depending on whether these patterns characterize the individual's immediate activity space or are spatially removed. It is conceivable, for example, that higher road density would decrease automobile dependency immediately surrounding the household by making services and amenities more accessible by alternative modes, while increasing dependency in non-adjacent zones by making destinations there and beyond easier to reach by car. These considerations lead to two concrete proposals for future research. The first would involve applying the modeling techniques used in this study to data that is more spatially disaggregate, as for example, that used by Siedentop et al. (2005) . As the work from Boarnet and Sarmiento's (1998) analysis demonstrates, spatial scale matters, and higher resolution data would allow for comparative analyses by affording the possibility to aggregate the data to a coarser resolution. The second extension would involve further exploration of the role of spatial interactions through the inclusion of spatially lagged variables in the specification. In the context of the present data, for example, widow metrics could be calculated using a GIS that measure the urban form attributes over a ring surrounding and spatially removed from the zip code in which the household resides.
Given the paucity of available evidence to support the hypothesis of a causative effect of urban form on transport, these extensions, together with the techniques applied here, hold promise for further isolating the magnitude of the effect and thereby providing a platform for targeting policy responses to automobile dependency.
