Abstract We present in detail a set of algorithms to carry out fluid displacements in a dynamic pore-network model of immiscible two-phase flow in porous media. The algorithms are general and applicable to regular and irregular pore networks in two and three dimensions with different boundary conditions. Implementing these sets of algorithms, we describe a dynamic pore-network model and reproduce some of the fundamental properties of both the transient and steady-state two-phase flow. During drainage displacements, we show that the model can reproduce the flow patterns corresponding to viscous fingering, capillary fingering and stable displacement by altering the capillary number and the viscosity ratio. In steady-state flow, the model verifies the linear to non-linear transition of the effective rheological properties and satisfy the relations between the seepage velocities of two-phase flow in porous media.
Introduction
Flow of multiple immiscible fluids inside a porous medium shows a range of complex characteristics during transient as well as in steady state [1, 2] . A number of factors, such as the capillary forces at the interfaces, viscosity contrast between the fluids, wettability and geometry of the system, make the multiphase flow properties very different compared to single phase flow. When a non-wetting fluid displaces a wetting fluid the flow is called as drainage whereas the opposite is called imbibition. During drainage, a less-viscous fluid displacing a more-viscous fluid in a porous medium creates a variety of fingering patterns, whereas a more viscous fluid displacing a less-viscous one shows a stable displacement front [3, 4] . The fingering patterns show different properties depending on whether the flow is dominated by capillary or viscous forces and correspondingly they are named as the capillary and viscous fingerings respectively [5, 6] . The capillary fingering patterns appear during slow displacement process and are well described by invasion percolation [7, 8] , whereas the viscous fingering patterns appear during fast displacement and can be modeled by diffusion limited aggregation (DLA) model [9, 10] . If both the fluids are continuously fed into the porous medium, the initial transients will eventually die out and the system enters a steady state. It has been discovered that under steady-state conditions, the two-phase flow rate do not obey the linear Darcy law in the capillary dominated regime. Rather, it was found to have a power law dependence on the total pressure drop [11] [12] [13] [14] [15] .
were not conserved as they pass across the nodes. Later, the model was extended for steady-state flow by implementing periodic boundary conditions in the flow direction [46] . There the interface-dynamics algorithms of the previous model were updated to maintain the volume conservation. However, the rules to transport the interfaces through nodes described in the model were based on different events at the nodes of a regular square network in two dimension and were not straightforward to implement in an irregular network topology, such as the networks reconstructed from real samples. Since then, the model has been updated over the years and efforts have been made to generalize the rules for interface dynamics that can be applied for any type of network topology and spatial dimension, as well as for both the transient and steady-state flow [15] . However any detailed description of the new algorithms were absent. Therefore, one of the main goals of this article is to describe these new interface algorithms with sufficient details so that the reader may reproduce the model. The interface algorithms we present here are universal in terms of the network connectivity and topology and can be used for different networks without any further modification. Though these algorithms are simple and straight-forward to implement, they are capable to capture the essential physical properties of both the transient as well as of steady-state immiscible two-phase flow. We will show this by presenting a few fundamental results of transient and steady-state two-phase flow in porous media using this model. When the statistical properties are concerned, fine details of dynamics are generally dropped out. This makes it possible to model the fluid displacements with simplified interface dynamics rules, while still preserving the fundamental statistical properties of the flow.
We like to point out that, complex flow mechanisms such as the wetting films along the pore walls can also be included in the model as presented in [47] . However, we do not consider them in this article and restrict ourselves only to the simplest case of Darcy-like creep flow. Moreover, here we will use an explicit Euler integration method to do the time steps, whereas semi-implicit methods can be used for computational efficiency at very low flow rates as illustrated in [48] . A Monte-Carlo algorithm was also developed recently for this model to achieve the steady state in less computational time [49] . We also note that important phenomena such as wetting angle hysteresis is straight-forward to implement but it has not been included so far. However, wetting angle alteration due to changes in the composition of the immiscible fluids has been considered in the past [50, 51] .
The article is structured as follows. In section 2, we will present the governing equations describing the two-phase flow at the pore level and will describe how we solve the equations to find the local pressures at the nodes at any time step. Then we present in detail in section 3 the interface-dynamics algorithms which transport the fluids inside the links and distribute them to the next connected links after they pass a node. The algorithms are divided into three functions, which will be presented in the subsections. In section 4, we will described how different boundary conditions can be implemented in this model. In order to validate the model, we will present a few examples in section 5 where the model can successfully reproduce some fundamental results of two-phase flow. Both the transient and steady-state flow will be simulated and the corresponding results will be presented in the subsections 5.1 and 5.2 respectively. Finally, we will draw our conclusions in section 6.
Flow equations
We consider immiscible flow of two incompressible Newtonian fluids through a network of pores, where one of the fluids is more wetting than the other with respect to the pore walls. We denote the less and more wetting fluids as the non-wetting (n) and wetting (w), respectively. For a given network, two dimensionless macroscopic parameters that characterize the dynamics of two-phase flow are the capillary number (Ca) and the viscosity ratio (M ). The capillary number is a measure of the ratio of viscous to capillary forces in the system. These parameters are defined as,
where Q is the total flow rate, γ is the interfacial tension between two fluids and A is the cross-sectional pore area of the network. µ n and µ w are the viscosities of the two phases. In case of transient studies µ e is the viscosity of the invading phase, whereas for steady-state flow µ e is considered as the saturation-weighted effective viscosity of the two phases. Hydraulic properties of a pore-network depend on the geometrical shape of the individual pores, as well as on the network topology, that is, the connectivity and spatial organization of the nodes and links of the network [52] . With our model, we can consider pore networks in two (2D) or three (3D) dimensions with different topologies as illustrated in figure 1 . In (a), we show a crop of a Hele-Shaw cell filled [53] . The black and gray colors in the image show the wetting and non-wetting fluids. Such a system can be modeled by a two-dimensional network of hour-glass shaped links as shown in (b), where the distribution in link radii and node positions can be tuned according to the system properties. In (b), the dark gray circles represent the beads and white represents the pores. The links are separated by dotted lines and the intersection of two such lines defines the position of a node. One link is colored by light gray. We like to point out that, (b) is not an exact reconstruction of the image shown in (a), rather it is a simplified illustration. In (c), we show a three dimensional Micro CT image of sand-pack (sample F42A in [55] ) and the corresponding reconstructed pore network is shown in (d). with monolayer of glass beads [53] that is widely used as a two-dimensional model porous medium in laboratory experiments. Such a porous medium may modeled as a two-dimensional network of disordered pores as shown in (b). A porous medium in 3D, a sample of sand-pack [54, 55] , is shown in (c) and a network that is reconstructed from the sample is shown in (d). There are different techniques for reconstructing the pore-network from scanned images of the sample, which can be found in a wide range of literature [56] [57] [58] [59] [60] . A pore typically consists two wider pore bodies that are connected by a narrower pore throat. In our network representation, the centers of the pore bodies provide the positions of nodes which are connected by links. In this model, we assign all the volume of the pore space to the links of the network and the nodes do not contain any pore volume. This introduces a variation in the cross-sectional area along the length of the link due to the wider pore bodies at the ends and the narrow pore throat in between. We model the cross section of the link by a simplified hourglass shape as shown in figure 2. The interfacial pressure (p c ) at an interface therefore depends on the position of the interface as it moves along the link. The functional dependence of p c on the position, obtained from Young-Laplace equation, takes the form [61] ,
where r j is the average radius of a link j and x k ∈ [0, l j ] is the position of the kth interface inside the link. Here γ is the surface tension and θ is the contact angle between the interface and the pore wall. If p a and p b are the local pressures at the two nodes a and b across the link, the instantaneous local flow rate q j inside the link from node a to b is proportional to the difference between the viscous pressure drop ∆p (= p b − p a ) across the link Fig. 3 : Schematics of one pore in the reconstructed network which consists of three pore parts, two pore bodies at the end and a narrow pore throat in the middle. λ 1,2,3 and g 1,2,3 are the lengths and mobility contributions. The total length of the link l j = λ 1 + λ 2 + λ 3 and the total mobility of the link is obtained from equation 4.
and the total capillary pressure drop due to all the interfaces inside the link. This can be calculated by [62] ,
where the sum is over all the interfaces inside the link j, taking into account the direction of the capillary forces. µ j is the saturation-weighted viscosity of the fluids present inside the link at that instant, given by µ j = s j,n µ n + s j,w µ w . Here s j,n = l j,n /l j and s j,w = l j,w /l j are the fractions of the link length occupied by the non-wetting and wetting fluids respectively, so that s j,n + s j,w = 1. The term g j is the mobility of the link, which depends on the cross section of the link. This model deals with piston-like creep flow at low Reynolds number without any corner flow or film flow. In that case, the effect on q j due to a different cross-sectional shape can be taken into account by the link mobility term g j . For the regular network in 2D we chose the links to be cylindrical with circular cross section for which g j = a j r 2 j /8 for Hagen-Poiseuille flow [1] , where a j = πr 2 j is the cross sectional area. In the reconstructed 3D network, the pores are triangular in shape and characterized by a shape factor (G), defined as the ratio between the effective cross-sectional area of the pore and the square of its circumference. The effective cross sectional areas of each of the three pore parts, the two wider pore bodies at the ends and the narrow throat in the middle, are calculated from the relation α = ρ 2 /(4G), where ρ is the radius of the inscribed circle in that pore part [63] . The mobility contribution from each part of the pore is then obtained from the relation g = 3ρ 2 α/20 [64, 65] and the mobility term g j for the total link is then calculated from the harmonic average of the contribution from the three individual terms given by,
where λ 1,2,3 and g 1,2,3 are the lengths and mobility of the each pore parts respectively as shown in figure 3 . In order to move the fluids through the pores, the local pressures at nodes are needed to be solved at each time step. The net volume flux (f i ) through every node at each time step will be zero with the Kirchhoff equations, therefore for any node i,
where the subscript h runs for the links connected to the node i. This sum, along with the equations 2 and 3, constructs a set of linear equations. We solve these equations with conjugate gradient solver [66] or the Cholesky factorization method [67] and the solutions of which at any time step provides the local node pressures p i at that step. The system can be driven by a constant global pressure drop ∆P or a total flow rate Q with open or periodic boundary conditions. More details about implementing different boundary conditions will be presented in section 4.
Interface-dynamics algorithms
We specify the locations and displacements of the two fluids inside the pore space by the positions of all the interfaces. Transport of the fluid bubbles through the links, the coalescence and the snap off of the bubbles -all are treated by the interface-dynamics algorithms by the displacement, creation and deletion of the interfaces. The underlying idea of these algorithms are very simple, at every time step we calculate the volumes of fluids arriving at each node from incoming links and then distribute them to the outgoing links with the volumes proportional to the flow rates in them. In our implementation, the full algorithm for the interface dynamics is sub-divided into three intermediate functions, we name them (a) interface_move, (b) interface_create and (c) interface_merge. Each of these functions is applied at every time step. The purpose of interface_move is to move every interface in each link according to the local link flow rate and to measure the amount of fluids that enter to a node from all the connected links with incoming flow. Next, the interface_create function displaces all the accumulated fluids from each node to the connected links that have the outgoing flow and creates new interfaces at the entrance of those links. Finally the interface_merge function controls the maximum number of interfaces in any link, which can be viewed as an equivalent of the merging and mixing of fluids at the nodes. These three intermediate steps are applied at every links and/or nodes at each time step which together manage the whole process of fluid displacements. We describe them in the following and illustrate them in Fig 4. When describing the algorithms, we will show simulation results at limiting values of parameters to make sure that the rules do not produce any unphysical results. This also helps to select the best possible rule for an algorithm when there can be a few different choices.
interface_move:
The pore network consists of N L number of links that are connected to each other by N N number of nodes. We will use the subscript i for a node (i = 1, ..., N N ) and the subscript j for a link (j = 1, ..., N L ). The interface number inside a link is denoted by k. Inside the code, one also needs to mark the type of the interfaces, for example, whether it is an interface at the beginning of a non-wetting bubble or at the end. This is necessary in order to calculate the direction of the capillary forces and also to measure the amount of two individual fluids that enter from a link to node. Whether it is a regular network with constant coordination number for each node or an irregular network where the nodes have different coordination numbers, such as a reconstructed network from a real sample, it does not change any of the rules described in the following. In figure 4 , we illustrate them for an example of five links connected to a node i. At a time step, when all the pressures (p i ) at the nodes for an existing fluid configuration are known from the solutions of Kirchhoff equations, the flow rates q j inside the links are obtained from equation 3. A time interval (∆t) is then decided in such a way that an interface inside any link does not move more than 10% of corresponding link length at that time step. In order to do so, the link-velocities c j are calculated from local flow rates q j by c j = q j /a j , where a j is the cross sectional area of the link j. The time step is then calculated as
where c j,max is the largest fluid velocity among all the links and l j is the length of that link. For the time evolution, we use an explicit Euler-type procedure. This works well for a large range of capillary numbers with only the time step criterion mentioned in equation 6 . In order to ensure numerical stability at low capillary numbers, however, the sensitivity of interfacial pressure jumps to perturbations in interface positions must also be taken into account when choosing the time step, see [48] . This puts a limit on the maximum time step size that is independent of flow rate and thus becomes a severe criterion when flow rates are low. In [48] , computational efficiency was improved at low capillary numbers by a semi-implicit method. Here, however, we consider only capillary numbers that are large enough for equation 6 to be sufficient to ensure numerical stability.
After deciding the time step, interfaces inside each link j are to be moved in the direction of q j by a distance,
as shown in figure 4 (b). Here, the links have uniform cross-sectional area in terms of the mobility, so all the interfaces inside the same link move by the same distance. The positions of all the interfaces inside any link (x j,k ) are then updated, x j,k = x j,k + ∆x j . By doing this, if any of the interfaces moves outside any link (x j,k > l j ), it is deleted from the list of interfaces. The set of p i s at the nodes decide which links, among all the links connected to a node, have fluids that flow towards the node and have fluids that flow away from the node at that time step. We name these links respectively as the incoming links and the outgoing links for that node. A typical example is shown in figure 4 (a) for five links connected to a node i. Due to the displacement of the interfaces by an amount ∆x j , a node i receives a certain volume (φ i,j ) of wetting and/or non-wetting fluids Values of the displacements ∆x j for each link, calculated from ∆x j = q j ∆t/a j (see text) are shown by dashed lines. Every interface in a link j are moved towards (in the incoming links) or away from (in the outgoing links) the node by a distance ∆x j which is shown in (b). This is performed by the function interface_move. The total volume of the fluids (a 1 ∆x 1 + a 2 ∆x 2 ) which left the links 1 and 2 into the node i is now to be placed at the beginning of the links 3, 4 and 5, which will fill the volume a 3 ∆x 3 + a 4 ∆x 4 + a 5 ∆x 5 and will create new interfaces in the outgoing links as described in interface_create. There are two different ways of creating the new interfaces, one is to place the wetting fluid first and the non-wetting next as shown in (c), and the other is to place the non-wetting fluid first and the wetting next as shown in (d). We adopt (c) and (d) alternatively at each consecutive time steps. (e) shows the interface_merge function for the link 5 when there are four allowed interfaces. There link 5 has total 6 interfaces before merging and the two bubbles around the two nearest interfaces marked by the arrows are merged. The merging process are illustrated in more detail in figure 5 .
from an incoming link j, given by φ i,j = a j ∆x j = q j ∆t that leaves from the end of the incoming link j. The total volume of fluids (V i ) received by a node i from all of its incoming links is therefore,
where V w i and V n i respectively are the total volume of wetting and non-wetting fluids arrived from all the incoming links to the node i. Here j ∈ I denotes the set of all the incoming links connected to i. We point out that, in order to apply this interface_move function for the whole network, one can loop through all links j, move the interfaces by the distance ∆x j and add up the amount of fluids that exit from the link to the connected node in the direction of the link-flow. This will produce the arrays of V In (a) we show the simplest possible try, namely the merge_back scheme. The link had 6 interfaces before merging among which the interfaces 2 and 3 are the nearest. We merge them by moving only one bubble towards the another, so the interface 1 does not change its position, only the interface 4 is moved towards 1 by a distance that is equal to the distance between 2 and 3. In (b) we show the next possible try, namely the merge_cm. Here instead of moving the interface 4 towards 1, we move both 1 and 4 towards each other by such distances so that the center of mass of the two bubbles do not change after merging. The third and final interface merging scheme is merge_cmnn, which is same as (b) with an additional criteria as illustrated in (c). In the situation when one of the two nearest bubbles is connected to a node, such as the non-wetting bubble connected to the interface 5 in (c), it will get disconnected from the node according to the merging scheme (b). We avoid this disconnection of any bubble from a node by moving only the other bubble in such a situation as shown in (c). So the to merge the nearest interfaces 4 and 5, we only move the interface 3 towards the node. The merge_cmnn scheme is therefore a combination of (b) and (c) which we adopt here.
which contain the incoming volume flux at each the nodes at that time step. The marking of the interface types, as mentioned before, will allow here to calculate the individual terms V w i and V n i . This is illustrated in figure 4.
interface_create:
After the function interface_move is performed over all the links, the list of volumes V w i and V n i of incoming fluids for all the nodes are generated for that time step. As all of the pore space in this model is assigned to the links of the network and the nodes do not contain any physical volume, the total volume of incoming fluids (V i ) to a node are to be injected at the beginning of the outgoing links at the same time step. This will create new bubbles and interfaces at the beginning of the outgoing links. The total volume of fluids that will enter from a node i to an outgoing link j is given by, φ i,j = q j ∆t, and due to the balancing of the Kirchhoff equations it ensures that j∈I φ i,j = j∈O φ i,j where j ∈ I and j ∈ O respectively denote the set of all incoming and outgoing links for the node i. However, we still need to find out the volumes of each individual fluid for any outgoing link, that is, how much of the wetting (φ w i,j ) and the non-wetting (φ n i,j ) volumes will enter into j. We adopt a "democratic" rule to calculate this, that means both the wetting and non-wetting fluids get the same preference and the volumes depend only on the flow rate q j of the respective outgoing link. For any outgoing link j, φ w i,j and φ n i,j are therefore calculated as,
which imply that the ratio of the volumes of a fluid among all the outgoing links are the same as the ratio between flow rates among those links. Distributing the fluids in this way also preserves the volume conservation of each individual fluid, that is,
A B C Fig. 6 : Plot of steady-state non-wetting fractional flow F n as a function of non-wetting saturation S n for zero capillary pressure at the interfaces. The three plots correspond to the three merging schemes (A) merge_back, (B) merge_cm and (C) merge_cmnn as described in the section 3.3. A small but systematic deviation from the diagonal F n = S n line can be observed for A.
In each link, the wetting and non-wetting bubbles can be placed in two different ways, the non-wetting fluid at the beginning and the wetting fluid at the next, as shown in figure 4(c) or in the other way as shown in figure 4 (d). Here we adopt (c) or (d) alternatively at every consecutive time steps. One can also chose (c) or (d) randomly at every time step. This is equivalent of assuming that at some time step the wetting fluid coming from the incoming nodes pass the node before the non-wetting fluid enters the node, and the situation is the opposite in the other case. These "democratic" rules are symmetric in terms of the wetting and the non-wetting fluids. Therefore when the surface tension is set to zero, the capillary forces will disappear and one should obtain [68] ,
where Q n and S n are the total non-wetting flow rate and the non-wetting saturation. Moreover, if we further set µ w = µ n when the surface tension is zero, we should obtain,
Where, F n = Q n /Q, the non-wetting fractional flow in the steady state. These conditions can be used as preliminary tests for the interface functions and to verify their implementations in the code. The precise way to measure the fractional flow and other measurable quantities will be presented in section 5.
interface_merge:
Creating new interfaces in the outgoing links using the interface_create function can increase the number of bubbles inside a link indefinitely with time. In a real system, coalescence of bubbles occur inside the pores which prevents the number of interfaces from increasing indefinitely. The limit depends on the pore geometry such as the aspect ratio as well as on the flow parameters such as the capillary number and surface tension [69] . To limit the number of interfaces inside a link in our model, we use an interface_merge function which merges two bubbles when the number of interfaces inside a link exceeds a maximum number (N max ). After the two functions interface_move and interface_create are executed for each link, we look for any link in which the number of interfaces exceeds the maximum number N max . Notice that, limiting the number of interfaces inside a link does not necessarily impose any restriction on the minimum or maximum size of a bubble. The merging of interfaces can be viewed as the coalescence of fluids during they pass the nodes. However, it is a crucial step to formulate how exactly we merge bubbles inside a link so that the volume of the two fluids remain conserved and it does not introduce any artificial effect on the flow properties. We start with a simple rule A (merge_back), where we identified two nearest non-wetting bubbles inside a link. Among these two non-wetting bubbles, only one, say the one in the front towards the flow direction, is moved back towards the other bubble and then merged. The length of this merged non-wetting bubble is then sum of the two non-wetting bubbles before merging. This reduces the interface count by two inside the link and the other interface positions are updated accordingly. This is illustrated in figure 5 (a) . However, when we measure the non-wetting fractional flow for zero surface tension with equal viscosities of the fluids, we find a deviation from equation 12. This is shown in figure 6 (a) where a small but systematic deviation from the diagonal F n = S n line can be observed. This effect appears due to displacing the non-wetting bubble opposite to the flow which introduces a decrease in the non-wetting fractional flow. We then tried the next rule B (merge_cm), where instead of merging two nearest non-wetting bubbles, we identified any two nearest interfaces and merge the two bubbles across them. With this process, both the non-wetting or wetting bubbles can be merged whichever are the nearest. Moreover, instead of moving only one bubble towards the other, here we moved both the bubbles towards each other by such a distance so that the center of mass of these two bubbles does not change after merging. We illustrate this in figure 5 (b) . This rule shows satisfactory F n = S n behavior at the zero capillary pressure as shown in figure 6 (b) . However, when we measured F n at finite capillary numbers Ca = 0.1 and 0.01, we see some discrepancy in the qualitative behavior. The results are shown in the top row of figure 7 with different maximum bubble counts N max = 2 and 3. The F n versus S n plot generally shows an S-shaped curve for finite Ca. There the fluids need to overcome the capillary barriers at the narrow pore throats and they flow with different velocities. The phase with larger volume fraction wins and as a result the non-wetting fractional flow curve stays under the diagonal for lower non-wetting saturation and stays above the diagonal for higher non-wetting saturation. Due to the asymmetry between the wetting and non-wetting phases, the curve does not cross the diagonal at the middle. This makes fractional flow curve S-shaped when plotted against the saturation. When the saturation of a fluid is very high, it percolates through the system by trapping the other fluid in small clusters and the fractional flow of the percolating fluid become close to 1. However, for the merging scheme merge_cm (B), we see that at higher saturation values (S n > 0.8), the curve again approaches to the diagonal line. We do not see any physical reason for this behavior other than an artificial effect introduced by the merging scheme B. It seems that, as we moved both the bubbles towards each other while merging, small bubbles connected to different links at the nodes got disconnected and started flowing. We therefore updated the merging scheme further on. In the third and final rule C (merge_cmnn), we added one additional criteria compared to B. There we made sure that any fluid bubble that is in contact to a node, does not get disconnected from the node during the merging process. In order to do so, if one of the two nearest bubbles are connected to a node, we did not move that bubble during the merging process and only moved the other one. Everything else in this rule C are the same as rule B. With this merging scheme, we found exact match of fractional flow with equation 12 at zero surface tension and also obtained the expected qualitative behavior for non-zero capillary pressure. These are shown in figure 6 (c) and in the bottom row of figure 7 respectively. Moreover, while changing the maximum bubble count with this merging scheme, we find no noticeable difference in the qualitative behavior of F n with the change in N max . This is shown in figure 8 for N max = 2, 3, 4 and 5. We therefore finally adopt the merge_cmnn as the merging scheme.
Boundary conditions
Simulations of different types of flow need proper boundary conditions to be implemented. The drainage displacement simulations can be performed with open boundary conditions (OB) where two opposite edges can be used as the inlets and outlets and the other edges are kept closed. Depending on the setup, all or some of the nodes and links at the inlet edge can be considered to inject a fluid. Depending on whether the system is driven under constant pressure drop or constant flow rate, either the node pressures (p i ) or the link flow rates (q j ) at the inlets are to be set externally. We also need to set the node fluxes (V The open boundary conditions can also be used for steady-state flow for the setup that is generally used in laboratory experiments [12] . There, instead of injecting one fluid, two fluids are injected simultaneously through alternate inlets. For this setup, all we need to do is to set the inlet node fluxes accordingly, all the V n i s are set to one for the non-wetting inlets and all the V w i s are set to one for the wetting inlets. The inlet flow rates define the total flow rate (Q) and the fractional flow F n = Q n /(Q n + Q w ). Here, Q n = n q j and Q w = w q j where n and w indicate the sum over all non-wetting and wetting inlets respectively. The fractional flow F n is an external parameter in this setup and the saturation S n is decided by the system.
There is a better way to run steady-state flow in the simulations which is not possible in case of the experiments. This is by implementing the periodic boundary (PB) conditions in the direction of overall flow. For this, we connect the inlet and outlet edges so that the fluids leaving at the outlets, enter the system again through the inlets. The links that connect the inlets and outlets, we call ghost links. With this, the network becomes a closed system and the two fluids keep flowing through the system. The saturation S n therefore is an external parameter here and the fractional flow is decided by the system. This is illustrated in figure 9 for 2D and 3D networks. In case of 2D, periodic boundary conditions are applied in both directions which makes the flow equivalent to the flow on the surface of a torus as shown in (b). For the reconstructed network in 3D, the opposite inlet and outlet edges are not identical. Therefore, to apply to periodic boundary conditions to this network we double the system by a mirror copy of the network in the direction of the flow, as shown by the two cuboids in (d). This makes the inlets and outlets at the opposite edges identical, which we then connect with the ghost links to make the system periodic. With the periodic boundary, the inlets are seen as the neighbors of the outlets for the interface-dynamics algorithms. Here, the global pressure drop ∆P to drive the flow needs to be added with the node pressure drops across the ghost links while solving the equations 3 and 5. Solve the pressure field 6: for j = 1 to totallinks do 7: interface_move(j) for j = 1 to totallinks do 10: interface_create(j) 11: interface_merge(j)
12:
end for
13:
Calculate measurable quantities at t 14: end for During initialization, the initial positions of all the interfaces in each link will be defined depending on the saturation and how we want to start the simulation. Then after solving the pressure field, the interface_move function is performed on all the links and that will generate the array of the node fluxes V w i and V n i for each node i. These arrays will then be used as input to the interface_create function that will create the new interfaces in the links.
Applications and validation
As stated earlier, the interface algorithms in this pore-network model has the flexibility to be applied for different network topologies and boundary conditions. Moreover, we can study both the transient and the steady-state properties. In our simulations, we consider a network of links forming a tilted square lattice at an angle 45
• with the direction of applied pressure drop in 2D. The length of each link (l j ) is 1 mm and their radii (r j ) are taken from a uniform distribution of random numbers in the range from 0.1 mm to 0.4 mm. In 3D, we consider a network that is reconstructed from a real sample of Berea sandstone by using micro-CT scanning [54, 55] . The reconstructed network contains 2274 links that are connected via 1163 nodes and has a physical dimension of 1.8 3 mm 3 . We doubled this network by adding a mirror image of itself in the direction of the applied pressure drop in order to apply periodic boundary conditions. In the following, we present some of the fundamental results of transient and steady-state of two-phase flow in porous media by using this pore-network model. All the following results are obtained only by changing the parameters values and the boundary conditions as necessary, while using the exactly same code for the interface dynamics algorithms.
Drainage displacements
As described in the introduction, when a non-wetting fluid is invaded into a porous medium filled with a wetting fluid, it generates different types of invading flow patterns depending on the capillary number and viscosity ratio. A less viscous fluid displacing a high viscous fluid creates viscous fingering patterns at a high Ca [6, 17] and capillary fingering patterns at low Ca [7] . The capillary and viscous fingering patterns resembles with the invasion percolation [8] and diffusion limited aggregation (DLA) models [9] respectively. Alternatively, when a high viscous fluid displaces a low viscous fluid, a stable displacement front is observed. In order to verify whether our pore-network model can reproduce these different flow patterns during the drainage, we run different simulations for different values of the capillary number Ca and viscosity ratio M . In our simulations, we set γ cos θ = 0.03 N/m. The results are highlighted in figure 10 . Here M = µ n /µ w where µ n and µ w are the viscosities of the invading blue fluid and the wetting gray fluid. In the top row the low viscous non-wetting fluid displaces the more viscous fluid where one can observe the development of the viscous fingering pattern. In the second row M = 10 2 , and a more viscous blue fluid is displacing the less viscous gray fluid and a compact and stable displacement front is observed [5] . Flow patterns in the third row correspond to capillary fingering which are generated with the simulations at a very low capillary number Ca = 10 −5 . These fingering patterns are more fractal than the viscous fingering and depend strongly on the system disorder. We like to point out that, these three different transient regimes are generated only by altering the values of the flow rate Q and the viscosities of the two fluids to set the values of Ca and M, and no modification in the interface dynamics algorithms were made between different simulations.
Steady state
Steady-state flow can be simulated by implementing either open or periodic boundary conditions. In figure 11 , we show the evolution of the system to reach the steady state at a constant flow rate with different boundary conditions. The top row shows simulations with open boundary condition, where wetting (gray) and non-wetting (blue) fluids are injected through alternate injection points at the bottom edge of a two-dimensional pore network consisting 64 × 100 links. The radii (r j ) of the links are drawn from a uniform random number distribution in the range 0.1l to 0.4l, where l j is the length of the links. The top edge of the network is kept open, through which fluids leave the system. The two side edges are connected with periodic boundary here but can also be kept closed if necessary. We can control the flow rates of the individual fluids which sets the fractional flow. Here the simulations are shown for F w = 0.5. As there will be traces of injection of the alternate fluids near the inlet edge, one consider a system that is long enough in the direction of the overall flow so that a region of spatially homogeneous steady-state flow can be achieved away from the inlets. At the right, we plot the average global pressure drops as a function of the injected pore-volumes which show the evolution to the steady state when ∆P fluctuate around an average value. The second row of figure 11 shows simulations with periodic boundary conditions in a disordered square lattice of 64 × 64 links. Here the system is closed and the control parameter is the fluid saturation. The simulations are shown for S w = 0.5. In the bottom row, we show the simulation with a three dimensional pore network reconstructed from a real sample of Berea sandstone for S w = 0.5.
In the following, we present two examples of simulation results with this dynamic pore network model to show excellent agreement with the steady-state properties of two-phase flow. First, we will present the effective rheological properties where the total flow rate shows non-linear dependence on the pressure drop in the capillary dominated regime [12] [13] [14] [15] . Next, we measure seepage velocities and will verify the relations between them [23] . We will also describe in detail how to measure different quantities of flow, such as the flow rates and the seepage velocities of the different fluid components. We like to point out that, though we adopted "democratic" rules for interface algorithms, it is the solution of the flow equations that lead the fluids to generate these different flow patterns. Saturation is a control parameter here and S w = 0.5 in these simulations. In the third row of figures, we show steady-state simulations with reconstructed 3D networks from Berea sandstone where the overall flow is the direction from left to right. At the right, we plot the global pressure drops of the respective systems as a function of the pore volumes of fluids that passed through any cross section where the red and black plots for the first system show the average pressure drops at the middle and at the inlet of the system with respect to the outlet row.
Effective rheology and crossover from linear to non-linear flow regime
Experiments have shown that the two-phase flow in the steady state do not follow the linear Darcy relation between the total flow rate and the pressure drop in the steady state in capillary dominated regime [11] [12] [13] . The capillary pressures at the interfaces in two phase flow create threshold barriers. The distribution of these thresholds over the system depends on the pore sizes as well and on the interface configurations in the steady state, which in turn depend on the flow dynamics. These threshold pressures create a global yield threshold pressure (P t ) below which there is no flow through the system. Above P t , the pores start opening while increasing the pressure drop, due to which the total flow rate no longer vary linearly with the pressure drop ∆P and shows non-linear behavior. This non-linear behavior depends on the distribution of the threshold pressure as well as on the system geometry [70] . For two Newtonian fluids flowing through a porous media, it was found experimentally [11] [12] [13] 15] , numerically [14, 15] and with mean field calculations [14] that, in the regime when capillary pressures compete with the viscous forces, that is, in the low capillary number regime, the total flow Fig. 12 : Variation of the total volumetric flow rate Q (mm 3 /s) with the overall pressure drop ∆P (kPa) in the steady state for square and Berea networks. In the inset, ∆P is plotted against √ Q for the low Ca regime where the intercepts at the y-axis correspond to the values of threshold pressures (P t ). For 2D, we find P t = 3.65kPa and 4.09kPa for S n = 0.3 and 0.4 respectively. For the Berea network in 3D, we find P t = 3.54kPa and 0.32kPa for S n = 0.3 and 0.4 respectively. Using these values, we plot log 10 Q versus log 10 (∆P − P t ) which shows two distinct regimes at low and high pressures. For the linear regime, the slopes are obtained as 0.99 ± 0.01 and 1.00 ± 0.01 for 2D and 1.03 ± 0.01 and 1.04 ± 0.01 for 3D for the two saturations respectively. For the quadratic regime, the slopes are obtained as 1.96 ± 0.02 and 1.98 ± 0.03 for 2D and 1.98 ± 0.03 and 1.99 ± 0.04 for 3D.
rate Q in the steady state vary quadratically with the excess pressure drop. We can write as the following,
The quadratic regime corresponds to when the individual pores keep opening with the increasing pressure drop. Due to this, more and more flow paths appear in the system which makes the flow rate to increase faster than ∆P . When the capillary number is high enough, there is a transition from the quadratic regime and the flow rate becomes linear with the pressure drop. To verify whether our model can produce this cross-over, we performed steady-state simulations at constant flow rate Q. The results are presented in figure 12 . The threshold pressures P t are calculated by plotting ∆P versus √ Q as shown in the insets. When the results follow equation 13, it will produce straight lines for the lower values of ∆P , where the intercepts of the straight lines at y-axis correspond to the values of P t . Using these values of P t , we plot Q versus (∆P − P t ) in the log-log scale the disordered 2D network and the reconstructed 3D network. Results are shown in figure 12 which show two distinct regimes, a quadratic regime with slope ≈ 2 at the low pressure drops and a linear regime with slope ≈ 1 at higher pressure drops. A detailed numerical study on this non-linear effective rheological properties using the interface algorithms presented here can be found in [15] , where the results are also compared with experiments.
Relation between seepage velocities
We will now measure the seepage velocities of the fluids in the steady state with this model and will verify the relations between them. When the system is driven under a constant pressure drop ∆P , a set of equations relating the wetting and non-wetting seepage velocities (v w , v n ) to the total seepage velocity v and the fluid saturations can be derived using the Euler homogeneity property of the total flow rate Q in the steady state [23] . These relations necessitate a new velocity function, namely the co-moving velocity (v m ), which is a characteristic of the porous medium. The seepage velocities for the wetting and non-wetting fluids are defined as
respectively, where Q w and Q n are the volumetric flow rates of the two fluids in the direction of the applied pressure drop. Quantitatively, Q w and Q n are defined as the volume of the wetting and non-wetting fluids Fig. 13 : Description of the system to measure the flow rates (Q, Q w , Q n ), the pore areas (A, A w , A n ) and the seepage velocities (v, v w , v n ) for the 2D and 3D networks. The global pressure drop ∆P is applied in the x direction which is the direction of overall flow. A random cross section of the system normal to direction of overall flow is shown by the orange line for 2D and by the orange grid plane for 3D. The normal view of the cross sections are shown underneath where the gray and blue patches show the occupation by wetting and non-wetting fluids in the cross section. The total gray and blue areas correspond to the wetting and non-wetting pore areas respectively and the sum of them correspond to the total pore area along this cross section. The averages of these areas over all the possible cross sections lead to the measurement of A, A w and A n . In this figure, the gray a blue patches shown in the normal view of the cross sections do not reflect the actual occupations of the fluids in the above networks and are given as illustration purpose only.
that pass through any cross section of the system, perpendicular to the overall flow direction, per unit time.
A w and A n are the wetting and non-wetting pore areas defined as the areas occupied by the wetting and non-wetting fluids along any orthogonal cross section through the system. This is illustrated in figure 13 where ∆P is applied in the positive x direction. The length of the systems in this direction is L. A cross section normal to the x direction is shown by an orange straight line for the 2D network and by an orange grid plane for the 3D network. Orthogonal views of these cross sections are shown underneath where the gray and blue patches show the pore areas occupied by the wetting and non-wetting fluids respectively. The sum of the areas of individual colors correspond to the wetting and non-wetting pore areas A w and A n along this cross section. For a homogeneous porous medium the average values of A w and A n remain same for any orthogonal cross section of the system in the steady state. Here we measure A w and A n by averaging the pore areas over all possible cross sections along x. The total pore area A related to all the fluids is therefore given by A = A w + A n = φA s where φ is the porosity and A s is the average cross-sectional area of the total system including the pore space and the solid. With this, we can express the fluid saturations S w and S n in terms of the pore areas by S w,n = V w,n /V p = (A w,n L)/(AL) = A w,n /A. The total flow rate Q of the two fluids is the sum of the wetting and non-wetting flow rates given by Q = Q w + Q n = A w v w + A n v n . Correspondingly, the total seepage velocity v associated with the total flow rate Q is defined by,
and we can find,
by using the relations mentioned above. In our network simulations we have the information about the local flow rates q i and the interface positions for each link i at any time step. However, calculating the average flow rates and the pore areas along any orthogonal cross section of the network from those quantities may not be straight forward, specially in case of an irregular network. For a regular network considered in 2D, all the links are of the same length l j = 1 mm and they are oriented along the same angle (45 • ) with respect to the overall flow direction. The sum of the local flow rates through each row of links normal to the flow direction is therefore the same for any row and the flow rates can therefore be measured by summing over all the links of the network and then dividing by the number of rows. This given by,
where N L is the number of rows along L, i. e. 64 here. Similarly, we can calculate the cross-sectional areas as,
where a j is the cross-sectional area of the link j, projected into the plane normal to the flow direction. The wetting saturations of the links s w,j are provided by the interface positions. Here the individual terms corresponding to the wetting and non-wetting phases are multiplied with the corresponding link saturations as the probability that a cross section through a link will pass through the wetting or non-wetting phase is proportional to the link saturation of that phase. For an irregular network that is considered here in 3D, the links are of different lengths and oriented in different directions. In that case, measurement of the flow rates and the areas by summing over all the links and dividing by the number of rows using the equations 18 leads to wrong results. In this case, we measure these quantities in the following way. Let us consider an orthogonal cross-sectional plane at a random position through which we like to measure the flow rates ( figure 13 ). The probability that any link j will pass through this plane will be proportional to l x,j /L where l x,j is the length of the link j in the x direction, the direction of the overall flow. After the link is selected, the probability that the plane will pass through the wetting fluid inside the link will be proportional to the local wetting saturation s w,j of the link. Considering these probabilistic terms, the total flow rates Q, Q w and Q n through a random orthogonal cross section can therefore be calculated from the sum of the local flow rates over the links which pass through this cross section,
where L is the length of the network in the x direction. The areas can be measured in the similar way given by,
For the regular 2D network, l x,j are the same for all the links (= l) and we recover equations 17 and 18 by using N L = L/l. After measuring the flow rates and the pore areas, the seepage velocities v, v w and v n are calculated using the equations 15 and 27. Results are averaged over time in the steady state. The calculation of v, v w and v n from the measurements of the flow rates and the pore areas should satisfy equation 16 . In figure 14 , we plot S w v w + S n v n against the total seepage velocity v where we used the equations 17 and 18 for 2D and the equations 19 and 20 for 3D. Figure 14 shows an exact match of equation 16 for the whole range of parameters.
The total flow rate Q in the steady state is a homogeneous function of order one of the pore areas A w an A n , that is, if we scale the three areas by A → λA w , A n → λA n and A s → λA s by keeping the porosity φ constant, the volumetric flow rate Q scales as, Q(λA w , λA n ) = λQ(A w , A n ). This property of Q leads to a new set of equations between the seepage velocities. Complete derivations of the equations can be found in reference [23] and here we will present them in brief and will use them to validate our model. Taking the derivative of the homogeneity equation of Q with respect to λ and then setting λ = 1 we get,
These two partial derivatives in the above equation have the units of velocity and correspondingly they define two thermodynamic velocitiesv w andv n given by,
With these definitions equation 21 becomes,
which has the similar form of equation 16. However, this does not imply that the thermodynamic velocitiesv w andv n are the same as the seepage velocities v w and v n that we measure. These two types of velocities can be related by a new velocity function is v m given by,
which fulfill both the equations 16 and 23. This velocity function v m is a function of the saturation S w and called as the co-moving velocity, which is a property of the pore-network. With this definition of v m , we can derive two equations that are related to the variation of saturation,
and
In order to verify whether our pore-network model with the set of interface algorithms described here do satisfy these equations, we perform a large number of simulations with a wide range of parameters for the 2D square network and the 3D Berea network. 
With these equations we can verify the measured values of wetting and non-wetting seepage velocities v w and v n against the ones calculated from these equation. In figure 16 , we plot v + S n (dv/dS w − v m ) and v − S w (dv/dS w − v m ) against the measured value of v w and v n respectively. While calculating v w and v m using above equations, we used the values of v m that are obtained from equation 26 . For the whole range of the capillary numbers, good match with equations 27 can be observed for both the square and the Berea networks. Finally, we plot the co-moving velocity v m as a function of both S w and dv/dS w in figure 17 . The co-moving velocity is a property of the porous material and a function of the saturation S w , total seepage velocity v and the variation of v while changing the saturation. It is not enough to specify only the S w and v to determine v m , as dv/dS w depends on how the external parameters are controlled while varying the S w . Here v m was calculated using equation 25 in figure 17 . The data for v m roughly shows a planer form given by,
By fitting all the data points for the whole set of simulations, we find a = −6.36 ± 0.25, b = 0.94 ± 0.01 and c = 5.00 ± 0.13 for the square network and a = −12.94 ± 0.62, b = 0.88 ± 0.01 and c = 10.10 ± 0.32 for the Berea Fig. 16 : Plot of the wetting and non-wetting seepage velocities (mm/sec) calculated using equations 27 against the measured values of v w and v n for the square (top row) and Berea (bottom row) network. The derivatives are calculated using the central difference techniques. The color scale shows the capillary numbers.
network. The planes using these parameters are shown in the respective figures with grid lines. Interestingly, the values of b are close to 1 which leads the data points to fall around the y = x straight line while plotting v m against dv/dS w as shown the figure 17.
Summary
We presented a detailed description of a set of algorithms for transporting fluids in a dynamic pore-network model of two-phase flow in porous media. The displacements of the fluids in this model are monitored by updating the positions of all the interfaces with time. The basic concept of the algorithms are simple, at every time step all the fluids arriving at a node from the incoming links are displaced to all the outgoing links, and the volumes of the fluids are distributed according to the ratio of the fluxes of the outgoing links. Our aim in this article is to present these algorithms with all the technical details so that it is possible for the reader to reproduce this model. We have illustrated that this pore-network model and the interface algorithms are applicable for both the regular and irregular network topologies as well as for both two and three dimensional pore networks. Moreover, by reproducing some of the fundamental results of two-phase flow, we have also shown that the model can be used to simulate both the transient and steady-state flow. We have shown different drainage flow patterns that can be generated with this model when a fluid displaces the other in a porous medium. In steady state, the model successfully reproduces the linear to non-linear transition in the effective rheological properties as well as the relations between the seepage velocities. In a recent paper by Zhao et al. [4] ten different groups with different approaches to modeling two-phase flow in porous media were invited to reproduce fluid injection in a circular Hele-Shaw cell at different capillary numbers and wetting properties, ranging from drainage to strong imbibition, i.e., imbibition where film flow dominates the process. The conclusion of that work was, whereas all the different approaches were able to reproduce the drainage processes well, none succeeded in reproducing strong imbibition. Film flow is an important mechanism during imbibition and in a first attempt, we expanded our model in [47] to include films. However, this work has so far not been followed up by us.
The time integration procedure is time consuming. In [49] , Savani et al. proposed a Monte Carlo algorithm to replace the time integration. This approach promises a large increase in efficiency of the model. However, the method needs to be tested at low capillary numbers. Moreover, it has so far only been implemented for regular lattices and needs to be generalized to realistic pore networks.
