A. In this article we exhibit the optimal (i.e. largest) constants for the quadratic isoperimetric and the linear filling radius inequality which ensure that a geodesic metric space X is Gromov hyperbolic. Our results show that the Euclidean plane is a borderline case for the isoperimetric inequality. Furthermore, by only requiring the existence of isoperimetric fillings in L ∞ (X) satisfying the appropriate area bounds we obtain the same optimal results for spaces X in which Lipschitz loops merely admit coarse fillings. In particular, our results apply to Cayley graphs of finitely presented groups with quadratic Dehn function. Finally, we use filling techniques to prove purely metric characterizations of real trees and Gromov hyperbolic spaces.
I      
1.1. Background results and a rough description of the first result. As is wellknown a geodesic metric space X is Gromov hyperbolic if and only if it admits a coarse linear isoperimetric inequality for curves; that is, if every Lipschitz loop γ in X has a coarse disc-like filling whose coarse area is proportional to the length of γ. Indeed, this characterization was given by Gromov in his seminal paper [Gro2] on hyperbolic groups. In his paper Gromov moreover proved the following stronger result: Let X be a geodesic metric space, P d (X) a Rips complex of X and P 2 d (X) its 2-skeleton. If P d (X) is simply connected and if the filling area of every long simplicial loop γ in P d (X) by a 'disc' in P 2 d (X) satisfies
(γ) ≤ 1 4000 length(γ) 2 then X is Gromov hyperbolic. The main reason for using the Rips complex is the interest in spaces in which loops in general do not admit 'fine' fillings. Alternatively to passing to the Rips complex of X one may use the notion of coarse area and coarse filling, which in turn allows one to work in the space X itself. An example of particular importance in geometric group theory is the Cayley graph of a finitely presented group G. In this context the above result translates to: If the Dehn function δ G (n) of the group G is asymptotically bounded from above by ε 0 n 2 for a sufficiently small constant ε 0 then G is Gromov hyperbolic. Variations of Gromov's result were later given by Olshanskii [Ols2] , Papasoglu [Pap] , Bowditch [Bow] , and Druţu [Dru2] . We refer to [Dru2] for an account of the existing results. In this article we provide an answer to the problem of determining the largest possible isoperimetric constant in the quadratic isoperimetric inequality (1) which still 1 implies that X is Gromov hyperbolic. As for this the following facts have been known. If X is a CAT(0)-space and if there exist ε, s 0 > 0 such that every Lipschitz loop γ in X of length length(γ) ≥ s 0 has a filling by a Lipschitz disc ϕ satisfying (2) Area(ϕ) ≤ (1 − ε) 1 4π length(γ) 2 then X is Gromov hyperbolic. This was pointed out by Gromov in [Gro2] . Here, the area of a Lipschitz map ϕ : B 2 → X from the unit disc B 2 is defined as
where g runs over all Riemannian metrics on B 2 such that ϕ : (B 2 , d g ) → X is 1-Lipschitz and where d g denotes the metric induced by g. The constant 1 4π is optimal as shows the classical isoperimetric inequality in the Euclidean plane E 2 . Moreover, using the results in [Gro2] involving conformal mappings, Coornaert, Delzant and Papadopoulos exhibited in [CDP] the constant 1 16π if X is a 'reasonable' Riemannian manifold. In a first result we generalize the above two results by showing that the optimal constant in fact is 1 4π for all geodesic metric spaces, see Corollary 1.3. We further strengthen the existing results in the following two ways:
(i) We allow fillings in any space that contains X isometrically.
(ii) We allow homological fillings instead of only fillings by discs.
Regarding (i), one may for example choose a suitable substitute for the Rips complex in which X isometrically embeds. However, the best choice turns out to be L ∞ (X), the space of bounded functions on X endowed with the supremum norm. It is well-known that X isometrically embeds into L ∞ (X). Furthermore, every Lipschitz loop γ in X has a filling in L ∞ (X) whose area is bounded above by length(γ) 2 . Finally and most importantly, the area needed to fill γ in L ∞ (X) is least among all spaces in which X isometrically embeds. Our first result then states that X is Gromov hyperbolic if long loops in X have a homological filling in L ∞ (X) with the same area bound as in (2).
Statements of the main results.
We turn to a rigorous description of our first result. The notion of surface and area which we adopt in this work is that of metric integral currents, the theory of which was developed by Ambrosio and Kirchheim in [AmKi] . Metric integral currents extend the notion of singular Lipschitz chains and enjoy good analytical properties. Singular Lipschitz chains were introduced by Gromov in [Gro1] . Each singular Lipschitz chain induces in a natural way a metric integral current. All of our results can in principle be formulated in the language of singular Lipschitz chains instead of currents. As for the proofs we need the theory of currents only in the crucial Proposition 5.1. We denote by I k (X), k = 0, 1, 2, the space of k-dimensional integral currents in the metric space X. The mass of an element T ∈ I k (X) is denoted by M(T ), its boundary by ∂T . We refer to Section 2 for the definitions. In other words, this means that the area needed to fill γ is least if we choose fillings in L ∞ (X). Note that L ∞ (X) is a Banach space and that moreover any Lipschitz loop
This property is independent of X. Our first result now reads as follows. 
The definition of coarse homological isoperimetric inequalities will be given in Section 4. Note that we do not impose any condition on the size of the isoperimetric constant in the coarse homological quadratic isoperimetric inequality.
Remark 1.2. The constant 1 4π is optimal since for the Euclidean plane E 2 we have
for all Lipschitz loops γ and with equality if and only if γ is a circle.
It is important to note that in (5) the filling area is in L ∞ (X) and that γ need not have a filling in X. We furthermore remark that X may in particular be a Cayley graph of a finitely presented group with quadratic Dehn function. Theorem 1.1 thus generalizes the results mentioned in the beginning. In view of the inequalities in (3) and (4) one may replace for example Fill Area L ∞ (X) in (5) by the filling area via Lipschitz chains or Lipschitz discs to obtain weaker but nevertheless interesting results. We note the simplest special case in the following corollary. 
This clearly generalizes the corresponding result for CAT(0)-spaces mentioned at the beginning to the class of all geodesic metric spaces. It should moreover be noted that the isoperimetric inequality in this corollary is of homological type. It thus generalizes [Ger, Theorem 3.1] , [Fle, Theorem 3.3] and [GrMa, Theorem 2.29] , where it was shown that a coarse linear (or subquadratic in [Fle] ) homological isoperimetric inequality implies Gromov hyperbolicity. The proof in [Ger] relies on arguments of Short [Sho] . At present it seems unclear whether the condition in Theorem 1.1 that X admits a coarse homological quadratic isoperimetric inequality can be relaxed. The proof of Theorem 1.1 will show the following, however.
Theorem 1.4. Let X be a geodesic metric space and suppose that for every ν > 0 there exists an s 0 > 0 such that for all Lipschitz loops γ :
Then X is Gromov hyperbolic.
Note that in this theorem we do not assume X to have a (coarse) quadratic isoperimetric inequality. We turn to our next result the purpose of which is to exhibit a similarly optimal constant for the filling radius inequality for curves. As before, we assume that X and Y are metric spaces and that X isometrically embeds into Y. The filling radius in Y of a cycle T ∈ I 1 (X) is by definition Fill Rad Y (T ) := inf r ≥ 0 : ∃S ∈ I 2 (Y) with ∂S = T and spt S ⊂ B(spt T, r) .
If T is induced by a Lipschitz curve γ then we will abbreviate Fill Rad
and in general these inequalities are strict. Indeed, if γ parametrizes the unit circle in E 2 then Fill Rad E 2 (γ) = 1 and Fill Rad L ∞ (E 2 ) (γ) = √ 3 2 as was shown by Katz in [Kat] . Let α 0 be the largest number such that in any 2-dimensional normed space V there is a Lipschitz loop γ : S 1 → V with length(γ) = 1 and
It will be shown in Section 6 that 3 32
Our third theorem can now be stated as follows. 
The theorem is clearly optimal as follows from the definition of α 0 . It generalizes results in [Gro2] , [Dru1] , [Pap] and improves the best known constant 1 73 obtained by Papasoglu [Pap] . In the paper [Pap] it was conjectured that the optimal value for the intrinsic filling radius inequality be 1 8 . We mention that this is achieved for X := (R 2 , · ∞ ). Similar ideas as those used to prove the above theorems can be used to give a purely metric characterization of real trees and of geodesic Gromov hyperbolic spaces. Theorem 1.6. Let X be a geodesic metric space. Then X is a real tree if and only if the intersection of any two closed balls is a ball or the empty set.
By a real tree we mean a geodesic metric space all of whose geodesic triangles are degenerate, i.e. isometric to tripods. No local finiteness or compactness assumption is made. Real trees are also called metric trees in the literature. Remark 1.7. Theorem 1.6 is in general false if X is not geodesic. Indeed, if X := (R, |x − y| 1 2 ) then the intersection of any two closed balls in X is either a ball or the empty set. However, there does not exist a biLipschitz embedding of X into a real tree. Theorem 1.6 has been proved independently by Chatterji and Niblo in [ChNi] with different methods.
1 It should be mentioned that the proof of Theorem 1.6 does not use (any results from) the theory of integral currents and can be read independently of the proof of the other results. Nevertheless, the spirit of proof is quite similar to that of the others, see in particular the remark following Proposition 3.1. As a consequence of Theorem 1.6 we obtain the following strengthening of the main result of [ChNi] . Corollary 1.8. Let X be a geodesic metric space and suppose there exists a function δ : (0, ∞) → (0, ∞) with δ(r) r → 0 as r → ∞ and such that whenever B 1 , B 2 ⊂ X are closed balls with non-empty intersection there are z, z ′ ∈ X and r ≥ 0 such that
Conversely, if X is a geodesic Gromov hyperbolic space then it is not difficult to show that there exists a constant δ 0 depending only on the constant in the definition 1 However, Theorem 1.6 was already present in the earlier version [Wen2] of our paper and gave the answer to the question concerning the characterization of real trees asked in an earlier version of [ChNi] .
of Gromov hyperbolicity such that (7) holds with δ(r) := δ 0 . For a proof of this see Lemma 3.7 or [ChNi] .
The structure of the paper is as follows: In Section 2 we collect the definitions and some results which will be needed throughout the article. In particular, the section contains the definition of Gromov hyperbolic geodesic spaces and asymptotic cones, results concerning injective metric spaces and the metric derivative of Lipschitz maps; furthermore the definitions and properties of metric integral currents and of singular Lipschitz chains. In Section 3 we prove Theorem 1.6 and Corollary 1.8. The strategy of proof of these results is similar but easier than that of the other results in this paper and does not use the techniques from the theory of integral currents at all. The purpose of Section 4 is to define coarse homological fillings and to show that a length space which admits a coarse homological quadratic isoperimetric inequality has a thickening which admits a quadratic isoperimetric inequality for 1-dimensional integral currents. The key to this is a structure result for integral 1-currents in metric length spaces. Finally, Sections 5 and 6 contain the proofs of the Theorems 1.1, 1.4 and 1.5. The proofs of these theorems are based on the crucial Proposition 5.1, which roughly states that a geodesic metric space which admits a quadratic isoperimetric inequality and for which no asymptotic cone receives a biLipschitz copy of a 2-dimensional Euclidean set must be Gromov hyperbolic.
Acknowledgments: I am indebted to Cornelia Druţu for inspiring discussions concerning Theorems 1.1 and 1.5. I would also like to thank Indira Chatterji and Bruce Kleiner for interesting discussions concerning Theorem 1.6 and Corollary 1.8 and Theo Bühler for helpful editorial comments on Section 3. The final parts of this article were written during a one-month visit of the Forschungsinstitut für Mathematik, ETH Zürich, in July/August 2006.
P
The purpose of this section is to provide the definitions which will be used throughout the paper. In particular, we will briefly recall the definition of Gromov hyperbolicity, of asymptotic cones, injective metric spaces, the metric derivative of Lipschitz maps from Euclidean to arbitrary metric spaces, integral currents in metric spaces and singular Lipschitz chains.
Throughout the text E k denotes the k-dimensional Euclidean space, that is the vectorspace R k endowed with the standard inner product. The corresponding norm is denoted by | · | and the standard orthonormal basis by e 1 , . . . , e k . Furthermore L k denotes the Lebesgue measure on E k and ω k the volume of the unit ball in E k . Abusing notation we will sometimes think of R k as a normed space with some norm.
2.1. Gromov hyperbolic metric spaces and asymptotic cones. Gromov hyperbolic spaces were introduced and first studied by Gromov in [Gro2] . There exists a vast literature on Gromov hyperbolicity and we refer to the original article [Gro2] as well as to [GhdH] , [CDP] and [BrHa] for treatments of the topic. in X and a choice of three geodesics (the edges) joining these points. The notion of δ-thin triangles was introduced in [Gro2, 6.3] : Let δ ≥ 0 and let ∆ be a geodesic triangle. Let x 1 , x 2 , x 3 ∈ X be its vertices and c kℓ its edges, which we may assume to be parametrized by arc-length, 1 ≤ k < ℓ ≤ 3. Note that there exist unique numbers a 1 , a 2 , a 3 ≥ 0 with the property that We also recall the notion of asymptotic cones which will be used in the proof of our tTheorems. As a general reference for asymptotic cones in connection with Gromov hyperbolicity we refer to [Dru2] . A non-principal ultrafilter on N is a finitely additive probability measure ω on N together with the σ-algebra of all subsets such that ω takes values in {0, 1} only and ω(A) = 0 whenever A ⊂ N is finite. Using Zorn's lemma it is not difficult to establish the existence of nonprincipal ultrafilters on N, see e.g. Exercise I.5.48 in [BrHa] . It is also easy to prove the following fact. If (Y, τ) is a compact topological Hausdorff space then for every sequence (y m ) m∈N ⊂ Y there exists a unique point y ∈ Y such that ω({m ∈ N : y m ∈ U}) = 1 for every U ∈ τ containing y. We will denote this point by lim ω y m . Let now (X, d) be a metric space and fix a non-principal ultrafilter ω on N and sequences (z m ) ⊂ X and r m ր ∞. Define an equivalence relation on the set of sequences (x m ) m∈N ⊂ X satisfying 
It can be proved that a geodesic metric space X is Gromov hyperbolic if and only if every asymptotic cone of X is a real tree. It is this equivalence, a proof of which can be found e.g. [Dru2] , which we will use in our proofs. Given a set Ω define L ∞ (Ω) to be the space of bounded functions on Ω endowed with the supremum norm
Injective metric spaces and isometric embeddings.
It is clear that L ∞ (Ω) has the binary intersection property for every set Ω and is thus an injective space. Furthermore, if (Z, d) is a metric space and z 0 ∈ Z is fixed, then the map
is an isometric embedding. If Z is separable, then there is an isometric embedding into ℓ ∞ . If Z is a separable Banach space, the isometry may be chosen to be linear, as follows from the Hahn-Banach theorem.
In [Isb] Isbell shows that for each metric space X there exists a 'minimal' injective space containing X. This space is called the injective envelope of X and we refer to [Isb] for its construction and useful properties. Injective envelopes will be used in the proof of Proposition 4.2.
Lipschitz maps and metric derivatives.
As is well-known Lipschitz maps from R k to R n (endowed with arbitrary norms) are differentiable almost everywhere. In fact, this is the assertion of Rademacher's theorem (see e.g. [Fed, 3.1.6] ). If the target space is replaced by an arbitrary metric space X there is still a notion of differentiability for maps from R k to X. The following notion was introduced by Kirchheim in [Kir] . For this let ϕ : U → X be a Lipschitz map, where
if this limit exists. The following theorem was proved independently by Kirchheim [Kir] and Korevaar-Schoen [KoSc] . 
and such that the following property holds: For every i and every ε > 0 there is an r(K i , ε) > 0 such that
Recall that | · | denotes the norm induced by the standard inner product on R k . Of course, in the above | · | could be replaced by any other norm. If md ϕ z (v) exists for all v ∈ R k and satisfies (9) then we call md ϕ z the metric derivative of ϕ at the point z. As a direct consequence of Theorem 2.3 the metric derivative is a seminorm. It is not difficult to prove that if U ⊂ R k is merely Borel measurable then md ϕ z can be defined at almost every Lebesgue density point z ∈ U by a simple approximation argument. Denoting by Lip(ϕ) the Lipschitz constant of ϕ it is clear that md
If X is R n or a Riemannian manifold and if ϕ is differentiable at z then the metric derivative exists and md
Using Theorem 2.3 one can show that
where H k denotes the Hausdorff k-dimensional measure on X. A useful consequence of Theorem 2.3 and (10) is the following result which we will use repeatedly. 
The Jacobian of a seminorm s on R k is defined by
.
It is clear that s is a norm if and only if J k (s) > 0 and that in this case we have
for every Borel set Q ⊂ R k of strictly positive Lebesgue measure. Here, H k s denotes the k-dimensional Hausdorff measure on the metric space (R k , s). The area factor of a k-dimensional normed space V with unit ball B V is given by
is exactly the Gromov mass * or Benson volume, see [AlTh] , [Gro1] , [Ben] . Note that µ m * V is the Lebesgue measure with respect to the following inner product. Let L 1 , . . . , L k be as in (11) and such that the maximum is attained. Let {v 1 , . . . , v k } be a dual basis to {L 1 , . . . , L k } and let (·, ·) be the inner product such that {v 1 , . . . , v k } is an orthonormal basis. Then µ m * V is the Lebesgue measure on V with respect to (·, ·). 2.4. Integral currents in metric spaces. The general reference for this section is [AmKi] where the theory of currents in metric spaces was developed. Let (X, d) be a complete metric space and k ≥ 0 and let D k (X) denote the set of (k + 1)-tuples ( f, π 1 , . . . , π k ) of Lipschitz functions on X with f bounded.
Definition 2.5. A k-dimensional metric current T on X is a multi-linear functional on D k (X) satisfying the following properties:
(
of Borel sets B i and if π i is constant on B i then
(iii) There exists a finite Borel measure µ on X such that
The space of k-dimensional metric currents on X is denoted by M k (X) and the minimal Borel measure µ satisfying (12) is called mass of T and written as T .
We also call mass of T the number T (X) which we denote by M(T ). The support of T is, by definition, the closed set spt T of points x ∈ X such that T (B(x, r)) > 0 for all r > 0.
Remark 2.6. As is done in [AmKi] we will also assume here that the cardinality of any set is an Ulam number. This is consistent with the standard ZFC set theory. We then have that spt T is separable and furthermore that T is concentrated on a σ-compact set, i. e. T (X\C) = 0 for a σ-compact set C ⊂ X (see [AmKi] ).
The restriction of T ∈ M k (X) to a Borel set A ⊂ X is given by
This expression is well-defined since T can be extended to a functional on tuples for which the first argument lies in L ∞ (X, T ). The boundary of T ∈ M k (X) is the functional
It is clear that ∂T satisfies conditions (i) and (ii) in the above definition. If k = 0 or if ∂T also has finite mass (condition (iii)) then T is called a normal current. The respective space is denoted by N k (X).
The push-forward of T ∈ M k (X) under a Lipschitz map ϕ from X to another complete metric space Y is given by
Note that this together with the injectivity of L ∞ (X) immediately implies (4). The basic example of a k-dimensional metric current on E k is given by
More generally, if (X, d) is a complete metric space, ϕ : K → X is Lipschitz and one-to-one and if
Here, the function χ K denotes the characteristic function on K, that is the constant function 1 on K and 0 on its complement.
and hence
As for the opposite inequality let L 1 , . . . , L k : V → R be such that {L(e 1 ), . . . , L(e k )} is positively oriented and the maximum in (11) is achieved and set π := L i . For any non-negative measurable function f it then follows immediately that we have equality in all the inequalities above. This establishes the first claim. The second claim is analogous and a proof can be found in [AmKi, Theorem 9.5] .
In this paper we will mainly be concerned with integral currents. We recall that an H k -measurable set A ⊂ X is said to be countably H k -rectifiable if there exist countably many Lipschitz maps ϕ i :
An element T ∈ M 0 (X) is called integer rectifiable if there exist finitely many points x 1 , . . . , x n ∈ X and θ 1 , . . . , θ n ∈ Z\{0} such that
for all bounded Lipschitz functions f . A current T ∈ M k (X) with k ≥ 1 is said to be integer rectifiable if the following properties hold: (i) T is concentrated on a countably H k -rectifiable set and vanishes on
The space of integer rectifiable currents is denoted by I k (X). Endowed with the mass norm M k (X) is a Banach space and I k (X) a closed additive subgroup. This follows directly from the definitions. Integer rectifiable normal currents are called integral currents. The respective space is denoted by I k (X). As the mass of a kdimensional normal current vanishes on H k -negligible sets ( [AmKi, Theorem 3.7] ) it is easily verified that the push-forward of an integral current under a Lipschitz map is again an integral current. In the following, an element T ∈ I k (X) with zero boundary ∂T = 0 will be called a cycle. An element S ∈ I k+1 (X) satisfying ∂S = T is said to be a filling of T . Clearly, a Lipschitz curve γ : [0, 1] → X induces an element T ∈ I 1 (X) by
If γ is one-to-one on (0, 1) then M(T γ ) = length(γ). If γ is a Lipschitz loop, i.e. if γ(1) = γ(0) then ∂T γ is a cycle. If X isometrically embeds in a complete metric space Y then we define
We end this paragraph with the following generalization to integral currents of what is called the compression property for mass * in [Gro1] . It will be needed in the proof of Theorem 5.2. 
It follows in particular that every T ∈ I k (W) with spt T ⊂ V is an absolute areaminimizer.
Proof. By [AmKi, Theorem 4 .5] we may assume without loss of generality that (11) and such that the maximum is attained and let {v 1 , . . . , v k } ⊂ V be the dual basis of {L 1 , . . . , L k }. By the Hahn-Banach theorem there exist linear extensions L i of L i to W of norm 1. Define a continuous linear projection P : W → V by
whenever z ∈ K is such that the metric derivative md ϕ z exists, all L i • ϕ are differentiable at z and π :
and note thatL i is 1-Lipschitz and
From this it follows that
and this implies (13). We compute
The second statement in Proposition 2.7 thus completes the proof.
2.5. Singular Lipschitz chains in metric spaces. For the convenience of the reader we briefly recall the definition of Lipschitz chains and their area as defined in [Gro1] , see also [Gro2] . Let (X, d) be a metric space and k ∈ N. Let furthermore ∆ k denote the standard Euclidean k-dimensional simplex. The volume of a Lipschitz map ϕ :
where g runs over all Riemannian metrics on ∆ k such that ϕ : (∆ k , d g ) → X is 1-Lipschitz. This notion of volume appears in [Gro1] and is therein referred to as the hyper-Euclidean volume. If k = 2 we will sometimes call ϕ or its image a Lipschitz disc and we write Area(ϕ) instead of Vol(ϕ). The boundary ∂ϕ of the map ϕ is by definition its restriction to ∂∆ k . Clearly, ϕ induces an integral current by A direct consequence of this is the first inequality in (3).
C   
We begin with an easy but useful characterization of real trees which will be used in the proofs of Theorem 1.6 and Proposition 5.1. 
then X is a real tree.
Note that the function π • γ is a Lipschitz function on [0, 1] and therefore, by Rademacher's theorem, its classical derivative (π • γ) ′ (t) exists for almost every t ∈ [0, 1] and defines a bounded Borel function. In particular, the integral in (14) is well-defined. Note that in the language of currents (14) is equivalent to the condition
Proof. We fist show that X is uniquely geodesic. For this let γ 1 , γ 2 : [0, 1] → X be two geodesics with the same endpoints. Set a := d(γ 1 (0), γ 1 (1)) and define π ∈ Lip(X) by π(x) := d(x, γ 1 (0)) and let γ : [0, 1] → X be the constant speed loop given by the concatenation of γ 1 and γ − 2 (t) := γ 2 (1 − t). Then (π • γ) ′ (t) = 2a for every t ∈ [0, We now prove that every geodesic triangle in X is a tripod. For this let γ i : [0, a i ] → X, i = 1, 2, 3, be three geodesics parametrized by arc-length forming a geodesic triangle, i.e. such that γ 1 (a 1 ) = γ 2 (0), γ 2 (a 2 ) = γ 3 (0), and γ 3 (a 3 ) = γ 1 (0). Set
By defining γ : [0, 1] → X to be the constant speed loop given by the concatenation of γ 1 , γ 2 and γ 3 and by setting π(x) := d(x, γ 1 (0)) and
we easily find using the uniqueness of geodesic and the fact that
for every ε > 0 that t 1 = t 2 and hence γ 1 (t 1 ) ∈ Im(γ 2 ) ∩ Im(γ 3 ). By the uniqueness of geodesics the triangle consisting of γ 1 , γ 2 , γ 3 is thus a tripod. This completes the proof.
The proof of Theorem 1.6 involves several other auxiliary results which we state now. We emphasize again that no results from the theory of currents are needed for the proof. In order to simplify the language in what follows it is convenient to introduce a new terminology. We say a metric space X has property ( ) if for any two closed balls B 1 , B 2 ⊂ X with non-empty intersection there exist z, z ′ ∈ X and ν ≥ 0 such that
In this terminology Theorem 1.6 states that a geodesic metric space is a real tree if and only if it has property ( ). We begin with the following observation.
Remark 3.2. Let X be a geodesic metric space with property ( ). Then for any two distinct points x, y ∈ X and for all t ∈ (0, 1) and 0 ≤ h < max{t, 1 − t}d(x, y) the set
Choosing h = 0 in the remark we obtain that such a space X is uniquely geodesic.
Proof of Remark 3.2.
By symmetry we may assume that t ≤ 1 2 . Note that A is non-empty since X is geodesic and moreover x, y A. By assumption there exist z, z ′ ∈ X and s ≥ 0 such that B(z, s) ⊂ A ⊂ B(z ′ , s). It is clear that s < d(x, z) . Let α be a geodesic from z to x parametrized by arc-length. Then α(s) ∈ A and hence
from which it follows that s ≤ 2h and hence diam A ≤ 2s ≤ 4h. 
In the terminology of [Wen1, Definition 2.1] the lemma asserts that the canonical bicombing by geodesics is 4-convex in every geodesic space with property ( ).
Proof. Let x, y, y ′ ∈ X be arbitrary points and set r := d(x, y) and r ′ := d(x, y ′ ). If y = x or y ′ = x then the statement is trivially true and we may therefore assume that 0 < r ′ ≤ r. Set h := d(y, y ′ ) and fix t ∈ (0, 1). If h ≥ tr then
If, on the other hand, h < tr then we define
and obtain that
as well as c(t) ∈ A. Since by Remark 3.2 we have diam A ≤ 4h it follows that d(c(t), c
This concludes the proof.
Remark 3.4. It should be noted that the assertions of Remark 3.2 and Lemma 3.3 remain true if ( ) is replaced by the following condition: For any two balls B(x, r), B(y, s)
⊂ X with non-empty intersection and every ε > 0 there exist z, z ′ ∈ X and t ≥ 0 such that
B(z, t − ε) ⊂ B(x, r + ε) ∩ B(y, s + ε)
and
B(x, r) ∩ B(y, s) ⊂ B(z ′ , t + ε).
This property will be called ( ′ ) and will be used in the proof of Corollary 1.8.
As a consequence of the lemma above we obtain the following extension property.
Corollary 3.5. If X is a geodesic metric space with property ( ′ ) then every Lipschitz map ϕ : S m → X has a Lipschitz extension ϕ : B m+1 → X with Lip(ϕ) ≤ 20 Lip(ϕ). In other words, X is Lipschitz m-connected for every m ≥ 0.
Here, S m and B m+1 denote the unit sphere and unit ball of R m+1 with the Euclidean metric, respectively.
Proof. For a given Lipschitz map ϕ : S m → X fix x 0 ∈ ϕ(S m ) and define ϕ : We also note the following consequence of Lemma 3.3 and [Wen1, Proposition 2.10], which will not be used in the sequel, however. If X is a complete, geodesic metric space which has property ( ′ ) then X admits a cone type inequality for I m (X) for every m ≥ 0 in the following sense: For every T ∈ I m (X) with bounded support and ∂T = 0 (respectively, T (1) = 0 in case m = 0) there exists an S ∈ I m+1 (X) with ∂S = T and
In the proof of the following lemma we will use the obvious but useful fact that the properties ( ) and ( ′ ) persist under rescaling of the metric.
Lemma 3.6. Let X be a geodesic metric space with property ( ′ ) and let K ⊂ R 2 be Borel measurable.
Proof. We argue by contradiction and therefore assume that J 2 (md ϕ z ) > 0 and hence that md ϕ z is a norm for all z in some set of positive Lebesgue measure. By Theorem 2.3 there exists a compact set K ′ ⊂ K of positive Lebesgue measure and a Lebesgue density point z 0 ∈ K ′ such that the norm · := md ϕ z 0 has the following property. For every ε > 0 there exists r 0 > 0 such that the map ϕ :
Here, B(0, r 0 ) denotes the ball of radius r 0 with respect to the Euclidean metric whereas we will denote byB(0, r) the ball or radius r with respect to · . Note thatB(0, 1) is convex, centrally symmetric and closed with respect to the Euclidean metric. Let B(0, r 1 ) ⊂B(0, 1) be a Euclidean ball of maximal radius and let v 0 ∈ ∂B(0, r 1 ) ∩ ∂B(0, 1). Set y := 2v 0 . It is then easy to see that
Indeed, this follows from the fact that
Since z 0 is a Lebesgue density point of K ′ there exist sequences r n ց 0 and y n ∈ R 2 such that y n ∈ K n := 1 r n (K ′ − z 0 ) and s n := y n − y → 0 and such that for every
with respect to Hausdorff convergence. Denote by X n the metric space (X, r −1 n d) and note that X n has property ( ′ ). Then the mapsφ n : (K n , · ) → X n given bỹ ϕ n (u) :=φ(r n u) are (1+ ε n )-biLipschitz with ε n ց 0, see Theorem 2.3. Remark 3.2 then implies that for h > 0 small enough
for every n ∈ N, where t n := 1 2 d X n (φ n (0),φ n (y n )). On the other hand, it follows from (16) that for n large enough
Using the fact that ε n , s n → 0 + together with (15) we readily arrive at a contradiction with (17). This completes the proof.
We are finally in a state to prove Theorem 1.6.
Proof of Theorem 1.6. We first show that if X has property ( ′ ) then X is a real tree. We do this by verifying the hypothesis (14) of Proposition 3.1. For this let γ : S 1 → X be a Lipschitz loop and letγ : B 2 → X be a Lipschitz extension, which exists by Corollary 3.5. Let f, π : X → R be arbitrary Lipschitz functions and definef ,π : B 2 → R byf := f •γ andπ := π •γ. By Stokes' Theorem for Sobolev functions we obtain
where the second equality follows from Lemma 3.6. It now follows from Proposition 3.1 that X is a real tree. The proof of the converse statement is a consequence of the lemma below with δ = 0.
Lemma 3.7. Let δ ≥ 0 and suppose (X, d) is a geodesic metric space all of whose geodesic triangles are δ-thin. Then for any two closed balls B 1 , B 2 in X with nonempty intersection there exist z ∈ X and ν ≥ 0 such that
The proof of the lemma is straight-forward and is implicitly contained in [ChNi] . For completeness we give our own short proof here.
Proof. Let B(x, r) and B(y, s) be two closed balls in X and suppose K := B(x, r) ∩ B(y, s) is non-empty. We may assume without loss of generality that r ≥ s. (y, s) and there is nothing to prove. If r − s ≤ d then choose a geodesic c between x and y and let z ∈ Im(c) be such that
Set furthermore ν := 1 2 (r + s − d). Since K ∅ we clearly have ν ≥ 0. We claim that
To prove the first inclusion it is enough to note that for w ∈ B(z, ν)
and analogously
As for the proof of the second inclusion we let w ∈ K and consider a geodesic triangle with vertices x 1 := x, x 2 = y, x 3 = w and edges c kℓ , where c 12 := c. Let a 1 , a 2 , a 3 be as in the definition of the δ-thinness.
This establishes the second inclusion in (18) and completes the proof.
We end this section by giving the proof of the purely metric characterization of Gromov hyperbolicity.
Proof of Corollary 1.8. By Proposition 3.A.1 in [Dru2] it suffices to show that every asymptotic cone of X is a real tree. Let therefore ω be a non-principal ultrafilter on N, (x n ) ⊂ X and r n ր ∞ and denote by X ω the asymptotic cone associated to the sequence (X, 1 r n d, x n ). Since X ω is geodesic we only need to show that X o mega has property ( ′ ). For this let y = (y n ) and z = (z n ) be arbitrary points in X ω and r, s > 0 such that r+ s ≥ d ω (y, z). Fix ε > 0. By assumption there exist for ω-almost every n ∈ N two points u n , u ′ n ∈ X and a t n ≥ 0 such that
We have t n ≤ (r + ε)r n from which we conclude thatt := lim ω t n r n exists. By the triangle inequality we furthermore have u := (u n ) ∈ X ω and u ′ := (u ′ n ) ∈ X ω . We first claim thatB (u,t − ε) ⊂B(y, r + ε) ∩B(z, s + ε). Here,B denotes a ball in X ω . Let be v = (v n ) ∈B(u,t−ε) and note that for ω-almost all n ∈ N we have d(v n , u n ) ≤ t n and therefore
for ω-almost all n ∈ N. This clearly implies that v ∈B(y, r + ε) ∩B(z, s + ε). Next, we show that
Indeed, if v ∈ B(y, r)∩B(z, s) then v n ∈ B(y n , (r+ε)r n )∩B(z n , (s+ε)r n ) for ω-almost all n ∈ N and therefore
which proves (19). By Theorem 1.6, which clearly holds with property ( ) replaced by ( ′ ), this is enough to conclude that X ω is a real tree.
C       
We first define a notion of coarse homological fillings of Lipschitz loops in length spaces which generalizes that of coarse fillings by discs given in [BrHa, III.H.2] . For this let X be a length space, δ > 0 and ϕ : [0, 1] → X a Lipschitz loop. A δ-coarse homological filling of ϕ is a triple (K, c, µ) with the following properties:
(i) K is a 2-dimensional simplicial complex such that every attaching map of a 2-cell is a 3-gon; (ii) c is a simplicial integral 2-chain in K, that is a function on the 2-cells with values in Z;
and such that the 1-cycle induced by ̺ is ∂c. Here, [0, 1] is endowed with a combinatorial structure of the form
For the definition of simplicial 2-complexes we refer to [BrHa, I.8A.4] . We mention here that every simplex of dimension 1 or 2 in K inherits an orientation coming from its attaching map. It is clear that every δ-coarse filling as defined in [BrHa, III.H .2] induces a δ-coarse homological filling. In [Ger] Gersten introduced a homological notion of fillings in the context of simplicial complexes and groups. His approach uses surface diagrams the foundation of which were laid in the book [Ols1] . In the sequel a δ-coarse homological filling will simply be called a δ-filling. The δ-area of the triple (K, c, µ) is by definition
and the δ-filling area of ϕ is given by
If there exists a δ > 0 and a C ∈ (0, ∞) such that
for every Lipschitz loop ϕ : [0, 1] → X then X is said to admit a coarse homological quadratic isoperimetric inequality for curves. It is not difficult to establish the following quasi-isometry invariance of coarse homological isoperimetric inequalities. The proposition will not be used anywhere in the text and its proof is left to the reader.
Proposition 4.1. Let X and X ′ be quasi-isometric length spaces. If there exists δ > 0 such that every Lipschitz loop γ in X has a homological δ-filling (K, c, µ) with
Here, we write f ′ f if there exist numbers a, b, c > 0 such that f ′ (s) ≤ a f (bs)+cs for all s ≥ 0. For the exact analogue of the above proposition but with coarse fillings by discs we refer to [BrHa, III.H.2.2] . Now, let X and Y be metric spaces and ν > 0. Following [Gro3] we call Y a ν-thickening of X if there exists an isometric embedding ι :
Proposition 4.2. Let (X, d) be a length space, δ > 0 and suppose X admits a δ-coarse homological quadratic isoperimetric inequality for curves. Then there exists a complete length space X δ which is a 64δ-thickening of X and which admits a quadratic isoperimetric inequality for I 1 (X δ ).
Here, a complete metric space is said to admit a quadratic isoperimetric inequality for I 1 (Y) if there exists a C > 0 such that
For the proof of the proposition we will need the following lemma which shows that integral 1-cycles can be written as sums of Lipschitz curves. 
Note that (20) automatically implies that
In Euclidean space a stronger result than Lemma 4.3 is known to hold, see [Fed, 4.2.25] , and it is conceivable that the same should be true in all complete length spaces.
Proof. It clearly suffices to prove that for every ε > 0 there exist finitely many Lipschitz loops
In order to find such a decomposition let ε ′ > 0 be small enough, to be determined later. Using Theorem 2.3 and (10) one easily shows that there exist finitely many
see also [AmKi, Lemma 4.1] . By McShane's extension theorem there exists a (1 + ε ′ )-Lipschitz extension η i : X → R of ϕ −1 i for each i = 1, . . . , n. Set Ω := ∪ϕ i (K i ) and let {z 1 , . . . , z m } ⊂ Ω be a finite and δ-dense set for Ω, where δ > 0 is such that
We set N := m + n and define a map Ψ :
Note that Ψ is (1+ε ′ )-Lipschitz and (1+ε ′ )-biLipschitz on Ω. Indeed, it is clear that the latter statement holds when restricted to each
from which the biLipschitz property follows together with (21). By [Fed, 4.2.25] there exist Lipschitz curves ̺ j : [0, a j ] → ℓ ∞ N which are parametrized by arc-length, one-to-one on (0, a j ), with ̺ j (0) = ̺ j (a j ) and satisfy
Choose M ∈ N sufficiently large such that R := This leads to
Finally, we estimate
This proves the claim at the beginning of the proof given that ε ′ > 0 was chosen small enough.
Proof of Proposition 4.2. By possibly replacing X with its completion we may assume without loss of generality that X is complete. Note that the completion of X is again a length space and admits a 2δ-coarse homological quadratic isoperimetric inequality. Let Z ⊂ X be a maximally δ-separated subset. For each z ∈ Z denote by X z the injective envelope of B z := (B(z, 8δ), d B(z,8δ) ), where d B(z,8δ) is the length metric on B(z, 8δ). Denote the metric on X z by d z . First of all, it is clear that B z is closed in X z . Furthermore, one can easily show that diam X z ≤ 64δ. Now set
where x ∼ x ′ if and only if x ∈ B z ⊂ X z and x ′ ∈ B z ′ ⊂ X z ′ for some z, z ′ ∈ Z and x = x ′ . Define a metric on X δ as follows. For x ∈ X z and x ′ ∈ X z ′ set
It is straight-forward to check that d δ defines a complete metric on X δ and that (X δ , d δ ) is a length space which isometrically contains X as a closed subset. Moreover, X δ is a 64δ-thickening of X. 
for some 2 Lip(ϕ)-Lipschitz loop ψ : [0, 1] → X of length at most 2 length(ϕ). For this set U := ϕ −1 (X δ \X). We may assume without loss of generality that U ∅. For each u ∈ U let τ u and ν u be the smallest and largest value, respectively, such that U u := (τ u , ν u ) ⊂ U and u ∈ U u . Note that for u, u ′ ∈ U we either have U u = U u ′ or U u ∩ U u ′ = ∅. Therefore, there exist countably many u j ∈ U such that U = ⊔U u j . For each j ∈ N let z j ∈ Z be such that ϕ(u j ) ∈ X z j . By construction there exist Lipschitz curvesφ j : [τ u j , ν u j ] → B z j parametrized proportionally to arc-length and such thatφ j (τ u j ) = ϕ(τ u j ) andφ j (ν u j ) = ϕ(ν u j ) and length(φ j ) ≤ 2 length(ϕ| U j ). Define ψ : [0, 1] → X by setting ψ(s) :=φ j (s) if s ∈ U u j and ψ(s) := ϕ(s) otherwise and note that ψ is a Lipschitz loop with Lipschitz constant at most 2 Lip(ϕ) and of length at most 2 length(ϕ). Set ϕ(s, 0) := ϕ(s) and ϕ(s, 1) := ψ(s) for all s ∈ [0, 1]. Furthermore, define ϕ(τ u j , t) := ϕ(τ u j ) and ϕ(ν u j , t) := ϕ(ν u j ) for all j and all t ∈ [0, 1]. Now, it is clear from the injectivity of every X z that ϕ can be extended to a Lipschitz map ϕ : Q → X δ with Lipschitz constant at most C 1 Lip(ϕ) for some universal constant C 1 > 0. whenever z ∈ K (0) and, in a first step, extend µ to K (1) in such a way that µ| e is a Lipschitz curve in X parametrized proportional to arc-length joining its endpoints and of length at most 3 2 diam(µ(∂e)) ≤ 3δ, for each 1-cell e ⊂ K (1) . Hereby, each e is to be induced with the Euclidean metric. Since for every closed 2-cell e ⊂ K we have diam(µ(∂e)) ≤ 6δ and since Z is 2δ-dense in X we obtain that µ(∂e) is contained in B(z, 8δ) for some z ∈ Z. Furthermore, µ| ∂e : ∂e → B z is C 2 δ-Lipschitz for some universal constant C 2 and hence can be extended to a C 2 δ-Lipschitz map µ| e : e → X z . This yields the desired map µ. We can moreover construct a C 3 aLipschitz map ψ : Q → X δ for some universal C 3 > 0 with the property that
As for this construction it is enough to note that we have ψ(
The existence of ψ now follows from the same arguments as above. Finally, we can define a suitable filling of T by setting
Indeed, we have S ∈ I 2 (X δ ) and
for a constant C ′ only depending on C. This completes the proof.
5. T   T 1.1  1.4
The following proposition is a crucial step in the proofs of our first, second and third theorem. It is the only place where we directly use the hypothesis that the space has some sort of homological quadratic isoperimetric inequality for curves.
spt S n ∪γ n ([0, 1]). By Arzelá-Ascoli theorem and, respectively, by the compactness and closure theorem for currents [AmKi, Theorems 5.2 and 8 .5] we may furthermore assume without loss of generality that ϕ n •γ n converges uniformly to some Lipschitz loop γ ∞ : [0, 1] → Z and that ϕ n# S n converges weakly to some S ∈ I 2 (Z). Furthermore, it is no restriction to assume that ϕ n (spt S n ) converges to a compact subset Z ′ ⊂ Z with respect to the Hausdorff distance. We claim that S = 0. Indeed, if S 0 there exists by Theorem 4.5 in [AmKi] a biLipschitz map η : K ⊂ R 2 → Z with η(K) ⊂ spt S ⊂ Z ′ and where K is Borel measurable and of strictly positive Lebesgue measure. Clearly, Z ′ can be isometrically embedded into the asymptotic cone Y associated to the sequence (
Here, δ > 0 is such that X δ is a δ-thickening of X. Thus, we can construct a biLipschitz mapη : K → Y with H 2 (ϕ(K)) > 0 in contradiction with the assumption. This proves that S = 0. In order to complete the proof we first define a map ψ from γ ∞ ([0, 1]) ⊂ Z to X ω by ψ(γ ∞ (s)) := γ(s) and note that ψ is well-defined and an isometric embedding. Suppose now that f, π are functions as at the beginning of the proof andf ,π : Z → R are Lipschitz extensions of f • ψ and π • ψ. Then we compute
which proves (22) and concludes the proof of the proposition.
Finally, we turn to the proof of our first theorem and for this we first recall the definition of the isoperimetrix from Minkowski geometry. We refer the reader to Section 5 of [AlTh] for details. Let V be a two-dimensional normed space and let Ω be a 2-form on
Denote by B the unit disc of V and define the isoperimetrix with respect to µ m * V by I m * := (ι Ω (B)) * . It can be shown (e.g. [AlTh, p. 33] ) that µ m * (I m * ) ≤ π and that length(∂I m * ) = 2µ m * (I m * ). In particular, we have length(∂I m * ) 2 ≤ 4πµ m * (I m * ).
We are now ready for the proof of our first main theorem.
Proof of Theorem 1.1. We show by contradiction that the hypotheses of the above proposition are satisfied. First note that, by Proposition 4.2, X has a thickening Z which is complete and admits a quadratic isoperimetric inequality for I 1 (Z). Let now (X, r −1 m d, x m ) be a sequence and X ω the associated asymptotic cone for some non-principal ultrafilter ω on N. Let furthermore ϕ : K ⊂ R 2 → X ω be a Lipschitz map with K Borel measurable and suppose H 2 (ϕ(K)) > 0. Let · be a norm on 
for all Lipschitz loops c :
for all j ∈ {0, 1, . . . , 2 M } and let T ∈ I 1 (X ′ ) be given by
As was noted in Section 2 there exists a linear isometric embedding ϕ : V ֒→ ℓ ∞ and, moreover,
It is clear that for each j = 0, 1, . . . , 2 M − 1 there exists an R j ∈ I 2 (ℓ ∞ ) satisfying
where C denotes the isoperimetric constant for I 1 (ℓ ∞ ). Set R := 2 M −1 j=0 R j and let S ∈ I 2 (L ∞ (X ′ )) be such that ∂S = T and M(S ) ≤ C ′ M(T ) 2 ≤ C ′ length(c) 2 . Here, C ′ is the isoperimetric constant for I 1 (L ∞ (X ′ )). Recall that there exists a continuous linear projection P : ℓ ∞ → ϕ(V) which does not increase the mass of elements in I 2 (ℓ ∞ ), see Proposition 2.8. As ∂(η # S − R) = (ϕ • γ) # χ [0,a] ℄ it follows from the constancy theorem [Fed, 4.17] that
By the Propositions 2.7 and 2.8 we obtain
Note that we also have We note the following 'fine' version of Theorem 1.1 which follows from the above proofs.
Theorem 5.2. Let X be a complete, geodesic metric space which admits a quadratic isoperimetric inequality for I 1 (X). If there exist s 0 > 0 and ε > 0 such that for every T ∈ I 1 (X) with ∂T = 0 and
The author is not aware of a proof which shows that a quadratic isoperimetric inequality for I 1 (X) implies a coarse homological quadratic isoperimetric inequality for X. We end this section by giving the proof of our second theorem.
Proof of Theorem 1.4. Let X ω ,γ n and T n be as in the proof of Proposition 5.1. By hypothesis there exist S n ∈ I 2 (L ∞ (X)) satisfying ∂S n = T n and t −2 n M(S n ) → 0. By [Wen1, Lemma 3 .4], we may furthermore assume that the sequence (spt S n , t −1 n d X ) is equi-compact and equi-bounded. After passing to a subsequence we may therefore assume by Gromov's compactness theorem that there exists a compact metric space (Z, d Z ) and isometric embeddings ϕ n : (Z n , t −1 n d X ) → Z where Z n := spt S n ∪ γ n ([0, 1]). Clearly, ϕ n# S n converges weakly to 0 and consequently ϕ n# T n converges weakly to 0. Furthermore, by Arzelá-Ascoli theorem, we may assume that ϕ n •γ n converges uniformly to some γ ∞ . Define an isometric map ψ : γ ∞ ([0, 1]) → X ω as in Proposition 5.1. The proof can now be completed exactly as in the last paragraph of the proof of Proposition 5.1.
6. T   T 1.5
Let V be a normed space of dimension k and recall that Jung's constant J(V) is the smallest number r ≥ 1 such that every set A ⊂ V with diam A ≤ 2 is contained in some ball of radius at most r. It is easy to see that 1 ≤ J(V) ≤ 2. Jung [Jun] showed that J(V) = 1 if and only if V = ℓ ∞ n . Bohnenblust [Boh] furthermore proved that J(V) ≤ It is clear that for V = ℓ ∞ 2 we have α V = 1 8 . The same holds for R 2 endowed with the norm whose unit disc is a regular hexagon. Since, by Gołab's Theorem [Gol] , we have 6 ≤ length(∂B V ) ≤ 8 for every 2-dimensional normed space V Bohnenblust's estimate yields 3 32 ≤ α 0 ≤ 1 8 .
Finally, we remark that if Y and Z are two injective metric spaces into each of which X embeds isometrically then Fill Rad Y (T ) = Fill Rad Z (T ) for all T ∈ I k (X) with ∂T = 0. .
By the deformation theorem [Fed, 4.29] and by the fact that T is an integral polyhedral chain (see [Fed, 4 .22]) we may assume without loss of generality that S is an integral polyhedral chain satisfying (26) and that each simplex in its support has diameter at most 1 J(V) − r. We now follow the arguments in the proof of Theorem 2 in [Kat] in order to construct a Lipschitz retraction π : spt S → ∂B and to arrive at a contradiction. Define π on the 0-skeleton of spt S by assigning to each vertex an arbitrary nearest point in ∂B. Consequently, if A = {u 1 , u 2 , u 3 } is the vertex set of a simplex then diam π(A) < 2 J(V) and hence π(A) lies in a ball of radius strictly smaller than 1 and thus in an open 'hemisphere' of ∂B. Therefore π can be extended to a Lipschitz map on the 1-skeleton and then on all of spt S by sending the edges of simplices to the shortest paths on ∂B connecting the images of the vertices and, furthermore, 'trivially' to the simplex. We conclude that T = π # T = ∂π # S = 0, which clearly contradicts the definition of T . As for the general case, choose λ > 1 sufficiently close to 1 and let {x 1 , . . . , x n } ⊂ ∂B be a finite subset such that the convex hull C of {±x 1 , . . . , ±x n } satisfies 1 λ B ⊂ C ⊂ B.
Endow R 2 with the norm whose unit ball is C and denote this space by W. Clearly, the identity map ψ : V → W is λ-biLipschitz. We abbreviate T := γ # χ We conclude that 1
Since λ > 1 was arbitrary this completes the proof.
Finally, we can give the proof of our third theorem.
Proof of Theorem 1.5. The proof is analogous to that of Theorem 1.1. Let us indeed assume that X is not Gromov hyperbolic and that therefore the hypotheses of Proposition 5.1 are not satisfied. Let X ω , ϕ, V and · be as in the proof of Theorem 1.1. Let γ : [0, 1] → V be a Lipschitz loop of length 1 and parametrized by arc-length, for which Fill Rad L ∞ (V) (γ) ≥ α 0 .
Let M ∈ N be large enough and δ > 0 sufficiently small (as chosen below) and set t j := This concludes the proof.
