Background. The availability of large databases containing high resolution three-dimensional (3D) models of proteins in conjunction with functional annotation allows the exploitation of advanced supervised machine learning techniques for automatic protein function prediction.
work in the literature on automatic enzyme annotation based only on structural information. A Bayesian approach (Borro et al., 2006) for enzyme classification using structure derived properties achieved 45% 48 accuracy. Amidi et al. (2016) obtained 73.5% classification accuracy on 39,251 proteins from the PDB 49 database when they used only structural information. 50 In the past few years, deep learning techniques, and particularly convolutional neural networks, 51 have rapidly become the tool of choice for tackling many challenging computer vision tasks, such as 52 image classification (Krizhevsky et al., 2012) . The main advantage of deep learning techniques is the 53 automatic exploitation of features and tuning of performance in a seamless fashion, that simplifies the 54 conventional image analysis pipelines. CNNs have recently been used for protein secondary structure 55 prediction (Spencer et al., 2015) (Li and Shibuya, 2015) . In (Spencer et al., 2015) prediction was based 56 on the position-specific scoring matrix profile (generated by PSI-BLAST), whereas in (Li and Shibuya, 57 2015) 1D convolution was applied on features related to the amino acid sequence. Also a deep CNN 58 architecture was proposed in (Lin et al., 2016) to predict protein properties. This architecture used a 59 multilayer shift-and-stitch technique to generate fully dense per-position predictions on protein sequences. 60 To the best of authors's knowledge, deep CNNs have not been used for prediction of protein function so 61 far. 62 In this work the author exploits experimentally acquired structural information of enzymes and apply 63 deep learning techniques in order to produce models that predict enzymatic function based on structure. 64 Novel geometrical descriptors are introduced and the efficacy of the approach is illustrated by classifying 65 a dataset of 44,661 enzymes from the PDB database into the l = 6 primary categories: oxidoreductases 66 (EC1), transferases (EC2), hydrolases (EC3), lyases (EC4), isomerases (EC5), ligases (EC6). The novelty 67 of the proposed method lies first in the representation of the 3D structure as a "bag of atoms (amino acids)" 68 which are characterized by geometric properties, and secondly in the exploitation of the extracted feature 69 maps by deep CNNs. Although assessed for enzymatic function prediction, the method is not based 70 on enzyme-specific properties and therefore can be applied (after re-training) for automatic large-scale 71 annotation of other 3D molecular structures, thus providing a useful tool for data-driven analysis. In 72 the following sections more details on the implemented framework are first provided, including the 73 representation of protein structure, the CNN architecture and the fusion process of the network outputs.
74
Then the evaluation framework and the obtained results are presented, followed by some discussion and 75 conclusions.
76

METHODS
77
Data-driven CNN models tend to be domain agnostic and attempt to learn additional feature bases that 78 cannot be represented through any handcrafted features. It is hypothesized that by combining "amino acid 79 specific" descriptors with the recent advances in deep learning we can boost model performance. The 80 main advantage of the proposed method is that it exploits complementarity in both data representation 81 phase and learning phase. Regarding the former, the method uses an enriched geometric descriptor that 82 combines local shape features with features characterizing the interaction of amino acids on this 3D 83 spatial model. Shape representation is encoded by the local (per amino acid type) distribution of torsion 84 angles (Bermejo et al., 2012) . Amino acid interactions are encoded by the distribution of pairwise amino 85 acid distances. While the torsion angles and distance maps are usually calculated and plotted for the 86 whole protein (Bermejo et al., 2012) , in the current approach they are extracted for each amino acid 87 type separately, therefore characterizing local interactions. Thus, the protein structure is represented as 88 a set of multi-channel images which can be introduced into any machine learning scheme designed for 89 fusing multiple 2D feature maps. Moreover, it should be noted that the utilized geometric descriptors 90 are invariant to global translation and rotation of the protein, therefore previous protein alignment is not 91 required.
92
Our method constructs an ensemble of deep CNN models that are complementary to each other.
93
The deep network outputs are combined and introduced into a correlation-based k-nearest neighbor 94 (kNN) classifier for function prediction. For comparison purposes, SVM were also implemented for 95 final classification. Two system architectures are investigated in which the multiple image channels are 96 considered jointly or independently, as will be described next. Both architectures use the same CNN 
Representation of protein structure 99
The building blocks of proteins are amino acids which are linked together by peptide bonds into a chain.
100
The polypeptide folds into a specific conformation depending on the interactions between its amino acid 
Fusion of CNN outputs using two different architectures 150
Two fusion strategies were implemented. In the first strategy (Architecture 1) the two feature sets, X A 151 and X D , are each introduced into a CNN, which performs convolution at all channels, and then the l class 152 probabilities produced for each feature set are combined into a feature vector of length l * 2. In the second Common options for the network were used, except of the size of the filters which was adjusted to the 182 dimensionality of the input data. Specifically, the convolutional layer used neurons with receptive field of 183 size 5 for the first two layers and 2 for the third layer. The stride (specifying the sliding of the filter) was 184 always 1. The number of filters was 20, 50 and 500 for the three layers, respectively, and the learning rate 185 0.001. The batch size was selected according to information amount (dimensionality) of input. It was it. Based on the (by now) established opinion that structure is far more conversed than sequence in nature 207 (Illergard2009), the aim was not to jeopardize the dataset by losing reliable structural entries over a 208 sequence based threshold cutoff. Also, only X-ray crystallography data were used; such data represent 209 a 'snapshot' of a given protein's 3D structure. In order not to miss the multiple poses that the same 210 protein may adopt in different crystallography experiments, sequence/threshold metrics were not applied 211 to remove sequence-redundancy in the presented results.
212
Nevertheless, the performance of the method was also investigated on a non-redundant dataset and the half in size of the original dataset). Representative chains are selected based on the highest resolution 220 structure available and then the best R-values. Non-X-ray structures are considered after X-ray structures.
221
As a note, the author also explored the Leaf algorithm (Bull et al., 2013) which is especially designed 222 to maximize the number of retained proteins and has shown improvement over PISCES. However, the (2000) concluded that enzymatic function is mostly conserved for the first digit of EC 280 code whereas more detailed functional characteristics are poorly conserved. It is generally believed that 281 as sequences diverge, 3D protein structure becomes a more reliable predictor than sequence, and that 282 structure is far more conversed than sequence in nature (Illergård et al., 2009 ). Thus, the focus of this 283 study was to explore the predictive ability of 3D structure alone and provide a tool that can generalize in 284 cases where sequence information is insufficient. Thus the presented results are not directly comparable 285 to the ones of previous methods which incorporate sequence information. If desired, the current approach 286 can also be combined with sequence-related features; in such a case it is expected that classification 287 accuracy would further increase.
288
A possible limitation of the proposed approach is that the extracted features do not capture the 
