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Abstract

A significant fraction of isolated white dwarfs host strong magnetic fields that range from a
few to a thousand Megagauss. These high-field magnetic white dwarfs (HFMWDs) comprise
∼10% of all isolated white dwarfs. Remarkably, not a single close and detached binary system
that is composed of a white dwarf and a low-mass-main-sequence star contains a HFMWD. If
the origin of magnetic fields in white dwarfs were independent of binary interactions, then the
observed distribution of isolated white dwarfs should be similar to those in detached binaries,
yet they are not. Unless there is a mechanism by which distant companions prevent the
formation of a strong magnetic field, a more plausible explanation is that highly magnetized
white dwarfs became that way by engulfing (and removing) their companions.
When a member of a binary system extends past its Roche-Lobe, mass transfer and tidal
torques serve to distribute material in a circumbinary ‘envelope’ enclosing the system. This
process causes the orbit to decay as the ambient material dynamically drags on the binary
components. This interaction is referred to as common envelope evolution and is thought to
be the primary channel for producing short-period binaries in the Universe.
Using three-dimensional numerical simulations, we investigate common envelope events
between an Asymptotic Giant Branch (AGB) star and low-mass companions that are expected
to result in mergers. As a companion approaches the AGB core, it tidally disrupts. The
disrupted material forms an accretion disk which may amplify, transport and anchor the
magnetic field onto the proto-white dwarf. At the end of the AGB phase, a HFMWD would
emerge.
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Chapter 1

Introduction
1.1

The Sun at the Center

It has been known for about 200 years that oxygenic photosynthesis, as shown here:

CO2 + 2H2 O + Light Energy −→ [CO2 H] + O2 + H2 O,

(1.1.1)

is the process by which plants use carbon dioxide (CO2 ), water (H2 O), and light to grow
while creating carbohydrates ([CO2 H]) and oxygen (O2 ) [3]. Heat, time, and pressure then
allow plants and other biomass to become coal [4]. We burned coal to create ∼ 150 Exajoules
of energy consumed world-wide in 2019 [5]. This pathway is just one of the many ways we
indirectly depend on our sun. In fact, roughly 80 percent of the worlds energy consumption
can be traced back to the small fraction of the sun’s light that is incident on and captured
by our pale blue dot. Clearly, the sun has an enormous effect on our current economy and
increasingly so as direct solar power becomes more efficient. The suns importance is neither
new nor a unique revelation. The sun has always served as an unrelenting source of energy
that facilitates life on earth; inspiring both mythology and scientific discovery throughout time
and across civilizations.
Stellar astrophysics was born out of attempts to understand our Sun and its relation to
the stars that fill the night sky. Through the efforts of many scientists: making observations,
Chapter 1. Introduction
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constructing empirical relations and classifications, crafting physically motivated theories, and
testing these theories, a general picture of stellar evolution has been created. In this introduction, I present the evolutionary sequence of low mass stars like our Sun. This sequence
begins with their formation from the gravitational collapse of clouds of gas and dust (PreMain sequence). After formation, the stars are in steady state on the main sequence. Finally,
when the stellar composition is sufficiently changed, the star enters post-main sequence phases
with the ultimate end-product being a white dwarf. I conclude this introduction with a brief
description of the types of white dwarfs we see with a focus on strongly magnetized, isolated
white dwarfs.

1.2
1.2.1

Stellar Life Cycle
Pre-main-sequence

Stars tend to form in groups called clusters [6]. The formation of stars in clusters is driven by
the gravitational collapse of clouds composed of dust and gas. If the density of these clouds
ever surpasses the Jeans density, collapse is imminent and swift. This process operates on
approximately the "free-fall" timescale:
r
tff =

1
Gρ̄

(1.2.2)

Where ρ is the average gas density of the cloud and G is the gravitational constant.
Because gravitational collapse occurs rapidly as compared to stellar evolutionary timescales,
all the stars in a cluster are approximately the same age. As the clouds collapse, the density
and temperature in their center builds forming a compact core [7]. Once the core density and
temperature are sufficiently high (∼ 100g/cm3 , 10MK), hydrogen-based nuclear reactions (p-p
chain and CNO cycle) will generate a spherically isotropic radiation pressure which ultimately
balances the gravitational pressure, thereby halting gravitational collapse. A star is said to be
on the main sequence when the nuclear burning of hydrogen reaches a steady state on thermal
timescales, meaning the star itself is geometrically stable.
2
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1.2.2

Main sequence

Massive stars tend to be brighter and hotter than less massive stars, as shown in a Hertzsprung–Russell
diagram (Figure 1.1). This is because the luminosity is equal to the nuclear energy production
in a steady state and nuclear power is generated more quickly in the higher temperature cores
of more massive stars. For low- and intermediate-mass stars (1−10M ), the luminosity follows
a scaling relation, L ∝ M 3.5 [8]. The main-sequence lifetime of a star is then determined by
the nuclear timescale:

tnuclear = f

M c2
L

(1.2.3)

f is the fraction of the stars mass that is used for nuclear burning, and  is the nuclear
efficiency. This is the approximate time for the star to process all the accessible hydrogen
in the core. For our sun, the main-sequence lifetime is approximately 1010 years. Using this
information one can construct a scaling relationship between the mass and main sequence life
time for intermediate mass stars:

TMS ∼ 10

10



M
M

−2.5
years.

(1.2.4)

It is clear from this relation that the MS lifetime of a star is inversely proportional to its mass
and therefore luminosity. While on the main sequence, stars continue to undergo nucleosynthesis in their cores, using hydrogen to form successively heaver elements (mainly helium).
These heavier elements accumulate in the core, while the surrounding shell material remains
primarily hydrogen.
Just outside the core, radiative transfer is insufficent to transport the energy created in
the core to the surface. This is made clear by an estimate for the time it takes for a photon
created in the core to exit the star:

tdiffusion =
Chapter 1. Introduction

 2  
λ̄
R
,
c
λ̄

(1.2.5)
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where λ̄ is the mean free path, and c is the speed of light. For the sun, this is about 3 × 104
years. Instead, large convective currents serve to carry some of this energy through the star.
The Convective Timescale is the time it takes for energy to be advected to the stellar surface
via macroscopic motion caused by thermodynamic processes. This is estimated by equating
Poynting flux to average kinetic energy flux:

tconv =

4π ρ̄kB T̄ R3
mp L

(1.2.6)

Where ρ̄ and T̄ are the average density and temperature, kB is Boltzmann’s constant, mp
is the mass of a proton, and L is the luminosity. For the Sun, the convective time scale is
about 1 year. Because the diffusion time scale is much larger than the convective time scale, it
must be that convection plays a much more important role in energy transport through some
sections of a star.
For faster reactions within the star, the time it takes for sound waves to cross the star is
given by:
tsound =

R
cs

(1.2.7)

cs , the speed of sound, is given by the partial derivative of pressure with respect to density.
Lastly, the Kelvin-Helmholtz time, also referred to as the thermal time, is the approximate
time for a system to relax. This is given by the ratio of potential energy to energy loss rate
(Luminosity).
tKH =

GM 2 /R
L

(1.2.8)

A star maintains its position on the MS of the HR diagram for the duration of its MS life,
All the while, converting hydrogen to helium in the core.

1.2.3

Post-main sequence

The post-main sequence begins when the core of the star no longer has the amount of hydrogen
necessary to fuel the nuclear processes that stave off gravitational collapse. The core will
subsequently shrink to the degree that hydrogen burning in a shell around the core is possible.
4
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Figure 1.1: MESA stellar evolution tracks for 1, 1.5, and 2M stars.
The star itself grows during this process and its effective temperature decreases. This "shellburning" produces enough thermal and radiation pressure to overwhelm gravitational pressure,
such that the radius of the star expands and the luminosity increases tenfold. Shell burning
continues generating helium in the core. Once the core is sufficiently hot and dense (108 K and
∼ 104 g/cm3 ) [9], nuclear burning of helium starts. The helium reactions produce carbon and
oxygen in the central region and form a dense core supported by electron degeneracy pressure.
For massive stars (∼8 M and above) the degenerate core will grow larger than the Chandrasekhar mass limit where electron degeneracy can no longer prevent gravitational collapse,
causing a core-collapse supernova [10], the result of which is the formation of a neutron star
or a stellar-mass black hole.
For less massive stars, post-main-sequence evolution is less explosive. Helium burns rapidly
in an outburst around the degenerate core and causes the star to expand and cool for a short
time until the helium is depleted and the star begins to shrink again. This ’thermal pulse’
process is repeated each time the hydrogen shell burning produces enough helium. With each
pulse, the helium burning creates carbon and oxygen in the core.
The outer extent of the star during these thermal pulses will expand to between 100 and
Chapter 1. Introduction
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Spectral Type

Definition

DA
DB
DC

Only Balmer lines ; no He I or metals present
He I lines ; no H or metals present
Continuous spectrum, no lines deeper than 5% in any part of the
electromagnetic spectrum
He II strong ; He I or H present
Metal lines only ; no H or He lines
Carbon features, either atomic or molecular in any part of the
electromagnetic spectrum
Magnetic white dwarfs with detectable polarization
Magnetic white dwarfs without detectable polarization
Peculiar or classifiable spectrum
Emission lines are present
Uncertain assigned classification ; a colon ( :) may also be used
Optional symbol to denote variability

DO
DZ
DQ
P
H
X
E
?
V

Table 1.1: Definitions of White Dwarf Spectral Classifications [2]
1000 times its main-sequence radius and with every pulse some material becomes unbound in
addition to the material lost in stong winds between pulses. The star will continue to lose
mass until hydrogen and helium burning is no longer sustainable. At this point a degenerate
core of carbon and oxygen with a thin atmosphere is all that remains, i.e. a white dwarf.

1.3

White Dwarfs

The atmospheres of white dwarfs are varied resulting in many different spectral classifications.
Their atmosphere can be made of the left over hydrogen and helium from the previous stages
of stellar evolution or recently accreted metals from the interstellar medium. White dwarf
classifications and their spectral definitions are listed in Table 1.1.
Because nucleosynthesis is not occurring in white dwarfs, it cools as thermal energy is
radiated away via black-body radiation. As the white dwarf cools, the luminosity decreases
and the rate of cooling slows. After ∼ 109 years, the temperature reaches 6000 − 8000K, at
this point it is believed that the white dwarf will begin to crystallize, releasing latent heat and
inciting large-scale convective motions.
6
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Magnetic Fields in White Dwarfs

Volume complete surveys of white dwarfs indicate that ∼10% of all isolated white dwarfs host
strong magnetic fields [11]. These magnetic field strengths are assessed using Zeeman spectroscopy, polarization, and cyclotron emission measurements [12, 13]. For DA white dwarfs,
the hydrogen atmosphere is responsible for deep absorption features corresponding to hydrogen energy state transitions. If there exists a magnetic field, the Zeeman Effect will cause the
possible hydrogen energy states to split, breaking the magnetic quantum number degeneracy.
In this case, the spectra will then feature more absorption lines at wavelengths that depend
on the ambient field strength. This allows for direct measurement of the magnetic field. A
slightly more detailed discussion of magnetic field measurement is presented in chapter 2.
Magnetic white dwarfs (MWDs) are white dwarfs with magnetic field strengths of order a
MegaGauss (MG) or above and are observed in both isolated and binary systems [14]. When
MWDs are found in binary systems they tend to be "attached", meaning active mass transfer
is occurring from one component to the other via roche-lobe overflow. In fact, between 25%
and 36% of WDs in attached binary systems are highly magnetic [14, 15]. When in "detached"
binary systems, WDs are far less likely to be observed with a strong magnetic fields (. 1%)
[16, 17]. This is a bit unexpected as the 10% of isolated WDs are MWDs, as mentioned earlier
[18, 19]. Ignoring attached systems, if the magnetic field incidence rate were independent of
the binarity, then one should expect no difference between in the magnetic fields isolated and
detached binary systems. However, we find a large disparity. To explain these observations
it must be that either the presence of a binary hinders magnetic field generation or isolated
white dwarfs are the result of a process in which the binary companion is removed from the
system. Additionally, the quantity and magnetic field strength distribution of isolated MWDs
rules out a primordial field origin in which magnetized white dwarfs are descendants of Ap/Bp
stars [20, 21].
Because of this disparity highly magnetized isolated white dwarfs are deemed their own
population referred to as High Field Magnetic White Dwarfs (HFMWDs). Properties of the
HFMWD population in comparison with binary/non-magnetic counterparts provide insight
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into possible magnetic field generation scenarios. HFMWDs tend to be more massive than
their isolated non-magnetic counterparts [22]. This may suggest that HFMWD formation
requires some type of mass transfer during binary interactions [23, 24].
Theories for HFMWDs formation that involve Binary interactions tend to focus on common
envelope evolution (CEE) as a key element [23, 24, 13]. In CEE, one of the stellar components
experiences radial expansion, creating an envelope of loosely bound material. This envelope
may directly engulf an orbiting companion or cause orbital decay that results in a common
envelope (CE) phase [25, 26, 27, 28, 29, 30, 31]. For a more complete discussion of CEs see [32]
and references therein. Magnetic field generation could occur in the envelope during CEE, or
during subsequent mass transfer event in the post-CE system, or in a merger if the companion
disrupts during the CE phase [23, 33, 24, 34].
It is possible that HFMWDs are the result of a merger of two white dwarfs, so called
’double degenerate mergers’ [35, 36]. In this scenario, a binary of main sequence stars undergo
two post-MS CEE that result in orbital separation decay. This decay can result in a merger
during the second CEE or a small resultant separation in which gravitational radiation becomes
efficient and results in a merger soon after. In either case the resultant object is a massive
white dwarf with a hot differentially rotating corona that may amplify magnetic fields via a
dynamo. This theory seems unable explain the complete distribution of isolated HFMWDs,
as the average mass of HFMWDs is only about 0.1 M

more than the average mass of non-

magnetic WDs. Furthermore, a small number of HFMWDs have been discovered in young
stellar clusters. In these settings, only the most massive WDs would exist (The remnants
of the most massive intermediate mass stars), and therefore mergers of two of these objects
would have resulted in Type Ia supernovae [37].
For my work, I focus on CE phases that result in the merger of a white dwarf with a
less massive companion (M-dwarf, brown dwarf, or planetary companion) [24, 38, 1]. During
CEE, the companion does not possess sufficient energy to eject the envelope and emerge in
a short-period orbit. Instead, the orbital separation decreases until the companion is tidally
disrupted as it nears the proto-white dwarf core. The disrupted material forms an accretion
8
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disc [39] that may amplify the magnetic field and advect it to the white dwarf surface where
it could anchor and survive, frozen on long timescales.

1.5

Dissertation Structure

In this dissertation, I present research on HFMWD formation scenarios with numerical simulations focused on magnetic field generation by a disk formed from a disrupted planet or M
dwarf. In Chapter 2 the relevant physics, timescales, and numerical schemes are discussed.
The subsequent sections focus on simulations of various stages of HFMWD formation. Chapter
3 focuses on the disc dynamics, ensuring the disc survives on timescales long enough to generate and advect a magnetic field to the white dwarf surface. To investigate the tidal disruption
event itself we present simulations in Chapter 4. Lastly, Chapter 5 presents preliminary work
on how magnetic fields couple with the dynamics of tidal disruption and a summary of the
accomplishments associated with my PhD work.
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Chapter 2

Physics and Numerical Schemes
This chapter is divided into three sections and is a summary of the requite physics and numerical schemes used in my research. The first section expands on the physical processes that make
magnetic field measurement possible. Section two describes the specific HFMWD formation
scenario, highlighting various timescales and dynamics at play. The last section finishes with
a discussion of the numerical codes utilized in the investigation.

2.1

Magnetic Field Measurement

In 1908, George Ellery Hale discovered that sunspots are related to magnetic field strength
[40]. Hale made his discovery with observations of the spectra taken at the sunspot location.
The splitting of spectra features allowed for the determination of magnetic field strength in
these mysterious dark regions of our sun. Since then we have been measuring the magnetic
fields of far-off objects.

2.1.1

Zeeman Effect

The most prevalent element in the universe is hydrogen. For this reason, an understanding
of the energy transitions for an election in this atom are important probes for astrophysical
environments. To zeroth order, the energy spectrum of a hydrogen atom is given by the
solutions to the Schrodinger equation with a potential, V(r) = kZe2 /r2 . This potential results
Chapter 2. Physics and Numerical Schemes
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in states with the canonical energy values given by : En = −13.6eV /n2 . When transitioning
states, an election must absorb or emit a photon corresponding to the energy difference of
these states. Notable transitions occur when the electron’s final state has one of the first
few principal quantum numbers (Lymann, Balmer, Paschen, etc.). Because this absorption
or emission occurs at particular photon energies, a spectra will show features corresponding
to the matching wavelength. While the potential mentioned above is a good model to first
order, the energy spectrum accuracy can be improved by adding terms corresponding to spin
and relativistic effects, so called ’fine structure’. Because no analytical solutions exist for the
full treatment, these are treated as perturbations on the original Hamiltonian and associated
states/energies. i.e.

H = H(0) + λδHfs

(2.1.1)

|ni = |n(0) i + λ|n(1) i + λ2 |n(2) i + ...

(2.1.2)

E = E (0) + λE (1) + λ2 E (2) + ...

(2.1.3)

With

and

H (0) is the Hamiltonian, |ni is the state vector, and E is the energy. Super scripts indicate
order and f s stands for fine structure. Including fine structure effects with the Hamiltonian
causes the energy state degeneracies to break, thus, the number of spectral absorption and
emission features increases. Similar effects occur when the hydrogen atom is exposed to an
external magnetic field.
The Zeeman effect can also cause changes to the possible energy levels [41]. This effect
occurs as a result of an external magnetic field about the hydrogen atom. Just as in the
fine structure correction, this is treated as a perturbation on original Hamiltonian and causes
quantum degeneracies to break. The difference between these new energy states then allows
12
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for measurement of magnetic field strength via spectra observation.
In general, the Zeeman Effect is also treated as a perturbation on the original Hamiltonian:

H = H(0) + δHZeeman + δHfs

(2.1.4)

When solving for the energies and states that satisfy this equation, The Zeeman effect is
treated in three different regimes based on the how the external field strength compares to
the internal field observed by the electron. The internal field strength can be approximated
by the Biot-Savart law:

µ0
Bint (r) =
4π

Z
a

b

Idl × r0
µ0 eL
∼
,
0
3
|r |
2me a0 2

(2.1.5)

B is the magnetic field, µ0 is the permetivity of free space, e is the charge of an electron, L
is the electron angular momentum, me is the mass of an electron, and a0 is the Bohr radius.
The weak-field Zeeman effect is used when Bext << Bint . Here, the Zeeman effect is treated
as a perturbation of the fine structure solution:

H = H˜(0) + δHZeeman

(2.1.6)

In this regime the spin-orbit coupling term dominates over the Zeeman effect resulting in a first
order correction proportional to the external magnetic field strength and magnetic quantum
number. The number of states is then increased by the possible magnetic quantum numbers
coorespoinding to a particular principal quantum number.
The strong-field Zeeman effect is used when Bext >> Bint is also called the Paschen-Back
effect [42]. This effect has the Fine-structure treated as a perturbation on the Zeeman solution:

H = H˜(0) + δHfs

(2.1.7)

When solving for the energy states in the strong field regime it is necessary to divide the
problem into three sub-regimes. Explicitly the divisions are based on how the potential caused
Chapter 2. Physics and Numerical Schemes
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by the external magnetic field relates to the internal electric potential. This identified by
comparing the cyclotron frequency (ωcyc ) to the Rydberg frequency (ωR ):

β=

ωcyc
B
=
.
4πωR
4.7 ∗ 109 G

(2.1.8)

At β << 1 the corrections to the original spectra are linearly related to the field strength.
If β . 1, the quadratic term begins to dominate the Hamiltonian. This causes shifts in spectral
features related to the square of the magnetic field. Most MWDs are identified via linear or
quadratic Zeeman effects in absorption spectra. In the last sub-regime, the magnetic field
potential fully dominates the Hamiltonian. Depending on the strength of the magnetic field,
energies corresponding to different principal quantum numbers may overlap.
Lastly, when Bext ∼ Bint a full treatment of the sum of the perturbations is necessary.

2.1.2

Cyclotron Radiation

In plasma, electrons are freed from the Hamiltonian associated with the hydrogen atom. Instead, electrons occupy energy states corresponding to harmonics in oscillations about ambient
magnetic field lines. This is dependent on the temperature of the plasma. At low-temperatures
(White dwarf temperatures count as "low"), the magnetic potential dominates the kinetic energy. Most electrons will then occupy the fundamental cyclotron energy state. Electromagnetic
spectra then exhibits features at wavelengths with energies corresponding the harmonics (in
Å):

10700
λn =
n



108 G
B



(2.1.9)

for n = 1,2,3... [13] This effect is useful for determining magnetic fields in DC white dwarfs
as absorption features in these white dwarfs are less prominent.
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2.1.3

Polarization

The Stokes parameters are used to describe the behavior of observed electromagnetic radiation. When the electric field is confined along one direction, the radiation is said to be linearly
polarized. Depending on phase, combinations of linearly polarized light can produce different
electric field magnitude and directions in an observation plane. Because the perpendicular
component of the velocity of a charged particle causes radial acceleration in an ambient magnetic field, the radiation as a result of the energy states tends to be polarized. Observations of
this polarization can be used to determine the geometry and magnitude of the magnetic fields.
Emitted photons viewed along the magnetic field line direction will be circularly polarised
and photons viewed perpendicularly will be linearly polarised. Combined, these Zeeman spectroscopy and polarization measurements can yield very accurate surface-averaged magnetic
field strength measurements, and in some cases are even able to resolve smaller scale structure
using Zeeman-Doppler imaging [43].

2.2

HFMWD Formation Scenario

In the previous chapter, a theoretical scenario for HFMWD formation was outlined. Here,
I present more detail on the aspects of the binary interaction, accretion, and magnetic field
generation.

2.2.1

Binary Evolution

About half of of the stars in our universe have at least one companion. The most dynamically
stable of these multi-systems are binaries. Binary evolution can have a profound effect on
evolution of each constituent component. The primary driver of these various effects is the
gravitational potential. Therefore, the smaller the separation, the greater the binary companion’s influence. The first important timescale is the orbital time:
s
torbit = 2π

a3/2
G(M1 + M2 )
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When two stars are sufficiently close so that the edge of one component becomes gravitationally unbound, mass transfer can occur. This process is known as Roche-Lobe overflow. In
order to reduce orbital separations to sufficient distances for Roche-Lobe overflow to occur,
it is believed that binary systems go through dynamic processes, transferring orbital angular
momentum out of the system. This can happen with the ejection of a tertiary component or
the dynamical torque acquired while orbiting through a relatively stationary ambient. The
latter condition occurs in Common Envelope Evolution and can result in a hardened binary or
potentially a merger[32]. The magnitude of time associated with this process is ∼ 100 − 1000
years.

2.2.2

Accretion During Common Envelope Evolution

Accretion occurs in many different contexts, usually characterized by geometry and relevant
physics. For the purpose of this work, the important accretion flows are Bondi (Spherical
accretion flow of material onto a central object), Hoyle-Lyttleton (accretion onto a star moving
through some medium), Bondi-Hoyle-Lyttleton (accretion onto a star moving through some
medium, with pressure taken into account) and, alpha disks as described in Shakura and
Sunyaev (Accretion from a thin disk onto a central object).
Bondi accretion is used to describe any accretion scenario where the flow is approximately
spherical and driven by gravity. The mass accretion rate for Bondi accretion [44] is given by:

ṀBondi =

πρG2 M 2
c3s

(2.2.11)

This accretion rate however does not include the effects of energy released during accretion.
This is accurate if optical depth is sufficiently low. However, if the optical depth is not low,
radiative pressure may serve to stifle accretion. In the case of spherical accretion flows, this
results in a steady state with the radiative pressure balancing the gravitational force. This
limiting case is known as Eddington accretion [45]:

ṀEddington =
16

4πGM mp c
σT c2

(2.2.12)
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σT is the Thomson scattering opacity and  is the efficiency of energy released during accretion. This rate if often used as a benchmark for accuracy of different accretion models. If
a model predicts super-Eddington accretion rates, it must have a mechanism for relieving or
overpowering radiative pressure.
The Hoyle-Lyttleton accretion can be used to estimate the mass accumulated as a star
travels through some constant density ambient medium [46]. The rate of accretion is given by:

ṀHL =

4πρamb G2 M 2
3
vamb

(2.2.13)

This processes may play a key roll in common envelope evolution because the ambient
envelope material. However, Hoyle-Lyttleton accretion assumes all material passed by the star
piles up in a single, infinite density column behind the star. Bondi-Hoyle-Lyttleton accretion
includes gas pressure in an attempt to relax this assumption [47]. This leads to instabilities
in all cases[48].
Lastly, Shakura and Sunyaev disks also called ’alpha disks’ operate by viscously diffusing
angular momentum outward allowing for material to fall inwards [49]. A time estimate for
this process is given by:

TDisk = αH 2 ρcs (

δv 2
) ,
δr

(2.2.14)

where α is a parameterization of the angular momentum transfer efficiency. [50]

2.2.3

The Magneto-Rotational Instability

The previous section leaves some unanswered questions. "What causes the viscosity (α) in
these disks?" and "Where does the magnetic field come in?"
The Magneto-Rotational Instability (MRI) is a fluid instability that incites turbulence in
astrophysical disks [51]. In the classical picture of MRI radially separated fluid elements of a
disk are coupled via a weak spring. This pseudo-spring transfers angular momentum between
connected fluid elements.
Chapter 2. Physics and Numerical Schemes
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To understand this instability, it is necessary to outline the basic assumptions of ideal
MagnetoHydroDynamics (MHD). First, "Ideal Hydrodynamics" has the built assumption that
the fluid is highly collisional and therefore the particles that make up the fluid are adequately
thermalized to create bulk behavior. The fluid must also be highly conductive, this will ensure
magnetic diffusion plays little role in the dynamics. Finally, the context for MHD application
must be at scales much larger than the radius for particle trajectories about magnetic field lines
(Larmor Radius, rl =

mv
qB ).

If these conditions are satisfied, MHD provides a solid framework

for exploring different astrophysical flows.
In MRI the "weak spring" effect that couples fluid elements can be seen by beginning with
the conservation of momentum in a plasma:
δ(ρv)
+ v · ∇(ρv) = J × B − ∇P.
δt

(2.2.15)

Where ρ is the density v is the velocity, J is the current density, B is the magnetic field, and
P is the hydrodynamic pressure. The first force term on the right hand side is the Lorentz
force. This term is complete without the electric field contribution as the charge density is
assumed to be negligible. With an additional assumption that the electric field varies slowly,
Ampère’s law without Maxwell’s correction can be utilized.
(2.2.16)

∇ × B = µ0 J

This implies the Lorentz force becomes the the sum of two components (Magnetic Tension
and Magnetic Pressure):
(B · ∇)B
+∇
J × B = (1/µ0 )(∇ × B) × B =
µ0



B2
2µ0



(2.2.17)

Because of the high conductivity assumption, the electric field in each particle’s reference
frame is zero. This implies that the electric field in the global reference frame is equal and
opposite to to the fluid velocity crossed with the magnetic field (fluid motion ‘v’ induces an
electric field ‘E’). This electric field can then affect the magnetic field via Faraday’s Law:
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− ∇ × E = ∇ × (v × B) =

δB
δt

(2.2.18)

If the motion (v) is treated as a small displacement (ξ) over the time (δt) then this becomes:

δB = (B · ∇)ξ

(2.2.19)

Note that, thus far, no assumptions have been about geometry. The spring like nature can
be seen after assuming a uniform magnetic field in the ‘z’ direction and displacement vector
field that varies as cos( πz
H ). When adding this adjustment to the magnetic tension portion of
the Lorentz force the ’weak spring’ effect associated with the magnetic field is evident by the
linear relationship with displacement.
(B · ∇)δB
π2B 2
=− 2 ξ
µ0
H µ0

(2.2.20)

If this restorative force is sufficiently strong the fluid will merely undergo radial oscillations
in the rotating reference frame. However, for weaker ‘spring constants’ the dynamics is far more
exciting. Negative imaginary solutions for the oscillation frequency result in an exponentially
increasing amplitude. In this case, the angular momentum is transported outward and the
magnetic field is stretched and advected with the accretion flow.

2.3

Numerical Methods

Despite tremendous incentive, non-trivial analytic solutions to the Navier-Stokes equations and
many other coupled non-linear systems remain elusive. As a result, various numerical schemes
have been invented to estimate the solutions. The basic premise behind every traditional
Computational Fluid Dynamics (CFD) method is to discretize space and time so a computer
can solve the PDEs in small enough regions where the equations can be linearized. For
Finite Difference Method (FDM) the domain is approximated by points ("nodes") and
the PDEs are solved directly though Taylor series expansion, using adjacent points to calculate
Chapter 2. Physics and Numerical Schemes
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spatial derivatives and approximating the next time step as a result. This method results in
a strong solutions but non-conservative by formulation. In contrast, Finite Volume
Method (FVM) partitions the entire domain into discrete volumes ("cells") and integrates
the Navier-Stokes equations in these volumes before computing time steps. This method
results in weak solutions that are conservative at the cost of flux accuracy.
Other CFD methods include:

• Finite Element Method (FEM) : This is very similar to FVM in that it partitions
the domain into discrete volumes (in this case "elements"). However, FEM doesn’t stop
there, this method then uses a set of basis functions to approximate variation over each
element as opposed to just one centroid value in FVM. Like FVM, FEM is conservative.

• Lattice Boltzmann Method (LBM): This CFD method differs from the others as it
does not solve the Navier-Stokes equations. As opposed to the macroscopic continuum
viewpoint of fluid dynamics presented by the Navier-Stokes Equations, Lattice Boltzmann relays on distribution and thermalization description of particles in velocity phase
space.

• Discrete Element Method (DEM): As opposed to Eulerian CFD where space is
partitioned into stationary cells/nodes, DEM uses movable elements serve to discretize
space. This method is appealing because this automatically yields resolution only where
needed. An example of a DEM is Smooth Particle Hydrodynamics (SPH).

For the FVM, there are many levels of exactness associated with the numerical scheme. The
viscous source term that transforms the Euler equations to the Navier-Stokes also introduces
expensive non-linearity. This non-linearity can be relaxed with different method: Reynolds
Averaged Numerical Simulation (RANS) or Large Eddy Simulations (LES) captures the bulk
flow where Direct Numerical Simulation is prohibitively expensive. For my work I utilize two
main CFD codes, MESA and AstroBEAR.
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2.3.1

MESA

To generate the initial conditions for my simulations I use the adaptive, 1D, FVM stellar evolution code, MESA [52, 53, 54, 55, 56]. MESA operates by solving spherical approximations
to the fully-coupled structure and composition equations. It uses adaptive mesh refinement
(AMR) and optimizes performance on an OpenMP architecture to make full use of computational resources. MESA has the capability of modeling nuclear reactions and radiative transfer
as well as larger scale convection, diffusion, rotation and even tidal torques from binary interactions (and many more) all while tracking composition and aggregate density, pressure, and
temperature profiles. MESA provides all of this in a large suites of modules for simulating a
variety of isolated and binary astrophysical objects in many different conditions.
In my case, I use MESA to simulate a 2 M star from the zero-age-main sequence (ZAMS)
until it is just beginning to cool as a white dwarf. This evolutionary track is shown as the
red-dashed curve in Figure 1.1. The output from this simulation is the full internal structure of
the star at various epochs including the radial density, pressure, temperature and composition
profiles of the star. I take the profiles at the age where the radius is maximal as shown in
Figures 2.1 and 2.2. This choice is made as it provides the largest interaction cross-section
for a common envelope due to the fact that the star has physically expanded into its maximal
volume and that tidal torques (which capture objects at larger distances) are maximized [57].
I also use MESA for the initial condition generation for the planetary companions featured
in the tidal disruption project [53]. In this case, MESA provides a module for generating a
hydro-static planet profile of a given mass, evolving that core until a solid core forms, and
investigating the exposure of the profile to radiation from its specified host star. For my work
I use the just the hydro-static profile from the first step, these profiles are shown in Figure 2.3

2.3.2

Astobear

For the projects discussed in this work, 3D simulations were completed with AstroBEAR.
AstroBEAR is a multi-physics Finite Volume Method code code with adaptive-mesh-refinement
(AMR). AstroBEAR employs a high order Riemann solvers to solve generic conservation
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Figure 2.1: Stellar radius as a function of time for a 2M Star. The Red and Green crosshairs
highlight the time of maximum radius of the RGB and AGB phases of stellar evolution respectively.

Figure 2.2: Density profiles at maximum radii of the AGB and RGB phases for 1, 1.5, and 2 M
stars
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Figure 2.3: The companion density profiles used for the tidal disruption initial conditions. For
all but the 100Mj , the Create_planet module from MESA was used to generate the profiles.
The 100Mj is just above the stellar sub-stellar boundary and therefore required a different
equation of state and module in MESA
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equations of the form [58, 59]:
δ
δ
δ
δ
Q + Fx (Q) + Fy (Q) + Fz (Q) = S(Q)
δt
δx
δy
δz

(2.3.21)

Where Q is the conserved quantity, F (Q) is the flux, S(Q) is the sum of all quantity
sources, and (x,y,z) are the spacial coordinates.
For all of the completed hydrodynamic simulations the governing equations of motion are:
dρ
+ ∇ · (ρv) = 0
dt

(2.3.22)

d(ρv)
GMi r̂i
+ ∇ · (ρv v) = −∇P − Σ
dt
|ri |2

(2.3.23)

where subscript i denotes the ith point particle, ρ is density, t is time, v is velocity, P is
pressure and r is the distance to the point particle. We employ an ideal equation of state:

P = nkb T

(2.3.24)

The AstroBEAR output data are Chombo HDF5 files which I read in with the 3D visualization software VisIt. VisIt is a scalable open source software for analysis and visualization
of 2D and 3D data. With built-in and flexible command-line interface (CLI) it is possible
to quickly access important aspects of data and apply the appropriate transformations to get
final results [60].

2.3.2.1

Adaptive Mesh Refinement

Adaptive Mesh Refinement (AMR) is a technique utilized in simulations to optimize use of
computational resources. AMR does this by allowing regions of low dynamic significance to remain at low resolution while more important regions are resolved in finer detail. AstroBEAR
handles this refinement by first marking cells as significant according to user selected criterion.
Then marked cells are split into n equally sized regions in each dimension. When evolving the
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grid, the large scale regions take their steps first, then the smaller regions step-forward using
the large region results at interfaces, after the small regions conclude, differences in the small
and large regions are resolved by defaulting to the smaller, more refined region.
2.3.2.2

Forward Stepping Schemes: Shock Capture

Once the grid is divided into discrete volumes, numerical schemes must be employed to propagate time while conserving global quantities. These schemes must also be stable to shocks
and rarefactions. Depending on the physical system AstroBEAR chooses from 3 numerical
schemes to estimate solutions to the Rienmann problem: HLLD flux, Roe Flux, and Marquina
flux. Because all of the simulations presented in this work are hydrodynamic, Roe Flux is used.
At each cell interface, The Roe Flux is obtained by performing eigenmode decomposition
of the states on either side of the interface. The final flux value is an average of the expected
flux on either side, plus a contribution from each of the Eigenmodes.
2.3.2.3

Spatial Reconstruction

First order schemes utilize constant piecewise functions to interpolate values at the cell boundaries. This can by improved assuming the distribution of the quantity in each cell. To do this,
AstroBEAR first converts conserved quantities (like momentum) to "primitive" variables
(velocity) and performs the interpolation with the primitive variables. The spatial reconstruction in AstroBEAR is completed with various different methods (MSCL, MINMOD, PHM).
The basic premise behind each method is a linear interpolation between the adjacent cells.
Where the methods differ is in their handling of which slope to choose (left or right) or how
to combine them.

2.4

Hydro-statically Stable Giant Profiles

For every simulation presented in this work, the ambient density and pressure were taken
from 1D profiles of AGB stars generated in MESA. To zeroth order, giant stars are in hydrostatic equilibrium, so restricting of the underlying physics to hydrodynamics does not require
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much justification. As long as the simulated time is much less than the evolution timescale
of the giant star, one can investigate a whole host of phenomenon with just the hydrostatic
profile as initial conditions. However, because of the range of scales inherent to giant stars
and limitations on computational cost, it is not possible to simply port the stellar profile from
a 1D stellar evolution code (MESA) to the 3D grid of a multi-physics code (AstroBEAR)
as the center-most region will not be properly resolved. This issue can be overcome with the
implementation of a point particle in the center to represent the unresolved portion of matter.
A point particle then requires a modified gravitational acceleration within some "smoothing"
radius as small separations lead to extraneous values. For AstroBEAR this acceleration is
shown below:

gc (r) = Gmc
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(2.4.25)

The modified acceleration is incompatible with an unmodified density profile to maintain
hydrostatic equilibrium inside this smoothing radius. Therefore, a modification to the profile
inside the smoothing radius is required to maintain the stability. The process for determining
the necessary modification is discussed in [61] and is briefly summarized here. To maintain
hydrostatic equilibrium, the gas pressure must be equal and opposite to the gravitational
pressure:
GM(r)ρ
dP
=−
dr
r2

(2.4.26)

However, with the presence of a point particle, the gravitational pressure is different inside
the smoothing radius:
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dP
GM(r)ρ
− ρgc
=−
dr
r2

(2.4.27)

Recasting this equation with dimensionless variables yields the following ‘modified LaneEmden’ equation:
1 d
ξ dξ



2 dθ

gc (αξ)
ξ
+ξ
dξ
4πGρc α
2



+ θn = 0.

(2.4.28)

I developed a code that utilizes a 4th order Runge-Kutta algorithm to integrate Equation 2.4.28 equation outward from the center. After integration, the code checks to see if the
total mass inside the smoothing radius is consistent, if not the code will reintegrate with new
choices for the central conditions. Once consistency is achieved, the pressure is then integrated
back inwards. This code is able to handle a large range of scales, and has various built in gravitational accelerations from a variety of commonly used smoothing prescriptions. Source code
is available on github [https://github.com/GuidarelliG/MLERK4].
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Figure 2.4: Pressure and density profiles before and after modification. It is necessary that the
profile flattens inside the smoothing radius as that is the underlying assumption of a finite grid
size (that all deviations on scale smaller than the cell are negligible)the vertical lines indicate
various other initial conditions for the tidal disruption simulation.
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Chapter 3

Accretion Disk Simulations
3.1

Introduction

White dwarfs (WDs) are the terminal end products of stellar evolution for main-sequence
stars with initial masses .8 M . Zeeman spectroscopy has revealed a peculiar subset of WDs
with abnormally high surface-averaged magnetic fields; aptly termed high-field magnetic white
dwarfs (HFMWD) [62]. Constituting ∼10% of all WDs, HFMWDs have magnetic fields of
∼104 − 109 Gauss while typical WDs have a magnetic field of ∼101 − 103 Gauss [63, 19, 64,
65, 14]. They are more massive than generic WDs [18] and none have been found in detached
binary systems with M dwarf companions [66, 67, 68].
The origin of the strong magnetic fields present in HFMWDs is debated. There are arguments the magnetic field is a remnant from the progenitor main-sequence star [69, 70] and
more recently the plausibility of magnetic field generation via an internal dynamo as the white
dwarf crystallizes has been explored [71]. However, neither of these theories easily explain the
mass disparity or the lack of HFMWDs in non-interacting binaries. An alternative is that the
magnetic field is correlated with close binary interactions such as mergers or common envelope
evolution (CEE).
CEE creates a pathway for reducing binary separations and leads to some of the most
interesting and energetic events in the observable universe [26, 27, 28, 29, 30, 31]. CEE may
be a key process in forming a HFMWD as it can lead to WD-WD mergers and the engulfment
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and accretion of lower-mass companions. A hot corona formed after a WD-WD merger might
last long enough to generate a strong magnetic field consistent with observations of HFMWDs
in the solar neighborhood [36]. This scenario requires two common envelope interactions
as both main-sequence stars evolve to become white dwarfs. The consistency of the mass
distribution of the merged WD remnants with the mass distribution of isolated HFMWDs
remains a subject of debate.
Alternatively, the magnetic field might also be the result of CEE between the pre-WD
AGB star and a low-mass companion [24]. As the AGB star expands to form the CE, the relatively slow moving circumbinary material would dynamically drag on the companion thereby
reducing its orbit. If the companion mass is sufficiently low, the liberated orbital energy
during inspiral will not exceed the envelope’s binding energy, resulting in continued orbital
decay until the companion reaches the tidal shredding radius. At this radius, the self gravity
of the companion is overwhelmed by the differential potential across its surface resulting in
extreme deformation and eventual disruption. The subsequent accretion disc formed by the
tidally shredded material could amplify (via a dynamo), advect and anchor a magnetic field
to the surface of the white dwarf core. A long Ohmic decay timescale ensures that a HFMWD
emerges at a later stage of evolution after the star has shed its outer layers. We focus on this
scenario, as it is consistent with the stringent observational constraints provided by the Sloan
Digital Sky Survey [24].
Analytic estimates for the magnetic fields generated via a dynamo operating in discs formed
from ∼1-500 MJ companions1 were sufficient to explain the full range of observed HFMWDs
[24]. However, this scenario requires the disc to survive at least several rotation times for
the fields to amplify. Generation of strong magnetic fields is a necessary but not necessarily
sufficient condition to produce a HFMWD. The disc must also persist and sustain steady-state
magnetic fields long enough to accrete onto the proto-WD. In this purely hydrodynamic study,
we focus on stability of the disc in the presence of the harsh interior of the AGB star and leave
details of magnetic field amplification and advection to future work.
Our initial conditions are consistent with interior models of large gas planets or brown
1
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dwarfs and imply that the disc is initially cold (∼104−5 K) and dense (∼1 g cm−3 ), compared to
the hot (∼107−8 K) and less dense (∼10−2 g cm−3 ) interior of the AGB star [72]. Vertical shear
and steep temperature gradients may threaten disc stability as entrainment of hot material
will eventually fully mix the disc into the stellar envelope. The central question that motivates
this work is to determine if the discs survive the AGB interior long enough so that a strong
magnetic field could develop.
In this paper, we present hydrodynamic simulations of accretion discs formed from the
disruption of planetary companions in the interior of a 2M AGB star. Section 2 details some
additional aspects of the formation scenario while Section 3 outlines our numerical approach,
setup and simulation parameters. Section 4 presents our simulation results while we conclude
and discuss future directions in Section 5.

3.2

Additional Aspects of the Formation Scenario

Before detailing our numerical approach, we note that this scenario requires the companion to
survive until the point at which it is tidally disrupted and forms a disc. While it is likely that
low-mass companions survive inspiral until they are tidally disrupted, there are a few effects
that might lead to the planet’s destruction before this point which we comment on here.
[73] previously suggested that thermal evaporation during a common envelope phase destroys companions of less than 15-Jupiter masses. However, this scenario requires that the
radiative flux penetrates the large optical depth of the planet on a timescale shorter than
that for orbital decay. At 1011 cm from the center of an extreme-AGB star, the evaporation timescale is on the order of ∼103−4 years compared to an orbital decay timescale of a few
years, suggesting that the planet likely shreds before significant evaporation occurs [74, 75, 76].
Furthermore, brown dwarfs around white dwarfs in post-CE orbits show no evidence that the
common envelope phase affected their masses [77, 78, 79]. In contrast to brown dwarfs, all
but the most massive planets are unlikely to survive the common envelope phase based on
theoretical arguments and observational searches for planets in white dwarf habitable zones
[38, 80, 81, 82, 83].
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Figure 3.1: Stellar density and pressure profiles before and after modification.
Another possibility is that the orbital energy dissipated by drag might be communicated
to the interior of the planet, unbinding it before it tidally disrupts. This is unlikely to occur
via mechanical means in light of the large density contrast between the AGB envelope and the
planetary interior. Aerodynamic drag exerts a steady pressure on the leading face of the planet,
and turbulent mixing will be inhibited by the steep entropy gradient at the planet’s surface.
While it appears likely that even low-mass planets inspiral until they are tidally disrupted,
high-resolution CE simulations with self-gravitating planets in hydrostatic equilibrium (HSE)
are needed to ultimately verify these assumptions.
Additionally, we note that the disc masses considered in this work are less than their typical
progenitor companions. According to StarSmasher simulations of tidal interactions of Jupitermass companions around low-mass/intermediate-mass black holes, ∼50% of the companion
mass remains bound after disruption [84]. We expect a similar retention ratio for our systems.
The fraction of MS stars with one or more companions has been estimated to be ∼0.44
[85]. The mass fraction distribution of intermediate-mass main-sequence stars follows f (q) ∝
q σ where q is the mass ratio and σ = −0.5 ± 0.2 [86]. This implies that ∼25% of the main
sequence stars with companions have q & 0.125. This is on the order of mass ratios predicted
to be involved with this common envelope scenario. Therefore, the fraction of main-sequence
stars with low-mass companions is of order the fraction of HFMWDs.
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Numerical Methods

We performed three-dimensional hydrodynamic simulations of accretion discs (1 − 10MJ )
around the core of a 2M

AGB star. The discs were given an initial Keplerian rotation pro-

file spanning from the origin to a radius of 2 × 1010 cm with a constant height of 5 × 109 cm.
The outer radius of the accretion disc is chosen to be the tidal shredding radius, which is the
location where the differential gravitational potential of the proto-WD core exceeds the self
gravity of a constant density sphere, and is given by:

Rs ' Rc

2M
Mc

1/3

(3.3.1)

where Rc and Mc are the radius and mass of a companion that could form our disc, and M is
the mass of the primary interior to Rs [28].
The initial disc masses were selected according to previous analytic estimates of systems
that produce HFMWDs [24]. The ambient AGB density distribution was determined with the
one-dimensional stellar evolution code MESA. With MESA, we evolved a 2M zero-age-mainsequence star with solar metallicity (z = 0.02) through all phases of its stellar lifetime until it
began cooling as a white dwarf. The density and pressure profiles were extracted at the time
when the star’s radius was at its maximum. This is a reasonable time at which a companion
would be engulfed as the physical volume of the star is maximized and tidal torques are the
strongest [87, 38].
In order to ensure that boundary conditions do not affect the disc dynamics it is necessary
to resolve beyond the disc by at least an order of magnitude (∼ 1011 cm). The simulation
box size combined with limited computation power means that the innermost region of the
AGB density profile cannot be properly resolved. We employ a point particle at the center
of the grid to accurately match the gravitational potential. This requires a modification to
the original profile to conserve total mass and maintain hydro-static equilibrium. We use the
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Figure 3.2: Evolution of the one Jupiter mass disc at 2 and 10 orbits. The left-most panel
is a mid-plane slice of the density of the disc from a top down view (XY-axis). The other
panels show a slice of the temperature of the disc from the side with the right-most panel a
magnified view indicated by the black box (XZ-axis). Velocity vectors are shown on all plots
with magnitude indicated by shade and the projected magnitude by the length.
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modified Lane-Emden equation to adjust the profile:
1 d
ξ dξ



2 dθ

gc (αξ)
ξ
+ξ
dξ
4πGρc α
2



(3.3.2)

+ θn = 0.

The Lane-Emden equation is modified by the second term on the left-hand side in Equation 3.3.2, representing the gravitational attraction of the point particle [88]. The polytropic
index is given as n, with the re-scaled radial coordinate, ξ, and density, θ, defined by:

ξ≡

r
α

and


2/3

θ≡

ρ
ρc

α2 ≡

5ρc
.
8πG

where

(3.3.3)

(3.3.4)

−1/3

(3.3.5)

Lastly, gc is the smoothed gravitational acceleration from the point particle and y ≡ r/h:

gc (r) = Gmc
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(3.3.6)

Equation 3.3.2 was solved using a third order Runge-Kutta integrator such that solutions
were accepted when the slope of the density profile matched at the smoothing radius. The
resultant profiles in Figure 3.1 have a reduced constant central density where the profile
was previously under-resolved. The added point particle ensures the total mass inside the
smoothing radius remains the same as the initial model.
A point particle also requires the choice of sub-grid model for losing and gaining mass.
The current sub-grid models for accretion available in AstroBEAR remove thermal energy
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from the grid, a fact that is only appropriate in contexts where the gas exterior to the point
particle is optically thin. In our environment this would lead to unphysical accretion rates
[89, 90, 91]. Therefore, we choose a non-accreting point particle which allows the gas to
accumulate naturally in the center. As the pressure builds, the accretion rate decreases until
it is eventually halted. Advection of the field and formation of a HFMWD requires that the
central pressure be removed, most likely through a bipolar outflow or jet [39, 24] and that the
quasi-steady state field remains in the disc until that time.
The fluid in our simulation abides by
∂ρ
+ ∇ · (ρv) = 0,
∂t

(3.3.7)

∂ρv
+ ∇ · (ρvv) = −∇P − ρgc (r)r̂,
∂t

(3.3.8)

P = ñkb T,

(3.3.9)

and

where ρ is the density, t is time, v is the velocity, p is the pressure, r is the radial coordinate, ñ
is the number density of particles, kb is Boltzmann constant and T is the temperature. These
equations assume a monatomic gas equation of state with adiabatic index, γ, as 5/3.
The total simulated time for each disc mass is ∼22000 s (∼6 hrs), approximately 10 orbits. The simulations were completed with the three-dimensional, multi-physics, AMR code,
AstroBEAR. AstroBEAR utilizes a Riemann solver to solve the fluid equations.
We use 1283 computational cells with 5 levels of refinement for an effective resolution of
40963 with extrapolated boundary conditions. The simulated box side lengths are 2 × 1011 cm
which means the smallest distance resolved is ∼108 cm. This resolution accurately resolves the
modified ambient profile transition which is important for maintaining HSE and is typically
two orders of magnitude smaller than the smallest grid cells used in CE simulations that
resolve the full primary star [92, 91, 93, 94]. The computations were run on Stampede 2 at
TACC [95].
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Figure 3.3: Evolution of the three Jupiter mass disc at 2 and 10 orbits. (Similar to 3.2)

3.4

Results

Figures 3.2-3.5 present density and temperature snapshots from each simulation at 2 and 10
orbits2 . In each figure, the left panel shows a face-on view of the density of the mid-plane
of the disc. The middle panel presents an edge-on view of temperature while the right panel
details the zoomed-in region of the middle panel. The top three panels show the disc structure
with corresponding velocity vectors at 2 orbits while the bottom three panels present the same
information at 10 orbits.
The temperature plots for each of the discs show pronounced Kelvin-Helmholtz instabilities
at 2 orbits. Comparing the profile of each disc at 2 and 10 orbits, it is clear that the discs
expand vertically-upward and radially-outward with the more massive discs expanding the
most. The ambient velocities initially appear stochastic at 2 orbits and develop more structure
at 10 orbits as the gas is spun up and circulates with the disc.
2

An orbit is defined as the rotation period of the disc’s outer radius at the start of the simulation.
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Each disc is initially rotating at the Keplerian speed with the ambient stellar interior
stationary. As such, the first few orbits are dominated by shear at the interface of the disc
edges with the AGB interior. Because the disc is not in perfect HSE with the ambient at the
start of the computation, the disc experiences some compression during the first quarter-orbit
as seen in Figure 3.6 after which it reaches a quasi-steady state. As the point particle cannot
accrete, the central pressure increases, effectively halting accretion. The result is mass outflow
from the disc radially.
Figure 3.6 shows the disc mass inside of hollow cylinders with outer radius given by the
colour key in units of 109 cm, and with a thickness of 5 × 108 cm. In Figure 3.7, we present the
mass outflow rate of the disc, i.e. the rate of change of the total disc mass inside a cylinder
of radius 5 × 109 cm. In aggregate, these simulations show that the discs become stable after
a brief relaxation phase even in an environment where the initial shear is maximized. Note
that global 3D simulations of CE phases (the precursor of our systems) demonstrate that as
the companion inspirals, the ambient stellar gas spins up via angular momentum transfer and
can approach co-rotation with the disc [96, 97, 98]. The faster the rotation of the surrounding
AGB star, the less shear there would be between the disc and ambient material, and therefore
more likely that the discs survive on long timescales. Thus, we conclude that the stability of
the discs formed is not threatened by the entrainment of hot material in a strongly sheared,
realistic AGB environment.
Our selected resolution for the simulations was the highest allowable given our computational budget and significantly higher than the highest resolution seen in global CE simulations
[92, 91, 93, 94]. We check the robustness of our results by lowering the resolution of the 3 MJ
simulation by two levels of refinement, i.e. a factor of 4. The mass outflow rate for the low
resolution simulation is shown in Figure 3.7. Because the mass outflow rate is larger with lower
resolution, it is likely that increasing our resolution would further decrease the mass outflow
rate and thus increase the disc survival timescales. Note that the lower resolution simulation
is far less steady compared to the higher resolution simulations which also suggests that the
discs may further stabilize at higher resolution.
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In summary, it is apparent that the discs
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Figure 3.4: Evolution of the six Jupiter mass disc at 2 and 10 orbits. (Similar to 3.2)
persist for at least 10 orbits and perhaps &100 orbits in all cases if the outflow rates remain
constant. Thus any magnetic field generated in the disc would likely have sufficient time to
reach the surface of the white dwarf if the central pressure can be relieved via an outflow as
was suggested in [24].

3.5

Conclusions

In this work, we present 3D adaptive-mesh-refinement hydrodynamic simulations of accretion discs around the core of an AGB star. These discs are expected to form from the tidal
disruption of a low-mass companion inside a post-main-sequence star during a common envelope interaction. Such discs are initially cold and dense compared to the hot stellar ambient
meaning entrainment of hot gas could dissolve the discs. Our simulations show that despite
significant shear and temperature gradients, planetary mass discs could survive and operate
on timescales long enough to amplify strong magnetic fields.
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Figure 3.5: Evolution of the ten Jupiter mass disc at 2 and 10 orbits. (Similar to 3.2)
Transport of the magnetic fields to the white dwarf surface requires a valve that can relieve
central pressure. As opposed to neutron stars and black holes who can remove pressure via
neutrino cooling and advection through an event horizon, white dwarfs can in principle relieve
pressure through strong outflows or jets. Developing a sub-grid point-particle model that
conserves thermal energy and appropriately couples to outflows would allow one to investigate
whether the strong magnetic fields generated in the disc can anchor to the proto-white dwarf.
Future studies could also improve upon this work in several aspects. Instead of starting
with a well-formed disc, simulations that follow the inspiral of a self-gravitating planet as
it tidally disrupts and settles into a disc would improve estimates of the initial disc mass
and structure. Furthermore, utilizing the full-MHD capability of AstroBEAR in a tidal
disruption simulation, or in the simulation setup described in this work, would allow one to
study the amplification and dynamics of the magnetic field.
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Figure 3.6: Disc mass inside a cylindrical shell of thickness 0.5 × 109 cm for the 3 Jupiter mass
disc. The colours indicate the outer radius in units of 109 cm. The values are independent of
the cylindrical shell height of the cylinder as long as it is greater than the disc height
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Figure 3.7: Disc mass outflow rate inside a cylinder of radius 5 × 109 cm centered on the AGB
core after the disc reaches a steady state. The violet line is a lower resolution version of the 3
Jupiter mass disc and shows that with the increased resolution we experience slower and more
stable mass outflow.
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Chapter 4

Tidal Disruption of Planets and
Brown Dwarfs in AGB Stars
A significant fraction of isolated white dwarfs host magnetic fields in excess of a MegaGauss.
Observations suggest that these fields originate in interacting binary systems where the companion is destroyed thus leaving a singular, highly-magnetized white dwarf. In post-mainsequence evolution, radial expansion of the parent star may cause orbiting companions to
become engulfed. During the common envelope phase, as the orbital separation rapidly decreases, low-mass companions will tidally disrupt as they approach the giant’s core. We hydrodynamically simulate the tidal disruption of planets and brown dwarfs, and the subsequent
accretion disc formation, in the interior of an asymptotic giant branch star. These dynamically
formed discs are commensurate with previous estimates, suggesting strong magnetic fields may
originate from these tidal disruption events.

4.1

Introduction

White dwarfs (WDs) with magnetic field strengths in excess of a MegaGauss (MG) are observed in both isolated and binary systems [14]. WDs in binaries can either be "attached"
(the companion’s radius extends past the equipotential surface and mass transfer is occurring
through L1) or "detached" (the companion’s radius is well within the equipotential surface).
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Between 25% and 36% of WDs in attached binary systems are highly magnetic (polar or
intermediate polar cataclysmic variables) while the remaining systems have sub-MG or nonmeasurable fields [14, 15]. In contrast, WDs in detached binary systems seldom host strong
magnetic fields with only ∼10 of the over 3000 found to date [16, 17]. Lastly, about 10% of
isolated WDs have measured field strengths in excess of a MG, these objects are commonly
referred to as High Field Magnetic White Dwarfs (HFMWDs) [18, 19]. In each of these cases
the origin of the WD’s magnetic field strength is an area of active research.
HFMWDs tend to be more massive than their isolated non-magnetic counterparts [22].
This suggests that HFMWD formation may require some type of mass transfer during binary
interactions. Additionally, a primordial field origin in which magnetized white dwarfs are
descendants of Ap/Bp stars is unable to explain the quantity and field strength distribution
of HFMWDs in the solar neighborhood [20, 21]. If the origin were truly independent of binary
interactions, then the presence of a detached binary should not affect the incidence of magnetic
fields. However, in contrast to the ∼10% of isolated white dwarfs that host strong magnetic
fields, not a single young magnetic white dwarf has been observed in a detached binary1
[18, 19]. Therefore, the formation channel for strong magnetic fields in WDs likely requires
binary evolution [23, 24].
Recently, research on binary formation for magnetic white dwarfs has focused on pathways
that involve common envelope evolution (CEE) [23, 24, 13]. In CEE, one of the stellar components experiences radial expansion, creating an envelope of loosely bound material. This
envelope may directly engulf an orbiting companion or cause orbital decay that results in a
common envelope (CE) phase [25, 26, 27, 28, 29, 30, 31]. For a more complete discussion of
CEs see [32] and references therein. Magnetic field generation could occur in the envelope
during CEE, or during subsequent mass transfer event in the post-CE system, or in a merger
if the companion disrupts during the CE phase [23, 33, 24, 34].
Double degenerate (WD-WD) mergers are one proposed pathway to create isolated HFMWDs
[35, 36]. In this scenario, the resultant object is a massive white dwarf with a hot differen1

The systems in [16] and [17] all contain older WDs and companions with high Roche-lobe filling factors.
The latter may indicate a history of mass transfer, i.e., not necessarily detached.
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tially rotating corona that may amplify magnetic fields via a dynamo. This seems unlikely to
explain the complete distribution of isolated HFMWDs, as the average mass of HFMWDs is
only about 0.1 M more than the average mass of non-magnetic WDs. Furthermore, a small
number of HFMWDs have been discovered in young stellar clusters. In these settings, only the
most massive WDs would exist (The remnants of the most massive intermediate mass stars),
and therefore mergers of two of these objects would have resulted in Type Ia supernovae [37].
Here, we focus on CE phases that result in the merger of a white dwarf with a less massive
companion (M-dwarf, brown dwarf, or planetary companion) [24, 38, 1]. During CEE, the
companion does not possess sufficient energy to eject the envelope and emerge in a shortperiod orbit. Instead, the orbital separation decreases until the companion is tidally disrupted
as it nears the proto-white dwarf core. The disrupted material forms an accretion disc [39]
that may amplify the magnetic field and advect it to the white dwarf surface where it could
anchor.
Previously, we showed that such discs survive thermal evaporation in the hot stellar ambient medium and remain stable for at least ∼100 orbits [1]. However, these results assumed a
disc formed from disrupted material was already present and thus are contingent on assumptions about the initial mass and disc geometry we chose. To verify that these assumptions are
reasonable and to obtain further insight, we numerically simulate the dynamics of the tidal
disruption events and subsequent disc formation. Some work has been done on massive star
binary mergers with low-mass companions, investigating the long term evolution of angular
momentum as well as the surface abundances [99, 100]. Tidal disruption events around white
dwarfs have also been investigated [101, 102]. However, there have been no simulations investigating disc formation and structure from tidal disruption around the core of an Asymptotic
Giant Branch (AGB) star.
In this paper we present high-resolution, three-dimensional, adaptive mesh refinement
(AMR) simulations of tidal disruption events involving 10, 20, and 30 MJ

2

companions inside

the core of an AGB star that was evolved from a 2 M zero-age-main-sequence star. We find
that an accretion disc typically forms within six orbital periods at ∼1R . Approximately,
2

MJ is the mass of Jupiter
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∼60% of the disrupted material orbits in a disk while the rest remains gravitationally bound
in the tidal tail. Even though the disc dynamically forms, its resultant structure is similar to
the initial conditions assumed in our previous work [1].
The structure of the paper is as follows: in Section 2, we describe our numerical techniques
and initial conditions. In Section 3, we analyze the evolution of the global angular momentum,
present the resultant radially averaged angular velocity profile of the disc, quantify the fraction
of tidally-disrupted mass that forms the disc, analyze the flow properties and discuss how our
results depend on resolution. We discuss future work and conclude in Section 4.

4.2

Numerical Setup

We perform 3D hydrodynamic simulations of Tidal Disruption Events (TDEs) with 10 , 20, and 30 MJ
companions around the 0.56 M core of an AGB star. In contrast to CE simulations that utilize the entire star [103, 93, 104, 105, 61, 88, 106, 96, 97], we focus on the inner 1012 cm to
study the dynamics of the tidal disruption event . This results in a higher-effective resolution
than what is typically achieved in global CE simulations that simulate the entire primary star.
The companions were initialized just outside the tidal disruption radius. We define this as
the distance of the secondary from the center of mass of the primary (AGB core) where the
companion’s gravitational binding energy is equal to the average differential external potential
multiplied by the diameter of the planet. This separation is given as:

Rtidal ∼

2(5 − n) Mcore
3
Mp

1/2
Rp ,

(4.2.1)

where Rp and Mp are the companion radius and mass, and Mcore is the mass of the protoWD AGB core. This assumes that the planet is a polytrope with index n, and the companion’s
radius is small compared to the separation.
The companions were given an initial orbital velocity that was 65% of the Keplerian velocity
at that radius, this conserves computational resources as it ensures tidal disruption within one
orbit. The simulations were run for over 100 orbits of the inner-most regions of the disc after
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it formed, and at least six orbits of the disc at ∼1R (i.e. the approximate outer edge of the
disc). We investigate the dynamics of the tidally disrupted matter, the fraction of initial mass
that forms the disc, the disc geometry, and the timescale of disc formation. Details of the
numerical grid, initial conditions, modifications to the stellar profile, and other aspects of the
numerical implementation are described below.

4.2.1

Numerical Grid Parameters

To carry out these simulations we utilize AstroBEAR, an Eulerian, three-dimensional (3D)
multi-physics code [59, 58]. AstroBEAR employs adaptive mesh refinement (AMR) to dynamically resolve regions of the grid that require higher resolution while leaving other regions at
lower resolution, thereby saving substantial computational costs.
AstroBEAR solves the following hydrodynamic equations:

∂ρ
+ ∇ · (ρv) = 0,
∂t

(4.2.2)

∂ρv
+ ∇ · (ρvv) = −∇P − ρgc (r)r̂ + ρag ,
∂t

(4.2.3)

∂E
+ ∇ · [(E + P )v] = ρ(−gc (r)r̂ + ag ) · v,
∂t

(4.2.4)

1
E = ρ(v · v) + E
2

(4.2.5)

P = ñkb T,

(4.2.6)

and

where ρ is the density, t is time, v is the velocity, P is the pressure, r is the radial distance to
a point particle, ag is the acceleration due to self gravity, E is the total internal energy density,
ñ is the number density of particles, kb is the Boltzmann constant and T is the temperature.
For these simulations we use an ideal gas equation of state with adiabatic index, γ = 5/3.
Lastly, gc is the softened gravitational acceleration from a point particle :
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gc (r) = GMpp
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where h is the softening radius, and y = r/h. Mpp is the mass of the point particle which
is smaller than Mcore . The difference in mass Mcore − Mpp is taken into account with ag as it
is resolved on the grid (see Section 2.2.1).
We employ a base grid of 323 with up to five levels of factor two refinement for an effective
resolution of 10243 . This yields a smallest grid cell of ∼109 cm, approximately the radius of
the central white dwarf. The total simulated box size is (2 × 1012 cm)3 . The spline softening
radius of the central particle is 1010 cm. We simulate approximately one day of physical time,
consistent with six orbits at the outer radii of the resultant disc and over 100 orbits at the
softening radius.

4.2.2

Initial Condition Generation and Modification

To generate interior profiles for both the AGB star and the companions, we utilize MESA
(Modules for Experiments in Stellar Astrophysics version 12115) [107, 108, 109]. MESA is a
spherically symmetric, stellar evolution code that is capable of simulating the interior density,
pressure, temperature and composition profiles of a star over various epochs of its evolution.
We calculate the full evolution of a primary star with a zero-age-main-sequence mass of 2 M
with solar metallicity. Mass-loss on the Red Giant Branch (RGB) is governed via a Reimers
mass-loss prescription with a Reimers mass-loss coefficient, ηR = 0.7 [110]. On the AGB, we
use a Bloecker mass-loss prescription with a mass-loss coefficient, ηB , of 0.7 [111]. For the
simulations reported in this paper, we select the density and pressure profiles when the radius
attains its maximum extent on the AGB. These spherically-symmetric profiles are mapped
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Figure 4.1: AGB density and pressure profiles before (solid line) and after (dotted line) modification. The vertical lines highlight the simulation box size, the initial companion separation,
the gravitational smoothing radius, and the smallest grid cell. Note that after modification,
the smallest grid cell aligns with a much smaller density and pressure gradients.
onto the grid and form the initial conditions for the AGB ambient.
Similarly, we use MESA to generate hydrostatic density and pressure profiles for each
planet and brown dwarf companion. With the built in ’make_planets’ module, one can create
an initial 1D hydrostatic profile, allow this profile to relax and form a core, and expose the
profile to expected radiation. We initialize our companion with solar metallicity values of
Y = 0.25 and Z = 0.02 and select these profiles before cooling and core formation which
results in a slightly larger estimate for the tidal disruption radius. Note that a typical core
contributes < 10% of the planet mass.

4.2.2.1

AGB Profile Modification

Because of the large range of scales inherent to AGB stars, we utilize a point particle to represent some of the mass in the central region. Were a point particle not employed, the steep
density gradients in this region would be under-resolved, resulting in numerical instability on
small scales and an inaccurate gravitational potential at larger scales. Once implemented,
point particles allow for the original steep density profile to be replaced with a flatter profile.
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Figure 4.2: Density as a function of radius for the planetary companions, having an effective
polytropic index, n ∼ 1.5. Because the profiles are already flat within 109 cm (the smallest
grid cell), they do not require a point particle or modification. The density corresponding to
the flat outer section is the average AGB density in the companion vicinity. This section is
appended to the profile to create an initial co-moving envelope of relatively low density material
which reduces the effects of the shock between the orbiting companion and stationary ambient
material.

Figure 4.3: Evolution of the 10 Jupiter mass disc at 6.6, 13.2 and 19.8 hrs. Each panel shows
the density distribution in the orbital plane indicated by colour. Velocity vectors are shown
on all panels with magnitude indicated by colour (in units of the local Keplerian velocity) and
the projected magnitude by the length.
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Figure 4.4: Evolution of the 20 Jupiter mass disc at 6.6, 13.2 and 19.8 hrs. Similar to Figure 4.3

Figure 4.5: Evolution of the 30 Jupiter mass disc at 6.6, 13.2 and 19.8 hrs. Similar to Figure 4.3
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Figure 4.6: Lower resolution version of our 10MJ simulation. Although more dispersive, the
results are morphological similar over the simulated time. The arrows represent velocity and
use the same color scale as in Figures 4.3-4.5.

However, point particles also require a modification to the gravitational potential as underresolved small separations lead to extraneous acceleration. Therefore, to maintain a proper
representation of the potential when implementing a point particle, we modify the density profile in accordance with a smoothed gravitational potential acting on the surrounding material.
This modified profile is shown in Figure 4.1.
We modify the density and pressure distributions using a method previously described in
[1]. Specifically, we construct a numerical integrator to iterate over solutions to the ModifiedLane-Emden equation. This yields a modified density and corresponding pressure profile that
maintains hydrostatic equilibrium for any choice of initial profile and smoothing function.
This code is publicly available3 and is useful for generating hydrostatic initial conditions for
3D simulations involving evolved stars [1, 88, 91].

3
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Figure 4.7: The total angular momentum as a function of time within a cylinder of diameter
80% the simulation box side length. The ∼5% dip in angular momentum at ∼6 hr is caused by
a small amount of material accelerated by the companion that exits the cylinder only to slow
down and fall back in the the following few hours. As indicated by the gray shaded region,
At 13 hr, the tidal arm passes through the cylinder boundary and causes the total angular
momentum within the cylinder to decrease accordingly.
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Figure 4.8: Azimuthally averaged momentum per unit mass perpendicular to radial position
at different times of the 10MJ simulation. The black curve is the Keplerian velocity profile
about a point particle of mass 0.565 M (Mpp ). While our simulations result in elliptical discs,
we expect circularization in a few more orbital time scales. When this occurs, the disc will
still be sub-Keplerian as pressure gradients will offset some gravitational force.

Figure 4.9: Contours of constant density (0.02 g/cm3 ) in planes perpendicular to the orbital
plane at 20 hrs into the 10 MJ simulation. Color indicates the azimuthal angle in increments
of 45 degrees about the point particle. Superimposed is a to-scale image of the 10 MJ disc
from our previous work [1]. The red blob on the left is a cross-section of the tidal tail.
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Figure 4.10: Vertical slice through the orbital plane showing the internal temperature of the
disc at 26.4 hrs into the 10 MJ companion simulation. The disc is much colder than the stellar
interior and entrainment of the of ambient material is caused by the intense vertical shear.
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4.2.2.2

Planet and brown dwarf co-moving envelopes

In contrast to the AGB initial conditions, the planetary profiles could be imported to the 3D
grid without modification, as the smallest grid-cell accurately resolves all density gradients.
However, because the pressure gradients at the planetary boundary cause large initial shocks,
we give the surrounding ambient (a spherical shell of thickness 0.5 Rp ) the same initial velocity as shown in Figure 4.2. While shocks are expected, the initial steep pressure gradient
significantly lengths the computational time. By adding this low-density shell of co-moving
material, the initial shock dissipates quickly allowing subsequent shocks to develop naturally.

4.3

Results

Figures 4.3 - 4.5 present the density distributions in the orbital plane from each simulation
at 6.6, 13.2 and 19.8 hrs. These times correspond to ∼2, 4 and 6 Keplerian orbits at the
outer disc radii. In each panel we also show the velocity in units of the local Keplerian
circular speed. From these images, it is clear a disc begins to form within 20 hrs regardless
of the initial companion mass. Within the first few hours the planets disrupt, dispersing
the angular momentum. The material that gains angular momentum forms a tidal tail and
moves outward while material that loses significant angular momentum falls inward. The main
differences between these simulations stem from the increase in total linear momentum. During
disruption, the more massive companions transfer more linear momentum to the primary core.
Because the core then moves in the direction of this momentum, material in the opposite
direction becomes more dispersed.
Thermal evaporation seems to play a minor role as the disrupted companion mass remains
relatively distinct from the hot stellar interior. At the end of the simulations, ∼60% of the
initial companion mass resides in the disc. The material in the tidal tail remains bound and
may fall back on longer timescales.
To quantify the effect of resolution on our results, we present a snapshot from an identical
10 MJ simulation at lower resolution in Figure 4.6. Although more dispersive, the lower
resolution simulation is dynamically and morphologically consistent with the higher resolution
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4.3.1

Angular Momentum Evolution

The total angular momentum within a cylinder of radius 0.8 × 1012 cm is shown in Figure 4.7
as a function of time for each of the simulations. In all cases angular momentum is conserved
to within ∼5% until material from the disrupted companion leaves the computational grid at
∼13hrs.
The distribution of angular velocity for the 10 MJ planet is shown in Figure 4.8. Each color
represents a different time in the simulation in reference to the Keplerian velocity (black line).
As the planet moves inwards, density and angular momentum diffuse radially. By the end of
the simulation, the angular velocity profile matches the concavity of the Keplerian solution.
The difference in magnitude is the result of a non-circular (elliptical) disc as well as pressure
support within the disc.

4.3.2

Resultant Disc Geometry and Efficiency

Figure 4.9 presents density contours of the disc taken from slices through the point particle
perpendicular to the orbital plane at various angles (indicated by color). In this figure, we
included an image of a 10MJ disc from our previous work for comparison [1]. In aggregate, the
contours provide an estimate of the height to radius ratio of the disc. We find that for these
discs H/R varies from 0.05 in the inner regions to 0.25 in the tidal tail consistent with our
previous work [1]. The temperature in a vertical slice through the disc is shown in Figure 4.10
and demonstrates that post-tidal disruption, the disk remains distinct and cold compared to
the hot ambient.

4.4

Conclusions

In this work, we present the results of 3D hydrodynamic simulations of tidal disruption events
of planet and brown dwarf companions in the interior of an AGB star. These events are
expected to form accretion discs which may result in conditions that amplify and anchor strong
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magnetic fields to the proto-WD [87]. As mass-loss from the AGB star continues during its
evolution, a HFMWD would eventually emerge. We show that for planetary and brown dwarf
companions, tidal disruption results in the formation of an accretion disc around the proto-WD
which typically occurs within a few orbital timescales. About 60% of the original companion
mass forms the disc with the remaining 40% in the tidal tail and subject to fallback on longer
timescales. Lastly, the innermost region of our tidal discs are morphologically similar to that
of the disc initial conditions assumed in our previous work [1].
Once the disc is formed, advection of magnetic flux through the disc or its surface might
transport the field to the white dwarf.

Note that this would occur on radial accretion

timescales4 (≤ 1 month) for a standard disk, which is much shorter then a typical AGB
lifetime (∼105−6 years).
Within the environment of a stellar envelope however, a buildup of pressure may halt accretion in the absence of a pressure release valve. A pressure release valve could be provided by
jets [91]. The magnetic field itself may incite vertical outflows which act to relieve pressure, in
essence forming a self-sustaining conveyor belt of magnetic flux until the field gets large enough
to inhibit further advection. Future work should therefore include a study of the dynamics of
tidal disruption when the companion, and/or stellar ambient, are initially magnetized.

4

The radial accretion time for a standard disk can be estimated as: ∼(R/H)2 (1/αΩ) where R is the disc
radius, H is the disc height, Ω is the rotation frequency, and α is the viscous coefficient associated with Shakura
and Sunyaev type discs.
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Chapter 5

Achievements and Outlook
5.1

Achievements

For my doctorate I have added meaningful arguments and perspectives on the origin of the
strong magnetic fields found in HFMWDs. To do so I have created tools to run simulations
of different aspects of the formation process.

5.1.1

Giant Hydrostatic Profile

I have created an efficient code for transforming 1D profiles of giant stars to hydrostatically
stable profiles fit for under-resolved 3D grids. This code uses RK4 to compute mass-consistent
solutions to the modified lane-emdan equations. The code has already been used in several
publications and is publicly available on github.

5.1.2

Accretion Disks

I have run some of the highest resolution simulations of the interior of giant stars to date. I
first focused on the stability of accretion disks insuring that cool, low-mass discs, could survive
and operate around the core of an AGB star. With these simulations I found that accretion
discs can last for many orbits, enough time to generate and impart a magnetic field. I also
highlight some improvements can can be made in subsequent simulations.
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Figure 5.1: Initial Simulation output showing a subset of the field lines being dragged with
the planetary companion as it orbit the AGB core.

5.1.3

Tidal Disruptions

I have also run one of the first simulations of tidal disruption events around the core of an
AGB star. this was done to investigate the morphology and mass fraction of a disk formed by
tidal disruption.

5.2

Tidal Disruption of Magnetized Companions

Lastly, I have laid the groundwork for tidal disruption simulations of magnetized planetary
companions. Tidal disruption simulations with the addition of a magnetized planet. This will
investigate the initial structure of the magnetic field expected for the disk and will ultimately
determine if MRI is a plausible mechanism to support the magnetic field generation dynamo.
For this project I have already created the modules necessary to include a seed magnetic field
on the planet itself, and have completed some testing. Figure 5.1 shows a screenshot from this
testing. The work remaining is to generate expected seed magnetic fields for these companions
and run the simulations at scale.
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5.3

Looking Forward

After completion completing my program I will be joining the Rotary and Mission Systems
team with Lockheed Martin.
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