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ON ℜ(L′
L
(1, χ)) AND ZERO-FREE REGIONS NEAR s = 1
CHRISTIAN TA´FULA
Abstract. Let q ≥ 2 be an integer, χ (mod q) a primitive Dirichlet character,
and f : Z≥2 → R a function satisfying 2 ≤ f(q)≪ log(q). We show that, if L(s, χ)
has no zeros in the region{
σ + it ∈ C
∣∣∣∣ σ > 1− 1f(q) , |t| < 1− 1√f(q) log(q)
}
,
then ℜ(L′L (1, χ))≪
√
f(q) log(q) uniformly for primitive χ (mod q). As an exam-
ple of an application, we show that the uniform abc-conjecture implies a strong
version of “no Siegel zeros” for odd real characters of qo(1)-smooth moduli, by using
our result in T. [9] together with a theorem of Chang [1] on zero-free regions.
1. Introduction
Write s = σ + it ∈ C (with σ = ℜ(s), t = ℑ(s)), and consider the critical strip
{s ∈ C | 0 < σ < 1}. A family of regions Q = Q(q) ⊆ {s ∈ C | 0 < σ < 1},
for q ∈ Z≥2, shall be called quasi zero-free (in the q-aspect) for primitive Dirichlet
characters χ (mod q) if the Dirichlet L-function L(s, χ) =
∑
n≥1 χ(n)n
−s has no
zeros in Q(q) when χ is complex (i.e., not real), and has at most one real simple
zero β > 1
2
in Q(q) when χ is real (the so-called Siegel zero). Note that this excludes
principal characters, for the only primitive principal character is the trivial character
modulo 1. The classical quasi zero-free regions for Dirichlet L-functions, attributed
to Gronwall–Landau–Titchmarsh (cf. Chapter 14 of Davenport [3]), are given by{
s ∈ C
∣∣∣∣ σ ≥ 1− c0log(q(|t|+ 2))
}
,
where c0 > 0 is some effectively computable constant (cf. Heath-Brown [5] for explicit
estimates). Real non-principal characters χD (mod |D|) can have at most one simple
real zero in this region, which satisfies, by Siegel’s non-effective theorem (cf. Chapter
21 of Davenport [3]), the estimate
1
1− βD ≪ε |D|
ε (∀ε > 0)
as |D| → +∞, where βD := max{β ∈ R | L(β, χD) = 0}. Here, χD (mod |D|) is
the quadratic Dirichlet character χD : Z ∋ k 7→ (D | k) ∈ {−1, 0, 1} where D ∈ Z
is a fundamental discriminant1 and (D | k) is the Kronecker symbol, which is a
completely multiplicative extension of the Legendre symbol to Z. The χD’s are real
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1An integer D ∈ Z \ {0} is called a fundamental discriminant if it is the discriminant of some
quadratic number field K/Q. Alternatively, the set of fundamental discriminants may be explicitly
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primitive Dirichlet characters modulo |D|, and they constitute a complete list of
real primitive Dirichlet characters (cf. Satz 4, §5 of Zagier [10]).
In this paper, we are going to consider quasi zero-free regions of the type
(∗) Q(q, f) :=
{
s ∈ C
∣∣∣∣ σ > 1− 1f(q) , |t| < 1− 1√f(q) log(q)
}
,
where f : Z≥2 → R is a real-valued function of q satisfying 2 ≤ f(q) ≪ log(q).
Although a seemingly restrictive hypothesis, the effect of the zeros outside of the
height 1 box {s ∈ C | 0 < σ < 1, |t| < 1} will be negligible for our purposes. In
Subsection 3.2, we will use the zero-free regions derived in Theorem 10 of Chang
[1], but restricted to the height 1 box (for a broader discussion on zero-free regions,
refer to Iwaniec [6], Heath-Brown [5], Chang [1]).
Theorem. If Q = Q(q, f) (as defined in (∗)) is quasi zero-free, then∣∣∣∣ℜ(L′(1, χ)L(1, χ)
)∣∣∣∣ = O(√f(q) log(q)) (q → +∞)
uniformly for complex primitive χ (mod q). For real characters, it holds that∣∣∣∣L′(1, χD)L(1, χD) − 11− βD
∣∣∣∣ = O(√f(|D|) log(|D|)) (|D| → +∞),
where βD := max{β ∈ R | L(β, χD) = 0}.
In plain words, this says that: save for Siegel zeros, the real part of L
′
L
(1, χ) is
uniformly bounded (in the q-aspect) by the geometric mean between f and log. The
key ingredient in the proof is a remarkably simple inequality (see Lemma 2.2 (iii))
involving the following pairing function (cf. Subsection 2.4 of T. [9]):
(1.1) Πε(s) :=
1
s+ ε
+
1
s + ε
+
1
1− s+ ε +
1
1− s+ ε,
defined for s, ε ∈ C such that ε 6= −s,−s,−1+ s,−1+ s. Since the non-trivial zeros
̺ of L(s, χ) appear in pairs {̺, 1 − ̺}, with {̺, 1 − ̺} being non-trivial zeros of
L(s, χ), one can estimate 4ℜ(L′
L
(1, χ)) by considering the sum of Π0(̺) over all the
non-trivial zeros of L(s, χ), which is done through the classical Hadamard product
formula for completed Dirichlet L-functions (cf. Section 12 of Davenport [3] for
details). This shall be described in Lemma 2.1.
The bounds from this theorem are much weaker than O(log log(q)), which is
what one expects from the Generalized Riemann Hypothesis (GRH), as will be
described in Subsection 3.1. They are enough, however, to obtain (1 − βD)−1 =
o(log(|D|)) as D → −∞ through highly smooth negative fundamental discriminants
from Chang’s zero-free regions [1], using the same methods from T. [9] (which are
based on Granville–Stark [4]). In other words, one can derive a strong form of
“no Siegel zeros” for odd characters of fundamental discriminants with small prime
divisors — cf. Subsection 3.2 for more precise definitions and results.
described as those integers D ∈ Z which satisfy either: (i) D ≡ 1 (mod 4) and D is square-free; or
(ii) D ≡ 0 (mod 4), D/4 ≡ 2 or 3 (mod 4), and D/4 is square-free.
ON ℜ(L
′
L
(1, χ)) AND ZERO-FREE REGIONS NEAR s = 1 3
Remark (Non-primitive characters). The restriction to primitive characters is some-
what immaterial. Recall that a Dirichlet character is primitive if there is no d | q,
d 6= q for which χ factors through (Z/qZ)× ։ (Z/dZ)×. Thus, if χ (mod q) fac-
tors through (Z/dZ)× as χ′ (mod d) for some d | q, then χ(p) = χ′(p) for all
but finitely many primes p, which are those p for which p | q but p ∤ d (implying
χ(p) = 0 6= χ′(p)). This means that the Euler products of L(s, χ) and L(s, χ′) differ
from each other by only finitely many terms, and thus the only possible zeros of
L(s, χ) which are not zeros of L(s, χ′) occur at ℜ(s) = 0. Hence, if the function f
in (∗) satisfies “d | q =⇒ f(d) ≤ f(q)”, then it suffices to consider the restriction
to non-principal characters. In spite of that, we shall keep this restriction, since the
zero-free regions in Theorem 10 of Chang [1] are given in this form.
Notation. For a Dirichlet character χ (mod q), we write “
∑
̺(χ)” for an infinite sum
over the non-trivial zeros ̺ = β + iγ (i.e., 0 < β < 1) of L(s, χ), which should be
understood in the principal value sense limT→+∞
∑
̺, |γ|≤T .
2. Proof of the theorem
Let q ≥ 2 be an integer, and χ (mod q) a primitive Dirichlet character. Our
starting point is the following formula (cf. Eqs. (17), (18), Chapter 12, p. 83 of
Davenport [3]):
(2.1)
L′(s, χ)
L(s, χ)
= −1
2
log
(
q
π
)
− 1
2
Γ′
(
1
2
(s+ aχ)
)
Γ
(
1
2
(s+ aχ)
) +B(χ) +∑
̺(χ)
(
1
̺
+
1
s− ̺
)
,
where aχ :=
1
2
(1 − χ(−1)), and B(χ) ∈ C is a constant not depending on s which
satisfies ℜ(B(χ)) = −∑̺(χ)ℜ(1/̺). From the functional equation of L(s, χ) (cf. Eqs.
(13), (14), Chapter 9, p. 71 of Davenport [3]), we have that, if ̺ ∈ {s ∈ C | 0 < σ < 1}
is a zero of L(s, χ), then ̺, 1− ̺ are zeros of L(s, χ), and 1− ̺ is a zero of L(s, χ).
From this, by noting that
∑
̺(χ)(s− ̺)−1 =
∑
̺(χ)(̺+ (s− 1))−1, we get
(2.2)
1
2
∑
̺(χ)
Πs−1(̺) = log
(
q
π
)
+ 2ℜ
(
L′(s, χ)
L(s, χ)
)
+
Γ′
(
1
2
(s+ aχ)
)
Γ
(
1
2
(s+ aχ)
)
by calculating 2ℜ(L′
L
(s, χ)
)
= L
′
L
(s, χ) + L
′
L
(s, χ) according to (2.1), where Π is the
pairing function defined in (1.1). As a consequence, we have the following:
Lemma 2.1. The following hold:
(i)
∣∣∣∣∣12∑
̺(χ)
Πε(̺)− log(q)
∣∣∣∣∣ ≤ 2ε +O(1) as q → +∞, uniformly for 0 < ε ≤ 1.
(ii)
1
2
∑
̺(χ)
Π0(̺) = log(q) + 2ℜ
(
L′(1, χ)
L(1, χ)
)
−
(
γ + log(2π) + χ(−1) log(2)
)
.
Proof. We prove the items separately.
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• Item (i): Since Πx(s) is invariant under conjugation for x ∈ R, we have Πx(s) ∈ R
for every s ∈ C. From (2.2), we have∣∣∣∣∣12∑
̺(χ)
Πε(̺)− log(q)
∣∣∣∣∣ ≤ log(π) + 2
∣∣∣∣ζ ′(1 + ε)ζ(1 + ε)
∣∣∣∣+ ∣∣∣∣Γ′
(
1
2
(1 + ε+ aχ)
)
Γ
(
1
2
(1 + ε+ aχ)
) ∣∣∣∣,
and thus, since ζ
′
ζ
(s) = −(s− 1)−1 + γ +O(s− 1) as s→ 1, the result follows.
• Item (ii): Setting s = 1 in (2.2) yields
1
2
∑
̺(χ)
Π0(̺) = log(q) + 2ℜ
(
L′(1, χ)
L(1, χ)
)
− log(π) + Γ
′(1
2
(1 + aχ)
)
Γ
(
1
2
(1 + aχ)
) .
Knowing the special values Γ
′
Γ
(1) = −γ and Γ′
Γ
(1
2
) = −γ − 2 log(2), it follows that
log(π)− Γ
′(1
2
(1 + aχ)
)
Γ
(
1
2
(1 + aχ)
) = γ + log(2π) + χ(−1) log(2),
which completes the proof. 
Consider now a function f : Z≥2 → R satisfying 2 ≤ f(q)≪ log(q), and take the
following partition of the critical strip {s ∈ C | 0 < σ < 1}:
0 1
1
−1
R1
R2
R3
Q
:= {s ∈ C | 0 < σ < 1, |t| ≥ 1},
:=
s ∈ C
∣∣∣∣∣ 0 < σ(1− σ) <
1
f(q)
(
1− 1f(q)
)
,
1− 1√
f(q) log(q)
≤ |t| < 1
 ,
:=
{
s ∈ C
∣∣∣∣ 1f(q) ≤ σ ≤ 1− 1f(q) , |t| < 1
}
,
:= {s ∈ C | 0 < σ < 1} \ (R1 ∪R2 ∪R3) .
Note that R2 = R2(q, f), R3 = R3(q, f), and Q = Q(q, f). By the symmetries of
the non-trivial zeros of L(s, χ), the region Q being quasi zero-free is equivalent to
the region defined in (∗) being quasi zero-free. The following lemma shall provide
bounds for Π0(s) in terms of Πε(s) for s outside of Q (cf. Lemma 2.4 in T. [9]).
Lemma 2.2. The following hold:
(i)
Πε(s)
1 + 2ε
< Π0(s) <
(
1 +
ε2
1 + ε
)
Πε(s) for s ∈ R1, ε > 0;
(ii)
Πε(s)
1 + 2ε
< Π0(s) <
(
1 +
70 ε2
1 + ε
)
Πε(s) for s ∈ R2, ε ≥ 2√
f(q) log(q)
;
(iii)
Πε(s)
(1 + 2ε)(1 + 2ε(1 + ε)f(q))
< Π0(s) ≤ (1 + εf(q)) Πε(s) for s ∈ R3, ε > 0.
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Proof. If 0 < σ < 1, then, for δ > −1, we have
(2.3)
σ
σ2 + t2
≤ (1 + δ) σ + ε
(σ + ε)2 + t2
⇐⇒ δ ≥
(
σ − t2/(σ + ε)
σ2 + t2
)
ε.
Moreover, writing σ˜ := σ(1 − σ) and σ˜ε := (σ + ε)(1 − σ + ε) = σ˜ + ε(1 + ε), we
have:
Πε(s)
2
=
σ + ε
(σ + ε)2 + t2
+
1− σ + ε
(1− σ + ε)2 + t2
=
(
σ˜ε + t
2
σ˜2ε + ((1 + 2ε)
2 − 2σ˜ε)t2 + t4
)
(1 + 2ε)
=
(
σ˜ε + (1 + σ˜ε)t
2 + t4
σ˜2ε + ((1 + 2ε)
2 − 2σ˜ε)t2 + t4
)
(1 + 2ε)
1 + t2
(2.4)
=
(
1 +
σ˜ε(1− σ˜ε) + (3σ˜ε − 4ε(1 + ε))t2
σ˜2ε + ((1 + 2ε)
2 − 2σ˜ε)t2 + t4
)
(1 + 2ε)
1 + t2
=
(
1 +
σ˜(1− σ˜) + 3σ˜t2 + ε(1 + ε)(1− 2σ˜ − ε(1 + ε)− t2)
σ˜2 + (1− 2σ˜)t2 + t4 + ε(1 + ε)(2σ˜ + ε(1 + ε) + 2t2)
)
(1 + 2ε)
1 + t2
.(2.5)
With that, we prove the items separately.
• Item (i): Since ε(1 + ε)(2σ˜ + ε(1 + ε) + 2t2) > 0 for every 0 < σ < 1 and ε > 0,
from (2.5) we get:
(2.6) Π0(s)− Πε(s)
1 + 2ε
≥ 2
( −1 + 2σ˜ + ε(1 + ε) + t2
σ˜2 + (1− 2σ˜)t2 + t4 + ε(1 + ε)(2σ˜ + ε(1 + ε) + 2t2)
)
ε(1 + ε)
1 + t2
.
Hence, for the lower bound, it suffices to note that, for every s ∈ R1, we have
−1 + 2σ˜ + ε(1 + ε) + t2 > 0,
and thus, from (2.6), it holds that Π0(s)−Πε(s)/(1+2ε) > 0. For the upper bound,
we use (2.3). For s ∈ R1, we have(
σ − t2/(σ + ε)
σ2 + t2
)
ε <
(
1
t2
− 1
1 + ε
)
ε ≤
(
1− 1
1 + ε
)
ε =
ε2
1 + ε
,
and thus, taking δ := ε2/(1 + ε) in (2.3) makes the inequality Π0(s) < (1 + δ)Πε(s)
valid for every s ∈ R1.
• Item (ii): For s ∈ R2 and ε ≥ 2/
√
f(q) log(q), we have
−1 + 2σ˜ + ε(1 + ε) + t2 ≥ 2σ˜ + ε(1 + ε)− 2√
f(q) log(q)
+
1
f(q) log(q)
≥ 2σ˜ + 5
f(q) log(q)
> 0,
and thus, the lower bound follows from (2.6). For the upper bound, we use (2.3).
For s and ε as before, we have(
σ − t2/(σ + ε)
σ2 + t2
)
ε <
(
1
t2
− 1
1 + ε
)
ε =
(
ε+ (1− t2)
t2
)
ε
1 + ε
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≤
(ε+ 1√
f(q) log(q)
(
2− 1√
f(q) log(q)
)
(
1− 1√
f(q) log(q)
)2
)
ε
1 + ε
≤
(
2− 1/2√
f(q) log(q)
)
(
1− 1√
f(q) log(q)
)2 ε21 + ε
The function (2 − x
2
)/(1 − x)2 is increasing for x < 1, and thus, since f(q) ≥ 2 for
every q ≥ 2, we have
2− 1/2√
f(q) log(q)(
1− 1√
f(q) log(q)
)2 ≤ 2−
1/2√
2 log(2)(
1− 1√
2 log(2)
)2 < 2− 0.852(1− 0.85)2 = 70,
implying that taking δ := 70 ε2/(1 + ε) in (2.3) makes Π0(s) < (1 + δ)Πε(s) valid
for every s ∈ R2.
• Item (iii): We start with the lower bound. The denominator of (2.4) is always
positive (as discussed before, in item (i)), and so is the numerator, for every ε > 0.
Thus, it holds that
(2.7)
Π0(s)− Πε(s)
(1 + 2ε)(1 + g(ε))
≥
2
((
σ˜ − σ˜ε
1+g(ε)
)
+
((
1− 1
1+g(ε)
)
+
(
σ˜ − σ˜ε
1+g(ε)
))
t2 +
(
1− 1
1+g(ε)
)
t4
σ˜2 + (1− 2σ˜)t2 + t4
)
1
1 + t2
,
where g(ε) > 0 is some function of ε > 0. Therefore, since
σ˜ − σ˜ε
1 + g(ε)
=
(
g(ε)
1 + g(ε)
)
σ˜ − ε(1 + ε)
1 + g(ε)
,
in order for (2.7) to be strictly positive, it suffices to have g(ε) ≥ ε(1 + ε)/σ˜. For
s ∈ R3, we have σ˜ = σ(1 − σ) ≥ f(q)−1(1 − f(q)−1) ≥ 12f(q)−1 (since f(q) ≥ 2),
and thus it suffices to take g(ε) := 2ε(1+ ε)f(q). Finally, for the upper bound, since
t2 ≥ 0, it holds that (
σ − t2/(σ + ε)
σ2 + t2
)
ε ≤ ε
σ
,
implying that taking δ := εf(q) (≥ ε/σ) in (2.3) makes Π0(s) ≤ (1 + δ)Πε(s) valid
for every s ∈ R3. 
Remark 2.3 (Unconditional lower bounds for ℜ(L′
L
(1, χ))). From (2.6), we have
Π0(s) >
Πφ(s)
1 + 2φ
, φ :=
√
5− 1
2
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for every s in the critical strip. This follows from the simple fact that φ(1 + φ) = 1.
Putting this together with Lemma 2.1 yields:
1
log(q)
ℜ
(
L′(1, χ)
L(1, χ)
)
=
1
4
1
log(q)
∑
̺(χ)
Π0(̺)− 1
2
+O
(
1
log(q)
)
>
1
4(1 + 2φ)
1
log(q)
∑
̺(χ)
Πφ(̺)− 1
2
+O
(
1
log(q)
)
=
1
2(1 + 2φ)
− 1
2
+O
(
1
log(q)
)
,
which, since 1
2
√
5
− 1
2
> −0.2764, implies that ℜ(L′
L
(1, χ)) > −0.2764 log(q) + o(1)
uniformly for primitive χ (mod q) as q → +∞. This is reminiscent of the argument
we used in Proposition 2.5 (ii) of T. [9], which was inspired by an argument attrib-
uted to U. Vorhauer used in estimating the real part of the term B(χ) appearing in
(2.1) (cf. Exercise 8, Section 10.2 of Montgomery–Vaughan [7]).
Lemma 2.4. For ε(q) := 2/
√
f(q) log(q), it holds:
|Π0(s)− Πε(q)(s)| ≪
√
f(q)√
log(q)
Πε(q)(s)
uniformly for s ∈ R1 ∪R2 ∪ R3 as q → +∞.
Proof. From Lemma 2.2, for s ∈ R1 ∪ R2, we have
|Π0(s)−Πε(q)(s)| < max
{
2ε(q)
1 + 2ε(q)
,
70 ε(q)2
1 + ε(q)
}
Πε(q)(s)≪
Πε(q)(s)√
f(q) log(q)
,
and for s ∈ R3, we have
|Π0(s)− Πε(q)(s)| ≤ max
{
2ε
1 + 2ε
(
1 +
(1 + ε)f(q)
1 + 2ε(1 + ε)f(q)
)
, εf(q)
}
Πε(q)(s)
≪ ε(q)f(q) Πε(q)(s)
≪
√
f(q)√
log(q)
Πε(q)(s).
Note that the expressions inside the max’s are independent of s, and thus the con-
stants implied by “≪” also do not depend on s, concluding the proof. 
We are now ready to prove the theorem.
Proof of the theorem. Let ε(q) := 2/
√
f(q) log(q). Write “
∑′
̺(χ)” for a sum over the
non-trivial zeros of L(s, χ) outside of Q. Assuming that Q is quasi zero-free, we have∑′
̺(χ) =
∑
̺(χ) if χ is complex; if χ is real, then
∑′
̺(χ) excludes at most two zeros (the
Siegel zero β and its counterpart 1−β). Recall that βD = max{β ∈ R | L(β, χD) = 0}
for primitive real characters χD (mod |D|). Since
1
βD + ε(|D|) +
1
(1− βD) + ε(|D|) ≪ min
{
1
1− βD ,
1
ε(|D|)
}
≤ 1
ε(|D|) ,
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we have that Lemma 2.1 (i) and Lemma 2.4 imply:∣∣∣∣∣12∑′
̺(χ)
Π0(s)− log(q)
∣∣∣∣∣ ≤ 12
∣∣∣∣∣∑′
̺(χ)
(
Π0(s)− Πε(q)(s)
)∣∣∣∣∣+
∣∣∣∣∣12∑
̺(χ)
Πε(q)(s)− log(q)
∣∣∣∣∣
≪
√
f(q)√
log(q)
∑′
̺(χ)
Πε(q)(s) +
1
ε(q)
≪
√
f(q) log(q) +
( √
f(q)√
log(q)
+ 1
)
1
ε(q)
≪
√
f(q) log(q) + f(q).
Hence, since f(q) ≪ log(q) (by hypothesis), the claim of the theorem follows from
Lemma 2.1 (ii). 
3. Remarks
As mentioned in the introductory section, we finish by briefly commenting on
two aspects of the theorem we have just proven: a comparison with what one gets
by assuming GRH, and an application to the problem of Siegel zeros following our
previous work in [9]. We shall skip over a lot of the details; for a more comprehensive
exposition of the analytic facts used in Subsection 3.1, refer to Davenport [3] or
Montgomery–Vaughan [7], and for a more detailed explanation of the algebraic
arguments mentioned in Subsection 3.2, refer to Granville–Stark [4] or T. [9].
3.1. Weak GRH and explicit formula. For 0 ≤ ϑ ≤ 1
2
, write GRH(ϑ) for the
statement “if ℜ(s) > 1 − ϑ, then L(s, χ) 6= 0 for every Dirichlet character χ”, and
write GRH[ϑ] for the same statement but with ℜ(s) ≥ 1 − ϑ instead. In this way,
weaker forms of GRH may be interpreted as a gradation between the Prime Number
Theorem (PNT) and GRH, since:
GRH[0]⇒ PNT for arithmetic progressions, 2
GRH(1
2
) = Generalized Riemann Hypothesis.
We sketch now a short proof of the fact that GRH(ϑ) =⇒ |L′
L
(1, χ)| = O(log log(q))
for every ϑ > 0, which is a direct consequence of the explicit formula for ψ(x, χ). For
a (not necessarily primitive) non-principal Dirichlet character χ (mod q), consider
the Chebyshev-type function ψ(x, χ) :=
∑
n≤xΛ(n)χ(n), where Λ is von Mangoldt’s
function, defined as Λ(n) := log(p) if n = pk for some prime p and integer k ≥ 1,
and Λ(n) := 0 otherwise. Then, from the explicit formula for ψ(x, χ) (cf. Eqs. (13),
(14), Chapter 19, p. 120 of Davenport [3]), it holds that
(3.1) ψ(x, χ) = −
∑
̺(χ)
|ℑ(̺)|<x1/2
x̺
̺
+ O
(
x1/2 log(qx)2
)
as both q, x → +∞. For T ≥ 2, write N(T, χ) for the number of non-trivial zeros
̺ = β + iγ of L(s, χ) with |γ| < T . Using that N(T, χ) = O(T log(qT )) as both
2cf. Soprounov [8] for a proof of this theorem in the style of Zagier’s short proof of the PNT.
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q, T → +∞ (cf. Chapter 16 of Davenport [3]), and assuming GRH(ϑ) for some
ϑ > 0, one derives from (3.1) that
|ψ(x, χ)| ≤
(
ϑ−1N(1, χ) +
∫ x1/2
1
dN(t, χ)
t
)
x1−ϑ +O
(
x1/2 log(qx)2
)
≪ x1−ϑ log(qx)2,
and thus, GRH(ϑ) =⇒ |ψ(x, χ)| ≪ x1−ϑ log(qx)2. From that, by applying partial
summation to the identity L
′
L
(1, χ) =
∑
n≥1 Λ(n)χ(n)n
−1, and using the elementary
fact that
∑
n≤y Λ(n)≪ y,3 we get∣∣∣∣L′(1, χ)L(1, χ)
∣∣∣∣ = ∣∣∣∣∑
n≥1
Λ(n)χ(n)
n
∣∣∣∣ = ∣∣∣∣ ∫ +∞
y
ψ(t, χ)
t2
dt
∣∣∣∣+O(log(y))
≪ y−ϑ log(qy)2 + log(y),
which, by taking y = y(q) := log(q)2/ϑ, yields |L′
L
(1, χ)| = O(log log(q)).
3.2. Uniform abc and Siegel zeros. Rephrasing the statement of the main theo-
rem of this paper for real characters, if Q (as in (∗)) is quasi zero-free, then
(3.2)
1
1− βD =
L′(1, χD)
L(1, χD)
+O
(√
f(|D|) log(|D|)
)
(|D| → +∞),
where βD denotes the largest real zero of L(s, χD). Conjecturally, the largest real
zero of L(s, χD) is trivial
4 (i.e., not on the critical strip), and occurs at s = −1
2
(1−
χD(−1)); thus, (1− βD)−1 = 1 if χD is even (i.e., χD(−1) = 1), and (1− βD)−1 = 12
if χD is odd (i.e., χD(−1) = −1). We will sketch a short version of the proof in T.
[9] of:
Uniform abc-conjecture =⇒ “no Siegel zeros” for odd Dirichlet characters,
originally due to Granville–Stark [4]. Moreover, by using the quasi zero-free regions
of Chang [1], we show how a stronger version of “no Siegel zeros” can be obtained
for odd characters of qo(1)-smooth moduli.
3.2.1. no(1)-smooth sequences. For n ∈ Z, write P(n) := max{p prime | p divides n}.
For k ∈ Z≥2, an integer n 6= 1,−1 is said to be k-smooth if P(n) ≤ k. An infinite set
A ⊆ Z will be called no(1)-smooth if log(P(n)) = o(log(|n|)) as |n| → +∞ through
A ; in other words, if A = {. . . < a−2 < a−1} ∪ {a0 < a1 < . . .}, with a−1 < 0 ≤ a0,
then log(P(aj)) = o(log(|aj|)) as |j| → +∞. A simple example of such a sequence
is {n! | n ≥ 1}.
3
∑
n≤y
Λ(n) =
∑
k≥1
∑
p≤y1/k
log(p) ≤
⌊ log(y)
log(2)
⌋∑
k=1
∑
m≥0
log
(( ⌊y1/k⌋/2m
⌊y1/k⌋/2m+1
))
≤
⌊ log(y)
log(2)
⌋∑
k≥1
∑
m≥0
⌊y1/k⌋
2m
≤ 4y.
4GRH implies that (0, 12 ) ∪ (12 , 1] is zero-free; however, the issue of some Dirichlet L-function
L(s, χ) having a zero at s = 12 is a bit more subtle. Refer to Conrey–Soundararajan [2].
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3.2.2. Chang’s zero-free regions. For an integer q ≥ 2, write q′ :=∏p|q p and Kq :=
log(q)/ log(q′). Then, there is an effectively computable constant c > 0 such that,
for every T ≥ 1, the region
(3.3)
{
s = σ + it
∣∣∣∣ σ ≥ 1− c min{ 1log(P(q)) , log log(q′)log(q′) log(2Kq) , 1log(qT )9/10
}}
is quasi-zero free for |t| < T (cf. Theorem 10 of Chang [1]). In particular, it follows
that we can take
f(q) :=
1
c
max
{
log(P(q)), log(q
′) log(2Kq)
log log(q′)
, log(q)9/10
}
in (∗), so that the hypothesis of our main theorem applies for this f . Writing L(q) :=
log log(q)/ log log(q′), it becomes clear that
log(q′) log(2Kq)
log log(q′)
=
(
log(2)L(q)
log log(q)
+ L(q)− 1
)
log(q)1/L(q) = o(log(q)),
and thus, Chang’s zero-free regions qualitatively improves upon the classical zero-
free regions for qo(1)-smooth q; that is, if Q ⊆ Z≥2 is such that log(P(q∗)) =
o(log(q∗)) as q∗ → +∞, q∗ ∈ Q, then f(q∗) = o(log(q∗)). From that, we get from
our main theorem that ℜ(L′
L
(1, χ)) = o(log(q∗)) for complex Dirichlet characters
χ (mod q∗), whilst for real characters, it follows from (3.2) that
(3.4)
1
1− βD∗ =
L′(1, χD∗)
L(1, χD∗)
+ o(log(|D∗|)) (|D∗| → +∞, |D∗| ∈ Q).
3.2.3. Upper bounds from abc. Let D < 0 be a negative fundamental discriminant,
which correspond to the odd real characters χD (mod |D|). From Theorem A of T.
[9], we have that
(3.5)
L′(1, χD)
L(1, χD)
=
1
6
h(j(τD))− 1
2
log(|D|) +O(1),
where:
• h is the absolute logarithmic Weil height,
• j is the classical j-invariant function on the upper half-plane,
• τD = i
√|D|/2 if D ≡ 0 (mod 4), or τD = (−1 + i√|D|)/2 if D ≡ 1 (mod 4).
The exact definition of this term will not be important for our discussion here. The
key point is that, from the uniform abc-conjecture for number fields, which is a
statement about heights, we get h(j(τD)) ≤ 3 log(|D|) + o(log(|D|)) as D → −∞
(cf. Eq. (6), p. 513 of Granville–Stark [4]), and thus:
Uniform abc =⇒ lim sup
D→−∞
h(j(τD))
log(|D|) = 3
(3.5)⇐⇒ lim sup
D→−∞
1
log(|D|)
L′(1, χD)
L(1, χD)
= 0.
Since (1− βD)−1 is always a positive real number, under uniform abc we have from
(3.2) that, if Q as in (∗) is quasi-zero free, then
(3.6)
1
1− βD = o(log(|D|)) +O
(√
f(|D|) log(|D|)
)
as D → −∞ through fundamental discriminants. The problem of non-existence of
Siegel zeros is equivalent to the assertion that “(1 − βD)−1 = O(log(|D|))”; hence,
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already from the classical quasi zero-free regions described at the Introduction (i.e.,
f(q) = C log(q) for some C > 0), one gets “no Siegel zeros” for odd characters from
uniform abc. From Chang’s zero-free regions (3.3), the situation is even better for
|D|o(1)-smooth D < 0; using the same definition of Q given before (3.4), we get
Uniform abc =⇒ 1
1− βD∗ = o(log(|D
∗|)) (D∗ → −∞, |D∗| ∈ Q).
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