Abstract. The purpose of this paper is to review recently developed algorithms for corrosion detection and to compare between them.
where ν is the outward unit normal to Ω on ∂Ω. Note that the γ in (2.2) is (2α−1) times γ in (2.1). What is important in (2.2) is that the corrosive part of the boundary is characterized by a Robin type boundary condition.
We will be considering a cross section of three dimensional pipeline inside which there are corrosive parts. Thus the specimen Ω to be inspected in this paper is a two dimensional annulus. To be precise, Ω = U \ D, where U is a simply connected bounded C 2 domain in R 2 and D is a simply connected C 2 domain compactly contained in U . We define Γ e = ∂U and Γ i = ∂D so that ∂Ω = Γ i ∪ Γ e , where Γ e and Γ i are the external and internal boundaries of Ω, respectively. Suppose that the inaccessible surface Γ i contains some corrosive parts I s , s = 1, . . . , m. We assume that the parts I s are well-separated and the reciprocal of the surface impedance (the corrosion coefficient) of each I s , s = 1, . . . , m, is γ s ≥ 0, not identically zero. We also assume that each γ s ∈ C 1 (I s ). Let
where χ s denotes the characteristic function on I s . A significant assumption on the corrosion is smallness: We assume that the one-dimensional Hausdorff measures of I s are small:
where is a small parameter representing the common order of magnitude of I s . Here and throughout this paper | · | denotes the one-dimensional Hausdorff measure. It is worth emphasizing that the smallness assumption is on I s , not on the corrosion coefficient γ s . According to (2.2), the voltage potential u generated by a voltage f applied on Γ e satisfies 5) where ν is the outward unit normal to Ω on Γ e and inward on Γ i . Another justification of the mathematical model can be found in the work of Buttazzo and Kohn. The corrosion can be regarded as a thin coating and it is proved in [5] that as the thickness of the coating approaches to zero the boundary condition tends to the Robin boundary condition in (2.5) . This justification of the model may be applied to other kinds of corrosion such as the one for the ultrasound wave and the one for the eigen-modes.
The ultrasound wave u generated by a source at y ∈ Γ e in the presence of the corrosion satisfies 6) where ω is the frequency of the wave and Φ ω is the fundamental solution to the Helmholtz equation, i.e.,
Here H
is the Hankel function of the first kind of order 0 [6] . On the other hand, the eigenvalue problem in the presence of corrosion consists of finding ω > 0 such that there exists a nontrivial solution v to
assuming that there is a single corrosive part I. The inverse problem considered in the papers [1] [2] [3] is to detect the corrosive parts on the inaccessible boundary Γ i by means of the measurements on the accessible boundary Γ e . In particular, the aim is to detect the location and the size of the corrosive parts, and the corrosion coefficient γ s . For the problem (2.5) and (2.6) the measurements are ∂u ∂ν on Γ e , while for the problem (2.8) the measurement is the pair of modal parameters (ω , ∂v ∂ν | Γe ). In above mentioned works, various algorithms to detect corrosive parts are proposed and tested numerically. Those algorithms are based on asymptotic expansions of the solutions of the related equations which we review in the next section.
Asymptotic expansions
We now review the asymptotic expansions of the measurements as the smallness parameter tends to zero.
Electrostatic measurements: Let G(x, z) be the Green function for the problem (2.5) with γ = 0, i.e., for each z ∈ Ω, G(x, z) is the solution to
(3.1)
Let u be the solution to (2.5) and u 0 the one when γ = 0, i.e., in the absence of the corrosion. Then the following asymptotic expansion holds uniformly for x ∈ Γ e [3] :
for some α > 0, where
and z s denotes the location of I s , s = 1, . . . , m.
Ultrasound measurements: Let G ω be the Green function for the problem (2.6) with
Let u be the solution to (2.6) and u 0 the one when γ = 0, i.e., in the absence of the corrosion. Suppose that the wavelength λ = 2π/ω = 1−β (>> ) for some positive constant β, then the following asymptotic formula holds uniformly on Γ e for some positive constant α [3] :
Note that (3.2) is at least formally the limiting case (ω = 0) of (3.4).
Modal parameter measurements:
Suppose there is a single corrosive part I and the corrosion coefficient γ is constant. Let ω and v be an eigenvalue of (2.8) and the corresponding (normalized) eigenfunction, respectively, and let ω 0 and v 0 be those in the absence of the corrosion. Then the following asymptotic formula were derived in [1] :
Rigorous derivations of asymptotic expansions can be found in [1] [2] [3] . The expansions (3.5) and (3.6) can be seen easily by expanding ω and v formally as
Corrosion detection algorithms
We now describe three algorithms for detection of internal corrosive parts. They are MUSIC-type algorithms and the vibration test algorithm, and based on the asymptotic expansions explained in the previous section. Since the MUSIC-type algorithms for (2.5) [3] and (2.6) [2] are almost identical, we will only describe the one using the ultrasound measurements.
MUSIC type algorithm. Let, for z ∈ Γ i and x ∈ Γ e ,
Then the following is the MUSIC characterization of the location of the corrosive parts, a proof of which can be found in [2] : where T denotes the transpose. Then the discrete version of (4.1) is
So the question now is how to characterize those points z such that (4.3) holds. It should be emphasized that the values h zs (y j ) are not known since the location of corrosive parts z s is not known. But we claim that (4.3) can be checked using the boundary measurements and the asymptotic formula (3.4) plays a central role in this, as we see in the following. Let us first introduce the notion of the Dirichlet-to-Neumann (DtN) map. Let u be the solution to the problem 
Thus it follows from (3.4) that
By integrating both sides of the above relation against Φ ω (· − t) for t ∈ Γ e , we obtain
In particular, we have 
One can easily see that (4.3) is equivalent to
Note that A c can be computed from the boundary measurements (Λ In order to overcome this difficulty we proceed as follows: Let
be the SVD of A c where λ 1 ≥ λ 2 ≥ . . . ≥ λ N are eigenvalues of A c and v n are corresponding eigenvectors. For k = 1, 2, . . . , N , let S k be the space spanned by v 1 , . . . , v k , and let P k be the orthogonal projector from
and compute the minimal value of θ k . We repeat this process for k = 1, 2, . . . until the minimal values are stabilized. It turned out that this MUSIC type algorithm detect the number of corrosive parts m and their locations z s pretty well. See [2, 3] . We will present some computational results in the next section.
Once the locations of the corrosive parts were found, it is straightforward to compute the (averaged) corrosion coefficients γ s using (3.2) and (3.4). We omit this.
We note that the same algorithm works for the electrostatic measurement problem (2.5). It is worth emphasizing that the algorithm is a direct not iterative one in the sense that the computation at each step does not use the results of the previous steps.
Vibration test algorithm. We now review the algorithm for the vibration test which is based on the asymptotic expansion (3.5) and (3.6). This algorithm was proposed and tested numerically in [1] .
For h such that Γe h ∂v0 ∂ν = 0, let w h ∈ H 1 (Ω) be the solution to
(4.9) Applying Green's formula, we obtain
Dividing (4.10) by ω 2 − ω 2 0 and using (3.5) we induce
By (3.6), we have
Therefore, we have
This is the key observation on which our reconstruction procedure is based. Since we are in possession of ω − ω 0 and ∂v ∂ν | Γe by the boundary measurements, the reconstruction algorithm is as follows. Let h = h 1 , h 2 , . . . , h n , where
is a set of n independent functions satisfying Γe h i ∂v0 ∂ν = 0 for i = 1, . . . , n. For any y ∈ Γ i such that v 0 (y) = 0 compute (w hi /v 0 )(y) and Ω v 0 w h . The point z can be found as the minimum point of
Numerical examples
This section presents numerical results of finding the internal corrosive parts by electrostatic, ultrasound, and vibration tests explained in the previous sections, for the purpose of comparing their performance. In the following, Ω ⊂ R 2 is assumed to be the annulus centered at (0, 0) with radii, r e and r i . Let I s , s = 1, · · · , m, be the corrosive parts with the corrosive coefficients, γ s . Let z s and γ s be the center and the integration of corrosive part I s , and z c s and γ c s the detected ones. For computation, we discretize Γ e and Γ i by Γ e = {r e (cos θ n , sin θ n )|θ n = 2π(n − 1)/N, n = 1, · · · , N } and Γ i = {r i (cos θ n , sin θ n )|θ n = 2π(n − 1)/N, n = 1, · · · , N } with N = 256. In the following example, the outer radius r e = 1 and the inner one r i = 0.8. We do process under noise= 0%, 1%, 5% and 10%. Here p% noise means that we add p% Detected data random noise of the L 2 -norm of the the measured data w on Γ e . Thus, when it comes to the electrostatic and ultrasound measurements, the data with p% noise is the N × N matrix
,
where rand(1) is the random number in (−1, 1). When we consider the modal parameter measurement, we add p% noise to the eigenvectors, v 0 and v .
Example 1.
In this example, we compare the numerical results of three different methods when there is a single corrosive part I 1 . We take ω = 5 in the case of ultrasound measurements. Figure 2 summarizes the actual and computational results with noise= 0%, 1%, 5%, 10%, respectively. The results show that the MUSIC algorithms using electrostatic and ultrasound measurements detect the location pretty well. Even if the performance of the vibration test is still satisfactory, it is worst among three method. This is natural in a sense that the vibration test uses a single measurement of modal parameters while the other two use multiple measurements. Example 2. In this example, we consider the case where there are three corrosive parts. Since the vibration test is difficult to apply to the case with multiple corrosive parts, we use only the electrostatic and ultrasound measurements, and compare the computational results. The actual data is summarized in the top of Figure 3 . The table shows the computational results under noise= 0%, 1%, 5%, 10%. It is interesting to find that those corrosive parts which are close to each other are detected as a single one as the noise level increases.
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