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This project undertook a model-based inversion of spectral data for remote sensing
of water constituents, from satellite based hyperspectral sensors. As the atmosphere
effects dominate the observed spectrum, a parameterised model is needed for both
the atmosphere, the water/atmosphere interface and the water itself. In order to
calibrate these models, a sensor was developed for recording hyperspectral data.
This sensor is portable and lightweight so that is can be used to simultaneously
gather downwelling irradiance, as well as upwelling irradiance from a boat or other
mobile platform during a HICO satellite sensor observation. We present data from
apparatus deploying this sensor and perform model based inference on this data, as
well as data from the HICO system.
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Determining the constituents of water has been, and always will be, important. This
is relevant to both fresh and salt water sources. We use water as a habitat for food, for
our own nourishment and for the nourishment of our livestock and crops. Measuring
how the constituents of water change due to both man-made pollutants and natural
processes like algal blooms, provides important information for enhanced management
of these resources.
To be able to have an accurate and consistent method of measuring the constituents of
water, both at a large scale (oceans, lakes) and on a smaller scale (rivers and streams)
without needing to handle the water or process the substances, would be enormously
beneficial.
The ultimate aim of remote water-sensing is monitoring water constituents on any
of those scales at, or near, real-time. This thesis contributes to this aim by provid-
ing a data collection method for remote sensing. As well as improved calibration of
atmospheric models based on this data and data provided by satellite-mounted hyper-
spectral devices. We use images from the The Hyperspectral Imager for the Coastal
Ocean (or HICO) satellite imaging spectrometer [1], however other imagers exist, one
such example is NASA’s Moderate Resolution Imaging Spectroradiometer (MODIS)
[2].
While there are some existing techniques for spectral analysis of water, these tech-
niques, such as the band-ratio algorithms [3, 4, 5, 6], and the derivative analysis
algorithms [7, 8, 9] are limited in their accuracy, as they ignore large amounts of the
available information [9, 10].
1.2 Motivation
The goal of this project is to use Bayesian inference on an atmospheric-water model,
in conjunction with analysis of hyperspectral satellite images, to estimate water con-
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2 Introduction
stituents. We provide a method of obtaining a quantitative estimate of the concentra-
tion of constituents in water along with an estimate of the uncertainty of the result.
A hyperspectral image taken by a satellite or aircraft can map a large area of wa-
ter. Each pixel of a hyperspectral image characterises the spectrum of reflected light
across a large range of wavelengths encompassing the entire visible spectrum. The
information provided in the image can include up to 100 discrete frequency bands
per pixel. In contrast a conventional image records only 3 discrete frequency bands
(for example, a RGB encoded image contains only spectral data from single red, blue
and green bands respectively). An example of such a hyperspectral device is NASA’s
MODIS [2].
Figure 1.1: MODIS satellite image of the Sea of Okhotsk [2], showing the green colouration of the
water where relatively high concentrations of Chlorophyll are present. This image also shows the
effect caused by clouds. Widespread clouds allow very little information to be determined.
For the purposes of this research the main water constituent of interest is Chlorophyll.
Chlorophyll is a pigment which is found in abundance in plants and algae and it is a
critical part of the process of photosynthesis [10]. Chlorophyll tends to absorb red and
blue light, thus it appears as a strong green colour. This colour is often observable
from a large distance, for example, the green colouration of the Sea of Okhotsk in the
satellite image from the MODIS satellite in Figure 1.1.
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1.2.1 Algal Blooms
Over 5000 species of marine phytoplankton have been described worldwide, typically
ranging from less than 1µm to over 100µm in size (Sournia et al. 1991, cited in
Blondeua-Patissier et al 2014 [10]). These phytoplankton (or algae), while too small
to be visible on their own, they will colour the water in large concentrations.
Small changes in local climate or water-borne nutrient levels can cause large changes in
the phytoplankton population and hence the concentration of these organisms can be
used an indicator of larger scale phenomena such as climate change or water pollution.
An algal bloom is the colloquial name for the rapid increase or accumulation in the
population of algae in water. Blooms of these organisms are attributed to two factors:
natural processes such as circulation and river flow, and anothropogenic actions which
lead to eutrophication of the water. The latter is mistakenly assumed to be the pri-
mary cause of all blooms, which is not fully supported by research [11]. Regardless of
the cause, harmful algal blooms (HABs) can be particularly damaging to the environ-
ment. The most severe, and therefore memorable, effects of HABs include mortalities
to fish, birds, mammals (including humans) as well as respiratory or digestive tract
problems, memory loss, seizures, lesions and skin irritation. Coastal resources such
as submerged aquatic vegetation are also damaged [11].
The concentration of Chlorophyll-A (Chl-A) is the most direct proxy for phytoplank-
ton biomass, because, put simply, photosynthetic organisms have it in abundance,
and others do not [12]. The ability to track changes in the Chlorophyll concentration
in local bodies of water remotely with an automated process would allow dynamic
responses to these changes without the need for labour intensive measurements. For
example Chlorophyll is a proxy for nitrate pollution from fertiliser run-off [13] and
tracking this Chlorophyll would help track the pollutants.
1.3 Overview of Techniques
The existing methodology for Chlorophyll detection from remote sensing is indirect
and typically based on ratio analysis of hyperspectral data [10, 3, 4, 5, 6]. Certain
wavelengths of light reflectance are examined and either the derivatives of the re-
flectance or ratios of different bands, or a combination of the two, are analysed to
detect the Chlorophyll concentrations.
This class of algorithms use a limited set of wavelength bands, and the concentration
is calculated based on an empirical relationship between those bands. More detail on
this current methodology is provided in Chapter 3.
In the most recent literature [14, 15] there has been a discussion of model-based inver-
sion methods, where a detailed model of the processes that occur during light transfer
from sun to sensor allows a more succinctly informed calculation of the quantities of
Chlorophyll in water.
4 Introduction
Figure 1.2: The contribution of the water-leaving radiance (dashed dotted line) to the total radiance
at the top of the atmosphere (dashed line) is very limited in comparison to the contribution from
light scattering (solid line). [16].
In order to accurately map the Chlorophyll concentration based on data from hyper-
spectral images, it is crucial that the model of the atmosphere used for the inference
has an accurate atmospheric correction of the radiative transfer. Approximately 90%
of the radiance at the sensor is due to scattering effects (see Figure 1.2) and any
significant error in the modelling of these effects will mask the effects of variable
Chlorophyll concentration.
For example in Figure 1.3 we show some of the possible paths including direct reflec-
tion and scattering off the ocean surface, scattering into the path before reaching the
ocean, scattering after reflection, scattering in the ocean and direct reflection off the
sea floor. It should be noted than along with these six possible paths, there are infinite
other possibilities with multiple scattering events. Also at any point the photons may
be scattered or absorbed out of the path to the sensor.
Because of these dominant atmospheric effects, model-based approaches require accu-
rate atmospheric models, as well as models of the water and the air-water interface.
This is described more in Chapter 3.
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Figure 1.3: Examples of paths that light may take from entering the atmosphere from the Sun, until
reaching the hyperspectral camera in an orbiting satellite (or any other airborne sensor). The outer
lines are marked 1-6 for the purposes of explaining some of the possible different paths. 1: The
light is refracted into the ocean, then scattered in the ocean, refracted back into the atmosphere and
then travels to the sensor. 2: The light is reflected off the surface of the water then later scattered
toward the sensor. 3: The light is refracted into the ocean, then reflected off the bottom of the ocean
(seabed), it is then refracted towards the sensor. 4: The light is directly reflected off the ocean’s
surface towards the sensor. 5: The light is scattered toward the sensor before ever reaching the
ocean. 6: The light is scattered (not reflected) off the ocean’s surface towards the sensor
In this thesis we develop a calibration method for our atmospheric model and imple-
ment a technical device capable of providing accurate data for the calibration, as well
as provide a description of the performance of this model.
1.4 Historical Background
The idea that information about optically active constituents in water can be obtained
from the spectral reflectance of the water is not new (Steeman-Nielsen 1937, Steeman-
Nielsen & Jenson 1957, Steeman-Nielsen 1963 as cited in Blondeua-Patissier et al 2014
[10]). In this section we outline some of the other significant studies over the last 40
years.
In the early 1980s the concept of imaging spectroscopy, or hyperspectral imaging began
to develop. Imaging spectrometers sample in many spectral channels per detector
pixel, such that a complete spectrum can be reconstructed for the specified wavelength
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region [17]. Since this time many different types of imaging spectrometers have been
developed with data taken remotely from platforms such as aircraft and satellites [14].
The mid 1980s were the time at which the first attempts at atmospheric correction
of remote sensing imaging were done. These were empirical approaches which include
the empirical line procedure (Roberts et al. 1985, Conet et al. 1987), the flat field
correction approach (Roberts et al. 1986) and Internal Average Reflectance (IAR)
(Kruse 1988) (as cited in Gao et al 2009 [14]).
1.4.1 Atmospheric Correction
The IAR approach calculates the average spectrum across the image and divides the
spectrum at each pixel by the average. The normalised spectrum is then used to
approximate the relative reflectance at each pixel. The flat field approach assumes
there is a neutral area in the image (a flat field) with little variation in wavelength,
which is used to estimate the relative reflectance of the rest of the image.
These approaches require no field measurement of the reflectance spectrum, and they
often have some absorption features which are not present in the real reflectance
spectrum. This is due to the flat field or average spectrum often having absorption
features and are not a complete neutral spectrum as assumed by the process[14].
The empirical line approach requires at least two field measured reflectance spectra,
one bright and one dark surface. Then the remotely measured spectrum is linearly
compared against these two. This gives gain and offset curves which, applied to the
whole image, allows the derivation of the actual reflectance. This method gives a
more accurate reflectance spectrum, but requires actual field measurements from the
current time and place where the spectrum is recorded.
For atmospheric corrections over water, an empirical ‘cloud shadow’ method is devel-
oped in the 1990s (Reinersman et al. 1990). This method calculates the difference
between the total irradiance from a cloud shaded pixel and a neighbouring pixel hav-
ing similar optical properties. The difference of these two pixels is used to perform
the atmospheric correction. A further implementation of the cloud shadow method
is described by Lee et al [18]. Furthermore some studies such as Filippi et al (2006)
have used high spatial resolution hyperspectral imagery and the shadows cast by tree
lines or cliffs along coastlines to do the atmospheric correction [19].
Alternatively, algorithms for atmospheric correction have developed which are based
on rigorous radiative transfer models. These models attempt to describe the absorp-
tion and scattering effects of the gases and aerosols that the atmosphere is composed
of, in order to derive the surface reflectance. A simple model called SPCTRAL2 was
developed [20, 21, 22] which calculated the direct and diffuse irradiance for horizontal
and tilted planes on the earth’s surface for cloudless atmospheres. This model involved
the comparison of limited outdoor measurements and rigorous radiative transfer codes
and required a large amount of calculated absorption coefficients.
Several other atmospheric correction models were developed at a similar time eg,
Leckner (1978) [23], Justus and Paris (1985) [24], Green and Chai (1988) [25]. How-
ever, these models are specific for atmospheric correction above land. That is the
algorithms use continental properties and hence are not directly useful for remote
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sensing of oceanic water constituents. For reference, there are many, more recent
algorithms developed for above land, including HATCH (Qu et all 2003), FLAASH
(Alder-Golden et al 1999), ISDAS (Staenz et al 1998) and ATCOR (Richter 1996,
1998, Ritcher and Schlaepfer 2002) as cited in Gao et al 2009 [14].
The main reason these continental models are not useful for our purposes are the
large differences in the concentrations of aerosols in the maritime and continental at-
mospheres. This causes a difference in the transmittance for these environments. Also
most of these continental models make the assumption that the land is a Lambertian
surface, which is not a valid approximation for oceans [14, 26]. Above land there is a
component in the diffuse irradiance resulting from multiple reflections between land
and air. Above the ocean this component is negligible [14].
In 1990 Gregg and Carder [26] presented a modified version of the Bird and Riordan
model incorporating many of the previously mentioned models to calculate the cor-
rection in a maritime environment. This model subtracts the surface reflectance to
obtain the downwelling irradiance below the surface. While it still assumes purely
cloudless conditions, this is the first model which takes into account wind speed when
calculating the reflectance on the ocean surface. This is an important development as
wind-speed can have a dominating effect on the amount of water-leaving radiance. It
also takes into account the incoming angle of direct irradiance.
During the latter part of the 1990s the Naval Research Laboratory in the USA de-
veloped a different model called TAFKAA (Gao. 2000 [27]). This model estimates
water-leaving reflectance which is used to estimate the surface colour, and this is the
basis of the constituent concentration estimate. Wavelength bands at wavelengths
larger than 860nm, where the surface reflectance of the water is close to zero, are
used to derive the information on the atmospheric aerosols. The aerosol informa-
tion is then extrapolated to the visible band based on aerosol models to retrieve the
water-leaving radiance [14].
Since the turn of the century more radiative-transfer based algorithms have been
developed for hyperspectral remote sensing of ocean colour. These include Gregg
updating his 1990 model in 2002, Adler-Golden et al. (2005), Sterckx and Debruyn
(2004), and Miksa et al. (2006). However, in 2012 Peter Gege [15] published a
new analytic model for the direct and diffuse component of the downwelling spectral
irradiance in water.
Gege’s model takes a slightly different approach in that it does not use the empirical
relationship between wind speed and surface reflectance. It is based on the induced
changes in the intensity of the diffuse and direct irradiance, which are assumed to
be two, spectrally well-defined light sources with unknown intensities. Their spec-
tral shapes at depth z are calculated individually using an analytic model, and their
intensities are considered to be fit parameters during data analysis. Results of data
analysis are a number of model parameters, such as the sensor depth, and concentra-
tions of water constituents as well as separation of direct and diffuse irradiances (Edd
and Eds, respectively) [15]. The adaptation of Gege’s model that was used in this
project is explained in detail in Chapter 8.
Finally, the preliminary work on this project done by Sulheim (2013) combines com-
ponents from many of the aforementioned models to present the previous incarnation
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of the model presented in this thesis. Sulheim [16] also presents an evaluation of that
version of the model with comparisons to the HICO and NOMAD data sets.
1.5 Thesis Outline
The remainder of the thesis is composed of three parts. The first part explores the
background to the work, building on this introduction chapter. Chapter 2 presents
theoretical information relating the atmosphere, radiative light transfer and light scat-
tering. Chapter 3 explains the existing water constituent retrieval methods and cal-
culations, including band-ratio, derivative and model inversion methods.
The second part presents the sensor platform developed during this work and describes
its operation. Chapter 4 describes the compact, lightweight, portable sensor platform
designed for this project. Chapter 5 presents the device driver written to operate
the Ocean Optics spectrometers which collects the light spectra as part of the sensor
system. Chapter 6 describes the characterisation of sensor performance, including the
extensive calibration of the spectrometers. Part two closes with a description of the
data collection apparatus, as well as data produced by these apparatus.
Finally the third part explains the inference model for remote sensing of water con-
stituents, as well as the data collection and evaluation of this data in comparison to
the model. Included in this section is a brief description of the operation of the HICO
satellite sensor platform which provides the hyperspectral images we used.







Radiative Transfer and The
Atmosphere
In this chapter a brief description of the atmosphere is given and some commonly
used atmosphere models are described. Some radiative transfer concepts are then ex-
plained. The chapter finishes with a detailed look at the formulation of light scattering
concepts.
The atmosphere is the ever-changing collection of particles that envelope the Earth.
This ever-changing nature makes the atmosphere difficult to model exactly. The
common methods for modelling the atmosphere involve breaking the atmosphere into
various different layers which are treated as areas with different conditions and effects
on light.
The vertical profile of the atmosphere is divided into four main sections. These are
the troposphere, stratosphere, mesosphere and thermosphere.
The lowest of these layers and the one we live in, the troposphere, is characterised
by a decrease in temperature with respect to altitude at a roughly linear rate of
6.5Kkm−1. This layer is where nearly all water vapour, clouds, and precipitation
occurs. The tropopause, the top of the troposphere, ranges in height, but average
distance is 9km for the Earth’s poles and 16km for the equator. The stratosphere
is above the troposphere and is characterised by an isothermal layer to about 20km
altitude and above which the temperature increases at a ‘faster’ than linear rate.
The majority of the atmospheric ozone lies in this layer, and there is also aerosols
present. Around 50− 55km is the stratopause and above this is the mesosphere. The
mesosphere is characterised by the temperature again decreasing with height. Finally
above around 80−100km is the thermosphere. Here the temperature can vary greatly
with solar activity, but it is the area above the coldest point in the atmosphere. A
diagram of this structure is given in Figure 2.1.
The composition of the atmosphere is made up primarily of a group of permanent
constituents which have partial densities that are reasonably constant. There is also
a group of variable constituents whose densities vary over time. Along with this there
are aerosol and cloud densities which vary greatly with both space and time.
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Figure 2.1: The temperature profile of the Earth’s atmosphere [28]. The different layers of the atmo-
sphere are illustrated, and it can be seen these layers have strong distinctions in their temperature
profiles.
2.1 Models of the Atmosphere
The standard approximations used to model the atmosphere includes dividing it into
layers with constant temperature gradients and assuming that the gases in the at-
mosphere behave like ideal gases [29, 30]. With these approximations in place, it is
simple to calculate the pressure and density as a function of altitude.
The two most common models, the International Standard Atmosphere (ISA), and
the US Standard Atmosphere, both incorporate these assumptions. They are however,
much too vague and inaccurate for the calculations required in the radiative transfer
models we wish to use.
Two of the common newer models are the Jacchia-70 Reference Atmosphere [31] by
NASA, which is commonly used in spacecraft dynamics and the NRLMSISE-00 [32],
from the Naval Research Laboratory (USA). The NRLMSISE-00 stands for Naval
Research Laboratory Mass Spectroscopy and Incoherent Radar. The 00 refers to the
year 2000, its release year. NRLMSISE-00 takes the time, geographical position, daily
magnetic index, and solar flux (at near peak wavelength 10.7nm).
The NRLMSISE-00 is used in our model of the atmosphere to provide details about
the number density, temperature, density and pressure,of different gases and the at-
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mosphere as a whole, as functions of altitude. The NRLMSISE-00 model is described
in Picone et al [32]. It is a flexible, semi-empirical view of its extensive underlying
database, which takes statistical variability into account while extrapolating among
the underlying data to estimate atmospheric conditions for time, geophysical condi-
tions, and locations not explicitly covered by the database [32]. The NRLMSISE-00
oxygen density data set is plotted against altitude in Figure 2.2.






























Oxygen density at different altitude from NRLMSISE-00
Figure 2.2: Oxygen density data set from NRLMSISE-00. The oxygen density is shown on a loga-
rithmic scale vs altitude in kilometres on a linear scale [16].
2.2 Radiative Transfer
Radiative transfer is the physical phenomenon of energy transfer via electromagnetic
radiation. The propagation of this radiation through a medium is affected by absorp-
tion, emission and scattering processes.
In Figure 2.3 different pathways of radiation propagation are illustrated including
scattering, emission and absorption events. Note that light may be scattered into or
out of any given path.
14 Radiative Transfer and The Atmosphere
Figure 2.3: A simple diagram illustrating the different possible pathways of radiation from a source to
a destination. Emission, absorption, and scattering events are shown. From top to bottom; a direct
path from source to destination, a photon which is absorbed by the medium, a photon scattered out
of the original path, a photon being emitted along the path, and finally a photon scattering into the
path.
2.2.1 Solid Angle
The analysis of radiation often requires the consideration of the amount of radiation
confined to an element of solid angle either coming into or going out of a point in space.
A solid angle is defined as the ratio of the area σ of a spherical surface normalised by
the square of the radius, [29]:
Ω = σ/r2. (2.1)
The units of which are steradians (sr). A sphere for example has a solid angle of 4π
sr. The differential element of solid angle is:
∂Ω = sin θ∂θ∂φ. (2.2)
Where θ and φ denote the zenith and azimuthal angles respectively in spherical coor-
dinates.
2.2.2 Characteristic Size
When talking about light scattering, characteristic size is a quantity that relates
the size of a particle to the wavelength of light incident upon that particle. It is
an important quantity, given that certain generalisations can be made about the





where λ is the wavelength of the incoming radiation and r is the particle radius.
Although the general theory of light scattering is mathematically complicated, the
two limiting cases, ie x << 1 or x ≥ 1, are tractable and the scattering cross sections
can be given analytically. The limits are called Rayleigh and Mie scattering regimes,
respectively.
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2.2.3 Black Body Radiation
A black-body is a hypothetical object in which absorption is assumed to be complete.
Emission by a black-body is the converse of absorption and is governed by Planck’s





Where Bλ(T ) is the spectral radiance of the body. This is often a good approximation
for the Sun’s irradiance as long as we don’t need to be too accurate for specific
wavelengths and therefore can be used as a test of the model. For this project we
used for the temperature of the Sun 5777K [29].
2.2.4 Solar Constant
The solar constant S is a quantity denoting the amount of total solar energy reaching
an area (1m2) of the top of the Earth’s atmosphere. This is depicted in Figure 2.4.
It is defined as the flux of solar energy, across a surface of unit area normal to the
solar beam at the mean solar distance (Earth-Sun). The current estimate of the solar
constant is 1361Wm−2 given a surface temperature of the Sun as 5777K.
Figure 2.4: The light incident on the top of the atmosphere from the Sun and the energy associated
with that is denoted by the solar constant. On average 1361Wm−2 is incident at the top of the
atmosphere.
The distribution of solar radiation as a function of wavelength, incident at the top
of the Earth’s atmosphere is called the solar spectrum. The solar constant can be
thought of as the integral of the solar spectrum across the entire spectrum.
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2.2.5 The Radiative Transfer Equation (RTE)
Consider a beam of radiation travelling through some medium. It will be weakened by
absorption and scattering out of the beam and strengthened by emission and scattering
into the beam. We can say that the intensity of radiation Iλ will become Iλ + dIλ
after moving ds in the direction of propagation. If we name the mass extinction cross
section kλ, the source function jλ, and the density ρ, then we can write a form of
equation governing radiative transfer,
dIλ = (−kλIλ + jλ)ρds. (2.5)
It is common to define the source function as Jλ ≡ jλ/kλ, this means that it has units
of radiant intensity and we can rewrite equation (2.5) in the following form:
dIλ
kλρds
= −Iλ + Jλ. (2.6)
This is the general form of the RTE and is independent of the choice of coordinate
system [30].
2.2.6 Beer-Bouguer-Lambert Law
Let us consider an atmosphere similar in temperature to Earth. Then consider that
emission contributions to the intensity of a beam of light, coming from a source
outside the atmosphere (for example, the Sun), can be neglected. If we also neglect
the diffuse radiation that is produced by scattering then the intensity of light along a
path s0 → s1 can be given by [30],








Assume a homogeneous medium, such that kλ is independent of the position on the





We now can state the Beer-Bouger-Lambert law [30]: the decrease in radiant intensity
traversing a homogeneous medium follows an exponential decay with argument as the
product of optical depth,
Iλ(s1) = Iλ(s0)e
−τ . (2.9)
2.2.7 Atmospheric Path Length
The optical path length is the product of geometric length of the path light follows
through a medium, and the index of refraction of the medium through which it passes.
The optical path-length is longer than the geometric path-length due to the bending
of the light path via refraction in the atmosphere.
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When the Sun is at the zenith this geometric path length is equal to the thickness of
the atmosphere. However for all other positions of the Sun it is longer. In this work
we use the definition of optical path length M(θ), given by Kasten and Young [33]:
M(θ) = 1/[cos θ + a(90o + b− θ)−c], (2.10)
where a, b and c are coefficients given in [33].
However, as this path length is for uniformly mixed components in the atmosphere,
for ozone and aerosols this is not correct and a specific ozone path-length needs to be
used. The Moz(θ) used here is given by Paltridge and Platt in [34] as
Moz(θ) = 1.0035(cos
2 θ + 0.007)
1
2 . (2.11)
This ozone path-length is longer than the optical path-length due to the large con-
centration of atmospheric oxygen in the stratosphere, compared to the ozone levels in
the rest of the atmosphere.
2.3 Light Scattering
Light scattering is induced by the incoming radiation incident on a particle. This po-
larises the particle, which in turn causes a diffuse electromagnetic field. This resultant
field is the scattered radiation we observe.
Figure 2.5: Multiple scattering processes with 1st, 2nd and 3rd order scattering to the vertical
direction. Light incident from the left scatters off the first particle in all directions, onto the second
particle and scattered off for secondary scattering and all directions again, including into the third
particle.
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There are two major types of light scattering by particles in the atmosphere and
in water. Rayleigh scattering, and Mie scattering, which are described in Sections
2.3.2 and 2.3.4 respectively. Rayleigh scattering is the scattering of light by molecules
smaller than the wavelength of the light, whereas the more general Mie scattering
describes the scattering of light off particles of comparable or larger size than the
wavelength of light [35].
Atmospheric particles are far enough apart that each scatters light in the same way
as if the other particles did not exist. This is also known as independent scattering.
However, in a scattering medium, the presence of these other particles lead to sec-
ondary and multiple scattering, where the light scatters off more than one particle as
it moves through the medium. This is illustrated in Figure 2.5.
2.3.1 Cross-section
The scattering cross-section, which has units of area, represents the amount of incident
energy that is removed from the original direction because of a single scattering event
on a particle and is redistributed on the sphere whose centre is the scatterer. In terms
of the scattering cross section, σs, we can write a general expression for scattered







where P (Θ) is the scattering phase function in terms of Θ which is the angle the light
can be scattered from the incident direction.








(ω2 − ω20)2 + γ2ω2
]
. (2.13)
Note that the cross-section is a property related to the shape and size of the scatterer
particle. In the single scatterer approximation, it is independent of density.
2.3.2 Rayleigh Scattering
The findings of Lord Rayleigh in 1871 led to the explanation of why the sky is blue,
and is a very good starting point for looking at light scattering in the atmosphere.
Rayleigh scattering, in general, applies to small (much smaller than the wavelength of
the light incident on the particle), homogeneous and isotropic particles. The incident
wave causes the particles to become polarised, and generates an oscillation of the
newly formed electric dipolar particles. The oscillation of the dipoles produces the
scattered wave of electromagnetic radiation, the scattered light.









1 + cos2 Θ
2
α2, (2.14)
where α is the polarisability of a single particle.
The I ∼ 1/λ4 relationship means that shorter wavelength light is scattered more by
the many small particles in the atmosphere. This is the major reason why the sky is
blue away from the direct beam of the sun. It is also the reason why the sky, when
the Sun is near the horizon, seems red as the blue light is scattered out by the time
the radiation has travelled through the atmosphere and reached our eyes.
If we reduce equation 2.13 to regions where frequencies are much smaller than reso-








For molecules the cross section is more complicated due to the presence of several









The wavelength/frequency dependency remains.
It can be seen then, that Rayleigh scattering increase greatly with frequency, or con-
versely decreases strongly with wavelength. Because of this strong inverse relationship
to wavelength, Rayleigh scattering dominates the blue region of the spectrum.
2.3.3 Scattering Phase Function
The phase function is a measure of the distribution of how much energy is scattered






P (cos Θ) sin ΘdΘdφ = 1. (2.17)
This equation says that the phase function is normalised to unity. Thus over the
entire sphere the phase function does not scale the energy and can be used to de-
fine angular dependency without changing the total radiated energy. Essentially the
angular distribution of the scattered intensity is proportional to the phase function.




(1 + cos2 Θ) (2.18)
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While the more general Henyey-Greenstein (HG) phase function is given in terms of





(1 + g2 − 2g cos Θ)3/2
(2.19)
The factor of 1
4π
is to ensure the phase functions are normalised, while traditionally
the Rayleigh function is quoted without this, (the factor at the front is 3/4).
When calculating the effects of scattering on incoming light, as we want to do in
this project, the choice of phase function is important, because it determines the
distribution of out-scattered light.
Figure 2.6: Comparison of Rayleigh and pure HG phase functions with g = 0.
The Rayleigh phase function calculates the effect of Rayleigh scattering accurately
but this is the limit of its usefulness. The HG phase function provides a much more
accurate approximation of the distribution for scattering off larger particles. However,
the HG phase function does not match the Rayleigh phase function for the case where
the asymmetry vanishes, g = 0. This difference is illustrated in Figure 2.6 and we
consider it to be a technical difficulty.
To resolve this issue a modified HG phase function can be used [37], which more
accurately describes the physical behaviour, in conditions that fit the Rayleigh criteria
(small, homogeneous, and isotropic particles), but also in conditions that do not. The







1 + cos2 θ
(1 + g2 − 2g cos Θ)3/2
. (2.20)
It can be seen in fact that by setting g = 0 the new MHG reduces exactly to the
Rayleigh phase function.
This means we can use this improved phase function to model Rayleigh scattering
as well. Moreover this MHG phase function can also be used to approximate Mie
scattering of larger particles, as g approaches 1 the forward scattering probability
increases and the phase function adjusts to accommodate this as illustrated in Figure
2.7.
While this is a simplification of Mie scattering, see Section 2.3.4, it is a good enough
approximation for our calculations.
Figure 2.7: Modified Henyey-Greenstein phase function shown for g = 0, g = 0.65, and g = 0.85.
2.3.4 Mie Scattering
Mie (or Lorenz-Mie) scattering is the application of Maxwell’s equations to an incident
plane wave on an isotropic, homogeneous, dielectric sphere Liou [29]. It is equally
applicable to spheres of all sizes, refractive indices and for radiation at all wavelengths.
Whereas Rayleigh scattering is an approximation for small particles, Mie scattering
is a more general result and hence much more complex.
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Briefly, Maxwell’s equations are solved in spherical co-ordinates through separation
of variables. The incident plane wave is expanded in Legendre polynomials so the
solutions inside and outside the sphere can be matched at the boundary. The solution
sought is at a distance much larger than the wavelength, d  λ, in the so-called
far-field zone. See Liou [29] for the derivation.












[bnπn(cos Θ) + anτn(cos Θ)]
(2.21)
where Θ is the scattering angle. These infinite series can be physically interpreted
as a multi-pole expansion of scattered light (Hansen and Travis, 1974). Thus, the a1


























where α = ka = 2πa/λ is the size parameter, m is the index of refraction, a is the
particle radius, and ψn and ξn are related to spherical Bessel functions. They are
characteristic of spherical geometry and arise when solving the wave equation. The
prime indicates the first derivative with respect to r. The majority of the effort in
carrying out Mie calculations is in determining the coefficients an and bn.








For polarised light Stokes parameters are required. In essence the resultant Stokes


















P11(Θ) P12(Θ) 0 0
P12(Θ) P11(Θ) 0 0
0 0 P33(Θ) P34(Θ)
0 0 −P34(Θ) P33(Θ)
 , (2.26)




















From here it is possible for the Mie scattering, absorption, and extinction cross-
sections to all be expressed in terms of the an and bn coefficients [38].






(2n+ 1)Re(an + bn), (2.28)
where Re() refers to the real part of the argument. The Mie absorption cross section
σa is
σa = σe − σs. (2.29)






(2n+ 1)(|an|2 + |bn|2). (2.30)
Using the results from this section, we can write expressions for the resultant outgoing








where these components represent a spherical wave with its centre being at the col-
lision event, wand its amplitude and the polarisation are functions of the scattering
angle θ [29].
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Chapter 3
Existing water constituent retrieval
calculations and methods.
In this chapter we give an outline of the existing methodology of determining water
constituents from reflectance spectra. There are many different methods described in
the literature and we have concentrated on the most commonly used as well as on
those methods that can be seen as the precursor to the model inversion method we
develop.
3.1 Band-Ratio algorithms
Chlorophyll-A (Chl-A) concentrations can be empirically related to the water-leaving
reflectance. These relationships are often derived using large, sometimes global data-
sets and reflectance measurements. Blue-Green algorithms are the most common
because most of the phytoplankton reflectance comes in this section of the spectrum.
These algorithms work best in deep water oceanic environments due to low concentra-
tions of Coloured Dissolved Organic Matter (CDOM) and other blue-green sensitive
suspended sediments [10, 3]. Therefore this region of the spectrum also becomes less
sensitive to changes in Chl-A concentrations in coastal, more eutrophic waters. Be-
cause increasing concentrations of CDOM and Total Suspended Matter (TSM) convo-
lute the spectra a more reliable section of the spectrum can be the red to near-infrared
(NIR) band (> 620nm).
The red-NIR region of the reflectance spectrum is very important for the remote
sensing of inland and coastal waters, due to the strong spectral features of Chlorophyll-
A that appear in this region [4]. Chlorophyll has an absorption minimum near 660nm
[39] and a strong fluorescence peak near 680nm [3, 4, 39]. The spectral features in
this region are less affected by the concentrations of CDOM and TSM [10, 5] than
those in the blue-green regions.
Increasing Chlorophyll concentration is accompanied by a red-shifting of the fluores-
cence peak towards the longer wavelength NIR region (≈ 710nm for > 100mgm−3).
See Gitelson 1992 [4] for a more detailed description of this red-shift.
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There are several red-NIR band ratio algorithms which estimate the concentration
of Chl-A from reflectance spectra. A common theme in these algorithms is that
higher concentrations of algae cause this peak to shift towards the NIR around 710nm
[4, 39, 5, 40]. The ratio of the reflectance intensity at different wavelengths is looked
at and used to determine a qualitative Chl-A level. Examples of two-band algorithm
wavelength ratios that may be used are given in the literature [4, 5, 40].
Using the MERIS (Medium Resolution Imaging Spectrometer) satellite reflectances,
Moses et al [6] calibrated the a way to calculate the Chl-A concentration using an
algorithm for both a two band ratio,
[Chl − A] = 61.324 ∗ R(708)
R(665)
− 33.74, (3.1)
and also a three-band algorithm,










Where R() refers to the reflectance radiance at the wavelength (in nm) specified by
the argument.
These types of algorithms all follow similar ideas, where only a very limited wavelength
bands are used and the concentration is calculated based on an empirical relationship
between those bands. Some more advanced ratio algorithms include Fluorescence
Line Height (FLH), Maximum Chlorophyll Index (MCL), Floating Algae Index (FAI),
Scaled Algae Index (SAI), Colour Index Algorithm (CIA), see Blondeau-Patissier et
al 2014 [10] for more detail on these methods.
3.1.1 Limitations of Band-Ratio Methods
Most of the reflectance band-ratios are designed for global deep water environments.
This can lead to a large amount of erroneous results in coastal waters. Because these
band ratio algorithms do not take into account other known information, such as
regional variations in water depth, weather effects or concentrations of other water
constituents.
A major problem with these methods is the lack of a robust model for the out of
water effects such as atmospheric variations, cloud formation, for aerosol generation
or surface reflective effects. Given the compounding effect that the red-shift will have
in different concentrations mean that the estimations these methods provide may not
even fall between a ±35% margin of error [10].
The band-ratio methods also do not quantify uncertainties in their results. As such,
they rely on comparison with in situ measurements without any accuracy checking
thus they are unreliable.
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3.2 Derivative Algorithms
An alternative method that is an extension on the ratio algorithms are the so called
reflectance derivative algorithms. In the early 1990s these techniques began to appear,
where the derivatives of spectral reflectivity with respect to wavelength are what is
analysed instead of the reflectivity itself. Even at this early stage derivative analysis
was being used to look at water constituents (Dick and Miller, 1991), correction
of atmospheric effects (Philpot, 1991), band decomposition (Hugeuenin and Jones,
1986), and estimation of suspended sediment particles (Chen and Curren, 1992 [8]).
Furthermore, derivative spectra have been used for measuring concentrations of sus-
pended particles and for calibrating the signal from certain sediments out of the
reflectance spectrum [40, 7, 8, 41].
It became well known that to reduce some of the issues talked about in the previous
section. The derivative of the reflectance spectrum, somewhat magnifies certain spec-
tral features, thus brings to light some of the more subtle characteristics, which may
not be clear from the original spectrum [42].
Figure 3.1: Sketch showing the amplification of narrow band features possible by using the derivative
spectroscopy methods, courtesy of N. Tufillaro [39]
The derivative methods can be useful for untangling spectral components when the
underlying processes have different characteristic half-widths [39].
The standard procedure in derivative spectroscopy is to compute all the derivatives
up to fifth order, and to use the second, fourth and fifth derivatives to detect ab-
sorption band positions. If the second derivative has negative magnitude at a specific
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wavelength, the fourth positive, and the fifth has zero crossing points, then it can
be inferred that there is an absorption band at that wavelength of the zero crossing
point in the fifth derivative [42]. Because this is a pixel-independent process, it can
be easily repeated, as well as run in parallel, across an entire hyperspectral image to
look for the presence of different constituents.
There are different ways of calculating the derivative of the reflectance and due to
the finite width of the wavelength bins a functional differential is impossible. Tsai









where i and j refer to the adjacent wavelength bins.
Other methods of obtaining the derivative were also proposed, Hugeuenin and Jones
as cited in Ruffin and King [42] used a least squares approach, wherein a least squares
fit is performed on a region of interest in the spectrum to obtain a polynomial. Fol-
lowing this the derivative spectrum is calculated by differentiating the polynomial
and evaluating at the points of interest. This method is, however, computationally
expensive.
Ruffin and King proposed Savitzky-Golay (SG) filtering as an extension of the least
squares approach and analysed its effectiveness [42, 43]. The Savitzky-Golay method
for reducing noise on the derivative spectrum has replaced the previously used cubic-
splines as the more common noise reduction process [39].
3.2.1 Issues with Reflectance-Derivative Measurement
One of the major problems with derivative analysis is the degradation of signal to noise
ratios with each successive differentiation. Hence many of these derivative methods
require smoothing algorithms to be applied to the spectra prior to analysis. This
introduces a trade-off between increased noise in the higher order derivatives, or losing
some of the less prominent spectral features to the smoothing process.
Most of the literature addresses this noise problem, and the most common method
is to apply a least squares fitting technique. The aforementioned Savitzky-Golay
technique is a popular choice. However, the SG technique assumes that the random
noise has similar characteristics throughout the spectrum. Kawata and Minami [44]
proposed that since the random noise usually varies over the spectrum, a polynomial
curve fitting might actually alter the waveform rather than simply reduce noise [9].
Another issue with derivative analysis comes from the fact that it relies heavily on high
resolution spectra to allow for their derivative features to appear. While derivative
noise can become a problem at these high resolutions, a low spectral resolution or high
band separation means that the features to be highlighted by this type of analysis
may not appear at all. This band separation or resolution also causes other deviations
of spectral features in derivative analysis, namely a shift of spectral features when the
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original spectrum is not symmetric. See Tsai and Philpot (1998) [9] for a more detailed
analysis into the effects of band separation in derivative spectral analysis.
3.3 Previous Model Inversion Methods
As mentioned in Section 1.4 we take a different approach to the aforementioned meth-
ods and use what is known as a model inversion method. This involves having a
detailed and extensive model of all the processes affecting the light from Sun to sea,
including the processes in the water, and then as the radiation travels back to the
sensor. Analysing the spectra with respect to all of these processes to find the con-
centration of Chlorophyll then becomes the inverse problem that we attempt to solve.
In this section we outline some of the progress made in the area of model inversion
methods, and we will start with Gregg and Carder’s 1990 model mentioned earlier
[26]. They present a simple spectral solar irradiance model which was developed as
an extension to other models ( [20, 23, 24, 25] ) to compute the solar irradiance at,
and just below, the surface of the ocean.
Gregg and Carder’s was one of the first models to use an even and high spectral
resolution alleviating some of the problems faced by the earlier models where the
lower or uneven resolution didn’t allow for analyses on certain spectral regions. At
the time of the model’s development there were several high resolution hyperspectral
sensors under construction and to fully utilise the technology of these devices a high
resolution model was required.
To achieve this the spectral range was limited to 350nm-700nm. While this was done
to reduce the complexity of calculations this region still covers the primary regions of
the sensors that were to be used with the model [26].
In 2002 Gregg published an updated version of the model, with his Ocean-Atmosphere
Radiative Model (OARM), which expanded the range up to 200nm-4µm and to com-
pensate for this increase in complexity the spectral resolution was greatly reduced and
made variable across the spectrum, to allow for more reasonable computation times.
This model used the clear sky model of the 1990 Gregg and Carder paper and the
relied on Slingo (1989) [45] for spectral cloud transmittance.
A further update was made to this model in 2008 with the Ocean-Atmosphere Spectral
Irradiance model (OASIM), presented by Gregg and Casey [46]. In this update the
spectral range remained 200nm-4µm to cover approximately 99% of the total solar
irradiance at the top of the atmosphere. The spectral resolution is again reduced with
just 33 bands across the spectra in this version of the model.
Gregg’s models form the basis of our atmospheric model which is presented in detail
in Chapter 8.
In 2012 Peter Gege [15] published a new analytic model for the direct and diffuse
component of the downwelling spectral irradiance in the water. This model deals
almost entirely with the transmittance while the light is in the water, and as mentioned
in the introduction, the approach of this model is based on the induced changes in
the intensity of the diffuse and direct irradiance.








Unmanned Aerial Vehicles (UAV’s) and other connected mobile sensor platforms al-
low surveying large areas rapidly. This chapter describes a compact, lightweight,
low-powered platform for hyperspectral sensing. The sensor system needed to be de-
veloped such that it was able to either be deployed by a single user on any mobile or
stationary sensor platforms.
We want to collect both downwelling and upwelling radiation simultaneously, hence
the apparatus is required to be able to point both up and down simultaneously. The
aim of designing this sensor is to use it and the data collected by it, to calibrate
atmosphere-water inference models, in particular our version of this model, initially
compiled by Sulheim [16] and rewritten during the course of the work done for this
thesis.
The components of this sensor platform are a lightweight USB spectrometer (or more
than one) connected to a modern network-enabled single board embedded computer.
This chapter describes hardware. The device driver written as part of this thesis, that
enables the parts of the sensor system to work together is described in Chapter 5.
Figure 4.1: Joint picture of the sensor system, showing the collection end and the spectrometer
plugged into a Raspberry Pi.
The spectrometer uses fibre-optic cables to collect spectral information and to com-
municate with the embedded computer via the open source software. It sends data
to the computer which acts as an interface towards the network and also saves the
spectral information in a predefined data format, see Figure 4.2.
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Figure 4.2: Diagram demonstrating the arrangement of the sensor platform with arrows showing
directions of information flow. In this system the embedded computer is controlling two USB spec-
trometers collecting spectral data simultaneously.
4.1 Fibre Spectrometer
Most fibre spectrometers work in the same way. The light enters via a fibre coupler,
eg a SMA-905 connector. A common design of the spectrometers optical bench is
an asymmetric crossed Czerny-Turner design [47]. The internal structures of this
arrangement are shown in Figure 4.3.
In this design, the incident light is introduced through the fibre and collimated by a
collimating mirror. This collimated light is dispersed by the planar diffraction grating,
then reflected onto the imaging detector via the image focusing mirror. This system
is compact, robust and there are no moving parts.
We conducted an investigation into possible and suitable spectrometers. This work
requires a spectrometer which covers the visible spectrum and ideally extends out to
the near IR and near UV bands. We desired our sensor system to be compact and
lightweight. The device also needed to be able to achieve an accurate spectral capture
at high spectral resolution.
4.1.1 CMOS Detector Noise
A CMOS (or Complementary Metal–Oxide–Semiconductor) detector is an active pixel
sensor. The incoming photon stream on each individual pixel is recorded as an electric
potential, and then converted into digital data. The number of photons detected by
the pixel sensor in each wavelength bin is recorded via the electrical potential absorbed
by the sensor, the detector then records this as a photon count calculated from this
potential. Calibration of the device transforms this photon count into light intensity
at those wavelengths.
There are many sources that can cause temporal noise in CMOS image sensors. Shot
noise occurs when photo-electrons are generated and when dark current electrons are
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presented. Additional noise is added when resetting the photo-detector (reset noise)
and when reading out the pixel value (readout noise). The environmental interference
such as temperature variation, light-source humming, electromagnetic field, etc., can
all cause a fluctuation in the sensor output, and thus cause temporal noise [48].
Figure 4.3: Diagram showing the standard internal components of a miniature spectrometer and
the path the light follows from entry through the fibre connector until reaching the array detector.
The different wavelengths of light hit along the linear array detector at different pixels allowing the
spectral information to be captured.
Some of the sources of noise are described in more detail below:
Full Well: Full well (or Saturation Exposure) is the maximum number of photon-
generated or dark-current-generated electrons a pixel can hold. Full well is based on
the capacitance of the pixel at a given bias. Full well is determined by measuring the
capacitance of all pixels for the operational bias. In reality, the pixel analog circuitry
36 Sensor Description
will limit the signal swing on the pixel, so full well is defined as the number of electrons
that will bring the output to the specified saturation voltage.
Quantum Efficiency: Quantum Efficiency is a measurement of the pixel ability
to capture photon-generated charge as a function of wavelength. This is measured
at 10nm increments over the wavelength range of the sensor typically over the range
300nm to 1100nm. Measurements are taken using a stable light source that is filtered
using a monochromator. The exiting light from the monochromator is collimated to
provide a uniform flux that overfills a portion of the sensor area. The flux at a given
wavelength is measured using a calibrated radiometer and then the device under test
is substituted and its response measured.
Linearity: Linearity is an equal corresponding output signal of the sensor for a given
amount of photons incident on the pixel active area. Linearity is measured by plotting
the imager’s transfer function from dark to saturation and fitting a straight line from
5% to 75% of saturation. The maximum peak-to-peak deviation of the output voltage
from the ‘best fit’ straight line is computed (Epp) over the fitting range.
Average Dark Offset: The ‘dark offset’ is the voltage due to the accumulated
electrons for a given integration period that were no photons generated. Hence the
name dark current. There are a few sources in CMOS circuits for the dark current
and the dark current levels will vary even for a given process. Dark offset is measured
as the change in output voltage from integration time 0s to 1.0s with no light at
operating temperature = 24oC.
Note that the operating temperature is not fixed, and for long periods of operation
the operating temperature will increase as the board heats up which will change the
value of the Average Dark Offset, see Chapter 6 for more on how this was managed
in this sensor.
Read Noise: Read noise is the temporal or time-variant noise in the analog signal
due to thermal noise in the analog path. Read noise does not include spatial noise
such as fixed pattern noise (FPN). Read noise is measured at the output of the imager
with proper loading and bandwidth filtering at 50% saturation.
Image Lag: Image lag is the amount of residual signal in terms of percent of full
well on the current frame of video after injecting the previous frame of video. Image
lag is measured by illuminating a region of interest to 50% of saturation for one frame
and then rereading those pixels for the next and subsequent frames without light
exposure. Any remaining residual signal will be measured and recorded in terms of
percent of full well.
Dynamic Range: Dynamic range is determined by dividing the full-scale output
voltage swing by the root mean squared (rms) temporal read noise voltage. This can
be expressed as a ratio or in decibels.
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Dark Signal Non-Uniformity (DSNU)): Dark signal non-uniformity (DSNU),
also known as Fixed Pattern Noise (FPN), is a measure of pixel-to-pixel variation
when the array is in the dark. It is primarily due to dark current differences, reset
noise, and synchronous timing effects. It is a signal-independent noise and is additive
to the other noise sources. The FPN associated with the sensor consists of variations
in pixel offset. Offset variations within any pixel are inherently low due to active
column sensor technology. Similarly, gain related FPN is almost non-existent due to
active column sensor technology. FPN is measured as a peak-to-peak variation along
a line of video averaged to remove temporal noise.
Noise reduction is of utmost importance when recording hyperspectral data and a
good understanding of the noise sources on our device will lead to better results in
the sensors performance.
4.1.2 STS-VIS Spectrometers
We use Ocean Optic STS-VIS Mini-Spectrometers. For data collection we used these
with 400µm core fibre optics cables, with a cosine corrector expanding the field of
view (FOV) of the spectrometer, attached at the collection end.
Figure 4.4: Spectrometer and cosine corrector used for taking data during this project [49]. Images
are not to scale. The cosine correcter is much smaller than shown here, with the diameter being
similar to that of a standard drinking straw.
A Gershun tube was used initially for managing the FOV but this meant that the
diffuse radiance was limited compared to the model calculations which assume a full
180 degree FOV.
Both the spectrometer and the cosine corrector are shown in Figure 4.4. The STS-
VIS spectrometers in themselves are both compact (42mm× 40mm× 24mm, with a
15mm addition to the first dimension for the fibre connector which extends out from
one side), and light weighing only approximately 68g. The spectrometers and cosine
corrector use the standard SMA 905 fibre connector.
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The detector in the STS-VIS spectrometers is the ELIS1024 CMOS made by Panavi-
sion SVI LLC consisting of a linear array of high performance, low dark current photo-
diode pixels. It can operate at spectral resolutions of 1028, 512, 256 or 128 pixels across
the wavelength range specified by its parent device. For the STS-VIS the diffraction
grating is given as being 600gmm−1 and the detector pixels are 7.8µm× 125µm [50].
The device communicates via USB 2.0 which is perfect for us as we plan to use both
laptop computers for field measurements, as well as small, single board microcomput-
ers for scheduled data collection with the device deployed either in a fixed location or
on some moving object. For more on the Raspberry Pi (rPi) microcomputer chosen
for this job see Section 4.2
The devices can be powered via the USB cable and a single 5V , 1A supply can power
a rPi device as well as two STS-VIS spectrometers at once.
A figure of the Gershun tube kit that was used in initial data collection is shown in
Figure 4.5 for reference.
Figure 4.5: Gershun Tube Kit as used in the initial data collection is shown. It was later discarded
in favour of a cosine corrector to include all downwelling light in the FOV.
4.2 Embedded computer system
We need our sensor system to be controlled via an embedded computer. The computer
we chose for this system is the Raspberry Pi (rPi). The rPi is a low cost, credit-card
sized, single board computer that plugs into a computer monitor or TV, and uses a
standard keyboard and mouse. It’s capable of doing everything one would expect a
desktop computer to do, from browsing the internet and playing high-definition video,
to making spreadsheets, word-processing, and playing games [51]. A top down view
of a rPi B model as used in our work is shown in Figure 4.6.
For our work, most of these features are not required, however, the rPi is well equipped
to suit our needs. We want the rPi to be able to run a timed experiment controlling
multiple spectrometers at once, as well as run at low cost, in a variety of environments,
and accept remote access and data transfer.
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Figure 4.6: Raspberry Pi B Model as used in this work, shown from top down.
4.2.1 Alternative Embedded Computer variations
There are many other embedded computer systems that could be substituted for the
Raspberry Pi, as long as the computer has USB access, can run a Python compatible
operating system, and able to access the internet. Examples of other possible systems
include, the PandaBoard, ODRIOD and, Intel Edison, the latter two of which are
shown in Figure 4.7.
Figure 4.7: Two of the alternative single-board computers, the ODROID C1+ and Intel Edison,
could also run our sensor system.
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Chapter 5
Open Source Device-Driver for
STS-VIS Spectrometers
This chapter describes a device-driver developed as par of this thesis for the Ocean
Optics STS-VIS Spectrometers. The details of the driver as well as an explanation
of its methods are given. Finally, details of the communication protocol between
the embedded computer and the spectrometer, which is defined by the Ocean Optics
data-sheet for the STS-VIS [50], are also given in, Section 5.3.
Our software is suitable for all platforms mentioned in the previous chapter, including
embedded computers such as the Raspberry Pi, Intel Edison etc, running embedded
Linux systems, capable of running Python interpreter.
5.1 Driver Details
The driver was written in Python and uses the pyusb library to communicate with the
device. Using the data sheet [50] provided by Ocean Optics we were able to implement
the functions on the spectrometer. Most important was the protocol implementation
for communication with the STS Spectrometers.
In this section the overall architecture of the driver is discussed, including how a user
can operate the software.
One must note that if the code is interrupted in the middle of a read or write on the
USB bus, the device will need to be reset or unplugged and plugged back in before it
will work again. This is because the software on the device, the software of the driver,
and the information on the USB bus become out of sync. If a reset is not carried out,
when the user next tries to read or write data, the packet received will only be what
was on the bus before the interruption. There is some redundancy for old information
on the bus in the software but this needs to be limited to ensure we do not slow down
the operation too much or allow the software to get stuck in a loop. The user needs to
be careful not to interrupt a read to ensure continued use without requiring a reset.
The current form of the driver is given in Appendix B at the end of this thesis and is
available online at https://github.com/elec-otago/sts-linux-driver.
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5.1.1 Driver Architecture
As mentioned above the driver utilises the pyusb library to interface with the spec-
trometer. The structure of the driver is such that the main code is in a class file, and
to use a device, a class instance is called from a separate code file (such as in the code
snippet below in which a device is instantiated and an example spectrum is taken).
The driver initialises and via the usb.core library, looks for a device matching the
Vendor ID (Ocean Optics - 0x2457), and the Product ID (STS-VIS Spectrometer -
0x4000.
spectrometer = OceanOptics.STSVIS ()
data = spectrometer.get_corrected_spectrum ()
If the device is not found, an error is raised. If multiple devices are found, separate
instances must be called from the parent code, with the second instance specifying a
non-zero index for that device.
The drivers instantiates all of the necessary data fields for the USB endpoints, as well
as the communication packet sections, see Appendix B for the specific source code.
Here the method ends and the device waits for further instruction.
The functions the user has access to are all of two types, ‘get’ and ‘set’, the protocol has
two distinct message types; queries, that cause the device to return some information,
and commands, that do not return information. When developing the driver this
structure needs to be taken into account. The ‘get’ type methods all instruct the
software to query the device, which writes a packet to the spectrometer containing
a binary command for a query, then reads the response from the spectrometer and
returns the response. The ‘set’ type methods however, require some data from the
user in the command, so the outgoing packet also contains a non-empty data field.
It also reads the response from the device to look for the ‘acknowledgement flag’ to
check that no error has occur.
5.2 Method Details
In this section we discuss the details of how the software operates the device with
respect to specific methods. The driver has two classes of methods: interaction and
private methods. While these private methods are accessible by the user, as per
Python standards, they are not required or recommended to be used directly. The
interaction methods alone are sufficient to deal with all the functionality required to
operate the device.
As mentioned in the previous section all commands for the spectrometer are in the
form of a command or a query. The distinction here is very important because all
interactions with the spectrometers are classified as one of these two types. This
allows encapsulation in the software and reduces the possibility for mistakes. The
major difference between these two types of interaction is that a command may have
data in the outgoing message, and the query may not, and vice versa for the incoming
response from the spectrometer. Because of this distinction, there are slightly different
processes to follow for each type of message. The driver takes one of each of these
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two paths to send a packet to the device. The interaction methods call one of the
send command to device() or query device() methods.
Figure 5.1: Flow chart showing the method progression structure for the process of sending a com-
mand (black arrows) or query (blue arrows) to the spectrometers.
The possible paths the driver takes in constructing a message, sending it and waiting
for the response is shown in Figure 5.1.
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5.2.1 Sending a Command
When sending a command to the device, the user interaction function calls the
send command to device() function, providing the command and whether or not
there is an associated payload with the command, and any data that may be in that
payload or to be used in the Immediate Data field. The process followed by the device
is that of the black arrows in Figure 5.1.
The method checks if the payload argument is True, and then whether the data
argument for the payload if True. If no error is found the build packet() method
is called.
This method packs the data in binary form in a predefined format (see later in
Section 5.3.1), first the header, then any payload if any, finally the checksum, and
then the footer. The completed packet is then returned to the remainder of the
send command to device() function.
The length of the packet is then checked, and then the packet is written to the device.
The software then checks that it wasn’t the reset device command that was sent, and
if not, the USB line is then read to check for an positive acknowledgement (ACK flag)
from the device. If the response from device is not as expected, the software attempts
to manage the error.
5.2.2 Making a Query
The other type of messages the device receives is a query where information is re-
turned from the spectrometer. The interaction function in these cases calls the
query device() function. As we are not sending any information with the com-
mand, only the command itself is provided. The process followed by the device is
that of the blue arrows in Figure 5.1. The outgoing packet is constructed by the
build packet() method as described earlier. This packet is sent to the device and
its response is checked. The length of the response is provided in the first 64 bytes
(in the header) so the driver knows how many iterations of 64 bytes to read to get
the entire message. Assuming no errors, the driver proceeds to process the returned
information. If there is no payload, then the first 64 bytes is the entire packet this is
sent to the internal read() function which simply strips the header and footer off
the 64 byte packet and returns the to the user.
If there is a payload, then the first 64 bytes, as well as the length of the entire packet,
are sent to the external read() function. The function proceeds to read the rest
of the information from the device, and constructs the entire message into one array.
The header and footers are then stripped off and the data is returned to the user.
Regardless of the length of the information returned from the device, the data is
returned by the query device() function. However, the interaction command re-
quests, in almost all cases, are simply returning the data to the controlling software.
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5.3 Protocol Description
Here we discuss the design for the USB communication protocol between the STS-VIS
spectrometers and the computer running the sensor system. The protocol provides
an abstract interface to the device. The protocol is set by the device and must be
adhered to by any software attempting to communicate with the spectrometer.
The protocol for communication with the STS spectrometers has the following design
characteristic; the protocol provides information so that the host does not need to
know the state of the device in order to read the message in the packet. Furthermore,
the packet contains a distinct header and footer which fully encapsulate transfers. All
timing is represented in standard units, not clock cycles. The calibration information
is stored in distinct commands rather than EEPROM slots.
5.3.1 Protocol Packet Structure
The packets that are sent and received by the device as part of its communication
protocol are very specific. The message layout is as follows:
1. A 44 byte header (containing the command, flags, immediate data and re-
sponses);
2. An optional payload (must be some multiple of 64 bytes, may be padded with
zeros);
3. A 16 byte checksum;
4. A four byte footer.
The header, checksum, and footer are 64 bytes in total. For simple messages the
payload is zero and the entire message is these 64 bytes with the command, data,
or responses embedded in the header. For more complex messages these parts add a
single 64 byte packet of overhead above the size of the data to the transfer. Note that
all multi-bytes fields in the packet are determined by the protocol as Least Significant
Byte first.
Packet Contents
The header is at the start of the packet and its 44 bytes are structured as shown in
Table 5.1. Each of the fields has a specific size and function. The purpose of these
fields are described in the notes column of Table 5.1.
For example, the 4 bytes labelled ‘Regarding’ are defined by the user, in the current
version of the driver this field is not used, but a possible use for it would be to
increment this field by 1 for each command or query sent to the device, and to check
this field when looking for responses. This would ensure the responses are matched
to the correct request.
Following the header is the optional payload. As mentioned above, the payload is
some multiple of 64 bytes and this may be padded with zeros. An example payload
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is that of a data spectrum, where the payload is 4096 bytes of data, each of the
1024 pixels represented by a 4 byte LSB number. To read this information the driver
collects the array of bytes, and converts each 4 byte section into an integer, which
in this case represents the photon count detected by that pixel over the integration
time of the spectral scan. Refer to section 5.2.2 for information on how the software
performs this task.
Table 5.1: The fields in the packet header of the STS Spectrometer communication protocol. All
sizes are given in bytes.
Offset Field Size Notes
0 Start Bytes 2 Always the same value 0xC1C0. Chosen to clearly
mark the start of a packet. This makes a distinct
sequence when concatenated with the end of a
footer.
2 Protocol Version 2 Set to 0x1100, this is the current version and
this should not be changed unless directed by
the manufacturer.
4 Flags 2 The first 6 bits here are flags for the device to
use in communications, for full details see Section
5.3.2.
6 Error Number 2 Indicates if the previous request was successful.
It is non-zero in the case of an error, see Section
5.3.3 for a full explanation of the error types.
8 Message Type 4 Each message type represents a command, there
are 5 top level categories of command, see Section
5.3.4 for details on the categories.
12 Regarding 4 Host-defined, arbitrary data. Device responses
will have this field set as the same value as the
host request. Can be used to match responses if
multiple transactions are split up.
16 Reserved 6 Bytes set aside for future protocols to use, cur-
rently ignored by the device.
22 Checksum Type 1 For this protocol version, this can be set as 0, or
1, where 0 is no checksum (or user set or no longer




1 Number of bytes of relevant information in the
Immediate Data field. Cannot be larger than 16.
24 Immediate Data 16 Simple commands or responses where the data
required is 16 bytes or smaller this field is used
in lieu of a payload. When there is a payload this
field is ignored.
40 Bytes Remaining 4 This is the length of all the data remaining in the
message after this field. This includes the pay-
load, if any, the checksum, and the footer. There-
fore when there is no payload this field would
hold an integer value of 20.
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Next there is the 16 byte block which contains the checksum, if used. Even if there
is no checksum used, this block is still necessary. This protocol does not support
checksums longer than 16 bytes, but the intent of the checksum is to detect bit errors,
not to prevent tampering or to provide cryptographic assurance. As such the checksum
may not be necessary for USB but may be useful for buses that do not guarantee data
integrity.
Lastly, there is the footer, in the case where the data is contained in the Immediate
Data field and there is no payload the footer follows directly after the header and
the checksum blocks. The footer is always the same, and contains 4 bytes with value
0xC5C4C3C2. As mentioned in Table 5.1 when this is concatenated with the start of
a new packet it makes a distinct sequence, 0xC5C4C3C2C1C0, this sequence is used by
the spectrometer software to identify new communications.
5.3.2 Flags
Bits in the Flag field of the packet are assigned as follows in Table 5.2:
Table 5.2: Possible flags in the STS Spectrometer communication protocol.
Index Notes
0 Response to earlier request (message type is set equal to request
type). Set by device.
1 Acknowledgement (ACK), if previous message included request for
ACK. Set by device.
2 Acknowledgement (ACK) requested. Set by Host.
3 Negative acknowledgement (NACK). May be sent, if previously sent
message type is unknown or otherwise invalid. Message type and
Regarding fields are set to the type that caused the error. Set by
device. Error Number field contains reason for NACK.
4 Exception occurred. Indicates that although the message itself was
valid, the device encountered a hardware problem that may have
invalidated the result. Error Number is set to explain, if possible.
Set by device.
5 The message protocol used by the caller is deprecated. If set, an
older version of the protocol has been detected (version less than
0.1100). Set by the device.
If each individual bit is set (1), then it can be considered the flag description is given
as true. Likewise if the bit is not set (0) the opposite is the case. For example, if Bit
1 is set (1) then the previous request asked for an ACK.
5.3.3 Error types
If an exception occurs, then the response from the device will include an error number,
which corresponds to the type of error that has occurred. Possible values and their
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descriptions are given in Table 5.3 as follows: If the error field displays a zero value
then no error occurred.
Table 5.3: Possible error types in the STS Spectrometer communication protocol.
Error Id Notes
0 Success (no detectable errors).
1 Invalid/unsupported protocol.
2 Unknown message type.
3 Bad checksum.
4 Message too large.
5 Payload length does not match message type.
6 Payload data invalid.
7 Device not ready for given message type.
8 Unknown checksum type.
9 Device reset unexpectedly.
10 Too many buses (commands have come from too many bus
interfaces).
11 Out of memory. Failed to allocate enough space to complete
request.
12 Command is valid, desired information does not exist.
13 Internal Device Error. May be unrecoverable.
100 Could not decrypt properly.
101 Firmware layout invalid.
102 Data packet has wrong size (not 64 bytes).
103 Hardware revision is not compatible with firmware.
104 Existing flash map is not compatible with firmware.
255 Operation/Response Deferred. Operation takes some time
to complete. Do not ACK or NACK yet.
5.3.4 Message Types
The message types in the protocol are split into three blocks of the form 0xXXX YYY
ZZ, where each block is as follows:
Table 5.4: Message blocks
Block Notes
XXX Top-Level category, the current protocol only has five of these de-
fined, although there is room for 4096.
YYY Subcategories.
ZZ Specific commands, for each of the subcategories, 255 may exist for
each, but none have near that many in reality.
The current top-level categories are shown as follows:
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Table 5.5: Top level categories.
Top Level Category Notes
0x000 General device characteristics.
0x001 Spectrometer feature, (control of detector, pixel cal-
ibration and settings).
0x002 GPIO feature, (configuration and control).
0x003 Strobe feature (single and continuous strobe tim-
ing).
0x004 Temperature readings.
For the subcategories and specific commands see the Ocean Optics data sheet [50]
and the driver code in Appendix B.




In this chapter we describe the initial performance test of the sensor system including
the calibration that was performed on the spectrometers.
Calibration is the process by which the output of the spectrometers is tested against
a known and externally calibrated light source. The purposes of calibration is to find
a mathematical relationship between the raw output of the sensor and the true values
of radiance in standard units.
Throughout the calibration process the sensor system was tested for consistent per-
formance under different operating conditions. The following sections describe the
process we followed to find an optimum calibration for the STS spectrometers and
the rest of the sensor system, that allowed for data measurements in these varied con-
ditions without having to repeat the entire calibration process for every light capture.
Figure 6.1: The calibration setup with the powered up light source shining into the coupled 2 metre
optical fibre. Which is coupled at the other end to the STS-VIS micro spectrometer.
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With the purchase of the spectrometers Ocean Optics also provided a copy of their
Ocean View software. As we have outlined in Chapter 5 the software did not meet our
needs, but it was suitable to have a first view of the output of the calibrated Halogen
light source (shown in Figure 6.1) which has a known spectrum and radiance. The
data provided by the manufacturer for the output of the light source was used in this
initial calibration, see Figure 6.2.
It should be noted at this point that the spectrometers were wavelength calibrated by
the manufacturer before arrival at Otago. As such no such wavelength calibration was
performed, there was no offset observed, but it is possible that for different sensors or
over time that this would need to be tested. It is mentioned later in section 10.2.
6.1 Sensor Calibration
The STS data sheet [50] and the Ocean Optics website [49] outline a process for
transforming the raw data in pixel counts to a physical unit of µW/cm2/nm.
The spectrometer is coupled to a fibre optic cable and the other end of the cable is
coupled to the calibrated light source’s output channel such that the light from the
source is guided into the fibre. Because the light source has a known irradiance, we
can use that to calibrate the spectrometers such that when they are subject to the
light from the light source the sensor readings match the known irradiance of the
source. When other light is incident on the sensor we can trust the sensor readings
by using the same unit conversion.
This calibration process involves the multiplication of the output of the device by the
calibration coefficients. Dividing by the integration time, the core cross-sectional area
of the fibre optic cable being used and also the width of the wavelength bins of the
spectrometer. This gives the correct units.





where Ip is the intensity in µW/cm
2/nm, Cp is the calibration coefficient, the spec-
trometers output and dark spectrum in counts are Sp and Dp, respectively, T and
A are the integration time and the collection area (s, m2) and dλ is the wavelength
spread, i.e. the width of each pixel in nm over the spectrum.
The spectrometers need to be calibrated for the optical fibre that was attached to
them (and if this is changed they need to be re-calibrated for the new fibre). Once
they were satisfactorily calibrated the fibre connected to each spectrometer was not
changed to ensure the calibration remained consistent.
It is however, slightly more complicated than this. The spectrometer outputs data in
photon counts per pixel, where each ‘pixel’ measures the photon count in a wavelength
bin. The calibration file which is provided by the manufacturer gives the lamp output
in µW/cm2/nm. We need to be able to convert between the two. By doing a test
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calibration on the provided Ocean View software we can get a list of data values which
are the µJ/count for each wavelength bin.
6.1.1 Calibrated Light Source
The spectrometers were calibrated using an Ocean Optics Halogen Light Source HL-
2000 as seen in Figure 6.1. A plot of the output from the calibrated lamp, as specified
by the manufacturer, is shown in Figure 6.2. It can be seen that the output of the
light source is particularly low in the wavelength regions below 400nm.
This does cause some difficulties in the accurate calibration of the device in this region,
because small variations in the readings from the spectrometer have a much larger
effect. However, because of the extensive process carried out and explained in this
chapter, we have mostly mitigated this effect.
Figure 6.2: HL-2000 calibrated light source output as supplied by the manufacturer.
The low output in the blue to near-UV region of the spectrum and the difficulty this
causes in calibration is a well known issue in optics. Many sensors suffer from poor
calibration in the near-UV region. A possible fix for this is discussed in Section 10.2,
where it might be possible to calibrate this region of the spectrum using a different
light source.
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6.2 First Calibration
The first attempts at calibration simply follow Equation 6.1. We take a raw photon
count of the dark spectrum (when no light is allowed to enter the fibre), and save
this value as the Dark Offset/Spectrum Dp, and remove it from all raw photon count
readings Sp. Following this, given the known intensity Ic, which is the output of
the calibration lamp and the known integration time, collection area and wavelength
spread of the detector (T , A, and dλ respectively), the calibration coefficients are





Figure 6.3: This plot shows the raw photon count when the spectrometer takes a spectrum of the
light coming from the calibrated light source in section 6.1.1.
The coefficients obtained for one of the spectrometers calibrated using this early
method are shown in Figure 6.4. We compare the output radiance of the calibration
lamp (Figure 6.2), with Figure 6.3, which shows the photon counts (before removal
of the aforementioned dark spectrum) of the output measured by the spectrometer.
The lower (300nm− 400nm) end of the spectrum produces a small signal and as such
the coefficients vary quite a lot in this region. Once again, this is a problem with
many calibrated sources, that is low signal in the blue-UV region of the spectrum
causing poor sensor calibration in this wavelength range.
Once we get to 400nm and above, the manufacturer’s output and our measurements
are in good agreement. The raw data increases in intensity a quicker through the
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middle section and as such it is through this area that the coefficients are their low-
est. Finally over the last section (700nm − 800nm) the raw data drops off but the
radiance output of the lamp continues to increase and as such to calibrate for this the
coefficients in this section increase.
Figure 6.4: Calibration coefficients for one of the spectrometers using the initial calibration method.
A noisy region exists at the lower wavelengths which is an artefact of the low intensity of the
calibration lamp in this region.
This method initially appeared to give consistent results. However when data was
taken in slightly different conditions the observations appeared to vary much more
than expected. For example using this initial method data was collected from the
downwelling irradiance during night and day on the roof of the Otago University
Physics building.
A typical spectrum is shown in Figure 6.5. The night time spectrum clearly appears
to be non zero in this plot, which should not be the case. There are clearly artefacts
from the calibration as the shape of the coefficient plot in Figure 6.4 and the night
spectrum here are similar, especially in the region above 600nm where there is a clear
upward trend away from the expected value of zero.
There were also significant differences in the calculated Cp values for different tests
with the same equipment. The variations in the results indicated that a more com-
prehensive calibration method was required. This is described in the next section.
56 Sensor Characterisation and Calibration
Figure 6.5: The early data collection showing night time vs day time. Clearly there are significant
artefacts left over from the calibration process, the dark spectrum is clearly being understated in
this case as the night signal should be zero or at least have a small error distribution around zero.
6.3 Improved Calibration Procedure
Because the variation in results was unsuitably high we improved the calibration pro-
cedure to properly characterise the performance of the STS-VIS sensor. The variables
that were being controlled at this point are the integration time of each scan and the
number of scans that were being taken and averaged over to give a reading (both
internal repeats by the spectrometer, and external repeats by the software).
In the remainder of this section the improvements to the process are outlined de-
scribing the steps taken to remove sources of error and correct inconsistencies in the
calibration.
6.3.1 Non-linearity Correction
A linear device is one in which the output is proportional to the input, i.e. if the input
is doubled then the output is doubled. In the case of a spectrometer, the output is
given as counts and the input is light (photons).
We expect doubling the amount of light should ideally get double the counts at each
pixel (assuming a zero baseline, or that the baseline is consistent with the value
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recorded for no light [dark spectrum]). One would expect then based on Equation
6.1, that if the integration time is doubled for the same light source, that the photon
count (minus Dp) would also double, giving the same light intensity measured.
In a real spectrometer however, there is a small amount of non-linearity and as such
the calibration of a spectrometer needs to take this into account. The process for cal-
culating the size of the this non-linearity correction can be found on the spectrometer’s
Data sheet [50].
We found that by explicitly performing this correction for non-linearity a small im-
provement could be made, but that it is not the major underlying cause of the variation
in the readings.
6.3.2 Dark Spectrum Offset Calculations
The next effect we looked at was the actual variation in the dark spectrum readings
for different settings. In the initial calibration we assumed that values for the offset
for each pixel could be found using no signal (or a dark capture), ie, there was a
relatively fixed offset for each spectral pixel, and that only the actual signal photon
count read would increase with longer integration times. That is, Dp from equations
6.1 and 6.2 is not integration time dependent.
However, upon conducting several tests on this theory it was found to be incorrect, it
looked as though Dp was linearly proportional with time,
Dp[i] = Doff [i]T, (6.3)
where Doff [i] is the time independent Dark Offset for the i
th pixel in the detector.
This hypothesis had been implemented and values for the Doff [i] were found. The





This again made a small improvement to the consistency of results. However, there
still appeared to be some systematic noise. This is illustrated in Figures 6.6 and 6.7.
These plots shows the variations between the expected calibration spectrum, and the
calibrated output of the spectrometer, shown as a residual (in blue) and a relative
error or percentage error in red.
This test was conducted multiple times before and after making this offset correction,
and the plots above are a sample of one of the results for each. It can be seen in Figure
6.7 that the random variations from pixel to pixel is reduced largely by implementing
this dark spectrum correction, but that there is a pattern of error that is consistent
and still needs to be corrected for.
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Figure 6.6: Residual error in calibration before offset calculation was made time-dependent.
In fact, this underlying error increases with increasing integration time. This lead to
further tests on the dark spectra with varying integration time.
Figure 6.7: Residual error in calibration after offset calculation was made time-dependent.
These tests showed that Equation 6.4 was not correct. There appeared to be a dark
offset for all pixels, which is time dependent. There was also another dark spectra,
for each individual pixel, which is also time dependent, such that there is a sensor
wide function of time offset Doff and a pixel by pixel time-independent offset Dspec.
After some experimentation these time dependencies were determined to be linear
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and could be interpolated from a set of measured values. That is, the value for Dp[i]
should be given as,
Dp[i] = Doff (T ) +Dspec[i]T. (6.5)
Here the offset, Doff [T ] was manually calculated for each spectrometer at different
integration times, and values are interpolated from this collected data set, when using
the spectrometers.
Figure 6.8: Residual error in calibration after new offset equation was implemented.
The improvement this new change made to the calibration is shown in Figure 6.8. It
can be seen that the overall pattern to the residual has mostly disappeared in this
new version.
Figure 6.9 also demonstrates this improvement. The histogram show the overall spread
of the residual is reduced and there is a much larger peak, suggesting some kind of
overall shift. There is still a visibly large error, however, which is concentrated down
the shorter wavelength range where the calibrated light source has a low output (see
Section 6.1.1 for more discussion on this issue.)
The variations in the residual following this change seemed to be non-repeatable, but
it did appear there was still a underlying error which would get worse throughout a
day of testing and calibration attempts. Because of this several tests of the output
were set up and these are described in the next section.
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Figure 6.9: Histogram of residual error before and after the new offset equation was implemented.
We can see that not only is the overall residual reduced but the peak of the histogram has shifted
towards zero. There is however still a small offset to correct for.
6.4 Noise Testing
Despite the improvements, there was still variation in the calibration results. We
wanted to check and see if this variation was coming from the sensor system or the
calibration light source.
To do this the system was placed in a dark room and set to scan the light spectra for
1000 times. Results of these 1000 scans are shown in Figure 6.10. This plot shows
the minimum, mean and maximum values for photon count, for each pixel throughout
the test.
We found that the values for each pixel varied a lot more than expected even for this
constant ‘zero’ signal. The relative error cause by this variation was up to around 3%
of the photon count returned by the device.
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Figure 6.10: During the noise test 1000 dark spectra were recorded. This is the data set for the test
before the temperature correction was implemented. Plotted here is the mean spectrum of that 1000
scans with minimum and maximum values for every pixel plotted above and below as the edges of
the shaded bands. This shows that the variation from the mean value was quite large and hence an
estimate of the ‘true’ value is prone to errors.
6.4.1 Temperature Variance
Because the variation for each of the individual pixels was unexpectedly large, several
noise tests were run on the devices. These tests were run in a screened room with
consistent conditions. No external heat or light source. We discovered that when the
spectrometer was operated over time the values fluctuated with a long term upward
trend. Because the condition in which the sensor was operating had not changed, it
became clear that the only external parameter that could be causing this stochastic
behaviour was the temperature of the sensor itself.
We repeated the tests and obtained a very similar data-set to those shown in Figure
6.10. However this time the spectrometers internal temperature sensor was queried
before and after each scan as well.
Once this was discovered, it was realised that the temperature of the CMOS detector
board greatly affected the output of the dark spectrum. As the board would heat
up during operation this was a major source of noise. This is common in CMOS
detectors which have several sources of noise [48], many of which cannot be removed.
The dark current noise is dealt with by taking a very fast scan before a scan that
returns results. This means any count build up that occurs when the device is not
in use is removed. The sources of noise and the temperature dependence of CMOS
sensors are discussed in Section 4.1.1.
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Figure 6.11: The dotted line, corresponding to the left hand vertical axis, is the temperature recorded
by the spectrometer’s on-board sensor during the scan specified by the index on the abscissa. The
mean value for the scan, averaged across the pixels, is plotted as the solid line. This shows a clear
correlation between the two values and suggests that a correction needs to be made for temperature.
Scan capture took approximately ten seconds, so the duration over which this test was taken was
approximately 10000 seconds, or around two hours fifty minutes.
The mean value for each capture was compared with the temperature of the detector
board during that scan. this was repeated for several thousand dark captures. The
temperature vs mean value was then modelled with an exponential fit based on this
comparison. Thus, given a temperature for a scan, a set temperature dependent offset
for the dark noise was removed from the Sp value.
Following the determination of the temperature offset. The Dp[i] from earlier are now
calculated via
Dp[i] = Dtemp +Doff (T ) +Dspec[i]T, (6.6)
where the Doff and Dspec are calculated after the temperature offset.
This meant that for any temperature within the operating range of the spectrometer,
0oC to 50oC, we have the ability to calculate the dark spectra accurately (plus or minus
a few counts of further noise). Because the spectrometers have an internal temperature
sensor, the information requested from the spectrometer on each spectral capture was
changed to include the temperature of the CMOS detector. This means that the
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calibration and therefore Intensity measurement can include the board temperature
at the time of measurement.
6.5 Final calibration results
With the temperature correction implemented, the same tests from before this depen-
dence was discovered, were repeated. This time the results showed much less variation
over a large number of scans. This is presented in Figure 6.12 where the minimum and
maximum bands are much reduced. Note this data set is centred around zero whereas
the data from Figure 6.10 which is centred around approximately 1550 counts. This
is due to the the Dspec and time dependent offset being taken off the data after the
correction. In this plot the Dspec has not been removed and in fact the blue mean
data set was saved as the values for Dspec for this sensor.
Figure 6.12: During the noise test 1000 dark spectra were recorded. This is the data set for the test
after the temperature correction was implemented. Plotted here is the mean spectrum of that 1000
scans with minimum and maximum values for every pixel plotted above and below as the edges of
the shaded bands. This shows that there was an improvement in the variation from the mean, and
that in this case the mean is a much better estimate of the ‘true’ value.
We see the variation from the mean value has been greatly reduced, resulting in a
relative error of around 1% of the photon count returned by the device, compared to
the earlier value of around 3%. The improvement can also be see in Figure 6.13 with
the histogram comparison of the deviation from the mean value for every pixel in the
detector.
64 Sensor Characterisation and Calibration
Figure 6.13: Histogram of the data sets from Figures 6.10 and 6.12 with each point as that measure-
ments residual from the mean measurement for that pixel. Before the temperature correction was
made the distribution was uneven and much wider than after. Afterwards the distribution is centred
around 0 as one would expect.
Now that the values of Dp[i] can be calculated for all of the different operating condi-
tions of the sensor system, the coefficients Cp can be found using equation 6.2 as fixed
values, as they are just a unit conversion as explained in Section 6.1. The Dp values
take into account all of the necessary condition specific adjustments to confidently
use Equation 6.1 to find the light intensity spectra.
Chapter 7
Data Collection Apparatus
In this chapter we describe the apparatus consisting of three devices and methods
used for the data collection. Data collected by each of these apparatus is presented.
First, a downwelling spectra collection device fixed at the Otago University Physics
building, and is used for further calibration of the inference model. Secondly, an above-
water apparatus that was prototyped for the simultaneous collection of upwelling and
downwelling irradiances in situ. Thirdly, the HICO imaging satellite whose data was
used to test the inference model.
7.1 Downwelling Irradiance Apparatus
Here we describe the process and deployment of the downwelling spectrum collection
device that we deployed at Otago University. The purposes of this device were to test
the sensor against our inference model for downwelling irradiance, as well as to fill a
database of these downwelling spectra for later analysis.
Figure 7.1: Split picture of the downwelling sensor, showing the collection end held in place by a
stand clamp and the directed towards the sky. The spectrometer is also pictured, side-by-side with
a Raspberry Pi which is controlling the collection and initial processing of the spectra.
The apparatus setup is depicted in Figure 7.1, showing the collection end held in a
clamp stand pointing towards the sky, and the Raspberry Pi and STS VIS Spectrom-
eter sitting together.
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The full two-way (upwelling and downwelling) apparatus is picture in Section 7.2,
it would be possible to measure both of these quantities with a single spectrometer
by changing the FOV but as discussed in Chapter 10 the two measurements require
slightly different equipment.
7.1.1 Apparatus Development
Once the calibration process had been developed, the devices were placed on the roof
of the Physics building at Otago University to allow data to be collected on a regular
basis, eg, every hour. The initial setup on the roof was in a closed room with the
device pointing through a plane-glass ceiling window with the collecting end held by
a stand clamp.
Figure 7.2: The early data collection on the roof showing night time vs day time. The significant
artefacts left over from the early calibration process can be seen with the upward curve towards each
end of the spectrum taken at night.
Figure 7.2 is repeated from Chapter 6 but it is one of the first sets of data collected
from the roof with spectra from both night and daytime. The artefacts from the early
problems within the calibration process are evident, notably the upward curve of the
spectrum taken at night time, especially towards the ends.
Many of the major features of this spectrum come from the Balmer series of Hydrogen
absorption in the sun’s spectrum. In particular the Hγ line at 434nm, the Hβ line
at 486nm and the Hα line at 656nm, this latter one along with the feature at 680nm
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from O2 are also affected largely by water vapour in the atmosphere, see Chapter 9
for more details on this.
It should be noted that during this testing process data was taken both in this location
and outside without the window, with all other conditions remaining the same where
possible. The glass made negligible difference and it was decided that due to the effects
of the window on the light being contained outside the wavelength range that we are
interested in, it would be fine to continue to collect data from inside the window.
It would be a possibility for future work to construct a shutter like piece of equipment
would would allow this device to collect data without the glass and still be protected
from water. This initial setup used the Gershun Tube as mentioned in Chapter 4.
Figure 7.3: Gershun tube held by a stand clamp pointing through the ceiling window for downwelling
irradiance collection.
7.1.2 Current Version
As stated in Chapter 4 the Gershun Tube was changed to a Cosine Corrector, this was
due to the FOV limitations and to check whether this was causing the data variation
from the model. Figure 7.4 shows a sample of day and night time downwelling spectra
from this new version of the on roof device.
The graph illustrates the improvement in the calibration with almost all of the arte-
facts present in the night spectra in Figure 7.2 have disappeared.
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Figure 7.4: Data from the improved version of the on-roof device. It can be seen that there is still
some light showing at night time, which is likely due to light pollution from the city, and also possibly
some small unavoidable noise in the collection.
It must also be noted that this data set is from late spring, and as such the maximum
values are greater than for Figure 7.4 which was taken in winter, as well as being on a
slightly cloudy day, which account for some of the shape differences in the spectra as
well. Adding a camera to our sensor system to capture these variable sky conditions
at the time of measurement, would give us more information about the data. This is
discussed further in 10.2.
7.1.3 Downwelling Spectra
Here we present some of the downwelling spectra collected by this apparatus. Many
spectra were captured, taken in different atmospheric conditions, as well as different
dates and times throughout the solar year. We present the radiances, hourly, from
noon to 4pm of four different afternoons. Two in mid-summer, on a day that was
warm and sunny, and a day that was cooler and wet, as well as two days in winter,
again a sunny warm (for winter) day, and a cold wet day.
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Figure 7.5: Downwelling spectra for a warm, sunny summer afternoon in Dunedin. The similar slope
of all the spectra suggests conditions didn’t change a lot throughout this afternoon.
Figure 7.5 shows the radiances from the sunny summer day. It can be seen the radiance
is at its maximum around the blue area of the spectrum which suggest a somewhat
clear sky but the fall off from blue to red is not great enough for a true sunny day,
it is likely that there was some haze or cloud formation around the area during the
afternoon, and that the 1pm values are slightly higher than noon. Steadily decreasing
from here till the late afternoon.
Figure 7.6 shows spectra from a day in summer with significant rainfall. The flatter
nature of the spectra reflects that there was likely cloud cover, and the extra scattering
caused by these clouds lead to the higher radiance values compared to Figure 7.5. The
4pm spectra is stronger in the longer wavelengths but weaker in the short compared
to 3pm, which could be attributed to a change in aerosol concentrations around this
time.
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Figure 7.6: Downwelling spectra for a cool, wet summer afternoon in Dunedin. The slightly higher
overall numbers compared to the sunny day suggest some cloud cover, increasing the light scattered
into the sensor. There is also a slightly flatter overall trend to the spectra which also suggests lower
visibility.
The next two Figures, 7.7 and 7.8 show data taken in winter, and as such the total
radiances are significantly less than those for summer. By 4pm in winter, the sun is
setting in Dunedin and this is reflected in the almost zero light reaching the sensor.
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Figure 7.7: Downwelling spectra for a mild winter afternoon in Dunedin. As can be seen the strength
of the spectra is greatly reduced in comparison to the summer values, as much less light being received
by the sensor at the red end and more towards the blue end of the spectrum. One may conclude
that it was a clear day with most of the light received having been Rayleigh scattered into the sensor
path.
The sunny day spectra as shown in Figure 7.7 have a strong blue peak which suggests
very little cloud in the sky. This is also a symptom of some of the ongoing problems
with this apparatus, (see later in Chapter 10) namely at low light levels the blue light
is dominating more than it should. It is possible this bias could be corrected with the
new Cosine Corrector set up (see Section 10.2).
Lastly, the rainy winter day data shown in Figure 7.8 has a much more flat profile
and again slightly higher values than the sunny day. This is due to the lower visibility
and increased scattering caused by the cloud cover.
Data taken by this device is compared to the model predictions in detail in Chapter
9.
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Figure 7.8: Downwelling spectra for a cool, wet winter afternoon in Dunedin. Again as with the wet
summer day, the spectra are flatter and elevated above the corresponding sunny day, again suggesting
cloud cover and more light being scattered in by the water in the atmosphere.
7.2 Dual Direction Apparatus
This device is designed to be used to capture both downwelling and upwelling (water
reflectance) radiances at the same time. We designed this apparatus to take synchro-
nised data with HICO satellite flyovers. The device allowed us to use the spectrometers
with a laptop from a wharf or pier, so that we could hold the collection end of the
fibres out over the water, with one pointing up for the downwelling radiance, and one
pointing down towards the water for the upwelling. A picture of this device version
is shown in Figure 7.9.
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7.2.1 Design
Figure 7.9: The over-water device as used for preliminary testing, with one Gershun Tube pointing
up and one down. The 1m fibre cables lead back to the spectrometers in the box at the far left
The long tubes are Marley 20mm uPVC electrical conduit tubes. The curved con-
nectors are Deta electrical 20hd sweep bend 90o 20mm PVC conduits with the end
where the Gershun tubes fit pointing up and down, and 25mm PVC coupling con-
duits. The USB cables are plugged into the spectrometers and to the computer or
RPi as necessary. Only a small adjustment was needed to fit the Cosine corrector
instead.
Figure 7.10: The 3D printed clip used to hold the tubes together in the dual direction apparatus, as
well as the 3D printed case used to hold the spectrometers in place in the dual direction apparatus.
This case also acts as a clip for this end of the apparatus holding the tubes together and protecting
the fibre optic cables.
In this version the two tubes holding the fibres are held together by clips designed in
OpenSCAD as in Figure 7.10, and then 3D printed in the lab. Three of these clips
are shown holding the tubes in place in Figure 7.9. The spectrometers also needed to
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be held fixed relative to the tubes in order to avoid damaging the fibre optic cables.
The spectrometer case used in this version is also shown in Figure 7.10.
This was also designed in OpenSCAD and printed in the lab. The large opening is
where the spectrometers are placed, with the end for the USB cables showing. The
smaller rectangular hole is room for the fibre connections. The fibre optic cables
extrude from the end of the plastic tubes that direct them and connect to the spec-
trometers. The ends of these plastic tube slot in to the circular holes and are held in
place. The case is seen on the far left of Figure 7.9.
7.2.2 Over Water Data
Some initial data was collected of both upwelling and downwelling radiances of water
in the Otago Harbour. The data collection time was synchronised with a flyover of
Otago Peninsula by the HICO satellite, (see Section 7.3). However, after this initial
data collection, we have discovered those early-stage calibration problems which were
described in Chapter 6 were discovered.
One of the data sets from this collection is shown in Figure 7.11.
Figure 7.11: Early data taken with the dual direction apparatus.
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7.2.3 Dual Direction Apparatus Future
After the downwelling only sensor from the previous section was up and running with
the new system, this part of the project was put on hold to concentrate more on the
Inference model and the inversion of the forward map to compare with in situ data.
There is potential for improvement of this apparatus, there are standard protocols
for the collection of simultaneous upwelling and downwelling radiances of this kind,
and this is discussed more in Section 10.2. In particular some things that could be
done are to measure the upwelling radiance with the view angle at 45◦ and a limited
FOV, such as with the Gershun Tube, and the downwelling radiance with the cosine
corrector. Some potential further applications of this apparatus will be described
further in Chapter 10.
7.3 HICO Imaging Spectrometer
Figure 7.12: The HICO sensor before deployment on the ISS. The rotation device for scanning across
a line can be seen on the left-hand side of the image, the viewing gap that the light will enter the
sensor through is seen below the main part of the system. The device is currently in its stow position
meaning the lens pointing towards a light seal. When making a scan the lens moves its line of sight
along the viewing gap back and forth [1].
The Hyperspectral Imager for the Coastal Ocean (or HICO) satellite produces hyper-
spectral images and data sets that are available through the College of Earth, Ocean
and Atmospheric Sciences at Oregon State University [1], or through the NASA Ocean
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Color project [52]. Each pixel in the image has information from the full visible wave-
length spectrum, as well as near IR and near UV. The theoretical model can be fit to
these pixel spectra. The parameters from the fitting procedure can be used to infer
the current state of the atmosphere and coastal ocean.
7.3.1 Description of the sensor platform
The Hyperspectral Imager for the Coastal Ocean (HICO) was a space-borne imaging
spectrometer designed to sample the coastal ocean. The HICO system was mounted
on the International Space Station (ISS). HICO samples selected coastal regions at
90m resolution with full spectral coverage (380nm to 960nm sampled at 5.7nm) [1].
Unfortunately the device was damaged beyond repair in September 2014 by radiation
from a Solar Flare. HICO was operational for 5 years which was longer than the
expected duration of the sensors usefulness. The HICO sensor before deployment is
pictured in Figure 7.12.
The images are taken by the sensor scanning across a line and as the station orbits
the Earth the satellite then repeats the same movement and scans the next line.
As with any sensor system that covers a large area or field of view, there is some
artefacts of this capture process. In particular there is a cross track change in intensity,
likely due to atmospheric scattering. There is also some striping nonuniformities at
low signal levels, such as in the model inversions. The Instrument description goes
into more detail on some of the other HICO defects [53], and the HICO web page also
provides information on this subject [1].
7.3.2 Dunedin Harbour Image and Pixel Spectra
Figure 7.13 shows a full HICO image on the left, with a zoomed selection on the right.
The red dots represent the pixels sampled from the image and plotted in Figure 7.14,
with the numbers corresponding to each dot, determining the order of the images in
Figure 7.14.
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Figure 7.13: Dunedin Harbour HICO image, with a magnified area around the harbour and six
points of interest highlighted. The upwelling light spectra recorded by the HICO satellite at these
pixels are show, in Figure 7.14.
These pixels were selected as they each represented different types of water: deep
open water, shallower open water, water above the sandbar, deep water in Otago
harbour, shallow water in the harbour and finally an ocean pixel which is covered by
white cloud in the image. The spectra recorded in the HICO image for these pixels
are illustrated in 7.14.
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Figure 7.14: The HICO spectral data for the pixels shown in Figure 7.13.
Part III






This chapter presents our parameterised model of the atmosphere and ocean. The
model predicts the spectral properties of sunlight that has passed through the atmo-
sphere, interacted with seawater and returned through the atmosphere to the sensor.
The atmospheric correction method used by our model has the main advantage that
as mentioned in Section 1.4 we start with the relatively simple model of Gege [15] and
therefore the cost of forward simulation is model. Which allows for the full Bayesian
Atmospheric Correction using the model as performed in Chapter 9. Some alternative
atmospheric correction methods and potential disadvantages of the method used in
this thesis are discussed more in Chapter 10.
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Figure 8.1: A subset of the possible paths light can take from the sun to the sensor. The model
needs to take all of these possibilities into account, or vice versa when using the forward map to
calculate the spectra from the parameters.
The current version of the model, a revision on what was presented by Sulheim [16],
is generally divided into four parts. Firstly we describe the model of the down-welling
radiance through the atmosphere. Secondly we present the model of the attenuation of
light in the water, and thirdly the surface reflectance and the water-leaving radiance.
Finally we present the model of the upwelling radiance at the sensor. The second
part of this chapter presents the spectra produced by the model from different initial
parameters.
These nine initial parameters, along with the location and the time, are all that the
model requires to compute the predicted radiances for the sample set of wavelengths
entered. In this project this wavelength set is normally between 400nm and 700nm.
The parameters are Chlorophyll-A concentration, Coloured Dissolved Organic Matter
(CDOM) concentration, total precipitable amount of water vapour, air mass type,
relative humidity, horizontal visibility, refractive index of the water, wind-speed and
aerosol alpha factor.
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Figure 8.2: The contribution of the water-leaving radiance (dashed-dotted line) makes to the total
radiance (dashed-line) at the top of the atmosphere is very limited [16].
It can be seen from Figure 8.2 that the atmospheric effects dominate the results. Some
of the major difficulties that one faces in compiling an atmospheric model is that
knowledge about the concentration of gases and aerosols in the atmosphere is needed
to model the radiance. However, these concentrations vary in space and time. The
scattering/absorption coefficients of the different gases and aerosols are also tempera-
ture and pressure dependent. The current solution to this difficulty is to approximate
these quantities and use effective coefficients which are applicable for an average of
temperature and pressure throughout the atmosphere. These are taken from many
different sources as referenced in the following sections. The current model does have
major faults when dealing with cloud covered pixels in the image. This suggests that
the atmospheric correction is particularly bad at calculating the effects of clouds on
irradiation.
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8.1 Model of Sun to ocean surface
Figure 8.3: Calculated down-welling radiance with the Sun zenith angle of 0◦ [16]. The direct and
diffuse radiance both make up large parts of the total down-welling radiance despite the high position
of the sun.
The basis of the model for light transmittance through the atmosphere is the Beer-
Lambert Law, which describes attenuation through a volume. However most of the
equations for transmittance are semi-empirical and thus have been adjusted to give
better agreement with field measurements. For example, transmittance due to water








where, aoz, ao and awv are absorption coefficients of ozone, oxygen and water vapour,
wv is the total perceptible amount of water, M and Moz, are atmospheric path lengths
and Hoz is the ozone scale height. These were calculated by Tim Molteno, or taken
from [15, 26, 54]
Total down-welling radiance spectra as well as their direct and diffuse components are
shown in Figure 8.3 and Figure 8.4 for Sun zenith angles of 0o and 45o, respectively.
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Figure 8.4: Calculated down-welling radiance, Sun zenith angle of 45◦. We can see that with the
sun at a lower angle the total and direct radiance is reduced greatly compared to the values at 0◦ in
Figure 8.3, while in comparison the diffuse radiance only decreases slightly [16].
To be able to calculate the total down-welling radiance, the direct radiance, Edd,
and diffuse radiance’s due to Rayleigh and aerosol scattering, denoted Edr and Eda
respectively, is given in [15] as:




F0 cos θsun(1− T 0.95r )TaaTozToTwv (8.5)
Eda = F0 cos θsunT
1.5
r TaaTozToTwv(1− Tas)Fa. (8.6)
8.2 Surface and propagation effects of the ocean
The inhomogeneities of seawater, which are due to the various molecules, ions, gas
bubbles and suspended particles occupying the water all contribute to light scattering
in the ocean. As can be seen from Figure 8.5 the different scattering sources have
widely varying sizes and scattering ranges [55].
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Figure 8.5: A diagram showing the seawater constituents, their size distribution and their approxi-
mate range of scattering [55].
It is common to divide water constituents into broad groupings for consideration. To
calculate absorption in the ocean we used a three component model. The absorption
was assumed to be the sum of the absorption of pure water, phytoplankton and
CDOM:
a = aw + aph + acd. (8.7)
The absorption coefficients for pure water were obtained from [56]. For CDOM and
phytoplankton the approximations are taken from [15] and [57], respectively.
For the back scattering calculation the model from [15] was again used, where the
total back scattering is due to the water and suspended particles in it. Detritus
(waste and debris) is not taken into account in this version of the model. Neither
elastic scattering nor fluorescence are explicitly accounted for.
8.3 Water reflectance and water-leaving radiance
The water reflectance part of the model involves both the surface reflectance and the
deep sea reflectance. We assume that the sea is infinitely deep, so bottom reflectance
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can be ignored. The surface reflectance is due to specular and foam reflection. All
equations used to calculate the surface reflectance have been taken from [26].
Figure 8.6: The water-leaving radiance calculated with our model compared with an approximation
used by Gordon in [58] and [59]. We see very good agreement between the two models. Gordon’s
model takes into account the bottom of sea reflectance, this the near perfect agreement suggests that
our approximation is valid.
The deep sea reflectance is the ratio of down-welling and up-welling radiance below the
water surface which is related to the water constituents. The water-leaving radiance
is calculated using the transmittance through the surface via the Fresnal equations
[15]. An example from the model of water-leaving radiance is shown in Figure 8.6.
8.4 Top of atmosphere radiance
The signal measured by the satellite is called the Top-Of-Atmosphere (TOA) radiance,
and the main purpose of the atmospheric correction, and hence our model, is to be
able to use this signal to infer useful information about the water (the imaged surface).
The TOA radiance is given in [60] as
Lt(λ) = LR(λ) + La(λ) + Lra(λ) + t(λ)Lwc(λ)+
T (λ)Lg(λ) + t(λ)t0(λ) cos θ0[Lw(λ)]N ,
(8.8)
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where the subscripts R, a, ra, wc, g and w are radiance due to Rayleigh and aerosol
scattering, multiple interactions between molecules and aerosols, reflection from white-
caps on sea surface, sun glitter and the water-leaving radiance, respectively. T is the
direct radiance from sea to sensor, t and t0 the diffuse reflectance from sea to sensor
and from sun to sea.
Figure 8.7: The contribution of the water-leaving radiance makes to the total radiance at the top of
the atmosphere is very limited. [16]. The importance of the atmospheric correction to the accuracy
of the model cannot be understated and is most obvious when looking at this figure.
8.5 Comparison with Existing Models
The first step in testing the model and specifically the code was to attempt to re-
produce downwelling irradiance results from Peter Gege’s paper [15]. The input pa-
rameters of our model are set to match those specified in the paper. This includes
the direct specification of the zenith angle and the day of the year, to overwrite the
models way of using the time and location to determine the angle. The results are
shown side by side in Figure 8.8. The results from out model on the left are the graph
pulled directly from the paper in question, and overlaid onto the same scale axes.
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Figure 8.8: Downwelling spectra from both our model and Gege’s paper with the same input param-
eters. The image for the Gege paper has been reproduced with a coordinate system overlaid[15].
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Chapter 9
Results
The first section in this chapter demonstrates the main model parameters affect the
spectrum. Starting with the default values from the comparison with Gege (see section
8.5) and varying one variable at a time, to produce downwelling, water-leaving and
top of atmosphere upwelling radiances. This process allows the quantitative analysis
of the model sensitivity to each parameter.
In Section 9.2 the model is optimised to fit downwelling radiance data taken from
the roof of the Otago University Physics building. We take data collected by our
apparatus described in Chapter 7, from different conditions at different times of the
year and present the optimisation of the model to these data sets.
Finally in Section 9.3 there is a demonstration of the model inversion to HICO data,
firstly picking some individual pixels and providing full spectral comparison between
the data and the optimised model fit. Then colour maps of the model parameters and
the Least-Squares (LSQ) optimisation fit parameter are produced.
9.1 Model sensitivity
As described in Chapter 8 the model is broken up in Sun to sea (downwelling) radiance,
ocean surface and reflectance (combined here as water-leaving) radiances, and sea to
sensor (upwelling) radiance. In this section we illustrate the sensitivity of the model to
the input parameters. We display graphs of the parameters that have non negligible
effect on the result, while varying one parameter at a time, the remaining parameters
are set to the values given in the Gege comparison from the previous chapter, (see
Section 8.5).
9.1.1 Downwelling Radiance
For downwelling radiances, the spectra produced by the model are affected by to-
tal precipitable water vapour, horizontal visibility and the aerosol alpha coefficient.




What is plotted for this downwelling radiance is the total Sun to sea radiance, both
direct and diffuse radiances.
Figure 9.1: Downwelling radiance produced with varying amount of precipitable water vapour. The
variation is around the water vapour absorption bands as expected.
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Figure 9.2: Downwelling radiance produced with widely varying horizontal visibility. As expected,
low visibility produces results where very little light gets through the atmosphere.
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Figure 9.3: Downwelling radiance produced with varying aerosol alpha factor. The alpha factor
greatly affects the radiance at the lower wavelengths but has only a small effect at the higher
wavelengths. This is one reason why often the red bands in the spectrum are preferred in aerosol
rich coastal environments.
9.1.2 Water-Leaving Radiance
For the water-leaving radiances, for each variable tested, those results from the same
variable variations for downwelling are used in the calculations. Figures 9.4, 9.5,
9.6, 9.7, 9.8, and 9.9 show how the Chlorophyll-A, CDOM, refractive index, aerosol
alpha, wind-speed and horizontal visibility change the spectrum of the light leaving
the water.
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Figure 9.4: The water-leaving radiance is strongly affected by the concentration of Chl-A in the
water, especially at shorter wavelengths.
Figure 9.5: Water-leaving radiance produced by the model given varying inputs of concentration of
CDOM in the water. Again it is especially strongly affected at the shorter wavelengths.
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Figure 9.6: Water-leaving radiance produced with varying refractive index of the seawater. It can
be seen that the variation is small but non zero.
Figure 9.7: Water-leaving radiance produced with varying aerosol alpha factor.
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Figure 9.8: Water-leaving radiance produced with varying sea-level wind-speed.
Figure 9.9: Water-leaving radiance produced with varying horizontal visibility.
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9.1.3 Top of Atmosphere Radiance
Here we present the model sensitivity for the top of atmosphere radiance, which is the
light that has travelled down through the atmosphere, through or off the water, and
then back up through the atmosphere to the sensor. These spectra are also calculated
using the same variables all the way through carried on from the water-leaving radi-
ances. Figures 9.10 through 9.15 show the effect of changing the parameters on this
top of atmosphere radiance.
Figure 9.10: Top of atmosphere irradiance produced with varying Chl-A concentration in the water.
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Figure 9.11: Top of atmosphere irradiance produced with varying CDOM concentration in the water.
Figure 9.12: Top of atmosphere irradiance produced with varying water vapour in the atmosphere.
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Figure 9.13: Top of atmosphere irradiance produced with varying horizontal visibility in the atmo-
sphere.
Figure 9.14: Top of atmosphere irradiance produced with varying surface level wind-speed.
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Figure 9.15: Top of atmosphere irradiance produced with varying aerosol alpha factor.
9.2 Model Fitting to downwelling in situ data.
The model’s downwelling irradiance was optimised against the data collected on the
roof of the Physics building at Otago University using the least-squares processes
described in Chapter 7.
The data used for these optimisation’s are the noon data sets for the spectra shown
in Section 7.1.3.
As shown in in Figures 9.16 and 9.17 the model and the data agree very well under
these conditions. As this was during summer and at noon, the sun was very high in
the sky and the light was coming from a direction that the sensor can pick up large
amounts of light.
In Figures 9.18 and 9.19 however, the data was taken in winter. This means that the
Sun angle, even at noon, is still low in Dunedin. For the dates used in these examples,
the Sun angle is only 22◦ above the horizon. Because the Cosine Corrector has only
recently been added to the system, the data here was taken using the old Gershun
Tube setup, which instead of widening the field of view, narrows it. The effect this has
can be seen particularly in the situation shown in Figure 9.18 where the clear skies and
low sun angle mean only Rayleigh scattered light is reaching the sensor and almost
no direct light, causing the largely blue dominated spectra. The rainy day spectra
from winter does not have this problem as much, because the cloudy conditions cause
a greater amount of scattering at all wavelength, which largely suppresses the blue
shift caused by the lack of direct light reaching the sensor.
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Table 9.1: The model parameters and a brief description of them, as well as the full range of that
parameter within the model.
Parameter Description Range
Chl-A The Chlorophyll-A concentration in the water. 1×10−4 -
100mgm−3
CDOM The Coloured Dissolved Organic Matter concen-





The total precipitable amount of water vapour in
the atmosphere, taken in a vertical path from the




The representation of the type of aerosols in the





The Relative Humidity of the atmosphere. 0.1 - 100%
Horizontal
Visibility
The horizontal distance of visibility in kilometres. 1×10−5 - 100
Refractive
Index
The refractive index of sea water. 1.34 - 1.36
Wind Speed The wind speed at the Oceans surface. 0 - 100kmhr−1
Aerosol Al-
pha
The Angstrom aerosol alpha exponent. 0 - 100
Figure 9.16: Model optimised for sunny summer say data. This is referred to as Case A in table 9.2.
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Figure 9.17: Model optimised for raining summer day data. This is referred to as Case B in table
9.2.
Figure 9.18: Model optimised for sunny winter day data. See the text body on previous pages for a
possible explanation of the bad model fit. This is referred to as Case C in table 9.2.
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Figure 9.19: Model optimised for raining winter day data. This is referred to as Case D in table 9.2.
Solutions to the model fitting at low Sun angle and weaker signal strength are dis-
cussed in Chapter 10. A table with the optimised model parameter values for each of
these four cases is given in table 9.2.
Table 9.2: The optimised model parameters for each of the four downwelling data sets. Note that
Chl-A and CDOM concentration, as well as the refractive index of seawater, relative humidity and
surface wind speed, have none or negligible effect on the downwelling spectra, so we have not included
those parameters in this table.
Parameter Case A Case B Case C Case D
Water Vapour 1.3126×10−4 6.5069×10−5 1.2950×10−4 1.2225×10−4
Air Mass Type 1.0300 1.0208 1.0283 1.0273
Horizontal Visibility 0.1392 0.2038 0.1413 0.3851
Aerosol Alpha 1.3544×10−4 8.3601×10−5 8.6891×10−5 1.0891×10−4
9.3 Model Inversion with HICO Data
As mentioned in Section 7.3 the data from the HICO satellite flyovers are available for
research. One such image is shown in Figure 9.21 with points of interest highlighted.
For every pixel in this hyperspectral image (1,000,000 in total) our inference model
had a least squares parameter optimisation run on it for the wavelengths given by
the HICO data between 400nm and 700nm. First a simple brute force algorithm to
approach the minimum, then a Melder-Nead optimisation with a maximum of 3000
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function evaluations. The resulting computation for the entire image was done over
around 2000 CPU hours. Each horizontal line of pixels was done separately, assigned
as a single job to the cluster that computed the 2000 lines of the image. The process
is outlined in Figure 9.20.
Six points of interest which correspond to different conditions were selected and the
model fits are plotted for these. As mentioned in Section 7.3, these pixels were selected
as they each represented different types of water: deep open water, shallower open
water, water above the sandbar, deep water in Otago Harbour, shallow water in the
harbour and finally an ocean pixel which is covered by white cloud in the image.
Figure 9.20: Flowchart showing the process for the HICO data model inversion. The HICO image
is separated into lines, and those lines are processed pixel by pixel. For each pixel the optimisation
process is first run with a brute force algorithm testing the full range of parameters against each
other to find a rough solution. A Melder-Nead optimisation follows on this result to approach a more
accurate solution.
Each parameter is also shown as a full image colour map with the entire HICO image
plotted in Section 9.3.2
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9.3.1 Points of interest in upwelling spectra and model opti-
misation.
Figure 9.21: Dunedin Harbour HICO image, with magnified area around the harbour and six points
of interest highlighted.
It should be noted that the choice of pixels four and five, being so close to the land,
means there will be some adjacency effects causing some contamination of the data
by land radiances. Bulgarelli et al [61] investigate these adjacency effects, see Section
10.2 on the possible implementation of their methodology to improve our results for
pixels such as these.
The six points of interest from in Figure 9.21 have the optimised model results along
with the actual HICO data shown in the following images in this section.
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Figure 9.22: Optimised model fit to a pixel of dark ocean water from the Otago Peninsula HICO
image.
Figure 9.23: Optimised model fit to a pixel of light coloured ocean water from the Otago Peninsula
HICO image.
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Figure 9.24: Optimised model fit to a pixel of shallow ocean water over a sandbar from the Otago
Peninsula HICO image.
Figure 9.25: Optimised model fit to a pixel of water in the harbour channel from the Otago
Peninsula HICO image.
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Figure 9.26: Optimised model fit to a pixel of water in the harbour shallows from the Otago
Peninsula HICO image.
Figure 9.27: Optimised model fit to a pixel of a cloud above the ocean from the Otago Peninsula
HICO image.
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9.3.2 Parameter Optimisation Colour Maps
In this section colour maps are produced for each of the model parameters optimised
for every pixel in the broad bay HICO image. Each map is displayed with the visible
spectrum RGB image provided beside it for reference.










Color map of Aerosol Alpha Factor with RGB visible image.
Figure 9.28: Aerosol alpha colour map for the Otago Peninsula HICO image. It is noticeable that
the land mass returns significantly lower values for this parameter than the ocean pixels. Also that









Color map of Air Mass Type with RGB visible image.
Figure 9.29: Air mass type colour map for the Otago Peninsula HICO image. We can see some
underlying structure in the air mass type results over the water pixels, but hard to infer anything
about those pixel just from this parameter.












Color map of Refractive Index of water with RGB visible image.
Figure 9.30: Refractive index of seawater colour map for the Otago Peninsula HICO image. Using
the aerosol map as a filter we block out as much of the land pixels as possible here by setting those
pixels whose aerosol alpha result is less than 3 to have a refractive index value of the minimum













Color map of Horizontal Visibility with RGB visible image.
Figure 9.31: Horizontal visibility colour map for the Otago Peninsula HICO image. We can see as
expected the places of lowest visibility are the cloud pixels, and that there is some other structure
around the coastal waters.










Color map of CDOM with RGB visible image.













Color map of Chlorophyll-A with RGB visible image.
Figure 9.33: Chlorophyll-A colour map for the Otago Peninsula HICO image.











Color map of Relative Humidity with RGB visible image.










Color map of windspeed with RGB visible image.
Figure 9.35: Wind-speed colour map for the Otago Peninsula HICO image.
We also produce a colour map of the optimisation coefficient for each pixel. The
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coefficient is the sum of the error squares in each wavelength bin for that pixel. The
coefficient is capped at a maximum of 0.0025, due to a small number of the pixels
in the cloud area over land not optimising strongly. Without adding this scale limit,













Color map of LSQ fit parameter with RGB visible image.
Figure 9.36: Optimisation error colour map for the Otago Peninsula HICO image. The error is the
greatest around the cloud pixels for those above water, while the model tends to fit better to water
pixels overall in comparison to land, as expected.
Chapter 10
Conclusion
This project undertook remote sensing of water constituents using model-based in-
version of spectral data, from satellite based hyperspectral sensors. The first part
of this thesis outlines the theoretical background of this project. Chapter 2 intro-
duces concepts related to radiative transfer, in particular electromagnetic scattering
and the atmosphere. Chapter 3 detailed existing techniques for remote water con-
stituent analysis, including band-ratio and derivative algorithms. This chapter also
explores previous model inversion methods including those models used as a basis for
our model, namely, Gregg and Carder’s [26] and Peter Gege’s models [15].
As the atmosphere effects dominate the observed spectrum, a parameterised model is
needed for both the atmosphere, the water/atmosphere interface and the water itself.
The parameterised model developed for this purpose is described in Chapter 8
In order to calibrate these models, a sensor was developed for recording hyperspectral
data. This sensor is portable and lightweight so that is can be used to simultaneously
gather downwelling irradiance, as well as upwelling irradiance from a boat or other
mobile platform during a HICO satellite sensor observation. This would involve timing
our measurements with the data collection from a satellite flyover. Chapter 4 presents
the device hardware, Chapter 7 outlines initial data collection and the apparatus
descriptions, while Chapters 5 and 6 present the open-source device driver written for
the management of the spectrometers and the characterisation of the performance of
sensors through the detailed calibration process, respectively.
Finally, Chapter 9 puts together the model-based inversion. Firstly the inference
model sensitivity to each of the parameters is illustrated in a series of graphs. These
figures show the changes in the downwelling, water-leaving and top of atmosphere radi-
ances caused by the variation of a single parameter while holding the others constant.
Next a presentation of a model inversion using data collected by the downwelling
spectra apparatus is given. Lastly results for another model fitting are described, this
time with HICO data. We describe the least squares optimisation process used for
the model fitting. Individual pixel spectra are presented in detail, then each pixel in
the HICO image is analysed and full colour maps of each parameter over the entire
one million pixel HICO image of the Otago Peninsula are presented.
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10.1 Discussion of Results
We tested our inference model compared with Gege’s model for the test parameters.
Then we tested the sensitivity of the model to each of the input parameters. We found
that the amount of water vapour, horizontal visibility and aerosol alpha coefficient
have the largest effect on the transfer of light through the atmosphere. On top of these
parameters, the Chl-A and CDOM concentrations as well as surface wind-speed have
non-negligible effects on the water-leaving radiance. The refractive index of seawater
also has a small effect on the strength of this water-leaving light. See section 9.1
At the top of the atmosphere all of these parameters have a noticeable effect on the
spectra, however, it is the atmospheric effects that dominate, while the parameters
associated more with the water-leaving radiances account for much less of the variation
in the top of atmosphere light.
It should be noted, that the relative humidity variable appears to have a negligible
effect on the output of the model at all stages. It is possible that this is a bug in
the model, or that the effect is indeed negligible, or that this parameter is not truly
independent of the others, notably the water vapour and/or the visibility parameters.
We discuss this possibility more in Section 10.2.
The effect of the wind-speed on our model is based on a calculation by Cox and Munk
[62] but above around 7ms−1 whitecaps begin to form on the Ocean surface and at
wind-speeds much higher than this the model of the water leaving radiance will no
longer be applicable, an improvement to the model to take this into account may
allow for better results in these regimes.
10.1.1 Data collection
The downwelling collection apparatus was used to collect data with the Gershun tube
setup over many different conditions. It is shown in Section 9.2 that the model and
the data agree very strongly when the Sun is high in the sky, and the light intensity is
stronger. This is because the majority of the light is coming down within this setup’s
narrow field of view. However, it can also be seen that when the Sun is closer to the
horizon, the data and the model no longer agree. It is possible that this is a problem
with the model, but it is more likely to be due to the apparatus narrow field of view
in that setup. To test this hypothesis we purchased a Cosine Corrector.
The Cosine Corrector works by using an integrating surface to enlarge the field of
view to a full 180◦ hemisphere. However at the time of writing this thesis not enough
data has been collected by this setup to develop this theory more. This is addressed
in Section 10.2.
One thing that was not considered in this thesis and is discussed more in Section
10.2 is the potential vulnerability to the measurement being unstable with respect to
vibrations of the fibre optic cables.
Future Work 123
10.1.2 Model-based inference
There is some data where the model simply fails to converge, at this stage it is not
certain whether this is a model problem, or a problem with the optimisation method,
or a combination of both under certain sky conditions, there appears to be conditions
in which the optimisation converges to a local minimum instead of the global, but this
may be related to the model also. This is more prevalent in the downwelling data we
collected, but also appears in the HICO inversion data.
The model was optimised to the top of atmosphere spectra from the HICO data sets
as shown in plots of the pixels of interest in Section 9.3.1. The agreement between
the HICO data and our model predictions is very strong. This is reinforced by Figure
9.36 which shows the vast majority of the over water pixels that are not covered by
cloud have very small optimisation errors.
The colour maps in Section 9.3.2 allow us to analyse the model inversion and looking
at each parameter individually we can identify wide scale changes in the conditions
of the water from place to place in the image. This would be especially effective in
demonstrating the Chlorophyll concentrations of algal blooms. Unfortunately when
attempting to do the inversion of a HICO image from the South China Sea which
experienced an algal bloom, the computation failed due to hardware failure. The 2000
CPU hours required for another computation will have to wait until a future date.
There is, however, another set of colour maps from an image of southern Canterbury
up to Banks Peninsula in Appendix A.
The results of the model inversion need to be evaluated against in situ measurements
to truly determine the quality of the atmospheric correction. Some suggestions for
possible comparisons that can be made are mentioned in Section 10.2.
There does appear to be some artefacts of the optimisation process in the color maps,
in particular, the refractive index appears to be changing randomly spatially which
is an unlikely scenario, as mentioned later in Section 10.2 there is an MCMC on a
single pixel which shows at least for this pixel we can only be weakly confidant of
the resulting value for this parameter. This process would need to be completed over
many more pixels to allow for any conclusion about the accuracy the predictions. As
well as the refractive index, the horizontal visibility map suggests that this parameter
is correlated with the water properties which is extremely unlikely, as mentioned in
Section 7.3 it is possible that some of this striping is due to sensor artefacts. There has
been some work in the area of de-striping remote sensing imagery, such as Basnayake
et al [63]. This is something that can be looked further into in future.
10.2 Future Work
There are many branches of this work left to further exploration. In this section we
describe some of these possibilities.
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10.2.1 Re-calibration of Spectrometers
With the change in the collection end of the apparatus from the Gershun tube to the
Cosine Corrector, it is possible that a full re-calibration needs to be performed on the
spectrometers. While the Gershun tube itself does not effect the shape of the light
spectra received by the spectrometer, just narrow the field of view, it is possible that
the type of material used for the integration surface in the Cosine corrector does have
this effect. This would in turn need to be calibrated to ensure that the apparatus is
recording as accurate a result as possible.
As part of this re-calibration a diagnostic test could be run on the sensitivity of the
measurements to vibrations of the fibre optics cables. It is possible that variations in
the results for the same incident light is being caused by these vibrations.
Another potential improvement that could be tested during re-calibration would be
to use a light source with a stronger output in the near-UV region to calibrate these
pixels on the sensor. This would potentially be difficult to take into account the
results from both the calibrated source we already use and a second source, but may
allow for better calibration in this region.
Wavelength calibration should also be performed as part of this recalibration process
as while the devices were calibrated in this way before purchase it would be a good
idea to check this against a known calibration line to ensure continuing quality of
calibration.
10.2.2 Co-Ordination of Data Collection
Another desirable step would be to co-ordinate with flyovers by hyperspectral satellite
devices. Unfortunately during the course of this project the HICO imaging spectrom-
eter ceased operation, meaning that another source of hyperspectral images will need
to be found.
Accessing data from a hyperspectral imager at the top of the atmosphere as well
as data collected at ground level (or some distance above ground from a plane or
unmanned aerial vehicle) would allow details about the empirical effect of the atmo-
sphere on the light spectra to be shown in further detail. This would help to improve
the calibration of the model as well as our own apparatus.
10.2.3 Standardisation of Sensor Instrument
There are standard protocols for the measurement of downwelling and water leaving
radiances, and standard quantities for comparisons with satellite data [64, 65, 66].
Ensuring that the sensor system described in this thesis complied with these standard
protocols, and that the standard quantities are used by both the sensor and the
atmospheric model would allow comparisons with work done by other parties to be
done without difficulty.
As part of this the upwelling radiance sensor could be adjusted as to measure at a view
angle of 45◦ with the Ocean surface. These protocols also suggest taking photographs
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of both the sky and the water with the measurements to allow for the identification
of clouds or other features in the FOV of the sensor. This addition of a camera would
be possible directly through the Raspberry Pi and it’s associated accessories.
10.2.4 Weather Station
Because the weather conditions are included in the model parameters it is important
that we measure of the weather conditions whenever we do a data collection. While
there is publicly available information, having our own source of such data would
be extremely valuable especially if that data can be synchronised with spectral data
collection. A summer student project done in this research group involved getting
a small private weather station like the one pictured in Figure 10.1, powered and
operated using open source software and hardware. Small adjustments to this soft-
ware would allow for this data to be regularly recorded and used to compare and
calibrate the data collected via our sensor, and the sensitivity of the inference model
to certain parameters, most specifically, wind-speed and relative humidity. The rela-
tive humidity parameter in particular appears to have negligible effect on the model
results currently and this may help with this investigation.
Figure 10.1: The weather station managed by the Electronics group and which could be used to
synchronise data with the spectrometers.
Along with this weather station, if changes in the solar radiance are able to be tracked
and implemented in the model adding some more data driven input this should in-
crease the accuracy of our predictions.
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10.2.5 UAV
It would be possible for the sensor described in Part 2 to be used to collect both up-
welling and downwelling data from a position fixed on a drone. This would potentially
lead to improved understanding of the atmospheric and oceanic effects, as deploying
such a system just above the water surface would allow simultaneous collection of both
downwelling and water-leaving radiances. The increasing prevalence of these UAV’s
allows for the fast and effective deployment of sensor systems to many otherwise hard
to access locations at relatively low cost. The integration of such a device with our
sensor system would be a step forward in the direction of collecting spectral data.
10.2.6 Comparison of model inversion method and results
As mentioned Chapter 8 the model inversion method used in this thesis is based on
Gege’s proposed model, we showed that our work compares well with Gege for the
parameters provided in the paper presenting that work [15] (see Figure 8.8. A compar-
ison between our inversion method and some of the other coupled ocean-atmosphere
atmospheric corrections would allow better evaluated of the work we present in this
thesis. In particular the use of HYDROLIGHT codes such those by Mobley et al in
the 2016 NASA report [67].
A further comparison that could be made to evaluate our results would be to compare
CHL retrievals against known ocean measurements. There is a vessel owned by Otago
University and there has been in situ measurements of the water constituents in the
ocean around Otago harbour. Comparisons of the values calculated in this thesis with
these measurements could allow for further calibration of the model.
Comparison with the NASA (SeaDAS) or OSU (TAAFKAA) methods for atmospheric
correction of HICO data are more possibilities for future assessment of our methods
ability to predict the parameter values.
Another thing that could be done with the results would be to relate them to the
overall biogeochemical context of the coastal dynamics of the South Island, specifically
the Southland Current which is the dominant oceanographic feature in the Otago
Harbour region [68].
10.2.7 Model inversion of more HICO data
With the model inversion algorithm optimising to HICO data as shown in Section 9.3,
a logical progression would be to continue running the inversion on many different data
sets. As stated this process currently takes a large number of CPU hours, which puts
a strain on the research groups computing time. One thing that can be done is to
attempt to further optimise the code to run faster. Or to alter it in such a way that it
can be run on a cloud cluster. Preliminary work on this has begun, but falls outside
of the scope of this thesis.
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10.2.8 Potential improvements to the model inversion
There are a number of different possible avenues of research that could be done towards
the goal of improving the model inversion in its current state. One of which would be
to incorporate a land model to help with retrievals across the land water boundary,
and also to help improve the atmospheric correction if the land leaving light can be
more easily quantified than the water leaving. Given the atmospheric correction in
this model uses the water leaving radiance as it’s input for the top of atmosphere
calculations, it may be possible to substitute in the land model for those pixel over
land. In Section 9.3.1 we present the model inversion for six specific pixels, two of
which are close to land and therefore it is likely that the top of atmosphere spectra
for these pixels are contaminated by land radiance, along with implementing the land
model and spatial information of nearby pixels, applying a filter for these adjacency
effects would likely allow more accurate results in areas such as this close to land and
in shallows.
As mentioned in the discussion of the results an investigation into the sensor artefacts
would likely be fruitful in improving the model inversion, and would be a priority for
the continuation of this work.
There has also been some recent measurements which have potential to improve our
results in the blue and near UV, in particular some of the absorption values used in
our model may now be considered out of date and updating these may improve the
inversion results, especially with regards to features in this part of the spectrum.
Improved calculations at higher wind-speeds or simply reducing the possible range of
wind-speed and ignoring data around white caps as we currently have to do with land
may improve the models ability to calculate other water parameters, as mentioned
earlier the wind-speed calculation is only applicable up to around 7ms−1.
Once these improvements have been implemented, the inversion results should be
checked against known data and mean values should be compared to expected means.
10.2.9 MCMC pixel optimisation
Another piece of work which has had preliminary exploration is running a Markov
Chain Monte Carlo simulation of the HICO pixel inversion, as opposed to the current
optimisation process. The advantage of doing this is it will give a much more detailed
description of the confidence in each of the parameters.
Example results from the dark open water pixel selected in Section 9.3.1 from the
Otago Peninsula HICO image is shown in Figure 10.2.
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Figure 10.2: Preliminary results from the MCMC run on a single HICO pixel.
This shows, that for this particular pixel, there is reasonable confidence in the results
for most of the parameters, and that the data is not sufficient to tell us anything
about the relative humidity.
Appendix A
Christchurch Colour Maps
Over the next few pages we present the color maps produced for all of the model
parameters and the optimisation error from the HICO image of Canterbury.
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Color map of aerosol alpha with RGB visible image.













Color map of Chlorophyll-A with RGB visible image.
Figure A.2: Christchurch Chlorophyll-A concentration colour Map












Color map of CDOM with RGB visible image.













Color map of precipitable water vapour with RGB visible image.
Figure A.4: Christchurch water vapour colour Map












Color map of Air Mass Type with RGB visible image.












Color map of relative humidity with RGB visible image.
Figure A.6: Christchurch relative humidity colour Map]












Color map of Horizontal Visibility with RGB visible image.










Color map of Refractive Index of water with RGB visible image.
Figure A.8: Christchurch refractive index of seawater colour Map












Color map of windspeed with RGB visible image.













Color map of the optimasation error for each pixel with RGB visible image.
Figure A.10: Christchurch optimisation error colour Map
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Appendix B
Source Code for Python Driver for
STS-VIS Spectrometer
’’’ This is a classfile which acts as a driver for the OceanOptics STS -VIS
spectrometer based purely on Python code , it is formatted for use with the
usb package for USB communication , most importantly the usb.core file.
There are a few methods for spectrometer functions not currently
Implemented in this version.
This STS -Driver is free software: you can redistribute it and/or modify
it under the terms of the GNU General Public License as published by
the Free Software Foundation , either version 3 of the License , or
(at your option) any later version.
It is distributed in the hope that it will be useful ,
but WITHOUT ANY WARRANTY; without even the implied warranty of
MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the
GNU General Public License for more details.
You should have received a copy of the GNU General Public License
along with the software. If not , see <http ://www.gnu.org/licenses/>.
Last updated: 27/08/2014
Author: Matthew West
Department of Physics ,
University of Otago










This classfile for STS -VIS spectrometer communication was written using
information from the Spec sheet:
http ://www.oceanoptics.com/technical/engineering/STS %20 Data %20 Sheet.pdf
Some of the documentation for each method was taken directly from this
spec sheet.
"""
def __init__(self , index =0):
’’’ Initialization of the device , this finds the device and prints the
address. Also sets up the default values for the packet for sending
data to the device. May edit to make more robust later.
’’’
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device_list = usb.core.find(find_all=True , idVendor =0x2457 , \
idProduct =0x4000)
self.list = len(device_list)
if device_list is None:
raise STS_Error(’No OceanOptics STS -VIS spectrometer found!’)
else:
if len(device_list) > index:
self._dev = device_list[index]
else: raise STS_Error(’Not enough Spectrometers connected check ’ \
’your connections ’)
# This part makes the initialization a little bit more robust









#Maximum data packet size.
self._EP1_in_size = 64
self._EP2_in_size = 64
#Initialize the different fields for packet size. This is important
# as the packet is stitched together from these data fields. Each
# command that requires an adjustment to these default values will
# set that itself , and then re set to the default itself also.
self.headerTop = np.array ([193 , 192])
self.protocolVersion = np.array ([17, 0])
self.flags = np.array([0, 0])
self.errorNumber = np.array([0, 0])
self.messageType = None
self.regarding = np.array ([0, 0, 0, 0])
self.reserved = np.array ([0, 0, 0, 0, 0, 0])
self.checksumType = 0
self.immediateDataLength = 0
self.immediateData = np.zeros (16)
self.bytesRemaining = np.array ([20, 0, 0, 0])
self.payload = None
self.checksum = np.zeros (16)
self.footer = np.array ([197, 196, 195, 194])
#Flags: RESPONSE_FLAG -> 1, ACK_FLAG -> 2, ACK_REQUESTED_FLAG -> 4,
# NACK_FLAG -> 8, EXCEPTION_FLAG -> 16.
serial = self.get_serial ()
# print ’Device Found , The device is : %s’ %serial
# ################################################# #
# The following functions make up the User interface
# ################################################# #
# ################################################# #
# These are the general control functions #
# ################################################# #
def reset_device(self , line =1):
’’’ Sends the reset signal to the device. Needs to except core.USBError
and device may not work afterwards , it seems to be unavailable , may








def reset_defaults(self , line =1):
’’’ Clears certain persisted values including default baud rate and
pixel binning mode. Does not erase serial number , bench , alias ,
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calibration , or user strings.
’’’
self._send_command_to_device (0x00000001 , line)
def get_hardware_revision(self , line =1):
’’’ This value is sensed from the hardware itself. Request has no
payload. Reply is a single byte.
Returns the integer value.
’’’
return self._query_device (0x00000080 , line)[0]
def get_firmware_revision(self , line =1):
’’’ Firmware version as binary coded decimal. The same value should
be available through the USB descriptor as the bcdDevice field.
Request has no payload. Reply is a 2-byte integer (LSB first) of
the revision.
Returns the integer value.
’’’
data = self._query_device (0x00000090 , line)
return data [0] + data [1]*256
def get_serial(self , line =1):
’’’ Returns the serial number of the device , returned as a string ,
that is this function converts the bytestring to letters.
’’’
string = self._query_device (0x00000100 , line)
result = ’’
for ab in range(len(string)):
result += str(unichr(int(string[ab])))
return result
def get_serial_length(self , line =1):
’’’ Reply is a single byte saying the maximum length of the serial
number string that can be set.
Returns the integer value.
’’’
return self._query_device (0x00000101 , line)[0]
def get_alias_length(self , line =1):
’’’ Reply is a single byte saying the maximum length of the alias
string that can be set.
Returns the integer value.
’’’
return self._query_device (0x00000201 , line)[0]
def get_alias(self , line =1):
’’’ Returns the user allocated alias of the device , returned as a
string , that is this function converts the bytestring to letters.
’’’
string = self._query_device (0x00000200 , line)
result = ’’
for ab in range(len(string)):
result += str(unichr(int(string[ab])))
return result
def set_alias(self , stringname , line =1):
’’’ Sets the user allocated alias of the device , given as a string.
’’’
if len(stringname) <= 16:
for ab in range(len(stringname)):
self.immediateData[ab] = ord(stringname[ab])
self.immediateDataLength = len(stringname)
self._send_command_to_device (0x00000210 , line)
self.immediateDataLength = 0
else:
print "Alias Length cannot be longer than 16 characters"
def get_user_string_count(self , line =1):
’’’ This function returns the integer number of user defined strings
’’’
string = self._query_device (0x00000300 , line)[0]
return int(string)
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def get_user_string_length(self , line =1):
’’’ This function returns the maximum integer length of user defined
strings
’’’
string = self._query_device (0x00000301 , line)
length = string [0] + 256* string [1]
return int(length)
def get_user_string(self , ind , line =1):
’’’ This function returns the user defined string of index ind
’’’
self.immediateDataLength = 1
self.immediateData [0] = ind
string = self._query_device (0x00000302 , line)
self.immediateDataLength = 0
result = ’’
if string == None:
print "There is no User String with this Index"
else:
for ab in range(len(string)):
dat = str(unichr(int(string[ab])))
if dat != struct.pack(’<B’, 0):
result += str(unichr(int(string[ab])))
return result
def set_user_string(self , stringname , string_ind , line =1):
’’’ Sets the user string with index string_ind , given as a string.
’’’
self.regarding = np.array ([0, 1, 0, 2])
if len(stringname) <= 348:
if len(stringname) <= 15:
self.immediateData [0] = string_ind
for ab in range(len(stringname)):
self.immediateData[ab+1] = ord(stringname[ab])
self.immediateDataLength = len(stringname) + 1
self._send_command_to_device (0x00000310 , line)
self.immediateDataLength = 0
else:
data = np.zeros(len(stringname) + 1)
data [0] = string_ind
for ab in range(len(stringname)):
data[ab+1] = ord(stringname[ab])
bb = ((len(data)/64) + 1)*64
self._update_bytes_remaining(bb)
self._send_command_to_device (0x00000310 , line , True , data)
else:
print "Alias Length cannot be longer than %d \
characters" & self.get_user_string_length ()








def configure_status_led(self , command , line =1):
’’’ This method sets the operation of the LED:
Sends two byte message: Byte 0 is reserved and must always be 0x00.
Byte 1 is the pattern to drive the LED:
1 = LED will blink in an S-O-S pattern at a high priority (this
will not override a POST or hard fault indication , but will
override all others)
2 = LED will fade in and out at a low priority (anything but
the solid -on idle pattern will override this)
If this byte is anything other than 1 or 2 then the LED will
revert to its normal operation.
’’’
if (command == 1) or (command == 2):
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self.immediateData [0] = 0
self.immediateData [0] = command
self.immediateDataLength = 2
self._send_command_to_device (0x00001010 , line)
self.immediateDataLength = 0
else:
print "Please enter either 1 or 2 for status led commands"
print "Refer to the software documentation for more information"
def reprogramming_mode(self , line =1):
’’’ Causes the device to accept a .OBP file provided by Ocean Optics.
’’’
self._send_command_to_device (0x000FFF00 , line)
# ################################################# #
# These are the spectrometer commands #
# ################################################# #
def get_corrected_spectrum(self , line =1):
’’’ Request corrected spectra from device and read the response , by
corrected it returns the intensity of every pixel on the detector.
If the response is in the correct format , return is as a spectrum
of intensity values.
’’’
data = self._query_device (0x00101000 , line)
spectrum = np.zeros(len(data)/2)
for ab in range(len(spectrum)):
spectrum[ab] = data[ab*2] + 256*( data[ab*2 + 1])
return spectrum
def get_raw_spectrum(self , line =1):
’’’ Request spectra from device and read the response , this returns the
raw data , that is the actual ADC output of the pixels.
’’’
data = self._query_device (0x00101100 , line)
spectrum = np.zeros(len(data)/2)
for ab in range(len(spectrum)):
spectrum[ab] = data[ab*2] + 256*( data[ab*2 + 1])
return spectrum
def get_partial_spectrum_mode(self , line =1):
’’’ Returns a specification for partial spectrum retrieval (see the
respective set method for details). If no specification has been
set since the device was started , this will return a NACK






def set_integration_time(self , time_us , line =1):
’’’ Sets the integration time on the device to be time_us in micro
seconds.
’’’
a_bit = (time_us /(256**3))%256
b_bit = (time_us /(256**2))%256
c_bit = (time_us /256) %256
d_bit = time_us %256
self.immediateData [0:4] = np.array ([d_bit , c_bit , b_bit , a_bit ])
self.immediateDataLength = 4
self._send_command_to_device (0x00110010 , line)
self.immediateDataLength = 0
time.sleep (.5)
def set_trigger_mode(self , trig , line =1):
’’’ Sets the STS trigger mode , possible modes are:
Mode 0 (default): Integration begins as soon as possible after
request.
Mode 1: Integration or trigger delay begins with a rising
trigger edge.
Mode 2: Integration is internally triggered to synchronize with
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continuous strobe
’’’
if abs(trig) < 3:
self.immediateData [0] = trig
self.immediateDataLength = 1
self._send_command_to_device (0x00110110 , line)
self.immediateDataLength = 0
else:
print ’Please enter and integer value 0, 1 or 2 for trigger mode’
def simulate_trigger_pulse(self , line =1):
’’’ Causes the STS to react exactly as though an electrical rising edge
signal was applied to the external trigger pin of the device. This
is intended for cases where the device is put into an external
trigger mode and an acquisition has been started , but no signal is
forthcoming. By sending this command over a different
communications interface (e.g. RS232 or the second USB endpoint) it
is possible to make the device finish its acquisition normally.
’’’
self._send_command_to_device (0x00110120 , line)
def get_pixel_binning_factor(self , line =1):
’’’ Returns a single byte indicating the binning mode.
’’’
return self._query_device (0x00110280 , line)[0]
def get_max_binning_factor(self , line =1):
’’’ Returns a single byte representing the largest binning factor that
may be used (3). The minimum is assumed to be zero.
’’’
return self._query_device (0x00110281 , line)[0]
def get_default_binning_factor(self , line =1):
’’’ Returns the startup binning factor as a single byte
’’’
return self._query_device (0x00110285 , line)[0]
def set_pixel_binning_factor(self , factor , line =1):
’’’ Takes a single byte indicating the binning mode. This is used for
this bus until the device is reset.
’’’
self.immediateData [0] = factor
self.immediateDataLength = 1
self._send_command_to_device (0x00110290 , line)
self.immediateDataLength = 0
def set_default_binning_factor(self , factor=None , line =1):
’’’ Takes a single byte indicating the default binning mode. If no
factor is given , this will reset to factory default. This is
used for this bus until the device is reset.
’’’
if factor != None:
self.immediateData [0] = factor
self.immediateDataLength = 1
self._send_command_to_device (0x00110290 , line)
self.immediateDataLength = 0
def set_lamp_enable(self , enable , line =1):
’’’ Refers to the external enable pin. Changes take effect at the
beginning of the next spectral acquisition. If unsynchronized
control is required , connect to a GPIO instead. Input is 1 byte:
0 = off , 1= on.
’’’
if (enable == 0) or (enable == 1):
self.immediateDataLength = 1
self.immediateData [0] = enable
self._send_command_to_device (0x00110410 , line)
self.immediateDataLength = 0
else:
print ’Please use either 0 or 1 for lamb enable configuration ’
def set_trigger_delay(self , time_us , line =1):




a_bit = (time_us /(256**3))%256
b_bit = (time_us /(256**2))%256
c_bit = (time_us /256) %256
d_bit = time_us %256
self.immediateData [0:4] = np.array ([d_bit , c_bit , b_bit , a_bit ])
self.immediateDataLength = 4
self._send_command_to_device (0x00110510 , line)
self.immediateDataLength = 0
def get_scans_to_avg(self , line =1):
’’’ Returns the current setting for number of the scans to average as
a single byte. Note this data is actually line dependant. Be aware
this may be true for other methods.
’’’
data = self._query_device (0x00120000 , line)
return int(data [0]+ data [1]*256)
def set_scans_to_avg(self , scans , line =1):
’’’ Takes a 16-bit int indicating the number of scans to average over
when taking a spectrum. If the value is between 1-5000, otherwise
an error message is returned. Note this data is actually line
dependant. Be aware this may be true for other methods.
’’’
if scans < 5001 and scans > 0:
self.immediateData [0] = scans %256
self.immediateData [1] = (scans /256) %256
self.immediateDataLength = 2
self._send_command_to_device (0x00120010 , line)
else:
print "Please enter a number between 1 and 5000 for the number" \
" of Scans to average over."
self.immediateDataLength = 0
def get_boxcar(self , line =1):
’’’ Returns the boxcar width being applied to all spectra. Valid range
is 0-15. This is also line dependant.
’’’
return self._query_device (0x00121000 , line)[0]
def set_boxcar(self , width , line =1):
’’’ Takes a single byte giving the boxcar width to apply to all
spectra. Valid range is 0-15. Boxcar smoothing will apply to every
pixel , even if there are not a balanced number of neighbours on
both sides. This is also line dependant.
’’’
if width < 16 and width >= 0:
self.immediateData [0] = width
self.immediateDataLength = 1
self._send_command_to_device (0x00121010 , line)
else:




# These are the calibration functions #
# ########################################### #
def get_wav_coeff_count(self , line =1):
’’’ Returns the number of wavelength coefficients
’’’
return self._query_device (0x00180100 , line)[0]
def get_wav_coeff(self , index , line =1):
’’’ Returns the wavelength coefficient specified by ’index’
’’’
self.immediateDataLength = 1
self.immediateData [0] = index
data = self._query_device (0x00180101 , line)
self.immediateDataLength = 0
return struct.unpack(’<f’, struct.pack(’<4B’, data[0], data[1], \
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data[2], data [3]))[0]
def set_wav_coeff(self , index , coeff , line =1):
’’’ Sets the wavelength coefficient with the index given to be coeff.
’’’
self.immediateData [0] = index
self.immediateData [1:5] = struct.unpack(’<4B’, struct.pack(’<f’, \
coeff))
self.immediateDataLength = 5
self._send_command_to_device (0x00180111 , line)
self.immediateDataLength = 0
def get_nonlin_coeff_count(self , line =1):
’’’ Returns the number of non linearity coefficients
’’’
return self._query_device (0x00181100 , line)[0]
def get_nonlin_coeff(self , index , line =1):
’’’ Returns the non linearity coefficient specified by ’index’
’’’
self.immediateDataLength = 1
self.immediateData [0] = index
data = self._query_device (0x00181101 , line)
self.immediateDataLength = 0
return struct.unpack(’<f’, struct.pack(’<4B’, data[0], data[1], \
data[2], data [3]))[0]
def set_nonlin_coeff(self , index , coeff , line =1):
’’’ Sets the non linearity coefficient with the index given to be coeff.
’’’
self.immediateData [0] = index
self.immediateData [1:5] = struct.unpack(’<4B’, struct.pack(’<f’, coeff))
self.immediateDataLength = 5
self._send_command_to_device (0x00181111 , line)
self.immediateDataLength = 0
def get_irrad_calib(self , line =1):
’’’ Reply has up to 4096 bytes (whatever has been stored previously),
intended for 1024 x 4-byte floats. If nothing has been stored , the
reply will have NACK bit set in flags.
’’’
try:
data = self._query_device (0x00182001 , line)
except STS_Error:
print ’There is no data for irradiance calibration.’
else:
calib = np.zeros(len(data)/4)
for ab in range(len(calib)):
calib[ab] = struct.unpack(’<f’, struct.pack(’<4B’, \
data [0+ab*4], data [1+ab*4], data [2+ab*4], \
data [3+ab*4]))[0]
return calib
def get_irrad_calib_count(self , line =1):
’’’ Reply is a 4-byte integer indicating the total number of 4-byte
floats to be returned in a reply of get_irrad_calibration
including the zero values
’’’
data = self._query_device (0x00182002 , line)
return int(data [0]+256*( data [1]+256*( data [2]+256* data [3])))
def get_irrad_calib_area(self , line =1):
’’’ If a collection area has been set , it is returned as a 4-byte float
if not defined a NACK is returned and an error message is printed.
’’’
try:
data = self._query_device (0x00182003 , line)
except STS_Error:
print ’There is no area for collection set.’
else:




def set_irrad_calib(self , calibration , line =1):
’’’ Send a list of floats as the calibration. Request has up to 4096
bytes in payload. This corresponds to up to 1024 floats. Sending a
zero -length buffer will delete any irradiance calibration from STS.





for index in calibration:
data[ind] = index %256
ind += 1
data[ind] = (index /256) %256
ind += 1
data[ind] = (index /(256**2))%256
ind += 1
data[ind] = (index /(256**3))%256
ind += 1
self._update_bytes_remaining(len(data))
self._send_command_to_device (0x00186010 , line , \
payload=True , data=data)
self._update_bytes_remaining (0)
def set_irrad_calib_area(self , area , line =1):
’’’ Sets the colection area for irradiance calibration , Sending a
zero -length buffer will delete any collection area previously
stored.
’’’
self.immediateData [0:4] = struct.unpack(’<4B’, struct.pack(’<f’, \
area))
self.immediateDataLength = 4
self._send_command_to_device (0x00182011 , line)
self.immediateDataLength = 0
def get_stray_light_coeff_count(self , line =1):
’’’ Returns the number of stray light coefficients
’’’
return self._query_device (0x00183100 , line)[0]
def get_stray_light_coeff(self , order , line =1):
’’’ Returns the non linearity coefficient with the order of the
coefficient , specified by ’order ’
’’’
self.immediateDataLength = 1
self.immediateData [0] = order
data = self._query_device (0x00183101 , line)
self.immediateDataLength = 0
return struct.unpack(’<f’, struct.pack(’<4B’, data[0], data[1], \
data[2], data [3]))[0]
def set_stray_light_coeff(self , order , coeff , line =1):
’’’ Sets the stray light coefficient of order given by
’order’ to be ’coeff ’.
’’’
self.immediateData [0] = order
self.immediateData [1:5] = struct.unpack(’<4B’, struct.pack(’<f’, coeff))
self.immediateDataLength = 5
self._send_command_to_device (0x00183111 , line)
self.immediateDataLength = 0
def get_hot_pixel_index(self , line =1):
’’’ Reply is up to 52 x 2-byte integers. This returns an array of
integer indexes of the stored hot pixels of the device.
If nothing has been stored this will return a NACK in Flags.
’’’
data = self._query_device (0x00186000 , line)
ind = len(data)/2
indices = np.zeros(ind)
for ab in range(ind):
indices[ab] = 256* data[ab*2 + 1] +data[ab*2]
return indices
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def set_hot_pixel_index(self , indices , line =1):
’’’ Sets the hot pixel indices of the device. It is suggested that the
user runs the corresponding get method first and adds any new
indices onto the end of this np array and then sends it to this





for index in indices:
data[ind] = index %256
ind += 1
data[ind] = (index /256) %256
ind += 1










self._send_command_to_device (0x00186010 , line , \
payload=True , data=data)
self._update_bytes_remaining (0)
def get_bench_ID(self , line =1):
’’’ Reply is up to 32 byte ASCII string in output.
’’’
string = self._query_device (0x001B0000 , line)
result = ’’
for ab in range(len(string)):
result += str(unichr(int(string[ab])))
return result
def get_bench_serial(self , line =1):
’’’ Reply is an ASCII string in output.
’’’
string = self._query_device (0x001B0100 , line)
result = ’’
for ab in range(len(string)):
result += str(unichr(int(string[ab])))
return result
def get_slit_width(self , line =1):
’’’ Reply is a two byte integer of the slit width.
’’’
data = self._query_device (0x001B0200 , line)
width = data [0] + 256* data [10]
return width
def get_fiber_diameter(self , line =1):
’’’ Reply is a two byte integer of the fiber diameter.
’’’
data = self._query_device (0x001B0300 , line)
width = data [0] + 256* data [1]
return width
def get_grating(self , line =1):
’’’ Reply is an ASCII string in output.
’’’
string = self._query_device (0x001B0400 , line)
result = ’’
for ab in range(len(string)):
result += str(unichr(int(string[ab])))
return result
def get_filter(self , line =1):
’’’ Reply is an ASCII string in output.
’’’
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string = self._query_device (0x001B0500 , line)
result = ’’
for ab in range(len(string)):
result += str(unichr(int(string[ab])))
return result
def get_coating(self , line =1):
’’’ Reply is an ASCII string in output.
’’’
string = self._query_device (0x001B0600 , line)
result = ’’




# These are the GPIO command functions #
# ########################################### #
def get_number_GPIO_pins(self , line =1):
’’’ Reply is an unsigned byte of the number of pins.
’’’
return self._query_device (0x00200000 , line)[0]
def get_output_enable_vector(self , line =1):
raise NotImplementedError
def set_output_enable_vector(self , line =1):
raise NotImplementedError
def get_value_vector(self , line =1):
raise NotImplementedError
def set_value_vector(self , line =1):
raise NotImplementedError
# ########################################### #
# These are the strobe command functions #
# ########################################### #
def set_single_strobe_pulse_delay(self , line =1):
raise NotImplementedError
def set_single_strobe_pulse_width(self , line =1):
raise NotImplementedError
def set_single_strobe_enable(self , line =1):
raise NotImplementedError
def set_cont_strobe_period(self , line =1):
raise NotImplementedError
def set_cont_strobe_enable(self , line =1):
raise NotImplementedError
# ########################################### #
# These are the temperature functions #
# ########################################### #
def get_temperature_sensor_count(self , line =1):
’’’ Reply is a byte with the number of sensors.
’’’
return self._query_device (0x00400000 , line)[0]
def read_temperature_sensor(self , sensor , line =1):
’’’ Reply is a 4-byte corresponding to a single precision float.
The input is which sensor to get the temperature from:
0 = Detector Board Thermistor
1 = Reserved/Internal Use
2 = Microcontroller Sensor Temperature
’’’
self.immediateDataLength = 1
self.immediateData [0] = sensor
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data = self._query_device (0x00400001 , line)
self.immediateDataLength = 0
return struct.unpack(’<f’, struct.pack(’<4B’, data[0], data[1], \
data[2], data [3]))[0]
def read_all_temperature(self , line =1):
’’’ Reply is 3 4-bytes corresponding to 3 single precision floats.
Each refers to the the result returned by the function
read_temperature_sensor () for all 3 possible indices.
’’’
data = self._query_device (0x00400002 , line)
self.immediateDataLength = 0
return np.array(struct.unpack(’<3f’, struct.pack(’ <12B’, data[0], data[1], \
data[2], data[3], data[4], data[5], data[6], data[7], data[8], \
data[9], data [10], data [11])))
# ########################################### #
# The user doesn’t need to see these function #
# ########################################### #
def _send_command_to_device(self , command , line , payload=False , data=None):
’’’ This function writes the packet to the device , and does a single
read to look for the ACK.
’’’
if payload == True:
if data == None:
print "No Payload Present"
else:
# print "Payload Received"
packet = self._build_packet(command , 4, data)
sends = len(packet)/64
# Send to the correct line then wait a small amount of time
for ab in range(sends):
n = 64*ab
if line == 1:
self._dev.write(self._EP1_out , packet[n:n+64])
elif line == 2:
self._dev.write(self._EP2_out , packet[n:n+64])
else:
print ’Please enter correct line choice. 1 or 2’
raise _OOError(’Wrong endpoint line choice ’)
time.sleep (.1)
else:
packet = self._build_packet(command , 4)
#Send to the correct line then wait a small amount of time
if line == 1:
self._dev.write(self._EP1_out , packet)
elif line == 2:
self._dev.write(self._EP2_out , packet)
else:
print ’Please enter correct line choice. 1 or 2’
raise _OOError(’Wrong endpoint line choice ’)
time.sleep (.1)
if command != 0: #If we didn’t send the reset command
read = self._read_device(line)
# print read
if read [4] != 3: #If "dead" data , read what is on the line
read = self._read_device(line)
# print read
if read [4] != 3: #If still wrong , manage the error
self._error_management(read [6])
def _query_device(self , command , line):
’’’ This function also writes the packet to the device , but this time
it is for a data request , so it does the initial read looking for
the response and when found it will return that data. If the
response has a payload then an external read is called looking for
the amount of data specified in the bytesRemaining field of the
first packet , else the internal read is called looking for only
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the immediateData field with length given by immediateDataLength
’’’
packet = self._build_packet(command , 0)
#Send to the correct line then wait a small amount of time
if line == 1:
self._dev.write(self._EP1_out , packet)
elif line == 2:
self._dev.write(self._EP2_out , packet)
else:
print ’Please enter correct line choice. 1 or 2’




if read [4] != 1: #If "dead" data , read the data on the line already
read = self._read_device(line)
# print read
if read [4] != 1: #If still wrong , manage the error
self._error_management(read [6])
else:
bytes_left = read [40] + 256*( read [41] + 256*( read [42] + \
256*( read [43])))
if bytes_left == 20:
to_read = read [23]
return self._internal_read(read , to_read)
else: return self._external_read(line , read , bytes_left)
def _read_device(self , line):
’’’ This function reads the device on the correct line. It is called
by a function which the user can see and that function defines the
repeating reads or not
’’’
if line == 1:
ret = self._dev.read(self._EP1_in , 64, timeout =1000000)
elif line == 2:
ret = self._dev.read(self._EP2_in , 64, timeout =1000000)
else:
print ’Please enter correct line choice. 1 or 2’
raise _OOError(’Wrong endpoint line choice ’)
return ret
def _build_packet(self , commandtype , flags_up , data=None):
’’’ This is the function that constructs the packet from the internal
data structures and returns it.
’’’
package = struct.pack(’<8B’, self.headerTop [0], self.headerTop [1], \
self.protocolVersion [0], self.protocolVersion [1], \
(self.flags [0] + flags_up), self.flags [1], self.errorNumber [0], \
self.errorNumber [1])
package += struct.pack(’<I’, commandtype)
package += struct.pack(’ <12B’, self.regarding [0], self.regarding [1], \
self.regarding [2], self.regarding [3], 0, 0, 0, 0, 0, 0, \
self.checksumType , self.immediateDataLength)
for ii in range (16):
package += struct.pack(’<B’, self.immediateData[ii])
package += struct.pack(’<4B’, self.bytesRemaining [0], \
self.bytesRemaining [1], self.bytesRemaining [2], \
self.bytesRemaining [3])
if data != None:
#Need to be able to add the payload in somehow
for jj in range(len(data)):
package += struct.pack(’<B’, data[jj])
while len(package) % 64 != 44:
package += struct.pack(’<B’, 0)
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for ii in range (16): #Reserved BYTES
package += struct.pack(’<B’, self.checksum[ii])
package += struct.pack(’<4B’, self.footer [0], self.footer [1], \
self.footer [2], self.footer [3])
return package
def _internal_read(self , read , bytes_for_reading):
’’’ This function will read a single packet off the device and return
just the data from this packet
’’’
data = np.zeros(bytes_for_reading)
for ab in range(bytes_for_reading):
data[ab] = read [24 + ab]
return data
def _external_read(self , line , read , bytes_for_reading):
’’’ This function will read all the remaining packets in the data
stream and returns the data of interest
’’’
to_read = bytes_for_reading /64
for kk in range(to_read):
read += self._read_device(line)
#Takes the data off the read packets.
data = np.zeros(to_read *64) #Needs this not ’bytes’ to ignore last 20
for ll in range(to_read *64):
data[ll] = read [44 + ll]
return data
def _update_bytes_remaining(self , change):
’’’ This function updtes the data field which is concerned with the
number of bytes remaining in the package. An input value of 0 in
the change field will reset it to the default 20, which corresponds
to no payload.
’’’
val = change + 20
a_bit = (val /(256**3))%256
b_bit = (val /(256**2))%256
c_bit = (val /256) %256
d_bit = val %256
self.bytesRemaining = np.array([d_bit , c_bit , b_bit , a_bit ])
def _update_immediate_data(self , length , data):
’’’ This function will replace the code in many of the sending command




def _error_management(self , error):
’’’ This function is the error handler , it will just print the error
Type and the message that comes with that error out for the user.
’’’
if error == 0:
print "No detectable errors"
elif error == 1:
print "Invalid/unsupported protocol"
elif error == 2:
print "Unknown message type"
elif error == 3:
print "Bad checksum"
elif error == 4:
print "Message too large"
elif error == 5:
print "Payload length does not match message type"
elif error == 6:
print "Payload data invalid"
elif error == 7:
print "Device not ready for given message type"
elif error == 8:
print "Unknown checksum type"
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elif error == 9:
print "Device reset unexpectedly"
elif error == 10:
print "Too many buses (Commands have come from too many bus" \
"interfaces)"
elif error == 11:
print "Out of memory. Failed to allocate enough space to" \
"complete request."
elif error == 12:
print "Command is valid , but desired information does not exist."
elif error == 13:
print "Int Device Error. May be unrecoverable."
elif error == 100:
print "Could not decrypt properly"
elif error == 101:
print "Firmware layout invalid"
elif error == 102:
print "Data packet was wrong size (not 64 bytes)"
elif error == 103:
print "Hardware revision not compatible with firmware "
elif error == 104:
print "Existing flash map not compatible with firmware"
elif error == 255:
print "Operation/Response Deferred. Operation will take some" \
"time to complete. Do not ACK or NACK yet."
else:
print "Error Undetermined"
raise STS_Error(’Device %s sent back error ’ % (self._dev , ))
class STS_Error(Exception):
’’’ This is the error class which is raised by the Driver in its error
management function.
’’’
def __init__(self , value):
print value
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