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Abstract
While machine learning models capable of
producing uncertainty estimates are becoming
widespread, uncalibrated uncertainty estimates
are often overconfident, and often assume prede-
termined probability distributions over the error
which do not match the empirical calibration error.
Most work on calibrating uncertainty estimates
focuses on classification rather than regression,
which introduces novel challenges. We present a
calibration method referred to as Calibrating Re-
gression Uncertainty Distributions Empirically
(CRUDE) that does not assume a fixed uncer-
tainty distribution, instead making the weaker as-
sumption that error distributions have a constant
shape across the output space, shifted by predicted
mean and scaled by predicted standard deviation.
CRUDE requires no training of the calibration
estimator aside from a parameter to account for
consistent bias in the predicted mean. Our method
is distribution-agnostic and provides sharper and
more accurate uncertainty estimates than state of
the art techniques, as demonstrated by calibration
and sharpness measures across many datasets.
1. Introduction and Related Work
Uncertainty estimates are important across a wide range of
applications, from medical diagnosis to weather forecasting
to autonomous driving. Accurately assessing confidence in
a prediction, and specifying the underlying distribution of
potential errors, is a cornerstone of reliable and interpretable
models in any high stakes scenario. For example, having
good confidence intervals when forecasting solar power
production in the near future allow utilities to better account
for fluctuations (Murata et al., 2018). Similarly, having good
uncertainty estimates on a model meant to assess tumor
size is important, as those metrics may be used to assess
a variety of other clinical aspects (Kourou et al., 2015).
1Stanford University. Correspondence to: Eric Zelik-
man <ezelikman@cs.stanford.edu>, Christopher Healy
<cjhealy@stanford.edu>.
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Figure 1. Comparison between the calibration curve for differ-
ent calibrations applied to a neural network with a Monte Carlo
dropout-derived uncertainty estimate. We show CRUDE (ours),
the method from Kuleshov et al., and a Gaussian MLE calibration
corresponding to Levi et al., for a neural network trained on the
Forest Fires dataset (Cortez & Morais, 2007). Note that the dotted
like x = y corresponds to perfect calibration.
While uncertainty calibration for classification is a fairly
well-developed research area, uncertainty calibration for
regression has remained relatively less explored (Kuleshov
et al., 2018). Notably, previous work has indicated that the
models which perform best on the regression tasks that they
are trained on will rarely be calibrated, and early stopping
to guarantee calibration on a calibration dataset will usually
hinder model performance overall (Laves et al., 2020).
Kuleshov et al. (2018) authored one of the most influential
papers on this topic, which proposed training an auxiliary
model to calibrate uncertainty metrics by minimizing a cali-
bration loss. Levi et al. (2019) aimed to highlight theoretical
issues with this work, namely that it tends to overfit and
allows for a calibration model to be regarded as calibrated
even when the calibrated uncertainties are uncorrelated with
the true uncertainties. Levi et al. proposed a simpler cal-
ibration model that sidestepped such assumptions. Laves
et al. (2020) built on the Levi et al. method to incorporate
epistemic uncertainty in addition to aleatoric uncertainty.
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Figure 2. Visualization of the assumption made about the relationship between the underlying uncertainty distribution function and the
observed errors: errors, scaled by sigma, can be seen as samples from this underlying distribution function.
However, one of the challenges that the Kuleshov et al. pa-
per set out to solve was addressing situations where error
distributions are not truly Gaussian, which may be inevitable
if the underlying distribution is skewed or multimodal and
the model is unable to completely disentangle these fac-
tors. In addition, the criticism of the calibration metric as
allowing any distribution to be calibrated neglects the dis-
tinction between calibration and sharpness in calibration
literature: calibration evaluates the probabilistic accuracy
of an uncertainty distribution, while sharpness is the met-
ric by which calibrated uncertainty estimates are compared
(Gneiting et al., 2007). Calibrated uncertainties that are
well-correlated with errors will be sharper than those that
are not. Sharpness has other compelling features too, as it
is a metric is that permits performance comparison across
calibrated models.
Yet, many of the Levi et al. concerns about the Kuleshov
et al. method are well-founded: because it recalibrates on
the aggregate calibration curve1, there exist probability dis-
tributions unrelated to the underlying distribution that can
be found that correspond to “perfect” calibration regardless
of the true uncertainty distributions. However, we show
this leads to less-sharp estimates of uncertainty. We also
note that the definition in Kuleshov et al. requires an in-
vertible calibration curve, something that is often missing
from sufficiently overconfident models, which degrades the
performance of the method. It may be possible to somewhat
ameliorate this by preprocessing the uncertainty distribu-
tion, but this is not part of the method, and likely would not
resolve the underlying disregard for sharpness.
In theory, there are many transformations that lead to a
calibrated distribution, but ideally we would like the one
1The concept of the calibration curve is elaborated on in Sec-
tion 2
that results in the sharpest possible uncertainty estimates.
Contribution: We propose a calibration method, Cali-
brating Regression Uncertainty Distributions Empirically
(CRUDE), based on Levi et al. and Kuleshov et al. that
assumes less about the underlying error distribution, does
not require an auxiliary calibration model, and has a con-
sistent prior, improving calibration and sharpness over both
the Levi et al. and Kuleshov et al. approaches on many
datasets.
2. Derivation
A calibration problem is formulated as follows: we take
as input a trained model that outputs mean and variance
estimates for any given input set2, and a calibration set
of data that is independent of the training set. We aim to
produce a probability distribution over the output space of
the model that best corresponds to our calibration dataset.
The essential assumption we make is that the true error
measures3, linearly scaled down by the predicted standard
deviation, are independent and identically distributed. Math-
ematically, we assume that there is some underlying proba-
bility distribution D such that for all x:
p(y|x; µˆ(x), σˆ2(x)) = D
(
µˆ(x)− y
σˆ(x)
)
(1)
We can treat each uncertainty-scaled error divided by the
predicted uncertainty, µˆ(x)−yσˆ , as an unbiased sample from
the underlying error distribution. Then, we can use the
2We generally neglect any other assertions the model makes
about the shape of output distributions.
3That is, the signed empirical distance of the observation to the
predicted mean.
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Table 1. Results: Different calibration methods evaluated across various UCI datasets and models. The sharpest calibrated models for each
task are underlined, and while the sharpness of the uncalibrated distribution is reported, it is italicized and not considered in evaluating the
best distribution. VNN refers to the variational neural network, DNN refers to the dropout neural network, NGB refers to NGBoost, and
GP refers to a Gaussian process.
VARIATIONAL NN CALIBRATION DROPOUT NN CALIBRATION NGBOOST CALIBRATION GAUSSIAN PROCESS CALIBRATION
NONE MLE KUL. CRUDE NONE MLE KUL. CRUDE NONE MLE KUL. CRUDE NONE MLE KUL. CRUDE
FIRE 0.1109 0.1350 0.0732 0.0700 0.1693 0.1760 0.0915 0.0672 0.1935 0.2037 0.0805 0.0703 0.2174 0.2326 0.1213 0.1529
YACHT 0.1913 0.1669 0.0851 0.0917 0.1702 0.1030 0.0986 0.0980 0.1768 0.1479 0.1196 0.0998 0.0926 0.0890 0.0899 0.0913
AUTO 0.1249 0.0718 0.0761 0.0688 0.1895 0.0775 0.1219 0.0740 0.1917 0.1022 0.1334 0.0803 0.1476 0.0835 0.0930 0.0785
DIABETES 0.2213 0.0791 0.1633 0.0750 0.2282 0.0732 0.1764 0.0705 0.2026 0.0823 0.1290 0.0792 0.2017 0.0667 0.1290 0.0693
HOUSING 0.1058 0.0748 0.0712 0.0660 0.1800 0.0648 0.1088 0.0662 0.1814 0.0919 0.1117 0.0645 0.1093 0.0783 0.0685 0.0643
ENERGY 0.1089 0.0819 0.0495 0.0525 0.0916 0.0851 0.0578 0.0623 0.0647 0.0657 0.0483 0.0519 0.0589 0.0519 0.0509 0.0516
CONCRETE 0.0811 0.0688 0.0490 0.0444 0.1399 0.0485 0.0677 0.0467 0.0877 0.0524 0.0432 0.0431 0.1170 0.0534 0.0594 0.0489
WINE 0.1203 0.0676 0.0603 0.0376 0.2217 0.0425 0.1632 0.0402 0.0846 0.0605 0.0401 0.0506 0.1797 0.0462 0.1011 0.0486
KIN8NM 0.0687 0.0209 0.0195 0.0152 0.1268 0.0211 0.0441 0.0219 0.0525 0.0310 0.0141 0.0398 0.0774 0.0223 0.0227 0.0155
POWER 0.0499 0.0367 0.0144 0.0166 0.1942 0.0242 0.1175 0.0171 0.0251 0.0246 0.0139 0.0141 0.1532 0.0803 0.0838 0.0144
AIRFOIL 0.0575 0.0515 0.0366 0.0411 0.1474 0.0429 0.0718 0.0340 0.0610 0.0454 0.0373 0.0381 0.1036 0.0590 0.0565 0.0436
PARKINSONS 0.1194 0.0743 0.0166 0.0172 0.0579 0.0538 0.0231 0.0196 0.0326 0.0226 0.0169 0.0226 0.0273 0.0712 0.0187 0.0178
VARIATIONAL NN SHARPNESS DROPOUT NN SHARPNESS NGBOOST SHARPNESS GAUSSIAN PROCESS SHARPNESS
NONE MLE KUL. CRUDE NONE MLE KUL. CRUDE NONE MLE KUL. CRUDE NONE MLE KUL. CRUDE
FIRE 0.3012 1.4568 5.0435 1.4247 0.2766 2.1641 8.8794 2.1170 0.1592 1.9916 7.7538 1.9466 0.9559 2.3777 1.6508 2.4288
YACHT 0.1512 0.1052 0.0745 0.0987 0.1098 0.1591 0.1664 0.1220 0.0106 0.0861 0.1876 0.0838 0.1082 0.1462 0.1521 0.1433
AUTO 0.1906 0.4486 0.7922 0.4395 0.0856 0.3861 0.9974 0.3799 0.1052 0.6083 1.0336 0.5700 0.1428 0.4200 0.7469 0.4086
DIABETES 0.1913 1.0372 2.0210 1.0089 0.1495 0.9527 2.0286 0.9157 0.2674 1.1130 1.5057 1.0745 0.2317 0.8857 1.2542 0.8618
HOUSING 0.1737 0.3902 0.7894 0.3824 0.0979 0.3762 1.2559 0.3694 0.0908 0.5122 1.3065 0.5016 0.2529 0.5379 0.9232 0.5203
ENERGY 0.1520 0.1196 0.1132 0.1159 0.0883 0.1740 0.2304 0.1670 0.0373 0.0596 0.0660 0.0577 0.0656 0.0871 0.1200 0.0861
CONCRETE 0.1837 0.3680 0.6295 0.3643 0.1410 0.3687 0.7775 0.3600 0.1845 0.3562 0.6050 0.3509 0.2208 0.5068 0.7887 0.5009
WINE 0.3537 1.1043 1.7917 1.0935 0.1366 0.9376 2.5283 0.9285 0.5024 0.9481 1.1921 0.9394 0.2722 1.0492 1.9626 1.0393
KIN8NM 0.2099 0.3197 0.5886 0.3163 0.1379 0.3030 0.7514 0.2984 0.5593 0.6522 0.7436 0.6511 0.1911 0.3297 0.5629 0.3290
POWER 0.3205 0.3066 0.3769 0.3010 0.0655 0.2818 1.3721 0.2803 0.1940 0.2371 0.3962 0.2367 0.0919 0.4296 1.1340 0.4060
AIRFOIL 0.2603 0.3744 0.6316 0.3695 0.1361 0.4081 1.0709 0.4011 0.3151 0.4411 0.5326 0.4357 0.2305 0.5714 0.9198 0.5659
PARKINSONS 0.1376 0.0995 0.1202 0.0971 0.0791 0.1415 0.2910 0.1397 0.0935 0.1010 0.1119 0.1009 0.1393 0.2098 0.4044 0.2094
quantile function directly on the scaled-errors observed on
a held-out calibration dataset (or alternatively, as observed
over some number of folds).
Thus, in order to predict an uncertainty interval from an
uncertainty estimate, we scale the uncertainty interval cal-
culated on the scale-error distribution by the uncertainty
estimate. That is, for a given prediction µˆ and σˆ, and for the
calibration set predicted means Mˆ , predicted uncertainties
Σˆ, and observed values Y , we define our guiding equation:
the quantile (or percent-point function) of the error density
distribution D can be expressed as:
cdf−1(∧D)(p; yˆ, σˆ) = yˆ + σˆ · quantile
(
Mˆ − Y
Σˆ
, p
)
(2)
Put simply, the sampled quantile of the underlying distribu-
tion is re-scaled by the predicted mean and variance given
the specific input to create the final distribution.
3. Evaluating Calibration and Sharpness
3.1. Calibration
Because we can associate each error with a probability in a
regression prediction with uncertainty, we can evaluate the
relationship between the expected and observed confidence
levels. That is, for a calibrated model, the errors that it
predicts will be in the 30th percentile of its distribution,
should be above the true errors 30% of the time. This is
known as the probability integral transform (PIT) value and
a well-calibrated model should have a uniform distribution
over the percentiles associated with errors (Gneiting et al.,
2007).
Ideally, each expected confidence percentile should match
the fraction of values observed below the predictions of that
percentile. To measure proximity to this, we replicate the
Kuleshov et al. calibration metric, which utilizes the RMSE
between the expected confidence levels and the observed
confidence levels. We initialize values of p in the range
[0, 1] with a step size of 0.01, and for each pj , we calculate
the empirical frequency, pˆj :
pˆj =
1
n
n∑
i=1
[y(i) < cdf−1(∧D)(pj , yˆ(i), σˆ(i))] (3)
We can then calculate the calibration, cal(cdf ˆ(D)) :
cal(cdf ˆ(D)) =
1
n
√√√√ n∑
i=1
(pˆj − pj)2 (4)
3.2. Sharpness
Calibration does not show us the full picture: a calibration’s
efficacy on a dataset is also based on the resulting sharpness
(which is related to the degree to which the uncertainties
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Figure 3. Various combinations of models and datasets where CRUDE performed particularly well. Top left: variational neural net on the
Boston Housing dataset; top right: dropout neural net on the Parkinson’s Telemonitoring dataset; bottom left: Gaussian process on the
Combined Cycle Power Plant dataset; bottom right: NGBoost on the Yacht Hydrodynamics dataset
are correlated with the true error) (Kuleshov et al., 2018;
Gneiting et al., 2007; Levi et al., 2019; Laves et al., 2020). In
order to evaluate sharpness, we can use the mean calibrated
predicted variance on the validation set (Gneiting et al.,
2007), but we take the square root of this value to match the
dimensionality of the error.
4. Implementation
To calibrate a model, for a given calibration dataset, we
store the observed model errors divided element-wise by the
model’s predicted uncertainty, Mˆ−YΣ . Then, to return the
calibrated percentile point function at a percentile p, given
an estimate from the same model with yˆ, the calibration
method returns yˆ+ σˆ · quantile
(
Mˆ−Y
Σˆ
, p
)
. In order to cal-
culate a 90th percentile interval range for a given prediction,
we could plug in p = 0.05 and p = 0.95. In order to maxi-
mize the efficiency of the quantile lookup, we can sort the
scaled errors given the calibration data, allowing this method
to run in constant (O(1)) time with respect to the size of the
calibration dataset with an O(n log n) preprocessing cost.
While our algorithm’s guiding equation is free of hyperpa-
rameters, in practice, to allow adaptability for a variety of
models as well as decrease error due to variations in the
shape of the underlying distribution, we introduce a param-
eter in our implementation. Before applying the formula
for the derivation of the underlying cumulative distribution
function, we consider a shift to all predicted means such that
Mˆ ′ = Mˆ + b. We use Powell’s method (Powell, 2007) in
order to find the shift that maximizes our calibration score
on the calibration dataset.
5. Experiments
5.1. Models and Calibration Methods
We evaluate each calibration method on multiple predictive
models with uncertainty which have shown good perfor-
mance on numerous tasks, including two flavors of Bayesian
neural networks, Gaussian processes4, and a recent model
known as Natural Gradient Boosting (Duan et al., 2019).
Specifically, the two neural network approaches that we con-
sider include one using Monte Carlo dropout as described in
Gal & Ghahramani (2015) as well as one which separately
4Optimized using GPytorch (Gardner et al., 2018)
Improving Regression Uncertainty Estimates with an Empirical Prior
2.0 1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0
Z-score
0.0
0.1
0.2
0.3
0.4
0.5
0.6
Pr
ob
ab
ilit
y 
De
ns
ity
Figure 4. Visualization of the skewed distribution for the scaled
errors of the variational neural net on the Combined Cycle Power
Plant dataset (Tu¨fekci, 2014).
predicts a mean and variance (Papadopoulos et al., 2001),
both with hyperparameters similar to those described in Gal
& Ghahramani (2015)5. We compare no calibration, a Gaus-
sian maximum likelihood estimate (including shift) inspired
by the Levi et al. (2019) method, the Kuleshov et al. (2018)
method, and CRUDE.
5.2. Datasets
We evaluate our model on 12 datasets, primarily from the
freely available Machine Learning Repository from the Uni-
versity of California, Irvine6. The datasets used have large
variety across both applications and technical features, in-
cluding input dimensionality and dataset size.
5.3. Evaluation
For each model on each dataset, we run 20 trials with the
dataset shuffled and split repeatedly, with a (0.5, 0.4, 0.1)
split between training, calibration, and test data. For each
trial, we score every calibration method for calibration and
sharpness. We use the metrics discussed in Section 3 for
calibration and sharpness.
Note that we do not use the calibration metrics proposed
in Levi et al. (2019); Laves et al. (2020), as they do not
consider the uncertainty distribution associated with a given
5p = 0.2, 3 hidden layers w/ 1024 units, weight decay= 0.01
6These are the Forest Fires, Yacht Hydrodynamics, Auto MPG,
Diabetes, Boston Housing, Energy Efficiency, Concrete Compres-
sive, Wine Quality, Combined Cycle Power Plant, Airfoil Self-
Noise, kin8nm (not UCI), and Parkinsons Telemonitoring datasets
(Cortez & Morais, 2007; Ortigosa et al., 2007; Rossi & Ahmed,
2015; Kahn et al., 1993; Harrison Jr & Rubinfeld, 1978; Tsanas
& Xifara, 2012; Yeh, 1998; Cortez et al., 2009; Tu¨fekci, 2014;
Brooks et al., 1989; Ghahramani, 1996; Tsanas et al., 2009)
0.0 0.2 0.4 0.6 0.8 1.0
Expected Confidence Level
0.0
0.2
0.4
0.6
0.8
1.0
Ob
se
rv
ed
 C
on
fid
en
ce
 L
ev
el
No Calibration
CRUDE without Shift
CRUDE
Figure 5. Comparison between shifted and unshifted performance
of CRUDE on the Forest Fires Dataset for a uncertainties from
NGBoost (Cortez & Morais, 2007).
uncertainty estimate, instead using mean absolute error as a
metric. Moreover, as highlighted in the appendix of Laves
et al., this may correspond to an implicit Laplacian prior.
6. Analysis and Results
We find that on the majority of tasks and models, our cali-
bration method outperforms the alternative methods in both
calibration and sharpness. While the degree of improvement
varies, on several models and tasks it is greater than 50%.
There is no model that is consistently the sharpest across all
datasets when calibrated, though the dropout neural network
and NGBoost are disproportionately represented among the
sharpest solutions.
We also notice that the Kuleshov et al. method has the
greatest likelihood of outperforming CRUDE in terms of
calibration as the datasets are larger. However, in almost all
cases where the Kuleshov et al. method results in improved
calibration, there is a substantial sacrifice of sharpness. As
highlighted by Levi et al., Kuleshov et al. will be able to
calibrate any distribution with enough data, but it will often
do so at the expense of sharpness. Another issue with the
Kuleshov et al. method is that it is unable to recalibrate a
sufficiently overconfident model, as it relies on the calibra-
tion curve being defined for the entire range of expected
confidence levels.
Figure 4 shows an example scaled error distribution on the
Power dataset, indicating that its skew may explain this
improvement (Tu¨fekci, 2014).
Note that while it is possible to use CRUDE as a parameter-
free calibration technique by setting the shift parameter to 0,
this often decreases performance when a model’s training
Improving Regression Uncertainty Estimates with an Empirical Prior
prior is far from the empirical error distribution. One strik-
ing example of this is on the UCI Forest Fires Dataset where
the task is forest fire area prediction from meteorological
data as highlighted in Figure 5 (Cortez & Morais, 2007).
7. Conclusion and Future Work
CRUDE offers substantial improvements over existing
regression calibration techniques, especially for datasets
where the error distribution has a nonstandard shape. How-
ever, there are many meaningful avenues left to explore.
For most datasets, the assumption of a fixed uncertainty
distribution, whether Gaussian or empirical, is incorrect to
varying degrees. There are many ways to extend CRUDE
to account for uncertainty distributions varying with respect
to inputs, such as by performing it only on a given input’s
nearest neighbors. Also, it may be possible to leverage
the richer distributional information provided by Monte
Carlo dropout. Ultimately, CRUDE opens the door to many
improved regression calibration methods.
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