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Introdution générale
Le problème de l'indexation et de la reherhe de textes existe depuis longtemps. Il
est onnu des bibliothéaires et des doumentalistes qui doivent gérer leurs ouvrages.
Il existe des atalogues et des systèmes de lassiation qui permettent de résoudre
le problème. Cependant, ompte-tenu de l'explosion du nombre de douments, les a-
talogues doivent être mis à jour et la reherhe eae d'information devient de plus
en plus diile. Depuis quelques années, on a développé des méthodes automatiques
d'indexation de bases de données textuelles et de reherhe d'information.
Ave le développement du numérique, le nombre d'images stokées dans les bases de
données a beauoup augmenté. L'indexation des images et la reherhe d'information
dans les bases d'images sont plus ompliquées que dans le as de douments textuels.
Quand il s'agit d'organiser des images, l'homme fait souvent mieux que les mahines
tant que la taille de la base n'est pas trop grande. Des méthodes d'indexation déjà
utilisées en analyse de données textuelles (ADT) ont été proposées omme le tf*idf
(term frequeny-inverse doument frequeny) [SB88℄, le PLSA (Probabilisti Latent
Semanti Analysis) [Hof99a, Hof99b℄ et le LDA (Latent Dirihlet Alloation) [BNJ03℄.
Ces méthodes néessitent l'utilisation de nouvelles aratéristiques : les mots visuels qui
permettent de répondre à ette demande.
L'objetif de ette thèse est l'indexation et la reherhe d'informations dans une
grande base de données d'images à l'aide de méthodes d'analyse de données et plus
préisément de l'analyse fatorielle des orrespondanes (AFC) [Ben73℄. L'AFC est très
utilisée en ADT et travaille sur des tableaux roisant mots et douments. Pour transférer
les résultats de l'ADT aux images, on utilise des mots visuels, les douments étant les
images en l'ourrene.
Desription par hapitre
Les deux premiers hapitres de la thèse sont onsarés respetivement à de brefs
rappels sur les prinipes de la reherhe d'images par le ontenu où nous expliquons la
formation des mots visuels et dérivons les méthodes inspirées de l'ADT omme LSA,
PLSA et LDA. Nous présentons ensuite des métriques possibles d'évaluation, puis aux
méthodes d'indexation et de reherhe d'images dans une base de données : indexation
multidimensionnelle, reherhe séquentielle aélérée et reherhe approximative.
Le hapitre 3 dérit les prinipes de l'AFC et son adaptation pour l'analyse et la
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reherhe d'images. Nous dénissons les mots visuels qui seront utilisés ultérieurement
en faisant un lustering sur les desripteurs loaux.
Nous proposons une utilisation astuieuse des indiateurs de l'AFC pour aélérer
la reherhe : l'AFC permet la projetion simultanée des images et des mots visuels
dans un espae de dimension réduite. On peut mesurer la qualité d'un point projeté
dans un espae réduit (sur un axe ou sur un plan), on peut interpréter un axe en
alulant la ontribution des points à l'inertie de et axe. Nous terminons e hapitre
par des expérimentations sur trois bases d'images et nous omparons notre méthode à
des méthodes plus lassiques omme tf*idf en ADT [SZ03b℄ et PLSA [LS07℄.
Le hapitre 4 propose des solutions pour le passage à l'éhelle. L'AFC est une méthode
basée sur une déomposition en valeurs singulières. Nous proposons d'abord une AFC
inrémentale pour traiter de grands tableaux de données, puis la parallélisation de l'al-
gorithme préédent sur GPU. Nous envisageons aussi la parallélisation de l'algorithme
de reherhe approximative proposée dans le hapitre préédent sur GPU.
Quelques expérimentations sur de grandes bases de données démontrent l'intérêt
des améliorations apportées par la parallélisation à l'AFC. Dans la seonde partie de
e hapitre, nous assoions l'AFC à d'autres méthodes omme la Mesure de Dissimi-
larité Contextuelle (MDC) [JHS07℄ ou la forêt aléatoire onstruite à partir d'arbres
obliques [DLPP09℄ pour améliorer le qualité de la reherhe d'images.
Le hapitre 5 est onsaré à l'outil de visualisation CAViz que nous avons développé
pour aompagner les traitements des hapitres préédents. En eet, on ommene
ave une grande base d'images et l'AFC génère énormément de résultats qu'il faut
ompiler. La visualisation des résultats est importante pour la leture des résultats et
leur interprétation.
Enn, dans la onlusion, nous présentons une synthèse des travaux eetués et
quelques perspetives liées à ette étude. Notre ontribution originale est développée
dans les hapitres 3, 4 et 5 et a fait l'objet de publiations dans des onférenes na-
tionales [PM08, PMGL09b℄ et internationales [PMG08e, PMG08b, PMG08f, PMG08a,
PMGL08, PMG09℄, des journaux [PMG08, PMG08d℄ et un ouvrage onsaré à la fouille
de données omplexes [PMGL09a℄.
Chapitre 1
Prinipes de la reherhe d'images
par le ontenu
1.1 Introdution
Ce hapitre est onsaré aux prinipes de fontionnement de la reherhe d'images
par le ontenu (RIC) : on reherhe, dans une base d'images, les images les plus prohes
d'une image de requête en n'utilisant que les informations visuelles extraites automati-
quement de es images. C'est une tâhe non triviale pour deux raisons [SWS
+
00℄ :
 Sensorielle. Le fossé sensoriel est le fossé séparant l'objet réel de sa représentation
numérique, sous forme d'image ou de desription de ette image par exemple.
 Sémantique. Le fossé sémantique traduit la diérene entre l'information extraite
du ontenu visuel des images et l'interprétation de e ontenu par l'utilisateur
dans un ertain ontexte.
Dans un système RIC typique (gure 1.1), le ontenu visuel des images de la base est
extrait et dérit par e qu'on appelle des signatures d'images. Les signatures des images
de la base onstituent une base de signatures. Pour reherher des images, l'utilisateur
fournit une image exemple (appelée la requête). Le système représente la requête par sa
signature. Les mesures de similarités/dissimilarités entre la signature de la requête et
elle de toutes les images de la base sont alulées et omparées. Le résultat est le plus
souvent présenté sous forme d'une liste des images de similarité desendante. Comme
toutes les images de la base doivent être examinées pour retrouver des images similaires
à la requête, le oût devient prohibitif lorsque la taille de la base augmente. Pour remé-
dier à e problème, la plupart des systèmes RIC utilisent un shéma d'indexation qui
fournit une méthode de reherhe très eae. L'idée prinipale est de ne pas parourir
toute la base mais d'examiner une seule petite partie de la base. Les tehniques d'in-
dexation seront présentées dans le hapitre 2. Certains systèmes réents ont intégré le
ontrle de pertinene de l'utilisateur pour modier le proessus de reherhe an de
générer des résultats plus signiatifs. Il s'agit d'une tehnique qui permet de poursuivre
une reherhe d'information progressive ave l'interation de l'utilisateur : l'utilisateur
soumet une requête. Le système lui présente un ensemble de douments retrouvés. L'uti-
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Figure 1.1  Diagramme pour un système de reherhe d'images par le ontenu typique.
lisateur indique ensuite les douments qui sont pertinents pour son besoin. Le système
peut utiliser ette information soit quantitativement (retourne plus de douments simi-
laires aux douments pertinents) soit qualitativement (retourne douments similaires
aux douments pertinents avant d'autres douments).
Ainsi, par la nature de ses tâhes, un système RIC tente de résoudre deux pro-
blèmes : (i) omment dérire mathématiquement le ontenu visuel d'une image, et (ii)
omment évaluer la similarité entre deux images en utilisant leur desription abstraite.
Les solutions au premier problème sont présentées dans la setion 1.2 qui traite la des-
ription du ontenu visuel de l'image. Le seond problème est détaillé dans la setion
1.3. Nous dérivons ensuite brièvement les méthodes inspirées de l'analyse des données
textuelles avant l'interation homme - mahine et les métriques d'évaluation.
1.2 Desription du ontenu visuel
La desription du ontenu visuel des images est une étape essentielle dans un système
de reherhe d'images par le ontenu. Cette étape a pour but de fournir une représen-
tation du ontenu de l'image (appelée également la signature de l'image) qui permet
des reherhes eaes. Il ne s'agit pas de oder toute l'information de l'image omme
dans le as de ompression mais de se onentrer sur les informations pertinentes dans
un objetif de reherhe. La question qui se pose ii est la suivante : quelles aratéris-
tiques doivent être extraites et omment dérire des images an de pouvoir eetuer une
reherhe eae ? La reherhe est ii dérite omme une spéiation des onditions
invariantes minimales qui modélise l'intention de l'utilisateur, et qui est développée pour
réduire le fossé sensoriel dû aux distortions aidentelles, aux oultations, à l'inuene
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Figure 1.2  Vue d'ensemble de la formulation mathématique des signatures d'images.
du fond, et. Nous ommençons par la dénition de aratéristiques visuelles suivie par
la desription de ertains types de aratéristiques ouramment utilisées. Nous présen-
tons ensuite la onstrution des signatures visuelles en se basant sur les aratéristiques
extraites dans l'étape préédente. On peut avoir une vue d'ensemble de la onstrution
des signatures d'images sur la gure 1.2.
1.2.1 Extration des aratéristiques visuelles
Il n'y a pas une dénition universelle ou exate de e qui onstitue une aratéris-
tique. La dénition exate dépend souvent du problème ou du type d'appliation. De e
fait, nous adoptons la dénition suivante des aratéristiques :
Dénition 1.1 (Caratéristique visuelle)  Une aratéristique visuelle (ou a-
ratéristique pour faire bref) d'une image est dénie omme une abstration des in-
formations visuelles de l'image qui sont pertinentes pour des tâhes de alul reliées à
une ertaine appliation (par ex. lassiation d'images, reherhe d'images).
Les aratéristiques sont extraites, soit globalement sur une image entière, soit loa-
lement sur un petit groupe de pixels (une région). Le résultat d'une étape d'extration
de aratéristiques (globales ou loales) est appelé desripteur de aratéristique.
Dénition 1.2 (Desripteur de aratéristiques)  Nous appelons la desription
mathématique d'une image ou une région loale de l'image, après une étape d'extration
de aratéristiques, son desripteur de aratéristiques (ou desripteur pour plus
de simpliité).
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Les desripteurs se présentent souvent sous forme d'un veteur dans un espae ve-
toriel, R
D
, appelé l'espae de aratéristiques.
Dans le as d'une extration globale, on réupère un seul desripteur par image
tandis qu'une desription loale permet d'obtenir pour une image un ensemble de des-
ripteurs loaux.
Nous présentons dans ette setion ertains types de aratéristiques les plus ou-
ramment utilisées pour aluler les desripteurs : la ouleur, la texture, la forme,
les points d'intérêt et les relations spatiales.
La ouleur
Dès le début de la reherhe d'images par le ontenu (RIC), on a exploré les a-
ratéristiques de ouleurs et plus exatement les espaes de ouleurs qui permettent de
s'approher au mieux du fontionnement du système visuel humain. Bien que la plupart
des images soient dans l'espae de ouleur RGB, et espae est rarement utilisé pour
l'indexation et la reherhe d'images ar il ne orrespond pas très bien à la pereption
de la ouleur. D'autres espaes omme HSV (Hue, Saturation, Value), CIE L*a*b* ou
CIE L*u*v*(proposés par la Commission Internationale de l'Élairage) sont mieux par
rapport à la pereption humaine (-à-d. les diérenes dans l'espae de ouleur sont si-
milaires à elles entre les ouleurs que les humains perçoivent) et sont don plus utilisés.
Les moments de ouleurs ont été utilisés dans plusieurs systèmes de reherhe
d'images omme QBIC [FSN
+
95℄, en partiulier quand l'image ne ontient qu'un seul
objet. Ils se sont avérés pertinents et eaes pour la représentation des distributions
de ouleurs des images [SO95℄. Comme seuls 9 (3 moments pour haque omposante de
ouleur) nombres sont utilisés pour dérire le ontenu de haque image, la représentation
par les moments de ouleurs est très ompate par rapport à d'autres aratéristiques
de ouleurs. En raison de ette ompaité, le pouvoir de disrimination des moments de
ouleurs s'abaisse.
Proposés la première fois dans [SB91℄, les histogrammes de ouleurs sont devenus des
desripteurs prinipaux pour le ontenu d'images et ont été utilisés dans QBIC [FSN
+
95℄,
VisualSEEK [SC96℄ et Pitoseek [GS00℄. Ils sont failes à aluler et sont eux aussi ef-
aes pour de petites bases. Cependant, omme un histogramme de ouleurs alule
globalement la fréquene des ouleurs d'une image, des images très diérentes peuvent
don avoir des distributions similaires. Ce problème devient très ruial surtout quand
la taille de la base augmente. Pour remédier à e problème, Pass et al. a proposé des
histogrammes joints [PZ99℄. Ces dernières améliorent le pouvoir de disrimination des
histogrammes de ouleurs en ombinant plusieurs types de aratéristiques omme ou-
leur, densité de ontour (edge density), texture (texturedness), et. Par ailleurs, les
histogrammes de ouleurs ne prennent pas en onsidération les informations spatiales.
En fait, les pixels ayant de même ouleur ne sont généralement pas similaires ar ils
peuvent représentent des oins, des ontours ou des régions uniformes. D'après ette ob-
servation, Pass et al. a proposé enore une façon d'inorporer des informations spatiales
dans les histogrammes de ouleurs, les veteurs de ouleurs ohérentes (Color Coherene
Vetor) [PZ96℄. Les pixels sont lassiés en deux lasses : ohérente (s'ils se trouvent
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dans une région de ouleur uniforme) ou inohérente (sinon). On alule ensuite, pour
haque lasse de pixels, un histogramme de ouleurs. Bien que les veteurs de ouleurs
ohérentes fournissent de meilleurs résultats que les histogrammes de ouleurs grâe aux
informations spatiales inorporées, il n'y a ependant pas de distintion pour les pixels
dans une même lasse. Par ailleurs, la détermination de la lasse pour les pixels néessite
quelques paramètres qui ne sont pas toujours les mêmes pour des images diérentes.
La tehnique des orrélogrammes de ouleurs [HKM
+
99℄ est une autre approhe pour
inorporer des informations spatiales dans les histogrammes de ouleurs. Ils permettent
de aratériser non seulement les distributions des pixels mais aussi la orrélation spa-
tiale des paires de ouleurs. Comparés aux histogrammes de ouleurs et aux veteurs de
ouleurs ohérentes, les orrélogrammes de ouleurs fournissent les meilleurs résultats,
mais leur omplexité de alul est plus oûteuse.
Les histogrammes de ouleurs pondérées (weighted olor histograms) [BBV01℄ amé-
liorent les histogrammes de ouleurs et les veteurs de ouleurs ohérentes en utilisant
une pondération adaptative sur la ontribution de haque pixel. La pondération se base
sur une mesure loale de la non-uniformité de ouleurs, alulée dans un voisinage du
pixel. Les histogrammes de ouleurs pondérées font un ompromis entre la robustesse
et la omplexité de alul des desripteurs basés sur les ouleurs.
La texture
La texture est une autre propriété importante de l'image. Les aratéristiques de
texture permettent de apturer la granularité et les motifs répétitifs des surfaes dans
l'image. Par exemple, les pelouses, les murs de briques, les pétales de eurs sont dif-
férents en terme de texture. Le premier travail notable sur le sujet est elui sur les
desripteurs d'Haralik pour la lassiation automatique des rohes [HS73℄. La texture
est un paramètre important dans des domaines omme l'imagerie aérienne ou l'imagerie
médiale [MM98℄.
La représentation de la texture se divise en deux atégories dépendant du domaine
d'appliation, reonnaissane de formes, vision par ordinateur ou infographie [Har79℄ :
struturelle et statistique. Les méthodes struturelles, y ompris les opérateurs morpho-
logiques et les graphes de ontiguïté, dérivent les textures en identiant des primitives
struturelles et leurs règles de plaement. Elles sont très eaes pour représenter des
textures régulières. En revanhe les méthodes statistiques aratérisent les textures par
la distribution statistique de l'intensité d'image.
Les desripteurs de Tamura [TMY78℄ sont utilisés dans QBIC [FSN
+
95℄ et Pho-
tobook [PPS96℄. Par ontre, dans [MP90, JF91, Uns95, MM96, LWW00, DV02℄, les
aratéristiques de texture sont alulées à partir de es oeients omme la transfor-
mée en ondelettes, la transformée en osinus et les ltres de Gabor, et. Les desripteurs
basés sur hamps aléatoires Markoviens sont aussi utilisés dans [MJ92, PS00℄.
La plupart des desripteurs de textures préédents font l'hypothèse que les images
sont apturées sous une même ondition. Ils ne sont pas invariants aux transforma-
tions anes (par ex. rotation, hangement d'éhelle). Si on herhe des aratéris-
tiques invariantes aux transformations anes et photométriques [SZ01℄, on peut onsul-
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(a) Cupressaeae (b) Olea
() Parietaria (d) Poaeae
Figure 1.3  Images des pollens dans l'appliation de reonnaissane des pollens
(soure : http://www-sop.inria.fr/orion/ASTHMA)
ter [Low04, MS04, BTVG06℄ qui utilisent la détetion des points d'intérêt dans l'image.
La forme
La forme est un attribut important des objets ou des régions segmentées dans
l'image. Comparées aux aratéristiques de ouleur et texture, les aratéristiques de
forme sont habituellement extraites après une étape de segmentation d'images en ob-
jets ou régions. Puisqu'il est jusqu'à présent diile de faire une segmentation exate
et robuste et que la notion d'objet ou de région pertinents n'est pas lairement dénie,
l'utilisation des aratéristiques de formes se limite aux appliations spéiales où on
dispose d'objets ou de régions (Figure 1.3).
On a deux types de méthodes : lesméthodes basées sur les ontours (y ompris formes
Desription du ontenu visuel 13
retilinéaires [Jag91℄, approximation polygonale [ACH
+
91℄, et desripteurs de Fourier
[PF86, ASBH90, KSP95℄) et les approhes basées sur les régions (moments statistiques
[Hu62, YA94℄).
Parmi les développements réents, on trouve la représentation des formes utilisant
l'évolution des ourbes disrètes pour simplier des ontours [LL00℄, la mise en or-
respondane des formes (shape mathing), appelé shape ontext robuste à ertaines
transformations géométriques [BMP02℄, une approhe par le ontour représentant des
formes par des séquenes de segments onaves et onvexes [PDM02℄. Dans e as, la
similarité entre formes est alulée par un algorithme de programmation dynamique.
L'utilisation de l'amplitude et de la phase des oeients de Fourier permet aussi de
dérire les formes [BCP05℄. Dans e as, la distane dynami time warping, au lieu de
la distane eulidienne, permet de faire une mise en orrespondane exate en présene
d'un déalage (limité) de phase.
Les relations spatiales
Les régions et objets ayant des propriétés de ouleur et texture similaires peuvent
se distinguer failement par l'introdution de ontraintes spatiales. Par exemple, une
région du iel bleu et une région d'oéan peuvent avoir deux histogrammes de ouleurs
similaires mais leurs loalisations spatiales sont diérentes. Ainsi, la loalisation spatiale
des régions (ou objets) ou la relation entre des régions multiples dans l'image est très
utile pour la reherhe d'images.
La représentation des relations spatiales la plus utilisée est le 2D string proposé par
Chang et al. [CSY87℄ basée sur la théorie de projetions symboliques. Ses variantes et
extensions sont le 2D G-string [CJL88℄, le 2D C-string [LH90℄, le 2D B-string [LYC92℄
et le 2D Be-string [Wan03℄.
Par ailleurs, d'autres modèles apturent les relations spatiales entre aratéristiques
loales omme les points d'intérêt et représentent les atégories d'objets ou les lasses
visuelles par une ombinaison de desripteurs loaux et de leurs distributions spatiales.
L'introdution de onnaissanes a priori sur les relations spatiales entre parties loales
onduit soit à des modèles ave des parties totalement indépendantes (sans relation spa-
tiale omme le as de sa-de-aratéristiques où haque aratéristique représente une
région), soit à des modèles ave des parties totalement onnetées (modèle de onstella-
tion [FPZ03℄), soit à des modèles intermédiaires (topologie d'étoile [FPZ05℄, struture
hiérarhique [BT05℄ et struture où les parties dépendent spatialement de leurs voi-
sins [BT05℄). Enn, les informations spatiales peuvent être intégrées dans une étape de
post-traitement pour améliorer les résultats [SZ03b, Low04, SZ06℄.
1.2.2 Desription loale des images
Pour obtenir des desripteurs loaux à partir d'une image, on ommene par extraire
des régions. La façon la plus simple est d'utiliser une partition qui déoupe l'image en
retangles de même taille. Une telle partition simple ne génère pas des régions perep-
tuellement signiatives mais 'est une manière simple d'obtenir des aratéristiques
14 Prinipes de la reherhe d'images par le ontenu
globales de l'image ave une résolution plus ne. Nous présentons i-dessous les deux
approhes les plus utilisées pour loaliser les régions d'intérêt dans l'image : l'une fournit
des régions qui se hevauhent (détetion de points d'intérêt) et l'autre segmente l'image
en régions sans intersetion (segmentation d'image). Le mieux serait ertainement de
pouvoir segmenter l'image en objets (par ex. voiture, heval, ballon) mais ela reste au
delà des possibilités tehniques atuelles.
Détetion de points d'intérêt
Les points d'intérêt traditionnellement utilisés pour la stéréo vision sont utilisés aussi
dans la reherhe d'images. Ils sont déterminés de manière telle qu'un point trouvé dans
une image sera aussi trouvé dans une autre image qui dière légèrement de la première.
La signiation de tels points spéiaux est due à leur représentation ompate des
régions importantes de l'image qui onduit à une indexation eae, et à leur pouvoir
disriminant surtout dans la reherhe d'objets.
Un des premiers travaux sur le sujet [SM97℄ utilise un déteteur de Harris [HS88℄
pour loaliser des points d'intérêt invariants à la rotation. Dans [DSH00℄, on montre que
les desripteurs ne peuvent pas être invariants au hangement d'éhelle si les points d'in-
térêt extraits ne sont pas eux mêmes invariants au hangement d'éhelle. Par onséquent,
plusieurs déteteurs ont été proposés pour obtenir l'invariane au hangement d'éhelle
des points d'intérêt [Lin98, Low99, MS01, Low04℄. La séletion automatique de l'éhelle
est eetuée en hoisissant les extrema d'une fontion de l'éhelle (par ex. laplaien
normalisé, diérene de gaussiennes). Un autre déteteur proposé dans [TSL
+
01℄ pour
extraire des points saillants (salient points) explore les oeients d'une transformation
en ondelettes aux diérentes éhelles. Pour obtenir l'invariane aux transformations af-
nes, Mikolajzyk et al. ont proposé un déteteur de Harris adapté aux transformations
anes et un algorithme itératif pour la détetion des points d'intérêt invariants au
hangement d'éhelle et aux transformations anes [MS02, MS04℄.
Une disussion sur les avantages et les inonvénients des types de points d'in-
térêt ouleurs utilisés dans la reherhe d'images se trouve dans [GB02℄ tandis que
des évaluations omparatives de divers déteteurs de points d'intérêt sont réalisées
dans [SMB98, SMB00, MTS
+
05℄.
Caratérisation des points d'intérêt
Pour utiliser les points d'intérêt il faut alors aratériser la région autour de es
points. La aratérisation d'un point d'intérêt est alulée, à une éhelle hoisie, sur
la région autour de e point. Diérents desripteurs ont été proposés dans la littéra-
ture : Shape ontext [BMP02℄, Steerable lters [FA91℄, Sale Invariant Feature Trans-
form (SIFT) [Low04℄, PCA-SIFT [KS04℄, Gradient Loation and Orientation Histogram
(GLOH) [MS05℄. Une étude omparative sur l'évaluation de la performane des desrip-
teurs est présentée dans [MS05℄. Parmi des desripteurs, le desripteur SIFT est le plus
utilisé [SZ03b, WAC
+
04, SRE
+
05, BZM06, LS07℄.
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Segmentation d'images
L'approhe par segmentation de régions est la plus utilisée pour le paradigme de
requêtes partielles. La segmentation des images est une question entrale en traite-
ment d'images. Pour aquérir une représentation basée sur les régions, il faut segmenter
l'image. L'avantage de la segmentation en régions pour la reherhe d'images par le
ontenu est que le partitionnement en régions se rapprohe plus d'une détetion d'objets
de nature sémantique. La abilité de ette desription est ruiale pour la aratérisation
des formes dans l'image. La plupart de tehniques de segmentation d'images peuvent
être lassées grossièrement en deux atégories : les approhes basées sur les ontours
et les approhes basées sur les régions. Fondamentalement, les premières approhes se
basent sur la disontinuité et ont tendane à partitionner une image par la détetion
des points isolés, des lignes et des bords. Les régions sont déduites de leurs ontours.
Des méthodes basées sur une telle approhe omprennent les ltrages loaux omme
le déteteur de ontours de Canny [Can86℄, ou les modèles de minimisation d'énergie
omme les ontours atifs (snake model) [KWT88℄ et les modèles de ballons [Coh91℄.
Les algorithmes de la seonde atégorie explorent l'homogénéité de ertaines araté-
ristiques (intensité, ouleur, texture, et.) y ompris le seuillage [SSWC88℄, le luste-
ring [Pap92℄, la roissane de région [RJ97℄, la segmentation par division [HS79℄ et la
segmentation par fusion [HEMK98℄. Les deux approhes ont leurs avantages et inon-
vénients. Pour améliorer les résultats de la segmentation, on peut ombiner les deux
approhes [Ron94, ZY96, CD99, GDTG00℄. Une des avanées les plus importantes dans
le domaine de segmentation est l'approhe basée sur les graphes. Le problème de seg-
mentation devient un problème de partition de graphes où l'ensemble des sommets
est omposé des pixels, et le poids d'un ar joignant deux sommets (pixels) représente
une ertaine mesure de dissimilarité non-négative pereptible entre deux pixels. Une
segmentation est une partition de l'ensemble des sommets en omposantes telle que
haque omposante (ou région) orrespond à une omposante onnetée dans le graphe.
Le problème de partitionnement d'un graphe est onnu omme un problème de type
NP-omplet. Certaines approhes approximatives ont été proposées omme le ritère
de oupures normalisées [SM00℄ ou la partition basée sur les prédiats mesurant la
vraisemblane des ontours entre deux régions [FH04℄. Les tehniques omplètes pour
l'indexation et la reherhe d'images par le ontenu basées sur la segmentation de régions
se trouvent dans [CTB
+
99℄.
1.2.3 Formation des signatures d'images
La desription mathématique des images 'est à dire leur signature
1
est le ÷ur des
systèmes RIC. Les signatures d'une image sont onstruites à partir de ses aratéris-
tiques visuelles et sont de deux types, des veteurs de aratéristiques (feature vetors)
1. Dans la littérature, les deux termes signature et desripteur sont utilisés de manière interhan-
geable. Par onvention, nous utilisons le terme signature pour la desription d'une image entière tandis
que le terme desripteur est utilisé pour indiquer la desription d'une ertaine partie de l'image (f.
extration loale). Dans la as d'extration globale, la signature d'une image est son desripteur alulé
à partir des aratéristiques de toute l'image.
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et des distributions des aratéristiques (f. Figure 1.2). Comme nous allons le présenter
en détail par la suite, les histogrammes et les signatures basées sur les régions peuvent
être onsidérées omme des ensembles de veteurs pondérés. Quand la somme des poids
est égale à 1, es ensembles sont équivalents aux distributions disrètes (disrète au sens
où les supports sont nis).
L'extration globale dérit souvent les images par des veteurs de aratéristiques
tandis que l'extration loale d'une image produit un ensemble de desripteurs loaux
que l'on onsidère omme une distribution de desripteurs loaux. Chaque desripteur
loal est un veteur qui aratérise le voisinage d'un pixel partiulier (point d'intérêt)
ou une région segmentée. Une utilisation direte de l'ensemble des desripteurs onsiste
à représenter une image par un ensemble de ses desripteurs loaux. Ave ette repré-
sentation, la reherhe d'une image requête dans la base d'images néessite une suite
de reherhes individuelles des desripteurs loaux de l'image requête ; les résultats sont
fusionnés par une tehnique de vote [SM97, MGS98, Low99, TG99, MS01, AG01, SZ03a,
BAG03, MS04, Low04℄.
Nous présentons maintenant la onstrution des signatures d'images basées sur le
résumé des desripteurs loaux et la relation entre le résumé des desripteurs en histo-
gramme et la signature basée sur les régions. Soient des desripteurs loaux, notés par
si,j ∈ RD, 1 ≤ i ≤ M, 1 ≤ j ≤ ni où M est le nombre d'images et ni est le nombre de
desripteurs loaux de l'image i. Pour onstruire un histogramme basique, l'espae RD
est divisé en un nombre xe de ellules et le pourentage des si,j qui se trouvent dans
haque ellule est alulé. Supposons qu'il y a k ellules, un histogramme sera traité
omme un veteur de k dimensions [f1 f2 . . . fk] où fl est la fréquene de la ellule l.
C'est exatement une quantiation vetorielle des desripteurs loaux. Les ellules sont
traités omme des variables symboliques. Dans [SZ03b, WAC
+
04, SZ06, LS07, JHS07℄,
les ellules sont dénis omme des mots visuels  qui sont analogues aux mots textuels
dans les textes. Ainsi, les tehniques de traitement de textes peuvent être appliquées
sur les images où es dernières sont représentées par des sas-de-mots-visuels (modélisés
par un modèle vetoriel ave une pondération ou plus simplement, un modèle d'histo-
gramme). Un avantage de ette approhe est que les images sont représentées par des
veteurs simples de même nombre de dimensions omme dans le as d'extration globale.
Une telle représentation failite les tâhes ultérieures omme l'analyse et la reherhe
d'images. Cependant le traitement des histogrammes omme veteurs de fréquenes ne
tient pas ompte de la loalisation des ellules tandis que, pour ertaines mesures de
proximité entre deux distributions omme l'Earth Mover's Distane [RTG98℄ ou la dis-
tane de Mallows [Mal72℄, la loalisation des ellules doit être prise en ompte. Quand
es mesures sont utilisées, un histogramme est mathématiquement une olletion de
paires {(c1, f1), (c2, f2), . . . , (ck, fk)} (appelée aussi un ensemble de veteurs pondérés),
où cl ∈ RD est le entre de la ellule l. Un histogramme est ainsi une distribution
partiulière dans le sens où elle est disrète.
Lorsqu'un histogramme est onsidéré omme {(cl, fl)}l=1,2,...,k, une extension direte
de l'histogramme est de générer de façon adaptative les cl et fl et de laisser le nombre de
ellules, k, dépendre de l'image en question. Il s'agit des signatures basées sur les régions
utilisées dans [DMK
+
01℄. Soit Si = {si,1, si,2, . . . , si,ni} un ensemble de desripteurs
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loaux d'une image i. L'appliation d'un algorithme de lustering, par exemple, k-means,
sur l'ensemble Si regroupe les desripteurs en ki lusters. Si l'on note ci,l le entre
de gravité du luster l, la signature de l'images i sera {(ci,1, fi,1), . . . , (ci,ki , fi,ki)}. Le
nombre de lusters, ki, varie d'une image à l'autre.
Notons que les distributions extraites à partir d'un ensemble de desripteurs lo-
aux peuvent être sous d'autres formes, par exemple, une densité de probabilité onti-
nue [DV02℄ ou un modèle stohastique spatial [LW04℄.
1.2.4 Disussion
Diverses méthodes pour l'extration de aratéristiques visuelles et la onstrution
de signatures d'images ont été proposées. Alors que les aratéristiques globales sont ap-
propriées pour dérire le ontenu global d'une image entière, les aratéristiques loales
onviennent pour représenter les détails. Don, le hoix d'une représentation appro-
priée dépend de l'éhelle du ontenu prinipal. Dans e sens, une représentation hybride
pourrait être intéressante.
Il y a eu, au ours des années, un passage de la représentation globale omme les
histogrammes de ouleurs, les desripteurs de formes globaux vers la représentation
loale ave des aratéristiques et desripteurs loaux omme les points d'intérêt, les
aratéristiques basées sur les régions, les modèles spatiaux et la aratérisation de
formes loales. Les aratéristiques loales orrespondent souvent aux omposantes les
plus signiatives de l'image. Cela permet l'assoiation direte de la sémantique ave
les omposants (régions, objets) de l'image. Bien que la segmentation soit destinée à
reonnaître des objets dans une image, la segmentation préise reste enore un problème
ouvert. Par onséquent, d'autres approhes alternatives omme les points d'intérêt se
sont révélées plus eaes. Lorsque les desripteurs loaux sont utilisés pour dérire
le ontenu de l'image, leurs distributions peuvent être explorées soit de façon disrète
par exemple par quantiation vetorielle ou représentation basée sur les régions, soit
de façon ontinue ave des densités de probabilité ou de manière plus omplexe ave
des modèles stohastiques spatiaux. Tandis que la quantiation vetorielle utilise un
nombre xe de ellules pour toutes les images, ne tient pas ompte de leur loalisation
et les traite omme des variables symboliques (mots visuels), la représentation basée
sur les régions génère les ellules de façon adaptative à haque image. La loalisation
(représentant) des ellules est alors prise en ompte pour mesurer la similarité entre des
images.
Les informations spatiales sont soit intégrées dans la phase de onstrution de si-
gnatures pour former des représentations omplexes, soit utilisées dans l'étape de post-
traitement qui vérie la ohérene de la mise en orrespondane des desripteurs loaux.
En résumé, réduire le fossé sensoriel en tandem ave le fossé sémantique doit onti-
nuer à être un but de la desription du ontenu visuel dans le futur.
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1.3 Similarité des images
Après avoir hoisi les signatures d'image, omment les utiliser pour une reherhe
d'images similaires à l'image requête ? Il faut dénir une mesure de similarité
2
. Mal-
heureusement, il n'existe pas de dénition générale de la mesure de similarité ar elle
dépend des besoins de haque appliation. Cependant, n'importe quelle mesure de si-
milarité prend deux objets omme paramètres d'entrée et détermine un nombre réel
non-négatif qui traduit la similarité entre les deux objets. Une mesure de similarité est
don une fontion :
sim : Obj ×Obj → R+
Le hoix de mesures de similarité dépend des types de signatures utilisés et de la
similarité reherhée. Les mesures de similarité utilisées dans la RIC sont disutées
dans [SWS
+
00℄ et [DJLW08℄. Avant de donner un bref aperçu des mesures les plus
ouramment utilisées, nous rappelons quelques dénitions.
Dénition 1.3 (Métrique) - Une métrique sur un ensemble E, est une fontion
(appelée fontion de distane ou simplement distane)
d : E× E → R+
(x,y) 7→ d(x,y)
(où R
+
est l'ensemble des nombre réels non négatifs) vériant ∀x,y, z ∈ E :
1. d(x,y) = 0⇔ x ≡ y (identité)
2. d(x,y) = d(y,x) (symétrie)
3. d(x, z) ≤ d(x,y) + d(y, z) (inégalité triangulaire)
On dit alors que (E, d) est un espae métrique.
Notons que la dénition d'un espae métrique n'implique pas que les signatures
s'expriment sous forme de veteurs. Ainsi, la distane peut être une fontion quelonque
omparant diretement deux images.
La gure 1.4 résume les prinipaux types de signatures, les distanes et les teh-
niques assoiées. Dans la suite, pour haque type de signatures, nous larions sa des-
ription mathématique qui onditionne le hoix de distanes, et l'emploi de telle ou
telle tehnique. Nous ommençons par le type de signature le plus simple, le veteur de
aratéristiques.
1.3.1 Signatures de type  veteurs 
Lorsque les images sont représentées par de simples veteurs de aratéristiques, la
mesure de dissimilarité la plus utilisée est sans doute la distane eulidienne (ou norme
2. Nous parlerons de mesures de similarité dans le as général et plus spéiquement de mesure de
dissimilarité dans le sens où la mesure est nulle pour deux objets identiques et roissante lorsque les
objets sont de moins en moins similaires. À e sens une distane est une mesure de dissimilarité.
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Figure 1.4  Diérents types de signature d'images, leur formulation mathématique,
les distanes utilisées, et les tehniques reliées à la formulation de signatures et au alul
des distanes.
L2). Soient x,y ∈ E ≡ RD deux veteurs dans l'espae de dimension D, la distane
eulidienne entre x et y est dénie de manière suitvante :
L2(x,y) =
√√√√ D∑
j=1
(xj − yj)2 (1.1)
où xj est la j
ie`me
omposante de x et yj est la j
e`me
omposante de y.
La distane eulidienne est un as partiulier d'une distane plus générale, la distane
de Minkowski (ou norme Lp). Soient x,y ∈ RD deux veteurs dans l'espae de dimension
D, la distane de Minkowski d'ordre p entre x et y est obtenue par :
Lp(x,y) =

 D∑
j=1
|xj − yj|p


1
p
(1.2)
où |.| désigne la valeur absolue. Dans le as où p = 2, nous avons la distane eulidienne
(L2) et la distane de Manhattan (L1) dans le as où p = 1. Quand p tend vers l'inni
nous obtenons la distane de Thébyhev :
L∞(x,y) = lim
p→∞

 D∑
j=1
|xj − yj |p


1
p
=
D
max
j=1
|xj − yj | (1.3)
Pour gagner en robustesse, de nombreuses alternatives ont été proposées aux dis-
tanes de Minkowski (Lp). Une des plus onnues est la distane de Mahalanobis [Mah36℄
qui permet de tenir ompte des inertitudes sur les veteurs ainsi que la orrélation éven-
tuelle de leurs omposantes. La distane de Mahalanobis de deux veteurs x et y ave
une matrie de variane-ovariane Σ est donnée par :
dM (x,y) =
√
(x− y)TΣ−1 (x− y) (1.4)
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où xT est la transposée de x.
La qualité des distanes dans un espae supposé linéaire est souvent moins bonne que
si on travaillait dans un espae non-linéaire. Une façon de résoudre e problème onsiste
à reherher une variété non-linéaire où se trouvent les veteurs et à remplaer la distane
eulidienne par la distane géodésique. On suppose ii que le sous-espae non-linéaire
est plus adapté à la pereption visuelle que l'espae linéaire original. La similarité peut
don être plus pertinente si elle est alulée dans la variété non-linéaire. Cette idée a été
appliquée au ranking d'images [He04, HLZ
+
04, HMZ04, ZWG
+
04, VL05℄. Les méthodes
typiques pour l'apprentissage basé sur les variétés sont loally linear embedding (LLE),
isomapping, et multidimensional saling (MDS) [dST03℄.
1.3.2 Signatures de type  ensembles de veteurs 
Les signatures basées sur les régions et les histogrammes (dans le as où la loali-
sation des ellules est prise en ompte) peuvent être onsidérées omme des ensembles
de veteurs, plus préisément des ensembles de veteurs pondérés. Les mesures de dissi-
milarité pour e type de signatures utilisent la distane entre deux ensembles de
veteurs qui est moins évidente que la distane entre deux veteurs simples.
D'abord, onsidérons une signature d'image sous forme d'un ensemble de veteurs
pondérés, {(c1, f1), (c2, f2), . . . , (cn, fk)} où cl est le veteur de aratéristiques de la
régions l ou le représentant du luster l ou enore la loalisation de la ellule l (f.
Setion 1.2.3) ave son poids (ou fréquene) assoié, fl. Soient deux signatures notées :
S(m) =
{(
c
(m)
1 , f
(m)
1
)
,
(
c
(m)
2 , f
(m)
2
)
, . . . ,
(
c
(m)
km
, f
(m)
km
)}
,m = 1, 2.
Une approhe naturelle pour dénir la mesure de similarité entre deux signatures est
d'apparier les c
(1)
i et les c
(2)
j et puis de ombiner les distanes entre es veteurs omme
une distane entre deux ensembles de veteurs. Une méthode pour l'appariement des
veteurs est d'assoier un poids ai,j à haque paire (c
(1)
i , c
(2)
j ), 1 ≤ i ≤ k1, 1 ≤ j ≤ k2
[WLW01℄. Le poids ai,j indique l'importane de l'assoiation du veteur c
(1)
i au veteur
c
(2)
j . Ces poids ai,j doivent vérier ertaines ontraintes :∑
j
ai,j = f
(1)
i
∑
i
ai,j = f
(2)
j
Une des motivations pour et appariement ou (soft mathing) est de diminuer
l'eet de la segmentation d'images inorrete sur la qualité de la reherhe d'images.
Une fois les poids déterminés, la distane entre S(1) et S(2) est agrégée à partir des
distanes entre des paires de veteurs :
dens.(S
(1), S(2)) =
k1∑
i=1
k2∑
j=1
ai,j d
(
c
(1)
i , c
(2)
j
)
, (1.5)
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où la distane d(., .) est une distane quelonque entre deux veteurs simples.
Une heuristique pour déterminer les poids ai,j est de herher les ai,j tels que la
distane dens.(S
(1), S(1)) dans l'équation 1.5 soit minimisée sous ertaines ontraintes
sur les ai,j .
dens.(S
(1), S(2)) = min
ai,j
k1∑
i=1
k2∑
j=1
ai,j d
(
c
(1)
i , c
(2)
j
)
, (1.6)
sous les ontraintes :
k2∑
j=1
ai,j = f
(1)
i ,∀i = 1, 2, . . . , k1, (1.7)
k1∑
i=1
ai,j = f
(2)
j ,∀j = 1, 2, . . . , k2, (1.8)
ai,j ≥ 0,∀i = 1, 2, . . . , k1; j = 1, 2, . . . , k2. (1.9)
Cette distane est exatement la distane de Mallows dans le as de distributions dis-
rètes [Mal72℄.
Une autre méthode d'appariement est la distane de Hausdor qui est utilisée
dans [KB02℄ pour la reherhe d'images. Chaque veteur c
(1)
i dans S
(1)
est apparié
à son plus prohe veteur dans S(2), dit c
(2)
i∗ , et la distane entre S
(1)
et S(2) est le maxi-
mum de toutes les d(c1i , c
(2)
i∗ ). La distane de Haussdor est symétrisée par aluler une
autre distane supplémentaire en hangeant le rle de S(1) et S(2) et hoisir la distane
la plus longue :
dH(S
(1), S(2)) = max
(
max
i
min
j
d
(
c
(1)
i , c
(2)
j
)
,max
j
min
i
d
(
c
(2)
j , c
(1)
i
))
(1.10)
D'autres distanes basées sur les tehniques de mise en orrespondane oue très
utilisées pour les signatures de type d'ensemble de veteurs sont l'EMD (Earth Mover's
Distane) [RTG00℄ et l'IRM (Integrated Region Mathing) [LWW00℄. L'EMD onsiste
à minimiser le oût de transformation d'une distribution en une autre sous ertaines
ontraintes de déplaement. Quand les f
(1)
i et f
(2)
j sont des probabilités (par ex. histo-
grammes normalisés, densités de probabilité), l'EMD est équivalente à la distane de
Mallows. La distane IRM utilise le prinipe  plus similaire plus grande priorité  (ou
MSHP pour Most Similar Highest Priority en anglais) pour l'appariement des régions.
Le prinipe est que plus la distane entre une paire de régions d
(
c
(1)
i , c
(2)
j
)
est ourte
plus le poids orrespondant ai,j est grand.
1.3.3 Signatures de type  résumé des desripteurs loaux 
Les desripteurs loaux sont résumés soit de façon disrète par des histogrammes
de mots visuels ou des signatures basées sur les régions, soit de façon ontinue par des
densités de probabilité (f. Setion 1.2.3).
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Lorsqu'une quantiation vetorielle est utilisée pour réer un voabulaire visuel,
les images peuvent être représentées par un modèle vetoriel ave une pondération
tf*idf [SB88℄ ou plus simplement par un modèle d'histogramme de mots visuels [ZZRS00,
SZ03b, NS06, JHS07, LS07℄. Ave le modèle vetoriel, la mesure de similarité fréquem-
ment utilisée est la similarité du osinus qui permet de mesurer la similarité entre deux
veteurs en déterminant le osinus de leur angle. Soient x,y ∈ RD deux veteurs à D
dimensions, la similarité entre x et y est obtenue par :
simmv(x,y) = cos(x,y)
=
〈x · y〉
‖x‖‖y‖ (1.11)
où 〈x ·y〉 est le produit salaire de deux veteurs x et y ; et ‖·‖ est la norme eulidienne.
Pour le modèle d'histogramme, une mesure de similarité a été proposée dans [ZZRS00℄ :
simmh(x,y) =
1
1 + distmh(x,y)
(1.12)
où la distane est :
distmh(x,y) =
D∑
i=1
|xi − yi|
1 + xi + yi
(1.13)
On peut aussi estimer les densités de probabilité des distributions de desripteurs
loaux et les utiliser omme des signatures. La mesure de dissimilarité entre deux images
est alors la diérene entre deux distributions représentées par leurs densités de pro-
babilités. Une mesure de diérene très utilisée est la divergene de Kullbak-Leibler
(divergene K-L) [KL51℄. La divergene K-L, onnue omme l'entropie relative, est une
mesure asymétrique de deux distributions f(.) et g(.), dénie par :
dKL(f, g) =
∫ +∞
−∞
f(x) log
f(x)
g(x)
dx (1.14)
dKL(f, g) =
∑
x
f(x) log
f(x)
g(x)
(1.15)
dans les as ontinus et disrets respetivement [DV02, MSB02℄.
Disussion
En bref, le alul de similarité peut être eetué ave des veteurs de aratéristiques
simples, des ensembles de veteurs et des desripteurs loaux résumés. L'avantage prini-
pal de la représentation des images par de simples veteurs est l'eaité des opérations
algébriques et géométriques sur es veteurs. Cependant, plusieurs de es représenta-
tions ne apturent pas les détails néessaires pour représenter la sémantique omplexe
des images. C'est pour ela que les signatures basées les desripteurs loaux ont été
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proposées. D'un autre té, la omplexité de alul des mesures de similarité sur les en-
sembles de desripteurs omplique le problème de la reherhe d'images. Le résumé des
desripteurs loaux en histogrammes (ave les mesures de similarité assoiées) est un
ompromis entre l'eaité (les détails d'images sont pris en ompte) et la parimonie
(la représentation simple rend la reherhe rapide) d'un système RIC.
1.4 Méthodes inspirées de l'analyse de données textuelles
Lorsqu'un modèle  sa-de-mot-visuels  est utilisé pour dérire des images, les mé-
thodes développées pour l'analyse de données textuelles peuvent être appliquées aux
images. Nous présentons dans ette setion quelques méthodes inspirées de l'analyse
de données textuelles : LSA (Latent Semanti Analysis), PLSA (Probabilisti Latent
Semanti Analysis) et LDA (Latent Dirihlet Alloation). Ces méthodes ont été déve-
loppées à l'origine pour traiter des données textuelles (les douments) où le modèle de
 sa-de-mots  est utilisé. Un doument est dérit par la fréquene des mots qui appa-
raissent dans le doument. La représentation d'un orpus (l'ensemble des douments)
forme un tableau de ontingene qui roise les douments et les mots.
Soit X le tableau de ontingene à M lignes et N olonnes obtenu en ventilant
M douments d'un orpus D = {d1, d2, . . . , dM} et N mots d'un voabulaire V =
{v1, v2, . . . , vN}. L'élément xij du tableau F désigne le nombre de fois où le mot vj
apparaît dans le doument di.
1.4.1 LSA
Le LSA [DDF
+
90℄ est une méthode qui projette les douments di ∈ D dans un espae
réduit, appelé l'espae latent. Le LSA utilise une déomposition en valeurs singulières
de la matrie de données (-à-d. le tableau de ontingene X ave ou sans pondération
tf*idf ) pour identier un sous-espae linéaire qui apture la plupart des varianes dans
le orpus :
X = UΣVT (1.16)
où U et V sont des matries orthogonales UTU = VTV = I et Σ est une matrie
diagonale dont les éléments diagonaux sont les valeurs singulières de X.
L'approximation de X (par LSA) est alulé en mettant à zéro les (N − K) plus
petites valeurs singulières (Σ˜).
X˜ = UΣ˜VT
≈ UΣVT
≈ X (1.17)
La nouvelle représentation des douments dans l'espae latent est donnée par UΣ˜.
Cette approhe peut servir à une ompression signiative de grandes olletions. De
plus, Deerwester et al. arment que les axes du LSA, qui sont des ombinaisons linéaires
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de dimensions originales peuvent apturer ertains aspets des notions linguistiques
omme le synonymie et la polysémie.
1.4.2 PLSA et LDA
Une version probabiliste du LSA est le PLSA (Probabilisti Latent Semanti Ana-
lysis) [Hof99a, Hof99b℄ qui améliore le LSA en introduisant un modèle probabiliste : la
distribution des mots dans un doument est onsidérée omme multinomiale. La mé-
thode se base sur une déomposition des mélanges dérivée d'un modèle de variables
latentes en utilisant l'algorithme d'EM [DLR77℄ pour estimer les paramètres.
En eet, le PLSA introduit une variable latente z ∈ Z = {z1, z2, ..., zK} et modélise
la probabilité jointe P (d, v), d ∈ D et v ∈ V par :
P (d, v) = P (d)P (v|d) (1.18)
ave P (v|d) =
∑
z∈Z
P (v|z)P (z|d) (1.19)
Le logarithme de la vraisemblane du orpus est déni par :
L =
∑
d∈D
∑
v∈V
X(d, v) log(P (d, v)) (1.20)
où X(d, v) est le nombre d'ourrenes du mot v dans le doument d.
L est maximisé par un algorithme d'EM ave l'étape E :
P (z|d, v) = P (z)P (d|z)P (v|z)∑
z′ P (z
′)P (d|z′)P (v|z′) (1.21)
suivie par l'étape M :
P (d|z) =
∑
vX(d, v)P (z|d, v)∑
d′,vX(d
′, v)P (z|d′, v) (1.22)
P (v|z) =
∑
dX(d, v)P (z|d, v)∑
d,v′ X(d, v
′)P (z|d, v′) (1.23)
P (z) =
1
x..
∑
d,v
X(d, v)P (z|d, v), ave x.. ≡
∑
d,v
X(d, v). (1.24)
Chaque valeur de la variable latente z ∈ Z orrespond à un  thème . Un mot est
généré à partir d'un thème (ave la distribution des mots par thème P (v|z)) et des
mots diérents dans un doument peuvent être générés de diérents thèmes. Ainsi, un
doument peut appartenir à plusieurs thèmes. Le PLSA représente haque doument
par sa distribution des thèmes P (z|d).
Lorsqu'adapté aux images, [WAC
+
04, SRE
+
05, LS07℄, les intérêts du PLSA sont la
rédution de dimension et l'amélioration de la représentation sémantique des images.
Bien que le PLSA soit une méthode utile pour la modélisation probabiliste des
données textuelles, il ne fournit auun modèle probabiliste au niveau des douments.
Interation homme - mahine 25
En eet, dans le PLSA, un doument est représenté par une distribution des thèmes,
P (z|d). Il faut bien noter que d n'est autre qu'un index de la liste des douments
dans l'ensemble d'apprentissage et que le PLSA estime les distributions P (z|d) pour
es douments seulement. Cei onduit à deux problèmes : (i) le nombre de paramètres
du modèle augmente linéairement ave la taille du orpus, qui soure parfois du sur-
apprentissage ; et (ii) le PLSA ne permet pas de générer de nouveaux douments
3
. Pour
ette raison il n'est pas un  vrai  modèle génératif.
Pour remédier à e problème, Blei et al. a proposé le LDA (Latent Dirihlet Allo-
ation) [BNJ03℄ qui utilise un vrai modèle génératif. Le nombre de paramètres du mo-
dèle est indépendant de la taille du orpus. Cependant, le modèle est si omplexe que
l'inférene exate pour estimer ses paramètres n'est pas possible. Don, des méthodes
approximatives variationnelles ont été développées [BNJ03℄ pour estimer les paramètres
du modèle.
Le PLSA est un as partiulier du LDA quand un estimateur maximum a posteriori
est utilisé et que la distribution de Dirihlet est supposée uniforme [GK03℄.
Signalons que le nombre de thèmes pour le PLSA et le LDA ne peut pas être très
grand en général. Sinon, les probabilités sont trop petites et ne sont pas signiatives.
En plus, l'algorithme d'EM ne donne pas toujours une solution globale mais plutt une
solution loale.
1.5 Interation homme - mahine
Pour la reherhe par le ontenu, l'interation de l'utilisateur ave le système de
reherhe est ruiale puisque les requêtes et leurs modiations ne peuvent être obte-
nues que par la partiipation de l'utilisateur. Les interfaes utilisateur dans les systèmes
de reherhe d'images se omposent typiquement d'une interfae de formulation de la
requête et d'une autre qui sert à la présentation des résultats.
1.5.1 Spéiation de requête
Préiser quelles images un utilisateur souhaite reherher dans une base d'images de
données peut se faire de plusieurs façons. Les formulations de requêtes les plus utilisées
sont : la navigation par atégorie (ategory browsing), la requête par onept, la requête
par rayonnage (sketh), et la requête par exemple. La navigation par atégorie onsiste
à naviguer dans la base d'images selon les atégories d'images. Dans e but, les images
de la base sont lassiées en diérentes atégories selon leur sémantique ou leur ontenu
visuel [VFJZ01℄. La requête par onept vise à reherher les images selon la desription
oneptuelle assoiée aux images de la base. Dans la requête par rayonnage [KKOH92℄
et la requête par exemple [ABP00℄, l'utilisateur spéie la requête en dessinant une
esquisse ou en fournissant une image exemple et les images ave des aratéristiques
visuelles similaires à la requête sont alors proposées omme réponses. Les deux premiers
3. Hofmann a proposé dans [Hof99a℄ une méthode pour aluler les distribution des thèmes P (z|d)
pour des nouveaux douments en lançant enore un algorithme d'EM qui xe les distributions des mots
par thème P (v|z) obtenues dans l'étape d'apprentissage.
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types de requêtes sont reliés à la desription sémantique d'images qui sont hors de notre
disussion. Nous nous onentrons seulement sur les deux derniers types de requête.
La requête par rayonnage permet à l'utilisateur de dessiner une esquisse de l'image
ave un éditeur graphique fournit par le système RIC ou par un autre logiiel. Les
requêtes peuvent être formulées en dessinant plusieurs objets ave ertaines proprié-
tés omme ouleur, texture, forme. Dans la plupart des as, une esquisse grossière est
susante lorsque la requête peut être ranée à partir des résultats.
La requête par exemple permet à l'utilisateur de formuler une requête en fournissant
une image exemple. Le système extrait d'abord les aratéristiques de l'image requête
et la dérit par une représentation interne (f. Setion 1.2). Puis, les images de la base
ayant des aratéristiques similaires à elles de la requête sont renvoyées. L'avantage
prinipal de la requête par exemple est qu'il n'est pas néessaire pour l'utilisateur de
fournir une desription expliite de la ible, ette desription étant alulée par par le
système. Ce type de requête onvient aux appliations où la ible est une image ave
un même objet ou un ensemble d'objets sous diérentes onditions de projetion. La
plupart des systèmes ourants fournissent e type de formulation de la requête.
La requête par groupe d'images exemples permet à l'utilisateur de hoisir de mul-
tiples images. Le système trouvera les images qui répondent le mieux aux aratéris-
tiques du groupe d'exemples. De ette manière, une ible peut être dénie plus préi-
sément en spéiant les variations des aratéristiques pertinentes et en supprimant les
variations non pertinentes dans la requête. En plus, les propriétés de groupe peuvent
être ranées en introduisant des exemples négatifs. Plusieurs systèmes développés ré-
emment fournissent des réponses à des requêtes ontenant des exemples positifs et
négatifs.
1.5.2 Visualisation
La présentation des résultats de reherhe d'images est peut-être un des fateurs
importants dans l'aeptation et la popularité d'un système de reherhe d'images.
Nous aratérisons quelques shémas de visualisation ourants :
 Ordonné par pertinene. La façon la plus populaire pour présenter les résultats
de reherhe est l'arrangement par pertinene, adopté par Google et Yahoo ! pour
leurs moteurs de reherhe d'images. Les résultats sont ordonnés selon une mesure
numérique de pertinene à la requête.
 Ordonné dans le temps (hronologique). Les images retournées apparaissent dans
un ordre hronologique. Le système Google's Piasa
4
pour des olletions person-
nelles fournit une option pour visualiser ainsi les images dans de temps.
 Groupé (lustering). Le lustering d'images par leurs méta données ou leur ontenu
visuel a été un thème de reherhe atif es dernières années. Le lustering de résul-
tats permet une forme de présentation intuitive et est aussi utilisé pour améliorer
la performane du système [CWK05℄.
 Hiérarhique. Si les méta-données assoiées aux images peuvent être arrangées en
arbre (par ex., WordNet [Mil95℄), elles pourront fournir une aide utile dans la
4. http://piasa.google.om
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visualisation. La visualisation hiérarhique des résultats est intéressante pour les
arhives, surtout dans des buts éduatifs.
 Composé. La ombinaison se ompose de deux ou plusieurs des types de visua-
lisation mentionnés i-dessus. Le lustering hiérarhique et la visualisation des
graphes de onepts sont des exemples des tehniques de visualisation omposées.
1.5.3 Boulage de pertinene
La pereption humaine de la similarité entre images est subjetive, sémantique,
et dépendante des tâhes. Bien que les méthodes basées sur le ontenu fournissent
des diretions prometteuses pour la reherhe d'images, les résultats basés uniquement
sur la similarité des aratéristiques visuelles ne sont en générale ni pereptuellement
ni sémantiquement satisfaisants. De plus, haque type de aratéristiques visuelles a
tendane à apturer un aspet seulement des propriétés des images et il est le plus
souvent diile pour l'utilisateur de spéier lairement omment les diérents aspets
sont ombinés. Pour résoudre à es problèmes, le boulage de pertinene (relevane
feedbak), une tehnique traditionnelle dans les systèmes de reherhe d'information
basés sur les textes, permet d'établir une faible liaison entre les onepts de haut niveau
et les aratéristiques de bas niveau.
Le boulage de pertinene est une tehnique d'apprentissage supervisé atif utilisée
pour améliorer l'eaité des systèmes de reherhe d'information. L'idée prinipale
est d'utiliser des exemples positifs et négatifs fournis par l'utilisateur pour améliorer la
performane du système. Étant donnée une requête, le système retourne d'abord une
liste d'images ordonnées selon une ertaine mesure de similarité prédénie. Ensuite,
l'utilisateur indique les images retournées omme pertinentes (exemples positifs) pour
la requête ou non pertinentes (exemples négatifs). Le système rane alors les résultats
en basant sur le feedbak et présentera une nouvelle liste d'images à l'utilisateur.
1.6 Métriques d'évaluation
La reherhe d'images par le ontenu est essentiellement un problème de reherhe
d'information. Les métriques d'évaluation adoptées naturellement sont elles qui sont
utilisées en reherhe d'information. Deux des mesures d'évaluation les plus populaires
sont la pre´cision et le rappel :
 Pre´cision  Cette mesure se réfère au pourentage des images retournées qui sont
pertinentes par rapport à la requête.
 Rappel  Le rappel (ou la sensibilité) orrespond au pourentage de toutes les
images pertinentes de la base d'images qui sont retournées.
Notons que quand la requête est une image, la pertinene des images retournées est
extrêmement subjetive. C'est pour ela, qu'au lieu de retourner un ensemble d'images
pertinentes à la requête, la plupart des systèmes de reherhe d'images retournent une
liste d'images lassées par pertinene déroissante par rapport à la requête. La pre´cision
et le rappel sont souvent alulés sur un ertain ensemble de k premières images retour-
nées. k est appelé le sope.
28 Prinipes de la reherhe d'images par le ontenu
On a montré que la pre´cision et le rappel suivent une relation inverse en fontion
du sope, 'est-à-dire la préision diminue tandis que le rappel augmente quand le sope
augmente.
Notons ependant qu'ave un sope k donné, la pre´cision ave les k premières images
retournées (dénotée par Pk) est proportionnelle au rappel (Rk) au même sope.
Traditionnellement, les résultats d'un système de reherhe d'information sont résu-
més par des ourbes de pre´cisionrappel ou ourbes de pre´cisionscope.
Pour obtenir une ourbe de pre´cisionrappel, on alule la pre´cision à haque image
pertinente retournée et on interpole la pre´cision à 11 points standards du rappel. Ce
sont les points où le rappel est égal à 0, 0.1, 0.2, . . . et 1. L'interpolation se fait par la
règle suivante :
p(r) = max
r′≥r
{p(r′)}
où p(r) est la pre´cision au point où le rappel est égal à r.
Une ourbe de pre´cisionrappel idéale est parallèle à l'axe rappel et onstant égale
à 1 (-à-d. la pre´cision est toujours égale à 1 quelque soit le rappel).
Pour mesurer la manière dont le sytème ordonne des images pertinentes dans le
résultat retourné à l'utilisateur, il y a deux mesures numériques (omplémentaires des
mesures graphiques omme les ourbes de pre´cisionrappel ou les ourbes de pre´cision
scope) très populaires dans la ommunauté de RIC. Ce sont la préision moyenne (Ave-
rage Preision) et la mesure ANR (Average Normalized Rank).
La préision moyenne pour une requête est alulée omme l'aire sous la ourbe de
pre´cisionrappel en moyennant les préisions à haque image pertinente retournée. La
moyenne arithmétique de la préision moyenne alulée sur un nombre de diérentes
requêtes est appelée le MAP (Mean Average Preision).
La mesure ANR pour une requête est donnée par :
ANR =
1
M ∗Mper

Mper∑
i=1
rang(i)− Mper(Mper + 1)
2


(1.25)
où M est le nombre d'images dans la base ; Mper est le nombre d'images pertinentes
pour la requête et rang(i) est le rang de la ie`me image pertinente.
Essentiellement, l'ANR est égal à 0 si toutes les images pertinentes sont retournées
les premières. La mesure ANR varie de 0 à 1, ave une valeur égale à 0.5 orrespondant
à une reherhe aléatoire. Plus l'ANR est petite, meilleur est l'ordonnanement du
résultat. Comme dans le as de la préision moyenne, la moyenne arithmétique des
ANR alulés pour plusieurs requêtes est appelée leMANR (Mean Average Normalized
Rank).
1.7 Synthèse
Nous avons présenté, dans e hapitre, les prinipes de fontionnement de la re-
herhe d'images par le ontenu, y ompris la desription du ontenu visuel, les mesures
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de similarités/dissimilarités (distanes), les méthodes inspirées de l'analyse de données
textuelles, l'interation homme-mahine et les métriques d'évaluation. Nous avons mis
l'aent sur les tehniques de desription des aratéristiques visuelles et les mesures de
similarités d'images basées sur les aratéristiques visuelles. Les détails de l'indexation
des signatures d'images et les tehniques de reherhes eaes sont présentés dans le
hapitre 2.
Les aratéristiques visuelles générales les plus utilisées dans la reherhe par le
ontenu sont : la ouleur, la texture, la forme, et les relations spatiales. L'extration des
aratéristiques visuelles peut être réalisée soit globalement sur une image entière, soit
loalement sur un groupe de pixels. Ces deux approhes de l'extration des aratéris-
tiques onduisent aux diérents types de signatures d'images : veteurs, ensembles de
veteurs, sa-de-mots-visuels, densités de probabilité de distributions des desripteurs
loaux. Les relations spatiales entre des régions (ou objets) sont souvent représentées
par un 2D-string ou un modèle probabiliste. Les desripteurs loaux se sont révélés plus
eaes que les desripteurs globaux pour la desription du ontenu visuel.
Les tehniques de alul de mesures de similarités/distanes entre les signatures
d'images dépendent du type de signatures. Les distanes entre des signatures de type
 veteur  sont failes à aluler eaement tandis que le alul de distanes entre
des signatures de types  ensemble de veteurs  est plus ompliqué. Le résumé des
desripteurs loaux en sa-de-mots-visuels est un bon ompromis entre la pertinene (les
desripteurs loaux sont utilisés pour la desription des images) et la rapidité (le alul
des distanes est très rapide) d'un système de reherhe d'images par le ontenu. Par
ailleurs, les tehniques de traitement des données textuelles peuvent être appliquées sur
les images pour améliorer la qualité de la reherhe. Ce sont aussi les raisons prinipales
pour lesquelles nous avons hoisi ette représentation d'images dans nos travaux de
thèse.
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Chapitre 2
Indexation et reherhe d'images
dans une base
2.1 Reherhe d'images par leur signature
L'objetif d'un système de reherhe d'images par le ontenu est de retrouver les
images dont les signatures sont les plus similaires à la signature requête au sens d'une
ertaine mesure de similarité (f. Setion 1.3). On parle alors de reherhe par similarité
qui est fondamentalement diérente de la reherhe exate dans les bases de données
lassiques. Deux des prinipales méthodes de reherhe par similarité sont les suivantes :
 Reherhe à un rayon près (ε-près). La reherhe à ε-près onsiste à retrouve les
images situées à une distane d'au plus ε de l'image requête.
 Reherhe des k-plus prohes voisins. Dans la reherhe des k-plus prohes voisins,
il s'agit de retrouver les k images les plus prohes de l'image requête selon une
mesure de similarité assoiée aux signatures d'images.
Un des inonvénients de la reherhe à ε-près est qu'on ne sait pas, a priori, ombien
d'images on va retrouver. Une valeur trop petite pour ε peut onduire à des résultats
vides tandis qu'une valeur trop grande de ε peut donner des listes de résultats de très
grande taille. En revanhe, la reherhe de k plus prohes voisins garantit automati-
quement k images dans la liste de résultats. Cependant, ertaines images de la liste
peuvent être très éloignées de la requête. Dans le adre de la reherhe d'images par le
ontenu, on préfère le plus souvent la reherhe des k-plus prohes voisins à la reherhe
à un rayon près bien que les deux approhes possèdent haune leurs avantages et leurs
inonvénients. Lorsqu'une image est représentée par une signature unique, les k-plus
prohes voisins d'une signature orrespondent diretement aux k-plus prohes images
de l'image de requête. Cela permet à l'utilisateur de visualiser k images et d'évaluer
la qualité de la reherhe. Dans la suite, nous nous limitons à la reherhe de k plus
prohes voisins.
L'approhe naïve pour eetuer une reherhe par similarité onsiste à aluler, pour
une signature de l'image requête, la mesure de similarité ave toutes les signatures de
la base. On parlera alors d'une reherhe séquentielle ou d'une reherhe exhaustive.
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La omplexité de alul d'une telle méthode est alors proportionnelle au nombre de
signatures de la base, O(M) où M est la nombre d'images de la base (ou la taille de
la base). Lorsque la taille de la base est importante, une reherhe exhaustive devient
beauoup trop oûteuse et on fait alors appel à des méthodes issues du domaines des
bases de données pour aélérer les reherhes. Le prinipe général est de limiter le
nombre de signatures à omparer ave la signature requête en éliminant des paquets
de signatures par des règles de ltrage. La performane des tehniques d'indexation
dépend beauoup de la nature des signatures et des mesures de similarités utilisées.
Nous présentons i-dessous quelques tehniques d'indexation pour les signatures de type
vetoriel.
2.2 Indexation multi-dimensionnelle
Lorsque les signatures sont sous forme vetorielle, il est néessaire de stoker les
signatures dans une struture d'indexation de grande dimension et d'utiliser ette stru-
ture pour une reherhe eae.
2.2.1 Struture
Les méthodes d'indexation vetorielle sont basées sur le prinipe du regroupement
hiérarhique de l'espae de données. Struturellement, elles ressemblent à un arbre de
type B
+
-tree [BM72, Com79℄. Pour traiter les requêtes de manière eae, les veteurs
sont stokés dans les feuilles d'un arbre, de telle sorte que les veteurs qui sont prohes
l'un de l'autre dans l'espae de signatures sont présents dans une même feuille. Chaque
veteur est stoké dans une feuille unique, -à-d. il n'y a pas de dupliation de veteurs.
Les feuilles ontenant des veteurs sont organisées en arboresene struturée. Chaque
n÷ud intermédiaire ontient un ensemble de lés et de pointeurs vers un sous-arbre ou
une feuille. Chaque lé orrespond à un odage d'une région de l'espae multidimen-
sionnel, dépendant de la struture utilisée. Dans un R-tree [Gut84℄, par exemple, la
lé orrespond à un hyper-retangle englobant toutes les lés et tous les veteurs du
sous-arbre. Dans un SS-tree [WJ96℄, il s'agit d'une hyper-sphère.
Le fait de regrouper des veteurs d'une même région de l'espae dans une même
feuille permet de traiter la reherhe en deux étapes. Une première étape onsiste à
déterminer les feuilles qui sont suseptibles de ontenir des veteurs répondant à la
requête et la deuxième étape onsiste à aluler la distane entre la requête et les
veteurs ontenus dans les feuilles séletionnées. Cei permet de réduire sensiblement le
nombre de veteurs qui doivent être omparés à la requête.
Il y a un grand nombre de strutures d'indexation développées pour la reherhe ef-
ae dans l'espae multidimensionnel. En général, les tehniques d'indexation des don-
nées multidimensionnelles peuvent se lasser en deux groupes : lesméthodes d'indexation
basées sur le partitionnement des données omme R-tree [Gut84℄, X-tree [BKK96℄, SS-
tree [WJ96℄, SR-tree [KS97℄, et TV-tree [LJF94℄ divisent l'espae de données en fontion
de la distribution de données ; et les méthodes d'indexation basées sur le partitionnement
de l'espae omme grid-le [NHS84℄, K-D-B-tree [Rob81℄, et LSD
h
-tree [Hen98℄ divisent
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l'espae de données selon des hyperplans prédénis, sans tenir ompte des valeurs a-
tuelles des données, et stokent des veteurs dans des ellules appropriées.
2.2.2 Algorithme de reherhe
Avant de dérire en détail l'algorithme de reherhe de k plus prohes voisins utilisant
les strutures d'indexation multi-dimensionnelle, il est néessaire de dénir quelques
notions importantes :
Dénition 2.1 (MinDist et MaxDist) Soit un veteur de requête r dans un espae
vetoriel E de dimension D. Soit R une région de E dépendant de la struture utilisée et
aratérisée par sa lé dans l'arboresene. Soit d : E× E→ R+, la distane onsidérée
pour la reherhe des k plus prohes voisins de r. Alors,
MinDist(r, R) = min
x∈R
d(x, r)
MaxDist(r, R) = max
x∈R
d(x, r)
Intuitivement, MinDist est la plus petite distane entre une requête et une région et
MaxDist est la plus grande distane entre une requête et une région.
Les algorithmes de reherhe des k plus prohes voisins sont basés sur des règles
de ltrage permettant d'éliminer diretement des branhes de l'arbre, lorsqu'il est im-
possible que la région orrespondante ontienne des points plus prohes que la solution
atuelle.
Il y a deux règles de ltrage. La première stipule que pour deux régions R1 et R2, si
MaxDist(r, R1) ≤ MinDist(r, R2) (2.1)
alors R2 peut être éliminée. Cette règle suppose qu'il y ait au moins k veteurs dans
haque région.
La seonde règle de ltrage stipule que si
MinDist(r, R) ≥ d(r,xk) (2.2)
où xk représente le k
e`me
plus prohe voisin atuellement trouvé, alors R peut être
éliminée.
Les deux algorithmes de reherhe de k plus prohes voisins les plus onnus sont
l'algorithme RKV [RKV95℄ et l'algorithme HS [HS95℄. L'algorithme RKV est proposé
originellement dans le as du R-tree. C'est un algorithme de type  branh and bound 
qui parourt l'arbre en profondeur. La première règle de ltrage est renforée par l'uti-
lisation d'une distane, appelée MinMaxDist, plus restritive que MaxDist. Elle or-
respond au minimum, sur les diérents tés de l'hyper-retangle, de la MaxDist de
haque té. La règle de ltrage suppose alors que haque té de l'hyper-retangle
ontient au moins un veteur, e qui est vrai dans le as du R-tree par onstrution.
L'algorithme HS propose d'éviter de parourir l'arbre de manière lassique, en pro-
fondeur en en largeur d'abord. Pour ela il gère une liste de régions atives (LRA),
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indépendamment du niveau de l'arbre auquel elles se situent. Cette liste est initiali-
sée par la région orrespondant à la raine de l'arbre (ainsi que sa MinDist), puis les
opérations suivantes sont réitérées :
 Séletionner la région R ayant la plus petite distane MinDist dans la LRA.
 Si R orrespond à une feuille, alors herher les plus prohes voisins dans R.
 Sinon, aluler la MinDist des régions orrespondant aux sous-arbres du n÷ud
orrespondant à R et les insérer dans la LRA.
 Supprimer R de la LRA.
L'avantage de l'algorithme HS est qu'il ne néessite que la onnaissane de MinDist.
De plus, on a montré qu'il est plus performant en termes de nombre de n÷uds ou de
feuilles visités. L'inonvénient est qu'il néessite plus de mémoire pour maintenir la LRA
et que l'espae mémoire néessaire dans le as le pire est O(n) où n est le nombre de
régions.
2.2.3 Partitionnement des données
Toutes les méthodes d'indexation basées sur le partitionnement des données sont
dérivées de la méthode R-tree [Gut84℄, développée originellement pour l'indexation des
données 2D utilisées dans des systèmes d'information géographique. Le R-tree utilise
les retangles multidimensionnels (hyper-retangles) englobants minimum (REM). Un
REM est un intervalle multidimensionnel de l'espae de données (un retangle multidi-
mensionnel de tés parallèles aux axes). Les REMs sont des approximations minimales
des ensembles de points englobés. Don, haque surfae de (D−1) dimensions du REM
ontient au moins un veteur
1
. Diverses méthodes peuvent être utilisées pour déter-
miner quels retangles doivent être fusionnés ou séparés à haque niveau de l'arbre.
Le prinipal problème du R-tree est que les retangles englobants peuvent se hevau-
her. Par onséquent, la reherhe doit parourir plusieurs n÷uds pour retrouver les
plus prohes voisins et devient ineae. Le R
+
-tree [SSH86, SRF87℄, une variante de
R-tree, évite e problème en utilisant une stratégie, appelée fored-split, qui sépare les
régions de hevauhement en deux. Le nombre de n÷uds peut augmenter de manière
exponentielle. Le X-tree [BKK96℄, est une extension du R-tree développée pour gérer
diretement des données multidimensionnelles. Le hevauhement des régions est évité
en utilisant un split-history et des supernodes ave des apaités élargies.
Le SS-tree [WJ96℄, une autre extension du R-tree, utilise des sphères englobantes
au lieu de retangles. Les sphères englobantes ne sont pas minimales, mais e sont des
sphères dont le entre est déterminé par le entre de gravité des points et dont le rayon
est hoisi tel que tous les veteurs soient inlus dans la sphère. La desription des régions
omprend simplement un entre et un rayon. Cei permet de déterminer rapidement les
MinDist et MaxDist.
Bien que les sphères améliorent la performane de la reherhe, les sphères englo-
bantes oupent plus d'espae que les retangles englobants ave des données de grande
dimension. Cei réduit l'eaité de la reherhe. Par ailleurs, un problème général du
1. un point dans l'espae vetoriel
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Figure 2.1  Problème général du SS-tree : il n'y a pas de partitionnement sans he-
vauhement possible.
SS-tree est qu'il n'est pas toujours possible de faire un partitionnement sans hevauhe-
ment (f. Figure 2.1).
Pour remédier à e problème, le SR-tree [KS97℄ ne onserve que l'intersetion d'une
sphère englobante et d'un retangle englobant. La raison d'une telle proédure, d'après
les auteurs, est que les sphères sont plus appropriées que les retangles pour reherher
les plus prohes voisins en utilisant la métrique L2. D'un autre té, les sphères sont
diiles à maintenir et ont tendane à produire plus de régions de hevauhement. La
ombinaison sphère-retangle permet de surmonter les deux inonvénients. LaMinDist
(respetivement, MaxDist) est dénie omme le maximum (respetivement, minimum)
des MinDist (MaxDist) du REM et de la sphère englobante. La MinMaxDist n'est
en pas dénie pour les sphères, la MinMaxDist des REMs est plutt utilisée. Notons
que les MinDist et MaxDist ne sont pas les MinDist et MaxDist exates (-à-d.
la MinDist exate est inférieure à la MinDist et la MaxDist est supérieure à la
MaxDist exate) et qu'auune onnaissane sur la sphère n'est exploitée pour déter-
miner la MinMaxDist.
Le TV-tree [LJF94℄ est une autre extension du R-tree. On utilise le fait que les di-
mensions ne jouent pas toutes le même rle au ours de la reherhe : ertaines sont plus
disriminantes que les autres. Ainsi, Lin et al. [LJF94℄ divisent les dimensions en trois
lasses : les dimensions que la reherhe peut ignorer, les dimensions que la reherhe
doit utiliser, et les dimensions utilisées pour raner la reherhe. L'inonvénient prin-
ipal de ette tehnique est qu'elle requiert une onnaissane exate de la distribution
de données selon haque dimension et que l'on puisse utiliser ertaines dimensions in-
dépendamment des autres.
2.2.4 Partitionnement de l'espae
Les tehniques de partitionnement de l'espae omme le grid-le [NHS84℄, le K-
D-B-tree [Rob81℄ et le LSD
h
-tree [Hen98℄ divisent l'espae en régions retangulaires
(ellules) disjointes plus ou moins régulières sans tenir en ompte de la distribution de
données. Les régions générées sont organisées soit sous forme d'une table de hahage
omme dans le as du grid-le, soit par une arboresene omme 'est le as du k-d-tree
[Ben75℄. Contrairement aux méthodes de partitionnement de données, les méthodes de
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partitionnement de l'espae garantissent un partitionnement disjoint et omplet.
Cependant, un partitionnement omplet génère en général des régions plus grandes
que néessaire. En partiulier, dans un espae de grande dimension, le nombre de régions
est beauoup plus important que le nombre de veteurs. Par onséquent, la plupart des
régions sont vides. Le seond problème est que les kd-tree ne sont généralement pas
équilibrés. Le K-D-B-tree [Rob81℄ remédie à e problème par une stratégie de  fored-
split  omme dans le as du R
+
-tree.
Le LSD
h
-tree [Hen98℄ est un kd-tree adaptatif. Contrairement aux R-trees et kd-
trees, la desription des régions dans les LSD
h
-trees est enodée de manière sophistiquée
pour réduire la mémoire néessaire. Certains n÷uds intermédiaires de haut niveau sont
supposés être xés dans la mémoire entrale pour aélérer la reherhe. Un inonvé-
nient majeur des méthodes de partitionnement de l'espae est que le nombre de régions
voisines d'une région augmente exponentiellement ave le nombre de dimensions. De
plus, la plupart de régions sont vides. Don, la reherhe devient ineae quand le
nombre de dimensions est grand (D > 16).
2.2.5 Courbes remplissant l'espae
Les ourbes remplissant l'espae [Sag94℄ (spae lling urves en anglais) appar-
tiennent à la famille des méthodes de partitionnement de l'espae. Ces ourbes omme
les ourbes de Hilbert, l'ordonnanement en Z ou les odes de Gray sont des appliations
d'un espae à D dimensions dans un espae à une dimension :
courbe : RD → R
L'utilisation d'approximations disrètes de es ourbes permet de réaliser un parti-
tionnement de l'espae en ellules. À haque étape, une dimension est hoisie et l'espae
est divisé en deux. La hoix de la dimension dépend de la ourbe utilisée. Si p est
le nombre d'étapes que nous appelons la profondeur du partitionnement, prédéni par
l'utilisateur, l'espae sera divisé en 2p ellules d'hypervolume égale et numérotées de 1 à
2p. cellule(x) est une fontion qui alule la ellule dans laquelle le veteur x se trouve.
cellule : RD → [1; 2p]
Les veteurs sont transformés en entiers [1; 2p]. N'importe quelle tehnique d'in-
dexation uni-dimensionnelle est alors apable d'indexer les veteurs. Supposons que le
B
+
-tree [BM72, Com79℄ soit utilisé.
Pour traiter les requêtes (k plus prohes voisins ou à un rayon près), on onsidère les
distanes MinDist et MaxDist entre la requête et les ellules. Le problème se posant
ii est omment évaluer es distanes de manière eae sans énumérer toutes les el-
lules dans un intervalle donné. Il est possible de résoudre e problème par un algorithme
de type  divide and onquer  qui divise réursivement l'intervalle en deux. Bien que
et algorithme élimine un nombre signiatif de ellules inutiles, le nombre de ellules
à visiter augmente, en général, exponentiellement en fontion de p (p ≥ D). Joly et al.
[JBF05℄ ont étendu la reherhe à ε-près en une reherhe statistique dans laquelle les
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ellules ayant une faible probabilité de ontenir les réponses sont éliminées. L'eiene
de la reherhe s'améliore par rapport à la reherhe à ε-près. Cependant, ette approhe
se base sur l'hypothèse que la distribution des images distordues engendrées par un en-
semble ni de transformations est gaussienne ave indépendane entre les omposantes.
Cei est supposé être vrai dans le as de détetion de opies. Par ontre, dans le as de
reherhe d'images, la distribution des images distordues n'est pas onnue.
2.2.6 Pyramid-tree
Le pyramid-tree [BBK98℄ est une tehnique de partitionnement de l'espae onçue
pour ontrer la malédition de la dimension [Bel61℄.
Deux phénomènes prinipaux permettent d'expliquer la dégradation des perfor-
manes dans les espaes de grande dimension :
 Équidistane. Lorsque la dimension augmente, tous les veteurs ont tendane à
être équidistants les uns des autres. Le plus prohe voisin d'une requête est aussi
loin que tous les autres veteurs dans la base. Il est néessaire de omparer tous
les veteurs de la base ave la requête. Ainsi, une reherhe séquentielle est plus
appropriée.
 Espae vide. Plus la dimension augmente, plus l'espae semble vide. Le nombre de
veteurs ontenus dans une sphère de rayon onstant tend vers zéro rapidement
lorsque la dimension augmente. Autrement dit, les veteurs sont de plus en plus
loin les uns des les autres.
Similaire aux ourbes remplissant l'espae, le pyramid-tree transforme les veteurs
dans l'espae de D dimensions en lés dans l'espae à une dimension et utilise un
B
+
-tree pour indexer les lés. Contrairement aux autres méthodes, le pyramid-tree
stoke les veteurs et leur lé dans les feuilles du B
+
-tree. Ainsi, auune transformation
inverse n'est néessaire et l'étape de ranement peut être eetuée sans demander
d'autres hiers. La partition dans un pyramid-tree onsiste à diviser l'espae vetoriel
en 2D pyramides dont le sommet est au entre de l'espae. Chaque pyramide est ensuite
partitionnée grâe à des hyperplans parallèles à la base de la pyramide. De e fait, le
nombre de régions générées par la partition roît linéairement ave la dimension. Il ne
soure don plus de la malédition de dimension. La stratégie pour aluler les lés des
veteurs est optimisée pour la reherhe à ε-près dans l'espae de grande dimension. Une
requête à ε-près est traitée en déterminant toutes les pyramides ayant une intersetion
ave la requête et puis toutes les régions onernées, par un algorithme assez lourd
omportant de nombreux tests des as. On parourt alors le B
+
-tree et tous les veteurs
ontenus dans les feuilles retrouvées sont omparés à la requête.
Le pyramid-tree est une struture d'indexation unique qui n'est pas aetée par la
malédition de la dimension. On a montré que, pour une distribution uniforme et une
requête à un rayon près onstant, les performanes du pyramid-tree s'améliorent lorsque
la dimension augmente [BBK98℄. L'inonvénient majeur est qu'il ne permet de faire que
des reherhes à ε-près et non des reherhes de k plus prohes voisins.
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2.3 Reherhe séquentielle aélérée
Weber et al. ont montré dans [WSB98℄ que, selon ertaines hypothèses pour une
reherhe de k plus prohes voisins, la plupart des strutures d'indexation multidi-
mensionnelle devenaient moins performantes qu'une reherhe séquentielle, lorsque le
nombre de dimensions devenait supérieur à 16 environ.
2.3.1 VA-le
Suite à la onstatation i-dessus, Weber et al. ont proposé une tehnique de reherhe
par similarité, appelée VA-le [WSB98℄. L'idée du VA-le est d'utiliser deux hiers :
un hier d'approximations qui ontient une version quantiée, ompressée des veteurs
et un hier original qui ontient les vrais veteurs. Auun des deux hiers n'est trié.
La quantiation des veteurs se fait en onstruisant une grille irrégulière sur l'espae
des données. La résolution de la grille dans la dimension i orrespond à 2bi , où bi est
le nombre de bits utilisés pour quantier la dimension i. Le nombre de bits total pour
quantier un veteur est alors de b =
∑D
i=1 bi. Autrement dit, ette méthode partitionne
l'espae en 2b ellules.
La reherhe de k plus prohes voisins se fait en deux étapes. D'abord, les veteurs
quantiés (se trouvant dans le premier hier) sont hargés dans la mémoire et parourus
de manière séquentielle (étape de ltrage) et on applique les règles de ltrage lassiques
sur la MinDist et la MaxDist des ellules orrespondantes. Les veteurs andidats
onservés sont ensuite ordonnés par leur MinDist et leurs oordonnées sont hargées
en mémoire par un aès diret au seond hier qui ontient les veteurs originaux
(étape de ranement). Cette étape s'arrête quand une MinDist trouvée est supérieure
ou égale à la distane entre la requête et le ke`me plus prohe voisin.
Fondamentalement, le gain du VA-File omparé à la reherhe séquentielle est sim-
plement le taux de ompression, ar la omplexité du hargement séquentiel d'un gros
hier est linéaire en fontion de la longueur du hier. La méthode est enore améliorée
si le hier d'approximation est ontenu entièrement en mémoire prinipale. Cependant,
le problème le plus important de ette méthode est l'étape de ranement qui demande
des aès aléatoires au disque. Ave une faible résolution dans la phase d'approxima-
tion (-à-d. b est trop petit), le nombre de veteurs andidats restants après l'étape
de ltrage devient grand. Par onséquent, la performane gagnée par la ompression
est perdue. En revanhe, si le nombre de bits utilisés pour la quantiation est grand,
le hier d'approximation deviendra gros et il ne pourra pas être entièrement ontenu
en mémoire. Dans e as, le hier doit être rehargé en mémoire à haque requête et
le oût engendré par le hargement du hier et les aluls de la MinDist et de la
MaxDist ne justient pas son utilisation. Il est montré que, dans e as, le VA-le est
à nouveau moins performant qu'à une reherhe séquentielle [AG01℄.
La performane du VA-le dépend fortement de la qualité d'approximation ar
l'étape de ltrage se base sur l'approximation. Une amélioration du VA-le pour des
distributions non-uniformes, appelée VA
+
-le [FTAEA00℄, transforme des données dans
le domaine de Karhunen-Loève (domaine de KL) par une analyse en omposantes prin-
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ipales (ACP). La quantiation est eetuée dans le domaine de KL. Les pas de quan-
tiation sont déterminés par un algorithme k-means.
2.3.2 IQ-tree, GC-tree, et PRC-tree
Un inonvénient majeur du VA-le et du VA
+
-le est que tous les veteurs approxi-
matifs doivent être examinés dans l'étape de ltrage. Pour réduire le nombre de veteurs
approximatifs à examiner pendant la reherhe, quelques tehniques qui ombinent le
VA-le et l'indexation basée sur un arbre ont été proposées.
Le IQ-tree [BBJ
+
00℄ est un arbre d'indexation à trois niveaux organisé en trois
hiers distints. Le premier niveau est une struture d'indexation arboresente (f.
Setion 2.2.1) dont les feuilles ontiennent des REMs et des pointeurs sur les pages
du deuxième niveau qui ontiennent des veteurs quantiés. La quantiation se base
sur la densité de veteurs dans les REMs. Le troisième niveau du IQ-tree ontient les
pages de veteurs originaux. Le GC-tree [CC02℄ partitionne l'espae de D dimensions en
2D ellules pour identier les lusters (régions denses) et les outliers (régions reuses)
basés sur la densité loale des sous espaes. Les lusters sont réursivement partitionnés.
Dans le GC-tree, l'approximation est utilisée pour représenter les régions denses tandis
que pour une région reuse, les veteurs originaux sont utilisés. Le PRC-tree [CZZ07℄
transforme les veteurs dans le domaine de KL omme le VA
+
-le et utilise ensuite un
R-tree pour struturer les veteurs quantiés. La quantiation utilise les premiers axes
d'une ACP.
La reherhe des k plus prohes voisins dans le IQ-tree et le PRC-tree se fait en
une seule étape. Les REMs sont ltrés en utilisant la MinDist. On peut aéder aux
veteurs originaux pendant la reherhe. La diérene entre IQ-tree et PRC-tree est
que les REMs du IQ-tree sont dénis sur l'espae original alors que les REMS du PRC
sont alulés sur les veteurs quantiés. La reherhe dans le GC-tree se fait en étapes
omme dans le VA-le.
2.3.3 Fihier inversé
Lorsqu'une image est représentée par un veteur reux, l'approhe basée sur les
hiers inversés [SB88℄ est l'une des plus appropriées. Cette approhe est initialement
utilisée dans le ontexte de reherhe des textes où la requête est un ensemble de mots
lés. Dès que le modèle de sa-de-mots-visuels est utilisé pour représenter les images,
ette approhe est aussi utilisée dans la reherhe d'images [SZ03b, JHS07℄.
Supposons que tous les veteurs représentant les images dans la base soient norma-
lisés. La similarité osinus entre une requête r = [r1 r2 . . . rD] (r est aussi normé) et
une image z = [z1 z2 . . . zD] de la base est alulée par :
sim(r, z) =
∑D
j=1 rj zj
‖r‖.‖z‖
=
D∑
i=1
rj zj (2.3)
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La similarité osinus dans la formule 2.3 ne dépend que des rj 6= 0. Pour une
requête, seules les dimensions sur laquelle la oordonnée de la requête est non nulle sont
utilisées. De plus, pour une dimension hoisie, seules les images dont la oordonnée sur
ette dimension est non nulle sont intéressantes. À partir de ette observation, un hier
inversé est onstruit pour haque dimension j et ontient des paires de <i, zij> où i
est la ie`me image dans la base, et zij (zij 6= 0) est la oordonnée de l'image i sur la
dimension j.
Le alul des similarités pour une requête r = [r1 r2 . . . rD] et les images de la base
onsiste à prendre les hiers inversés orrespondants aux dimensions où rj 6= 0. Pour
haque hier inversé j (orrespondant à la dimension j), la similarité entre la requête
r et l'image i dans e hier est aumulée par une quantité de (rjzij).
Cette tehnique est aussi généralisée dans [NS06℄ pour les distanes de Minkowski
d'ordre p quelonque en supposant que les veteurs sont normés d'après la norme p.
Rappelons la formule 1.2 pour aluler la distane de Minkowski d'ordre p dans le
hapitre préédent.
(Lp(z, r))
p =
D∑
j=1
|zj − rj|p
=
∑
j|rj=0
|zj |p +
∑
j|zj=0
|rj|p +
∑
j|rj 6=0,zj 6=0
|zj − rj |p
= ‖z‖pp + ‖r‖pp +
∑
j|rj 6=0,zj 6=0
(|zj − rj|p − |rj |p − |zj |p)
= 2 +
∑
j|rj 6=0,zj 6=0
(|zj − rj |p − |rj |p − |zj |p) (2.4)
La formule ne dépend aussi que des rj 6= 0.
2.4 Reherhe approximative
La dégradation des performanes de la reherhe exate de plus prohes voisins est
liée à la grande dimension des veteurs. Un moyen d'améliorer le temps de reherhe
onsiste à reourir aux méthodes approximatives pour aélérer la reherhe au détri-
ment de la qualité des résultats. Notons ependant qu'une reherhe exate dans la base
des signatures est don déjà une approximation de la requête de l'utilisateur. Il est même
des as où l'introdution d'une erreur dans la qualité de reherhe n'a auun impat sur
le résultat nal de l'appliation. On peut séparer les méthodes de reherhe approxima-
tives en deux grandes atégories : elles où l'approximation porte sur la représentation
des données et elles où elle porte sur la tehnologie de reherhe.
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2.4.1 Approximation de la représentation des données
L'approximation de la représentation des données onsiste à transformer les données
dans un espae de dimension plus petite que elle de l'espae original et à eetuer la
reherhe dans l'espae transformé. La tehnique de transformation la plus souvent
utilisée est l'analyse en omposantes prinipales [Pea01℄. Une autre méthode est le
hahage multidimensionnel [IM98, GIM99℄ qui ore un moyen de faire une reherhe sur
des points obtenus par une projetion des veteurs de l'espae original. L'idée onsiste
à transformer les veteurs en utilisant plusieurs fontions de hahage dans le but de
maximiser la probabilité que des veteurs prohes de l'espae original se retrouvent dans
un même paquet. Plusieurs transformations sont appliquées aux veteurs et haune
d'elles assoie la même valeur aux veteurs prohes. La mise en ÷uvre du hahage
multidimensionnel proposée dans [GIM99℄ proède d'abord par une transformation des
veteurs de la base vers un ube de Hamming. La distane de Hamming est ensuite
utilisée omme mesure de similarité et orrespond à la distane L1 dans l'espae original.
De e fait, l'approhe ne peut s'appliquer qu'aux images dont la similarité est estimée
par la distane L1.
2.4.2 Approximation de la tehnique de reherhe
Dans e as, nous distinguons globalement deux approhes pour approher la re-
herhe de k-plus prohes voisins pour réduire le temps de réponse. La première onsiste
à ramener le problème de la reherhe des plus prohes voisins à elui de la reherhe à
ε-près dans les strutures d'indexation adaptées. C'est l'approhe proposée dans [LS02℄.
Cette méthode estime d'abord un rayon ε pour k plus prohes voisins sur un éhantillon
des données ontenu en mémoire prinipale. Ce rayon est ensuite orrigé par un fateur
pour minimiser la dépendane entre ε et l'éhantillon hoisi, et on obtient alors εcorrige´.
Une reherhe à ε-près ave le rayon orrigé est eetuée sur toutes les données.
Soit R l'ensemble des veteurs ontenus dans les régions intersetées par l'hyper-
sphère de rayon εcorrige´. La dernière étape onsiste don à reherher les k plus prohes
voisins dans R et les retourne omme une approximation de la reherhe de k plus
prohes voisins. Cette tehnique réduit les oûts entrées/sorties pendant la reherhe
mais la qualité de la reherhe dépend de l'éhantillon hoisi au départ. En eet, d'après
les expérimentations présentées dans [LS02℄, plus la taille de l'éhantillon est petite, plus
l'erreur ommise dans l'estimation de ε est grande. Cette erreur roît également ave le
nombre de plus prohes voisins. En plus, la taille de R n'est pas ontrlée, Il peut don
arriver qu'elle soit inférieure au nombre de plus prohes voisins à aluler.
La seonde approhe pour approher la reherhe des k plus prohes voisins, beau-
oup plus diretement que la première, onsiste à exploiter les propriétés des strutures
d'indexation dans le proessus de reherhe pour réduire le nombre de veteurs à om-
parer ave la requête. Il s'agit de l'approximation géométrique des requêtes qui utilise
les tehniques de reherhe exate mais en modiant la requête. Pour approher une
reherhe des plus prohes voisins, on a proposé la reherhe de ε-plus prohes voisins.
Un ε-plus prohe voisin est un veteur dont la distane ave la requête est inférieure à
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(1 + ε) fois la distane du plus prohe voisin exat :
Dénition 2.2 (ε-plus prohe voisin)  Soit ∆ = {Si}i∈[1;M ] une base de M signa-
tures et d : ∆×∆→ R+ une mesure de dissimilarité. Une signature Sεpp est une ε-plus
prohe voisine d'une signature de requête Sr si :
d(Sr, Sεpp) ≤ (1 + ε)d(Sr, Spp)
où Spp est la plus prohe voisine exate de Sr.
Cette requête est très failement transposable à la plupart des méthodes exates
vues préédemment, puisqu'il sut de modier, dans les règles de ltrage (f. setion
2.2.2), la MinDist par MinDist+ ε et la MaxDist par MaxDist− ε. Dans le as des
strutures d'indexation multidimensionnelle, ela revient à modier la taille des régions
englobantes, en diminuant ainsi le taux de hevauhement et en renforçant la séletivité
de l'étape de ltrage.
Les méthodes d'approximation géométrique reposent sur un prinipe très simple
mais le hoix de ε n'est pas faile pour faire un bon ompromis entre le temps et la
qualité de la reherhe. Un petit ε préserve la préision mais ne garantit pas toujours une
forte rédution du temps de réponse. En revanhe, un grand ε réduit signiativement
le temps de reherhe mais n'assure pas une bonne préision.
2.4.3 Clustering et lassiation
La lassiation et la atégorisation d'images sont souvent des étapes de prétraite-
ment qui permettent de réduire le temps de réponse, d'améliorer la qualité des résultats
de la reherhe dans de grandes bases d'images ou d'eetuer une annotation automa-
tique. Ce sont des approhes d'approximation de la tehniques de reherhe. Le prinipe
de es approhes est de regrouper les données de la base, lors d'une phase hors-ligne,
via un algorithme de regroupement de données. Les agrégats ainsi formés, sont en-
suite stokés individuellement sur le disque, dans un hier. Lors de la reherhe, une
première étape séletionne les agrégats les plus pertinents pour la requête, harge les
hiers orrespondant en mémoire et traite séquentiellement les individus dans es -
hiers. L'approximation se fait au moment de la séletion des agrégats. Plus le nombre
d'agrégats est grand, meilleure est la préision des résultats.
L'inonvénient prinipal de e type d'approhe est qu'elle n'est performante que
lorsque les données sont eetivement fortement regroupées sous forme d'agrégats, e
qui n'est pas toujours le as, y ompris dans ertaines appliations de reherhe d'images
par le ontenu. De plus, le oût de la phase hors-ligne de regroupement des données est
assez élevé : (O(M2) en général) et peut rapidement devenir prohibitif dans le as de
grandes bases.
Dans ertaines approhes, la rédution du nombre d'agrégats se fait uniquement par
un arrêt prématuré de la reherhe. Tous les agrégats sont d'abord ordonnés par un
ritère de proximité de la requête, puis on visite un nombre arbitraire d'agrégats. Ce
genre d'approhe n'ore auun ontrle a priori de la qualité des résultats. C'est le as
de la méthode CLINDEX [LCGMW02℄, qui a, en revanhe, l'avantage de proposer un
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algorithme de regroupement de données très rapide. Lors de la reherhe, les agrégats
y sont ordonnés par la distane entre leur entre et la requête.
D'autres méthodes proposées réemment dans la littérature, utilisent une approhe
probabiliste pour l'étape de séletion des agrégats. Elles permettent d'eetuer un
ontrle a priori de la préision des résultats obtenus dans le as d'une reherhe de
plus prohe voisin. La méthode DBIN (Density-based Indexing), propose un algorithme
de regroupement des données basé sur une approhe d'estimation de densité des don-
nées en utilisant un algorithme EM. La distribution des données est modélisée par un
mélange de lois gaussiennes, haune représentant un agrégat. L'algorithme EM est ap-
pliqué pour estimer les paramètres des lois gaussiennes. Lors de la reherhe, les agrégats
sont ordonnés par la probabilité que la requête appartienne à haun d'entre eux. Les
agrégats sont ensuite parourus l'un après l'autre par ordre de probabilité. Les résultats
de la reherhe séquentielle de l'agrégat ourant sont alors utilisés pour mettre à jour la
probabilité qu'un veteur soit meilleur que le plus prohe voisin atuellement retrouvé.
La reherhe s'arrête lorsque ette probabilité est inférieure à une seuil xé par l'utilisa-
teur. L'inonvénient de ette méthode est lié diretement à l'utilisation de l'algorithme
EM. La omplexité est assez élevée. Il y a en eet une limitation du nombre d'agrégats
alors que ertaines données réelles sont onstituées d'un grand nombre d'agrégats de
petite taille.
Berrani et al. ont proposé dans [BAG03℄ une méthode d'approximation ave ontrle
de la préision. La méthode ombine une approximation géométrique des hyper-sphères
englobantes et le ontrle de la préision. Ce dernier se fait en fontion de la probabilité
maximale de ne pas retrouver dans le résultat approximatif un veteur qui serait présent
dans le résultat exat. Le rayon des hyper-sphères englobantes est réduit en fontion
du niveau d'impréision xé par l'utilisateur pour augmenter le nombre de lusters
éliminés. Les expérimentations ont montré que la méthode proposée était 6.71 fois plus
rapide qu'une reherhe séquentielle ave une perte de 1% de préision. Cependant, la
méthode a été testée ave des données de dimension moyenne (24 dimensions). Dans
le as de grande dimension, les veteurs ont tendane à se onentrer à la surfae des
hyper-sphères. Par onséquent, la rédution des rayons n'est alors pas signiative. De
plus, les rayons réduits sont alulés hors-ligne d'après un taux d'impréision xé par
l'utilisateur. Lorsque ette valeur hange, il faut realuler tous les rayons réduits.
2.4.4 Tehniques basées sur l'algorithme MEDRANK
Fagin et al. ont proposé dans [FKS03℄ une méthode très rapide de reherhe des plus
prohes voisins. La méthode est basée sur la projetion aléatoire des données [Kle97℄ et
un algorithme d'agrégation des rangs [DKNS01℄ appelé MEDRANK. L'étape de pro-
jetion aléatoire des données onsiste à séletionner un nombre arbitraire de droites
aléatoire, K (K < D, où D est le nombre de dimensions de données) et à projeter les
données sur es droites hoisies. Les valeurs projetées sur haque droite sont ordonnées.
On obtient alors K listes ordonnées. Étant donnée une requête r, elle est d'abord pro-
jetée sur les droites aléatoires pré-dénies. Les oordonnées de r projetées sur haque
droite, ri, sont loalisées dans les listes orrespondantes et indiquées par deux pointeurs
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li et ri pour haque liste. La reherhe parourt les listes dans les deux diretions en
déplaçant toujours le pointeur plus prohe de ri. Le premier veteur retrouvé dans plus
de K/2 listes est onsidéré omme le plus prohe voisin. Le deuxième veteur retrouvé
dans plus de K/2 listes est onsidéré omme le deuxième plus prohe voisin et ainsi de
suite. L'algorithme s'arrête lorsque le ke`me plus prohe voisin est retrouvé. Une alter-
native de MEDRANK est OMEDRANK qui, pour haque étape du parours, déplae
toujours les deux pointeurs li et ri sans déterminer lequel est plus prohe de ri. Cei
permet d'éonomiser une omparaison.
La méthode proposée a l'avantage d'examiner une petite portion de données seule-
ment (par ex. 5%), et elle est très rapide. L'inonvénient majeur de ette approhe est
que la préision des résultats dépend du nombre de droites aléatoires utilisées, K, ainsi
que de es droites. Plus K est grand, meilleure est la préision, et plus l'algorithme est
lent.
Pour améliorer la préision des résultats sans dégrader la performane de reherhe,
Lejsek et al. ont proposé dans [LA04, LAJA09℄ une méthode d'indexation, appelée PvS.
La méthode onsiste à réer des PvS-indexes. La onstrution d'un PvS-index prend
d'abord une première droite aléatoire et projette les données sur ette droite (niveau
1). Les données sont partitionnées en segments de même taille (ave ou sans hevau-
hement). Ensuite, pour haque segment, les données sont projetées une deuxième fois
sur une autre droite aléatoire (niveau 2). La projetion s'arrête quand toutes les droites
aléatoires sont utilisées. Les valeurs projetées au dernier niveau sont stokées dans un
B
+
-tree. Les PvS-indexes ont don une forme d'arbre. Dans la phase de reherhe, pour
haque niveau, le segment dont le entre est plus prohe de la valeur projetée de la
requête est hoisi. Cette étape se répète jusque au hoix d'un segment au dernier ni-
veau. Le B
+
-tree assoié à e segment joue le même rle qu'une liste ordonnée dans
l'algorithme MEDRANK.
Intuitivement, la méthode d'indexation PvS réduit le temps de réponse et améliore
la préision des résultats de l'algorithme MEDRANK (ou OMEDRANK) grâe à la re-
projetion des données. Cependant, le partitionnement des données en segments peut
aussi séparer les veteurs qui sont éloignés sur une droite mais sont prohes sur d'autres
droites. Lorsque la première droite est séletionnée pour faire un partitionnement au
premier niveau, les veteurs séparés par un partitionnement n'ont plus de hane de se
retrouver dans un même segment. Le rappel est ainsi dégradé.
La méthode d'indexation PvS a été appliquée dans le as de détetion de opie
d'images [LÁJA05℄ en utilisant un algorithme de vote sur les desripteurs loaux où
la reherhe de plus prohes d'un desripteur sert à la mise en orrespondane des
desripteurs loaux. La méthode ne néessite pas tous les plus prohes voisins d'un
desripteur (-à-d. le rappel) mais met l'aent sur la qualité des plus prohes voisins
(-à-d. la pre´cision) ar l'étape de mise en orrespondane des desripteurs loaux n'est
qu'une étape intermédiaire.
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2.5 Synthèse
Ce hapitre a dressé un bref aperçu des méthodes d'indexation pour aélérer la
reherhe des plus prohes voisins d'une requête. D'abord, nous avons présenté des mé-
thodes d'indexation multidimensionnelle, à savoir les tehniques basées sur le partition-
nement des données et les tehniques de partitionnement de l'espae. La performane de
es méthodes se dégrade rapidement lorsque le nombre de dimensions augmente. C'est
pour ela que des méthodes d'aélération de la reherhe séquentielle ont été proposées.
Nous avons ensuite présenté les tehniques de reherhe approximative qui réduisent le
temps de réponse au détriment de la qualité des résultats. La première approhe d'ap-
proximation de la reherhe des plus prohes voisins onsiste à transformer la reherhe
en reherhe à ε-près en estimant le rayon sur un éhantillon de données. D'autres teh-
niques visent à modéliser ou à représenter les données dans un autre espae plus petit
que l'espae original. Il s'agit des méthodes de rédution de dimensions ou de modé-
lisation de données omme l'ACP, la projetion aléatoire. Les méthodes de rédution
de dimensions aélèrent la reherhe et améliorent aussi la qualité des résultats grâe
au nettoyage du bruit. D'autres tehniques onsistent à réduire le nombre de veteurs
à omparer ave la requête y ompris les méthodes d'approximation géométrique des
requêtes, les méthodes basées sur le lustering et les méthodes basées sur l'agrégation
des rangs. L'approximation géométrique des requêtes permet d'augmenter le nombre
d'agrégats éliminés lors d'une étape de ltrage. La reherhe est ainsi aélérée. Les
méthodes basées sur l'agrégation des rangs omme MEDRANK et l'indexation PvS
ombinent la projetion aléatoire et l'agrégation des rangs aélèrent onsidérablement
la reherhe.
Toutes les méthodes présentées dans e hapitre ont haune des avantages et des
inonvénients. Le hapitre suivant est onsaré à une approhe originale qui ombine
plusieurs méthodes pour prendre des avantages de haune : l'objetif est d'aélérer
la reherhe sans dégrader la qualité des résultats. L'approhe s'appuie sur l'analyse
fatorielle des orrespondanes qui est développée originellement pour l'analyse des
données textuelles lors que les douments sont représentés par des sas-de-mots.
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Chapitre 3
Analyse fatorielle des
orrespondanes pour l'indexation
et la reherhe d'images
3.1 Introdution
Le ontenu de e hapitre présente notre ontribution au problème d'indexation et
la reherhe d'images par le ontenu. Nous nous sommes inspirés des travaux en analyse
de données textuelles et les avons adaptés à l'analyse des images. La méthode privilégiée
est l'analyse fatorielle des orrespondanes (AFC) qui traite des tableaux de ontin-
gene. Dans le as des images, es tableaux sont onstruits à partir des desripteurs
loaux. Après avoir présenté la méthode AFC et son adaptation aux images, nous pro-
posons une variante permettant d'aélérer la reherhe des images. Nous terminons par
des expérimentations, l'évaluation de notre méthode sur plusieurs bases d'images et la
omparaison de notre méthode ave des méthodes de référenes omme la pondération
tf*idf, le LSA et le PLSA.
3.2 Analyse fatorielle des orrespondanes
L'Analyse fatorielle des orrespondanes (AFC) a été proposée sous e nom et
développée par Benzéri [Ben73℄ dans le ontexte de la linguistique, 'est-à-dire pour
l'analyse des données textuelles (ADT). L'AFC est une méthode exploratoire adaptée
aux tableaux de ontingene et permet d'étudier les éventuelles relations existant entre
deux variables nominales.
Le tableau de ontingene (dit aussi de dépendane, ou tableau roisé) est obtenu
en ventilant une population selon deux variables nominales. L'ensemble des lignes du
tableau désigne les modalités d'une variable et l'ensemble des olonnes orrespond à
elles de l'autre variable. De e fait, les lignes et les olonnes, qui désignent deux par-
titions d'une même population, jouent des rles symétriques et sont traitées de façon
analogue.
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L'AFC sur un tableau roisant des douments et des mots permet de répondre
aux questions suivantes : y a-t-il des proximités entre ertains mots ? Idem pour les
douments ? Existe-t-il des liens entre mots et douments ? L'AFC omme la plupart
des méthodes fatorielles utilise la déomposition en valeurs propres et veteurs propres
d'une matrie partiulière
1
et permet la visualisation des mots et des douments dans un
espae de dimension réduit. Cet espae de dimension réduit a la partiularité d'avoir un
nuage de points projetés (mots et/ou douments) d'inertie maximale. Par ailleurs, l'AFC
fournit des indiateurs pertinents pour l'interprétation des axes omme la ontribution
d'un mot ou d'un doument à l'inertie d'un axe ou la qualité de représentation d'un
mot et/ou d'un doument sur un axe [Mor04, Gre07℄.
3.2.1 Prinipe
Soit un tableau de ontingene X = {xij}M,N à M lignes et N olonnes obtenu en
roisant M douments d'un orpus D = {d1, d2, . . . , dM} et N mots d'un voabulaire
V = {v1, v2, . . . , vN}.
X v1 v2 . . . vj . . . vN Total
d1 x11 x12 . . . x1j . . . x1N x1.
d2 x21 x22 . . . x2j . . . x2N x2.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
di xi1 xi2 . . . xij . . . xiN xi.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
dM xM1 xM2 . . . xMj . . . xMN xM.
Total x.1 x.2 . . . x.j . . . x.N x..
Chaque élément xij représente le nombre de fois où le mot j apparaît dans le dou-
ment i. Le total marginal en lignes xi. est le nombre de mots (la longueur) du doument
i, alors que le total marginal x.j est le nombre de fois où le mot j apparaît dans le
orpus.
On a les relations suivantes :
xi. =
N∑
j=1
xij (3.1)
x.j =
M∑
i=1
xij (3.2)
x.. =
M∑
i=1
N∑
j=1
xij (3.3)
qui en termes de fréquenes relatives, donnent lieu aux relations :
1. L'AFC peut utiliser la déomposition en valeurs propres et veteurs propres d'une matrie symé-
trique ou la déomposition en valeurs singulières (SVD) d'une matrie retangulaire.
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fij =
xij
x..
(3.4)
fi. =
N∑
j=1
fij (3.5)
f.j =
M∑
i=1
fij (3.6)
M∑
i=1
N∑
j=1
fij = 1 (3.7)
où fi. est la fréquene relative marginale (ou la masse) du doument i et f.j est la
fréquene relative marginale du mot j.
On obtient alors le tableau F = {fij}M,N :
F v1 v2 . . . vj . . . vN Total
d1 f11 f12 . . . f1j . . . f1N f1.
d2 f21 f22 . . . f2j . . . f2N f2.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
di fi1 fi2 . . . fij . . . fiN fi.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
dM fM1 fM2 . . . fMj . . . fMN fM.
Total f.1 f.2 . . . f.j . . . f.N 1
F =
1
x..
X (3.8)
où x.. est l'eetif total du tableau de ontingene X obtenu par la formule 3.3. Par
onvention, nous appelonsX le tableau de ontingene brut et F le tableau des fréquenes
relatives.
Pour analyser un tableau de ontingene, e n'est pas le tableau d'eetifs bruts
(le tableau de ontingene brut X ou le tableau des fréquenes relatives F) qui nous
intéresse mais les tableaux des prols-lignes et elui des prols-olonnes 'est-à-dire les
répartitions en pourentage à l'intérieur d'une ligne ou d'une olonne.
On note les prols-lignes :(
fij
fi.
)
j=1..N
=
(
xij
xi.
)
j=1..N
(3.9)
et les prols-olonnes : (
fij
f.j
)
i=1..M
=
(
xij
x.j
)
i=1..M
(3.10)
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Le prol-ligne moyen s'exprime par :
(f.j)j=1..N =
(
x.j
x..
)
j=1..N
(3.11)
et le prol-olonne moyen est :
(fi.)i=1..M =
(
xi.
x..
)
i=1..M
(3.12)
Examiner les proximités entre les prols revient à examiner la proximité entre haque
prol et son prol moyen.
Nuage des M lignes
L'ensemble des prols-lignes forme un nuage de M points dans l'espae des N o-
lonnes (R
N
). Chaque point i a pour oordonnées :(
fij
fi.
)
j=1..N
Il est aeté d'une masse fi. qui est sa fréquene relative. Le entre de gravité de e
nuage est la moyenne des prols-lignes aetés de leurs masses et orrespond au prol
moyen. Sa je`me omposante vaut :
M∑
i=1
fi.
fij
fi.
= f.j
C'est la fréquene relative marginale des olonnes.
Nuage des N olonnes
De la même façon, l'ensemble des N prols-olonnes onstitue un nuage de N points
dans l'espae des M lignes (RM). Les oordonnées du point j sont données par :(
fij
f.j
)
i=1..M
Chaque point est aeté d'une masse f.j . Le entre de gravité du nuage des prols-
olonnes est le prol moyen. Sa ie`me omposante vaut :
N∑
j=1
f.j
fij
f.j
= fi.
C'est la fréquene relative marginale des lignes.
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Critère d'ajustement
Nous voulons représenter graphiquement les proximités entre prols, e qui nous
onduit à représenter les proximités entre les prols et le prol moyen déni sur l'en-
semble de la population. Dans la onstrution des nuages de R
N
et de R
M
, le hoix
des prols omme oordonnées donne à tous les douments dans le orpus et tous les
mots dans le voabulaire la même importane. L'importane est ependant restituée
au travers de la masse aetée à haque point (proportionnelle à sa fréquene), an
de ne pas privilégier les lasses d'eetifs faibles et de respeter la répartition réelle de
la population. Cette masse interviendra d'une part lors du alul des oordonnées du
entre de gravité du nuage et d'autre part dans le ritère d'ajustement. Pour le alul
de l'ajustement, la quantité à maximiser sera don la somme pondérée des arrés des
distanes entre les points et le entre de gravité du nuage ('est-à-dire l'inertie de la
droite d'allongement maximum du nuage).
Choix des distanes
La distane eulidienne usuelle entre deux points-lignes exprimée sur le tableau
d'eetifs bruts ne ferait que traduire les diérenes d'eetifs entre deux douments.
En revanhe la distane eulidienne usuelle entre deux prols-lignes traduit bien la
ressemblane ou la diérene entre les deux douments sans tenir ompte des eetifs
totaux (les longueurs dans e as) de es douments :
d2(i, i′) =
N∑
j=1
(
fij
fi.
− fi′j
fi′.
)2
(3.13)
Cette distane favorise les olonnes qui ont une masse f.j importante. Pour remédier
à e problème, et aussi pour onserver la symétrie des lignes et olonnes, on pondère
haque éart par l'inverse de la masse de la olonne et l'on alule une nouvelle distane
appelée
2
la distane du χ2 :
d2(i, i′) =
N∑
j=1
1
f.j
(
fij
fi.
− fi′j
fi′.
)2
(3.14)
On dénit de la même manière la distane entre les prols-olonnes par :
d2(j, j′) =
M∑
i=1
1
fi.
(
fij
f.j
− fij′
f.j′
)2
(3.15)
C'est ette distane pondérée, ainsi que le rle symétrique joué par les lignes et
les olonnes du tableau de ontingene, qui partiularisent l'analyse fatorielle des or-
respondanes et lui assurent propriétés remarquables que ne possèdes pas l'analyse en
omposantes prinipales : l'équivalene distributionnelle et les relations de transition.
2. L'inertie totale des nuages de points-lignes (ou de points-olonnes) alulée ave ette distane
est proportionnelle au lassique χ2 de Karl Pearson utilisé pour éprouver l'indépendane des lignes et
des olonnes d'un tableau de ontingene. D'où le nom de distane du χ2.
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3.2.2 Shéma général de l'analyse fatorielle des orrespondanes
L'analyse fatorielle des orrespondanes revient à eetuer l'analyse générale d'un
nuage de points pondérés dans un espae muni de la métrique χ2.
Éléments de base
Les transformations opérées sur le tableau des données peuvent s'érire à partir de
trois matries, F, P et Q qui dénissent les éléments de base de l'analyse.
 F de dimension M ×N désigne le tableau des fréquenes relatives ;
 P est la matrie diagonale de dimension M ×M dont les éléments diagonaux sont
les fréquenes relatives marginales des lignes fi. ;
 Q de dimension N ×N est la matrie diagonale dont les éléments diagonaux sont
les fréquenes marginales des olonnes f.j .
Le tableau de prols-lignes s'exprime alors sous forme matriielle par P−1F et elui
des prols-olonnes Q−1FT.
Critère à maximiser et matrie à diagonaliser
Nous nous plaçons, dans les deux espaes, aux entres de gravité des nuages. Cepen-
dant il est équivalent de proéder à l'analyse par rapport à l'origine ou par rapport aux
entres de gravité, à ondition de négliger dans le premier as l'axe fatoriel qui joint
l'origine au entre de gravité
3
.
Nous eetuons i-dessous l'analyse par rapport à l'origine ar l'expression des for-
mules est plus simple. Plaçons-nous dans l'espae des olonnes R
N
. Nous faisons une ana-
lyse générale du tableau des prols-lignes P−1F ave la métriqueQ−1 (la métrique χ2) et
la matrie des masses P. En eet, nous herhons l'axe d'inertie maximum du nuage des
points-lignes (prols-lignes) passant par l'origine O et engendré par un veteur-unitaire
u pour la métrique Q−1.
u =


u1
u2
.
.
.
uN

 et uTQ−1u = 1
Cei nous amène à maximiser la somme pondérée des arrés des projetions sur
l'axe :
max
u
{
M∑
i=1
fi.d
2
u(i, O)
}
où d2u(i, O) est le arré de la projetion du point i (prol-ligne i) sur l'axe engendré par
u (pour la métrique Q−1).
3. Cet axe est assoié à la valeur propre égale à 1, appelée valeur propre triviale
Analyse fatorielle des orrespondanes 53
Cela revient à maximiser la quantité :
inertie = uTQ−1(P−1F)TP(P−1F)Q−1u
= uTQ−1FTP−1FQ−1u (3.16)
ave la ontrainte :
uTQ−1u = 1 (3.17)
u est veteur propre de la matrie :
A = FTP−1FQ−1 (3.18)
assoié à la plus grande valeur propre λ diérente de 1.
De la même façon, on doit rendre maximum dans R
M
, la quantité :
vTP−1FQ−1FTP−1v (3.19)
ave la ontrainte :
vTP−1v = 1 (3.20)
v est veteur propre de la matrie :
B = FQ−1FTP−1 (3.21)
Axes fatoriels
Nous supposons ii que N orrespond à la plus petite dimension du tableau de
données. La matrie à diagonaliser A = FTP−1FQ−1 a au plus N valeurs propres non
nulles :
λ =


λ0
λ1
λ2
.
.
.
λN−1

 où 1 = λ0 ≥ λ1 ≥ λ2 ≥ . . . ≥ λN−1 ≥ 0
et N veteurs propres assoiés (u0,u1,u2, . . . ,uN−1) ave
u0 =


f.1
f.2
.
.
.
f.N


Après avoir éarté la valeur propre triviale λ0 qui est égale à 1 et le veteur propre
assoié u0, nous retenons, de la diagonalisation de la matrie, au plus (N − 1) valeurs
propres non nulles et les veteurs propres assoiés. Nous obtenons ainsi au plus (N − 1)
axes fatoriels. En l'analyse des données textuelles, on ne onserve le plus souvent que
K (par ex. 30) axes assoiés aux plus grandes valeurs propres après avoir supprimé les
(N −K − 1) plus petites valeurs propres qui sont très faibles et jugées négligeables.
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La projetion des douments sur l'axe α (l'axe engendré par le veteur uα) est obtenu
en projetant les prols-lignes sur et axe ave la métrique Q−1 :
zα = P
−1FQ−1uα (3.22)
=


z1α
z2α
.
.
.
zMα


où uα est le α
e
veteur propre de la matrie A et ziα (1 ≤ i ≤M) est la projetion sur
l'axe α (ou la oordonnée fatorielle) du doument i.
La nouvelle représentation des douments sur K axes fatoriels, notée Z, s'obtient
alors par la juxtaposition de leurs projetions sur haque axe fatoriel.
Z =


z11 z12 . . . z1K
z21 z22 . . . z2K
.
.
.
.
.
.
.
.
.
.
.
.
zM1 zM2 . . . zMK


= [z1 z2 . . . zK ]
= P−1FQ−1 [u1 u2 . . . uK ]
= P−1FQ−1U (3.23)
où U = [u1 u2 . . . uK ] est la matrie obtenue en juxtaposant les K veteurs propres
de la matrie A.
De la même manière, la projetion des mots sur l'axe α est alulée par :
wα = Q
−1FTP−1vα (3.24)
=


w1α
w2α
.
.
.
wNα


et on obtient la nouvelle représentation des mots :
W =


w11 w12 . . . w1K
w21 w22 . . . w2K
.
.
.
.
.
.
.
.
.
.
.
.
wN1 wN2 . . . wNK


= Q−1FTP−1V (3.25)
où V = [v1 v2 . . . vK ] est la matrie des veteurs propres de la matrie B.
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Les oordonnées fatorielles (projetions des points sur les axes fatoriels) sont en-
trées :
M∑
i=1
fi.ziα =
N∑
j=1
f.jwjα = 0 (3.26)
et de variane égale à λα :
M∑
i=1
fi.z
2
iα =
N∑
j=1
f.jw
2
jα = λα (3.27)
où ziα est la oordonnée du point-doument i sur l'axe α et wjα est la oordonnée du
point-mot j sur l'axe α.
Les éléments de onstrution de l'analyse sont réapitulés dans le tableau 3.1.
Table 3.1  Éléments de onstrution de l'analyse
Dans R
N ← Éléments de onstrution → Dans RM
A = FTP−1FQ−1 Matrie à diagonaliser B = FQ−1FTP−1
Auα = λαuα
(uTαQ
−1uα = 1)
Axe fatoriel
Bvα = λαvα
(vTαP
−1vα = 1)
zα = P
−1FQ−1uα
Z = P−1FQ−1U Coordonnées fatorielles
wα = Q
−1FTP−1vα
W = Q−1FTP−1V
Relation entre les deux espaes
On montre que les matries A et B ont les même valeurs propres non nulles λα
et qu'entre le veteur propre unitaire uα de A assoié à la valeur propre λα et le
veteur propre unitaire vα de B relatif à la même valeur propre, il existe les relations
de transition :
vα =
1√
λα
FQ−1uα (3.28)
uα =
1√
λα
FTP−1vα (3.29)
ou :
V = FQ−1UΛ−
1
2
(3.30)
U = FTP−1VΛ−
1
2
(3.31)
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où
Λ =


λ1 0 . . . 0
0 λ1 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . λK


La omparaison de es relations ave les expressions des oordonnées fatorielles (f.
formules 3.22 et 3.24) montre que elles-i sont liées aux omposantes des axes de l'autre
espae par les formules :
zα =
√
λαP
−1vα (3.32)
wα =
√
λαQ
−1uα (3.33)
ou :
Z = P−1VΛ
1
2
(3.34)
W = Q−1UΛ
1
2
(3.35)
Relation de transition
Les substitutions dans la relation (3.24) de vα par sa valeur tirée de (3.32) et dans la
relation (3.22) de uα par sa valeur tirée de (3.33) onduisent aux relations fondamentales
existant entre les oordonnées des points-lignes et des points-olonnes sur l'axe α, les
relations quasi-baryentriques :
zα =
1√
λα
P−1Fwα (3.36)
wα =
1√
λα
Q−1FTzα (3.37)
qui peuvent s'exprimer sous forme matriielle :
Z = P−1FWΛ−
1
2
(3.38)
W = Q−1FTZΛ−
1
2
(3.39)
Ainsi, au oeient de dilatation
1√
λα
près, les projetions des points représentatifs
d'un nuage sont, sur un axe, les baryentres des projetions des points représentatifs de
l'autre nuage.
Reonstitution des données
Pour des veteurs de projetion zα,wα normés à 1, le tableau des fréquenes relatives
est reonstitué exatement par :
fij = fi.f.j
N−1∑
α=0
√
λαziαwjα (3.40)
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Si les (N−K−1) plus petites valeurs propres sont très faibles et jugées négligeables,
on peut limiter la sommation aux K premiers termes orrespondant aux valeurs propres
(λ0, λ1, λ2, . . . , λK) :
fij ≈ fi.f.j
K∑
α=0
√
λαziαwjα (3.41)
Notons que, dans les formules de reonstitution de données, nous devons prendre
aussi l'axe trivial dont la valeur propre λ0 est égale à 1.
Éléments supplémentaires
Pour un nouveau doument (par ex. une requête) r = (r1 r2 . . . rN ), il s'agit de
situer le nouveau point-ligne par rapport au M points-lignes analysés. Soit rj la j
e`me
oordonnée du doument supplémentaire. Son prol est donné par le veteur ligne rˆ :
rˆ =
(
rˆj =
rj
r.
)
j=1..N
ave r. =
N∑
j=1
rj
On projette e point sur l'axe α en utilisant la même formule de transition pour les
lignes du tableau des fréquenes relatives (f. Formule 3.36) :
z(r)α =
1√
λα
rˆ wα (3.42)
=
1√
λα
N∑
j=1
rˆjwjα
À l'instar des éléments analysés, les éléments supplémentaires se alulent et s'in-
terprètent omme des quasi-baryentres.
La représentation du nouveau doument sur K axes fatoriels est don donnée par :
z(r) =
[
z
(r)
1 z
(r)
2 . . . z
(r)
K
]
= rˆWΛ−
1
2
(3.43)
Notons bien que les oordonnées fatorielles du nouveau doument r peuvent être
alulées diretement à partir des veteurs propres uα (f. Formule 3.22) :
z(r)α = rˆ Q
−1uα (3.44)
et que sa représentation sur K axes est alors :
z(r) = rˆ Q−1U (3.45)
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3.2.3 Mise en ÷uvre des aluls
Grâe aux relations entre les deux espaes R
N
et R
M
, il est possible d'eetuer
les aluls sur un seul espae. Les oordonnées fatorielles de l'autre espae peuvent
s'en déduire. Par ailleurs, la diagonalisation d'une petite matrie sera plus rapide que
elle d'une grande matrie. Supposons que M > N , nous nous plaçons dans l'espae
R
N
. L'analyse onsiste à onstruire la matrie A et à aluler ses valeurs propres et les
veteurs propres assoiés.
Symétrisation de la matrie à diagonaliser
La matrie à diagonaliser A = FTP−1FQ−1, dans RN , n'est en général pas sy-
métrique. En pratique, la diagonalisation d'une matrie symétrique est beauoup plus
rapide que elle d'une matrie non symétrique. C'est pour ela que nous herhons à
symétriser la matrie à diagonaliser.
Considérons la matrie S0 = F
TP−1F symétrique et la matrie Q−1 diagonale. On
s'exprime alors A par :
A = S0Q
−1
= S0Q
− 1
2Q−
1
2
Partant de la relation A = λu, il vient :
S0Q
− 1
2Q−
1
2u = λu
Prémultiplions les deux membres par Q−
1
2
et en posant Q−
1
2u = t, nous obtenons :
Q−
1
2S0Q
− 1
2 t = λt
La matrie
S = Q−
1
2S0Q
− 1
2
= Q−
1
2FTP−1FQ−
1
2
(3.46)
est symétrique et
St = λt
Les matrie A et S ont mêmes valeurs propres λ. Leurs veteurs propres sont liés
par la relation :
u = Q
1
2 t (3.47)
La projetion des douments sur K axes est alors obtenue par :
Z = P−1FQ−1U
= P−1FQ−
1
2T (3.48)
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où T = [t1 t2 . . . tK ], et U = Q
1
2T.
La projetion des mots est don (f. Formule 3.35) :
W = Q−1UΛ
1
2
= Q−
1
2TΛ
1
2
(3.49)
Caluls direts à partir du tableau de ontingene brut
Les aluls montrés jusqu'à présent se basent sur le tableau des fréquenes relatives
F mais non pas sur le tableau de ontingene brut. Pour raisons de ommodité 4, il vaut
la peine d'eetuer diretement les aluls à partir du tableau de ontingene brut X.
Rappelons d'abord la relation entre F et X :
F =
1
x..
X
Nous alulons ensuite les matries diagonales Pˆ et Qˆ dont les éléments diagonaux
sont des totaux marginaux en lignes xi. et en olonnes x.j respetivement. Nous avons
les relations suivantes :
P =
1
x..
Pˆ (3.50)
Q =
1
x..
Qˆ (3.51)
La matrie à diagonaliser S se réérit de manière suivante :
S = Q−
1
2FTP−1FQ−
1
2
=
(
1
x..
)− 1
2
+1−1+1− 1
2
Qˆ−
1
2XTPˆ−1XQˆ−
1
2
= Qˆ−
1
2XTPˆ−1XQˆ−
1
2
(3.52)
La projetion des douments se fait don par :
Z = P−1FQ−1U
= P−1FQ−
1
2T
=
(
1
x..
)− 1
2
Pˆ−1XQˆ−
1
2T (3.53)
et la projetion des mots est alors :
W = Q−1UΛ
1
2
= Q−
1
2TΛ
1
2
=
(
1
x..
)− 1
2
Qˆ−
1
2TΛ
1
2
(3.54)
4. Par exemple, dans la onstrution inrémentale de la matrie S, l'eetif total x.. ne peut être
onnu qu'après le hargement du tableau entier. Il est don impossible de dénir le tableau des fré-
quenes relatives F si on n'a pas x...
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3.3 Exemple
Pour failiter la ompréhension des aluls de l'AFC, nous montrons ii un petit
exemple. Considérons un tableau de ontingene X obtenu en roisant un orpus de 4
douments D = {d1, d2, d3, d4} et un voabulaire de 3 mots V = {v1, v2, v3}.
X v1 v2 v3 Total
d1 13 2 5 20
d2 20 2 8 30
d3 10 5 5 20
d4 7 1 22 30
Total 50 10 40 100
Pour obtenir le tableau des fréquenes relatives F, on divise les éléments du tableau
X par l'eetif total x.. qui est égal à 100.
F v1 v2 v3 Total
d1 0.13 0.02 0.05 0.20
d2 0.20 0.02 0.08 0.30
d3 0.10 0.05 0.05 0.20
d4 0.07 0.01 0.22 0.30
Total 0.50 0.10 0.40 1
Les matries diagonales des fréquenes relatives marginales P et Q sont :
P =


0.2 0 0 0
0 0.3 0 0
0 0 0.2 0
0 0 0 0.3

 et Q =

 0.5 0 00 0.1 0
0 0 0.4


On alule ensuite le tableau des prols-lignes (orrespondant aux douments) :
P−1F =


0.6500 0.1000 0.2500
0.6667 0.0667 0.2667
0.5000 0.2500 0.2500
0.2333 0.0333 0.7333


La matrie symétrique à diagonaliser S = Q−
1
2FTP−1FQ−
1
2
est :
S =

 0.5683 0.2400 0.36260.2400 0.1617 0.1508
0.3626 0.1508 0.5192


La matrie S a 3 valeurs propres :
λ =

 1.00000.1998
0.0494


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et 3 veteurs propres assoiés :
[t0 t1 t2] =

 −0.7071 −0.5387 0.4581−0.3162 −0.3385 −0.8862
−0.6325 0.7715 −0.0690


Après éarté la première valeur propre (la valeur propre triviale qui est égale à 1)
et le veteur propre assoié (la première olonne), on obtient alors 2 axes fatoriels
orrespondant aux valeurs propres et valeurs propres suivants :
Λ =
(
0.1998 0
0 0.0494
)
et T =

 −0.5387 0.4581−0.3385 −0.8862
0.7715 −0.0690


On projette les douments sur les 2 axes fatoriels (f. Formule 3.48) :
Z = P−1FQ−
1
2T
= P−1F

 1.4142 0 00 3.1623 0
0 0 1.5811



 −0.5387 0.4581−0.3385 −0.8862
0.7715 −0.0690


=


0.6500 0.1000 0.2500
0.6667 0.0667 0.2667
0.5000 0.2500 0.2500
0.2333 0.0333 0.7333



 −0.7618 0.6478−1.0706 −2.8025
1.2199 −0.1092


=


−0.2972 0.1135
−0.2539 0.2159
−0.3436 −0.4040
0.6811 −0.0223


La projetion des mots est obtenue par la relation entre deux espaes (f. For-
mule 3.49).
W = Q−
1
2TΛ
1
2
=

 −0.7618 0.6478−1.0706 −2.8025
1.2199 −0.1092

( 0.4470 0
0 0.2222
)
=

 −0.3405 0.1439−0.4785 −0.6226
0.5453 −0.0243


Nous pouvons visualiser les douments et les mots sur un même plan fatoriel (Fi-
gure 3.1). Dans e graphique, nous voyons que les douments d1 et d2 sont prohes
du mot v1 et sont très loin des mots v3 et v2. Cela signie qu'il y a une forte relation
entre les douments d1, d2 et le mot v1 et que le mot v1 représente bien les douments
d1, d2.
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Figure 3.1  Représentation simultanée des douments et des mots sur un même plan
fatoriel
3.4 Adaptation de l'AFC pour la reherhe d'images
Puisque l'AFC ne traite que des tableaux de ontingene, pour l'adaptation aux
images, nous devons représenter les images sous forme d'un tableau de ontingene.
Nous utilisons les  résumés des desripteurs loaux  dérits dans la setion 1.2.3 du
hapitre 1 pour représenter les images. Le tableau de ontingene est obtenu en roisant
les images et les mots visuels.
Après obtention du tableau de ontingene, l'appliation de l'AFC aux images est
analogue aux textes. Dans e as, nous avons les images omme douments et les mots
visules omme mots.
3.4.1 Constrution des mots visuels
Les mots dans les images, appelésmots visuels, sont alulés à partir des desripteurs
loaux pour onstituer un voabulaire de N mots visuels. La onstrution des mots
visuels se fait don en deux étapes : (i) alul des desripteurs loaux pour un ensemble
d'images, (ii) lassiation des desripteurs alulés en N lusters. Chaque luster sera,
par dénition, un mot visuel.
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Figure 3.2  Points d'intérêt détetés par un déteteur Hessian-Ane.
Figure 3.3  Un desripteur SIFT alulé à partir de la région autour d'un point
d'intérêt (le erle) : gradient de l'image (à gauhe), et le desripteur du point d'intérêt
(à droite).
Desription loale par des points d'intérêt
Le alul des desripteurs loaux dans une image onsiste d'abord à déteter des
points d'intérêt et à aratériser es points (f. Setion 1.2.2). La gure 3.2 montre
quelques points d'intérêt détetés par un déteteur Hessien-Ane [MS02℄. La desription
des points d'intérêt se fait sur la région autour de es points. Nous avons utilisé le
desripteur SIFT [Low04℄ pour aratériser les points d'intérêt ar il est le plus utilisé
des desripteurs proposés dans la littérature. Chaque desripteur SIFT est un veteur
à 128 dimensions. Le alul des desripteurs SIFT est illustré sur la gure 3.3.
Classiation des desripteurs loaux
La seonde étape de la onstrution des mots visuels onsiste à former des mots
visuels à partir des desripteurs loaux obtenus à l'étape préédente. La plupart des
travaux eetuent un k-means sur les desripteurs loaux et prennent les entres de
gravité de haque luster omme mots visuels [SRE
+
05, BZM06℄. Chaque desripteur
est ensuite aeté au luster le plus prohe et il est étiqueté par le mot visuel assoié au
luster orrespondant. Il s'agit d'une quantiation vetorielle des desripteurs loaux.
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3.4.2 Constrution du tableau de ontingene
Après avoir onstruit le voabulaire visuel et aeté les desripteurs aux mots vi-
suels orrespondant, une image est aratérisée par la distribution des mots visuels (la
fréquene des mots visuels qui apparaissent dans l'image). On obtient ainsi le tableau
de ontingene pour les images.
D'autres odages sont envisageables omme par exemple les pixmots. Les pixmots ont
été introduits par M. Kerbaol et utilisés par F. Le Guillarm pour un projet informatique
d'enodage d'images noir et blan [LG07℄.
3.4.3 Amélioration de la reherhe d'images par l'AFC
La première approhe, pour la reherhe d'images inspirée de la reherhe de textes
utilise un modèle de sa-de-mots-visuels [SZ03b℄. Les deux modèles : sa-de-mots-
textuels et sa-de-mots-visuels se basent sur le modèle vetoriel (vetor spae mo-
del [SWY75℄) de la reherhe d'information et partagent une même forme de repré-
sentation : la matrie de o-ourrenes ou le tableau de ontingene. Par onséquent,
les méthodes basées sur les textes peuvent être utilisées pour améliorer la reherhe
d'images. Cependant, il existe ertaines diérenes fondamentales entre les deux mo-
dèles : la sémantique des mots visuels, et la nature des requêtes. En fait, un mot textuel
dérit généralement un onept (par ex. voiture, maison), tandis qu'un mot visuel orres-
pond à une partie d'un objet. Don, plusieurs mots visuels sont néessaires pour dérire
un objet. Cette observation montre qu'il y a enore un fossé sémantique entre les mots
visuels et les objets dans la desription sémantique du ontenu des images
5
. Nous her-
hons à ombler e fossé sous l'hypothèse qu'une représentation sémantique plus élevée
que les fréquenes des mots visuels permet d'améliorer la qualité de reherhe.
Les résultats de l'AFC sur l'analyse de données textuelles montre que les axes fato-
riels de l'AFC (déterminés par des groupes de mots, appelés les métalés) orrespondent
à des onepts plus généraux que les mots individuels et appréhendent les thèmes dans
un orpus [Mor04, KBC06℄. L'appliation de l'AFC sur un tableau de ontingene qui
roise des images et des mots visuels permet de trouver des thèmes au niveau sémantique
plus élevés que les mots visuels individuels. L'utilisation de es thèmes plutt que elle
des mots visuels améliorera la qualité de reherhe. À titre d'exemple, nous montrons
dans la gure 3.4, la projetion de 4 atégories de la base Calteh-4 (f. Setion 3.6)
sur les axes fatoriels. Il est lair que les atégories sont bien distinguées ave 2 axes
seulement.
Soit X le tableau de ontingene roisant les M images et les N mots visuels (sup-
posons que N < M). Nous faisons l'AFC de e tableau et obtenons les axes fatoriels
orrespondant aux thèmes. Après avoir éarté la première valeur propre (-à-d. la valeur
propre triviale égale à 1), nous ne onservons que les K(K < N) premières plus grandes
valeurs propres et les veteurs propres assoiés. Ces K veteurs propres onstituent
une base orthonormée de l'espae réduit (appelé aussi l'espae des fateurs ou l'espae
5. Notons ependant que les mots visuels sont déjà au niveau plus élevé que les pixels dans la
desription sémantique du ontenu du images.
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Figure 3.4  Projetion de 4 atégories (Faes, Motorbikes, Airplanes, et Cars) de la
base Calteh-4 sur les axes fatoriels de l'AFC.
fatoriel). La projetion des images sur es axes fournit une représentation réduite des
images. Le nombre de dimensions du problème passe de N à K. L'intérêt de l'AFC
est don de ombler le fossé sémantique dans la desription du ontenu d'images et de
simultanément de réduire le nombre de dimensions.
La nouvelle représentation des images sur les axes fatorielle est obtenue par la
formule 3.23. Les mesures de similarité/dissimilarité s'appliquent à ette nouvelle repré-
sentation. Par exemple, la mesure de similarité du osinus entre l'image i et l'image i′
dans la base s'obtient par :
cos(i, i′) =
∑K
α=1 ziαzi′α√∑K
α′=1 z
2
iα′
√∑K
α′′=1 z
2
i′α′′
(3.55)
où ziα est la oordonnée de l'image i sur l'axe α et zi′α est la oordonnée de l'image i
′
sur l'axe α.
Le hoix de K
L'AFC étant une méthode de rédution de dimension, le hoix du nombres d'axes
à onserver, K, peut être eetué en analysant la ontribution des axes à l'inertie
totale (qui est proportionnelle à la valeur propre assoiée aux axes, λα). La méthode
66 AFC pour l'indexation et la reherhe d'images
dérite dans [LMP97℄ (f. Setion 3.3. Analyse fatorielle disriminante, pages 251
283) peut servir pour déterminer K. En eet, les premières valeurs propres déroissent
souvent très rapidement mais ensuite la déroissane devient beauoup plus lente. La
gure 3.5 montre les valeurs propres de l'AFC sur la base Calteh-4 (f. setion 3.6).
La déroissane des valeurs propres est assez typique des tableaux reux. Les premières
valeurs propres déroissent rapidement mais après l'axe 50, la déroissane est très lente,
presque linéaire. Dans e as, nous pouvons prendre 50 premiers axes.
En pratique, K est hoisi empiriquement et dépend du but de l'analyse. Dans le as
de déouverte de thèmes dans un orpus de textes [Mor04, KBC06℄, on utilise souvent 30
premiers axes pour l'interprétation des résultats ar la déroissane des valeurs propres
devient souvent lente après l'axe 30. Pour trouver d'autres axes (orrespondant aux
thèmes  ahés ), on enlève les douments et les mots ayant une forte ontribution
et on refait une deuxième AFC. Les douments et les mots enlevés sont re-projetés sur
les nouveaux axes omme des éléments supplémentaires
6
. Les premiers axes (dont la
diretion est déterminés par les éléments ayant une forte ontribution) empêhent de
trouver d'autres axes qui ne sont pas perpendiulaires ave les premiers axes mais ayant
une inertie élevée.
Pour la tâhe de reherhe d'images, le hoix d'une valeur optimale de K dépend
fortement de e que nous voulons herher. En eet, une faible valeur de K diminue
l'eet du bruit, réduit la variane intra-lasse et permet de trouver plutt les atégories
que les images. Par exemple, si la requête est une voiture, les voitures ave diérentes
formes ou diérents marques pourront être retournées. Par ontre, une grande valeur
de K augmente la disrimination entre les images et permet ainsi de trouver des images
presque identiques à l'image requête (par ex. détetion de opies).
3.5 Aélération de la reherhe d'images par l'AFC
L'appliation de l'AFC sur les images permet à la fois de réduire le nombre de di-
mensions de N à K et d'améliorer la qualité de reherhe (la pre´cision) par rapport
à une pondération tf*idf. Dans le as où K est petit, les tehniques d'indexation pré-
sentées dans le hapitre 2 peuvent être utilisées pour aélérer la reherhe. Cependant,
le nombre d'axes onservés K est généralement assez élevé (par ex. 100). Et la repré-
sentation réduite des images (issue de l'AFC) n'est plus reuse. L'utilisation direte
des tehniques de hiers inversés devient impossible. Nous herhons don une autre
façon d'aélérer la reherhe d'images sans réduire la qualité des résultats. Notre ap-
prohe se base sur deux indiateurs de l'AFC qui aident à interpréter les résultats. Nous
présentons ensuite les deux indiateurs de l'AFC et deux systèmes de hiers inversés
onstruits à partir des indiateurs orrespondant utilisés pour aélérer la reherhe.
6. Puisque les axes fatoriels doivent être perpendiulaires, la diretion d'un axe dépendra des axes
préédents. Si on enlève les éléments ayant une forte ontribution et si on les traite omme des éléments
supplémentaires on peut trouver d'autres thèmes  ahés .
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Figure 3.5  La séquene des valeurs propres de l'AFC sur la base Calteh-4.
3.5.1 Les indiateurs de l'AFC
L'AFC nous fournit deux indiateurs pertinents pour interpréter les résultats : la
ontribution d'un point (image ou mot visuel) à un axe et la qualité de représentation
d'un point sur un axe.
Dénition 3.1 (Contribution)  La ontribution d'un point-ligne i (image i) à l'axe
α est dénie par :
ctrα(i) = fi.
z2iα
λα
(3.56)
∀α,
M∑
i=1
ctrα(i) = 1 (3.57)
De la même façon, la ontribution d'un point-olonne j (mot visuel j) se dénit par :
ctr_motα(j) = f.j
w2jα
λα
(3.58)
∀α,
N∑
j=1
ctr_motα(j) = 1 (3.59)
La ontribution d'un point i à l'axe α permet de savoir dans quelle proportion un
point i ontribue à l'inertie λα du nuage projeté sur l'axe α. Les points ayant une forte
ontribution à un axe ont un eet sur la diretion de l'axe.
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Dénition 3.2 (Qualité de représentation)  La qualité de représentation (appelée
aussi le osinus arré) d'un point-ligne i (image i) sur l'axe α est dénie par :
cos2α(i) =
z2iα∑
α′ z
2
iα′
(3.60)
Notons que pour tout i : ∑
α
cos2α(i) = 1
De la même façon la qualité de représentation d'un point-olonne j (mot visuel j)
se dénit par :
cos_mot2α(j) =
w2jα∑
α′ w
2
jα′
(3.61)
et pour tout j : ∑
α
cos_mot2α(j) = 1
Le osinus arré permet d'appréier si un point est bien représenté sur un axe fato-
riel (un fateur). On l'appelle aussi la ontribution relative du fateur à la position du
point en examen.
Pour analyser la proximité entre points, on s'intéresse surtout aux points ayant
un osinus arré élevé. Les proximités entre es points, observées dans le sous-espae
fatoriel, donnent une bonne image de leurs proximités réelles.
3.5.2 Fihiers inversés
Dans [SZ03b, NS06℄, la représentation reuse des images (modèle de sa-de-mots-
visuels) a été exploitée pour aélérer la reherhe via un système de hiers inversés
(f. Setion 2.3.3). Il s'agit d'une tehnique empruntée à la reherhe d'information dans
les textes utilisant le modèle de sa-de-mots et faisant l'hypothèse d'indépendane des
mots textuels, un mot apparaissant indépendamment des autres. Mais dans le as des
images il existe une ertaine dépendane entre les mots visuels. Plusieurs mots visuels
(au lieu d'un seul mot visuel) étant néessaires pour dérire un objet (f. Setion 3.4.3).
L'hypothèse d'indépendane des mots est enore moins réaliste que dans le ontexte
de reherhe de textes. De plus, dans le as de la reherhe de textes, le nombre de
mots-lés de la reherhe est peu élevé, alors que dans le as de la reherhe d'images,
le nombre de mots-lés visuels est beauoup plus important. Les hiers inversés basés
sur les mots visuels seront don moins eaes.
Notre système de hiers inversés n'est pas onstruit diretement à partir des mots
visuels mais se base sur les thèmes issus des axes de l'AFC. Un thème orrespond à une
partie (positive ou négative) d'un axe de l'AFC et il est expliqué par un groupe de mots
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visuels (ou un groupe d'images) ayant une forte ontribution à et axe. L'hypothèse
d'indépendane des thèmes est plus réaliste et le système ne soure don pas de la
longueur des requêtes. Nous herhons à assoier les images aux thèmes auxquels les
images appartiennent. Un hier inversé est onstruit pour haque thème et ontient
des images appartenant à e thème.
Étant donnée une requête, la reherhe onsiste d'abord à déterminer les thèmes
auxquels la requête appartient. Nous prenons ensuite les hiers inversés assoiés, les
fusionnons et nous ltrons les images qui sont non pertinentes (les images qui par-
tagent moins de thèmes ave la requête) pour former une liste d'images andidates.
La reherhe proprement dite se fait dans la liste d'images andidates. Il s'agit d'une
reherhe séquentielle dans une liste de petite taille.
Nous présentons i-dessous deux systèmes de hiers inversés basés sur deux indi-
ateurs pertinents de l'AFC. Puisque les axes fatoriels de l'AFC orrespondent aux
thèmes, nous onstruisons, pour un axe, deux hiers inversés orrespondant aux deux
thèmes (un pour la partie négative et l'autre pour la partie positive). Le nombre total
de hiers inversés est de 2K. Nous distinguons deux systèmes de hiers inversés selon
les informations utilisées pour déterminer les thèmes.
Dénition 3.3 (Fihier inversé basé sur la ontribution)  Étant donné un seuil
ε > 0, les deux hiers inversés basés sur la ontribution assoiés à l'axe α, notés CF+α
(pour la partie positive) et CF−α (pour la partie négative) sont dénis par :
CF+α = {i | ctrα(i) > ε et ziα > 0} (3.62)
CF−α = {i | ctrα(i) > ε et ziα < 0} (3.63)
où ziα est la oordonnée de l'image i sur l'axe α.
Le seuil ε est hoisi égal à la ontribution moyenne. Puisque la somme des ontri-
butions est égale à 1, le seuil ε hoisi est don égal à 1
M
où M est le nombre d'images
dans la base.
Dénition 3.4 (Fihier inversé basé sur la qualité de représentation)  Étant
donné un seuil ε > 0, les deux hiers inversés basés sur la qualité de représentation
assoiés à l'axe α, notés QF+α (pour la partie positive) et QF
−
α (pour la partie négative)
sont dénis par :
QF+α = {i | cos2α(i) > ε et ziα > 0} (3.64)
QF−α = {i | cos2α(i) > ε et ziα < 0} (3.65)
où ziα est la oordonnée de l'image i sur l'axe α.
Comme les hiers inversés basés sur la ontribution, le seuil ε pour les hiers
inversés basés sur la qualité de représentation peut être hoisi égal à la qualité de la
représentation moyenne. Puisque la somme des osinus arrés sur tous les axes est égale
à 1, le seuil ε est don déterminé par 1
K
ave K est le nombre d'axes onservés.
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3.5.3 Algorithme de reherhe
L'assoiation des images aux thèmes obtenus par l'AFC forme une représentation
reuse des images
7
. Cei permet d'utiliser la tehnique des hiers inversés. Notons que
le nombre de thèmes est beauoup plus petit que le nombre de mots visuels et qu'une
image n'appartient qu'à un petit nombre de thèmes. Don, la représentation reuse basée
sur les thèmes est plus ompate que elle basée diretement sur les mots visuels. Ce-
pendant les mesures de similarités/dissimilarités ne peuvent pas se aluler diretement
à partir de la représentation basée sur les thèmes à ause de la perte d'information (la
disrimination des images) de la nouvelle représentation reuse. Nous proposons don
un algorithme de reherhe en deux étapes qui à la fois exploite la représentation reuse
(la représentation basée sur les thèmes) pour aélérer la reherhe et prend en ompte
le pouvoir disriminant de la représentation dense des images (la représentation par les
oordonnées fatorielles) pour améliorer la qualité des résultats.
La première étape de l'algorithme onsiste à ltrer les images non pertinentes pour
la requête et onduit à une liste d'images andidates en utilisant des hiers inversés.
La seonde étape rane la reherhe par balayage séquentiel dans la liste d'images
andidates. La similarité des images sera mesurée à partir de la représentation dense.
L'algorithme 1 dérit les étapes prinipales de la proédure de reherhe.
Algorithme 1 : Algorithme de reherhe basé sur les hiers inversés
Projeter la requête r dans l'espae réduit par la formule de transition 3.421
Déterminer les thèmes auxquels la requête appartient et prendre les hiers2
inversés assoiés
Fusionner les hiers inversés et aluler la fréquene des images3
Filtrer les images non pertinentes pour onstruire la liste d'images andidates4
Cherher les plus prohes voisins de la requête r dans la liste d'images andidates5
Détermination des thèmes de la requête
Les thèmes assoiés à une requête sont déterminés de la même manière que la
onstrution des hiers inversés, en prenant les axes dont la ontribution (ou la qualité
de représentation) est supérieure au seuil ε. Lorsqu'un axe est hoisi, le thème orres-
pondant à la partie négative ou positive sera assoié à la requête si sa projetion sur
l'axe se trouve dans la partie respetive (négative ou positive). Comme l'image requête
ne ontribue pas à la onstrution des axes (elle possède une ontribution nulle), sa
pseudo ontribution, dénie i-dessous, est utilisée à la plae de la ontribution dans le
as où les hiers inversés basés sur la ontribution sont utilisés.
7. Nous distinguons ii la représentation dense et la représentation reuse des images basée sur
les thèmes de l'AFC. La première est la projetion des images sur les axes fatoriels tandis que la
seonde est une version binaire de la première (via l'assoiation des images aux thèmes) et ne ontient
que des 0 (l'image n'appartient pas au thème orrespondant) et des 1 (l'image appartient au thème
orrespondant).
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Dénition 3.5 (Pseudo ontribution)  Soit r une image qui ne partiipe pas à la
onstrution des axes (par ex., l'image requête) représentée par la distribution des mots
visuels [r1 r2 . . . rN ]. La pseudo ontribution de r à l'axe α est dénie par :
ctrα(r) = m(r)
(
z
(r)
α
)2
λα
(3.66)
avec m(r) =
∑N
i=1 ri
x..
où m(r) est la pseudo masse de l'image r et z
(r)
α est la projetion de r sur l'axe α.
Filtrage des images non pertinentes
Soit F =
{
F σ1α1 , F
σ2
α2
, . . . , F σnαn
}
où αi ∈ [1;K], σi ∈ {+,−} l'ensemble des n hiers
inversés assoiés à une requête r obtenus par l'étape de détermination des thèmes. Nous
donnons d'abord quelques dénitions avant de présenter le proessus de ltrage des
images non pertinentes.
Dénition 3.6 (Fréquene des images)  La fréquene d'une image i, notée freq(i),
est dénie omme le nombre de hiers inversés auxquels l'image i appartient.
freq(i) =
∣∣ {F σα | i ∈ F σα } ∣∣ (3.67)
où F σα ∈ F est un hier inversé assoié à la requête et |.| désigne la ardinalité d'un
ensemble.
Dénition 3.7 (Liste fusionnée)  Nous appelons la liste fusionnée, notée L, le ré-
sultat de la fusion des hiers inversés dans F :
L = {〈i, freq(i)〉} (3.68)
où
i ∈
⋃
Fσα∈F
F σα
et freq(i) est la fréquene de l'image i.
La fréquene d'une image signie également le nombre de thèmes que l'image partage
ave la requête. Les images qui ne partagent auun thème ave la requête ne se trouvent
pas dans la liste fusionnée. Après avoir fusionné les hiers inversés, nous obtenons une
liste d'images ave leur fréquene. Le ltrage des images non pertinentes pour la requête
se fait sous l'hypothèse de pertinene  plus la fréquene d'une image est élevée, plus
l'image est pertinente pour la requête .
Soit n le nombre de thèmes d'une requête r, soit Hθ = {i | freq(i) ≥ θ}, θ = 1..n
l'ensemble d'images dont la fréquene est supérieure ou égale à θ. Nous avons :
H1 ⊇ H2 ⊇ · · · ⊇ Hn
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Le ltrage d'images non pertinentes onsiste à déterminer un seuil θˆ tel que H
θˆ
(nous appelons H
θˆ
la liste d'images andidates) ontient des images pertinentes pour
la requête r. Pour une raison d'eaité, θˆ doit être le plus grand possible ar |Hθ|
déroît lorsque θ augmente. Une grande valeur de θˆ ltre beauoup d'images et peut
onduire à une liste d'images andidates vide. Par ontre, un petit θˆ onserve un nombre
important d'images et dégrade l'eaité de l'étape de ranement. Une solution naïve
est de hoisir le seuil θˆ égal à ⌈n2 ⌉. Cependant, ave un grand n, le seuil ⌈n2 ⌉ sera trop
ontraignant et la liste d'images andidates deviendra vide ou ontiendra moins de k
images (il s'agit d'une reherhe de k plus prohes voisins). Pour garantir que le système
retourne toujours k images, il faut que la liste d'images andidates ontienne au moins
k images. Partant de ette idée, nous proposons de hoisir le seuil θˆ tel que la liste
d'images andidates H
θˆ
ontient au moins s images (par ex. 500). La valeur de s peut
être déterminée en fontion de k (par ex. 3k) et/ou de la taille de la base (par ex. 5%
de la base).
Reherhe interative
En faisant l'hypothèse de pertinene (la pertinene d'une image dans Hθ est plus
élevée que elle d'une image dans Hθ−1), nous proposons une proédure de reherhe
ave interation de l'utilisateur. Le système présente suessivement les images par
pertinene déroissante. Le système herhe d'abord un seuil θˆ tel que H
θˆ
ontient un
nombre assez petit d'images (par ex. 100) et présente es images à l'utilisateur. S'il veut
plus d'images, les images dans H
θˆ−1\Hθˆ seront présentées. Ensuite, les images dans
H
θˆ−2\Hθˆ−1 seront retournées si l'utilisateur en veut plus et ainsi de suite. La reherhe
s'arrête lorsque toutes les images dans H1 sont examinées ou que l'utilisateur arrête la
reherhe. La proédure de reherhe est dérite dans l'algorithme 2.
Algorithme 2 : Algorithme de reherhe interative
Choisir un seuil θˆ tel que H
θˆ
ontient un ertain nombre d'images (par ex. 100)1
et présenter les images de H
θˆ
à l'utilisateur.
θ = θˆ
tant que θ > 1 faire
si l'utilisateur veut enore plus d'images alors2
présenter les images de Hθ−1\Hθ à l'utilisateur
θ = (θ − 1)
sinon3
arrêter la reherhe
n
n
Pendant l'interation, les informations omme le nombre de thèmes assoiés à la
requête r, n et la ardinalité des Hθ, |Hθ| seront éventuellement néessaires pour aider
l'utilisateur à arrêter ou ontinuer la reherhe.
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3.6 Expérimentations
3.6.1 Bases d'images
Nous avons utilisé plusieurs bases d'images onnues en reherhe et atégorisation
d'images.
Calteh-4 Cette base est utilisée dans [SRE
+
05℄ pour la tâhes de atégorisation
d'images. La base ontient 4 090 images réparties en atégories : faes (435 images),
motorbikes (800 images), airplanes (800 images), bakgrounds (900 images) et ar-rears
(1 155 images). La gure 3.6 montre ertaines images extraites de la base.
Figure 3.6  Images extraites de la base Calteh-4
Calteh-101 [FFFP04℄ Cette base ontient 9 144 images réparties en 102 atégories.
Nous avons enlevé la atégorie Faes_easy (435 images) ar ette atégorie n'est autre
que la version rognée (les images sont rognées et ne ontiennent que le visage) de la
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atégorie Faes (435 images). Il reste don 8 709 images (101 atégories).
Nistér-Stewénius [NS06℄ La base ontient 2 250 groupes de 4 images prises sur une
même sène ave diérentes positions de l'appareil photo. Le nombre total d'images de
la base est de 10 200. Quelques images de la base sont montrées dans la gure 3.7.
Figure 3.7  Images extraites de la base Nistér-Stewénius
3.6.2 Constrution des mots visuels
Les données de la base Calteh-4 sont fournies par les auteurs de [SRE
+
05℄. Les mots
visuels sont onstruits à partir d'environ 300 000 desripteurs extraits aléatoirement. La
taille du voabulaire visuel est de 2 224. Nous obtenons ainsi un tableau de ontingene
à 4 090 lignes et à 2 224 olonnes.
Pour les autres bases, les mots visuels sont obtenus selon le proessus dérit dans la
setion 3.4.1. Le nombre de mots visuels est alé à 5 000.
1. Détetion des points d'intérêt  Nous avons utilisé le déteteur Hessien-ane qui
a prouvé être un des meilleurs déteteurs [MTS
+
05℄.
2. Caratérisation des points d'intérêt  Le desripteur SIFT [Low04℄ a été utilisé
pour dérire la région loale autour des points d'intérêt. Les desripteurs SIFT
donnent les meilleurs résultats dans la mise en orrespondanes des images (image
mathing) [MS05℄.
Les deux étapes sont eetuées par le logiiel extrat_feature de Mikolajzyk et
Shmid [MS04℄ ave les options -hara -sift -thres 100 ).
3. Clustering des desripteurs loaux  Nous avons réimplanté l'algorithme standard
LLoyd de k-means en C++ sur GPUs utilisant CUBLAS et CUDA [Was06℄ pour
aélérer la quantiation. Ave 1 625 980 desripteurs loaux SIFT à 128 dimen-
sions et k = 5000 lusters, le temps d'exéution (30 itérations) sur une mahine
Intel Xeon bi-proesseurs Quad-ore, 3.2GHz, 8GO de mémoire vive, munie d'une
arte graphique NIVIDA GeFore GTX 280 (1GO de mémoire) est d'environ 7.5
minutes (soit 15 seondes/itération).
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Table 3.2  Tableaux de ontingene pour les 3 bases d'images expérimentées. M est
le nombre d'images et N est le nombre de mots visuels.
Bases ↓ M N Taux du
remplissage
Temps de alul (s)
SIFT Aetation
Calteh-4 4 090 2 224 0.130 - -
Calteh-101 8 709 5 000 0.095 399.5 (0.0489) 160.0 (0.0184)
Nistér-Stewénius 10 200 5 000 0.218 1 201.1 (0.1178) 419.5 (0.0392)
Table 3.3  Shémas de pondération tf*idf expérimentés.
Méthodes idf Note
tf*idf log
(
M
mj
)
idf standard
tf*idf -1 max
(
0, log
(
M−mj
mj
))
idf probabiliste
tf*idf -2 1 Sans pondération
3.6.3 Tableaux de ontingene
Le tableau 3.2 dérit le taux eetif de remplissage des tableaux de ontingene
orrespondant à 3 bases d'images utilisées. Nous montrons également dans e tableau
le temps de alul néessaire pour les obtenir. La olonne SIFT présente le temps (en
seonde) pour aluler les desripteurs SIFT et le temps pour aeter les desripteurs
aux mots visuels orrespondants est montré dans la olonne Aetation. L'aetation
des desripteurs est eetuée sur 2 GPU. Les hires dans les parenthèses montrent les
temps de alul moyens pour une image.
3.6.4 Méthodes de référene
La pondération tf*idf (qui est utilisée dans Video google [SZ03b℄) est onsidérée
omme une méthode de référene. Chaque élément xij (ligne i, olonne j) du tableau
de ontingene X est normalisé à tfij
tfij =
xij
xi.
et est pondéré par idfj
idfj = log
(
M
mj
)
où M est le nombre d'images de la base et mj est le nombre d'images qui ontient le
mot visuel j. Nous avons également expérimenté d'autres shémas de pondération. Le
tableau 3.3 résume les shémas utilisés.
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La méthode LSA est eetuée sur le shéma de pondération qui donne le meilleur
MAP . Nous avons omparé l'AFC ave une des méthodes de modélisation probabi-
liste, le PLSA [Hof99a℄
8
. Dans e as, les images sont représentées par les distributions
des thèmes par images : les probabilités P (the`me | image). Puisque le PLSA utilise
l'algorithme EM pour estimer les paramètres (omme la plupart des méthodes de mo-
délisation probabiliste), le résultat obtenu n'est qu'une solution loale et dépend de la
onguration initiale. Pour haque expérimentation, nous avons lané le PLSA 10 fois
ave diérentes ongurations initiales et le nombre d'itérations pour l'algorithme EM
est xé à 100. Les mesures d'évaluation sont alulées à haque fois et les moyennes
sont réupérées.
3.6.5 Mesures de similarité/dissimilarité
Nous utilisons la similarité du osinus omme une mesure de similarité pour les
images omme la plupart des systèmes de reherhe d'information. La distane euli-
dienne (L2) et la distane de Manhattan (L1) sont expérimentées à titre de omparaison.
Nous avons aussi expérimenté la divergene symétrique de Jensen-Shannon (notée me-
sure J-S) pour le PLSA. Cette mesure J-S se base sur la divergene de Kullbak Leibler.
La mesure J-S de deux distributions x et y est obtenue par :
dJS(x,y) =
1
2
(
dKL(x,
x+ y
2
) + dKL(y,
x+ y
2
)
)
(3.69)
où dKL est la divergene de Kullbak Leibler :
dKL(x,y) =
∑
i
xi log
xi
yi
(3.70)
3.6.6 Mesures d'évaluation
Nous utilisons les mesures de performanes standard des systèmes de reherhe d'in-
formation dérits dans la setion 1.6 du hapitre 1 pour évaluer la performane des mé-
thodes de reherhes : la préision, le rappel, la préision moyenne (MAP ) et leMANR
(Mean average normalized rank).
Nous alulons la préision aux 10, 20, 50, 100 et 200 premières images retournées
pour les bases Calteh-4 et Calteh-101. Dans le as de la base de Nistér-Stewénius, nous
alulons la préision aux 3 premières images puisqu'il n'y a que 3 images pertinentes
pour une requête. Le sore N-S utilisé dans [NS06℄ a été aussi alulé. Ce sore est
le nombre d'images pertinentes (y ompris la requête) parmi les 4 premières images
retournées.
Puisque toutes les images de la base doivent être examinées dans une reherhe
exhaustive, le rappel, dans e as, ne porte pas d'information (le rappel est toujours
égal à 1). Par ontre, nous pouvons aluler le rappel aux k premières images retournées.
Mais, ave un k donné, le rappel est proportionnel à la pre´cision.
8. Nous avons utilisé l'implémentation du PLSA en Matlab de J. Verbeek qui se trouve à http:
//lear.inrialpes.fr/~verbeek/software.php pour les expérimentations.
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Pour évaluer la apaité de rangement des méthodes, nous alulons la préision à
haque image pertinente pour la requête et obtenons la ourbe de préisionrappel et la
préision moyenne (MAP ). Nous utilisons aussi la mesure MANR.
3.6.7 Tests statistiques
Nous avons utilisé le test non paramétrique lassique : le test de Wiloxon. Le seuil
pour p-valeur est xé à 0.05. Dans les tableaux de résultats, nous montrons les hires :
 en gras et soulignés : le(s) meilleur(s) résultat(s) des méthodes utilisées sur une
mesure d'évaluation
 en gras seulement : les résultats dont la diérene du meilleur (du tableau)
n'est pas statistiquement signiative.
3.6.8 Reherhe exhaustive
Les expérimentations présentées dans ette setion ont été eetuées par une re-
herhe exhaustive (toutes les images dans la base doivent être omparées ave la re-
quête) pour le PLSA et l'AFC. Cependant, la tehnique des hiers inversés peut être
appliquée pour la méthode tf*idf grâe à sa représentation reuse.
AFC versus d'autres méthodes
Nous omparons la performane de l'AFC et elle des méthodes de référenes : tf*idf,
LSA et PLSA. La similarité du osinus est utilisée pour mesurer la similarité entre les
images de la base et la requête.
La gure 3.8 présente les ourbes de pre´cisionrappel des diérentes méthodes :
tf*idf, LSA, PLSA et AFC alulées pour les bases Calteh-4, Calteh-101 et Nistér-
Stewénius respetivement. Le nombre d'axes, K (orrespondant au nombre de thèmes
pour la méthode PLSA et au nombre d'axes onservés pour la méthode AFC) est hoisi
empiriquement de façon à obtenir le meilleurMAP pour le PLSA. Pour la base Calteh-
4, le meilleur MAP s'obtient ave K = 7. Ce résultat est ohérent ave les résultats
obtenus dans [SRE
+
05℄.
Les tableaux 3.4 et 3.5 présentent les résultats expérimentaux sur les deux bases
d'images : Calteh-4 et Calteh-101 ave diérentes mesures d'évaluation : la préision
des méthodes aux 10, 20, 50, 100 et 200 premières images retournées (f. les olonnes
P10, P20, P50, P100 et P200), la préision moyenne (MAP ) et le MANR.
Pour la base Nistér-Stewénius, nous fournissons le sore N-S, la préision aux 3 premières
images retournées, la préision moyenne et la mesure MANR dans le tableau 3.6. Nous
avons testé le PLSA ave la similarité du osinus (PLSA-1) et la mesure J-S (PLSA-2).
Les résultats montrent que l'AFC, le LSA et le PLSA font beauoup mieux qu'une
pondération tf*idf simple. Cei vérie l'hypothèse que nous avons posée dans la se-
tion 3.4.3  une représentation sémantique plus élevée que les fréquenes des mots visuels
permet d'améliorer la qualité de reherhe . En omparaison ave le LSA et le PLSA,
l'AFC donne toujours de meilleurs résultats quel que soit le nombre d'axes onservés
K. Lorsque le nombre de atégories de la base augmente (ou que les images ne sont pas
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Figure 3.8  Courbes de pre´cisionrappel des diérentes méthodes ave la similarité de
osinus pour les bases Calteh-4 (en haut), Calteh-101 (au milieu) et Nistér-Stewénius
(en bas).
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Table 3.4  Résultats des diérentes méthodes sur la base Calteh-4.
Méthodes ↓ P10 P20 P50 P100 P200 MAP MANR
tf*idf 0.879 0.868 0.849 0.828 0.795 0.663 0.128
tf*idf -1 0.883 0.872 0.853 0.833 0.800 0.670 0.127
tf*idf -2 0.870 0.857 0.837 0.814 0.778 0.641 0.133
LSA, K = 5 0.879 0.876 0.873 0.867 0.853 0.754 0.089
LSA, K = 7 0.918 0.915 0.907 0.896 0.879 0.762 0.091
LSA, K = 15 0.958 0.951 0.939 0.927 0.906 0.792 0.085
LSA, K = 30 0.966 0.958 0.946 0.932 0.908 0.779 0.095
LSA, K = 50 0.961 0.952 0.936 0.920 0.890 0.756 0.107
PLSA-1, K = 5 0.862 0.862 0.858 0.850 0.840 0.800 0.047
PLSA-1, K = 7 0.938 0.936 0.931 0.925 0.916 0.863 0.037
PLSA-1, K = 15 0.964 0.958 0.950 0.942 0.928 0.824 0.063
PLSA-1, K = 30 0.968 0.962 0.952 0.942 0.924 0.773 0.093
PLSA-1, K = 50 0.967 0.959 0.946 0.935 0.914 0.751 0.105
PLSA-2, K = 5 0.866 0.864 0.858 0.849 0.835 0.767 0.059
PLSA-2, K = 7 0.940 0.936 0.930 0.920 0.907 0.841 0.040
PLSA-2, K = 15 0.973 0.969 0.961 0.952 0.934 0.809 0.070
PLSA-2, K = 30 0.974 0.970 0.960 0.949 0.927 0.760 0.100
PLSA-2, K = 50 0.975 0.969 0.957 0.944 0.916 0.740 0.108
AFC, K = 5 0.941 0.939 0.936 0.931 0.916 0.863 0.034
AFC, K = 7 0.959 0.955 0.948 0.942 0.933 0.873 0.034
AFC, K = 15 0.970 0.965 0.955 0.948 0.936 0.837 0.049
AFC, K = 30 0.971 0.965 0.954 0.945 0.930 0.812 0.059
AFC, K = 50 0.968 0.962 0.951 0.941 0.922 0.795 0.065
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Table 3.5  Résultats des diérentes méthodes sur la base Calteh-101.
Méthodes ↓ P10 P20 P50 P100 P200 MAP MANR
tf*idf 0.258 0.244 0.217 0.192 0.166 0.136 0.295
tf*idf -1 0.259 0.246 0.219 0.194 0.168 0.137 0.294
tf*idf -2 0.248 0.234 0.208 0.184 0.158 0.129 0.299
LSA, K = 30 0.310 0.288 0.257 0.231 0.202 0.151 0.278
LSA, K = 50 0.323 0.298 0.263 0.233 0.202 0.154 0.277
LSA, K = 75 0.326 0.300 0.263 0.231 0.199 0.153 0.278
LSA, K = 100 0.327 0.300 0.261 0.228 0.195 0.152 0.280
LSA, K = 200 0.317 0.290 0.249 0.214 0.181 0.146 0.287
PLSA-1, K = 30 0.294 0.277 0.252 0.231 0.210 0.174 0.262
PLSA-1, K = 50 0.326 0.307 0.279 0.252 0.227 0.195 0.253
PLSA-1, K = 75 0.333 0.312 0.283 0.255 0.225 0.186 0.257
PLSA-1, K = 100 0.333 0.312 0.280 0.251 0.221 0.181 0.259
PLSA-1, K = 200 0.337 0.317 0.286 0.255 0.223 0.185 0.261
PLSA-2, K = 30 0.307 0.285 0.254 0.227 0.197 0.158 0.267
PLSA-2, K = 50 0.336 0.312 0.277 0.245 0.212 0.173 0.260
PLSA-2, K = 75 0.337 0.312 0.277 0.244 0.209 0.169 0.264
PLSA-2, K = 100 0.330 0.305 0.268 0.234 0.199 0.160 0.270
PLSA-2, K = 200 0.313 0.289 0.256 0.224 0.191 0.155 0.276
AFC, K = 30 0.330 0.309 0.277 0.249 0.220 0.182 0.250
AFC, K = 50 0.360 0.336 0.300 0.268 0.236 0.198 0.240
AFC, K = 75 0.369 0.343 0.303 0.269 0.234 0.197 0.240
AFC, K = 100 0.371 0.344 0.302 0.266 0.230 0.194 0.241
AFC, K = 200 0.367 0.339 0.295 0.257 0.220 0.185 0.246
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Table 3.6  Résultats de diérentes méthodes sur la base Nistér-Stewénius.
Méthodes ↓ Sore N-S P3 MAP MANR
tf*idf 2.767 0.589 0.626 0.018
tf*idf -1 2.743 0.581 0.619 0.019
tf*idf -2 2.747 0.582 0.620 0.022
LSA, K = 100 2.891 0.630 0.670 0.015
LSA, K = 200 2.973 0.658 0.696 0.015
LSA, K = 300 2.995 0.665 0.701 0.015
LSA, K = 400 2.989 0.663 0.698 0.016
LSA, K = 500 2.980 0.660 0.695 0.017
PLSA-1, K = 100 2.825 0.608 0.651 0.010
PLSA-1, K = 200 2.833 0.611 0.656 0.011
PLSA-1, K = 300 2.745 0.582 0.628 0.011
PLSA-1, K = 400 2.706 0.569 0.613 0.012
PLSA-1, K = 500 2.631 0.544 0.591 0.014
PLSA-2, K = 100 3.122 0.707 0.742 0.009
PLSA-2, K = 200 3.154 0.718 0.762 0.009
PLSA-2, K = 300 3.116 0.705 0.753 0.010
PLSA-2, K = 400 3.059 0.686 0.740 0.011
PLSA-2, K = 500 3.061 0.687 0.738 0.012
AFC, K = 100 3.123 0.708 0.747 0.007
AFC, K = 200 3.195 0.732 0.770 0.006
AFC, K = 300 3.217 0.739 0.776 0.006
AFC, K = 400 3.222 0.741 0.777 0.006
AFC, K = 500 3.225 0.742 0.778 0.006
AFC, K = 600 3.225 0.742 0.778 0.006
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Table 3.7  Résultats de l'AFC ave diérentes mesures de similarité sur les bases
Cateh-4 et Calteh-101.
Bases/Méthodes ↓ P10 P20 P50 P100 P200 MAP MANR
Calteh-4
K = 7
L1 0.961 0.954 0.944 0.933 0.917 0.794 0.081
L2 0.962 0.956 0.946 0.935 0.920 0.800 0.081
Cosinus 0.959 0.955 0.948 0.942 0.933 0.873 0.034
Calteh-101
K = 50
L1 0.335 0.307 0.267 0.234 0.197 0.140 0.321
L2 0.341 0.313 0.272 0.239 0.203 0.149 0.313
Cosinus 0.360 0.336 0.300 0.268 0.236 0.198 0.240
Table 3.8  Résultats de l'AFC ave diérentes mesures de similarité sur la base Nistér-
Stewénius.
Bases/Méthodes ↓ Sore N-S P3 MAP MANR
Nistér-Stewénius
K = 200
L1 2.943 0.648 0.677 0.056
L2 2.992 0.664 0.694 0.043
Cosinus 3.195 0.732 0.770 0.006
bien atégorisées), le PLSA fait de moins en moins bien que l'AFC (f. les résultats sur
les bases Calteh-101 et Nistér-Stewénius). La mesure J-S donne de meilleurs résultats
que la similarité du osinus dans le as du PLSA. Cependant le temps de alul de la
mesure J-S est beauoup plus élevé que elui de la similarité du osinus à ause du
alul des logarithmes (environ 60 fois plus long).
Dans les bases Calteh-4 et Calteh-101, les images sont atégorisées. La variane
intra-lasse est assez élevée. Une petite valeur de K (par ex. 7 et 50 respetivement)
donne de meilleurs résultats. Tandis que les images dans un groupe de la base Nistér-
Stewénius sont très ressemblantes. Les meilleurs résultats sont obtenus ave un grand
K (par ex. 500).
AFC ave diérentes mesures de similarité
Dans les expérimentations qui suivent, nous omparons les résultats de l'AFC obte-
nus ave la distane L1, L2 et la similarité du osinus. Les résultats apparaissent dans
la gure 3.9 et les tableaux 3.7 et 3.8.
Dans tous les as, la similarité du osinus donne de meilleurs résultats et la distane
L2 est la deuxième.
Temps de réponse
Le tableau 3.9 montre le temps de réponse moyen (en milliseondes), pour une
requête, des méthodes PLSA, AFC et tf*idf (sans et ave hiers inversés). La tehnique
de hiers inversés a été utilisée pour aélérer la reherhe dans le as de tf*idf. Pour
le PLSA et l'AFC, les représentations des images ne sont plus reuses, la reherhe
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Figure 3.9  Courbes de pre´cisionrappel de l'AFC ave diérentes mesures de simi-
larité.
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Table 3.9  Temps de réponse moyen pour une requête (en milliseondes). tf*idf (1) :
tf*idf sans hiers inversés, tf*idf (2) : tf*idf ave hiers inversés.
Bases ↓ AFC/PLSA tf*idf (1) tf*idf (2)
Calteh-4 (K = 7) 0.385
Calteh-4 (K = 15) 0.434 25.042 0.962
Calteh-4 (K = 30) 0.522
Calteh-101 (K = 50) 3.319
Calteh-101 (K = 100) 4.682 121.798 2.831
Calteh-101 (K = 200) 7.125
Nistér-Stewénius (K = 100) 5.554
Nistér-Stewénius (K = 200) 8.354 140.459 13.716
Nistér-Stewénius (K = 500) 16.504
séquentielle est don utilisée. En général, la rédution de dimensions eetuée par les
méthodes PLSA et AFC réduit environ 2 fois le temps de réponse par rapport à la
méthode tf*idf ave hiers inversés. Cependant, le gain d'aélération des méthodes
PLSA et AFC par rapport à la méthode tf*idf ave hiers inversés dépend du nombre
d'éléments non nuls des tableaux de ontingene. Plus e nombre est grand, plus le gain
est grand. En partiulier, dans le as de la base Calteh-101, la tehnique des hiers
inversés est plus rapide qu'une reherhe séquentielle sur les représentations réduites
par le PLSA ou l'AFC ar le tableau de ontingene est très reux.
3.6.9 Reherhe approximative à l'aide des hiers inversés
Puisque la représentation réduite des images issue de l'AFC n'est plus reuse, une
reherhe séquentielle doit être utilisée pour faire une reherhe exate. Nous présen-
tons dans ette setion, les expérimentations de la reherhe approximative des images
à l'aide des hiers inversés basées sur les indiateurs de l'AFC. Pour évaluer la perfor-
mane des méthodes, nous alulons la préision à ertaines premières images retour-
nées. Le gain d'aélération des méthodes approximatives par rapport à la méthode
exhaustive gure aussi dans les résultats.
Les tableaux 3.10 et 3.11 présentent les résultats expérimentaux de la reherhe ap-
proximative à l'aide des hiers inversés sur les indiateurs issus de l'AFC. Approx. 1 
désigne la méthodes ave des hiers inversés basés sur la ontribution et la méthode
Approx. 2  se base sur la qualité de représentation. La méthode exhaustive parourt
toute la base d'images tandis que les méthodes approximatives s'exéutent en 2 étapes :
(i) ltrer les images non pertinentes à l'aide des hiers inversés et (ii) raner les ré-
sultats par une reherhe séquentielle dans la liste d'images andidates H
θˆ
. Le seuil θˆ
est hoisi tel que la liste d'images andidates ontient au moins 500 images. Le temps
de réponse moyens des méthodes utilisées est présentés dans le tableau 3.12. Pour les
méthodes approximatives, nous montrons le temps de alul pour l'étape de ltrage
et l'étape de ranement dans les deux olonnes Filtrage et Ranement  respe-
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Table 3.10  Résultats de la reherhe approximative ave hiers inversés sur les bases
Cateh-4 et Calteh-101.
Bases/Méthodes ↓ P10 P20 P50 P100 MAP
Calteh-4
K = 7
Exhaustive 0.959 0.955 0.948 0.942 0.515
Approx. 1 0.964 0.959 0.951 0.940 0.475
Approx. 2 0.959 0.955 0.948 0.941 0.506
Calteh-4
K = 15
Exhaustive 0.970 0.965 0.955 0.948 0.499
Approx. 1 0.969 0.963 0.953 0.941 0.435
Approx. 2 0.970 0.964 0.954 0.948 0.492
Calteh-4
K = 30
Exhaustive 0.971 0.965 0.954 0.945 0.484
Approx. 1 0.969 0.962 0.948 0.933 0.369
Approx. 2 0.971 0.964 0.953 0.944 0.466
Calteh-101
K = 50
Exhaustive 0.360 0.336 0.300 0.268 0.144
Approx. 1 0.356 0.331 0.293 0.257 0.105
Approx. 2 0.360 0.336 0.299 0.267 0.131
Calteh-101
K = 100
Exhaustive 0.371 0.344 0.302 0.266 0.141
Approx. 1 0.361 0.331 0.282 0.230 0.081
Approx. 2 0.371 0.345 0.302 0.266 0.130
Calteh-101
K = 200
Exhaustive 0.367 0.339 0.295 0.257 0.134
Approx. 1 0.346 0.312 0.248 0.179 0.061
Approx. 2 0.369 0.341 0.296 0.258 0.118
tivement. Le gain d'aélération des méthodes approximatives est aussi guré dans la
olonne Gain. La dernière olonne, |H
θˆ
|, présente la taille moyenne de la liste d'images
andidates.
La méthode basée sur la ontribution aélère la reherhe de 2.66 à 17.25 et la
méthode basée sur la qualité de représentation est de 3.18 à 13.78 fois plus rapide
que la reherhe séquentielle. En e qui onerne la pertinene des images retournées (la
pre´cision), la méthode basée sur la qualité de représentation fait aussi bien, voire mieux
dans ertains as (f. Table 3.11), que la méthode exhaustive tandis que la méthode ba-
sée sur la ontribution fournit de moins bons résultats. Dans le as le pire, elle dégrade
la pre´cision d'environ 10% (f. Table 3.11) par rapport à la méthode exhaustive mais
est enore meilleure que la pondération tf*idf. Cei peut être expliqué par le fait que les
nouvelles images ne partiipent pas à la onstrution des axes fatoriels, elles ont une
ontribution nulle (nous avons utilisé la pseudo ontribution à la plae de la ontribu-
tion). Par ailleurs, le seuil pour déterminer les thèmes assoiés à une requête dépend
des images qui partiipent à la onstrution des axes (ε = 1
M
ave M est le nombre de
es images). Ce n'est pas le as pour la méthode basée sur la qualité de représentation
où le seuil ne dépend de que la requête (ε = 1
K
ave K est le nombre d'axes onservés).
Pour étudier l'impat du paramètre ε à la performane de la méthode de reherhe
basée sur les hiers inversés, nous avons varié e paramètre ave les valeurs
2
K
,
1
K
,
1
2K ,
1
4K ,
1
8K et 0. Les résultats sont présentés dans les tableaux 3.13 et 3.14. Dans es
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Table 3.11  Résultats de la reherhe approximative ave hiers inversés sur la base
Nistér-Stewénius.
Bases/Méthodes ↓ P3 P10 P20 P50 P100 MAP
K = 100
Exhaustive 0.708 0.240 0.126 0.053 0.027 0.747
Approx. 1 0.611 0.199 0.103 0.042 0.021 0.629
Approx. 2 0.707 0.240 0.126 0.053 0.027 0.745
K = 200
Exhaustive 0.732 0.246 0.128 0.054 0.028 0.770
Approx. 1 0.625 0.201 0.103 0.042 0.021 0.640
Approx. 2 0.732 0.246 0.128 0.054 0.028 0.769
K = 500
Exhaustive 0.742 0.248 0.129 0.054 0.028 0.778
Approx. 1 0.647 0.206 0.104 0.042 0.021 0.659
Approx. 2 0.748 0.251 0.131 0.055 0.029 0.785
deux tableaux, la olonne Filtrage désigne le temps de alul moyen (en milliseonde)
pour l'étape de ltrage et la olonne Total  montre le temps de réponse moyen pour
une requête. La taille moyenne des listes d'images andidates est présentée dans la
dernière olonne. Les meilleurs MAP sont obtenus ave ε dans l'intervalle [ 1
K
; 14K ]. Plus
le paramètre ε est petit, plus les hiers inversés sont gros. Par onséquent, le temps de
ltrage est grand. De plus, si ε est trop petit (par ex., ε = 0), les hiers inversés peuvent
être ontenir des images n'ayant une grand qualité de représentation. Les résultats
deviennent moins bons. Le hoix de e paramètre égal à
1
K
est un bon ompromis entre
la pertinene des résultats et la rapidité.
3.7 Synthèse
Après avoir dérit brièvement l'Analyse Fatorielle des Correspondanes, nous avons
présenté son appliation aux images. Dans e domaine, l'AFC permet une représentation
des images à un niveau sémantique plus élevé que la représentation originale basée sur
la fréquene des mots visuels et réduit ainsi le fossé sémantique dans la desription du
ontenu des images. Les expérimentations réalisées sur les 3 bases d'images ont montré
que l'AFC fait mieux que le PLSA et beauoup mieux que la pondération tf*idf en
termes de pertinene des images retournées.
La rédution de dimensions par l'AFC ou le PLSA améliore le temps de réponse
(par rapport à la tehnique des hiers inversés appliquée diretement aux tableaux
de ontingene) dans le as où le nombre d'axes onservés est petit et les tableaux de
ontingene ne sont pas très reux.
Nous avons aussi proposé une algorithme de reherhe approximative en deux étapes
pour aélérer la reherhe sans trop diminuer la qualité de résultats. La première étape
onsiste à ltrer les images non pertinentes à l'aide des hiers inversés basés sur les
indiateurs de l'AFC : la ontribution et la qualité de représentation. Les résultats
expérimentaux montrent que les méthodes approximatives sont de 2.66 à 17.25 fois
plus rapides que la méthode exhaustive. Quant à la pertinene des images retournées,
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Table 3.12  Temps de réponse moyen pour la méthode exhaustive et les méthodes
approximatives.
Bases/Méthodes ↓ Temps de réponse Gain |H
θˆ
|
Filtrage Ranement Total
Calteh-4
K = 7
Exhaustive - - 0.385 - -
Approx. 1 0.003 0.142 0.145 2.66 1 506
Approx. 2 0.006 0.116 0.121 3.18 1 239
Calteh-4
K = 15
Exhaustive - - 0.434 - -
Approx. 1 0.005 0.134 0.139 3.13 1 242
Approx. 2 0.010 0.113 0.123 3.53 1 056
Calteh-4
K = 30
Exhaustive - - 0.522 - -
Approx. 1 0.009 0.134 0.144 3.63 1 025
Approx. 2 0.017 0.116 0.133 3.93 890
Calteh-101
K = 50
Exhaustive - - 3.319 - -
Approx. 1 0.022 0.393 0.415 8.00 1 488
Approx. 2 0.065 0.176 0.241 13.78 810
Calteh-101
K = 100
Exhaustive - - 4.682 - -
Approx. 1 0.059 0.285 0.344 13.63 853
Approx. 2 0.120 0.260 0.380 12.33 714
Calteh-101
K = 200
Exhaustive - - 7.125 - -
Approx. 1 0.167 0.334 0.501 14.22 636
Approx. 2 0.227 0.433 0.659 10.81 655
Nistér-Stewénius
K = 100
Exhaustive - - 5.554 - -
Approx. 1 0.077 0.245 0.322 17.25 774
Approx. 2 0.132 0.271 0.402 13.81 769
Nistér-Stewénius
K = 200
Exhaustive - - 8.354 - -
Approx. 1 0.206 0.309 0.515 16.23 615
Approx. 2 0.238 0.419 0.657 12.71 684
Nistér-Stewénius
K = 500
Exhaustive - - 16.504 - -
Approx. 1 0.691 0.712 1.403 11.76 557
Approx. 2 0.583 0.905 1.488 11.09 617
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Table 3.13  Impat du paramètre ε à la méthode de reherhe approximative basée
sur la qualité de représentation : Résultats sur les bases Calteh-4 et Calteh-101.
Bases/Méthodes ↓ P10 P20 P50 P100 MAP Filtrage Total |H
θˆ
|
Calteh-4
K = 7
ε = 2/K 0.957 0.951 0.939 0.911 0.410 0.002 0.074 782
ε = 1/K 0.959 0.955 0.948 0.941 0.506 0.006 0.121 1 239
ε = 1/(2K) 0.960 0.955 0.948 0.942 0.510 0.011 0.107 1 038
ε = 1/(4K) 0.959 0.955 0.949 0.942 0.505 0.018 0.107 951
ε = 1/(8K) 0.959 0.955 0.948 0.941 0.495 0.024 0.108 909
ε = 0 0.959 0.955 0.947 0.941 0.482 0.044 0.124 879
Calteh-4
K = 15
ε = 2/K 0.970 0.965 0.955 0.943 0.482 0.004 0.121 1 110
ε = 1/K 0.970 0.964 0.955 0.948 0.492 0.010 0.123 1 056
ε = 1/(2K) 0.970 0.965 0.955 0.947 0.476 0.018 0.112 889
ε = 1/(4K) 0.970 0.964 0.954 0.945 0.450 0.030 0.116 798
ε = 1/(8K) 0.969 0.963 0.954 0.944 0.432 0.040 0.121 759
ε = 0 0.969 0.964 0.953 0.943 0.394 0.087 0.164 708
Calteh-4
K = 30
ε = 2/K 0.971 0.965 0.955 0.946 0.485 0.007 0.157 1 163
ε = 1/K 0.971 0.964 0.953 0.943 0.466 0.017 0.133 890
ε = 1/(2K) 0.971 0.964 0.953 0.942 0.419 0.034 0.135 775
ε = 1/(4K) 0.971 0.964 0.953 0.941 0.380 0.056 0.150 716
ε = 1/(8K) 0.971 0.964 0.953 0.940 0.353 0.084 0.173 683
ε = 0 0.970 0.964 0.953 0.938 0.320 0.168 0.257 653
Calteh-101
K = 50
ε = 2/K 0.358 0.334 0.297 0.264 0.127 0.023 0.262 1 100
ε = 1/K 0.360 0.336 0.299 0.267 0.131 0.065 0.241 810
ε = 1/(2K) 0.360 0.336 0.300 0.267 0.132 0.136 0.288 704
ε = 1/(4K) 0.360 0.336 0.299 0.267 0.131 0.232 0.378 664
ε = 1/(8K) 0.359 0.335 0.299 0.267 0.129 0.332 0.476 644
ε = 0 0.360 0.335 0.298 0.265 0.124 0.722 0.877 621
Calteh-101
K = 100
ε = 2/K 0.370 0.343 0.300 0.264 0.129 0.041 0.359 894
ε = 1/K 0.371 0.345 0.302 0.266 0.130 0.120 0.380 714
ε = 1/(2K) 0.372 0.344 0.301 0.265 0.124 0.262 0.500 647
ε = 1/(4K) 0.371 0.344 0.300 0.264 0.119 0.447 0.683 618
ε = 1/(8K) 0.371 0.343 0.299 0.262 0.114 0.647 0.885 601
ε = 0 0.370 0.343 0.297 0.259 0.108 1.429 1.710 588
Calteh-101
K = 200
ε = 2/K 0.368 0.340 0.295 0.257 0.124 0.077 0.566 777
ε = 1/K 0.369 0.341 0.296 0.258 0.118 0.227 0.659 655
ε = 1/(2K) 0.369 0.340 0.294 0.254 0.107 0.417 0.938 610
ε = 1/(4K) 0.369 0.338 0.290 0.249 0.097 0.903 1.333 587
ε = 1/(8K) 0.368 0.337 0.288 0.246 0.092 1.310 1.750 576
ε = 0 0.366 0.337 0.286 0.244 0.089 2.961 3.450 565
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Table 3.14  Impat du paramètre ε à la méthode de reherhe approximative basée
sur la qualité de représentation : Résultats sur la base Nistér.
Bases/Méthodes ↓ P3 P10 P20 P50 P100 MAP Filtrage Total |H
θˆ
|
Nister
K = 100
ε = 2/K 0.703 0.238 0.124 0.052 0.027 0.739 0.058 0.381 950
ε = 1/K 0.707 0.240 0.126 0.053 0.027 0.745 0.132 0.402 769
ε = 1/(2K) 0.707 0.240 0.126 0.053 0.027 0.746 0.271 0.510 671
ε = 1/(4K) 0.708 0.241 0.126 0.053 0.027 0.747 0.478 0.713 630
ε = 1/(8K) 0.708 0.241 0.126 0.053 0.027 0.747 0.708 0.943 613
ε = 0 0.707 0.240 0.126 0.53 0.027 0.746 1.722 2.000 591
Nister
K = 200
ε = 2/K 0.729 0.245 0.127 0.053 0.027 0.765 0.101 0.576 807
ε = 1/K 0.732 0.246 0.128 0.054 0.028 0.769 0.238 0.657 684
ε = 1/(2K) 0.734 0.247 0.129 0.054 0.028 0.772 0.530 0.927 621
ε = 1/(4K) 0.735 0.248 0.129 0.054 0.028 0.773 0.954 1.353 593
ε = 1/(8K) 0.735 0.248 0.129 0.054 0.028 0.773 1.406 1.816 581
ε = 0 0.731 0.246 0.128 0.054 0.028 0.769 3.558 4.035 566
Nister
K = 500
ε = 2/K 0.742 0.248 0.129 0.054 0.028 0.777 0.213 1.171 693
ε = 1/K 0.748 0.251 0.131 0.055 0.028 0.785 0.583 1.488 617
ε = 1/(2K) 0.758 0.254 0.132 0.055 0.028 0.794 1.348 2.252 578
ε = 1/(4K) 0.760 0.255 0.132 0.055 0.028 0.796 2.496 3.425 560
ε = 1/(8K) 0.760 0.254 0.132 0.054 0.028 0.794 3.766 4.714 553
ε = 0 0.740 0.248 0.129 0.054 0.028 0.776 9.410 10.283 544
la méthode basée sur la qualité de représentation fait aussi bien, voire mieux qu'une
reherhe séquentielle tandis que la méthode utilisant la ontribution fournit de moins
bons résultats.
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Chapitre 4
Passage à l'éhelle
Nous avons montré dans le hapitre préédent que l'appliation de l'AFC aux images
améliore onsidérablement la qualité de la reherhe d'images par le ontenu utilisant
un modèle  sa-de-mots-visuels . Dans e hapitre, nous étudions le passage à l'éhelle
de l'AFC an de pouvoir traiter de grandes bases d'images.
Nous présentons d'abord le alul de l'AFC pour de grands tableaux de ontingene,
puis les méthodes pour l'aélération de la reherhe d'images à l'aide des hiers inver-
sés basés sur l'AFC et la ombinaison de l'AFC ave d'autres méthodes pour améliorer
la qualité de reherhe.
4.1 AFC pour les grands tableaux de ontingene
4.1.1 AFC inrémentale
Rappelons que le alul de l'AFC onsiste à onstruire et à herher les valeurs
propres et les veteurs propres d'une matrie partiulière
1
A = FTP−1FQ−1
où F est la matrie de données (le tableau de fréquenes relatives) ; P et Q sont des
matries diagonales dont les éléments diagonaux sont les totaux marginaux en ligne et
en olonne respetivement de la matrie F (f. Table 3.1 dans le as de l'analyse dans
l'espae R
N
).
Pour les grands tableaux de ontingene, il est impossible de harger la matrie
de données F en mémoire. Nous proposons don une proédure inrémentale pour
onstruire la matrie A. Cette méthode inrémentale onduit à une matrie A iden-
tique à elle que l'on obtient dans la méthode non inrémentale. En partiulier, nous
obtenons les mêmes valeurs propres et les mêmes veteurs propres.
1. Pour l'implémentation, nous avons plutt utilisé la matrie T = Qˆ−
1
2 XTPˆ−1XQˆ−
1
2
alulée à
partir du tableau de ontingene brutX au lieu du tableau des fréquenes relatives F (f. Formule 3.46).
La projetion des images est aussi eetuée de la même manière (f. Formule 3.53). Il sut de remplaer
F par X et faire quelques petites modiations.
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Si on déoupe la matrie F en B blos par ligne :
F =


F[1]
F[2]
.
.
.
F[B]

 ,
les totaux marginaux orrespondant à haque prol-ligne (les éléments diagonaux de la
matries P) peuvent être alulés indépendamment pour haque blo F[i] de la matrie
F. On obtient alors, pour haque blo de données F[i], une matrie P[i] qui ontient les
totaux marginaux des prols-lignes du blo en examen. La matrie P ainsi s'exprime
par :
P =


P[1] 0
P[2]
.
.
.
0 P[B]

 (4.1)
L'inversion de P est obtenue par :
P−1 =


(
P[1]
)−1
0(
P[2]
)−1
.
.
.
0
(
P[B]
)−1

 (4.2)
ar P est une matrie diagonale.
Par ontre, les totaux marginaux de haque prol-olonne doivent être alulés sur
tous les blos de données. Si on note Q[i] la matrie ontenant les totaux marginaux de
haque prol-olonnes alulés sur le blo F[i], la matrie Q s'obtient par la somme de
toutes les Q[i], 'est à dire :
Q =
B∑
i=1
Q[i] (4.3)
Si on note C = FTP−1F, A s'exprime alors par :
A = FTP−1FQ−1
= CQ−1 (4.4)
La matrie C est alulée de façon inrémentale sur tous les blos F[i] :
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C =
B∑
i=1
C[i] (4.5)
ave
∀i ∈ [1;B],C[i] = FT[i]P−1[i] F[i] (4.6)
Les deux formules 4.3 et 4.5 nous aident à onstruire un algorithme inrémental
pour aluler A. La projetion des images Z sur les axes fatoriels (f. Formule 3.23)
peut être réalisée d'une manière analogue :
Z =


Z[1]
Z[2]
.
.
.
Z[B]

 (4.7)
où
∀i ∈ [1;B],Z[i] = P−1[i] F[i]Q−1U (4.8)
La proédure inrémentale pour aluler l'AFC est dérite dans l'algorithme 3.
D'abord, on alule Q et C de façon inrémentale (lignes 17). Puis la matrie A
s'obtient à partir de Q et C (ligne 8). Après avoir obtenu les valeurs propres de A, on
alule (de façon inrémentale aussi) la projetion des images (lignes 1013).
Algorithme 3 : Algorithme inrémental pour aluler l'AFC
Q = 01
C = 02
pour i = 1 à B faire3
harger le blo F[i] en mémoire4
aluler P[i], Q[i] et C[i] à partir de F[i]5
Q = Q + Q[i]6
C = C + A[i]7
A = CQ−18
aluler K premiers veteurs propres de A9
pour i = 1 à B faire10
harger le blo F[i] en mémoire11
aluler P[i] à partir de F[i]12
aluler la projetion Z[i] = P
−1
[i] F[i]Q
−1U
13
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4.1.2 AFC inrémentale parallèle
L'algorithme inrémental présenté i-dessus permet de traiter de grandes bases
d'images. Cependant, il est exéuté de manière séquentielle sur une seule mahine.
Comme les matries Q[i] et C[i] sont alulée indépendamment pour haque blo de
données F[i], il est possible de répartir les blos de données sur plusieurs mahines. Les
matries Q[i] et C[i] sont alulées indépendamment sur haque mahine. Lorsque toutes
les mahines nissent leurs tâhes, les résultats individuels sont ombinés pour obtenir
un résultat nal.
Au ours des années passées, le GPU (Graphis Proessing Unit) a évolué et a of-
fert des ressoures inroyables pour les traitements graphiques et non-graphiques. Le
GPU est spéialisé pour des aluls intensifs et hautement parallèles. En 2006, NVI-
DIA a introduit CUDA (Compute Unied Devie Arhiteture) [NBGS08, NVI08b℄,
une arhiteture de alul parallèle general purpose - ave un nouveau modèle de pro-
grammation et un ensemble d'instrutions - qui tire prot du moteur de alul parallèle
du GPU NVIDIA pour résoudre de nombreux problèmes de alul omplexes de façon
beauoup plus rapide que sur un CPU. CUDA fournit un environnement de program-
mation qui permet aux programmeurs d'utiliser le langage de programmation C omme
un langage de programmation de haut niveau. Dans l'arhiteture CUDA, le GPU est
un périphérique qui peut exéuter plusieurs threads onurrents.
Une implémentation de BLAS (Basi Linear Algebra Subprograms) sur NVIDIA
CUDA, la bibliothèque CUBLAS [NVI08a℄, est aussi disponible. CUBLAS se ompose
des fontions au niveau API (Appliation Programming Interfae). Le modèle basique
pour utiliser CUBLAS est de (i) réer des matries et veteurs dans la mémoire GPU,
(ii) les remplir ave les données, (iii) appeler une suite de fontions de CUBLAS et (iv)
opier les résultats vers la mémoire CPU. Les fontions de CUBLAS sont exéutées
impliitement parallèlement sur le GPU.
Comme les aluls néessaires pour l'AFC sont des manipulations de matries, nous
proposons une version parallèle de l'algorithme inrémental d'AFC qui utilise CUBLAS.
L'implémentation inrémentale parallèle du alul l'AFC (dérite dans l'algorithme 4)
manipule des matries sur le GPU pour aélérer des aluls.
Pour haque étape inrémentale i, on harge un blo de données F[i] en mémoire CPU
et le opie vers la mémoire GPU ; puis les formules 4.3 et 4.5 sont alulées de manière
parallèle sur GPU (en appelant les fontions orrespondant de CUBLAS). Lorsque les
itérations se terminent, on alule A sur GPU avant de la reopier vers la mémoire
CPU (lignes 910). L'algorithme alule K veteurs propres de la matrie A sur le
CPU
2
et les opie vers la mémoire GPU pour l'étape de projetion (lignes 1112). Pour
haque itération dans l'étape de projetion, on harge un blo de données en mémoire
CPU, la opie vers la mémoire GPU, alule la formule de projetion 4.8 et reopie le
2. Pour l'instant, ette étape est eetuée sur CPU ar la déomposition en valeurs propres et
veteurs propres d'une matrie n'est pas implémentée sur GPU. On peut utiliser l'implémentation de
la déomposition QR sur GPU [KCR09℄ pour aélérer la déomposition en valeurs propres et veteurs
propres. Il est également possible d'implémenter un algorithme itératif parallélisable omme l'algorithme
de Jaobi sur GPU.
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résultat vers la mémoire CPU (lignes 1318).
Algorithme 4 : Algorithme inrémental parallèle pour aluler l'AFC
Q = 01
C = 02
pour i = 1 à B faire3
harger le blo F[i] en mémoire de CPU4
opier F[i] vers mémoire de GPU5
aluler P[i], Q[i] et C[i] à partir de F[i]6
Q = Q + Q[i]7
C = C + C[i]8
A = CQ−19
reopier A vers mémoire CPU10
aluler K premiers veteurs propres de A sur CPU11
opier K veteurs propres vers mémoire GPU12
pour i = 1 à B faire13
harger le blo F[i] en mémoire CPU14
opier F[i] vers mémoire de GPU15
aluler P[i] à partir de F[i]16
aluler la projetion Z[i] = P
−1
[i] F[i]Q
−1U
17
reopier Z[i] vers mémoire CPU18
4.1.3 Parallélisation de la reherhe d'image par AFC sur GPU
La méthode de reherhe d'images approximative basée sur la qualité de représenta-
tion que nous avons proposée permet d'aélérer de 3 à 14 fois la reherhe par rapport à
une reherhe exhaustive sans diminuer la qualité des résultats. Il s'agit d'une méthode
en deux étapes : ltrage des images non pertinentes et ranement des résultats sur une
liste d'images andidates. Pour une base d'un million d'images, la plupart du temps de
alul est onsaré à l'étape de ltrage (f. Figure 4.1). Cei nous motive à paralléliser
ette étape an d'aélérer enore la reherhe. La parallélisation est réalisée sur le GPU
en utilisant CUDA.
Représentation des hiers inversés et parallélisation des aluls
L'étape de ltrage dans la reherhe en deux étapes onsiste à aluler les fréquenes
de haque image dans la base et à rejeter les images non pertinentes pour la requête en
se basant sur leur fréquene (f. Setion 3.5.3). Nous présentons maintenant la repré-
sentation des hiers inversés et son utilisation pour paralléliser l'étape de ltrage sur
le GPU.
Pour une parallélisation eae des aluls sur le GPU, la dépendane des données
entre threads doit être évitée, 'est à dire que haque thread ne doit manipuler que ses
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Figure 4.1  Temps de alul de l'étape de ltrage et de l'étape de ranement dans la
reherhe sur une base d'un million d'images.
Figure 4.2  Calul parallèle de la fréquene des images sur GPU : haque thread
alule la fréquene de 8 images.
propres données. C'est la raison pour laquelle nous représentons les hiers omme des
veteurs de bits. Un hier inversé représente la présene ou l'absene des images dans
le hier inversé par des bits 0 (absene) et 1 (présene). Soit F σα , σ ∈ {+,−} est un
hier inversé, si l'image i appartient à e hier inversé, le ie`me bit du veteur de bits
orrespondant est mis à 1.
Une telle représentation permet de ompresser les hiers inversés pour qu'ils puissent
tenir dans la mémoire GPU et de aluler la fréquene des images de manière indépen-
dante dans haque thread. Chaque thread alule la fréquene de 8 images (un otet
représente la présene ou l'absene de 8 images). La gure 4.2 illustre la parallélisation
du alul de la fréquene des images en utilisant les threads GPU.
Filtrage parallèle sur GPU
Ave la représentation des hiers inversés proposée i-dessus, l'étape de ltrage
des images non pertinentes ommene par le alul parallèle des fréquenes de haque
image de la base. Pour une image requête, on détermine d'abord les hiers inversés
orrespondants et on transfère les indies de es hiers vers la mémoire GPU. Les
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threads alulent indépendamment et parallèlement la fréquene des images en faisant
une somme sur les bits orrespondant des hiers inversés (f. Figure 4.2). Après avoir
alulé les fréquenes, on opie le résultat vers la mémoire CPU et on détermine le seuil
θ omme dans le as de la version non parallèle. On obtient ainsi la même liste d'images
andidates.
4.1.4 Expérimentations
Nous avons réalisé les expérimentations sur la base Nistér-Stewénius (f. Setion 3.6
du hapitre 3). Pour évaluer la passage à l'éhelle des méthodes proposées, nous avons
fusionné la base Nistér-Stewénius ave 100 000, 200 000, 500 000 et un million d'images
téléhargées à partir de FlikR
3
. Le nombre de mots visuels est xé à 5 000.
Les algorithmes sont érits en C++ utilisant la bibliothèque LAPACK [ABB
+
99℄
pour le alul des valeurs propres et veteurs propres. Nous avons utilisé la bibliothèque
ATLAS [WPD01℄ pour optimiser les manipulations des matries sur CPU. La version
inrémentale parallèle de l'AFC sur GPU est implémentée en utilisant CUBLAS et
l'algorithme de ltrage des images non pertinentes est parallélisé en utilisant CUDA sur
une ou deux arte(s) graphique(s) NVidia GeFore GTX-280 ave 1GO de mémoire.
Toutes les expérimentations sont réalisées sur une mahine Intel Xeon bi-proesseurs
Quad-ore, 3.2GHz, 8GO de mémoire vive. Après avoir eetué l'AFC sur les images,
nous avons onservé les 500 premiers axes. La mesure du osinus est utilisée pour aluler
la similarité entre les images. La méthode de reherhe approximative utilise les hiers
inversés basés sur la qualité de représentation. Le seuil θˆ est hoisi tel que la liste
d'images andidates H
θˆ
ontienne au moins 500 images.
Le tableau 4.1 présente le temps d'exéution (en seonde) des deux algorithmes
proposés sur des bases d'images ave diérentes tailles. La version parallèle sur une
arte GPU est environ 12 fois (pour la onstrution de la matrie A et la projetion
des images sur les axes fatoriels) et 7 fois (au total) plus rapide que la version non
parallèle ar le alul des valeurs propres / veteurs propres est onstant pour toutes les
expérimentations e qui est normal puisque le alul se fait sur CPU. Ave deux artes
GPU le premier fateur est multiplié par 2 et le seond par 1.5.
Le tableau 4.2 montre le temps de réponse (en milliseondes) et la préision aux 3
premières images retournées (P3) pour diérentes méthodes de reherhe : la méthode
approximative ave le ltrage des images non pertinentes (eetué sur GPU et sur CPU)
et la méthode exhaustive. Sur une base d'un million d'images, la méthode ave ltrage
des images non pertinentes eetué sur le GPU est environ 10 fois plus rapide que
la méthode sans parallélisation du ltrage et de 114 fois plus rapide qu'une reherhe
exhaustive. Étonnamment, la reherhe approximative donne de meilleurs résultats que
la méthode exhaustive. Cei est dû au fait que la qualité de représentation est un
indiateur pertinent de l'AFC pour interpréter la proximité des images.
3. http://www.flikr.om
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Table 4.1  Comparaison du temps de alul (en seonde) des deux algorithmes (paral-
lèle et non parallèle) pour aluler l'AFC. (a) : temps de alul pour l'étape de onstru-
tion de la matrie A ; (b) : temps de alul des valeurs propres/veteurs propres ; () :
temps de alul pour l'étape de projetion et Total = (a) + (b) + ().
Taille de la
base
CPU
(a) : Mat. A (b) : Ve. prop. () : Projetion (a) + () Total
100K 314.21 63.6 31.47 345.68 409.28
200K 628.54 63.6 63.02 691.56 755.16
500K 1 569.02 63.6 157.40 1 726.42 1 790.02
1M 3 136.42 63.6 315.10 3 451.52 3 515.12
Taille de la
base
1 GPU Gain
(a) (b) () (a) + () Total (a) + () Total
100K 26.16 63.6 3.59 29.75 93.35 11.62 4.38
200K 51.91 63.6 7.14 59.05 122.65 11.71 6.16
500K 129.16 63.6 17.80 146.96 210.56 11.75 8.50
1M 257.91 63.6 35.57 293.48 357.08 11.76 9.84
Moyenne 11.71 7.22
Taille de la
base
2 GPU Gain
(a) (b) () (a) + () Total (a) + () Total
100K 13.98 63.6 2.30 16.29 79.89 21.22 5.12
200K 26.88 63.6 4.08 30.96 94.56 22.34 7.99
500K 65.76 63.6 9.40 75.16 138.76 22.97 12.90
1M 130.46 63.6 18.21 148.67 212.27 23.22 16.56
Moyenne 22.44 10.64
4.2 Combinaison de l'AFC ave d'autres méthodes
4.2.1 Mesure de dissimilarité ontextuelle
La mesure de dissimilarité ontextuelle, (MDC ou CDM : abréviation de Contextual
Dissimilarity Measure) [JHS07℄ est une intégration des informations ontextuelles à la
reherhe par la similarité. La mesure prend en ompte la struture de voisinage des
images pour orriger la symétrie de voisinage du shéma de reherhe des k plus prohes
voisins (k-PPV). Nous assoions à haque image un poids inversement proportionnel à
la densité de la région où se trouve ette image. Cette pondération favorise les images
isolés et pénalise les images se trouvant dans les régions denses.
Considérons un voisinage N (i) d'une image i déni par les nN plus prohes voisins
de i obtenus par un shéma de reherhe des k-PPV (k ≡ nN ). Nous dénissons la
distane de voisinage dN (i) omme la moyenne des distanes de l'image i à toutes les
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Table 4.2  Comparaison des méthodes de reherhe.
Taille de la
base
Filtrage sur GPU Filtrage sur CPU Reherhe exhaustive
temps (ms) P3 temps (ms) P3 temps (ms) P3
100K 1.47 0.681 7.56 0.681 94.32 0.676
200K 2.09 0.665 13.53 0.665 179.76 0.660
500K 4.17 0.641 33.07 0.641 435.00 0.639
1M 7.53 0.625 79.99 0.625 860.88 0.623
images dans son voisinage N (i) :
dN (i) =
1
nN
∑
j∈N (i)
d(i, j) (4.9)
où d(i, j) est la distane (ou une mesure de dissimilarité quelonque) entre les images
i et j. La quantité dN (i) est alulée pour toutes les images de la base. La mesure de
dissimilarité ontextuelle dMDC(i, j) entre 2 images i et j est dénie par :
dMDC(i, j) = d(i, j)
( (
d¯N
)2
dN (i)dN (j)
)β
(4.10)
où 0 < β < 1 est le fateur de lissage et d¯N est la moyenne géométrique des distanes
de voisinage r(i) obtenue par :
d¯N =
M∏
i=1
(dN (i))
1
M
(4.11)
Il est possible d'utiliser la moyenne algébrique au lieu de la moyenne géométrique
et on obtient un résultat similaire.
La formule 4.10 peut se réérire :
dMDC(i, j) = d(i, j)
( (
d¯N
)2
dN (i)dN (j)
)β
(4.12)
= d(i, j)
(
d¯N
dN (i)
)β (
d¯N
dN (j)
)β
(4.13)
= d(i, j)δ(i)δ(j) (4.14)
où
δ(i) =
(
d¯N
dN (i)
)β
(4.15)
Les k plus prohes voisins d'une requête r sont obtenus par :
k-PPV(r) = k- argmin
i
{d(i, r)δ(i)} (4.16)
Les δ(i) sont appelés termes de régularisation et stokés dans la base.
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4.2.2 Intégration de la MDC dans la reherhe approximative par
AFC
Quand la taille de la base d'images est grande, un inonvénient de la MDC est
que le alul des termes de régularisation implique le alul des distanes pour haque
paire d'images de la base. La omplexité du alul est ainsi quadratique en fontion
du nombre d'images. Pour réduire la omplexité, [JHS07℄ a proposé une méthode de
reherhe approximative en regroupant les images en lusters. Les plus prohes voisins
d'une image i sont herhés dans un nombre limité (par ex., 3, soit 1% de la base) de
lusters les plus prohes de i. Le hoix des lusters plus prohes d'une image se base sur
la distane de ette image aux entres des lusters. Le nombre de lusters voisins d'un
luster donné augmente de manière exponentielle ave le nombre de dimensions. Don,
si le nombre de lusters les plus prohes est trop petit, le risque devient grand de ne pas
obtenir un bon voisinage et la préision est dégradée. Par ailleurs, les méthodes basées
sur le lustering dégradent la qualité des résultats lorsque les données ne sont pas bien
organisées en agrégats (f. Setion 2.4.3).
C'est pour ela que nous nous proposons d'utiliser notre méthode de reherhe ap-
proximative se basant sur les hiers inversés pour aluler les termes de régularisation
δ(i). Cette méthode de reherhe approximative permet de trouver de bons voisins d'une
requête en examinant seulement un tout petit ensemble d'images (par ex., 0.05% de la
taille de la base). Ainsi la omplexité du alul est diminuée et la préision est améliorée.
Nous exploitons ette mesure de dissimilarité ontextuelle de deux manières :
 hors ligne : nous alulons les termes de régularisation δ(i) une seule fois avant
la reherhe. Cette solution est appropriée pour les bases d'images statiques où la
mise à jour est rare.
 à la volée : au ours de la reherhe, nous alulons les termes de régularisation δ(i)
pour des images dans la liste d'images andidates seulement. De ette manière, le
problème de la mise à jour n'existe plus.
4.2.3 Forêt aléatoire
Proposé par L. Breiman, la forêt aléatoire (Random Forest) [Bre01℄ est un outil pour
la lassiation supervisée, la régression et le lustering des données. L'algorithme de
forêts aléatoires rée un ensemble d'arbres de déision an de réduire l'erreur de biais
et d'obtenir une faible orrélation entre les arbres.
Considérons une tâhe de lassiation supervisée de M individus x ∈ X à N attri-
buts. Un arbre de déision (noté DT) de la forêt de T arbres (noté RF = {DTj}j=1..T )
est réé de la façon suivante :
 tirage ave remise depuis l'ensemble d'apprentissage X d'un éhantillon bootstrap
(noté X(i), i ∈ [1;T ]) qui est utilisé pour la onstrution de l'arbre ;
 reherhe d'une meilleure oupe pour haque n÷ud de déision à partir d'un sous-
ensemble aléatoire de N0 attributs (N0 < N , par ex., N0 =
√
N) ;
 onstrution de l'arbre le plus profond possible (sans élagage).
La reherhe de la meilleure oupe se base sur un sous ensemble d'attributs tiré
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aléatoirement et sur une mesure d'impureté telle l'entropie de Shannon [Sha01℄ utilisée
dans C4.5 [Qui93℄ ou l'indie de Gini (Gini index ) utilisé dans CART [BFSO84℄.
Pour prédire l'étiquette d'un nouvel individu, on utilise un vote majoritaire des
arbres de la forêt dans le as de la lassiation ou la moyenne des préditions des
arbres dans le as de la régression. L'algorithme de forêts aléatoires donne de bons
résultats. Par ailleurs, il est rapide et robuste aux données bruitées.
Breiman a étendu les forêts aléatoires au as de l'apprentissage non supervisé [Bre01℄.
Étant donné un ensemble deM individus non étiquetés, on génère un autre ensemble de
données à partir de l'ensemble original et on étiquette l'ensemble original par la lasse
+1 et l'ensemble synthétique par la lasse −1. La génération de l'ensemble de données
synthétiques se base sur la distribution de l'ensemble original. En eet, on génère M
individus synthétiques. Pour haun, la valeur du je`me attribut est tirée aléatoirement
de M valeurs du je`me attribut des individus originaux :
y(j) = rand
x∈X
{x(j)} (4.17)
où y(j) est la valeur du je`me attribut d'un individu synthétique y ; x(j) est la valeur
du je`me attribut de l'individu x ∈ X ; et rand est une fontion qui tire aléatoirement
une valeur à partir d'un ensemble de valeurs.
Après avoir obtenu deux ensembles étiquetés (2M individus), on onstruit la forêt
aléatoire à partir de es deux ensembles omme dans le as de l'apprentissage supervisé
présenté i-dessus. On dénit ensuite la proximité entre deux individus.
Dénition 4.1 (Proximité selon une forêt aléatoire)  La proximité selon une fo-
rêt aléatoire entre deux individus i et j, notée prox(i, j) est le nombre de feuilles d'un
des arbres de la forêt où les deux individus i et j se trouvent :
prox(i, j) =
∣∣{f | i ∈ f et j ∈ f}∣∣ (4.18)
où f est une feuille d'un arbre de la forêt aléatoire.
Après avoir déni la proximité entre des individus, on peut eetuer des tâhes
d'analyse omme le lustering ou la rédution de dimensions.
4.2.4 Arbres obliques
La onstrution d'un arbre de déision dans les algorithmes de forêt aléatoire n'utilise
qu'un seul attribut parmi un sous-ensemble d'attributs tiré aléatoirement pour séparer
les individus à haque niveau de l'arbre [BFSO84, Qui93℄. Beauoup d'information peut
être perdue en as de dépendanes entre attributs. L'exemple de la gure 4.3 montre
qu'il n'existe auune oupe perpendiulaire aux axes permettant de séparer totalement
les individus en une seule fois. Mais la oupe oblique H1 (ombinaison de deux attributs)
lassie parfaitement les individus en deux lasses. Pour remédier à e problème, on peut
onstruire des arbres multivariés qui eetuent des oupes obliques pour séparer les in-
dividus. La omplexité de la onstrution d'un arbre oblique est NP-diile [Hea92℄.
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Figure 4.3  Coupe selon un seul attribut (à gauhe) et selon deux atributs (à droite).
Breiman et al. ont aussi proposé dans [BFSO84℄ une méthode de onstrution d'arbres
obliques qui ombine linéairement les attributs en utilisant des oeients générés aléa-
toirement dans l'intervalle [−1; 1].
Cependant ette approhe ne peut traiter qu'un petit nombre d'attributs à ause
de l'explosion ombinatoire. Murthy et al. ont proposé OC1 [MKSB93℄, un système
d'indution d'arbres obliques qui fait une reherhe loale (méthode heuristique) pour
trouver une bonne oupe oblique (hyperplan). Dans [WBCST99℄, Wu et al. ont étendu
l'algorithme OC1 en modiant profondément la reherhe d'une oupe oblique. Ils ont
proposé d'utiliser les SVMs (support vetor mahines) pour trouver des hyperplans
optimaux plus robustes que l'algorithme OC1. Cette approhe améliore la performane
de l'algorithme OC1. Cependant, l'utilisation d'un SVM standard se ramène à résoudre
un programme quadratique dont la omplexité est au moins égal au arré du nombre
d'individus.
Dans [DLPP09℄, nous avons proposé un algorithme de forêt aléatoire (noté RF-
ODT) qui onstruit un ensemble d'arbres obliques de la même manière que elui proposé
par Breiman. La seule diérene est qu'un arbre oblique dans la forêt aléatoire utilise
un hyperplan général au lieu d'un hyperplan perpendiulaire aux axes pour eetuer
les oupes obliques. La reherhe des hyperplans obliques se fonde sur l'algorithme
PSVM (proximal support vetor mahine) [FM01℄ ar l'algorithme PSVM est très rapide
par rapport aux algorithmes SVM standard. Le PSVM résout un système d'équations
linéaires au lieu d'une programmation quadratique omme 'est le as pour un SVM
standard. La omplexité du PSVM est don linéaire en fontion du nombre d'individus
et il est apable de traiter de grands ensembles de données. L'évaluation de RF-ODT
dans le domaine de la lassiation supervisée montre que RF-ODT donne de meilleurs
résultats que d'autres méthodes d'apprentissage automatique omme le LibSVM [CL01℄,
C4.5 [Qui93℄, et la forêt aléatoire d'arbres de déision C4.5.
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4.2.5 Reherhe d'images par forêt aléatoire
Nous herhons à intégrer la proximité selon une forêt aléatoire dans la reherhe
d'images à l'aide de l'AFC. Après avoir fait l'AFC des images, nous avons une repré-
sentation réduite des images sur les axes fatoriels. Nous onstruisons ensuite une forêt
aléatoire ave ette nouvelle représentation des images.
La reherhe d'images par forêt aléatoire se ompose de deux étapes.
1. Indexation  Cette étape se fait hors ligne en plaçant les images de la base dans
les feuilles orrespondantes (en appliquant les règles de dédution SI  ALORS).
2. Reherhe  L'étape de reherhe proprement dite onsiste d'abord à déterminer
les feuilles, pour haque arbre de déision dans la forêt, où l'on va mettre la requête.
La proximité de toutes les images se trouvant dans une feuille où l'on a mis la
requête est alors augmentée de 1.
Nous avons exploité la proximité selon une forêt aléatoire de deux manières.
 On utilise diretement ette proximité omme une mesure de similarité. Dans e
as, on remplae la similarité du osinus par la proximité selon une forêt aléatoire.
 La proximité n'est utilisée que dans l'étape de ltrage pour ltrer les images
non pertinentes (f. la méthode de reherhe en deux étapes). Dans e as, on
remplae les hiers inversés par les feuilles des arbres de la forêt. La proximité
selon une forêt aléatoire joue le même rle que la fréquene des images. Une
reherhe séquentielle dans la liste d'images andidates est néessaire pour raner
les résultats.
La omplexité en temps de l'algorithme de reherhe par forêt aléatoire est théo-
riquement O(T logM) où T est le nombre d'arbres de la forêt et M est le nombre
d'individus de la base. Par ailleurs, la détermination des feuilles pour une requête dans
une forêt aléatoire est indépendante pour haque arbre. Il est possible de répartir les
arbres pour paralléliser la reherhe.
4.2.6 Expérimentations
Nous évaluons la ombinaison de l'AFC ave la mesure de dissimilarité ontextuelle
et la forêt aléatoire. Les expérimentations sont eetuées sur la base Nistér-Stewénius
fusionnée ave des images de FlikR.
Mesure de similarité ontextuelle
Dans le tableau 4.3, nous omparons la ombinaison entre notre algorithme de re-
herhe approximative basée sur la qualité de représentation et la MDC (noté AFC-
MDC(1) : ombinaison hors ligne et AFC-MDC(2) : ombinaison à la volée) à la mé-
thode proposée dans [JHS07℄ qui ombine le lustering des images (sur la représentation
par des mots visuels) et la MDC (noté Clustering-MDC). Pour la méthode Clustering-
MDC, on regroupe les images en 500 lusters et prend 50 lusters (soit 10% de la base)
les plus prohes à la requête pour herher des images similaires. Le paramètre nN pour
aluler les termes de régularisation δ(i) est hoisi égal à 10 et nous avons xé β égal à
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Table 4.3  Comparaison des méthodes de reherhe utilisant MDC.
Bases
d'images
AFC-MDC(1) AFC-MDC(2) Clustering-MDC
temps (ms) P3 temps (ms) P3 temps (ms) P3
100K 7.9 0.741 35.8 0.749 17.2 0.696
200K 12.8 0.725 40.6 0.735 30.5 0.683
500K 32.8 0.705 60.7 0.715 78.6 0.660
1M 86.4 0.688 115.6 0.701 171.3 0.643
0.6 omme dans [JHS07℄. Le seuil θˆ pour les méthodes basées sur les hiers inversés de
l'AFC est hoisi tel que la liste d'images andidates H
θˆ
ontiene au moins 500 images.
Pour toutes les méthodes, nous alulons la pre´cision aux 3 premières images re-
tournées (P3) omme mesure d'évaluation. Nous présentons également le temps de
réponse de toutes les méthodes.
Les résultats montrent que l'intégration de la mesure de dissimilarité ontextuelle
améliore onsidérablement la pertinene des images retournées par rapport à la simi-
larité du osinus. Par ailleurs, notre méthode de reherhe approximative basée sur les
hiers inversés fait mieux que la méthode basée sur le lustering en termes de qualité
des résultats ainsi que le temps de réponse. L'intégration de MDC à la volée améliore
légèrement la qualité des résultats par rapport à l'intégration hors ligne en ajoutant un
oût supplémentaire pour aluler, à la volée, les termes de régularisation des images
dans la liste d'images andidates.
Forêt aléatoire
Dans es expérimentations, nous évaluons l'utilisation de la proximité selon une
forêt aléatoire dans la reherhe d'images par AFC. Les tests sont réalisés sur les bases :
Calteh-4, Calteh-101 et Nistér-Stewénius. Nous avons développé notre algorithme de
forêt aléatoire des arbres obliques (RF-ODT) en C++. Pour évaluer la performane des
méthodes, nous alulons la pre´cision aux 10, 20, 50, et 100 premières images retournés
(pour les bases Calteh-4 et Calteh-101) et aux 3, 10 et 20 première images (pour la
base Nistér-Stewénius).
Deux tableaux 4.4 et 4.5 présentent les résultats de l'utilisation de la proximité selon
une forêt aléatoire pour la reherhe d'images. Dans es tableaux, K est le nombre
d'axes onservés et T est le nombre d'arbres dans la forêt aléatoire. La méthode RF-
ODT(1) utilise la proximité selon une forêt aléatoire omme mesure de similarité tandis
que la méthode RF-ODT(2) l'utilise pour ltrer des images non pertinentes omme la
méthode de reherhe basée sur les hiers inversés. Dans e as, les feuilles jouent le
même rle que les hiers inversés. Une reherhe séquentielle dans la liste d'images
andidates (ave la similarité du osinus) est néessaire pour raner les résultats. Nous
présentons aussi les résultats d'une reherhe séquentielle ave la similarité osinus (AFC
+ Cosinus) omme méthode de référene.
La première remarque est que plus T est grand, meilleurs sont les résultats quelle
que soit l'utilisation de la proximité selon une forêt aléatoire. L'utilisation direte de
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Table 4.4  Combinaison de la proximité par forêt aléatoire ave l'AFC sur les bases
Cateh-4 et Calteh-101
Bases/Méthodes ↓ P10 P20 P50 P100 temps (ms)
Calteh-4
K = 30
RF-ODT(1), T = 50 0.964 0.958 0.945 0.928 0.059
RF-ODT(1), T = 100 0.969 0.963 0.952 0.942 0.115
RF-ODT(1), T = 200 0.970 0.964 0.954 0.945 0.276
RF-ODT(1), T = 500 0.972 0.966 0.956 0.948 1.076
RF-ODT(2), T = 30 0.971 0.965 0.953 0.941 0.081
RF-ODT(2), T = 50 0.971 0.965 0.954 0.944 0.115
RF-ODT(2), T = 100 0.971 0.964 0.954 0.945 0.169
AFC + Cosinus 0.971 0.965 0.954 0.945 0.531
Calteh-101
K = 100
RF-ODT(1), T = 100 0.340 0.318 0.284 0.254 0.263
RF-ODT(1), T = 200 0.349 0.326 0.291 0.262 0.604
RF-ODT(1), T = 500 0.358 0.333 0.297 0.267 2.039
RF-ODT(1), T = 1000 0.360 0.337 0.300 0.270 4.696
RF-ODT(2), T = 50 0.369 0.342 0.299 0.262 0.331
RF-ODT(2), T = 100 0.371 0.344 0.301 0.266 0.495
RF-ODT(2), T = 200 0.371 0.344 0.302 0.267 0.865
AFC + Cosinus 0.371 0.344 0.302 0.266 4.688
la proximité selon une forêt aléatoire ne donne de bons résultats que dans la base
de Calteh-4. Pour les bases Calteh-101 et Nistér-Stewénius, elle est beauoup moins
bonne que la similarité du osinus. Par ontre, quand la proximité par forêt aléatoire
est utilisée pour ltrer les images non pertinentes, nous obtenons d'aussi bons résultats
qu'ave une reherhe séquentielle ave un temps de réponse plus petit (4 à 10 fois plus
rapide).
4.3 Synthèse
Nous avons présenté, dans e hapitre, le passage à l'éhelle de l'AFC et la ombi-
naison de l'AFC ave la mesure de dissimilarité ontextuelle, d'une part et une forêt
aléatoire d'autre part pour la reherhe d'images par le ontenu. Pour traiter de grand
tableaux de ontingene, nous avons proposé un algorithme inrémental pour aluler
l'AFC. L'algorithme déoupe le tableau en blos par lignes et les harge suessive-
ment en mémoire. De ette manière, il n'a besoin de harger le tableau de ontingene
que deux fois (une pour aluler la matrie à diagonaliser et l'autre pour aluler la
projetion). Nous avons également parallélisé l'algorithme inrémental sur GPU pour
pouvoir traiter rapidement de grands ensembles de données. Bien que notre méthode de
reherhe basée sur les hiers inversés aélère beauoup la reherhe exhaustive (de
4 à 20 fois plus rapide), nous avons essayé d'aélérer enore la reherhe en paralléli-
sant l'étape de ltrage de notre méthode sur GPU. La méthode de reherhe parallèle
sur GPU est 10 fois plus rapide que la version non parallèle sur CPU et environ 100
fois plus rapide qu'une reherhe séquentielle sur CPU sans perdre de qualité sur les
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Table 4.5  Combinaison de la proximité par forêt aléatoire ave l'AFC sur la base
Nistér-Stewénius ave K = 500
Méthodes ↓ P3 P10 P20 temps (ms)
RF-ODT(1), T = 100 0.547 0.196 0.105 0.403
RF-ODT(1), T = 200 0.613 0.213 0.113 0.922
RF-ODT(1), T = 500 0.667 0.227 0.120 3.256
RF-ODT(1), T = 1000 0.687 0.233 0.122 6.817
RF-ODT(1), T = 2000 0.699 0.236 0.123 13.587
RF-ODT(2), T = 100 0.731 0.242 0.125 1.398
RF-ODT(2), T = 200 0.739 0.246 0.128 2.131
RF-ODT(2), T = 300 0.741 0.246 0.129 2.827
RF-ODT(2), T = 500 0.742 0.248 0.129 4.259
AFC + Cosinus 0.742 0.248 0.129 16.449
résultats. L'intégration de la mesure de dissimilarité ontextuelle à notre méthode de re-
herhe améliore onsidérablement la pertinene des images retournées. Originellement,
les termes de régularisation sont alulés hors ligne. Nous avons étendu notre méthode
de reherhe pour pouvoir aluler es termes au ours de la reherhe. Les tests numé-
riques réalisés montrent que l'intégration de la MDC à la volée améliore la qualité de
la reherhe par rapport à la méthode hors ligne en ajoutant un oût supplémentaire.
Bien que les résultats de l'utilisation direte de la proximité selon une forêt aléatoire à
la plae des mesures de similarité lassiques omme L1, L2 ou similarité du osinus ne
soient pas très bons en général, l'utilisation de ette proximité pour une reherhe en
deux étapes, permet d'obtenir d'aussi bons résultats que dans le as d'une reherhe sé-
quentielle en un temps de réponse ourt. Puisque la omplexité du alul des proximités
par forêt aléatoire est sous linéaire ave le nombre d'images de la base (O(T logM)), la
reherhe par forêt aléatoire peut être une méthode prometteuse dans l'avenir.
Chapitre 5
Visualisation des résultats de
l'Analyse fatorielle des
orrespondanes sur les images
5.1 Introdution
La fouille de données [FGS96℄ vise à extraire des onnaissanes utiles ahées à partir
de grandes bases de données. Cette ativité est très liée à l'objetif des utilisateurs :
'est l'utilisateur qui peut déterminer si les résultats de la fouille sont pertinents pour
lui ou non. Il est don souhaitable que les outils de la fouille de données soient interatifs
et permettent la partiipation de l'utilisateur. L'idée ii est d'augmenter l'interativité
au travers des tehniques de visualisation. Il existe un grand nombre de méthodes de
visualisation développées au ours de la dernière déennie dans diérents domaines et
qui ont été utilisées dans l'exploration des données et le proessus d'extration des
onnaissanes [FGW01, Kei02℄
Les méthodes de visualisation sont utilisées pour la séletion des données (phase
de pré-traitement) et la visualisation des résultats (phase de post-traitement). Cer-
taines méthodes réentes d'extration visuelle de données [AEK00, DP04, Pou04℄ es-
saient de faire partiiper plus intensivement l'utilisateur dans le proessus de fouille de
données par l'utilisation de la visualisation. Cette oopération peut apporter des avan-
tages omme l'utilisation de onnaissanes du domaine au ours de la onstrution du
modèle, l'amélioration de la onane et de la ompréhensibilité des modèles obtenus
ou l'utilisation des apaités humaines de reonnaissane des formes dans la phase de
onstrution et exploration du modèle [Pou04℄.
En analyse de données textuelles, l'outil Bi-Qnomis [KBC06℄ développé par M. Ker-
baol permet de visualiser les résultats et de trouver des thèmes pertinents dans un
orpus textuel traité par l'analyse fatorielle des orrespondanes (AFC). Les nuages de
points (douments et mots) sont projetés sur un plan fatoriel. Puis, pour haque axe,
on fait une liste des mots ayant une forte ontribution (orrespondant à une métalé).
Ces mots sont ahés à gauhe et le titre des douments bien représentés sur e plan
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Figure 5.1  Visualisation des douments et des mots ave l'outil Bi-Qnomis.
sont ahés en haut (Figure 5.1). L'utilisateur peut liquer sur un titre pour voir en
détail un doument. En examinant les métalés et les douments, un expert aura une
vue synthétique du ontenu de es douments. Bi-Qnomis fournit aussi une visualisation
des métalés et leurs mots assoiés en utilisant un arbre hyperbolique (Figure 5.2).
Dans e hapitre nous présentons un outil de visualisation des résultats d'AFC
adaptée au as des images. Comme il n'y a pas de  vrais  mots au sens littéral dans les
images, on a utilisé des mots visuels  à la plae des mots textuels et les images sont
onsidérées omme douments. L'outil graphique interatif que nous avons développé
est appelé CAViz. CAViz permet aussi la déouverte de thèmes dans des bases d'images.
Les expérimentations sont réalisées sur la base Calteh-4 (f. Setion 3.6).
5.2 Projetion sur le plan fatoriel
Après avoir fait une AFC sur les images, on les projette sur les plans fatoriels
en s'aidant des indiateurs usuels de l'AFC : ontribution à l'inertie et la qualité de
représentation. La gure 5.3 présente la projetion des images de la base Calteh-4 sur
le plan fatoriel 12 (-à-d. le plan onstitué des axes 1 et 2).
L'éran est divisé en deux parties : à gauhe, nous projetons les nuages de points
(images et/ou mots visuels) et la partie droite est réservée à l'ahage des images
séletionnées. Un point-image s'ahe en rouge, un point-mot visuel est de ouleur
bleue. L'utilisateur peut séletionner une image ou un groupe d'images en pointant sur
l'image intéressante. Toutes les images se trouvant dans un voisinage de rayon r de
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Figure 5.2  Visualisation des métalés par un arbre hyperbolique.
l'image intéressante sont également ahées à droite. Cei nous donne tout de suite
une vue générale du ontenu de es images. La ouleur des points orrespondant aux
images séletionnées sera modiée de rouge en vert. Les mots visuels (sous forme d'une
ellipse) seront superposés sur les images séletionnées (voir la gure 5.4).
Pour se onentrer sur des images et/ou des mots intéressants, nous n'ahons, dans
le plan, que les images et/ou les mots ayant une forte ontribution, généralement 2 ou
3 fois la ontribution moyenne. L'inertie totale sur un axe est égale à la valeur propre
assoiée à et axe. Le seuil est don faile à déterminer. M. Kerbaol appelle métalés
les groupes des mots dont la ontribution est très élevée sur un axe. Nous avons don 2
métalés par axe, une positive et une négative. Les mots visuels appartenant à haque
métalé seront ahés sur l'image orrespondante. Dans la gure 5.5, nous ahons
les métalés et leurs mots visuels. Les images se trouvant à haque extrémité des axes
orrespondent à des métalés. L'image en haut à gauhe est superposée aux mots visuels
prohes d'elle. Il est faile de vérier que la plupart de es mots se trouvent à la fois
dans la métalé à gauhe et la métalé en bas.
L'information onernant une image est également extraite de façon interative en
séletionnant l'image en question. Il y a 2 indiateurs pertinents pour interpréter le
résultat de l'AFC : la qualité de représentation d'une part et la ontribution à l'inertie
d'autre part. Ces informations nous aideront à ertaines tâhes ultérieures. La gure 5.6
montre un exemple de l'extration interative de es informations. L'image dans et
exemple est bien représentée par les axes 2, 3, 25, et 33 et ontribue beauoup aux axes
2, 25, 33 et 43.
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Figure 5.3  Projetion des images et des mots visuels sur le plan fatoriel 12.
Un des avantages de l'AFC est que l'on peut aher des mots visuels et des images
dans un même plan. Les mots prohes d'une image aratérisent bien ette image. Il est
aisé de visualiser les mots aratérisant bien une ou un groupe d'images (orrespondant
à un thème) en séletionnant l'image et ahant les mots prohes de ette image. La
gure 5.7 montre les mots qui représentent bien le thème  visage .
5.3 Déouverte des thèmes d'images
Après avoir ahé les nuages des points sur un plan fatoriel, un groupe de points
prohes les uns des autres peut dénir un thème dans e plan fatoriel. Néanmoins, pour
pouvoir déouvrir des thèmes plus ns, il faut herher les axes (le plan) qui représentent
es thèmes. CAViz permet d'aher les informations sur la qualité de représentation
des images sur les axes et fournit un ouplage des vues qui permet de voir la qualité de
représentation d'un groupe d'images.
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Figure 5.4  Visualisation simultanée des images et des mots.
5.3.1 Qualité de représentation des images
Rappelons que la qualité de représentation d'un point i (orrespondant à l'image i)
sur l'axe α est le osinus arré de l'angle entre l'axe α et le veteur joignant le entre
du nuage au point i. Si le osinus arré d'une image sur un axe est grand, et axe la
représente bien. On utilise e ritère pour herher les axes représentant bien les images
et les mots. Les nuages de points sont projetés sur le premier plan fatoriel (par ex. les
axes 1 et 2). On extrait la qualité de représentation des images sur les axes en regardant
les premiers fateurs dans l'histogramme de qualité de représentation. Ces informations
nous donnent un guide pour herher le bon plan fatoriel qui représente bien un groupe
d'images.
5.3.2 Couplage des vues
CAViz ahe les nuages de points dans la partie gauhe et les images séletionnées
dans la partie droite. En liquant une image à droite, le point orrespondant à gauhe
est séletionné et ses informations sont aussi ahées. Ce ouplage des vues nous permet
de séletionner failement les images intéressantes. La pereption visuelle humaine est
un bon outil pour la reonnaissane de formes. Nous séletionnons les images similaires
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Figure 5.5  Visualisation des métalés
à droite et regardons la qualité de représentation de es images. Si on trouve que e
sont les mêmes axes qui représentent bien les images séletionnées à droite, on prend
alors es axes pour projeter les points.
5.3.3 Déouverte de thèmes
Nous donnons ii une étude de as sur la déouverte de thèmes dans la base Calteh-
4. Cette base ontient 4 090 images réparties en 5 atégories. On applique une AFC
et on projette les points dans le premier plan et on pointe sur un groupe à gauhe
(orrespondant aux voitures). Les images sont don ahées à droite. On ommene à
séletionner des images à droite en liquant et regardant la qualité de représentation.
On onstate par exemple qu'il y a des images bien représentées par les axes 6 (négatif)
et 7 (positif) et d'autres images bien représentées par les axes 11 (négatif) et 12 (positif)
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Figure 5.6  Extration interative de l'information : qualité de représentation et
ontribution
(f. Figures 5.8 et 5.9).
On projette ensuite les points selon es axes. On trouve alors des thèmes plus ns qui
ontiennent des images très similaires. En projetant sur les 2 axes 6 et 7, on séletionne
un groupe de points en haut (orrespondant à la ontribution négative sur l'axe 6 et
positive sur le 7) et on voit les images ahées à droite : es images sont très similaires
(e sont les voitures blanhes, f. Figure 5.10). De même manière, on trouve aussi un
autre groupe de points en bas à gauhe. En les séletionnant on trouve un autre thème
pour les voitures rouges (f. Figure 5.11). Enn, sur les 2 axes 11 et 12, on déouvre
enore un autre thème pour les voitures (voitures grises, f. Figure 5.12).
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Figure 5.7  Les mots visuels aratérisant le thème  visage 
5.4 Synthèse
Nous avons présenté dans e hapitre un outil graphique interatif, appelé CAViz,
qui permet de visualiser et d'extraire des informations à partir des résultats de l'AFC
sur les images an de mieux omprendre les données et d'interpréter les résultats. Nous
présentons aussi une appliation sur la déouverte des thèmes d'images dans la base
Calteh-4. Les thèmes obtenus dans ette étude ont montré l'intérêt de CaViz pour l'in-
terprétation de l'AFC en utilisant ses indiateurs omme la qualité de représentation
et la ontribution aux axes fatoriels. Ils nous permettent de déouvrir, par exemple,
les sous groupes non répertoriés initialement dans la atégorie  voitures  qui orres-
pondent deux diérentes ouleurs et/ou type des voitures.
Synthèse 115
Figure 5.8  Extration des informations pour trouver de bons axes : deux images bien
représentées par les 2 axes 6 (rouge : négatif) et 7 (vert : positif)
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Figure 5.9  Extration des informations pour trouver de bons axes : deux images bien
représentées par les 2 axes 11 et 12
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Figure 5.10  Déouverte des thèmes en projetant sur le bon plan fatoriel : un sous
groupe de  voitures  sur le plan 67
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Figure 5.11  Déouverte des thèmes en projetant sur le bon plan fatoriel : un autre
sous groupe de  voitures  sur le plan 67
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Figure 5.12  Déouverte des thèmes en projetant sur le bon plan fatoriel : enore un
autre thème  voiture  sur le plan 1112
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Conlusion et perspetives
Dans ette thèse, nous nous sommes intéressés à la reherhe d'images par le ontenu.
Nous avons également étudié le problème d'extration des onnaissane à partir d'images,
plus partiulièrement pour la déouverte des thèmes présents dans les images.
Synthèse des travaux eetués
Adaptation de l'Analyse Fatorielle des Correspondanes aux images. An
d'adapter l'Analyse Fatorielle des Correspondanes (AFC) aux images, on onstruit un
tableau de ontingene roisant les images et les mots visuels. Ce modèle sa-de-mots-
visuels est l'analogue de elui utilisé en analyse de données textuelles (ADT) où haque
doument est représenté par la fréquene des mots qui s'y trouvent.
Les mots visuels sont onstruits par une quantiation vetorielle des desripteurs
loaux (par exemple par regroupement à l'aide d'un algorithme de k-means).
Parmi les méthodes inspirées de l'ADT adaptées aux images pour la reherhe par le
ontenu, une pondération simple omme tf*idf (term frequeny-inverse doument fre-
queny) ne donne pas de très bons résultats. D'autres méthodes de modélisation omme
le PLSA (Probabilisti Latent Semanti Analysis) et le LDA (Latent Dirihlet Alloa-
tion) modélisent les images ave un modèle probabiliste sous-jaent (les paramètres des
modèles sont estimés par un algorithme EM) et permettent de les représenter à un
niveau sémantique plus élevé (représentation basée sur les thèmes) qu'ave la représen-
tation originale par les fréquenes des mots visuels. Les résultats sont don améliorés
par rapport à la pondération tf*idf. Cependant, es méthodes sont très oûteuses en
terme de mémoire utilisée et de temps de alul. Par ailleurs, le nombre de thèmes pour
le PLSA et le LDA ne peut pas être très grand ar leurs probabilités deviennent trop
petites et ne sont plus signiatives. De plus, l'algorithme EM ne donne pas toujours
une solution globale mais souvent une solution loale.
Nous faisons l'hypothèse qu'une représentation sémantique d'un niveau plus élevé
que les fréquenes des mots visuels permet d'améliorer la qualité de reherhe. Dans
un premier temps, nous avons essayé d'adapter l'AFC aux images an d'obtenir une
meilleure représentation des images. Dans e as, l'AFC permet de onstruire des or-
respondanes entre des thèmes d'images et les axes fatoriels de l'AFC. La représen-
tation des images basée sur les axes fatoriels (les oordonnées des images sur les axes
fatoriels) est don plus sémantique qu'une représentation par la fréquene des mots
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visuels. Cela améliore don les résultats. Par ailleurs, le alul de l'AFC est très rapide
et requiert moins de mémoire que PLSA ou LDA.
Les résultats expérimentaux montrent que l'AFC et le PLSA font beauoup mieux
qu'une pondération tf*idf simple. L'AFC améliore enore les résultats par rapport au
PLSA.
Aélération de la reherhe par des hiers inversés. La deuxième ontribution
de ette thèse est une approhe originale pour l'aélération de la reherhe. Nous avons
développé une méthode de reherhe approximative basée sur des hiers inversés qui
sont onstruits à partir des thèmes issus de l'AFC. Il s'agit d'un algorithme de reherhe
en deux étapes. La première étape onsiste à ltrer des images non pertinentes pour
une requête donnée. La seonde étape vise à raner les résultats par une reherhe
séquentielle dans une liste des images andidates qui restent après l'étape de ltrage.
Pour haque image, nous déterminons les thèmes auxquels elle appartient. Un thème
est assoié à une partie d'un axe (négative ou positive). Une image appartient à un thème
si elle est bien représentée sur l'axe orrespondant et se trouve dans la partie orres-
pondant au thème. Le ltrage des images non pertinentes se base sur le nombre de
thèmes que les images partagent ave la requête. Les résultats montrent que notre ap-
prohe est généralement 10 fois plus rapide qu'une reherhe séquentielle sans dégrader
la pertinene des images retournées.
Passage à l'éhelle et parallélisation. Après avoir adapté l'AFC aux images et
obtenu de bons résultats, nous nous sommes intéressés au passage à l'éhelle. Le PLSA
et le LDA, méthodes se basant sur un algorithme itératif (algorithme EM) exigent, pour
haque itération, que tout le tableau de ontingene soit disponible en mémoire. Pour
de grands tableaux de ontingene, ei devient impossible.
Nous avons proposé un algorithme d'AFC inrémental pour traiter de très grands
tableaux de ontingene. Les données sont déoupées en blo par lignes. L'algorithme
inrémental traite es blos l'un après l'autre et donne les mêmes résultats que la version
non inrémentale. Le problème de mémoire est don totalement résolu.
Par ailleurs, nous avons parallélisé et algorithme inrémental sur GPU (Graphis
Proessing Unit). La version parallèle sur 1 GPU est 7 fois (et 10 fois sur 2 GPU) plus
rapide que elle non parallèle sur CPU. Le temps de alul est don onsidérablement
amélioré.
Nous avons aussi parallélisé l'étape de ltrage de notre algorithme de reherhe par
des hiers inversés sur GPU. Sur une base d'un million d'images, l'algorithme parallèle
est 10 fois plus rapide que la version non parallèle sur CPU et 100 fois plus rapide
qu'une reherhe séquentielle sur CPU.
Combinaison ave d'autres méthodes. Nous avons intégré deux mesures de si-
milarité à notre shéma de reherhe. Ce sont la Mesure de Dissimilarité Contextuelle
(MDC) [JHS07℄ et la proximité par forêt aléatoire (PFA).
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Le prinipe de la MDC est d'assoier à haque image i, un poids δ(i) inversement
proportionnel à la densité de la région ontenant i. Cette pondération améliore la sy-
métrie de voisinage d'un shéma de reherhe des k plus prohes voisins. D'après les
auteurs [JHS07℄, ei améliore la qualité des résultats. L'inonvénient majeur de la MDC
est que le alul des δ(i) pour toutes les images dans la base est très oûteux. C'est pour
ela que, dans la version originale, ils sont alulés hors-ligne.
En intégrant la MDC à notre shéma de reherhe, nous avons utilisé notre méthode
de reherhe approximative pour aluler eaement les δ(i) d'une part et nous avons
étendu le alul de es poids à la volée, d'autre part. Dans la version à la volée, seuls
les δ(i) des images dans la liste des images andidates sont alulés.
En omplément de l'AFC, nous avons proposé un algorithme de lassiation su-
pervisée (en ollaboration ave nos ollègues) : Forêt aléatoire d'arbres obliques (ou
RF-ODT pour Random Forest of Oblique Deision Trees) [DLPP09℄. Chaque arbre de
déision dans une RF-ODT est onstruit en partitionnant réursivement les données en
deux lasses. La reherhe du meilleur hyperplan qui sépare les données en deux est
eetuée par l'algorithme de Proximal Support Vetor Mahine (PSVM) [FM01℄. La
RF-ODT donne de meilleurs résultats (dans le ontexte de lassiation supervisée : les
données sont étiquetées) par rapport à l'algorithme SVM standard et la forêt aléatoire
proposée par [Bre01℄.
Nous avons étendu la RF-ODT pour la reherhe d'images (dans e as, les images
ne sont pas étiquetées). On reprend les idées de Breiman sur l'utilisation de la forêt
aléatoire dans le as des données non étiquetées (lassiation non supervisée) [Bre01℄.
Conrètement, on génère un ensemble synthétique à partir de l'ensemble à analyser
(les images dans l'ensemble original sont étiquetées par +1 et les images dans l'ensemble
synthétique par -1) et on onstruit une forêt aléatoire sur es deux ensembles. On dénit
ensuite la proximité selon une forêt aléatoire (PFA) entre deux images omme le nombre
de feuilles où es deux images se trouvent ensemble.
D'une part, nous avons utilisé diretement ette proximité omme une mesure de
similarité des images. D'autre part, nous avons exploité la PFA omme proédure de
reherhe en deux étapes. Dans e as, la PFA est onsidérée omme le nombre de thèmes
que les images partagent ave la requête et une feuille de la forêt aléatoire orrespond à
un thème. Les résultats expérimentaux montrent que la reherhe d'images par la PFA
est très prometteuse en terme de rapidité et préision.
Visualisation. La dernière ontribution de nos travaux de thèse est notre outil gra-
phique interatif, CAViz, en omplément des ontributions préédentes. CAViz permet
de visualiser et interpréter les résultats de l'adaptation de l'AFC aux images. Un des
avantages de l'AFC est la représentation onjointe des images et des mots visuels sur un
même plan fatoriel. Une image est bien aratérisée par des mots visuels qui lui sont
assoiés sur le graphique. CAViz projette des images et mots visuels sur un même plan
fatoriel. Nous pouvons don trouver les mots aratérisant une images ou un groupe
d'image. Les informations expliatives omme la qualité de représentation et la ontri-
bution sont extraites de manière interative (ave un ouplage de vues). Cei permet de
trouver les axes qui représentent bien une image ou un groupe d'images. La projetion
124 Conlusion et perspetives
des images sur un bon plan fatoriel permet de déouvrir des thèmes d'images.
Perspetives
Nous proposons dans ette setion plusieurs idées pour poursuivre e travail. Nous
présentons, tout d'abord, quelques extensions de l'analyse fatorielle des orrespon-
danes (AFC) pour pouvoir traiter des tableaux dont le nombre de lignes et le nombre
de olonnes sont simultanément grands. Nous explorons ensuite la possibilité de la fouille
d'images à l'aide de l'AFC (éventuellement en ombinaison ave d'autres tehniques)
dans laquelle nous mettons l'aent sur la reherhe ave interation de l'utilisateur et
la ombinaison entre l'interrogation et la navigation. Nous terminons par quelques voies
possibles de l'appliation de l'AFC sur les images aux problèmes réels.
Extension de l'AFC
Bien que notre algorithme d'AFC inrémental permette de traiter de grands ta-
bleaux de ontingene (grand nombre d'images ou grand nombre de mots visuels), il
faut aussi envisager de traiter des tableaux où le nombre d'images et le nombre de mots
visuels sont simultanément grands (par ex., quand on veut utiliser plusieurs mots visuels
et/ou ombiner des mots visuels et des mots textuels). Dans e as, nous suggérons des
méthodes de séletion de variables ou des méthodes ensemblistes. Nous avons essayé de
faire un boosting sur l'AFC [PMG08a℄. On a fait une série d'AFC sur des éhantillons
du tableau de ontingene original. Les résultats sont ensuite fusionnés par une analyse
en omposantes prinipales pondérées. Les résultats préliminaires sont prometteurs et
ferons l'objet de développements futurs.
L'AFC est une méthode d'analyse de données non supervisée (les données ne sont
pas étiquetées). Il est intéressant d'introduire les onnaissanes a priori dans l'AFC
an d'améliorer la qualité des résultats. Une autre extension possible est de faire l'AFC
loale omme dans le as de l'ACP loale [KL97℄.
Fouille d'images à l'aide de l'AFC
Nous présentons, dans ette setion, quelques perspetives pour la fouille d'images
à l'aide de l'analyse fatorielle des orrespondanes. Nous abordons d'abord les étapes
où l'on peut intervenir pour améliorer la qualité du résultat. Nous proposons ensuite
une ombinaison de l'interrogation et de la navigation qui aide l'utilisateur à explorer
et à extraire des onnaissanes à partir d'une base d'images.
Reherhe d'images
Comme la proédure de reherhe d'images se ompose de plusieurs étapes, le résul-
tat nal dépend de es étapes. Nous pouvons intervenir à haque étape an d'améliorer
la qualité des résultats.
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 Constrution des mots visuels. Le nombre de mots visuels que l'on utilise
pour représenter des images joue un rle important. Un petit k (dans k-means)
met ensemble des desripteurs très diérents tandis qu'un grand k sépare les
variations d'un même desripteur en diérents mots visuels. Il s'agit d'une perte
d'information à ause de l'étape de quantiation. Une solution possible est de
garder un nombre de mots visuels assez petit et de faire une aetation oue, 'est
à dire qu'un desripteur sera aeté à plusieurs mots visuels. Nous nous intéressons
aussi aux méthodes de lustering pour la quantiation des desripteurs.
 Combinaison des mots visuels et des mots textuels. L'utilisation des mots
visuels assoiés à des mots textuels nous intéresse aussi. On pourrait faire les
analyses séparément (une pour les mots visuels et l'autre pour les mots textuels)
et avant fusion des résultats. On pourrait aussi mettre en ensemble les mots visuels
et les mots textuels, faire une seule analyse et trouver des orrespondanes entre
mots visuels et mots textuels.
 Intégration des relations spatiales. Les relations spatiales entre des desrip-
teurs peuvent être utilisées pour améliorer les résultats. Il est possible (dans l'étape
de post-traitement) de vérier les ontraintes géométriques des desripteurs des
images dans la liste d'images retournées et de réordonner ette liste.
 Interation homme-mahine. Le but de reherhe d'information est de satis-
faire les besoins de l'utilisateur. Seul l'utilisateur peut dire si les résultats retournés
sont pertinents pour ses besoins. Les boulages de pertinene (relevane feedbaks)
sont indispensables pour améliorer les résultats.
 Répartition de la reherhe. Nos travaux jusqu'à maintenant traitent le pro-
blème de la reherhe d'images sur une seule mahine. Il faut alors regarder du
té des tehniques de répartition des données et des protooles de ommunia-
tions eaes entre les mahines an d'adapter les méthodes proposées pour des
bases d'images immenses (milliards d'images).
Interrogation et navigation
La plupart des systèmes de reherhes d'images existants présentent toujours leurs
résultats de reherhe par la pertinene des images retournées (par ex., Google et Ya-
hoo !). Ce serait plus intéressant si les images retournées étaient groupées hiérarhique-
ment selon leurs méta-données et/ou leur ontenu visuel. Cei permettrait de naviguer
dans les résultats. Une ombinaison de la reherhe, de la visualisation et de la navi-
gation permettrait à l'utilisateur d'explorer et d'extraire des onnaissanes à partir des
images.
D'une part, l'appliation d'une suite d'AFC permet d'organiser les thèmes d'images.
La première AFC analyse le tableau de ontingene original qui roise les images et les
mots visuels. Pour haque axe fatoriel, on obtient deux thèmes qui orrespondent aux
deux groupes de mots visuels qui ontribuent beauoup à et axe. On appelle es groupes
métalés. On onstruit ensuite un autre tableau de ontingene qui roise les métalés
obtenues de la première AFC. Chaque élément de e tableau indique le nombre de mots
visuels qui appartiennent à deux métalés orrespondantes. La deuxième AFC eetuée
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sur le tableau permet de trouver des thèmes plus ns qui orrespondent aux groupes de
métalés. On peut également regrouper les métalés en métamétalés qui servent à la
troisième AFC, et ainsi de suite.
D'autre part, la littérature montre que l'Analyse des Conepts Formels (ACF, For-
mal Conept Analysis en anglais) [Wil82℄ est une bonne méthode à la fois pour l'inter-
rogation et la navigation [GW97℄. C'est pour ela que nous nous intéressons à intégrer
l'ACF à notre plate-forme de reherhe.
En ACF, il y a trois notions prinipales : objet, attribut et onept. Un objet possède
ertains attributs. Un attribut est partagé par ertains objets. Un onept est une paire
〈O,A〉 où O est un ensemble d'objets et A est un ensemble d'attributs. Tous les objets
de O doivent posséder tous les attributs de A et un objet quelonque qui possède tous
les attributs de A doit être inlus dans O. L'ACF herhe à trouver tous les onepts
possibles et les relations entre eux. Les onepts et leurs relations forment un treillis de
onepts. Ce dernier permet la navigation et l'interrogation dans une base d'objets.
Si on onsidère les images omme objets et les thèmes issus de l'AFC omme attri-
buts, on pourra appliquer l'ACF sur les images pour obtenir un treillis de onepts. La
navigation dans la base deviendra ainsi possible. Une autre ombinaison de l'AFC et
l'ACF est que, pour haque requête, on fait l'ACF sur l'ensemble d'images retournées
(selon la requête) seulement. Le treillis de onepts obtenu nous permet de naviguer
dans les images retournées (pour raner les résultats) ou de faire référene au treillis
de onepts de la base (dans le as où nous voulons étendre le rayon de reherhe). Par
ailleurs, les informations non visuelles assoiées aux images (méta données) peuvent être
utilisées (dans l'AFC et/ou l'ACF) pour améliorer la qualité de la navigation et de la
reherhe.
Appliation
Le but de tous les travaux de reherhe est l'appliation des méthodes étudiées aux
problèmes réels. Ave les résultats très prometteurs (bonne préision et ourt temps
de réponse) de nos méthodes, il est possible de les appliquer aux problèmes omme
la détetion de opies ou l'authentiation biométrique par images (empreintes, yeux,
lèvres) ou de onevoir un moteur de reherhe d'images par le ontenu à l'aide de
l'analyse fatorielle des orrespondanes.
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Glossaire
ACF : Analyse des onepts formels (Formal onept analysis)
ADT : Analyse des données textuelles
AFC : Analyse fatorielle des orrespondanes
EM (algorithme) : Expetation maximization algorithm
LDA : Latent Dirihlet alloation
GPU : Graphis Proessing Unit
PLSA : Probabilisti latent semanti analysis
PFA : Proximité selon une forêt aléatoire
SIFT : Sale-invariant feature transform
tf*idf : term frequeny-inverse doument frequeny
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Résumé
Ave le développement du numérique, le nombre d'images stokées dans les bases de
données a beauoup augmenté. L'indexation des images et la reherhe d'information
dans les bases d'images sont plus ompliquées que dans le as de douments textuels.
Des méthodes d'indexation déjà utilisées en analyse de données textuelles sont proposées
pour traiter des images. Pour transférer les résultats de l'analyse de données textuelles
aux images, il est néessaire d'utiliser de nouvelles aratéristiques : les mots visuels et
on onsidère les images omme douments.
Nous nous intéressons au problème d'indexation et de reherhe d'information dans
des grandes bases de données d'images à l'aide de méthodes d'analyse de données,
omme l'Analyse Fatorielle des Correspondanes (AFC). Nous proposons d'abord une
utilisation astuieuse des indiateurs de l'AFC pour aélérer la reherhe après l'avoir
adaptée aux images. Nous nous intéressons ensuite au problème du passage à l'éhelle
de l'AFC. Pour e faire, nous proposons un algorithme d'AFC inrémentale pour traiter
de grands tableaux de données et la parallélisation de et algorithme sur proesseurs
graphiques (GPU). Nous développons aussi une version parallèle de notre algorithme de
reherhe qui utilise des indiateurs de l'AFC sur GPU. Puis, nous assoions l'AFC à
d'autres méthodes omme la Mesure de Dissimilarité Contextuelle ou les forêts aléatoires
pour améliorer la qualité de la reherhe. Enn, nous présentons un environnement de
visualisation, CAViz, pour aompagner les traitements préédents.
Mots-lefs. Analyse fatorielle des orrespondanes, desripteurs loaux, SIFT, indexa-
tion, parallélisation, passage à l'éhelle, reherhe d'images par le ontenu, visualisation.
Summary
With the development of the digital world, the number of images stored in databases
has signiantly inreased. Image indexing and information retrieval in image databases
are more ompliated than in the ase of textual douments. Indexing methods already
used in textual data analysis are proposed to proess images. To transfer the results of
the textual data analysis to images, new features are required : visual words and images
are onsidered as douments.
We are interested in the problem of indexing and information retrieval in a large
database of images using data analysis methods and, more speially, using Fatorial
Correspondene Analysis (FCA). First, we propose to use relevant indiators of FCA to
speed up the retrieval step after adapting it to images. Next, we study the large sale
retrieval with FCA. To this end, we propose an inremental FCA algorithm to deal with
large ontingeny tables, and its parallelization on Graphis Proessing Units (GPUs).
We also develop a parallel version of our searh algorithm using relevant indiators of
FCA on GPUs. After that, we ombine the use of FCA with other methods suh as the
Contextual Dissimilarity Measure and random forests in order to improve the retrieval
quality. Finally, we present a visualization environment, CAViz, whih allows us to dis-
play the results.
Keywords. Fatorial orrespondene analysis, loal desriptors, SIFT, indexing, paral-
lelization, large sale retrieval, ontent-based image retrieval, visualization.
