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Probing a single nuclear spin in a silicon single electron transistor
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We study single electron transport across a single Bi dopant in a silicon nanotransistor to assess
how the strong hyperfine coupling with the Bi nuclear spin I¼ 9/2 affects the transport
characteristics of the device. In the sequential tunneling regime we find that at, temperatures in the
range of 100 mK, dI/dV curves reflect the zero field hyperfine splitting as well as its evolution
under an applied magnetic field. Our non-equilibrium quantum simulations show that nuclear spins
can be partially polarized parallel or antiparallel to the electronic spin just tuning the applied bias.
VC 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4746260]
The amazing progress both in the silicon processing
technologies and in the miniaturization of silicon based tran-
sistors has reached the point where single-dopant transistors
have been demonstrated.1–8 Whereas this progress has been
fueled by the development of classical computing architec-
tures, it might also be used for donor based quantum comput-
ing. In this regard, the electronic and nuclear spins of single
donors in silicon are very promising building blocks for
quantum computing.9–14 Progress along this direction makes
it necessary to implement single spin readout schemes both
for electronic and nuclear spins. Single electronic spin read-
out has been demonstrated, both in GaAs quantum dots as
well as in P doped silicon nanotransistors.15,16
The readout of the quantum state of a single nuclear
spin, much more challenging, has been demonstrated for NV
centers in diamond taking advantage of single spin optically
detected magnetic resonance afforded by the extraordinary
properties of that system.17 Single nuclear spin readout with
either optical18 or a combined electro-optical techniques19
has been proposed, but remains to be implemented. Here we
explore the electrical readout of a single nuclear spin, more
suitable for an indirect band-gap host like Si. A preliminary
step is to construct a circuit whose transport is affected by
the quantum state of the nuclear spin. There is ample experi-
mental evidence of the mutual influence of many nuclear
spins and transport electrons in III-V semiconductor quan-
tum dots in the single electron transport regime.20–23 In par-
ticular, Kobayashi et al. have reported hysteresis in the dI/dV
upon application of magnetic fields, reflecting the realization
of different ensemble of nuclear states coupled to the elec-
tronic spin via hyperfine coupling.23
Here we propose a device where a single nuclear spin is
probed in single electron transport. We model the single
electron transport in a silicon nanotransistor such that, in the
active region, transport takes place through a single Bi dop-
ant, see Fig. 1. We show that, at sufficiently low tempera-
tures, the dI/dV curves of this device probe the hyperfine
structure of the dopant level. In turn, the occupations of the
nuclear spin states are affected by the transport electrons.
Whereas single dopant transistors have been demonstrated
for single P, As and B, in Si,4,5,7,16 we choose Bi because it
has a much larger hyperfine splitting,24–26 due to both a
larger nuclear spin I¼ 9/2 and a larger hyperfine coupling
constant (A  6:1leV). The zero-field splitting of the Bi do-
nor level is given by 5A and has been observed by electron
spin resonance24–26 and in photoluminescence experiments
with many dopants.27
We consider the sequential transport regime, where the
occupation of the donor level fluctuates between q¼ 0 and
q¼ 1. In the q¼ 0 state, the nuclear spin interacts only with
the external field. In the q¼ 1 state, the electron and the nu-
clear spin are hyperfine coupled. The Hamiltonian that
describes both states reads24–26,28
H ¼ qðd þ eVG þ A~S ~I þ hxeSzÞ þ hxNIz; (1)
where d is the donor energy level with respect to the Fermi
energy, which we take as EF ¼ 0, and VG denotes an external
gate voltage. We assume that valley degeneracies of the do-
nor level are split-off and neglect the valley degree of free-
dom. The third term is the hyperfine coupling, and the last
two, where hxe ¼ gelBBz and hxN ¼ gnlNBz, correspond to
the electron and nuclear Zeeman terms, with ge ðgnÞ the elec-
tron (nuclear) g-factors and lB ðlNÞ the Bohr (nuclear) mag-
neton. In equilibrium, i.e., at zero bias, the occupation of the
dopant level depends on the value of the addition energy,
which ignoring the Zeeman terms and the tiny correction due
to the hyperfine coupling, is given by e0ðVGÞ  d þ eVG.
We denote the q¼ 0 eigenstates as jmi. Their energies
read as m  hxNIz. The eigenenergies and eigenvectors of
q¼ 1 are denoted by M and jMi. The q¼ 1 zero-field Hamil-
tonian A~I  ~S can be diagonalized in terms of the total angular
operator F, resulting in two multiplets (F¼ 4, F¼ 5) with
energies EF¼4 ¼ 11A=4 and EF¼5 ¼ 9A=4, and a zero-field
splitting D0 ¼ 5A  30leV. At finite magnetic field, the
exact eigenvalues of H can also be calculated analytically.26
The corresponding energy levels are shown in Fig. 2.
The tunneling Hamiltonian between the single Bi dopant
level and the source and drain electrodes reads as
Htun ¼
X
kr
Vkðd†rckr þ h:cÞ; (2)
where operator ck;r annihilates an electron with spin r and
orbital quantum number k  g; ~k, with wave vector ~k and
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electrode index g ¼ S;D, while operator dr annihilates a
spin r electron in the dopant level. The scattering rate for the
tunneling process, ignoring the hyperfine coupling, is given
by Cg0 ¼ 2ph jVgj2qg, where qg is the density of states of the
electrode. Our model is very similar to the one used to
describe single electron transport through a quantum dot
exchanged coupled to a single Mn atom.29,30
The dissipative dynamics of the electro-nuclear spin sys-
tem under the influence of the coupling to the electrodes is
described by a Bloch-Redfield (BR) master equation.30,31 The
coupling to the reservoir, given by the tunneling Hamiltonian,
involves transitions between the q¼ 0 and q¼ 1 manifolds.
The corresponding transition rates are be calculated using the
Fermi golden rule withHtun as the perturbation,30
Cgm;M ¼ Cg0
X
r
jhMjIzðmÞ; rij2; (3)
where jIz; ri  jIzi  jri. In the following we take the
applied bias convention lS  lD ¼ eV, with lS ¼ eV=2 and
lD ¼ eV=2. For a given temperature, bias and gate vol-
tages and Hamiltonian parameters, we obtain the steady state
solution of the master equation, ignoring the effect of the
fast-decaying coherences. This yields the steady state occu-
pations PmðVÞ and PMðVÞ.
We consider the sequential tunneling regime, in which
the energy level broadening induced by coupling to the elec-
trodes C0 is small, hC0  kBT. This also justifies the Marko-
vian approximation implicit in the Bloch-Redfield master
equation. In this regime, current flows when the bias enables
charge fluctuations of the dopant level. The steady state cur-
rent corresponding to electrons flowing from the source elec-
trode to the dopant level is given by
I ¼ e
X
m;M
fPmðVÞfSðDM;mÞCSm;M
 PMðVÞ½1 fSðDM;mÞCSm;Mg; (4)
where DM;m ¼ M  m and fSðÞ ¼ f ð lSÞ is the Fermi
function relative to the chemical potential of the S electrode.
The first term in the right hand-side of Eq. (4) represents the
electrons flowing from the S electrode to the empty Bi, while
the second one corresponds to electrons flowing from the
q¼ 1 Bi to the S electrode. In steady state, the continuity
equation ensures that current between the dopant and the
drain is the same than the source-dopant current.
Figure 3(a) shows the differential conductance d

I=dV
map for zero-applied magnetic field, with

I ¼ I=ðeC0Þ and
Cg0 ¼ C0=2. At zero bias, the conductance is zero except at
the special value of VG for which the addition energy van-
ishes. Far from this point, the zero-bias charge of the dopant
state, hereafter denoted with q0, is either q0 ¼ 0 or q0 ¼ 1.
The finite bias conductance has a peak whenever the bias
energy, eV/2, matches the energy difference between two
states with different charge, m for q¼ 0 and M for q¼ 1, that
are permitted by the spin selection rule implicit in Eq. (3).
The height of the peak is proportional to both the non-
equilibrium occupations Pm and PM and to the quantum me-
chanical matrix element Cgm;M. This determines the very dif-
ferent spectra when the zero bias charge in the dopant is
q¼ 0 or q¼ 1. The width of the dI/dV peaks is proportional
to kBT, so that the dI/dV spectra can resolve the hyperfine
structure provided that kBT is smaller than the splitting of the
levels. The energy differences inside the F¼ 4 and F¼ 5
manifolds, see Fig. 2, are roughly proportional to A. Thus,
while the zero-field splitting can be resolved at T¼ 0.3K,
temperature must be significantly below 50 mK to resolve
the finite field structure, see Fig. 3(c).
Let us consider first the q0 ¼ 1 case (left panel in
Fig. 3). At 10 mK, only the ground state(s) is (are) occupied.
Thus, a single transition is seen, from the q¼ 1 to the q¼ 0
states. As the magnetic field is ramped, the energy of the
transition increases, reflecting the electronic Zeeman shift. In
contrast, in the q0 ¼ 0 case (right panel in Fig. 3), all the
Zeeman split nuclear levels are equally populated, even
down to mK temperatures. Spin conservation selection rule
implicit in Eq. (2) connects these 10 quasi-degenerate states
of the q¼ 0 manifold to the hyperfine spin-split levels of the
q¼ 1 manifold with different energies. As a result, the dI/dV
curve reveals 2 peaks at zero field, reflecting the splitting
between the F¼ 4 and F¼ 5 states. At higher fields, the two
zero-field peaks split in up to 10 peaks that can be resolved
at low enough temperature [see Figs. 3(c) and 4(b)].
Interestingly, the application of a bias to the q0 ¼ 0 state,
for which the nuclear spin states are randomized, can result in
FIG. 1. (a) Scheme of the Si:Bi FinFET nanotransistor. (b) Trapping Cou-
lomb potential of the Bi dopant a single energy level participating in the
transport.
FIG. 2. Scheme of the current-induced allowed transition for the (a) q¼ 1
charged system and (b) q¼ 0 uncharged system. It has been assumed that
hxN  kBT  hxeD0.
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a finite average nuclear magnetic moment. We show this in
Fig. 4(a) for finite B. At zero bias, the charge of the dopant
level is q0 ¼ 0, and the nuclear spins are randomized. When
the bias hits the addition energy a selective depopulation of a
given Iz level of the q¼ 0 manifold starts, in favor of a q¼ 1
state that mixes the Iz and Iz61 components, resulting in a
net accumulation of nuclear spin. When all the transitions to
the F¼ 4 manifold are allowed, the nuclear spin vanishes
again. Then, when the bias permits the transitions to the
F¼ 5 manifold, the nuclear spin accumulation starts in the
opposite direction. Thus, when jeV=2j matches the center of
the F¼ 4 multiplet, see Fig. 4(a), the nuclear spins tend to
align antiparallel to the electronic spin. Then, when jeV=2j
reaches the center of the F¼ 5 multiplet, the nuclear spins
prefer aligning parallel to the electronic spin.
Whereas all our results discussed so far refer to steady
state conditions, it is worth pointing out that there are two
very different time scales in the dynamics of the system.
Whereas the charge equilibrates in the dopant level in a time
scale set by 1=C0, the nuclear spin relaxation, dominated by
many events of hyperfine exchange with the electronic spin
and subsequent recharging of the Bi,32 takes place at a much
longer time scale, hundreds of time larger than 1=C0, but still
much shorter than the intrinsic T1 time of the nuclear spin.
Thus, charge fluctuations in the Bi induce nuclear spin
relaxation.32
We finally discuss the experimental feasibility of our
proposal with state of the art techniques. First, according to
our simulations, see Fig. 4(b), the finite field hyperfine split-
ting is resolved at 10 mK but not a 20 mK. At 40 mK the 2
humps associated to the F¼ 4 and F¼ 5 manifolds are
clearly resolved. Keeping the transport in the sequential tun-
neling regime requires that hC0  kBT, which at 10 mK,
translates into I  200 pA. This is within reach of experi-
mental setups.16,20,23,33,34
In conclusion, we have studied the single electron trans-
port spectroscopy of the hyperfine structure of a Bi dopant in
a silicon nanotransistor. We have shown that, at sufficiently
low temperatures, and when the dopant is ionized with a
gate, the dI/dV corresponding to sequential transport can
resolve the hyperfine spectrum of the electron in the donor
level. In addition, the non-equilibrium transport at finite field
results in a hyper polarization of the nuclear spin state, or nu-
clear spin accumulation. These results are different from our
previous work, where we considered the same system in a
different transport regime, cotunneling, and we showed that
inelastic cotunneling of the dopant in the q¼ 1 state could
also resolve the hyperfine spectrum and drive the nuclear
spin states out of equilibrium.28 Future work should deter-
mine how, in the cotunneling regime, the appearance of the
Kondo effect8 competes with the reported effect.
FIG. 3. (a) and (b) Contour plot of the
d

I=dV vs. applied bias V and on-site
energy e0 at zero magnetic field and
B¼ 0.6 T, respectively. (c) and (d) Con-
duction spectrum d

I=dV as a function of
applied bias for different magnetic fields at
e0 ¼ 0:4meV and e0 ¼ 0:8meV respec-
tively. White horizontal lines in panel (a)
and (b) marks the values of e0 in the 2D
plots (c) and (d). In all cases, T¼ 10 mK
and hC0 ¼ 0:1leV.
FIG. 4. (a) Average electronic occupation of the Bi, hQi=jej (black line) and
nuclear and electronic spins, hIzi (red line) and hSzi (blue line), respectively.
(b) d

I=dV vs. bias for different temperatures. Same parameters as Fig. 3(c)
with B¼ 0.6 T.
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