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Abstract
Let A be a subset of (Z/2Z)n , such that |2A| < 2|A|. In this paper, we prove that there exist
a subgroup H of (Z/2Z)n and a subgroup P of H with |P| ≤ |H |/8 such that H contains 2A,
and H\2A is either empty or a full P-coset. We use this result to obtain an upper bound for the
cardinality of the subgroup 〈A〉 generated by A in terms of |A|. More precisely we show that if
0 ∈ A and |2A| = τ |A| then |〈A〉|/|A| is equal to τ if 1 ≤ τ < 7/4, and is less than 8τ/7 if
7/4 ≤ τ < 2. This result is optimal. c© 2003 Elsevier Science Ltd. All rights reserved.
MSC: 11P70; 11B75; 20D60; 05Dxx
1. Introduction
The general aim of inverse additive number theory is to deduce structural properties of
a finite set A from information on the size of 2A = A + A, where the sum of two sets B
and C is defined by
B + C = {b + c : b ∈ B, c ∈ C}.
A typical statement of this theory reads as follows: let A be included in some set E , if
|2A| ≤ τ |A|, then A is contained in a structured subset S of E , and |A|/|S| is bounded
from below by some function f depending only on τ . If E = Z, the above-mentioned
structured subsets are the so-called generalized arithmetic progressions (see [11]), while
when E is a finite group, structure means cosets modulo some subgroup: in other words,
we try to extend the trivial fact that if |2A| = |A|, then A is exactly a coset (that is,
f (1) = 1 answers the purpose). There are now many results of this type, and we refer to
[1, 6] for a general account on this theory and to [4, 8, 10] as pioneering works. We stress
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the fact that in such kinds of results, the point is usually to obtain structure (obtaining a set
S for values of τ as large as possible), and not in optimizing it (optimization of f ).
We also underline that a translation of a set is irrelevant for this problem since this does
not change anything with respect to |A| and |2A|. We can thus assume that 0 belongs to
A. Then, optimization of the function f defined in the preceding section is tantamount to
asking for the maximal size of 〈A〉 (i.e. the subgroup generated by A) in terms of |A|.
The binary case has attracted special attention in view of the relation with coding theory
(see [2]). In this context Ze´mor obtained the first significant results [13]. More recently,
Deshouillers and the authors obtained a structural result valid up to τ < 4.
The aim of this paper is to obtain a sharp description of the related structure in the
particular case of small doubling sets in binary spaces. Let us be more explicit: let A be
a subset of (Z/2Z)n such that |2A| = τ |A|. Let us assume, in addition, that 0 ∈ A.
An obvious way to measure the structure of A is to obtain a non-trivial lower bound for
|A|/|〈A〉|. It is known by a general result of Ruzsa [12], that |A|/|〈A〉| is bounded from
below by a function f depending only on τ . Ruzsa’s result holds true for any value of τ but
yields to f (τ ) = τ−221−τ 4 , which is very far from the optimal bound, except for τ = 1. In
[3], together with Deshouillers we obtained by a quite different method (using exponential
sums) a function f restricted to the domain τ < (3 +√5)/2, namely we showed that
f (τ ) = −τ
2 + 3τ − 1
2τ − 1
is a possible choice. As quoted above, it has been extended up to τ < 4 by an induction
argument, but leading to a much more complicated expression for f (τ ). We emphasize
that this lower bound for |A|/|〈A〉| is rather good, at least when τ is less than or equal to
2: indeed f (1) = 1 gives back 〈A〉 = A when |2A| = |A| (on recalling that 0 ∈ A),
while |A|/|〈A〉| ≤ |A|/|2A| = 1/τ leads to f (2) = 1/3 ≤ |A|/|〈A〉| ≤ 1/2 for τ = 2.
For arbitrary τ < 2, this improves (in the binary case) a result by Lev [9], which yields
|A|/|〈A〉| ≥ 1/2τ .
In the sequel, we continue to restrict our attention to the domain τ < 2. We first state
our main result:
Theorem 1. Let A be a subset of (Z/2Z)n such that |2A| = τ |A| with 1 ≤ τ < 2. Then
there exists a subgroup H of (Z/2Z)n and an element a in (Z/2Z)n such that A ⊂ a + H ,
and the following conditions hold:
(i) if 1 ≤ τ < 7/4 then H = 2A,
(ii) if 7/4 ≤ τ < 2, then H = 2A or there exists a subgroup P of H satisfying
|P| ≤ |H |/8 and an element h of H , such that H\2A = h + P.
As it is stated, our result could be also recovered from [13]. However, our method
of proof heavily relies on general algebraic theorems and methods (mainly Kneser’s and
Lev’s). Therefore there is a hope to extend it to the situation where we add two different
sets with the same cardinality.
As an easy consequence of our result, we obtain
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Corollary 2. Let A be a subset of (Z/2Z)n containing 0 such that |2A| = τ |A| with
1 ≤ τ < 2. Then{ |A|/|〈A〉| = 1/τ if τ < 7/4,
|A|/|〈A〉| ≥ 7/8τ if 7/4 ≤ τ < 2.
In the last section, we show that these estimates for |A|/|〈A〉| are the best possible.
2. Preliminaries and tools
A non-empty subset B of an arbitrary Abelian group G is said to be periodic, if there
exists a non-trivial ( ={0}) subgroup P of G such that B + P = B. It means that B is the
union of one or more P-cosets. If so P is called a period of B. Clearly the definition does
not imply unicity in general but there exists a maximal period PM defined by
PM = {x ∈ G such that x + B = B},
which does obviously contain any period of B. The set B is said to be quasi-periodic, if
there exists a non-trivial subgroup Q of G such that B is the union of one or more Q-cosets
and possibly a subset of yet another Q-coset. If so Q is called a quasi-period of B. We
underline the fact that any period is a quasi-period.
We recall the fundamental
Theorem (Kneser). Let G be an Abelian group, and let A and B be finite non-empty
subsets of G. If |A+B| < |A| + |B| − 1 then |A+B| = |A+ P| + |B+ P| − |P|, where
P is the maximal period of A+ B.
A special case of Kemperman’s theorem (namely Theorem 2.1 in [7]) reads as follows.
Theorem (Kemperman). Let G be an Abelian group and A a non-empty subset of G. If
|2A| ≤ 2|A| − 1, then either 2A is quasi-periodic or there exist a subgroup H˜ of G and
an element c ∈ H˜ such that 2A = H˜\{c}.
We give two easy results needed in the sequel. We shall refer to the pigeon hole principle
when applying
Lemma 3. Let R and S be two subsets of a finite Abelian group G. If |R| + |S| > |G|
then R+ S = G.
The following result is a direct consequence of Kneser’s theorem. We use the termino-
logy proper subgroup to refer to a subgroup different from {0} and from the whole group.
Lemma 4. Let R and S be two non-empty subsets of an Abelian finite group G. If
2(|R| + |S|) > |G| + |R+ S|, (1)
then one of the following conditions holds:
(i) R+ S = G,
(ii) R+ S = G\{c}, for some c ∈ G,
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(iii) there exists a proper subgroup P of G such that R + S = G\(c + P), for some
c ∈ G.
Proof. If |R + S| ≥ |R| + |S| − 1, then by (1) we obtain |R + S| > |G| − 2 which
obviously leads to assertion (i) or (ii).
If |R+S| < |R|+|S|−1, then by Kneser’s theorem, there exists a non-trivial subgroup
P of G such that R + S + P = R + S and |R + S| = |R + P| + |S + P| − |P|. We
denote by r (resp. s) the number of P-cosets met by R (resp. S). Then by (1), we obtain
2(r + s)|P| > |G|+ (r + s − 1)|P|, which gives |R+ S| = (r + s − 1)|P| > |G|− 2|P|.
As |R+ S| is a multiple of |P|, we get |R + S| ≥ |G| − |P|. Now, one of the assertions
(i) or (iii) in the lemma follows from the P-periodicity of R+ S. 
3. Proof of Theorem 1—the easy cases
Let A be a subset of (Z/2Z)n . We first emphasize the useful property of binary spaces
that 2a = 0 for any a ∈ (Z/2Z)n . As mentioned above, we may assume all along the proof
of the theorem that 0 ∈ A, |A| ≥ 2 and that
|2A| = τ |A| ≤ 2|A| − 1. (2)
The aim is to prove that Theorem 1 holds with a = 0 and H = 〈A〉.
We first mention an immediate proof in the special case τ < 3/2 (which is in fact valid
in a more general context): our result is a straightforward consequence of Kneser’s theorem
(in case of arbitrary Abelian groups) or of a theorem by Freiman [5] (in the non Abelian
case). Indeed, it is known that the hypothesis |2A| < 3|A|/2 implies that 2A is a whole
class modulo some subgroup.
We now extend this argument up to 9/5. We use again Kneser’s theorem in order to
show that A satisfies Theorem 1 as far as |2A| = τ |A| < 9|A|/5.
Let P the maximal period of 2A, and r be the number of P-cosets met by A. Then by
Kneser’s theorem
(2r − 1)|P| = |2A| = τ |A| ≤ τr |P|. (3)
We first consider the case τ < 7/4. Then by (3) we obtain 1 ≤ r ≤ 3.
• If r = 1, then A ⊂ P and 2A = P . Theorem 1 holds with H = P = 〈A〉.
• If r = 2 then A ⊂ P ∪ (b + P) and 2A = P ∪ (b + P), for some b ∈ A\{0}, which
contradicts the equality in (3).
• If r = 3, thenA ⊂ P∪(b+P)∪(c+P) and 2A = P∪(b+P)∪(c+P)∪(b+c+P),
for some b, c ∈ A\{0}, b = c. We obtain |2A| = 4|P|, which contradicts (3) again.
For 7/4 ≤ τ < 9/5, we may have the further case r = 4.
• If r = 4, we have A ⊂ P ∪ (b + P) ∪ (c + P) ∪ (d + P), for some distinct
elements b, c, d ∈ A\{0}. By (3), we have |2A| = 7|P| thus d = b + c. This gives
2A = {0, b, c, d, b+c, b+d, c+d}+ P . We define H to be the subgroup generated
by P , b, c and d , and we have H\2A = b + c + d + P . 
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4. Proof of Theorem 1—Lev’s method
In this section we come to the general case 1 ≤ τ < 2 and apply Lev’s method
from [9]. If (2) holds, then by Kemperman’s theorem, we know that A is such that either
2A = H˜\{c} for some subgroup H˜ of G = (Z/2Z)n and some element c ∈ H˜ or 2A is
quasi-periodic.
As in [9], we construct the finite sequences (A j )0≤ j≤k, (G j )0≤ j≤k, (H j )1≤ j≤k and
(σ j )1≤ j≤k as follows: let G0 = G and A0 = A. Then either 2A0 = H˜\{c}, for some
subgroup H˜ of G0 and some element c ∈ G0, or 2A0 is quasi-periodic. In the first case,
k = 0 and the construction stops here. Otherwise, we define H1 to be a quasi-period of
2A0 and G1 = G0/H1. We denote by σ1 the canonical homomorphism from G0 onto G1,
and A1 = σ1A0. By Lemma 3 of [9], we have |2A1| ≤ 2|A1| − 1.
More generally suppose step i ≥ 1 has been performed and we have constructed
(A j )0≤ j≤i , (G j )0≤ j≤i , (H j )1≤ j≤i and (σ j )1≤ j≤i with |2Ai | ≤ 2|Ai | − 1. There are three
possible cases. The first case is |Ai | = 1. If |Ai | > 1, applying Kemperman’s theorem,
either (second case) 2Ai = H˜\{c}, for some subgroup H˜ of Gi and some element c ∈ Gi ,
or (third case) 2Ai is quasi-periodic. In the first two cases, we put k = i and the process
stops here. In the third case, we define Hi+1 to be an arbitrary quasi-period of 2Ai and
Gi+1 = Gi/Hi+1. We denote by σi+1 the canonical homomorphism from Gi onto Gi+1
and Ai+1 = σi+1Ai and Lev’s Lemma 7 in [9] shows that |2Ai+1| ≤ 2|Ai+1| − 1.
This process is clearly finite. At the final step k, one (and exactly one) of the following
two conditions occurs for the first time:
(C1) |Ak | = 1 and 2Ak = H˜\{c}, for some subgroup H˜ of Gk , and some element c ∈ Gk ,
(C2) |Ak | = 1.
We then put σ = σk ◦ · · · ◦ σ1, the canonical homomorphism from G0 onto Gk and
we define H to be ker σ if (C2) holds, and H = σ−1 H˜ otherwise. In both cases, we have
A ⊂ H , since H is exactly the subgroup generated by 2A and thus by A. By construction
we have
|2A j | ≤ 2|A j | − 1, 0 ≤ j ≤ k, (4)
and Lev’s Lemma 3 of [9] shows that
|2A j−1| − 1 ≥ (|2A j | − 1)|H j |, 1 ≤ j ≤ k. (5)
The preceding construction is not unique but clearly, by finiteness, we may assume that
the following condition holds.
Condition 5. The sequence (A j )0≤ j≤k is such that k ≥ 1 is minimal (among all the
possible sequences).
We now consider two cases according to which of the conditions (C1) or (C2)
occurs first.
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4.1. First case
We first assume that Condition (C1) holds. This implies |H˜ | ≥ 4. If |H˜ | = 4, then
|Ak | ≥ 3, which gives 2Ak = H˜ , a contradiction. Thus |H˜ | ≥ 8. Then by (5), we get
|2A0| − 1 ≥ (|2Ak | − 1)|Hk| · · · |H1| = (|H˜ | − 2)|Hk| · · · |H1| (6)
where we have used
|2Ak | = |H˜ | − 1. (7)
By (4) and (7) we get |Ak | ≥ |H˜ |/2. Since 2Ak = H˜ , we also deduce by the pigeon hole
principle that |Ak | ≤ |H˜ |/2, whence
2|Ak | = |H˜ |. (8)
We clearly have
Ak−1 ⊂
⋃
α∈Ak
σ−1k ({α}), (9)
thus we may write
Ak−1 =
⋃
α∈Ak
(α˜ +Rα), (10)
where σk(α˜) = α, α˜ ∈ Ak−1 and Rα are subsets of Hk with 0 ∈ Rα , for any α ∈ Ak . By
(5) and (7) we have |2Ak−1| > (|H˜ | − 2)|Hk|. By this relation together with (4) and (10),
we obtain
2|Ak | max
α∈Ak
|Rα| ≥ 2
∑
α∈Ak
|Rα| = 2|Ak−1| > (|H˜ | − 2)|Hk| + 1, (11)
thus, by (8) and since |H˜ | ≥ 8, we obtain
max
α∈Ak
|Rα| > (|H˜ | − 2)|H˜ | |Hk| >
|Hk|
2
.
By the pigeon hole principle, we deduce that
2Rα0 = Hk, (12)
for some α0 ∈ Ak .
Now let β, γ ∈ Ak , β = γ . We deduce from (11) that
2
∑
α∈Ak\{β,γ }
|Rα| + 2(|Rβ | + |Rγ |) > (|H˜ | − 2)|Hk|,
and
2(|Ak | − 2)|Hk| + 2(|Rβ | + |Rγ |) > (|H˜ | − 2)|Hk|,
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since Rα ⊂ Hk , for any α ∈ Ak . Using again (8), we get |Rβ | + |Rγ | > |Hk|, and by the
pigeon hole principle,Rβ +Rγ = Hk. From this and (12), we infer that 2Ak−1 is a union
of whole classes modulo Hk. In other words, we get
2Ak−1 =
⋃
α∈H˜\{c}
(α˜ + Hk),
and in particular
|2Ak−1| = (|H˜ | − 1)|Hk|. (13)
Let K = ker σ , then A0 ⊂ ⋃α∈Ak (αˆ + K ), where for given α ∈ Ak , αˆ is an arbitrary
element of A0 such that σ(αˆ) = α. We write
A0 =
⋃
α∈Ak
(αˆ + Sα),
where the Sα’s are non-empty subsets of K . We have, by (13) and the analogous (for k−1)
to (6),
2
∑
α∈Ak
|Sα| > |2A0| − 1 ≥ ((|H˜ | − 1)|Hk| − 1)|Hk−1| · · · |H1|
≥ 2|H˜ | − 3
2
|Hk| · · · |H1| ≥ (|H˜ | − 2)|K |,
since |Hk| ≥ 2 and |K | = |H1| · · · |Hk|. We easily obtain that maxα∈Ak |Sα| > |K |/2 and
that |Sβ |+|Sγ | > |K |, for any β, γ ∈ Ak , β = γ . By the pigeon hole principle, we deduce
that 2A0 is periodic, with period K , and more precisely that
2A0 =
⋃
α∈H˜\{c}
(αˆ + K ).
Theorem 1 then follows with H = σ−1 H˜ .
4.2. Second case
We assume that Condition (C2) holds thus Ak = {0} and 2Ak−1 ⊂ Hk . Since Hk is a
quasi-period of 2Ak−1, it is a period of 2Ak−1. Thus
2Ak−1 = Hk. (14)
We shall prove by contradiction that Condition 5 leads to k = 1, that is 2A0 is a
subgroup of G. We thus assume that k ≥ 2.
By (4), we get (remember that |Hk| is even)
|Hk|
2
+ 1 ≤ |Ak−1| ≤ |Hk|. (15)
We write
Ak−2 =
⋃
α∈Ak−1
(α˜ +Rα),
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with σk−1(α˜) = α, 0 ∈ Rα ⊂ Hk−1, for any α ∈ Ak−1.
The group Hk−1 cannot be a period of 2Ak−2. Indeed, suppose the contrary, then by
(14), 2Ak−2 = σ−1k−1(Hk) is a group that is a period of itself. This contradicts the minimality
of k warranted by Condition 5.
From now on, we thus may assume that
2Ak−2 = σ−1k−1(Hk).
We have either⋃
α∈Ak−1
2Rα = Hk−1,
or there exists γ0 ∈ Hk\{0} such that⋃
α,β∈Ak−1
α+β=γ0
(Rα +Rβ) = Hk−1.
(a) If⋃α∈Ak−1 2Rα = Hk−1, then there exists γ0 ∈ Hk\{0} such that⋃
α,β∈Ak−1
α+β=γ0
(Rα +Rβ) = Hk−1.
Thus by the pigeon hole principle, |Rα| + |Rβ | ≤ |Hk−1|, for any {α, β} ⊂ Ak−1 such
that γ0 = α + β.
Let {α0, β0} ⊂ Ak−1 such that γ0 = α0 + β0. The number N(γ0) of {α, β} ⊂ Ak−1
with γ0 = α + β satisfies
N(γ0)≥ 12 (|Ak−1 ∩ (γ0 −Ak−1)|)
= 12 (|Ak−1| + |γ0 −Ak−1| − |Ak−1 ∪ (γ0 −Ak−1)|)
≥ |Ak−1| − |Hk|2 , (16)
since γ0 ∈ Hk and Ak−1 ⊂ Hk.
We emphasize the fact that for any pair {α, β} contributing in N(γ0), one has α = β.
We thus obtain
|Ak−2| =
∑
α∈Ak−1
|Rα| =
∑
{α,β}⊂Ak−1
α+β=γ0
(|Rα| + |Rβ |)+
∑
α∈Ak−1
α ∈γ0−Ak−1
|Rα|
=
∑
{α,β}⊂Ak−1{α,β}={α0 ,β0}
α+β=γ0
(|Rα| + |Rβ |)+ (|Rα0 | + |Rβ0|)+
∑
α∈Ak−1
α ∈γ0−Ak−1
|Rα|
≤ (N(γ0)− 1)|Hk−1| + (|Rα0 | + |Rβ0 |)+ (|Ak−1| − 2N(γ0))|Hk−1|
= (|Ak−1| − N(γ0)− 1)|Hk−1| + (|Rα0 | + |Rβ0 |)
≤ (|Rα0 | + |Rβ0 |)+
( |Hk|
2
− 1
)
|Hk−1|,
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where the last inequality follows from (16). From this and the inequality
2|Ak−2| > |2Ak−2| ≥ (|Hk| − 1)|Hk−1| + |Rα0 +Rβ0 |,
deduced from (4), 2Ak−1 = Hk and the quasi-periodicity of 2Ak−2, we get
2(|Rα0 | + |Rβ0 |) > |Hk−1| + |Rα0 +Rβ0 |, (17)
whence by Lemma 4 (iii), Rα0 + Rβ0 = Hk−1\(c + P), for some c ∈ Hk−1, and some
proper subgroup P of Hk−1. Indeed case (i) of this Lemma is not possible (Hk−1 is not a
period of 2Ak−2), and case (ii) contradicts the minimality of k in our construction. This
shows that P is a period of 2Ak−2. By considering the canonical homomorphism σ ′k−1
from Gk−2 onto G′k−1 := Gk−2/P , and the image A′k−1 := σ ′k−1Ak−2, we obtain that
2A′k−1 = H˜\{c} for some c ∈ G′k−1 and a subgroup H˜ of G′k−1. This contradicts the
minimality of k asserted in Condition 5.
(b) If⋃α∈Ak−1 2Rα = Hk−1, then by the pigeon hole principle
2|Rα0 | ≤ |Hk−1|, (18)
where α0 ∈ Ak−1 is such that |Rα0 | = maxα∈Ak−1 |Rα|. Since Hk−1 is a quasi-period of
2Ak−2, we also have
2
∑
α∈Ak−1
|Rα| = 2|Ak−2| > |2Ak−2| = (|Hk| − 1)|Hk−1| +
∣∣∣∣∣∣
⋃
α∈Ak−1
2Rα
∣∣∣∣∣∣
≥ (|Hk| − 1)|Hk−1| + |2Rα0 |,
which gives
2(|Ak−1| − 2)|Rα0 | + 4|Rα0 | > (|Hk| − 1)|Hk−1| + |2Rα0 |,
and finally by (15) and (18), we get 4|Rα0 | > |Hk−1| + |2Rα0 |. We conclude as in (a) by
using Lemma 4.
5. On the setsA with large default 〈A〉\2A
We now give a complete description of the sets A such that 0 ∈ A ⊂ (Z/2Z)n ,
|2A| < 2|A| and |〈A〉| = 8|2A|/7. In passing, this shows the optimality of Corollary 2.
A real number τ is said to be admissible if there exist an integer n ≥ 1 and a non-empty
subset A of (Z/2Z)n such that |2A| = τ |A|. For example, 7/4 is admissible, but it can be
shown that 9/5 is not.
Define
µ(τ) = sup
n≥1
0∈A⊂(Z/2Z)n
|2A|=τ |A|
|〈A〉|
|2A| ,
for any admissible number τ ≥ 1.
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Theorem 1 shows that
{µ(τ) : 1 ≤ τ < 2} = {1} ∪
{
2t
2t − 1 : t ≥ 3
}
.
Let K be a subgroup of (Z/2Z)n with [(Z/2Z)n : K ] = 8 and |K | ≥ 4, and R0,Ra ,Rb,
Rc be subsets of K such that min|Rα| > |K |/2. We put
A = R0 ∪ (a +Ra) ∪ (b +Rb) ∪ (c +Rc), (19)
where a, b, c are distinct elements of (Z/2Z)n\K , such that c = a + b. Then we have
|A| = |R0| + |Ra | + |Rb| + |Rc|, |2A| = 7|K | (this follows again from the pigeon hole
principle) and |〈A〉| = 8|K |.
We easily deduce from this that {τ ∈ [7/4, 2) : µ(τ) = 8/7} is a dense subset of the
interval [7/4, 2).
Now let A be a subset of (Z/2Z)n , such that 0 ∈ A, |2A| < 2|A| − 1 and |〈A〉| =
8|2A|/7. By Kneser’s theorem, 2A is periodic, with period P , and |2A| = (2r − 1)|P|,
where r is the number of P-cosets met by A. As noticed in Section 3, we have either
r = 1 or r ≥ 4. Moreover |〈A〉| = 2t |P|, for some integer t ≥ 0. Thus we have
7 × 2t = 8 × (2r − 1), which immediately gives r = 4 and t = 3. Thus A can be
written as in (19).
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