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Abstract 
In investigation of boundary-value problems for certain partial differential equations arising 
in applied mathematics we often need to study the solution of system of partial differential 
equations satisfied by hypergeometric  functions and find explicit linearly independent solutions 
for the system. In this present investigation, we give the solutions of systems of partial 
differential equations for two Kampé de Fériet type functions of third and fourth orders and of 
two variables.        
 
1. Introduction 
A great interest in the theory of hypergeometric functions (that is, hypergeometric functions 
of one, two and several variables) is motivated essentially by the fact that solutions of many 
applied problems involving thermal conductivity and dynamics, electromagnetic oscillation and 
aerodynamics, and quantum mechanics and potential theory are obtainable with the help of 
hypergeometric  (higher and special or transcendent) functions [5,8,17,18]. Such kinds of 
functions are often referred to as special functions of mathematical physics. For the purpose of 
the present work, we recall the following definition of the most general hypergeometric function 
of two variables : ;
: ; ,
p q k
l i jF  that is the Kampé  de Fériet hypergeometric series of two variables  
(see [19]): 
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These hypergeometric functions appear in the solution of the partial differential equations which 
are dealt with harmonic analysis method (see [6]). It is noted that Riemann functions and the 
fundamental solutions of the degenerate second-order partial differential equations are 
expressible by means of hypergeometric functions of several variables (see [2,3,4,9-16,20,21]). 
Therefore, in investigation of boundary-value problems for these partial differential equations, 
we need to study the solution of the system of hypergeometric functions and find explicit linearly 
independent solutions (see [10-13]). The function : ;
: ;
p q k
l i jF   contains a large number of Kampé  de 
Fériet type functions.   
Here, we choose the functions   1:2;1
2:0;1F    
and
 
0:2;1
1:0;1F   defined, respectively, by the following 
double series (see [19]): 
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where   
n
a denotes the Pochhammer symbol given by   ( 1)( 2)...( 1),
n
a a a a a n    
 
0
1,a    ( ) / ( )
n
a a n a    and  :  being the well-known Gamma function, to find the 
linearly  independent solutions of partial differential equations satisfied by these functions. The 
regions of convergence of the functions 1:2;1
2:0;1F  
and
 
0:2;1
1:0;1F  are given (1.2). It is easy to verify that 
the functions 1:2;1
2:0;1F  
and
 
0:2;1
1:0;1F  
are functions of the fourth and third orders, respectively.
 It is not difficult to see that the functions 1:2;1
2:0;1F  
and
 
0:2;1
1:0;1F  are natural generalizations of 
the well-known hypergeometric Humbert function [6] 
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Interest in the functions (1.3) - (1.4) arose also because, for example, the solution of the 
Cauchy problem for equation 
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with the conditions 
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is written out via the functions 
0:2;1
1:0;1F   and 2  
[7]:   
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According to the theory of multiple hypergeometric functions (see [1]), the system of 
partial differential equations for the  Kampé  de Fériet’s hypergeometric series of two variables  
1:2;1
2:0;1F  
and
 
0:2;1
1:0;1F  are readily seen to be  given  
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2. Solving the systems of Partial Differential Equations 
Starting from (1.5) and by making use of come elementary calculations, we define the system of   
third and fourth orders partial differential equations:  
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We note that two equations of system (2.1) and (2.2) are simultaneous, because the 
hypergeometric function  1:2;1
2:0;1[ , ]F x y  satisfies the system. Now, in order to find the linearly 
independent solutions of system (2.1) and (2.2), we will search the solutions in the form  
 
                     ,u x y
                                          (2.3) 
 
where   is an unknown function, and   and    are constants, which are to be determined.  
Next, substituting ,u x y  into system (2.1) and (2.2), we have 
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We note that system in (2.4) and (2.5) is analogical to system (2.1) and (2.2), therefore we 
require that the conditions  
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should be satisfied. It is evident that system (2.6) has two solutions:  
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Finally, substituting both solutions (2.7) into (2.4) and (2.5), we find the two linearly 
independent solutions of system (2.1) and (2.2):  
 
1:2;1
1 2:0;1
: , ; ;
( , ) , ,
, : ; ;
a b c d
u x y F x y
e f g
 
   
       (2.8) 
 
1 1:2;1
2 2:0;1
1 : , ;1 ;
( , ) , .
1 ,1 : ; 2 ;
g
g a b c g d
u x y y F x y
g e g f g

    
        
     (2.9) 
 
The method of establishing the system of partial differential equations  (2.4), (2.5) and  
derivation the solutions  (2.8) - (2.9) of this system for the Kampé  de Fériet’s hypergeometric 
series of  the fourth order and two variables 1:2;1
2:0;1F  
detailed above can be applied mutatis 
mutandis to obtain the systems of partial differential equations and the solutions of the obtained 
systems for the Kampé de Fériet’s hypergeometric series of  the third order and two variables 
0:2;1
1:0;1F .  In this regard, we find each of the following pairs of system of partial differential 
equations and their solutions, where we put the solutions directly after the corresponding system 
of partial differential equations:   
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