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Abstract
We consider the limit behavior of partition function of directed polymers in random
environment represented by linear model instead of a family of i.i.d.variables in 1 + 1
dimensions. Under the assumption that the correlation decays algebraically, using
the method developed in [Ann. Probab., 42(3):1212-1256, 2014], under a new scaling
we show the scaled partition function as a process defined on [0, 1] × R, converges
weakly to the solution to some stochastic heat equations driven by fractional Brownian
field. The Hurst parameter is determined by the correlation exponent of the random
environment. Here multiple Itoˆ integral with respect to fractional Gaussian field and
spectral representation of stationary process are heavily involved.
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noise, stationary fields, multiple Itoˆ integral
2010 MR Subject Classification: 60F05,60H15,82C05.
1 Introduction
We are concerned with the directed polymers in random environment with long-range corre-
lation in large time. The directed polymers is used to model the behavior of a polymer chain
when it stretches in some media with impurities or charges. It consists of a directed ran-
dom walk and a family of random variables attached in every space-time point representing
the random environment. Mathematically, let S = (Sk), k ≥ 0 be a nearest-neighbor path
starting from the origin in Zd, and ω = {ω(i, x), (i, x) ∈ N× Zd} be a family of real-valued
random variables appearing as the environment. Given a fixed environment ω , the n-step
energy of a path S is
Hωn (S) =
n∑
i=1
ω(i, Si),
and its random polymer measure is given as the usual Gibbsian form by
Pωn(S) =
1
Zωn (β)
eβH
ω
n (S)P(S),
where P is the measure of the random walk, β is the inverse temperature and
Zωn (β) =
∑
S
eβH
ω
n (S)P(S) = EPe
βHωn (S) (1.1)
1
is the partition function.
Since the interaction between the chain and the environment one characteristic of di-
rected polymer is that the average path wanders significantly farther along the axes trans-
verse to the directed axis (time direction) than the purely entropic spreading of its non-
random version. In other words, the transverse fluctuations in random media are superdif-
fusive, i.e., < x2(t) > ∼ t2v with v ≥ 1/2, differing from the standard diffusion behavior in
no-random media, here the sharp brackets represent the average over all the paths in con-
figuration space while the bar means the average under the environment. It is usually called
v as diffusive exponent, to which is connected other exponents, such as dynamic exponent
z = 1v and fluctuations exponent χ with χ = 2v−1. These relationships, among others, have
been established analytically (replica method, renormalization group analysis) or observed
numerically in some models in the setting of the environment being given by a collection of
i.i.d. random variables or in continuum contexts. For more comments see [1, 2, 17, 18, 21]
and references therein.
The positive parameter β and the dimension d play important role in determining the
behavior of the polymer. β = 0 is the usual random walk, while β = ∞ corresponds
to the last passage percolation([16]). There is a critical value βc such that in the phase
(0, βc), called weak disorder, entropy dominates, whereas in the phase (βc,∞), called strong
disorder, energy dominates. In [2], a new scaling of β with the length of the polymer was
proposed. This new scaling leads to an intermediate disorder regime, which sits between
weak and strong disorder regime. Speaking roughly, under this scaling and diffusive scaling
as well, the conditioned polymer measure converges in law to a random field, to which a
solution to stochastic heat equation with multiplicative time space white noise is related.
This builds a bridge between discrete polymer models and stochastic heat equations or other
stochastic growth models, whose fluctuation characteristics are shown to be more universal.
For more reviews about this subject see the lecture INTRODUCTION TO KPZ given by
J. Quastel.
The continuum random directed polymers and growth models with noise correlated in
space and/or in time were first considered in [21]. There the correlation of noise η(t, x) is
formulated as
η(t, x)η(t′, x′) ∼ |x− x′|2ρ−d′ |t− t′|2θ−1
with d′ = d − 1. Then the solutions h(t, x), called height functions, to the following KPZ
equations driven by random forcing η(t, x)
∂h(t, x)
∂t
= ν∇2h(t, x) + λ
2
(∇h(t, x))2 + η(t, x) (1.2)
satisfy
|h(t, x)− h(t′, x′)|2 ∼ |x− x′|2ζf
[ |t− t′|
|x− x′|z
]
with some functions f , where ζ is roughening exponent, z is dynamic exponent. Renormal-
ization analysis and numerical simulation indicate that in d = 1, ζ, z vary with ρ ∈ [0, 1], and
large ρ tends to roughen the interface or increase the roughening exponent in the absence
of temporal correlation (more complicated when temporal correlation appear).
Recently in [18], a Brownian directed polymer with spatial correlation was studied.
There the influence of strong spatial correlation with decay algebraically was considered
systematically on the behavior of polymer in terms of free energy, fluctuation exponent and
volume exponent by the use of techniques from stochastic analysis.
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In this paper we are also focused on the random polymer in random environment being
correlated. We are attempting to obtain the stochastic heat equations
∂u(t, x)
∂t
=
1
2
∆u(t, x) + βu(t, x)W˙ (t, x) (1.3)
driven by time white spatial correlated noise W˙ (t, x) (see Section 3 below) from random
polymer as in [2], where a temperature inverse scaling with the length of polymer chain was
used in the setup of i.i.d. environment. Its basic idea is to expand the modified partition
function (see (4.18) below) of original exponential form (1.1) as an n-order polynomial of
β, then prove every monomial to converge weakly to a multiple Wiener-Itoˆ integral with
respect to time space white noise. Hence it converges weakly to the solution to (1.3) since
the latter admits a chaos solution in terms of multiple Itoˆ integral, see [9, 10, 11] or Section
3 in the paper.
Here we follow this procedure in the contexts of that the environment is given by a
family of random variables ω = {ω(i, x), (i, x) ∈ N× Z} with temporal independent spatial
correlated. Since more things have to be involved, the temporal correlated case will be
considered in a separate work. We assume ω = {ω(i, x), (i, x) ∈ N × Z} to be second-
order stationary field with zero mean and have the representation (2.6) below, which is a
good setting for us since it guarantees the central limit theorem holding and does not lose
generality to some extent. Furthermore, the coefficient or kernel in the representation is
imposed to decay algebraically with exponent in (1/2, 1], i.e., long-memory property. This
leads to the convergence of the scaled partition function to equation (1.3) with W˙ (t, x) being
time white and spatial fractional noise. We know that the multiple Itoˆ integral with respect
to fractional Brownian motion is defined by Hermite function or Wick product of Wiener
integrals in stead of the linear extension of integral of indicators of k-dimension rectangle as
in Brownian motion case. The key point is to show the convergence of k-order functionals,
called U-statistics, of the transition function of symmetric random walk, to kth-multiple
Itoˆ integral with respect to fractional Brownian motion. We start it from 1-dimension,
then resort to the recursive identities for multiple Itoˆ integral to transit to k-dimension.
In addition, we use the work about the central limit theorem for non-linear functionals of
stationary process developed in [7, 23] so that we can go back to the weak convergence of the
true partition function from that of the modified partition function. Also, since the spatial
correlation of the environment, spectral representation of the correlation is used extensively
to help us estimate the variance of U-statistics (see (2.2) below) and prove tightness of
approximation process (see Section 5).
In section 2, some notations of the transition function of random walk and the envi-
ronment are given as well as a basic central limit theorem, whose proof is a little different
from that in section 4. In section 3 some basic facts about fractional Gaussian fields and
stochastic heat equations (SHE in short) with multiplicative fractional noise are listed. We
focus in section 4 on the proof that the scaled partition function converges to the solution
to some SHE driven by fractional gaussian fields in the sense of finite dimensional distribu-
tion. Finally, in section 5 we prove that the approximation process is tight via checking the
Kolmogorov’s criterion.
2 Some notations and a central limit theorem
Besides the probability P mentioned in Sec.1, there is another probability measure Q, which
is related to environmental variables. We use the notations EP,EQ to represent the expec-
tation with respect to P,Q, respectively.
For the free random walk S on Z, we denote by Sn its n-step configuration space, a
subset consisting of all possible discrete paths started at zero, i.e., Sn = {(0, x1, . . . , xn) :
3
xi ∈ Z, |xi−xi+1| = 1, i = 0, 1, . . . , n−1}. Let p(n, x) = P(Sn = x) = 2−n
(
n
(n+x)/2
)
if n↔ x,
otherwise 0. Here n ↔ x means that i and x have the same parity. Let [n] = {1, 2, . . . , n}
and, for k ∈ [n],
Dnk = {i = (i1, i2, . . . , ik) ∈ [n]k : 1 ≤ i1 < i2 < · · · < ik ≤ n}. (2.4)
For i ∈ Dnk , write Si = (Si1 , Si2 , . . . , Sik) Then we have, for x = (x1, x2, . . . , xk) ∈ Zk,
pk(i,x) := P(Si = x) = P(Si1 = x1, Si2 = x2, . . . , Sik = xk) =
k∏
j=1
p(ij − ij−1, xj − xj−1)
(2.5)
with i0 = 0, x0 = 0. Here, it necessitates that ij ↔ xj for all j = 1, 2, . . . , k, which is
denoted by i↔ x.
We can also extend pk(i, ·) to all of Rk by defining a density function by ([2])
p¯k(i,x) = 2
−kpk(i, [x]i),
where the jth component of [x]i ∈ Zk, denoted by ([x]i)j = [xj ]ij , is the closest integer to xj
in Z such that ij ↔ [xj ]ij . It is known that p¯k(i,x) is the finite dimensional distribution for
random walk Xn = Sn+Un, where {Un, n ∈ N} is uniform i.i.d.random variables in (−1, 1).
Furthermore, for k, n ∈ N, define pnk by
pnk (t,x) = p¯k(⌊nt⌋,
√
nx)1⌊nt⌋∈Dnk ,
for (t,x) ∈ [0, 1]k × Rk.
Let {ξi,j : i ∈ N, j ∈ Z} be a family of independent identical distribution variables with
EQξi,j = 0 and EQξ2i,j = 1 for any i, j. Hence we can define a stationary field ω = {ω(n, x) :
n ≥ 0, x ∈ Z} by
ω(n, x) =
∞∑
y=−∞
ψy−xξn,y, (2.6)
with ψj ∼ δ|j|−α and 1/2 < α < 1. Then, one has (see [8])
E(ω(i, x)ω(j, y)) = δijγ(x− y),
where δij is Kronecker and γ(k) ∼ λ|k|1−2α for large integer k and λ = δ2 Γ(2α−1)Γ(1−α)Γ(α) .
For later use, let G(dη) be the spectral measure of the correlation function γ, i.e.,
γ(k) =
∫ π
−π
eıkηG(dη), ∀k ∈ Z, (2.7)
with ı2 = −1.
Remark 2.1. Taking H = 3/2− α, then 1/2 < H < 1, we call it Hurst index, with which
a fractional Brownian motion will be involved. In what follows we may transit between the
two parameters freely unless otherwise states. We can also adjust coefficient δ such that
λ = H(2H − 1).
For every N ∈ N, we define a new measure GN by
GN (A) = N
α−1/2G(N−1/2A), A ∈ B(R).
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Then, from [4, Proposition 1], there exists a locally finite measure G0, such that
lim
N→∞
GN = G0
in the sense of locally weak convergence. Furthermore, G0 has a spectral densityD
−1|η|1−2H
with D = 2Γ(2 − 2H) cos(1 − H)π, which is exactly the spectrum of fractional Brownian
motion with Hurst parameter H > 1/2 ([22]).
Throughout this paper, the symbol ∼ means that the ratio of the quantities lying its
two sides goes to 1 as the corresponding argument tending to the same limit.
We are going to scale the partition functions and consider its limit behavior, which is
postponed to Section 4. In this section we show in the correlated setting a CLT holding for
weighted sum, which is of interest on its own right. Its proof will be mentioned repeatedly
later, say, (4.24).
Proposition 2.2. Let ω be given by (2.6), S be the symmetrical random walk on Z started
at the origin under probability measure P, and let ̺ = H/2. Then
n−̺β
n∑
i=1
∑
x∈Z
ω(i, x)P(Si = x)
D−→ N(0, σ2) (2.8)
with σ2 = 4β
2Γ(1−H/2)
DH .
Proof First, we compute the variance of the expectation of the n-step energy with respect
to probability measure Q
EQ(EP(H
ω
n (S)))
2 = EQ
(
n∑
i=1
∑
x∈Z
ω(i, x)P(Si = x)
)2
=
n∑
i=1
EQ
[∑
x∈Z
ω(i, x)P(Si = x)
]2
=
n∑
i=1
EQ
[
i∑
k=0
ω(i, 2k − i)P(Si = 2k − i)
]2
=
n∑
i=1
i∑
k,l=0
EQ [ω(i, 2k − i)ω(i, 2l− i)P(Si = 2k − i)P(Si = 2l− i)]
=
n∑
i=1
i∑
k,l=0
2−2iγ(2k − 2l)
(
i
k
)(
i
l
)
.
By (2.7), one knows that the quantity above equals
n∑
i=1
∫ π
−π
i∑
k,l=0
2−2i
(
i
k
)(
i
l
)
e2ıkηe−2ıkηG(dη)
=
n∑
i=1
∫ π
−π
∣∣∣∣eıη + e−ıη2
∣∣∣∣
2i
G(dη) =
∫ π
−π
| cos η|2 − | cos η|2n+2
1− | cos η|2 G(dη)
=n−1+H
∫ √nπ
−√nπ
gn(η)Gn(dη),
(2.9)
where gn(η) =
| cos(η/√n)|2−| cos(η/√n)|2n+2
1−| cos(η/√n)|2 ∼ 2n 1−e
−η2
η2 . Put g0(η) :=
2−2e−η2
η2 , which is
integrable with respect to G0(dη). Then, we have
σ2 =
∫
R
g0(η)G0(dη) = D
−1
∫ R
−R
2− 2e−η2
|η|1+H dη =
4Γ(1−H/2)
DH
,
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and
A2n := EQ(EP(H
ω
n (S)))
2 = EQ
(
n∑
i=1
∑
x∈Z
ω(i, x)P(Si = x)
)2
∼ nHσ2.
Now let
Xn =
n∑
i=1
∑
x∈Ei
ω(i, x)ai,x =
∞∑
y=−∞
n∑
i=1
∑
x∈Ei
ai,xψy−xξi,y
with Ei = {−i,−i + 2, · · · , i − 2, i} and non-random weight ai,x = P(Si = x) satisfying∑
x∈Ei ai,x = 1 for every i ∈ N. Then
EQ(Xn)
2 =
∞∑
y=−∞
n∑
i=1
(∑
x∈Ei
aixψy−x
)2
= A2n −→∞
as n→∞ by previous calculation.
We can use the method in [14, Ibragimov1971] to show XnAn
D−→ N(0, σ2) . Putting
n∑
i=1
(bi,y)
2 :=
n∑
i=1
(∑
x∈Ei
ai,xψy−x
)2
,
then we have, for i = 1, 2, . . . , n
b2i,y ≤
n∑
i=1
∑
x∈Ei
a2i,x
∑
x∈Ei
ψ2y−x ≤
n∑
i=1
max
x∈Ei
ai,x
∑
x∈Ei
ψ2y−x
≤C
√
2
π
n∑
i=1
i−1/2
∑
x∈Ei
ψ2y−x ≤
2C√
π
n1/2
∞∑
y=−∞
ψ2y,
(2.10)
by Stirling’s formular, and some constant C > 0.
Writing b′n,i,y :=
bi,y
An
, then, by (2.10), |b′n,i,y| ≤ Cn
1
4−H2 := bn → 0 uniformly in y as
n→∞ since H > 12 . And
Xn
An
=
∞∑
y=−∞
n∑
i=1
b′n,i,yξi,y with
∞∑
y=−∞
n∑
i=1
(b′n,i,y)
2 = 1.
Let (εn) be a sequence of positive number such that εn → 0 as n → ∞. For each n,
choose N large enough so that
∑
|y|>N
n∑
i=1
(b′n,i,y)
2 < εn,
and consider the sequence of independent random variables {ηn,0}∪{ηn,i,y; i = 1, 2, . . . , n, y =
1, . . . 2N + 1}, where
ηn,0 =
∑
|y|>N
n∑
i=1
b′n,i,yξi,y and ηn,i,y = b
′
n,i,−N+y−1ξi,−N+y−1.
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Thus, one has, for any ε > 0
∫
|z|>ε
z2dQ(ηn,0 < z) +
n∑
i=1
2N+1∑
y=1
∫
|z|>ε
z2dQ(ηn,i,y < z)
≤εn +
n∑
i=1
2N+1∑
y=1
∫
|z|>ε|b′n,i,−N+y−1|−1
(b′n,i,−N+y−1)
2z2dQ(ξi,y < z)
≤εn +
n∑
i=1
2N+1∑
y=1
∫
|z|>ε|b′n|−1
(b′n,i,−N+y−1)
2z2dQ(ξi,y < z)
≤εn +
∫
|z|>ε|bn|−1
z2dQ(ξi,y < z) −→ 0.
It means the Lindeberg condition satisfied and therefore XnAn
D−→ N(0, 1). Since A2n ∼ σ2nH ,
we complete the proof of this proposition.
Remark 2.3. It is necessary to remark that the reason why less thing is done here than
that in [14] is that an asymptotic expression of An in n is obtained before verifying the
Lindeberg’s condition, while in [14] the only information one can use is that An converges
to ∞ hence one has to look for a comparable relation between An and b′n,i,y.
Remark 2.4. In the case of i.i.d. random environment, one has
EQ
(
n∑
i=1
∑
x∈Z
ω(i, x)P(Si = x)
)2
=
n∑
i=1
2−2i
(
2i
i
)
=
2
π
n∑
i=1
∫ π
2
0
(sinx)2idx =
2(2n+ 2)
π
∫ π
2
0
(sin x)2n+2dx = (2n+ 2)2−(2n+2)
(
2n+ 2
n+ 1
)
.
An application of Stirling’s formular shows that
EQ
(
n∑
i=1
∑
x∈Z
ω(i, x)P(Si = x)
)2
∼ 2γ(0)√
π
√
n+ 1,
whose order is smaller than the one in spatial correlated case.
3 Fractional field, multiple stochastic integration and
stochastic heat equations
In this section we will give a brief introduction about fractional Gaussian fields, multiple
stochastic integrals, stochastic heat equation driven by fractional white noise and its chaos
expansion solution, for more details see [5, 9, 10].
3.1 Fractional Gaussian fields, multiple stochastic integral A time-space fractional Brow-
nian random field W = {W (t, x) : t ≥ 0, x ∈ R} defined on some probability space
(ΩH ,FH ,PH) is a mean zero Gaussian field with covariance
EH(W (t, x)W (s, y)) =
1
2
(s ∧ t)(|x|2H + |y|2H − |x− y|2H), (3.11)
where 0 < H < 1 is Hurst parameter. EH is the expectation with respect to PH .
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Remark 3.1. The noise W here is time independent and space correlated. When H = 1/2,
W is called time-space Brownian motion or Brownian sheet. Thoroughout this paper, we
assume 1/2 < H < 1.
Introduce the following Hilbert space:
LH = {f : [0, 1]× R; ‖f‖2H =
∫ 1
0
∫
R
∫
R
f(s, u)K(u, v)f(s, v)dsdudv <∞},
where K(u, v) = H(2H − 1)|u − v|2H−2. By Hardy-Littlewood inequalities [15, Theorem
2.1] or [20, Theorem 4.3] we have∣∣∣∣
∫ 1
0
∫
R
∫
R
f(s, u)K(u, v)f(s, v)dsdudv
∣∣∣∣ ≤ CH
∫ 1
0
(∫
R
|f(s, u)| 1H du
)2H
ds. (3.12)
For f ∈ LH , there is a sequence of simple functions fn ∈ LH
fn =
kn∑
k=1
ck,n1(sk,n,tk,n]×(xk,n,yk,n]
such that fn −→ f in LH , where ck,n ∈ R, sk,n ≤ tk,n ∈ [0, 1], xk,n ≤ yk,n ∈ R, n =
1, 2, . . . , 1 ≤ k ≤ kn. For fn, we define stochastic integral∫ 1
0
∫
R
fn(t, x)W (dtdx) =
kn∑
k=1
ck,n[W (tk,n, yk,n)−W (sk,n, xk,n)].
It is easy to check that
EH
[∫ 1
0
∫
R
fn(t, x)W (dtdx)
]2
=
∫ 1
0
∫
R2
f(s, u)K(u, v)f(s, v)dsdudv,
from which it follows that
∫ 1
0
∫
R
fn(t, x)W (dtdx), n = 1, 2, . . . is a Cauchy sequence in
L2(ΩH ,FH ,PH). Its limit, denoted by
∫ 1
0
∫
R
f(t, x)W (dtdx), also W (f), is called the
stochastic integral of f with respect to the random field W . Taking the formal deriva-
tive W˙ (t, x) of the field W (t, x), i.e., W˙ (t, x) = ∂
2W (t,x)
∂t∂x , one can write the integral as∫ 1
0
∫
R
f(t, x)W˙ (t, x)dtdx.
Let Hn be Hermite polynomial of degree n ≥ 0, i.e.,
Hn(x) = (−1)nex
2/2 d
n
dxn
e−x
2/2, x ∈ R.
We use Hermite polynomials to define multiple Itoˆ integral [13]. Let {h1, h2, . . . } be an
orthonormal basis of LH . Then {hi1⊗hi2⊗ . . . hik , 1 ≤ i1, i2, . . . , ik <∞} is an orthonormal
basis of L⊗kH , by which we denote the symmetric tensor product of LH . Actually, we have
L⊗kH = {f : ([0, 1]× R)k → R;∫
[0,1]k
∫
R2k
f(t1, x1, t2, x2, . . . , tk, xk)
k∏
i=1
K(xi, yi)f(t1, y1, t2, y2, . . . , tk, yk)dtdxdy <∞}
with t = (t1, t2, . . . , tk),x = (x1, x2, . . . , xk) and y = (y1, y2, . . . , yk). For f ∈ LH , f⊗k ∈
L⊗kH . Furthermore, if ‖f‖H = 1, we define the multiple Ito integral of f⊗k with respect to
W˙ by ∫
([0,1]×R)k
f⊗k(t,x)W⊗k(dtdx) = Hk(W (f)) := Ik(f⊗k).
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Then the polarization procedure can be used to define the multiple integral of the form:∫
([0,1]×R)k
f1 ⊗ f2 ⊗ · · · ⊗ fk(t,x)W⊗k(dtdx) := Ik(f1 ⊗ f2 ⊗ · · · ⊗ fk).
And we can go as usual to define k-multiple stochastic integral Ik(f),
Ik(f) =
∫
([0,1]×R)k
f(t,x)W⊗k(dtdx),
for general symmetric functions f in L⊗kH by the density argument. Furthermore we have
E(Ik(f)Ik(g)) = k! < f, g >H .
For f ∈ L⊗mH , g ∈ L⊗nH , 1 ≤ r ≤ m ∧ n, we define r-order contraction of two symmetry
functions f and g by
f ⊗r g(t1, x1; . . . ; tm+n−2r, xm+n−2r)
=Sym
{∫
[0,1]r
∫
R2r
f(t1, x1; . . . ; tn−r, xn−r; s1, u1; . . . ; sr, ur)
× g(t1, x1; . . . ; tm−r, xm−r; s1, u1; . . . ; sr, ur)Πri=1K(ui, vi)
f(t1, x1; . . . ; tn−r, xn−r; τ1, v1; . . . ; τr, vr)
× g(t1, x1; . . . ; tm−r, xm−r; τ1, v1; . . . ; τr, vr)dsdτdudv
}
,
where Sym{·} means symmetrizing the arguments. Then one has the following recursive
identities:
In(f)Im(g) =
m∧n∑
r=0
r!
(
n
r
)(
m
r
)
In+m−2r(f ⊗r g) (3.13)
for f ∈ L⊗mH , g ∈ L⊗nH . Especially, when m = 1, it is reduced to
In(f)I1(g) = In+1(f ⊗ g) + nIn−1(f ⊗1 g). (3.14)
For later use, we give an example of contraction of two functions. Assume f1, f2 ∈
LH ,m, n ∈ N. Notice that the symmetry function f⊗m1 ⊗ f⊗(n−1)2 has
(
m+n−1
m
)
terms,
where
(
m+n−2
m−1
)
terms end with f1 and
(
m+n−2
n−2
)
terms end with f2. Hence we have
(f⊗m1 ⊗ f⊗(n−1)2 )⊗1 f2
=
m
m+ n− 1f
⊗(m−1)
1 ⊗ f⊗(n−1)2 < f1, f2 >H
+
n− 1
m+ n− 1f
⊗m
1 ⊗ f⊗(n−2)2 ‖f2‖2H .
Furthermore, according to (3.14), we have
Im+n(f
⊗m
1 ⊗ f⊗n2 )
=Im+n−1(f⊗m1 ⊗ f⊗(n−1)2 )I1(f2)−m < f1, f2 >H Im+n−2(f⊗(m−1)1 ⊗ f⊗(n−1)2 ) (3.15)
− (n− 1)‖f2‖2HIm+n−2(f⊗m1 ⊗ f⊗(n−2)2 )
Now we have the following chaos expansion results for square integrable variables.
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Proposition 3.2. Let W be the gaussian random field above with spatial parameter 1/2 <
H < 1. Let (ΩH ,FH , PH) be the canonical probability space corresponding to W . Then for
any F ∈ L2(ΩH), it admits the following chaos expansion:
F =
∞∑
k=0
Ik(fk),
where fk ∈ L⊗kH , k = 0, 1, . . . , and the series converges in L2(ΩH ,FH , PH). Moreover,
EH [F
2] =
∞∑
k=0
k!‖fk‖2H .
Remark 3.3. (i) It is obvious that Ik(h
⊗k) 6= [I1(h)]k, and Ik(h1 ⊗ h2 ⊗ · · · ⊗ hk) 6=∏k
i=1 I1(hi) unless h1, h2, . . . , hk are orthogonal in LH . Usually, Ik(h⊗k) is called k-order
Wick product of I1(h).
(ii) Denote by H(W ) the linear space spanned by (W (t, x); (t, x) ∈ R+×R), then there is a
unique isomorphism Φ between ⊕∞k=0[H(W )]⊗k and L2(ΩH ,FH , PH) such that if {ζi : i ∈ N
is a CONS in H(W ), then the family
(
k!
kγ1 ! · · · kγi !
) 1
2
Φ(ζ
⊗kγ1
γ1 ⊗ · · · ⊗ ζ⊗kγiγi ) =
i∏
j=1
(kγj !)
− 12Hkγj (ζγj ),
k ≤ 0, i ≤ 1, kγ1 + · · · + kγi = k, γ1 < · · · < γi, is a CONS in L2(ΩH ,FH , PH). See
Huang, et al. [12, P.596]. Hence, it suffices to define the multiple integral of the form
ζ
⊗kγ1
γ1 ⊗ · · · ⊗ ζ⊗kγiγi in L⊗kH .
3.2 Heat equations with white noise potentials We turn to stochastic heat equations (1.3)
with multiplicative noise with initial value u(s, x) = u(x), 0 ≤ s ≤ t ≤ 1, x ∈ R. Its solution
is formulated in the mild form, i.e.,
u(t, x; s) = Pt−su(x) + β
∫ t
s
∫
R
Pt−r(x− z)u(r, z)W (dr, dz), (3.16)
where Pt(x) =
1√
2πt
e−
x2
2t and Ptf(x) =
∫
R
1√
2πt
e−
(x−y)2
2t f(y)dy. If, furthermore, let u(x) =
δ(x− y), we get a four-parameter field u(t, x; s, y) by
u(t, x; s, y) = Pt−s(x− y) + β
∫ t
s
∫
R
Pt−r(x− z)u(r, z; s, y)W (drdz).
Iterating the equation, we have a formal chaos expansion for u(t, x; s, y):
u(t, x; s, y) =Pt−s(x− y)
+
∞∑
k=1
βk
∫
∆(s,t]k
∫
Rk
Πki=1Pti−ti−1(xi − xi−1)Pt−tk(x− xk)W (dtidxi) (3.17)
=Pt−s(x− y) +
∞∑
k=1
βkIk( ˜Pk(t, x; s, y))
with ∆(s, t]k = {s < t1 < · · · < tk < t}, x0 = y, and
Pk(t, x; s, y; t1, . . . , tk;x1, . . . , xk) =Π
k
i=1Pti−ti−1(xi − xi−1)Pt−tk(x− xk) ∆= Pk(t, x; s, y; τ ;x)
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is the transition density function of Brownian motion from y to x through k points on
the time interval (s, t], where τ = (t1, · · · , tk),x = (x1, · · · , xk). Here ˜Pk(t, x; s, y) is the
symmetrization of Pk(t, x; s, y) in the variables (t1, s1), · · · , (tk, sk), and the multiple integral
Ik(Pk(t, x; s, y)) is restrained on the domain ∆(s, t]
k for s ≤ t, x, y ∈ R fixed.
Proposition 3.4. For any s ≥ 0, y ∈ R, u(t, x; s, y) given by (3.17) is the unique solution
to equation (1.3) with initial data u(s, x; s, y) = δ(x− y).
Proof We compute the L2 norm of each chaos. Denote
Θk(t, x; s, y) = EH(Ik( ˜Pk(t, x; s, y)))
2.
Then by the isometric equality, we have
Θk(t, x; s, y) = β
2k
∫
∆(s,t]k
∫
R2k
Πki=1K(xi, yi)Pk(t, x; s, y; τ ;x)Pk(t, x; s, y; τ ;y)dxdydτ,
where x = (x1, . . . , xk),y = (y1, . . . , yk).
By the proof of Lemma 6.1 in [9], we know∫
R2
Pti−ti−1(xi − xi−1)K(xi, yi)Pti−ti−1(yi − yi−1)dxi−1dyi−1 ≤ CH2H−1(ti − ti−1)H−1
for i = 1, 2, . . . , k, where CH is a generic constant depending only on H . Hence, by Schwartz
inequality, we have∫
R2
Pt1−s(x1 − y)Pt2−t1(x2 − x1)K(x1, y1)Pt1−s(y1 − y)Pt2−t1(y2 − y1)dx1dy1
≤ 1
2π
√
(t1 − s)(t2 − t1)
(∫
R
Pt1−s(
√
2(x1 − y))K(x1, y1)Pt1−s(
√
2(y1 − y))dx1dy1
) 1
2
×
(∫
R
Pt2−t1(
√
2(x2 − x1))K(x1, y1)Pt2−t1(
√
2(y2 − y1))dx1dy1
) 1
2
≤CH2
H−3
π
(t1 − s)H2 −1(t2 − t1)H2 −1.
It follows that
Θk(t, x; s, y) ≤ 2
kH−2CkHβ
2k
πk!
∫
∆(s,t]k
(t1 − s)H2 −1(t2 − t1)H2 −1Πki=3(ti − ti−1)H−1dt1 . . . dtk
=
CkHβ
2kΓ2(H2 )Γ
k−1(H)
2(k−1)(1−H)+2πΓ(kH)
(t− s)kH−1,
and
EH(u(t, x; s, y))
2 =
∞∑
0
Θk(t, x; s, y) <∞.
Therefore, the chaos expansion is the unique solution to equation (1.3) in L2.
4 The convergence of partition functions in the sense
of finite dimensional distribution
In this section we are focused on the convergence of partition function for the polymer
measure in the sense of finite dimensional distribution. Firstly, we consider the convergence
for modified partition function.
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4.1 Modified partition function We use 1 + x to take place of ex in the partition function
Zωn (βn
−̺) to get the following modified function
Zωn(βn
−̺) = EP
[
n∏
i=1
(1 + βn−̺ω(i, Si))
]
, (4.18)
with ̺ = H2 . Then expanding it, we have
Zωn(βn
−̺) =EP

1 + n∑
k=1
βkn−k̺
∑
i∈Dnk
k∏
j=1
ω(ij, Sij )


=1 +
n∑
k=1
βkn−k̺
∑
i∈Dnk
∑
x∈Zk

 k∏
j=1
ω(ij , xj)p(ij − ij−1, xj − xj−1)

 (4.19)
=1 +
n∑
k=1
βkn−k̺
∑
i∈Dnk
∑
x∈Zk
ω(i,x)pk(i,x).
See (2.4) for Dnk and (2.5) for pk(i,x). This is a point-to-line (starting from zero) modified
partition function. We have also point-to-point modified partition function as follows. For
Z ∋ x↔ n, 0 ≤ m < n, y ∈ Z
Zωn(m, y;n, x;βn
−̺)
=EP
[
n∏
i=m+1
(1 + βn−̺ω(i, Si))1{Sn=x}|Sm=y
]
=1 + EP

n−m∑
k=1
βkn−k̺
∑
i−m∈Dn−mk
k∏
j=1
ω(ij, Sij )
∣∣∣∣∣∣Sn = x|Sm = y

 p(n, x)
=1 +
n−m∑
k=1
βkn−k̺
∑
i−m∈Dn−mk
∑
x∈Zk

 k∏
j=1
ω(ij , xj)

 pn−my,x (i,x)p(n−m, y, x),
where pn−my,x (i,x) =
p(n−m−ik,x−xk)
p(n−m,y,x)
∏k
j=1 p(ij − ij−1, xj − xj−1) is the transition kernel for
random walks conditioned to be at position x at time n, and p(n −m, y, x) = P(Sn−m =
x|S0 = y). When m = 0 and y = 0, we denote it by Zωn(n, x;βn−̺). Similarly, we have
Zωn (m, y;n, x;βn
−̺) and Zωn (n, x;βn
−̺)
We are aimed at the asymptotic behavior of (4.18), but begin with general f instead of
the transition density p. For k ≤ n ∈ N we use the notations Rnk as in [2] to denote the set
of rectangles of the form
Rnk
∆
=
{(
i− 1
n
,
i
n
]
×
(
x− 1√
n
,
x+ 1√
n
]
: i ∈ Dnk , i↔ x
}
.
For f ∈ L2([0, 1]k × Rk) define f¯n by
f¯n(t,x) =
1
|R|
∫
R
fdtdx, (t,x) ∈ R ∈ Rnk ,
and weighted U−statistics Snk by
Snk (f) = 2k/2
∑
i∈Enk
∑
x∈Zk
f¯n(
i
n
,
x√
n
)ω(i,x)1{i↔x}. (4.20)
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And
Enk = {i = (i1, i2, . . . , ik) ∈ [n]k : 1 ≤ ij 6= il ≤ n, for j 6= l ≤ k}. (4.21)
Here the introduction of factor
√
2 before the sum is to cancel the parity of random walk.
Notice that pnk is a constant on each rectangle in R
n
k , so that p¯
n
k = p
n
k . Also we have, for
i ∈ Dnk ,x ∈ Zk with i↔ x,
pnk
(
i
n
,
x√
n
)
= p¯nk = 2
−kpk(i,x).
Then, we have
Snk (pnk ) = 2k/2
∑
i∈Enk
∑
x∈Zk
f¯n(
i
n
,
x√
n
)ω(i,x)1{i↔x} = 2−k/2
∑
i∈Enk
∑
x∈Zk
ω(i,x)pk(i,x), (4.22)
which is the kth term in (4.18) except the coefficient, where fn = p
n
k .
For general f ∈ L2([0, 1]k × Rk), we have
Lemma 4.1. For all fixed k, n, Snk (f) is linear in h with probability one, and, by the
definition of ω, for k1 6= k2, EQ(Snk1(f1)Snk2(f2)) = 0 for fi ∈ L⊗kiH , i = 1, 2. Furthermore,
for k1 = k2 = k, we have
EQ[(Snk (f))2] ≤ Cλkn(1+H)k‖f‖2Hk
for some generic positive constant C.
Proof We only show the last claim. For f ∈ L⊗kH
EQ[(Snk (f))2]
=2k
∑
i∈Enk
∑
x∈Eki
∑
y∈Eki
f¯n(
i
n
,
x√
n
)f¯n(
i
n
,
y√
n
)γ(|x − y|)1{i↔x}1{i↔y}
≤
∑
i∈Enk
∑
x∈Eki
∑
y∈Eki
f¯n(
i
n
,
x√
n
)f¯n(
i
n
,
y√
n
)γ(|x− y|)
≤Cλkn(1+H)k
∑
i∈Enk
∑
x∈Eki
∑
y∈Eki
f¯n(
i
n
,
x√
n
)f¯n(
i
n
,
y√
n
)
∣∣∣∣x− y√n
∣∣∣∣
1−2α
1
nk
1
√
n
2k
=Cλkn(1+H)k
∑
i∈Enk
∑
x∈Eki
∑
y∈Eki
f¯n(
i
n
,
x√
n
)f¯n(
i
n
,
y√
n
)
∣∣∣∣x− y√n
∣∣∣∣
1−2α
1
nk
1
√
n
2k
≤Cλkn(1+H)k
∫
[0,1]k
∫
R2k
|f¯n(t,x)||f¯n(t,y)| |x− y|1−2α dtdxdy
=Cn(1+H)k‖f¯n‖2Hk ≤ Cn(1+H)k‖f‖2Hk .
Next result is a key point for obtaining the convergence of modified partition function
(4.18).
Theorem 4.2. Let f ∈ L⊗kH . Then, as n→∞,
n
−(H+1)k
2 Snk (f) D−→
∫
[0,1]k
∫
Rk
f(t,x)W⊗k(dtdx) = Ik(f), (4.23)
where W (dtdx) is fractional Gaussian noise (3.11) and Ik, k = 1, 2 . . . , is k-multiple integral
defined in section 3.
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The proof for theorem 4.2 is a long process, we split it with several lemmas.
Lemma 4.3. The conclusion in Theorem 4.2 holds when k = 1 for f ∈ LH .
Proof First, we show it is true for f = 1{t0≤t≤t1,x0≤x≤x1} for some 0 ≤ t0 < t1 ≤ 1, x0 < x1.
In this case,
Sn1 (f) = 21/2
∑
{i∈Enk ,nt0≤i≤nt1}
∑
{x∈Z,√nx0≤x≤
√
nx1}
ω(i, x)1{i↔x}
and
EQ[(Sn1 (f))2] = λn
3
2 (t1 − t0)(x1 − x0)γ(0) + 2λn(t1 − t0)
N−1∑
k=1
(N − k)γ(k) +O(n),
here and hereafter N = ⌊√n(x1−x0)⌋ is the largest integer smaller than
√
n(x1−x0), unless
other statements. Notice that the second term above can be written as
2λn(t1 − t0)N3−2α
N−1∑
k=1
(1 − k
N
)
(
k
N
)1−2α
1
N
∼2λn(t1 − t0)N3−2α
∫ 1
0
(1− x)x1−2αdx = λn
H+1(t1 − t0)(x1 − x0)2H
H(2H − 1) .
Hence by Remark 2.1 we have, as n→∞,
EQ[(n
−H+12 Sn1 (f))2] −→
λ(t1 − t0)(x1 − x0)2H
H(2H − 1)
=λ
∫ 1
0
∫
R2
f(t, x)f(t, y)|x − y|2H−2dtdx = EH
(∫ 1
0
∫
R
f(t, x)W (dtdx)
)2
.
Meanwhile, substituting ω(i, x) =
∑∞
y=−∞ ψy−xξi,y into Sn1 (f) yields
Sn1 (f) = 2
1
2
∞∑
y=−∞
n∑
i=1
∑
x∈Ei
ψy−xξi,y, (4.24)
for which we can use [14] or the corrected version [8] to show the Lindeberg condition
holding. Also, one can use the method in Proposition 2.2, by taking aix = 1 and then
applying Schwartz inequality we get bn,i,y convergence to 0 uniformly. Hence in this case
we have
n−
H+1
2 Sn1 (f) D−→
∫
[0,1]
∫
R
f(t, x)W (dtdx) = I1(f).
By Lemma 4.1, the remaining thing is to show Lemma 4.3 true for f of the form of linear
combination of indicator functions fj, j = 1, 2, . . . ,m, with disjoint, finite area rectangle
in [0, 1] × R. Actually, Sn1 (fj), j = 1, 2, . . . ,m are mutual independent when their time
rectangles are disjoint. Therefore we only consider the case of m = 2 and the time interval
overlapping and space interval being disjoint for two disjoint rectangles. To this end, we
assume
f1(t, x) = 1{t1≤t≤t3,x1≤x≤x2}(t, x) and f2(t, x) = 1{t2≤t≤t4,x3≤x≤x4}(t, x) (4.25)
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for some 0 ≤ t1 ≤ t2 ≤ t3 ≤ t4 ≤ 1, x1 ≤ x2 ≤ x3 ≤ x4. Then, for λ1, λ2 ∈ R,
Sn1 (λ1f1 + λ2f2)
=21/2λ1
∑
{i∈Enk ,nt1≤i≤nt3}
∑
{x∈Z,√nx1≤x≤
√
nx2}
ω(i, x)1{i↔x}
+ 21/2λ2
∑
{i∈En
k
,nt2≤i≤nt4}
∑
{x∈Z,√nx3≤x≤√nx4}
ω(i, x)1{i↔x}
by linearity. We split Sn1 (λ1f1 + λ2f2) into four terms:
21/2λ1
∑
{i∈Enk ,nt1≤i≤nt2}
∑
{x∈Z,√nx1≤x≤
√
nx2}
ω(i, x)1{i↔x}
+ 21/2λ1
∑
{i∈Enk ,nt2<i<nt3}
∑
{x∈Z,√nx1≤x≤√nx2}
ω(i, x)1{i↔x}
+ 21/2λ2
∑
{i∈Enk ,nt2<i<nt3}
∑
{x∈Z,√nx3≤x≤
√
nx4}
ω(i, x)1{i↔x}
+ 21/2λ2
∑
{i∈Enk ,nt3≤i≤nt4}
∑
{x∈Z,√nx3≤x≤
√
nx4}
ω(i, x)1{i↔x}
=J1 + J21 + J22 + J3.
Take f ′(t, x) = λ11{t2≤t≤t3,x1≤x≤x2} + λ21{t2≤t≤t3,x3≤x≤x4}. We have
|f ′|2H =H(2H − 1)
∫ 1
0
∫
R2
f ′(t, x)f ′(t, y)|x− y|2H−2dtdxdy
=λ21H(2H − 1)
∫ t3
t2
∫ x2
x1
∫ x2
x1
|x− y|2H−2dtdxdy
+ λ22H(2H − 1)
∫ t3
t2
∫ x4
x3
∫ x4
x3
|x− y|2H−2dtdxdy
+ 2λ1λ2H(2H − 1)
∫ t3
t2
∫ x2
x1
∫ x4
x3
|x− y|2H−2dtdxdy
=(t3 − t2)
[
λ21(x2 − x1)2H + λ22(x4 − x3)2H
]
+ 2λ1λ2(t3 − t2)
[
(x4 − x1)2H − (x4 − x2)2H + (x3 − x2)2H − (x3 − x1)2H
]
.
On the other hand, we compute the expectation
EQ(J21J22)
=2λ1λ2EQ

 ∑
nt2<i<nt3
∑
√
nx1≤x≤
√
nx2
∑
nt2<j<nt3
∑
√
nx3≤y≤
√
nx4
ω(i, x)ω(j, y)1{i↔x}1{j↔y}


=2λ1λ2
∑
nt2<i<nt3
∑
√
nx1≤x≤
√
nx2
∑
√
nx3≤y≤
√
nx4
γ(y − x)1{i↔x}1{i↔y}
∼λλ1λ2
∑
nt2<i<nt3
∑
√
nx1≤x≤
√
nx2
∑
√
nx3≤y≤
√
nx4
(
y − x√
n
)1−2α
n
3
2−α 1
n
(Noticing x ≤ y)
∼λλ1λ2n 52−α(t3 − t2)
∫ x2
x1
∫ x4
x3
|x− y|2H−2dxdy
=λ1λ2(t3 − t2)
[
((x4 − x1)2H − (x4 − x2)2H + (x3 − x2)2H − (x3 − x1)2H)
]
n1+H .
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It follows that
n−(H+1)EQ[(J21 + J22)2] −→ |f ′|2H = EH
[∫ 1
0
∫
R
f ′(t, x)W (dtdx)
]2
as n −→∞.
Rearranging J21 + J22, we have
J21 + J22 =
∞∑
y=−∞
21/2
∑
nt2<i<nt3

 ∑
√
nx1≤x≤
√
nx2
i↔x
λ1ψy−x +
∑
√
nx3≤x≤
√
nx4
i↔x
λ2ψy−x

 ξi,y ,
and
EQ[(J21 + J22)
2] = 2
∞∑
y=−∞
∑
nt2<i<nt3

 ∑
√
nx1≤x≤
√
nx2
i↔x
λ1ψy−x +
∑
√
nx3≤x≤
√
nx4
i↔x
λ2ψy−x


2
:= 2
∞∑
y=−∞
∑
nt2<i<nt3
|Ψ(n, i, y)|2.
Since [x1, x2] ∩ [x3, x4] is empty, one has, by Schwartz inequality,
1
EQ[(J21 + J22)2]
∑
nt2<i<nt3
|Ψ(n, i, y)|2
≤n
3/2(t3 − t2)[λ21(x2 − x1) + λ22(x4 − x3)]
EQ[(J21 + J22)2]
∑
√
nx1≤x≤
√
nx2√
nx3≤x≤
√
nx4
ψ2y−x
≤n
3/2(t3 − t2)[λ21(x2 − x1) + λ22(x4 − x3)]
EQ[(J21 + J22)2]
∞∑
x=−∞
ψ2x,
which tends to zero uniformly in y as n −→ ∞. Hence we can proceed as the proof in
proposition 2.2 to show, as n −→∞,
n−
H+1
2 (J21 + J22)
D−→
∫ 1
0
∫
R
h′(t, x)W (dtdx).
Notice that J1,J21 + J22 and J3 are mutual independent, and
n−
H+1
2 J1
D−→ λ1
∫
[0,1]
∫
R
1{t1≤t≤t2,x1≤x≤x2}(t, x)W (dtdx),
n−
H+1
2 J3
D−→ λ2
∫
[0,1]
∫
R
1{t3≤t≤t4,x3≤x≤x4}(t, x)W (dtdx)
as n −→ ∞ by previous proof. Therefore the random vector (n−H+12 J1, n−H+12 (J21 +
J22), n
−H+12 J3) converges weakly, and so their linear combination
n−
H+1
2 Sn1 (λ1f1 + λ2f2)
=n−
H+1
2 J1 + n
−H+12 (J21 + J22) + n−
H+1
2 J3
D−→
∫ 1
0
∫
R
(λ1f1 + λ2f2)(t, x)W (dtdx).
By a density argument we can confirm the conclusion of the lemma for the case of k = 1.
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Remark 4.4. The proof above also implies that
(n−
H+1
2 Sn1 (f1), n−
H+1
2 Sn1 (f2), . . . , n−
H+1
2 Sn1 (fm)) D−→ (I1(f1), I1(f2), . . . , I1(fm))
holds as n −→ ∞ by Crame´r-Wold device and density arguments for f1, f2, . . . , fm ∈ LH
with disjoint support.
We proceed to go through with the case of k > 1. Since no such technique as deletion
of diagonals due to the spatial-colored property of fractional Brownian motion is available
for us we are not allowed to do as that did in [2].
Lemma 4.5. The conclusion in Theorem 4.2 holds for f ∈ LkH of the form f = g⊗k with
g(t, x) = 1{t0≤t≤t1,x0≤x≤x1}(t, x) ∈ LH (4.26)
for ∀t0 ≤ t1, x0 ≤ x1 and k > 1.
Proof We need to show
n−
(H+1)k
2 Snk (g⊗k) −→ Ik(g⊗k) as n −→∞. (4.27)
We begin with k = 2. In this case, noticing that no same time indexes appear in every
term in Sn2 , we have that Sn2 (g⊗2) equals
2
∑
i∈En2
∑
x∈Z2
1⊗2[t0,t1]×[x0,x1](
i
n
,
x√
n
)ω(i,x)1{i↔x}
=[Sn1 (g)]2 − 2
∑
i∈En1
∑
x∈Z2
1[t0,≤t1](
i
n
)1⊗2[x0,x1](
x√
n
)ω(i, x1)ω(i, x2)1{i↔x1}1{i↔x2}
=[Sn1 (g)]2 − 2
∑
nt0≤i≤nt1
(∑
x∈Z
1[x0,x1](
x√
n
)ω(i, x)1{i↔x}
)2
. (4.28)
By continuous mapping theorem, we know
n−(H+1)[Sn1 (g)]2 D−→
(∫ 1
0
∫
R
1{t0≤t≤t1,x0≤x≤x1}(t, x)W (dtdx)
)2
. (4.29)
Put Ji :=
∑
x∈Z 1{x0≤x≤x1}(
x√
n
)ω(i, x)1{i↔x}, i = ⌊nt0⌋ + 1, . . . , ⌊nt1⌋, then Ji’s are inde-
pendent. Since the variance of
√
2Ji is
Nγ(0)+ 2
N−1∑
k=1
(N − k)γ(k) ∼ Nγ(0)+ 2N3−2αλ
N−1∑
k=1
(1− k
N
)(
k
N
)1−2α
1
N
∼ Nγ(0)+N3−2α.
As before, we can show
n−
H
2 Ji
D−→ N(0, (x1 − x0)2H)
as n −→∞.
Therefore, by the law of large number for triangular arrays (see [6, Theorem 2.3.4]), we
have
2n−(H+1)
∑
nt0≤i≤nt1
(∑
x∈Z
1{x0≤x≤x1}(
x√
n
)ω(i, x)1{i↔x}
)2
=2n−(H+1)
∑
nt0≤i≤nt1
(∑
x∈Z
1{x0≤x≤x1}(
x√
n
)ω(i, x)1{i↔x}
)2
−→ (t1 − t0)(x1 − x0)2H ,
(4.30)
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as n −→∞.
Put g′ = g/(t1 − t0)(x1 − x0)2H , then ‖g′‖H = 1, (4.28), (4.29), (4.30) and (3.14) imply
n−(H+1)Sn2 (g′⊗2) D−→
(∫ 1
0
∫
R
g′(t, x)W (dtdx)
)2
− 1 = H2(W (g′)) = I2(g′⊗2).
Now assume that (4.27) holds for k = 1, 2, . . . , l − 1. We show that it holds for k = l.
Rewrite Snl (f), with g(t, x) = 1{t0≤t≤t1,x0≤x≤x1}(t, x), as
Snl (g⊗l) = 2l/2
∑
i∈Enl
∑
x∈Zl
g⊗ln (
i
n
,
x√
n
)ω(i,x)1{i↔x},
which also can be expressed as the difference of
2l/2 ∑
i¯∈Enl−1
∑
y∈Zl−1
g
⊗(l−1)
n (
i¯
n
,
y√
n
)ω(¯i,y)1{¯i↔y}



 ∑
il∈En1
∑
xl∈Z
g¯n(
il
n
,
xl√
n
)ω(il, xl)1{il↔xl}


(4.31)
and Rl,n. Here i¯ = (i1, . . . , il−1), Rl,n is the sum of all terms that they are multiplication
of two factors, which comes from the two parentheses of (4.31), respectively, with exactly
one component in i¯ corresponding to the first factor equal to il corresponding to the second
factor. Specifically, denote by i¯
j
the vector by canceling the jth component ij of i¯, and
observe that all components in i¯
j
are different from ij, j = 1, 2, . . . l − 1. It is necessary to
remark that the dimension of vector i may vary in the different display, say, the second line
of (4.34). Then Rl,n equals
2
l
2
∑
i1∈A


[∑
x∈Z
g¯n(
i1
n
,
x√
n
)ω(i1, x)1{i1↔x}
]2 ∑
i¯
1∈En
l−2
∑
x∈Zl−2
g
(l−2)⊗
n (
i¯1
n
,
x√
n
)ω(¯i1,x)1{¯i1↔x}


+2
l
2
∑
i2∈A


[∑
x∈Z
g¯n(
i2
n
,
x√
n
)ω(i2, x)1{i2↔x}
]2 ∑
i¯
2∈Enl−2
∑
x∈Zl−2
g
(l−2)⊗
n (
i¯2
n
,
x√
n
)ω(¯i2,x)1{¯i2↔x}


+ · · ·
+2
l
2
∑
il−1∈A

[∑
x∈Z
g¯n(
il−1
n
,
x√
n
)ω(il−1, x)1{il−1↔x}
]2
×
∑
i¯
l−1∈Enl−2
∑
x∈Zl−2
g
(l−2)⊗
n (
i¯l−1
n
,
x√
n
)ω(¯il−1,x)1{¯il−1↔x}


= (l − 1)2 l2
∑
i1∈A
([∑
x∈Z
g¯n(
i1
n
,
x√
n
)ω(i1, x)1{i1↔x}
]2
×
∑
i¯
1∈En
l−2
∑
x∈Zl−2
g
(l−2)⊗
n (
i¯1
n
,
x√
n
)ω(¯i1,x)1{¯i1↔x}
)
,
(4.32)
18
where the set A consists of all integers in the interval [nt0, nt1]. Put
Sn,1l−2(g⊗(l−2)) := 2
l−2
2
∑
i¯
1∈Enl−2
∑
x∈Zl−2
g¯n(
i¯1
n
,
x√
n
)ω(¯i1,x)1{¯i1↔x} (4.33)
with i1 ∈ [n] fixed, and estimate the difference between Sn,1l−2(g⊗(l−2)) and Snl−2(g⊗(l−2)).
Since the time index i ∈ [n]k−2 of the summand which is in the sum of Snl−2(f⊗(l−2)) but
not in that of Sn,1l−2(f⊗(l−2)) must have one and only one component equal to i1, we have
Snl−2(g⊗(l−2))− Sn,1l−2(g⊗(l−2))
=(l − 2)2 l−22
∑
y∈Z
g¯n(
i1
n
,
y√
n
)ω(i1, y)1{i1↔y} ×
∑
i¯
1∈Enl−3
∑
x∈Zl−3
g¯n(
i¯1
n
,
x√
n
)ω(¯i1,x)1{¯i1↔x}.
(4.34)
Hence we get from (4.32) and (4.34) that Rl,n is the difference of
2(l − 1)Snl−2(f⊗(l−2))
∑
i1∈A
[∑
x∈Z
f¯n(
i1
n
,
x√
n
)ω(i1, x)1{i1↔x}
]2
and
(l − 1)(l − 2)2 l2
∑
i1∈A
[∑
x∈Z
f¯n(
i1
n
,
x√
n
)ω(i1, x)1{i1↔x}
]3
×
∑
i¯
1∈Enl−3
∑
x∈Zl−3
f¯n(
i¯1
n
,
x√
n
)ω(¯i1,x)1{¯i1↔x}.
Let Qi1 =
∑
x∈Z f¯n(
i1
n ,
x√
n
)ω(i1, x)1{i1↔x} for i1 ∈ A, then Rl,n can be written as
2(l − 1)Snl−2(f⊗(l−2))
∑
i1∈A
Q2i1
−(l − 1)(l − 2)2 l2
∑
i1∈A
Q3i1
∑
i¯
1∈Enl−3
∑
x∈Zl−3
f¯n(
i¯1
n
,
x√
n
)ω(¯i1,x)1{¯i1↔x}.
Considering the term
∑
i¯
1∈Enl−3
∑
x∈Zl−3
f¯n(
i¯1
n ,
x√
n
)ω(¯i1,x)1{¯i1↔x} and keeping the process as
before, we obtain that Rl,n
=(l − 1)2Snl−2(f⊗(l−2))
∑
i1∈A
Q2i1 − 2
3
2 (l − 1)(l − 2)Snl−3(f⊗(l−3))
∑
i1∈A
Q3i1
− 2 l2 (l − 1)(l− 2)(l − 3)
∑
i1∈A
Q4i1
∑
i¯
1∈Enl−4
∑
x∈Zl−4
f¯n(
i¯1
n
,
x√
n
)ω(¯i1,x)1{¯i1↔x} = · · ·
=(l − 1)2Snl−2(f⊗(l−2))
∑
i1∈A
Q2i1 − 2
3
2 (l − 1)(l − 2)Snl−3(f⊗(l−3))
∑
i1∈A
Q3i1
+ 22(l − 1)(l − 2)(l − 3)Snl−4(f⊗(l−4))
∑
i1∈A
Q4i1 + · · ·+ (−
√
2)l−1(l − 1)!Sn1 (f)
∑
i1∈A
Ql−1i1
+ (−
√
2)l(l − 1)!
∑
i1∈A
Qli1 .
(4.35)
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Multiplying Rl,n with the coefficient n
− (H+1)l2 , we can find that the first term in the RHS of
the last equal sign above converges to (l− 1)Il−2(h⊗(l−2))|h|2H and all other terms converge
to zero as n −→∞. Actually, as (4.30), we have
1
⌊n(t1 − t0)⌋
∑
i1∈A
(Q2i1 − EQQ2i1) −→ 0
as n −→ ∞. While 2EQQ2i1 ∼ Nγ(0) + 2λ
∑N
i=1(N − i)i1−2α ∼ Nγ(0) + λN
2H
H(2H−1) . Hence
we get
2n−(H+1)
∑
i1∈A
Q2i1 −→ (t1 − t0)(x1 − x0)2H , and
2(l − 1)n− (H+1)l2 Snl−2(f⊗(l−2))
∑
i1∈A
Q2i1
D−→ (l − 1)Il−2(f⊗(l−2))(t1 − t0)(x1 − x0)2H ,
as n −→∞.
Now we only check the third term in Rl,n (the other is similar). Since
n−2
∑
i1∈A
(
Qi1
nH/2
)4 −→ 0
as (4.30) we have
22(l − 1)(l − 2)(l − 3)n− (H+1)l2 Snl−4(h⊗(l−4))
∑
i1∈A
Q4i1
=22(l − 1)(l − 2)(l − 3)n− (H+1)(l−4)2 Snl−4(h⊗(l−4))n−2
∑
i1∈A
(
Qi1
nH/2
)4 −→ 0.
Then, by induction hypothesis and using (3.14), (4.31) and (4.35), we arrive at
n−
(H+1)l
2 Snl (h⊗l)
−→Il−1(h⊗(l−1))I1(h)− (l − 1)Il−2(h⊗(l−2))(t1 − t0)(x1 − x0)2H = Il(h⊗l),
as n −→∞ since f⊗l ⊗1 f = ‖f‖2Hf⊗(l−2) is obvious by the definition of contraction of two
functions.
To implement linear extension to general f , according to Remark 3.3 (ii), we need the
following result.
Lemma 4.6. The conclusion in Theorem 4.2 holds for f ∈ LkH of the form f = g⊗k11 ⊗· · ·⊗
g⊗kss with g1, . . . , gs being indicators as (4.26) of some disjoint rectangles, k1 + · · · + ks =
k, k1 > 0, . . . , ks > 0, s = 2, . . . .
Proof We do it only for s = 2 and k1 = m, k2 = l. We use f, g instead of g1, g2 and assume
f, g be as (4.26). Actually, we can reduce it to the case of f(t, x) = 1A(t)f1(x), g(t, x) =
1A(t)g1(x) for some interval A ⊂ [0, 1] and f1, g1 being indicators of two (disjoint) intervals
in R since when the time intervals of f, g are disjoint,
n
−(H+1)(m+l)
2 Snm+l(f⊗m ⊗ g⊗l)
=n
−m(H+1)
2 Snm(f⊗m)n
−l(H+1)
2 Snl (g⊗l) D−→ Im(f⊗m)Il(g⊗l) = Im+l(f⊗m ⊗ g⊗l)
is true, otherwise finer partition and linear property of symmetrical tensors can work.
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We show it by induction. By lemma 4.5, we know that it holds when m = 0 or l = 0.
Hence, let m be fixed, by symmetry, and suppose
n
−(H+1)(r+s)
2 Snk (f⊗r ⊗ g⊗s)
D−→
∫
[0,1]k
∫
Rk
f⊗r ⊗ g⊗s(t,x)W⊗(r+s)(dtdx) = Ir+s(f⊗r ⊗ g⊗s)
(4.36)
hold for all r = 1, 2, . . . ,m, s = 1, 2, . . . l − 1. Using a similar method, we have
Snm+l(f⊗m ⊗ g⊗l)
=2
m+l
2
∑
(i,j)∈Enm+l
∑
(x,y)∈Zm+l
f¯n(
i
n
,
x√
n
)ω(i,x)1{i↔x}g¯n(
j
n
,
y√
n
)ω(j,y)1{j↔y}
=2
m+l
2
∑
(i,j)∈Enm+l−1
∑
(x,y)∈Zm+l−1
f¯n(
i
n
,
x√
n
)ω(i,x)1{i↔x}g¯n(
j
n
,
y√
n
)ω(j,y)1{j↔y}
×
n∑
k=1
∑
y∈Z
g¯n(
k
n
,
y√
n
)ω(k, y)1{k↔y} −R(m+l),n.
(4.37)
A careful arrangement shows that R(m+l),n is given by
m2
m+l
2
n∑
k=1

∑
y∈Z
g¯n(
k
n
,
y√
n
)ω(k, y)1{k↔y}
∑
y∈Z
f¯n(
k
n
,
y√
n
)ω(k, y)1{k↔y}


×
∑
(¯ik ,¯jk)∈Enm+l−2
∑
{x∈Zm−1,y∈Zl−1}
f¯n(
i¯k
n
,
x√
n
)ω(¯ik,x)1{¯ik↔x}g¯n(
j¯k
n
,
y√
n
)ω(¯jk,y)1{j¯k↔y}
+ (l − 1)2m+l2
n∑
k=1

∑
y∈Z
g¯n(
k
n
,
y√
n
)ω(k, y)1{k↔y}


2
×
∑
(¯ik ,¯jk)∈Enm+l−2
∑
{x∈Zm,y∈Zl−2}
f¯n(
i¯k
n
,
x√
n
)ω(¯ik,x)1{¯ik↔x}g¯n(
j¯k
n
,
y√
n
)ω(¯jk,y)1{j¯k↔y}.
Here for the sake of easy reading we write {x ∈ Zm−1,y ∈ Zl−1} instead of (x,y) ∈ Zm+l−2,
hence one can find quickly the dimension of i¯, j¯. Let
Qn,k =
∑
y∈Z
f¯n(
k
n
,
y√
n
)ω(k, y)1{k↔y}, Pn,k =
∑
y∈Z
g¯n(
k
n
,
y√
n
)ω(k, y)1{k↔y}.
Since, for ∀n, k ∈ N, EQ(n−H2 Qn,k)2 ≤ C,EQ(n−H2 Pn,k)2 ≤ C for some C > 0, then an
application of Burkholder’s inequality implies, for ∀n, k, q ∈ N,
EQ(n
−H2 Qn,k)q ≤ Cq and EQ(n−H2 Pn,k)q ≤ Cq (4.38)
for some constant Cq > 0.
A similar manner as in (4.35) shows that R(m+l),n equals the sum B1 −B2 + B3 − B4.
Here B1, B3 equal
2mSnm+l−2(f⊗(m−1) ⊗ g⊗(l−1))
n∑
k=1
(Qk,nPk,n)
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and
2(l − 1)Snm+l−2(f⊗m ⊗ g⊗(l−2))
n∑
k=1
P 2k,n,
respectively. B2 equals m2
m+l
2
∑n
k=1(Qk,nPk,n) times the sum of
(m− 1)Qk,n
∑
(¯ik ,¯jk)∈Enm+l−3
∑
(x,y)∈Zm+l−3
f¯n(
i¯k
n
,
x√
n
)ω(¯ik,x)1{¯ik↔x}g¯n(
j¯k
n
,
y√
n
)ω(¯jk,y)1{j↔y}
and
(l− 1)Pk,n
∑
(¯ik ,¯jk)∈Enm+l−3
∑
(x,y)∈Zm+l−3
f¯n(
i¯k
n
,
x√
n
)ω(¯ik,x)1{¯ik↔x}g¯n(
j¯k
n
,
y√
n
)ω(¯jk,y)1{j¯k↔y}.
B4 is given by the product of (l − 1)2m+l2
∑n
k=1 P
2
k,n and the sum of
mQk,n
∑
(¯ik ,¯jk)∈Enm+l−3
∑
(x,y)∈Zm+l−3
f¯n(
i¯k
n
,
x√
n
)ω(¯ik,x)1{¯ik↔x}g¯n(
j¯k
n
,
y√
n
)ω(¯jk,y)1{j↔y}
and
(l − 2)Pk,n
∑
(¯ik ,¯jk)∈Enm+l−3
∑
(x,y)∈Zm+l−3
f¯n(
i¯k
n
,
x√
n
)ω(¯ik,x)1{¯ik↔x}g¯n(
j¯k
n
,
y√
n
)ω(¯jk,y)1{j¯k↔y}.
Repeating the procedure above to the sum in B2, B4, it follows
R(m+l),n =2mSnm+l−2(f⊗(m−1) ⊗ g⊗(l−1))
n∑
k=1
(Qk,nPk,n)
+ 2(l − 1)Snm+l−2(f⊗m ⊗ g⊗(l−2))
n∑
k=1
P 2k,n
− 2 32m(m− 1)Snm+l−3(f⊗(m−2) ⊗ g⊗(l−1))
n∑
k=1
(Q2k,nPk,n)
− 2 32 2m(l − 1)Snm+l−3(f⊗(m−1) ⊗ g⊗(l−2))
n∑
k=1
(Qk,nP
2
k,n)
− 2 32 (l − 1)(l − 2)Snm+l−3(f⊗(m−2) ⊗ g⊗(l−1))
n∑
k=1
P 3k,n + · · · .
(4.39)
Combining (4.37) and (4.39), one has
n−
(H+1)(m+l)
2 Snm+l(f⊗m ⊗ g⊗l)
=n−
(H+1)(m+l)
2 Snm+l−1(f⊗m ⊗ g⊗(l−1))Sn1 (g)
− 2mn− (H+1)(m+l−2)2 Snm+l−2(f⊗(m−1) ⊗ g⊗(l−1))
(
n−(H+1)
n∑
k=1
Qk,nPk,n
)
− 2(l− 1)n− (H+1)(m+l−2)2 Snm+l−2(f⊗m ⊗ g⊗(l−2))
(
n−(H+1)
n∑
k=1
P 2k,n
)
+ n−
(H+1)(m+l)
2 R′(m+l),n,
(4.40)
22
where R′(m+l),n consists of the last 3 lines of (4.39). It is obvious, as (4.30), that the quan-
tities in two parentheses above converge, Q a.s., to 12 < f, g >H and
1
2‖g‖2H, respectively.
If we can show n−
(H+1)(m+l)
2 R′(m+l),n converging weakly to 0 as n→∞, then, by induction
hypothesis (4.36), we obtain
n−
(H+1)(m+l)
2 Snm+l(f⊗m ⊗ g⊗l) −→ Im+l−1(f⊗m ⊗ g⊗(l−1))I1(g)
−mIm+l−2(f⊗(m−1) ⊗ g⊗(l−1)) < f, g >H −(l − 1)Im+l−2(f⊗m ⊗ g⊗(l−2))‖g‖2H .
(4.41)
Recalling (3.15), it follows from (4.41) that
n−
(H+1)(m+l)
2 Snm+l(f⊗m ⊗ g⊗l) −→ Im+l(f⊗m ⊗ g⊗l) (4.42)
as n −→∞, which is what we want.
Now we go back to n−
(H+1)(m+l)
2 R′(m+l),n → 0. It suffices to show
2
3
2n−
(H+1)(m+l)
2 Snm+l−3(f⊗(m−2) ⊗ g⊗(l−1))
n∑
k=1
(Q2k,nPk,n)→ 0.
since the other terms can be dealt with in a similar manner. Actually, by the law of large
number for triangular arrays again as done in (4.30), combining (4.38), we have
2
3
2n−
(H+1)(m+l)
2 Snm+l−3(f⊗(m−2) ⊗ g⊗(l−1))
n∑
k=1
(Q2k,nPk,n)
=n−
(H+1)(m+l−3)
2 Snm+l−3(f⊗(m−2) ⊗ g⊗(l−1))2
3
2n−
3
2
n∑
k=1
n−
3H
2 (Q2k,nPk,n) −→ 0
by Slutsky’s theorem and induction hypothesis. The lemma is claimed.
Remark 4.7. From the proof above, we know that Theorem 4.2 holds for f = f⊗k11 ⊗ · · · ⊗
f⊗kll with f1, · · · , fk ∈ Lh by Lemma 4.1.
Proof of Theorem 4.2 Combining lemma 4.1, lemma 4.3, lemma 4.5, and lemma 4.6,
we know the conclusion of theorem 4.2 is affirmative.
The next result is the convergence of modified partition function. Due to (4.22), we have
Zωn(βn
−̺) =1 +
n∑
k=1
βkn−k̺
∑
i∈Dnk
∑
x∈Zk

 k∏
j=1
ω(ij, xj)pk(i,x)


=1 +
n∑
k=1
2kβkn−k̺Snk (n
k
2 pnk )
(4.43)
Theorem 4.8. Let {u(t, x), (t, x) ∈ [0, 1]×R} be the solution to (1.3) with parameter √2β,
initial data u(x) = δ(x). Then
√
n
2
Zωn(nt,
√
nx;βn−̺) −→ u(t, x) weakly, as n −→∞.
Proof Via Theorem 4.2, and equation (4.8) one knows that the proof in essence is the same
as that of [2] based on the observation that norm of LH is weaker than that of Hibertian
space L 1
2
, to which time space white noise is related. Hence we omit the proof here, for
more detail see [2, Lemma 4.4].
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Remark 4.9. (1) Similarly, one has the convergence of four-parameter field to the solution
to equation (1.3) with initial data u(x) = δ(x− y), y ∈ R, i.e.,
√
n
2
Zωn(ns,
√
ny;nt,
√
nx;βn−̺) D−→ u(s, y; t, x)
as n→∞, where u(s, y; t, x) is the solution to equation (1.3) with initial data u(s, y; s, x) =
δ(x− y) for y ∈ R.
(2) The proof of tightness is deferred to Section 5.
4.2 The convergence of partition function Zωn (β) We go back to the original partition
function Zωn (β). Let
ω˜n(i, x) =
eβn
−̺ω(i,x)−λ(βn−̺) − 1
βn−̺
∆
= F (n)(ω(i, x)), (4.44)
where λ(·) is the Log-Laplace of ω(i, x). Thus, we get a mean zero stationary field ω˜n(i, x)
(n-dependent), which is a non-linear functionals of ω(i, x). The covariance of ω˜n(i, x) and
ω˜n(i, y) is given by
EQ(ω˜n(i, x)ω˜n(i, y)) =
1
β2n−2̺
EQ{eβn
−̺(ωn(i,x)+ωn(i,y))−2λ(βn−̺) − 1}
= γ(x− y)(1 + o(1)) := γ˜n(x− y).
(4.45)
We can expand F (n)(z), z ∈ R, by
F (n)(z) =
1
βn−̺
∞∑
k=1
(βn−̺)kAk(z),
where Ak(z), k ∈ N, is the system of Appell polynomials related to the distribution of ω
with A0 = 1. Let ck, k ∈ N, be the expansion coefficients of Fn with respect to Appell
system Ak, k ∈ N. We remark that the Appell rank, which is the least index k such that
ck 6= 0, of F (n) is 1. Now by (4.44), we have
e−nλ(βn
−̺)Zωn = e
−nλ(βn−̺)EPeβn
−̺∑n
i=1 ω(i,Si) = EPΠ
n
i=1(1 + βn
−̺ω˜n(i, Si)). (4.46)
Consider the new modified partition function Zω˜nn (βn
−̺) with ω˜n replacing the original
ω:
Zω˜nn (βn
−̺) =EP
[
n∏
i=1
(1 + βn−̺ω˜n(i, Si))
]
=EP

1 + n∑
k=1
βkn−k̺
∑
i∈Dnk
k∏
j=1
ω˜n(ij , Sij )


=1 +
n∑
k=1
βkn−k̺
∑
i∈Dnk
∑
x∈Zk

 k∏
j=1
ω˜n(ij, xj)pk(i,x)

 ,
and the corresponding weighted U−statistics Snk by
Snk (f, ω˜n) = 2k/2
∑
i∈Enk
∑
x∈Zk
f¯n(
i
n
,
x√
n
)ω˜n(i,x)1{i↔x}.
In this case, we also have
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Theorem 4.10. For f ∈ L⊗kH , k ∈ N, ω˜n is defined by (4.44). Then
Snk (f, ω˜n) D−→ Ik(f), as n→∞.
Proof Combining the proof of Theorem 4.2, Lemma 4.1 and the covariance (4.45), we
only show it holding for k = 1 and f of the form f(t, x) = 1{t0≤t≤t1,x0≤x≤x1} for some
0 ≤ t0 ≤ t1, x0 ≤ x1 ∈ R as before.
Sn1 (f, ω˜n) = 21/2
∑
i∈Enk ,nt0≤i≤nt1
∑
x∈Z,√nx0≤x≤
√
nx1
ω˜n(i, x)1{i↔x}.
First, we compute the variance of Sn1 (f, ω˜n). Indeed, we have
EQ[(Sn1 (f, ω˜n))2]
=λn
3
2 (t1 − t0)(x1 − x0)γ˜n(0) + 2λn(t1 − t0)
N−1∑
k=1
(N − k)γ˜n(k) + o(n)
=λn
3
2 (t1 − t0)(x1 − x0)(γ(0)(1 + o(1))) + 2λn(t1 − t0)
N−1∑
k=1
(N − k)(γ(k)(1 + o(1))) + o(n).
It is obvious that
n−(H+1)EQ[(Sn1 (f))2] −→
λ(t1 − t0)(x1 − x0)2H
H(2H − 1) = EH
(∫ 1
0
∫
R
f(t, x)W (dtdx)
)2
.
By the method used in [7, 23], we can show the asymptotic normal of Sn1 (f, ω˜n). For
the sake of not being distracted by too many notations and presentations, we assume that
{ω(i, x)} is Gaussian stationary field with the correlation γ and discuss the normal asymp-
totic behavior by following Dobrushin’s lines (see[4]).
Let c
(n)
j =
1√
2π
∫
R
Hj(x)H
(n)(x)e−
x2
2 dx, n, j ∈ N,, where Hj(x) is the jth order Hermite
polynomial. Then, for n large enough,
∞∑
j=1
c
(n)
j j! <∞
by the square integrability of H(n) with respect to Gaussian measure. We remark that if
ξ, η are jointly Gaussian random variables with zero mean, unit variance and correlation r,
then
the expectation of Hk(ξ)Hj(η) = δj,kr
kk!. (4.47)
Notice that, for all n ∈ N, the integration
c
(n)
1 =
1√
2π
∫
R
H1(x)
eβn
−̺x−β2n−2̺/2 − 1
βn−̺
e−
x2
2 dx = 1 6= 0.
The subscript 1 in c
(n)
1 is hermite rank of F
(n). It is trivial that the asymptotic normal
holds for Sn1 (f, ω˜n) with ω˜n replaced by ω(i, x), i.e.,
n−
H+1
2 Sn1 (f) = n−
H+1
2 21/2
∑
i∈Enk ,nt0≤i≤nt1
∑
x∈Z,√nx0≤x≤
√
nx1
ω(i, x)1{i↔x}
D−→
∫
[0,1]
∫
R
1{t0≤t≤t1,x0≤x≤x1}(t, x)W (dtdx) = I1(h) ∈ N(0, σ2)
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with σ2 = λ(t1−t0)(x1−x0)
2H
H(2H−1) .
Define
Rω˜nn = 21/2
∑
i∈Enk ,nt0≤i≤nt1
∑
x∈Z,√nx0≤x≤√nx1
∞∑
j=2
c
(n)
j Hj(ω(i, x))1{i↔x}.
Then, by (4.47),
EQ[Rω˜nn ]2 = 2
∑
i∈Enk ,nt0≤i≤nt1
EQ

 ∑
x∈Z,√nx0≤x≤
√
nx1
∞∑
j=2
c
(n)
j Hj(ω(i, x))1{i↔x}


2
= 2
∑
i∈Enk ,nt0≤i≤nt1
∞∑
j=2
(c
(n)
j )
2EQ

 ∑
x∈Z,√nx0≤x≤
√
nx1
Hj(ω(i, x))1{i↔x}


2
=
∞∑
j=2
(c
(n)
j )
2j!M
[
Nγj(0) +
N−1∑
l=1
(N − l)γj(l)
]
with M = ⌊n(t1 − t0)⌋. The rhs of the above identity is bounded by
MN
∞∑
j=2
(c
(n)
j )
2j!
[
γj(0) +
N−1∑
l=1
γj(l)
]
∼MN
∞∑
j=2
(c
(n)
j )
2j!
[
γj(0) +
N−1∑
l=1
γj(l)
]
≤CMN
∞∑
j=2
(c
(n)
j )
2j!N1+j(1−2α).
Whence we have
n−(H+1)EQ[Rω˜nn ]2 ∼ C(t1 − t0)(x1 − x0)2
∞∑
j=2
(c
(n)
j )
2j!n(j−1)(H−1)(x1 − x0)2j(H−1) −→ 0
and
n−
H+1
2 Sn1 (h, ω˜n) D−→ I1(h)
for h = 1{t0≤t≤t1,x0≤x≤x1} as n −→∞ by Slutsky’s theorem again.
Finally, we arrive at the following result of this paper.
Theorem 4.11. Let {u(t, x), (t, x) ∈ [0, 1]×R} be the solution to (1.3) with parameter √2β,
initial data u(x) = δ(x). And let Zωn be the partition function (1.1) of random polymer in
the random environment {ω(n, x) : n ≥ 0, x ∈ Z} with the representation (2.6). Then
√
n
2
e−ntλ(βn
−̺)Zωn (nt,
√
nx;βn−̺) −→ u(t, x) weakly, as n −→∞.
5 Tightness
In this section we prove the approximation process
zn(s, y, t, x) :=
√
nZωn(ns,
√
ny;nt,
√
nx;βn−̺)
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is tight by Kolmogorov’s criterion. Here we also consider only the case of two-parameter,
i.e., tightness of zn(t, x) =
√
nZωn(nt,
√
nx;βn−̺). For four-parameter field zn(s, y, t, x) see
the Remark in [2, Section 5]. Also zn(t, x) is designed to be jointed pitch by pitch. To be
concrete, on every rectangle
(
i−1
n ,
i
n
] × (x−1√
n
, x+1√
n
]
for i ∈ N, x ∈ Z, the roof of zn(t, x) is
flat or pasted by two triangles.
Since the components of environment in the time direction are independent, the Marko-
vian property still holds. Now we mimic the procedure as in [2] to obtain the difference
equation for
√
nZωn . In accordance with the definition of Z
ω
n , one has, by condition on time
k,
Zωn(k + 1, x;β)− Zωn(k, x;β)
=
1
2
∆Zωn(k, x;β) + βω(k + 1, x)Z¯
ω
n(k, x;β),
which is a discrete version of heat equation, where Z¯
ω
n(k, x;β) =
1
2 [Z
ω
n(k + 1, x;β) + Z
ω
n(k −
1, x;β)] and ∆ is discrete Laplacian operator. Therefore, by Duhamel’s principle, it results
in the following equation:
Zωn(k, x;β) − Zωn(k, x;β) = p(k, x) + β
k∑
i=1
∑
y
ω(i, y)Z¯
ω
n(i− 1, y;β)p(k − i, x− y).
Now, by scaling Zωn(k, x;β), we have
zn(t, x) = pn(t, x) + n
− 12β
∑
s∈[0,t]∩n−1Z
y∈n−1/2Z
pn(t− s, x− y)z¯n(s, y)ωn(s, y), (5.48)
where ωn(s, y) = n
−̺ω(ns,
√
ny).
For large enough n ∈ N, as in [3], we define random martingale measure Mn by
Mn([0, t]×A) =
∑
s∈[0,t]∩n−1Z
y∈n−1/2Z∩A
ωn(s, y)
∆
=Mn(t, A)
with A ∈ A = {A ∈ B(R) : |A|H <∞}, where |A|H =
∫
A
∫
A
K(u, v)dudv. Then for A ∈ A
fixed, Mn(·, A) = {Mn(t, A), t ∈ n−1Z} is a stationary independent increments process.
Let P be the predictable σ-algebra generated by Mn, n = 1, 2, . . . . By the definition of
Z¯
ω
n(i− 1, y;β), we know that z¯n(s, ·) is predictable process. Hence the sum
∑
s∈[0,t]∩n−1Z
∑
y∈n−1/2Z
z¯n(s, y)ωn(s, y)
∆
=
∫ t
0
∫
R
z¯n(s, y)ωn(s, y)dsdy
is a martingale with σ-algebra Ft, t ≥ 0, generated by ω up to time t. Its quadratic variation
process is given by
n−2̺
∑
s∈[0,t]∩n−1Z
∑
y1∈n−1/2Z
∑
y2∈n−1/2Z
z¯n(s, y1)γ(
√
ny1 −
√
ny2)z¯n(s, y2).
Then the second term of the r.h.s. of (5.48) can be understood in the sense of the stochastic
integral of the kernel of simple random walk with respect to the martingale∫ t
0
∫
R
z¯n(s, y)ωn(s, y)dsdy.
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Therefore we can rewrite (5.48) as the integral form
zn(t, x) = pn(t, x) + n
− 12 β
∫ t
0
∫
R
pn(t− s, x− y)zn(s, y)ωn(s, y)dsdy. (5.49)
We now turn back to (5.48) or (5.49) and check the Kolmogorov’s criterion for zn. To
this end, let q ≥ 1, ι > 0, τ > 0, which will be specified later. In fact, we know for any q > 0,
there exists a constant Cq such that for any
max
t∈[0,1],x∈R
E[|zn(t, x)|2q ] ≤ Cq, (5.50)
which can be proved by routine method adopted in SPDE, such as Burkholder inequality,
Young inequality (See the estimation for Q2 below). In what follows, C or Cq is a generic
constant independent of n, s, x, etc, and may be changed from line to line.
Now for t1 > t2 ∈ [0, 1], x ∈ R, we have
E|zn(t1, x)− zn(t2, x)|2q
≤CqE
∣∣∣∣
∫ t1
t2
∫
R
pn(t1 − s, x− y)zn(s, y)ωn(s, y)dsdy
∣∣∣∣
2q
+ CqE
∣∣∣∣
∫ t2
0
∫
R
(pn(t1 − s, x− y)− pn(t2 − s, x− y))zn(s, y)ωn(s, y)dsdy
∣∣∣∣
2q
:=CqQ1 + CqQ2.
(5.51)
By Burkholder inequalities, we have that Q2 is less than, up to a constant multiplier,
n−Hq−qE
( ∑
{s∈[0,t2]∩ 1nZ}
∑
{y1,y2∈ 1√nZ}
(pn(t1 − s, x− y1)− pn(t2 − s, x− y1))z¯n(s, y1)
× γ(√ny1 −
√
ny2)z¯n(s, y2)(pn(t1 − s, x− y2)− pn(t2 − s, x− y2))
)q
.
(5.52)
The expectation above of q-power of the sum can be written as∑
{s1∈[0,t2]∩ 1nZ}
∑
{y1,1,y2,1∈ 1√nZ}
· · ·
∑
{sq∈[0,t2]∩ 1nZ}
∑
{y1,i,y2,i∈ 1√nZ}
E(Πqi=1z¯n(si, y1,i)z¯n(si, y2,i))
×Πqi=1(pn(t1 − si, x− y1,i)− pn(t2 − s, x− y1,i))
× γ(√ny1,i −
√
ny2,i)(pn(t1 − si, x− y2,i)− pn(t2 − si, x− y2,i))
By the generalized Ho¨lder inequality,
E(Πqi=1 z¯n(si, y1,i)z¯n(si, y2,i)) ≤ Πqi=1(E|z¯n(si, y1,i)|2q)1/2q(E|z¯n(si, y2,i)|2q)1/2q
≤ CΠqi=1(E|zn(si, y1,i)|2q)1/2q(E|zn(si, y2,i)|2q)1/2q.
Consequently, (5.52) is bounded above by
Cn−Hq−q
∑
{s1∈[0,t2]∩ 1nZ}
∑
{y1,1,y2,1∈ 1√nZ}
· · ·
∑
{sq∈[0,t2]∩ 1nZ}
∑
{y1,q,y2,q∈ 1√nZ}
Πqi=1(E|zn(si, y1,i)|2q)1/2q(E|zn(si, y2,i)|2q)1/2q
×Πqi=1(pn(t1 − si, x− y1,i)− pn(t2 − s, x− y1,i))
× γ(√ny1 −
√
ny2)(pn(t1 − si, x− y2,i)− pn(t2 − si, x− y2,i))
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By the positivity, the quantity above is less than
Cmax
s,x
E(z2qn (s, y))
(
n−H−1
∑
{s∈[0,t2]∩ 1nZ}
∑
{y1,y2∈ 1√nZ}
(pn(t1 − s, x− y1)− pn(t2 − s, x− y1))
× γ(√ny1 −
√
ny2)(pn(t1 − s, x− y2)− pn(t2 − s, x− y2))
)q
=Cmax
s,x
E(|zn(s, y)|2q)
(
n−H−1
∫ π
−π
G(dη)
∑
{s∈[0,t1 ]∩ 1nZ}
∑
{y1∈ 1√nZ}
(pn(t1 − s, x− y1)− pn(t2 − s, x− y1))eı
√
ny1η
×
∑
{y2∈ 1√nZ}
(pn(t1 − s, x− y2)− pn(t2 − s, x− y2))e−ı
√
ny2η
)q
,
where G(dη) is the spectrum measure of γ. Noticing that∑
{y1∈ 1√nZ}
(pn(t1 − s, x− y1)− pn(t2 − s, x− y1))eı
√
ny1η
=
√
neı
√
nxη((
1
2
eıη +
1
2
e−iη)n(t1−s) − (1
2
eıη +
1
2
e−ıη)n(t2−s)),
we have that Q2 is controlled by
max
s,x
E(|zn(s, y)|2q)
∣∣∣∣n−H
∫ π
−π
G(dη)
∑
{s∈[0,t2 ]∩ 1nZ}(
(
1
2
eıη +
1
2
e−ıη)n(t1−s) − (1
2
eıη +
1
2
e−ıη)n(t2−s)
)2∣∣∣∣
q
≤max
s,x
E(|zn(s, y)|2q)
∣∣∣∣n−H
∫ π
−π
G(dη)
∑
{s∈[0,t2 ]∩ 1nZ}
(cos η)2n(t2−s)
(
(cos η)n(t1−t2) − 1
)2∣∣∣∣
q
≤max
s,x
E(|zn(s, y)|2q)
∣∣∣∣n−1
∫ √nπ
−√nπ
n1−HG(
dη√
n
)
1 − (cos η√
n
)2nt2+2
sin2 η√
n
(
(cos
η√
n
)n(t1−t2) − 1
)2∣∣∣∣
q
.
Changing variables by n(t1 − t2) = k, then
√
t1 − t2η = z, we have
Q2 ≤max
s,x
E(|zn(s, y)|2q)
∣∣∣∣(t1 − t2)Hk−H
∫ √kπ
−√kπ
G(
dz√
k
)
1− (cos z√
k
)
2kt2
t1−t2 +2
sin2 z√
k
(
(cos
z√
k
)k − 1
)2∣∣∣∣
q
.
By the similar manner as (2.9), it follows that
Q2 ≤max
s,x
E(|zn(s, y)|2q)
(∫ ∞
−∞
(
1− e−
(t1−t2)z2
t2
)(
e−
z2
2 − 1)2
|z|1+H dz
)q
(t1 − t2)qH ≤ C(t1 − t2)qH ,
since the integral exists obviously.
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In a similar way, we have
Q1 ≤max
s,x
E(|zn(s, y)|2q)
(∫ ∞
−∞
(
1− e−
(t1−t2)z2
t2
)(
e−
z2
2 − 1)2
|z|1+H dz
)q
(t1 − t2)qH ≤ C(t1 − t2)qH .
Now we consider the moment of spatial increment E|zn(t, x)− zn(t, y)|2q. Actually, two
terms we are concerned. One is Q3 := |pn(t, x)−pn(t, y)|2q ≤ C|x−y|ιq, for some 0 < ι < H
and C > 0, which can be estimated easily by local central limit theorem (see [19, Proposition
2.4.1]) under condition of t ∈ [ǫ, 1], ǫ > 0 fixed. The second one is, as (5.52),
n−Hq−qE
( ∑
{s∈[0,t]∩ 1nZ}
∑
{y1,y2∈ 1√nZ}
(pn(t− s, x− y1)− pn(t− s, y − y1))z¯n(s, y1)
× γ(√ny1 −
√
ny2)z¯n(s, y2)(pn(t− s, x− y2)− pn(t− s, y − y2))
)q
:= Q4.
(5.53)
Similarly, one can show
Q4 ≤ Cmax
s,x
E(|zn(s, y)|2q)n−qH
{∫ π
−π
(eı
√
nxη − eı
√
nyη)2
1− (cos2 η)nt+1
sin2 η
G(dη)
}q
≤ Cmax
s,x
E(|zn(s, y)|2q)n−q
{∫ √nπ
−√nπ
(eıxη − eıyη)2
1− (cos2 η√
n
)nt+1
sin2 η√
n
n1−HG(
dη√
n
)
}q
.
By inequality | sin(x− y)η| ≤ |x− y|r|η|r, for some 0 < r < H , we have
Q4 ≤ Cmax
s,x
E(|zn(s, y)|2q)|x− y|2rq
{∫ ∞
−∞
1− e−tη2
η1+2H−2r
dη
}q
.
In conclusion, combining Q1, Q2, Q3 and Q4, we finally get
Theorem 5.1. Let ǫ > 0 be small enough. For any n ∈ N, t, s ∈ [ǫ, 1] and x, y ∈ R, for
some q > 1, there exist constant Cǫ > 0, 0 < ι < H, such that
E|zn(t, x)− zn(s, y)|2q ≤ Cǫ(|t− s|Hq + |x− y|ιq). (5.54)
Moreover, if 2q-order moment of ω is finite for q > 2H , then the family of process {zn}∞n=1
is tight in C([ǫ, 1],R).
Proof (5.54) is obvious. The tightness is the consequence of Kolmogorov’s tightness crite-
rion if we chose q so that qι > 1. The existence of such q is guaranteed by the assumption
that 2q moment of ω is finite.
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