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A g e o m e t r i a i  p r o g r a m o z á s  mind elmé­
leti érdekességénél, mind a gyakorlati felhasználás szem­
pontjából a m a t e m a t i k a i  p r o g r a m o z á s  
rendkivül gyorsan fejlődő ága. Kialakulására döntő hatás­
sal volt egyrészt a kémiai egyensúly problémának matemati­
kai programozásként való megfogalmazása, másrészt az a fel­
ismerés, hogy az elemi optimum számítási, feladatoknál na­
gyon jó eszköznek bizonyuló számtani-mértani közép egyenlőt­
lenséget a matematikai programozási feladatra is eszközként 
használjuk. A geometriai egyenlőtlenség(súlyozott számtani­
mértani közép egyenlőtlenség)kulcsfontosságú szerepe adja a 
"geometriai programozás" elnevezést.
A keverék kémiai egyensúly egyenletét, egy matematikai prog­
ramozási feladatként, formulázta meg W h i t e - ‘S. M. 
J o h n s o n - D a n t  z i g  [79] . Ez a modell lényegében a 
geometriai programozási duál feladat, ahol a célfüggvény a 
keverék szabad energiája ( b i b b s  [38]). Ezt követően 
D a n t z i g - W h i t e - S .  M. J o h n s o n  [14] dolgo­
zatukban a célfüggvényt szakaszonkénti lineáris függvénnyel 
közelitve egy megoldási algoritmust javasolnak a feladatra.
A kémiai egyensúly duál feladatát, a tulajdonképpeni geomet­
riai programozási primál feladatot adja C 1 a s e n р-З] , és
6egyúttal egy numerikus megoldási algoritmust javasol a kémi­
ai egyensúly megoldására. A geometriai programozás duál fel­
adatát, mint a kémiai egyensúly matematikai modelljét tár­
gyalja S h a p i r o  [71} , S h a p i r o - S h a p l e y
[72_, 73]
A másik oldalról, - egyenlőtlenségek (főleg geometriai egyen­
lőtlenség) felhasználása matematikai programozási feladatok­
ban - R.C. J о h n s о п[Чз], F e i  n [ЗЗ] , Z e n e г£вз] , 
C h a r n e s - C o o p e  r [il ]ü u f f i n [17] , 
S h e r w o o d  [74] munkáiban található. Ezt a gondolatot 
fejlesztette tovább Z e n e r [ 84, 85 , 86 ] D u f f i n[l8] 
D u f f i n - P e  t e r s o n [ 2 0 ] ,  D u f  f i n - Z  e n e  r[27]
1966-ban megjelent az addigi eredmények összefoglalása 
D u f f i n - P e t e r s o n - Z e n e r [ 2 6 ]  könyve. A 
könyv tárgyalja a geometriai programozást és dualitási prob­
lémakörét, a geometriai programozás alkalmazását, és a geo­
metriai programozás kiterjesztését.
A geometriai programozás számos műszaki alkalmazását mutatja 
be D u f f i n - P e t e r s o n - Z e n e r [ 2 6 ]  könyve. 
További alkalmazások találhatók W i l d e  [so] » W i l d e -  
B e i g h t l e r  [si] , és A v r i e l - W i l d e [  1,3 ] 
munkáiban. Egy nagyon érdekes közgazdasági alkalmazást mutat 
be T h e i 1 [78] dolgozata. A fizikai-műszaki alkalmazások 
számos példája található Z e n e r [ 87] könyvében.
A következőkben tézisszerüen áttekintést adunk a disszertá­
ció eredményeiről.
A disszertáció l.§-tól a 7*§-ig terjedő részében a geometri­
ai programozás elméletében ezideig elért eredményeket ö s z- 
s z e f o g l a l ó a n  tárgyalom. Az ezekben a paragrafu­
sokban leirt eredmények nagy részükben a már emlitett [26J 
könyvben megjelentek, azonban a dualitási problémakörnek az 
ott szereplő eredeti tárgyalása rendkivül körülményes és 
hosszadalmas. A könyvet követően jelent meg D u f f i n -  
P e t e r s о n[^2l] dolgozata, amely a geometriai progra­
mozás dualitástételére a könyvben szereplő tárgyalásnál egy­
szerűbbet ad. D u f f i n  [19] dolgozatában újra visszatér a 
dualitási tételnek egy más, a lineáris programozás dualitás 
tételét felhasználó bizonyítására. Az utóbbi időben 
D u f f i n - P e t e r s o n  [22] ismét egy más, a diffe­
renciálszámításon alapuló nagyon érdekes bizonyítást ad.
Ezek azonban még mindig elég hosszadalmas utón történnek. 
D u f f i n - P e t  e r s o n  [23] egy rövid közlésükben fel­
vetnek egy egyszerüsitési lehetőséget azonban ennek kimunká­
lását későbbre Ígérik. .Ötletük A v r i e l - W i l l i a m s  
C 5 ] észrevételének továbbfejlesztése. A dualitási tételnek 
az itt általunk adott bizonyításában a problémát a duál fela­
dat oldaláról közelitjük meg, s igy egy egyszerű tárgyalásmó­
dot találunk a problémakörre. E közben néhány olyan eredmény­
re jutunk, amelyek a feladat természetét jobban megvilágít­
ják. Például a primál-, duál feltételi halmazok kapcsolatá­
ra A v r i e l - W i l l i a m s [ 4 - ] a  dualitási tételre 
támaszkodva egy érdekes összefüggést kap, amely tárgyalás- 
módunkban közbülső következményként adódik.
Az értekezés ezen részében összefoglaló jellege miatt iro­
dalmi hivatkozást nem teszünk.
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8Rátérve a geometriai programozás főbb eredményeinek ismerte­
tésére mindenekelőtt a feladat megfogalmazását adjuk.
Legyen az A  =(aí)=(cL )=(oóLj) m x n - e s  mátrix, valamint a b=(ftj) 
n dimenziós vektor, a c ^ j )  pedig m  dimenziós vektor. Le­
gyen az 1*41,2, } index halmaz az 1^,1^. * • Ip diszjunkt




(V • • • ßn
9Geometriai programozási feladatnak az alábbi matematikai 
programozási feladatot nevezzük:





C e ° ‘s ‘r ‘ l, 0-1,2,...pl
‘«lk
DUÁL GEOMETRIAI PROGRAM: Meghatározandó azon X^CïOo.'R 
vektor, melyre __r v
(2)






w  x i 0 - -Azon vektorok halmazát, melyek a Cl) feltételt kielé­
gítik p r i m á l  f e l t é t e l i  h a l m a z n a k  ne­
vezzük és JP szimbólummal jelöljük. Hasonlóan a (*i) feltételt 
kielégítő x&'R^vektorok halmazát d u á l  f e l t é t e l i  
h a l m a z n a k  nevezzük ésc0-vel jelöljük.
A programot (primál, vagy duál) konzisztensnek nevezzük, ha 
P  (illetve o£?)nem üres. Az optimális megoldások halmazát P *  
illetve &  -al jelöljük.
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A továbbiakban a duál célfüggvényben szereplő, a linearitást 
módositó tagot jelöljük: m 1l-
. , ,, ,Az alábbi lemma a geometriai programozás fő lemmája össze­
függést ad a lehetséges megoldásokhoz tartozó célfüggvény 
értékekre.
LEMMA (l.§.) На y G ^ é s  xGoöakkor 
by á X C +  t|t ()0
és egyenlőség akkor és csak akkor teljesül, ha
0 а 1.У Tu Y2 ii = minden iGlkCk = i(. ..p) indexre.
A konvex függvényekre vonatkozó P a r k a s  tételnek a pri- 
mál feladatra történő egyszerű adaptációjával nyerhető a ge­
ometriai programozás u.n. g y e n g e  d u a l i t á s i  
t é t e l e .
TÉTEL (2.§.) Ha a primál feladatnak van y G  £r optimális meg­
oldása és van olyan y G ^ megengedett megoldás, 
hogy a nem-lineáris feltételekre a
C£IVИ 3fç _
feltétel teljesül, akkor van X €.<£) optimális 
megoldása a primálnak és
by = ХС + т|г(ц).
A tételt R o c k a f e l l e r  [67] oly értelemben élesi-
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tette, hogy nem kivánja meg, hogy legyen ^  optimális meg­
oldás, hanem csak azt, hogy a primál célfüggvény felülről 
korlátos legyen.
A duál feladat célfüggvényére, illetve annak linearitását 
médosité ijr(x) tagjára a geometriai egyenlőtlenség felhaszná­
lásával kapjuk, hogy:
TÉTEL a i|r (x) függvényre az alábbi tulajdonságok áll­
nak fenn.
a. / -фЧСО = 0 ;
b. / -ф-Qx)“ Д я|г(Х\ ha  ^= 0;
c. / +■ i^CXj).
A lineáris függvényekre vonatkozó F a r k a s -  tétel fel- 
használásával a primál célfüggvény korlátosságára kapunk 
feltételt a következő tételben.
TÉTEL (4 - § ^) a konzisztens primál feladat célfüggvénye akkor 
és csak akkor korlátos felülről, ha a duál fela­
dat konzisztens.
A következő tétel a geometriai programozás legalapvetőbb té­
tele. Ez szolgál a dualitás tétel alapjául is.
TÉTEL (5.§.) Ha a duál feladatnak van pozitiv megengedett 
megoldása és célfüggvénye alulról korlátos, 
akkor a primál feladat célfüggvénye felveszi 




Az olyan tipusu geometriai programozási feladatok, amelyek 
duál feltételi halmazában van pozitiv pont, nemcsak elméleti 
szempontból, hanem a megoldó algoritmusok szempontjából is 
fontosak, ezeket az egyszerűbb hivatkozás érdekében k a n o ­
n i k u s  f e l a d a t n a k  nevezik. A következőkben meg­
mutatjuk, hogy minden feladat "tetszőlegesen jól közelíthető" 
az ő kanonikus "redukáltjával". Legyen a geometriai progra­
mozási feladat olyan, hogy a <0 duál feltételi halmaz nem 
üres. Jelöljük I-vel azon t£X indexek halmazát, melyre van 
olyan x^O lehetséges megoldása xA=b feltételi halmaznak, 
hogyl-L>0. A geometriai programozási feladatot r e d u ­
k á l j u k  úgy, hogy csak az tel tagokat hagyjuk meg. A 
redukált feladat kanonikus feladat. Nyilvánvaló, hogy a duál 
feladat és a redukált duál feladat feltételi halmaz közt tel­
jes equivalencia van abban az értelemben, hogy a redukált 
duál feladat egy lehetséges megoldása zérusokkal kiegészítve 
az eredeti lehetséges megoldása és forditva is, az eredeti 
egy lehetséges megoldása a redukciónak megfelelően zérus ko­
ordináták elhagyásával a redukált egy megoldása és a cél­
függvények értékei megegyeznek. A következő tételben megmu­
tatjuk, hogy a primál és a redukált primál feladat feltételi 
halmazai közt is fennáll egy "gyengébb equivalencia", neveze­
tesen az, hogy ha y a redukált egy lehetséges megoldása, ak­
kor van olyan ej lehetséges megoldása az eredeti primálnak, 
melyre a két célfüggvény érték tetszőlegesen kicsit tér el 
egymástól. Ezt az alábbi tételben mondjuk ki pontosan.
TÉTEL (6.§) Legyen a geometriai programozási feladat olyan, 
hogy &  és oD feltételi halmazok nem üresek. Je­
lölje &  a redukált primál feladat feltételi hal­
mazát , ekkor bármely ÿ és tetszőleges £> 0 ese­
tén létezik olyan hogy
I by - bÿ I = £.
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A fenti eredményekből egyszerűen nyerhető a geometriai prog­
ramozás dualitási tétele.
TÉTEL (7. § a./ Ha a primál- és duál feladat konzisztens, 
akkor a primál célfüggvény szuprémuma megegye 
zik a duál célfüggvény infinumával.
b./ Ha a primál feladat konzisztens és véges 
szuprémuma van, akkor a duál is konzisztens és 
a primál szuprémum a duál infinummal megegyezik.
Az értekezés 8.§-tél a 10.§-ig terjedő részében a geometriai 
programozás néhány további összefüggését ismertetjük. Ezen 
vizsgálatok kiindulópontjául a lineáris programozás elméle­
tében jól ismert eredmények szolgáltak. Ezen fejezetek leg­
alapvetőbb eredményeit az alábbiakban ismertetjük.
Az A,b,c együtthatójú, és adott particióju geometriai prog­
ramozás L a g r a n g e  - f ü g g v é n y é n e k  nevezzük 
a
Ф (х,у) = ХС+Ьу-хАу+-л|гМ
függvényt. Az y* pontot a Lagrange-függvény nyeregpont­
jának mondjuk, ha tetszőleges у és X à 0 vektorokra:
Ф (x* y) « Ф ( X*. = Ф (x, y*>.
A geometriai programozás optimális megoldásai és a programo­
zási feladat Lagrange-függvénye között az alábbi kapcsolatot 
kaptuk:
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TÉTEL (8.§.) & , , , Az X , lj vektorpar akkor es csak akkor optimá­
lis megoldása a geometriai programozásnak, ha 
a feladat Lagrange-függvényének nyeregpontja.
A geometriai programozási primál feladatot p r i m á l -  
r e g u l á r i s n a k  nevezzük, ha optimális megoldásai­
nak halmaza nem-üres korlátos halmaz. Hasonlóan, a duál fela­
datot d u á l - r e g u l á r i s n a k  nevezzük, ha a duál 
optimális halmaz nem-üres és korlátos. A lineáris programo­
zásban! K u h n - T u c k e r  feltétellel analóg, alábbi 
regularitási feltételt kaptuk.
TÉTEL (9.§.) a. / Ha a primál feladat konzisztens, akkor an­
nak szükséges és elégséges feltétele, hogy re­
guláris legyen az, hogy az alábbi p r i m á l  
r e g u l a r i t á s i  feltétel teljesüljön:
Az .Ay 4 0, y f O
egyenlőtlenség rendszernek n i n c s  megoldá­
sa.
b. / Ha a duál feladat konzisztens, akkor annak 
szükséges és elégséges feltétele, hogy regulá­
ris legyen az, hogy az alábbi d u á l  r e ­
g u l a r i t á s i  feltétel teljesüljön: Az 
xA'C^xèO, xc+T|r(x)è О, X + 0 egyenlőtlenség rend­
szernek n i n c s  megoldása.
Az optimális halmazoknak a Lagrange-függvénnyel és a regula- 
ritással való viszonya lehetővé teszi az úgynevezett p e r - 
t u r b á c i ó s  v i z s g á l a t o k a t .  A geometriai 
programozás dualitási tétele szerint, ha mindkét feladat
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konzisztens, akkor a szuprémum megegyezik az infinummal. Ezt 
a közös értéket nevezzük a geometriai programozás értékének. 
A perturbációs vizsgálatok alapfeladata a következő: Legye-A А Л
nekA,b,c az A b c mátrix, illetve vektorokkal megegyező di-. А А Л,
menziójuak; ekkor mit mondhatunk a z A + f A ( b + 'C'b, C+VC együtt­
hatójú geometriai programozás értékéről zérushoz közeli Tf 
esetében.
A perturbációs problémát lineáris programozásra M i l l s  
[51] és W i 1 1 i a m s [ 82 ] vizsgálta. Az ő eredményeikkel 
teljesen megegyezőt nyertünk a geometriai programozásra is.
TÉTEL (l0.§.) a./ Annak szükséges és elégséges feltétele,
/4 УЧ A
hogy az A + ^ A, b+fb, С + Г С  együtthatójú pertur- 
bált feladat konzisztens legyen valamely C 0.
Л Л Л
intervallumon tetszőleges, de fix A,b, c per­
turbációs együtthatóknál az, hogy az A, b, c
együtthatójú feladatra a regularitási feltéte­
lek teljesüljenek.
b./ Ha az A, b, c együtthatójú feladatra a regu­
laritási feltételek teljesülnek, akkor tetsző-A A A
leges A, b, c perturbációs együtthatókhoz van 
olyan Co.'O intervallum, hogy a perturbált 
primál feladatnak is és a duáljának is van op­
timális megoldása minden r £ [ 0  , 'C'o') esetén és 
amennyiben co^-vel jelöljük a program értékét, 
akkor
limi s V b a M - max - A  Amin (xc + b u - х А ч )xe-JD* 3 3
Az értekezés 11.§-ban P r é к о p a [64] valószínűséggel 
korlátozott lineáris programozási modelljének analógjára
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bevezetjük a valószinüséggel korlátozott geometriai progra­
mozási modellt, majd P r  é к о p a [ 65 ] eredményére támasz­
kodva megmutatjuk, hogy ha a korlátozó vektor valószinüségi 
változó vektor log-konkáv sűrűség függvénnyel, akkor ezen 
sztohasztikus geometriai programozási feladat egy konvex ma­
tematikai programozási feladat.
A disszertáció következő fejezeteiben a geometriai programo­
zásnak elméleti szempontból érdekes és a gyakorlatban hasz­
nosnak bizonyuló két alkalmazását adjuk.
Az értekezés 12.§.-ban az input-output tábla előrebecslésére 
szolgáló u.n. RAS módszerre a geometriai programozás duali- 
tási tételét használva egy információ elméleti alapon nyugvó 
megalapozást adunk. Érdekessége, hogy matematikai programo­
zási eszközzel egy, a gyakorlatban jól bevált, heurisztikus 
alapon nyugvó módszernek elméleti hátterét lehet feltárni.
> •
Az alábbiakban ismertetjük az input-output tábla előrebecs- 
lési problémáját, a RAS módszert és az általunk adott infor­
máció elméleti hipotézist.
Legyenek . . . I‘L|. > .Im kibocsájtóhelyek, , ... 3"n
fogadóhelyek. Az cùi\ à. 0 szám jelölje azt a mennyiséget, ameny- 
nyi az I-L helyről a helyre megy, vagy másképpen szólva 
amennyit az I-u helyen termeltből a 9-j hely elfogyaszt. Tömö­
ren az számokat az A - j) mátrixba foglalhatjuk össze 
és ezt nevezzük input-output táblázatnak.
n
A r~!o6 i ; mennyiség az l-v hely teljes kibocsájtása, a E X  j=i
mennyiség a hely összes befogadása. Ezeket nevezzük az 
input-output marginális értékeinek.
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A feladat az, hogy amennyiben ismerjük a jelenlegi A 
input-output mátrixot és ismerjük a megváltozott
b = (fbt)íbZ). . .Ül, . .. G>rn) ^  0 marginális input és a
c = ( Ti, 3 V  föl • * • T"') > 0 output értékeket, akkor
mit mondhatunk az uj X-(ilj) input-output tábláról.
A feladat megoldására elterjedt eljárás az úgynevezett RAS 
módszer, ami a következőkben áll: Olyan iij = 0, (1 = 1,2,... 
j = 1, 2,...n), §i > 0( (l = 4,2,. • • m) és > 0 ) (j = 1,2,.. • n)számokat 
keresünk, melyre
és
E j = (bi., Cl “ 1,2, . . » wí),




Az uj hipotézisünk a RA'S helyett a következő:
Akkor tartjuk "jónak" az X  = (iij') előrebecslést, ha - termé­
szetesen az tf) egyenletrendszer kielégítése mellett - az 
információnyereség ("l-cLiyergencia) , amelyet az X tábla az A 
táblához képest ad minimális, azaz, ha a
A két hipotézisre az alábbi összefüggés áll fenn:
TÉTEL: Ha az előrebecslési feladat a RAS módszerrel megold­
ható, akkor az I-divergencia minimalizálásával törté 
nő előrebecslés is ugyanazt eredményezi.
\ Vfüggvény értéke minimális.
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Az értekezés 13.§-ban a geometriai programozást alkalmazzuk 
a sorozatgyártási modellre.
A modell első leirását E v a n s  [3l] és egy megoldását 
E v a n s  [32] adta. Már C l i a r n e s - K i r b y  [l2] észre­
vették, bogy ez a probléma egy geometriai programozási fela­
dat, azonban ennek lehetőségeit ők nem használták ki és a 
feladatot áttranszformálva, mint szeparábilis konvex progra­
mozási feladatot oldják meg. M i t г о f f [52] és 
R u t e n b e r g - S h a f t e l  [68]a modellre néhány 
konkrét, a gyakorlatban megvalósított alkalmazást mutat be.
Az alábbiakban a sorozatgyártási modellt ismertetjük és vá­
zoljuk a megoldó algoritmust.
Jelöljenek A t, A2, • •• gyártási folyamatokat, és . . .1bn
objektumokat, amelyek a gyártási folyamatokkal létrehozhatók.
Jelentse oí(,j = 0 szám azt az időszükségletet, amennyi ideig az 
egységnyi intenzitású A'L folyamatot üzemeltetni kell, hogy a 
î>j objektumhoz szükséges terméket előállítsa.
Ai
A
• • • tbj ... on
Ai 0Ц ?- s
8- r • >■*> oí-ij djirs
oL>ml cL • 0Lmn
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Legyen adott 'J'\ > 0 Cl » 1,. - . ^ a z  A-L folyamat egységnyi in­
tenzitáson történő üzemeltetésének költ­
sége
•Legyen adott > 0 Cj =1,. - • ,«0 az igény a objektumból.
A feladat megadnunk a gyártási folyamatokra egy --I ^
intenzitási előirást és egy y = ( } 0 időpolitikát,
amely alatt a következőket értjük: Előirjuk, hogy az A*u ter­
melési folyamat Í-L intenzitáson működjön (t-1,..., пт) és ekkor 
a Sj objektum előállításához szükséges működtetési idő le­
gyen.
Nyilvánvaló, hogy az igény ki legyen elégitve fenn kell, 
hogy álljon:
Az X intenzitású gyártási folyamat rendszer egy időegységre 
eső összköltsége:
É r d iw = 1
Az összes objektum előállításának időszükséglete:
Jrt *j 4i4“*
így az objektumok előállításához szükséges összes költség:
( C f i O  ( Ú ai'inj) (2)
A modellünk tehát olyan li. > 0 ;/rj. j > 0 számok keresése, melyre 
(fl feltételek teljesülnek és (Í) függvényérték minimális.
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A feladat matematikailag egy nem-lineáris hozzárendelési 
feladat. Azonban egy egyszerű transzformációval g e о m e t 
r i a i  p r o g r a m o z á s i  feladattá transzformálható 
Mint geometriai programozást tekintve a dualitási tétellel 
nyerünk egy optimalitási kritériumot. így feladatunk (1) -et 
és az optimalitási kritériumot kielégitó 1l> 0 | 7 0 számok ke
resése lesz. Erre a szállítási feladatra ismeretes "magyar 
módszert" egy kevés módosítással alkalmazni lehet és igy egy 
jó hatásfokú algoritmust kapunk eredeti feladatunkra.
Az értekezéshez három függelék csatlakozik. Az A. Függelék 
az általánosított számtaniközép-mértaniközép közti egyenlőt­
lenséget az u.n. g e o m e t r i a i  e g y e n l ő t l e n  
s é g e t tartalmazza. Habár számos bizonyítása ismeretes, 
a geometriai programozásban betöltött kulcsfontosságú szere­
pe miatt azt a függelékben bizonyítással együtt adjuk. A
B. Függelék a konvex-függvényekre vonatkozó Farkas-tételt 
tartalmazza, amely tárgyalásunkban fontos szerepet játszik 
és a függelékben adott formában kerül felhasználásra. A
C. Függelék mind a RAS modell, mind a sorozatgyártási modell 
megoldásában fontos szerepet játszó K ő n i g - H a l l  té­
tel konstruktiv, algoritmust adó, bizonyítását tartalmazza.
«
Az értekezés egyes részei a szerző [45,46,47 ]dolgozataiban 
kerültek publikálásra.
Az utóbbi időszakban a geometriai programozás kutatási irá­
nyát két főbb csoportra lehet osztani: a.) általánosított 
geometriai programozás (generalized geometric programming) 
b.) kiterjesztett geometriai programozás (extended geometric 
programming) .
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a. ) Az "előjeles geometriai programozás" vagy másnéven "álta­
lánosított polinom programozás" az eredeti (prototípusú) 
geometriai programozást oly értelemben általánosítja, 
hogy a (2) feltételben bizonyos к indexekre az eredeti â 
reláció, bizonyos к indexekre pedig a fordított à relá­
ció teljesülését Írja elő. Ezzel a modell tipussal az 
utóbbi időben nagyon sok dolgozat foglalkozik, ezek közül 
néhányat megemlítünk: Blau-Wilde [в, Э~\, Passy-Wilde [58] , 
Avriel-Williams [5 , б[] , Pascual-Ben Israel , Passy
[ Morris {[53], Duffin-Peterson £24, 25].
b. ) A "kiterjesztett geometriai programozás" alapgondolata
az, hogy a matematikai programozásban a súlyozott szám­
tani közép - mértani közép egyenlőtlenség mintájára egy 
általánosabb geometriai egyenlőtlenséget használjon. Ez­
zel a modellel Duffin-Peterson-Zener [^ 26j könyve is fog­
lalkozik, azonban részletesebb kidolgozása Peterson- 
Ecker [бО, 6l, 62, 63], Peterson [59] , Passy [56] , Eber- 
Perron [29J , Hamala [[41J és Bachmann-Elster-Petry 
munkáiban található.
Köszönettel tartozom munkahelyemnek, az MTA Számítástechni­
kai és Automatizálási Kutató Intézetnek, amely alkotó lég­
körével lehetővé tette, hogy a téma kutatásával foglalkoz­
zam, biztosította a szükséges számítógépi kapacitást, továb­
bá vállalta a disszertáció technikai előállítását. A kézirat 
gondos átolvasásával Kéry Gerzson és Mayer János kollégák 
nagy segítségemre voltak. Végül szeretnék köszönetét mondani 
Danes István aspiránsvezetőmnek értékes tanácsaiért és bará­
ti segítségéért.
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l.§. A GEOMETRIAI PROGRAMOZÁSI ЕЕLADAT ÉS EŐ LEMMÁJA
Legyen az А=(<ч)=(с^) m X n - e s  mátrix, valamint a b = (ßj) n
dimenziós vektor, a C= (^0 pedigmdimenziós vektor. Legyen az 
I = { 4 t 2, .. . index halmaz az .;IP diszjunkt index hal­





К • . .b
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G e o m e t r i a i  p r o g r a m o z á s i  f e l a d a t ­
n a k  az alábbi m a t e m a t i k a i  p r o g r a m o z á -  
s i feladatot nevezzük:
/ V (d)












/ \ L  к
minimális, f3)
feltéve, hogy
Azon vektorok halmazát, melyek a (2) feltételt kielégí­
tik, p r i m á l  f e l t é t e l i  h a l m a z n a k  ne­
vezzük és szimbólummal jelöljük. Hasonlóan a (4) feltételt 
kielégítő vektorok halmazát d u á l  f e l t é t e ­
l i  h a l m a z n a k  nevezzük és <S) -vei jelöljük. Azt 
mondjuk, hogy a program (primál, vagy duál) k o n z i s z ­






A geometriai programozási primál feladat elég tág matematikai 
programozási feladat, például az i ^ m ,  i2*{2) . .. } Ip ={)тЛ
speciális esetben a lineáris programozási feladatot adja. Az 
alábbi megjegyzésekben a geometriai programozási feladat más, 
szokásos megadási formáit mutatjuk meg.
1 . M e g j e g y z é s  : Tekintsük az alábbi m a t e m a t i ­
k a i  p r o g r a m o z á s i  feladatot:
Meghatározandó azon yG'R^ vektor,
minimális .






v£1l d = i , . . . lP).










Általában ezt a feladatot tekintik g e o m e t r i a i  
p r o g r a m o z á s n a k .  Megmutatjuk, hogy ez a feladat 
egyszerűen visszavezethető a fent definiált PRIMAL GEOMETRIAI 
EROGRAM-ra.




C é b‘r<fl *  e 10t ^  - CO=
i=i





2* M e g j e g y z é s  2 Az £ a t i ,  e  öw ■  y t  l e ' - d ^  _
egy-egy értelmű transzformációval (^t = tnt;,( ^  d[ * - &n cTL)
és most már a *1*0, ^L>0, cfL >0 megkötéssel az 1. Megjegyzésnél 





C [ T T t ,j=l
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(5)
Az (5) és (6) -ban lévő függvényeket p o z i n o m n a k  ne­
vezzük. A geometriai programozás alkalmazásaiban a modell álta­
lában pozinomos formában van megfogalmazva.
З. M e g j e g y z é s  : Ezen megjegyzésünk hasonló az 1. meg­
jegyzéshez-. Megmutatjuk, hogy a geometriai programozás tárgyalá 
sánál elég lenne csak arra az esetre szorítkozni, amikor az 
I k indexhalmazok egy, vagy két elemből állnak. Ugyanis 
tekintsünk egy r tagból álló feltételi egyenlőtlenséget:
Egy uj 
hető :
C e 4 ' 1
változó bevezetésével (7) az alábbival helyettesit-
L e  = eL=1
— I a i4~2ri.^ie + L e  3 ^ 11*3
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De ezt a következő formába is Írhatjuk
e c a t, - -1) С y, -jTl ^  ^
1*1
е С*,1Ка,1Я-0 + £  e (ai,0Ka,^-ri
L»3
(9)
Látható, hogy (7) feltétel, a feltételek számának eggyel nö­
velésével és a változó koordináta számának eggyel növelésével 
egy taggal csökkenthető. Ezzel az eljárással minden feltétel, 
amely eredetileg nem egy tagból állt leredukálható két tagból 
álló feltételre.
A dolgozatban a továbbiakban nem tételezzük fel, hogy a félté 
telek csak egy vagy két taguak, mivel ennek lehetőségét nem 
tudtuk hasznosítani, de úgy tűnik, hogy ez az észrevétel a 
geometriai programozás még megoldatlan problémáinak tisztázá­
sához eszközként szolgálhat.
A következő lemmában, a geometriai egyenlőtlenség alkalmazá­
sával, ( a . Függelék4) egy alapvető összefüggést adunk a lehet­
séges megoldáshoz tartozó célfüggvény értékekre. A lemma rávi­
lágít a duál feladat bevezetésének célszerűségére is.
(üuffin-tól származik a 
ing" elnevezés).
"the main lemma of geometric programm-
LEMMA: (a geometriai programozás fő lemmája)
Ha , ij £ Я  és x£oD  , akkor
bu £i XC +
p 1 Г
D n - ^ -
k (10)
k=l (с  Оl6L, É l teh
28
és egyenlőség akkor és csak akkor teljesül, ha
(11)
e E  = It, minden i.£Ik indexre (k = 1, . .. , p).
B i z o n y i t á s  : A (2 ) feltételi egyenlőtlenségre alkalmazva 
a geometriai egyenlőtlenséget (a . Függelék) a következőket 
kapjuk:
1* (C eai, Ti) eTT (-^l* (C 5 il “t€l. LfiIk ' -*1 '
(ç 0 1l£li. C s,iêi . e (C u Ly- C iin)3 L«V /
П  îL1
Egyenlőség pedig akkor és csak akkor teljesül, ha
(12)
E k=oieL vagy Е е ai4-Tt = i (13)
es
eQ^-3-- Y Z K  h C e ^ - Tl .‘•el. Lel,
A (13) és (14) -et egybefoglalva:
e aia-rcC i  j
i«Il






Az xA=b teljesülése miatt pedig
1*17 (C  1) ^4 £1.mii . M'
Ebből logaritmizálás és rendezés után azt kapjuk, hogy:
, , « ьП  к*
bu sxc + E  — -^ h-— —  , J w-4 / ^ > \ L k
(E b) iClk ^ /»■ , r \és ezzel a lemma első részét beláttuk, második része (15)-bői
adódik. I
KÖVETKEZMÉNY: Legyenek ÿ £ ^ , x £ £> és x‘> 0 olyanok, hogy (ío)
egyenlőséggel teljesül. Akkor tetszőleges x£<$ esetén:
bu = xc + E (16)
B i z o n y í t á s  : Mivel ÿ ,x vektorokra (ll) fennáll, igy 
azt minden t-re a Íj, hatványra emelve és összeszorozva kapjuk 
(l6}-ot.|
зо -
2.§. A GEOMETRIAI PROGRAMOZÁS "GYENGE” DUALITÁS TÉTELE
A primál geometriai programozási feladat feltételei függvé­
nyeiről, az exponenciális függvény konvexitása miatt azonnal 
látható, hogy konvex függvények. így kézenfekvő, hogy a fela­
datra a Farkas tételt alkalmazzuk (в. Függelék) . Azonban a 
Farkas tétel alkalmazhatósága egy erős feltételezést kiván az 
u.n. S l a t e r -  féle feltételt, ami abból áll, hogy létez­
zen olyan ÿ £ -Plehetséges megoldás, melyre a nem-lineáris fel­
tételi függvények esetén a
n  * 4
szigorú egyenlőtlenség teljesüljön. Ezen "erős" feltételezés 
miatt nevezik a tételt "gyenge" dualitási tételnek.
TÉTEL; Tegyük fel, hogy a primál feltételi egyenletrendszer
eleget tesz a S l a t e r -  féle feltételnek és a
primál célfüggvény felveszi a maximumát a feltételi
halmaz valamely y pontjában. Ekkor létezik olyan X £
vektor, hogy X optimális megoldása a duál feladatnak 
és a két optimum érték megegyezik.
B i z o n y í t á s  ; Az, hogy y optimális, azt jelenti, 
hogy nincs olyan a
E e a i V T i -4 É  0
'«4 '
feltételeknek eleget tevő y, melyre
(k=l,
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bij - bvj ^  О
teljesülne. De ekkor a Farkas tétel szerint vannak olyan 
nem-negativ számok, hogy
bu -by + С  \  ( C  e ^  ~ 1 ) “  0 minden 4е-^  vektorra .(l)■J J w«4 v i-eiw J
az (Ï) egyenlőtlenséget az y'y* vektorra alkalmazva kapjuk, 
hogy:
c \ ( C e a i í 'r‘ - 0 * o .
De ez csak úgy lehet, ha
( С е а‘а*'Т 1 - 1 ) \  = 0,
ieIu
az az
C e 4 ‘ Ti . (2)
Legyen
í - \ « ais'n (l£I V « 1, 2V ) ï • • • ),p). (3)
Először megmutatjuk, hogy az igy definiált kielégiti a 
duál feladatot. Átalakítjuk (l) baloldalát behelyettesitve 
(3 ) -bél \  értékét, és felhasználva (2^-t.
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bu-Ьу* С \ (С еа‘ГП- 1 )-Ьа’-Ьа+С\ Céüiy'n-E  \ierk *<ai i-ci,, U*d
by- bu* С С Ч е ^ '^ -С  E v * 4" '*  -3 J k=4 ieiu w-i i.ei4
J J L=4 l«i
Az (i) egyenlőtlenséget figyelembe véve igy azt kapjuk, hogy
-b(4- 4* ) * E í * ( e ai(vy'>- 4 ) s OЧГ-У (4)L*1
Megyenlőtlenség teljesül minden y£1v pontra
A (4)-ben egyenlőség van, ha y e y* , tehát y* a baloldali függ­
vény minimumhelye, de akkor kell, hogy a baloldal függvényig 
szerinti parciális deriváltja az y* helyen zérus legyen, azaz
1=4
átrendezve :
C ^ L (j-1,2, n)(
tehát X kielégiti a duál feltételt.
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*
Megmutatjuk, hogy X kielégíti az optimalitási kritériumot is. 
A ( 3) -at összegezve l£lk indexekre és felhasználva (2^-t kap­
juk, hogy
tehát megoldás optimális is.l
- 34 -
3.§. A GEOMETRIAI PROGRAMOZÁSI FELADAT ALAPTULAJDONSÁGAI
Az alábbiakban a geometriai programozás néhány elemi tulaj­
donságát tárgyaljuk.
1. LEMMA: Jelöljük a primál feladat feltételi függvényét:
А+(У> függvény logaritmikusán konvex függvény, 
azaz tetszőleges 0^ A= 1 számra fennáll, hogy
egyenlőség teljesül, minden L1elj< és i-2elw esetre.
B i z o n y í t á s  : az (l)-be ^  értéket visszahelyettesítve 
a bizonyítandó egyenlőtlenségünk:
Ezt az alábbi formára hozhatjuk:
És egyenlőség a A=0 és a ^=1 triviálistól eltérő 
esetben akkor és csak akkor, ha a
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Ezen (3) forma éppen a Hölder egyenlőtlenség (a . Függelék), 
és egyenlőség а ^=0,^=1 triviális esettől eltekintve akkor 
és csak akkor, ha a
2. LEMMA: Jelöljük a duál feladat célfüggvényében:nsi-- , ( x s O )
Lel i-el.
fennáll minden ifilk .esetben.
Azaz f (x)ï>ozitiv-homogén konvex függvény,
B i z o n y í t á s  : Az a) rész triviális. A b) rész egy­
szerű számolással adódik:
ц ^
függvényre az alábbiak teljesülnek:
és egyenlőség akkor és csak akkor teljesül, ha
egyenlőség teljesül minden 10вI^ esetben. De ez akkor és csak 
akkor teljesül, ha (2) teljesül.I
- зб -
A c) rész belátásához azt kell megmutatni, hogy
vagy a logaritmus függvény monotonitása miatt azt, hogy
(4)
(5)
választásokkal a következőhöz jutunk:
Az (5) és (б) összeszorzásából végül is kapjuk a (4) egyen­
lőtlenséget .
Alkalmazzuk a geometriai egyenlőtlenséget (a . Függelék) az
» о n, Ю w
megválasztásával, ekkor azt kapjuk, hogy
majd pedig az
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Egyenlőség akkor és csak akkor teljesül, ha
3. LEMMA: a)
b)
Ha yéP és valamely у  vektorra A ÿ ^  0 ; akkor tet­
szőleges Q számra С у + тУуЗЕЯ.
На у érákkor Ay-c.
B i z o n y í t á s  :á) Mivel e0^ -  1( ezért
СЦ.у-“ft = 0 minden i£l-re . I
teljesül minden l€lk -ra.
De (7) »•'bői egyszerüsitéssel kapjuk, hogy equivalens a
egyenlőséggel.I
tehát (tj + iyupéí5.
b) A feltételi egyenlőtlenségekből:
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A 3. lemmából azonnal adódnak az alábbi következmények:
1. KÖVETKEZMÉNY s a) Ha a !P halmaz nem üres, akkor korlátossá 
gának szükséges és elégséges feltétele az, hogy az 
A mátrix sorvektorai által generált kúp kiadja az 
egész 'Rín') teret.
b) Ha a &  nem üres halmaz korlátos, akkor xA = 0 
egyenletnek vanX>Q megoldása.
c) Ha a P  nem. üres, korlátos halmaz és <£) nem üres 
halmaz, akkoraD nem korlátos.
B i z o n y í t á s  : a} A 3 ,  lemmából nyilvánvaló, hogy a 
nem üres P  feltételi halmaz korlátosságára szükséges és elég­
séges feltétel az, hogy az Ay « 0 egyenlőtlenségnek ne legyen 
az triviális megoldástól különböző megoldása. Jelöljük
C.-val, az A mátrix sorvektorai által kifeszitett kúpot, ak-A
kor C. duális kúp adja az Au é 0 egyenlőtlenség megoldásainak 
összességét. De akkor és csak akkor a zéx-us elem, ha 
az egész tér.
b} Az a) miattC az egész tér, és igy léteznek olyan iL 0 
skalárok, hogy
m
-(at + a2+... + = E к°*1 •
Ebből pedig átrendezve azt kapjuk, hogy
C  (l*V) a i= 0 ,
tehát a ái.a 1+ megoldás kielégiti b)-t. 
c) A b)-bői nyilvánvaló.!
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A lemmából levonható további következményekhez szükségünk van 
az alábbi fogalomra:
DEFINÍCIÓ: felsonivóhalmaznak nevezzük a P  halmaz azon
részhalmazát, ahol by è со.
2. KÖVETKEZMÉNY: a) A nem üres Pv> halmaz korlátosságának
szükséges és elégséges feltétele az, hogy az A mát 
rix sorvektorai és a -b vektor által generált kúp 
kiadja az egész teret.
b) Ha Р ш korlátos, akkor az xA=b egyenletnek van 
x >0 megoldása.
B i z o n y í t á s  : А Р ш  felsónivóhalmaz a
Leh
e 4 H,
feltételi halmaz. Erre alkalmazzuk az 1. következményt.1
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4.§. A PRIMAL CÉLFÜGGVÉNY KORLÁTOSSÁGÁNAK SZÜKSÉGES ÉS ELÉG­
SÉGES FELTÉTELE
Az alábbi tétel, amely a primálfüggvény szuprémumának véges­
ségére ad szükséges és elégséges feltételt, fontos szerepet 
játszik a geometriai programozás dualitás! tételénél.
TÉTEL: A konzisztens primál feladat célfüggvénye akkor és 
csak akkor korlátos felülről, ha a duál feladat kon­
zisztens.
B i z o n y i t á s  : Ha a duál feladat konzisztens, akkor 
van o l y a n x = 0 ( hogy
xA = b. (l)
A 3» lemma b) szerint bármely y G P  esetén
Á y á c .  (2)
Megszorozva a (2) egyenlőtlenséget x-vei, és felhasználva 
fl)-et kapjuk, hogy:
X A y á  XC ,
by =  x c minden yejP esetén, 
tehát by felülről korlátos.
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Forditva, ha a duál feladatnak nincs lehetséges megoldása, 
akkor a Farkas-lemma szerint van olyan y , hogy
Ay= Û ,
by > 0  .
Ha akkor 3. lemma a) miatt (i^ =  0) . De ezen
lehetséges megoldásra a célfüggvény értéke:
b( у + 1Уу) = Ьу + i^bÿ —> G>° ) ha гУ-*0®. I
Megjegyezzük, hogy a tétel egyik iránya - "ha a duál konzisz­
tens, akkor a primál célfüggvény felülről korlátos" - a geo­
metriai programozás fő lemmájából is nyilvánvaló.
A tételből a 3»§» l.a) következményének egy élesítését nyer­
hetjük, amely a geometriai programozás pozinomos formájában 
lehet érdekes. 1
1. KÖVETKEZMÉNY: a) Annak szükséges és elégséges feltétele, 
hogy у£-2* minden koordinátájában felülről korlátos 
legyen az, hogy az A mátrix sorvektorai által gene­
rált kúp a pozitiv ortánst tartalmazza (pozinom for­
mában у felső korlátossága azt jelenti, hogyt-Ct'j') 
lehetséges vektorok halmaza korlátos).
b) Annak szükséges és elégséges feltétele, hogy 
minden koordinátájában alulról korlátos legyen az, 
hogy az A mátrix sorvektorai által generált kúp a 
negativ ortánst tartalmazza ( p o z i n o m  formában ez 
azt jelenti, hogy a t lehetséges vektorok halmaza 
zárt).
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B i z o n y í t á s  : a) Az y £ P  vektor koordinátájában
akkor és csak akkor korlátos felülről, ha a megoldáshalmazon 
az aj у célfüggvény korlátos, azaz a tétel szerint van megol­
dása az xA=u; x =  0 rendszernek./- /A A 'fj> Cuj-CO.O, .. .,1 ,0i)
b) A bizonyítás analóg az a) r é s s z e l , -aj у célfüggvénnyel.!
Az alábbi következmény a P  és £> halmazok közt ad egy kapcso 
1 ci"fc O lÿ •
2. KÖVETKEZMÉNY: a") Annak szükséges és elégséges feltétele, 
hogy a nem üres P  halmazon az tag, mint
célfüggvény zérustól el legyen választva az, hogy 
агхА*0;Х = 0  egyenletnek legyen ÍL>0 megoldása.
(A "zérustól való elválasztás" azt jelenti, hogy 
van olyan£>0, hogyeau  ^ ^L=  e ha у€Я.)
b) Annak szükséges és elégséges feltétele, hogy va­
lamely nem üres nivóhalmazon az ö l'* ^  tag zé­
rustól el legyen választva az, hogy az xA--i>b=0, 
xs0( îf'ëû rendszernek legyen iL > 0 megoldása.
ц — 2TLB i z o n y í t á s  : a) Az e akkor és csak akkor van
zérustól elválasztva, h a y felülről korlátos, de a tétel 
szerint ennek szükséges és elégséges feltétele, hogy legyen 
megoldása az xA=-aí,,xsO rendszernek, ez azonban equivalens 
azzal, hogy l e g y e n  1». > 0 megoldása xA =0 , x s 0 rendszernek.




A k a n o n i k u s  g e o m e t r i a i  p r o g r a m o ­
z á s i  feladat a geometriai programozás elméletében, a meg­
oldó algoritmusokban és számos alkalmazásnál döntő szerepet 
játszik.
DEFINÍCIÓí K a n o n i k u s n a k  nevezzük a geometriai 
programozási feladatpárt, ha a duál feladatnak van minden 
koordinátájában pozitiv lehetséges megoldása.
Az alábbi lemma, amely a konvex függvényekre vonatkozó Farkas 
tétel (В. Függelék) egy adaptációja, alapvető a kanonikus fel 
adat tárgyalásában.
LEMblAí Ha xA = 0  egyenletnek v a n  X > 0  megoldása, és minden 
xs0 megoldásra
akkor van olyan ÿ , hogy
c y
B i z o n y í t á s  : A Farkas-tétel szerint a feltétel fenn­





2  EU J minden x= 0 esetén, (l)
(C  i f t  "
'l«Iu /l£lk
Rögzítsünk egy l<0 indexet. Legyen ezen rögzített index 
mellett: r
gbiy-Ti ieI
A értékét, az ‘-^1цо esetben, (l)-be helyettesítve:
П  1teli.. C  M aiÿ~Ti.^s  E  tn îi, - ín ( EZ 1L )
l€Il ICL í£l.*o *o *o
Behelyettesítve értékét i £ l  esetre is:*0
E  ем 'г'(о,гг>С e^^^Ura-^-tnCCLíl''O
Ebből
ielt te.lL
ln( C  e
Е е 04* " *
a i y - n y s4 0
azaz
Е е  L^ *  =  1 tetszőleges L  -ra* |
L6lkK0
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TETEL: Ha a kanonikus geometriai programozási duál feladat 
célfüggvénye alulról korlátos, akkor a primál fela­
dat konzisztens és a célfüggvény felveszi maximumát 





XC + E  tn ^  _
! r— r . \  C— I 5 L<sp-el.
B i z o n y í t á s  : Jelölje (x) a duál feladat célfügg­
vényében a nem-lineáris tagot, azaz
„ p p . ТГfW-Cfk(xl=C Ь  L£l^ ,
k*1 M  ■ E f t
legyen továbbá
f E «0tér, ' u6I.
ya =  ln| ( x c + ^ x l l
Az előző lemmát az alábbi
xA+$oH>)=0, xso, 50йо,
feltételi egyenletre és az





A lemma alkalmazható, mert a (2) egyenletnek vanX>Oj !0 > 0 
megoldása, és a (3) függvény a (2) feltételnek eleget tevő he­
lyen nem-negativ. Ha ugyanis negativ lenne, azaz valamely X(£0 
helyre a
xc + y-zO + f U) < 0
fennállna, akkor a következő két eset fordulna elő:
a) Ha £o =0. Akkor x A = 0 ) és ha akkor Х + г ^ Х ^ Х 1 bár­
mely ^  = 0  esetén. Ezen megoldáshoz tartozó célfüggvényre, 
felhasználva 3»§* 2 lemmát:
fx + *v>x)c+«f(x + *^ x) = XC+'pCxH'lMXC + vpíx))— >
ellentétbe azzal, hogy aduál feladat célfüggvénye alulról kor­
látos .
b) Ha ^ > 0 ,  Legyen ekkor |*L= 
(з)-Ь01 az igy definiált X-re
-|^ -y (l =  ^   ^m). A (2) és
X > и CP
és
X C + f W <  A  ;
amely ellentétes yti, definíciójával.
Mivel a lemma feltételei teljesülnek, ezért létezik olyan ÿ 
hogy
E  eaiy_n s 1, (кИ,...,Р)iei, (5)
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és
*  1. (б)
Az (5) egyenlőtlenség azt mutatja, hogyLjC^. А (б) egyenlőt­
lenségből pedig azt kapjuk, hogy
A  =  (7)
Összevetve ezt a geometriai programozás fő lemmájával, végül 
is
A  =
amit bizonyítani akartunk. I
KÖVETKEZMÉNY: Ha a kanonikus geometriai programozási primál
feladat konzisztens, akkor a célfüggvény felveszi maxi­
mumát a primál feltételi halmaz valamely pontjában.
B i z o n y í t á s :  Ha a primál feladat konzisztens, akkor
a főlemma szerint a duál célfüggvény korlátos, és igy a té­
telből adódik a következmény állitása.l
M e g j e g y z é s :  A geometriai programozás fő lemmájából
adódik a duál célfüggvény alsó korlátosságára elégséges felté­
tel, hogy a primál feladat konzisztens legyen. A feltétel nem 
szükséges, mint azt az alábbi egyszerű példa illusztrálja:
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P r i m á l  f e l a d a t :
en,-t„2+e-V t.n2+a^  s 1
A feltételi egyenlőtlenséget az alábbi formába is Írhatjuk:
A duál feladat minden megoldása^ =Ъг - iè. 0 és íb = 0 
és a célfüggvény értéke:
formájú
Azonban a fenti tételt figyelembe véve, a kanonikus feladatra 
a 4.§. tételéhez hasonló tételhez jutunk:
a kanonikus duál feladat célfüggvénye akkor és csak 
akkor korlátos alulról, ha a primál feladat konzisz­
tens.





Legyen a geometriai programozási feladat olyan, Logy a £> duál 
feltételi halmaz nem üres. Jelöljük 1-al azon L d  indexek 
halmazát, melyre van olyan x ^  0 lehetséges megoldása xA = fo 
feltételi halmaznak, hogy h  > 0. A geometriai programozási 
feladatot r e d u k á l j u k  úgy, hogy csak az lel tago­
kat hagyjuk meg. A redukált feladat kanonikus feladat. Nyil­
vánvaló, hogy a duál feladat és a redukált duál feladat közt 
teljes equivalencia van. Azaz a redukált duál feladat egy le­
hetséges megoldása zérusokkal kiegészítve az eredeti lehetsé­
ges megoldása és forditva is az eredeti egy lehetséges megol­
dása a redukciónak megfelelő zérus koordináták elhagyásával a 
redukált egy megoldása és a célfüggvények értékei megegyeznek. 
Látni fogjuk, hogy a primál és a redukált primál feladat közt 
is fennáll egy "gyengébb equivalencia", nevezetesen az, hogy 
ha y a redukált egy lehetséges megoldása, akkor van olyan ej 
lehetséges megoldása az eredeti primálnak, melyre a két cél­
függvényérték tetszőleges kicsit tér el egymástól. Mielőtt 
ezt tételben pontosan kimondanánk, egy lemmát bizonyltunk, 
amely voltaképpen a Farkas-lemmának rendszerre való általáno­
sítása, és a Tucker-féle komplementaritási tételek egyike. A 







Legyen I+ : azon l indexek halmaza, melyre van olyan X = 0 ,  
hogy xA = Q és I'l ^ 0.
Ijazon I indexek halmaza, melyre van olyan y, hogy A y  =  0 
és Cl*l Lj < Q .
LEMMA : A fent definiált 1^ és I_ index halmazokra :
a) 1,01.
b )  IvU l _  = I.
B i z o n y í t á s :  Az (l) y -al való szorzásából adódó
Q = xAlj = C
összefüggésből a) rész nyilvánvaló.
A b) rész igazolásához tegyük fel, hogy L0 , ez azt je­
lenti, hogy a
Ck'L0 Ç-*
egyenletnek nincs X —  0  megoldása. De akkor a Earkas-lemma 
szerint van olyan y , hogy
<4 y =  0( 'L ^  ’Lo ;
- a' >  Q
azaz A y  ^  Q és Q/L y <  0 ; tehát i0 в  I_ . |
KÖVETKEZMÉNY: На 1 az L indexek azon legbővebb halmaza, mely­
re xA=b, X* 0 feltételi halmaznak van ^ 0 ' л
megoldása, akkor van olyan Ц , hogy
b y = 0 ,  1
сцу - 0, ha IÊÎ, >
a-Ly < 0, ha i £1.




TÉTEL: Legyen a geometriai programozási feladat olyan, hogy 
P  és oÖ feltételi halmazok nem üresek. Jelölje P  a 
redukált primál feladat feltételi halmazát, ekkor 
bármely ÿ G P  és tetszőleges € 7 0 esetén létezik 
olyan ijcP , hogy I by - by I = 6.
B i z o n y í t á s  : Legyen y0a feltevés szerint nem üres 
P halmaz egy rögzített eleme, az у pedig P  rögzített eleme. 
Ha y0=  ü , vagy b =  0 , akkor készen vagyunk. Egyébként vá­
lasszuk cf számot a következőképp:
I bll • IQ к cT = max
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Legyen
y = <Гу0+(-1-Л у + Vy ,
ahol у a következmény (2) szerint biztosított, rögzített vek­
tor, a S  számot pedig később fogjuk alkalmasan megválasztani, 
úgy, hogy у £. legyen. Egyszerű számolással kapjuk, hogy
Iby - b y  I = I b(cfy0 + H  - <f ) у + l^y - у )1 ®
=lb(y0 - y )l S  %  cfllbll * Ily 0 - у I =  e .
Meg kell még mutatni, hogy cf választásával elérhető, hogy 








a-t(<iy0 + U -«Г; 9) ~ Г 1




a) Ha Ï n(l -l)=A, (a  jelöli az üres halmazt) akkor
acy-Tie c.ei.oi
л
ugyanis Cll у ^ 0 miatt ^  elég nagyra választásával elérhető.
ugyanis y0 G  és konvexitása miatt (cfy0 + (.1 - J") y) G .




A tételből azonnal adódik a következő fontos állitás 
KÖVETKEZMÉNY :
sup by = sup by .
B i z o n y í t á s  : Mivel ~P C. , ezért
de egyenlőtlenség a tétel alapján nem állhat fenn.l
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7•§. DUALITÁSI TÉTEL
Az eddigi vizsgálatokból egyszerűen nyerhető a geometriai 
programozás dualitási tétele.
TÉTEL: a) Ha a primál- és a duál feladat- konzisztens, ak­
kor a primál célfüggvény szuprémuma megegyezik 
a duál célfüggvény infinumával.
b) Ha a primál feladat konzisztens és véges szupré­
muma van, akkor a duál is konzisztens és a pri­
mál szuprémum a duál infinummal megegyezik.
B i z o n y í t á s :  a) A geometriai programozás fő lemmá-
jából, a kanonikus feladat és a redukált feladat alaptételé­
ből azonnal adódik.
b) A primál célfüggvény korlátosságának szükséges és elégsé­
ges feltételéből, valamint az a) részből adódik.I
M e g j e g y z é s  : Abból, hogy a duál feladat konzisztens
és véges infinuma van, nem következik még a primál feladat 
konzisztenciája. Azonban a redukált feladat alaptételét és 
annak bizonyítását, valamint a kanonikus feladat alaptételét 
figyelembe véve egy gyengébb, úgynevezett s z u b k o n -  
z i s z t e n c i á t  tudunk biztosítani:
Ha a duál feladat konzisztens és a célfüggvényének 
véges M' infinuma van, akkor tetszőleges € > О esetén 
a módosított
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Ou , и - Y\.
C e a ‘ 1 +  e. {k-4,...,p)
feladat konzisztens és
lim sup bu « л .e -* 0 J
A geometriai programozás dualitás tétele nemcsak elméleti 
szempontból jelentős, hanem a primál-duál feladatpárt megoldó 
iterativ eljárás esetén tájékoztatást ad az iteráció pontossá 
gáról.
A dualitási tételből az optimális halmazok struktúrájára az 
alábbi következmény vonható le:
KÖVETKEZMÉNY: Jelölje ft és ft) a prímái, illetve duál feladat 
optimális megoldásainak halmazát.
a) Az у és X £ cD optimális megoldására az aláb 
bi komplementalitás teljesül:
( П е ^ ' Т 1 - 1 > С Й  , (k-4,2...
b) A e£) duál optimális halmaz polihedrikus halmaz 
(félterek közös része) és X„£.*D* X2£ «Ф* optimá­
lis megoldásokra:
C íf с £ , Lek, (ид...р).teik i-ei^ ) 1 ' r
B i z o n y í t á s :  a) Mivel X* optimálisak, ezért a
dualitás tétel szerint a hozzájuk tartozó célfüggvényértékek 
megegyeznek, de a geometriai programozás fő lemmája (l.§.) 
szerint ez csak akkor lehetséges, ha
e } I Í’L = minden tely. (k -1,... p) esetben.
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Ezt t€lu -ra összegezve :
Azaz
a i.a*-ïieceiv
( C e l t b l - l ) - C i 7 0 .
l€Iu (,eik
Ezzel a következmény a) részét igazoltuk.
b) A duál feladatról feltehető, hogy kanonikus, mert ellenke 
ző esetben a redukáltját tekintenénk csak. A kanonikus fela­
dat dualitási tétele szerint ( 5 • § •) létezik y*£ P *  optimális 
megoldás.
Q,.
Legyen ”Ai.= 6 ÍL a geometriai programozás fő lemmája sze­




V Q M i ,  i-elk ... p).
A \  > 0 miatt bármely U indexre vagy $-L a Q (i£Ik) vagy
К  > 0) Ufclw)-
Legyen XjÉ*© . Ekkor ~"i  ^ .
Jelöljük a duál feladat optimum értékét/х-vel, ekkor
á 2|x<c + f M  + XiC + f W }  = j l
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tehát a fenti képletsorban egyenlőtlenség nem teljesülhet, 
de akkor 3*§* 2. lemma c) szerint
U) (x) (À)
C  k = ii C  it , L elk (i< = i 2 p)
i.eik -eik ’ r
kell, hogy teljesüljön. I
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8.§. A GEOMETRIAI PROGRAMOZÁS LAGRANGE -FÜGGVENYE
Ebben a fejezetben egy összefüggést adunk a geometriai progra 
mozás optimális megoldásai és a programozási feladathoz tartó 
zé Lagrange függvény nyeregpontja között.
A továbbiakban is aduál feladat célfüggvényének linearitását 
mddositó tagra a
P
vp tó = E  ín
1 kH
jelölést használjuk.
DEFINÍCIÓ. A z [A, b, c] együtthatójú, és adott partidéju ge­
ometriai programozás Lagrange-függvényének nevezzük a
ф(х,у)= xc + btj - xAy + vpC>0j x ^ O
,  * Vefüggvényt. Az X j Lj pontot a Lagrange-függvény nyeregpont­
jának mondjuk, ha tetszőleges у és X â  0 vektorokra:
Ф(х* Lj) == Ф(хх 3 ) S ф(х,у*).
Látható, hogy a Lagrange függvényben az első három tag csak 





Az X Lj vektorpár akkor é's csak akkor optimális 
megoldása a geometriai programozásnak, ha a Lagran­
ge függvénynek nyeregpontja.
* *
B i z o n y i t á s  : a) Legyenek X у optimális megoldások. 
Ekkor a geometriai programozás dualitási tétele szerint
X*C + ^ (x*) = by .
A nyeregpont egyenlőtlenség baloldala
ф U* у) = ф (х* у )
azaz
x*c + by x*A * *. *у + vp(x ) = X C  +by -xAy +f(x')
egyenlőséggel teljesül.
A nyeregpont egyenlőtlenség jobb oldalának
ф(х*у ) = ф(х, у )
teljesüléséhez csak azt kell belátni, hogy az 
xAy* ^  XC t f U")
egyenlőtlenség teljesül az X S  0 esetben. Ezt a geometriai 
egyenlőtlenség (a . Függelék ) felhasználásával egyszerű számo-
*
lássál beláthatjuk. Mivel Lj a primál feladat megoldása, igy
^ E e a i y ‘ T t ,
Erre a geometriai egyenlőtlenséget alkalmazva kapjuk, hogy:
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í
,C ii / 
-  e
íl _
. l e w - c «
Q i. “
Ezt minden U-ra összeszorozva:
■ k*4 A * - * cП




x A y  - x c ;
azaz
XC + f(x)áxAy*
Ezzel a tétel egyik irányát beláttuk.
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b) Tegyük fel, hogy X, lj nyeregpontja a Lagrange függvény­
nek. A nyeregpont egyenlőtlenség baloldalából, а ф(к(у)^ф()Г| у*)
e g y e n l ő t l e n s é g b ő l  kiindulva kapjuk, h o g y
(b-xA^)y = (b-xA)y
egyenlőtlenség minden у vektorra fennáll. De ez csak úgy le­
het, hogy ha b - X A = 0  mert különben u alkalmas választá- 
savai ez nem teljesülne. így x a dual feladat lehetséges meg­
oldása. A nyeregpont egyenlőtlenség jobboldalából, а Ф (x*
£ф(х у*) egyenlőtlenségből kiindulva kapjuk, hogy az
x*c - x*Ay + 4*íx)áxc - xAy +
egyenlőtlenség fennáll minden x ä O  vektorra.
Mint előbb láttuk, az X a duál feladat lehetséges megoldása, 
azaz x * A = b ) s ezt (l)-be helyettesítve kapjuk, hogy
x*c-by + <-p(x*) = xc-xAy + 'f(x), (2)
minden X 2  Q -ra.
De ekkor az x helyébe az (x +• X*} vektort téve:
X*c -by* + xc + x*c - xAy - X*Ay* +■ fíx + X*) t
clZQ.Z l
fix) è xc - хАу +^ (Х1 Х*) .
A ^ függvény konvexitása miatt azonban a
p( X* ) á X С  - X А У -t- vj> ( x) + ^ 0?)
egyenlőtlenség is fennáll, s igy az
xAy*éxc +-ip(>A (3)
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egyenlőtlenség teljesül minden X è  0 esetben.
Rögzítsünk egy tetszőleges UQ indexet, és legyen
g <на - Ti | ha. leIko
ha l^Ik0
Helyettesítsük ezt (3)-ba, először csak az L ^ l k esetre
П  M«4s -ti>s E  E  iLV 4  .
ve4  l64  4 i(L\  J
Ezután értékét az i e L  esetben is behelyettesítve:Ko
E eai4 Tk(aiy -ti) “ E ea‘a Tt(aiy-rO-
. С  e a ‘4 - ^  
- Ц Е  а а‘У " T íJ « 4
Rendezve :










Ez, minthogy minden k0 indexre fennáll, azt adja, hogy у le­
hetséges megoldása a primál feladatnak.
A (2) egyenlőtlenséget X = 0 pontra alkalmazva kapjuk, hogy
X*C -V ^ (x*) = by* . (4)
A (3) egyenlőtlenséget X= X pontra alkalmazva kapjuk, hogy
by í ne* . (5)
A ( h  és (5) egybevetéséből adódik, hogy
X*C f v p l x V b u
* * 0 -
azaz X , ^ megoldások optimálisak is.I
Megjegyezzük, hogy a tétel első része - "az optimális megoldá­
sok nyeregpontjai a Lagrange függvénynek" - egy általános dua- 
litási tétel következményeként található R o c k a f e l l a r  
[бб] könyvében (pp. 32б).
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9.§. REGULARITÁS A GEOMETRIAI PROGRAMOZÁSBAN
Ebben a fejezetben az optimális megoldások halmazának struk­
r i t á s i fogalmat bevezetni. A regularitás különösen fon­
tos szerepet játszik a geometriai programozás perturbációs 
vizsgálataiban.
DEFINÍCIÓ. Azt mondjuk, hogy a geometriai programozási primál 
feladat reguláris, ha teljesül az alábbi p r i m á l  r e - 
g u l a r i t á s i  f e l t é t e l  j Az
egyenlőtlenségrendszernek n i n c s  megoldása.
Azt mondjuk, hogy a geometriai programozási duál feladat re­
guláris, ha teljesül az alábbi d u á l  r e g u l a r i -  
t á s i  f e l t é t  e l .  Az
túráját vizsgáljuk a nem-üresség és a korlátosság szempontjá­
ból. A lineáris programozásban! analógiát követve itt is cél­







egyenlőtlenségrendszernek n i n c s  megoldása
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A geometriai programozást regulárisnak nevezzük, ha az primál 
reguláris is és duál reguláris is.
Az alábbi tétel a regularitási feltételek és feltételi halma­
zok konzisztenciája között ad kapcsolatot.
Mielőtt a tételt kimondanánk szükségünk van egy uj fogalomra.
DEFINÍCIÓ. S z u p e r k o n z i s z t e n s n e k  nevezzük 
a primál feladatot, ha a __ a l4 ~ T l
C e  < 1 . ( к-и,  2, . ..p )
egyenlőtlenségrendszer megoldható. Ez erősebb feltétel, mint 
a Slater feltétel (2.§.) mivel ott a szigorú egyenlőtlenséget 
csak a nem-lineáris feltételekre követeltük meg.
1. TÉTEL: a) Ha a primál régularités teljesül, akkor a duál 
feladat kanonikus.
b) A duál régularités akkor és csak akkor teljesül, 
ha a primál feladat szuperkonzisztens.
B i z o n y í t á s :  a) Az Ay S 0, by= Q ; LJ £  0 egyenlőtlen­
ségrendszer nemmegoldhatósága azt jelenti, hogy az Cb>l)a2)...
~b vektorok által generált kúp duálisa csak a zérus ele­
met tartalmazza. De ekkor ez a kúp kell, hogy az egész teret 
kiadja, azaz előállítható a következő vektor
no
b -Ca,-t-az+- . . .+ am) = E  Il <4 \H -b)
úgy, hogy - 0 j ^ = 0 .
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Ebből:
legyen J. =.A .-t iir—  és igy b = x A .  X > 0 .  
Ezzel a tétel a) részét igazoltuk.
b) A duál régularités azt jelenti, hogy az
xA = 0;




min (xc + 'p(xS)
célfüggvényü geometriai programozási feladat vagy nem konzisz­
tens vagy a célfüggvény minimuma pozitiv.
Az ennek megfelelő primál párja:
e ^ X a ,  u h  rt á







Ezen primál feladat mindig konzisztens. Ha a duál nem kon­
zisztens, akkor ^  —> o°(azaz
E
*^ Ifc
Ha a duál konzisztens, akkor a dualitási tétel szerint van 
olyan primál megoldás, melyre T]_ ^ Q ^ tehát szuperkonzisztens 
a feladat.
Porditva, ha a primál szuperkonzisztens, akkor a geometriai
programozás fő lemmája alapján az xA = Û xl?Q I_] £• = \
egyenlőtlenség minden megoldására xc + ^ (x) > 0. De igy a duál 
regularitás sem teljesülhet. |
Megjegyezzük, hogy a tétel a) része nem megfordítható, mivel 
a kanonikussághól csak az következik, hogy az
А у  й 0
b y  *  О
egyenlőtlenségrendszernek csak Ау=0; bvj=0 megoldása lehet.
A következő tétel a regularitási feltételek és az optimális
megoldáshalmazok közötti kapcsolatot mutatja. Jelölje a„ xprimál feladat feltételi halmazát, a primál feladat opti­
mális megoldásainak halmazát, és hasonlót jelöl a «0, a 
duál feladatra.
2. TÉTEL: a') A nem üres v2> akkor és csak akkor korlátos, ha 
teljesül a primál regularitási feltétel.
b) Ha P  nem üres és a primál regularitási felté­
tel teljesül, akkor •P* sem üres.
c) A nem üres «£)* akkor és csak akkor korlátos, ha 
teljesül a duál regularitási feltétel.
d) Ha eö nem üres és a duál regularitási feltétel 
teljesül, akkor JD sem üres.
B i z o n y í t á s :  a) A 3<§< 2. következménye szerint a
nem üres felső nivóhalmaz korlátosságának szükséges és
elégséges feltétele az, hogy az A  mátrix sorvektorai és a - b  
vektor által generált kúp kiadja az egész "R ^  teret. Ez azon­
ban a Farkas lemma szerint equivalens a primál regularitási 
feltétellel.
b) A primál régularités biztosítja, hogy tetszőleges felső 
nivóhalmaz korlátos, igy azon a célfüggvény felveszi szupré- 
mumát.
c) Először azt látjuk be, hogy ha JÜ nem korlátos, akkor nem 
teljesül a duál régularités. Ugyanis ekkor van olyan
xi>xz, • • • > X<y, • • • £ sorozat, hogy lixil— * 00 * ( Il X II”  C  .
Legyen
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л-/Az Xcy> sorozatból kiválasztható egy konvergens részsorozat, 
(tegyük fel, hogy maga az x of sorozat az), amelynek határpont- 
ját jelölje X . Az X<ykielegiti a feltételi egyenletet, azaz
,X*A-b.
Ebből llx<y|l normával való osztással
llXcyü b '
ÍVígy az X torlódási pontra kapjuk, hogy
x A - O ,  111 II = 4, l e o .
A célfüggvényben pedig az
= Х^С+1р(х^)= HXcyllC'XxyC + f(x<y))
azaz az
T ^ -  V  + f (V
egyenlőségből határértékben kapjuk, hogy
Q = 7 c + fx).
Vagyis a duál régularités nem teljesül.
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Forditva, ha a duál regularitás nem teljesül, akkor van olyan
r-s
X =  0 vektor, hogy
llxll =1, xA = 0, és xC + f ( x ) ^ 0 .
* *
De akkor tetszőleges X £  JD optimális megoldásra és tetsző­
leges n a g y ^ ë O  számra fennáll, hogy
UJ = c(x* t vfíx* + tfx) á  СХ + ^ (к*)+\Г(сх + «jHx))á CX% fíxbco. 
c U  + ^ X )  + ^ (x + 1^ x )==CaJ) azaz nem korlátos.
d) Az 1. tétel b) értelmében, ha a duál regularitás teljesül, 
akkor a primál feladat szuperkonzisztens, ekkor nyilván kon­
zisztens is és igy a geometriai programozás fő lemmája (l.§.) 
szerint a duál feladatnak véges CJ infinuma van. Ha a duál 
nem veszi fel infinumát, akkor van olyan ; X2 ^ . . -^X^. ..so­
rozat, hogy
11 X c f l l  — ?  ^  ^ é s  C X T  +  fUJ o o .
Azonban
+ fCx^ = I Хт II (cXY + f a j ) ahol x<y,
így X<y1 illetve Xy vektorokra fennáll, hogy
)1 X<v 1
CXY + v|)(^ (Х<уС +vf(XYî).
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De ekkor az X torlódási pontra kapjuk, hogy
xA =0, 11x11=1, XIÛ, ex +■ = 0;
ellentétben a duál regularitással.I
A következőkben a regularitásnak egy fontos tulajdonságát 
vizsgáljuk. Legyenek adva az A A mXn méretű mátrixok, a b ésЛ Л ‘
Ь n dimenziós, a C és C pedig m  dimenziós vektorok, valamint 
a T tetszőleges szám. Legyen rögzítve az I indexhalmaz vala­
mely particionálása. A régularités az alábbi "nyilt" tulaj­
donsággal rendelkezik.
3. TÉTEL:
Л  Л л
Az A+ rA, b + rb, C + T C  együtthatójú geometriai 
programozási feladatnál azon T" számok halmaza, ahol 
a primál régularités teljesül, nyilt halmaz. Hason­
lóan, ahol a duál régularités teljesül, szintén 
nyilt halmaz.
B i z o n y í t á s  : A bizonyítást a primál regularitásra vé 
gezzük el; duál regularitáson teljesen analóg az eljárás.
Az egyszerűség kedvéért tegyük fel, hogy T = 0  helyen telje­
sül a régularités. Ha nem lenne olyan T0 > 0 , hogy а Г0 , T0) 
intervallumban teljesül a regularitás, akkor lenne olyan 
•Tí.1zr">4>*'* zérushoz tartó pozitiv számsorozat, hogy
( A + rT A )yY - 0,
A
(b + r«y ь ) м ^  ^  0,
3<y ^  0-
>
(6)




А (б) egyenlőtlenségrendszerből az I у <у I normával való osz­
tással kapjuk, hogy
/4 »4/
(A + т<у A ) ycf = 0,
А  V
C b + T ^  b) yY >  Û , (?)
»У*«- 4
A (7) egyenlőtlenségrendszert kielégítő vj«^vektorokból kivá­
lasztható konvergens részsorozat, mondjuk maga Ujilyen, mely­
nek limeszpont ja legyen . Nyilván (7) a torlódási pontra is 
fennáll, azaz:
b y  * 0 ,
Ily 11= 1.
Ez ellentétes azon feltevésünkkel, hogy a T = Q  helyen a pri- 
mál régularités teljesül. |
74
10.§. A GEOMETRIAI PROGRAMOZÁS ÉRTÉKÉNEK VÁLTOZÁSA
Ebben a §-ban megmutatjuk, hogy azok a perturbációs vizsgá­
latok, melyeket M i l l s  [51J és W i l l i a m s  [82] a line­
áris programozásra végeztek, átültethetők a geometriai prog­
ramozásra is, és a geometriai programozásnál kapott eredmé­
nyek teljesen megegyeznek a lineáris programozásnál kapottak­
kal. A geometriai programozásban perturbációs vizsgálatokat 
már D u f f i n - P e t e r s o n - Z e n e r  a [26] köny­
vükben végeztek (Appendix B, pp. 247-254') , azonban az itt 
tárgyalásra kerülő probléma ettől eltérő természetű.
A geometriai programozás dualitás tétele szerint, (7.§*) ha 
mindkét feladat konzisztens, akkor a szupremum megegyezik az 
infinummal. Ezt a közös értéket nevezzük a g e o m e t r i a i  
p r o g r a m o z á s  é r t é k é n e k .  A továbbiakban 
rögzitsük a particionálást, és a geometriai programozási fel­
adatot' [A, b, cl együtthatójú feladatnak nevezzük. Legyenek
/V Л AAtb,c az A, b( C mátrix, illetve vektorokkal megegyező dimenzi- 
ójuak. A probléma: m i t  m o n d h a t u n k  a z[(A*rÁ)l(b'»-rb), 
(c + rcü^e g y ü t t h a t ó j u ,  a z  ú g y n e v e z e t t  
p e r t u r b á l t  f e l a d a t  é r t é k é r ő l  z é ­
r u s h o z  k ö z e l i  T e s e t é b e n .
A következő tételben feltételt adunk a perturbált feladat kon­
zisztenciájára és egy formulát a perturbált feladat változása­
inak értékére.
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TÉTEL: (i) Annak szükséges és elégséges feltétele, hogy az 
L(A+t A), (b+-Tb), (c+rc")] együtthatójú pertur- 
bált feladat konzisztens legyen valamely [0 . О  in-
 ^ A A
tervalkumon tetszőleges, de fix A, b, C perturhációs 
együtthatóknál az, hogy az ГА, b, c] együtthatójú fela­
datra a regularitási feltételek teljesüljenek.
( II) Ha az [A b c] feladatra a regularitási feltété-
' ' А  А л
lek teljesülnek, akkor tetszőleges А! b, C perturháci­
ós együtthatókhoz van olyan [0, r0) intervallum, hogy 
a perturhált primál feladatnak is és a duáljának is 
van optimális megoldása minden т£[0,Го) esetén és 
amennyiben со(т) -val jelöljük a program értékét, ak­
kor
lim - cj(q) _ nncxx nni-n ( xc + bq— x/\u).
r--)û Y  ч'е.з>* -3 a
Ezt a derivált értéket M i l l s  terminológiáját 
követve "a geometriai programozás marginális érté­
kének" nevezzük.
B i z o n y í t á s :  A tétel bizonyítását, hogy áttekinthe
többé tegyük, több lépésben végezzük el.
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a) Először azt mutatjuk meg, hogy a f e l t é t e l e k  
s z ü k s é g e s e k .  Az, hogy a duál konzisztens equiva- 
lens azzal, hogy a primál célfüggvény korlátos, ez viszont 
equivalens azzal, hogy nincs olyan primál megoldás, melyre
(A + r Á ) y  =  0,
(b + rb) Lj > 0.
Azonban, ha van olyan y melyre:
Ay sO,
Ь у  В О ,
00
у ¥-0 I J
(э)
teljesül, akkor А = Û és b olyan megválasztásával, hogyby>0 
legyen, semmilyen kicsi T > ú  számra nem lehet elérni, hogy 
(в) ne teljesüljön. Vagyis szükséges, hogy (9) ne teljesüljön, 
azaz a primál régularités fennálljon.





Ebből az A = 0 , ^  " 1 , í i- = 1, 2 ) . . . j m )  megválasztással a
E  e y - T  i
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egyenlőtlenségeknek kell teljesülniük. Ennek valamely T  > 0 
számra való teljesülése azzal equivalens, hogy a primál fela­
dat szuperkonzisztens, de a 9«§. lb) tétel szerint csak akkor 
szuperkonzisztens, ha a duál régularités teljesül.
b) A 9*§. 3* tétele biztosítja, hogy van olyan Щ т )  inter­
vallum, ahol mind a primál, mind a duál régularités teljesül 
az A + r A( b + rb,C + Г С  együtthatójú feladatra ТС[0,т) 
esetekben. A 9»§. 1. és 2. tételei szerint minden T£[0 ,t ) ér- 
tékre a megfelelőd és cD optimális halmazok korlátosak.
Megmutatjuk, hogy d *  és oD* e g y e n l e t e s e n  i s  
k o r l á t o s a k  valamely С0.Т-Д T0 < r intervallumon.
Indirekte, tegyük fel, hogy nincs o l y a n  СО,Г0) intervallum, 
ahol és egyenletesen korlátosak lennének. Ekkor léte­
zik olyan 17n 'T^ ) • ■ -)\)- • • zérushoz tartozó pozitiv számsoro­
zat, amelyekhez tartozó valamely optimális megoldáspár­
ra az alábbi három eset valamelyike áll fenn:
1) i u ; n - >o- és N y ;  и korlátos,
2) Il /-II korlátos és 1n y ;  h _ > 00|
3) II x‘T l|-> “ és 11 * n -  ^Oq
Jelöljük:
- 78 -
Az Ç  korlátos ponthalmozásból kiválasztható konvergens rész­
sorozat. Az egyszerűbb indexezés kedvéért feltehető, hogy ez 
már az, és legyen X^—  ^X . Hasonlóan %  — У У . írjuk fel, 
hogy mit jelent az, hogy ezek optimális megoldások.
A duál feltételt kielégítik:
/  А  Лx^ (A + rvA ) = b ^ % b ; (10)
A primál feltételt kielégítik:
L, e =
iei,
de ekkor fennáll, hogy
( A  + ' î ^ Â ) y <y s  C + T ^ C  .
A két célfüggvény értéke megegyezik:
(k-l. 2.
COtf “(b b)< =  X^( c + r^ c) * NXcy )
Az alábbiakban megmutatjuk, hogy mindegyik esetben ellentétbe 
kerülünk a regularitási feltételek teljesülésével.
1. eset. A (ío) és (12) összefüggésekből, 11x^11 normával va­
ló osztás, után kapjuk, hogy
( b + r. b ),
Il SI
4 (c+r*c) + ^ = i^-j| (b + T^b) ijc
<k
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Mivel I y I korlátos, a (l3)-ból az X torlódási pontra 
nyerjük, hogy:
X * A = 0 ( IIX*' l|= 1 j X* = 1, és x'c + ^(x*) = 0)
ami ellentmond a duál regularitásnak.
2. eset. A (ll) és (l2) összefüggésekből II * 114<v '' normával va-
ló osztás után kapjuk, hogy
( A + i ^ Á ) y Y S  u^ii (c + t^ c ),
> (14)
(b+rY b ) y Y-  Ц . ] í K ( c » T vc H f ( x Y)l.j
Mivel II íl korlátos, a (l4)-ből az y* tolódási pontra nyer
jük, hogy
A j s O ,  bÿ* =  0  és Ily 1 1 = 1 1
ajnely ellentmond a primál regularitási feltételnek.
3. eset. A (ío) , (ll') és (l2) összefüggésekből
] j * j ] , , iu;iilletve
»1 M «V11 normával való osztás után nyerjük, hogy
4 ( a ^ t y A ) -  Цx.и ( b * r Y b), (15)
( A ^ A H -  nyyj (l6)
11^11^ь + ^ Ь ) у “ } =  llxjlíx* (c + i;c) + f(x^)}. (17)
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A (15) és (l6)-ból a torlódási pontokra kapjuk, hogy 
X*A = Û, 11x41 = 1 , X* =  és
>
r>mJ I J I IAy*sO, Ily 11 = 1.
J
Azonban a regularitási feltételek teljesülése miatt 
dási pontokra, melyekre (l8") fennáll, kell, hogy az




De (17) -bői adódik, hogy
( b +
és
\ í c  +  r  c )  +  X *  ) — >  x * c  +  vf ( x * ) }
ezért kell, hogy legyen olyan X  melyre» ft
(b + ,t ь)**0 К
<0
Ami ellentmond a (17)
és X* (c + T  C.) ф(х* ) > 0






Ezzel az egyenletes korlátosságot igazoltuk.
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c) Legyenek а т;, Г1(. . ., Т^ , . . . , ---> О zérushoz tartó sorozat
valamely megfelelő optimális megoldásai az X^x*^. . ...
illetve az . . . ij*( . . . vektor sorozatok. M e  g m u t  a t
j u к , h o g y  a z  s o r o z a t  b á r m e l y
t o r l ó d á s i  p o n t j a  o0* h a l m a z h o z ,  é s  
h a s o n l ó a n  s o r o z a t  t o r l ó d á s i
p o n t j a i  h a l m a z h o z  t a r t o z n a k .
Az egyszerűség kedvéért feltehető, hogy az indexezés már olyan 
hogy — > X* és £  — > y* .
Mivel ( optimális megoldásai a Xy paraméterű perturbált 
feladatnak, ezért fennáll, hogy
x*(A + r A) = b+r b, X* àû.
Of <y <V ) «V )
j-1 ^  a't+ \  ^  “fyl+4  ÎO ^  I
1е1к 1
(b + i^ b)y^ = x^ c + t; c)+vp(x*(V').
Határértékben (20)-ból kapjuk, hogy




d) A következőkben m e g h a t á r o z z u k  a p r o g ­
r a m  m a r g i n á l i s  é r t é k é t ,  felhasználva a 
geometriai programozás Lagrange függvényének nyeregpont egyen­
lőtlenségét. (8.§.). A továbbiakban a Lagrange függvényben a 
programegyütthatókat is feltüntetjük.
Tetszőleges re (o, % )  paraméterre a Lagrange függvény nye­lt к
regpont egyenlőtlenségét az X = X0) у = y0 helyen felirva 
kapjuk, hogy
ф( A + rA,b+ г Ь ,c + r  c,x*r , ej(r)áS ф(А+г А,Ь + rb,c + rc ,x*o, {£,).( 21 )
Л * *
7Г ^
А Г  = 0 paraméternél az X = ( és у = helyen a nyereg­
pont egyenlőtlenségből -1-gyel való szorzás útján a
- ф(А,Ь,с ,х’г, y‘ ) a  - u)(,0)í -ф(А,Ь1с ,х * ,у г ') (гг)
egyenlőtlenséghez jutunk.
A (21) és (22) egyenlőtlenségeket összeadva és X > 0 számmal 
osztva nyerjük, hogy
0o(r) - új (0) W  
Г  = v
^  л л
X0c + bi
к  £
egyenlőtlenség fennáll minden l G . J P es * л* esetén.
De akkor fennáll a
(x_C + D4“ ^ n y  
egyenlőtlenség is.
m a x í x  с Ь ц - x^ye.jz>* r 3 ^ Á 4)á * b u W  á ^ n U Í +ь^-xÁyr) b )Г <e .©*
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Minthogy bizonyításunk c) részében megmutattuk, hogy tor­
lódási pontjai ^elemei, igy tetszőleges e>0 -ra, ha T' elég 
kicsi, fennáll, hogy
nnin (xc + bu*~ xAu* ) é  m a x  mtn (xc-t-Ьц - xAu)+£ . (24^ж £ <©* 3r j* <toD* 3 3
Hasonlóan, mivel torlódási pontjai egyúttal JD* pontjai is:
л л л л /, л Аm a x ( x *  С + Ь ц - х  Ац)^ m ú n  m a x  (xc + bu - хАц) - £ . (25)>je:p* г' J r" 3 xe oO* 3 3
A (23), (24) és (25) egybevetésével adódik, hogy
- £  jg — 0 3 ( Q )  — m a x  m u n  ( x c  +■ b u ~ x A u ) ^  + £V  xei)" 3 3
egyenlőtlenség teljesül tetszőleges £ > 0 számra, ha m  elég 
kicsi, ami a tétel formulájával equivalens.l
Megjegyezzük, hogy a tétel bizonyításának c) része önmagában 
is egy érdekes összefüggést ad a P *  és a <=0r, -r£ СО( У0 ) pa­
raméterű geometriai programozási feladat optimális megoldás­
halmaz rendszereiről. Ez az összefüggés D a n t z i g -  
P o  l k m a n - S h a p i r o [ l 5 l  egy általános halmazkon­
vergencia tételéből is kikövetkeztethető.
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11.§. SZTOHASZTIKUS GEOMETRIAI PROGRAMOZÁS
A lineáris programozás sztohasztizálása két igen fontos szto­
hasztikus döntési modell tipushoz vezetett: az egyik a "való- 
szinüséggel korlátozott programozás" /chance constrained 
programming/, a másik a "kétlépcsős sztohasztikus programo­
zás" /two stage programming under uncertainty/.
A D a n t  z i g - M a d a n s k y  féle kétlépcsős sztohaszti 
m s  lineáris programozás mintájára A v r i e l - W i l d e  
_‘Omegadta a kétlépcsős sztohasztikus geometriai programo­
zást. Ennek a modellnek vizsgálatában ők erősen támaszkodnak 
M a n g a s a r i a n - R o s  e n  Q50j és L i e u E.49]] eredmé­
nyeire .
A valószinüséggel korlátozott programozási modellek egyik leg 
szellemesebb és a gyakorlati felhasználásban fontosnak bizo­
nyuló modelljei P r é к о p a O ]  által adott modell tipusok.
Ebben a §-ban a valószinüséggel korlátozott lineáris progra­
mozás analógjára megadjuk a valószinüséggel korlátozott geo­
metriai programozást, majd Prékopa Jeredményét használva
megmutatjuk, hogy ez a modell is, bizonyos feltétel esetén kon 
vex programozási problémához vezet.
A felhasználásra kerülő tétel £65] a következő:
Legyenek a f^íy.c) , ( W = 4, 2, . ..p) függvények
/ 4 (n+rvi) / (iY) (nr£)\
konvexek (^cJG'R -ben. , Св'И ).
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Legyen C valószínűségi változó vektor, amelynek 
sűrűség függvénye konkáv 'R^-ben, akkor a
■p 4 0, (k = d,^. ..p)}
függvény log-konkáv у GR -ben.
Yalószinüséggel korlátozott geometriai programozási feladat:
A feladat megfogalmazására a valószinüséggel korlátozott li­
neáris programozás feladatából indulunk ki. Az
A y  4 °
m a x  by
lineáris programozási feladat valószinüséggel korlátozott 
alapesete:
Feltétel:
' P l A y - c 4 0 } >
és meghatározandó:
sup by
(ahol Q á £ <. \ adott, célszerűen kicsi szám, és C valószinü- 
ségi változó ismert sűrűség függvénnyel .)
Ennek analógiájára az
í n L e4 r T l  é l  (к-V..p)L€IU > > Г
feltételű és
sup by




P  t n C e
és meghatározandó
Lк 0, (u-d,2,...p)J > i~í
sup by
Az idézett tételt használva kapjuk, hogy amennyiben C való- 
szinüségi változó vektor sűrűség függvényé log-konkáv, akkor 
ezen valószínűséggel korlátozott geometriai programozási fel­
adat k o n v e x  p r o g r a m o z á s i  f e l a d a t .
p \— 1 ~Ehhez csak azt kell megmutatnunk még, hogy az tflL e».кГц
függvény (у , c) -ben konvex, ami azt jelenti, hogy az 
egyenlőtlenségnek teljesülni kell tetszőleges 0 = A = 1 számra.
tó
A logaritmus függvény monotonitása miatt viszont ez azzal 
equivalens, hogy a
j- j ^  (>y4 + ( 1 - Я) yz) -  ( Я 7fvV(4 -X)XuU)) <  ( ^  eÜ C T t y  ( ^  )
egyenlőtlenség teljesül.
*
Ezt az alábbi formára hozhatjuk 
ami épp a Hölder egyenlőtlenség.
- 87
12.§. A GEOMETRIAI PROGRAMOZÁS ALKALMAZÁSA A RAS MÓDSZERRE
Ebben a §-ban megmutatjuk, hogy az input-output tábla előre­
becslésére szolgáló RAS modell felfogható úgy is, mint egy ge­
ometriai programozási feladat. Ily módon a RAS modellre egy 
matematikai megalapozást tudunk adni. Abból a tényből, hogy a 
RAS modell equivalens egy geometriai programozási feladattal 
egyszerűen nyerhető a RAS modell megoldásának exisztenciája 
és unicitása, és lehetőség adódik más előrebecslési módsze­
rek és a RAS kapcsolatának megmutatására is.
1. Az input-output tábla előrebecslési feladata: Jelöljön az 
I4,12I • • • Ii, • • • kibocsátóhelyek, a lt, .. . Íj, . . . 3n
pedig fogadóhelyeket. Az j ^ 0 szám jelölje azt a mennyi­
séget, amennyi az II helyről a 3j helyre megy, vagy máskép­
pen szólva amennyit az II helyen termeltből a 3j hely elfo­
gyaszt. Tömören az oiLj számokat az A = U lj) mátrixba fog­
lalhatjuk össze és ezt nevezzük input-output táblázatnak.
n
А С  <Ai mennyiség az IL hely teljes kibocsájtása, aj • Д. J
mÇ  oLl; mennyiség a hely összes befogadása. Ezeket 
nevezzük az input-output marginális értékeinek.
A feladat az, hogy amennyiben ismerjük a jelenlegi A ~ (обlj') 
input-output mátrixot és ismerjük a megváltozott
Ь =(64, ßz, . . . ßi. , ... > 0 marginális input és a
C -Ст., T,- - Tj, • • ■ 7 0  > о output értékeket, akkor milyen
prognózist adhatunk az uj X=(luj) input-output tábláról.
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A jelöléseket az alábbi sémán szemléltetjük:
1, • • • 3j . . . 3„
o 6 t l . . . ^ t j
. . ■
°^1n
• • • • •








. . . m ф  0
(jelenlegi input-output tábla)
Tl . . . ti . . . T*





. . . . . • itn
• • • • •
. . . . . .  ^m n
(Prognosztika az új input-output 
táblára)
2. A RAS módszer: A feladat megoldására elterjedt eljárás az 
úgynevezett RAS módszer. A módszert az első alkalmazókról, 
S e l e j k o v s z k i j  , illetve F r a t a r módszernek 
is nevezik, valamint a módszer indoklásául szolgáló gravitá­
ciós elvről "Graviti" modellnek is (F r a t a r [35]  ^
S e l e j k o v s z k i j  [69] , s t o n e - B a t e s -  
B a c h a r a c h  [77] S t o n e - B r o w n  [76] 
G l a t t f e l d e r - v á c z i [ 39]
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A RAS modell a következőkben áll: olyan
0, ( L = 1,2, . . . m ) j« 1,2, . . .n), Çi. > 0, ( I = 1,2, . .. m) és
Ej > 0; (j * 1)2> . . . n) számokat keresünk, melyre
ZZ iij = ^ l ( L = 1 2 . . . rrOj«i J 1 ' > '
rn
5  tj = Ti , (j * 1,2, ■■ ■ n),
(1)
es
IlJ = ^1. oiLj Ej . (2)
A (2) feltevés - az, hogy £ij értékét ilyen szorzat alakban 
keressük - adja az eljárás nevét. Ugyanis, ha a számok­
ból alkotott diagonál mátrixotR-el, a Ej számokból képzettet 
S-el jelöljük, akkor a (2) feltétel az
X =RAS
formát ölti.
Azonnal adódik, hogy: ha ( l4) (2) egyenletrendszer megoldható, 
akkor ( l') egyenletrendszernek van olyan megoldása, hogy
Uj = 0 ; ha oótj = Oj 
lij ^ 0 } ha oólj > 0 .
Meg fogjuk mutatni, hogy az a feltétel e l é g s é g e s  
is és megoldásra u n i c i t á s t  is biztosit, azaz a RAS 
modellre fennáll az alábbi:
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1. TETEL: Annak szükséges és elégséges feltétele, hogy (l) 
(21 rendszer megoldható az, hogy az (l) rendszer­
nek legyen (3) tipusu megoldása, és a feltétel 
fennállása esetén a megoldás -ben egyértelmű.
A tételt majd a 3» pontban oly módon fogjuk igazolni, hogy 
RAS modellt egy a szokásostól eltérő más módon, mint matema­
tikai programozási feladatot vezetjük be.
Mielőtt azonban erre rátérnénk a RAS modell egy fontos tulaj­
donságát mutatjuk meg, amely a fenti tétel következménye.
Legyenek az A  kezdeti input-output érték, valamint a b, C 
marginális értékek olyanok, hogy a tétel feltételét teljesi­
tik. Ekkor a RAS módszer szerint egyértelműen adódik az uj 
input-output X mátrix, amelyet a következőképp jelöljük:
Х-Л(.А,Ь,с)
A tétel következménye: Legyenek A ,b,C j b, C olyanok, hogy a - ------- ---------------   ^ £
tétel feltétele az A ^ c  -re és az A,b, C -ra is teljesül, ak­
kor
^(A,b,c)= ÂÎÂÎA,b*c ), b,c).
Azaz, lépésenkénti előrebecslés ugyanazt eredményezi, mint az 
egy lépésbeni előrebecslés.
A következmény bizonyítása: Az állitás jobb oldala az alábbi 
formába irható:
A, b* c ), b, c )  = <ü (R ASjb.cVK (RAS)S -CR R ) A f S S  )
A bal oldalból kapjuk, hogy
& ( д b,c4 = R A S  .
De az u n i c i t á s  miatt
r a s = o T r ‘ )a ( sV * ) .  I
3. A RAS mint geometriai programozási feladat. A továbbiak­
ban a számolás egyszerüsitése érdekében, az általánosság meg' 
szoritása nélkül feltehetjük, hogy
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Az előrebecslésre az alábbi h i p o t é z i s t  tesszük:
Akkor tartjuk "jónak” az X=(ácj) előrebecslést, ha - termé­
szetesen az (l) egyenletrendszer kielégítése mellett - az in­
formációnyereség ( I-divergencia'), amelyet az X tábla az A  
táblához képest ad minimális, azaz, ha a
( ( á f C i í  u i * .  (4)i. = l
függvény értéke minimális.
A lii in 4^- függvényt folytonos kitérjesztessel a zartJ oCij
pozitiv ortánson értelmezzük úgy, hogy ha síj =0 akkor
ki in 4^  = ° legyen
92
A (4) függvénynek a feltételi halmazon akkor lehet csak véges 
infinuma, ha oCi.j = 0 esetén 1 i.j = 0
Jelöljük Q-val azon (i.,]") indexpárok, cellák halmazát, ahol 
cL új 0 azaz :
Q, -  ! (i, j)lo6ij > 0 i .
így feladatunk olyan X =( 11 értékek meghatározása, melyek­
re :
M O ,  (i- 1,2, .. - m-, j =1,2, ...n)
iij • 0, ha А Р Й ,
. C i y ß i , (L-1,2, . . .m), ? (5)
U k  -Tj,
•-IC i, j)€. Q,
íj =1,2,. . .n),
és
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Az (5), és (б) által leirt matematikai programozási feladat 
egy geometriai programozási duál feladat. Hogy pontosabban 
lássuk ennek struktúráját átirjuk a (6)-os célfüggvényt:
f ( x V E  iijin -Ц- « c ij Al_




= C  (~ f En
T T  Í h ‘Uh t a l->
( D  Lj y
íi,Í)6Q J '
Cilij)£Q
Amennyiben az ( 5) által meghatározott feltételi halmaz nem 
üres (konzisztens a feladat') akkor a (7) célfüggvény felve­
szi minimumát, ugyanis a feltételi halmaz korlátos.
írjuk fel ezen geometriai programozási duál feladat primál 
párját. Legyenek a primál változók fX\ (i * 1,2, . . ., m") és 










*4 . . . ßn, ti r x • . . 5Tn
A primál geometriai programozási feladat: Meghatározandó a 
/Ц , (i.-1,2, ... m) és v\ , { j = 1,2,.. . n) változók értéke úgy, 
hogy
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r-1 + + ^ oCi.j £
L. e = 1
U,j)€Q
feltétel teljesüljön és a
m n




A következőkben a feladat egyrészt a " k a n o n i k u s  s á g "  
feltételezésével, majd e nélkül tárgyaljuk.
A./ Tegyük fel, hogy ez (5), (7) által adott geometriai prog­
ramozási duál feladat k a n o n i k u s  , azaz, hogy az ( 5) 
egyenletrendszernek van £ij > 0  (ha(í-,j)£Q) megoldása.
Ez pontosan azzal equivalens, hogy a (3) feltétel teljesül.
A geometriai programozás eredményeit használva a következő 
megállapításokat tehetjük:
! (i) A geometriai programozási duál feladat kanonikus igy
konzisztens és mivel feltételi halmaza korlátos, ezért 
I van a (7) -es célfüggvényt minimalizáló
I *
I , (i s 1,2, . . . j * 1, 2, ... »0 megoldása (5) -nek.
Mivel a (7)-es célfüggvény szigorúan konvex (з*§* 2.
1 lemma) igy csak egy minimumpont van.
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(ii) A feladat kanonikus és a duál célfüggvény korlátos,
( (i.) miatt) igy van a primál feladatnak optimális
ЛН , (L * 1,2, . . . nrO és V* , ( j = 1,2,. . . n) megoldása (5.§ .)
(iii) A , v’j, megoldáspár akkor és csak akkor optimá­
lis , ha




= e minden (i.,j)£Q. esetben. (ío)
A fentiekből a RAS módszerrel és az I-divergencia minimalizá­
lásával való előrebecslésekre az alábbi equivalenciát lehet 
kimondani.
2. TETEL. Tegyük fel, hogy az A , b,c paraméterű előrebecslési 
feladat a (3) feltételt ("kanonikussági feltétel") 
teljesiti. Akkor a RAS módszerrel és az I-divergen­
cia minimalizálásával kapott előrebecslések meg­
egyeznek.
B i z o n y í t á s :  а) На X = С1 új') és §i., 6j a RAS mód­
szerrel kapott, akkor legyen i>j = Un Bj . A  l i j
értékek (5)-öt teljesitik. Úgyszintén a Itj, A l, értékek
(ío)-et is teljesitik. Egyszerűen adódik, hogy (в)-at
is teljesiti, ugyanis
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Г , /Lj,fVj + triolij -, .L e -JL. hí ■ 1.
(i-.i'íeQ L-i
így Ai., i>j optimális megoldáspár.
b) HaX-(ltp és АЦ, Vj a minimalizálással kapott, akkor légy 
§l“ e L, Mivel ezek optimális megoldáspárok, ezért
(lÓ)-et teljesitik, azaz lij = §-L oéij Bj . |
en
A 2. tételből az (i) megállapitást is figyelembe véve nyil­
vánvalóan adódik az 1. tétel bizonyítása.
B./ Tegyük fel, hogy az(5)-ös feltételi halmaz konzisztens. 
Hogy a konzisztencia teljesül-e equivalens azzal, hogy ez a 
kereslet-kinálat modell megoldható-e (lásd C. Függelék).
Jelöljön E -(eOe (eíi')e (£ij>) m x n -еъ mátrixot, ahol
Legyen
1 ha o6i.j > o ,
0 , ha olij
оII
-C£
si LJl eJI*E íii, Ile*1' II*Çfij
Nyilván
l E l - C l e J - E l t e W l
L j
Tekintsük a módosított A , 4  ^ C£ előrebecslési feladatot,
ahol
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A (ö_ fr + I k  1 £ 
L " 1 + IIe ||£
T j  -н|1еф 11£.
ÍJ " l + llE||£
r\
(11)
és £ è 0 tetszőleges, de rögzített szám.
Г  A  ,  f t C Ö  < o )Nyilvánvaló, hogy £ ■—> 0 esetén PL — * (jl 
(ahol ß[0,= ßi és Ti^'Ti')
és
A módosított feladat minden £ > 0 esetén kanonikus és igy 
RAS formában előállítható az optimális K\U) megoldás. 
(2. tétel) .
Megmutatjuk, hogy ha "kicsit" módosítjuk a feladatot, akkor 
a z  o p t i m á l i s  m e g o l d á s  i s  k i c s i t  
m ó d o s u l  , azaz fennáll az alábbi:
З. TETEL. Az optimum hely folytonosan változik, azaz ha 
£ 7 Q akkor X £ X 0 . (ahol X 0 = X  )
B i z o n y í t á s  : Indirekte tegyük fel, hogy van olyan
£4 , £2, . . £ц, . . . —’ 0 sorozat, hogy — -7 X  és X  Ф- X 0 .
Ekkor
f(x) * f(x)
mivel, hogy az eredeti (£ 
helye van.
feladatnak csak egy minimum
99 -
A ^ függvény folytonossága miatt:
- f ( X > £ kE ) - ’ f(x:), ha £k-*0,
és
ha £k->0.
De ekkor (l2) miatt kell, hogy legyen olyan 1<0 index, melyre 
már
f ( x> £ >0 E ) < f ( / j >  (13)
Azonban X 0 + £v E  megengedett /lehetséges/ megoldása az
О
í -ás módosított feladatnak és (13) ellentétes azzal, hogy
* О *  -
az optimális megoldás az C k -ás feladatra.!
0
A 3. tételnek számítástechnikai jelentősége van. Ugyanis mint 
említettük a konzisztencia a Kőnig-Hall tétel feltételével 
egyszerűen ellenőrizhető és majd a kicsi pozitiv £, számmal 
módosított feladat megoldása RAS formában kereshető.
4 . Algoritmus. Tegyük fel, hogy az (5) feltételi halmaz kon­
zisztens. Ekkor a RAS modell megoldására, azaz a
E V ß i ,j = i J ’
r
 • II
U ' , - . .,n)
tj » gi otij Ej , ( i- = 1, . • '>nn )
S v > 0 , ( L = l r
СП
c—
 • V 0 < i - V • •.л
(2”)
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egyenletrendszer Kj megoldására kézenfekvő eljárás az, 
hogy a (2*) kifejezést (l*) -ba helyettesítve adódé
ßl
S i = ~  )
C  M  Cjj = i
E r
Z
t  I  A,
egyenletrendszerre iterációt alkalmazunk:
az iteráció kezdő lépése:
= tetszőleges pozitiv szám.
/szokásos például a §^=1^1=1,...^illetve a 
= *--,m) választás/





A fenti eljárást a megoldást adó előállítására már
Selejkovszkij a 30-as években alkalmazta, mint ahogy az Din­
kin [28] munkájából kiderül. Úgy szintén ezt az eljárást ja­
vasolják D ’ E s o p o - L e f k o w i t z  [ЗО]} és dolgozatukban az eljárás 
gyorsaságára és konvergenciájára vonatkozóan kedvező számí­
tástechnikai tapasztalatokról számolnak be. Az eljárás kon­
vergenciájának bizonyítását azonban csak később Bregman [10] 
a cl "fco. •
Természetesen azon feltevés, hogy az (5) feltételi halmaz 
konzisztens a és konvergenciáját nem biztosítja.
Azonban számos - főleg közlekedési áramlási - előrebecslési 
feladatnál szükséges a , Bj értékeknek ismerete is, ezek 
ugyanis közlekedési modelleknél "taszitási", illetve "vonzá­
si” együttható szerepeket töltenek be, és a kibocsájtó, illet­
ve fogadó helyekre jellemzőül szolgálnak. Ilyenkor célszerű a 
fenti, 2.B. alatt leirt módosítást kicsi £ >  0 pozitiv szám­
mal elvégezni. A 3» tétel szerint ekkor a 11 j megoldás is 
csak kicsit tér el a ténylegestől, és ebben az esetben már 
módunk van a (?-t ( Bj közelitő értékének meghatározására is.
Az elmúlt években az Intézetben több különböző megbízásként 
/EVM Pécsi Tervező Iroda, UVATERV, KÖTUKI, VÁTI/ foglalkoz­
tunk a RAS modellel, mint a közlekedési és a tömegáramlási 
modell.ek részfeladatával és a modellt megoldó algoritmus gépi 
programjának elkészítésével.
5. A RAS módszer kapcsolata az úgynevezett "statisztikai elő- 
rebecslési" módszerhez. A RAS módszer mellett egy szintén el­
terjedt eljárás a D e m i n g - S t  e p h a n  [l6l által ja­
vasolt, a négyzetes kontingenciát minimalizáló hipotézisen 
alapuló eljárás.
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A módszer az alábbi h i p o t é z i s e n  alapul:
Akkor tartja "jónak" az előrebecslést, ha
- természetesen az (l) egyenletrendszer kielégítése 
mellett - ha az X  táblának az A  táblához viszonyí­
tott "távolsága" minimális, azaz ha a
W x )  = É C  (14)
/  f i  j » l
függvény értéke minimális.
A (14) függvényt még az alábbi formába is Írhatjuk:
y c ( x V C ^ - i u - i -  ás)
hj J
A (x) függvény (15) formája "sugallja", hogy a hipotézist 
interdiszciplináris elven, az elektromos hálózatok analógiá­
ját követve is feltehetjük. Nevezetesen, ha az «^ Lj jelöli az 
i és j pontok közötti "vezetőképességet" akkor lj.j értéket, 
"árammennyiségnek" feltételezve (15) éppen a végzett munkát 
jelenti.
A (14) minimalizálásából azonnal látszik, ha = 0 akkor 
Kj - 0 kell, hogy legyen. így azon éleket (cellákat)
letiltva ahol o4;.j=0 , elég csak az oLij > 0 esettel foglal­
kozni.
Akár az elektromos analógiát követve, és használva az elektro
mos hálózatok elméletét, akár a modellt mint kvadratikus mate
matikai programozási feladatot tekintve a (14) célfüggvény*
akkor és csak akkor optimális az X helyen, ha a
- ю з
egyensúlyi (optimáiitási) kritérium teljesül. Ahol
számokat "potenciálok"-nak nevezik. Innen a módszer gyakori 
másik elnevezése: a p o t e n c i á l o k  m ó d s z e r e .
ren jó hatásfokúnak bizonyuló eljárást.
Nem célom a potenciál módszer részletes taglalása, csak egy 
apró észrevételt szeretnék tenni a RAS és a potenciál mód­
szer kapcsolatára, amely úgy gondolom hasznos ahhoz a vitá­
hoz, amely a RAS kontra potenciál ellenzői-követői közt fenn­
A megoldásra F r i e d l a n d e r  [36] javasol egy compute­
áll.
r- i
A függvény 'f = 1 helyen
vett első fokú közelítései:-! . 
És ez a közelítés = 4 helyhez 
közeli helyeken "jó” közelítés
£nr




13.§. A GEOMETRIAI PROGRAMOZÁS ALKALMAZÁSA A SOROZATGYÁRTASI 
MODELL EGY MEGOLDÁSÁRA
Ebben a §-ban egy algoritmust adunk a sorozatgyártási modell 
megoldására. A sorozatgyártási modellt mint egy speciális ge­
ometriai programozási primál feladatot tekintjük. Ennek duá­
lisa egy nem-lineáris szállitási feladatot ad. A geometriai 
programozás dualitási tételét használva az optimális megol­
dásra egy optimalitási kritériumot kapunk. Majd megmutatjuk, 
hogy a szállitási feladatra közismert "magyar módszert" egy 
kevés módositással alkalmazni lehet a duálisként kapott nem­
lineáris szállitási feladatra is, s igy egy jó hatásfokúnak 
bizonyuló algoritmust kapunk eredeti feladatunkra.
1. Modul tervezési modell. Sorozatgyártási modell. Az alábbi­
akban először a modul tervezési modellt ismertetjük. Ez egy 
integer programozási feladatot ad, majd ezen modell folyto­
nos változata adja a sorozatgyártási modellt. A későbbiekben 
a folytonos változatra adunk egy algoritmust, azonban mind a 
történeti hűség, mind az érthetőség kedvéért célszerű a soro­
zatgyártási modellt megelőzően a modul tervezési modellt be­
mutatni.
Modul tervezési modell /modular design/: Jelöljenek Á ^ A ^ . . .
alkatrész tipusokat és ъ „ ъ г,...вп berendezéseket, amelye­
ket az alkatrészekből lehet összeszerelni. Az i^.j =  0  egész 
szám jelenti azt, hogy а Ъ j berendezés hány darab tipusu 
alkatrészt igényel.
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• Л • /■trij • 0 0 IT\ П
Egy egységcsomagot akarunk összeállítani az alkatrészekből és 
egy utasitást a berendezést összeszerelők számára. Az egység- 
csomag megadásához egy X=(i,,. . . 0 egészértékű koordi­
nátájú vektort keresünk, ahol íi > 0 egész szám mutatja, hogy 
az Aj, alkatrészből hány darabot tartalmaz. Az utasításhoz 
egy M-Wi,»- • О  >0 egészértékű vektort keresünk, a h o l ^ ^ O  
egész szám mutatja, hogy hány darab csomagból szerelhető ösz- 
sze a 'Bj berendezés.
Nyilvánvalóan fenn kell, hogy álljon:
°l i = 4 fi)
Legyen adott ^ 0 (i-— 1,..., m )  az Aj, alkatrész ára. /Felte­
hető, hogy egész/. Ekkor a csomag ára: m
Jelentse a Tij ^ 0 szám • • • * n j a B)j berendezés előfordu­
lási számát. Ekkor a vásárolt csomagok száma: n
5  °ij •
Az összes kifizetés:




Sorozat gyártási modell. Jelöljenek most Ai,A2 gyártási 
folyamatokat, és , Ъ 2| .... Ъ п objektumokat, amelyek a gyártási 
folyamatokkal létrehozhatók. Az <Aj 0 szám azt az időszükség­
letet jelenti, amennyi ideig az egységnyi intenzitású A[, fo­
lyamatot üzemeltetni kell, hogy a Bj objektumhoz szükséges 
terméket előállítsa. A ^i.>0 szám az A(. folyamat egységnyi 
intenzitáson történő üzemeltetésének költségét jelöli.
A JTj >0 számíj = 1,- ...n) jelölje az igényt a Bj objektumból. 
Feladatunk megadni a gyártási folyamatokra egy X =(^, • • • >0 
intenzitási előirást és egy ,, . ^  nVOidőpolitikát, ame­
lyek alatt a következőket értjük: előirjuk, hogy az Ai, terme­
lési folyamat £i. intenzitáson működjön í L » ... rrO és ekkor a 
Bj objektum előállításához szükséges működtetési idő le­
gyen.
Nyilvánvaló ahhoz, hogy a termelési folyamat működjön, fenn 
kell, hogy álljon a
(i‘)
egyenlőtlenség minden l;j esetben.
Az X = ( i ^ .. .^intenzitású gyártási folyamatrendszer egy idő­
egységre eső összköltsége: ^
П т Л
l  U
Az összes objektum előállításának időszükséglete: *
így az objektumok előállításához szükséges összes költség:
( C r ^ í É T T j U i ) ( 2*)
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A modellünk tehát olyan ^>0, > 0  számok megkeresése, 
melyre (1*) feltételek teljesülnek és a ( 2*) függvényérték 
minimális.
Általában a sorozatgyártás üzemeltetési idejére a
é, %  ч  i è  *
korlátozó feltételt is megadják /adott к -val/, ez azonban 
egyszerűen látható, hogy modellünkre újabb kikötést nem je­
lent, csak az 4i értékekre ir elő normális faktort.
Az általánosság megszorítása nélkül feltehető, hogy_, L ^
és lL«<ii>0,mert különben az a sor vagy oszlop, ahol ez nem 
j 1teljesül, elhagyható lenne.
Ebben a folytonos változatokat feltételező esetben feltehet­
jük, hogy ,Í|(l = 1,2) . . . mi) és —  1,( j Á, 2j..-n). Ugyanis a
\  = = -Hj ; valamint az cóuj =
helyettesítéssel a feladat ilyen formába megy át.
A feladat első le Írását Evans [3l] és egy megoldását Evans [32J 
adta. Már Charnes-Kirby [Í2J észrevették, hogy ez a probléma 
egy geometriai programozási feladat, azonban ennek lehetősé­
geit ők nem használták ki, és a feladatot áttranszformálva, 
mint szeparábilis konvex programozási feladatot oldják meg. 
Passy [55I a geometriai programozás dualitási tételét használ­
va javasol egy algoritmust, ez azonban eltér az általunk ja­
vasolttól. Mitroff [52Д és Rutenberg-Shaftel QjeJ a modellre 
néhány konkrét alkalmazási területet mutat be. Az egészértékű 
modellt a ^*1, Xfj = 1 speciális esetben tárgyalja Shaftel [76] 
alkalmazva Balas egy a 0- 1 programozásra kidolgozott enumerá- 
ciós technikáját.
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2. A feladat mint geometriai programozási probléma. A sorozat­
gyártási modell a következő matematikai programozási feladatot 
adja:
Adott = 0 ( L =• 1,2,... mj j =1,2,...h) számok esetén keresendők
azon. (1=1,2,... m) és ( (j ■=l|2, ..n) számok, melyekre a
ÍL >0, (1 = 1,2, ...m),
Uj>0, (j = l,2,...n),
(i- = 1, 2, ... l-n; j=l,2,...n)
feltételek teljesülnek, és a
( S O C g i u )  ( 4 )
célfüggvényérték minimális.
A továbbiakban a triviális sorok, illetve oszlopok kiszűrése 
érdekében feltesszük, hogy .
Ç^j>0|(j = 1,2, ...n)éBC^>01U-iIa1...JJ
A feladat egy speciális szerkezetű geometriai programozási 
feladat, a nem-lineáris hozzárendelési feladatok egyik tipusa.
A feladatot egy újabb változó bevezetésével az alábbi formába 
Írhatjuk.
0-d,... 
( i = d,l, 
(j=d,2,.
Feltételek: > M >co = rftj,
ii > o,
C t s i,
Û  *Ü=1'jfi/|
Es minimalizálandó Go értéke.






Alihoz, hogy a feladat duál párjához jussunk, a feladatot ex­
ponenciális formába Írjuk át. Vezessük be a következő jelölé­
seket :
1  = e. 1
A =* - í-n со
Jelölje ft azon j) indexpárok halmazát, ahol «/íj A 0  , azaz
Q - { c i , p U i j > o }
Ezen jelölésekkel feladatunk a következő Primál Geometriai 
pro gramo zás i feladat :
Feltételek: -/UL-yj + A+fcn^Lj ^ .




C  eSi s 1,
j = l
És maximalizálandó A értéke.
A feladat együtthatóit az alábbi táblázatba foglaljuk össze:
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E g y ü t t h a t ó  t á b l á z a t :
Ill
Ennek Duál Geometriai programozási feladat párja:
Feltételek:
t j é O
j & a 1 Sn
C  Uj = q,U(L,i)£Q. J '
C l j  - 1 .
És minimalizálandó a
n 41) t l n  П й Чji(sj)GQ.
SíeP TTpl
célfüggvény értéke.
Ezen geometriai programozási feladat kanonikus /mivel a
l i >0 és a Ç o i t.i>o feltételezést tettünk/. A duál l j Jfeltételi halmaz korlátos. így a kanonikus feladat dualitás 
tételét és a geometriai programozás alapvető lemmáját hasz­
nálva (l.§. és 5»§*) kapjuk, hogy a feladat párnak van opti 
mális megoldása és ezekre az alábbi optimalitási kritérium 
teljesül: *
-$4, (L.j)£ Q,*“ Si-, C i- — 1,2, • . . rn)*“ 4 ,
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Vagyis ( б)-Ъап az eredeti jelölésre visszatérve kapjuk, hogy
O i A j  ~ di\) ii\ - 0, U,j)£Q,aj/ «Hj
C   ^ ( i. ~ 4,2,.. .пл4),
Жчко,
< r £ k '  (i=4'2"-o)-
(7)
Ezen (7)-es optimalitási feltételeken egyszerűsíthetünk úgy, 
hogy az optimalitási kritériumot minden (l, j) -re előirjuk oly 
módon, hogy <Aj =Q esetén lej “ 0 kell, hogy teljesüljön.





л > > 0 <
П
C  ni*1 .J=4
\ г ° ,
* Si'
L^j =0, ha j CD > j r
Megjegyezzük, hogy a C  ^ Lj = ^  j és
kritériumból azonnal adódik, hogy eredeti feladatunknak egy 
és csak egy optimális megoldása van.
es
( s)
C í i j - i i
- и з  -
3. Algoritmus. Az algoritmus abból áll, hogy kiindulunk egy 
lehetséges primáimégoldásból, és megkísérelünk olyan duál le­
hetséges megoldást keresni, amely az egyensúlyi feltételeket 
is teljesiti (в). Amennyiben ilyet nem találunk, jobb primál- 
megoldást tudunk adni. Az algoritmust egy tételbe foglaljuk 
össze és a tételre adandó bizonyítás konstruktiv volta adja 
az iterativ eljárást. A tétel bizonyítása során az u.n. ke- 
reslet-kinálat modellt fogjuk használni, amely a Kőnig-Hall 
modell egy általánositása. (c. Függelék)
TÉTEL: Legyenek a primál lehetséges megoldásai.
Ekkor ( i) vagy meg tudunk adni olyan $i.j duálfelté- 
telt kielégítő változókat, melyekre az egyensúlyi fel­
tétel is teljesül, (il) vagy elő tudunk állitani olyan
*  л *  AÍL LO lehetséges primál megoldást, hogy со ^ oo .
B i z o n y í t á s  : Készítsük el a kereslet-kinálat modellt
a következőképpen. Legyen ^  az i-dik hely kinálata, a
]-dik hely kereslete. Legyen megengedett a szállítás az L 
helyről a j helyre, ha: j (Nem megengedett, ha
W j  >oLv\ } ■ .
(i) Ha a kereslet-kinálat kielégíthető, akkor jelöljünk ölj - 
vei az i-bői j-be szállított mennyiségeket. Ez a duál feladat 
feltételét kielégíti és kielégíti az egyensúlyi feltételeket 
is (в).
így ezen értékek optimális megoldáspárok. (il)
(il) Tekintsük most azt az esetet, amikor a kereslet-kinálat 
modell nem kielégíthető. Jelölje 1= {ltZ, . . . L . • • m } a termelő­
helyek index halmazát és a fogyasztóhelyek
index halmazát. Tegyük fel, hogy a ÍV) СО primál lehetsé­
ges megoldások olyanok, hogy a qualifikációs mátrixban minden
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sorban és minden oszlopban van megengedett cella. Mivel a ke- 
reslet-kinálat feladat nem kielégíthető, azért а К ő n i g - 
H a l l  tétel szerint van olyan P e l  és R o 3  index halmaz, 
hogy P-beli helyről csak R-beli helyre lehet szállítani és
C i >  c
LG?
«
/Megjegyezzük, hogy a Kőnig-Hall tételnek a Ford-Fulkerson 
max.folyam-min. vágás technikán alapuló bizonyítása konstruk- 
tivan elő is állítja ezeket a P és R indexhalmazokat, lásd
C. Függelék).
Jelöljük a továbbiakban:
C S i - P ,i£P r 1 C  ft) i = r j£? U ( így р > П
Mivel feltettük, hogy minden sorban és minden oszlopban van 
megengedett cella, ezért pj= i és r f O .






Ha i С Р és j f H  akkor nincs szállítási lehetőség, azaz itt 
co > °í'1] • Ha U^ P  és jCR akkor ugyan lehet, hogy van 
szállítási lehetőség, de ténylegesen nem szállítunk.
Minden ii, mennyiség i(jLP elszállításra kerül és minden
j£R kereslet kielégitődik. Ebből adódik, hogy az ábrán
X jellel jelölt qualifikációs almátrixok olyan tulajdonságnak, 
hogy minden sorban és minden oszlopban van megengedett cella.
Jelöljük




Nyilván cf > 1 .(на cLц = 0 akkor a —^  értéket
J ' «éi-j о« -nek tekintjük .)
A következőkben uj prímái megoldást konstruálunk.
Legyen á = L = cT egyenlőre tetszőleges szám.
Legyenek:
-<W> J VA-)II
1 AVJ j ha i£P,
Ii-Si ha Ф
ïj-njt ha) j£ R -
haÎ jíR .
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Megmutatjuk, hogy a iL^j СО = <k i,j egyenlőtlenség teljesül.
Ha i£P és j6P akkor [L^jCO== -j-'tyj £ w  è cítj .
Ha l£1> és akkor »l^j W - j K j « o i  A j. *
Ha i.£P és j£R akkor I|,^ j 05 =li^j£cűi^i,j.
( >^Lj, ka 1 ^ k)
Ha l^P és j^.P akkor £L тц u> =ÍL Со à j .
Legyen most már:
А  Лч Л
Ezen Ív, , СлЭ számok kielégítik a primál feltételt.
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Vizsgáljuk meg a célfüggvényértékének csökkenését (h) :
értéknek kell választani. Mivel cf> 1 és p>r , igyí>lés ezért 
со < to. I
Az eljárás konvergenciáját nem sikerült még exaktan bizonyí­
tani, de számos numerikus példát computeren lefuttatva az al­
goritmus kevés lépésszámu interáció után pontos optimumot 
szolgáltatott. Az algoritmust könnyű computerre programozni, 
hiszen teljesen analóg a szállítási feladat "magyar módszer" 
algoritmusával, sőt az eljárás gerincét, ugyanúgy mint a szál­
lítási feladatnál a Kőnig-Hall modell megoldása adja.
A célfüggvény változásának vizsgálatából leszűrhetjük, hogy 
£. értékét az . I r iAр ( а - г )  \
A függvény zérushelyei ( 10) -bői: £ = 1 és __ül
r------ —  r ( 1 - p )




Az alábbi tételben kimondott egyenlőtlenséget nevezzük g e ­
o m e t r i a i  e g y e n l ő t l e n s é g n e k .
A geometriai egyenlőtlenség a súlyozott számtani-mértani kö­
zép egy általánosabb alakja. (Hardy-Littlewood-Pélya [42]).
A geometriai programozásban kulcsfontosságú szerepe van. S 
úgy gondoljuk épp ezen szerepe miatt célszerű a teljességre 
való törekvés céljából egy bizonyítását is adni.
TÉTEL: Ha .<4,1}L (i-1,2,
számok, akkor
m) tetszőleges nem-negativ
b á r m e l y e s e t é n .
Egyenlőség akkor és csak akkor teljesül, ha
tr\ m
П! ßi = ßi C  oi\ , minden esetén.t=i ' I I I
B i z o n y í t á s  : Először az esetre igazoljuk.
Feltehetjük, hogy oCA >0, > 0 ; ß^Q, ßj. > ^  > mert ellen­
kező esetben az egyenlőtlenség triviálisan teljesül.
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A logaritmus függvény konkávitásából adódik, hogy
Ebből a logaritmus függvény monotonitása miatt azt kapjuk, 
hogy
_____. , R, ut
ft, ft,+ ft, ft, "I ft,
azaz
V «(a. >  I A  
=  ft.
í, \ ^
ftV iftt + ft,








Mindkét oldalhoz cL^  illetve ß2 értékeket hozzáadva
kapjuk, hogy:
(ß1 + ß2) = ß1(<lA +et1') (
és
oé2(B^  +■ ßj.) = +-«6Z') t
vagyis összefoglalva:
e/'L(ß1 + ß2) = ßL (od^ + (l— 1(2).
Tegyük fel most, hogy(m -l) -re igaz az egyenlőtlenség, be­
látjuk, hogy akkor m-re is igaz.
Az indukciós feltevés és az m  = 2 eset felhasználásával a kö­
vetkezőket kapjuk:
í i j  \ (v v ~ • V  °





Az indukciós lépés, valamint az m  =2 eset vizsgálatából meg­
állapíthatjuk;, hogy egyenlőség akkor és csak akkor teljesül, 
ha:
egyrészt a z m - 1  -es indukciós feltevésből
rr\ rr\
°^ l E  C  ( i- = 1. 2, .... m  -2) és1=1 L=1 ' l l
>
>T\ r\
b=l (. = 1 '
másrészt az mn = 2 esetből
cL (ß fi ) = (b («6 oó ) ésm-4 lr\ -1 rr> ' m-l rr>-4 m'
oó- (ß + ft )= ft [ai + 06 ) . un m - 4 .  m  m  0 0 - 4  m
Az (l) és (2) eseteket egybefoglalva; egyenlőség akkor és csak 
akkor teljesül, ha
‘iy. E  ftj, = ßt E  minden l - 1.2. .... m esetben. IL»1 1=1 ’
A geometriai egyenlőtlenségből egyszerűen nyerhető a H ö 1 - 
d e r  egyenlőtlenség, amelyet tárgyalásunkban (з«§*) az aláb­
bi tételben kimondott formában használjuk.
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TETEL: Ha o6û ; ^L) Ci' = yl)2-;...'nn'> tetszőleges nem-negativ
számok és 0 = ^ = 1  tetszőleges szám, akkor
Ù À C  ± ( c J  1 с ь Г .t=l 1*4 1.-4
Egyenlőség, a triviális A -0 , illetve а A = 1
eseteken kivül, akkor és csak akkor, Ha az
m  m
cLL П! ßi. ~ C  «ti




A geometriai programozás tárgyalásánál a gyenge dualitási té­
tel bizonyításánál is és a kanonikus feladat dualitási téte­
lének bizonyításakor is felhasználjuk a konvex függvényekre 
vonatkozó általános Farkas tételt. Ezért úgy gondoljuk cél­
szerű itt a függelékben idézni ezt ( s t o e r - W i t z g a l l  
[75] pp. 268).
Slater-féle regularitási feltétel; Legyenek a konvex
függvények értelmezve a C c R  w  konvex halmazon. Tekintsük 
a következő feltételi rendszert:
fy,(x) =  0
<J„(x) = 0
Jelöljük: C  = í X I X G.C éö <^- (x) = 0 ; (j * . .. n) ! .
I ,
Jelölje C a C  halmaz belső pontjainak összességét.
(1)
D e f i n í c i ó Az (l) egyenlőtlenségrendszert S l a ­
t e r  r e g u l á r i s n a k  nevez- 
✓ *zük, ha létezik olyan x pont, melyre a 
következők teljesülnek:
* I
(i) х ё С ^ П С .
minden nem-lineáris ft(x) 
függvényre.
124 -
Farkas tetei: Legyenek a cl. . . . a n es az t függvények ertel-<гч(гп) о űmezve a IC.K konvex halmazon.
Tekintsük a következő egyenlőtlenségrendszert :
0,
vJ
f (x) < 0 .
(2)
TETEL: Tegyük fel, hogy az (l) egyenlőtlenségrendszer 
S l a t e r  reguláris. Ekkor a (2 ) egyenlőtlenség­
rendszer akkor és csak akkor nem oldható meg, ha léte­
zik olyan =(^ n)= 0 nem-negativ vektor, hogy
a




A geometriai programozás alkalmazásaként bemutatott modellek, 
mind a RAS modell, mind a "standardizálási" modell felhasz­
nálja az u.n. általános Kőnig-Hall tételt, illetve a Kőnig- 
Hall modell megoldására szolgáló eljárást. Ez, az itt tárgya­
lásra kerülő általánosított forma az eredeti K ö n i g  {4-8] 
- H a l l  [40J modellnek egy kézenfekvő kiterjesztése. Tárgya­
lása teljesen analóg az eredeti formának a Ford-Pulkerson 
konstruktiv technikán alapuló tárgyalásához, ( F o r d - F u l  
к e r s о n [34] , К 1 a f s z к у [j4-4j ^  azonban az irodalom­
ban nem találkoztam a tételnek ilyen -általánosabb értelemben 
kimondott formájával és bizonyításával azért célszerűnek lát­
tam ezt itt a függelékben ismertetni.
Kőnig-Hall modell: Jelöljenek I4l llt . . . lm személyeket, a 
3-, , pedig bankokat. Jelöljön Q, egy m x n -es úgyne­
vezett "qualifikációs mátrixot", amelynek elemei 0 vagy 1 le­
hetnek. A Q, mátrix ( L ) j ) eleme 1 , ha az I-L személy a 3j ban­
kot számára megbízhatónak tartja. Rendelkezzenek a személyek 
rendre d h^oLX) . . . nem-negativ mennyiségű pénzzel, amelyet 
a számukra megbízható bankba akarnak elhelyezni.
Jelölje ßz, .. . ßn nem-negativ egész szám a bankok befogadó- 
képességét. A probléma a következő:
a./ Elhelyezhető-e a személyek összes pénze, a korláto­
zott befogadóképességű bankokba, úgy, hogy mindenki 
a számára megbízható bankba helyezhet el pénzt ( ez 
lehet több bank is)?
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b./ Hogyan lehet a lehető legtöbb pénzt elhelyezni?
A probléma a./ részére az alábbiakban adandó tétel ad választ, 
mig a b./ részre a tételre adott konstruktiv bizonyítás.
A tárgyalás egyszerüsitése érdekében a következő jelöléseket 
vezetjük be.
Jelölje Г a személyek halmazát : I'! ( lz } .Im ijés 3 = i 3,, ( 3A). .
a bankok halmazát
Legyen Pel esetén IIP l^ = C ^ L és PcH esetén IlK llß“ CI.e’P îië'R
Jelölje ) ( P ) a P  által "együttesen" qualifikált bankok halma­
zát , azaz 3j € 3 (p) ha van legalább egy olyan II £■ V  hogy a Q, 
mátrix C L,j) eleme 1 .
TÉTEL: Annak szükséges és elégséges feltétele, hogy mindegyik 
oil mennyiség elhelyezhető legyen az, hogy bármely Pel 
esetén a
IIp II^  =  11 l(P)llß
egyenlőtlenség teljesüljön.
B i z o n y í t á s :  A szükségesség nyilvánvaló. Az elégsé­
gességet a Ford-Fulkerson max.folyam-min. vágás tétellel iga­
zoljuk. Készítsük el az alábbi ábrán szemléltetett módon az 
i forrás pontú és л' nyelő pontú hálózatot:
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Legyenek a nem-zérus kapacitású élek:
kís.Ii.'Wl 
k(3j,s) = /ij
UГIi., ha Iu qualifikált 3j -re .
(itt a<x= szimbólumot, mint a végtelen számot csak abban az 
értelemben használjuk, hogy tetszőleges X számra: (0 00 + J ^  
és (ii) J  11 ^ ).
m
Jelölje \ a maximális folyamot. Ha a max.folyam értéke n ^ L  
akkor a feladatot megoldottuk. jelöli azt a mennyi­
séget amennyit az Ij_ személy a bankba elhelyez).
rr\
Ha a max.folyam értéke kisebb, mint C  di . Az általános- 
ság megszorítása nélkül feltehetjük, hogy a minimális(5,sj 
vágás a következő:
 ^' sj^4 Д2>- "Ipi ■ ■•i! •
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Abból a tényből, hogy a maximális folyam teliti a vágásbeli 
éleket következik, hogy:
a . ) ha Il£ ?  és ljl£ *R} akkor I'L nem lehet -hez qualifikálva
b. ) ha IL^ p és 3j£R; akkor = 0
c. ) ha JL(£P akkor (s, íj) — cL\,
d. ) ha ijÉP akkor jK3j,s)~ßj
Az a./ és d./-ből adódik, hogy 3(p) = R
Mivel a max.folyam érték és a minimális vágás érték megegye­
zik; kapjuk, hogy
Ebből
lpl(t> I в (?■)!,
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