INTRODUCTION
In the present paper, we study a Cauchy problem of the generalized IMBq equation, u tt − u tt − u = f u x t ∈ R n × 0 +∞ (1.1)
where u x t denotes the unknown function, f s is the given nonlinear function, u 0 x and u 1 x are the given initial value functions, the subscript t indicates the partial derivative with respect to t, n is the dimension of space variable x, and denotes the Laplace operator in R n . Under some conditions, we prove the existence and the uniqueness of the global strong solution and the global classical solution for the problem (1.1), (1.2) . Also, we arrive at some sufficient conditions of the nonexistence of the global solution for the problem (1.1), (1.2) .
It is known that the propagation of nonlinear pulses in a weakly dispersive medium is governed by the Boussinesq equation [1, 2] , which can be written in two basic forms: Equations (1.3) and (1.4) occur in a wide variety of physical systems. They are of fundamental physical interest, because they describe the lowest-order (in terms of wave amplitudes) nonlinear effects in the evolution of perturbations with the dispersion relation close to that for the sound waves. For example, Eq. (1.4) describes a continuum limit of a one-dimensional nonlinear lattice [3] , shallow-water waves 1 2 , and other modes supporting linear waves with a negative dispersion (see [4] ). Equation can be obtained by starting with the exact hydro-dynamical set of equations in plasma, and a modification of the IBq equation analogous to the modified Korteweg-de Vries equation yields (see [5, pp. 13-15] )
The propagation of longitudinal deformation waves in an elastic rod is modeled by the nonlinear partial differential equation
with p = 3 or p = 5. Equation (1.7) is the so-called Pochhammer-Chree (PC) equation [6] . Obviously, Eqs. (1.4)-(1.7) are special cases of Eq. (1.1). For the Bq equation and its generalized equation there are many results (see [7] [8] [9] [10] [11] ). But there are few results dealing with the IBq equation (1.5) and the IMBq equation (1.6) . In [12] and [13] , the existence of the global classical solutions and the blow-up of the solution for the initial boundary value problem and the Cauchy problem of Eq. (1.1) in one-dimensional space have been studied. For the generalized IMBq equation with several variables, only the Cauchy problem was studied in [14] ; in the meantime, the authors only proved the existence and the uniqueness of the local classical solution. As for the global solution of the multidimensional IMBq equation, there has not been any discussion.
Throughout this paper, we use the following notations and lemmas: 
and C is a constant independent of u.
Using the chain rule of the composite function, from Lemma 1.1 we can prove the following result: Lemma 1.2 [16] . Suppose that u ∈ W s p ∩ L ∞ , and f u possesses continuous derivatives up to order s ≥ 1. Then f u − f 0 ∈ W s p and
The plan of this paper is as follows. In Section 2, we prove the existence and the uniqueness of the local strong solution of the Cauchy problem (1.1), (1.2). The existence and the uniqueness of the global strong solution and the global classical solution of the problem (1.1), (1.2) are proved in Section 3. In Section 4, the nonexistence of the global solution for the problem (1.1), (1.2) is discussed.
EXISTENCE AND UNIQUENESS OF THE LOCAL STRONG
SOLUTION FOR THE PROBLEM (1.1), (1.2) In this section, we reduce the problem (1.1), (1.2) to an integral equation by the fundamental solution of a second-order partial differential equation. We prove the existence and the uniqueness of the local strong solution for the integral equation by the contraction mapping principle, i.e., the problem (1.1), (1.2) has a unique local strong solution.
For this purpose, let G x (see 18 19 ) be the fundamental solution of the partial differential equation
By the use of Fourier transform, we can obtain
The fundamental solution G x satisfies the following properties in Lemma 2.1.
Lemma 2.1.
(1) G x is defined and continuous on R n , and G x > 0.
(2) G x satisfies the equation
where δ x is the Dirac delta function.
Proof. For the proof of (1) and (2), see [18] . We only prove (3). From Lemma 1.3 and (2.3), we have
where · denotes the Gamma-function. For q = 1, we have
The lemma is proved.
Suppose that u x t ∈ C 2 0 T W 2 p ∩ L ∞ is a strong solution of the problem (1.1), (1.2). Equation (1.1) can be rewritten as follows:
For the sake of convenience, we assume that f 0 = 0. Otherwise we can replace f u with f u − f 0 . Hence, from Lemma 1.2 we have f u ∈ W 2 p if f ∈ C 2 R . From (2.4) and (2.1), we get
where u * v denotes the convolution of u and v, it is defined by
From (1.2) and (2.5), we know that the Cauchy problem (1.1), (1.2) is equivalent to the integral equation Now we are going to prove the existence and the uniqueness of the local continuous solution for the integral equation (2.6) by the contraction mapping principle. For this purpose, we define the function space X T = C 0 T W 2 p ∩ L ∞ equipped with the norm defined by
It is easy to see that X t is a Banach space.
First, we define an operator S X T −→ X T by
From Lemma 1.2, it is easy to see that S is well defined if f ∈ C 2 R . Next, for any initial values
Obviously, K M T is a nonempty bounded closed convex subset of X T for each M T > 0. Our goal is to show that S has a unique fixed point in
Observe thatf is continuous and nondecreasing on 0 ∞ . From Lemma 1.2 we have
Using Young's inequality and Lemma 2.1, we obtain
From (2.7) and Lemma 1.3, it follows that
Thus, from (2.8), (2.9), (2.10), and Lemma 1.2 we have
then Su X T ≤ M + 1. Therefore, if (2.11) holds, then S maps K M T into K M T . Now we are going to prove that the map S is strictly contractive. Let T > 0 and v 1 v 2 ∈ K M T be given. We have
By means of the mean value theorem, we get
where 0 < θ i < 1 i = 1 2 3 4 . Thus using Hölder's inequality and Nirenberg's inequality, we have
where C is the constant in Lemma 1.1. From (2.12)-(2.16), using Lemma 1.3, Lemma 2.1, and Young's inequality, we get
where C 1 is a constant. If T satisfies
and (2.11), then
Theorem 2.1. Assume that the conditions of Lemma 2.3 hold, then problem (1.1), (1.2) has a unique local strong solution
Proof. From Lemma 2.3 and the contraction mapping principle, it follows that for appropriately chosen T > 0, S has a unique fixed point u x t ∈ K M T , which is a strong solution of the problem (1.1), (1.2). It is easy to prove that for each T > 0, Eq. (2.6) has at most one solution which belongs to X T .
In fact, let u 1 x t u 2 x t ∈ X T be two solutions of Eq. (2.6); then
By the definition of the space X T , we can assume that
where C 1 T is a constant dependent on T . Thus, from (2.19), Lemma 1.2, Lemma 1.3, and Lemma 2.1, we get
where C 2 T is a constant dependent on C 1 T . From (2.20) and Gronwall's inequality, we have u 1 − u 2 2 p = 0, i.e., Eq. (2.6) has at most one solution which belongs to X T . Now, let 0 T 0 be the maximal time interval of existence for u ∈ X T 0 . It remains only to show that if (2.18) is satisfied, then T 0 = ∞.
Suppose that (2.18) holds and T 0 < ∞. For any T ∈ 0 T 0 , we consider the integral equation
By virtue of (2.18), u · T 2 p + u t · T 2 p + u · T ∞ + u t · T ∞ is uniformly bounded about T ∈ 0 T 0 , which allows us to choose T * ∈ 0 T 0 such that for each T ∈ 0 T 0 , the integral equation (2.21) has a unique solution v x t ∈ X T * . The existence of such a T * follows from Lemma 2.3 and the contraction mapping principle. In particular, (2.11) and (2.17) reveal that T * can be selected independently of T ∈ 0 T 0 . Set T = T 0 − T * /2, let v denote the corresponding solution of the integral equation (2.21), and defineû x t bŷ
By construction,û x t is a solution of Eq. (2.6) on 0 T 0 + T * /2 , and by the local uniqueness,û extends u. This violates the maximality to 0 T 0 . Hence, if (2.18) holds, then T 0 = ∞. This completes the proof of the theorem.
is a strong solution of the problem (1.1), (1.2), from (2.6) and Lemma 1.2, we know that In this section, we prove the existence and the uniqueness of the global strong solution and the global classical solution for the problem (1.1), (1.2) . For this purpose, we are going to make a priori estimates of the local strong solution for the problem (1.1), (1.2) .
Then the strong solution u x t of the problem (1.1), (1.2) has the equality
where − −α u x = −1 x −2α u x , and and −1 denote Fourier transformation and inverse Fourier transformation in R n , respectively (see [18] ).
Proof. By use of Eq. (1.1), it follows from straightforward calculation that
where · · denotes the inner product of L 2 space. Integrating the above equality with respect to t, we have (3.1). The lemma is proved. 
such that
where A and B are positive constants, then the strong solution u x t of the problem (1.1), (1.2) has the estimation
where M 1 T is a constant dependent on T .
Proof. Multiplying both sides of (2.5) by u t , we have
Making use of the inequality (3.3) and Young's inequality, we get
3), Lemma 2.1, and Lemma 3.1, from (3.6) we have
Here and in the sequel C i T i = 1 2 are constants dependent on T . Substituting the above inequalities into (3.5), we obtain
Integrating (3.7) with respect to t and using the Cauchy inequality, we get
Using Gronwall's inequality, from (3.8) we can obtain (3.4). The lemma is proved. , then f u satisfies the inequality (3.3) if 0 ≤ k < ∞ for n = 1 2; 0 ≤ k < 2 for n = 3. Obviously, when k = 1, ρ = 2, and 1 ≤ n ≤ 3 the nonlinear term u 3 of Eq. (1.6) satisfies (3.3). 
where M 2 T and M 3 T are constants dependent on T .
Proof. From (2.6), Lemma 3.2, Lemmas 1.2-1.3, and Lemma 2.1, using Young's inequality, we have
By the aid of Gronwall's inequality we can obtain (3.9).
Integrating (2.5) with respect to t, we have
Using (3.9), Lemma 3.2, Lemma 1.3, and Lemma 2.1, we can get
i.e., (3.10) holds. The lemma is proved.
, and f ∈ C 3 R satisfies conditions (3.2) , (3.3) . Then the problem (1.1), (1.2) has a unique global strong solution u x t ∈
Proof. By virtue of Theorem 2.1, Remark 2.1, and Lemmas 3.1-3.3, we know that the problem (1.1), (1.2) has a unique global strong solution u ∈
. Differentiating (2.5) with respect to t, we have
From Lemma 1.2 and Lemma 2.1 we can obtain u ttt
This completes the theorem.
To prove the existence of the global classical solution for the problem (1.1), (1.2), we first study the regularity of the global strong solution for the problem (1.1), (1.2). 
Proof. We make use of the method of induction. When m = 0, from (2.6), Lemma 1.2, Lemma 1.3, Lemma 2.1, and Theorem 3.1, using Young's inequality, we have
Using Gronwall's inequality, we get
where M 4 T is a constant dependent on T . Thus u ∈ C 0 T W k+2 p . By the same method in the proof of Theorem 3.1, we can get u ∈
Differentiating (3.11) with respect to t for s-times, using the supposition of induction and Lemma 2.1, we have
From the Sobolev imbedding theorem and Lemma 3.4, we get 
NONEXISTENCE OF THE GLOBAL SOLUTION
In this section, we are going to consider the nonexistence of the global solution for the problem (1.1), (1.2).
Lemma 4.1 [20] . Suppose that for t ≥ 0 a positive, twice-differentiable function φ t satisfies the equality Since by (2) E 0 < 0, it follows that by taking β 0 = −E 0 > 0, we get φ t φ t − 1 + α φ t 2 ≥ 0. Also, φ 0 > 0 if t 0 is sufficiently large. From Lemma 4.1 we know that φ t becomes infinite at T 1 at most equal to T 0 = φ 0 αφ 0 < +∞ and therefore this is a contradiction of the fact that the maximal time of existence is infinite. Hence the maximal time of existence is finite. Theorem 4.1 is proved.
