The objective of the paper is to investigate and compare the performance of some of the unit root tests in micro-panels which have been suggested in the literature. The framework is a …rst order autoregressive panel data model allowing for heterogeneity in the intercept but not in the autoregressive parameter.
Introduction
In this paper we investigate unit root inference in panel data models where the cross-section dimension is much larger than the time-series dimension. So we consider traditional micro-panels. At present there is a large econometric literature dealing with unit root testing in panel data models which has developed during the last ten years. Contrary to the previous literature on dynamic panel data models, a large part of this new literature considers macro-panels where the cross-section and time-series dimensions are similar in magnitude. Banerjee (1999) , Baltagi & Kao (2000) and Breitung & Pesaran (2008) review many of the contributions to the literature on unit root testing in panel data models. Reviews of the literature on dynamic micro-panels are provided in Hsiao (1986) , Baltagi (1995) and Arellano (2003) of which only the latter discusses the issue of unit roots.
The analysis in this paper is done within the framework of a …rst order autoregressive panel data model allowing for individual-speci…c levels. This means that we are testing the null hypothesis of each time-series process being a random walk without drift against the alternative hypothesis of each timeseries process being stationary with individual-speci…c levels but the same autoregressive parameter for all cross-section units. In the autoregressive panel data model there are two sources of persistency. One is the autoregressive mechanism which is the same for all cross-section units and the other is the unobserved individual-speci…c means. Everything else being equal a high value of the autoregressive parameter means that more persistency is attributed to the autoregressive mechanism. The null hypothesis means that the e¤ect of unanticipated shocks will persist over time whereas the alternative hypothesis means that the e¤ect will eventually disappear as time goes by. The hypothesis is of interest since many economic variables at the individual level, such as income of individuals and …rm level variables, are found to be highly persistent over time.
The main contribution of the paper is to provide analytical results about the performance of some of the unit root tests which have been suggested in the literature. This is done by deriving the limiting distributions of the corresponding test statistics under local alternatives when the autoregressive parameter is local-to-unity. The results are used to compare the performance of the di¤erent tests in terms of their local power. In addition, the results reveal how the local power of the tests is a¤ected by the nuisance parameters of the data generating process (DGP). So far the power properties of unit root tests in micro-panels have been investigated and compared in simulation studies, see for example Bond, Nauges & Windmeijer (2002) and Hall & Mairesse (2005) . However, the outcome of these might depend on the particular choice of nuisance parameters in the simulation setup in a non-transparent way.
Therefore, it seems to be a useful contribution within this research area. The paper by Breitung (2000) is related to this paper as it compares the local power of some of the unit root tests in macro-panels.
We consider three di¤erent unit root tests. They are all based on t-statistics corresponding to di¤erent least squares (LS) estimators of the autoregressive parameter. The reason that this is not a trivial testing problem is the presence of the individual-speci…c (incidental) intercepts. Without the presence of these parameters standard testing theory implies that the t-statistic based on the OLS estimator of the autoregressive parameter in the original model gives a test which is optimal asymptotically. This is the …rst test we consider and we would expect it to perform well in terms of having high power when there is no or little variation in the individual-speci…c intercepts. On the other hand, when the variation in the individual-speci…c intercepts is high the OLS estimator has a substantial positive asymptotic bias and therefore the OLS unit root test is expected to have low power in this case. The other two tests we consider are both invariant with respect to adding an individual-speci…c constant to all variables but they di¤er in terms of the way in which the invariance with respect to this type of transformation is obtained.
In other words, they use di¤erent ways of removing the individual-speci…c means from the variables.
One subtracts the initial values from all variables and is suggested by Breitung & Meyer (1994) and the other subtracts the respective individual-speci…c time-series means of the variables from both sides of the equation and is suggested by Harris & Tzavalis (1999) . The Breitung-Meyer test and the Harris-Tzavalis test are panel data versions of the unit root tests in single time series suggested by Schmidt & Phillips (1992) and Dickey & Fuller (1979) , respectively. The Breitung-Meyer estimator of the autoregressive parameter is consistent under the null hypothesis whereas the Harris-Tzavalis estimator (the within-group estimator) is inconsistent and therefore a bias adjustment is necessary. Both estimators are inconsistent under the alternative hypothesis meaning that the removal of the individual-speci…c means that cause the inconsistency of the OLS estimator leads to new sources of asymptotic bias.
From the description above, it is not straightforward to determine which test is best in terms of having the highest power. It turns out that the initial values are crucial for the performance of the tests in terms of asymptotic power under local alternatives. In general it is always important to be aware of the power properties when applying a statistical test in practice and if there are several tests to choose from it is especially important to understand how their performance is a¤ected by nuisance parameters in order to choose the best testing procedure. Even if it is not the case that one test outperforms the others for all values of the nuisance parameters it is important to understand under which assumptions the tests are likely to have high or low power. The importance of the initial values when testing the unit root hypothesis in micro-panels is a result which is also found for single time series and macro-panels, see Müller & Elliott (2003) and Harris, Harvey, Leybourne & Sakkas (2008) , respectively.
An important …nding is that under mean stationary alternatives the local power of the BreitungMeyer test is always higher than the local power of the Harris-Tzavalis test. This result is similar to …ndings in Moon, Perron & Phillips (2007) where they derive the power envelope of unit tests in macropanels. In the case with individual-speci…c intercepts they …nd that within the class of tests that are invariant with respect to individual-speci…c constants the macro-panel version of the Breitung-Meyer test has asymptotic power equal to the power envelope whereas the macro-panel version of the HarrisTzavalis test suggested by Levin, Lin & Chu (2002) has lower asymptotic power than the power envelope.
This result is di¤erent from the …ndings for single time series versions of these unit root tests where the Schmidt-Phillips test is close to being optimal for values of the autoregressive parameter close to unity whereas the Dickey-Fuller test is close to being optimal for values of the autoregressive parameter close to zero, see Hwang & Schmidt (1996) . An important di¤erence is that in macro-panels it is possible to …nd tests that are uniformly most powerful whereas this is not possible in single time series. In addition, we …nd that when there is no or little variation in the individual-speci…c means the local power of the OLS test is higher than the local power of the Breitung-Meyer test. This result implies that the estimation of the individual-speci…c means causes a decrease in local power since the number of observations over time which contains information about the individual-speci…c means remains constant and hence it makes a di¤erence whether or not the individual-speci…c means are estimated.
The paper is organized as follows. In Section 2, the basic model is speci…ed. In Section 3, we investigate and compare the di¤erent unit root tests described above. This is done by deriving the limiting distributions of the corresponding test statistics under local alternatives. In Section 4, the analytical results are illustrated in a simulation study. In Section 5, we provide some concluding remarks.
The model and assumptions
We consider the …rst-order autoregressive panel data model with individual-speci…c intercepts de…ned by y it = y it 1 + (1 ) i + " it for i = 1; :::; N and t = 1; :::; T
where 1 < 1 and for every i = 1; :::; N the sequence f" it g 1 t=1 is white noise. For notational convenience we assume that the initial values y i0 are observed such that the actual number of observations over time equals T + 1. The model provides a framework for testing the null hypothesis of each timeseries process being a random walk against the alternative hypothesis of each time-series process being stationary with an individual-speci…c level. To specify the model further the assumptions below are imposed.
Assumption 1 " it is independent across i; t with E (" it ) = 0, E " 2 it = 2 i" and E "
is for all t; s = 1; :::; T . In addition " it is independent of i and y i0 .
Assumption 2 i is iid across i with E
Assumption 3 For 1 < 1 the initial values satisfy y i0 = i + p " i0 where " i0 is independent of i and independent across i with E (" i0 ) = 0 and E "
Assumption 4 The following hold:
(i) E j" it j 4+ < K < 1 for some > 0 and all i = 1; :::; N; t = 0; 1; :::; T
(ii)
Assumption 1 states that the errors " it are independent over cross-section units and time and allowed to be heteroskedastic over cross-section units but not over time. Further, they are independent of the individual-speci…c term i and the initial value y i0 . The assumption about independency over time is stronger than the usual assumption about " it being serially uncorrelated. It is a simplifying assumption made in order to derive the asymptotic properties of the test statistics in Section 3. Assumption 2 states that the i 's are iid across cross-section units and again it is made in order to simplify the derivation of the results in the next section. Note that the assumption that E ( i ) = 0 means that we interpret the model in (1) as describing the behavior of the observed variables after having subtracted the overall or the time-speci…c means. In practice, it means that as a starting point we subtract either the overall or the time-speci…c sample means from all observed variables. This type of transformation maintains the asymptotic properties of LS estimators and related statistics such that we can consider the model in (1) with iid mean zero terms as the starting point after having subtracted the cross-section sample means from all variables. A similar result is shown in detail in Madsen (2005) within the framework of a pure cross section analysis. Assumption 3 speci…es the initial values and implies that they are such that the time-series processes for y it become mean stationary that is E ( y it j i ) = i for all t = 0; 1; 2; :::
. It implies that it is possible to remove the individual-speci…c means from the observed variables by simple linear transformations. The parameter describes the dispersion of the initial deviation from the stationary level. If the initial values are such that the time-series processes are covariance stationary then = 1= 1 2 . This condition is only meaningful when 1 < < 1. We see that as approaches unity then the parameter tends to in…nity such that that all variables are dominated by the initial deviation from the individual-speci…c mean. In the next section we will formalize this property as it turns out to be important for the results in this paper. Note that " it is independent of " i0 by Assumption 1. Finally, Assumption 4 is a technical assumption which enables us to derive the asymptotic properties of the statistics of interest by applying standard asymptotic theory. The assumption states that the innovations " it have uniformly bounded moments of order slightly greater than four and that the crosssection average of their variances, squared variances and fourth order moments have well-de…ned limits as the cross-section dimension N tends to in…nity. Note that when the errors " it are homoskedastic across units then 4" = 2 2" . Assumption 4 (iv) is only required in relation to the test statistic suggested by Harris & Tzavalis (1999) , as this is the only statistic of the ones considered in this paper which depends on fourth order moments. Also note that 4"
2" 2 0 and
3 The test statistics and their asymptotic properties
We consider the testing problem where the null hypothesis and the alternative hypothesis are given by
In the following we consider local alternatives where is modelled as being local-to-unity. More speci…-cally, we consider local-to-unity sequences for de…ned by
This means that as the sample size N increases, the value of the parameter is in a N k neighborhood of unity. So instead of deriving asymptotic representations based on being constant as N increases we derive asymptotic representations based on c = (1 N ) N k being constant as N increases. The idea is that these representations will provide good approximations to the actual distributions of the relevant statistics. With one exception the LS estimators of considered in this paper converge weakly to normal distributions at the rate p N and therefore we consider local-to-unity sequences for with k = 1 2 . In one situation, the LS estimator must be normalized di¤erently in order to converge weakly to a non-degenerate distribution under the local alternative and the local-to-unity sequence is de…ned accordingly. Note that c = 0 corresponds to the null hypothesis of being unity.
In the next section we show that the local power of the di¤erent unit root tests that we consider It turns out that the assumption being made about the variation of the initial deviation from the mean stationary level is crucial for the limiting distributions of the di¤erent statistics under the local alternative de…ned by (3). We consider the following two situations
(i) means that the initial deviation from the stationary level is described by a parameter that remains constant as approaches unity.
(ii) means that the variance of the initial deviation from the stationary level is proportional to the variance of the autoregressive process. The speci…cation in (ii) contains the case where the time-series processes are covariance stationary ( = 1) which in particular implies that the variances of the observed variables are constant over time. In (ii) depends on and goes to in…nity as approaches unity and it is not de…ned for equal to unity. This means that the two formulations are fundamentally di¤erent.
Under the local-to-unity sequence for given by = 1 c=N k the formulations in (4)-(5) correspond to (i) :
Note that (7) is more general than (5) since b and c might take values independently of each other. (5) corresponds to (7) with b = = (2c), see Lemma 1 in Appendix A.1, implying that the parameters b and c are not independent of each other but are on a speci…c path in the parameter space. In (6) is a …xed parameter such that term p " i0 is of the same order of magnitude as the remaining terms in the expression for the variables y it . On the other hand, in (7) this term dominates the behavior of the variables y it asymptotically as N tends to in…nity since then we have
The interpretation is that the behavior of the observed variables y i0 ; :::; y iT is dominated by the initial deviation from the mean stationary level ( In this paper we will focus on the cases where is …xed (corresponding to b = 0) and covariance stationarity (corresponding to b = 1=(2c)). It could be the case that b = =(2c) (the variance of the initial values is proportional to the variance of the autoregressive process) or b > 0 and independent of c (the variance of the initial values is very high but does not depend on the value of the autoregressive parameter) and we shortly discuss how this a¤ects our results.
OLS
The equation in (1) can be rewritten as the following regression model
for i = 1; :::; N and t = 1; :::; T
The OLS estimator of the autoregressive parameter is de…ned bŷ
where y i = (y i1 ; :::; y iT ) 0 and y i; 1 = (y i0 ; :::; y iT 1 ) 0 . The estimator is consistent when = 1 whereas inconsistent when j j < 1. In the latter case, the inconsistency is attributable to the term i which appears in both the regressor y it 1 and the regression error v it . As i appears with the factor (1 )
in v it the covariance between the regressor and the regression error is positive and decreases towards zero as approaches unity. Now the regressor y it 1 can be expressed as the sum of the two independent terms i and (y it 1 i ) which are the stationary level and the deviation from the stationary level, respectively. If the variability of the two terms are of similar order as approaches unity, the asymptotic bias of^ OLS is positive and decreases towards zero as approaches unity. This describes the situation where the variance of the initial deviation from the mean stationary level is …xed. On the other hand, if the behavior of y it 1 is dominated by the term (y it 1 i ) as approaches unity, the asymptotic bias of^ OLS will be zero when approaches unity. This describes the situation where the initial values are such that the time-series processes become covariance stationary.
The discussion above is formalized by the results given in Proposition 1 below. The proposition provides the limiting distribution of the OLS estimator^ OLS under both the null hypothesis when is unity and local alternatives when is local-to-unity. We consider di¤erent local alternatives depending on the assumption being made about the initial values as given by equations (6)- (7).
Proposition 1 Under Assumption 1-4 and the local-to-unity sequence for given by N = 1 c= p N for c 0 and when is …xed, the limiting distribution of the OLS estimator^ OLS is given by
Under Assumption 1-4 and the local-to-unity sequence for given by N = 1 c=N for c 0 and when
as N ! 1
The proof of Proposition 1 is given in Appendix A.2. The proposition shows that in the unit root case when c = 0 and is …xed, the estimator^ OLS is p N -consistent and its limiting variance is decreasing in , T and 2 2" = 4" . Under the local alternative the estimator^ OLS has an asymptotic bias of order 1= p N which is always positive and increasing in c and 2 = 2" and decreasing in and T . The limiting variance of^ OLS is decreasing in , T and 2 2" = 4" and increasing in 2 = 2" and does not depend on the location parameter c. On the other hand, when the variables are dominated by the initial deviation from the mean stationary level the estimator^ OLS is N -consistent for all values of c. In this casê OLS estimates the parameter very precisely also when its true value is close to unity. Further, the limiting variance of^ OLS is decreasing in b, T and 2 2" = 4" . The covariance stationary local alternative corresponds to b = 1= (2c) such that the limiting variance is increasing in c. This rather surprising result is explained as follows. Under this assumption about the initial values that in particular holds under covariance stationarity the behavior of y it for t = 0; :::; T is dominated by the initial deviation from the stationary level (y i0 i ). More speci…cally, the variation of (y i0 i ) is of order N under the local-to-unity sequence for given by 1 c=N for c > 0, see the result in (7), whereas the variation of the remaining terms in y it is bounded as N tends to in…nity. This implies that the numerator in (9) must be normalized by N in order to converge in distribution and the denominator in (9) must be normalized by N 2 in order to converge in probability. The consistency is a result of the term (y i0 i ), which dominates the behavior of the regressor, being independent of the term i . This indicates that the asymptotic representation in (11) is only appropriate when the variances of i and " it are much smaller than the variance of (y i0 i ). Once the variances are of similar magnitude, the asymptotic representation in (10) is expected to provide a better approximation to the actual distribution of^ OLS .
The unit root test based on the usual t-statistic is obtained by normalizing (^ OLS 1) appropriately.
For this purpose we need a consistent estimator of the limiting variance of^ OLS and we use White's heteroskedastic consistent estimator, see White (1980) . Under the covariance stationary local alternative this estimator must be normalized di¤erently in order to be consistent. Letting k = 1 2 and k = 1 refer to the situations where^ OLS converges in distribution at the rate p N and N respectively, White's heteroskedastic consistent estimator of the limiting variance of^ OLS is given by the following expression
where the vector of residuals isv i = y i ^ OLS y i; 1 . The t-statistic is then de…ned as
Note thatV OLS (k) 1 2 N k does not depend on k since the normalization factors cancel out. This means that the test statistic t OLS and also asymptotic con…dence intervals do not depend on the actual normalization. This is a desirable feature since we might not know which assumption is appropriate for the initial values. The proposition below provides the limiting distribution of the t-statistic.
Proposition 2 Under Assumption 1-4 and the local-to-unity sequence for given by N = 1 c= p N for c 0 and when is …xed, the limiting distribution of the OLS t-statistic t OLS is given by
The proof of Proposition 2 is given in Appendix A.2. The proposition shows that in both cases under the null hypothesis of a unit root the t-statistic t OLS is asymptotically standard normal. So unit root inference is carried out by employing critical values from the standard normal distribution. Furthermore, the proposition shows that when is …xed, the local power is increasing in c, , T and 2 2" = 4" (the location parameter is shifted to the left when these parameters increase) and decreasing in 2 = 2" (the location parameter is shifted to the right when 2 = 2" increases). Under the covariance stationary alternative when b = 1= (2c), the local power only depends on c, T and 2 2" = 4" and is increasing in these parameters. When b > 0 and independent of the value of c we …nd that for a …xed value of c the local power is increasing in b. This result is similar to the …nding in single time series where the local power of the Dickey-Fuller unit root test turns out to be an increasing function of the initial value and in addition is an optimal test when the initial value are high, see Müller & Elliott (2003) . The reason why we obtain a similar result here for a test statistic which is not invariant with respect to individual-speci…c constants is that in a single time series the estimation of a constant does not a¤ect the test statistics asymptotically as the time series dimension goes to in…nity. Note that as discussed above, the limiting distribution in (15) will only provide a good approximation to the actual distribution of the t-statistic when the behavior of y it is dominated by the initial deviation from the mean stationary level.
To explore the results of the proposition in more detail let us consider the case where T + 1 = 5 and the following values of the nuisance parameters: Altogether, the advantage of using the OLS unit root test is that it is expected to have high power under the covariance stationary alternative and when the variation in the initial deviation from the stationary levels are very high even for values of very close to unity. However, if this is not the case the power of the test for values of close to unity is expected to be low when 2 = 2" is high. This will be most evident for small values of T .
Breitung-Meyer
Subtracting the initial value y i0 from both sides of the equation in (1) yields the following regression model
The LS estimator of obtained from this regression equation is de…ned bŷ
whereỹ i = y i y i0 T ,ỹ i; 1 = y i; 1 y i0 T and T is a T 1 vector of ones. Again the estimator is consistent when = 1 whereas inconsistent when j j < 1. In the latter case, its asymptotic bias equals 1 2 (1 ) under the assumption about covariance stationarity, see Breitung & Meyer (1994) . As an example, this means that the asymptotic bias equals 0.050, 0.025 and 0.005 when equals 0.90, 0.95 and 0.99, respectively. The inconsistency is attributable to the term (y i0 i ) as it appears in both the regressor (y it 1 y i0 ) and the regression error v it . The covariance between the regressor and the regression error decreases towards zero as approaches unity when the variance of (y i0 i ) is kept constant. However, the decrease might be o¤set if the variance of (y i0 i ) increases as approaches unity. This is exactly what happens when the initial values are such that the time-series processes become covariance stationary.
Proposition 3 below provides the limiting distribution of the Breitung-Meyer estimator^ 0 under both the null hypothesis when is unity and the mean stationary local alternative when is local-to-unity.
In this case, the local alternatives are the same irrespective of the assumption about the dispersion of the initial deviation from the stationary level.
Proposition 3 Under Assumption 1-4 and the local-to-unity sequence for given by N = 1 c= p N for c 0 and when
The proof of Proposition 3 is given in Appendix A.3. The proposition shows that in the unit root case and under the mean stationary local alternative when is …xed^ 0 is p N -consistent. Under the covariance stationary local alternative^ 0 has a positive asymptotic bias of order 1= p N . The limiting variance of^ 0 does not depend on the assumption being made about the initial values and it is a simple function of T and 2 2" = 4" and decreasing in both. As indicated above, the results follow by using that when the variance of (y i0 i ) is of order less than p N , the asymptotic bias disappears under the local alternative. This is the case when is …xed. On the contrary, under covariance stationarity this is not the case, as the variance of (y i0 i ) in this case is of order p N , see the result in (7).
As before White's heteroskedastic consistent estimator of the limiting variance of^ 0 is given by the following expression
where the vector of residuals is b v i =ỹ i ^ 0ỹi; 1 . The t-statistic is then de…ned as
When the errors " it are homoskedastic across units such that 4" = 2 2" , the limiting variance of^ 0 is a function of T only. Therefore, it is possible to use a normalized coe¢ cient statistic when testing the unit root hypothesis. The statistic is de…ned in the following way
The proposition below provides the limiting distributions of the test statistics de…ned above.
Proposition 4 Under Assumption 1-4 and the local-to-unity sequence for given by N = 1 c= p N for c 0 and when
The limiting distribution of the normalized coe¢ cient statistic t 0 is given by
The proof of Proposition 4 is given in Appendix A.3. The proposition shows that under the null hypothesis of a unit root, the t-statistic t 0 is asymptotically standard normal. So again unit root inference is carried out by employing critical values from the standard normal distribution. Further, the proposition shows that the local power of the test is increasing in c, T and 2 2" = 4" when b < 1=c. In particular, this means that the local power is monotonically increasing in c when b = 0 ( is …xed) and when b = 1= (2c) (covariance stationarity). When Also we see that for a …xed value of c the local power is decreasing in b. These …ndings are similar to the results in Müller & Elliott (2003) and Harris, Harvey, Leybourne & Sakkas (2008) for unit root tests in single time series and macro-panels, respectively. Note that for a …xed value of b > 0 which is not linked to the value of c then the local power is a non-monotonic function of c that tends to zero as c goes to in…nity. Figure 1 shows the local power as a function of c for di¤erent values of b and we see the …ndings described above. Also note that there is a power loss associated with having cross-sectional heterogeneity in the error terms since a test based on y it = i" would have higher power.
The test based on the normalized coe¢ cient statistic t 0 is asymptotically equivalent to the test based on the t-statistic t 0 when 4" = 2 2" . When this is not the case, the test based on the normalized coe¢ cient statistic will be distorted when employing critical values from the standard normal distribution. In a one-sided test it will reject the null hypothesis of a unit root too often since 2 2" < 4" . So unless there is any prior knowledge about the error terms being homoskedastic over cross-section units the unit root test should be based on the t-statistic. Note, that if 2 2" < 4" such that there is a di¤erence between the local power of the two tests, this di¤erence decreases as T increases. However, the size distortion is not a¤ected by T and hence it remains as T increases.
The advantage of using the Breitung-Meyer unit root test is that the local power only depends on one nuisance parameter. Further, under mean stationarity the test is invariant with respect to the individualspeci…c levels. This means that the size of the test is invariant with respect to the initial values and the power of the test is invariant with respect to the individual-speci…c term i . On the other hand, the test is sensitive to the assumptions on the initial values through the initial deviation from the stationary level and the local power can be quite low if the variation in this term is very high. This is in contrast to the OLS unit root test where we found the opposite result.
Harris-Tzavalis
The within-group transformation of the original model is obtained by subtracting the individual timeseries means from the variables in equation (1). This yields the following regression model
The within-group estimator of is then de…ned bŷ
where Q T is a T T symmetric and idempotent matrix de…ned as
T where I T is the T T identity matrix and T 0 T is a T T matrix of ones. It is well-known that this estimator is inconsistent when 1 < < 1. The asymptotic bias is often referred to as the Nickell-bias since Nickell (1981) is the …rst to provide an analytical expression for it. Under the assumption about the time-series processes being covariance stationary, the asymptotic bias is a function of and T which is always negative when 0 < < 1 and decreases numerically as T increases. Harris & Tzavalis (1999) show that the asymptotic bias of the within-group estimator equals 3= (T + 1) when = 1. As this expression does not depend on any nuisance parameters, their idea is to base a unit root test on the bias adjusted within-group estimator. Proposition 5 below provides the limiting distribution of^ W G under both the null hypothesis of a unit root and the mean stationary local alternative when is local-to-unity. 
The proof of Proposition 5 is given in Appendix A.4. The proposition shows that except in the unit root case, the adjusted within-group estimator has an asymptotic bias of order 1= p N under the local alternative. The bias is negative when is …xed and positive under covariance stationarity. This means that the adjustment is respectively too big and too small. The limiting variance of^ W G is the same in the unit root case and under the local alternatives. It depends on fourth order moments of the errors " it through the term m 4 . As k 1 < k 2 the fourth order moments receive less weight than the squared second order moments.
Harris & Tzavalis (1999) assume that the errors " it are iid normally distributed across i such that Therefore, Harris & Tzavalis (1999) suggest using the normalized coe¢ cient statistic as a unit root test statistic. It is de…ned as follows
However, as before it is also possible to use the usual t-statistic as a test statistic. White's heteroskedasticity consistent estimator of the limiting variance of the bias adjusted within-group estimator is given by the following expression
where the vector of residuals isŵ i = Q T y i ^ W G Q T y i; 1 . The bias adjusted within-group t-statistic is then de…ned in the following way
The limiting distributions of these test statistics are given in Proposition 6 below.
Proposition 6 Under Assumption 1-4 and the local-to-unity sequence for given by N = 1 c= p N for c 0 and when N = b p N + o p N for b 0, the limiting distribution of the adjusted within-group t-statistic t W G is given by
The limiting distribution of the Harris-Tzavalis normalized coe¢ cient statistic t W G is given by
The proof of Proposition 6 is given in Appendix A.4. Once again unit root inference based on the adjusted t-statistic t W G can be carried out by employing critical values from the standard normal distribution. We also note that the parameters c and b appear in a similar manner as in the limiting distribution of Breitung-Meyer test statistic and therefore the results here are similar to the results in Section 3.2. In particular, we …nd that the local power of the Harris-Tzavalis test is increasing in c; T; 2 2" = 4" and 2 2" =m 4 when b < 1=c. This means that the local power is monotonically increasing in c when b = 0 ( is …xed) and when b = 1= (2c) (covariance staionarity). Also as in Section 3.2 the location parameter in the …rst case is twice as large as in the second case such that four times as many crosssection observations are necessary when b = 1= (2c) in order to obtain the same level of local power as when b = 0 for a speci…c value of . The unit root test based on the Harris-Tzavalis normalized coe¢ cient statistic t W G is asymptotically equivalent to test based on the t-statistic t W G when the errors " it are normally distributed and homoskedastic across units. If at least one of these assumptions are violated, the test is likely to be distorted when employing critical values from the standard normal distribution.
The test will reject the null hypothesis too often when 2 2" < 4" and when the excess kurtosis of " it is positive, i.e. m 4 > 3 2 2" . Therefore, the Harris-Tzavalis normalized coe¢ cient statistic should not be used for unit root inference unless the underlying assumptions have been veri…ed.
As with the Breitung-Meyer unit root test, the Harris-Tzavalis unit root test is invariant with respect to the individual-speci…c levels. However, the local power of the Harris-Tzavalis test depends on more nuisance parameters. A more serious disadvantage of this test is that the bias adjustment of the within-group estimator^ W G depends crucially on the errors " it being homoskedastic over time. If this assumption is violated the Harris-Tzavalis unit root test is likely to be distorted. To avoid this problem, Kruiniger & Tzavalis (2001) suggest using an estimator of the asymptotic bias in the adjustment of^ W G .
In the unit root case, the estimator of the asymptotic bias is consistent. However, in this paper we only investigate the performance of the unit tests when the errors " it are homoskedastic over time. Therefore, we do not consider this di¤erent bias adjustment in detail but we note that it is available.
Comparison of the tests
Below we list the main …ndings about the local power of the tests. They follow immediately from the results in Proposition 2, 4 and 6. When b 1=c the local power of the Breitung-Meyer test is always higher than the local power of the Harris-Tzavalis test. This follows by using that 4" m 4 such that (k 1 m 4 + k 2 4" )
When is …xed the local power of the OLS test is higher than the local power of the Breitung-Meyer test when 
Simulation experiments
In this section the analytical results obtained in Section 3 are illustrated in a simulation experiment.
The simulated model is the following
with " it iidN (0; 1)
We consider di¤erent values of T , N and which are T + 1 = 5; 10; 15, N = 100; 250; 500 and = 0:90; 0:95; 0:99; 1:00. The results are based on 5000 replications of the model. In Table 1 and 2 we report Table 2 corresponds to the covariance stationary alternative with = 1= 1 2 .
In Table 1 , we see that the empirical size of all tests is close to the nominal size of 0.05 and the empirical power is quite high even for values of close to unity such as = 0:95. Further, the increase in power can be quite dramatic when increasing T + 1 from 5 to 10. For example, when = 0:99 and N = 500 the power of the Breitung-Meyer test increases from 0.15 to 0.37, the power of the HarrisTzavalis test increases from 0.13 to 0.25, and the power of the OLS test increases from 0.15 to 0.38 when 2 = 1 and from 0.09 to 0.21 when 2 = 10. When comparing the di¤erent tests we see the results described in Section 3.4. To summarize, the power of the Breitung-Meyer test is always higher than the power of the Harris-Tzavalis test, and the OLS test has the highest (lowest) power of the three tests when 2 = 1 ( 2 = 10). Finally, we see that the empirical rejection probabilities are quite close to the analytical rejection probabilities. This demonstrates that the local power provides a good approximation to the actual power.
In Table 2 , the most striking result is that the OLS test has very high power even for values of very close to unity such as = 0:99. According to the analytical results in Section 3.1, this will be the case unless the variability of the variable of interest is dominated by the variability of the individual-speci…c term. This is also the main conclusion from the simulation studies in the papers by Hall & Mairesse (2005) see that the empirical power is quite close to the analytical power except for the OLS test with 2 = 10.
As explained in Section 3.1, this is to be expected.
Conclusions
In this paper we have investigated the performance of some of the unit root tests in micro-panels which have been suggested in the literature. To do this we have derived the asymptotic power of the tests under local alternatives. One of the main …ndings is that the initial values are very important for the performance of the tests. This result also holds for unit root tests in single time series and macro-panels.
The results show that the OLS unit root test is a very powerful when the variation of the initial deviation from the mean stationary level is high and in fact the local power is increasing in the parameter describing this feature. However, this test is not invariant with respect to adding individual-speci…c means to all variables and the results show that its power can be very low when the variation in the individual-speci…c means is high. The Breitung-Meyer test and the Harris-Tzavalis test are invariant with respect to this type of transformation and another main …nding is that the local power of the Breitung-Meyer test is always higher than the local power of the Harris-Tzavalis test. Since the Harris-Tzavalis test relies on rather strong assumptions such as the error terms having homoskedastic variances over term in order to perform the bias adjustment the results show that the Breitung-Meyer test is to be preferred. This result is con…rmed by …ndings from macro-panels, see Moon, Perron & Phillips (2007) .
In future research it would be interesting to investigate whether and under which conditions the tests considered in this paper are optimal by deriving the local power of optimal tests. This could be done in a more general framework where the AR parameter can di¤er across cross-section units under the alternative hypothesis. Results from macro-panels suggest that in this case some of the test considered here might be optimal (the OLS test without incidental intercepts and the Breitung-Meyer test with incidental intercepts), see Moon, Perron & Phillips (2007) . These results are also interesting in relation to the type of panel data unit root test suggested by Im, Pesaran & Shin (2003) . Their test statistic is based on the cross-section average of individual-speci…c Dickey-Fuller test statistics as opposed to the pooled test statistics considered here in this paper. In macro-panels the Im-Peseran-Shin test appears to have substantially lower power than the optimal tests and that might also be the case in micro-panels. 10 250 1.000 (1.000) 0.999 (1.000) 1.000 (1.000) 1.000 (1.000) 0.900 10 500 1.000 (1.000) 1.000 (1.000) 1.000 (1.000) 1.000 (1.000) 0.900 15 100 1.000 (1.000) 1.000 (1.000) 1.000 (1.000) 0.998 (1.000) 0.900 15 250 1.000 (1.000) 1.000 (1.000) 1.000 (1.000) 1.000 (1.000) 0.900 15 500 1.000 (1.000) 1.000 (1.000) 1.000 (1.000) 1.000 (1.000) 10 500 1.000 (1.000) 1.000 (1.000) 1.000 (1.000) 0.999 (1.000) 0.900 15 100 1.000 (1.000) 1.000 (1.000) 1.000 (0.999) 0.965 (0.962) 0.900 15 250 1.000 (1.000) 1.000 (1.000) 1.000 (1.000) 1.000 (1.000) 0.900 15 500 1.000 (1.000) 1.000 (1.000) 1.000 (1.000) 1.000 (1.000) 
A.1 Preliminary lemmas and results
Lemma 1 Under the local-to-unity sequence for given by N = 1 c=N k for k; c > 0 the following
Proof: The binomial formula yields
and the results follow directly.
For 1 < 1 the following expression for y it is obtained by recursive substitution in (1) y it = 1 t i + t y i0 + t 1 " i1 + ::: + " it for t = 1; :::; T
Inserting the expression for the initial value given in Assumption 3 yields
Using stacked notation equation (1) can be expressed as
Expressions for the regressor y i; 1 and the regression error v i are given by
where T is a T 1 vector of ones and C T ( ) is the T T matrix and A T ( ) is the T 1 vector de…ned as C T ( ) = In the following we will use notation like y i; 1 ( ) and u i ( ) to indicate that these variables depend on the value of the parameter . In Lemma 2 below we provide results that are used to prove the propositions in Section 3.1-3.3.
Lemma 2 
PART B: If the following hold for the sequence N
PART C: Let N be a sequence such that p N ( N 1) = O (1) and let^ be a sample statistic such that
Proof:
PART A: We have that
The Law of Large Numbers together with the condition in (47) imply that the …rst term in the second line of the expression above converges in probability to m XX as N ! 1. Together with the assumption about existence of fourth order moments the condition in (47) is su¢ cient to give this result. Using the same arguments the last two terms in the second line of the expression above converge in probability to zero as N ! 1 since their means converge to zero according to the conditions in (48)- (49). Altogether this proves that
PART B: We have that
The Central Limit Theorem and the Law of Large Numbers together with the conditions in (51)- (56) and the existence of fourth order moments give
In particular, the conditions in (53)-(54) together with independency across i imply the following which give the result in (64)
Altogether this proves that
PART C: We use the following de…nitionŝ
We have thatV
This follows since the terms x i ( ) and u i ( ) have …nite fourth order moments together with the as-
A.2 Proofs of the propositions in Section 3.1: OLS
Using the equation in (9) we have that
Proposition 1 now follows by the results in Lemma 3 below.
Lemma 3 Under Assumption 1-4 and the local-to-unity sequence for given by N = 1 c= p N for c 0 and when is …xed, then the following results hold
Under Assumption 1-4 and the local-to-unity sequence for N given by N = 1 c=N for c 0 and when
Proof of Lemma 3:
The following results will be used below
The …rst part of Lemma 3 follows by using Lemma 2 with the following de…nitions of x i ( ) and u i ( )
where expressions for y i; 1 and u i are given in equations (44)- (45). This gives that
The sequences x i ( ) and u i ( ) are both independent across i with …nite fourth order moments.
We prove the result in (74) by using Part A in Lemma 2. We have the following
where we have used that i ; " i0 and " i are independent of each other with mean zero. We also have that for all
This means that the conditions in Part A of Lemma 2 are satis…ed such that
This proves the result in (74).
We prove the result in (75) by using Part B in Lemma 2. The mean and variance of x i (1) 0 u i (1) are given by
such that
In addition we have the following results concerning means
For the variances we have the following
Var (
This holds since
where the inequality sign in the expression above follows by Schwarz's inequality and the equality sign follows by using that for
The result in (96) follows by using similar arguments. This means that the conditions in Part B of Lemma 2 are satis…ed such that
This proves the result in (75).
The second part of Lemma 3 follows by repeating the steps above but with the following de…nitions of x i ( N ) and u i ( N )
We have that
Such that
This proves the result in (76). Using that x i ( ) and u i ( ) are independent for all values of we have
Altogether this implies that
which proves the result in (77).
Proof of Proposition 2:
Part C in Lemma 2 immediately implies thatV OLS (k) is a consistent estimator as N ! 1 of the variance in the limiting distribution of N k (^ OLS N ) when N is local-to-unity. Then using the expression for t OLS in (13) we have that
Proposition 2 now follows by the results already obtained.
A.3 Proofs of the propositions in Section 3.2: Breitung-Meyer
Using the expressions for y i; 1 and v i given in (44)-(45) we have that
Using the equation in (17) we have 
Proof of Lemma 4:
In the following we will use that
where the T 1 vectorÃ T is de…ned asÃ T = (0; 1; 2; :::; T 1) 0 .
We use the following speci…cations
It follows immediately that
We also have
gether this gives the result in (113) according to Part A of Lemma 2.
In order to prove the result in (114) we will show that the conditions in Part B of Lemma 2 are satis…ed.
where we have used that
Altogether by Part B of Lemma 2 this proves the result in (114).
Proof of Proposition 4:
Part C in Lemma 2 immediately implies thatV 0 is a consistent estimator as N ! 1 of the variance in the limiting distribution of p N (^ 0 N ) when N is local-to-unity. Then using the expressions for t 0 and t 0 we have that 
Proposition 4 now follows by the results already obtained.
A.4 Proofs of the propositions in Section 3.3: Harris-Tzavalis
Using the expressions for y i; 1 and v i given in (44)- (45) and that Q T T = 0 we have 
Proof of Lemma 5:
The following results will be used below 
Using the equation in (134) we have the following
with
u i (1) = Q T " i + 3 T + 1 Q T C T (1) " i (154)
The sequences x i ( N ) and u i ( N ) are both independent across i with …nite fourth order moments.
We have the following
(T 1) (T + 1) 6 as N ! 1 (157) and also
Altogether this gives the result in (135) according to Part A of Lemma 2.
We prove (136) by showing that the conditions in Part B of Lemma 2 are satis…ed. We have the following
The following results can be found in Harris & Tzavalis (1999) E " 
This gives that
Var x i (1) 0 u i (1) = E "
where g 1 and g 2 are de…ned in Lemma 5. This implies that
Var x i (1) 0 u i (1) ! g 1 m 4 + g 2 4" as N ! 1
For the …rst mean term we have that
For the second mean term we have that
For the variance terms we have that
Altogether this gives the result in ( 
Proposition 6 now follows by the results already obtained.
