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Abstract—Training a deep convolutional neural network
(CNN) from scratch is difficult because it requires a large amount
of labeled training data and a great deal of expertise to ensure
proper convergence. A promising alternative is to fine-tune a
CNN that has been pre-trained using, for instance, a large set
of labeled natural images. However, the substantial differences
between natural and medical images may advise against such
knowledge transfer. In this paper, we seek to answer the following
central question in the context of medical image analysis: Can the
use of pre-trained deep CNNs with sufficient fine-tuning eliminate
the need for training a deep CNN from scratch? To address this
question, we considered 4 distinct medical imaging applications
in 3 specialties (radiology, cardiology, and gastroenterology)
involving classification, detection, and segmentation from 3 dif-
ferent imaging modalities, and investigated how the performance
of deep CNNs trained from scratch compared with the pre-
trained CNNs fine-tuned in a layer-wise manner. Our experiments
consistently demonstrated that (1) the use of a pre-trained CNN
with adequate fine-tuning outperformed or, in the worst case,
performed as well as a CNN trained from scratch; (2) fine-tuned
CNNs were more robust to the size of training sets than CNNs
trained from scratch; (3) neither shallow tuning nor deep tuning
was the optimal choice for a particular application; and (4) our
layer-wise fine-tuning scheme could offer a practical way to reach
the best performance for the application at hand based on the
amount of available data.
Index Terms—carotid intima-media thickness; computer-aided
detection; convolutional neural networks; deep learning; fine-
tuning; medical image analysis; polyp detection; pulmonary
embolism detection; video quality assessment.
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I. INTRODUCTION
Convolutional neural networks (CNNs) have been used in
the field of computer vision for decades [1]–[3]. However,
their true value had not been discovered until the ImageNet
competition in 2012, a success that brought about a revolution
through the efficient use of graphics processing units (GPUs),
rectified linear units, new dropout regularization, and effective
data augmentation [3]. Acknowledged as one of the top 10
breakthroughs of 2013 [4], CNNs have once again become a
popular learning machine, now not only within the computer
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vision community but across various applications ranging from
natural language processing to hyperspectral image processing
and to medical image analysis. The main power of a CNN lies
in its deep architecture [5]–[8], which allows for extracting a
set of discriminating features at multiple levels of abstraction.
However, training a deep CNN from scratch (or full train-
ing) is not without complications [9]. First, CNNs require
a large amount of labeled training data—a requirement that
may be difficult to meet in the medical domain where expert
annotation is expensive and the diseases (e.g., lesions) are
scarce in the datasets. Second, training a deep CNN requires
extensive computational and memory resources, without which
the training process would be extremely time-consuming.
Third, training a deep CNN is often complicated by overfitting
and convergence issues, whose resolution frequently requires
repetitive adjustments in the architecture or learning parame-
ters of the network to ensure that all layers are learning with
comparable speed. Therefore, deep learning from scratch can
be tedious and time-consuming, demanding a great deal of
diligence, patience, and expertise.
A promising alternative to training a CNN from scratch
is to fine-tune a CNN that has been trained using a large
labeled dataset from a different application. The pre-trained
models have been applied successfully to various computer
vision tasks as a feature generator or as a baseline for
transfer learning [10]–[12]. Herein, we address the following
central question in the context of medical image analysis: Can
the use of pre-trained deep CNNs with sufficient fine-tuning
eliminate the need for training a deep CNN from scratch?
This is an important question because training deep CNNs
from scratch may not be practical, given the limited labeled
data in medical imaging. To answer this central question,
we conducted an extensive set of experiments for 4 medi-
cal imaging applications: 1) polyp detection in colonoscopy
videos, 2) image quality assessment in colonoscopy videos,
3) pulmonary embolism detection in computed tomography
(CT) images, and 4) intima-media boundary segmentation in
ultrasonographic images. We have chosen these applications to
represent the most common clinically used imaging modality
systems (i.e., CT, ultrasonography, and optical endoscopy) and
the most common medical image analysis tasks (i.e., lesion
detection, image segmentation, and image classification). For
each application, we compared the performance of the pre-
trained CNNs through fine-tuning with that of the CNNs
trained from scratch entirely based on medical imaging data.
We also compared the performance of the CNN-based systems
with their corresponding handcrafted counterparts.
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2II. RELATED WORKS
Applications of CNNs in medical image analysis can be
traced to the 1990s, when they were used for computer-
aided detection of microcalcifications in digital mammography
[13], [14] and computer-aided detection of lung nodules in
CT datasets [15]. With revival of CNNs owing to the de-
velopment of powerful GPU computing, the medical imaging
literature has witnessed a new generation of computer-aided
detection systems that show superior performance. Examples
include automatic polyp detection in colonoscopy videos [16]
[17], computer-aided detection of pulmonary embolism (PE)
in CT datasets [18], automatic detection of mitotic cells
in histopathology images [19], computer-aided detection of
lymph nodes in CT images [20], and computer-aided anatomy
detection in CT volumes [21]. Applications of CNNs in
medical image analysis are not limited to only computer-aided
detection systems, however. CNNs have recently been used
for carotid intima-media thickness measurement in ultrasound
images [22], pancreas segmentation in CT images [23], brain
tumor segmentation in magnetic resonance imaging (MRI)
scans [24], multimodality isointense infant brain image seg-
mentation [25], neuronal membrane segmentation in electron
microscopy images [26], and knee cartilage segmentation in
MRI scans [27].
One important aspect of CNNs is the “transferability”
of knowledge embedded in the pre-trained CNNs. Recent
research conducted by Azizpour et al. [11] suggests that
the success of knowledge transfer depends on the distance,
or dissimilarity, between the database on which a CNN is
trained and the database to which the knowledge is to be
transferred. Although the distance between natural image and
medical imaging databases is considerable, recent studies show
the potential for knowledge transfer to the medical imaging
domain.
The recent research on transfer learning in medical imaging
can be categorized into two groups. The first group [28]–[30]
consists of works wherein a pre-trained CNN is used as a
feature generator. Specifically, the pre-trained CNN is applied
to an input image and then the CNN outputs (features) are
extracted from a certain layer of the network. The extracted
features are then used to train a new pattern classifier. For
instance, in [28], pre-trained CNNs were used as a feature
generator for chest pathology identification. A similar study
[29] by Ginneken et al. showed that although the use of
pre-trained CNNs could not outperform a dedicated nodule
detection system, the integration of CNN-based features with
the handcrafted features enabled improved performance.
The second group [31]–[36] consists of works wherein a
pre-trained CNN is adapted to the application at hand. For
instance, in [33], the fully connected layers of a pre-trained
CNN were replaced with a new logistic layer, and then the
labeled data were used to train only the appended layer while
keeping the rest of the network the same. This treatment
yielded promising results for classification of unregistered
multiview mammogram. Chen et al. [32] suggested the use of
a fine-tuned pre-trained CNN for localizing standard planes in
ultrasound images. In [35], the authors fine-tuned all layers of
a pre-trained CNN for automatic classification of interstitial
lung diseases. They also suggested an attenuation rescale
scheme to convert 1-channel CT slices to RGB-like images
needed for tuning the pre-trained model. Shin et al. [34] used
fine-tuned pre-trained CNNs to automatically map medical
images to document-level topics, document-level sub-topics,
and sentence-level topics. In [36], fine-tuned pre-trained CNNs
were used to automatically retrieve missing or noisy cardiac
acquisition plane information from magnetic resonance imag-
ing and predict the five most common cardiac views. Different
from the previous approaches, Schlegl et al. [31] considered
the fine-tuning of an unsupervised network. They explored
unsupervised pre-training of CNNs to inject information from
sites or image classes for which no annotations were available,
and showed that such across site pre-training improved clas-
sification accuracy compared to random initialization of the
model parameters.
III. CONTRIBUTIONS
In this paper, we systematically study knowledge transfer
to medical imaging applications, making the following contri-
butions:
• We demonstrated how fine-tuning a pre-trained CNN in
a layer-wise manner leads to incremental performance
improvement. This approach distinguishes our work from
[28]–[30], which downloaded the features from the fully
connected layers of a pre-trained CNN and then trained a
separate pattern classifier. Our approach also differs from
[31]–[33] wherein the entire pre-trained CNN underwent
fine-tuning.
• We analyzed how the availability of training samples
influences the choice between pre-trained CNNs and
CNNs trained from scratch. To our knowledge, this issue
has not yet been systematically addressed in the medical
imaging literature.
• We compared the performance of pre-trained CNNs, not
only against handcrafted approaches but also against
CNNs trained from scratch using medical imaging data.
This analysis is in contrast to [28], [29], who pro-
vided only limited performance comparisons between
pre-trained CNNs and handcrafted approaches.
• We presented consistent results with conclusive outcomes
for 4 distinct medical imaging applications involving
classification, detection, and segmentation in 3 different
medical imaging modalities, which add substantially to
the state of the art where conclusions are based solely on
1 medical imaging application.
IV. CONVOLUTIONAL NEURAL NETWORKS (CNNS)
CNNs are so-named because of the convolutional layers in
their architectures. Convolutional layers are responsible for
detecting certain local features in all locations of their input
images. To detect local structures, each node in a convolutional
layer is connected to only a small subset of spatially connected
neurons in the input image channels. To enable the search
for the same local feature throughout the input channels, the
3connection weights are shared between the nodes in the convo-
lutional layers. Each set of shared weights is called a kernel,
or a convolution kernel. Thus, a convolutional layer with n
kernels learns to detect n local features whose strength across
the input images is visible in the resulting n feature maps. To
reduce computational complexity and achieve a hierarchical
set of image features, each sequence of convolution layers
is followed by a pooling layer, a workflow reminiscent of
simple and complex cells in the primary visual cortex [37].
The max pooling layer reduces the size of feature maps by
selecting the maximum feature response in overlapping or non-
overlapping local neighborhoods, discarding the exact location
of such maximum responses. As a result, max pooling can
further improve translation invariance. CNNs typically consist
of several pairs of convolutional and pooling layers, followed
by a number of consecutive fully connected layers, and finally
a softmax layer, or regression layer, to generate the desired
outputs. In more modern CNN architectures, computational
efficiency is achieved by replacing the pooling layer with a
convolution layer with a stride larger than 1.
Similar to multilayer perceptrons, CNNs are trained with
the back-propagation algorithm by minimizing the following
cost function with respect to the unknown weights W :
L = − 1|X|
|X|∑
i
ln(p(yi|Xi)) (1)
where |X| denotes the number of training images, Xi denotes
the ith training image with the corresponding label yi, and
p(yi|Xi) denotes the probability by which Xi is correctly
classified. Stochastic gradient descent is commonly used for
minimizing this cost function, where the cost over the entire
training set is approximated with the cost over mini-batches
of data. If W tl denotes the weights in l
th convolutional layer
at iteration t, and Lˆ denotes the cost over a mini-batch of size
N , then the updated weights in the next iteration are computed
as follows:
γt = γb tN|X|c
V t+1l = µV
t
l − γtαl
∂Lˆ
∂Wl
W t+1l =W
t
l + V
t+1
l (2)
where αl is the learning rate of the lth layer, µ is the
momentum that indicates the contribution of the previous
weight update in the current iteration, and γ is the scheduling
rate that decreases learning rate α at the end of each epoch.
V. FINE-TUNING
The iterative weight update in Eq. 2 begins with a set of ran-
domly initialized weights. Specifically, before the commence-
ment of the training phase, weights in each convolutional layer
of a CNN are initialized by values randomly sampled from
a normal distribution with a zero mean and small standard
deviation. However, considering the large number of weights
in a CNN and the limited availability of labeled data, the
iterative weight update, starting with a random weight ini-
tialization, may lead to an undesirable local minimum for the
cost function. Alternatively, the weights of the convolutional
layers can be initialized with the weights of a pre-trained CNN
with the same architecture. The pre-trained net is generated
with a massive set of labeled data from a different application.
Training a CNN from a set of pre-trained weights is called fine-
tuning and has been used successfully in several applications
[10]–[12].
Fine-tuning begins with copying (transferring) the weights
from a pre-trained network to the network we wish to train.
The exception is the last fully connected layer whose number
of nodes depends on the number of classes in the dataset. A
common practice is to replace the last fully connected layer
of the pre-trained CNN with a new fully connected layer that
has as many neurons as the number of classes in the new
target application. In our study, we deal with 2-class and 3-
class classification tasks; therefore, the new fully connected
layer has 2 or 3 neurons depending on the application under
study. After the weights of the last fully connected layer are
initialized, the new network can be fine-tuned in a layer-wise
manner, starting with tuning only the last layer, then tuning
all layers in a CNN.
Consider a CNN with L layers where the last 3 layers are
fully connected layers. Also let αl denote the learning rate of
the lth layer in the network. We can fine-tune only the last
(new) layer of the network by setting αl = 0 for l 6= L. This
level of fine-tuning corresponds to training a linear classifier
with the features generated in layer L−1. Likewise, the last 2
layers of the network can be fine-tuned by setting αl = 0 for
l 6= L,L− 1. This level of fine-tuning corresponds to training
an artificial neural network with 1 hidden layer, which can
be viewed as training a nonlinear classifier using the features
generated in layer L−2. Similarly, fine-tuning layers L, L−1,
and L − 2 are essentially equivalent to training an artificial
neural network with 2 hidden layers. Including the previous
convolution layers in the update process further adapts the pre-
trained CNN to the application at hand but may require more
labeled training data to avoid overfitting.
In general, the early layers of a CNN learn low level image
features, which are applicable to most vision tasks, but the
late layers learn high-level features, which are specific to the
application at hand. Therefore, fine-tuning the last few layers is
usually sufficient for transfer learning. However, if the distance
between the source and target applications is significant, one
may need to fine-tune the early layers as well. Therefore, an
effective fine-tuning technique is to start from the last layer and
then incrementally include more layers in the update process
until the desired performance is reached. We refer to tuning
the last few convolutional layers as “shallow tuning” and we
consider tuning all the convolutional layers as “deep tuning”.
We would like to note that the suggested fine-tuning scheme
differs from [10], [12] wherein the network remains the same
and serves as a feature generator, and also differs from [11]
wherein the entire network undergoes fine-tuning at once.
VI. APPLICATIONS AND RESULTS
4TABLE I: The AlexNet architecture used in our experiments. Of note, C is the number of classes, which is 3 for intima-media
interface segmentation and is 2 for colonoscopy frame classification, polyp detection, and pulmonary embolism detection.
layer type input kernel stride pad output
data input 3x227x227 N/A N/A N/A 3x227x227
conv1 convolution 3x227x227 11x11 4 0 96x55x55
pool1 max pooling 96x55x55 3x3 2 0 96x27x27
conv2 convolution 96x27x27 5x5 1 2 256x27x27
pool2 max pooling 256x27x27 3x3 2 0 256x13x13
conv3 convolution 256x13x13 3x3 1 1 384x13x13
conv4 convolution 384x13x13 3x3 1 1 384x13x13
conv5 convolution 384x13x13 3x3 1 1 256x13x13
pool5 max pooling 256x13x13 3x3 2 0 256x6x6
fc6 fully connected 256x6x6 6x6 1 0 4096x1
fc7 fully connected 4096x1 1x1 1 0 4096x1
fc8 fully connected 4096x1 1x1 1 0 Cx1
TABLE II: Learning parameters used for training and fine-tuning of AlexNet in our experiments. µ is the momentum, α is
the learning rate of the weights in each convolutional layer, and γ determines how α decreases over epochs. The learning
rate for the bias term is always set twice as large as the learning rate of the corresponding weights. Of note, “fine-tuned
AlexNet:layer1-layer2” indicates that all layers between and including these 2 layers undergo fine-tuning.
CNNs Parameters
µ αconv1 αconv2 αconv3 αconv4 αconv5 αfc6 αfc7 αfc8 γ
Fine-tuned AlexNet:conv1-fc8 0.9 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.01 0.95
Fine-tuned AlexNet:conv2-fc8 0.9 0 0.001 0.001 0.001 0.001 0.001 0.001 0.01 0.95
Fine-tuned AlexNet:conv3-fc8 0.9 0 0 0.001 0.001 0.001 0.001 0.001 0.01 0.95
Fine-tuned AlexNet:conv4-fc8 0.9 0 0 0 0.001 0.001 0.001 0.001 0.01 0.95
Fine-tuned AlexNet:conv5-fc8 0.9 0 0 0 0 0.001 0.001 0.001 0.01 0.95
Fine-tuned AlexNet:fc6-fc8 0.9 0 0 0 0 0 0.001 0.001 0.01 0.95
Fine-tuned AlexNet:fc7-fc8 0.9 0 0 0 0 0 0 0.001 0.01 0.95
Fine-tuned AlexNet:only fc8 0.9 0 0 0 0 0 0 0 0.01 0.95
AlexNet scratch 0.9 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.95
In our study, we considered 4 different medical imaging
applications from 3 imaging modality systems. We study the
performance of polyp detection and PE detection using a
free-response operating characteristic (FROC) analysis, an-
alyze the performance of frame classification by means of
an ROC analysis, and evaluate the performance of boundary
segmentation through a boxplot analysis. To perform statistical
comparisons, we have computed the error bars corresponding
to 95% confidence intervals for both ROC and FROC curves
according to the method suggested in [38]. The error bars
enable us to compare each pair of performance curves at
multiple operating points from a statistical perspective. Specif-
ically, if the error bars of a pair of curves do not overlap at
a fixed false positive rate, then the two curves are statistically
different (p<.05) at the given operating point. An appealing
feature of this statistical analysis is that we can compare
the performance curves at a clinically acceptable operating
point rather than comparing the curves as a whole. While
we have discussed the statistical comparisons throughout the
paper, we have further summarized them in a number of
tables in supplementary material, which can be found in the
supplementary files/multimedia tab.
We used the Caffe library [39] for both training and fine-
tuning CNNs. For consistency and ease of comparison, we
used the AlexNet architecture for the 4 applications under
study. Training and fine-tuning of each AlexNet took approxi-
mately 2-3 hours depending on the size of the training set. To
ensure the proper convergence of each CNN, we monitored
the area under the receiver operating characteristic curve.
Specifically, for each experiment, we divided the training set
into a smaller training set with 80% of the training data and a
validation set with the remaining 20% of the training data
and then computed area under the curve on the validation
set. The training process was terminated when the highest
accuracy on the validation set was observed. All training was
performed using an NVIDIA GeForce GTX 980TI (6GB on-
board memory). The fully trained CNNs were initialized with
random weights sampled from Gaussian distributions. We also
experimented with other initialization techniques such as those
suggested in [40] and [41], but we observed no significant
performance gain after convergence, even though we noticed
varying speed of convergence using these initialization tech-
niques.
For both full training and fine-tuning scenarios, we used
a stratified training set of image patches where the positive
and negative classes were equally present. For this purpose,
we randomly down-sampled the majority (negative) class,
while keeping the minority class (positive) unchanged. For the
fine-tuning scenario, we used the pre-trained AlexNet model
provided in the Caffe library. The pre-trained AlexNet consists
5Fig. 1: Variations in shape and appearance of polyps in
colonoscopy videos.
of approximately 5 million parameters in the convolution
layers and about 55 million parameters in its fully connected
layers, and is trained using 1.2 million images labeled with
1000 semantic classes. The model used in our study is the
snapshot taken after 360,000 training iterations. As shown
in Table I, AlexNet begins with 2 pairs of convolutional
and pooling layers, mapping the 227x227 input images to
13x13 feature maps. This architecture then proceeds with a
sequence of 3 convolutional layers that efficiently implement
a convolutional layer with 9x9 kernels, yet with a larger degree
of nonlinearity. The sequence of convolutional layers is then
followed by a pooling layer and 3 fully connected layers. The
first fully connected layer can be viewed as a convolution layer
with 6x6 kernels and the other 2 fully connected layers as
convolutional layers with 1x1 kernels.
Table II summarizes the learning parameters used for train-
ing and fine-tuning of AlexNet in our experiments. The listed
parameters were tuned through an extensive set of trial and
error experiments. According to our exploratory experiments,
the learning rate and scheduling rate heavily influenced the
convergence of CNNs. A learning rate of 0.001 however
ensured proper convergence for all 4 applications. A smaller
learning rate slowed down convergence and a larger learning
rate often caused convergence failures. Our exploratory ex-
periments also indicated that the value of γ depended on the
speed of convergence. During a fast convergence, the learning
rate can be safely decreased after a few epochs, allowing for
the use of a small scheduling rate. However, during a slow
convergence, a larger scheduling rate is required to maintain a
relatively large learning rate. For all 4 applications, we found
γ = .95 to be a reasonable choice.
A. Polyp detection
Colonoscopy is the preferred technique for colon cancer
screening and prevention. The goal of colonoscopy is to
find and remove colonic polyps—precursors to colon cancer.
Polyps, as shown in Fig. 1, can appear with substantial
variations in color, shape, and size. The challenging appear-
ance of polyps can often lead to misdetection, particularly
during long and back-to-back colonoscopy procedures where
fatigue negatively affects the performance of colonoscopists.
Polyp miss-rates are estimated to be about 4% to 12% [43]–
[46]; however, a more recent clinical study [47] is suggestive
that this misdetection rate may be as high as 25%. Missed
polyps can lead to the late diagnosis of colon cancer with
an associated decreased survival rate of less than 10% for
metastatic colon cancer [48]. Computer-aided polyp detection
may enhance optical colonoscopy screening by reducing polyp
misdetection.
Several computer-aided detection (CAD) systems have
been suggested for automatic polyp detection in colonoscopy
videos. The early systems [49]–[51] relied on polyp color
and texture for detection. However, limited texture visibility
on the surface of polyps and large color variations among
polyps hindered the applicability of such systems. More recent
systems [52]–[56] relied on temporal information and shape
information to enhance polyp detection. Shape features proved
more effective than color and texture in this regard; however,
these features can be misleading without consideration of the
context in which the polyp is found. In our previous works
[57]–[59], culminated in [42], we attempted to overcome the
limitation of approaches based solely on polyp shape. Specifi-
cally, we suggested a handcrafted approach for combining the
shape and context information around the polyp boundaries
and demonstrated the superiority of this approach over the
other state-of-the-art methods.
For training and evaluation, we used our database of 40
short colonoscopy videos. Each colonoscopy frame in our
database comes with a binary ground truth image. We ran-
domly divided the colonoscopy videos into a training set con-
taining 3,800 frames with polyps and 15,100 frames without
polyps and into a test set containing 5,700 frames with polyps
and 13,200 frames without polyps. We applied our handcrafted
approach [42] to the training and test frames to obtain a set
of polyp candidates with the corresponding bounding boxes.
At each candidate location, given the available bounding box,
we extracted a set of image patches with data augmentation.
Specifically, for each candidate, we extracted patches at 3
scales by enlarging the corresponding bounding box by a
factor of 1.0x, 1.2x, and 1.5x. At each scale, we extracted
patches after we translated the candidate location by 10% of
the resized bounding box in horizontal and vertical directions.
We further rotated each resulting patch 8 times by horizontal
and vertical mirroring and flipping. We then labeled a patch as
positive if the underlying candidate fell inside the ground truth
for polyps; otherwise, the candidate was labeled as negative.
Because of the relatively large number of negative patches,
we collected a stratified set of 100,000 training patches for
training and fine-tuning the CNNs. During the test stage, all
test patches extracted from a polyp candidate were fed to the
trained CNN. We then averaged the probabilistic outputs of
the test patches at the candidate level and performed an FROC
analysis for performance evaluation.
Fig. 2(a) compares the FROC curve of our handcrafted ap-
proach with that of fine-tuned CNNs and a CNN trained from
scratch. To avoid clutter in the figure, we have shown only a
subset of representative FROC curves. Statistical comparisons
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Fig. 2: FROC analysis for polyp detection. (a) Comparison between incremental fine-tuning, training from scratch, and a
handcrafted approach [42]. (b) Effect of reduction in the training data on the performance of CNNs trained from scratch and
deeply fine-tuned CNNs.
between each pair of FROC curves at three operating points
are also presented in Table S1. The handcrafted approach
is significantly outperformed by all CNN-based scenarios
(p<.05). This result is probably because our handcrafted
approach used only geometric information to remove false-
positive candidates. For fine-tuning, the lowest performance
was obtained when only the last layer of AlexNet was updated
with colonoscopy data. However, fine-tuning the last two
layers (FT:fc7-fc8) achieved a significantly higher sensitivity
(p<.05) at nearly all operating points compared to the pre-
trained AlexNet with only 1 fine-tuned layer (FT:only fc8). We
also observed incremental performance improvement when we
included more convolutional layers in the fine-tuning process.
Specifically, the pre-trained CNN with shallow fine-tuning
(FT:fc7-fc8) was significantly outperformed by the pre-trained
CNNs with a moderate level of fine-tuning (FT:conv5,4,3-
fc8) at most of the operating points. Furthermore, the deeply-
tuned CNNs (FT:conv1,2-fc8) achieved a significantly higher
sensitivity than the pre-trained CNNs with a moderate level
of fine-tuning particularly at low false positive rates. Also, as
seen in Fig. 2(a), fine-tuning the last few convolutional layers
was sufficient to outperform an AlexNet model trained from
scratch in a low false positive setting.
The performance gap between fully trained AlexNet model
and their deeply fine-tuned counterparts becomes more evident
when fewer training samples are used for training and tuning.
To demonstrate this effect, we trained a CNN from scratch
and fine-tuned the entire AlexNet using 50% and 25% of the
entire training samples. We reduced training data at the video
level to exclude a fraction of unique polyps from the training
set. The results are shown in Fig. 2(b). With a 50% reduction
in training data, a significant performance gap was observed
between the CNN trained from scratch and the deeply fine-
tuned CNN. With a 25% reduction in the training data, the
fully trained CNN showed dramatic performance degradation,
but the deeply fine-tuned CNN still exhibited relatively high
Fig. 3: 5 different PEs in the standard 3-channel representation
and in our suggested 2-channel representation. PEs appear
more consistently in our representation. We use our PE rep-
resentation for the experiments presented herein because it
achieves greater classification accuracy and enables improved
convergence.
performance. These findings strongly favor the use of the fine-
tuning approach over full training of a CNN from scratch.
B. Pulmonary embolism detection
A PE is a blood clot that travels from a lower extremity
source to the lung, where it causes blockage of the pulmonary
arteries. The mortality rate of untreated PE may approach
30% [61], but it decreases to as low as 2% with early diagnosis
and appropriate treatment [62]. CT pulmonary angiography
(CTPA) is the primary means for PE diagnosis, wherein a
radiologist carefully traces each branch of the pulmonary
artery for any suspected PEs. CTPA interpretation is a time-
consuming task whose accuracy depends on human factors,
such as attention span and sensitivity to the visual character-
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Fig. 4: FROC analysis for pulmonary embolism detection. (a) Comparison between incremental fine-tuning, training from
scratch, and a handcrafted approach [60]. To avoid clutter in the figure, error bars are displayed for only a subset of plots.
A more detailed analysis is presented in Table S2. (b) Effect of reduction in the training data on the performance of CNNs
trained from scratch and deeply fine-tuned CNNs.
istics of PEs. CAD can have a major role in improving PE
diagnosis and decreasing the reading time of CTPA datasets.
We based our experiments on the PE candidates generated
by our previous work [60] and the image representation that
we suggested for PE in our recently published study [18].
Our candidate generation method is an improved version of
the tobogganing algorithm [63] that aims to find an embolus
as a dark region surrounded by a brighter background. Our
image representation consistently results in 2-channel image
patches, which capture PEs in cross-sectional and longitudinal
views of vessels (see Fig. 3). This unique representation
dramatically decreases the variability in the appearance of
PEs, enabling us to train more accurate CNNs. However,
since the AlexNet architecture receives color images as its
input, the 2-channel image patches must be converted to color
patches. For this purpose, we simply repeated the second
channel and produced 3-channel RGB-like image patches. The
resulting patches were then used for training and fine-tuning an
AlexNet. For performance comparison, we used a handcrafted
approach [60], which is arguably one of the most, if not the
most, accurate PE CAD system. The handcrafted approach
utilizes the same candidate generation method [60], but uses
vessel-based features along with Haralick [64] and wavelet-
based features for PE characterization, and finally uses a multi-
instance classifier for candidate classification.
For experiments, we used a database consisting of 121
CTPA datasets with a total of 326 PEs. We first applied the
tobogganing algorithm to obtain a crude set of PE candidates.
This application resulted in 6,255 PE candidates, of which
5,568 were false positives and 687 were true positives. The
number of true positives was far larger than the number of PEs
because the tobogganing algorithm can cast several candidates
for the same PE. We divided the collected candidates at the
patient level into a training set with 434 true positives (199
unique PEs) and 3,406 false positives, and a test set with 253
true positives (127 unique PEs) and 2,162 false positives. For
training the CNNs, we extracted patches of 3 different physical
sizes, resulting in 10 mm-, 15 mm-, and 20 mm-wide patches.
We also translated each candidate location along the direction
of the affected vessel 3 times, up to 20% of the physical
size of the patches. We further augmented the training dataset
by rotating the longitudinal and cross-sectional vessel planes
around the vessel axis, resulting in 5 additional variations for
each scale and translation. We formed a stratified training set
with 81,000 image patches for training and fine-tuning the
CNNs. For testing, we performed the same data augmentation
for each test candidate and then computed the overall PE
probability by averaging the probabilistic scores generated for
the data-augmented patches for each PE candidate.
For evaluation, we performed an FROC analysis by chang-
ing a threshold on the probabilistic scores generated for the
test PE candidates. Fig. 4(a) shows the FROC curves for the
handcrafted approach, a deep CNN trained from scratch, and
a subset of representative pre-trained CNNs that are fine-
tuned in a layer-wise manner. We have further summarized
statistical comparisons between each pair of FROC curves in
Table S2. As shown, the pre-trained CNN with two fine-tuned
layers (FT:fc7-fc8) achieved a significantly higher sensitivity
(p<0.05) than that of the pre-trained CNN with only one
fine-tuned layer (FT:only fc8). The improved sensitivity was
observed at most of the operating points. However, inclusion
of each new layer in the fine-tuning process resulted in only
marginal performance improvement, even though the accumu-
lation of such marginal improvements yielded a substantial
margin between the deeply fine-tuned CNNs and those with
1, 2, or 3 fine-tuned layers. Specifically, the deeply fine-tuned
CNN (FT:conv1-fc8) yielded significantly higher sensitivity
(p<0.05) than that of the pre-trained CNN with 2 fine-tuned
8Fig. 5: (a) An informative colonoscopy frame. (b,c,d) Ex-
amples of non-informative colonoscopy images. The non-
informative frames are usually captured during the rapid
motion of the scope or during wall contact.
layers (FT:fc7-fc8) at the majority of the operating points
shown in Fig. 4(a). At 3 false positives per volume, the deeply
fine-tuned CNN also achieved significantly higher sensitivity
(p<0.05) than that of the pre-trained CNN with three fine-
tuned layers (FT:fc7-fc8). From Fig. 4(a), it is also evident
that the deeply fine-tuned CNN yielded a non-significant
performance improvement over the handcrafted approach. This
is probably because the handcrafted approach is an accurate
system whose underlying features are specifically and incre-
mentally designed to remove certain types of false detections.
Yet, we find it interesting that an end-to-end learning machine
can learn such a sophisticated set of features with minimal
engineering effort. From Fig. 4(a), we also observed that the
deeply fine-tuned CNN performs on a par with the CNN
trained from scratch.
We further analyzed how the size of training samples
influences the competitive performance between the CNN
trained from scratch and the deeply fine-tuned CNN. For this
purpose, we reduced the training samples at the PE-level to
50% and 25%. The results are shown in Fig. 4(b). With a
50% reduction in training data, a significant performance gap
was observed between the CNN trained from scratch and
the deeply tuned CNN in all the operating points. With a
25% reduction in the training data, we observed a decrease
in the overall performance of both CNNs with a smaller yet
significant gap between the two curves in most of the operating
points. These findings not only favor the use of a deeply
fine-tuned CNN but also underscore the importance of large
training sets for effective training and fine-tuning of CNNs.
C. Colonoscopy frame classification
Image quality assessment can have a major role in objective
quality assessment of colonoscopy procedures. Typically, a
colonoscopy video contains a large number of non-informative
images with poor colon visualization that are not suitable for
inspecting the colon or performing therapeutic actions. The
larger the fraction of non-informative images in a video, the
lower the quality of colon visualization, and thus the lower
the quality of colonoscopy. Therefore, one way to measure the
quality of a colonoscopy procedure is to monitor the quality
of the captured images. Such quality assessment can be used
during live procedures to limit low-quality examinations or in
a post-processing setting for quality monitoring purposes.
Technically, image quality assessment at colonoscopy can
be viewed as an image classification task whereby an input
image is labeled as either informative or non-informative.
Fig. 5 shows examples of non-informative and informative
colonoscopy frames. In our previous work [65], we suggested
a handcrafted approach based on local and global features that
were pooled from the image reconstruction error. We showed
that our handcrafted approach outperformed the other major
methods [66], [67] for quality assessment in colonoscopy
videos. In the current effort, we explored the use of deep CNNs
as an alternative to a carefully engineered method. Specifically,
we compared the performance of our handcrafted approach
with that of a deep CNN trained from scratch and a pre-trained
CNN that was fine-tuned using the labeled colonoscopy frames
in a layer-wise manner..
For experiments, we used 6 complete colonoscopy videos.
Considering the expenses associated with annotation of all
video frames, we instead sampled each colonoscopy video
by selecting 1 frame from every 5 seconds of each video
and thereby removed many similar colonoscopy frames. The
resulting set was further refined to create a balanced dataset
of 4,000 colonoscopy images in which both informative and
non-informative classes were represented equally. A trained
expert then manually labeled the collected images as informa-
tive or non-informative. A gastroenterologist further reviewed
the labeled images for corrections. We divided the labeled
frames at the video-level into training and test sets, each
containing approximately 2,000 colonoscopy frames. For data
augmentation, we extracted 200 sub-images of size 227x227
pixels from random locations in each 500x350 colonoscopy
frame, resulting in a stratified training set with approximately
40,000 sub-images. During the test stage, the probability of
each frame being informative was computed as the average
probabilities assigned to its randomly cropped sub-images.
We used an ROC analysis for performance comparisons
between the CNN-based scenarios and handcrafted approach.
The results are shown in Fig. 6(a). To avoid clutter in the
figure, we have shown only a subset of representative ROC
curves. We have, however, summarized the statistical com-
parisons between all ROC curves at 10%, 15%, and 20%
false positive rates in Table S3. We observed that all CNN-
based scenarios significantly outperformed the handcrafted
approach in at least one of the above 3 operating points. We
also observed that fine-tuning the pre-trained CNN halfway
through the network (FT:conv4-fc8 and FT:conv5-fc8) not
only significantly outperformed shallow-tuning but also was
superior to a deeply fine-tuned CNN (FT:conv1-fc8) at 10%
and 15% false positive rates. This was probably because the
kernels learned in the early layers of the CNN were suitable
for image quality assessment and thus their fine-tuning was
unnecessary. Furthermore, while the CNN trained from scratch
outperformed the pre-trained CNN with shallow fine-tuning
(FT:only fc8), it was outperformed by the pre-trained CNN
with a moderate level of fine-tuning (FT:conv5-fc8). Therefore,
the fine-tuning scheme was superior to the full training scheme
from scratch.
To examine how the performance of CNNs changes with
respect to the size of the training data, we decreased the
number of training samples by factors of 1/10, 1/20, and 1/100.
Comparing these with other applications, we considered a
further reduction in the size of the training dataset because
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Fig. 6: ROC analysis for image quality assessment. (a) Comparison between incremental fine-tuning, training from scratch, and
a handcrafted approach [65]. (b) Effect of reduction in the training data on the performance of convolutional neural networks
(CNNs) trained from scratch vs deeply fine-tuned CNNs.
a moderate decrease did not influence the performance of
CNNs substantially. As shown in Fig. 6(b), both deeply fine-
tuned CNNs and fully trained CNN showed insignificant
performance degradation even when using 10% of the original
training set. However, further reduction in the size of the
training set substantially degraded the performance of fully
trained CNNs and, to a largely less extent, the performance of
deeply fine-tuned CNNs. The relatively high performance of
the deeply fine-tuned CNNs, even with a limited training set,
indicates the usefulness of the kernels learned from ImageNet
for colonoscopy frame classification.
D. Intima-media boundary segmentation
Carotid intima-media thickness (CIMT), a noninvasive ul-
trasonography method, has proven valuable for cardiovascular
risk stratification. The CIMT is defined as the distance between
the lumen-intima and media-adventitia interfaces at the far
wall of the carotid artery (Fig. 7). The CIMT measurement is
performed by manually tracing the lumen-intima and media-
adventitia interfaces in a region of interest (ROI), followed
by calculation of the average distance between the traced
interfaces. However, manual tracing of the interfaces is time-
consuming and tedious. Therefore, several methods [68]–
[71] have been developed to allow automatic CIMT image
interpretation. The suggested methods are more or less based
on handcrafted techniques whose performance may vary ac-
cording to image quality and the level of artifacts present
within the images.
We formulated this interface segmentation task as a 3-class
classification problem wherein the goal was to classify every
pixel in the ROI into 3 categories: a pixel on the lumen-
intima interface, a pixel on the media-adventitia interface, or a
non-interface pixel. For this classification problem, we trained
a 3-way CNN using the training patches collected from the
lumen-intima interface and media-adventitia interface, as well
Fig. 7: Intima media thickness (IMT) is measured within a
region of interest after the lumen-intima and media-adventitia
interfaces are segmented. For automatic interface segmenta-
tion, we trained a 3-way convolutional neural network whose
training patches were extracted from each of these interfaces
(highlighted in red and green) and far from the interfaces
(highlighted in gray).
as from other random locations far from the desired interfaces.
Fig. 7 illustrates how these patches are extracted from an
ultrasonography frame.
Fig. 8 shows how a CNN-based system traces the interfaces
for a given test ROI. The trained CNN is first applied to each
pixel within the test ROI in a convolutional manner, generating
10
Fig. 8: The test stage of lumen-intima and media-adventitia interface segmentation. (a) A test region of interest. (b) The
corresponding confidence map generated by the convolutional neural network. The green and red colors indicate the likelihood
of a lumen-intima interface and media-adventitia interface, respectively. (c) The thick probability band around each interface
is thinned by selecting the largest probability for each interface in each column. (d) The step-like boundaries are smoothed
using 2 open snakes. (e) Interface segmentation from the ground truth.
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Fig. 9: Box plots of segmentation error for (a) the lumen-intima interface and (b) the media-adventitia interface.
2 confidence maps of the same size as the ROI, with the first
map showing the probability of a pixel residing on the lumen-
intima interface and the second map showing the probability
of a pixel residing on the media-adventitia interface. For
visualization convenience, we merged these 2 confidence maps
into 1 color-coded confidence map in which the green and
red colors indicate the likelihood of being a lumen-intima
interface and a media-adventitia interface, respectively. As
shown in Fig. 8(b), the probability band of each interface is
too thick to accurately measure intima-media thickness. To
resolve this issue, we obtained thinner interfaces by scanning
the confidence map column by column to search for rows with
the maximum response for each of the 2 interfaces, yielding a
1-pixel boundary with a step-like shape around each interface,
as shown in Fig. 8(c). To smooth the boundaries, we used 2
active contour models (snakes) [72], one for the lumen-intima
interface and one for the media-adventitia interface. The open
snakes were initialized with the current step-like boundaries
and then kept deforming until they took the actual shapes of
the interfaces. Fig. 8(d) shows the converged snakes for the
test ROI. We computed intima-media thickness as the average
of the vertical distances between the 2 open snakes.
For the experiments, we used a database of 92 CIMT videos.
The expert reviews each video to determine 3 ROIs for which
the CIMT can be measured reliably. To create the ground truth,
lumen-intima and media-adventitia interfaces were annotated
as the consensus of 2 experts for each of the 276 ROIs.
We divided the ROIs at the subject-level into a training set
with 144 ROIs and a test set with 132 ROIs. For training
and fine-tuning the CNNs, we extracted a stratified set of
200,000 training patches from the training ROIs. Because
the AlexNet architecture used in our study required color
patches as its input, each extracted gray-scale patch was
converted to a color patch by repeating the gray channel
thrice. Note that we did not perform data augmentation for
the positive patches, for 2 reasons. First, 92x60 ROIs allow
us to collect a large number of patches around the lumen-
intima and media-adventitia interfaces, eliminating the need
for any further data augmentation. Second, given the relatively
small distance between the 2 interfaces, translation-based data
augmentation would inject a large amount of label noise,
which would negatively affect the convergence and the overall
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performance of the CNNs. In the test stage, we measured
the error of interface segmentation as the average distance
between the expert-annotated interfaces and those produced
by the systems. For a more detailed analysis, we measured
segmentation error for the lumen-intima and media-adventitia
interfaces separately.
Fig. 9 shows the box plots of segmentation error for each
interface. The whiskers were plotted according to Tukey
method. For easier quantitative comparisons, we have also
shown the average and standard deviation of the localiza-
tion error above each boxplot. The segmentation error for
the media-adventitia interface was generally greater than the
lumen-intima interface, which was expected because of the
relatively more challenging image characteristics of the media-
adventitia interface. For both interfaces, holding all the layers
fixed except the last layer (FT: only fc8) resulted in the
lowest performance, which was comparable to that of the
handcrafted approach [73]. However, inclusion of layer fc7
in the fine-tuning process (FT:fc7-fc8) led to a significant
decrease (p<.0001) in segmentation error for both interfaces.
The reduced localization error was also significantly lower (p<
.0001) than that of the handcrafted approach. We observed
another significant drop (p<.001) in the localization error of
both interfaces after fine-tuning layer fc6; however, this error
was still significantly larger (p<.001) than that of the deeply
fine-tuned AlexNet (FT:conv1-fc8). We observed a localization
error comparable to that of the deeply fine-tuned AlexNet
only after inclusion of layer conv5 in the fine-tuning process.
With deeper fine-tuning, we obtained only marginal decrease
in the localization error for both interfaces. Furthermore, the
localization error obtained by the deeply fine-tuned CNN
was significantly lower than that of the CNN trained from
scratch for media-adventitia interface (p<.05) and for Lumen-
intima interface (p<.0001), indicating the superiority of the
fine-tuning scheme over the training scheme from scratch.
Of note, we observed no significant performance degradation
for either deeply fine-tuned CNNs or fully trained CNNs,
even after reducing the training patches to a single patient.
This outcome resulted because each patient in our database
provided approximately 12 ROIs, which enabled the extraction
of a large number of distinct training patches that could be
used for training and for fine-tuning the deep CNNs.
VII. DISCUSSION
In this study, to ensure generalizability of our findings,
we considered 4 common medical imaging problems from 3
different imaging modality systems. Specifically, we chose PE
detection as representative of computer-aided lesion detection
in 3-dimensional volumetric images, polyp detection as repre-
sentative of computer-aided lesion detection in 2-dimensional
images, intima-media boundary segmentation as representative
of machine learning-based medical image segmentation, and
colonoscopy image quality assessment as representative of
medical image classification. These applications differ because
they require solving problems at different image scales. For in-
stance, although intima-media boundary segmentation and PE
detection may require the examination of a small sub-region
within the images, polyp detection and frame classification
demand far larger receptive fields. Therefore, we believe that
the chosen applications encompass a variety of applications
relevant to the field of medical imaging.
We thoroughly investigated the potential for fine-tuned
CNNs in the context of medical image analysis as an alterna-
tive to training deep CNNs from scratch. We performed our
analyses using both large training sets and reduced training
sets. When using complete datasets, we observed that shallow
tuning of the pre-trained CNNs most often led to a perfor-
mance inferior to CNNs trained from scratch, whereas with
deeper fine-tuning, we obtained performance comparable and
even superior to CNNs trained from scratch. The performance
gap between deeply fine-tuned CNNs and those trained from
scratch widened when the size of training sets was reduced,
which led us to conclude that fine-tuned CNNs should always
be the preferred option regardless of the size of training sets
available.
Another advantage of fine-tuned CNNs is the speed of
convergence. To demonstrate this advantage, we compare the
speed of convergence for a deeply fine-tuned CNN and a CNN
trained from scratch in Fig. 10. For a thorough comparison,
we used 3 different techniques to initialize the weights of
the fully trained CNNs: 1) a method commonly known as
Xavier, which was suggested in [40], 2) a revised version of
Xavier called MSRA, which was suggested in [41], and a basic
random initialization method based on Gaussian distributions.
In this analysis, we computed the AUC on the validation data
as a measure of convergence. Specifically, each snapshot of
the model was applied to the patches of the validation set
and then the classification performance was evaluated using an
ROC analysis. Because we dealt with a 3-class classification
problem for the ask of intimia-media boundary segmentation,
we merged the 2 interface classes into a positive class and
then computed the AUC for the resulting binary classification
(interface vs. background). As shown, the fine-tuned CNN
quickly reaches its maximum performance, but the CNNs
trained from scratch require longer training in order to reach
their highest performance. Furthermore, the use of different
initialization techniques led to different trends of convergence,
even though we observed no significant performance gain after
complete convergence except for PE detection.
We observed that the depth of fine-tuning is fundamental to
achieving accurate image classifiers. Although shallow tuning
or updating the last few convolutional layers is sufficient for
many applications in the field of computer vision to achieve
state-of-the-art performance, we discovered that a deeper level
of tuning is essential for medical imaging applications. For
instance, we observed a marked performance gain using deeply
fine-tuned CNNs, particularly for polyp detection and intima-
media boundary segmentation, probably because of the sub-
stantial difference between these applications and the database
with which the pre-trained CNN was constructed. However,
we did not observe a similarly profound performance gain
for colonoscopy frame classification, which we attribute to
the relative similarity between ImageNet and the colonoscopy
frames in our database. Specifically, both databases use high-
resolution images with similar low-level image information,
12
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Fig. 10: Convergence speed for a deeply fine-tuned CNN and CNNs trained from scratch with three different initialization
techniques.
which is why fine-tuning the late convolutional layers, which
have application-specific features, is sufficient to achieve high-
level performance for colonoscopy frame classification.
We based our experiments on the AlexNet architecture
because a pre-trained AlexNet model was available in the
Caffe library and that this architecture was deep enough that
we could investigate the impact of the depth of fine-tuning on
the performance of pre-trained CNNs. Alternatively, deeper
architectures—such as VGGNet and GoogleNet—could have
been used. Deeper architectures have recently shown relatively
high performance for challenging computer vision tasks, but
we do not anticipate a significant performance gain through the
use of deeper architectures for medical imaging applications.
We emphasize that the objective of this work was not to
achieve the highest performance for a number of different
medical imaging tasks but to examine the capabilities of fine-
tuning in comparison with the training scheme from scratch.
For these purposes, AlexNet is a reasonable architectural
choice.
We would like to acknowledge that the performance curves
reported for different models and applications may not be the
best that we could achieve for each experiment. This sub-
optimal performance is related to the choice of the hyper-
parameters of CNNs that can influence the speed of conver-
gence and final accuracy of a model. Although we attempted
to find the working values of these parameters, finding the
optimal values was not feasible given the large number of
CNNs studied in our paper and that training each CNN was
a time-consuming process even on the high-end GPUs. Nev-
ertheless, this issue may not change our overall conclusions
as the majority of the CNNs used in our comparisons are
pre-trained models that may be less affected by the choice of
hyper-parameters than the CNNs trained from scratch.
In this study, due to space constraints, we were not able
to cover all medical imaging modalities. For instance, we did
not study the performance of fine-tuning in MR images or
histopathology images, for which full training of CNNs from
scratch had shown promising performance. However, consid-
ering the successful knowledge transfer from natural images
to CT, ultrasound, and endoscopy applications, we surmise
that fine-tuning would succeed in other medical applications
as well. Furthermore, our study was focused on fine-tuning of
a pre-trained supervised model. However, a pre-trained unsu-
pervised model such as those obtained by restricted Boltzmann
machines (RBMs) or convolutional RBMs [74] could also be
considered, even though the availability of ImageNet database
with millions of labeled images from 1000 semantic classes
may make the use of a pre-trained supervised model a natural
choice for fine-tuning. Nevertheless, unsupervised models are
still useful for 1D signal processing due to the absence of
a large database of labeled 1D signals. For instance, fine-
tuning of an unsupervised model was used in [75] for acoustic
13
speech recognition and in [76] for detection of epilepsy in EEG
recordings.
VIII. CONCLUSION
In this paper, we aimed to address the following central
question in the context of medical image analysis: Can the
use of pre-trained deep CNNs, with sufficient fine-tuning,
eliminate the need for training a deep CNN from scratch? Our
extensive experiments, based on 4 distinct medical imaging
applications from 3 different imaging modality systems, have
demonstrated that deeply fine-tuned CNNs are useful for
medical image analysis, performing as well as fully trained
CNNs and even outperforming the latter when limited training
data are available. Our results are important because they
show that knowledge transfer from natural images to medical
images is possible, even though the relatively large difference
between source and target databases is suggestive that such
application may not be possible. We also have observed that
the required level of fine-tuning differed from one application
to another. Specifically, for PE detection, we achieved per-
formance saturation after fine-tuning the late fully connected
layers; for colonoscopy frame classification, we achieved the
highest performance through fine-tuning the late and middle
layers; and for interface segmentation and polyp detection, we
observed the highest performance by fine-tuning all layers in
the pre-trained CNN. Our findings suggest that for a particular
application, neither shallow tuning nor deep tuning may be
the optimal choice. Through the layer-wise fine-tuning, one
can learn the effective depth of tuning, as it depends on the
application at hand and the amount of labeled data available
for tuning. Layer-wise fine-tuning may offer a practical way
to achieve the best performance for the application at hand
based on the amount of available data. Our experiments
further confirm the potential of CNNs for medical imaging
applications because both deeply fine-tuned CNNs and fully
trained CNNs outperformed the corresponding handcrafted
alternatives.
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SUPPLEMENTARY MATERIAL
TABLE S1: Statistical comparisons between the FROC curves shown in Fig. 2 for polyp detection (level of significance is
α = 0.05). The curves are compared at 0.01 and .001 false positives per frame, because they coincide with the elbows of
the performance curves where they yield relatively higher sensitivity. A red cell indicates that a pair of curves are statistically
different in neither of the chosen operating point whereas a green cell indicates at which operating points a statistically
significant difference is observed.
FT:only
fc8
FT:fc7-fc8
FT:fc6-fc8
FT:conv5-fc8
FT:conv4-fc8
FT:conv3-fc8
FT:conv2-fc8
FT:conv1-fc8
A
lexN
et scratch
FT:only fc8
FT:fc7-fc8 10−2,−3
FT:fc6-fc8 10−2,−3
FT:conv5-fc8 10−2,−3 10−2,−3 10−2,−3
FT:conv4-fc8 10−2,−3 10−2,−3 10−2,−3
FT:conv3-fc8 10−2,−3 10−2,−3 10−2,−3 10−3
FT:conv2-fc8 10−2,−3 10−2,−3 10−2,−3 10−2,−3 10−2,−3 10−2,−3
FT:conv1-fc8 10−2,−3 10−2,−3 10−2,−3 10−2,−3 10−2,−3 10−2,−3
AlexNet scratch 10−2,−3 10−2 10−2,−3 10−2,−3 10−2,−3 10−3 10−3 10−2,−3
Handcrafted [42] 10−2,−3 10−2,−3 10−2,−3 10−2,−3 10−2,−3 10−2,−3 10−2,−3 10−2,−3 10−2,−3
TABLE S2: Statistical comparisons between the FROC curves shown in Fig. 4 for pulmonary embolism detection (level of
significance is α=0.05). Each cell presents a statistical comparison between a pair of FROC curves at 1, 2, 3, 4, and 5 false
positives per volume. A red cell indicates that the two curves are not statistically different at any of the five operating points,
but a green cell contains the operating points at which the two curves are statistically different.
FT:only
fc8
FT:fc7-fc8
FT:fc6-fc8
FT:conv5-fc8
FT:conv4-fc8
FT:conv3-fc8
FT:conv2-fc8
FT:conv1-fc8
A
lexN
et scratch
FT:only fc8
FT:fc7-fc8 2,3,4,5
FT:fc6-fc8 1,2,3,4,5
FT:conv5-fc8 1,2,3,4,5 1,2
FT:conv4-fc8 1,2,3,4,5 1,2,3
FT:conv3-fc8 1,2,3,4,5 1,2,3,5 1
FT:conv2-fc8 1,2,3,4,5 1,2,3,4,5
FT:conv1-fc8 1,2,3,4,5 1,2,3,4,5 3
AlexNet scratch 1,2,3,4,5 1,2,3
Handcrafted [60] 1,2,3,4,5 1,2,3,5
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TABLE S3: Statistical comparisons between the ROC curves shown in Fig. 6 for frame classification (level of significance is
α=0.05). Each cell presents a statistical comparison between a pair of ROC curves at false positive rate of 10%, 15%, and
20% (0.1, 0.15, and 0.2 on the horizontal axis). A red cell indicates that the two curves are not statistically different at any of
the two operating points, but a green cell contains the operating points at which the two curves are statistically different.
FT:only
fc8
FT:fc7-fc8
FT:fc6-fc8
FT:conv5-fc8
FT:conv4-fc8
FT:conv3-fc8
FT:conv2-fc8
FT:conv1-fc8
A
lexN
et scratch
FT:only fc8
FT:fc7-fc8 0.1
FT:fc6-fc8 0.1
FT:conv5-fc8 0.1,0.15
FT:conv4-fc8 0.1,0.15
FT:conv3-fc8 0.1,0.15
FT:conv2-fc8 0.1,0.15
FT:conv1-fc8 0.1,0.15
AlexNet scratch 0.1 0.1,0.15 0.1,0.15 0.15
Handcrafted [65] 0.2 0.1,0.15,0.2 0.1,0.15,0.2 0.1,0.15,0.2 0.1,0.15,0.2 0.1,0.15,0.2 0.1,0.15,0.2 0.1,0.15,0.2 0.15,0.2
TABLE S4: Statistical comparisons between the boxplots shown in Fig. 9. The p-values larger than 0.05 are highlighted in
red.
Lumen-intima interface
FT:only
fc8
FT:fc7-fc8
FT:fc6-fc8
FT:conv5-fc8
FT:conv4-fc8
FT:conv3-fc8
FT:conv2-fc8
FT:conv1-fc8
A
lexN
et scratch
FT:only fc8
FT:fc7-fc8 p<.0001
FT:fc6-fc8 p<.0001 p<.0001
FT:conv5-fc8 p<.0001 p<.0001 p<.001
FT:conv4-fc8 p<.0001 p<.0001 p<.0001 0.5808
FT:conv3-fc8 p<.0001 p<.0001 p<.0001 0.0638 0.0758
FT:conv2-fc8 p<.0001 p<.0001 p<.0001 0.2501 0.3570 0.2284
FT:conv1-fc8 p<.0001 p<.0001 p<.0001 0.4183 0.5491 0.4650 0.9530
AlexNet scratch p<.0001 p<.0001 0.7829 p<.05 p<.0001 p<.0001 p<.0001 p<.0001
handCrafted 0.8148 p<.0001 p<.0001 p<.0001 p<.0001 p<.0001 p<.0001 p<.0001 p<.0001
Media-adventitia interface
FT:only
fc8
FT:fc7-fc8
FT:fc6-fc8
FT:conv5-fc8
FT:conv4-fc8
FT:conv3-fc8
FT:conv2-fc8
FT:conv1-fc8
A
lexN
et scratch
FT:only fc8
FT:fc7-fc8 p<.0001
FT:fc6-fc8 p<.0001 p<.0001
FT:conv5-fc8 p<.0001 p<.0001 p<.05
FT:conv4-fc8 p<.0001 p<.0001 p<.0001 p<.05
FT:conv3-fc8 p<.0001 p<.0001 p<.05 0.7904 p<.05
FT:conv2-fc8 p<.0001 p<.0001 p<.05 0.7160 p<.05 0.8854
FT:conv1-fc8 p<.0001 p<.0001 p<.001 0.2474 0.2456 0.2915 0.2313
AlexNet scratch p<.0001 p<.0001 0.3954 0.2106 p<.05 0.1369 0.0981 p<.05
handCrafted 0.5109 p<.0001 p<.0001 p<.0001 p<.0001 p<.0001 p<.0001 p<.0001 p<.0001
