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Abstract
Achieving the Bayes optimal binary classification rule subject to group fairness
constraints is known to be reducible, in some cases, to learning a group-wise
thresholding rule over the Bayes regressor. In this paper, we extend this result
by proving that, in a broader setting, the Bayes optimal fair learning rule remains
a group-wise thresholding rule over the Bayes regressor but with a (possible)
randomization at the thresholds. This provides a stronger justification to the
post-processing approach in fair classification, in which (1) a predictor is learned
first, after which (2) its output is adjusted to remove bias. We show how the
post-processing rule in this two-stage approach can be learned quite efficiently by
solving an unconstrained optimization problem. The proposed algorithm can be
applied to any black-box machine learning model, such as deep neural networks,
random forests and support vector machines. In addition, it can accommodate
many fairness criteria that have been previously proposed in the literature, such
as equalized odds and statistical parity. We prove that the algorithm is Bayes
consistent and motivate it, furthermore, via an impossibility result that quantifies
the tradeoff between accuracy and fairness across multiple demographic groups.
Finally, we conclude by validating the algorithm on the Adult benchmark dataset.
1 Introduction
Machine learning applications are being increasingly adopted to make life-critical decisions with an
ever-lasting impact on individual lives, such as for credit lending [1], medical applications [2], and
criminal justice [3]. Consequently, it is imperative to ensure that such automated decision-making
systems abstain from ethical malpractice, including “bias."
Unfortunately, despite the fact that bias (or “fairness") is a central concept in our society today, it
is difficult to define it in precise terms. In fact, because people perceive ethical matters differently
depending on their geographical location and culture [4], no universally-agreeable definition for bias
exists! Moreover, even within the same cultural group, bias may be defined differently according
to the application at hand and might even be ignored in favor of accuracy by some members of the
group when the stakes are high, such as for medical diagnosis [5, 6].
As such, it is not surprising to note that several definitions for “unbiased classifiers" have been
introduced in the literature. These include statistical parity [7, 8], equality of opportunity [9], and
equalized odds [5]. Unfortunately, such definitions are not generally mutually compatible [10, 5] and
some might even be in conflict with calibration [5]. In addition, because fairness is a societal concept,
it does not necessarily translate into a statistical criteria [10, 11].
In order to contrast the previous definitions of bias in the literature, let X be an instance space and
let Y = {0, 1} be the target set in a standard binary classification problem. In the fair classification
setting, we may further assume the existence of a (possibly randomized) sensitive attribute 1S : X →
{0, 1}, where 1S(x) indicates if an instance x ∈ X belongs to some sensitive class S ⊆ X . For
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example, X might correspond to the set of job applicants while S are the female applicants. Then, a
general theme among many popular definitions of bias is to fix a partitioning of the instance space
X = ∪kXk where Xk1 ∩Xk2 = ∅ for k1 6= k2 and require a balanced representation of the sensitive
class within some or all of the subsets Xk. Throughout this paper, we refer to the subsets Xk ⊆ X as
“groups." This brings us to the first definition:
Definition 1 (Conditional Statistical Parity). A classifier f : X → {0, 1} is said to be conditionally
unbiased in some group Xk ⊆ X with respect to a sensitive class S if C
(
f(x), 1S(x); x ∈ Xk
)
= 0,
where for any binary random variables a, b ∈ {0, 1}, C(a, b) .= E[a · b] − E[a] · E[b] is their
covariance, and C(a, b; c) is their covariance conditioned on c ∈ {0, 1}:
C(a, b; c = c) = E[a · b | c = c]− E[a | c = c] · E[b | c = c] (1)
A classifier f is said to be unbiased with respect to S across all groups {Xk}k=1,2,...,K if it is
conditionally unbiased with respect to S in each Xk separately.
We note that statistical parity corresponds to bias in the group X , equality of opportunity corresponds
to bias in the group X = {x ∈ X : y(x) = 1}, while equalized odds corresponds to bias in both
groups X and X \X simultaneously, where X is as defined previously. Obviously, countless other
possibilities exist depending on the choices of Xk.
Often, machine learning algorithms are required to treat multiple groups equally. For example, the US
Equal Credit Opportunity Act of 1974 [12] prohibits any discrimination based on gender, race, color,
religion, national origin, marital status, or age. In such case, Xk would correspond to a combination
of multiple attributes, such as “black Muslim females." This brings us to the second definition:
Definition 2 (Predictive Equality). A classifier f : X → {0, 1} is said to satisfy predictive equality
across all groups G = {X1, . . . , Xk} if for all Xk ∈ G, one has C
(
f(x), 1Xk(x)
)
= 0.
Both Definitions 1 and 2 are standard in the literature (see for instance [13] and the notion of “sub-
group fairness" in [14]). The difference between both definitions is that the probability of having
f(x) = 1 can vary in Definition 1 from one group to another as long as the sensitive class S is
well-represented within each group, respectively. In Definition 2, the probability that f(x) = 1 is
required to be the same across all groups without designating a sensitive class S.
Example 1. LetXk be the set of job applicants with country of origin k and S be the class of females.
Definition 1 is satisfied by an employer if for any country of origin k, the probability of hiring a
female candidate equals the probability of hiring a male candidate conditioned on both being in Xk,
even when some countries of origin are more preferred than others (such as citizens). Definition 2 is
satisfied if the probability of hiring a job applicant is independent of the country of origin.
Under certain assumptions, it has been shown that the optimal binary classification rule subject
to certain fairness constraints reduces to a group-wise thresholding rules over the Bayes regressor
η(x) = p(y = 1|x = x). This happens, for example, when maximizing a social utility score that
includes the cost of predicting the positive class (e.g. detaining individuals) and the positive regressor
has a positive density in the unit interval [13]. In this paper, we extend this result by proving that, in
a broader setting with relaxed assumptions, the Bayes optimal fair learning rule that minimizes the
0-1 misclassification loss remains a group-wise thresholding rule over the Bayes regressor but with
a (possible) randomization at the thresholds. Since this holds in a broader setting than previously
considered, it provides a stronger justification to the post-processing approach in fair classification, in
which (1) a predictor is learned first, after which (2) its output is adjusted to remove bias.
In addition, we show how the post-processing rule in this two-stage approach can be learned quite
efficiently by, first, formulating it as an unconstrained optimization problem, and, then, solving it
using the stochastic gradient descent (SGD) method. We argue that this approach has many distinct
advantages. First, stochastic convex optimization methods are well-understood and can scale well to
massive amounts of data [15]. In particular, the unconstrained loss being minimized in the proposed
algorithm, which can be interpreted as a smooth approximation to the rectified linear unit (ReLU)
[16], has many nice properties, such as Lipschitz continuity and differentiability, which imply fast
convergence. Second, the guarantees provided by our algorithm hold w.r.t. the binary predictions
instead of using a proxy, such as the margin as in some previous works [17, 18]. Third, we prove that
our algorithm is Bayes consistent if the original pre-processed classifier is itself Bayes consistent.
2
2 Related Work
The literature on fairness has been growing quite rapidly. This includes methods for quantifying bias
using economics and social welfare theory, developing impossibility results, and proposing algorithms
in both the supervised and unsupervised learning setting. In general, algorithms for fair machine
learning can be broadly classified into three groups: (1) pre-processing methods, (2) in-processing
methods, and (3) post-processing methods [18]. We briefly survey them in this section.
Preprocessing: The goal of preprocessing algorithms is to transform the dataD = {(xi, yi)}i=1,...,N
into a different representation D˜ such that any classifier trained on D˜ in will not exhibit bias. This
includes methods for learning a fair representation [19, 20, 21, 22, 23, 24] or label manipulation
[25]. In some cases, such as text classification, a similar objective can be achieved by augmenting
the training set with additional examples from other sources to mitigate the unintended bias of the
classifier [11]. Recently, [26] showed that unintended bias could occur even when using the Bayes
optimal classifier and the target label was independent of the sensitive class. The intuition behind this
result is that even if the target y is independent of the sensitive class, it can be conditionally dependent
on it given x. They further showed that disentangled representation could mitigate this effect.
In-Processing: In-processing methods constrain the behavior of learning algorithms in order to
control bias. This includes methods based on adversarial learning [27], which adjust the gradient
updates, and constraint-based classification, such as by incorporating constrains on the decision
margin of the classifiers [18] or on the choice of features [28]. Importantly, [29] showed that the
problem of learning an unbiased classifier could be modeled as a cost-sensitive classification problem,
which, in turn, could be applied to any black-box classifier. One caveat of the latter approach is that it
required solving a linear program (LP) and training classifiers several times until convergence.
Post-Processing: The algorithm we propose in this paper is a post-processing method. The analysis
of [13] provides one theoretical justification for our approach by showing that the optimal decision
rule that the maximizes social utility subject to fairness constraints is a group-dependent thresholding
rule on the Bayes regressor. In [9], a method is proposed for postprocessing the output of a classifier
using linear programming (LP) to satisfy equalized odds or equality of opportunity.
Definitions of Bias: As mentioned earlier, many definitions of bias or fairness have been proposed in
the literature. On one hand, there is group fairness, such as statistical parity [7, 14], equalized odds
[5], and equality of opportunity/disparate mistreatment [8, 9]. On the other hand, there is individual
fairness, which postulates that similar individuals need to be treated similarly [7]. Unfortunately, indi-
vidual fairness, while appealing, transfers the burden of defining fairness from having an appropriate
statistical criteria to defining a socially acceptable measure of distance/similarity between individuals.
Societal Impact: Often, the central motivation behind controlling unintended bias is that it will
improve the welfare of the protected group. The work of [30] challenges this view by illustrating how
controlling bias in the learning algorithm could actually harm the protected group over the long term.
The intuition behind this result is that misclassification can inflict harm on the protected class, such
as by negatively impacting their credit history. Along related lines, [31] addresses the question of
how to quantify bias in the first place. They show that classical measures of inequality in economics
and social welfare were motivated by axioms that remain valid for measuring bias and, hence, can be
adopted for this particular purpose. In our case, we assume that fairness constraints are fixed (e.g. by
Law) and do not discuss whether or not such constraints are justifiable.
Impossibility Results: Recent works have established several impossibility results related to fair
classification. For example, [5, 10] showed that statistical parity and equalized odds may not be
achieved simultaneously under certain settings. Also, [5] showed that equalized odds might even be in
conflict with probability calibration of the classifier. In our case, we derive a new impossibility result
that holds for any deterministic binary classifier and any sensitive attribute except under degenerate
conditions, which quantifies the tradeoff between accuracy and fairness. We use this impossibility
result to motivate the development of the main algorithm in Section 4.
Other Settings: Bias can be defined in other learning settings besides classification. For instance,
[32] presents a method for incorporating fair constraints into kernel regression methods. Also,
[33, 34, 35, 36] present algorithms for unbiased clustering, including k-means and spectral methods.
Moreover, unbiased methods have been proposed for dimensionality reduction [37] and online
learning [38], among others. In our case, we focus on the binary classification setting.
3
3 Preliminaries
As stated earlier, the objective is to produce an unbiased classifier according to either Definition 1 or
2. This encompasses many important fairness criteria in the literature, such as statistical parity and
equalized odds. Before doing that, we show that the Bayes optimal decision rule that satisfies a wider
setting of affine constraints, which contain both Definitions 1 or 2, is a group-wise thresholding rule
with (possible) randomization at the thresholds.
Theorem 1. Let f? = arg minf :X→{0,1} E[I{f(x) 6= y}] be the Bayes optimal decision rule subject
to group-wise affine constraints of the form E[wk(x) · f(x) | x ∈ Xk] = bk for some fixed partition
X = ∪kXk. If wk : X → R and bk ∈ R are such that there exists a constant c ∈ (0, 1) in which
p(f(x) = 1) = c will satisfy all the affine constraints, then f? satisfies p(f?(x) = 1) = I{η(x) >
tk} + τk I{η(x) = tk}, where η(x) = p(y = 1|x = x) is the Bayes regressor, tk ∈ [0, 1] is a
threshold specific to the group Xk ⊆ X , and τk ∈ [0, 1].
Theorem 1 is stronger than Theorem 3.2 in [13] because it holds for arbitrary group-wise affine
constraints and does not assume that η(x) has a positive density in the unit interval. In addition, the
condition on c is satisfied for both Definitions 1 and 2. The theorem shows that randomization at the
thresholds is, sometimes, necessary for achieving Bayes optimality. This is illustrated next.
Example 2. Suppose that X = {−1, 0, 1} where p(x = −1) = 1/2, p(x = 0) = 1/3 and
p(x = 1) = 1/6. Let η(−1) = 0, η(0) = 1/2 and η(1) = 1. In addition, let s be a sensitive attribute,
where p(s = 1|x = −1) = 1/2, p(s = 1|x = 0) = 1, and p(s = 1|x = 1) = 0. Then, the Bayes
optimal prediction rule f? subject to statistical parity w.r.t. s satisfies: p(f? = 1|x = −1) = 0,
p(f? = 1|x = 0) = 1/2 and p(f? = 1|x = 1) = 1.
One implication of Theorem 1 is that it suggests the following two-stage approach for learning
an unbiased classifier. First, we learn a scoring function f(x) that serves as an approximation to
η(x), such as using the margin in support vector machines (e.g. Platt’s scaling [39]) or the softmax
activation output in deep neural networks (e.g. temperature scaling [40]). Second, we adjust the
output of f to remove bias using a group-wise thresholding rule with randomization at the thresholds.
Throughout our discussion, we have assumed that the groups Xk in either Definition 1 or 2 are fixed.
Indeed, this is necessary. Our next theorem shows that no algorithm can possibly achieve fairness
across all possible groups Xk ∈ 2X except under degenerate conditions. Hence, to circumvent such
an impossibility result, one has to fix the choice of the groups Xk in which bias is to be controlled.
Theorem 2. Let X be the instance space and Y = {0, 1} be a target set. Let 1S : X → {0, 1}
be an arbitrary (possibly randomized) binary-valued function on X and define γ : X → [0, 1]
by γ(x) = p(1S(x) = 1 | x = x), where the probability is evaluated over the randomness of
1S : X → {0, 1}. Write γ¯ = Ex[γ(x)]. Then, for any binary predictor f : X → {0, 1}, one has:
sup
pi:X→{0,1}
{
Epi(x)
∣∣C(f(x), γ(x); pi(x))∣∣} ≥ 1
2
Ex|γ(x)− γ¯| ·min{Ef, 1− Ef}, (2)
where the supremum is over all binary partitions of the instance space and C(f(x), γ(x); pi(x)) is
given by Definition 1.
A converse to Theorem 2 holds as well by the data processing inequality in information theory [41].
As a result, a deterministic classifier f : X → {0, 1} is universally unbiased w.r.t. a sensitive class S
across all possible groups Xk ∈ 2X if and only if the representation x carries zero mutual information
with the sensitive attribute or if f is constant almost everywhere.
4 Fair Classification via Unconstrained Optimization
Next, we derive the postprocessing algorithm that coincides with the Bayes optimal approach of
Theorem 1. We will first focus on Definition 1. After that, we describe how the algorithm can be
modified to control bias according to Definition 2. We analyze the convergence rate in Section 5.
4.1 Conditional Statistical Parity
Suppose we have a binary classifier on the instance space X . We would like to construct an algorithm
for post-processing the predictions made by that classifier such that we control the bias with respect to
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a sensitive attribute 1S : X → {0, 1} across a fixed set of pairwise disjoint groups X1, . . . , XK ⊆ X .
By treating the original classifier as a black-box routine, the algorithm can be applied to any binary
classification method including deep neural networks, support vector machines, and decision trees.
Moreover, it can be applied to ensemble methods, such as using boosting, stacking, or bagging.
Assume that we have K pairwise disjoint groups X1, . . . , XK and that the output of the classifier
f : X → [−1, +1] is an estimate to 2η(x) − 1, where η(x) is the Bays regressor. As mentioned
earlier, many algorithms can be calibrated to provide probability scores [39, 40] so the assumption is
valid. We consider randomized rules of the form:
f˜ : X × {1, 2, . . . ,K} × {0, 1} × [−1, 1]→ {0, 1},
whose arguments are: (1) the instance x ∈ X , (2) the group Xk, (3) the sensitive attribute 1S(x), and
(4) the original classifier’s score f(x). Because randomization is sometimes necessary as mentioned
earlier, f˜(x) is the probability of predicting the positive class when the instance is x ∈ X .
Let qi = f˜(xi) ∈ [0, 1] for the i-th training example. For each group Xk ⊆ X , the fair-
ness constraint in Definition 1 can be written as (
∑
i∈Xk∩S qi)/
∑
i∈Xk qi = ρk, where ρk =
(
∑
i∈Xk∩S 1)/(
∑
i∈Xk 1). Having a single constraint of this form is sufficient because:∑
i∈Xk∩S(1− qi)∑
i∈Xk(1− qi)
=
|S ∩Xk| −
∑
i∈Xk∩S qi
|Xk| −
∑
i∈Xk qi
=
ρk|Xk| − ρk
∑
i∈Xk qi
|Xk| −
∑
i∈Xk qi
= ρk
Hence, for every group Xk, we have a linear constraint of the form
∑
i∈Xk(1S(i)− ρk) qi = 0. To
learn f˜ , we propose solving the following regularized optimization problem:
min
0≤qi≤1
N∑
i=1
(γ/2) q2i − f(xi) qi s.t. ∀Xk ∈ G :
∑
i∈Xk
(1S(i)− ρk) qi = 0, (3)
where γ  1 is a regularization parameter. As will be shown later, having γ > 0 will lead to a
randomized decision rule near the thresholds. We establish the relation between this approach and
the optimal method in Theorem 1 through the following series of propositions.
Proposition 1. The optimization problem in (3) is equivalent to the unconstrained optimization:
min
qi,µk∈R
∑
Xk∈G
∑
i∈Xk
(γ
2
q2i + [f(xi)− γqi − µk(i)(1S(i)− ρk)]+
)
, (4)
where [x]+ = max{0, x}.
We describe, next, how to use γ, µk and ρk to adjust the predictions of the original classifier f . To
reiterate, 1X(x) is the characteristic function of the set X . Throughout the sequel, we simplify
notation by writing:
µ(x) =
∑
k
µk 1Xk(x), ρ(x) =
∑
k
ρk 1Xk(x). (5)
Proposition 2. The solution of the optimization problem in Proposition 1 is the decision rule:
f˜(x) =

0, if f(x) ≤ µ(x) (1S(x)− ρ(x))
1, if f(x) ≥ γ + µ(x) (1S(x)− ρ(x))
(1/γ) (f(x)− µ(x) (1S(x)− ρ(x))), otherwise.
(6)
Proposition 2 shows that the decision rule reduces to a group-specific thresholding rule with random-
ization near the threshold when γ → 0+, in agreement with the optimal rule stated in Theorem 1.
The width of the randomization is controlled by γ as shown in Figure 1(a).
4.2 Predictive Equality
The previous algorithm can be adjusted to control the level of bias according to Definition 2. In
particular, the equality constraints need to be modified into:
min
0≤qi≤1
N∑
i=1
(γ/2) q2i − f(xi) qi s.t. ∀Xk ∈ G :
∑
i∈Xk
(qi − ρ) = 0, (7)
where ρ = E[f(x)] is fixed across all demographic groups. Following a similar proof technique as in
Proposition 1, we have the following result:
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Figure 1: (a) The y-axis displays how the post-processing decision rule f˜(x) looks like as a function
of f(x) for each group Xk ⊆ X that results from the optimization problem in Proposition 1.
Randomization happens during the transition from f˜(x) = 0 to f˜(x) = 1, where the width of the
transition can be controlled using γ. (b) The value of uk in one run is plotted against the number
of epochs in the stochastic gradient descent method of Section 5 for the optimization problem in
Proposition 1. Here, the learning rate is fixed to 10−1(K/T )1/2, where T is the number of steps.
Proposition 3. The optimization problem in (7) is equivalent to minimizing w.r.t qi and µk:∑
Xk∈G
∑
i∈Xk
(γ
2
q2i + ρµk + [f(xi)− γqi − µk]+
)
, (8)
where [x]+ = max{0, x}. In addition, the optimal solution is equivalent to the decision rule:
f˜(x) =

0, if f(x) ≤ µ(x)
1, if f(x) ≥ γ + µ(x)
(1/γ) (f(x)− µ(x) ), otherwise.
(9)
5 Analysis
5.1 Bayes Consistency
Next, we prove that the classifier learned by the post-processing algorithm converges to the Bayes
optimal binary predictor if the original classifier f is itself Bayes consistent. This holds for both
conditional statistical parity and predictive equality. The proof of the following theorem is based on
Lipschitz continuity of the decision rule when γ > 0 and the robustness-based framework of [42].
Theorem 3. Let h? = arg minh∈H E[h(x) 6= y], whereH is the set of all predictors onX that satisfy
fairness according to Definition 1 (resp. Definition 2). Let h˜γ : X → {0, 1} be h˜γ(x) = f˜(f(x)),
where f˜ is the optimal solution to (4) (resp. (8)). If f˜ is trained on a freshly sampled data of size N ,
then with a probability of at least 1− δ:
E[h˜γ(x) 6= y] ≤ E[h?(x) 6= y] +E |2η(x)− 1− f(x)|+ 2γ +
8(2 + 1γ )
N
1
3
+ 4
√
3K + 2 log 2δ
N
(10)
Consequently, if the original classifier is Bayes consistent and we have: N → ∞, γ → 0+ and
γN−
1
3 →∞, then E[h˜γ(x) 6= y] P−→ E[h?(x) 6= y].
5.2 Running Time Analysis
The optimization problems for conditional statistical parity in Proposition 1 and predictive equality in
Proposition 3 can be solved using the stochastic gradient descent (SGD) method. As stated earlier,
we assume with no loss of generality that f(x) ∈ [−1, 1] since f(x) is assumed to be an estimator to
2η(x)− 1 and any thresholding rule over f(x) can be transformed into an equivalent thresholding
rule over a monotone increasing function of f , such as the hyperbolic tangent.
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Consider the following objective function F : RN × RK → R, which encompasses both conditional
statistical parity in (4) and predictive equality in (8):
F (q, µ) =
N∑
i=1
(γ
2
q2i + bµ(xi) + [f(xi)− γqi − τ(xi)µ(xi)]+
)
, (11)
where b ∈ R, µ(x) is given by Eq. (5) and |τ(xi)| ≤ 1. Observe that the post-processing rule depends
on µ(x) only so we eliminate the variables qi by observing that minimizing the objective function in
Eq. (11) is equivalent to minimizing the following functional:
F (µ) =
N∑
i=1
bµ(xi) + ξγ
(
τ(xi)µ(xi); f(xi)
)
, (12)
ξγ(z; θ) =

0, if z ≥ θ
1
2γ (θ − z)2, if θ − γ < z < θ
θ − z − γ2 , if z ≤ θ − γ
(13)
Note that ξγ ∈ C1 (i.e. has a continuous first derivative) and is convex for any 0 < γ < ∞. It
is a smoothed differentiable approximation to the rectified linear unit (ReLU) [16]. In addition,
|ξ′γ(z)| ≤ 1 for all z ∈ R. The new objective function in Eq (12) contains K optimization variables
only, which correspond to the K groups X1, . . . , XK .
At each iteration t, let xt be an integer sampled uniformly at random from {1, . . . , N} and write:
∇t = b+ ∂
∂µ(xit)
ξγ
(
τ(xit)µ(xit); f(xit)
)
. (14)
Then, the standard gradient descent method proceeds iteratively by making the updates for some αt:
µ(xit)← µ(xit)− αt∇t (15)
Proposition 4. Let µ(0) = 0 and write µ(t) ∈ RK for the value of the optimized function µ(x) after t
stochastic gradient descent updates of the form given in Eq. (15) for some fixed learning rate αt = α.
Let µ¯(x) = (1/T )
∑T
t=1 µ
(t)(x) be the averaged solution. Then, we have:
E[F (µ¯)] ≤ F (µ?) + (1 + b)
2α
2
+
(1 + γ)2K
2Tα
, (16)
where F : RN × RK → R is the objective function in Eq. (12) and µ?(x) is its minimizer. In
particular, if α = ((1 + γ)/(1 + b))
√
K/T , then E[F (µ¯)]− F (µ?) ≤ 2(1+γ)1+b
√
K
T .
Hence, the post-processing rule can be learned quite efficiently with negligible computational cost.
Figure 1(b) displays the averaged value of u when SGD is applied to the output of the random forests
classifier in the Adult dataset to implement statistical parity with respect to the gender attribute (see
Section 6). In agreement with Proposition 4, convergence is fast.
6 Experiments
To validate the analysis, we conducted experiments on the Adult dataset from the UCI repository [43],
which is one of the most widely used benchmark datasets in the fair machine learning literature (See
for instance [27, 29, 33, 34, 18]). The goal of this dataset is to predict if the income of individuals
is either above or below $50K per year. For the purpose of illustration in our experiments, we use
gender as a sensitive attribute and let X1, X2, . . . , XK be the racial groups.
The dataset contains 48,842 training instances and 14 attributes that are split into 60% for training,
20% for probability calibration and 20% for testing. Due to space constraint, we only focus on
conditional statistical parity. The original classifiers f we used are: (1) the random forest algorithm
in scikit-learn [44] in its default settings with maximum depth 10, (2) k-NN with k = 10, and
(3) the multi-layer perceptron (MLP) with Platt’s scaling [39]. Similar results were obtained with
other algorithms, such as logistic regression and support vector machines. The scoring function is
f(x) = 2p(y = 1 | x = x)− 1 and γ = 0.01.
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Random Forests k-NN Multilayer Perceptron
TRAIN: 32% / 32% TRAIN: 30% / 30% TRAIN: 34% / 35%
TEST: 34% / 35% TEST: 39% / 38% TEST: 34% / 36%
Figure 2: TOP row displays the training/test error rates before/after adjusting the classifier’s output
using conditional statistical parity. MIDDLE row displays the histogram of scores f(x) of each
classifier for both females and males, demonstrating clear gender bias in all cases. BOTTOM row
displays the bias before and after applying the proposed algorithm. Blue bars are for the original
classifier. Orange bars are for implementing statistical parity with no regard for demographic
information. Green bars correspond to conditional statistical parity within every racial group.
First, Figure 2 (MIDDLE) displays a histogram of the score function f(x) for both females and males
and each classifier. As shown in the figure, all classifiers exhibit unintended bias towards gender. For
example, whereas females account for 33% of the data, they comprise 47% of the predicted positive
class of the random forests algorithm. One way of removing such bias is to enforce statistical parity
across both genders using the proposed algorithm. Doing so would eliminate bias at the expense of a
slight increase in test error rate from 34.1± 0.3% to 35.0± 0.3%.
Crucially, however, ensuring statistical parity by itself can lead to different outcomes for different
demographic groups. Figure 2 (BOTTOM) displays the bias |Xk|−1
∣∣∑
i∈Xk(1S(i)− ρk) f(xi)
∣∣ (see
Eq. (3)) before and after adjusting the output. As shown in the figure, ensuring statistical parity
by itself may lead the classifier to discriminate against the sensitive class within one demographic
group and compensate for it by favoring the sensitive class in another group. Note in Figure 2 that
controlling statistical parity has increased gender discrimination among American Indians in all three
classifiers. Hence, bias needs to be controlled in each demographic group separately. This is one
motivation behind the conditional statistical parity in Definition 1. The proposed postprocessing
algorithm (green bars) is effective at achieving this goal as shown in the figure. Despite the stronger
fairness guarantee, its impact on accuracy is negligible as shown in Figure 2 (TOP).
7 Concluding Remarks
In this paper, we established that the Bayes optimal unbiased classification rule is, in general, a group-
wise thresholding rule over the Bayes regressor with a (possible) randomization at the thresholds.
This provides a stronger justification to the post-processing approach in fair classification, in which a
classifier is learned first before adjusting its output to remove bias. When the set of group fairness
constraints is fixed, Bayes consistent thresholding rules can be learned quite efficiently by solving an
unconstrained optimization problem using SGD. We also argued via an impossibility result, that the
set of group fairness constraints has to be fixed in advance. The proposed algorithm is provably fast
and was shown empirically to have a negligible impact on the accuracy of the original classifier.
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Statement of Broader Impact
Machine learning applications are being increasingly adopted to make life-critical decisions with an
ever-lasting impact on individual lives, such as for credit lending, medical applications, and criminal
justice. Consequently, it is imperative to ensure that such automated decision-making systems abstain
from ethical malpractice, including “bias." In this work, we show that the post-processing approach
in fair classification is near-optimal, whereby a machine learning model is first trained without
any fairness constraints and its output is adjusted afterwards to remove bias. It can be applied to
any black-box machine learning model, such as deep neural networks, random forests and support
vector machines. Hence, existing software implementations for such algorithms can be used without
any modification. Moreover, it can accommodate many fairness criteria that have been previously
proposed in the literature, such as equalized odds and statistical parity.
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A Proof of Theorem 1
Minimizing the expected misclassification error rate of a classifier f is equivalent to maximizing:
E[f(x) · y + (1− f(x)) · (1− y)] = E
[
E[f(x) · y + (1− f(x)) · (1− y)] ∣∣ x]
= E
[
E[f(x) · (2η(x)− 1)] ∣∣ x]+ E[1− η(x)]
Hence, selecting f that minimizes the misclassification error rate is equivalent to maximizing:
E[f(x) · (2η(x)− 1)]
Instead of maximizing this directly, we consider the regularized form first. Writing h(x) = 2η(x)−1,
the optimization problem is:
min
0≤f(x)≤1
(γ/2)E[f(x)2]− E[f(x) · h(x)] s.t. E[w(x) · f(x)] = b
Here, we focused on one subset Xk because the optimization problem decomposes into K separate
optimization problems, one for each Xk. If there exists a constant c ∈ (0, 1) such that f(x) = c
satisfies all the equality constraints, then Slater’s condition holds so strong duality holds [45].
The Lagrangian is:
(γ/2)E[f(x)2]− E[f(x) · h(x)] + µ(E[w(x) · f(x)]− b) + E[α(x)(f(x)− 1)]− E[β(x)f(x)],
where α(x), β(x) ≥ 0 and µ ∈ R are the dual variables.
Taking the derivative w.r.t. the optimization variable f(x) yields:
γf(x) = h(x)− µw(x)− α(x) + β(x) (17)
Therefore, the dual problem becomes:
max
α(x),β(x)≥0
−(2γ)−1 E[(h(x)− µw(x)− α(x) + β(x))2]− bµ− E[α(x)]
We use the substitution in Eq. (17) to rewrite it as:
min
α(x),β(x)≥0
(γ/2)E[f(x)2] + bµ+ E[α(x)]
s.t.∀x ∈ X : γf(x) = h(x)− µw(x)− α(x) + β(x)
Next, we eliminate the multiplier β(x) by replacing the equality constraint with an inequality:
min
α(x)≥0
(γ/2)E[f(x)2] + bµ+ E[α(x)]
s.t.∀x ∈ X : h(x)− γf(x)− µw(x)− α(x) ≤ 0
Finally, since α(x) ≥ 0 and α(x) ≥ h(x)− γf(x)− µw(x), the optimal solution is the minimizer
to:
min
f :X→R
(γ/2)E[f(x)2] + bµ+ E[max{0, h(x)− γf(x)− µw(x)}]
Next, let µ? be the optimal solution of the dual variable µ. Then, the optimization problem over f
decomposes into separate problems, one for each x ∈ X . We have:
f(x) = arg min
τ∈R
{
(γ/2)τ2 + [h(x)− γτ − µ? w(x)]+
}
Using the same argument in Appendix D, we deduce that f(x) is of the form:
f(x) =

0, h(x)− µ? w(x) ≤ 0
1 h(x)− µ? w(x) ≥ γ
(1/γ) (h(x)− µ? w(x)) otherwise
Finally, the statement of the theorem holds by taking the limit as γ → 0+.
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B Proof of Theorem 2
Proof. Fix 0 < β < 1 and consider the subset:
W = {x ∈ X : (γ(x)− γ¯) · (f(x)− β) > 0},
and its complement W¯ = X \W . Since f(x) ∈ {0, 1}, the sets W and W¯ are independent of β as
long as it remains in the open interval (0, 1). More precisely:
W =
{
γ(x)− γ¯ > 0 ∧ f(x) = 1
γ(x)− γ¯ ≤ 0 ∧ f(x) = 0
Now, for any set X ⊆ X , let pX be the projection of the probability measure p(x) on the set X (i.e.
pX(x) = p(x)/p(X)). Then, with a simple algebraic manipulation, one has the identity:
Ex∼pX [(γ(x)− γ¯) (f(x)− β)] = C(γ(x), f(x); x ∈ X) + (Ex∼pX [γ]− γ¯) · (Ex∼pX [f ]− β)
(18)
By definition of W , we have:
Ex∼pW [(γ(x)− γ¯)(f(x)− β)] = Ex∼pW [|γ(x)− γ¯||f(x)− β|] ≥ min{β, 1− β}Ex∼pW |γ(x)− γ¯|
Combining this with Eq. (18), we have:
C(γ(x), f(x); x ∈W ) ≥ min{β, 1−β}Ex∼pW |γ(x)− γ¯|+(Ex∼pW [γ]− γ¯)(β−Ex∼pW [f ]) (19)
Since the set W does not change when β is varied in the open interval (0, 1), the lower bound holds
for any value of β ∈ (0, 1). W set:
β = f¯
.
=
1
2
(
Ex∼pW f(x) + Ex∼pW¯ f(x)
)
(20)
Substituting the last equation into Eq. (19) gives the lower bound:
C(γ(x), f(x); x ∈W ) ≥min{f¯ , 1− f¯} · Ex∼pW |γ(x)− γ¯|
+
1
2
(Ex∼pW [γ]− γ¯)
(
Ex∼pW f(x)− Ex∼pW¯ f(x)
)
(21)
Repeating the same analysis for the subset W¯ , we arrive at the inequality:
C(γ(x), f(x); x ∈ W¯ ) ≤−min{f¯ , 1− f¯}Ex∼pW¯ |γ(x)− γ¯|
+
1
2
(Ex∼pW¯ [γ]− γ¯)
(
Ex∼pW f(x)− Ex∼pW¯ f(x)
)
(22)
Writing pi(x) = 1W (x), we have by the reverse triangle inequality:
Epi(x)
∣∣C(f(x), γ(x); pi(x))∣∣ ≥ min{f¯ , 1− f¯} · Ex|γ(x)− γ¯| (23)
Finally:
2f¯ ≥ p(x ∈W ) · Ex∼pW f(x) + p(x ∈ W¯ ) · Ex∼pW¯ f(x) = E[f ]
Similarly, we have 2(1− f¯) ≥ 1− E[f ]. Therefore:
min{f¯ , 1− f¯} ≥ 1
2
min{Ef, 1− Ef}
Combining this with Eq. (23) establishes the theorem.
C Proof of Proposition 1
Proof. First, we observe that the optimization problem in (3) decomposes into |G| separate optimiza-
tion problems, one for each demographic group Xk ∈ G. Hence, we simplify the notation in the proof
by considering a single subset only and writing ρk = ρ and µk = µ.
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The Lagrangian is:
L(q,µ, α, β) =
∑
i
(γ/2) q2i − f(xi)qi + µ
∑
i
(1S(i)− ρ)qi +
∑
i
αi(qi − 1)−
∑
i
βiqi,
where α, β ≥ 0. Minimizing this w.r.t. qi by setting the gradient to zero gives us:
L?(µ, α, β) =
∑
i
{
− 1
2γ
(
µ(1S(i)− ρ) + αi − βi − f(xi)
)2 − αi}
The original primal optimal solution is recovered by qi = (1/γ) (f(xi)− µ(1S(i)− ρ)− αi + βi).
Maximizing this dual objective is equivalent to the unconstrained optimization problem in (4) upon
using the dual constraints αi, βi ≥ 0. Finally, by Slater’s condition [45], strong duality holds so
maximizing the dual is equivalent to minimizing the primal objective.
D Proof of Proposition 2
Consider the following the optimization problem for some fixed constants γ > 0 and α ∈ R:
min
x∈R
γx2
2
+ [α− γx]+
The optimal solution must either be α/γ or is a minimizer to either γx2/2+α−γx or γx2/2. Hence,
the optimal solution must lie in the set {0, 1, α/γ}.
If α ≤ 0, then the optimal solution is x? = 0 since this makes the objective equal to zero and the
objective function is always non-negative.
On the other hand, since x? = 1 is a minimizer to γx2/2 + α− γx, the optimal solution is x? = 1 if
γ ≤ α. Otherwise, it is α/γ.
E Proof of Theorem 3
We use robustness-based analysis [42]. First, observe that the loss function that we care about is of
the form (see Appendix A):
l(u, xi) = −f(x) · f˜(xi, u),
where f(x) : X → [−1,+1] has a bounded range and f˜ is of the form shown in Figure 1(a). We
will call a function of the form shown in Figure 1(a) a thresholding function with width γ > 0. We
note here that the regularization term plays the rule of making the loss class Lipschitz continuous. In
general, the decision rule is of the form:
f˜(x) =

0, if f(x) ≤ τk,sµk
1, if f(x) ≥ γ + τk,sµk
(1/γ) (f(x)− τk,sµk) otherwise,
for some |τk,s| ≤ 1. Note here that τk,s depends on the group Xk and the sensitive class S (i.e. all
instances x that belong to the same group and sensitive class have the same decision rule). In addition,
observe that the decision rule depends on x only via f(x) ∈ [−1,+1]. Hence, we write z = f(x) and
denote the loss by l(u, z) = z · f˜(z, u). Since the thresholds are learned based on a fresh sample of
data, the random variables zi are i.i.d. Moreover, this loss is 2(1 + 1/γ)-Lipschitz continuous within
the same group and sensitive class.
Let µ˜ ∈ RK be the thresholds produced by the algorithm and let h˜γ be the resulting decision rule.
Using Corollary 5 in [42], we conclude that with a probability of at least 1− δ:
∣∣ED[l(h˜γ , x)]− Es[l(h˜γ , x)]∣∣ ≤ inf
R≥1
{( 4
R
(1 +
1
γ
)
+ 2
√
2(R+ 2K) log 2 + 2 log 1δ
N
}
(24)
Here, we used the fact that the observations f(x) are bounded in the domain [−1, 1] and that we can
first partition the domain into groups Xk with/without the sensitive class S (2K subsets) in addition
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to partitioning the interval [−1, 1] into R smaller sub-intervals and using the Lipschitz constant.
Choosing R = N
1
3 and simplifying gives us with a probability of at least 1− δ:
∣∣ED[l(h˜γ , x)]− Es[l(h˜γ , x)]∣∣ ≤ 4(2 + 1γ )
N
1
3
+ 2
√
3K + 2 log 1δ
N
The same bound also applies to the decision rule h?γ that results from applying optimal threshold u?γ
with width γ > 0 (here, “optimal" is with respect to the underlying distribution) because the -cover
(Definition 1 in [42]) is independent of the choice of the thresholds. By the union bound, we have
with a probability of at least 1− δ, both of the following inequalities hold:
∣∣ED[l(h˜γ , x)]− Es[l(h˜γ , x)]∣∣ ≤ 4(2 + 1γ )
N
1
3
+ 2
√
3K + 2 log 2δ
N
(25)
∣∣ED[l(h?γ , x)]− Es[l(h?γ , x)]∣∣ ≤ 4(2 + 1γ )
N
1
3
+ 2
√
3K + 2 log 2δ
N
(26)
In particular:
ED[l(h˜γ , x)] ≤ Es[l(h˜γ , x)] +
4(2 + 1γ )
N
1
3
+ 2
√
3K + 2 log 2δ
N
≤ Es[l(h?γ , x)] + γ +
4(2 + 1γ )
N
1
3
+ 2
√
3K + 2 log 2δ
N
≤ ED[l(h?γ , x)] + γ +
8(2 + 1γ )
N
1
3
+ 4
√
3K + 2 log 2δ
N
The first inequality follows from Eq. (25). The second inequality follows from the fact that h˜γ is an
empirical risk minimizer to the regularized loss, where E[f˜(x)2] ≤ 1 since f˜(x) ∈ [0, 1]. The last
inequality follows from Eq. (26).
Finally, we know that the thresholding rule h?γ with width γ > 0 is, by definition, a minimizer to:
(γ/2)E[h(x)2]− E[h(x) · f(x)]
among all possible bounded functions h : X → [0, 1] subject to the desired fairness constraints.
Therefore, we have:
(γ/2)E[h?γ(x)2]− E[h?γ(x) · f(x)] ≤ (γ/2)E[h?(x)2]− E[h?(x) · f(x)]
Hence:
ED[l(h?γ , x)] = −E[h?γ(x) · f(x)] ≤ γ + ED[l(h?, x)]
This implies the desired bound:
ED[l(h˜γ , x)] ≤ ED[l(h?, x)] + 2γ +
8(2 + 1γ )
N
1
3
+ 4
√
3K + 2 log 2δ
N
Therefore, we have consistency if N → ∞, γ → 0+ and γN 13 → ∞. For example, this holds if
γ = O(N−
1
6 ).
So far, we have assumed that the output of the original classifier coincides with the Bayes regressor.
If the original classifier is Bayes consistent, i.e. E[|2η(x) − 1 − f(x)|] → 0 as N → ∞, then we
have Bayes consistency of the post-processing rule by the triangle inequality.
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F Proof of Proposition 4
Proof. The decision rule by Proposition 2 implies that for all k ∈ {1, . . . ,K}, there exists an optimal
solution µ?k that satisfies |µ?k| ≤ 1 + γ. This provides the rationale behind the projection steps.
Therefore, we conclude that for any µ ∈ RK , we have the contraction property [46]:
||Π[−1−γ, 1+γ](µ)− µ?||22 ≤ ||µ− µ?||22 (27)
Next, since |τ(xi)| ≤ 1, we have ||∇t||22 ≤ (1 + b)2 at all rounds. Finally, following the proof steps
of [46] and using Eq. (27), one obtains:
1
T
T∑
t=1
(
E[F (µ(t))]− F (µ?)) ≤ ||µ?||22 + (1 + b)2∑Tt=1 α2t
2Tα
≤ (1 + γ)
2K + (1 + b)2Tα2
2Tα
=
(1 + b)2α
2
+
(1 + γ)2K
2Tα
The desired result follows by Jensen’s inequality since 1T
∑T
t=1 E[F (µ(t))] ≤ E[F (µ¯)].
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