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Abstract. We study the self-avoiding polygons (SAP) connecting the vertical
and the horizontal semi-axes of the positive quadrant of Z2. For a ﬁxed β > 0,
assign to each such polygon ω the weight exp{−β|ω|}, |ω| denoting the length
of ω, and consider the sum ZQ,+ of these weights for all SAP enclosing area
Q > 0. We study the statistical properties of such SAP and, in particular,
derive the exact asymptotics for the partition function ZQ,+ as Q → ∞. The
results are valid for any β > βc, βc being the critical value for the 2D self-
avoiding walks.
Keywords: self-avoiding random walks, phase boundaries, sharp local limit theorems,
equilibrium crystal shapes
AMS Subject Classification: 60F15, 60K15, 60K35, 82B20, 82B41
1. Introduction
There are several ways to describe the probabilistic picture behind the
phenomenon of phase segregation. On the macroscopic level, the co-existing
phases can be labelled by local averages on various intermediate spatial scales
∗Partly supported by DFG postdoctoral fellowship
†Partly supported by the ISRAEL SCIENCE FOUNDATION founded by The Israel
Academy of Science and Humanities
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and, accordingly, phase segregation can be formulated in terms of concentra-
tion properties of renormalised piece-wise constant random phase labels. This
is essentially the approach of the L1-theory, which has been initiated in the
works [1, 5, 11, 15, 44] and, more recently, has been accomplished in [6, 7, 16, 17]
(see also [8, 9, 18] for adjustments and generalisations).
The L1-theory is robust in the sense that it makes a clear distinction between
(hard) model oriented renormalisation estimates needed to construct phase la-
bels which would possess appropriate decoupling properties and (relatively soft)
general tools which are used to derive probabilistic estimates on these phase la-
bels once they are constructed. It has been successfully applied to a wide class
of ﬁnite range ferromagnetic models on Zd, super-critical independent and FK
percolation models, and ferromagnetic models with Kac potentials. It can be
readily employed to describe phase segregation (in the above L1 sense) in the
Widom–Rowlison model of continuum particles and it is possible [10] to ad-
just the theory to some models without the underlying FKG structure, such as
low temperature Pirogov– Sinai models or continuum models with Kac poten-
tials [36].
The shortcoming of the L1-theory is the intrinsic loss of the information on
the microscopic level. In particular, in this framework the interfaces between
diﬀerent co-existing phases are deﬁned only in the L1 sense, and the theory
provides only a very little insight into their ﬂuctuation structure.
A very diﬀerent point of view on the problems of phase segregation has been
suggested in the ground-breaking monograph [24] (see also [39, 40] for earlier
works and [2, 23, 35, 41, 42, 45, 46] for important later developments). The DKS
theory focuses on the local limit type description of observables directly on
the microscopic level. The prominent role in this approach is played by an
accurate analysis of the statistical properties of random interfaces. In fact, such
an analysis is pivotal for the DKS theory in the sense that the sharpness of all
other estimates (e.g., local limit description of the magnetisation in large ﬁnite
volumes) directly hinges on it.
Random phase boundary is, arguably, the central object in the probabilistic
theory of phase segregation. When apply, the results and methods of the DKS
approach certainly give much more than just a reﬁnement of limit theorems
as provided by the L1 theory. Apart from giving a scaled description of the
interface per se (see, e.g. [22,23]) and apart from providing explicit estimates in
terms of sizes of ﬁnite systems under consideration, they suggest a probabilistic
approach to a variety of interesting and delicate issues such as metastability
and ﬁne properties of stochastic dynamics in the phase co-existence regime [38,
46], wetting transition in the vicinity of the wetting point [32, 47] and analytic
properties of the free energy and the surface tension [13, 45].
At least for ﬁnite range models in two dimensions, random interfaces are
expected to exhibit the intrinsic Brownian statistical behaviour based upon a
rapid decay of correlations. In particular, the local position of the interface
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is believed to have the Gaussian scaling, whereas the global description of the
ﬂuctuating random phase boundaries is supposed to rely upon the appropriate
versions of the conditional invariance principle (e.g., under the Dobrushin type
boundary conditions or under the ﬁxed magnetisation constraint).
So far rigorous results in this direction have been obtained mainly in the
context of the nearest neighbour very low temperature Ising model [21, 23, 27,
28, 30, 31]. Technically all these works are based upon the low temperature
cluster expansions and employ non-probabilistic computations, such as various
estimates on generating functions of distributions with small negative weights.
Furthermore, the low temperature assumption was frequently used to discount
the entropy beyond the intrinsic probabilistic structure of the model.
The main objective of our work here is to develop a “model” purely prob-
abilistic analysis of microscopic random interfaces in two dimensions. We con-
sider the simplest non-trivial ensemble of microscopic phase boundaries, namely
the ensemble of self-avoiding Z2-lattice polygons γ with the associated weights
exp(−β|γ|), β > βc, where βc is the critical point for the self-avoiding planar
walks (see (1.3) below). This collection of polygons corresponds to the ensem-
ble of phase boundaries of the Ising model in the corner Z2+ with free boundary
conditions [19]. We obtain the expansion up to zero order terms of the canoni-
cal (with ﬁxed area inside the polygons) partition function. As a byproduct of
these considerations (and a very weak version of our main result) one can eas-
ily deduce the asymptotic concentration property of the appropriately rescaled
polygons on the quarter of the related Wulﬀ shape. Of course, enclosed area
of self-avoiding polygons is an interesting topic in its own right, see e.g., [26]
or [14] for a more physical-style treatment.
The model is described in Subsection 1.1 and the result is stated in Subsec-
tion 1.2. As we mention in Remark 1.1 below the techniques we develop lead to
the sharp local limit description of ﬂuctuations of random interfaces (polygons)
around the limiting quarter Wulﬀ shape.
1.1. The model
Consider the family Z+ of self-avoiding Z2-lattice paths ω = (ω(0), . . . , ω(n))
which cross the positive quadrant
Quad+ =
{
(x, y) ∈ R2 | x > 0 and y > 0}.
More precisely, let us deﬁne positive lattice semi-axes P+0 and L+0 as
P+0 = {(0, k) ∈ Z2 | k > 0} and L+0 = {(k, 0) ∈ Z2 | k > 0}.
Then we say that ω ∈ Z+ iﬀ
ω(0) ∈ P+0 , ω(n) ∈ L+0 and ω(l) ∈ Quad+ ∩ Z2, ∀l = 1, . . . , n− 1. (1.1)
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Notice that in the above deﬁnition the length |ω| = n of a path ω was not
assumed to be ﬁxed. Each path ω ∈ Z+ splits Quad+ into two components —
the bounded one (containing the origin) and the unbounded one. Let A+(ω)
denote the area of the bounded component.
Definition 1.1. Given Q ∈ N, deﬁne the canonical set of paths ZQ,+ via
ZQ,+ = {ω ∈ Z+ | A+(ω) = Q}. (1.2)
Given β > 0, we associate with any self-avoiding path ω the weight e−β|ω|.
It is known [37] that there exists the critical value βc ∈ (0,∞) such that
β > βc ⇐⇒
∑
x∈Z2
gβ(x)
def=
∑
x∈Z2
∑
ω:0→x
e−β|ω| <∞, (1.3)
where the last sum above is over all lattice paths with endpoints at 0 and x.
For every β > βc our basic canonical partition function is given by
Zβ,+(Q) =
∑
ω∈ZQ,+
e−β|ω|. (1.4)
1.2. The result
The Q → ∞ asymptotic properties of Zβ,+(Q) and, accordingly, the limit
properties of the induced probability distribution
PβQ,+(ω) =
e−β|ω|
Zβ,+
1{ZQ,+}(ω) (1.5)
on ZQ,+ are closely related to the asymptotic properties of the connectivity
function gβ, which have been studied in detail in [33]: for every β > βc the
following Ornstein – Zernike type formula holds:
gβ(x) =
Ψβ(n(x))√‖x‖ e−τβ(x)(1 + o(1)), (1.6)
where Ψβ is a positive analytic function on the circle S1, the vector n(x) =
x/‖x‖, and τβ is an analytic equivalent norm (called the inverse correlation
length in the physical literature), which is uniformly strictly convex in the sense
that
min
ξ∈S1
det
[
Hess τβ(ξ)
]
> 0. (1.7)
In two dimensions τβ can be viewed as the surface tension of the model, with
the corresponding Wulﬀ shape given by
Kβ =
⋂
n∈S1
{x ∈ R2 | (x, n) ≤ τβ(n)}.
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The positive stiﬀness condition (1.7) implies that the curvature of ∂Kβ is
uniformly strictly positive. It will be convenient to reformulate (1.7) in the form
of the following strict triangle inequality [34, 43]: For every β > βc there exists
a positive constant δ = δ(β) such that for every two points x, y ∈ R2,
τβ(x) + τβ(y)− τβ(x + y) ≥ δ
(‖x‖+ ‖y‖ − ‖x + y‖). (1.8)
In fact δ could be chosen as the minimal radius of curvature of the Wulﬀ
shape Kβ. Of course, the Wulﬀ shape Kβ inherits all the lattice symmetries
of Z2. Deﬁne now the quarter shape Kβ,+ as
Kβ,+ = Kβ
⋂
Quad+.
It is relatively easy to show that PβQ,+ concentrates, as Q→∞, near the curve
jQβ,+
def=
√
Q
qβ,+
jβ,+,
where jβ,+ is the boundary of the quarter Wulﬀ shape, jβ,+ = ∂Kβ,+
⋂
Quad+,
and qβ,+
def= Area(Kβ,+). Deﬁne the total surface energy of j
Q
β,+ as
Wβ(jQβ,+) =
∫
jQβ,+
τβ(n(s)) ds =
√
Q
qβ,+
wβ,+,
where s is the natural parameter along jQβ,+, n(s) is the normal to j
Q
β,+ at s, and
wβ,+
def= Wβ(jβ,+).
Theorem 1.1. For every β > βc
Zβ,+(Q) =
cβ√
2Q
exp
{
−
√
Q
qβ,+
wβ,+
}
(1 + o(1)). (1.9)
At the end of Section 2.4 we shall give an explicit formula for the absolute
constant cβ .
Remark 1.1. When combined with the ideas from [22, 23], our approach makes
possible to obtain a Gaussian limit description for the scaled by 1/ 4
√
Q (i.e., by
the square root of the typical linear size of the related droplet) ﬂuctuations of
the self-avoiding polygons around the limiting (quarter of the Wulﬀ) shape. The
rigorous derivation of such a theorem would lead however to further technical
complications and we shall not do this here.
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1.3. The notation
Let us start with the
Lattice path notation. The lines and semi-lines are deﬁned as
Pn =
{
(n, k) ∈ Z2 | k ∈ Z} and Ln = {(k, n) ∈ Z2 | k ∈ Z},
and, respectively,
P+n =
{
(n, k) ∈ Pn | k > 0
}
and L+n =
{
(k, n) ∈ Ln | k > 0
}
;
the semi-lines P−n and L−n are deﬁned analogously. The vertical strip S[m,n] is
deﬁned as
S[m,n] = {(k, l) ∈ Z2 | m < k ≤ n}. (1.10)
Pm
x(ω)
ω
m W (ω)
ω
H(ω)
ω
a) b) c)
Figure 1. a) Pm is a break line, x(ω) is a break point; b) Bridge: W (ω)-width
of ω; c) Corner path: H(ω)-height of ω.
We shall always orient Z2-lattice paths ω =
(
ω(0), ω(1), . . . , ω(n)
)
, ω(j) ∈
Z2, in such a way that the horizontal coordinates ω1(0) and ω1(n) of ω(0) and
ω(n) satisfy ω1(0) ≤ ω1(n). A line Pm is called a break line of ω if ω1(0) < m <
ω1(n) and ω intersects Pm at exactly one point, #{ω ∩ Pm} = 1. In the latter
case the point x = ω ∩ Pm is called a break point of ω (Figure 1 a)).
We say that a path ω is a bridge if the inequality ω1(0) < ω1(l) < ω1(n)
holds for any l = 1, . . . , n−1 (Figure 1 b)). Given a bridge ω, we deﬁne its span
Span(ω), its width W (ω), and its height H(ω) via
Span(ω) =
(
ω1(0), ω1(n)
)
, W (ω) = ω1(n)− ω1(0), H(ω) = ω2(n)− ω2(0)
respectively.
Notice that given a bridge ω, every break line Pm induces the splitting of
ω into the union of two bridges with disjoint spans and the common vertex at
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the corresponding break point (Figure 2 a)). In general, given two bridges ω
and ω′, we shall say that ω′ is an embedded bridge of ω if ω′ ⊂ ω and each of
the two end-points of ω′ is either a break point of ω or else coincides with the
corresponding end-point of ω. We shall write ω′ ⊆e ω if ω′ is an embedded
bridge of ω.
Any bridge ω which has no break points is said to be irreducible. In the
sequel we shall use the letter γ for the irreducible bridges.
Pm
m
Pm
m
a) b)
Figure 2. Splitting of a) Bridge b) Corner path by a break line Pm.
In a similar fashion we say that ω is a corner path if ω2(l) > ω2(0) and
ω1(l) < ω1(n) for every l = 1, . . . , n− 1. The span, width, and height of corner
paths are deﬁned exactly as in the bridge case. Any break line of a corner path
splits it into the union of a corner path and a bridge (Figure 2 b)).
Ensembles of paths and curves
We use the following basic microscopic ensembles of Z2-lattice paths:
Z+ is the ensemble of all crossing paths of Quad+ already deﬁned
in (1.1).
ZQ,+ contains all the paths from Z0+ which chop out area Q from
Quad+, see (1.2).
Bn is the set of all bridges ω of the width W (ω) = n starting at
the point ω(0) = (0, 0).
Fn is the set of all the irreducible bridges γ from Bn.
An is the ensemble of all corner paths with the end-points at
(−n, 0) and on the positive semi-line P+0 .
The macroscopic counterparts of the paths from Z+ and ZQ,+ are:
C+ the family of all Jordan curves lying inside Quad+ with the
end-points on the positive vertical and horizontal coordinate
semi-axes.
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Cq,+ the sub-family of those curves from C+, which chop out area q
from Quad+.
Partition functions. The partition functions associated with the ensembles
Z+, Bn, Fn, and An are denoted as Zβ,+, Bn, Fn and An respectively. Given
a subset E of Z+ (respectively of Bn, Fn, An) and a function f on E , we use
Zβ,+(f ; E) (respectively Bn(f ; E), Fn(f ; E), An(f ; E)) to denote the following
sum: ∑
ω∈E
f(ω)e−β|ω|. (1.11)
In the case of the bridge and corner partition functions a special role will be
played by the tilts of the form f(ω) = etH(ω). We deﬁne
Bn(t)
def= Bn(etH(ω)), Fn(t)
def= Fn(etH(ω)), An(t)
def= An(etH(ω)). (1.12)
For the special collection of bridges of the form Bu1,u2,...n,l1,l2,..., where the lower
(respectively upper) symbolic indices l1, l2, . . . (respectively u1, u2, . . .) are in-
tended to label the nature of the corresponding ensembles (e.g. the set B tuben,ν,qn
of tube bridges deﬁned in Section 3.1.2) we shall use the abbreviations of the
form Bu1,u2,...n,l1,l2,... to denote the associated partition functions, e.g.,
Bu1,u2,...n,l1,l2,...(f)
def= Bn(f ;Bu1,u2,...n,l1,l2,...).
Finally, for various ensembles of paths we shall deﬁne the appropriate notion of
area. Accordingly, we shall use the abbreviations
Bu1,u2,...n,l1,l2,...(f ;Q)
to denote the partition function restricted to the set of paths of area Q. There
is a slight notational overlap with the tilted partition functions introduced in
(1.12), but since the area symbols will always contain either Q or q, there should
be no confusion.
1.4. Skeleton calculus and the tube condition
With every path ω from Z+ (respectively from Bn or from An) and with
every number s > 0 we associate a skeleton S in the following way:
Definition 1.2. Let us say that a collectionS = {y0, . . . , yr} ⊂ Z2 is a skeleton
of a path ω = (ω(0), . . . , ω(m)) iﬀ
(i) yl ∈ ω for l = 0, . . . , r, and y0 = ω(0), yr = ω(m);
(ii) s ≤ ‖yl+1 − yl‖ ≤ 3s for l = 0, . . . , r − 1;
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(iii) dHausd (P(S), ω) ≤ s, whereP(S) is the polygonal line through the vertices
of S, and dHausd (·) is the Hausdorﬀ distance.
If S is an s-skeleton of ω, we write ω s∼ S, and say that ω is s-compatible
with S. Given an s-skeleton S, let ZS,+ be the family of all paths ω ∈ Z+
which are s-compatible with S. Set
Zβ,+(S) = Zβ,+(ZS,+).
It is easy to see that
logZβ,+(S) ≤
r−1∑
l=0
log gβ(yl+1−yl) ≤ −
r−1∑
l=0
τβ(yl+1−yl) def= −Wβ(P(S)). (1.13)
As in [24] or in [35] the energy estimate (1.13), stability properties of the
Wulﬀ functional Wβ , and the positivity of the stiﬀness (1.8) of τβ imply that
for any ν ∈ (1/2, 1] there exists a constant cβ(ν) > 0 such that
Zβ,+
(ZQ,+; dHausd (ω, jQβ,+) > Qν/2) ≤ exp{−
√
Q
qβ,+
wβ − cβ(ν)Q(2ν−1)/2
}
(1.14)
In other words, only the paths ω staying inside the Qν/2-tube around ZQ,+
could contribute to Zβ,+(Q) on the level asserted in (1.9).
Definition 1.3. The set of paths satisfying the tube condition (see Figure 3 a))
Z tubeQ,+ =
{
ω ∈ ZQ,+ | dHausd (ω, jQβ,+) ≤ Qν/2
}
. (1.15)
Remark 1.2. The corresponding sets of tube paths will be also deﬁned in the
bridge and corner ensembles in the corresponding sections. The scaling between
Q and n one should keep in mind is, of course, n ∼ √Q.
1.5. Strategy of the proof
We use the following basic splitting of the path ω ∈ Z tubeQ,+ (see Figure 3 b)):
Given Q ∈ N, deﬁne M = M(Q) to be the integer value of the horizontal
projection of the mid-point of jQβ,+, M(Q) ∼
√
Q. For every path ω ∈ Z tubeQ,+ let
us deﬁne l = l(ω) via
M + l = min{m > M | Pm is a break line of ω}. (1.16)
Our considerations in Section 3 (see, in particular, Remark 3.1) show that
the contribution of the paths with long irreducible components sitting on the
pole PM is asymptotically negligible:
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a) b)
jQβ,+
ω
Qν/2 ∼Mν
ω1
Q1
R
R(M + l)
M M + l
Q2
ω2
Figure 3. a) Tube path ω b) Basic splitting ω = ω1 ∪ ω2 of a path from Z tubeQ,+ .
Lemma 1.1. For every ε > 0 there exists c1 > 0 such that
Zβ,+
(Z tubeQ,+ ; l(ω) ≥M ε) ≤ exp{−
√
Q
qβ,+
wβ,+ − c1M ε
}
. (1.17)
Thus, we can restrict attention only to bridges ω ∈ Z tubeQ,+ satisfying the
condition l(ω) ≤ M ε. In the latter case the corresponding break point x(ω) =(
M + l(ω), R
)
, R = R(ω), splits the bridge ω into two pieces, ω = ω1 ∪ ω2,
as shown in Figure 3 b). Notice that ω2 is a corner path, ω2 ∈ AR, whereas
ω1 is a bridge from BM+l which, in addition, has no break lines in the interval
[M,M + l]. Let us use BM,l to denote the set of all such bridges and BM,l to
denote the corresponding partition function. The basic splitting (Figure 3 b))
of the path into a bridge and a corner component thus leads to the following
decomposition of the partition function:
Zβ,+(Q) =
∑
|R−M|≤Mν
∑
l≤Mε
∑
Q1+Q2+R(M+l)=Q
BM,l(Q1)AR(Q2)
+ O
(
exp
{
−
√
Q
qβ,+
wβ,+ − c2Mν − c3M ε
})
. (1.18)
This is our basic decomposition of the canonical partition function Zβ,+(Q).
The target asymptotic formula (1.9) follows from the local limit results on the
bridge and corner canonical partition functions (see (1.33) and (1.35) below),
which enable an asymptotically sharp re-summation in (1.18), as it is carried in
Section 2.4.
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1.6. Conjugate quantities and the parametrised representation
Deﬁne mβ(·) to be the convex conjugate of τβ(1, ·); thus, for any |t| < τβ(1, 0)
or, equivalently, for any t ∈ Dβ ,
τβ
(
1,m′β(t)
)
+ mβ(t) = tm′β(t).
The function −mβ can be thought as the mass of the tilted bridge grand-
canonical partition function. In the sequel we shall frequently rely on the results
from [33], which we, for the sake of convenience, collect in the properties P1–P5
below.
P1: The interior of the eﬀective domain of mβ is
Dβ def= int {t | mβ(t) <∞} =
(−τβ(1, 0), τβ(1, 0)). (1.19)
P2: mβ is analytic on Dβ .
P3: mβ is strictly convex; moreover, for every [a, b] ⊂ Dβ
min
t∈[a,b]
m′′β(t) > 0. (1.20)
P4: For every closed interval [a, b] ⊂ Dβ , Bn(t) = μ(t) exp(nmβ(t))(1 + o(1)),
uniformly in t ∈ [a, b]. The coeﬃcient μ above is given by
μ(t) =
{∑
k
kFk(t) exp(−kmβ(t))
}−1
(1.21)
and is also an analytic function on Dβ . Furthermore, there exists a con-
tinuous strictly positive function dβ(·) on Dβ such that, uniformly in n
and t ∈ [a, b],
Fn(t) ≤ exp(−ndβ(t))Bn(t). (1.22)
P5: The map t → (t,−mβ(t)), t ∈ Dβ , gives a parametrised representation
of the boundary ∂Kβ ∩ {(x, y) | y > 0}.
1.7. Separation of masses
The formula (1.22) is an instance of the separation of the decay rates type
phenomenon, which lies in the heart of the Ornstein –Zernike theory. In particu-
lar, the corresponding decay estimates are ubiquitous in the local limit approach
we pursue in this work. Let us formulate a general point-wise statement of this
sort, which will be repeatedly referred to in the sequel.
12 O. Hryniv and D. Ioﬀe
Proposition 1.1. Fix two numbers r, δ > 0, and consider the lattice cone
Cr =
{
(x1, x2) | |x2| ≤ rx1
}
. (1.23)
Then there exist positive constants c1 = c1(r, δ) and c2 = c2(r, δ) such that
uniformly in x ∈ Cr and in all sub-intervals [a, b] ⊂ [0, x1] of the length |b− a| ≥
δx1 one has the following inequality
gβ(x; ω has no break lines on [a, b]) ≤ c1 exp(−c2x1)gβ(x); (1.24)
here, given a family E of self-avoiding paths ω, we deﬁne:
gβ(x; E) =
∑
ω:0→x
ω∈E
e−β|ω|.
In the case of the self-avoiding walks the estimate (1.24) has been established
in [33] following the earlier work of [20]. The intrinsic renormalisation proof of
the mass-gap type statements has been recently developed in a more complicated
context of the nearest neighbour Bernoulli bond percolation in [12] and in the
context of high temperature Ising models in [13].
The inequalities (1.22) and (1.24) imply the following relation between the
bridge and full connectivity functions (c.f. [20] and [33]): Given x ∈ Z2 (with
x1 ≥ 0), deﬁne hβ(x) and fβ(x) as
hβ(x) =
∑
ω:0→x
ω−bridge
e−β|ω| and fβ(x) =
∑
γ:0→x
γ−irreducible bridge
e−β|γ|.
Then for every number r > 0 ﬁxed, there exist positive constants c3 = c3(x)
and c4 = c4(x) such that uniformly in x ∈ Cr
fβ(x) ≤ exp(−c3x1)hβ(x) and gβ(x) ≤ c4hβ(x). (1.25)
1.8. Bridge and corner partition functions
The leading asymptotics of the bridge and corner partition functions BM,l
and AR, which show up in the basic decomposition formula (1.18), are related
to the following variational problem: Find
ψ(q) def= min
{ 1∫
0
τβ(1, u′(ξ)) dξ | u(0) = 0,
1∫
0
u(ξ) dξ = q
}
. (1.26)
As it will be explained in Section 2.1, the unique minimiser uq of (1.26) is, in
the range of areas we are working with, given by
u′q(ξ) = m
′
β
(
(1− ξ)t), (1.27)
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where t = t(q) can be recovered from the relation
1∫
0
uq(ξ) dξ =
1∫
0
(1− ξ)m′β
(
(1− ξ)t) dξ def= q(t) = q. (1.28)
By properties P2 and P3 the function q(t) is analytic on Dβ and, moreover,
has the analytic inverse t = t(q) on the latter domain.
Notice that by the convex duality between mβ(·) and τβ(1, · ) the minimal
value ψ(q) can be expressed in terms of t = t(q) as
ψ(q) =
1∫
0
τβ(1,m′β [(1− ξ)t]) dξ
=
1∫
0
(1 − ξ)tm′β [(1− ξ)t] dξ −
1∫
0
mβ [(1− ξ)t] dξ
= tq −
1∫
0
mβ[(1 − ξ)t] dξ.
(1.29)
For future references we introduce
σ(t) =
d
dt
q(t) =
1∫
0
(1− ξ)2m′′β
(
(1− ξ)t) dξ (1.30)
and observe that, due to property P3, this derivative is non-degenerate:
∀[a, b] ⊂ Dβ , min
t∈[a,b]
σ(t) > 0.
As a result, diﬀerentiating ψ
(
q(t)
)
w.r.t. t, we get
ψ′(q) = t (1.31)
and, integrating by parts, rewrite (1.29) as
ψ(q) = 2tq −mβ(t) = 2qψ′(q)−mβ(t) (1.32)
provided t and q are related via (1.28).
We are in a position now to formulate two crucial propositions, which set up
the stage for the asymptotic re-summation in (1.18).
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Proposition 1.2. As M →∞, the asymptotics of the bridge partition function
BM,l(Q1) is given by
BM,l(Q1) =
√
μ(t)μ(0)
2πM3σ(t)
exp
(− (M + l)ψ(q1))μl(t)(1 + o(1)), (1.33)
where q1 = Q1/(M + l)2, t = t(q1), and
μl(t) =
∑
l′≥l
exp(−l′mβ(t))Fl′ (t). (1.34)
Proposition 1.3. As R →∞, the asymptotics of the corner partition function
AR(Q2) is given by
AR(Q2) =
√
κ(s)μ(0)
2πR3σ(s)
exp(−Rψ(q2))
(
1 + o(1)
)
, (1.35)
where q2 = Q2/R2, s = s(q2), and the positive real analytic function κ(·) is
given by
κ(t) = lim
n→∞ exp(−nmβ(t))An(t). (1.36)
We shall prove the above two statements in Sections 3 and 4 respectively.
2. Variational problems
In this section, assuming validity of Propositions 1.2 and 1.3, we derive
sharp estimates on the variational sum (M + l)ψ(q1) + Rψ(q2) that enters the
basic decomposition formula (1.18) through the relations (1.33) and (1.35). The
eventual computation leads to the main assertion (1.9) of Theorem 1.1, and it
will be performed in the concluding Section 2.4. The techniques employed in
the preparatory Sections 2.1 and 2.2 are rather standard, and we shall merely
sketch the corresponding arguments without going into the (otherwise routine)
complete details.
2.1. The parametrised problem
We use Ja to denote the class of all Jordan curves j lying inside the strip
{(x, y) | 0 ≤ x ≤ a} having the endpoints at the origin and on the vertical axis
passing through (a, 0). With every curve j ∈ Ja we associate the energy
Wβ(j) =
∫
j
τβ(n(s)) ds,
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Figure 4. A curve j ∈ Ja and its signed area.
and the signed area Area (j) (see Figure 4).
Consider the following (parametrised) variational problem:
min
{Wβ(j)min j ∈ J1;Area (j) = q ≥ 0}. (2.1)
The ﬁrst observation is that for the values of q satisfying 0 < q ≤ qβ,+/τβ(1, 0)2
the solution to (2.1) coincides with the corresponding portion of the appropri-
ately dilated Wulﬀ shape r∂Kβ . Indeed, just choose r to ensure that the area
above the width-2 upper cross section of rKβ equals 2q (Figure 5 a)).
1
τβ(0,1)
KβrKβ
rτβ(1, 0)
q q
1 1
jq
qβ,+
τβ(0,1)2
jq
11
a) b)
Figure 5. The optimal curve jq.
Then the symmetry of Kβ and the elementary surgery considerations imply
that the curve jq (Figure 5 a)) solves (2.1). By the monotonicity of areas this
argument can be pushed all the way up to q = qβ,+/τβ(1, 0)2 which, of course,
corresponds to r = 1/τβ(1, 0) (Figure 5 b)). Thus, for the values of q satisfying
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0 < q ≤ qβ,+/τβ(1, 0)2 the solutions to the problems (2.1) and (1.26) coincide;
in other words, jq can be represented as the graph of uq. Now, as we have
already mentioned before, by the results of [33], the map
t → (t,−mβ(t)), t ∈ [−τβ(1, 0), τβ(1, 0)]
gives the parametrisation of the part of the boundary ∂Kβ in the upper half
plane. Consequently, for q ≤ qβ,+/τβ(1, 0)2, the solution uq of (1.26) satisﬁes
(1.27). Thus, for q ≤ qβ,+/τβ(1, 0)2, the minimal value both in (1.26) and (2.1)
is given by
Wβ(jq) =
1∫
0
τβ(1, u′q(ξ)) dξ =
1∫
0
τβ(1,m′β
(
(1 − ξ)t) dξ,
where the function t = t(q) has been deﬁned in (1.28). Putting things other
way around, we conclude that for every t ∈ [0, τβ(1, 0)) the minimal value in the
problem (2.1) at q = q(t) equals
e(t) def=
1∫
0
τβ
(
1,m′β((1 − ξ)t)
)
dξ. (2.2)
Elementary scaling considerations reveal
Lemma 2.1. For every a ∈ R+ and t ∈ [0, τβ(1, 0))
min
{Wβ(j) | j ∈ Ja; Area (j) = a2q(t)} = ae(t). (2.3)
2.2. The point constraint
The variational problem we discuss in this section corresponds to the basic
path decomposition (1.18).
Let (x0, x0) be the mid-point of the boundary jβ,+ of the quarter Wulﬀ
shape:
(x0, x0) = jβ,+ ∩ {(x, y) | x = y}.
We ﬁx a small δ > 0, and, for every point (x, y) satisfying
(x − x0)2 + (y − y0)2 ≤ δ, (2.4)
consider the sub-class
Cx,y def=
{
j ∈ C+ | j ∩ Px = (x, y)
}
of curves from C+, where Px is the vertical axis passing through (x, y).
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The normalised variational problem with the (x, y)-point constraint is
min
{Wβ(j ) | j ∈ Cx,y ∩ Cqβ ,+}. (2.5)
By the construction, each curve j ∈ Cx,y ∩Cqβ ,+ splits into the union j = j1 ∪ j2,
where j1 ∈ Jx, j2 ∈ Jy, and q1 + q2 + xy = qβ,+, where qi def= Area (ji); i = 1, 2
(Figure 6).
q1
xy
q2
x
y
j2
j1
Figure 6. Splitting of a path j ∈ Cx,y.
Consequently, the minimisation problem (2.5) can be rewritten as
min
q1+q2=qβ,+−xy
min
{Wβ(j1) +Wβ(j2) | j1 ∈ Jx, j2 ∈ Jy,Area (ji) = qi}. (2.6)
If δ in (2.4) is small enough, we can, without loss of generality, focus only
on the areas (q1, q2) satisfying the conditions
q1 ≤ x2qβ,+/τβ(1, 0)2, q2 ≤ y2qβ,+/τβ(1, 0)2.
In the latter case, in view of the relations (1.28) and (2.2), the variational
problem (2.6) is equivalent to the following two-dimensional constrained min-
imisation problem:
min
{
xe(t) + ye(s) | x2q(t) + y2q(s) = qβ,+ − xy
}
. (2.7)
Let ψˆ(x, y) denote the value of the above minimum, tˆ(x, y) and sˆ(x, y) — the
corresponding minimisers.
Lemma 2.2. There exists δ > 0 such that ψˆ, tˆ and sˆ are analytic on the δ-
neighbourhood (2.4) of (x0, y0). Moreover, for every (x, y) satisfying (2.4), the
functions tˆ(x, y) and sˆ(x, y) verify the following transversality condition:
tˆ(x, y)
x
=
sˆ(x, y)
y
. (2.8)
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Proof of Lemma 2.2. Applying the method of Lagrange multipliers and using
the duality relation (recall that mβ(·) is the convex conjugate of τβ(1, ·)),
τ ′β(1,m
′
β(t)) = t,
we obtain: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(tˆx− λx2)
1∫
0
(1− ξ)2m′′β
(
(1− ξ)tˆ) dξ = 0,
(sˆy − λy2)
1∫
0
(1 − ξ)2m′′β((1 − ξ)sˆ) dξ = 0,
x2q(tˆ) + y2q(sˆ) + xy − qβ,+ = 0.
(2.9)
Due to the strict convexity of mβ (1.20), the integrals above do not vanish; as
a result, the system simpliﬁes to⎡⎢⎣ tˆ− λxsˆ− λy
x2q(tˆ) + y2q(sˆ) + xy − qβ,+
⎤⎥⎦ def= F (tˆ, sˆ, λ, x, y) = 0. (2.10)
Recalling now the deﬁnitions (1.28) and (1.30), we see that the matrix
∂F (tˆ, sˆ, λ, x, y)
∂(tˆ, sˆ, λ)
=
⎡⎣ 1 0 −x0 1 −y
x2σ(tˆ) y2σ(sˆ) 0
⎤⎦
is non-degenerate. By analyticity of mβ this implies analyticity of the vector
(tˆ, sˆ, λ)(x, y) in a neighbourhood of (x0, x0). The analyticity of ψˆ follows then
from the relation ψˆ(x, y) = xe(tˆ) + ye(sˆ). Finally, notice that t0
def= tˆ(x0, x0) =
sˆ(x0, x0) satisﬁes m′β(t0) = 1. Indeed, −m′β(t) is just the slope of the boundary
∂Kβ,+ at the point
(
t,−mβ(t)
)
and ∂Kβ,+ is symmetric with respect to the
diagonal. In particular, t0 = 0 and consequently tˆ, sˆ = 0 in a neighbourhood of
(x0, x0). Thereby, the transversality condition (2.8) follows from the ﬁrst two
equations in (2.10). 
2.3. Quadratic expansion of ψˆ around (x0, x0)
At every point (x, y) lying on the optimal curve jβ,+ = ∂Kβ,+ ∩ Quad+, at
(x0, x0) in particular, we have
ψˆ(x, y) = min
(u,v)
ψˆ(u, v).
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Consequently ∇ψˆ ≡ 0 on jβ,+. Furthermore, using the symmetry of jβ,+ with
respect to the diagonal {(x, y) | x = y}, we infer that
∂2ψˆ
∂x2
∣∣∣∣
(x0,x0)
=
∂2ψˆ
∂y2
∣∣∣∣
(x0,x0)
, and (Hess (ψˆ)v, v)
∣∣
(x0,x0)
= 0
with v = (1,−1). As a result,
Hess (ψˆ)
∣∣
(x0,x0)
=
[
θ θ
θ θ
]
.
To compute the number θ above, set ψˆ(x) = ψˆ(x, x) and tˆ ≡ tˆx = tˆ(x, x). Of
course,
d2ψˆ(x)
dx2
∣∣∣
x0
= 4θ. (2.11)
Also, by symmetry,
ψˆ(x) = 2xe(tˆx) = 2x
1∫
0
τβ(1,m′β((1− ξ)tˆx)) dξ, (2.12)
whereas tˆx complies with the following area constraint:
x2(2q(tˆx) + 1) = 2x2
1∫
0
(1− ξ)m′β((1 − ξ)tˆx) dξ + x2 = qβ,+. (2.13)
Diﬀerentiating (2.12) and (2.13) w.r.t. x and using the notations from (1.28)–
(1.30), we obtain
dtˆx
dx
= −2q(tˆx) + 1
xσ(tˆx)
,
dψˆ(x)
dx
= 2
(
e(tˆx)− (2q(tˆx) + 1)tˆx
)
. (2.14)
Next, using (1.32), we rewrite
e(tˆx) =
1∫
0
τβ(1,m′β((1 − ξ)tˆx)) dξ = 2tˆxq(tˆx)−mβ(tˆx), (2.15)
thus simplifying the last equality to
dψˆ(x)
dx
= −2(mβ(tˆx) + tˆx).
As a result,
d2ψˆ(x)
dx2
∣∣∣
x0
= −2dtˆx
dx
∣∣∣
x0
(1 + m′β(t0)),
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where, as before, t0= tˆx0= tˆ(x0, x0). As we have already seen above, m′β(t0)=1.
Finally, the relations (2.11), (2.13), and (2.14) together imply
θ =
1
4
d2ψˆ(x)
dx2
∣∣∣
x0
=
qβ,+
x30σ(t0)
. (2.16)
We record the fruits of the above calculation as
Lemma 2.3. The second order expansion of the analytic function ψˆ around
(x0, x0) is given by
ψˆ(x, y) = ψˆ(x0, x0) +
1
2
qβ,+
x30σ(t0)
(
(x− x0) + (y − y0)
)2
+ o((x − x0)2 + (y − y0)2). (2.17)
2.4. Proof of Theorem 1.1
In the notation of Section 2.2 the scaling between the microscopic quantities
associated with a path ω ∈ Z tubeQ,+ (Figure 3) and the macroscopic quantities
associated with the optimal quarter shape curve jβ,+ = ∂Kβ,+∩Quad+ is given
by (recall that M is the integer part of the middle point of the horizontal
projection of jQβ,+) ∣∣∣∣
√
Q
qβ,+
− M
x0
∣∣∣∣ ≤ 1x0 , (2.18)
where, as in Section 2.2, (x0, x0) is the middle point of jβ,+.
The tube condition (1.15) and the estimate (1.17) enable to restrict the range
of summation in the right-hand side of (1.18) to
l ≤ c1M ε, |R−M | ≤Mν and |Qi −M2q(t0)| ≤ c3Q(1+ν)/2 (2.19)
with any ﬁxed values of ε > 0 and ν ∈ (1/2, 1). In what follows we shall choose ε
and ν in such a way that
ν + ε < 1 and ν <
2
3
. (2.20)
In the asymptotic expressions (1.33) and (1.35) the areas q1 and q2 scale as
q1 =
Q1
(M + l)2
and q2 =
Q2
R2
.
Therefore, by the last of the relations (2.19), |qi−q(t0)| ≤ c1Q(ν−1)/2 ≤ c2Mν−1,
and, consequently,
t(q1) = t0 + O(Mν−1) and s(q2) = t0 + O(Mν−1), (2.21)
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where t = t(q1) and s = s(q2) are recovered from q(t) = q1 and q(s) = q2
(see (1.28)) respectively.
Let us ﬁx l and R in compliance with (2.19) and sum over all admissible Q1
and Q2 (the third sum in (1.18)). By the scaling relation (2.18), the microscopic
break point with coordinates (M + l, R) corresponds, in terms of the variational
problem (2.5), to the macroscopic point (x, y) with the coordinates (see Figure 3)
x =
M + l
M
x0 and y =
R
M
x0,
optimal slopes tˆ = tˆ(x, y), sˆ = sˆ(x, y), and the areas
Qˆ1 = (M + l)2q(tˆ ) and Qˆ2 = R2q(sˆ).
Notice, that the transversality condition (2.8) reads in the above notation as
tˆ
M + l
=
sˆ
R
. (2.22)
By (2.19), the range of admissible areas Q1, Q2 (with R, l ﬁxed) is included in
{Q1, Q2 | |Qi − Qˆi| < c4M1+ν}.
Thus, using the relations (1.33), (1.35), and (2.21) as well as the analytic prop-
erties of the functions μ, κ, σ and μl, we rewrite the third sum in (1.18) as
μ(0)μl(t0)
√
μ(t0)κ(t0)
2πσ(t0)
√
M3R3
∑
|Qi−Qˆi|≤c4M1+ν
Q1+Q2=Qˆ1+Qˆ2
exp
(− (M + l)ψ(q1)−Rψ(q2))(1+o(1)).
(2.23)
Now (recall the deﬁnition of e(t) in (2.2)),
(M + l)ψ(q1) + Rψ(q2)− M
x0
ψˆ(x, y) = (M + l)e(t) + Re(s)− M
x0
ψˆ(x, y)
= (M + l)(e(t)− e(tˆ )) + R(e(sˆ)− e(s)).
(2.24)
Next, using the convex duality between τβ(1, · ) and mβ(·), relations (2.21),
(2.20), (1.28)–(1.30), and positivity of σ(·), we obtain
e(t)− e(tˆ ) = tˆ
1∫
0
(1− ξ)(m′β((1 − ξ)t)−m′β((1− ξ)tˆ )) dξ
+
1
2
1∫
0
(
m′β((1 − ξ)t)−m′β((1 − ξ)tˆ )
)2
m′′β((1 − ξ)tˆ )
dξ + o((t− tˆ )2)
= tˆ(q(t)− q(tˆ )) + (q(t) − q(tˆ ))
2
2σ(tˆ )
+ o((t− tˆ )2).
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Now, the scaling relation for the area q(·) together with the transversality con-
dition (2.22) and the identity Q1 + Q2 = Qˆ1 + Qˆ2 imply
(M + l)tˆ(q(t)− q(tˆ )) + Rsˆ(q(s) − q(sˆ)) = 0.
As a result, the RHS of (2.24) reads, due to relations (2.19), (2.21) and the
choice of ν in (2.20),
(M + l)
(q(t)− q(tˆ ))2
2σ(tˆ )
+ R
(q(s)− q(sˆ))2
2σ(sˆ)
+ o(1)
=
(Q1 − Qˆ1)2
2σ(tˆ )(M + l)3
+
(Q2 − Qˆ2)2
2σ(sˆ)R3
+ o(1) =
(Q2 − Qˆ2)2
σ(t0)R3
+ o(1).
Thus, by the Gaussian summation formula, (2.23) reduces to
μ(0)μl(t0)
√
μ(t0)κ(t0)
2
√
πM3σ(t0)
exp
{
− M
x0
ψˆ
(M + l
M
x0,
R
M
x0
)}
(1 + o(1)). (2.25)
It remains to sum up the expressions in (2.25) over all admissible (that is,
satisfying (2.19)) values of R and l. At this stage we shall rely on the quadratic
expansion of ψˆ around ψˆ(x0, x0), which has been developed in Lemma 2.3. We
rewrite the formula (2.17) in terms of the (M + l, R) coordinates as
M
x0
ψˆ
(M + l
M
x0,
R
M
x0
)
− M
x0
ψˆ(x0, x0) =
θ
2
Mx0
( l
M
+
R−M
M
)2
+ o(1)
=
θx0
2M
(R −M)2 + o(1), (2.26)
where the term o(1) above appears, in both cases, due to the choice of ε and ν
in (2.20).
Substituting (2.25) and (2.26) into the basic decomposition formula (1.18),
and using the relations (to get rid of the second sum in (1.18))
μl(t) = μl(t0)(1 + o(1)),
∑
l
μl(t0) =
1
μ(t0)
,
we compute:
μ(0)
√
κ(t0)
μ(t0)
exp{−√Q/qβ,+ wβ,+}
2
√
πM3σ(t0)
∑
|R−M|≤c5Mν
exp
{
− θx0
2M
(R−M)2
}
(1+o(1))
=
μ(0)√
2θx0M2σ(t0)
(1 + o(1))
√
κ(t0)
μ(t0)
exp
{
−
√
Q
qβ,+
wβ,+
}
. (2.27)
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Here, by (2.16) and the scaling relation (2.18),
θx0M
2σ(t0) =
qβ,+
x30σ(t0)
x0M
2σ(t0) = qβ,+
(M
x0
)2
= Q.
Finally, using the relation κ(t0) = μ(t0), veriﬁed in Theorem 4.1 of Section 4,
we deduce the claim of Theorem 1.1 with (cf. (1.21))
cβ = μ(0) ≡
{∑
k
kFk(0) exp(−kmβ(0))
}−1
,
the inverse of mean length of “horizontal” irreducible bridges (i.e., with vanish-
ing tilt t). 
3. Asymptotics of bridge partition functions
In this section we develop our basic local limit techniques and use them to
prove Proposition 1.2.
3.1. The notation and the results
3.1.1. Asymptotics of Bn
(
n2qn
)
Given a bridge ω =
(
ω(0), . . . , ω(m)
)
, the centred signed area a(ω) is deﬁned
as the algebraic sum of the components bounded by the trajectory of ω and the
segment connecting the end-points ω(0) and ω(m) (Figure 7).
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a(ω) AR(ω)
W (ω)
H(ω)
ω(m)
ω(0)
— area taken with “+” — area taken with “−”
Figure 7. Signed areas a(ω) and AR(ω) associated with a bridge ω.
The signed area AR(ω) under the path ω is called the real area, see Figure 7.
Of course,
AR(ω) =
W (ω)H(ω)
2
+ a(ω).
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Notice that if the origin is placed at the end-point ω(0) and the bridge ω has no
overhangs, then AR(ω) coincides with the value of the integral of the piecewise
constant function corresponding to the path ω.
Given n ∈ N and an area Q, it will be convenient to introduce the corre-
sponding rescaled area qn = Q/n2. The main local limit result of this section
asserts:
Theorem 3.1. Let δ > 0 be ﬁxed. Then, uniformly in the rescaled areas qn
satisfying (see Section 2.1)
qn ≤ (1− δ) qβ,+
τβ(0, 1)2
, (3.1)
the asymptotic behaviour of the canonical bridge partition function is given by
Bn(n2qn) =
√
μ(0)μ(tn)
2πn3σ(tn)
exp(−nψ(qn))(1 + o(1)), (3.2)
where tn = t(qn) and the functions ψ and σ have been deﬁned in Section 1.8.
3.1.2. Tube trajectories
Recall that we use jq to denote the unique solution to the variational prob-
lem (2.1). For every n ∈ N and ν ∈ (1/2, 1], we deﬁne the following set of the
tube bridges
B tuben,ν,qn
def=
{
ω ∈ Bn | dHausd (ω, njqn) ≤ nν
}
. (3.3)
As in (1.14), the skeleton calculus readily implies that, uniformly in qn satisfy-
ing (3.1),
Bn
(
AR(ω) = n2qn;ω ∈ B tuben,ν,qn
) ≤ exp{−nψ(qn)− c1n2ν−1}, (3.4)
where c1 = c1(ν) > 0. Comparing (3.4) with (3.2) we see that only the tube
trajectories can contribute to Bn(n2qn) on the level asserted in the latter expres-
sion. In fact, the principal contribution to Bn(n2qn) comes from an even more
reﬁned set of bridges, the so called regular bridges, which we shall eventually
describe at the end of this subsection.
3.1.3. Consequence: asymptotics of BM,l(Q)
Assuming the claim of Theorem 3.1, it is a short step to deduce Proposi-
tion 1.2. Recall that by its very deﬁnition (see Section 1.5), the partition func-
tion BM,l(·) corresponds to those bridges from BM+l whose ﬁrst irreducible sub-
bridge γ has width W (γ) > l (see Figure 8). We start by rewriting BM,l(Q) as
BM,l(Q)
BM+l(Q)
=
∑
r
∑
H,Δ
Fr+l(H,Δ)
BM−r(Q− (M − r)H −Δ)
BM+l(Q)
, (3.5)
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Figure 8. Bridge γ ∨ η from BM,l: γ ∈ Fl+r and η ∈ BM−r.
where Fr+l(H,Δ) denotes the restriction of the irreducible partition function to
the paths of height H and area AR(γ) = Δ.
By the tube estimate (3.4) we can restrict the summation in (3.5) to the
range |H | ≤ Mν and |Δ| ≤ (l + r)Mν . In addition, we shall consider non-
negative l and r satisfying l + r ≤ M ε with some small ε > 0, the assumption
to be justiﬁed in Section 3.6 below (see also Proposition 3.2). Set
q = Q/(M + l)2 and q˜ =
Q− (M − r)H −Δ
(M − r)2 .
Applying Theorem 3.1 in the region of values of r+l, H , and Δ described above,
we obtain
log
BM−r(Q− (M − r)H −Δ)
BM+l(Q)
= −(M − r)ψ(q˜) + (M + l)ψ(q) + o(1).
On the other hand, a direct computation in the same region gives
(M + l)ψ(q)− (M − r)ψ(q˜) = (r + l)ψ(q)− (M − r)(ψ(q˜)− ψ(q))
= Hψ′(q) + (r + l)
(
ψ(q)− 2qψ′(q))+ o(1).
In view of the duality relations (1.31)–(1.32) the latter reduces to
tH − (r + l)mβ(t) + o(1),
with t = t(q) being the convex conjugate quantity to q. As a result, uniformly
in non-negative l and r satisfying l + r ≤M ε, we get∑
H,Δ
Fr+l(H,Δ)
BM−r(Q− (M − r)H −Δ)
BM+l(Q)
= exp(−(r + l)mβ(t))Fr+l(t)(1 + o(1)),
and (1.33) follows immediately from (3.2) and (3.5).
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3.1.4. Regular bridges
Fix some α ∈ (0, 1/2) and, without loss of the generality, assume that both
nα and K = Kn ≡ n1−α are integers. nα is our basic mesoscopic scale. The
points from
{nα, 2nα, . . . , (K − 1)nα} (3.6)
generate the splitting of the strip S[0,n] into the mesoscopic components Sj ≡
SΔj ,
Δj ≡ ((j − 1)nα, jnα], j ∈ {1, 2, . . . ,K}. (3.7)
Given a bridge ω ∈ Bn and an index j = 1, . . . ,K − 1, let us deﬁne γj to
be the minimal embedded bridge of ω whose projection on the horizontal axis
contains jnα. If Pjnα happens to be a break line of ω, we set γj = ∅. Of course,
by the very deﬁnition, any γj = ∅ is irreducible. In any case we, somewhat
emotionally, shall refer to γj as to the irreducible animal sitting on the pole Pjnα .
Note that in general some γj can be arbitrarily large, spreading over several
mesoscopic strips SΔl , though such an event will be rendered asymptotically
improbable in Proposition 3.2 below.
To avoid such atypical cases, we ﬁx ε > 0 and introduce a collection of “nice”
bridges by requiring for each irreducible animal γj , j = 1, . . . ,K − 1, to satisfy
W (γj) < nε. In the sequel we shall always pick ε suﬃciently small such that,
in particular, ε < α (see (3.10) below for the precise range of parameters α, ε
we are working with). Notice that in the latter case the condition W (γj) < nε
for all j implies that the spans of diﬀerent γ• do not intersect and as a result
we obtain the following mesoscopic decomposition (Figure 9):
ω = ω1 ∨ γ1 ∨ ω2 ∨ . . . ∨ γK−1 ∨ ωK , (3.8)
where K = n1−α, the components γ1, . . . , γK−1 are the disjoint irreducible
animals sitting on the poles Pnα , . . . ,P(K−1)nα respectively, and ω1, . . . , ωK are
the (mesoscopic) embedded bridges. It is useful to rewrite (see Figure 9) the
span of ωj as
Span(ωj) = ((j − 1)nα + Rj−1, jnα − Lj). (3.9)
Proceeding to the formal deﬁnition, we ﬁx some large enough positive con-
stants r2, r3 and positive constants α > 0 and ε > 0 satisfying the condition
12ε < 1, 4ε < α, and 2α+ 2ε < 1. (3.10)
Definition 3.1. We say that a bridge ω ∈ Bn is regular, if it complies with the
conditions (R1)–(R3) below. Namely, for any irreducible embedded sub-bridge
γ ⊆e ω,
(R1) W (γ) < nε,
(R2) |H(γ)| ≤ r2nε and |a(γ)| ≤ r2n2ε;
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Figure 9. Basic mesoscopic splitting (3.8) of a bridge ω ∈ Bregn,α,ε.
in addition, the mesoscopic components of ω from the decomposition (3.8) sat-
isfy the condition
(R3) ∀j = 1, . . . ,K; |H(ωj)| ≤ r3nα and |a(ωj)| ≤ r3n3α/2+ε.
The ensemble of regular bridges is denoted by Bregn,α,ε.
Clearly, the claim of Theorem 3.1 is an immediate consequence of the fol-
lowing two statements:
Proposition 3.1. Let δ > 0 be ﬁxed. Then, uniformly in the rescaled areas
qn satisfying (3.1), the asymptotic behaviour of the regular canonical bridge
partition function is given by:
Bregn,α,ε(n
2qn) =
√
μ(0)μ(tn)
2πn3σ(tn)
exp(−nψ(qn))(1 + o(1)), (3.11)
with the conjugate tilt tn = t(qn) and the functions ψ, σ deﬁned as in Section 1.8.
Proposition 3.2. Fix any δ > 0 and choose any α > 0, ε > 0 satisfying (3.10).
Furthermore, suppose that the constants r2, r3 in (R2), (R3) are chosen to be
large enough. Then there exist c1, c2 > 0 such that uniformly in the rescaled
areas {qn} satisfying (3.1), the inequality
Bn(AR(ω) = n2qn;ω ∈ Bregn,α,ε) ≤ c1exp{−nψ(qn)− c2nε} (3.12)
holds for all n large enough.
Remark 3.1. We shall prove Proposition 3.2 in Section 3.6 below. The esti-
mate (1.17) of Lemma 1.1 now follows by a straightforward adjustment of the
proof of Lemma 3.6 and of the arguments in Step 1 from the proof of Lemma 3.7.
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3.2. Regular bridges
Our proof of the main local limit result — Proposition 3.1 — consists of
several steps presented in Lemmas 3.1–3.3 below. For reader’s convenience we
start by sketching the main ideas behind our argument.
3.2.1. Tilting of the measure
The ﬁrst step towards (3.11) is quite natural: we change the measure,
Bregn,α,ε(n
2qn) = exp(−ntqn)Bregn,α,ε(exp(tAR/n);AR(ω) = n2qn), (3.13)
and evaluate the RHS at the conjugate value t = tn = t(qn) of the tilt (re-
call (1.28)). However, since AR is a complicated functional of the trajectory ω,
this evaluation is quite a delicate task. A possible way out is suggested by the
representation (3.8).
3.2.2. The ideal area AI
Using the elements from the mesoscopic decomposition of ω ∈ Bregn,α,ε, we
rewrite AR(ω) as
AR(ω) =
K∑
j=1
NjH(ωj) +
K−1∑
j=1
MjH(γj) +
K∑
j=1
a(ωj) +
K−1∑
j=1
a(γj)
with Nj and Mj given by
Nj = n− 2j − 12 n
α +
Lj −Rj−1
2
, Mj = n− jnα + Lj −Rj2 .
Let E = E(ω) denote the collection of the endpoints of the mesoscopic compo-
nents from (3.8). It is easy to see that for any ﬁxed collection E , the variables
a(γ•) and a(ω•) are symmetrically distributed (in ω such that E(ω) ≡ E , see
Figure 10); in particular, the same is true once ω ∈ Bregn,α,ε and the collection E
is compatible with the deﬁnition of Bregn,α,ε. Thus, it is natural to expect that for
ω ∈ Bregn,α,ε the real area AR(ω) is well approximated by its averaged analogue
AI(ω) def=
K∑
j=1
NjH(ωj) +
K−1∑
j=1
MjH(γj), (3.14)
to be called the ideal area. As we shall see below, the mesoscopic coarsening AI
of AR is an adequate object to work with.
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Figure 10. Ideal area AI(ω) related to the mesoscopic decomposition
ω = ω1 ∨ γ1 ∨ ω2 ∨ γ2 ∨ ω3 ∨ γ3 ∨ ω4.
3.2.3. Regular collections M of breaking points
The ensemble Bregn,α,ε splits into the disjoint union of ensembles labelled by
various diﬀerent choices of collections of breaking pointsM = ({Lj}, {Rj}); the
latter clearly satisfy
0 ≤ min
j
(Lj + Rj) ≤ max
j
(Lj + Rj) < nε. (3.15)
We shall call such collections M regular and use Bregn,α,ε( · ;M) to denote the
restriction of the partition function Bregn,α,ε(·) to the set of M-compatible paths.
Thus,
Bregn,α,ε(·) =
∑
M
Bregn,α,ε( · ;M),
where the summation is over all regular collections M.
3.2.4. Reduction to the tilts by AI
Let a segment [a, b] ⊂ Dβ , a < 0 < b, be ﬁxed. For every t ∈ [a, b] and each
regular collection M deﬁne the (tilted) probability distribution
Pregt,n(· | M) def=
Bregn,α,ε(· ; exp(tAI/n);M)
Bregn,α,ε(exp(tAI/n);M) .
The following important area concentration property will be proved in Sec-
tion 3.3 below.
Lemma 3.1. Let Δ = Δ(ω) denote the area diﬀerence
Δ = Δ(ω) def=
∑
j
a(ωj) +
∑
j
a(γj).
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Fix a number S > 0. Then there exist positive constants η, ζ, C, and c such
that the inequality∣∣E regt,n (esΔ/n; |Δ| > n1−η | M)∣∣ ≤ C exp(−cnζ) (3.16)
holds uniformly in t ∈ [a, b], in |s| ≤ S, in regular collections M and in all n
large enough.
Now, using the deﬁnitions above, we rewrite
Bregn,α,ε(exp(tA
R/n);n2qn) =
∑
M
Bregn,α,ε(exp(tA
I/n);M)E regt,n (etΔ/n;n2qn | M),
Bregn,α,ε(exp(tA
I/n);n2qn) =
∑
M
Bregn,α,ε(exp(tA
I/n);M)Pregt,n(AR = n2qn | M).
On the other hand, by Lemma 3.1,∣∣E regt,n(etΔ/n;n2qn | M)− Pregt,n(AR = n2qn | M)∣∣
≤ 2Ce−cnζ + ∣∣E regt,n(etΔ/n − 1; |Δ| ≤ n1−η;n2qn | M)∣∣
≤ 2Ce−cnζ + O(n−η)Pregt,n(AR = n2qn | M)
uniformly in M under consideration. As a result,
Bregn,α,ε(exp(tA
R/n);n2qn) = Bregn,α,ε(e(tA
I/n))O(exp(−cnζ))
+ Bregn,α,ε(exp(tA
I/n);n2qn)(1 + O(n−η)) (3.17)
and it remains to study the asymptotics of the partition functions in the RHS
above.
3.2.5. Asymptotics of the ideal partition function
Our analysis of the ﬁrst term in the RHS of (3.17) is based on the analytic
properties of the two-point functions collected in Section 1.6. The corresponding
result reads:
Lemma 3.2. Let [a, b] ⊂ Dβ be ﬁxed and suppose that α and ε satisfy (3.10)
with ε small enough, 0 < 4ε < α, and ﬁx any constant A > 0. Then the
asymptotics
Bregn,α,ε(exp(zA
I/n)) =
√
μ(0)μ(z) exp
{
n
1∫
0
mβ((1 − ξ)z) dξ
}
(1 + o(1)) (3.18)
holds, as n→∞, uniformly in complex z satisfying the condition
z ∈ [a, b], |z| ≤ A/√n. (3.19)
The proof of the lemma is given in Section 3.4 below.
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3.2.6. Local limit asymptotics
Let the segment [a, b] ⊂ Dβ be as ﬁxed above. For any t ∈ [a, b], introduce
the tilted probability distribution
Pregt,n(·) =
Bregn,α,ε(·; exp(tAI/n))
Bregn,α,ε(exp(tAI/n))
. (3.20)
The following local limit result will be proven in Section 3.5.
Lemma 3.3. Let tn be the conjugate tilt to qn. Then, as n→∞, we have
Pregtn,n(A
R = n2qn) =
1√
2πn3σ(tn)
(1 + o(1)) (3.21)
uniformly in the rescaled areas qn satisfying (3.1).
Consequently, in view of the change of measure formula (3.13), it remains
to insert the asymptotics (3.18) and (3.21) into the decomposition (3.17) and
to apply the duality relation (1.29). The conclusion (3.11) of Proposition 3.1
follows. 
We turn now to the proof of Lemmas 3.1–3.3.
3.3. Proof of Lemma 3.1
Given a collection of integer heights
H = {h1, g1, h2, . . . , gK−1, hK},
we say that a regular bridge ω ∈ Bn is H-compatible if its mesoscopic decom-
position (3.8) satisﬁes:
∀ j = 1, . . . ,K, H(ωj) = hj and ∀ j = 1, . . . ,K − 1, H(γj) = gj .
A collection H is called regular iﬀ
∀ j = 1, . . . ,K, |hj | ≤ r3nα and ∀ j = 1, . . . ,K − 1, |gj| ≤ r2nε.
Thanks to the conditions (R1)–(R3) of Deﬁnition 3.1, a collection H is regular
if and only if there exists an H-compatible bridge ω ∈ Bregn,α,ε.
For a ﬁxed regular collection M of breaking points, we use E regt,n (· | M) to
denote the corresponding conditional expectation. We have∣∣E regt,n (etΔ/n; |Δ| > n1−η | M)∣∣ ≤ maxH ∣∣Eregn (etΔ/n; |Δ| > n1−η | M,H)∣∣, (3.22)
where the maximum runs over all regular collections H. Clearly, ﬁxing M
and H is equivalent to ﬁxing the collection E of the endpoints in the mesoscopic
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decomposition of a bridge (see Figure 10). Recall that for any choice of M
and H, the random variables
a(ω1), a(γ1), a(ω2), . . . , a(γK−1), a(ωK)
are conditionally independent, symmetric, bounded functions of ω ∈ Bregn,α,ε.
Consequently, for any s ∈ R and j = 1, . . . ,K we, using the second of the
conditions (R3), obtain:
Eregn (exp(sa(ωj)/n) | M,H) ≤
∞∑
k=0
|s|2k
(2k)!n2k
Eregn (a(ωj)
2k | M,H)
≤ cosh(r3n3α/2+ε−1|s|) ≤ exp
{r23
2
n3α+2ε−2|s|2
}
,
Eregn (exp(sa(γl)/n) | M,H) ≤ cosh(r2n2ε−1|s|) ≤ exp
{r22
2
n4ε−2|s|2
}
and thus
Eregn (exp(sΔ/n) | M,H) ≤ exp{c1n2(α+ε)−1|s|2}.
On the other hand, the Hoeﬀding –Azuma inequality [3, 29] implies
Pregn
(|Δ(ω)| > n1−η | M,H) ≤ 2 exp{− n2(1−η)
2K(r23n3α+2ε + r22n4ε)
}
≤ 2 exp{−c2n1−2(α+ε+η)}
and therefore, using the Cauchy– Schwartz inequality and the last two bounds,
we deduce the validity of the estimate
Eregn
(
etΔ/n; |Δ| > n1−η | M,H) ≤ c3 exp{−c4n1−2(α+ε+η)}
uniformly in t ∈ [a, b], ﬁxed collections M and H, and all n large enough.
Finally, (3.16) follows directly from (3.22) and the last bound. 
3.4. Proof of Lemma 3.2
Fix any t ∈ [a, b] and a regular collection M of breaking points. On the
event {M}, the partition function Bn(exp(tAI/n);M) (cf. (1.11)) has the fol-
lowing factorisation property:
Bn(exp(tAI/n);M) =
K∏
j=1
BW (ωj)(t(ωj))
K−1∏
l=1
FW (γl)(t(γl)), (3.23)
Self-avoiding polygons 33
with (cf. (3.14))
t(ωj)
def=
Nj
n
t =
(
1− 2j − 1
2K
+
Lj −Rj−1
2n
)
t,
t(γl)
def=
Ml
n
t =
(
1− l
K
+
Ll −Rl
2n
)
t.
(3.24)
Next, we deﬁne
Bα,εn (t)
def=
∑
M
Bn(exp(tAI/n);M), (3.25)
where the sum runs over all regular collections M. Let Bn,α,ε denote the en-
semble of all bridges ω whose mesoscopic collections M(ω) of breaking points
are regular.
As we shall see below, in some complex neighbourhood U of the segment [a, b]
the partition function Bregn,α,ε(exp(zA
I/n)) is well approximated by Bα,εn (z); the
latter, however, possesses the following property.
Lemma 3.4. Assume that α and ε satisfy (3.10) with ε small enough, 0 < 4ε <
α. Then there exists a complex neighbourhood U of the segment [a, b] such that
the relation
Bα,εn (z) =
√
μ(0)μ(z) exp
{
n
1∫
0
mβ((1− x)z) dx
}
(1 + O(n−ε)) (3.26)
holds true, as n→∞, uniformly in z ∈ U .
Proof. Let tj denote the statistically averaged value of t(ωj),
tj ≡
(
1− 2j − 1
2K
)
t, j = 1, . . . ,K. (3.27)
Our argument below is based on the following properties [33]: there exist a
complex neighbourhood U of [a, b] and a positive constant α˜ = α˜(U) such that
the relations
∞∑
k≥2
eα˜k
∣∣Fk(z) exp{−kmβ(z)}∣∣ <∞,
1 +
nε∑
k=2
(k − 1)Fk(z) exp
{−kmβ(z)} = 1
μ(z)
+ o(nε exp(−α˜nε)), (3.28)
logBn(z)− nmβ(z)− logμ(z) = o(e−α˜n)
hold uniformly in z ∈ U and all n suﬃciently large. Here we have used the
identity [33]
∞∑
k=1
Fk(·) exp(−kmβ(·)) ≡ 1
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valid everywhere on U . Note that the ﬁrst two properties in (3.28) imply the
following useful estimate:
1 +
nε∑
l≥1,r≥1
Fl+r
(
z0 + (r − l) z
n
)
exp
{
−(l + r)mβ
(
z0 + (r − l) z
n
)}
= (μ(z0))−1 + o(n3ε−2) (3.29)
valid uniformly in z0 and z belonging to U and all n large enough (thanks to
the term-by-term cancellation in the linear part
2nε∑
k=2
[
F′k(z0) + Fk(z0)m
′
β(z0)
]
exp{−kmβ(z0)}
∑
1≤l,r≤nε
l+r=k
(r − l) z
n
of the Taylor expansion of the LHS in (3.29) around z0).
In addition, we shall use the following simple observation to be checked
below. Let z(ωj) and zj be the complex counterparts of t(ωj) and tj deﬁned in
(3.24) and (3.27) correspondingly. Then, uniformly in ω ∈ Bn,α,ε and z under
consideration, we have
log
K∏
j=1
BW (ωj)(z(ωj)) =
K∑
j=1
logμ(zj) + nα
K∑
j=1
mβ(zj) (3.30)
−
K−1∑
j=1
(Lj + Rj)mβ
(zj + zj+1
2
)
+ O(nε−α).
Let us turn to the proof of (3.26). In view of (3.30), the rescaled partition
function
B˜
α,ε
n (z)
def= Bα,εn (z) exp
{
−nα
K∑
j=1
mβ(zj)
}
can be rewritten as (recall (3.25) and (3.23))
B˜
α,ε
n (z) =
K∏
j=1
μ(zj)
∑
M
[K−1∏
l=1
FW (γl)(z(γl)) exp(−W (γl)mβ(z¯l))
]
(1 + O(nε−α)),
where z¯l stands for (zl+zl+1)/2. Now, diﬀerent γ•-bridges in the last parentheses
are independent; interchanging the order of summation and multiplication, we
thus obtain
B˜
α,ε
n (z) =
K∏
j=1
μ(zj)
K−1∏
l=1
[∑′
FW (γl)(z(γl)) exp(−W (γl)mβ(z¯l))
]
(1 + O(nε−α)),
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where the sum runs over the endpoints of all γl satisfying the condition W (γl) ≤
nε. Now, using the simple fact
W (γl)
(
mβ(z(γl))−mβ(z¯l)
)
= O
(W (γl)2
n
)
valid uniformly in z and γ• under consideration as well as the self-averaging
property (3.29), we rewrite the expression in the brackets above as∑′
FW (γl)(z(γl)) exp
{−W (γl)mβ(z(γl))} exp(O(W (γl)2/n))
= (μ(z¯l))−1 + O(n3ε−1);
therefore, using analyticity of μ(·), we obtain
B˜
α,ε
n (z) = exp
{ K∑
j=1
logμ(zj)−
K−1∑
l=1
logμ(z¯l)
}
exp{O(Kn3ε−1) + O(nε−α)}
=
√
μ(0)μ(z)(1 + O(n3ε−α)).
It remains to observe that (thanks to smoothness of mβ(·))
nα
K∑
j=1
mβ(zj)− n
1∫
0
mβ(zx) dx = O(n/K2) = O(n2α−1).
Finally, we justify (3.30). To this end, ﬁx any ω ∈ Bn,α,ε. According to
the deﬁnitions (3.24) and (3.27), we have z(ωj) − zj = O(nε/n) and therefore
the last relation in (3.28) implies (recall that K = n1−α and μ is an analytic
function)
K∑
j=1
logBW (ωj)(z(ωj)) =
K∑
j=1
logμ(zj) +
K∑
j=1
W (ωj)mβ(z(ωj)) + O(nε−α).
To estimate the last sum, we note that deﬁnition (3.9), the complex analogue
of (3.27), and the Taylor formula imply the equality
W (ωj)mβ(z(ωj)) =
(
nα − (Lj + Rj−1)
)
mβ(zj)
+
z
2K
(Lj −Rj−1)m′β(zj) + O(n2ε−1). (3.31)
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On the other hand, R0 = LK = 0; therefore, using again the Taylor formula,
we get the relations
K∑
j=1
(Lj + Rj−1)mβ(zj) =
K−1∑
j=1
(Lj + Rj)mβ(z¯j)
+
z
2K
K−1∑
j=1
(Lj −Rj)m′β(z¯j) + O(nε/K),
K∑
j=1
(Lj −Rj−1)m′β(zj) =
K−1∑
j=1
(Lj −Rj)m′β(z¯j) + O(nε),
where, as before, z¯j stands for (zj + zj+1)/2. Finally, summing in (3.31) from
j = 1 to K and using the last two identities, we ﬁnish the proof. 
A simple use of the Cauchy formula shows that uniformly in z under con-
sideration, one obtains the convergence
1
n
d2
dz2
logBα,εn (z)→
d2
dz2
1∫
0
mβ((1− x)z) dx as n→∞.
Recalling the non-degeneracy of the function σ(t) from (1.30) and using the
Taylor formula, we immediately deduce the following fact.
Corollary 3.1. There exist δ > 0 and η > 0 such that the estimate
|Bα,εn (t + iτ)|
Bα,εn (t)
≤ exp{−ηnτ2}
holds uniformly in t ∈ [a, b] and |τ | ≤ δ.
We turn now to the proof of (3.18). In a way, similar to (3.25)+(3.23), we
rewrite
Bregn,α,ε(z) ≡ Bregn,α,ε(exp(zAI/n)) =
∑
M
K∏
j=1
BregW (ωj)(z(ωj))
K−1∏
l=1
FregW (γl)(z(γl)),
(3.32)
where, given the values of n, ε and α, we naturally deﬁne restricted partition
functions Bregm (·) and Fregm (·) over the individual components of of the mesoscopic
decomposition (3.8) in such a way that the concatenated paths ω satisfy con-
ditions (R1)–(R3) of Deﬁnition 3.1. As we shall see below, these functions are
well approximated by their non-restricted analogues:
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Let the positive constants α, ε and the segment [a, b] be as ﬁxed above. Then
there exist large enough r2, r3 (recall Deﬁnition 3.1) and positive c, ζ such that
the relations
|Bm(z)− Bregm (z)| ≤ Bm(t)− Bregm (t) = O(exp(−cmζ)Bm(t)),
|Fm(z)− Fregm (z)| ≤ Fm(t)− Fregm (t) = O(exp(−cmζ)Fm(t))
(3.33)
hold uniformly in m ∈ N and z ∈ C satisfying z ∈ [a, b].
We postpone the proof of the bounds (3.33) till the end of the section and
deduce validity of the asymptotics (3.18) ﬁrst.
Our key observation is the next estimate: if z ∈ C is such that z ∈ [a, b],
then
|Bα,εn (t + iτ)− Bregn,α,ε(t + iτ)| ≤ Bα,εn (t)− Bregn,α,ε(t) = O(exp(−cnζ))Bα,εn (t),
(3.34)
with possibly diﬀerent constants c > 0 and ζ > 0. Indeed, the inequality above
follows directly from the mesoscopic representations of the partition functions
Bα,εn (·) and Bregn,α,ε(·) (recall (3.32) and its non-restricted analogue (3.25)+(3.23))
combined with the apriori bounds
|Bm(t + is)| ≤ Bm(t), |Fm(t + is)| ≤ Fm(t),
|Bregm (t + is)| ≤ Bregm (t), |Fregm (t + is)| ≤ Fregm (t)
(3.35)
valid uniformly in t ∈ [a, b], real s, and integer m ≥ 2. On the other hand, the
equality is a simple corollary of the estimate∣∣∣ l∏
i=1
ai −
l∏
i=1
bi
∣∣∣ ≤ lmax
j
∣∣∣aj − bj
bj
∣∣∣ l∏
i=1
ci with ci = max(|ai|, |bi|),
the uniform bounds (3.33) and the observation that
KO(exp(−c(nε)ζ)) = O(exp(−c′nζ′))
as n→∞.
Now the target bound (3.18) follows directly from (3.34) and a simple obser-
vation that the ratio Bα,εn (z)/B
α,ε
n (t) is uniformly separated from zero for any z
satisfying (3.19).
Finally, we prove the bounds (3.33). Since the inequalities in (3.33) are sim-
ple term-by-term estimates combined with the apriori bounds of the type (3.35),
we shall concentrate ourselves on the proof of the equalities only. The latter,
however, have a natural probabilistic interpretation. Namely, in terms of the
(tilted) bridge and irreducible bridge distributions
Ptm(·) def=
Bm(· ; etH(ω))
Bm(etH(ω))
, Qtm(·) def=
Fm(· ; etH(γ))
Fm(etH(γ))
(3.36)
38 O. Hryniv and D. Ioﬀe
the equalities in (3.33) follow directly from the following properties:
Fix ε > 0 small enough; then, for some c > 0, η > 0, the estimates
Ptm
(
|H(ω)| ≤ r3m, |a(ω)| ≤ r3m3/2+ε
∀γ ⊆e ω, γ-irreducible =⇒W (γ) < mε
)
≥ 1− exp(−cmζ),
Qtm
(|H(γ)| ≤ r2m, |a(γ)| ≤ r2m2) ≥ 1− exp(−cmζ)
(3.33′)
hold, as m→∞, uniformly in t ∈ [a, b].
To verify the ﬁrst bound above, it is enough to check that for any ε > 0
there are c > 0 and ζ > 0 such that the inequalities
Ptm(∃γ ⊆e ω, γ-irreducible & W (γ) ≥ mε) ≤ exp(−cmζ),
Ptm(|H(ω)| > r3m) ≤ exp(−cmζ),
Ptm(|a(ω)| > r3m3/2+ε | |H(ω)| ≤ r3m) ≤ exp(−cmζ)
hold, uniformly in t ∈ [a, b], for all m large enough. However, the ﬁrst one is
a direct corollary of (1.25), the second one is obvious provided r3 > 0 is large
enough, and the last bound follows directly from the strict triangle inequal-
ity (1.8) for m large enough.
To verify the second bound in (3.33′), we observe ﬁrst that the irreducible
two point function fβ evidently satisﬁes:
fβ(m,H) < gβ(m,H) = gβ(H,m) < exp(−Hτβ(1,m/H)).
Since, τβ(1, ·) is continuous at zero, the large deviation estimate
Qtm(|H(γ)| > r2m) ≤ e−cm
holds uniformly in t ∈ [a, b] ⊂ Dβ for any r2 satisfying the following two condi-
tions:
δ
def= τβ(1, 1/r2)−max{|a|, |b|} > 0 and δ · r2 > − lim inf
m
min
t∈[a,b]
1
m
log Fm(t).
Similarly, for any ﬁxed r, the strict triangle inequality (1.8) implies that the
upper bound
Qtm(|a(γ)| > r2m2 | |H(γ)| ≤ rm) ≤ e−cm,
also holds uniformly in t ∈ [a, b] ⊂ Dβ and for any r2 large enough. Thus,
the second of the inequalities in (3.33′) follows once r2 has been chosen to be
suﬃciently large. 
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3.5. Proof of Lemma 3.3
From the point of view of the tilted probability distribution Pregt,n(·) deﬁned
in (3.20), Lemma 3.2 implies the (uniform) central limit asymptotics for the
properly rescaled ideal area AI . In particular, the mean value satisﬁes
(1 + o(1))E regt,n (A
I/n) = n
d
ds
1∫
0
mβ((1 − ξ)s
)
dξ
∣∣∣
s=t
.
Taking now t = tn to be the conjugate value to qn in (1.28) and recalling the
self-averaging property (3.16) of the area correction Δ(ω) ≡ AR(ω)−AI(ω), we
obtain
(1 + o(1))E regtn,n(A
R/n) = n
1∫
0
(1− ξ)m′β((1 − ξ)tn) dξ = nqn.
In other words, tn is the proper tilt in the study of the asymptotics of the
probability Pregn (A
R = n2qn).
Let χn(τ) be the tn-tilted characteristic function of the centred normalised
real area,
χn(τ)
def= E regtn,n exp
{ iτ
n3/2
(AR − n2qn)
}
(3.37)
=
Bregn,α,ε
(
exp(iτΔ/n3/2) exp((tn + iτ/
√
n)AI/n)
)
Bregn,α,ε
(
exp(tnAI/n)
) exp{−iτ√nqn}.
The function χn(τ) being 2πn3/2-periodic, the inversion formula for the Fourier
transform implies
Pregtn,n(A
R = n2qn) =
1
2πn3/2
πn3/2∫
−πn3/2
χn(τ) dτ.
Thus, the local limit result (3.21) is an immediate corollary of the following
three facts.
Claim 3.1. Fix any A > 0. For σ(t) given by (1.30), the convergence
logχn(τ) +
1
2
σ(tn)τ2 −→ 0 (3.38)
holds, as n→∞, uniformly in |τ | ≤ A.
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Claim 3.2. There exist positive constants δ, η, C, c, and ζ such that the bound
|χn(τ)| ≤ 2 exp{−η(τ2 ∧ n1−3α/2)} + C exp(−cnαζ) (3.39)
is true uniformly in |τ | ≤ δ√n and all n large enough.
Claim 3.3. Let δ > 0 be as ﬁxed above. Then there exist positive constants c
and ζ such that the inequality
|χn(τ)| ≤ exp{−cnζ} (3.40)
is satisﬁed uniformly in δ
√
n ≤ |τ | ≤ πn3/2 and all n large enough.
The rest of this section is devoted to the proof of these facts. The cen-
tral limit theorem convergence (3.38) will be deduced by comparison with the
characteristic function of the ideal area AI in Section 3.5.1. The moderate de-
viation bound (3.39) and the large deviation bound (3.40) will be established in
Sections 3.5.2 and 3.5.3 respectively via certain renormalisation procedures.
3.5.1. Comparison with the ideal area: |τ | ≤ A regime
Let χIn(τ) be the characteristic function of the centred normalised ideal area,
χIn(τ)
def= E regtn,n exp
{ iτ
n3/2
(AI − n2qn)
}
.
Using the representation (3.37) and the bound (3.16), we obtain
|χn(τ) − χIn(τ)| =
∣∣Bregn,α,ε((exp(iτΔ/n3/2)− 1) exp((tn + iτ/√n)AI/n))∣∣
Bregn,α,ε(exp(tnAI/n))
≤ 2Pregtn,n(|Δ| > n1−η) + O(n−η)
= O(exp(−cnζ)) + O(n−η).
Now, let τ satisfy |τ | ≤ A with A ﬁxed above. Then a direct calculation
based on the asymptotics (3.18) shows that
χIn(τ) ≡
Bregn,α,ε
(
exp((tn + iτ/
√
n)AI/n)
)
Bregn,α,ε(exp(tnAI/n))
exp{−iτ√nqn}
= exp
{
−σ(tn)
2
τ2
}
+ o(1),
as n→∞, uniformly in such τ . The convergence in (3.38) follows.
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3.5.2. Region of moderate deviations: A < |τ | ≤ δ√n
Our argument here is based upon the following two observations. First, for
any ﬁxed collection M of regular break points the expectation E regtn,n factorises
into product of expectations corresponding to the elements of the mesoscopic
decomposition (3.8). In particular, the ideal area becomes a linear function of
(independent) heights H(ωj) and H(γj), recall (3.14). Our second observation
is that according to (3.33′), the regularitiy properties of ωj-paths can be ignored
or evoked at probabilistic cost O(K exp(−cnαζ)) = O(exp(−c1nαζ)).
As a result,
|χn(τ)| ≤ maxM
∣∣∣E regtn,n(exp{ iτn3/2AR} | M)
∣∣∣ (3.41)
≤ max
M
K∏
1
∣∣∣EtjWj exp{ iτ(Nj(H(ω)− h¯j) + a(ω))n3/2 }
∣∣∣+ O(exp(−c1nαζ)),
where Wj is the width of ωj , E
tj
Wj
denotes the expectation operator correspond-
ing to the tj
def= tn(ωj)-tilted (recall (3.24)) distribution PtWj from (3.36), and
h¯j stands for the corresponding mean of H(ωj), h¯j = E
tj
Wj
(
H(ωj)
)
.
Our aim is to show that once τ and Nj ≈ n− (j−1/2)nα = (K− j−1/2)nα
satisfy the conditions
Nj ≥ ν−1nα+ε and |τ |Njn(α−3)/2 ≤ ν (3.42)
with suﬃciently small ν > 0, then∣∣∣EtjWj exp{ iτ
(
(H(ω)− h¯j)Nj + a(ω)
)
n3/2
}∣∣∣ ≤ exp{−c2τ2nα−3 Nj2}. (3.43)
From this the target estimate (3.39) follows immediately.
Indeed, let ﬁrst τ be such that |τ | ≤ νK1/2 = νn(1−α)/2. Applying the last
bound to each j satisfying ν−1nε ≤ K − j ≤ K, we bound the product in the
RHS of (3.41) by
exp
{
−c2τ2nα−3
∑
Nj
2
}
≤ exp{−c3τ2nα−3K3n2α} = exp{−c3τ2}. (3.44)
On the other hand, if τ satisﬁes ν−1K1/2 ≤ |τ | ≤ δn1/2, we apply the esti-
mate (3.43) to each j such that ν−1nε ≤ K − j ≤ νK3/2/|τ | and thus bound
the same product by
exp
{
−c2τ2nα−3
∑
Nj
2
}
≤ exp
{
−c4τ2K−3
(
ν
K3/2
|τ |
)3}
= exp
{
−c4ν3 K
3/2
|τ |
}
≤ exp{−c5n1−3α/2}. (3.45)
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The target estimate (3.39) follows from (3.44) and (3.45).
It remains to establish the key estimate (3.43). Using (3.33′), we bound the
expectation in (3.43) by
max
|h|≤r2nα
∣∣∣EtjWj((1− exp(iτa(ω)n−3/2)); |a(ω)| ≤ n3α/2+ε | H(ω) = h)∣∣∣
+
∣∣EtjWj exp{iτn−3/2(H(ω)− h¯j)Nj}∣∣+ O(exp(−cnαζ)) (3.46)
and observe that the ﬁrst term is uniformly bounded by
c6τ
2n3α+2ε−3 = c6τ2n2εK−3,
whereas the second term is bounded above by
1− c7τ2n−3nαNj2
provided |τ |Nj is suﬃciently small. One easily veriﬁes that under conditions
(3.42) the sum in (3.46) is bounded above by
1− c8τ2nα−3Nj2 ≤ exp
{−c8τ2nα−3Nj2} .
The key estimate (3.43) follows.
3.5.3. Large τ region
According to Deﬁnition 3.1, regular bridges ω ∈ Bregn,α,ε admit the decompo-
sition into irreducible components
ω = γ1 ∨ γ2 ∨ . . . ∨ γN , (3.47)
each verifying condition (R1), W (γj) < nε; in particular, the number N = N(ω)
of components satisﬁes the uniform lower bound N ≥ n1−ε. The decomposition
(3.47) generates the partition D = D(ω) of the integer number n according to
the following rule:
ω → D(ω) = {d1, d2, . . . , dN}, where ∀j = 1, 2, . . . , N, W (γj) = dj .
Given a (positive integer) partition D = {d1, d2, . . . , dN} of n,
d1 + d2 + · · ·+ dN = n,
and a bridge ω ∈ Bregn,α,ε, we say that ω is D-compatible if and only if D(ω) = D.
To avoid the degenerated case a(γ•) ≡ 0 (occurring for W (γ•) = 1 or 2), we
shall consider the partitions D of an integer number n having suﬃciently reach
structure:
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Definition 3.2. A (positive integer) partitionD = {d1, d2, . . . , dN} of a natural
number n is called regular, if
1) for all j = 1, 2, . . . , N, dj < nε,
2) for all k = 1, 2, . . . , n1−ε, there exists j such that dj ≥ 3 and
∑j−1
l=1 dl ∈[
(k − 1)nε, knε).
Note that for any regular partition D = Dn of an integer number n and any
D-compatible bridge ω ∈ Bregn,α,ε, each segment [(k− 1)nε, knε) intersects a span
of an irreducible component γ• of width W (γ•) ≥ 3.
Due to the massgap condition (1.22), the function D(ω) thought as a random
variable in ω ∈ Bregn,α,ε has the following important property:
Fix any ε > 0 small enough. Then there exist positive constants c and ζ
such that the estimate
Pregt,n(D(ω) is not regular) < exp(−cnζ) (3.48)
holds, as n→∞, uniformly in t ∈ [a, b].
Let Bregn,α,ε(· | D) denote the restriction of the bridge partition function
Bregn,α,ε(·) to the ensemble of D-compatible bridges. Thanks to the uniform bound
(3.48), the target inequality (3.40) follows directly from the following fact.
Lemma 3.5. Suppose that ε satisﬁes 0 < 12ε < 1 and let [a, b] ⊂ Dβ be as
ﬁxed above. Then there exist positive constants c and ζ such that the estimate∣∣Bregn,α,ε( exp{∑N1 tkH(γk) + iτn−3/2AR(ω)} | D)∣∣
Bregn,α,ε
(
exp
{∑N
1 tkH(γk)
} | D) ≤ exp(−c1nε) (3.49)
is true, for all n large enough, uniformly in n1/2−ε ≤ |τ | ≤ πn3/2, in regular
partitions D ≡ Dn of n, and in all collections of tilts t1, . . . , tN ∈ [a, b].
The rest of this section is devoted to the proof of this lemma. It will be
performed in several steps, the key idea being as follows.
Let ω be any D-compatible bridge. Using the microscopic decomposition of
the real area,
AR(ω) =
N∑
1
njH(γj) +
N∑
1
a(γj), with nj = dj/2 +
N∑
k=j
dk,
we rewrite the LHS of (3.49) as
N∏
1
E
tj
dj
(
exp
{ iτ
n3/2
(
njH(γj) + a(γj)
)})
, (3.50)
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where Etd(·) denotes the expectation corresponding to the tilted irreducible dis-
tribution Qtd, cf. (3.36).
Let ε > 0 be as ﬁxed above. We claim that the following three properties
hold true uniformly in 3 ≤ d ≤ nε:
a) there exists a positive constant c1 such that uniformly in |s| ≤ n−ε and
t ∈ [a, b],
|Etd(eisH(γ))| ≤ 1− c1s2; (3.51)
b) there exists a positive constant c2 such that uniformly in |s| ≤ n−2ε and
|h| ≤ r2nε,
Ed(e
isa(γ) | H(γ) = h) ≥ 1− c2s2n4ε; (3.52)
c) there exists a positive constant c3 such that uniformly in |s| ≤ π and
|h| ≤ r2nε,
Ed(e
isa(γ) | H(γ) = h) ≤ exp(−c3s2). (3.53)
Postponing the proof of these properties for a while, we deduce ﬁrst the
claim (3.49) of the lemma.
To begin with, suppose that n1+ε < |τ | ≤ πn3/2. Then the absolute value
of the product (3.50) is bounded above, thanks to estimate (3.53), by
N⊗
1
Q
tj
dj
(max
j
|H(γj)| > r2nε)
+
(
max
3≤d<nε
max
|h|≤r2nε
Ed
(
exp(iτn−3/2a(γ)) | H(γ) = h))n1−ε
≤ exp{−c4nε}+ exp{−c3τ2n−3n1−ε} ≤ exp{−c5nε}.
On the other hand, for n1/2−ε ≤ |τ | ≤ n3/2−5ε we decompose∣∣∣Etjdj( exp{ iτn3/2 (njH(γj) + a(γj))})
∣∣∣
≤
∣∣∣Etjdj(exp{ iτn3/2njH(γj)})
∣∣∣+ Qtjdj(|H(γj)| > r2nε)
+ max
|h|≤r2nε
Edj
(
1− exp
{ iτ
n3/2
a(γj)
}
| H(γj) = h
)
.
(3.54)
Now, in each interval
n3/2
(k + 1)n2ε
< |τ | ≤ n
3/2
kn2ε
, k = n3ε, . . . , n1−ε, (3.55)
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we take only those factors in (3.50), which verify the condition nj ≤ knε; as a
result,
∣∣τnjn−3/2∣∣ ≤ n−ε, and, applying the estimates (3.51)–(3.52), we majorize
the RHS of (3.54) by
1− c1nj
2
n3
τ2 + c2
n4ε
n3
τ2 ≤ exp
{
−c6nj
2
n3
τ2
}
,
if only nj ≥ c7n2ε. In this way we bound above the absolute value of the product
(3.50) by exp
{−c6τ2n−3∑nj2} with the sum running over all j for which the
following conditions hold:
c7n
2ε ≤ nj ≤ knε, 3 ≤ dj .
However, due to the very deﬁnition of regular partitions D of n, this sum is
uniformly bounded below by
n2ε
k∑
l=[c7nε]+1
l2 ≥ c8n2εk3,
and as a result, the absolute value of the product (3.50) is majorized, uniformly
in τ from (3.55), by
exp
{
−c9 τ
2
n3
n2εk3
}
≤ exp
{
−c9 k
3
n2ε(k + 1)2
}
≤ exp{−c10nε}.
It remains to observe that 0 < 12ε < 1 implies 3/2−5ε > 1+ ε and thus the
two considered intervals cover the whole region of the values of τ mentioned in
the lemma. The target bound (3.49) follows.
We turn now to the proof of the properties (3.51)–(3.53) used above.
Step 1: proof of (3.51)
The key observation behind the bound (3.51) is the uniform non-degeneracy
of the variance Vartd(H(γ)) of H(γ) under the tilted distribution Q
reg
t,d(·).
Namely, given d, 3 ≤ d ≤ nε, and an irreducible bridge γ of width d,
γ =
(
γ(0), . . . , γ(m)
) ∈ Fd,
deﬁne x+(γ) and x−(γ) as the highest and the lowest points of the intersection
γ ∩ Pd−2 respectively (Figure 11). Deﬁning further m+(γ) and m−(γ) via
x+(γ) = γ(m+) and x−(γ) = γ(m−),
we decompose Fd = Fd,− ∨ Fd,+ according to which relation, m+ < m− or
m− < m+, is satisﬁed. By the conditional variance inequality it is enough to
show that for some c11 > 0, the estimate
min
(
Vartd(H(γ) | Fd,+),Vartd(H(γ) | Fd,−)
) ≥ c11 > 0 (3.56)
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γ
x−
x+
Pd−2 Pd
a)
γ
b)
x+
x−
Pd−2 Pd
Figure 11. The points x+(γ) and x+(γ): a) the case γ ∈ Fd,−; b) the case
γ ∈ Fd,+
holds uniformly in t ∈ [a, b] and 3 ≤ d ≤ nε.
To this end, take any path γ = (γ(0), . . . , γ(m)) ∈ Fd,− and split it as
γbulk ∨ γtail, where
γbulk
def= (γ(0), . . . , γ(m−)), γtail
def= (γ(m−), . . . , γ(m)).
The bulk part γbulk evidently satisﬁes:
(a) γbulk has no break points in the strip S[0,d−2];
(b) the set γbulk ∩ Pd−1 lies above the point x− + e1,
and, consequently, the tail part γtail is under no constraint to go down along the
line Pd−1. Since, by (1.25),∑
γtail
exp{th(γtail)− β|γtail|} ≤
∑
k∈Z
etkgβ((2, k)) ≤ c12B2(t) <∞
uniformly in t ∈ [a, b], we infer from the above that (one-path estimate)
∀h = 1, 2, . . . Qtd(h(γtail) = −h | Fd,−) ≥ c13e−h(β+t),
also uniformly in 3 ≤ d ≤ nε and t ∈ [a, b]. The set Fd,+ can be treated
similarly, and thus (3.56) follows.
Finally, the bound (3.51), |Etd(eisH(γ))| ≤ 1− c1s2, holds uniformly in |s| ≤
n−ε, t ∈ [a, b], and d ≤ nε.
Step 2: proof of (3.52)
According to the deﬁnition of the irregular bridges, the upper bound
Vard(a(γ) | H(γ) = h) ≤ c14n4ε
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holds uniformly in |h| ≤ r2nε and d ≤ nε. Consequently, the inequality (3.52),
Eregd (e
isa(γ) | H(γ) = h) ≥ 1− c2s2n4ε
is valid uniformly in |s| ≤ n−2ε, d ≤ nε, and |h| ≤ r2nε.
Step 3: proof of (3.53)
Fix a natural d, 3 ≤ d ≤ nε, and |h| ≤ r2nε. Recall that by deﬁnition, a(γ)
is either integer or half-integer (i.e., a(γ)− 1/2 ∈ Z). For deﬁniteness, we shall
consider the ﬁrst case, the second being its obvious modiﬁcation.
For any k ∈ Z, we put
pk
def= Qd(a(γ) = k | H(γ) = h).
Clearly, pk = p−k, and thus the corresponding characteristic function is real-
valued. We claim that the bound (3.53) follows directly from the property
∀k ∈ Z, 1
2
e−4β ≤ pk
pk+1
≤ 2e4β. (3.57)
Indeed, once this property is established, we use the simple formula
Ed(eisa(γ) | H(γ) = h) =
∞∑
k=−∞
pke
isk =
∞∑
k=−∞
(p2k + p2k+1)ei2sk
×
( p2k
p2k + p2k+1
+
p2k+1
p2k + p2k+1
eis
)
and observe that due to (3.57),
Ed(eisa(γ) | H(γ) = h) ≤ max
1+e−4β/2≤1/λ≤1+2e4β
|λ + (1− λ)eis|.
The target bound (3.53) follows.
It remains to verify the uniform bound (3.57). By symmetry, it is enough to
consider the case h ≤ 0 and the ratios pk+1/pk. Deﬁne
Fd,k = {γ ∈ Fd | a(γ) = k}.
Then one can construct a bounded degree map Φd,k : Fd,k → Fd,k+1 such that
for every k ∈ Z the length |Φd,k(γ)| ≤ |γ|+ const.
For example, consider the map Φd,k described in Figure 12: given a path
ω = (ω(0), . . . , ω(N)) ∈ Fd,k, let us say that a horizontal segment [ω(l), ω(l+1)]
is an inner maximum, if l > 0, l + 1 < N and the vertical coordinate of ω(l) is
larger or equal than the vertical coordinate of any other point ω(j); j = 0, . . . , N ,
along the path ω. Then for any ω ∈ Fd,k whose set of inner maximums is not
empty, the map Φd,k puts the unit square on the top of the left-most inner
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a)
d)b) c)
e) f)
Figure 12. A map Φd,k : Fd,k into Fd,k+1 in the case h ≥ 0:
a) and right-to-left arrows in e), f): Placing a square on the top of the left-most
inner maximum of the path;
b)-d) and left-to-right arrows on e)-f): Attaching squares in the cases without
inner maximums.
maximum [ω(l), ω(l+1)] (Figure 12 a) and right-to-left arrows on Figures 12 e)
and f)). All the possible cases of ω ∈ Fd,k without inner maximums1 correspond
to Figure 12 b)-d) and left-to-right arrows on Figures 12 e), f) along with the
corresponding algorithms for constructing the map Φd,k. As a result, Φd,k is at
most two-to-one (it is one-to-one except the cases e),f) on Figure 12), and the
length of the image Φd,k(γ) always satisﬁes |Φd,k(γ)| ≤ |γ|+ 4.
The inequality (3.57) follows and thus the proof of Lemma 3.3 is ﬁnished. 
3.6. Residual bridges
Our proof of Proposition 3.2 involves several reduction steps. The ﬁrst such
step is, actually, already accomplished — it is the tube estimate (3.4), which
enables us to restrict our attention to the set of bridges B tuben,ν,qn sitting in the
nν-tube around the rescaled minimiser njqn . The main import of the tube
constraint is the possibility to control areas under the conjugate tilts. However,
the membership in B tuben,ν,qn is a global condition and as such is not convenient to
1A straightforward combinatorial consideration shows that indeed these are all typical cases
(all the paths without inner maximum can be classiﬁed according to whether they pass or not
through the point (x0 + 2, y0 − 1), where (x0, y0) is the left-hand side endpoint of a path).
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work with. Thus our second reduction step is to introduce a somewhat localised
version of B tuben,ν,qn .
Definition 3.3. Given s, k ∈ R+, we deﬁne Blocn,s,k as the set of bridges ω such
that every embedded irreducible sub-bridge γ ⊆e ω satisﬁes the conditions
W (γ) ≤ 2ks and |a(γ)| ≤ 4sW (γ).
The locality property of bridges from Blocn,s,k is reﬂected in the following
important relation:
ω1 ∈ Blocn1,s,k and ω2 ∈ Blocn2,s,k ⇐⇒ ω1 ∨ ω2 ∈ Blocn1+n2,s,k. (3.58)
We shall eventually work with (varying) s ∼ nν and (ﬁxed) k large enough.
3.6.1. Localised tube condition
All the reduction estimates we shall develop in the sequel rely on the prop-
erty (3.58). The ﬁrst of these estimates is a rather coarse bound, which, in view
of (3.4), suggests that Blocn,nν ,k is, indeed, a reasonable ensemble to consider:
Lemma 3.6. Let 1/2 < ν < 1. There exist c1, c2, c3 > 0 such that for every
ﬁxed k > 0 the inequality
B tuben,ν,qn(ω ∈ Blocn,nν ,k) ≤ c1exp{−nψ(qn) + c2nν − c3knν} (3.59)
holds, for all n large enough, uniformly in {qn} satisfying the condition (3.1).
Proof. Since the curvature of the Wulﬀ shape jqn is bounded above and ν < 1,
any embedded irreducible sub-bridge γ of a bridge ω ∈ B tuben,ν,qn such that W (γ) ≤
2knν satisﬁes, for ﬁxed k > 0 and n large enough, the inequality |a(γ)| ≤
4nνW (γ). Thus, the claim of the lemma follows directly from the bound
B tuben,ν,qn(∃γ ⊂e ω irreducible with W (γ) ≥ 2knν)
≤ c4 exp(−nψ(qn) + c5nν − c6knν)
with (any) ﬁxed k > 0 and all n large enough.
To check this inequality, we ﬁx k > 0 and assume, without loss of generality,
that m def= knν divides n. Set M = n/m, and, given a bridge ω ∈ B tuben,ν,qn ,
deﬁne x0, x1, . . . , xM to be the ﬁrst hitting points by ω of the vertical lines
P0,Pm,P2m, . . . ,Pn. Clearly, the points x0, . . . , xM generate the (mesoscopic)
splitting of ω into disjoint components, ω = η1 ∨ · · · ∨ ηM (Figure 13). Given a
vector x = (x0, x1, . . . , xM ) with xj ∈ Pjm; j = 0, . . . ,M , consider the family
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x(0)
η1
m 2m
x(1)
η2
jm
x(2)
x(j)
ηj
x(M)
Figure 13. The mesoscopic splitting ω = η1 ∨ · · · ∨ ηM of a bridge ω.
B tube,xn,ν,qn of the tube bridges having x as the collection of their hitting points. Of
course, B tuben,ν,qn can be represented as the disjoint union
B tuben,ν,qn =
∨
x
B tube,xn,ν,qn ,
over at most c7(2nν)M vectors x, which we shall call ν-tube compatible. Thus,
it is enough to show that the following estimate holds uniformly in j = 1, . . . ,M ,
sequences {qn} satisfying (3.1), and in ν-tube compatible vectors x:
Bn
(
B tube,xn,ν,qn ;
ω has no break points
in the strip S[(j−2/3)m,(j−1/3)m]
)
≤ exp(−c8m) exp(−nψ(qn) + c9nν). (3.60)
In order to verify inequality (3.60), note that for every ν-compatible vector
x = (x0, . . . , xM ) all the increments satisfy
max
j=1,...,M−1
|xj+1 − xj |
m
≤ c10. (3.61)
Since the latter estimate only improves with the growth of k in m = knν , we
can assume that there exists r > 0 such that the diﬀerences xj+1 − xj belong
to the cone Cr uniformly in x and j.
Recalling the natural splitting ω = η1 ∨ · · · ∨ ηM of any path ω ∈ B tube,xn,ν,qn
into the disjoint union of paths ηj with the end-points at x0, x1, . . . , xM (see
Figure 14 b)), we observe that a bridge ω has no break-points in the strip
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S[(j−2/3)m,(j−1/3)m] either if the path ηj has no break points there, or if one of ηi-
s has a long backtrack hitting S[(j−2/3)m,(j−1/3)m]. The former event will be ren-
dered asymptotically improbable thanks to the mass-separation bound (1.24),
whereas the latter one will be ruled out by the strict triangle inequality (1.8).
More precisely, let us deﬁne the following sub-collections of bridges from
B tube,xn,ν,qn : for every j = 1, . . . ,M set
Ajx =
{
ω | ηj has no break points in S[(j−2/3)m,(j−1/3)m]
}
,
and, for every pair i > j,
Ai,jx =
{
ω | ηi ∩ S[(j−2/3)m,(j−1/3)m] = ∅
}
.
Then, for every j = 1, . . . ,M ,{
ω ∈ B tuben,x ; ω has no break pointsin the strip S[(j−2/3)m,(j−1/3)m]
}
⊆ Ajx
⋃{⋃
i>j
Ai,jx
}
.
By (3.61) we are entitled to use the separation of decay rates result (1.24)
uniformly in ν-tube compatible x and j = 1, . . . ,M . Consequently,
Bn(Ajx) ≤ exp(−c11m)
M∏
k=1
gβ(xk − xk−1).
Similarly, the strict triangle inequality (1.8) implies that
Bn(Ai,jx ) ≤ exp(−c12(i− j)m)
M∏
k=1
gβ(xk − xk−1),
uniformly in the ν-tube compatible vectors x and in the couples of indexes j < i.
Since by (1.6),
max
x
M∏
k=1
gβ(xk − xk−1) ≤ exp(−nψ(qn) + c9nν),
we arrive at (3.60) and thus ﬁnish the proof. 
3.6.2. Reduction to conjugate tilts
By the preceding step,
Bn(AR = n2qn) = Bn(AR = n2qn;Blocn,nν ,k) + o(exp(−nψ(qn)− c13nν)),
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as n→∞, if only k is suﬃciently large. Let tn = t(qn) be the conjugate tilt as
speciﬁed in (1.28). By the usual “change of measure” argument,
Blocn,nν ,k(A
R = n2qn;ω ∈ Bregn,α,ε)
= exp(−ntnqn)Blocn,nν ,k
(
exp(tnAR/n), AR = n2qn;ω ∈ Bregn,α,ε
)
.
Thus, the target estimate (3.12) of Proposition 3.2 is a direct consequence of
the asymptotic behaviour (3.17) of the regular partition functions
Bregn,α,ε(exp(tnA
R/n);n2qn),
Lemmas 3.2 and 3.3, combined with the following claim:
Lemma 3.7. Fix [a, b] ⊂ Dβ and let positive constants ε, α, and ν be as above.
There exists a positive constant c14 such that uniformly in n and in t ∈ [a, b] we
have
Blocn,nν ,k(exp(tA
R/n);ω ∈ Bregn,α,ε) ≤ exp(−c14nε)Blocn,nν ,k(exp(tAR/n)). (3.62)
Proof. We consider separately each of the three conditions in Deﬁnition 3.1 of
regular bridges.
i
R
ωrωl
L
γ
Figure 14. Decomposition (3.63).
Step 1: Condition (R1)
With i ∈ {1, . . . , n − 1} ﬁxed, any bridge ω ∈ Blocn,nν ,k can be split as (Fig-
ure 14)
ω = ωl ∨ γ ∨ ωr, (3.63)
where γ is the irreducible bridge sitting on Pi and ωl and ωr are the corre-
sponding left and right embedded sub-bridges of ω. Of course, if i < 2knν
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(respectively k > n− 2knν), the part ωl (respectively ωr) can be empty. Since
the span of γ is (i− L, i + R), the signed real area AR(ω) under the path of ω
equals
AR(ω) = AR(ωl) + H(ωl)(n− i + L)
+ a(γ) + H(γ)(n− i + (L−R)/2) + AR(ωr).
By the locality property (3.58), we have the inclusions
ωl ∈ Bloci−L,nν ,k, γ ∈ BlocL+R,nν ,k, ωr ∈ Blocn−i−R,nν ,k.
In particular, the irreducible part γ satisﬁes the following apriori bound:
|a(γ)|n−1 ≤ 4(L + R)nν−1  (L + R). (3.64)
As a result,
Blocn,nν ,k
(
exp
( t
n
AR
)
;W (γ) > nε
)
≤
2knν∑
L+R=nε+1
Bloci−L,nν ,k
(
exp
{ t
n
AR + t
(
1− i− L
n
)
H
})
× exp(4|t|(L + R)nν−1)FL+R
(
t
(
1− 2i+ (R − L)
2n
))
× Blocn−i−R,nν ,k
(
exp
( t
n
AR
))
. (3.65)
By the separation of decay rates bound (1.25),
BL+R(t) = BlocL+R,nν ,k(t)(1 + o(1)).
Together with the strict triangle inequality (1.8) and the apriori bound (3.64)
on the area of a local path γ ∈ BlocL+R,nν ,k, this implies the bound
FL+R(t1) ≤ exp(−c15(L + R))BL+R(t1)
≤ exp(−c16(L + R))BlocL+R,nν ,k
(
exp
(
t1H +
t2
n
a(γ)
))
(1 + o(1)),
which holds uniformly in n, nε ≤ L + R ≤ 2knν and t1, t2 ∈ [a, b] ⊂ Dβ.
Substituting the last two inequalities into (3.65) we, thus, obtain:
Blocn,nν ,k
(
exp
( tn
n
AR
)
;W (γ) > nε
)
≤ C(2knν)2 exp(−c16nε) (3.66)
× Blocn,nν ,k
(
exp
( tn
n
AR
))
,
≤ C exp(−c17nε)Blocn,nν ,k
(
exp
( tn
n
AR
))
54 O. Hryniv and D. Ioﬀe
for every i ∈ {1, . . . , n}.
Step 2: Condition (R2)
By the preceding step we may restrict attention only to those bridges ω ∈
Blocn,nν ,k whose irreducible sub-bridges have spans shorter than nε. We claim
that uniformly in m = 1, . . . , nε and t1, t2 ∈ [a, b],
Flocm,nν ,k
(
exp
( t1
n
AR + t2H
)
; |H(γ)| > r2nε or |a(γ)| > r2n2ε
)
≤ exp(−c18nε)Flocm,nν ,k
(
exp
( t1
n
AR + t2H
))
,
as soon as r2 is chosen to be suﬃciently large. Indeed, assuming that ε is small
enough to satisfy ε+ν < 1, we obtain AR(γ)/n = o(1) uniformly in γ ∈ F locm,nν ,k.
Since (1/m) logFlocm,nν ,k(t) is bounded above and below uniformly in m and in
t ∈ [a, b] ⊂ Dβ , the last estimate follows from the Ho¨lder inequality and the
strict positivity of the connectivity decay rates τβ , once the constant r2 has
been chosen to be suﬃciently large.
Going back to the splitting (3.63) and, accordingly, adjusting the analysis of
the decomposition formula (3.65) with respect to the event
{|H(γ)| > r2nε or |a(γ)| > r2n2ε},
we conclude that
Blocn,nν ,k
(
etA
R/n; ∃ γ ⊂e ω irreducible with |H(γ)| > r2nε or |a(γ)| > r2n2ε
)
≤ exp(−c19nε)Blocn,nν ,k
(
exp
( t
n
AR
))
. (3.67)
Step 3: Condition (R3)
With properties (3.66) and (3.67) established, we shall restrict our attention
only to those ω ∈ Blocn,nν ,k which admit the decomposition (3.8) with |H(ωj)| ≤
r2n
α+ε, and, consequently, |AR(ωj)| ≤ r2n2α+ε, for every j = 1, . . . , n1−α (as
all the remaining bridges are rendered asymptotically improbable by the strict
triangle inequality (1.8)). Therefore, thanks to the scaling assumption (3.10)
we can assume that
|AR(ωj)|
n
= o(1) (3.68)
uniformly in j = 1, . . . , n1−α and the bridges ωj in the decomposition (3.8).
The length of the span of ωj is at most nα. Because of (3.68) and the locality
property (3.58) it remains to show that uniformly in m ≤ nα and t ∈ [a, b] ⊂ Dβ ,
Blocm,nνk
(
etH(ω); |H(ω)| > r3nα or |a(ω)| > r3n3α/2+ε
)
≤ exp(−c19nε)Blocm,nνk(etH(ω)).
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However, as in the preceding step, this already follows in a standard way from
the Ho¨lder inequality and the strict triangle inequality (1.8), as soon as the
constant r3 is large enough. The proof of Lemma 3.7 is completed. 
4. Asymptotics of corner partition functions
The proof of Proposition 1.3 closely follows the line of reasoning developed in
Section 3. As in the proof of Theorem 3.1 we employ the K = n1−α mesoscopic
splitting of a path ω ∈ An with respect to the irreducible animals γ1, . . . , γK−1
which happen to sit on the poles Pjnα . Exactly as it has been done in the proof
of (3.66) it is possible to rule out the case of maxj W (γj) > nε, and consider
only those paths ω ∈ An which admit the disjoint mesoscopic decomposition
ω = ω1 ∨ γ1 ∨ ω2 ∨ · · · ∨ γK−1 ∨ ωK . (4.1)
The decomposition (4.1) diﬀers from (3.8) in two respects: ﬁrst of all, ω1 is
a corner path; in addition, all the bridges γ1, . . . , ωK are subject to the global
constraint to stay above the horizontal semi-axis L−0 . The latter constraint,
however, has little impact on the asymptotic properties of An(n2qn) whenever
the sequence of rescaled areas {qn} is bounded away from zero.
Indeed, usingAregn,α,ε to denote the ensemble of regular corner paths satisfying
(R1)–(R3) of Deﬁnition 3.1 and Aregn,α,ε to denote the corresponding partition
function, we follow literally the proof of Proposition 3.2 to deduce
An(n2qn) = Aregn,α,ε(n
2qn) + o(exp(−nψ(qn)− c1nε)).
Next, tilting the area AR by the conjugate value t = t(qn), we obtain (cf. (3.13)):
Aregn,α,ε(n
2qn) = exp(−ntqn)Aregn,α,ε(exp(tAR/n);n2qn).
Further, using an argument similar to the one employed in the proof of Lem-
ma 3.1 we get the relation
Aregn,α,ε(exp(tA
R/n);n2qn) = Aregn,α,ε(exp(tA
I/n);n2qn)(1 + o(1))
and factorise the partition function in the RHS as
Aregn,α,ε(exp(tA
I/n);n2qn) = Aregn,α,ε(exp(tA
I/n))Pregt,n(n
2qn). (4.2)
Thus, as in the case of bridge partition functions, we have split the problem into
two: ﬁnding the sharp asymptotics of Aregn,α,ε(exp(tAI/n)) and deriving a local
limit result for the tilted probability measure Pregt,n(·) in the ensemble of corner
paths.
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Remark 4.1. If the sequence of rescaled areas {qn} is bounded away from zero,
then so is the sequence of conjugate tilts {tn = t(qn)}. Thus, since the averaged
value of the height H(ω1) is of the order nα, we infer from the strict triangle
inequality (1.8) that those remaining parts of the trajectories γ1 ∨ · · · ∨ ωK
in (4.1) which violate the global constraint to stay above the semi-axis L−0 give
a negligible contribution to either of the terms on the right-hand side of (4.2).
As far as the Aregn,α,ε(exp(tA
I/n)) term is considered, let us remove the afore-
mentioned constraint and denote the modiﬁed partition function A˜regn,α,ε. By
(1.8),
Aregn,α,ε(exp(tA
I/n)) = A˜regn,α,ε(exp(tA
I/n))
(
1 + o(exp(−c2(t)nα))
)
,
for every t > 0 ﬁxed. In its turn, the partition function A˜regn,α,ε(exp(tAI/n))
can be studied along the lines of the proof of Lemma 3.2, except that in or-
der to control the contribution of ω1 one needs to develop a sharp asymptotic
expression for the tilted corner generating function An(t).
As in the case of bridges, the local limit result for Pregt,n(n
2qn) requires some
care, but an obvious and straightforward modiﬁcation of the arguments em-
ployed in the proof of Lemma 3.3 yields:
Claim 4.1. Fix any δ > 0. As n→∞,
Pregt,n(A
R = n2qn) =
1√
2πn3σ(tn)
(1 + o(1)),
uniformly in the rescaled areas {qn} satisfying
δ ≤ qn ≤ qβ,+
τβ(0, 1)2
(1− δ). (4.3)
Remark 4.2. The second inequality above plays the same role as (3.1) of The-
orem 3.1, whereas the ﬁrst constraint in (4.3) suppresses the eﬀect of entropic
repulsion of the components γ1, . . . , ωK from L−0 (this repulsion becomes non-
negligible for qn ∼ 0).
To summarise the above discussion: essentially the only new ingredient re-
quired for the proof of Proposition 1.3 is an asymptotically sharp computation of
the corner generating functions An(t) = An(etH(ω)). More precisely, we should
prove the following corner counterpart of (3.28):
Theorem 4.1. Let [a, b] ⊂ D+β def= Dβ ∩ (0, τβ(0, 1)). Then there exists a com-
plex neighbourhood U of [a, b] in C, a non-vanishing analytic function κ(·) on U
and a positive constant α˜ > 0 such that
| exp(−nmβ(z))An(z)− κ(z)| ≤ 1
α˜
e−α˜n, (4.4)
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uniformly in n ∈ N and in z ∈ U .
Furthermore, the function κ above is related to the bridge prefactor func-
tion μ (see (1.21)) as follows: For each t ∈ D+β deﬁne t∗ ∈ D+β via
m′β(t)m
′
β(t
∗) = 1. (4.5)
Then,
κ(t)κ(t∗) = μ(t)μ(t∗). (4.6)
In particular, if t0 satisﬁes m
′
β(t0) = 1, then κ(t0) = μ(t0).
The rest of the section is devoted to the proof of Theorem 4.1.
4.1. Asymptotic behaviour of An(z)
Due to Ramark 4.1, for every t ∈ D+β ,
lim
n→∞
1
n
logAn(t) = mβ(t). (4.7)
In order to derive sharper asymptotics as asserted in (4.4), it is convenient to
investigate corner generating functions of the form An+k(z) enabling, thus, some
degree of freedom in choosing n and k. Namely, we shall consider n and k to
be of the same order and, moreover, request that they satisfy
1
4
<
k
n
<
k + 1
n
< 4. (4.8)
Recall that the starting point of corner paths fromAn+k is (−n−k, 0). By (1.24)
most of these paths should have break lines in the interval (−n− εn,−n+ εn).
To be precise, given ω ∈ An+k, let us use γ = γ(ω) to denote the irreducible
animal of ω which sits on the pole P−n. Then (1.24) implies that for every ﬁxed
[a, b] ⊂ D+β there exists c1 > 0 such that
An+k
(
etH(ω); Span(γ) ⊂ (−n−εn,−n+εn)) ≤ exp(−c1n+(n+k)mβ(t)) (4.9)
uniformly in t ∈ [a, b] and n suﬃciently large.
Let us remove the condition to stay above the semi-axis L−0 on the interval
(−n − εn, 0) and denote the modiﬁed partition function An+k,ε(t). Since for
each t ∈ [a, b] ⊂ D+β the average slope of the paths contributing to An+k,ε(t)
is m′β(t) > 0, we infer from the strict triangle inequality (1.8) that there exists
c2 > 0 such that
An+k,ε(t)− An+k(t) ≤ exp(−c2n + (n + k)mβ(t)), (4.10)
uniformly in t ∈ [a, b] and n large enough.
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Since mβ is analytic in a complex neighbourhood of [a, b] and since, evidently,
|An+k,ε(z)− An+k(z)| ≤ An+k,ε(z)− An+k(z), (4.11)
the inequalities (4.9) and (4.10) actually hold in some complex neighbourhood U
of [a, b]: There exists c3 > 0 such that the relations
An+k
(
ezH(ω); Span(γ) ⊂ (−n− εn,−n+ εn)) = o( exp(−c3n + (n + k)mβ(z)))
An+k,ε(z)− An+k(z) = o
(
exp(−c3n + (n + k)mβ(z))
)
(4.12)
hold uniformly in z ∈ U . Therefore,
An+k(z) =
εn∑
l=0
εn∑
r=0
An−l(z)Fl+r(z)Bk−r(z) + o
(
exp(−c3n + (n + k)mβ(z))
)
,
(4.13)
also uniformly in z ∈ U .
Deﬁne now
κn(z) = exp(−nmβ(z))An(z).
Multiplying both sides of (4.13) by exp(−(n+ k)mβ(z)) and using the relation
exp(−nmβ(z))Bn(z) = μ(z)
(
1 + o(exp(−c4n))
)
valid uniformly in n large enough and in z from (possibly further shrinked)
complex neighbourhood U of [a, b], we arrive to the following recursion type
relation for the functions {κn+k}:
κn+k(z) = (μ(z) + o(exp(−c5n))) (4.14)
×
εn∑
l=0
εn∑
r=0
κn−l(z) exp(−(l + r)mβ(z))Fl+r(z) + o(exp(−c3n)),
which holds uniformly in z ∈ U and in n, k satisfying n/4 < k < 4n. Thus,
given a couple (n, k) as in (4.8),
κn+k+1(z)− κn+k(z) = o(exp(−c6n))
εn∑
l=0
εn∑
r=0
κn−l(z) exp(−(l + r)mβ(z))
× Fl+r(z) + o(exp(−c3n)).
By the separation of masses (1.22), the neighbourhood U can be chosen in such
a way that the estimate
| exp(−nmβ(z))Fn(z)| ≤ c8 exp(−c7n)
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is valid uniformly in n ∈ N and in z ∈ U . It follows that the limit
κ(z) def= lim
n→∞ κn(z)
exists on U and, furthermore, the uniform exponential rate of convergence (4.4)
holds.
In order to check that κ(·) does not vanish in a (possibly smaller than U)
neighbourhood of [a, b] we argue by contradiction. Assuming the contrary, we
can ﬁnd t ∈ [a, b] such that κ(t) = 0. By (4.4) this would imply that
lim
n→∞
1
n
log κn(t) < −c˜ < 0,
in a clear contradiction to the principal rate of decay formula (4.7).
4.2. Local limit behaviour of the corner connectivities aβ(x)
Exactly as in the case of bridge partition functions [33] the analytic con-
trol (4.4) over moment generating functions sets up the stage for a local limit
description of corner connectivities aβ(x),
aβ(x)
def=
∑
ω:(−x1,0) 	→(0,x2)
ω∈Ax1
e−β|ω|.
In view of the conditions of Theorem 4.1 these estimates should hold in the
language of conjugate tilts uniformly in t ∈ [a, b] ⊂ D+β , which translates to
uniform results for aβ(x) for directions
x ∈ C˜r def= {(y1, y2) : y2/r < y1 < y2r}.
As in [33], the only remaining property to be checked is an exponential decay of
An(t+is) for large values of s, that is in the case when t+is does not necessarily
belong to the complex neighbourhood U described in Theorem 4.1.
Lemma 4.1. For any t ∈ D+β and for any complex neighbourhood U of t (such
that U ⊂ D+β ) there exists a positive constant δ > 0 such that uniformly in n
suﬃciently large one has the following inequality
sup
t+is
∈U ,|s|<π
∣∣∣An(t + is)
An(t)
∣∣∣ < e−δn. (4.15)
In view of the corresponding result for the bridge partition functions [33]
the proof of the lemma is essentially contained in (4.13). Indeed, by (4.11), a
weaker version of (4.13),
An+k(z) =
εn∑
l=0
εn∑
r=0
An−l(z)Fl+r(z)Bk−r(z) + o
(
exp(−c3n + (n + k)mβ(t))
)
,
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holds for any value of s in z = t + is. Since κ(·) does not vanish in U , we
divide both sides of the latter expression by An+k(t) and use the asymptotic
expressions (4.4) together with the corresponding property P4 in Section 1.6
for the bridge moment generating functions to obtain:
sup
t+is
∈U ,|s|<π
∣∣∣An(t + is)
An(t)
∣∣∣ ≤ c10εn, sup
t+is
∈U ,|s|<π
∣∣∣Bn(t + is)
Bn(t)
∣∣∣+ o(exp(−c3n));
the target estimate (4.15) follows. 
As a consequence we deduce the following local limit formula for aβ :
Lemma 4.2. For every r ∈ (1,∞),
aβ(x) =
κ(t)√
2πnm′′β(t)
exp(−τβ(x))(1 + o(1)) (4.16)
uniformly in x = (n, k) ∈ C˜r. The above tilt t is related to the point x by the
duality relation m′β(t) = k/n.
Remark 4.3. Recall [33] that the bridge two-point functions satisfy a similar
asymptotic formula: For every r <∞,
hβ(x) =
μ(t)√
2πnm′′β(t)
exp(−τβ(x))(1 + o(1)), (4.17)
uniformly in x = (n, k) ∈ Cr = {(n, k) : |k| ≤ rn}.
4.3. Relation between the prefactors κ and μ
Since aβ(n, k) = aβ(k, n), we deduce from (4.16) the following relation be-
tween the values of the corrector function κ at a couple of points (t, t∗) satisfy-
ing (4.5) with m′β(t) = k/n and m
′
β(t
∗) = n/k:
κ(t)√
nm′′β(t)
=
κ(t∗)√
km′′β(t∗)
. (4.18)
Consider now the bridge two-point function hβ(2n, 2k). For every ω ∈ B2n;
ω : 0 → (2n, 2k) and each j = 1, . . . , k−1 let us say that Lj is a horizontal break
line of ω, if ω intersects Lj at exactly one point; #{ω∩Lj} = 1. Given ε > 0 we,
by (1.24), can ignore those ω which do not have at least one horizontal break
line in each of the horizontal strips Z× [k−nε, . . . k] and Z× [k, k+nε]. For the
remaining paths ω let us use γ to denote the irreducible horizontal component
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which intersects Lk (if Lk is a break line, we set γ = ∅). This induces the
splitting,
ω = ω1 ∨ γ ∨ ω2, (4.19)
where ω1, ω2 are corner paths and γ is an irreducible bridge. Precisely, if we
denote the end points of γ as (n− r, k − q) and (n + l, k + p), then ω1 ∈ Ak−q,
γ ∈ Fq+p and ω2 ∈ Ak−p, see Figure 15.
γ
ω1
ω2 (2n, 2k)
(0, 0)
(n− r, k − q)
(n + l, k + p)
Figure 15. Decomposition (4.19).
Recall that we can restrict attention to |p|, |q| ≤ nε. By (1.8) there is no loss
to assume that |r|, |l| ≤ nν for some ν ∈ (1/2, 1). Therefore,
hβ(2n, 2k)(1 + o(1))
=
nε∑
q=0
nε∑
p=0
nν∑
r=−nν
nν∑
l=−nν
aβ(k − q, n− r)fβ(p + q, l + r)aβ(k − p, n− l). (4.20)
Substituting the asymptotic expressions (4.17) and (4.16) into both hand sides
of (4.20) and using (4.18):
μ(t) exp(−2τβ(n, k))(1 + o(1))
=
χ(t)χ(t∗)√
πkm′′β(t∗)
nε∑
q=0
nε∑
p=0
nν∑
r=−nν
nν∑
l=−nν
exp
(− τβ(k − q, n− r)− τβ(k − p, n− l))
× fβ(p + q, l + r). (4.21)
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Under an appropriate choice of ε and ν ∈ (1, 2) in (4.21) (for example ν < 2/3
and ε < 1/4 qualiﬁes) it is easy to see, using the duality relations τ ′β(1, n/k) = t
∗
and τ ′′β (t
∗) = 1/m′′β(t
∗) that uniformly in the range of summation in (4.21),
τβ(k − q, n− r) + τβ(k − p, n− l)− 2τβ(k, n)
= (p + q)mβ(t∗)− t∗(l + r) + r
2 + l2
2km′′β(t∗)
+ o(1). (4.22)
Evidently, up to smaller order terms, it is possible to restrict summation only
to the range |l + r| ≤ Cnν , where C = C(n/k) is a large enough constant.
However, uniformly in |u| ≤ Ckε,
nν∑
r=−nν
exp
(
− r
2 + (u− r)2
2km′′β(t∗)
)
=
√
πkm′′β(t∗)(1 + o(1)).
Thus, the target relation (4.6) follows from (4.21), the Gaussian summation
formula and (1.21). 
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