In this paper, we consider a Cauchy problem for the Helmholtz equation at fixed frequency, especially we give the optimal error bound for the ill-posed problem. Within the framework of general regularization theory, we present some spectral regularization methods and a modified Tikhonov regularization method to stabilize the problem. Moreover, Hölder-type stability error estimates are proved for these regularization methods. According to the regularization theory, the error estimates are order optimal. Some numerical results are reported. 35R25, 35R30. 
Introduction
The Cauchy problem for Helmholtz equation arises from inverse scattering problems. Specific backgrounds can be seen in the existing literature, we can refer to [1] - [6] etc. A number of numerical methods for stabilizing this problem are developed. Several boundary element methods combined with iterative, conjugate gradient, Tikhonov regularization and singular value decomposition method are compared in [6] . However, these numerical methods are short of stability analysis and error analysis. Recently, in [5] many applications for a model of Helmholtz equation are introduced, a Fourier regularization method [7] (also is known as a method by cutting off high frequency directly) is applied for solving #675/06. Received: 21/VII/06. Accepted: 26/III/07.
CAUCHY PROBLEM FOR THE HELMHOLTZ EQUATION
a Cauchy problem for Helmholtz equation, some error estimates are also obtained. In [8] , for sideways heat equation we connect the Fourier regularization method with general regularization theory, we discover that Fourier regularization method can be considered as the 'generalized' TSVD method [9] . Based on some ideas of [8] , in this paper, we use some spectral methods [10] to solve the Cauchy problem. In addition, a revised Tikhonov regularization method is also considered. Since the numerical implementation for our methods is similar to the method provided by [5] , we only give some numerical results.
This aim of this paper is to give some regularization methods within the framework of general regularization theory, which are different from "Approximate solution of a Cauchy problem for the Helmholtz equation" by T. Reginska and K. Reginski [5] , where Fourier regularization method is only an 'isolated' method. Moreover, we find that for the Cauchy problem Fourier regularization method is one of the considered spectral methods.
Model problem and optimal error bound
The first two variable are denoted by r = (x, y).
In addition, there are two boundaries:
Let us consider the following problem for Helmholtz
where
and k > 0 is the wavenumber(real constant). We want to obtain the solution u(r, z) for 0 < z < d. Since the data g(•) are based on (physical) observations and are not known with complete accuracy, we assume that g(•) and g δ (•) satisfy 
3)
The problem (2.1) can be reformulated in the frequency space aŝ
If u is the solution of (2.1), then its Fourier transformû is the solution to problem (2.4) and is given bŷ
. From (2.5) and Parseval identity, we will see that ifĝ(ξ ) decays rapidly at |ξ | → ∞ in frequency domain, then the solution of problem (2.1) lies in L 2 ( ).
Obviously cosh((d − z) |ξ | 2 − k 2 ) → ∞ as |ξ | → ∞, this factor can amplify the error δ arbitrarily. In (2.5), setting z = 0, we havê 
where E is a given constant, throughout this paper, we use the same notation E. Due to ill-posedness, problem (2.1) is unstable in numerical simulation and requires regularization methods. What is the optimal error bound for solving problem (2.1) by all regularization methods? In order to answer this question, we review some results on optimality theory for ill-posed problems.
Consider an ill-posed inverse operator equation [9] , [11] , [12] , [13] 
where A : X → Y is a bounded linear operator between infinite-dimensional Hilbert spaces X and Y . Let y δ ∈ Y be the available noisy data with y δ −y ≤ δ.
Any operator : Y → X can be seen as a special method for solving (2.9), the approximate solution to (2.9) is then given by y δ .
Let M ∈ X a bounded set. Define the worst case error according to
The worst case error characterizes the maximal error of the method if the solution x † of (2.9) varies in the set M. A method 0 is called
Let the "source set" M be given by 11) where the operator function ϕ( A * A) is well defined via spectral representation 
Based on Theorem 2.2, we can obtain the following results:
Then under the assumption (2.8) we have the following optimal error bound for problem (2.1)
As for the proof of Theorem 2.3, we can refer to the Appendix. Most regularization operators can be written in the form,
with some function g α satisfying 
Spectral method 3 (TSVD method)
.
In general, the exact solution x † ∈ X is required to satisfy a so-called source condition, otherwise the convergence of the regularization method approximating the problem can be arbitrarily slow. For problem (2.1), the condition (2.8) is assumed for the above reason.
Error estimates on the Cauchy problem for the Helmholtz equation
In this section, we will analyze the error estimates by different regularization methods.
By the similar method in [14] , (2.1) can be formulated as an operator equation in frequency domainÂ
obviously, the multiplication operatorÂ(z) is given bŷ
and Now we give a new interpretation for the Fourier regularization method provided by [5] . Applying the TSVD method for solving problem (2.1), we havê
The inequality 1
Obviously, regularization method (3.3) stabilize problem (2.1) by cutting off high frequency. If the spectral method 1 is devoted to solving problem (2.1), then we get
Because the three spectral methods in Section 2 are very similar, we only give the approximation properties of the first spectral method. If we have an a-priori bound u(•, 0) ≤ E and the data functions satisfy g − g δ ≤ δ, and if we choose
then we can obtain the following error estimate for δ → 0: 
According to R 2 = W I , there holds
(3.8)
First define two sets
where 
For I 2 , according to the triangle inequality
and the formula (2.7), we have 
Noting that the set B is equivalent to η | 1/ cosh((d − z)η) < √ α , where η := |ξ | 2 − k 2 , we have
As for I 4 , via the formula (2.8), there holds
It is easy to see that the elements in the set B satisfy
So by neglecting the negative term −
, we have
(3.14)
On the one hand f (η) := cosh((d − z)η)/ cosh(dη) is decreasing with respect to η for 0 < z < d, on the other hand, the set B is equivalent to 
According to the selection (3.6) of α, cosh
Combination of (3.12) and (3.16) gives
Hence by (3.9) (3.10) and (3.17), we get
According to the asymptotic expression δ cosh t arccosh
In this case, we note that cosh
. It is easy to establish the following error estimate
Therefore, via (3.8), (3.19), (3.20), we get the error estimate (3.7).
Remark 3.2.
For the other two spectral methods, if the regularization parameter α is properly chosen, we can establish the error estimates similarly. We formulate it as follows:
where C is a positive constant without depending on δ and E. From the theory of Section 2, we can conclude that these three spectral regularization methods are order optimal. Now we will devote to the Tikhonov regularization method. According to Section 2, similarly we have the following regularized solution in the frequency domain:û
we have the revised Tikhonov approximate solution [15, 16] 
Proof. First we prove (3.24). Let η := |ξ | 2 − k 2 and note that cosh
. Differentiating ζ and setting ζ (η 0 ) = 0, we find exp(2dη 0 ) = 4 hence ζ (η) attains its unique maximum ζ max = ζ (η 0 ) at the point η 0 . Since (3.27),
Due to (3.26), we have
Noting (3.28), we have the inequality (3.24).
As for (3.25), noting cosh(dη) ≤ exp(dη) and (3.26), we obtain
Repeating the process in the case of (3.24) for β(η) yields the inequality (3.25). 
Proof. Due to Parseval identity, we have
Similar to the proof of Theorem 3.1, there holds
(3.31)
Numerical experiments
In this section, some numerical results are reported in order to show how the regularization method works. In section 3, we have seen that the Fourier regularization method in [5] is also the Spectral method 3 (TSVD). Since some numerical results on Fourier regularization method has been investigated, here we only provide numerical results for the revised Tikhonov regularization method. For sake of comparison, we take the same numerical example as the one in [5] . The numerical experiments are accomplished by Matlab.
In our test problem d = 1 and k = 4 are fixed. We take the function
as an exact data function on 
, finally the 2D inverse FFT (IFFT2) is applied. The results are shown as follows: From the above results, we can see that the revised Tikhonov regularization works well. Furthermore from Fig. 1 to Fig. 2, from Fig. 3 to Fig. 4 , we find that the regularization parameter α cannot be too small. Certainly α can not be too large. This accords with the regularization theory.
Concluding remark
In this paper, we obtained order optimal error estimates by spectral regularization methods and a revised Tikhonov regularization method for a Cauchy problem for the Helmeholtz equation. The Fourier regularization method in [5] can be considered as the spectral method 3 (TSVD). Numerical results show that the methods work well. 
Appendix: proof of theorem 2.3
In order to prove the Theorem 2.3, we formulate the problem of identifying u(r, z) from (unperturbed) data g(r ) as an operator equation
(A.1) 
with a linear operator
. Equation (A.1) is equivalent to the operator equation
where F :
is the Fourier operator. From (2.5), the multiplication operatorÂ(z) is given bŷ
, with η = |ξ | 2 − k 2 , (A.3) i.e.,Â
(A.5) where 1 ≤ η < ∞.
From (A.13) and (A.14), it is easy to see ϕ (λ) =φ Now (iv) is a direct conclusion of (iii). In order to prove (v), we need to prove that lim λ→0 F(λ) = 1 where F(λ) is given by
We use (A.11), note that λ(η) is strong monotonically decreasing with lim η→∞ λ(η) = 0, we have
Thus, we proved (v). Since h(x) = x coth(2x) is strong monotonically increasing on R + , we find that ψ(x) > 0 holds for any x > 0 and 0 < τ < 1. Hence (A.15) always holds, i.e., ρ is strong convex.
