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TPFA FINITE VOLUME APPROXIMATION OF WASSERSTEIN
GRADIENT FLOWS
ANDREA NATALE AND GABRIELE TODESCHI
Abstract. Numerous infinite dimensional dynamical systems arising in dif-
ferent fields have been shown to exhibit a gradient flow structure in the Wasser-
stein space. We construct Two Point Flux Approximation Finite Volume
schemes discretizing such problems which preserve the variational structure
and have second order accuracy in space. We propose an interior point method
to solve the discrete variational problem, providing an efficient and robust al-
gorithm. We present two applications to test the scheme and show its order
of convergence.
1. Gradient flows’ time discretization
A gradient flow is a process that, starting from an initial point, evolves by
maximizing at each instant the rate of decay of a given specific energy. Many
problems arising in physics, biology, social sciences, etc., can be recast as infinite
dimensional gradient flows. Considering a compact domain Ω ⊂ Rd, a finite time
horizon T ∈ R+, and a real-valued, strictly convex and proper energy functional E ,
we focus our attention on problems of the form
(1)

∂tρ−∇ · (ρ∇ δEδρ [ρ]) = 0, in Ω× [0, T ],
ρ∇ δEδρ · n = 0, on ∂Ω× [0, T ],
ρ(0) = ρ0, in Ω,
where δEδρ denotes the first variation of E , ρ0 ∈ L1(Ω;R+) is a given initial condition
and n is the unit outer normal vector to ∂Ω. Problem (1) denotes the continuity
equation of a time evolving non-negative density ρ convected by the velocity field
−∇ δEδρ [ρ], with no flux across the boundary of the domain, hence preserving its
total mass. It is nowadays clear that problems of the form of (1) represent gradient
flows of the energy E with respect to the Wasserstein metric. We refer to [1, 9] for
more details on gradient flows and optimal transport.
The underlying variational structure of this type of problems provides useful
tools for their study. From the numerical point of view, more robust solvers can
be designed by taking it into account. In particular, the property that the energy
should decrease as fast as possible at each time step is a useful criterion to assess
the goodness and reliability of a numerical solution and it should be preserved.
The JKO scheme realizes this by using the variational formulation of the implicit
Euler method. For an increasing sequence (tn)n∈N ⊂ R of time steps such that
∪n[tn−1, tn] = [0, T ], let Qn = Ω× [tn−1, tn] and ∂Qn = ∂Ω× [tn−1, tn]. The JKO
scheme constructs a sequence (ρn)n∈N as follows: given an approximation ρn−1 of
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the density at time tn−1, compute ρn = ρ˜(tn), where (ρ˜, F˜ ) : Qn → R+ × Rd solve
(2)
inf
(ρ˜,F˜ )
∫
Qn
|F˜ |2
2ρ˜
dxdt + E(ρ˜(tn)), where (ρ˜, F˜ ) solve:

∂tρ˜+∇ · F˜ = 0, in Qn
F˜ · n = 0, on ∂Qn
ρ˜(tn−1) = ρn−1.
The density ρn is computed minimizing the sum of its squared Wasserstein distance
from ρn−1 and the energy in ρn. The former term corresponds to the total kinetic
energy of the curve ρ˜ written in the variables density-momentum, (ρ˜, F˜ ), rather
than density-velocity, in order to highlight the convexity of the problem [2]. The
sequence of densities (ρn)n∈N, meant to be an approximation of the solution at each
time step tn, can be seen as a piecewise constant time-dependent density converging
to the flow under suitable assumptions [1, 9]. This time discretization enables to
design energy-diminishing schemes that are furthermore robust in the sense that,
since (2) is a well-posed convex problem, the solution at step n always exists no
matter the time step τn = tn − tn−1.
The Wasserstein distance involved in (2) needs to be further discretized in time.
Since the JKO scheme is of order one [6], a first order time discretization is sufficient
and leads to a reasonable computational complexity. We can approximate (2) with
an LJKO [3]: given an approximation ρn−1 of the density at time tn−1, compute
ρn solution to
(3)
inf
(ρ,F )
τn
∫
Ω
|F |2
2ρ
dx+E(ρ), where (ρ,F ) solve:
{
ρ− ρn−1 + τn ∇ · F = 0, in Ω,
F · n = 0, on ∂Ω,
where now (ρ,F ) : Ω→ R+×Rd does not depend on time. The continuity equation
is discretized using a single implicit Euler step, whereas the time integral using a
right endpoint approximation.
Given the conservative form of the problem, Finite Volume methods appear as
natural choices for its discretization. Their relation with optimal transport has been
highlighted in, e.g., [5]. Ensuring the positivity of the density is a crucial property
for any candidate numerical method, since problems (2) and (3) lose their convexity
if the density is negative. In [3] problem (3) is discretized using upwind FV, which
provides automatically the positivity for the discrete solution. The problem can
then be solved using a Newton scheme. However, this gives an order one space
discretization. Moreover, the derived scheme is not particularly robust since small
time steps may be required to make the Newton scheme converge. In the present
work we propose a more general FV framework, which allows us to consider second
order discretizations in space. As a consequence, the positivity constraint on the
density needs to be taken into account. To this end, we use an interior point
method.
2. Finite Volume discretization
Assume the domain Ω ⊂ Rd to be polygonal if d = 2 or polyhedral if d = 3.
The specifications for a partitioning of Ω to be admissible for TPFA Finite Volume
are classical [4, Definition 9.1]. We denote by
(T ,Σ, (xK)K∈T ) such an admissible
mesh, namely the triplet of the set of polyhedral control volumes, the set of faces
and the set of cell centers. We use Delaunay triangulations in order to satisfy these
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assumptions. The Lebesgue measure of K ∈ T is denoted by mK > 0. The set Σ is
composed of boundary faces Σext = {σ ⊂ ∂Ω} and internal faces σ ∈ Σ = Σ \Σext.
We denote by ΣK = ΣK ∩Σ the internal faces belonging to ∂K. For each internal
face σ = K|L ∈ Σ, we refer to the diamond cell ∆σ as the polyhedron whose edges
join xK and xL to the vertices of σ. Denoting by mσ the Lebesgue measure of the
edge σ and by dσ = |xK − xL|, the measure m∆σ of ∆σ is then equal to mσdσ/d,
where d stands for the space dimension. We denote by dK,σ the euclidean distance
between the cell center xK and the midpoint of the edge σ ∈ ΣK . The size of the
mesh is defined by hT = maxK∈T diam(K).
We introduce the space of discrete conservative fluxes
FT = {F = (FK,σ, FL,σ)σ∈Σ ∈ R2Σ : FK,σ + FL,σ = 0}
and denote Fσ = |FK,σ| = |FL,σ|. We introduce also the spaces of discrete vari-
ables on cells PT = RT and diamond cells PΣ = RΣ, endowed with the two
scalar products 〈·, ·〉K : (a, b) ∈ [PT ]2 7→
∑
K∈T aKbKmK , 〈·, ·〉σ : (u,v) ∈
[PΣ]2 7→
∑
σ∈Σ uσvσmσdσ, respectively. We introduce a reconstruction opera-
tor from cells to diamond cells RΣ : PT → PΣ. On each edge σ = K|L, the
density on the diamond cell can be reconstructed from the values of the densi-
ties ρK , ρL. To keep the scheme simple, we employ weighted arithmetic averages
ρσ = λK,σρK + λL,σρL, with λK,σ, λL,σ ∈ [0, 1], λK,σ + λL,σ = 1. Nonetheless,
other choices are possible, such as geometric, harmonic and logarithmic averages
and all their weighted versions [5]. We consider three possibilities for the weights
(λK,σ, λL,σ): (
1
2 ,
1
2 ), the standard arithmetic mean; (
dL,σ
dσ
,
dK,σ
dσ
), which provides a
linear reconstruction of the density at the edge midpoint; (
dK,σ
dσ
,
dL,σ
dσ
), which gives
a mass weighted arithmetic mean. Thanks to these choices we expect to obtain
second order accuracy for the space discretization. We introduce also the adjoint
operator of this reconstruction, with respect to the two scalar products, given by
RT : ρ ∈ PΣ 7→
(∑
σ∈ΣK ρσλK,σ
mσdσ
mK
)
K∈T ∈ PT .
Assuming the energy E(ρ) to be of the form ∫
Ω
E(ρ)dx for a real valued and
strictly convex scalar function E, given the discrete initial density of the form
(ρ0K)K∈T = (ρ
0(xK))K∈T ∈ P+T , the discrete LJKO scheme is: given ρn−1 =
(ρn−1K )K∈T ∈ P+T approximation of the density at time tn−1, compute ρn solution
to
(4) inf
(ρ,F )
τn
∑
σ∈Σ
F 2σ
2(RΣ(ρ))σ
mσdσ +
∑
K∈T
E(ρK)mK ,
with (ρ,F ) ∈ PT × FT such that (ρK − ρn−1K )mK + τn
∑
σ∈ΣK FK,σmσ = 0 and
ρK ≥ 0,∀K ∈ T . We take as measure of the diamond cell dm∆σ , as it is classically
done in order to compensate the unidirectional discretization of the momentum [4].
The constraint F · n = 0 is automatically taken into account disregarding the flux
on the boundary edges in the definition of the space of discrete conservative fluxes.
The conservation of mass is also automatically enforced thanks to the conserva-
tivity of the Finite Volume discretization, i.e.
∑
K∈T ρ
n
KmK =
∑
K∈T ρ
n−1
K mK .
Furthermore, the scheme guarantees a discrete energy-dissipation property: given
the couple (ρn,F n) solution to (4), the competitor (ρn−1,0) provides
τn
∑
σ∈Σ
(Fnσ )
2
2(RΣ(ρn))σ
mσdσ +
∑
K∈T
E(ρnK)mK ≤
∑
K∈T
E(ρn−1K )mK .
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At each step n, (4) is a strictly convex optimization problem with linear con-
straints. Enforcing the constraints with the multipliers −φ ∈ PT ,λ ∈ P−T and using
the definition of the conservative fluxes we obtain the saddle point problem
(5) inf
(ρ,F )
sup
(φ,λ)
τn
∑
σ∈Σ
(Fσ)
2
2(RΣ(ρ))σ
mσdσ +
∑
K∈T
(ρn−1K − ρK)φKmK+
+ τn
∑
σ∈Σ
FK,σ
(φL − φK
dσ
)
mσdσ +
∑
K∈T
E(ρK)mK +
∑
K∈T
λKρKmK .
The solution must satisfy the system of optimality conditions, namely the KKT con-
ditions. Plugging the optimality condition w.r.t. FK,σ, i.e. FK,σ = −(RΣ(ρ))σ(φL−φKdσ ),
in (5) and considering that∑
σ∈Σ
(RΣ(ρ
n))σ
(φL − φK
dσ
)2
mσdσ =
∑
K∈T
ρK
(
RT
((φnL − φnK
dσ
)2))
K
mK ,
the optimality conditions reduce to the system
(6)

(ρnK − ρn−1K )mK − τn
∑
σ∈ΣK (RΣ(ρ
n))σ(
φnL−φnK
dσ
)mσ = 0,
(φnK − E′(ρnK)− λnK)mK + τ
n
2 (RT ((
φnL−φnK
dσ
)2))KmK = 0,
ρnK ≥ 0, λnK ≤ 0, ρnKλnK = 0,
∀K ∈ T .
At each step n of the discrete LJKO, the discrete density (ρnK)K∈T is completely
defined by (6).
System (6) is not easy to solve, the major problem being the non-uniqueness
of the multipliers λ and φ whenever the density vanishes. When upwinding is
used for the reconstructed density, i.e. ρσ = ρK if φL > φK , ρσ = ρL otherwise,
the Lagrange multiplier λ can be taken equal zero and disregarded [3]. In our
framework this is not possible and to avoid dealing explicitly with the positivity
constraint we use an interior point method. The constraint is incoporated in the
problem by adding to the functional a barrier function of the density which is
convex and singular in zero. We use the logarithmic barrier − log(ρ). In this
way the minimizer is automatically repulsed away from zero and the problem can
be solved using the Newton scheme. The perturbation introduced by the barrier
function can be tuned by multiplying it by a positive coefficient µ. The perturbed
version of problem (5) for the n−th step of the discrete LJKO is
(7) inf
(ρ,F )
sup
φ
τn
∑
σ∈Σ
(Fσ)
2
2(RΣ(ρ))σ
mσdσ +
∑
K∈T
(ρn−1K − ρK)φKmK+
+ τn
∑
σ∈Σ
FK,σ
(φL − φK
dσ
)
mσdσ +
∑
K∈T
E(ρK)mK − µ
∑
K
log(ρK)mK ,
whose optimality conditions now are
(8)

(ρnK − ρn−1K )mK − τn
∑
σ∈ΣK (RΣ(ρ
n))σ(
φnL−φnK
dσ
)mσ = 0,
(φnK − E′(ρnK) + sK)mK + τ
n
2 (RT ((
φnL−φnK
dσ
)2))KmK = 0,
sKρK = µ,
∀K ∈ T ,
where the condition FK,σ = −(RΣ(ρ))σ(φL−φKdσ ) has been substituted again. Sys-
tem (8) can be seen as a pertubation of (6), where ρK and sK = −λK are auto-
matically forced to be positive and the orthogonality is relaxed. For small value of
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µ it provides an approximation of the solution (ρ,φ) to problem (6). However, the
smaller the parameter the more difficult it is to solve problem (8) with a Newton
scheme. The idea is then to construct a sequence of solutions to problem (8) for
a sequence of coefficients µ decreasing to zero, using the solution corresponding to
the previous value of µ as starting point for the Newton scheme. In this way the
solver approaches the solution to (6) from the interior of the region of feasibility:
the density is always positive. With reference to Algorithm 1, ε0 and εµ are the
Algorithm 1: Interior point method
Given the starting point x0 and the parameters
µ0 > 0, θ ∈ (0, 1), ε0 > 0, εµ > 0 ;
while δ0 > ε0 do
µ = θµ ;
while δµ > εµ do
compute Newton direction d for (8) and a step length α;
update: x = x+ αd ;
end
end
tolerances for the solution to (6) and (8) respectively, δ0 and δµ denoting a norm
of the residues of the two systems of optimality conditions. In practice, it is not
necessary to find for each value of µ a precise solution, being interested only in
the solution for µ = 0, and relatively big values can be used. Even doing only
one Newton step, that is taking εµ =∞, can be sufficient and extremely effective.
Moreover, the behavior of the solver strongly depends also on the initial value µ0
and the decay ratio θ ∈ (0, 1), the difficulty to tune these parameters being its
major drawback. We refer to [8] and references therein for more details on interior
point methods.
As a final remark, note that solving the gradient flow with respect to an energy
involving the entropy, i.e. E(ρ) = ρ log(ρ), automatically prevents the density from
becoming negative. However, one cannot control the magnitude of the energy and
therefore the interior point method, even if not strictly necessary, helps to get a
more robust solver with respect to the Newton scheme. In fact, possible negative
values for the density during the iterations of the algorithm could make it diverge,
since the problem loses its convexity. The situation is similar when using the upwind
technique to enforce the positivity.
3. Numerical results
One of the most classical example of problems that exhibit a gradient flow struc-
ture is the Fokker-Planck equation:
(9)
{
∂tρ = ∆ρ+∇ · (ρ∇V ) in Ω× [0, T ],
(∇ρ+ ρ∇V ) · n = 0 on ∂Ω× [0, T ],
complemented with a positive initial condition, with V ∈ W 1,∞(Ω) a Lipschitz
continuous exterior potential. Equation (9) has been one of the first equations
to be recasted as a gradient flow in the Wasserstein space with respect to the
energy E(ρ) = ∫
Ω
(ρ log(ρ) + ρV )dx [6]. This example gives us the possibility
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Table 1. Time-space convergence for the scheme.
hm τm 
a
m rate 
b
m rate 
c
m rate
0.2986 0.0500 3.9382e-02 / 3.9526e-02 / 3.9157e-02 /
0.1493 0.0125 1.0345e-02 1.9286 1.0446e-02 1.9199 1.0246e-02 1.9342
0.0747 0.0031 2.6019e-03 1.9913 2.6367e-03 1.9861 2.5684e-03 1.9962
0.0373 0.0008 6.5090e-04 1.9990 6.6049e-04 1.9971 6.4170e-04 2.0009
0.0187 0.0002 1.6269e-04 2.0003 1.6519e-04 1.9994 1.6033e-04 2.0009
a Weights ( 12 ,
1
2 ).
b Weights (dLdσ ,
dK
dσ
). c Weights (dKdσ ,
dL
dσ
).
to test the convergence of scheme (4). Consider indeed the density ρs(x, t) =
exp(−(pi2 + g24 )t + g2x)(pi cos(pix) + g2sin(pix)) + pi exp(g(x − 12 )), which is a solu-
tion to (9) in the domain [0, 1]2 × [0, 0.25] with potential V (x) = −gx. Consider
a sequence of meshes
(Tm,Σm, (xK)K∈Tm) with decreasing mesh size hm = hTm ,
and a sequence of decreasing time steps τm such that (
τm+1
τm
) = (hm+1hm )
2. We solve
problem (9) with scheme (4) using this sequence of meshes and using as discrete ini-
tial condition ρ0K = ρs(xK , 0). For each solution we compute the mesh-dependent
L1((0, T );L1(Ω)) error m =
∑
n τm
∑
K∈Tm |ρnK−ρs(xK , nτm)|mK . In Table 1 are
listed the errors for each m together with the convergence rate
√
m−1
m
for the three
different weighted arithmetic averages. The scheme is first order accurate in time
and second order accurate in space.
As second application, we consider a gradient flow of an energy which is not
singular in zero. On the domain Ω = [−1.5, 1.5]2, for a time interval [0, T ], consider
the porous medium equation,
∂tρ = ∆ρ
γ +∇ · (ρ∇V )
which has been proven in [7] to be a gradient flow in the Wasserstein space with
respect to the energy E(ρ) = ∫
Ω
1
γ−1ρ
γ + ρV , for a given γ strictly greater than
one. We consider the confining potential V (x) = 12 ||x||22 which forces the density
to concentrate at the origin. In (1) the evolution of an initial cross shaped density
is shown for the case γ = 2. As expected, the solution converges towards the
Barenblatt profile ρ∞(x) = max((M2pi )
γ−1
γ − γ−12γ ||x||2, 0)
1
γ−1 , with M being the
total mass of the initial condition (Figure 1).
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Figure 1. Convergence towards the Barenblatt solution (γ = 2).
Time steps t = 0, t = 0.1 and t = 0.7.
Figure 2. Exponential decay profile of the discrete energy∑
K∈T E(ρK)mK (black), with the three values corresponding to
Figure 1, compared to the value of the energy for the Barenblatt
equilibrium solution (red).
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