We consider queueing systems with generally distributed abandonment times. By explicitly modeling the waiting time of the first customer in line, we obtain a natural bounded jump Markov process allowing for uniformization. This approach is useful to solve, via dynamic programming, various optimization problems where the objectives and/or constraints involve the distributions of the performance measures, not only their expected values. An illustration of the usefulness of the approach is given for the dynamic control of a V-design queueing problem.
Introduction
Existing applications of Markov decision processes fail in addressing the dynamic control questions for queueing models with abandonments. One reason is that the available approaches require uniformization (Down et al., 2011) , while in the considered queueing models, the jump rates are generally unbounded functions of actions and states. To overcome the limitations of the standard techniques, Bhulai et al. (2013) propose a method that modifies the system rates by linearly smoothing them. The value of this approximation is that the convexity property of the operators in Markov decision problems are maintained on the boundaries whereas they were not with a simple truncation. However, this method only works with exponential patience distributions and control decisions that are based on the number of customers in the queue.
In numerous optimization problems, the objectives or the constraints are defined through the waiting time distribution and not its expected value. For instance, a minimum service level of 80% of customers served in less than 20 seconds is common in call centers, also, a minimum service level of 90% of patients served in less than four hours is used in emergency departments. Such settings require the use of the customer actual waiting time as a decision variable.
In a context with customer abandonment, all existing methods fail when considering the actual waiting time as a decision variable. We propose here a non-standard definition for the system states that allows us to obtain a natural uniformized system with no rate modification, or state truncation.
We explicitly model the waiting of the first customer in line (FIL) in the system state, instead of the traditional modeling using the number of customers. This idea has been first proposed by Koole et al. (2012) in order to analyze queueing systems with no abandonments. The approach consists of discretizing the FIL waiting time using successive exponential phases, and report the waiting phase in the Markov process. The difficulty of applying the FIL method in the case of abandonments comes from the fact that the next customer first in line, if any, is no longer necessarily the customer that arrived after the customer who just left the queue. The former might actually have abandoned.
The contributions of this paper can be summarized as follows. We consider queueing systems with general abandonments. We approximate the generally distributed abandonment times by a particular Coxian distribution in the sense that we use the same exponential phase distribution as the waiting time approximation. We prove the convergence in distribution of this particular Coxian distribution to any general Coxian distribution. This then approximates any chosen patience distribution (Schassberger, 1973) . The explicit modeling of the waiting time of the FIL leads to a bounded jump Markov process allowing for uniformization. The proposed method is applicable to solve, via dynamic programming, various optimization problems where the objectives and/or constraints involve the distributions of the performance measures, not only their expected values.
It also allows us to derive the performance measures of systems where the routing mechanisms are based on the actual waiting time. The limitations of the proposed method are: (i) Customer arrivals should follow a homogeneous Poisson process, (ii) routing decisions have to be taken only after entering the queue, and in the order of arrivals, (iii) structural results do not propagate under a value iteration step. An illustration of the usefulness of the method is given for the optimization of routing decisions in the canonical V-design queue (Gans et al., 2003) with general abandonment times.
The rest of the paper is organized as follows. In Section 2, we describe the FIL modeling and the Coxian approximation for abandonment times. In Section 3, we study the convergence of the proposed Coxian distribution. The main result is given in Section 4 where we characterize the transition probabilities of the Markov chain. We next illustrate in Section 5 the application of the proposed method for a V-design queueing problem. The paper ends with some concluding remarks.
Discretization of the First in Line Waiting Time with Abandonments
Consider a queueing system with one infinite first come, first served (FCFS) queue. Customers arrive according to a Poisson process with parameter λ. We let customers be impatient while waiting in the queue. Times before abandonment are i.i.d. and follow a general distribution. There are no specific assumptions on the service process.
We use a non-traditional approach for the modeling of the queue, as proposed in Koole et al. (2012) . We define a continuous time Markov chain in which we discretize the waiting time of the customer first in line (FIL) by a succession of exponential phases with rate γ per phase. Having large values of γ improves the approximation as it better represents the continuously elapsing time (Koole et al., 2012) . The total number of phases of waiting time required is not known beforehand. This is determined by service completion times and the FIL abandonment time. The system states are defined by the waiting time phase denoted by i (i > 0) of the customer FIL, if any. State 0 represents an empty queue. The transition rate from the waiting phase i to i + 1 is γ, for i > 0.
The transition rate from state 0 to state 1 is λ.
Once the current FIL leaves the queue from state i (i > 0) to start service or because she abandons, the next state is i − h, i > 0 and 0 ≤ h ≤ i. The main difficulty is to find the transition probability, because the next customer first in line, if any, is no longer necessarily the customer that arrived after the FIL who just left. The former might actually have abandoned.
We approximate times before abandonment by a particular Coxian random variable denoted by X γ,D , with D phases (D > 0) where all phases durations are independent and exponentially distributed with the same rate γ. We denote by b the probability for an arbitrary customer to accept waiting, P (X γ,D > 0) = b. The probability for a given customer to move from phase i to i + 1 is γ γ + β i , with β i ∈ R + and 1 ≤ i ≤ D. After phase D a customer is forced to leave the system. For modeling purposes clearly the subsequent impatience phases run simultaneously with the waiting time phases, hence with the same exponential parameter γ. This Coxian distribution is depicted in Figure 1 . In the following section, we study the convergence of X γ,D to any positive-valued 
converges pointwise as D tends to infinity, for t ≥ 0. This allows us to define the random variable
, for t ≥ 0. Theorem 1 proves the convergence in distribution of X γ as γ tends to infinity.
Theorem 1 The random variable X γ converges in distribution to any positive-valued distribution as γ tends to infinity.
Proof. We proceed by proving for an appropriate choice of the parameters defining X γ that as γ tends to infinity, X γ converges in distribution to any Coxian distribution. Since Coxian distributions are dense in the field of all positive-valued distributions (Schassberger, 1973) , X γ can converge to any positive-valued distribution. However, in practice it can be complicate to fit the parameters of a Coxian distribution with those of a general one. An important literature treats this subject. Relevant references include Van Der Heijden (1988); Asmussen et al. (1996); Osogami and Harchol-Balter (2003) .
We denote by X a Coxian distribution with parameters
The quantity p j is the probability to enter phase j after leaving phase j − 1 and the parameter α j is the rate of the exponential distribution describing the random duration spent at phase j. Let us now define the random variable X γ with
Therefore, as γ tends to infinity, P (X γ > t) converges to
which is equal to P (X > t). This finishes the proof of the theorem. 2 
6. Hyperexponential (αj, pj) with αj > 0 b = 1 and
In Table 1 , we provide the parameters of X γ in order to have the direct convergence in distribution of X γ to classical distributions without an intermediate definition of a Coxian distribution. The proof of the convergence of X γ to the various phase-type distributions (exponential, Erlang, hyperexponential and hypoexponential) in the table is similar to the proof of Theorem 1. The proof of the convergence to the deterministic distribution is slightly different. It is as follows. Assume the parameters of X γ as in point 4 of Table 1. We have
where Y follows a Poisson distribution with parameter γt, for t ≥ 0. We have
). Using Central Limit Theorem, the distribution of
converges to a normal distribution with mean 0 and standard deviation 1. If τ > t then
tends to +∞ as γ tends to infinity, therefore, P (X γ > t) tends to one. Otherwise,
tends to 0. This corresponds to the cdf of a deterministic distribution with parameter τ . Figure 2 illustrates the convergence of X γ,D for the points 3 to 6 in Table 1 . The value of γ has a significant impact on the approximation. Increasing it means that more states are required for the truncation to not have a too significant influence on the accuracy of the approximation.
However, at the same time, having a large γ models better a continuous time. Therefore, D has to tend "faster" to infinity than γ. We choose D = 1 + γ 2 in the illustrations in Figure 2 .
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(c) Erlang distribution with 5 phases and rate 1 The convergence in distribution is the weakest convergence for random variables. We next prove an example of non-convergence in probability for X γ . This implies that X γ does not converge in convergence senses that are stronger than convergence in distribution.
Proposition 1 With b = 1 and β i = β for i > 0, X γ does not converge in probability to the exponential distribution with parameter β.
Proof.
We denote by Y the exponential random variable with parameter β. Recall that the definition of the convergence in probability is that P (|X γ − Y | > ϵ) tends to zero as γ tends to infinity, for any ϵ > 0. The density function of X γ in the variable t is f Xγ (t) = γe −γt
and the density function of −Y is f −Y (t) = βe βt 1 t≤0 , where 1 A is the indicator function of a given subset A. Let us now compute the density function of X γ − Y , defined as f Xγ −Y (z), for z ∈ R. For z ≥ 0, we have
For z ≤ 0, after some algebra, we also obtain
Hence, using the density function found above, we get
Therefore, as γ tends to infinity, P (|X γ − Y | > ϵ) tends to e −ϵβ ̸ = 0. This finishes the proof of the proposition. 2
Main result
In Theorem 2, we give the main result of this paper. We denote by p i,i−h the transition probability to move from phase i to phase i − h in the Markov chain, for 0 < i ≤ D and 0 ≤ h ≤ i. Theorem 2 provides the expressions of these probabilities.
Theorem 2 We have
where
(2)
Proof. The number of customers which arrive at a given γ-phase is geometrically distributed with parameter γ bλ+γ . Thus, the probability that exactly n customers arrive at the same γ-transition is ( bλ bλ+γ ) n γ bλ+γ . The probability that a given customer does not abandon after k γ-transitions is k ∏ j=1 γ β j +γ . Therefore, the probability that a customer does abandon is 1 − k ∏ j=1 γ β j +γ . The probability p i,i−h , for 0 < i ≤ D and 0 ≤ h < i, is the probability that when the FIL leaves the head of the queue from state i (after an abandonment or to enter service), the new FIL is in state i−h. This probability is the probability that we do not have any customer at phases i − h + 1, i − h + 2, · · · , i and that at least one customer is present in the queue at phase i − h. The probability to not have any customer at a given phase k, 0 < k ≤ D, is denoted by q k . We may then write
The quantity p i,0 is the probability that no other customers are present in the queue when the FIL leaves the queue, i.e., the queue becomes empty. So,
, which finishes the proof of the theorem.
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For the extreme case with no balking and infinitely patient customer (b = 1 and β j = 0 for Koole et al. (2012) .
Numerical Illustration: The V-design
We numerically illustrate the usefulness of our method for the optimal job routing in the canonical V-design queueing model with abandonments. The control action is to determine upon a service completion, when at least one customer is waiting in each queue, which customer should be prioritized. The system is modeled using a two We define for the two customer classes waiting cost functions denoted by c a (i) and c b (j), for i, j ≥ 0. For Formulation (1), we choose increasing linear cost functions, and for Formulation (2), we choose step functions being 0 below a certain threshold and some non-zero value above this threshold.
Equations setup. We use an MDP approach. Let V n be the total expected value function n steps from the horizon and let us use backward recursion to determine the optimal policy. Since the system is uniformizable, we assume that
We denote by W n (i, j) the decision function to select between customer a or b for service upon a service completion. We assume V 0 (i, j) = W 0 (i, j) = 0, for i ≥ −s and j ≥ 0. We have
for n ≥ 0. We may write
for n ≥ 0. The long-term average optimal actions can be obtained through value iteration, by recursively evaluating V n using Equations (3) and (4), for n ≥ 0. As n tends to infinity, the minimizing actions converge to the optimal ones (Puterman, 1994) .
Experiments. For a−customers (b−customers) abandonment times, we assume a 2-phases hyperexponential distribution with probability u a (u b ) associated with the exponential rate α a,1 (α b,1 ) and probability 1 − u a (1 − u b ) associated with the exponential rate α a,2 (α b,2 ). This choice is motivated by Jouini et al. (2013) and Mandelbaum and Zeltyn (2013) where it has been shown that hyperexponential distributions fit well with real call center data. Using the fitting parameters from Table 1 , one may write
for i > 0, and
for j > 0. Next, using Equation (2) in Theorem 2, we obtain
Finally, applying Equation (1) in Theorem 2 leads to the transition probabilities The chosen numerical setting gives a higher importance for a−customers. From Figure 4 (a), we observe that the optimal policy is of switch type. The interpretation is intuitive. The higher is the waiting time of the FIL in one queue, the more likely this customer will be prioritized upon the next service completion.
In Figure 4 (b), the structure of the optimal policy is more complicated. The closer is the actual service since it will not improve the performance of this queue. Prioritizing this customer could even deteriorate the performance of the other queue. It can be instead better to let this customer abandon so as we encounter a new FIL with a waiting time lower than the threshold.
Concluding Remarks
We considered multi-server queueing systems with general abandonment. We proposed a Markov process that explicitly models the waiting time of the first customer in line which has led to a bounded jump Markov process allowing for uniformization. This method is applicable for the performance evaluation and the optimization of queueing systems where routing decisions are based on actual waiting times, and not only their expected values. An illustration of the usefulness of the results was given for the dynamic control of the V-design queue with customer abandonment.
An interesting future research direction is to include the modeling of general service times so as to enlarge the class of possible practical applications. It would be also interesting to extend the set of scheduling policies by relaxing the FCFS order.
