Abstruct-Optimality conditions are derived for reduced-order sampled-data estimation satisfying an observation constraint that involves a prespecified, possibly unstable, subspace of the system dynamics. It is shown that a generalized hold device possessing a time-varying exponential intersample profile is essential in order to account for the unstable dynamics. In particular, it is shown that with a continuous-time quadratic performance measure a zero-order-hold device may result in an unbounded (infinite) cost. An additional feature of the problem is the utilization of an averaging A/D device within the continuous-timeldiscrete-time conversion which results in averaged measurements depending upon delayed samples of the state.
I. INTRODUCTION
Due to advances in digital computers, discrete-time estimators for continuous-time systems have been developed and used in numerous applications. It is well known that optimal discrete-time estimates of the dynamic states of a continuous-time model are given by a discretetime Kalman filter, which is based on an equivalent discrete-time model. Closer inspection of the effects of sampling and reconstruction between continuous-and discrete-time operations, however, revelas subtleties beyond "naive" (that is, not sampled-data) discrete-time estimation theory for an equivalent discrete-time model. Three issum need to be addressed, namely, measurements, system dynamics, and performance measure.
The sampling operation, which requires careful treatment of noisy measurements, can have ramifications in applying standard sampleddata estimation theory [ I] - [3] . Since it is meaningless to sample white noise, instantaneous AD devices cannot be used in the presence of noisy measurements. Consequently, we utilize an averaging-type A D IEEE Log Number 9213578.
y(t) = C z ( t ) + w(t)
(1. 2) and w(.) is a continuous-time white noise process. The discretetime measurement now involves a discretized noise signal whose properties need to be accounted for. Specifically, the resulting averaged measurements depend upon delayed samples of the state [l] , [2] . In this case, the equivalent discrete-time model can be captured by a suitably augmented system involving nonnoisy (discrete-time) measurements. The above technique was proposed in [4] and utilized
In practice, it is often necessary to obtain estimators for plants possessing unstable dynamics [7] -[ 101. This leads to the consideration of a generalized architecture for the digital filter. Specifically, it is shown (see Remark 2.3) that if a standard zero-order-hold reconstruction device is used in the presence of unstable dynamics, then the equivalent discrete-time least squares performance criterion is unbounded. This problem can be circumvented by employing a generalized hold device possessing a time-varying exponential intersample profile. Hence, we show that a time-varying reconstruction architecture is essential for sampled-data estimation of unstable plants. In practice, standard procedures for designing sampled-data estimators for unstable plants involve extrapolation of the estimator output between measurements [ l l , pp. 1161191. The results given herein can thus be viewed as a formalization of this procedure. In the context of feedback control, generalized hold devices were extensively developed in [ 121 to achieve a variety of effects such as simultaneous pole placement and decoupling. Refated results that exploit time-viuying effects can be found in [13] - [15] .
Along with the above-mentioned points, the evaluation of the leastsquares performance criterion for sampled-data estimation requirs special attention. Specifically, the cost functional involves intersample behavior and leads to a discrete-time performance criterion having a highly complex structure [l] . It should be noted that the resulting discrete-time cost does not possess the familiar least-squares structure as in the naive discrete-time estimation problem.
Finally, constraints on implementation complexity often make it desirable in practice to design estimators of reduced order. Such low6rder estimators are also motivated by the fact that although a system model may $ w e many degrees of freedom (such as coloring filter states and vibrational modes), it is often the case that estimates of only a small number of state variables (e.g., rigid body position and rotational modes) are actually required. Hence, in the present note, we derive optimality conditions for reduced-order sampled-data observerestimators in which the observation subspace of the estimator is constrained a priori to include all of the unstable modes and selected stable modes. Hence, the results presented herein generalize the results of [7, 8] 
III. SAMPLED-DATA SUBSPACE-OBSERVER PROBLEMAND EQUIVALENT DISCRETE-TIME FORMULATION
In this section, we state the fixed-order sampled-data subspaceobserver problem. In the problem formulation the sample interval h and the estimator order ne are a priori fixed and the optimization is performed with respect to the estimator parameters. Fixed-Order, Sampled-Data Subspace-Observer Problem: Given the nth-order continuous-time system Finally, as will be shown, in order to account for the unstable dynamics it is necessary to implement an observer with generalized hold outputs as characterized by the functions C e ( . ) and D e ( . ) which are time-varying over the sample interval [0, h] . As shown below, C,(.) is chosen to ensure that 7 is finite while De(.) is optimized in order to minimize the least-squares state-esimation error criterion (2.6).
The first result of this section concerns the propagation of the plant and the discretized measurements over one time step. For notational convenience in stating the main result define Theorem 2.1: For the fixed-order, subspace-observer problem, the plant dynamics (2.8), averaged measurements (2.9), and least-squares observation-error criterion (2.6) have the equivalent discrete-time representations which satisfies the following design criteria:
1. the observer (2.4), (2.5) is a steady-state asymptotic observer for a specified n,-dimensional subspace of the plant (2.1) where ne = n u + I ; and 2. the observer is an optimal estimator that minimizes the leastw;(kh) A ~I'e"("-")li:,(kh + s) ds, (2.15) w: ds. (2.6) To enforce the first condition, partition (2.1) and (2.3) according to
The partitioned form of the plant dynamics A appearing in (2.8)
allows us to characterize the two subspaces corresponding to su and 5.. The ns x n u zero matrix in the lower-left block of A is needed to achieve asymptotic observation of x u independently of xs. If necessary, the plant dynamics A can be recast in the form (2.8)
by using a similarity transformation to a modal basis. The coupling matrix A,, can be either zero or nonzero. Furthermore, we assume that A , is asymptotically stable. Finally, the matrix L , which is partitioned as L L,], where L , and L , are q x n u and Proof: The proof of this theorem is a lengthy but Straightforward q x n, matrices, identifies the states or linear combinations of states calculation involving integrals of white noise signals, and hence is whose estimates are desired.
omitted.
Remark 2.1: Note that the equivalent discrete-time least squares estimation error criterion involves a constant positive offset 6 which serves as a lower bound on the sampled-data performance due to the discretization process.
Next, note that due to the upper-block-triangular structure of A in (2.8), the equivalent discrete-time dynamics matrix eAh will also have an upper-block-triangular structure. Thus, in accordance with our earlier partitioning, (2.10) and (2.11) can be represented as Note that (2.11), or, equivalently, (2.19) , shows that the averaged measurements depend upon delayed samples of the state. Thus, by augmenting the discretized state equation (2.10) to include these measurements and preserving the partitioned form given by (2.18) and (2.19), it is possible to represent the original sampled-data problem as a discrete-time problem involving nonnoisy measurements.
Corollary 2.1: With the notation the fixed-order sampled-data subspace-observer problem is equivalent to the following discrete-time problem. Given the ( n + Z)th-order discrete-time system 0. The requirement (2.24) implies that zero asymptotic observation error for a specified (n, + Z)-dimensional subspace is achieved under zero external disturbances and arbitrary initial conditions. Thus, the goal of the reduced-order subspace-observer problem is to design a reduced-order observer of order ne = nu + I that observes a specified plant subspace and provides optimal estimation of a specified linear combination of states. Before continuing it is useful to point out that in the full-order case nu = n and hence n, = n+Z. In this case the observer/estimator can observe all of P ( k h ) = [zT(kh)y^T(kh)]T. Note that the increase in plant order from n to n + Z is due to the A D process. Hence, in this context an nth-order observer can be regarded as being of reduced order.
It now folows from 
Pro08
The proof follows by simply noting that is upper block triangular and A', is asymptotically stable.
Next, we show that the explicit dependence of the cost functional on the unstable dynamics can be eliminated by employing a special choice of the generalized hold function C e ( . ) .
To In this case, it follows from (2.28) that
by direct verification. lead to an unbounded state estimation error criterion. Specifically, we consider a rigid body revolving about an axis of symmetry
S -[ L O ]~, (~) } ' R { [ L~~" O ] P (~~)
(2.32) with mass moment of inertia I = 1 under a standard white noise disturbance. The system dynamics is modeled as a simple inertia, i.e., I i ( t ) = w ( t ) , so that the state-space model is given by and such that Q and P satisfy
Next, assuming perfect estimation, i.e., z,(k) = z( kh), L = R = I z , Iv. NECESSARY CONDITIONS FOR THE EQUIVALENTDISCRETE-TIME PROBLEM for optimality that characterize solutions to the optimal reduced-order sampleddata subspace-observer problem. For nondegeneracy we restrict our attention to the set of admissible estimators 
v. NUMERICAL EVALUATION OF INTEGRALS INVOLVINGMATRIX EXPONENTIALS
To evaluate the exponentialhntegral expressions appearing in Theorem 2.1, we utilize the approach given by [19] . This approach eliminates the need for integration by computing the matrix exponential of appropirate block matrices. For details on numerical matrix exponentiation see [20] . For simplicity of exposition, we assume De = 0. 
