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ABSTRACT
Directly-imaged exoplanets are unexplored laboratories for the application of the spectral and temperature
retrieval method, where the chemistry and composition of their atmospheres are inferred from inverse modeling
of the available data. As a pilot study, we focus on the extrasolar gas giant HR 8799b for which more than
50 data points are available. We upgrade our non-linear optimal estimation retrieval method to include a
phenomenological model of clouds that requires the cloud optical depth and monodisperse particle size to be
specified. Previous studies have focused on forward models with assumed values of the exoplanetary properties;
there is no consensus on the best-fit values of the radius, mass, surface gravity and effective temperature of HR
8799b. We show that cloudfree models produce reasonable fits to the data if the atmosphere is of super-
solar metallicity and non-solar elemental abundances. Intermediately cloudy models with moderate values of
the cloud optical depth and micron-sized particles provide an equally reasonable fit to the data and require a
lower mean molecular weight. We report our best-fit values for the radius, mass, surface gravity and effective
temperature of HR 8799b. The mean molecular weight is about 3.8, while the carbon-to-oxygen ratio is about
unity due to the prevalence of carbon monoxide. Our study emphasizes the need for robust claims about the
nature of an exoplanetary atmosphere to be based on analyses involving both photometry and spectroscopy and
inferred from beyond a few photometric data points, such as are typically reported for hot Jupiters.
Subject headings: planets and satellites: atmospheres
1. INTRODUCTION
1.1. Background and Motivation
One of the biggest surprises of the global exoplanet
hunt was the discovery of four self-luminous, sub-stellar
objects orbiting the A star HR 8799 (Marois et al. 2008,
2010). The stellar age—and hence the age of these objects
themselves—was initially a source of controversy, since a
∼ 1-Gyr age, as claimed via asteroseismology, would im-
ply that the objects are brown dwarfs (Moya et al. 2010),
but an age of ∼ 0.1 Gyr is more compatible with stability
analyses of the system (Goz´dziewski & Migaszewski 2009;
Fabrycky & Murray-Clay 2010; Moro-Martı´n, Rieke & Su
2010; Currie et al. 2011; Sudol & Haghighipour 2012). Sub-
sequently, an improved determination of the stellar parame-
ters of HR 8799 using optical interferometry, in combination
with the Yonsei-Yale evolutionary tracks, yielded an age of
about 30–90 Myr (Baines et al. 2012), thus confirming the ex-
oplanetary nature of these objects.
Unlike for hot Jupiters, where the atmospheric proper-
ties are extracted via transit or eclipse measurements, the
HR 8799 exoplanets provide prototypical examples of at-
mospheres that are photometrically distinct from their star.
The tradeoff is that their radii and masses cannot be di-
rectly measured. Numerous observational studies have been
performed on these gas-giant exoplanets, located about 40
pc away, mostly using photometry (Lafrenie`re et al. 2009;
Fukagawa et al. 2009; Metchev, Marois & Zuckerman 2009;
Hinz et al. 2010; Bergfors et al. 2011; Galicher et al. 2011;
Currie et al. 2011, 2012; Skemer et al. 2012; Esposito et al.
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2013) and in some cases using spectroscopy (Bowler et al.
2010; Barman et al. 2011; Oppenheimer et al. 2013). Con-
sequently, this has enabled the construction of a spectral en-
ergy distribution (SED) of HR 8799b, which has inspired a se-
ries of theoretical interpretations of its atmospheric chemistry,
composition and cloud/haze properties (Barman et al. 2011;
Madhusudhan, Burrows & Currie 2011; Marley et al. 2012).
The clearly triangular shape of the spectra in the H band in-
dicates the weakness of collision-induced absorption, which
possibly implies a low surface gravity and youth, further hint-
ing that HR 8799b is an exoplanet (Barman et al. 2011).
All of the existing theoretical studies of the atmosphere
of HR 8799b have so far focused on “forward model-
ing”: the calculation of synthetic spectra based on a
set of preconceived ideas, often influenced by the study
of brown dwarfs (Bowler et al. 2010; Currie et al. 2011;
Madhusudhan, Burrows & Currie 2011; Barman et al. 2011;
Marley et al. 2012). General examples of forward mod-
els include the work of Fortney et al. (2006, 2008, 2010),
Helling et al. (2008) and Spiegel & Burrows (2012). It re-
mains unclear if brown dwarfs and directly imaged ex-
oplanets share a common origin and therefore possess
similar atmospheric properties. A consensus is emerg-
ing that clouds and hazes are playing an integral role
in the spectral appearance of HR 8799b. Clouds and
hazes have long been an important ingredient in the
study of brown dwarfs and planetary-mass objects (e.g.,
Barman et al. 2011b; Burrows, Heng & Nampaisarn 2011)
and are emerging as a major theme in the studies of hot
Jupiters (Barman, Hauschildt & Allard 2001; Burrows et al.
2001; Pont et al. 2008; Demory et al. 2011, 2013; Pont et al.
2013; Sing et al. 2009, 2011; Gibson et al. 2012; Heng 2012;
Evans et al. 2013; Heng & Demory 2013). When bench-
marked against brown dwarfs, HR 8799b exhibits unusually
red colors and a higher effective temperature than predicted
(Barman et al. 2011).
2It is worth summarizing the other difficulties previously
encountered. Specifically, Madhusudhan, Burrows & Currie
(2011) find that cloudfree models over-predict the fluxes
at wavelengths of λ . 2.2 µm. Barman et al. (2011)
find it challenging to simultaneously match the H and K
spectra of HR 8799b with the template spectra of typical
brown dwarfs. Only the very reddest L dwarfs resemble
HR 8799b in color. Marley et al. (2012) report that none
of their solar-abundance models provide a satisfactory fit
to all of the observational constraints and that their results
are sensitive to whether the spectroscopic data is included
in their analysis (alongside the photometric data). There is
also evidence for disequilibrium chemistry at work: carbon
monoxide (CO) appears to be relatively more abundant than
methane (CH4); the CO/CH4 ratio inferred from theoreti-
cal studies exceeds that expected from equilibrium chemistry
(Madhusudhan, Burrows & Currie 2011; Barman et al. 2011;
Marley et al. 2012). Generally, the published theoretical stud-
ies do not agree on the inferred values of the radius, surface
gravity and effective temperature of HR 8799b. They also
tend to assume solar abundances (Anders & Grevesse 1989).
Moreover, the evolutionary cooling tracks have difficulty pro-
ducing the radius and surface gravity of HR 8799b given its
age and luminosity.
An alternative method of interpreting the spectra of any
atmosphere is to employ an inverse modeling technique, pi-
oneered by the Earth climate community, known as “atmo-
spheric retrieval” (Rodgers 2000). In essence, the method
allows one to take a measured spectrum and ask: what
are the atmospheric chemistry and composition consistent
with the data? The inferred results are only as good as
the data are—conversely, the interpretation improves as the
quality and quantity of the data increase. Such a tech-
nique has been applied to hot Jupiters. The various pub-
lished studies differ in the details of their techniques, rang-
ing from performing a brute-force sweep of parameter space
(Madhusudhan & Seager 2009) to employing a Markov chain
Monte Carlo method (e.g., Benneke & Seager 2012) or a
non-linear optimal estimation method (Lee, Fletcher & Irwin
2012; Line et al. 2012; Barstow et al. 2013) for exploring pa-
rameter space. See Line et al. (2013) for a comparision of
these methods. Most of these studies do not include a treat-
ment of clouds or hazes, which is an obstacle towards study-
ing the atmosphere of HR 8799b using spectral retrieval. The
directly-imaged exoplanet HR 8799b is an ideal target for at-
mospheric retrieval studies, because the number of data points
available is ∼50, intermediate between typically ∼ 1–10 for
hot Jupiters and ∼100–1000 for brown dwarfs.
1.2. A More General Approach to Understanding HR 8799b
The synthetic spectra shown in Figure 1 illustrate
the difficulty of matching models with data, where
cloudfree atmospheres produce L′-band (3.78 µm) fluxes
that are too high. Consistent with previous studies
(Madhusudhan, Burrows & Currie 2011; Barman et al. 2011;
Marley et al. 2012), this mismatch points to the necessity of
including clouds in the model atmosphere. The effects of
clouds are also shown in Figure 1. Increasing the cloud optical
depth (τ ) or adopting the appropriate cloud particle radius (a)
suppresses the L′-band flux. However, if the optical depth is
too high or the particles are too large, then the water absorp-
tion features start to become muted and discrepant with the
measured H- and K- band spectra. The general expectation
is that neither cloudfree nor overly cloudy models produce a
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FIG. 1.— Synthetic spectra of HR 8799b, as a function of wavelength, com-
pared against the measured photometry (data points) and spectra (binned
curve). The top and bottom panels show the variation of the computed spectra
with cloud opacity (τ ) and cloud particle size (a), respectively. The quantity
Fλ,10pc denotes the flux at a distance of 10 pc. All of the curves shown are
best-fit models, with R = RJ, from the CF and UC suites. The top and bot-
tom panels show models with log g = 4.0 and 3.2, respectively. Each curve
has its own set of elemental abundances and temperature profiles (see Figure
7).
good match to the data.
Thus, it is plausible to construct three types of models.
• Cloudfree (CF): Guided by Occam’s Razor, a natu-
ral, rational starting point is to construct a cloudfree (or
clear, “blue sky”) model, analogous to the COND model
of Baraffe et al. (2002).
• Uniformly Cloudy (UC): The second simplest model
to construct is one in which the entire atmosphere is
permeated uniformly4 by spherical cloud particles of
radius a. Measured from the top of the model atmo-
sphere, the cloud has an optical depth of τ . This model
is analogous to the DUSTY model of Baraffe et al.
(2002).
• Intermediate (IN): The third simplest model retains
the assumption of a monodisperse population of cloud
particles, but allows for the cloud deck to have a fi-
nite thickness ranging from Pdown to Pup as has been
explored by previous authors (e.g., Tsuji & Nakajima
2003; Burrows, Heng & Nampaisarn 2011).
To implement the IN models requires the specification of the
cloud deck boundaries. Based on the results in Figure 1, we
focus on the sensitivity of the L′-band flux to absorption by
water and methane molecules. By computing a suite of CF
models (Figure 2), we estimate that the L′-band flux mostly
emanates from between ∼ 0.01 and ∼ 1 bar. Therefore, we
4 By “uniform”, we mean both vertically and horizontally.
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FIG. 2.— Top panel: normalized spectrum sensitivity of the L′-band flux to
water and methane across pressure or altitude, computed using our suite of
CF models. Most of the sensitivity lies between ∼ 0.01 and ∼ 1 bar. Bottom
panel: for completeness, the sensitivity functions for the other wavebands are
included. The quantity dFλ,TOA/dX is given in arbitrary units.
set Pdown = 1 bar and Pup = 0.01 bar for all of our IN
models.
In the present paper, we conduct the first ever study of the
atmospheric retrieval of HR 8799b. Our main goals are sum-
marized as follows.
1. To determine if cloudy models are superior to cloudfree
models for describing the atmosphere of HR 8799b.
2. To bracket the broad and degenerate range of cloud
properties consistent with the observed SED of HR
8799b.
3. To formally constrain the radius (R), mass (M ), surface
gravity (g), effective temperature (Teff), mean molecu-
lar weight (µ) and elemental abundances of HR 8799b
by analyzing the currently available data (Table 2).
In §2, we describe our methodology, including the data used
and our modeling techniques. Our results are presented in §3
and Table 1, while their implications are discussed in §4.
2. METHODOLOGY
2.1. Selected Data and Filter Functions
No new data is presented in this study. Instead, we cull the
data from the published literature. In the interest of scien-
tific reproducibility, we list the data points in the same physi-
cal units alongside their published source in Table 2. For the
TABLE 1
BEST-FIT VALUES FROM SUPER SUITE OF MODELS
Quantity CF UC IN
(Units) (Cloudfree) (Uniformly Cloudy) (Intermediate)
a (µm) – 1.5 1.5
τ – 2 2
χ2/N 1.36 1.41 1.36
R (RJ) 0.66+0.04−0.03 0.71
+0.09
−0.07 0.66
+0.07
−0.04
log g (cgs) 4.9± 0.1 5.0± 0.1 5.0+0.1
−0.2
M (MJ) 13+3−4 21± 8 16
+5
−4
ρ (g/cm3) 57+13
−16 75
+22
−25 68
+19
−14
Teff (K) 880+20−30 880+40−70 900+30−60
µ 4.2+1.5
−0.5 3.3
+1.1
−0.3 3.8
+1.5
−0.4
C/O 0.97+0.00
−0.01 0.94
+0.02
−0.01 0.96 ± 0.01
XCO/XCH4 980
+890
−220 730
+1150
−260 880
+1010
−180
XH2O/XCO 0.036
+0.007
−0.008 0.062
+0.019
−0.021 0.044
+0.009
−0.012
XCO (10
−2) 8+5
−2 4
+4
−1 6
+5
−1
XH2O (10
−2) 0.3± 0.1 0.2+0.1
−0.0 0.3
+0.0
−0.1
XCH4 (10
−4) 0.8+0.7
−0.3 0.5
+0.7
−0.2 0.7
+0.8
−0.3
XCO2 (10
−4) 0.2+0.5 0.4+0.5 0.2+0.4
XH2 0.84
+0.02
−0.05 0.87
+0.01
−0.04 0.85
+0.02
−0.05
XHe 0.082+0.001−0.005 0.085
+0.001
−0.004 0.083
+0.001
−0.005
Note: if a lower or upper limit is listed as zero, it means that the central
value itself is the minimum or maximum value. The uncertainties associated
with R and log g are computed by projecting the ∆χ2 = 2.30 contour
(Avni 1976) along the respective axis. The uncertainties associated with
their dependent quantities (M and ρ) are obtained via quadrature. The
uncertainties associated with the chemical abundances (and their dependent
quantities) are computed by exploring the sensitivity of the retrievals to the
variation of the abundances of the other chemical species (Figure 12). The
abundances of carbon dioxide are unbounded from below, due to the relative
insensitivity of the synthetic spectra to their presence.
photometric points and OSIRIS H and K spectra, we obtain
the filter functions from the appropriate observatory/telescope
where the data were gathered (Figure 3). A few features of the
data are worth highlighting. The data point at 3.3 µm is gen-
erally believed to be a sensitive indicator for the abundance
of methane (Barman et al. 2011). The K band is an indica-
tor of water absorption, which appears to be evident in HR
8799b (Barman et al. 2011). We have not included the data
of Oppenheimer et al. (2013) for two reasons: their published
spectra of HR 8799b are in arbitrary, rather than absolute, flux
units; their H-band spectrum is consistent with the published
results of Barman et al. (2011) (see their Figure 5). We judge
that the exclusion of the Oppenheimer et al. (2013) will not
affect the broad conclusions of our study.
In Table 2, the published fluxes of HR 8799b are normalized
at a distance of d = 10 pc, whereas the required input for
our models is the flux at the top of the atmosphere (TOA).
The conversion between the two fluxes follows from energy
conservation (and assuming isotropy) and requires the radius
R to be stated,
Fλ,TOA =
(
d
R
)2
Fλ,10pc. (1)
Thus, lower values of R correspond to higher values of
Fλ,TOA. In other words, if two exoplanets are located at the
same distance away from us, the smaller one needs to be in-
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FIG. 3.— Filter functions for the photometric (z, J, 3.3 µm, L′, and M) and
spectroscopic (OSIRIS H and K) wavebands of the various observations of
HR 8799b.
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FIG. 4.— Variations of the synthetic spectra as a function of wavelength
by changing the effects of collision-induced absorption by molecular hydro-
gen and helium (top left panel), water abundance (top right panel), carbon
dioxide abundance (middle left panel), carbon monoxide abundance (middle
right panel), methane abundance (bottom left panel) and the mean molecular
weight (bottom right panel). The fiducial or baseline spectrum is our best-fit
solution to the suite of CF models with R = RJ and log g = 4.0.
trinsically brighter to produce the same flux received at Earth.
Therefore, lower values of R correspond to hotter exoplan-
ets, which translate into subtle differences in the atmospheric
chemistry as the different major molecules have opacities that
possess different temperature-dependent sensitivities, an issue
we will explore in detail later.
There is no consensus on the previously reported values of
the radius, mass, surface gravity and effective temperature of
HR 8799b. Madhusudhan, Burrows & Currie (2011) report
values of Teff ≈ 850 K, log g ≈ 4.3 and M ≈ 12MJ for HR
8799b, which translates into R ≈ 1.2 RJ with MJ and RJ
being the mass and radius of Jupiter, respectively. The best-fit
model obtained by Barman et al. (2011) yields Teff = 1100±
100 K, log g = 3.5± 0.5 and R = 0.75+0.17−0.12 RJ. The derived
mass of M ≈ 0.7MJ is consistent with the M . 20MJ limit
derived by Fabrycky & Murray-Clay (2010) based on orbital
stability considerations. The low mass expected is also the
reason why log g > 5 models are disfavored. Marley et al.
(2012) remark on how the solar-abundance models they ex-
plored do not satisfy all of the observational constraints.
When only the photometric data are considered (setting aside
the H- and K-band spectra obtained by Barman et al. 2011),
they find Teff = 1000 K and M ≈ 26MJ; the inferred mass
value is in conflict with the dynamical stability constraints of
Fabrycky & Murray-Clay (2010). When the spectroscopic re-
sults are included, the mass obtained becomes more reason-
able (M ≈ 3MJ), but the low effective temperature of Teff =
750 K inferred is inconsistent with the observed luminosity.
In their Table 1, Marley et al. (2012) provide a summary of
the diverse ranges of log g, R and Teff inferred from various
studies. They favor R = 1.11 RJ and consider R < RJ val-
ues to be unphysical. It is interesting to note that the study
of Madhusudhan, Burrows & Currie (2011), which only uses
photometric data, produces Teff < 1000 K, in seeming con-
tradiction to the results of Marley et al. (2012). From exam-
ining the studies of Madhusudhan, Burrows & Currie (2011),
Barman et al. (2011) and Marley et al. (2012), we conclude
that the radius, mass, surface gravity and effective tempera-
ture of HR 8799b remain poorly constrained, largely due to
the challenges of interpretation presented by its unusual at-
mosphere.
2.2. Retrieval Method
Our retrieval method (NEMESIS) utilizes a non-linear opti-
mal estimation scheme, in which the state of the fitting pa-
rameters are optimised by minimising the “cost function”,
which finds the balance between the constraints from pri-
ors and measurements, described by a Gaussian probabil-
ity density function (PDF) (Rodgers 2000; Irwin et al. 2008).
Since the prior information for HD 8799b is unknown, we
adopt an initial guess of the fitting parameters, with a large
1-σ error associated with its Gaussian PDF, to be the start-
ing point of our retrieval. These initial values are applied to
our 43-layer temperature-pressure profiles and to the abun-
dances of the major molecules. As a result, the optimal
state is fully unbiased towards initial values that are given
nominally. Reassuringly, the initial temperature-pressure pro-
file of our model atmosphere mimics the profile in Figure
2 of Marley et al. (2012) with log g = 4.5 and Teff=900
K. We adopt the correlated-k approximation (Goody & Yung
1989; Lacis & Oinas 1991) for performing fast spectral inte-
gration in the forward model by using the pre-tabulated k-
distributions, known as “k-coefficient tables” (or “k-tables”
for short). Details of the k-tables and the references for
the line lists used are given in Lee, Fletcher & Irwin (2012),
which also describes a previous application of our cloudfree
retrieval method to the hot Jupiter HD 189733b.
While the advantage of the retrieval method is to infer the
properties of the exoplanetary atmosphere without being tied
down by numerous model assumptions, we do introduce some
preconceived ideas into it.
1. In addition to molecular hydrogen (H2) and helium
(He), we assume that the only major molecules present
5are water (H2O), carbon dioxide (CO2), carbon monox-
ide (CO) and methane (CH4). In other words, we ne-
glect the possibility of nitrogen- and sulphur-carrying
species. For example, if S is substantially enhanced,
then molecular species such as H2S may contribute
non-negligibly to the spectral appearance of HR 8799b.
There is also the possibility that species that are trace
elements by mass may contribute disproportionately to
the spectrum (e.g., phosphine or PH3).
2. We assume that all of the atmospheric constituents are
vertically well-mixed (except for the clouds in the case
of the IN model). It is expected that a larger space of
solutions will be allowed if this assumption is relaxed,
but the current quality and quantity of data available do
not merit such an investigation.
3. In the present investigation, we have assumed our
clouds to be composed of enstatite grains. While the
composition of cloud species in HR 8799b (if they are
present) is generally unknown, such an investigation re-
tains some generality because of the nearly universal
shape of the extinction efficiency curve (see the Ap-
pendix), thus allowing our conclusions to apply to other
refractory species.
For a chemical species S, the normalized abundance—or
“volume mixing ratio” as it is more commonly termed in the
atmospheric sciences—is denoted byXS . During the iterative
fitting process, the molecular abundances retrieved instanta-
neously adjust the abundances of hydrogen and helium, which
are the inert elements in our atmospheric model, such that
the sum of the volume mixing ratios is always unity and the
XHe/XH2 ratio remains the same (≈ 10%). H2 and He con-
tribute via the action of collision-induced absorption (CIA)
and largely determine the mean molecular weight (µ), the lat-
ter of which sets the pressure scale height of the atmosphere.
Unlike for most of the previous studies, we do not assume so-
lar abundances (µ = 2.35). The carbon-to-oxygen (C/O) ratio
is a consequence of the retrieved molecular abundances and is
not set to be the solar value (C/O ≈ 0.5–0.6). It is computed
from
C/O = XCO +XCH4 +XCO2
XCO +XH2O + 2XCO2
. (2)
When carbon monoxide is the dominant species, we have C/O
≈ 1. (See Line et al. 2013 for more discussion on the C/O
ratio.)
To compute the uncertainties associated with the abundance
of each chemical species (∆XS), we explore the sensitivity
of the retrievals to the variation of each individual species
(Lee, Fletcher & Irwin 2012). This procedure affects the de-
pendent quantities as well (µ and C/O ratio). The posterior
distribution of each XS is computed and its uncertainty is de-
termined using ∆χ2 = 1, where ∆χ2 is the change in the
goodness of fit from its best-fit value (Figure 12).
Figure 4 shows the effects of varying the strength of CIA,
the mean molecular weight and the various molecular abun-
dances. CIA mostly affects the H- and K-band water fea-
tures. Water and methane generally have pronounced effects
throughout the wavelength range considered (1–5 µm), as
does the mean molecular weight. Note that the invariance of
methane just longward of 1 µm is due to the lack of these
specific line lists in our database. The effects of carbon diox-
ide and carbon monoxide are more subdued, but nonetheless
important.
Finally, we note that our definition of the effective tem-
perature (Teff) follows that of the classical Milne’s solution
for self-luminous objects: it is the temperature where the to-
tal optical depth of the atmosphere is τtotal = 2/3 (Mihalas
1978). We compute τtotal using the flux-weighted mean op-
tical depth, where the wavelength-dependent optical depth
is weighted by the retrieved SED of HR 8799b for a given
model. An alternative and equivalent method is to integrate
the retrieved SED of HR 8799b across wavelength and equate
this bolometric flux to σSBT 4eff , where σSB is the Stefan-
Boltzmann constant.
2.3. Cloud Model
2.3.1. Summary of Previous Work
Forward modelers have used a variety of sophis-
ticated codes to model the condensation physics.
Madhusudhan, Burrows & Currie (2011) use the
COOLTLUSTY code, which combines atmospheric and evo-
lutionary calculations self-consistently, and a “painted-on”
cloud model (see Burrows, Heng & Nampaisarn 2011 and
references therein). It is assumed that a cloud deck forms at
the intersection of a condensation curve with the temperature-
pressure profile—see, e.g., Helling, Woitke & Thi (2008) for
a counter-opinion—and that its density drops off as a power
law in either direction. Thus, for a given composition, the
cloud model involves four free parameters: two power-law
indices, the thickness of the cloud deck and the modal size
of the condensates. Furthermore, it is assumed that the size
distribution of the cloud particles follows that of cumulus
water clouds on Earth. The broad range of model particle size
(1–60 µm), cloud deck thickness and compositions (forsterite
and iron) reported by Madhusudhan, Burrows & Currie
(2011) to be consistent with the data on HR 8799b high-
lights the degeneracy inherent in the condensation physics.
Madhusudhan, Burrows & Currie (2011) remark how the
thickness of the clouds is “almost unconstrained by theory”
and that thicker clouds may plausibly be a result of higher
metallicity and stronger atmospheric mixing, but do not
formally explore the interplay between these effects.
Barman et al. (2011) improved the PHOENIX code, beyond
the legacy COND (cloudfree) and DUSTY (uniformly cloudy)
modes of operation, to include an intermediate cloud model,
the need of which was already discussed by Marois et al.
(2008). The prescription of Madhusudhan, Burrows & Currie
(2011) for clouds of intermediate thickness is similar to this
approach. Their calculations are not self-consistent in the
sense that the atmospheric modeling is not tied to evolutionary
cooling tracks—which is also the case in the present study—
but the intention of their study is precisely to point out that
evolutionary models have difficulty matching the observed
properties of HR 8799b. Barman et al. (2011) assume the
lower base of their cloud to be fixed by the condensation curve
of a given chemical species, specify the cloud deck thickness
as a free parameter, and demand that the cloud density falls
off exponentially above the upper base. They assume a log-
normal distribution for the size distribution of the cloud parti-
cles with the modal size being prescribed as a free parameter
(≈ 5–10 µm). The sizes of the condensates considered range
from 1 to 100 µm. Barman et al. (2011) remark that photo-
chemistry may be a non-negligible effect, but that they did
not consider it due to the inherent technical challenges.
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FIG. 5.— Absorption (top panel) and scattering (bottom panel) refractive
indices, as functions of wavelength, for various materials. Only enstatite is
considered in the present study. The data for astronomical silicate are taken
from Draine & Lee (1984) and Laor & Draine (1993).
Marley et al. (2012) use combined atmospheric and evo-
lutionary models, which include a treatment of clouds that
considers the sedimentation and lofting of the cloud parti-
cles. Their models have been tested extensively against brown
dwarfs and utilize a sedimentation parameter (fsed) that is tra-
ditionally tuned to match the L to T transition of the color-
magnitude diagram of brown dwarfs (Saumon & Marley
2008; Burrows, Heng & Nampaisarn 2011), but is used as a
free parameter in the study of HR 8799b.
It should be noted that all of the published models are
one-dimensional in nature and consider the effects of clouds
only in the radial direction. Thus, cloud patchiness, hints or
signs of which have been observed in some brown dwarfs
(Artigau et al. 2009; Buenzli et al. 2012; Radigan et al. 2012),
cannot be modeled in a strict sense.
2.3.2. A Simple, Phenomenological Approach
The novel technical aspect of our study is the addition
of a simple, phenomenological cloud model to our retrieval
method. We assume our cloud particles to be spherical and
made of enstatite (MgSiO3). The latter assumption is reason-
able and illustrative, because it is well known that the refrac-
tive indices for many materials are fairly similar (Figure 5;
Table 5.1 of Pierrehumbert 2010). In principle, the refractive
index describing the surface layers of a given material may
be different from that of the bulk, but it is currently unknown
how to compute these differences (B.T. Draine, 2013, private
communication). In practice, the refractive index is assumed
to be the same throughout a given material and thus to be in-
dependent of the particle radius. Examples of refractive in-
dices, including those of enstatite, are shown in Figure 5 for
completeness.
With these assumptions, our cloud model has 4 free param-
eters.
1. Particle radius (a).
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FIG. 6.— Extinction efficiency of enstatite, as a function of the size pa-
rameter (2pia/λ; top panel) and wavelength (λ; bottom panel), for the three
particle radii considered in our study. The solid circles indicate the values of
Qext used for the L′ band. We have considered only enstatite (solid curves)
in the present study, but we show examples of other materials to illustrate the
similarity of Qext when the particles are large (2pia/λ & 1). The data for
astronomical silicate are taken from Draine & Lee (1984) and Laor & Draine
(1993).
2. Cloud deck boundaries (Pup and Pdown): For the in-
termediate (IN) model, the thickness of the cloud deck
is ∆P = Pdown − Pup. We assume Pdown = 1 bar
and Pup = 0.01 bar, based on the sensitivity of the L′-
band flux to water and methane (Figure 2). Specifying
∆P allows us to compute the spatial extent of the cloud
(∆z).
3. Cloud optical depth (τ ): This is described by the ex-
pression, τ = Qextpia2n∆z, where Qext is the extinc-
tion efficiency defined at L′ band (3.78 µm). By speci-
fying the values of τ and a, we determine the value of
n, the number density of cloud particles. Varying τ and
keeping a fixed is akin to changing the column mass of
enstatite present in the atmosphere.
We have used the extinction efficiency Qext, which is the
sum of the absorption (Qabs) and scattering (Qscat) efficien-
cies, in our expression for the optical depth of the cloud.
This circumvents the technical difficulty that Qabs = 0 in
the L′ band for certain materials (such as enstatite). Physi-
cally, the approximation being taken is that the cloud not only
scatters a photon back towards the deep interior, but that it
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is absorbed locally, which mimics the scattering greenhouse
effect in a maximal manner (Pierrehumbert 2010). While
this approach allows us to account for infrared scattering
(de Kok et al. 2011), it misses the intricacies of multiple scat-
tering events, which allow some fraction of the scattered ra-
diation to be absorbed deeper in the atmosphere and the re-
maining fraction to depart it. Thus, from a technical stand-
point, our clouds behave like pure absorbers with a first-order
correction for scattering. This view is consistent with the fact
that if we generalize the analytical formalism of Heng et al.
(2012) to include infrared scattering, the term involving the
internal heat retains the same mathematical form, except that
the infrared absorption opacity is now replaced by the infrared
extinction (absorption plus scattering) opacity.
A key advantage of our simple cloud model is that its be-
havior is easy to decipher. The particle-radius dependence of
extinction is captured within Qext (Figure 6). Essentially, dif-
ferent particle sizes can be understood in terms of the behavior
of Qext with wavelength (λ) and the size parameter (2pia/λ).
• Small particles (a = 0.1 µm): When a/2piλ ≪ 1,
one is sampling the steep, Rayleigh slope of the Qext
function. Since we are defining τ at the L′ band, the
optical depth at shorter wavelengths becomes much
larger than unity. The implication is that in an at-
tempt to suppress the L′-band flux with small grains,
the fluxes at shorter wavelengths become even more
suppressed, thus yielding a bad overall fit to the data
(Figure 1). For this reason, small grains are generally
not good candidates for modeling clouds in the atmo-
sphere of HR 8799b, consistent with previous studies
(Madhusudhan, Burrows & Currie 2011; Barman et al.
2011; Marley et al. 2012).
• Medium-sized particles (a = 1 µm): When a/2piλ ∼
1, one is sampling the peak of the Qext function, mean-
ing that the extinction efficiency is comparable across
wavelength but with non-negligible variations. Specif-
ically, an optically thick cloud defined at the L′ band
tends to suppress the K-band flux by a larger amount,
producing a poor fit to the data.
• Large particles (a = 10 µm): When a/2piλ ≫
1, one is sampling the flat portion of the Qext
function. Flux suppression by clouds containing
large grains is essentially grey or flat across wave-
length. For this reason, large grains are good
candidates, again consistent with previous studies
(Madhusudhan, Burrows & Currie 2011; Barman et al.
2011; Marley et al. 2012). Particles larger than 10 µm
will sample the Qext curve in a very similar way. For
example, we expect a = 60 µm models to yield essen-
tially the same results as the a = 10 µm ones.
• Ideal particles (a = 1.5 µm): Understanding the be-
havior of small, medium-sized and large particles al-
lows us to specify the ideal particle radius. Specifi-
cally, one wishes to maximally suppress the L′-band
flux, while minimally suppressing the H- and K-band
fluxes. In other words, the ideal particle will sam-
ple the Qext curve in such a manner that its peak sits
above the L′ band, while the trough between the peak
and the first harmonic sits between the H and K bands.
Such a particle has a radius of a ∼ λ/pi ∼ 1 µm. A
more careful calculation and examination of Figure 6
reveals that a = 1.5 µm. It is worth noting that this
selection of a specific particle size is only meaningful
when a monodisperse population of particles is present.
If a size distribution exists, then the clear correspon-
dence between particle size and wavelength-dependent
extinction washes out.
As a precursor to discussing our results, we need to gain
confidence in our cloud model by elucidating its basic prop-
erties. The effect of τ on the computed spectra was already
demonstrated in Figure 1: more optically thick clouds gen-
erally suppress the flux more. The behavior with a is non-
monotonic because of the way that the Qext curve is being
sampled (Figure 6): a = 1 µm particles tend to suppress more
flux at 1.5–4.0 µm, than a = 10 µm ones, for a given value
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FIG. 8.— Examples of temperature-pressure profiles computed using the
analytical models of Heng et al. (2012) for a non-irradiated, self-luminous
atmosphere. The open circles indicate the locations where the lapse rates
become super-adiabatic; at atltitudes below this point, the model profiles are
unphysical. Top panel: uniform cloud layer. Bottom panel: thin cloud deck.
The thin, dotted curves show the Gaussian shape of the cloud deck; it is shown
with an arbitrary normalization in the plot but is normalized to κc0 = 10 cm2
g−1 in the actual calculations. The thin, solid curve is for the cloudfree case.
of τ , because the value of Qext is higher in this wavelength
range. The a = 0.1 µm particle yields a bad fit to the mea-
sured SED (Figure 1), because of the steepness of the Qext
curve sampled at 2pia/λ < 1; for example, if τ = 1 in the
L′ band, then we have τ ≫ 1 in the H band. This bad fit
translates into a somewhat odd temperature-pressure profile
in Figure 7.
Figure 7 shows the effect of varying a and τ on the
temperature-pressure profile. We expect only a greenhouse
warming effect to occur for self-luminous, non-irradiated gas
giants like HR 8799b.5 Larger values of the cloud optical
depth (τ ∼ 10) produce warmer temperature-pressure pro-
files, but at the expense of yielding a poorer fit to the observed
SED. The trend of the warming with a is again non-monotonic
for the reason previously described. The warming effect of
a cloud optical depth may be reproduced using the analytical
models of Heng et al. (2012), which we adapt to model a non-
irradiated, self-luminous atmosphere (top panel of Figure 8).
The cloud opacity, denoted by κc, includes both absorption
and scattering.
5 For irradiated exoplanets, scattering in the optical/shortwave produces an
anti-greenhouse effect.
The same analytical models can also be used to elucidate
the effects of a thin cloud deck (∆c = 10 in the terminology of
Heng et al. 2012). Essentially, a warming effect is produced
only for the atmospheric layers residing below the cloud deck
(bottom panel of Figure 8). If the cloud deck is placed be-
low the infrared photosphere, then the temperature-pressure
profile is identical to its cloudfree analogue, at least at the
pressure levels probed by the observations. If the cloud deck
is placed at or above the infrared photosphere, then all of the
layers below it are warmed. We have exaggerated the cloud
opacity in Figure 8 to more clearly illustrate the warming ef-
fect of a thin cloud deck. These qualitative trends are seen
in our full retrieval calculations as well (Figure 7) when we
vary the values of Pup and Pdown. When the cloud deck is
placed deep within the atmosphere (Pup = 1 bar, Pdown = 20
bar), there is a negligible warming effect on the temperature-
pressure profile because it sits below the photosphere across
all of the wavelengths considered. Placing the cloud deck be-
tween Pup = 10−5 bar and Pdown = 0.01 bar produces the
greatest warming effect, while setting Pup = 0.01 bar and
Pdown = 1 bar (as in the IN model) produces a warming ef-
fect that is intermediate between the two extremes.
The disadvantage of our cloud model is that it is not
grounded in first-principles condensation physics and chem-
istry. But this feature may also be viewed as an advantage: we
are attempting to constrain the cloud/haze properties empiri-
cally, so that we may further infer additional properties after
the fact, free from any preconceived ideas based on brown
dwarfs. Another advantage is that we do not need to prescribe
an eddy diffusion coefficient (Kzz) as a proxy for vertical mix-
ing induced by convection. The range of values of Kzz con-
sidered by forward modelers typically span several orders of
magnitude and it is used as a physically plausible parame-
ter that sets the conditions for non-equilibrium chemistry and
particle lofting to occur (Madhusudhan, Burrows & Currie
2011; Barman et al. 2011; Marley et al. 2012).
3. RESULTS
3.1. Cloudfree (CF) Models
The results from the suite of CF models are shown in Figure
9. In the parameter space of radius (R) and surface gravity (g),
we perform retrievals for each pair of parameter values. We
explore 1435 models (41 R values, 35 log g values) within
these parameter ranges: R = 0.6–1.2RJ and log g = 3.0–
5.5 (cgs units). For each model in this suite, we compute
the goodness of fit (χ2/N , the weighted least mean square
error, where N is the number of data measurements), the ef-
fective temperature (Teff), the mean molecular weight (µ), the
carbon-to-oxygen ratio (C/O), the ratio of carbon monoxide
to methane abundances (XCO/XCH4 ) and the ratio of water
to carbon monoxide abundances (XH2O/XCO). The best-fit
model in this suite is based on evaluating the χ2/N . The un-
certainties on the best-fit model are derived by assuming 1-σ
(68%) confidence intervals and two interesting parameters (R
and log g), implying that one computes the range of values of
R and log g over ∆χ2 = 2.30 (Avni 1976).
For the suite of CF models, the goodness-of-fit for the best-
fit model is surprisingly reasonable: χ2/N = 1.36 (stated
to two decimal places). The mean molecular weight de-
parts from the standard solar-abundance value of µ = 2.35:
µ = 4.2+1.5−0.5. The carbon-to-oxygen ratio is high: C/O=
0.97+0.00−0.01, compared to a value of about 0.5–0.6 for the Sun.
The relative abundance of carbon monoxide to methane in-
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FIG. 9.— Contour plots of various quantities, from the cloudfree (CF) suite of models, as functions of the radius and surface gravity: goodness of fit (top left
panel); effective temperature (top right panel); mean molecular weight (middle left panel); carbon-to-oxygen ratio (middle right panel); ratio of carbon monoxide
to methane abundances (bottom left panel); ratio of water to carbon monoxide abundances (bottom right panel). The reported values of the radius and surface
gravity from previous studies are marked with crosses: Madhusudhan et al. (M11), Barman et al. (B11) and Marley et al. (M12).
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FIG. 10.— Same as Figure 9, but for a suite of uniformly cloudy (UC) models with τ = 2 and a = 1.5 µm.
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FIG. 11.— Same as Figure 9, but for a suite of intermediate (IN) models with τ = 2 and a = 1.5 µm.
12
       
0
1
4
10-6 10-5 10-4 10-3 10-2 10-1 100
Volume Mixing Ratio
H2O
CO2
CO
CH4
CF
UC
IN
FIG. 12.— Posterior distributions of the molecular abundances of water,
carbon dioxide, carbon monoxide and methane for the best-fit CF, UC and IN
models. The distribution of carbon dioxide is unbounded from below due to
the relatively small contribution of CO2 to the spectrum.
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FIG. 13.— Testing the sensitivity of the retrieved, synthetic spectrum to
temperature. Smaller radii correspond to warmer atmospheres. The baseline,
cloudfree model has log g = 4.0 and R = RJ. Using the retrieved solution,
we fix the elemental abundances, vary only the radius and perform the fitting
again. It is apparent that it is easier to obtain a lower flux in the L′ band when
smaller radii (and warmer atmospheres) are assumed.
creases towards smaller radii and higher temperatures, as it
should. All of the best-fit values of the properties of HR 8799b
are reported in Table 1.
The inadequacy of cloudfree models to match the ob-
served spectra of HR 8799b has previously been claimed by
Madhusudhan, Burrows & Currie (2011), who demonstrated
that log g ≈ 4 models over-predict fluxes in the z, J, H and K
bands. They further showed that varying the non-equilibrium
chemistry and metallicity alone do not improve the match-
ing substantially. Their approach is to prescribe thick-enough
clouds to suppress the fluxes shortward of 2.2 µm. Our con-
clusion is more subdued: CF models produce reasonable fits
to the data if the assumptions of solar abundances and metal-
licity are relaxed.
3.2. Uniformly Cloudy (UC) Models
The second simplest suites of models one can construct
are those where the atmospheres are uniformly populated by
spherical cloud particles. Generally, we have examined multi-
ple suites of cloudy models: a = 0.1–10 µm, τ = 0.1–10. In
this subsection, we will only present results from the a = 1.5
µm and τ = 2 suite as this produces the best fit among all
of the IN suites examined (for the optimal τ value, see Figure
17; results for selecting the optimal a value are not shown).
1 2 3 4 5
λ (µm)
0
1
2
3
4
F λ
,
10
pc
 
(10
-
15
 
W
 m
-
2  
µm
-
1 ) R = 1.2RJR = 1.0RJ
R = 0.8RJ
0.1 XCH4
10 XCH4
1 2 3 4 5
λ (µm)
0
1
2
3
4
F λ
,
10
pc
 
(10
-
15
 
W
 m
-
2  
µm
-
1 ) R = 1.2RJR = 1.0RJ
R = 0.8RJ
0.1 XH2O
10 XH2O
1 2 3 4 5
λ (µm)
0
1
2
3
4
F λ
,
10
pc
 
(10
-
15
 
W
 m
-
2  
µm
-
1 ) R = 1.2RJR = 1.0RJ
R = 0.8RJ
0.1 XCO
10 XCO
1 2 3 4 5
λ (µm)
0
1
2
3
4
F λ
,
10
pc
 
(10
-
15
 
W
 m
-
2  
µm
-
1 ) R = 1.2RJR = 1.0RJ
R = 0.8RJ
0.1 XCO2
10 XCO2
FIG. 14.— Testing the sensitivity of the retrieved, synthetic spectrum to
variations in temperature and specific elemental abundances. We identify the
main molecules determining the L′-band flux as being methane and water.
For carbon monoxide, increasing its abundance (∼0.1 in volume mixing ra-
tio) leads to higher synthetic fluxes because the effect of collision-induced
absorption (by hydrogen and helium) is reduced. The actual fluxes computed
are shown for the R = 0.8RJ case, while the other cases (R = 1, 1.2RJ)
are successively shifted upwards by 10−15 W m−2 µm−1.
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FIG. 15.— Testing the sensitivity of the retrieved, synthetic spectrum to sur-
face gravity. Lower surface gravities correspond to warmer atmospheres. The
baseline, CF model has log g = 4.0 and R = RJ. Using the retrieved solu-
tion, we fix the elemental abundances and vary only the radius and perform
the fitting again.
Although the τ = 1 UC suite produces a better fit than the
τ = 2 one, we pick τ = 2 in order to perform a fair compari-
sion between the UC and IN suites.
The same set of contour plots for the UC, rather than the
CF, suite of models are presented in Figure 10. The good-
ness of fit actually worsens to χ2/N = 1.41 (again stated
to two decimal places). The mean molecular weight is now
closer to its solar abundance value (µ = 3.3+1.1−0.3), but the
carbon-to-oxygen ratio remains high (C/O= 0.94+0.02−0.01). The
UC suite of models do not provide an improvement over
the CF suite. Furthermore, part of the allowed UC so-
lution is at conflict with the dynamical stability constraint
of Fabrycky & Murray-Clay (2010), who estimated that HR
8799b needs to have a mass of at most ∼ 20MJ. This con-
straint may be even more stringent if the debris disk of HR
8799 is taken into account (Moore & Quillen 2013).
3.3. Intermediate (IN) Models
The third simplest suite of models adds two parameters to
the analysis: the finite boundaries of the cloud deck, which
we take to be Pup = 0.01 bar and Pdown = 1 bar based
on our previously described analysis of the sensitivity func-
tion in the L′ band (Figure 2). The goodness-of-fit is im-
proved over the UC best-fit model, but is identical to the CF
best-fit one (χ2/N = 1.36). The preferred mean molecu-
lar weight is µ = 3.8+1.5−0.4, intermediate between the CF and
UC models, while the carbon-to-oxygen ratio remains close
to unity. The IN suite of models makes two improvements
over the UC suite: the best-fit region of parameter space is
smaller and is no longer at conflict with the dynamical con-
straint of Fabrycky & Murray-Clay (2010). That an interme-
diately cloudy model is an improvement over a uniform one
has been noted in previous studies of brown dwarfs (e.g.,
Tsuji & Nakajima 2003) and HR 8799b (e.g., Marois et al.
2008; Madhusudhan, Burrows & Currie 2011).
3.4. General Theoretical Trends
An interesting feature of the χ2/N contours is that the ra-
dius solution is driven towards low values. One may natu-
rally ask why lower values of the radius provide generally
better fits. As previously explained, lower radii correspond
to warmer model atmospheres. Thus, if all of the other model
quantities are held constant and only the radius is changed,
one may expect to identify the spectral features which tend
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FIG. 16.— Contour plots of the goodness of fit, as a function of radius and
surface gravity, for the “Magic Cloud” (MC) suites of models. The MC1,
MC2 and MC3 suites exclude the L′ band, 3.3 µm and L′ bands, and L and
M bands, in turn.
14
towards a better fit for higher temperatures. In Figure 13, we
perform such a sensitivity test. For log g = 4.0 and R = RJ,
we first retrieve a best-fit model. We then fix the retrieved
elemental abundances, vary the radius and perform the fit
again. This re-fitting procedure involves changing the best-
fit temperature-pressure profile. It is apparent that the L′ band
displays the highest sensitivity to variations in temperature.
A natural, follow-up question to ask is: what are the major
molecules that influence the L′-band flux the most? Figure 14
shows examples of log g = 4.0 synthetic spectra where we
vary a specific chemical abundance by an order of magnitude,
while keeping all of the other model quantities fixed. From
performing such a test, we demonstrate that the L′-band flux
is mostly determined by the abundance of methane and water.
Higher temperatures activate higher opacities of methane and
water for a fixed set of elemental abundances. In an attempt
to minimize the L′-band flux obtained, the best-fit solution is
driven towards higher temperatures and thus lower radii.
The main intention behind introducing clouds to the atmo-
spheric models of HR 8799b is to suppress the high L′-band
fluxes obtained in the model solutions. Reducing the L′-band
flux allows the tension between attempting to fit the H-, K-
and L′-band fluxes to come into play. If the cloud optical
depth is too high, the predicted shape of the H and K band-
heads become distorted (not shown). To compensate for the
over-suppression of the z-band flux, the temperature at higher
altitudes is artificially increased, hence producing a retrieved
temperature-pressure profile that possesses a high-altitude in-
version (not shown). For this reason, τ = 10 models have
cloud optical depths that are too high. For τ = 2, the optical
depth is sufficiently high to “beat down” the L′-band flux to a
level where the fitting tension between it and the other wave-
bands is better allowed to come into play. This fitting tension
is controlled by the temperature and hence the assumed ra-
dius.
Another feature to explore is the sensitivity of our retrieved
spectra to variations in the surface gravity (Figure 15). Con-
sistent with the study of Marley et al. (2012), lower surface
gravities correspond to warmer atmospheres. When the cloud
optical depth is too high and the L′-band flux is overly sup-
pressed, the model spectrum can now be scaled up and down
by either varying the radius or surface gravity. This leads to
the χ2/N contours in the parameter space of log g versus R
to flatten out, due to the degeneracy in the surface gravity and
radius.
Finally, we note that in all of the presented suites of models,
we derive XCO/XCH4 ≫ 1. The prevalence of CO is the
reason why we have C/O ≈ 1.
3.5. Additional Tests: the “Magic Cloud”
As a final check on our results, we consider additional suites
of “magic cloud” (MC)6 models (Figure 16), which are anal-
ogous to the situation where some idealized cloud species is
able to modify the L′-band flux to any value desired. We ex-
amine additional suites of CF models that in turn exclude the
L′ band (MC1), the 3.3 µm and L′ bands (MC2), and the L′
and M bands (MC3). By excluding the 3.3 µm, L′ and M
bands in turn, we examine the sensitivity of our results to
these various bands that are believed to be most affected by
6 Our enstatite cloud model with a = 1.5 µm is a physically sound and
less extreme version of such a “magic cloud”. For the currently known SED
of HR 8799b, the ideal cloud composition will have an extinction efficiency
curve with a deeper trough between its peak and first harmonic.
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FIG. 17.— Goodness of fit (χ2/N ) as a function of the cloud optical depth
(τ ) for the UC and IN suites of models with a = 1.5 µm.
the presence of clouds. We see that our retrieved solutions for
the radius are driven to slightly larger values for the MC mod-
els, consistent with our previous discussion and understanding
of the theoretical trends. The fragmented best-fit region of the
MC3 suite is due to the non-monotonic behavior of the χ2/N
contours close to the best-fit solution.
4. DISCUSSION
4.1. Summary
We have performed an atmospheric retrieval analysis of the
directly imaged exoplanet HR 8799b, aiming to infer its prop-
erties solely from considering its SED. The salient points of
our study may be summarized as follows.
• We have augmented the retrieval method of
Lee, Fletcher & Irwin (2012) to include a simple,
phenomenological model of clouds with two essential
parameters. We used our improved retrieval method
to perform the first inverse-modeling study of the
atmosphere of the directly imaged exoplanet HR
8799b.
• By analyzing the photometry and spectra of HR 8799b
from the published literature, we obtain best-fit solu-
tions for a broad range of radii and surface gravities:
R = 0.6–1.2RJ, log g = 3.0–5.5. We demonstrate that
cloudfree and intermediately cloudy models (with the
clouds being concentrated within a finite deck) produce
comparable fits to the SED of HR 8799b, although the
former requires a higher mean molecular weight. Both
scenarios require super-solar metallicities and carbon-
to-oxygen ratios; we have not assessed if these unusual
compositions imply non-equilibrium chemistry.
• If we assume a monodisperse cloud particle size, we
find that IN models with a = 1.5 µm and τ = 2 pro-
vide the best match to the data. The specific cloud par-
ticle radius derives from the specific nature in which
the extinction efficiency curve is being sampled—the
L′-band flux is being suppressed at the expense of the
H and K bands. We report the best-fit values for the
radius (R = 0.66+0.07−0.04RJ), mass (M = 16+5−4MJ),
surface gravity (log g = 5.0+0.1−0.2), effective tempera-
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FIG. 18.— Comparison of the best-fit spectra (left panel) and temperature-pressure profiles (right panel) from our cloudfree (CF), uniformly cloudy (UC) and
intermediate (IN) suites of models. Our cloudy models have a = 1.5 µm and τ = 2. The dots indicate the locations of the photospheres (τtotal = 2/3).
ture (Teff = 900+30−60K) and mean molecular weight
(µ = 3.8+1.5−0.4) of HR 8799b.
Figure 17 shows the goodness-of-fit versus the cloud optical
depth, which justifies our choice of τ = 2 for a comparison of
our cloudy (UC versus IN) models. Our best-fit values for the
properties of HR 8799b are stated in Table 1. A comparison
of our best-fit spectra is presented in Figure 18.
4.2. Cloudy, Substellar Objects: an Infinity
of Mass-Radius Relationships
In the study of the terrestrial climate, the Solar System and
brown dwarfs, a fundamental obstacle is our lack of under-
standing of clouds from first principles. Being free of clouds,
main sequence stars are relatively simple objects and obey
a unique mass-radius relationship. In cooler, substellar ob-
jects, the presence of clouds destroys this uniqueness. For
example, Burrows, Heng & Nampaisarn (2011) have shown
that the measured masses and radii of brown dwarfs (found in
binary systems) may be matched by several mass-radius re-
lationships that depend upon metallicity, helium content and
clouds. Essentially, each cloud configuration (composition,
size distribution, geometry) yields its own mass-radius rela-
tionship.
In the present study, we run into the same obstacle. If we
consider the goodness-of-fit to just two significant digits, we
are unable to distinguish between the three different interpre-
tations of the atmosphere of HR 8799b (Table 1). Even with
exquisite data in the future, we anticipate some of this degen-
eracy to persist, because it stems from an ignorance of basic
physics and chemistry, rather than a lack of quality in the data.
4.3. Are the Inferred Properties of HR 8799b Consistent
with Planet Formation Theories?
In the present study, we are agnostic about the forma-
tion and evolution of HR 8799b, instead choosing to in-
fer its properties based solely upon analyzing its atmo-
sphere. Nevertheless, it is instructive to discuss these prop-
erties within the context of current ideas about planet for-
mation. The small radii (R ≈ 0.7RJ) and high surface
gravities (log g ≈ 5) retrieved imply masses that are ei-
ther at the edge of or beyond the deuterium-burning mass
limit (∼ 13MJ). However, it is worth noting that the
deuterium-burning mass limit itself is not a sharp boundary,
but rather depends upon the metallicity and may be as low
as 11MJ for metal-rich objects (Spiegel, Burrows & Milsom
2011). Even the use of the deuterium-burning mass limit
as a demarcation between exoplanets and brown dwarfs is
not universally accepted (Baraffe, Chabrier & Barman 2008;
Spiegel, Burrows & Milsom 2011). It is worth noting that
Baraffe, Chabrier & Barman (2008) have already demon-
strated the plausibility of forming exoplanets, via core accre-
tion, with masses ∼ 10MJ (and core masses ∼ 100M⊕) and
sub-Jupiter radii that are able to sustain deuterium burning.
Our inferred properties of HR 8799b should be confronted
by future models of planet formation and evolution. If our
findings are confirmed, HR 8799b may be the first clear-cut
example of a deuterium-burning exoplanet.
4.4. Vertical Mixing: the Inferred, Minimum Value of Kzz
For clouds to be present in the atmosphere of HR 8799b re-
quires that a vertical flow of the atmosphere exists and that the
cloud particles are held aloft by it. While our retrieval method
does not require Kzz to be specified, the particle radius in-
ferred from the application of our phenomenological cloud
model allows for the order-of-magnitude, minimum value of
Kzz to be estimated after the fact. We note that there are two
ways of specifyingKzz—either that associated with the cloud
particles or with chemistry; here, we examine the former. Par-
ticles with radii ∼ 1 µm typically have associated Knudsen
numbers that are greater than unity,
Nk =
kBT
Pσma
∼ 10
(
T
900 K
)(
P
0.1 bar
a
1µm
)−1
, (3)
where kB is the Boltzmann constant, T is the temperature,
P is the pressure and σm ∼ 10−15 cm2 is the cross section
for interactions between molecules. One may compute the
minimum velocity needed to loft a cloud particle of radius a
and mass density ρc (Spiegel, Silverio & Burrows 2009). In
the limit of Nk ≫ 1, we have
vz &
ρcag
2.7P
(
kBT
γm
)1/2
, (4)
where γ is the adiabatic gas index, m = µmH is the mean
molecular mass and mH is the mass of the hydrogen atom. If
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we approximate the eddy diffusion coefficient byKzz ∼ vzH ,
with H = kBT/mg being the pressure scale height, then we
obtain
Kzz &
ρca
2.7Pγ1/2
(
kBT
m
)3/2
. (5)
If we plug in ρc = 3 g cm−3, a = 1.5 µm, P = 0.1 bar,
γ = 7/5, T = 900 K and µ = 4, we obtain Kzz & 4 × 106
cm2 s−1. Values of Kzz in the literature are usually as-
sociated with chemistry and stated as a lower limit: e.g.,
Madhusudhan, Burrows & Currie (2011) adopt Kzz = 102–
106 cm2 s−1. Barman et al. (2011) and Marley et al. (2012)
both use particle radii ∼ 1–100 µm and assume Kzz = 104
cm2 s−1. Barman et al. (2011) remark that the studies of
Jupiter typically infer a range of Kzz ∼ 102–108 cm2 s−1.
4.5. How Robust Are Current Retrieval Analyses
of Hot Jupiters?
A lesson we have learned from the present study is that
for claims about the nature of an exoplanetary atmosphere to
be robust, they need to be based on analyses involving both
photometry and spectroscopy and inferred from beyond a few
photometric data points. In the case study of HR 8799b, as
presented in this paper, it is the fitting tension between the
H, K and L′ bands that determine the best-fit values of its
basic properties and elemental abundances. If some of the
data points are removed, the retrieved properties of HR 8799b
differ rather significantly. Even with this relative wealth of
data, compared to hot Jupiters, our interpretation of the atmo-
sphere of HR 8799b is non-unique due to our ignorance of
first-principles cloud physics and chemistry.
This train of thought leads us to be concerned about the ex-
isting analyses of the atmospheres of hot Jupiters, many of
which are based on the analysis of a small number of photo-
metric data points. (See Line et al. 2013 for a more quantita-
tive version of this opinion.) Without transit or eclipse spec-
tra, it is difficult to gauge the robustness of these studies. A
notable exception is the prototypical hot Jupiter HD 189733b,
for which a relatively extensive measurement of its SED ex-
ists, although the robustness of the infrared SED remains con-
troversial (Pont et al. 2013). Prudence suggests that we view
these results tentatively until robust spectra are obtained using
future infrared observatories such as the James Webb Space
Telescope (JWST).
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APPENDIX
THE NEARLY UNIVERSAL SHAPE OF THE EXTINCTION EFFICIENCY CURVE
As stated in §2.3.2, we use the extinction efficiency Qext in our definition of the cloud optical depth. While the Qext curve
may contain features that are specific to a given composition, its main functional form may be approximately described by a
one-parameter, empirical fitting function (Figure 19),
Qext =
5
Q0x−4 + x0.2
, (A1)
where x ≡ 2pia/λ and a is the radius of our spherical aerosol or cloud particle. The x−4 term represents the contribution from
Rayleigh scattering when x ≪ 1, while the x0.2 term mimics the peaking of the Qext curve when x ∼ 1, followed by a gentle
decline when x≫ 1. The quantityQ0 determines the exact x-value whereQext peaks and is determined by comparing the fitting
function to detailed calculations of the extinction efficiency. Details such as resonant behavior are not captured by such a simple
description. It is apparent that more volatile material has Q0 ∼ 100, while silicates are better described by Q0 ∼ 10. Note that
these fits to the Qext data are for the purpose of illustration and are not used in our analysis.
THE RADIUS RATIO NON-PROBLEM
In our earlier analyses of the atmosphere of HR 8799b, we defined two radii: the model radius (R) and the photospheric radius
(Rph). The latter is defined by the relation,
Rph =
(
L
piσSB
)1/2
1
2T 2eff
≈ 1.1 RJ
(
L
10−5.1L⊙
)1/2(
Teff
900 K
)−2
, (B1)
where L = 10−5.1±0.1L⊙ is the inferred bolometric luminosity of HR 8799b (Marois et al. 2008) and L⊙ is the solar bolometric
luminosity. By inferring the effective temperature from the retrieved temperature-pressure profile, one can compute Rph. Our
original reasoning was that Rph/R = 1 should serve as an additional figure of merit for judging whether our fits to the SED were
physically reasonable. We discovered that all of our models produced Rph/R 6= 1, which we termed the “radius ratio problem”.
However, it is important to note that this value of the bolometric luminosity was inferred by Marois et al. (2008) based on
comparing photometric data points with forward spectral models. Thus, using it to compute Rph, for comparison with R, is not
self-consistent with our own retrieval models. Self-consistency is achieved by integrating the retrieved SED of a model (for fixed
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TABLE 2
PREVIOUSLY PUBLISHED DATA FOR HR 8799B FROM THE LITERATURE, SELECTED FOR THE PRESENT STUDY
Band Central Wavelength (µm) Fλ,10pc (mJy) Fλ,10pc (10−15 W cm−2 um−1) Reference
z 1.03 0.10±0.03 0.29±0.08 Currie et al. (2011)
J 1.25 0.38±0.05 0.74±0.10 Currie et al. (2011)
1.48 0.25±0.08 0.34±0.11
1.49 0.44±0.04 0.59±0.05
1.50 0.42±0.06 0.56±0.08
1.52 0.36±0.03 0.47±0.04
1.53 0.33±0.08 0.42±0.10
1.54 0.47±0.05 0.59±0.06
1.56 0.53±0.08 0.65±0.10
1.57 0.57±0.06 0.69±0.07
1.58 0.63±0.06 0.76±0.07
1.59 0.73±0.04 0.87±0.05
1.61 0.76±0.04 0.88±0.05
OSIRIS H 1.62 0.83±0.05 0.95±0.06 Barman et al. (2011)
1.63 0.89±0.03 1.00±0.03
1.65 0.85±0.05 0.94±0.06
1.66 0.85±0.07 0.92±0.08
1.67 0.90±0.04 0.97±0.04
1.68 1.05±0.04 1.12±0.04
1.70 1.02±0.06 1.06±0.06
1.71 1.00±0.04 1.03±0.04
1.72 0.89±0.04 0.90±0.04
1.74 0.74±0.04 0.73±0.04
1.75 0.60±0.06 0.59±0.06
1.76 0.58±0.05 0.56±0.05
1.77 0.43±0.05 0.41±0.05
1.79 0.37±0.05 0.35±0.05
1.97 0.47±0.10 0.36±0.08
1.99 0.52±0.07 0.39±0.05
2.00 0.69±0.12 0.52±0.09
2.02 0.69±0.11 0.51±0.08
2.04 0.83±0.10 0.60±0.07
2.05 1.15±0.12 0.82±0.09
2.07 1.32±0.13 0.92±0.09
2.08 1.31±0.12 0.91±0.08
2.10 1.39±0.12 0.94±0.08
2.12 1.49±0.13 0.99±0.09
2.13 1.60±0.15 1.06±0.10
OSIRIS K 2.15 1.66±0.15 1.08±0.10 Barman et al. (2011)
2.16 1.69±0.15 1.09±0.10
2.18 1.58±0.15 1.00±0.09
2.20 1.42±0.14 0.88±0.09
2.21 1.48±0.14 0.91±0.09
2.23 1.42±0.14 0.86±0.08
2.24 1.31±0.13 0.78±0.08
2.26 1.25±0.12 0.73±0.07
2.28 1.33±0.12 0.77±0.07
2.29 1.00±0.10 0.57±0.06
2.31 0.83±0.08 0.47±0.04
2.32 0.58±0.06 0.32±0.03
2.34 0.67±0.08 0.37±0.04
2.36 0.60±0.07 0.32±0.04
3.3 µm 3.30 1.59±0.17 0.44±0.05 Skemer et al. (2012)
L’ 3.78 2.10±0.23 0.44±0.05 Currie et al. (2011)
M 4.70 0.91±0.21 0.12±0.03 Galicher et al. (2011)
values of R and g) over wavelength to obtain the bolometric flux F . The bolometric luminosity is then given by L = 4piR2F .
Only one radius remains.
Thus, the radius ratio problem is an artefact of not using a self-consistent definition of the bolometric luminosity.
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FIG. 19.— Extinction efficiency curve for various chemical species as a function of the size parameter. It may be approximately described by a one-parameter
family (Q0; see text for details). The black solid, dotted and dashed curves are for a = 0.1, 1 and 10 µm calculations, while the green solid curve is the empirical
fitting function. The data for astronomical silicate are taken from Draine & Lee (1984) and Laor & Draine (1993). Note that these fits to the Qext data are for
the purpose of illustration and are not used in our analysis.
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