Evaluating Effects of Construction-Related Land Use Change on Streamflow and Water Quality by Santikari, Vijay Phanidhar
Clemson University
TigerPrints
All Dissertations Dissertations
5-2017
Evaluating Effects of Construction-Related Land
Use Change on Streamflow and Water Quality
Vijay Phanidhar Santikari
Clemson University, vsantik@g.clemson.edu
Follow this and additional works at: https://tigerprints.clemson.edu/all_dissertations
This Dissertation is brought to you for free and open access by the Dissertations at TigerPrints. It has been accepted for inclusion in All Dissertations by
an authorized administrator of TigerPrints. For more information, please contact kokeefe@clemson.edu.
Recommended Citation
Santikari, Vijay Phanidhar, "Evaluating Effects of Construction-Related Land Use Change on Streamflow and Water Quality" (2017).
All Dissertations. 1942.
https://tigerprints.clemson.edu/all_dissertations/1942
  
 
 
 
 
 
 
EVALUATING EFFECTS OF CONSTRUCTION-RELATED LAND USE CHANGE 
ON STREAMFLOW AND WATER QUALITY 
 
 
A Dissertation 
Presented to 
the Graduate School of 
Clemson University 
 
 
In Partial Fulfillment 
of the Requirements for the Degree 
Doctor of Philosophy 
Environmental Engineering 
 
 
by 
Vijay Phanidhar Santikari 
May 2017 
 
 
Accepted by: 
Lawrence C. Murdoch, Committee Chair 
Mark A. Schlautman, Committee Co-Chair 
John C. Hayes 
Ronald W. Falta 
 
  
 ii 
ABSTRACT 
Sediment runoff from construction sites is a major cause of impairment of surface 
water bodies, and the restoration efforts cost billions of dollars annually in the USA. This 
may be because Best Management Practices (BMPs) designed to control water quantity 
and quality are improperly implemented, or the safety limits imposed by regulations are 
inadequate. To assess the collective effectiveness of BMPs, three small watersheds that 
underwent various degrees of urban development, and a fourth undeveloped reference 
watershed were monitored in South Carolina, USA. The primary objective of the study 
was to characterize changes in flow and sediment output with development, which 
included fully urbanized and construction-related land uses. The requirement to have 
accurate stream flowrates led to an additional study that evaluated flowmeters and 
flowrate estimation methods. Identification of a conceptual flaw in the Curve Number 
(CN) method, a popular rainfall-runoff model, led to additional studies that were aimed at 
overcoming its shortcomings. 
Paired watershed studies were performed with the objective of quantifying 
changes in streamflow and water quality due to development at the watershed-scale. A 
method based on the Revised Universal Soil Loss Equation was used for land use scale 
analysis, in which the contribution from each land use to sediment yield was quantified. 
Area-normalized stormflows and peak flows from developing watersheds were 2 to 9 
times greater, and sediment yield (SY) and event mean concentrations were one to two 
orders of magnitude greater, than those from the reference watershed. Sediment 
contribution factor (10-5 t h MJ-1 mm-1), defined as SY per unit rainfall erosivity, for each 
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land use with 95% confidence interval was: Forest = 4 ± 2, Pasture = 2 ± 2, Full 
Development = 18 ± 11, Active Development = 440 ± 120. These values can be used to 
predict potential increase in sediment yield due to a future development scenario. 
Construction activities were accompanied by various BMPs, and significant increases in 
flow and sediment occurred despite their use. Improvements to the implementation of 
BMPs and/or proper maintenance may be necessary to ensure that their protective goals 
are met. 
Stream flowrate is a fundamental quantity in any land-use change study as it is 
used to calculate stormflows, sediment output, and contaminant concentrations. Flowrate 
measurements made with a hand-held flowmeter, SonTek FlowTracker (FT), and a fixed 
flowmeter, ISCO 750 Area Velocity Module (AVM), revealed that the flowrate measured 
by the AVM was nearly twice as much as that measured by the FT. Tests in a flume 
showed that the instruments were functioning within the uncertainty specified by the 
manufacturer. They also showed that the AVM nearly averaged the velocity over the 
depth of the water column above it. So, the differences in flowrates likely occurred 
because the AVM excluded the low velocity regions near the bottom and the banks from 
its sampling volume, whereas these regions could be sampled with the FT. The flowrate 
estimate of FT was assumed to be accurate, and used to calibrate the following flowrate 
estimation methods using stage or velocity measurements of AVM as inputs: Rating 
Curve Method (RCM), Index-Velocity Methods (IVM-1 without stage, IVM-2 with 
stage), and Conveyance-Slope Method (CSM). The ranking of their overall performance 
was: CSM < IVM-1 < RCM < IVM-2. Except for one stream in the study area, 
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measurement of stage alone was sufficient to estimate flowrates with reasonable 
accuracy. 
The Curve Numbers for watersheds in the study area were sought to estimate the 
increase in runoff potential due to development. The data showed that CN decreased with 
rainfall magnitude (P) and approached a constant at large P, whereas the conventional 
CN method assumes that CN is constant for a given set of watershed conditions. To 
resolve this discrepancy, a theoretical analysis involving the spatial distribution of initial 
abstraction (Ia) was derived. It shows that heterogeneity within the watershed causes all 
parameters in the CN method to vary with P, and become constant at large P. Based on 
this finding it was hypothesized that treating the parameters as functions of P can account 
for heterogeneity and improve the runoff predictions of the CN method. The performance 
of the modifications that treat Ia as a function of P, termed variable Ia models, was 
compared with that of the conventional CN models using runoff from a synthetic 
watershed with precisely defined heterogeneity. The hypothesis was proved to be true, 
and the variable Ia models provide a simple way to improve runoff predictions by 
accounting for watershed heterogeneity. 
To complement the inclusion of spatial variations (heterogeneity) by the variable 
Ia models and further improve the performance of the CN method, an approach to include 
temporal variations was sought. This was achieved by refining an existing method of 
including antecedent moisture (M) in the CN method. A suite of models that include 
variable Ia, M, or both was developed and evaluated using rainfall-runoff observations 
from nine watersheds from a range of hydrologic settings. Including M in the CN models 
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significantly improved the accuracy of the runoff predictions, whereas including variable 
Ia alone resulted in modest improvements. The best performance, an increase in the Nash-
Sutcliffe efficiency parameter by 0.4, was achieved when both modifications were 
included together. 
A single storage rainfall-runoff model (SSM) was developed based on the 
findings from the analysis of the CN method, which is dual storage model. The model 
formulation is justified by the observation that the filled portions of both storages in the 
CN method vary similarly with P. SSM was evaluated using observations from the same 
nine watersheds used to test the suite of modified CN models. SSM predicted the overall 
runoff, and the runoff from smaller events better than the conventional CN method, and it 
is conceptually simpler than the latter. The CN method is widely applied throughout the 
world by many hydrologists and watershed models. Incorporating the proposed 
modifications (variable Ia, M, or SSM) would significantly improve runoff predictions 
while only modestly increasing (or decreasing in case of SSM) the complexity of the 
method. 
 
 
  
 vi 
DEDICATION 
 
This dissertation is dedicated with love to… 
 
My Mumtaz 
One of those unselfish few that make this world a better place for everyone else 
 
My Grandmother 
The kindest and the most generous person I know, who only knew giving 
 
My Parents 
For a wonderful childhood, sacrifices, and letting me pursue whatever I wanted 
 
My Brother 
Younger but more responsible than me and the rock of our family 
 
My Uncle and Aunt 
For all the love and caring 
 
  
 vii 
ACKNOWLEDGEMENTS 
I gratefully acknowledge the guidance provided by my advisor Dr. Lawrence 
Murdoch throughout my education at Clemson University. Every conversation was a 
learning experience and it still feels like there is a lot to learn. I appreciate his efforts in 
pushing me to get better and not giving up on me. Bulk of the data used in this study was 
collected by John Smink and Katherine Sciera. Their countless trips to the field and 
diligent data collection are much appreciated. Dr. Mark Schlautman provided thought 
provoking perspectives that influenced the direction of the research. Dr. John Hayes gave 
valuable insights and feedback on several topics. Dr. Ronald Falta provided suggestions 
that improved the quality of the dissertation. I am grateful to Clemson University for 
giving me this opportunity to learn and grow. Funding for this study was provided by 
USDA-NRCS. 
 
  
 viii 
TABLE OF CONTENTS 
TITLE PAGE ....................................................................................................................... i 
 
ABSTRACT ........................................................................................................................ ii 
 
DEDICATION ................................................................................................................... vi 
 
ACKNOWLEDGEMENTS .............................................................................................. vii 
 
LIST OF TABLES ........................................................................................................... xiii 
 
LIST OF FIGURES .......................................................................................................... xv 
 
CHAPTER 1. INTRODUCTION ....................................................................................... 1 
 
1.1. Additional Motivations ............................................................................................ 4 
1.1.1. Obtaining Representative Flowrates ................................................................. 4 
1.1.2. Improving the Curve Number Method ............................................................. 5 
1.2. Objectives ................................................................................................................ 7 
1.3. Approach .................................................................................................................. 7 
1.3.1. Flowrate Estimation, Chapter 2 ........................................................................ 8 
1.3.2. Effects of Development, Chapter 3 ................................................................... 8 
1.3.3. Spatial Variability of CN, Chapter 4................................................................. 9 
1.3.4. Spatiotemporal Variability of CN, Chapter 5 ................................................... 9 
1.3.5. Single Storage Rainfall-Runoff Model, Chapter 6 ......................................... 10 
1.4. Contributions.......................................................................................................... 10 
References ..................................................................................................................... 11 
 
CHAPTER 2. OBTAINING REPRESENTATIVE STREAMFLOW  
MEASUREMENTS USING FIXED AND HAND-HELD FLOWMETERS...... 13 
 
Abstract ......................................................................................................................... 13 
2.1. Introduction ............................................................................................................ 14 
2.1.1. Rating Curve Method ...................................................................................... 15 
 ix 
2.1.2. Index-Velocity Methods ................................................................................. 16 
2.2. Materials and Methods ........................................................................................... 18 
2.2.1. Flowmeters ...................................................................................................... 18 
2.2.2. Flow Conditions in Field ................................................................................ 22 
2.2.3. Flume Experiments ......................................................................................... 22 
2.2.4. Evaluation of Methods .................................................................................... 23 
2.3. Results .................................................................................................................... 27 
2.3.1. Comparison of VFT and VAVM .......................................................................... 27 
2.3.2. Relationship between VAVM and Velocity Profiles ......................................... 31 
2.3.3. Flowrate Estimation Methods ......................................................................... 33 
2.4. Discussion .............................................................................................................. 33 
2.5. Conclusions ............................................................................................................ 35 
Acknowledgements ....................................................................................................... 36 
List of Symbols ............................................................................................................. 36 
References ..................................................................................................................... 38 
 
CHAPTER 3. EVALUATING EFFECTS OF CONSTRUCTION-RELATED  
LAND USE CHANGE ON STREAM FLOW AND SEDIMENT YIELD ......... 41 
 
Abstract ......................................................................................................................... 41 
3.1. Introduction ............................................................................................................ 42 
3.1.1. Effects of Urban Development ....................................................................... 43 
3.1.2. Best Management Practices ............................................................................ 49 
3.2. Study Area ............................................................................................................. 51 
3.2.1. Land Use ......................................................................................................... 53 
3.2.2. Data Collected ................................................................................................. 55 
3.3. Methods.................................................................................................................. 56 
3.3.1. Data Processing ............................................................................................... 58 
3.3.2. Quantities Compared ...................................................................................... 60 
3.3.3. Land Use Contributions .................................................................................. 60 
3.4. Results .................................................................................................................... 65 
3.4.1. Stormflow Characteristics ............................................................................... 66 
3.4.2. Sediment Output ............................................................................................. 73 
 x 
3.4.3. Sediment Contribution Factors ....................................................................... 76 
3.5. Discussion .............................................................................................................. 77 
3.5.1. Changes in Flow and Sediment ....................................................................... 77 
3.5.2. Land Use Contributions .................................................................................. 78 
3.5.3. Management Implications ............................................................................... 79 
3.6. Conclusions ............................................................................................................ 81 
Acknowledgements ....................................................................................................... 83 
List of Symbols ............................................................................................................. 84 
References ..................................................................................................................... 85 
 
CHAPTER 4. INCLUDING EFFECTS OF WATERSHED HETEROGENEITY  
IN THE CURVE NUMBER METHOD USING VARIABLE INITIAL 
ABSTRACTION................................................................................................... 99 
 
Abstract ......................................................................................................................... 99 
4.1. Introduction .......................................................................................................... 100 
4.1.1. Background ................................................................................................... 101 
4.1.2. CN Variation with P ..................................................................................... 105 
4.1.3. Heterogeneity as a Cause of CN Variation with P ....................................... 108 
4.2. Reevaluation of Initial Abstraction ...................................................................... 110 
4.2.1. Problems with the Current Usage of Ia ......................................................... 111 
4.2.2. Ia in a Heterogeneous Watershed .................................................................. 113 
4.2.3. Variation of IaF with P .................................................................................. 117 
4.2.4. Variation of CNW with P ............................................................................... 121 
4.2.5. IaF and CNW Curves for Various Distributions of Ia ..................................... 123 
4.3. Effect of Heterogeneity on S ................................................................................ 128 
4.4. Application ........................................................................................................... 130 
4.4.1. IaW as a function of P .................................................................................... 131 
4.4.2. SW as a function of P ..................................................................................... 132 
4.4.3. Lumped Parameter Models ........................................................................... 132 
4.5. Evaluation ............................................................................................................ 133 
4.5.1. Distributed Parameter Model ........................................................................ 134 
4.5.2. Model Evaluation Criteria ............................................................................. 134 
 xi 
4.6. Results and Discussion ........................................................................................ 136 
4.6.1. Storage Transfer from Ia to S ........................................................................ 139 
4.6.2. Model Suitability .......................................................................................... 141 
4.7. Conclusions .......................................................................................................... 142 
Acknowledgments....................................................................................................... 144 
List of Symbols ........................................................................................................... 144 
References ................................................................................................................... 146 
 
CHAPTER 5. ACCOUNTING FOR SPATIOTEMPORAL VARIATIONS OF  
CURVE NUMBER USING VARIABLE INITIAL ABSTRACTION AND 
ANTECEDENT MOISTURE ............................................................................. 150 
 
Abstract ....................................................................................................................... 150 
5.1. Introduction .......................................................................................................... 151 
5.1.1. Curve Number Method ................................................................................. 153 
5.1.2. Variation of CN............................................................................................. 154 
5.2. Modified Antecedent Moisture ............................................................................ 160 
5.2.1. Modified M with the Original Assumption ................................................... 164 
5.3. Evaluation ............................................................................................................ 166 
5.3.1. Models........................................................................................................... 166 
5.3.2. Application Procedure for Modified M ......................................................... 170 
5.3.3. Including ET ................................................................................................. 173 
5.3.4. Study Areas ................................................................................................... 173 
5.3.5. Model Evaluation Criteria ............................................................................. 175 
5.4. Results and Discussion ........................................................................................ 178 
5.4.1. Results from using published data ................................................................ 178 
5.4.2. Results from using BC1 and BC5 data ......................................................... 180 
5.4.3. Model Suitability .......................................................................................... 187 
5.5. Conclusions .......................................................................................................... 188 
Acknowledgments....................................................................................................... 190 
List of Symbols ........................................................................................................... 190 
References ................................................................................................................... 192 
 
CHAPTER 6. A SINGLE STORAGE RAINFALL-RUNOFF MODEL ....................... 199 
 xii 
 
6.1. Evaluation and Results ......................................................................................... 200 
6.2. Discussion ............................................................................................................ 204 
6.3. Conclusions .......................................................................................................... 205 
List of Symbols ........................................................................................................... 206 
 
CHAPTER 7. CONCLUSIONS ..................................................................................... 207 
 
7.1. Effects of Development on Streamflow and Sediment Yield .............................. 207 
7.2. Improvements to the Curve Number Method ...................................................... 208 
7.3. Obtaining Representative Flowrates .................................................................... 209 
 
APPENDICES ................................................................................................................ 211 
 
A: Theoretical Analysis of Velocity Distribution in an Open Channel ...................... 212 
B: Field Photos ............................................................................................................ 227 
C: Variation of Stormflow and Peak Flow Ratios with Time and Rainfall  
Magnitude ................................................................................................................... 230 
D: Water Quality Differences Between Developed and Reference Watersheds ........ 233 
E: Selected Codes ....................................................................................................... 240 
 
 
 
  
 xiii 
LIST OF TABLES 
Table  Page 
 
 2.1 Nash-Sutcliffe efficiency parameters for various flowrate estimation  
methods ...................................................................................................33 
 
 3.1 Relevant characteristics of the study watersheds ..........................................53 
 
 3.2 Ratios of stormflow characteristics of developed watersheds to those  
of the undeveloped reference (BC5) .......................................................68 
 
 3.3 Stormflow characteristics in all watersheds during an event  
(rainfall = 21 mm) on 03/20/2006 ...........................................................70 
 
 3.4 Expected area-normalized peak flow ratios solely based on the  
watershed areas .......................................................................................72 
 
 3.5 Ratios of sediment output characteristics of developed watersheds to  
those of the undeveloped reference (BC5) ..............................................74 
 
 3.6 Sediment contribution factors for all land uses in the study area .................76 
 
 4.1 Functional forms of a(Ia) and IaF for various synthetic distributions .........124 
 
 4.2 Storage distribution in a hypothetical heterogeneous watershed used to 
illustrate the variation of SW with P ......................................................129 
 
 4.3 The performance of lumped parameter CN models ....................................138 
 
 5.1 Major features of the conventional and modified CN models evaluated  
in this study ...........................................................................................172 
 
 5.2 Model performance indicators. ...................................................................177 
 
 5.3 Nash-Sutcliffe efficiency parameters for conventional and variable Ia  
models, applied to rainfall-runoff observations from watersheds  
described in various published studies ..................................................180 
 
 5.4 Performance of the conventional, variable Ia, and antecedent moisture  
CN models in BC5 ................................................................................183 
 
 
 xiv 
Table  Page 
 
 5.5 Performance of the conventional, variable Ia, and antecedent moisture  
CN models in BC1 ................................................................................184 
 
 5.6 Calibrated parameter values for each model in BC5 and BC1  
watersheds .............................................................................................185 
 
 6.1 NSEQ values for the SSMs, CMλ, and VIMλ in various watersheds .........201 
 
 6.2 PBQ values for the SSMs, CMλ, and VIMλ in various watersheds ............202 
 
 6.3 NSEQ50 values for the SSMs, CMλ, and VIMλ in various watersheds .......203 
 
 6.4 Ranges for the calibrated parameters in the SSMs for the watersheds  
used in this study ...................................................................................204 
 
 A-1 Approximate values of ks (Chow, 1959) .....................................................225 
 
 C-1 Annual rainfall in BC5 during the study period ..........................................231 
 
 
  
 xv 
LIST OF FIGURES 
Figure  Page 
 
 1.1  Comparison of flowrate estimates of fixed and hand-held flowmeters  .........5 
 
 1.2 Comparison of the Curve Numbers of developed watersheds with those 
of the reference .........................................................................................6 
 
 2.1 ISCO 750 Area Velocity Module .................................................................20 
 
 2.2 SonTek FlowTracker Handheld Acoustic Doppler Velocimeter ..................21 
 
 2.3 Application of Conveyance-Slope method in KC ........................................25 
  
 2.4 Comparison of VFT with VAVM in four streams in the study area ..................28 
  
 2.5 Comparison of VFT with VAVM in the flume ..................................................29 
  
 2.6 Comparison of VFT, 0.6 with VAVM measured at zero offset at the center  
of the flume .............................................................................................30 
  
 2.7 Comparison of VAVM measured at various offsets with theoretical 
velocity profiles and depth-averaged velocities ......................................32 
  
 3.1 Study area comprising of four small watersheds in Greenville County, 
South Carolina, USA ..............................................................................51 
  
 3.2 Areal extent of Full Development and Active Development during the 
course of the study in KC and LC watersheds ........................................55 
  
 3.3  Rainfall magnitudes for the set of storms used in the comparisons of 
stormflow and sediment output characteristics .......................................59 
 
 3.4 Comparison of stormflow characteristics between developed and  
reference watersheds. ..............................................................................67 
 
 3.5 Area-normalized stormflow hydrographs in all watersheds for an  
event on 03/20/2006 ................................................................................69 
 
 3.6 Comparison of sediment output characteristics between developed and 
reference watersheds ...............................................................................73 
 
 xvi 
Figure  Page 
 
 3.7 Comparison of sediment output characteristics in watersheds with  
Active Development ...............................................................................75 
 
 4.1 Presumed variation of the ratios in the CN method with event rainfall. .....103 
 
 4.2 Variation of CN and Ia with P in BC5 and BC1 .........................................107 
 
 4.3 Spatial distribution of Ia in a heterogeneous watershed, and a conceptual 
model in which HRUs are represented as series of bins .......................115 
 
 4.4 Variation of IaF with P for the scenario presented in Figure 4.3. ...............118 
 
 4.5 Representing areal distribution of Ia within a watershed (a) discrete  
case (b) continuous case........................................................................119 
 
 4.6 Variation of IaF with P for a continuous distribution such as the one  
shown in Figure 4.5(b) ..........................................................................120 
 
 4.7 CNW as a function of P when IaW is assumed to be equal to IaF (shown  
in Figure 4.6) .........................................................................................122 
 
 4.8 IaF and CNW curves for various symmetrical distributions of Ia .................125 
 
 4.9 Effect of skewness, mean, and range of a(Ia) on IaF ...................................127 
 
 4.10 Variation of SW with P in a heterogeneous watershed with the storage 
distribution shown in Table 4.2. ...........................................................130 
 
 5.1 Variation of Q/Pe with M and Pe .................................................................165 
 
 5.2 The coupling between daily moisture calculations and event-scale  
analysis. .................................................................................................171 
 
 5.3 The study area comprising of BC5 and BC1 ..............................................175 
 
 A-1 Generic velocity distribution in a water column .........................................214 
 
 A-2 A curvilinear coordinate system in a channel cross-section .......................223 
 
 B-1 Various land use types in the study area .....................................................227 
 
 B-2 BMPs accompanying development in the study area .................................228 
 xvii 
Figure  Page 
 
 B-3 Various photos from study area ..................................................................229 
 
 C-1 Variation of of area-normalized stormflow and peak flow ratios with  
time and rainfall magnitude ..................................................................232 
 
 D-1 Comparison of anion and total element EMCs in BC1 with those in  
BC5 .......................................................................................................235 
 
 D-2 Comparison of anion and total element EMCs in LC with those in  
BC5 .......................................................................................................237 
 
 D-3 Total metal EMCs that are correlated (R2 > 0.5) with the EMC of  
suspended sediment in the study area ...................................................239 
 
 
 1 
CHAPTER 1  
INTRODUCTION 
It has long been recognized that urbanization causes significant increases in 
streamflow, sediment yield, and contaminant concentrations. Classic studies a half 
century ago (Leopold, 1968; Wolman and Schick, 1967) showed that sediment yield 
increases by several orders of magnitude during construction as the natural protection 
offered by vegetation is removed and exposed soil becomes vulnerable to erosion. These 
changes adversely impact stream geomorphology, habitat, water quality, and lead to the 
degradation of downstream water bodies. Damages and restoration efforts due to 
sediment entering the surface water bodies alone are estimated to cost billions of dollars 
annually in the U.S. (Clark, 1985; Pimentel et al., 1995). 
Over the last three decades the area of developed land has increased by 60% 
(USDA, 2015), and a similar trend may continue as population in the U.S. is projected to 
increase by another 100 million by 2060 (Colby and Ortman, 2015). It seems likely that 
the potential for construction projects to degrade downstream water bodies will persist for 
the foreseeable future. The degradation may be mitigated by installation of physical 
structures such as silt fences, retention/detention ponds, bioretention cells or wetlands, or 
by public education and regulation enforcement. These collective measures are known as 
Best Management Practices (BMPs), which are aimed at reducing flow rates/volumes, 
sediment, and/or contaminant concentrations in the runoff from construction sites. 
Indeed, building regulations typically require the use of BMPs, so they are now common 
at construction sites. 
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The widespread implementation of BMPs have come a long way in reducing the 
damaging impacts of construction associated with urbanization, but questions such as 
“Are the current BMPs sufficiently reducing flow and sediment output to protect 
downstream waterbodies?” and “What are the safe limits on flow and sediment that 
would ensure the protection?” remain. This is because despite improvements in BMPs, 
impairment of water bodies is an ongoing problem throughout the nation (USEPA, 2011). 
Continued evaluation of BMP performance and the regulations that mandate their use is 
essential to verify that their protective goals are being met, and suggest changes or 
improvements. 
The Changing Land Use and Environment (CLUE) project at Clemson University 
was designed to answer these types questions by evaluating the impacts of residential 
construction on small streams in Greenville County, South Carolina, USA. It was a multi-
disciplinary effort, funded by the USDA, that focused on characterizing water quantity 
and quality (Hur et al., 2008), ecology (Sciera et al., 2008), and socio-economic aspects 
of development. The project collected a rich dataset of rainfall, streamflow, storm water 
quality, stream cross-sectional survey, habitat assessment, and land use distribution from 
four small watersheds that underwent various degrees of residential development over the 
duration of the study period (2004-2007). Parts of this dataset have been evaluated. A 
study by (Hur et al., 2008), for example, used data from 11 rainfall events from 2004 and 
2005 to evaluate the hydrological and water quality impacts of development, and assess 
the effectiveness of BMPs. However, the dataset includes 200 storms over four years, 
including 2006 and 2007 during which much of the development occurred, and the 
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majority of the data have yet to be fully evaluated. This is important because the full 
dataset has enough storms to develop a statistically meaningful assessment of the effects 
of residential development. 
The primary objective of this dissertation is to evaluate effects of residential 
development on water quality and quantity using the full CLUE dataset. Development 
activities in the study area were accompanied by various BMPs, so any changes in water 
quality and quantity also reflect the collective effectiveness of the BMPs. A secondary 
objective is to evaluate the change at two spatial scales: watershed and land-use, because 
both are important. Watershed-scale change indicates the downstream impacts of a 
developing watershed. However, it fails to indicate the extent of disturbance at a 
construction site because runoff from the site is diluted by mixing with runoffs from other 
land uses (Wolman and Schick, 1967). Land-use scale evaluation, which involves 
determining the contribution of each land use to the downstream impacts, avoids the 
effects of dilution and provides a better estimate of disturbance at the site. Quantification 
of disturbance at the land use scale can also aid in the prediction of the effects of a future 
development scenario. 
The pursuit of the primary objective revealed additional problems that required 
resolution. One of the problems was that there was a large difference between the 
flowrates measured using of two types of flowmeters in the study area. Flowrate is a 
fundamental quantity in a land-use change study, and the discrepancy in the data was 
large enough to create significant uncertainty. So, an additional study was conducted with 
the objective of resolving this discrepancy and improving the accuracy of flowrates. 
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Another study resulted when Curve Numbers (CNs) for watersheds in the study 
area were sought to estimate the increase in runoff potential due to development. 
Analysis of the data showed that CN decreased with rainfall magnitude (P) and 
approached a constant at large P, although the conventional CN method assumes that CN 
is constant for a given set of watershed conditions. The initial objective of explaining this 
behavior led to a comprehensive evaluation of the CN method, which is a popular 
rainfall-runoff model. The problems that initiated the pursuit of these two additional 
objectives are described below. 
1.1. ADDITIONAL MOTIVATIONS 
1.1.1. Obtaining Representative Flowrates 
A fixed flowmeter, ISCO 750 Area Velocity Module (AVM), and a hand-held 
flowmeter, SonTek FlowTracker (FT) were used to obtain streamflow measurements 
from the watersheds used in the land use change study. A comparison of their flowrate 
estimates (Figure 1.1) showed that AVM predicted approximately twice as much flowrate 
as FT. 
Flowrate measurements are necessary for calculations involving stormflows, 
sediment output, and contaminant concentrations, all of which are used in a land use 
change study. Errors in flowrate will propagate through subsequent analyses, which can 
lead to conclusions based on faulty data. So, there was a need to ensure that the estimated 
flowrates in all streams in the study area are accurate, which led to the work described in 
Chapter 2. 
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Figure 1.1. Comparison of flowrate estimates of fixed (ISCO AVM) and hand-held (SonTek FT) 
flowmeters in BC5, a stream in the study area, for a part of the year 2006 
 
1.1.2. Improving the Curve Number Method 
Curve Numbers of the developed watersheds were compared with the reference 
watershed (Figure 1.2) as a part of a paired-watershed study to evaluate the change in 
runoff potential due to development. As larger CNs indicate higher runoff potential, the 
hypothesis was that the CNs would increase with the degree of development. Overall this 
was the case, as the deviation from the 1:1 line was larger in more developed watersheds 
(Figure 1.2). However, a peculiar feature was that the deviation only occurred at the 
lower end of the CN range. At the higher end the CNs converged and they were identical 
between the developed and reference watersheds. 
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Figure 1.2. Comparison of the Curve Numbers of developed watersheds (degree of 
development: BC1 < KC < LC) with those of the reference for the same storm events.  
 
To explain this behavior a second hypothesis was formed, according to which the 
larger CNs occurred during wet periods. This is because an undisturbed land use can also 
have a high runoff potential similar to an impervious surface when the soil is saturated. 
So, the difference between the CNs of developed and undeveloped watersheds becomes 
smaller in wet conditions, i.e. the higher end corresponds to wet conditions. To test this 
hypothesis, CNs were plotted against indicators of antecedent moisture, e.g. antecedent 
precipitation index, but no correlation was observed. Further inspection revealed that the 
smaller CNs were consistently occurring in larger storms. As the soil has a higher chance 
of reaching saturation in larger storms, according to the second hypothesis larger CNs 
should correspond with larger storms. Since this was contradicted by the observations, 
the second hypothesis was rejected. 
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Plotting CNs against P showed that they decreased with P and approached a 
constant at large P (Figure 4.1). This contradicts the conventional assumption that CN is 
constant for a given set of watershed conditions. The need to explain this behavior and 
address the conceptual flaws in the CN method led to the work described in Chapters 4 
and 5. 
1.2. OBJECTIVES 
The objectives pursued in this dissertation are 
1. Obtain representative flowrates in streams draining the watersheds used in the 
land use change study 
2. Quantify the increases in stormflow and sediment yield due to development 
activities, estimate the contribution of each land use to the sediment yield, and 
assess the collective effectiveness of BMPs 
3. Improve runoff predicting ability of the CN method by including the effects of 
watershed heterogeneity 
4. Further improve the performance of the CN method by including both spatial 
and temporal variability 
1.3. APPROACH 
The objectives were achieved by pursuing five separate investigations, which 
used a range of experimental and theoretical methods. The approaches used in these 
investigations are outlined below and described in full in subsequent chapters. Detailed 
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introduction and literature review for each topic are presented in the corresponding 
chapter. 
1.3.1. Flowrate Estimation, Chapter 2 
The flowmeters were tested against each other in the same water column in a 
flume to determine the possibility of instrumental bias or malfunction. Then the flowrates 
from the instruments in the flume were compared to check if AVM overpredicted the 
flowrate similar to the field. Theoretical velocity profiles were constructed to identify the 
method of averaging used by the fixed flowmeter, so that it can be used to explain the 
differences in flowrates. The flowrate estimate of FT was assumed to be accurate because 
it integrated velocity measurements from multiple locations in a cross-section, whereas 
AVM sampled at only one location. Various approaches such as Rating Curve Method, 
Index-Velocity Methods, and Conveyance-Slope Method, were evaluated to identify the 
most suitable method to convert the stage or velocity measurements of the AVM to 
flowrate in each stream. 
1.3.2. Effects of Development, Chapter 3 
A paired watershed study approach, with the minimally developed watershed as 
the reference, was used to quantify the increases in flow volumes/rates and sediment 
outputs due to development activities. An overdetermined system of linear equations was 
developed, based on the Revised Universal Soil Loss Equation (RUSLE), where each row 
in the coefficient matrix represented a storm event in a watershed, and each column 
represented the sediment contribution factor (G), defined as the sediment yield per unit 
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rainfall erosivity, of a land use. The system was solved to obtain the value of G for each 
land use with the corresponding uncertainty. Regulations in South Carolina were used as 
a guide to assess if BMPs met their protective goals in reducing flowrate and sediment 
output. 
1.3.3. Spatial Variability of CN, Chapter 4 
A theoretical analysis assuming spatial variation of initial abstraction (Ia) was 
used to explain the link between the watershed heterogeneity and the observed variation 
of CN with P. The effects of heterogeneity were included in the CN method by explicitly 
treating Ia as a function of P, which gave rise to the variable Ia models. The modified 
models were evaluated against the conventional models in their ability to accurately 
predict runoff. 
1.3.4. Spatiotemporal Variability of CN, Chapter 5 
Temporal variations of CN were included by modifying a method of calculation 
of antecedent moisture (M) (Mishra and Singh, 2002) by (i) assuming that M decays 
exponentially with time, (ii) extending the calculation period for M beyond the previous 5 
days, and (iii) including the contribution of the antecedent rainfall on the day of the event 
to M. A daily time-step was employed to calculate moisture content for each day, which 
in turn was used in the calculation of M at the beginning of an event. The hypothesis was 
that including M in variable Ia models accounts for both spatial (heterogeneity) and 
temporal variations of CN, and improves the performance of the CN method. This was 
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tested by evaluating the modified models using rainfall-runoff observations from nine 
watersheds around the world. 
1.3.5. Single Storage Rainfall-Runoff Model, Chapter 6 
The two storages in the CN method (Ia and S) were lumped to obtain a single 
storage model (SSM) because their filled portions vary similarly with P. The 
performance of SSM was compared with that of the Conventional CN model using 
rainfall-runoff observations from the same nine watersheds used in Chapter 5. 
1.4. CONTRIBUTIONS 
Chapter 3 quantifies the watershed-scale increases in flow and sediment output 
that could occur despite the implementation of BMPs at development sites that were 
subject to South Carolina regulations. It also presents a simple method based on RUSLE 
to estimate the sediment yield per unit rainfall erosivity, G, from each land use. The 
values of G can be used to predict sediment yield due to a future development scenario. 
Chapters 4 and 5 present methods for including spatial and temporal variability in 
the CN method, which improve runoff prediction. Chapter 6 presents a single storage 
rainfall-runoff model that is conceptually simpler than the conventional CN method but 
performs better. The CN method is widely applied throughout the world by many 
hydrologists and watershed models. Incorporating these modifications can improve the 
runoff predictions of the models and their subsequent hydrologic analyses. 
Chapters 4 presents a theoretical explanation to the observed variation of CN with 
P, which is poorly understood and often ignored. 
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Chapter 2 shows that fixed flowmeters such as the AVM overestimate the average 
velocity in small streams because they under-represent the low-velocity regions near the 
bottom and banks. The study also evaluated various flowrate estimation methods in small 
streams and showed that the Rating Curve Method (RCM) provided accuracy similar to 
the Index-Velocity Method (IVM) in 3 out of 4 streams. This is significant because RCM 
requires only stage measurements whereas IVM requires both stage and velocity 
measurements, and instruments used to measure stage are considerably less expensive 
than those used to measure velocity. 
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CHAPTER 2  
OBTAINING REPRESENTATIVE STREAMFLOW MEASUREMENTS USING 
FIXED AND HAND-HELD FLOWMETERS 
ABSTRACT 
Two flowmeters, one hand-held and the other fixed, were used to obtain 
representative flowrates in four small streams located in South Carolina, USA. The hand-
held flowmeter, SonTek FlowTracker (FT), was used to obtain flowrate every few 
months by integrating velocity measurements from multiple locations in a cross-section. 
The fixed flowmeter, ISCO 750 Area Velocity Module (AVM), was used to measure 
stage and velocity over a fixed location within the cross-section every five minutes. 
The velocity measured by AVM was nearly twice as much as the average velocity 
over the cross-section measured by FT. It was 1.3 times greater in tests conducted in a 
flume. Controlled tests, within the same water column, showed that the instruments 
performed within the specifications provided by the manufacturer, i.e. there was no bias 
or malfunctioning. Analysis based on theoretically constructed velocity profiles showed 
that the velocity measured by AVM was approximately equal to the average velocity 
within the water column directly above the sensor. AVM’s velocity measurement was 
consistently greater than FT’s measurement of average velocity over the cross-section 
because AVM under-represented the low velocity regions near the bottom and the banks 
whereas FT included them. 
 14 
The flowrate estimates of FT were assumed to be representative, and served as 
reference for calculating representative flowrates using stage and velocity measurements 
of AVM. Methods used for these calculations are Rating Curve Method (RCM), Index-
Velocity Methods (IVM-1 without stage, IVM-2 with stage), and Conveyance-Slope 
Method (CSM), which were calibrated to FT’s flowrate using AVM’s stage or velocity as 
input. Based on Nash-Sutcliffe efficiency parameters, they can be arranged in the 
increasing order of overall performance as: CSM < IVM-1 < RCM < IVM-2. Except for 
one stream in the study area, measurement of stage alone was sufficient to estimate 
flowrates with reasonable accuracy. 
2.1. INTRODUCTION 
Streamflow is a fundamental quantity in virtually any hydrologic analysis. It is 
used in watershed budget calculations, flood monitoring, contaminant load estimations, 
land use change studies, watershed modeling among other applications. Errors in flowrate 
will propagate through subsequent analyses, which can lead to conclusions based on 
faulty data (Loague, 1992). Ensuring that the calculated flowrate is accurate requires 
verifying proper functionality of instruments, using representative sampling techniques, 
and/or making independent measurements. 
The primary objective of this study was to obtain representative flowrate 
estimates in four small streams using measurements from two flowmeters, one fixed and 
the other hand-held. The fixed flowmeter measured stage and velocity every five minutes 
but it sampled only a small portion of the streamflow, which is a common feature of such 
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instruments. So, its velocity measurement was non-representative of the stream cross-
section because it did not capture the spatial variation of velocity, which occurs as 
velocity decreases towards the banks and bottom of the stream channel due to friction. 
The hand-held flowmeter, on the other hand, integrated velocity measurements from 
multiple locations in a cross-section. So, its flowrate estimate was representative but the 
measurements were made only every few months. Therefore, the goal was to obtain 
representative flowrates every five minutes using the available measurements from both 
instruments. 
One of the secondary objectives of the study was to verify proper functionality of 
the instruments. Proper functionality eliminates instrumental bias or malfunction as 
causes of observed difference between their measurements. In other words, if they are 
functioning properly, the difference between their measurements can be attributed solely 
to the differences in their sampling methods. Another secondary objective was to identify 
the most suitable method to convert the stage or velocity measurements of the fixed 
instrument to flowrate. The methods evaluated include Rating Curve Method (RCM), 
Index-Velocity Methods (IVMs), and Conveyance-Slope Method (CSM). 
2.1.1. Rating Curve Method 
The Rating Curve Method is used to establish a relationship between stage and 
flowrate, known as the rating curve. Stage is easier than flowrate to measure because the 
water surface is nearly horizontal transverse to the flow direction, so measurement at one 
location is sufficient. Stage can be measured using robust electronic instruments (e.g. 
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pressure transducers), and flowrate can be determined as a function of time using a 
datalogger. 
A typical rating curve has the form (Kennedy, 1984; Rantz, 1982) 
 1( )
bQ Q L Z    (1) 
where Q is the flowrate, L is the stage, Z is the stage at which the flowrate becomes zero, 
Q1 is the flowrate when the effective stage (L-Z) is unity, and b is an exponent. If Q is 
known for a range of values of L, then Q1, Z, and b can be determined by calibration, and 
a rating curve relationship is established. Rating curves may be already available for 
sections of stream containing artificial structures, such as weirs or flumes, with well-
defined geometries (Rantz, 1982). 
2.1.2. Index-Velocity Methods 
Index-Velocity Methods are used to establish a relationship between the velocity 
measured by a fixed device, referred to as index-velocity (Vi), and the average velocity at 
a cross-section (V ) as 
 1 2( )iV V X X L C     (2) 
where X1 and X2 are empirical parameters determined by calibration, and C = V when Vi 
= 0 (Levesque and Oberg, 2012; Morlock et al., 2002; Patino and Ockerman, 1997). In 
some applications, it is assumed that X2 = 0, in which case the relationship between V
and Vi is linear. We refer to the method with X2 = 0 as IVM-1 and that with X2 ≠ 0 as 
IVM-2. To obtain the flowrate, V is multiplied by the cross-sectional area of the flow, 
which is determined from channel geometry or by using a stage-area relationship. 
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Equation (2) depends on channel geometry, location of the fixed device, and flow 
conditions at the site, so it is site-specific. IVM is widely used in studies involving 
discharge measurements in streams (Duncker et al., 2006; Stevens et al., 2008), and 
tidally affected channels (Ganju et al., 2005; Levesque, 2004; Ruhl and Simpson, 2005) 
with reasonable success. Some instruments allow the input of IVM equations so that they 
can automatically calculate V (SonTek/YSI, 2006). Some software associated with 
instruments can estimate best-fit IVM equations if independent measurements of V are 
provided, e.g. FlowPack (SonTek/YSI, 2007). Despite the empirical nature of the IVMs 
[eq. (2)], there is often good correlation (R2 > 0.9) between V and Vi (Ruhl and Simpson, 
2005; Stevens et al., 2008). 
2.1.2.1. Acoustic velocimeters 
Acoustic velocimeters are among the commonly used fixed devices for index-
velocity measurements at gaging stations (Levesque and Oberg, 2012). Instruments used 
in this study also fall into this category. Their operating principle is based on either (i) 
time of travel or (ii) Doppler shift (Laenen and Smith, 1983; Larrarte et al., 2008; Patino 
and Ockerman, 1997; Ruhl and Simpson, 2005; USGS, 2007).  
Time of travel method is based on the principle that acoustic pulses in water travel 
faster in the downstream direction but travel slower in the upstream direction. By 
mounting acoustic sources and receivers in a known geometrical configuration and 
calculating the travel times to each receiver, the velocity vector in the downstream 
direction can be calculated. The Doppler shift method is based on the principle that the 
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acoustic pulses backscattered from sediment particles, debris, or air bubbles have a 
different frequency than the transmitted pulse. This change in frequency depends on the 
magnitude and direction of the relative velocity between a particle and the receiver. By 
gathering frequency shifts of multiple backscattered pulses from the sampling volume an 
average velocity is calculated. Thus, depending on the method used, Vi from an acoustic 
device represents the average velocity at a point in space, along an acoustic path, or 
within a sampling volume that covers a portion of the flow. 
2.2. MATERIALS AND METHODS 
Streamflow measurements used in this study were made in four small streams 
called Baldwin Creek 1 (BC1), Baldwin Creek 5 (BC5), Knight Creek (KC), and Lost 
Creek (LC), located within 8 km of each other in Greenville County, South Carolina, 
USA (see Chapter 3 for study area description). The monitoring of streams was a part of 
the Changing Land Use and Environment (CLUE) project (Hur et al., 2008; Sciera et al., 
2008) conducted at Clemson University from 2003 to 2009. Flowrate measurements were 
also made in a flume, at the hydraulics laboratory in the Civil Engineering Department at 
Clemson University, to test the flowmeters. 
2.2.1. Flowmeters 
The flowmeters used in this study are ISCO 750 Area Velocity Module (AVM) 
and SonTek FlowTracker (FT) Handheld Acoustic Doppler Velocimeter. Both use the 
Doppler shift principle on backscattered acoustic pulses to calculate the velocity. 
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2.2.1.1. ISCO 750 Area Velocity Module (AVM) 
The AVM has a velocity sensor that remains submerged and stationary within the 
stream channel (Figure 2.1). It samples a conical volume of water above and in front of it, 
such that the cone aperture = 16° and the axis of inclination = 35° (ISCO, 2005; ISCO, 
2007). An internal pressure transducer is used to estimate the water depth above the 
sensor. 
For field deployment, the sensor was typically raised above the bottom of the 
channel to prevent burial (Figure 2.1c & d). The distance between the sensor and channel 
bottom is henceforth referred to as “offset”. Measurements of velocity and stage were 
made at 5-minute intervals, and stream cross-sectional surveys and offset measurements 
were conducted monthly. Using the survey and stage data, flow cross-sectional area, A, 
was computed for each 5-minute interval. The velocity measurement of AVM, VAVM, was 
used as Vi in the IVMs [eq. (2)]. 
2.2.1.2. SonTek FlowTracker (FT) 
The FT is a hand-held instrument with a velocity sensor mounted on a rod, and 
deployed at various depths while wading in a stream. The sensor determines velocity 
averaged over a small cylindrical volume, with diameter = 6mm, length = 9mm and a 
horizontal axis that is perpendicular to the direction of the flow (SonTek/YSI, 2005a) 
(Figure 2.2). For practical purposes this can be considered as a point velocity estimate. 
The rod is used to measure the depth of water column and position the sensor to obtain a 
velocity measurement at a known depth. 
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Figure 2.1. ISCO 750 Area Velocity Module (a) velocity and stage sensor, (b) sensor deployed in KC, (c) profile view of the sensor and its 
conical sampling volume, (d) stream cross-sectional view of BC5 with the location of the sensor (pink square) and the presumed sampling 
volume above 
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Figure 2.2. SonTek FlowTracker Handheld Acoustic Doppler Velocimeter (a) velocity sensor with keypad interface and display, (b) 
discretized channel cross-section using mean-section method for flowrate measurement, (c) location of the small cylindrical sampling 
volume relative to the sensor, tag-line, and flow direction, (d) dimensions of the sampling volume (SonTek/YSI, 2005a) 
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In the study area, FT was used to calculate flowrate in each stream every few 
months. A mean-section method (SonTek/YSI, 2005a) was employed to discretize the 
cross-section (Figure 2.2b), and measurements were made assuming that the average 
velocity in a water column occurs at 60% depth. The flowrate was divided by the cross-
sectional area to obtain the average stream velocity. Since FT samples velocity at several 
locations within the stream channel, it is assumed that its flowrate estimate, QFT, is 
representative. So the average velocity obtained using FT, VFT = QFT /A, was used as V in 
the IVMs [eq. (2)], and QFT was used as the observed flowrate to calibrate various 
methods. 
2.2.2. Flow Conditions in Field 
Within the streams monitored in this study, the stage varied from nearly zero to 
1.7 m, and the flowrate varied from zero to 104 l/s. Under typical baseflow conditions 
(Appendix A), the width of the streams varied from 0.5 to 3 m, stage varied from 6 to 25 
cm, and flowrate varied from 1 to 30 l/s. The average velocity at a stream cross-section 
estimated by FT, VFT, was compared with the velocity measured by AVM, VAVM, to 
determine the extent of over/under-estimation that would occur if only VAVM was used to 
compute the flowrate. 
2.2.3. Flume Experiments 
The flowmeters were tested in a flume, 1.2 m wide × 0.7 m deep × 6 m long, 
under varying flow conditions and configurations. The depth of flow varied from 7 to 30 
cm, and the flowrate varied from 6 to 60 l/s. In some cases, bricks were placed at the end 
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of the flume to raise the stage. Six flow settings (defined by stage and flowrate) were 
used to test the flowmeters. 
For each flow setting, the flowrate and average velocity were estimated using FT. 
One of the sampling locations for FT was at the center of the flume. After the FT 
measurements, the velocity was measured using the AVM in the center of the flume with 
zero offset. Then the offset of AVM was gradually increased and velocities were 
measured for different offsets. 
Velocity measurements of both instruments at the center of the channel were 
compared to check for bias or malfunction. Uncertainties in individual velocity 
measurements (∆VFT and ∆VAVM) were determined based on manufacturers’ 
specifications, ∆VFT = 0.25 cm/s + VFT /100 (SonTek/YSI, 2005b) and ∆VAVM = 3 cm/s 
(ISCO, 2005). These were used to check if the observed differences in VFT and VAVM can 
be explained by the uncertainty inherent to the instruments. 
Theoretical velocity profiles based on parabolic, logarithmic, and power law 
distributions were constructed, using the measurements of FT, to identify how AVM 
averages the velocity within its conical sampling volume (Appendix A). Two flowrate 
settings, QFT = 6 and 22 l/s, were used to compare VAVM, measured at various offsets, 
with the velocity profiles at the center of the flume. VAVM was also compared with 
theoretical depth-averaged velocities for the region above the AVM, for various offsets. 
2.2.4. Evaluation of Methods 
Four methods of flowrate estimation were evaluated using simultaneous 
measurements of AVM and FT from the field. They include RCM [eq. (1)], both IVMs 
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[eq. (2)], and Conveyance-Slope Method (CSM), which is based on the Manning’s 
equation. RCM and IVMs are commonly used for flowrate estimation at gaging stations, 
and they were described in the introduction. CSM is used to estimate flowrates during 
high flows by extrapolating low flow measurements (Rantz, 1982). In this study, it was 
slightly modified, and used to estimate the entire range of flowrates. 
2.2.4.1. Conveyance-Slope Method 
Manning’s equation gives flowrate (in SI units) as 
 
2
3AR
Q S
n
   (3) 
where A is cross-sectional area [L2], R is hydraulic radius [L], n is roughness coefficient 
(T/L1/3), and S is slope (dimensionless) of hydraulic grade line. Conveyance, K [L3/T], is 
defined as K = AR2/3∕n, and it can be calculated for a range of values of stage using the 
channel geomorphological properties (e.g. Figure 2.3a). Usually S is not measured in the 
field, but it can be calculated from each measurement of flowrate as S = (Q/K)2. 
The Conveyance-Slope Method (CSM) assumes that S increases with stage and 
asymptotically approaches the slope of the streambed, Sb (Rantz, 1982). The method is 
used to estimate flowrates during high flows by extrapolating low flow measurements 
because direct measurements of high flowrates are often unavailable. The asymptotic 
function (e.g. Figure 2.3b) provides a means to estimate S, and subsequently Q [eq. (3)], 
at high flows using the measurements from low flows. A drawback of the method is that 
the lack of measurements to constrain the asymptotic function at large stages can lead to 
large uncertainties in flowrate estimates. 
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Figure 2.3. Application of Conveyance-Slope method in KC (a) conveyance as a function of 
stage, (b) the best-fit asymptotic function for S, plotted against stage, using a measured slope of 
Sb = 0.04 as asymptote 
 
The asymptotic function used for slope extrapolation (e.g. Figure 2.3b) in this 
study had the form 
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where L0 is the stage at which S = 0, and k is a calibration parameter.  
2.2.4.2. Evaluation Procedure 
The evaluation procedure involved calibrating empirical parameters in each 
method by minimizing the sum of squared residuals between predicted and observed 
flowrates. In all cases, observed flowrate = QFT because the procedure employed by FT 
(Figure 2.2b) was assumed to provide accurate flow measurements. Nash-Sutcliffe 
efficiency parameter (NSE) (Table 5.2) was used as the performance indicator for each 
method in each stream. 
For calibrating RCM [eq. (1)], Q = QFT and L = water level above the AVM 
sensor. Using several observed pairs of QFT and L, the parameters Q1, Z, and b were 
calibrated for each stream. After calibration, predicted Q, from eq. (1), and the observed 
QFT were used to calculate NSE. 
For calibrating IVMs [eq. (2)], V = VFT and Vi = VAVM. Using several observed 
pairs of VFT and VAVM, the parameters X1, X2, and C were calibrated for each stream. Note 
that in IVM-1, X2 = 0. After calibration, predicted Q, calculated using A, VAVM, X1, X2, 
and C, and the observed QFT were used to calculate NSE. 
For calibrating CSM [eqs. (3) and (4)], Q = QFT and L = water level above the 
AVM sensor. Based on the observations of streambed, n was constrained to vary between 
0.03 and 0.06 (s m-1/3). Approximate values of Sb were determined using topographic 
contour maps. A and R were calculated using stream channel survey data and continuous 
measurements of L. For each measurement of QFT, S was calculated using eq. (3), and 
referred to as the observed slope. The parameters n, k, and L0 were calibrated, subject to 
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constraints, by minimizing the sum of squared residuals between predicted [eq. (4)] and 
observed slopes. After calibration, the quantities K and S, and therefore Q, can be 
expressed as functions of L. NSE was calculated using observed QFT and Q, predicted 
using eqs. (3) and (4) for various values of L. 
2.3. RESULTS 
The results were derived from (i) the comparisons of VFT and VAVM in the field 
and in the flume, (ii) the development of theoretical velocity profiles (Appendix A) to 
compare with VAVM and identify the sampling method of AVM, and (iii) the evaluation of 
various flowrate estimation methods using field data. 
2.3.1. Comparison of VFT and VAVM 
VFT was plotted against VAVM and the best-fit linear relationship and the 
corresponding coefficient of determination (R2) were determined. 
2.3.1.1. Field Comparisons 
The velocity determined by the AVM, VAVM, was approximately twice the 
velocity averaged over a cross-section normal to the flow in the field, VFT (Figure 2.4). 
The slope of the best-fit line varied between 0.45 and 0.65. There was a fair correlation 
(R2 > 0.75) between VFT and VAVM except in BC1, where it was lower (R2 = 0.40). The 
correlation appears to be approximately linear over the range of flowrates (Figure 2.4). 
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Figure 2.4. Comparison of the velocity averaged over the cross-section (VFT), estimated using the hand-held FT, with the velocity reading 
(VAVM) from the fixed AVM in four streams in the study area 
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2.3.1.2. Flume Comparison 
Cross-sectional average velocity within the flume, VFT, was approximately 80% of 
the velocity measurement of the AVM at the center of the flume with zero offset, VAVM 
(Figure 2.5). They had nearly a perfect linear relationship with R2=1.00. 
 
Figure 2.5. Comparison of the average velocity over the flume cross-section (VFT), estimated 
using the hand-held FT, with the velocity reading (VAVM) from the fixed AVM 
 
2.3.1.3. Comparison within a water column 
Mean velocity within the water column at the center of the flume, VFT,0.6, was 
nearly identical to the velocity measurement of AVM, VAVM (Figure 2.6). VFT,0.6 was 
measured at 0.6 depth using FT and VAVM was measured when AVM was at zero offset. 
They were highly correlated with R2 = 0.99. 
The error limits (dashed lines in Figure 2.6) were calculated using the uncertainty 
specified by the manufacturers (ISCO, 2005; SonTek/YSI, 2005a). If both the 
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instruments had the same sampling volume, then the difference between VFT,0.6 and VAVM 
for the points within the error limits can be explained by the uncertainty inherent to the 
instruments. A point may fall outside the limits due to either a difference in sampling 
volumes, instrumental bias, or malfunction. The sampling volumes of FT and AVM are 
clearly different (Figures 2.1 and 2.2), and yet all the points are within the error limits 
(Figure 2.6). Barring the remote possibility of an instrumental bias compensating for the 
difference in sampling volumes, it appears that the instruments are performing within 
their expected uncertainty limits. 
 
 
Figure 2.6. Comparison of mean velocity within the water column at the center of the flume, 
VFT,0.6, with the velocity measurement of AVM at zero offset, VAVM. Error limits (dashed lines) were 
calculated using the uncertainty specified by the manufacturers 
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2.3.2. Relationship between VAVM and Velocity Profiles 
Analysis based on theoretically developed velocity profiles for the water column 
at the center of the flume shows that VAVM is nearly equal to the depth-averaged velocity 
for the region above AVM (Figure 2.7). The velocity profiles were calculated solely 
based on VFT,0.6 and h, the total depth of water (Appendix A). AVM was a poor predictor 
of point velocities because the measured values of VAVM do not correspond to any 
velocity profile in the region close to the bottom (Figure 2.7a & c). This is expected 
because the sampling volume is a cone that extends through the water column, so some 
method of averaging is involved in calculating VAVM. It appears that this method is 
similar to the depth-averaging of velocity in a water column. Values of VAVM were close 
to the depth-averaged velocities, calculated from the theoretical velocity profiles 
(Appendix A), for the region above the AVM sensor (Figure 2.7b & d). Logarithmic and 
power law distributions approximated VAVM better than the parabolic distribution. This 
may be because flow in the flume was turbulent. The effect of offset on VAVM was 
negligible probably because there was vertical mixing in the higher regions of the flow, 
and therefore the vertical velocity gradient was small. 
 
  
3
2
 
 
Figure 2.7. Comparison of VAVM measured at various offsets at the center of the flume with: (a) & (c) theoretical velocity profiles, and (b) & 
(d) theoretical depth-averaged velocities for the region above AVM, for two flow settings. One common point of intersection of the curves 
in (a) and (c) is on the bottom, and the other is at 0.6 depth where point velocity = VFT,0.6
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2.3.3. Flowrate Estimation Methods 
The performances of the four flowrate estimation methods in the study area were 
mixed (Table 2.1). RCM was the best predictor of flowrate in BC5, whereas IVM-2 was 
the best in BC1 and KC. CSM and RCM performed the best in LC. The methods can be 
arranged in the increasing order of overall performance as: CSM < IVM-1 < RCM < 
IVM-2. 
Table 2.1. Nash-Sutcliffe efficiency parameters for various flowrate estimation methods 
Stream RCM IVM-1 IVM-2 CSM 
BC5 0.88 0.81 0.81 0.71 
BC1 0.63 0.58 0.75 0.21 
KC 0.95 0.95 0.99 0.94 
LC 0.97 0.93 0.93 0.98 
 
All the methods performed better in KC and LC probably because they had some 
measurements from relatively higher flows (Figure 2.4). The worst performance for all 
the methods was in BC1 because of a high scatter in the data. 
2.4. DISCUSSION 
The velocity measured by AVM was greater than the average velocity over the 
cross-section in the field (Figure 2.4) as well as in the flume (Figure 2.5). This is likely 
because the conical volume sampled by AVM excluded the low velocity regions near the 
bottom and the banks (e.g. Figure 2.1d). So, calculating flowrate using VAVM as the 
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average velocity over the cross-section would lead to overestimation, almost by a factor 
of two in the field. 
Even at zero offset, VAVM was slightly greater than VFT,0.6, the mean velocity 
within a water column. This is probably because the upward-directed conical sampling 
volume excluded some of the low velocity region along the bottom as the sensor was 3 
cm thick (ISCO, 2005). 
The correlation between VFT and VAVM in the flume (Figure 2.5) was much greater 
than that in the streams (Figure 2.4). This is likely because the cross-sectional area and 
the location of AVM remained stable for all the measurements in the flume. In the field, 
however, there was some change in cross-sectional area with time and the AVM was 
knocked out of position during some storms and had to be readjusted. The relationship 
between VFT and VAVM depends on these factors, and therefore it might have changed 
with time. More frequent measurements in the field are required to identify such a 
change. 
Most of the measurements were made in baseflow conditions, and few were made 
after small storms only in KC and LC. So, it is uncertain if the relationships established 
under low flow conditions are also applicable at high flows. The uncertainty in the 
estimates of flowrate at high flows can be large if a method is calibrated only for low 
flows. 
Only the IVMs required measurements of velocity as well as stage. The other two 
methods, RCM and CSM, required only the measurements of stage. RCM performed 
nearly as well as the IVMs, and CSM also did well in KC and LC. So, except in BC1, 
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measurement of stage alone was sufficient to estimate flowrates with reasonable 
accuracy. 
2.5. CONCLUSIONS 
To obtain representative continuous flowrate estimations in four small streams 
using hand-held and fixed flowmeters, various subtasks were performed that led to the 
following conclusions: 
1. In all measurements VAVM was greater, almost by a factor of two in the field, 
than VFT. This is likely because AVM under-represented the low velocity 
regions near the bottom and the banks. 
2. The instruments appear to be performing within the specifications provided by 
the manufacturer, so the differences in velocity estimates appear to be solely 
due to the differences in sensor positions and sampling methods. 
3. VAVM is a close approximation of the depth-averaged velocity in the water 
column above the AVM sensor. 
4. The flowrate estimation methods can be arranged in the increasing order of 
overall performance as: CSM < IVM-1 < RCM < IVM-2. 
5. Except in BC1, measurement of stage alone was sufficient to estimate 
flowrates with reasonable accuracy. 
  36 
ACKNOWLEDGEMENTS 
I thank Dr. Abdul Khan at the Civil Engineering Department for providing the 
flume to test the flowmeters. I also thank John Smink for helping me in setting up the 
instruments. Primary funding was provided by the USDA Natural Resources 
Conservation Service (NRCS-69-4639-1-0010) through the Changing Land Use and 
Environment (CLUE) Project at Clemson University. Additional support was provided by 
the USDA Cooperative State Research, Education, and Extension Service under project 
number SC-1700278. 
LIST OF SYMBOLS 
A = stream cross-sectional area 
AVM = ISCO 750 Area Velocity Module 
b = exponent of effective stage (L-Z) in RCM 
BC = Baldwin Creek 
C = V when Vi = 0 
CSM = Conveyance-Slope Method 
FT = SonTek FlowTracker 
h = total depth of water 
IVM = Index-Velocity Method 
IVM-1 = IVM with X2 = 0 
IVM-2 = IVM with X2 ≠ 0 
K = conveyance 
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k = an empirical parameter in CSM 
KC = Knight Creek 
L = stage 
L0 = stage at which S = 0 
LC = Lost Creek 
n = Manning’s roughness coefficient 
NSE = Nash-Sutcliffe efficiency parameter 
Q = flowrate 
Q1 = flowrate when the effective stage (L-Z) is unity 
QFT = flowrate estimated using FT 
R = hydraulic radius 
R2 = coefficient of determination 
RCM = Rating Curve Method 
S = slope of hydraulic grade line 
Sb = slope of streambed 
V  = average velocity at a stream cross-section 
VAVM = velocity reading from AVM  
VFT = average velocity at a cross-section estimated using FT 
VFT, 0.6 = mean velocity in a water column measured at 0.6 depth by FT 
Vi = index-velocity (velocity reading from an instrument) 
X1, X2 = empirical parameters in IVM 
Z = stage at which Q = 0 
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CHAPTER 3  
EVALUATING EFFECTS OF CONSTRUCTION-RELATED LAND USE 
CHANGE ON STREAM FLOW AND SEDIMENT YIELD 
ABSTRACT 
Observations from four small watersheds in South Carolina, USA, that underwent 
various degrees of urban development were used to evaluate its impacts on streamflow 
and sediment yield, and assess the collective effectiveness of the accompanying Best 
Management Practices (BMPs). Paired watershed study approach was used to quantify 
the increases in flow magnitudes and sediment outputs at the watershed-scale. A 
methodology based on the Revised Universal Soil Loss Equation was used to estimate the 
contribution of each land use to the sediment yield at the watershed outlet. 
Area-normalized stormflows and peak flows in developed watersheds were 2 to 9 
times greater than those from the reference watershed. Travel times decreased only in the 
most intensely developed watershed, where the event length and time to peak were 60% 
and 90%, respectively, of those in the reference watershed. Sediment yield (SY) and 
event mean concentration were 6 times greater in a developed watershed with no active 
development. In watersheds with active development, however, they were 60 to 90 times 
greater compared to the reference. Sediment contribution factor (10-5 t h MJ-1 mm-1), 
defined as SY per unit rainfall erosivity, for each land use with 95% confidence interval 
was: Forest = 4 ± 2, Pasture = 2 ± 2, Full Development = 18 ± 11, Active Development = 
440 ± 120. These values can be used to predict long-term change in sediment yield due to 
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a future land-use change. Significant increases in flow and sediment occurred despite the 
use of BMPs, so improvements to their implementation and/or proper maintenance may 
be necessary to ensure that their protective goals are met. 
3.1. INTRODUCTION 
Runoff from urban areas and construction activities is a major source of sediment, 
which is among the most common causes of impairment in rivers and streams in the USA 
(USEPA, 2011). Over the last three decades developed land increased by 60% (USDA, 
2015), and a similar trend may continue as population in the US is projected to increase 
by another 100 million by 2060 (Colby and Ortman, 2015). To protect downstream water 
bodies from adverse effects, developmental activities are required to employ Best 
Management Practices (BMPs). However, continued impairment of surface water bodies 
indicates that either (i) BMPs are failing to achieve the goals set by regulations, or (ii) the 
goals set by regulations themselves are inadequate. Regulations and required BMPs 
change with time and with the enforcement authority, so continuous evaluation is 
necessary to assess their effectiveness and address the shortcomings. 
This paper presents an evaluation of the effects of development, which includes 
fully urbanized and construction-related land uses, on streamflow and sediment yield. 
Construction activities were accompanied by various BMPs, so the evaluation also 
assesses their collective effectiveness. The evaluation was performed at the watershed-
scale, using a paired watershed study approach by choosing the watershed with the least 
amount of development as the reference. The area-normalized flow magnitudes and 
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sediment outputs from the developed watersheds were compared with those from the 
reference. Evaluation was also performed at the land use scale, using a methodology 
based on the Revised Universal Soil Loss Equation (RUSLE), to estimate the 
contribution of each land use to the sediment yield at the watershed outlet. 
 A watershed-scale evaluation alone fails to indicate the extent of disturbance at 
the development site because its runoff is diluted by mixing with runoffs from other land 
uses (Wolman and Schick, 1967). Land use scale evaluation avoids the effects of dilution 
and provides a better estimate of disturbance at the site. In this study, the disturbance is 
measured in terms of relative increase in sediment generating ability. Evaluations at both 
scales are useful because the watershed-scale evaluation indicates the downstream 
impacts of a developing watershed, and land use scale evaluation indicates the 
contribution of each land use to those impacts. 
3.1.1. Effects of Urban Development 
The interest in studying developmental land use changes is due to their adverse 
impacts on the environment. There appears to be awareness of theses impacts at least for 
two millennia. Ancient Greek and Roman philosophers and engineers understood the 
adverse effects of deforestation (Hughes and Thirgood, 1982). Plato’s account of losing 
fertile soils and flowing springs to floods (Plato, 360 BC), that likely occurred due to 
deforestation, shows some understanding of causative mechanisms. Establishment of 
protection forests along mountain slopes to prevent avalanches in medieval Switzerland 
(de la Cretaz and Barten, 2007), is an example of early BMPs. In Man and Nature, 
George Perkins Marsh (1864) observes that forest removal decreases water absorbing 
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capacity (infiltration) of soil and causes streams to dry up. Over the last century 
numerous studies have focused on the adverse effects of urbanization on stream flow and 
water quality. 
3.1.1.1. Effects on Hydrology 
Urbanization is widely recognized to decrease overland flow travel times, and 
increase magnitudes of stormflows, peak flows, and frequency of floods (Anderson, 
1970; CWP, 2003; Espey et al., 1966; Hollis, 1975; Leopold, 1968; Packman, 1980; 
Seaburn, 1969). These effects are mainly due to a decrease in the infiltrated component 
and a concomitant increase in the runoff component of rainfall because of impervious 
surfaces and altered drainage, which are common features of development (Arnold Jr. 
and Gibbons, 1996). At construction sites soils are compacted to increase strength. They 
are also compacted inadvertently by the operation of heavy machinery. Compaction 
reduces the porosity and hydraulic conductivity of soil, which decrease infiltration rates 
and increase runoff potential (CWP, 2000; Gregory et al., 2006). Raindrop impacts can 
break exposed soil aggregates, which may then plug the natural infiltration pathways 
(Knox, 2001). Impermeable surfaces, lands cleared of vegetation, and artificial drainage 
all offer less resistance to overland flow than a vegetated land surface, and decrease the 
travel times (Packman, 1980), giving rise to sharper peaks in the stormflow hydrograph. 
Reduced infiltration decreases recharge to the aquifer, which lowers groundwater 
levels (Hardison et al., 2009; Rose and Peters, 2001) and reduces baseflow (CWP, 2003; 
Klein, 1979; Leopold, 1968; Simmons and Reynolds, 1982). In some cases, reduction in 
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baseflow may be mitigated by septic drainage, lawn irrigation, inter-basin transfers, and 
waste water treatment plant effluents (Paul and Meyer, 2001). 
3.1.1.2. Effects on Erosion and Sediment Yield 
As the runoff rates increase, the erosive power of the flow also increases. This is 
exacerbated by the presence of exposed soil at the construction sites which lacks the 
shear strength offered of by the roots of vegetation (Reubens et al., 2007). Exposed soil 
also lacks the protection offered by vegetation from raindrop impacts. The result can be a 
significant increase in the erosion rate at the site, and sediment yield from the watershed. 
Sediment yields from watersheds undergoing construction can be one to two orders of 
magnitude higher than the background levels (Wolman, 1967; Walling and Gregory, 
1970; Wolman, 1975). Since the yield is affected by dilution due to runoff from other 
land uses, the actual erosion rate at the construction site can be up to five orders of 
magnitude higher than forested land (Leopold, 1968). So, even if construction occurs on a 
small area, it contributes significantly to the sediment output from a watershed (Burton 
and Pitt, 2002). 
Stream channels tend to be in equilibrium with flow volume and sediment supply 
(Wolman, 1967). During construction, increased sediment supply causes aggradation of 
the stream channel, reducing its capacity and increasing the chance of flooding (Wolman, 
1967; Paul and Meyer, 2001). When construction is complete, soil is covered up, and the 
sediment supply from the newly developed area to the stream decreases (Nelson and 
Booth, 2002), while the impermeable surfaces and altered drainage of cause elevated 
runoff. High energy flows and lack of sediment supply initiate an erosional phase 
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(Wolman, 1967; Paul and Meyer, 2001) and previously deposited sediment in the channel 
itself becomes a sediment source (Graf, 1975). Further erosion leads to deepening and 
widening of urban channels (Booth, 1990; Hammer, 1972; Neller, 1988; Trimble, 1997). 
It may take decades for the channel to reach a new equilibrium, at which the enlargement 
ceases and the bed has less fine material reflective of a higher energy flow regime 
compared to the pre-development state (Finkenbine et al., 2000). 
3.1.1.3. Effects on Water Quality 
Runoff from urban areas and construction sites contains various contaminants that 
may cause pollution of water resources. Waste water effluent and fertilizer runoff from 
lawns can contribute high concentrations of nutrients such as nitrogen and phosphorous 
(Bannerman et al., 1993; Klein, 1979; Paul and Meyer, 2001). Combined sewer systems 
and pet waste from streets contribute to pathogens (Bannerman et al., 1993; Geldreich et 
al., 1968). Other contaminants include heavy metals, PCBs, PAHs, pesticides, road salts 
(Paul and Meyer, 2001; Pitt et al., 1995; USEPA, 2005; Walker et al., 1999), as well as 
pharmaceuticals and hormones (Kolpin et al., 2002). Suspended sediment further 
contributes to the pollution of surface water because it acts as mobile substrate to various 
contaminants (Shinya et al., 2000). Groundwater contamination may occur when water 
carrying dissolved nutrients, pesticides, VOCs, or other compounds recharges the aquifer 
(Eckhardt and Stackelberg, 1995; USGS, 1999). 
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3.1.1.4. Effects on Aquatic Life 
Increased runoff, sediment yield, and contaminant concentrations can have 
adverse effects on aquatic life. High velocity flows can wash away fish eggs, displace 
juveniles, and limit fish migration (Finkenbine et al., 2000). Extreme changes to velocity 
also have detrimental effects on benthic organisms (Hart and Finelli, 1999). 
High concentration of suspended sediment impedes fish migration, clogs gills, 
reduces food availability, and fine-grained sediment blocks the pore spaces reducing 
oxygen delivery to fish eggs (Bjornn and Reiser, 1991; Henley et al., 2000; Wood and 
Armitage, 1997). Anaerobic conditions caused by the deposition of fine-grained sediment 
also adversely affect hyporheic fauna (Hancock, 2002). Sediment affects primary 
producers and benthic macro-invertebrates by causing abrasion, reducing light 
penetration, preventing attachment to substrate, and smothering (Henley et al., 2000; 
Wolman and Schick, 1967; Wood and Armitage, 1997). It poses similar risks to corals, 
during the development of coastal areas, and affects the populations of aquatic-dependent 
wild life (Berry et al., 2003), i.e. the effects are transmitted to higher level organisms in 
the food chain. 
Many of the contaminants in urban runoff are toxic to aquatic biota. Polluted 
runoff is a primary contributor to fish kills and many fish advisories issued across the 
nation (Burton and Pitt, 2002). High concentrations of nutrients cause eutrophication and 
phytoplankton community shifts in surface water bodies (Bowen and Valiela, 2001). All 
these negative effects cause alterations in community structure, and reductions in 
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diversity and abundance of aquatic species (Allan, 2004; Henley et al., 2000; Jones and 
Clark, 1987; Paul and Meyer, 2001; Schueler, 1994). 
3.1.1.5. Other Effects 
Riparian vegetation offers many beneficial effects by controlling quantity and 
quality of flow into the stream (Tabacchi et al., 2000). It is lost due to lowering of 
groundwater levels (Groffman et al., 2003), bank erosion, and removal during 
development. 
Urbanization also causes temperatures in streams to be higher in the summer and 
lower in the winter (Pluhowski, 1970). Temperature increase is caused by reduction in 
shade due to loss of riparian vegetation (Klein, 1979), and runoff from impervious urban 
surfaces that tend to be hotter than vegetated surfaces (Schueler, 1994). During winter, 
groundwater tends to be warmer than surface water, so reduction in baseflow lowers the 
temperature in urban streams (Klein, 1979). Temperature changes can have adverse 
effects on native aquatic species by altering dissolved oxygen concentration, metabolic 
rates, timing of developmental stages, migration patterns, and resistance to diseases 
(Armour, 1991; Carter, 2005; Kaushal et al., 2010). 
Impacts of development also adversely affect public perception and health. 
Contaminated water becomes unsuitable for public consumption, and pathogens and 
various toxic compounds pose significant risk to public health (House et al., 1993; 
Arnone and Walling, 2007). Many studies found that the onset of stream degradation 
occurs when approximately 10% of the watershed area is covered by impervious surfaces 
(Arnold Jr. and Gibbons, 1996; Booth and Jackson, 1997; CWP, 2003; Schueler, 1994; 
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Schueler et al., 2009). Degraded water bodies lose their recreational and aesthetic appeal 
to the public (Burton and Pitt, 2002; House et al., 1993), and restoration can be 
expensive. For example, the damages due to sediment entering surface water bodies and 
the associated restoration efforts are estimated to cost billions of dollars annually in the 
U.S. (Clark, 1985; Pimentel et al., 1995). 
3.1.2. Best Management Practices 
Development is inevitable, owing to the demands of growing population, but its 
impacts on the environment can be minimized by Best Management Practices (BMPs). 
These are either physical infrastructure (structural BMPs) or changes in behavior or 
approach to development (non-structural BMPs), that either reduce flow volumes/rates or 
pollutant loads in storm runoff. Structural BMPs include silt fences, retention/detention 
ponds, bioretention cells, wetlands, and porous pavements/lots (Geosyntec Consultants 
and Wright Water Engineers, 2014; Pitt et al., 2006). Non-structural BMPs involve public 
education, outreach, regulation enforcement, street maintenance activities etc. (Urbonas, 
1994). Implementation of BMPs is prescribed by local (Pitt et al., 2006), state (SCDHEC, 
2002), and federal regulations (USEPA, 2006), which put limits on allowable flow 
magnitudes or contaminant concentrations from a development site. Despite the usage of 
BMPs, the overall protective goals of downstream flow and sediment control may be 
unattained (Hur et al., 2008). This may be due to incorrect implementation and 
maintenance, failure to include non-structural BMPs (Pennington et al., 2003), or failure 
to integrate science and policy (Kaufman, 2000). 
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As the regulations change and management practices improve, continued 
evaluation is essential to assess their effectiveness. The evaluation can be done at the 
watershed or BMP scale (Strecker et al., 2001). Evaluation at the BMP scale involves 
measuring the inflow and outflow characteristics of a BMP (Geosyntec Consultants and 
Wright Water Engineers, 2014), and estimating its effectiveness in reducing flow 
magnitude or pollutant concentration (Geosyntec Consultants and Wright Water 
Engineers, 2009; Pennington et al., 2003; Strecker et al., 2001; Winer, 2000). Ultimately 
the collective effectiveness of BMPs used at a developmental site is determined by the 
downstream impacts. These can be assessed by measuring response at the watershed 
outlet and comparing it to that of a reference, which can be a pre-development time 
period or an undeveloped watershed. The measurements are often available only at the 
watershed outlet so evaluation is possible only at the watershed scale. A drawback of this 
is that the runoff from a development site is mixed with runoffs from other land uses 
(Wolman and Schick, 1967), which obscure the impacts of development. Thus, both 
scales (BMP and watershed) of evaluation are useful for a comprehensive understanding 
of the impacts. 
In this study, the measurements were made only at the watershed outlet, so BMP 
scale evaluation was not possible. So, one of the objectives is to develop a method that 
uses these measurements and characterizes the change at a finer spatial scale, e.g. land 
use scale. Such characterization would provide a direct indication of disturbance at the 
site, and it can be used to predict the effects of a future development. The primary 
objective, however, is to use the analyses from both spatial scales to evaluate the effects 
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of active and completed developments on stormflow characteristics and sediment output. 
Since various BMPs accompanied the active development, which was subject to South 
Carolina regulations, the associated changes in response would indicate their collective 
effectiveness. 
3.2. STUDY AREA 
 
 
Figure 3.1. Study area comprising of four small watersheds in Greenville County, South Carolina 
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The study area is comprised of four small watersheds called Baldwin Creek 1 
(BC1), Baldwin Creek 5 (BC5), Knight Creek (KC), and Lost Creek (LC), located within 
8 km of each other in Greenville County, South Carolina, USA (Figure 3.1). The 
watersheds are drained by streams that are tributaries to the Reedy River, and BC5 is a 
nested watershed within BC1. They underwent various degrees of residential 
development and were monitored as a part of the Changing Land Use and Environment 
(CLUE) project (Hur et al., 2008; Sciera et al., 2008) conducted at Clemson University 
from 2003 to 2009. 
The area is characterized by low rounded hills, which are typical of the Piedmont 
Physiographic Province in the southeastern U.S. The bedrock of fractured sillimanite-
mica schist (Horton and Dicken, 2001) is overlain by saprolite with an average thickness 
of 20 meters (Mitchell, 1995). The soils belong to the Hydrologic Soil Group B, and are 
mainly represented by Madison, Cecil, Pacolet, and Hiawassee series. They are 
moderately permeable, well drained and have a moderate available water capacity (Soil 
Conservation Service, 1975). The elevation ranges from 210 to 290 meters with a mean 
of 250 meters. The average slope is approximately 6-7% (Table 3.1). The climate is 
humid subtropical with the precipitation fairly evenly distributed throughout the year. 
The annual average of rainfall is approximately 120 cm. The annual averages of daily 
minimum, mean, and maximum temperatures are 10, 16, and 22 °C respectively (NOAA, 
2015). 
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Table 3.1. Relevant characteristics of the study watersheds 
 BC5 BC1 KC LC 
Area (km2) 1.43 7.26 0.31 0.51 
Average Slope (%) 5.8 6.3 7.4 6.7 
Land Use Distribution in Jan. 2004     
% Forest 40 37 94 94 
% Pasture 55 23 0 0 
% Full Development 5 40 2 0 
% Active Development 0 0 4 6 
 
3.2.1. Land Use 
The land use types in the study watersheds are broadly classified into four 
categories viz. Forest, Pasture, Full Development, and Active Development (Table 3.1 
and Figure B-1). The Forest land use, in the uplands, is predominantly planted pine forest 
over terraced slopes that are remnant of cotton farming in the past (Hur et al., 2008). The 
bottomlands are dominated by deciduous trees and shrubs. Fallow fields, which are only 
present in the BC watersheds, are designated as Pasture. Suburban areas with buildings, 
paved roads, or parking lots are designated as Full Development. Land use with ongoing 
construction for residential housing, and areas associated with it such as tree clearings, 
unpaved roads etc. are classified under Active Development. Presence of exposed soil is 
a major feature that distinguishes Active Development from Full Development. 
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Throughout the duration of this study (2004-2007) the land use distribution in 
BC5 and BC1 largely remained constant, i.e. there was negligible Active Development. 
At the beginning of the study period (Jan. 2004) KC and LC had 94% Forest (Table 3.1), 
some of which was converted to residential housing during the course of the study. By 
the end of the study period (Dec. 2007), the land use distribution in KC was 89% Forest, 
9% Full Development, and 2% Active Development, and in LC it was 49% Forest, 48% 
Full Development, and 3% Active Development (Figure 3.2). 
Active Development in the study area included activities related to construction of 
residential housing such as clearing vegetation, grading roads and lots, excavating, 
installing sewer lines, building, and landscaping. Several types of BMPs were installed 
and maintained, including silt fences, check dams, inlet protection devices, sediment 
control basins, hydroseeding, and 6-m-wide riparian buffers on either side of the streams 
(Figure B-2). 
Based on the extent of development, the watersheds can be arranged from the 
most disturbed to the least as: LC > KC <> BC1 > BC5. The <> sign is used between KC 
and BC1 because BC1 had more Total Development (40% compared to 10% in KC) but 
no Active Development, whereas KC had at least 2% Active Development throughout the 
study period. Active Development can have significantly more environmental impact 
than full development, so their relative degree of disturbance, solely based on land use 
distributions, is ambiguous. 
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Figure 3.2. Areal extent of Full Development and Active Development during the course of the 
study in KC and LC watersheds, in which Forest (not shown) was converted to residential 
housing 
  
3.2.2. Data Collected 
The data used in this study were collected over four years from January 2004 to 
December 2007. A monitoring station was installed at each watershed outlet to house an 
ISCO 674 tipping-bucket rain gauge, an ISCO 750 Area Velocity Module, an ISCO 6712 
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automated sampler, and equipment for solar power and communication devices (Hur et 
al., 2008). Rainfall and stream flow measurements were collected at five minute intervals 
and stormflow samples were collected for selected events. To capture the first flush 
effect, a shorter sampling interval was used for the raising limb of the hydrograph than 
for the falling limb. 
Flow measurements were also collected manually every few months using a 
SonTek FlowTracker (FT) Handheld Acoustic Doppler Velocimeter. Additional 
measurements include monthly stream cross-sectional surveys, land use inventory, 
habitat assessments, and quarterly bed sediment particle size and benthic 
macroinvertebrate surveys. Storm water samples were analyzed for total suspended 
solids, metals, nutrients, dissolved organic carbon, pH, and hardness. For more details on 
water quality analyses see (Hur et al., 2008; Sciera et al., 2008; Appendix D) and for 
habitat assessment see (Sciera et al., 2008). 
Pre-development spatial information on land use, soils, and topography was 
obtained from <http://www.dnr.sc.gov/GIS/gisdata.html>. Land use distribution was 
adjusted using information from visual observations. 
3.3. METHODS 
Establishment of a baseline reference is necessary to evaluate the effects of a land 
use change. This reference could be an undisturbed watershed, undeveloped land use, or a 
time period prior to the change. The watershed with the least amount of disturbance in 
this study was BC5 (Table 3.1). The land use distribution in BC5 largely remained 
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constant through the study period. Although active development was initiated towards 
end of the study period, only 5% of the storm events measured in BC5 occurred in that 
time. So, it was considered as an undisturbed reference against which the responses of 
other watersheds were compared. Forest and Pasture (fallow fields) were considered as 
undeveloped land uses, so they served as baseline references against which the impacts of 
developed land uses were compared. 
Ideal paired watershed study design involves selecting of a pair of watersheds of 
similar size, slope, land cover, and location (USEPA, 1993). The monitoring period is 
split into calibration and treatment periods. During the calibration period both watersheds 
undergo no change and the observations are used to establish a baseline relationship 
between the watersheds. During the treatment period, the reference watershed undergoes 
no change while the other undergoes land use change or implementation of conservation 
practices (Huang et al., 2003; USEPA, 1993). A new relationship is developed between 
the watersheds and compared with the baseline from the calibration. The difference 
between these relationships is attributed to the land use change. In our study, there was 
no calibration period to use as a reference because the monitoring period nearly coincided 
with the developmental activities. So, the comparisons were made between the area-
normalized responses of the disturbed watersheds with that of the reference. The geology, 
soils, topography, location, and climate are similar between the watersheds, so it was 
assumed that any differences observed in the area-normalized responses can be attributed 
to the differences in the land use distributions. 
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3.3.1. Data Processing 
To calculate the relevant quantities for comparison, accurate and representative 
stream flow measurements are needed. ISCO 750 provides continuous measurements of 
stream flow but it only samples a small conical volume of the flow near the center of the 
channel. Stream wading with FT, however, allows the flow to be sampled at several 
locations across the channel. Comparing the measurements revealed that the flowrate 
estimates of ISCO 750 were nearly double to those of FT (Chapter 2). This is because 
low velocity regions near the banks and the bottom were excluded from the sampling 
volume of ISCO 750. Assuming that the measurements of FT were more accurate and 
representative, continuous flowrate measurements from ISCO 750 were adjusted using 
the index-velocity method (Ruhl and Simpson, 2005). 
Once the representative flow measurements were obtained, storm events with 
complete rainfall-runoff data were compiled from all the watersheds. In total BC5 had 94 
events, BC1 had 103, KC had 121, and LC had 230. A major reason why LC had twice as 
many events as the others is that many small events produced runoff in LC when there 
were no discernible stormflow hydrographs in the other watersheds. For example, there 
was only one event with rainfall < 3 mm that produced runoff in BC5, whereas LC had 
68. This is consistent with the finding from previous studies that development increases 
the frequency of floods in small and frequent events (Hollis, 1975; Packman, 1980). 
Another reason for the difference in the number of events is that on some 
occasions there were gaps in the continuous flow data due to instrument burial, 
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displacement, and equipment malfunctions. These mishaps occurred at different times in 
different watersheds. 
For the purposes of comparison, each developed watershed (BC1, KC, LC) was 
paired with the reference watershed (BC5). Within each pair, a common set of storms 
between the reference and developed watersheds were chosen such that (i) they occurred 
on the same day, and (ii) rainfall magnitudes were within 10% of each other (Figure 3.3). 
These constraints ensure that the antecedent conditions and rainfall characteristics are the 
same between developed and reference watersheds. So, the differences in watershed 
responses can only be attributed to the differences in land use distributions. 
 
 
Figure 3.3. Rainfall magnitudes for the set of storms used in the comparisons of stormflow and 
sediment output characteristics. Storms were chosen such that they occurred on the same day 
and had rainfall magnitudes within 10% of each other in the developed and reference 
watersheds. 
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3.3.2. Quantities Compared 
Quantities that represent stormflow characteristics and sediment output were used 
in the comparisons to assess the impacts of development. Baseflow was separated using 
the constant-slope inflection-point method (Hendriks, 2010) to obtain a stormflow 
hydrograph for each event. Using the hydrograph, area-normalized stormflow volume, 
area-normalized instantaneous peak flowrate, time to peak, and event length were 
calculated. Time to peak was calculated as the time from the onset of stormflow to the 
occurrence of peak flow. Event length was estimated as the duration of the stormflow 
hydrograph. 
Sediment output was quantified using sediment yield (SY) and event mean 
concentration (EMC). SY is the area-normalized total sediment mass from an event, and 
EMC is the total sediment mass divided by the total flow volume during an event (Hur et 
al., 2008). SY and EMC are available only for those events in which the stormflow was 
sampled. Thus, the events used for sediment comparisons are a subset of the those used 
for stormflow comparisons (Figure 3.3). 
3.3.3. Land Use Contributions 
Contribution of a land use to the watershed response is the true indicator of its 
environmental impact. A land use may contribute water, sediment, or contaminants, and 
its contributions are affected not only by its characteristics but also by how it interacts 
with other land uses and in-stream processes. When contributions from each land use are 
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known, they can be used to predict the change in watershed response due to a future land 
use change. 
In this study, we quantified the average contribution of each land use to SY using 
a methodology based on the Revised Universal Soil Loss Equation (RUSLE). RUSLE 
estimates the soil loss from field-sized areas as 
 J RKLSCP   (5) 
where J = soil loss per unit area (t ha-1), R = rainfall-runoff erosivity factor (MJ mm ha-1 
h-1), K = soil erodibility factor (t h MJ-1 mm-1), L = slope length factor, S = slope 
steepness factor, C = cover-management factor, and P = support practice factor (Kinnell, 
2010; Renard et al., 1996). The equation was originally designed to estimate annual 
erosion, in which case the values of K, C, and P are annual averages. To use it for an 
event, K, C, and P need to be adjusted to represent current conditions. When there is a 
change in topography, e.g. due to construction activities, L and S may need to be adjusted 
as well. All the factors except R can be estimated using watershed characteristics and 
following the procedures described in the handbooks (Renard et al., 1996). R is calculated 
using rainfall characteristics such as storm kinetic energy and maximum 30-min rainfall 
intensity (see Appendix B in Renard et al. (1996) for more details). 
En route to the watershed outlet some of the soil eroded may be deposited within 
the same land use, on other land uses, or within the stream. So the sediment yield from a 
land use tends to be less than the erosion rate, and it is calculated for the ith land use as 
 SYi i iJ   (6) 
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where ρ is called sediment delivery ratio, which usually varies in the range 0 ≤ ρ ≤ 1. ρ 
depends on a wide range of geomorphological and environmental factors associated with 
a watershed (Walling, 1983). 
Using eqs. (5) and (6), the total SY observed at the watershed outlet can be 
written as the sum of contributions from each land use as 
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where quantities with subscript i correspond to ith land use, m is the number of land uses 
within the study area, and a is the fractional area. The objective of this study is to 
quantify sediment contribution from each land use rather than quantify individual 
RUSLE factors, so they are lumped and eq. (7) is rearranged to give 
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where Gi is the sediment contribution factor for ith land use. It is defined as the sediment 
yield per unit rainfall erosivity. It has same units as K (t h MJ-1 mm-1) and is a direct 
indictor of the sediment yielding capabilities and the associated environmental impacts of 
a land use. Calculating Gis for land uses in the study area provides a means to make 
comparisons at the land use scale and make assessment of the disturbance that occurs 
during a land use change. 
3.3.3.1. Variants of USLE 
There are several other variants of USLE, such as MUSLE (Williams, 1975) and 
USLE-M (Kinnell and Risse, 1998). Models such as EPIC and APEX use these variants 
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(Kinnell, 2010), which are shown to have better predictive ability than RUSLE. A 
common feature of these models is the inclusion of stormflow or peak flow, with or 
without rainfall characteristics, in the calculation of the erosivity factor. An equation 
similar to (8) can also be developed for these models with R replaced by the erosivity 
factor (X) used by the model. We chose to not to use these models in this study, i.e. we 
used only RUSLE, because they can underestimate G for developed land uses. 
By definition, Gi = SYi ∕ Xi, where Xi is the erosivity factor used in the model for 
ith land use. Unlike R, which is independent of land use, Xi varies with land use because it 
is a function of the runoff generated by the land use. Developed land uses tend to produce 
more runoff and sediment than the undeveloped ones. So, for the same rainfall across 
various land uses, Xi increases with development. For the same rainfall, SYi also 
increases with development. So, in the ratio above, the increments in SYi and Xi tend to at 
least partially cancel out yielding a subdued increase, or worse a decrease, in Gi. If Xi 
increases faster with development than SYi, then there can be situations where Gi for a 
developed land use is less than that of an undeveloped one, even though it produced a 
larger SYi than the latter. In RUSLE, however, R is independent of runoff or development 
so Gi is proportional to SYi. 
3.3.3.2. Estimating G 
Equation (8) can be applied to a rainfall event, and using rainfall-runoff 
observations, water quality analyses, and land use inventory, all quantities other than the 
Gis can be estimated. This gives a linear equation with m variables. If there are n rainfall 
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events in the study area, gathered from all the watersheds, a system of linear equations 
can be developed as 
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where aji is the fractional area of ith land use during jth storm event, Gi is the sediment 
contribution factor for ith land use, and SYj ∕ Rj corresponds to the jth storm event. Each 
row in the coefficient matrix represents a storm event in a watershed, and each column 
represents a land use. To obtain a solution, the coefficient matrix should have a rank = m, 
i.e. the number of linearly independent rows ≥ the number of variables. If there is no 
change in the land use distribution between several storm events, then the rows 
corresponding to those events are linearly dependent. When the number of linearly 
independent rows > the number of variables, the system is over-determined and it is 
possible to obtain a solution as well as the uncertainly associated with the G. 
An advantage of using eq. (9) is that all the storm events can be used without 
restrictions on the timing and magnitude of rainfall (e.g. Figure 3.3). This is because SY 
is normalized by R, thus removing the dependency on rainfall characteristics. 
For our study area, m = 4 (Table 3.1), n = 85 (number of events with sediment 
measurements from all the watersheds), and number of linearly independent rows = 22. A 
linear least squares solver was used to solve this over-determined system of equations. 
First the system was solved in watersheds with no Active Development (BC5 and BC1) 
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to obtain approximate values of Gis for Forest, Pasture, and Full Development. These 
values were used to place constraints on the respective Gis when solving the system for 
the entire study area. A bootstrap method was used to estimate the 95% confidence 
intervals for the Gis. 
3.4. RESULTS 
Watershed-scale analysis involved the comparison of streamflow characteristics 
and sediment output from the developed/developing watersheds (BC1, KC, and LC) with 
those from the reference watershed (BC5), which was minimally developed. Land use 
scale analysis involved the comparison of sediment contributions from the developed 
land uses with those from the undeveloped ones. Comparisons were made using plots 
(Figure 3.4) and statistical analyses of the ratios of developed watershed responses to 
those of the reference (Tables 3.2 and 3.5). A line of equality (slope=1, intercept=0), 
referred to as 1:1 line, is shown in the plots to aid in comparison. A point plotting above 
the line or a ratio > 1 indicate a higher value in developed watershed compared to the 
reference. Mean ratios indicate the average response of a developed watershed relative to 
the reference during the study period. 
One sample t-tests (two-tailed with hypothesized mean = 1) were performed to 
determine if the observations from developed and reference watersheds were statistically 
distinct, i.e. whether the impacts of land use change were significant. p-value denotes the 
probability of no distinction, and it is generally accepted that p < 0.05 indicates a 
significant difference between the datasets. The Power of t-test is an evaluation of the test 
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itself, i.e. it indicates the probability that the test correctly identifies a distinction when 
there is one. A Power > 0.8 is generally acceptable. 
3.4.1. Stormflow Characteristics 
Area-normalized stormflow volumes and peak flows in developed watersheds 
were greater than those in the reference (Figure 3.4 and Table 3.2). Event-length was less 
than that in the reference only in the most developed watershed (LC). Development had 
little or no effect on time to peak. 
In LC, stormflow was 3 times greater than that in BC5, and peak flow was 9 times 
greater (Table 3.2). KC had twice as much stormflow as BC5, and 3 times as much peak 
flow. In BC1, the flow volumes were roughly 1.5 to 2 times greater. Accordingly, the 
data plot predominantly above the 1:1 line with LC showing the maximum change, 
followed by KC and BC1 (Figure 3.4). Some storms in BC1 plot below the line but the 
overall trend is that the flow volumes were greater than those in BC5. The t-test results, p 
< 0.01 and power > 0.8 (Table 3.2), generally show that the watershed responses are 
clearly distinct from the reference and therefore land use changes due to development 
caused significant increases in flow volumes. In one case, for peak flow in KC, t-test 
marginally failed to recognize a distinction because of large uncertainty in the mean. 
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Figure 3.4. Comparison of stormflow characteristics between developed watersheds (BC1, KC, and LC) and the reference watershed 
(BC5) during selected events (Figure 3.3). (a) Area-normalized stormflow volume, (b) Area-normalized peak flowrate, (c) Time to peak, 
and (d) Event length. 
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Table 3.2. Ratios of stormflow characteristics of developed watersheds to those of the 
undeveloped reference (BC5) 
 
Minimum Maximum 
Mean 
± 95% CI 
t-test 
p-value Power 
Stormflow      
BC1 0.3 4.6 1.58 ± 0.26 < 0.01 0.99 
KC 0.6 4.4 2.05 ± 0.61 < 0.01 0.93 
LC 0.4 12.3 2.90 ± 1.11 < 0.01 0.93 
Peak flow      
BC1 0.1 4.4 1.85 ± 0.26 < 0.01 1.00 
KC 0.4 18.6 3.25 ± 2.31 0.06 0.49 
LC 1.4 33.7 9.12 ± 2.96 < 0.01 1.00 
Time to Peak      
BC1 0.3 3.9 1.34 ± 0.20 < 0.01 0.92 
KC 0.2 2.6 0.95 ± 0.27 0.71 0.06 
LC 0.0 2.6 0.90 ± 0.23 0.39 0.14 
Event Length      
BC1 0.5 2.5 1.25 ± 0.12 < 0.01 0.97 
KC 0.4 1.8 0.97 ± 0.24 0.78 0.06 
LC 0.2 1.6 0.57 ± 0.14 < 0.01 1.00 
Sample Size: BC1 = 54; KC = 16; LC = 27 
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The event-length in LC was 40% smaller than that in BC5 (Table 3.2). It was 
slightly smaller in KC, compared to BC5, but the difference was statistically 
insignificant. In BC1, however, it was 25% larger than that in BC5. Time to peak was 
also 35% larger in BC1 (Table 3.2). It was slightly smaller in KC and LC, but the 
difference was statistically insignificant, and the t-test failed to recognize any distinction 
from BC5 response. 
3.4.1.1. Hydrograph Comparison 
 
Figure 3.5. Area-normalized stormflow hydrographs in all watersheds for an event on 03/20/2006 
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Area-normalized stormflow hydrographs were compared for an event on 
03/20/2006 (Figure 3.5 and Table 3.3), which had nearly the same rainfall magnitude (21 
mm) and distribution in all watersheds. A second pulse of rainfall occurred at 5 am on 
03/21/2006 in KC and LC but not in BC5 and BC1, so the hydrograph was truncated at 5 
am for uniformity in comparison. Event lengths were not computed and stormflow 
volumes (Table 3.3) were computed up to 5 am. It should also be noted that the rainfall 
started 10 min earlier in BC5 and BC1 than in KC and LC. Each bar in the precipitation 
graph (Figure 3.5) corresponds to a 5-minute interval. 
 
Table 3.3. Stormflow characteristics in all watersheds during an event (rainfall = 21 mm) 
on 03/20/2006 
Watershed 
Area-normalized 
Time to 
Peak (hr) 
Land use distribution on 03/20/2006 (%) 
Stormflow 
(mm) 
Peak Flow 
(mm/s) Forest Pasture Full Dev. Active Dev. 
BC5 0.4 2.6×10-5 5.7 40 55 5 0 
BC1 0.7 5.4×10-5 6.0 37 23 40 0 
KC 1.5 1.0×10-4 5.6 94 0 3 3 
LC 3.1 3.2×10-4 4.7 62 0 30 8 
 
 
Area-normalized stormflow in LC was 8 times as much as that in BC5. In KC it 
was 4 times, and in BC1 it was twice as much. Area-normalized peak flow in LC was 10 
times, in KC it was 4 times, and in BC1 it was twice as much as that in BC5. Time to 
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peak was nearly the same in all watersheds except in LC, where it was 20% less than that 
in BC5. 
3.4.1.2. Effect of Spatial-Scale 
All the watersheds used in this study are small (less than 8 km2) but their areas are 
quite different (Table 3.1), i.e. they vary by a factor of 20. It is possible that the observed 
differences in their stormflow characteristics are entirely due to differences in their size. 
To evaluate this, the effect of area on peak flows is analyzed. Research on this topic 
(Gupta et al., 2007; Ogden and Dawdy, 2003) indicates that there is a power-law 
relationship between peak flow and watershed area as 
 ,p W WQ A

   (10) 
where is Qp,W is peak flow (m3 s-1), AW is watershed area (km2), and β and ϕ are 
calibration parameters that are assumed to depend on a wide range of factors such as 
geomorphological characteristics, location, climate, and event magnitude. Because of the 
similarities of all these factors between the watersheds in the study area, β and ϕ can be 
assumed to be the same across all watersheds for a given storm event. Thus, a 
relationship between area-normalized peak flows during an event and watershed areas 
can be developed as 
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where the subscripts D and BC5 correspond to a developed watershed and the reference 
watershed (BC5) respectively. Eq. (11) gives the expected area-normalized peak flow 
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ratio (left-hand side) due to differences in watershed sizes. ϕ varies between 0.6 and 0.9 
(Gupta et al., 2007; Ogden and Dawdy, 2003), so we used ϕ = 0.75 to calculate the ratios 
for each developed watershed. Since ϕ depends on many factors, ϕ = 0.75 is assumed to 
represent the average behavior in the study area. 
The expected ratios decrease with area (AD) because the exponent, ϕ-1, in eq. (11) 
is negative. So the ratios are greater than unity for KC and LC because they are smaller 
than BC5, and less than unity for BC1 because it is larger (Table 3.4). In other words, the 
area-normalized peak flows from KC and LC are expected to be greater than those from 
BC5 based solely on their smaller sizes. However, Table 3.2 shows that the observed 
ratios are much larger than the expected ratios listed in Table 3.4. Thus, the effect of 
watershed size alone cannot explain the increase in peak flows from the developed 
watersheds. The difference between the observed and expected ratios in each developed 
watershed (Table 3.4) can therefore be attributed to the corresponding development. 
 
Table 3.4. Expected area-normalized peak flow ratios solely based on the watershed 
areas 
Watershed 
Expected 
Peak Flow Ratios 
Difference  
(Observed-Expected) 
BC1 0.7 1.2 
KC 1.5 1.8 
LC 1.3 3.9 
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3.4.2. Sediment Output 
 
 
Figure 3.6. Comparison of sediment output characteristics between developed watersheds (BC1, 
KC, and LC) and the reference watershed (BC5) 
 
Sediment yield (SY) and event mean concentration (EMC) in BC1 were 6 times 
as much as those in BC5 (Table 3.5). In KC and LC, they were approximately 60 to 90 
times as much. The t-test either failed to notice a distinction between the responses of 
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developed and reference watersheds (p > 0.05), or they were unreliable (Power < 0.8). 
This may be due to a small sample size and large scatter in the data. The uncertainty in 
the means (Table 3.5) was also extremely high probably because of the same reason. The 
plots (Figure 3.6), however, clearly show that all events in KC and LC produced more 
sediment, several hundred times more in some events, compared to BC5. 
 
Table 3.5. Ratios of sediment output characteristics of developed watersheds to those of 
the undeveloped reference (BC5) 
 
Minimum Maximum 
Mean 
± 95% CI p-value Power 
Sediment Yield      
BC1 0.2 20 6.1 ± 4.1 0.02 0.70 
KC 7.3 226 89 ± 297* 0.33 0.12 
LC 7.3 285 64 ± 80* 0.10 0.36 
Event Mean Conc.      
BC1 0.1 13 5.9 ± 2.9 < 0.01 0.92 
KC 2.6 248 85 ± 352* 0.41 0.10 
LC 2.0 361 67 ± 101* 0.17 0.26 
Sample Size: BC1 = 10; KC = 3; LC = 8 
* Unreliable because of small sample size and high scatter 
 
Based on the comparisons with BC5 it was not possible to determine which 
among KC and LC produced more sediment. So, a separate paired watershed study was 
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performed and SY and EMC ratios (as LC ∕ KC) were calculated in events that occurred 
on the same day and had rainfall magnitudes within 10% of each other. The mean ratios 
with the corresponding 95% confidence intervals, calculated from 12 storm events, were 
44 ± 80 for SY, and 7 ± 6 for EMC. The ratios indicate that LC produced more sediment 
on average but the uncertainty was large. The comparison plots, however, show that in all 
but two events, LC produced more sediment than KC (Figure 3.7). 
 
Figure 3.7. Comparison of sediment output characteristics in watersheds with Active 
Development 
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3.4.3. Sediment Contribution Factors 
Sediment contribution factors (G), estimated using eq. (9), indicate that Active 
Development contributed approximately 100 times more sediment per unit area than 
Forest or Pasture (Table 3.6). Full Development contributed approximately 5 times more 
sediment. Forest and Pasture contributed similar amounts of sediment and given the 
uncertainty it was not possible to determine which one contributed more. The land uses 
can be arranged in the increasing order of sediment contribution as: Forest ≈ Pasture < 
Full development << Active development. 
 
Table 3.6. Sediment contribution factors for all land uses in the study area 
Land Use 
Gi ± 95% CI 
(10-5 t h MJ-1 mm-1) 
Forest 4 ± 2 
Pasture 2 ± 2 
Full Development 18 ± 11 
Active Development 440 ± 120 
No. of storms = 85 
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3.5. DISCUSSION 
3.5.1. Changes in Flow and Sediment 
Stormflow volumes and peak flows increased with the degree of development. 
The runoff potential was maximum in LC, the most disturbed watershed, and it was 
minimum in BC5, the least disturbed watershed. KC, which had Active Development, 
showed more runoff potential than BC1, which had no Active Development. Based on 
the comparison plots (Figure 3.4), analysis of ratios (Table 3.2), storm hydrograph 
(Figure 3.5 and Table 3.3), and the effect of spatial scale (Table 3.4), watersheds can be 
arranged in the increasing order of runoff potential as: BC5 < BC1 < KC < LC. 
The effect of development on overland flow travel times, as indicated by event 
length and time to peak, was mixed. There was no significant difference between the 
travel times in KC and the reference watershed, BC5. This may be due to BMPs reducing 
the flowrates from construction sites without necessarily reducing the total volumes from 
the event. Another possible reason was that 90% of KC remained in undisturbed 
condition. Travel times in LC, which was more intensely developed than KC, were 
smaller than those in BC5. In BC1, however, they were greater despite BC1 being more 
developed (larger fraction of impervious area) than BC5. This may be because BC1 is the 
largest watershed in the study area and has an elongated shape (Figure 3.1 and Table 3.1). 
Both these features increase the travel times. Moreover, BC5 is a nested watershed within 
BC1, so the runoff from BC5 would appear at a later time at the BC1 outlet. Although 
imperviousness decreases travel times, it appears that the size and shape of BC1, and 
  78 
delayed runoff from BC5 had a more pronounced effect that resulted in greater travel 
times in BC1. 
Sediment output increased with development, and watersheds with Active 
Development (LC and KC) produced significantly more sediment than those without it 
(BC1 and BC5). There was large uncertainty in the mean ratios used for sediment 
comparisons (Table 3.5), most likely because of a small sample size. The sediment data 
was available only for few selected storms, the number of which was further reduced 
after imposing the restrictions on rainfall magnitude and timing (Figure 3.3). A large 
inter-event variability in sediment output also contributed to high uncertainty. Based on 
the comparison plots (Figures 3.6 and 3.7) and analysis of ratios (Table 3.5), watersheds 
can be arranged in the increasing order of sediment production as: BC5 < BC1 << KC < 
LC. 
3.5.2. Land Use Contributions 
The sediment contribution factors can be used to predict long-term change in 
sediment yield due to a future land use change. The values of G presented in Table 3.6 
are average values over the 4-year study period. This is consistent with RUSLE, which 
was originally designed to determine annual soil losses rather than event-scale losses. 
The uncertainty associated with each Gi represents inter-event variability, and therefore it 
should be taken into account when interpreting event-scale results.  
A Gi can be negative in situations where sediment eroded from adjacent land uses 
is deposited on the ith land use. This is unlike RUSLE, where all the factors are positive 
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because eq. (5) only deals with erosion from a single plot. When dealing with sediment 
yield at the watershed outlet, as is the case in eq. (9), deposition due to land use 
interactions and in-stream processes also becomes important. So, when solving eq. (9), 
the possibility of a negative G should be considered. It is even better if this is supported 
by overland flow paths and on-site observations. A land use with negative G reduces the 
effect that development has on sediment yield. 
Sediment yield is important from the standpoint of downstream impacts. From the 
standpoint of onsite disturbance and control, however, gross erosion is an important 
metric (Wolman, 1975). Sediment yield tends to be less than the erosion rate. This is 
more so for active development, whose sediment output is mitigated by BMPs, deposition 
on other land uses and within the stream. Therefore, the erosion rate at a construction site 
can be many times more than the Gi presented in Table 3.6. 
3.5.3. Management Implications 
Best Management Practices are implemented at the construction sites to satisfy 
environmental regulations designed to mitigate the adverse effects on downstream 
waterbodies. Active Development in the study area was accompanied by various BMPs, 
and significant increases in flow volumes/rates and sediment output occurred despite 
their use. Sediment yields from watersheds undergoing construction were nearly two 
orders of magnitude greater than the undeveloped reference watershed (Figure 3.6 and 
Table 3.5). Field observation of BMPs indicated that they clearly trapped some sediment, 
and yet significant amount of sediment passed through the watershed outlet. Indeed, 
studies from before modern BMPs were in use (Wolman, 1967; Walling and Gregory, 
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1970; Wolman, 1975) also reported sediment yields up to two orders of magnitude 
greater than the background levels. This finding suggests that the BMPs at our field sites 
did little to protect surface water from sediment loading. 
Regulations in South Carolina require that the BMPs achieve a removal efficiency 
of 80% suspended solids or 0.5 ml/l peak settable solids concentration, whichever is less 
(SCDHEC, 2002; SCDHEC, 2012). It is unknown whether these criteria were met 
because the verification requires water quality analyses of effluents from constructions 
sites and BMPs, and these are unavailable for our study area. Other states in the U.S. 
require that the sediment concentration remain less than 110% of background levels, or 
less than 500 mg/l (USEPA, 2006). Neither of these restrictions were met at the 
watershed outlet (Figure 3.6, Tables 3.5 and 3.6), and accounting for the effects of 
dilution, it is unlikely that they were met at the construction sites as well. 
Regulations in South Carolina also require that post-development peak flows not 
exceed pre-development flows for the 2-and 10-year frequency 24-hour duration storm 
events (SCDHEC, 2002; SCDHEC, 2012).  Area-normalized post-development peak 
flows from BC1 exceeded those from the undeveloped BC5 in 90% of the events (48 out 
of 54 events) (Figure 3.4), and on average they were nearly twice as large as those in 
BC5 (Table 3.2). These 48 events include all large events except one (Figure C-1d), and 
therefore it is likely that the peak flows in BC1 exceed those in BC5 during events of 
large recurrence intervals. 
South Carolina regulations recommend limiting peak flowrates and stormflow 
volumes from construction sites to non-erosive levels (SCDHEC, 2012), but they impose 
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no quantitative restrictions. This is a concern because construction can span several years 
and peak flowrates can be several times greater than background rates.  For example, the 
area-normalized peak flows in LC were 9 times greater than those in the undeveloped 
BC5 during the 4 years of the study.  Changes of these magnitudes may have lasting 
adverse effects on downstream water bodies. Increases in stormflow volumes can also be 
detrimental. Even if the peak flows are reduced, increased stormflow volumes would 
increase the duration of high flows, which can also adversely impact stream morphology 
and biota. 
There was some evidence of structural failure of BMPs in the field (Figure B-3a 
& b). This could be one of the causes of significant increases in flow and sediment 
output. Regular maintenance may be necessary to avoid such mishaps and improve their 
effectiveness. 
3.6. CONCLUSIONS 
Observations from four small watersheds (Figures 3.1 and 3.2; Table 3.1) were 
used to evaluate effects of residential construction on streamflow and sediment yield. The 
evaluation was performed at the watershed-scale and at the land use scale. Paired 
watershed study approaches, with the minimally developed watershed (BC5) as the 
reference, were used to quantify changes in stormflow and sediment yield at the 
watershed-scale. A methodology based on RUSLE [eqs. (5) through (9)] was used for 
land use scale evaluation, in which the contribution of each land use to the sediment yield 
was quantified. 
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Area-normalized stormflows and peak flows increased with the extent of land use 
disturbance. In the most disturbed watershed, LC, stormflow was 3 times greater than that 
in BC5, and peak flow was 9 times greater (Figure 3.4 and Table 3.2). KC, which was 
less disturbed than LC, had twice as much stormflow as BC5, and 3 times as much peak 
flow. In BC1, which had more impervious area than BC5 and no active development, the 
flow volumes were roughly 1.5 to 2 times greater. The travel times in LC were less than 
those in BC5, but they were unaffected in KC likely because 90% of the watershed 
remained in undisturbed condition and/or flowrates from construction sites were reduced 
by BMPs. In BC1, however, they were greater than BC5, more likely because of larger 
area and elongated shape of BC1 (Table 3.1 and Figure 3.1), and because BC5 is a nested 
watershed within BC1. The frequency of stormflow generating events increased in LC. 
Sediment yields (SY) and event mean concentrations (EMC) increased with 
development, and actively developing watersheds (KC and LC) produced significantly 
more sediment than the others (Figure 3.6 and Table 3.5). SY and EMC in BC1 were 6 
times greater than those in BC5. In KC and LC, they were 60 to 90 times greater. A 
paired watershed study approach between KC and LC showed that LC produced more 
sediment (Figure 3.7). 
Sediment contribution factor (Gi), defined as SY from ith land use per unit rainfall 
erosivity, was estimated for all land uses in the study area (Table 3.6). The Gis show that 
Active Development contributed nearly 100 times more sediment per unit area than 
Forest or Pasture. Full Development contributed approximately 5 times more sediment. 
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The contributions from Forest and Pasture were similar. The Gis can be used to predict 
long-term change in sediment yield due to a future land use change. 
Active development in the study area was accompanied by various BMPs, and the 
above-mentioned increases in flow volumes and sediment output occurred despite their 
use. Compliance with some state regulations could not be verified when measurements 
from the construction sites were required, because they are unavailable. Evaluation based 
on watershed and land-use scale analyses showed that the BMPs performed poorly with 
respect to other regulations. Improvements in implementation and/or proper maintenance 
may be necessary to ensure the effectiveness of BMPs. Regulations may also need to be 
improved to include numeric criteria for controlling flow rates/volumes from construction 
sites and/or actively developing watersheds. 
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LIST OF SYMBOLS 
a = fractional area 
BC = Baldwin Creek 
C = cover-management factor 
EMC = Event Mean Concentration 
Gi = sediment contribution factor of ith land use (t h MJ-1 mm-1) 
J = soil loss per unit area (t ha-1) 
K = soil erodibility factor (t h MJ-1 mm-1) 
KC = Knight Creek 
L = slope length factor 
LC = Lost Creek 
m = no. of. land uses within the study area 
n = no. of storm events with SY estimates 
P = support practice factor 
ρ = sediment delivery ratio 
R = rainfall-runoff erosivity factor (MJ mm ha-1 h-1) 
RUSLE = Revised Universal Soil Loss Equation 
S = slope steepness factor 
SY = Sediment Yield 
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CHAPTER 4  
INCLUDING EFFECTS OF WATERSHED HETEROGENEITY IN THE CURVE 
NUMBER METHOD USING VARIABLE INITIAL ABSTRACTION 
ABSTRACT 
The curve number (CN) method was developed more than half a century ago and 
is still used in many watershed/water quality models to estimate direct runoff from a 
rainfall event. Despite its popularity, the method is plagued by a conceptual problem 
where CN is assumed to be constant for a given set of watershed conditions, but many 
field observations show that CN decreases with event rainfall (P). Recent studies indicate 
that heterogeneity within the watershed is the cause of this behavior, but the governing 
mechanism remains poorly understood. This study shows that heterogeneity in initial 
abstraction, Ia, can be used to explain how CN varies with P. By conventional definition, 
Ia is equal to the cumulative rainfall before the onset of runoff, and is assumed to be 
constant for a given set of watershed conditions. Our analysis shows that the total storage 
in Ia (IaT) is constant, but the effective Ia varies with P, and is equal to the filled portion of 
IaT, which we call IaF. CN calculated using IaF varies with P similar to published field 
observations. This motivated modifications to the CN method, called Variable Ia Models 
(VIMs), which replace Ia with IaF. VIMs were evaluated against Conventional Models 
CM0.2 (λ = 0.2) and CMλ (calibrated λ) in their ability to predict runoff data generated 
using a distributed parameter CN model. The performance of CM0.2 was the poorest 
whereas those of the VIMs were the best in predicting overall runoff and watershed 
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heterogeneity. VIMs also predicted the runoff from smaller events better than the CMs, 
and eliminated the false prediction of zero-runoffs, which is a common shortcoming of 
the CMs. We conclude that including variable Ia accounts for heterogeneity and improves 
the performance of the CN method while retaining its simplicity. 
4.1. INTRODUCTION 
The estimation of runoff from a rainfall event is of primary importance in applied 
hydrology. It is necessary in the engineering design of small structures, post-event 
appraisals, environmental impact work, and other applications (Hawkins, 1993). One of 
the most popular techniques used for this purpose is the Curve Number method, which 
has been in use for more than half a century (Soil Conservation Service, 1956). The 
method uses a parameter called Curve Number (CN), which is assumed to depend mainly 
on land cover, soil types, and antecedent conditions within a watershed. 
Curve Number varies spatially due to watershed heterogeneity, and temporally 
due to changes in soil moisture, land cover, temperature, and other processes (Hawkins et 
al., 2008; Ponce and Hawkins, 1996; Rallison and Miller, 1982). CN also varies with the 
magnitude and spatiotemporal distribution of rainfall. When heterogeneity is known at 
sufficient detail, CN variation can be accounted by using a distributed parameter model. 
Otherwise this approach can introduce more parameters than can be reliably estimated 
from the available data, and cause large uncertainties in the predicted runoff. There are 
several ways to account for temporal variation of CN, each with its own advantages and 
shortcomings (Santikari and Murdoch, 2017). CN variation with the distribution of 
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rainfall is usually ignored. CN method is most commonly applied as an event-scale 
lumped-parameter model, which is simple but also limited in its ability to account for the 
variations of CN.  This diminishes the accuracy of its runoff predictions. 
The objective of this work is to improve the event-scale lumped-parameter 
application of the CN method by describing an approach for incorporating the 
spatiotemporal variations of CN. The investigation is described in two papers. In this 
paper, effects of spatial variation of CN (heterogeneity) at the watershed scale are 
analyzed. Insights gained from this analysis are used to create modified models that 
account for heterogeneity. The modified models are evaluated using the runoff generated 
by a distributed parameter model applied to a hypothetical heterogeneous watershed. In a 
companion paper (Santikari and Murdoch, 2017), the modified models are refined by 
including an approach that accounts for the temporal variation of CN using antecedent 
moisture. The refined models, which account for spatial and temporal variability, are then 
evaluated using data from real watersheds. 
4.1.1. Background 
The CN method assumes that a rainfall event produces runoff (Q) when the event 
rainfall (P) exceeds the initial abstraction (Ia). Ia includes interception storage (by tree 
canopy, roof tops and such), early infiltration, and surface depression storage. The 
effective rainfall, P- Ia, is partitioned between Q and further infiltration (F). This is given 
by mass balance as 
 
a aP I F Q P I       (1) 
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Both F and Q are zero when P ≤ Ia, and both increase with P when P > Ia. It is assumed 
that F has an upper limit, which is referred to as the potential maximum retention (S). In 
other words, S is the total storage available for infiltration after the runoff begins. 
The conceptual basis that defines the curve number method comes from the 
following assumption (Hawkins et al., 2008; NRCS, 2003; Ponce and Hawkins, 1996; 
Rallison and Miller, 1982; Woodward et al., 2002): 
 
a
Q F
P I S


 (2) 
i.e. the runoff coefficient (left hand side) is equal to the fraction of storage filled in S 
(right hand side). Equation (2) is developed using the reasoning that the equality holds at 
the end points (P ≤ Ia and P → ∞) (Hawkins et al., 2008; Rallison and Miller, 1982; 
Woodward et al., 2002), and that the behavior of both ratios in the intermediate range is 
essentially the same (Figure 4.1). When P ≤ Ia, both Q and F are zero and therefore the 
ratios on either side of eq. (2) are zero. When P > Ia, both the ratios increase with P, 
whereas their rate of increase diminishes. At the limit of P → ∞, both the ratios approach 
unity. 
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Figure 4.1. Presumed variation of the ratios in eq. (2) with event rainfall (P). Q is event runoff, Ia 
is initial abstraction, F is cumulative infiltration after runoff begins, and S is potential maximum 
retention (modified from Rallison and Miller (1982) Figure 2). 
 
To eliminate the need for an independent estimation of Ia (Ponce and Hawkins, 
1996; Rallison and Miller, 1982), it is assumed that 
 aI S   (3) 
where λ is a dimensionless parameter called the initial abstraction ratio. Early field data 
suggested an optimum value of λ = 0.2 (Soil Conservation Service, 1956). However, 
more recent studies (Hawkins et al., 2008; Woodward et al., 2003) suggest that λ = 0.05 
is more appropriate. Using eqs. (1), (2), and (3), Ia and F can be eliminated to give 
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  (4) 
Since the value of λ is usually fixed (at 0.2 or 0.05), eq. (4) requires only one parameter, 
S, which varies within the range 0 ≤ S ≤ ∞. 
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For convenience (Hawkins et al., 2008; Ponce and Hawkins, 1996), S (units in 
mm) is mapped on to a dimensionless parameter called the Curve Number (CN) as  
 
25400
CN
254 S


  (5) 
so that CN is 100 when S is zero, but approaches zero as S approaches infinity. In 
practice, when λ = 0.2, CN ranges from around 30 (for vegetated surfaces with highly 
permeable soils) to close to 100 (for impermeable surfaces or soils) (USDA, 1986). 
Tabulated CN values for various land uses, soil types, and management scenarios are 
available in handbooks and manuals (NRCS, 2003; USDA, 1986). If a watershed has 
multiple land uses or soil types, typically, the CN is areally averaged. CN can also be 
determined from field data by solving eq. (4) for S as 
 2 2
2
1
2 (1 ) (1 ) 4
2
S P Q Q PQ   

      
 
  (6) 
and then using eq. (5). Conversely, when the CN of a watershed is known, Q can be 
estimated for a rainfall event using eqs. (4) and (5). 
The curve number method is appealing because it is based on an intuitive concept 
[eq. (2)], relies on only one parameter, has a large body of literature (Hawkins et al., 
2008), and a comprehensive database (NRCS, 2003; USDA, 1986). It has been included 
in many watershed/water quality models such as SWAT (Soil and Water Assessment 
Tool) (Neitsch S.L. et al., 2005), CREAMS (Chemicals, Runoff and Erosion from 
Agricultural Management Systems), GLEAMS (Groundwater Loading Effects of 
Agricultural Management Systems) (Knisel and Douglas-Mankin, 2012), AnnAGNPS 
(Annualized Agricultural Non-point Source Pollution Model) (Bingner et al., 2011), 
  105 
EPIC (Environmental Policy Integrated Climate), APEX (Agricultural 
Policy/Environmental Extender) (Wang et al., 2012), and HydroCAD (HydroCAD, 
2015). A physically-based modeling framework, such as the diffusive-wave 
approximation for overland flow coupled with the Richard’s equation for unsaturated 
subsurface flow, e.g. (Panday and Huyakorn, 2004), may improve accuracy and 
resolution of model predictions compared to the CN method, when the necessary input 
data, expertise, and computing resources are available. However, the CN method will 
likely remain popular for many applications in runoff modeling because of its ease of use, 
wide knowledge base, and less demand on computational resources than many 
physically-based models. 
4.1.2. CN Variation with P 
Curve Number is assumed to be a watershed property that depends on the current 
conditions, but it also varies with P [e.g. Figure 4.2(a) and 4.2(b)]. Hawkins (1993) and 
D’Asaro and Grillone (2012) evaluated approximately 100 watersheds in a wide range of 
settings and found the CN variation with P to be common. In 75% of the watersheds they 
observed, CN decreased with increasing P and asymptotically approached a constant 
value. Hawkins (1993) referred to this as standard behavior. In 20% of the watersheds, 
CN decreased with P but an asymptote was not attained within the range of the observed 
P. This was referred to as complacent behavior. In about 5% of the watersheds, the CN 
increased with P and asymptotically approached an apparent constant value. This 
behavior, referred to as violent, was often preceded by complacent behavior at smaller 
rainfalls. Hawkins (1993) hypothesized that the inverse relationship between CN and P 
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may be due to some spurious correlation between them, or due to a bias that inherently 
results from the selective omission of data from small storm events that failed to produce 
runoff. The reasoning is that large rainfalls always produce runoff but small rainfalls 
produce runoff only under wet conditions, when the CN is large. Therefore small CN 
values for small rainfalls go unrecorded. 
In watersheds showing a standard behavior, CN was treated as an asymptotic 
function of P as    
 CN CN (100 CN ) kPe      (7) 
 where CN = CN∞ is the asymptote and k is a calibration parameter (Hawkins, 1993). 
CN∞ is the smallest possible value of CN for a watershed and is approached only at large 
values of P. To develop eq. (7), measured values of Q, ideally for a large range of values 
of P, are needed. The usual procedure involves “frequency matching” the data (Hawkins, 
1993), i.e. sorting the values of P and Q separately, and pairing them according to their 
rank. CN for each pair is then calculated using eqs. (5) and (6). Frequency matching 
reduces the scatter of data points around the best fit curve in a CN vs. P plot. 
A standard behavior of CN was also observed in two watersheds (BC5 and BC1) 
near Greenville, South Carolina, USA [Figure 4.2(a) and 2(b)]. In these watersheds, CN 
(calculated using λ = 0.2) decreased from 97 to 50 as P increased from 2 mm to 128 mm. 
The data was characterized by a modest scatter (R2 = 0.9) about the best fit curve based 
on a quadratic function of P. Description of these watersheds is given by Santikari and 
Murdoch (2017). The justification for using quadratic functions follows from the analysis 
of heterogeneity presented in Section-2. 
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Figure 4.2. Variation of CN (λ = 0.2) with P in watersheds (a) BC5, (b) BC1, near Greenville, SC. Variation of Ia with P in (c) BC5, (d) BC1 
(see Santikari and Murdoch (2017) for study area description). Best fit curves for Ia are quadratic functions of P with zero intercept. 
Corresponding best fit curves for CN were derived from those of Ia using eqs. (3) and (5).
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The approach used in Figure 4.2(a) and 4.2(b) avoids the commonly used 
frequency matching, e.g. (Hawkins, 1993). Each CN value in the plot was calculated 
using the P-Q pair from the same storm event. Frequency matching would significantly 
reduce the scatter in the plot, but it would also downplay the importance of CN variation 
due to antecedent conditions. Reducing the scatter by accounting for antecedent 
conditions, e.g. using antecedent moisture (Mishra et al., 2006), is a better approach. 
The hypotheses given by Hawkins (1993) are valid, but insufficient to explain the 
standard and complacent behaviors. It may be true that small rainfalls produce runoff 
only under wet (large CN) conditions and therefore only the large CN values are 
recorded. However, if one has a large enough sample of storms, some of the larger storms 
also must have occurred during wet conditions. For the larger storms, therefore, one 
would expect to see the whole spectrum of CN values ranging from the largest to the 
smallest. However, this is not the case. As P increases, the values of CN decrease 
consistently [Figure 4.2(a) and 2(b)]. 
4.1.3. Heterogeneity as a Cause of CN Variation with P 
Soulis and Valiantzas (2012) hypothesized that the observed variation of CN with 
P in the standard and complacent cases is a consequence of watershed heterogeneity. 
They assumed a hypothetical heterogeneous watershed with two subareas characterized 
by different CNs. They then calculated the watershed runoff, for a range of values of P, 
as the area-weighted average of the runoffs from the subareas. Watershed CN calculated 
using this runoff varied with P akin to the standard behavior. The shape of the 
synthetically generated CN vs. P curve could be matched with the observations by 
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adjusting the areas of the subareas and their respective CNs. This idea can also be 
extended to multiple subareas so that the heterogeneity within a watershed can be 
represented more accurately. However, this could lead to problems of over-
parameterization, non-uniqueness, and non-convergence as pointed out by Soulis and 
Valiantzas (2012). 
In a later paper, Soulis and Valiantzas (2013) suggested using spatial information 
on land cover and soils to delineate the areal extent of subareas and constrain their 
respective CNs. This approach would reduce the number of calibrated parameters by half 
because it only requires the calibration of the CNs for the subareas. In essence, the 
multiple-subarea approach is similar to a distributed modeling approach that calculates 
the watershed runoff as the area-weighted average of the runoffs from the subareas, e.g. 
SWAT (Gassman et al., 2007). The approach used by Soulis and Valiantzas (2013) 
attempts to match the observed and simulated values of CN, whereas that used by SWAT 
attempts to match the observed and simulated values of Q. Since CN and Q are uniquely 
related for given values of P and λ, these approaches are equivalent. A major implication 
of the work of Soulis and Valiantzas (2013) is that a distributed modeling approach can 
account for the standard and complacent behaviors of CN. 
Using a single value of CN independent of P in a heterogeneous watershed can 
cause a systematic error in Q, and lead to poor predictive ability of the method. This is 
because when CN is constant, Q may be underestimated for small P and overestimated 
for large P. This problem can be addressed either by treating CN as a function of P, e.g. 
asymptotic fitting (Hawkins, 1993), or by using a distributed modeling approach that 
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accounts for heterogeneity in sufficient detail, e.g. SWAT (Gassman et al., 2007). An 
understanding of the mechanism of how watershed heterogeneity leads to the variation of 
CN with P is also important. It could help in accounting for this variation without 
resorting to fine discretization or over-parameterization of the CN method. To 
accomplish this, an analysis of the effect of heterogeneity on Ia and S is performed, which 
can then be used to understand the effect on CN. 
4.2. REEVALUATION OF INITIAL ABSTRACTION 
The quantities CN, Ia and S are considered to be the properties of a watershed that 
depend on current conditions. In usual practice, CN estimated for a certain set of 
conditions is applicable to any rainfall event occurring in those conditions irrespective of 
the magnitude of P. However, in every watershed evaluated by the previous studies 
(D’Asaro and Grillone, 2012; Hawkins, 1993) the CN varied with P. If so, since Ia and S 
are inversely related to CN [eqs. (3) and (5)], one can expect that they too vary with P but 
inversely to that of CN. The calculated values of Ia for watersheds BC5 and BC1 near 
Greenville, SC, increase with P and appear to approach a constant at large values of P 
[Figure 4.2(c) and 4.2(d)]. A plot of S vs. P would be similar to the Ia vs. P plot, with the 
y–coordinate scaled by 1/λ. 
To evaluate the link between heterogeneity in Ia and its variation with P, we 
looked at how the effective Ia of a heterogeneous watershed is determined and whether it 
is affected by the magnitude of P. Our analysis shows that there is an inconsistency 
between the theoretical definition of Ia and its calculated value at the watershed scale. It 
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also shows how heterogeneity can cause Ia to vary with P, and how this relates to 
variations of S and CN with P. 
4.2.1. Problems with the Current Usage of Ia 
By the theoretical definition of Ia, if runoff is detected in the hydrograph, it is 
assumed that Ia has been met for the watershed. Watersheds are heterogeneous 
combinations of various land use-soil-slope complexes. These are referred to as 
Hydrologic Response Units (HRUs) in SWAT (Gassman et al., 2007), and the same term 
is also used here. Each HRU is assumed to be homogeneous, and is characterized by 
representative values of CN (CNi) and Ia (Iai). During a rainfall event, the HRU with the 
smallest of the Iais will be the first to generate runoff. Assuming that this runoff reaches 
the watershed outlet, by definition, the Ia of the watershed should be equal to the smallest 
of the Iais. This could even be zero if the watershed has surfaces such as open water 
bodies that cannot abstract the rainfall. 
However, it is difficult to detect the exact moment of generation of runoff and 
determine the corresponding value of Ia, which is equal to the cumulative precipitation at 
that moment. There have been studies (Shi et al., 2009; Woodward et al., 2003) that tried 
to determine Ia from hydrographs. A problem with this approach is that there can be a 
time lag between runoff generation in headwaters and its detection at gauging station. 
Rainfall that occurs during this time lag is also included in Ia, leading to its 
overestimation. Another possible approach would be to collect observations from a large 
number of rainfall events and take Ia to be equal to the smallest P that produced runoff. 
This would eliminate the problem with the lag time, but Q needs to be insignificant to 
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reduce the error in Ia. It should also be noted that Ia determined this way is only 
representative of the antecedent conditions of the smallest event that produced runoff. 
It may be difficult to measure Ia directly, but it can be calculated for any event 
using eqs. (6) and (3). However, in medium to large rainfall events, even the HRUs with 
larger Iais will contribute to Q. Therefore, the calculated value of Ia in these events will 
also be influenced by larger Iais. This value of Ia tends to be greater than the smallest of 
the Iais. Moreover, it can be expected to increase with P as increasingly larger rainfalls 
generate runoff from HRUs with increasingly larger Iais.  Thus, there is an inconsistency 
between the definition of Ia and its calculated value at the watershed scale. 
4.2.1.1. Spatial-scale effect on λ 
Strictly adhering to the definition of Ia at the watershed scale may also cause a 
spatial-scale effect on λ. Let us refer to the CN of the watershed as CNW, and Ia as IaW. 
One of the common ways to determine CNW is to calculate it as the area-weighted 
average of the CNis (NRCS, 2003) as 
 
1
CN CN
n
W i i
i
a

   (8) 
where ai is the fractional area of the ith HRU. Note that the fractional areas must add up to 
unity. By definition, IaW is equal to the lowest of the Iais. Therefore, if 1 2 ....a a anI I I    
then 
 1aW aI I   (9) 
From equations (3) and (5) it can be shown that CN and Ia are related as 
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If all the HRUs are assumed to have the same λ = λi, eqs. (8), (9) and (10) lead to 
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where λW is the effective initial abstraction ratio of the watershed. Therefore, if λ is 
assumed to be the same among the component HRUs, it will have a smaller value at the 
watershed scale. This implies that λ decreases with increasing spatial-scale. Therefore 
setting λ constant, equal to 0.2 or 0.05, for all the spatial scales contradicts the definition 
of Ia. In any case, it is probably more accurate to calculate runoff at the HRU scale (Qi) 
and take the area-weighted average of Qis, rather than take the area-weighted average of 
the CNis and calculate Q at the watershed scale. It is also more appropriate because Q is 
runoff per unit area whereas CN is a dimensionless index variable. 
The inconsistencies in the usage of Ia are a direct result of heterogeneity in a 
watershed. Moreover, heterogeneity also appears be responsible for the variation of IaW 
with P [Figure 4.2(c) and 2(d)]. To verify this, a relationship between IaW and the 
magnitude and areal distribution of Iais needs to be developed. 
4.2.2. Ia in a Heterogeneous Watershed 
Consider a watershed with four HRUs mainly characterized by their land use 
types viz. open water body (Ia0), urban area (Ia1), park (Ia2), and forest (Ia3) [Figure 
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4.3(a)], such that Ia0 = 0 < Ia1 < Ia2 < Ia3. An open water body generates runoff during 
every rainfall event. Other land use types generate runoff depending on the magnitude of 
the rainfall, with land uses of larger Iai requiring larger magnitudes. The number of land 
use types contributing to the runoff, in other words the runoff contributing area, increases 
with rainfall. This process can be conceptualized by representing the storage distribution 
of Ia as a series of bins where each bin corresponds to a HRU [Figure 4.3(b)]. The height 
and the width of a bin are given by Iai and ai respectively, and all bins have unit 
thickness. In a rainfall event, only the bins with Iai ≤ P are fully filled and contribute to 
runoff, whereas the others are partially filled and do not contribute to runoff. The total 
amount of filled storage in Ia also increases with P until it reaches a constant value when 
the Iais of all land use types are fully filled and the whole watershed is contributing to the 
runoff. 
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Figure 4.3. Spatial distribution of Ia in a heterogeneous watershed (a) Iais of various HRUs mainly 
characterized by their land use types (Ia0 = 0 < Ia1 < Ia2 < Ia3) (b) conceptual model in which each 
HRU is represented by a bin with height = Iai, width = ai, and unit thickness; shaded area indicates 
the filled portion during an event. 
 
Consider a general case of a heterogeneous watershed with n +1 HRUs such that 
 0 1 20 ....a a a anI I I I       (12) 
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where Ia0 represents open water bodies and other surfaces that cannot abstract rainfall. 
The areal average of the total initial abstraction (IaT) is given by 
 
0
n
aT i ai
i
I a I

   (13) 
In a rainfall event, all the HRUs with Iai ≤ P have their initial abstractions completely 
filled while the others are partially filled. Just by analyzing the runoff for that event, it is 
impossible to quantify the magnitudes of the Iais that are partially filled. Because they 
have not contributed to the runoff, all that can be said is that their Iais are greater than P 
but their magnitudes remain unknown. However, the information on the magnitudes of 
the Iais that are completely filled should be present in the runoff data. In other words, it 
takes larger rainfalls to fill larger Iais and gather information about their magnitude. 
Then what is the effective initial abstraction of the watershed for a given rainfall 
event? Consider an event where the rainfall falls within the range: Iam ≤ P < Ia(m+1). HRUs 
with Iai ≤ Iam have their initial abstractions completely filled and produce runoff, whereas 
HRUs with Iai ≥ Ia(m+1) have their initial abstractions partially filled up to the level of P 
and do not produce runoff. The areal average of the filled portion (includes completely 
filled as well as partially filled HRUs) of the initial abstraction is given by 
 
0 0
1
m m
aF i ai i
i i
I a I a P
 
 
   
 
    (14) 
The first term on the right hand side of eq. (14) represents completely filled HRUs. The 
second term represents partially filled HRUs, all of which are filled to the level of P. 
Note that IaT is the areal average of total initial abstraction, whereas IaF is the areal 
average of the filled portion. Therefore, 
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  (15) 
The conceptual model presented in Figure 4.3, and in eqs. (14) and (15) is intuitively 
appealing, and also hints at the possibility that IaW may be equal to IaF. This is because IaF 
increases with P and approaches a constant value (IaT), similar to the observations in 
Figure 4.2(c) and 4.2(d). Eq. (14) is also consistent with a distributed parameter model 
application of the CN method as described in Section-3. 
4.2.3. Variation of IaF with P 
To investigate the variation of IaF with P, eqs. (14) and (15) are applied to the 
scenario presented in Figure 4.3, where n = 3. A plot of IaF vs. P (Figure 4.4) shows that 
IaF increases with P and becomes constant (IaF = IaT) at large values of P (P ≥ Ia3). The 
kink-points joining the line segments occur when the initial abstraction of one of the 
HRUs becomes completely filled. At these points, P is equal to one of the Iais. In between 
these points (Iam < P < Ia(m+1)), the relationship between IaF and P is linear with a slope of 
0
1
m
i
i
a

 
 
 
 . The slope abruptly changes across the kink-points. It decreases with m, and 
becomes zero when m = n. The maximum value the slope can take is unity. This occurs 
with the line segment passing through the origin, when HRUs with zero initial abstraction 
are absent (i.e. a0 = 0). When these HRUs are present, however, the origin itself is a kink-
point where the slope abruptly jumps from unity to 1-a0. 
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Figure 4.4. Variation of IaF [eqs.(14) and (15)] with P for the scenario presented in Figure 4.3. 
 
The analysis presented so far represents a discrete case where each HRU is 
homogeneous and has a finite area. The values of Iais vary discontinuously across the 
HRUs. Their areal distribution can be represented by a plot of ai vs. Ia [Figure 4.5(a)]. 
The smaller the area of HRUs, the more numerous they are, and the more accurate is the 
representation of the heterogeneity within the watershed. The most ideal representation 
would occur when the HRUs shrink to points. Then the magnitudes of Iais within the 
watershed vary continuously and therefore can be represented by a probabilistic 
distribution of areal occurrence [Figure 4.5(b)]. It is impractical to characterize the 
watershed at such fine scale, but it is worth understanding the properties of the initial 
abstraction at the finest resolution first, and then making assumptions or simplifications 
later to suit the practical needs. 
 
PP = Ia1
IaF
P = Ia2 P = Ia3
IaT
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Figure 4.5. Representing areal distribution of Ia within a watershed (a) discrete case (b) 
continuous case. 
 
For the case of a continuous distribution of Ia, eq. (14) takes the form 
 
0 0
( ) 1 ( )
P P
aF a a a a aI I a I dI a I dI P
 
   
 
    (16) 
where a(Ia) is the probability density function of areal occurrence of Ia. The fractional 
area with initial abstraction = Ia is given by a(Ia) dIa. The upper limit of the integrals is 
set to P because the last initial abstraction to completely fill up would be equal to P. The 
areal average of total initial abstraction, IaT, is given by 
 
,max
0
( )
aI
aT a a aI I a I dI    (17) 
where Ia,max is the maximum value of Ia within the watershed. Thus, IaT is equal to the 
mean of the distribution [Figure 4.5(b)]. Eq. (15) then becomes 
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Figure 4.6. Variation of IaF with P for a continuous distribution such as the one shown in Figure 
4.5(b) 
 
Unlike the discrete case, the slope of the IaF curve for the continuous case 
decreases smoothly with increasing P (Figure 4.6). This is because the line segments in 
the discrete case (Figure 4.4) shrink to points in the continuous case. It follows from eq. 
(16) that 
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Thus, the IaF curve is bounded by a line of slope = 1 passing through the origin, and a line 
of slope = 0 with the intercept equal to IaT (Figure 4.6). The line of slope = 1 is referred to 
as the no-runoff line because along this line IaF = P. When the whole watershed is 
represented by a single HRU, the IaF curve coincides with the no-runoff line until IaF = 
P
IaF
Ia,max0
IaT
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IaT. A comparison of Figure 4.6 to Figure 4.2(c) and 4.2(d) strengthens the case that IaW is 
equal to IaF. 
4.2.4. Variation of CNW with P 
Let us hypothesize that IaW = IaF, i.e. the effective Ia of a watershed is equal to the 
area-weighted average of the filled portion of the Iais. Then, if eq. (10) is written for 
CNW, Ia can be replaced by IaF. Substituting eq. (16) in eq. (10) gives CNW as a function 
of P. When plotted against P, CNW starts at 100 when P = 0, and then decreases with 
increasing P (Figure 4.7). Differentiating eq. (10) and using eq. (19) gives 
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0
(CN ) 10
(CN )
0
a
W
P
W
P I
d
dP
d
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
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 

  (20) 
where the constant 10 has units of 1/in. Thus the CNW vs. P curve is at its steepest at P = 
0 and flattens with increasing P, and becomes constant when P ≥ Ia,max. This constant, 
CNT, is the smallest value CNW can take and corresponds to the case IaF = IaT, when the 
initial abstractions of all the HRUs are fully filled. CNW as a function of P is bounded by 
a curve corresponding to the condition P = IaF, the no-runoff line, and a line of slope = 0 
with the intercept equal to CNT (Figure 4.7). 
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Figure 4.7. CNW as a function of P when IaW is assumed to be equal to IaF (shown in Figure 4.6). 
 
The shape of the CNW vs. P curve (Figure 4.7) generated using eqs. (10) and (16) 
is quite similar to the best-fit curves from field observations [Figure 4.2(a) and 4.2(b)]. 
Nearly 95% of the watersheds evaluated in the previous studies (D’Asaro and Grillone, 
2012; Hawkins, 1993) also had responses identical to Figure 4.7, supporting the 
hypothesis that IaW = IaF. As pointed out by Soulis and Valiantzas (2012), complacent 
behavior appears to be a special case of standard behavior where observations from 
larger rainfalls are unavailable. Therefore, it is probably more appropriate to refer to any 
“CN decreasing with P” trend as standard behavior, because it is caused by the inevitable 
presence of heterogeneity in a watershed.  It also shows that assuming a partial source 
area whenever a complacent behavior is observed (D’Asaro and Grillone, 2012; D'Asaro 
and Grillone, 2015) can be misleading. 
P
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0
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4.2.5. IaF and CNW Curves for Various Distributions of Ia 
The functional form of a(Ia) defines the areal distribution of Ia within a watershed. 
We considered idealized functional forms of a(Ia) that correspond to uniform, normal, 
triangular, and bi-modal distributions (Table 4.1). In each a(Ia), the maximum or other 
key value was constrained so that the total area under the distribution was unity. For 
example, the y-coordinate of the apex in the triangular distribution must be equal to 2 / 
Ia,max (Table 4.1). In the case of normal distribution, however, the area under the curve is 
unity only when the limits are infinite. Therefore, a standard deviation (σ) much less than 
Ia,max was used so that the area under the curve within the range 0 ≤ Ia ≤ Ia,max is 
approximately equal to unity. 
For each distribution, the corresponding functional form of IaF was determined 
using eq. (16) and the results are presented in Table 4.1. For the general case of a(Ia) as a 
polynomial, the corresponding IaF is a polynomial two degrees higher than a(Ia). For the 
normal distribution, IaF is a combination of Gaussian and Error functions (Table 4.1). 
For the purpose of comparison, symmetrical versions of the distributions were 
considered such that all of them have the same minimum, mean, and maximum values of 
Ia [Figure 4.8(a)]. The minimum value of Ia was set to zero and the maximum value was 
Ia,max. Therefore, the mean for all the distributions was Ia,max /2. 
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Table 4.1. Functional forms of a(Ia) and IaF for various synthetic distributions 
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Figure 4.8. (a) Various symmetrical distributions of Ia with the 
same minimum (zero), mean (Ia,max/2), and maximum (Ia,max) , 
(b) the corresponding IaF curves calculated using eq. (16), (c) 
the corresponding CNW curves calculated using eq. (10). 
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The kurtosis (peakedness) of a(Ia) has a major influence on the shapes of IaF and 
CNW plotted as functions of P (Figure 4.8). The normal distribution has the greatest 
kurtosis whereas the bimodal distribution has the least. As the kurtosis decreases, the IaF 
and CNW curves deviate further from the bounding lines (Figure 4.8). When there is a gap 
in the distribution, as in the case of the bimodal distribution, the corresponding IaF curve 
is linear for the range spanning the gap. This is consistent with the discrete case where IaF 
was represented by line segments for the gaps in between the discrete values of Iai (Figure 
4.4).  
Skewness of a(Ia) also affects IaF, and this is illustrated by an idealized case where 
an initially uniform distribution is positively skewed [Figure 4.9(a) and 4.9(b)]. The mean 
of a(Ia), which is equal to IaT [eq. (17)], decreases with increasing positive skewness. This 
is important because a land use change such as conversion of forest to urban land is 
expected to increase the positive skewness (i.e. more low values of Ia). During the 
conversion, Ia,max remains unchanged while some forested land remains. When the entire 
forest is converted, Ia,max drops to a lower value. 
The analysis also shows that a watershed cannot be characterized or compared 
with other watersheds using a single value of CN [such as CN∞ used in asymptotic fitting, 
eq. (7)]. Depending on the distribution of heterogeneity, the relative runoff potential of a 
watershed can be P dependent. This is illustrated by considering two uniform 
distributions, uni1 and uni2, where uni2 has a narrower range and a smaller mean than 
uni1 [Figure 4.9(c)]. For smaller values of P, IaF,uni1 < IaF,uni2 [Figure 4.9(d)], and 
therefore CNW,uni1 > CNW,uni2. However, for larger values of P, the converse is true. Thus, 
the watershed with uni1 generates more runoff for smaller values of P, whereas the 
watershed with uni2 generates more runoff for larger values of P.
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Figure 4.9. Effect of skewness, mean, and range of a(Ia) on IaF (a) uniform, uni (solid), and two positively skewed distributions, 
skew1 (dashed) and skew2 (dash dot dot) (b) IaF as a function of P for the distributions shown in 9a (c) uniform distributions uni1 
(solid) and uni2 (dashed) where uni2 has a narrower range of values of Ia and a smaller mean than uni1 (d) IaF as a function of P for 
the distributions shown in 9c.
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4.3. EFFECT OF HETEROGENEITY ON S 
Similar to the case of Ia, the presence of heterogeneity also causes the effective S 
of a watershed (SW) to vary with P. Functional form of SW depends not only on the 
potential maximum retentions of the HRUs (Sis) but also on the Iais. SW can be estimated 
using eq. (2) if the quantities IaW, QW, and FW are known. A distributed modeling 
approach can be used to calculate these quantities for a heterogeneous watershed. 
Distributed CN models, e.g. SWAT (Gassman et al., 2007), commonly calculate QW as 
the area-weighted average of Qis, and this assumption can also be extended to FW. Thus, 
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Using eq. (21) and applying mass balance [eq. (1)] at watershed and HRU scales gives 
eq. (14) for IaW. This shows that IaW calculated using a distributed model is equal to IaF. 
Writing an expression for SW in terms of Iais and Sis for a general case of a 
heterogeneous watershed is cumbersome. Therefore, it is only presented graphically for 
an example of a heterogeneous watershed. However, an expression for SW can be 
presented in a compact form for a special case where all the Iais are zero as 
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Thus, SW varies from the area-weighted harmonic mean 
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 when P >> S.  
To illustrate the effect of heterogeneity on SW, an example watershed with the 
storage distribution shown in (Table 4.2) was considered. The variation of SW with P was 
analyzed for the cases of λi = 0 and λi = 0.2 (Figure 4.10). In both cases, SW increases with 
P and approaches the area-weighted arithmetic mean, S∞, for large values of P. In the 
case of λi = 0, the slope of the curve is maximum at the origin, and decreases 
monotonically with P. In case of λi = 0.2, however, the slope is zero at the origin and 
generally increases with P until P ≈ Ian = 40 mm (P ≈ Ia,max for the continuous case), 
where it reaches its maximum value. Thereafter the slope decreases monotonically with 
P, giving an S-shaped curve. In other words, the slope generally increases with P until the 
entire watershed area contributes to the runoff, and decreases thereafter. 
 
Table 4.2. Storage distribution in a hypothetical heterogeneous watershed used to 
illustrate the variation of SW with P. 
HRU ai Si (mm) 
0 0.05 0 
1 0.20 50 
2 0.35 100 
3 0.25 150 
4 0.15 200 
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Figure 4.10. Variation of SW with P in a heterogeneous watershed with the storage distribution 
shown in Table 4.2. 
 
The similarities between IaW and SW are that they both increase with P and have an 
upper limit equal to the area-weighted arithmetic mean of their respective components. 
The difference is that IaW reaches its upper limit of IaT for a finite value of P (P = Ian or P 
= Ia,max), whereas SW requires large values of P (P >> S) to reach its upper limit of S∞. 
Moreover, SW vs. P is an S-shaped curve when λi > 0. This shows that IaW and SW are not 
proportional, i.e. λW is not a constant even though λis are assumed to be equal and 
constant. 
4.4. APPLICATION  
The analysis from previous sections shows that IaW and SW are functions of P, and 
gives their functional forms. Incorporating these functions in the lumped parameter 
application can potentially improve the performance of the CN method. 
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4.4.1. IaW as a function of P 
The distributed parameter modeling approach, eq. (21) with the application of 
mass balance [eq. (1)] at watershed and HRU scales, shows that IaW = IaF. IaF is given by 
eq. (14) for the discrete case and eq. (16) for the continuous case. All the distributions in 
Table 4.1, except the normal distribution, gave a zero-intercept polynomial for IaF. 
Therefore, using a quadratic function of the form 
 
2
1 2 ,max
2
1 ,max 2 ,max ,max( ) ( )
aW a
aW aT a a a
I c P c P P I
I I c I c I P I
   
    
  (23) 
is an efficient way to describe IaW. In eq. (23), c1 and c2 are calibration parameters such 
that 0 ≤ c1 ≤ 1 and c2 ≥ 0. Since the slope of IaW is zero at P = Ia,max [eq. (19)], it follows 
from eq. (23) that 
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Similarly, the slope of IaW is unity at P = 0 so c1 should be unity. However, it was 
kept as a free parameter in eq. (23) to allow for the approximation of piecewise functions 
(e.g. IaF for triangular and bimodal distributions in Table 4.1). Moreover, the analysis for 
the discrete case shows that when HRUs with zero initial abstraction are present, the 
origin is a kink-point where the slope abruptly jumps from unity to 1-a0. To avoid over-
parameterization of the model, a polynomial of degree > 2 for IaW was not considered. 
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4.4.2. SW as a function of P 
The sigmoid shaped function of SW, with the conditions that SW = 0 when P = 0 
and that the maximum slope occurs at P = Ia,max, requires at least two parameters to 
describe it. However, this along with eq. (23) would also increase the number of 
calibrated parameters in the CN method, increasing its complexity and potentially 
causing non-uniqueness. A relatively simple approach is to assume that SW is constant 
similar to the conventional CN method. Another approach is to assume that SW is 
proportional to IaW, i.e. eq. (3) is applicable for a heterogeneous watershed. 
Here the emphasis is placed on treating IaW as a function of P while offering some 
flexibility on how SW is treated. This is because the variation of IaW with P had a 
significant impact on the model performance, whereas including the variation of SW with 
P showed only marginal or no improvement. This may be because IaW is a component of 
mass balance [eq. (1)] while SW is not. FW, which is the filled portion of SW, is a 
component of mass balance and varies with P even if SW is assumed to be a constant. 
Therefore, to maintain the simplicity of the CN method and avoid the problems of over-
parameterization and non-uniqueness, modeling the sigmoid-shaped function of SW is 
omitted. 
4.4.3. Lumped Parameter Models 
Lumped parameter application of the CN method was modified by treating IaW as 
a function of P as described in the previous section. Modified lumped parameter CN 
models were evaluated by comparing their performance with that of the conventional 
lumped parameter CN models. 
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4.4.3.1. Conventional Models (CMs) 
Conventional CN models are defined by eqs. (1) through (5), and by the 
assumption that IaW and SW are independent of P. In this study two types of conventional 
models, referred to as CM0.2 and CMλ, were used. In CM0.2, λW was fixed at 0.2, and in 
CMλ, λW was determined by calibration. Thus CM0.2 had one free parameter, SW, 
whereas CMλ had two free parameters, λW and SW. 
4.4.3.2. Variable Initial Abstraction Models (VIMs) 
VIMs are defined by eqs. (1), (2), (4), (5), and (23), and they have three free 
parameters. If SW is assumed to be independent of P, then the model requires calibration 
of c1, c2, and SW, and is referred to as VIMS. If eq. (3) is also included, then the model 
requires calibration of c1, c2, and λW, and is referred to as VIMλ. 
4.5. EVALUATION 
Lumped parameter models described in the previous section were evaluated in 
their ability to predict runoff and account for watershed heterogeneity. Accounting for 
heterogeneity means that the model accurately predicts IaW and SW, and runoff from 
smaller events. This is because (i) IaW and SW as functions of P are directly related to 
heterogeneity, and (ii) inability to account for their variation with P causes under-
estimation of runoff in smaller events. 
Evaluation of lumped parameter models requires the data for IaW, QW and SW. This 
is generated using a distributed parameter model application of the CN method. The 
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assumption is that a distributed parameter model accounts for heterogeneity, and 
therefore its estimates of IaW, QW and SW are accurate. 
4.5.1. Distributed Parameter Model 
In a distributed parameter model, eqs. (1) through (5) are applicable at the HRU 
scale, with the assumption that Iai and Si are independent of P. Once Qi and Fi are 
calculated for each HRU, watershed scale quantities IaW, QW, FW and SW are calculated 
using eqs. (14), (21), and (2). 
The distributed parameter model was applied to an idealized synthetic watershed 
with the storage distribution shown in Table 4.2, for the cases of λi = 0, 0.2, and 0.5. A 
range of values of P were synthetically generated such that they vary lognormally from 
0.1 mm to 200 mm with a median of 8 mm. For each rainfall event, IaW, QW, FW and SW 
were calculated, and used in the evaluation of the lumped parameter models. 
The reason for using a synthetic watershed here is that the heterogeneity can be 
precisely defined and used to evaluate the predictions of heterogeneity by the lumped 
parameter models. In real watersheds the heterogeneity has to be determined by 
calibration, and there can be non-uniqueness when multiple HRUs are present. 
Application of these modified models to data from real watersheds is discussed by 
Santikari and Murdoch (2017). 
4.5.2. Model Evaluation Criteria 
Each lumped parameter model was calibrated by minimizing the sum of the 
squared residuals between its predicted runoff (QW) and the baseline from the distributed 
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parameter model. All the models were evaluated using the Nash-Sutcliffe efficiency 
parameter (NSE), the standard error of estimate (SEE), and the percent bias (PB) 
(McCuen, 2003; Moriasi et al., 2007). NSE can vary from -∞ to 1. The calculations and 
observations are exactly equal when NSE = 1. The calculations are only as good as the 
average observation when NSE = 0. SEE is the root-mean-square residual adjusted to the 
degrees of freedom (Santikari and Murdoch, 2017). A smaller SEE indicates a better 
performance, and its ideal value is zero. PB indicates whether the model is over (PB < 0) 
or under-predicting (PB > 0) on average. The optimal value for PB is zero. 
NSE values were calculated for the model predictions of runoff (NSEQ), initial 
abstraction (NSEIa), potential maximum retention (NSES), and runoff from events with P 
less than the median value (NSEQ50). PB values were calculated for runoff from all the 
events (PBQ) and runoff from events with P less than the median value (PBQ50). SEE was 
calculated for runoff from all the events (SEEQ). 
NSEIa and NSES indicate how accurately a lumped parameter model predicts the 
watershed heterogeneity. NSEQ, SEEQ, and PBQ reflect the overall accuracy in a model 
prediction of runoff from all the events, whereas NSEQ50 and PBQ50 reflect the accuracy 
in predicting runoff from smaller events (P < 8 mm). Conventional models tend to under-
predict runoffs from smaller events because of the usage of constant Ia and S. They often 
falsely predict zero-runoffs because the runoff condition (P > Ia) cannot be overcome in 
smaller events. NSEQ50 and PBQ50 are used to expose this shortcoming. 
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4.6. RESULTS AND DISCUSSION 
The results show that using variable initial abstraction improved the accuracy of 
model predictions of runoff and heterogeneity (Table 4.3). Based on their overall 
performance, the models can be arranged from the best to the worst as VIMλ > VIMS > 
CMλ > CM0.2. Results for the case of λi = 0 are not presented in Table 4.3 because 
VIMλ, VIMS, and CMλ performed equally well while CM0.2 was the worst (i.e. VIMλ = 
VIMS = CMλ > CM0.2). 
Variable Ia models predicted runoff better than the conventional models. It was 
not possible to determine relative model performance using NSEQ because it was 1.0 for 
all the models. This was because NSEQ was strongly influenced by a few larger events. A 
good fit in these events was sufficient to render NSEQ = 1.0, and therefore it is not listed 
in Table 4.3. However, SEEQ decreased down the table, indicating an improvement in 
performance. PBQ was positive for all the models, indicating that they all under-predicted 
runoff. The extent of under-prediction, however, was smaller in variable Ia models than 
the conventional models. 
Variable Ia models gave a better estimate of watershed heterogeneity than the 
conventional models as indicated by the higher values of NSEIa and NSES (Table 4.3). 
NSEIa was zero or negative in the conventional models, whereas it varied from 0.2 to 0.7 
in the variable Ia models. NSES was negative in all the models, indicating that their 
estimates of S were poor. In case of the conventional models this was due to using 
uniform Ia and S, and thereby homogenizing the watershed. In case of the variable Ia 
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models, this was due to their inability to model the S-shaped function of S. Based on 
NSEIa and NSES, VIMλ was the best model in estimating watershed heterogeneity. 
Variable Ia models also predicted runoff better than the conventional models in 
smaller rainfall events (P < 8 mm) as indicated by NSEQ50 and PBQ50. In both cases of λi 
= 0.2 and 0.5, only HRU #0 (Table 4.2) produced runoff when P < 8 mm. This was 
similar to the case of a partial source area. As CM0.2 and CMλ predicted an Ia > 8 mm in 
both the cases (Table 4.3), they falsely predicted zero-runoffs in all the events with P < 8 
mm because the runoff condition (P > Ia) could not be overcome. Therefore, their PBQ50 
= 100 in both the cases, indicating a 100% under-prediction in small events. Their 
NSEQ50 was also poor with the same value in both the cases. VIMS performed slightly 
better than the conventional models with 70-90% under-predictions, and with NSEQ50 
varying from -0.8 to -1.8 (Table 4.3). VIMλ performed significantly better than all the 
other models with 30% or less under-predictions, and with NSEQ50 varying from 0.6 to 
0.9. Even though there were under-predictions, there was no false prediction of zero-
runoff for any of the events in the variable Ia models. 
In the models where λW was calibrated (CMλ and VIMλ), it was smaller than λi 
(Table 4.3). This shows that λ at the watershed scale tends to be smaller than that at the 
HRU scale in the lumped parameter models. All the models under-predicted Ia or IaT with 
CMλ being the most severe. There was also a corresponding over-prediction of S or S∞ by 
all the models except for the case of λi = 0.2 in CM0.2. Again, the most over-prediction 
of S occurred in CMλ. The under-prediction of Ia and the corresponding over-prediction 
of S is due to the transfer of storage from Ia to S, which generally improves the 
performance in the conventional models. 
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Table 4.3. The performance of lumped parameter CN models that were calibrated to the runoff data generated using a 
distributed CN model for two cases of a synthetic watershed with the storage distribution shown in Table 4.2. SEE, Ia, and S 
are in mm. (SEE: Standard Error of Estimate, PB: Percent Bias, NSE: Nash-Sutcliffe Efficiency parameter) 
Lumped
Model 
Distributed Model: λi = 0.2, IaT = 22, Ia,max = 40, S∞ = 112 
SEEQ PBQ NSEIa NSES NSEQ50 PBQ50 λW Ia or IaT Ia,max S or S∞ 
CM0.2 0.91 12.6 -1.8 -13 -2.9 100 0.20 19 - 97 
CMλ 0.37 5.4 0.0 -26 -2.9 100 0.07 9 - 132 
VIMS 0.13 2.1 0.2 -22 -0.8 71 - 12 64 121 
VIMλ 0.06 0.2 0.4 -3 0.9 16 0.09 11 43 124 
Lumped
Model 
Distributed Model: λi = 0.5, IaT = 56, Ia,max = 100, S∞ = 112 
SEEQ PBQ NSEIa NSES NSEQ50 PBQ50 λW Ia or IaT Ia,max S or S∞ 
CM0.2 0.81 18.8 -1.4 -102 -2.9 100 0.20 31 - 155 
CMλ 0.66 13.6 -0.3 -166 -2.9 100 0.11 21 - 197 
VIMS 0.26 6.9 0.7 -83 -1.8 87 - 37 130 140 
VIMλ 0.13 1.6 0.7 -9 0.6 33 0.21 33 96 153 
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4.6.1. Storage Transfer from Ia to S 
The storage in a watershed is distributed between Ia and S. Ia is the part of the 
storage that does not produce runoff while being filled, whereas S is the part that 
produces runoff while being filled. Using eqs. (2) and (1), it can be shown that 
 
( ) ( )a aP I P I QS
Q
  
   (25) 
For an observed storm event, P and Q are known and therefore are constants in eq. (25), 
so decreasing Ia will increase S. However, the magnitude of increase in S will be greater 
than the magnitude of decrease in Ia. This is illustrated by differentiating eq. (25) and 
using eq. (4) to give 
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  (26) 
Thus, dS/dIa is always negative and less than or equal to -1. If (P − Ia) >> S or S ≈ 0, then 
dS/dIa ≈ -1, implying an equal transfer in storage between Ia and S. However, as P 
decreases, dS/dIa becomes less than -1, implying that S changes more rapidly than Ia. In 
other words, the relative change of magnitude in S with respect to Ia is large for smaller 
P, decreases with increasing P, and approaches unity for large values of P. 
Storage transfer is evident when the values of Ia and S for the models CM0.2 and 
CMλ are compared (Table 4.3). For the case of λi = 0.2, Ia decreased from 19 mm in 
CM0.2 to 9 mm in CMλ, whereas S increased from 97 mm to 132 mm, i.e. dS/dIa = -3.5. 
Similarly for the case of λi = 0.5, dS/dIa = -4.2.  
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A transfer of storage from Ia to S improves the performance in the conventional 
models (i.e. CMλ > CM0.2) because (i) a smaller Ia reduces the percentage of events with 
falsely predicted zero-runoffs, and (ii) it allows the model to mimic a variable Ia. Because 
of a larger Ia, CM0.2 falsely predicted zero-runoffs in 80% of the events for λi = 0.2, and 
in 85% of the events for λi = 0.5. In case of CMλ they dropped to 57% and 81% 
respectively because its Ia was smaller than CM0.2. Mimicking variable Ia can be 
explained by considering IaF and F, which are the filled portions of Ia and S respectively. 
IaF and F have similar functional relationships with P (compare Figure 4.6 to Figure 4.1), 
i.e. they both increase with P and approach a constant for large values of P. In the 
conventional CN models, there is no provision to represent IaF as a function of P. 
However, F is understood to be a function of P and is treated as such through eq. (2) and 
Figure 4.1. Therefore, by transferring the storage from Ia to S, CMλ uses F as a surrogate 
for IaF, thereby partly mimicking the variable nature of IaF. 
Storage transfer from Ia to S also causes a decrease in λW (Table 4.3). Conversely, 
when λW decreases, storage is transferred from Ia to S. This is important because several 
studies (Baltas et al., 2007; D’Asaro and Grillone, 2012; Shi et al., 2009; Woodward et 
al., 2003) found that the optimal value of λW was much less than 0.2, and even close to 
zero in many watersheds. This shows that there is a positive correlation between a 
decrease in λW, storage transfer from Ia to S, and a general increase in model performance 
for the reasons mentioned above. 
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4.6.2. Model Suitability 
One of the main objectives of this study was to improve the predictive ability of 
the CN method while maintaining its simplicity. Using the number of calibrated 
parameters as an indicator, the models can be arranged in the order of increasing 
complexity as: CM0.2 (one) < CMλ (two) < VIMS = VIMλ (three). CM0.2 was the 
simplest, but also had the poorest performance (Table 4.3). Moreover, there is no 
justification in fixing λW at 0.2 or any other constant as its optimal value can vary from 
zero to one (Hawkins et al., 2008). Therefore, the usage of CM0.2 is not recommended. 
CMλ predicted the overall runoff and the runoff from small events better than 
CM0.2. Often, the optimal λW is much smaller than 0.2 and this allows CMλ to partly 
mimic a variable IaF by transferring storage from Ia to S. A smaller λW also reduces the 
false prediction of zero-runoffs, which are completely eliminated when λW = 0. Compared 
to the variable Ia models, CMλ is a poor predictor of runoff and watershed heterogeneity 
(Table 4.3). However, in watersheds with negligible Iais (or λi ≈ 0) CMλ can perform as 
well as the variable Ia models, and therefore may be preferable because of its simplicity. 
Variable Ia models show that significant improvement in the model prediction of 
overall runoff and heterogeneity can be achieved by using one extra parameter (Table 
4.3). This is because the functional form of IaF [eq. (23)] is consistent with the 
observations [Figure 4.2(c) and 2(d)] and the results from the theoretical analysis of 
heterogeneous watersheds [eq. (16), Figure 4.6, and Table 4.1]. Using variable Ia also 
improved the runoff predictions in small events and eliminated the false prediction of 
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zero-runoffs. Therefore, their application is recommended in heterogeneous watersheds 
with non-zero initial abstractions. 
4.7. CONCLUSIONS 
Watershed heterogeneity causes calculated values of Ia, S, and CN to vary with P.  
Therefore, using a single effective value of these quantities at the watershed scale can 
lead to systematic errors in the predictions of Q. This problem can be mitigated by 
treating Ia, S, or CN as functions of P. A theoretical analysis assuming spatial variation of 
Ia led to the following conclusions. 
1. Effective Ia of a watershed is equal to the filled portion of the total storage in Ia: The 
total storage (called IaT) is constant, whereas the filled portion (called IaF) is a 
function of P [eq. (16)]. Variation of IaF with P (Figure 4.6) is similar to the variation 
of calculated Ia (also called effective Ia or IaW) with P [Figure 4.2(c) and 4.2(d)]. This 
shows that IaW = IaF, which is also supported by a distributed model using many 
HRUs [eq. (21)]. The form of IaF as a function of P depends on the spatial distribution 
of Ia within a watershed (Table 4.1, Figures 4.8 and 4.9). 
2. λ decreases with increasing spatial scale: Using the definition of Ia and CNW, 
calculated as the area-weighted average of CNis (CNs of the HRUs), it can be shown 
that λW < λi [eqs. (8) through (11)]. Even when λW was calibrated using CMλ, the 
result was λW < λi (Table 4.3). This shows that in conventional models, λ at the 
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watershed scale tends to be smaller than that at the HRU scale, i.e. λ decreases with 
increasing spatial scale. 
3. Replacing Ia with IaF can account for heterogeneity: Heterogeneity causes the 
effective Ia of a watershed to vary with P, so to account for heterogeneity variable Ia 
models (VIMs) replace Ia with IaF, which is a function of P (Figure 4.6). For practical 
purposes, IaF can be treated as a quadratic function of P [eq. (23)] with two free 
parameters c1 and c2 that need to be calibrated. In addition, the model also requires 
the calibration of either S (VIMS) or λ (VIMλ). 
4. Variable Ia models perform better than the conventional models: Variable Ia models 
predict runoff and heterogeneity better than the conventional models CM0.2 (λ = 0.2) 
and CMλ (calibrated λ). They also eliminate the false prediction of zero-runoffs and 
improve runoff predictions in small events. Based on their overall performance, the 
models are arranged from the best to the worst as VIMλ > VIMS > CMλ > CM0.2. 
5. Storage transfer can improve model performance: Storage transfer from Ia to S 
generally improves the model performance because the filled portions of Ia and S, IaF 
and F respectively, have similar functional relationships with P (compare Figure 4.6 
to Figure 4.1). This enables a CN model to partly mimic a variable IaF by using F as 
its surrogate. Storage transfer also lowers the threshold P for runoff generation, 
thereby reducing the false prediction of zero-runoffs. Storage transfer decreases λW 
[eq. (3)], and this can explain why the optimal value of λW from published studies is 
much less than 0.2 or even zero in many watersheds. 
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LIST OF SYMBOLS 
ai = fractional area of the ith HRU 
a(Ia) = probability density function of areal occurrence of Ia 
CM0.2 = conventional curve number model with λ = 0.2 
CMλ = conventional curve number model with calibrated λ 
CN = curve number, applicable to any spatial scale 
CNi = curve number of the ith HRU 
CNT = curve number of a watershed when IaF = IaT 
CNW = curve number of a watershed 
F = cumulative infiltration after runoff begins 
HRU = hydrologic response unit 
Ia = initial abstraction, applicable to any spatial scale 
IaF = areal average of the filled portion of IaT 
Iai = initial abstraction of the ith HRU 
IaT = areal average of the total initial abstraction 
IaW = effective initial abstraction of a watershed 
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Ia,max = maximum value of Ia within a watershed 
λ = initial abstraction ratio, applicable to any spatial scale 
λi = initial abstraction ratio at HRU scale 
λW = initial abstraction ratio at watershed scale 
m = no. of HRUs with fully filled non-zero Iais 
n = no. of HRUs with non-zero Iais 
NSE = Nash-Sutcliffe efficiency parameter 
P = event rainfall 
PB = percent bias 
Q = event runoff 
R2 = coefficient of determination 
S = potential maximum retention, applicable to any spatial scale 
Si = potential maximum retention of ith HRU 
S∞ = maximum value of SW, occurs when P is infinitely large 
SW = effective potential maximum retention of a watershed 
SEE = standard error of estimate 
VIMλ = variable initial abstraction model in which λ is calibrated 
VIMS = variable initial abstraction model in which S is calibrated 
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CHAPTER 5  
ACCOUNTING FOR SPATIOTEMPORAL VARIATIONS OF CURVE NUMBER 
USING VARIABLE INITIAL ABSTRACTION AND ANTECEDENT MOISTURE 
ABSTRACT 
The curve number (CN) of a watershed varies spatially due to heterogeneity, and 
temporally due to changes in soil moisture, land cover, temperature, and other processes. 
The conventional event-scale lumped-parameter CN method lacks the capability to 
account for spatiotemporal variations, which diminishes the accuracy of its predictions. 
Heterogeneity causes several parameters of the CN method, including the initial 
abstraction (Ia), to vary with event rainfall (P), so one way to account for heterogeneity is 
to treat Ia as a function of P. This modification to the CN method gives rise to variable Ia 
models. 
Including antecedent moisture (M) is a common way to account for the temporal 
variation of CN. This paper presents an improved method of including M, which when 
used together with variable Ia can allow for accounting of both spatial and temporal 
variability. A suite of models that use M and/or variable Ia was evaluated using published 
event-scale data from several studies along with rainfall-runoff observations from two 
small watersheds in South Carolina, USA. 
Including M in the CN models significantly improved the accuracy of the runoff 
predictions, whereas including variable Ia alone resulted in modest improvements. The 
best performance, an increment in the Nash-Sutcliffe efficiency parameter of 0.4, was 
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achieved when both variable Ia and M were included together. These modifications 
significantly improve runoff predictions while only modestly increasing the complexity 
of the CN method. 
5.1. INTRODUCTION 
The curve number method has been a popular model for estimating runoff from a 
rainfall event for more than half a century (Soil Conservation Service, 1956). The method 
uses a parameter called Curve Number (CN), which is controlled mainly by land cover, 
soil types, and antecedent conditions within a watershed. CN of a watershed varies 
temporally due to changes in soil moisture, land cover, temperature, and other processes 
(Hawkins et al., 2008; Ponce and Hawkins, 1996; Rallison and Miller, 1982). Within a 
watershed CN varies spatially due to the presence of heterogeneity. CN is also known to 
vary with the magnitude and distribution of rainfall (Hawkins et al., 2008). The 
conventional CN method is commonly used as a lumped-parameter event-scale model, 
which lacks the capability to account for variations of CN, and this diminishes the 
accuracy of its runoff predictions. 
There are ways to account for the variations of CN but they have limitations. 
Distributed parameter modeling approach, e.g. SWAT (Gassman et al., 2007), can be 
used to account for watershed heterogeneity. A problem with this approach is that the 
spatial distribution of watershed characteristics has to be known in sufficient detail to 
parameterize the model. Streamflow data alone is typically insufficient to uniquely 
constrain spatial variations during the calibration process. In the absence of additional 
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data and more comprehensive calibration, there can be significant uncertainty in the 
parameters which can propagate to the predicted runoff. Several approaches have been 
used to account for the temporal variation of CN, among which the inclusion of 
antecedent moisture is the most common. When used in an event-scale model, however, 
the antecedent period is restricted to only a few days. This can lead to moisture values 
that are non-representative of the conditions. CN variation with magnitude and 
distribution of rainfall is usually ignored. 
The objective of this paper is to describe and demonstrate methods of including 
spatiotemporal variations in the lumped-parameter event-scale model while maintaining 
its simplicity. This paper is a companion to Santikari and Murdoch (2017), which focuses 
on spatial variability. Santikari and Murdoch (2017) showed that watershed heterogeneity 
is related to variations of CN model parameters with event rainfall (P). So they modified 
the CN model by treating the parameters as functions of P. The modified CN models 
predicted runoff and heterogeneity better than the conventional CN models. In this paper, 
the method of including antecedent moisture is refined and incorporated into CN models 
that also treat the parameters as functions of P. The hypothesis is that these models 
account for both spatial and temporal variations of CN, and therefore further improve the 
performance of the CN method. Several variations of the modified and conventional 
models are then evaluated using rainfall-runoff observations. 
The paper begins with a brief review of the CN method and a description of 
published approaches that account for variations of CN. This review provides a 
foundation for the analyses that follow. 
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5.1.1. Curve Number Method 
The CN method is defined by 
 a aP I F Q P I       (1) 
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 aI S   (3) 
where Ia is initial abstraction, Q is event runoff, F is infiltration after runoff begins, S is 
potential maximum retention (upper limit of F), and λ is initial abstraction ratio (Hawkins 
et al., 2008; NRCS, 2003; Ponce and Hawkins, 1996; Rallison and Miller, 1982; 
Woodward et al., 2002). Eq. (1) gives the mass balance during a rainfall event. Eq. (2) 
assumes that the runoff coefficient (left hand side) is equal to the fraction of storage filled 
in S (right hand side). The assumption stems from the reasoning that the equality in eq. 
(2) holds at the end points (P ≤ Ia and P → ∞) (Hawkins et al., 2008; Rallison and Miller, 
1982; Woodward et al., 2002), and that the behavior of both the ratios in the intermediate 
range is qualitatively the same (Santikari and Murdoch, 2017). Eq. (3) is an assumption 
made to eliminate the need for an independent estimation of Ia (Ponce and Hawkins, 
1996; Rallison and Miller, 1982). Ia mainly includes the storage near the ground surface 
whereas S mainly includes the storage in the subsurface. Eq. (3) assumes that these two 
storages are proportional and λ is the proportionality constant. Early field data suggested 
that λ = 0.2 (Soil Conservation Service, 1956), but more recent studies (Hawkins et al., 
2008; Woodward et al., 2003) recommend using λ = 0.05. 
It follows from eqs. (1) and (2) that 
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If λ is fixed (at 0.2 or 0.05) a priori, estimating runoff using eqs. (3) and (4) requires only 
one parameter, S, which varies within the range 0 ≤ S ≤ ∞. For convenience (Hawkins et 
al., 2008; Ponce and Hawkins, 1996), S (units in mm) is mapped on to a dimensionless 
parameter called the Curve Number (CN) as  
 
25400
CN
254 S


  (5) 
so that CN is 100 when S is zero, but approaches zero as S approaches infinity. CN of a 
watershed can be determined from tables (NRCS, 2003; USDA, 1986) if the land uses, 
soil types, and management scenarios within that watershed are known. CN can also be 
determined from field data (P and Q) by substituting eq. (3) in eq. (4), and solving it as 
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  (6) 
and then using eq. (5). Conversely, when the CN of a watershed is known, Q can be 
estimated for a rainfall event using eqs. (3), (4) and (5). 
5.1.2. Variation of CN 
Curve number varies spatially due to the presence of watershed heterogeneity. 
This causes the effective CN of a watershed, calculated using eqs. (5) and (6), to vary 
with P (Santikari and Murdoch, 2017; Soulis and Valiantzas, 2012). CN also varies 
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temporally as a result of changes in soil moisture, land cover, temperature, and other 
processes (Hawkins et al., 2008; Ponce and Hawkins, 1996; Rallison and Miller, 1982). 
5.1.2.1. Variation due to Heterogeneity 
Heterogeneity causes the effective CN of a watershed to decrease with P, and 
become constant at large values of P (Santikari and Murdoch, 2017; Soulis and 
Valiantzas, 2012). This type of CN variation with P was earlier observed by Hawkins 
(1993), who referred to it as the standard behavior. In some watersheds, CN decreases 
with P but a constant value is not reached because the data from large events are 
unavailable (Santikari and Murdoch, 2017; Soulis and Valiantzas, 2012). Soulis and 
Valiantzas (2012) used a distributed modeling approach on a hypothetical watershed to 
show that the standard behavior is a consequence of watershed heterogeneity. Santikari 
and Murdoch (2017) provided a mechanism to explain this behavior by using a 
theoretical analysis assuming heterogeneity in Ia. 
For watershed scale applications, using a single value of CN independent of P can 
lead to a systematic error in the model estimate of Q (Santikari and Murdoch, 2017). This 
problem can be addressed either by treating CN as a function of P, e.g. asymptotic fitting 
(Hawkins, 1993), or by using a distributed model that accounts for heterogeneity in 
sufficient detail, e.g. SWAT (Gassman et al., 2007). Santikari and Murdoch (2017) 
provided an alternative approach based on the analysis of spatial heterogeneity in Ia. 
Their analysis showed that the total storage in Ia (IaT) is constant, whereas the filled 
portion of IaT (IaF) increases with P and approaches a constant value at large values of P. 
The CN calculated using IaF showed a standard behavior. Therefore, Santikari and 
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Murdoch (2017) hypothesized that IaF is the same as the effective Ia of the watershed 
(IaW). They proposed modifications to the CN method, called the Variable Ia Models 
(VIMs), which assume IaW = IaF. VIMs accounts for watershed heterogeneity without the 
need for fine discretization or the burden of over-parameterization. 
Application of VIMs involves treating IaW as a function of P. Using a quadratic 
function such as 
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is an efficient way to describe the variation of IaW with P (Santikari and Murdoch, 2017). 
In eq. (7), c1 and c2 are the calibration parameters, whose values are constrained as 0 ≤ c1 
≤ 1 and c2 ≥ 0. Ia,max is the maximum value of Ia within the watershed. IaT is the area-
weighted average of Ia, so it is equal to the mean of the probability distribution of areal 
occurrence of Ia (Santikari and Murdoch, 2017). Ia,max and IaT are related to c1 and c2 as 
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Two types of variable Ia models called VIMS and VIMλ are described by 
Santikari and Murdoch (2017), and both models require the calibration of c1 and c2. In 
addition, VIMS requires the calibration of S, whereas VIMλ requires the calibration of λ. 
Variable Ia Models performed significantly better than the conventional models CM0.2 (λ 
= 0.2) and CMλ (calibrated λ) in predicting runoff and heterogeneity (Santikari and 
Murdoch, 2017). Among the variable Ia models, VIMλ performed better than VIMS. 
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5.1.2.2. Temporal Variation 
Early in the use of the CN method, temporal variation was mainly attributed to the 
soil moisture. This gave rise to the concept of Antecedent Moisture Condition (AMC) to 
select the CN for an event (Mockus, 1964; Ponce and Hawkins, 1996; Rallison and 
Miller, 1982). On a Q vs. P plot of field data, the median curve given by eq. (4) was 
assumed to represent the average AMC. This was referred to as AMC II and the 
corresponding CN as CNII (Hawkins et al., 2008; Rallison and Miller, 1982). The lower 
and upper enveloping curves to the data correspond to AMC I and AMC III respectively. 
AMC I represents the driest conditions and has the lowest runoff potential, whereas AMC 
III represents the wettest conditions and has the highest runoff potential. Thus, AMC I 
and III are the practical limits of CN for a given soil-cover combination (Ponce and 
Hawkins, 1996). The standard tabulated CN values (NRCS, 2003; USDA, 1986) refer to 
CNII. Corresponding values of CNI and CNIII for a given value of CNII can be obtained 
from a conversion table (NRCS, 2003) or from empirical relationships (Hawkins et al., 
1985; Hawkins et al., 2008). Hjelmfelt et al. (1982) regarded CN as a random variable 
and found that AMC I, II, and III correspond to 90%, 50%, and 10% cumulative 
probabilities of exceedance of Q for a given rainfall event. Based on this idea, AMC 
categories are also treated as error bands (Hawkins et al., 1985; Hawkins et al., 2008; 
Ponce and Hawkins, 1996). More recently, to emphasize that factors other than moisture 
are also responsible for CN variation, the usage of the term Antecedent Runoff Condition 
(ARC) has been preferred over AMC (Hawkins et al., 2008). 
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Several different approaches have been proposed to determine the ARC, with 
varying advantages and shortcomings. They include techniques based on antecedent 5-
day rainfall (Hawkins et al., 2008), antecedent precipitation index (API) (Brocca et al., 
2009; Perrone and Madramootoo, 1998), baseflow index (BFI) (Brocca et al., 2009), 
groundwater level (Epps et al., 2013), measured soil moisture (Brocca et al., 2009), and 
remote sensing (Jacobs et al., 2003). Antecedent 5-day rainfall is widely used, but it has 
weak correlation with CN (Hjelmfelt, 1991; NRCS, 2003) and therefore is a poor 
indicator of ARC. Antecedent precipitation index (API) (Brocca et al., 2009; Perrone and 
Madramootoo, 1998) is calculated on a daily basis as 
 1API APIi i iP     (9) 
where Pi is the rainfall on the ith day and γ is a decay parameter. Since the relationship 
between P and infiltration is non-linear, API is a poor surrogate for antecedent soil 
moisture and the ARC. Groundwater level is shown to be a good indicator of ARC in 
watersheds with low gradient topography and a shallow water table (Epps et al., 2013). 
Baseflow index (BFI) is the natural logarithm of baseflow at the beginning of a rainfall 
event (Brocca et al., 2009). However, it may not be representative of the ARC because 
baseflow response lags soil moisture (Mishra et al., 2004). Measured soil moisture values 
can be good indicators of ARC (Brocca et al., 2009), but these field data are often 
unavailable. Remote sensing techniques can be used to estimate moisture content of the 
top soil, and thus can provide a promising method for estimating ARC (Jacobs et al., 
2003) when the data are available at the necessary spatial and temporal scales. 
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A consequence of using three discrete levels of ARC is that CN is equal to either 
CNI, CNII, or CNIII, and suddenly jumps from one to another as the ARC changes. Some 
researchers have used fractional ARC levels so that CN can take intermediate values 
(Ponce and Hawkins, 1996). This practice, however, is not widespread. A smooth 
variation of CN is made possible by soil moisture accounting (SMA) procedures that are 
commonly used in models that are continuous in time (Durbude et al., 2011; Mishra and 
Singh, 2004; Williams et al., 2012). SMA procedures keep track of soil moisture or a soil 
moisture index and use it to calculate S or CN. The levels ARC I and III may be taken to 
be site wilting point and field capacity, respectively, and therefore form the limiting cases 
of CN (Hawkins et al., 2008). In SMA, the source of soil moisture is infiltration from 
current or antecedent rainfall, and the sinks are evapotranspiration (ET) and recharge. 
Thus, the estimation of ET and the calibration of additional empirical parameters are 
needed to carryout the procedure. These methods also digress from the CN method being 
an event scale model. 
Mishra and Singh (2002) accounted for the temporal variation of CN by 
introducing antecedent moisture into the event scale CN model. Assuming that M is the 
antecedent moisture at the beginning of an event, eq. (2) was modified as 
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The basis for eq. (10) is the assumption that the runoff coefficient (left hand side) is equal 
to the degree of saturation (right hand side). It follows from eqs. (1) and (10) that 
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In eq. (11), Ia is estimated using eq. (3), in which λ is fixed a priori or calibrated. Mishra 
and Singh (2002) assumed that M is equal to the cumulative F from the previous 5 days. 
They also assumed that the watershed is at ARC I, 5 days prior to the event. Therefore, 
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where, P5 is the antecedent 5-day rainfall and SI is the potential maximum retention 
corresponding to ARC I. Since SI, S, and M represent the total storage, the unfilled 
storage, and the filled storage respectively, they are related as 
 IS S M    (13) 
Several variations of this model were evaluated (Mishra et al., 2006; Mishra et al., 
2004) using a large rainfall-runoff dataset. In general their modified models performed 
better than the conventional CN model. An advantage of these models is that they avoid 
the need for additional measurements to estimate M. However, a potential limitation is 
that the watershed is assumed to be dry 5 days prior to the rainfall event. 
5.2. MODIFIED ANTECEDENT MOISTURE  
The antecedent moisture concept proposed by Mishra and Singh (2002) can be 
expanded by including moisture input beyond the previous five days. However, as the 
timescale is increased, the cumulative moisture loss due to ET and recharge also becomes 
significant. Moisture loss can be modeled assuming exponential decay as 
 k tt t tM M e
 
    (14) 
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where Mt+Δt and Mt are moisture contents at times t+Δt and t respectively, and k is the 
decay constant. Exponential decay was shown to be a reasonable approximation for the 
loss of field-measured (Godt et al., 2006) and remotely sensed (Pan et al., 2003) soil 
moisture. These studies used the volumetric water content as a measure of soil moisture. 
In the CN method, the quantity M/SI is similar to volumetric water content. Since SI is a 
constant, it cancels out in eq. (14). 
Including moisture input due to infiltration, and writing eq. (14) for a daily time-
step (i.e. Δt = 1 day) leads to 
 1i i iM M F     (15) 
where Mi is the moisture content at the end of the ith day, Fi is the cumulative infiltration 
after the onset of runoff on the ith day, and α is the daily moisture retention coefficient. α 
is the fraction of moisture retained over 1 day, and varies within the range 0 ≤ α ≤ 1. It is 
related to k as α = e-k, where k has units of day-1. The fraction of moisture lost due to 
sinks such as ET and recharge over 1 day is given by 1-α. In eq. (15), the loss in Fi due to 
ET and recharge on the ith day was ignored because the elapsed time is less than a day 
and for simplicity. Eq. (15) is similar in form to the one used for calculating the API [eq. 
(9)]. 
Eq. (15) ensures that more recent rainfalls have more influence on Mi. This is 
illustrated by expanding eq. (15) in the form of a discrete convolution for n days, where n 
≥ 1, as 
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Moving further into the past, j increases whereas α j (the fraction of the moisture retained 
from infiltration) decreases. An advantage of moisture accounting using eqs. (15) or (16) 
is that they do not require additional measurements of ET or recharge, and add only one 
extra parameter (α) to the CN method. 
In eq. (15), Fi is estimated using the CN method. For an event-scale application, F 
is determined using eqs. (1), (10), and (13) as 
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The above equation is also used to calculate Fi by replacing P with Pi, the rainfall on the 
ith day, and S with (SI –Mi-1). Ia can be calculated using eq. (3). Thus, Fi depends on the 
amount of storage available (SI –Mi-1) at the beginning of the ith day.  
Calculation of Mi using eqs. (15) and (17), modified for Fi, requires an initial 
condition (e.g. Mi-n), estimates of λ, SI, α, and a record of daily rainfalls. If an initial 
condition is not available, an antecedent equilibration period of sufficient length can be 
used. Once daily moisture values are calculated for the entire period, they can be used in 
the event scale application of the CN method. 
For an event beginning on the ith day, Q is calculated using eq. (11), in which Ia is 
replaced with IaW [eq. (7)], and S is calculated using eq. (13). Eq. (11) also requires M, 
the antecedent moisture at the beginning of the event, which is given by 
 1 ,anti iM M F    (18) 
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where Fi,ant is the antecedent infiltration that occurs between the end of the previous day 
and the beginning of the event. Fi,ant is calculated using eq. (17) in which P is replaced 
with Pi,ant, the antecedent rainfall that occurs between the end of the previous day and the 
beginning of the event, and S is replaced with (SI –Mi-1). The reason for including Fi,ant is 
that among all the antecedent rainfalls, Pi,ant has the most influence on M. ET and 
recharge are assumed to be insignificant for the fraction of the day elapsed before the 
event, so they have been neglected for simplicity in eq. (18). 
Note that eqs. (11) and (18) are used for event scale analysis whereas eqs. (15) 
and (17), modified for Fi, operate on a daily time scale. This is because it is convenient to 
have a constant time-step to maintain the continuity necessary for eq. (15). However, the 
CN method was designed to estimate Q at the event scale, which may span less than a 
day to several days. Thus, eqs. (11) and (18) are consistent with the original concept of 
the CN method. 
An alternate approach, that is more consistent with the original design of the CN 
method, is to divide the time period into events and non-events. Then, eqs. (11) and (17) 
are applicable for the events. Eq. (15), with the subscript i dropped and α replaced with 
αt, is applicable for both events and non-events. Eq. (18) is no longer needed because any 
antecedent rainfall on the same day of the event becomes a part of the previous event. 
This approach requires continuous rainfall-runoff data because the separation of events 
and non-events requires a runoff hydrograph. Unfortunately, the runoff data for our study 
area had gaps whereas the rainfall data were continuous. So we only used the events with 
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complete runoff data and discarded the others. In between these events, daily moisture 
accounting was implemented, as described above, using continuous rainfall data. 
5.2.1. Modified M with the Original Assumption 
The original assumption of the CN method is given by eq. (2), which can also be 
used to develop a modified M model. To do so, the same approach proposed previously is 
reapplied by replacing eq. (10) with eq. (2). This results in the modification of eq. (17) 
for an event-scale F as  
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Eq. (19) is also be used to calculate Fi or Fi,ant by replacing P with Pi or Pi,ant respectively, 
while replacing S with (SI –Mi-1). Eq. (11) is replaced by eq. (4), the original equation for 
Q, in which Ia is replaced with IaW [eq. (7)], and S is calculated using eq. (13). Eqs. (15) 
and (18) remain unchanged. 
The difference between the modified M model based on eq. (2) and that based on 
eq. (10) can be illustrated by analyzing them for small rainfalls. It follows from eq. (2) 
that 
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where Pe = P- Ia, is the effective rainfall. But it follows from eq. (10) that 
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Thus, eq. (20) is independent of antecedent moisture, whereas eq. (21) depends on 
antecedent moisture and is zero only when M = 0. For the model based on eq. (2), Q/Pe 
always starts at zero, whereas for the model based on eq. (10), it starts at M/SI (Figure 
5.1). A common feature of these models is that the Q/Pe vs. P curve approaches the 
asymptote (Q/Pe = 1) with increasing M. When M = SI, the curve coincides with the 
asymptote in both the models. Thus, the models are identical when M = 0 and M = SI, but 
they differ for intermediate values of M when Pe is small. 
 
 
Figure 5.1. Variation of Q/Pe with M and Pe for a CN model is based on (a) eq.(2) (b) eq.(10) 
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5.3. EVALUATION 
Curve number models that are modified to incorporate spatial variation, using 
variable Ia, and temporal variation, using antecedent moisture, are evaluated by 
comparing their performance with that of other published models, using standard 
goodness-of-fit indicators. In the companion paper (Santikari and Murdoch, 2017), the 
variable Ia models were evaluated using data generated by a distributed model applied to 
a hypothetical watershed. In this paper, the same models are evaluated using rainfall-
runoff observations from several published studies. Antecedent moisture models are 
evaluated using continuous rainfall-runoff observations from two small watersheds in 
South Carolina, USA. 
5.3.1. Models 
Each of the ten models evaluated in this study can be characterized by inclusion 
or non-inclusion of (i) variable Ia, (ii) antecedent moisture, and (iii) eq. (3), i.e. the 
assumption that Ia is proportional to S. 
5.3.1.1. Conventional Models (CMs) 
A conventional model is defined by eqs. (1) through (5). Two types of 
conventional models, referred to as CM0.2 and CMλ, are used in this study. In CM0.2, 
the value of λ is fixed at 0.2 and in CMλ, λ is determined by calibration. Thus CM0.2 has 
one free parameter, S, whereas CMλ has two free parameters, λ and S. 
  167 
5.3.1.2. Variable Initial Abstraction Models (VIMs) 
In variable Ia models, Ia is replaced with IaW, which is a function of P given by 
eqs. (7) and (8) (Santikari and Murdoch, 2017). Two types of VIMs called VIMS and 
VIMλ are evaluated in this study. VIMS ignores eq. (3), i.e. S remains independent of P, 
whereas eq. (3) is applicable in case of VIMλ, i.e. S is a function of P proportional to IaW. 
VIMS is defined by eqs. (1), (2), (4), (7) and (8), whereas VIMλ is defined by eqs. (1) 
through (4), (7) and (8). Both models require the calibration of c1 and c2. In addition, 
VIMS requires the calibration of S, whereas VIMλ requires the calibration of λ (Santikari 
and Murdoch, 2017). 
5.3.1.3. Modified Mishra-Singh Model (MMSM) 
The Mishra-Singh model was originally defined by eqs. (1), (3), and (10) through 
(13) (Mishra and Singh, 2002). Later, Mishra et al. (2006) suggested several 
modifications to their original model. We evaluated models #4, #7, #9, #12, and #15 from 
Mishra et al. (2006), and the model that performed the best in their study as well as ours 
was Model #12. So we limited our evaluation to Model #12. 
Model #12 replaces eq. (3) with 
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and replaces eq. (12) with the empirical equation 
 5M P S   (23) 
where β is a non-dimensional coefficient. We slightly modified P5 from Mishra et al. 
(2006) by including antecedent rainfall on the day of event, in addition to the 5 preceding 
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days. Thus, the Mishra-Singh model used in this study is defined by eqs. (1), (10), (11), 
(13), (22), and (23), and is referred to as MMSM. MMSM requires the calibration of β, λ 
and SI, and therefore has three free parameters. 
5.3.1.4. Modified Antecedent Moisture Models 
Antecedent moisture formulations, developed in the previous sections, were 
incorporated into CMλ to give the AMCMλ models. An AMCMλ model based on eq. (2) 
is referred to as AMCMλ1, whereas the one based on eq. (10) is referred to as AMCMλ2. 
Thus, AMCMλ1 is defined by eqs. (1) through (5), (13), (15), (18), and (19), whereas, 
AMCMλ2 is defined by eqs. (1), (3), (5), (10), (11), (13), (15) (17), and (18). Both 
models have three free parameters, α, λ and SI, which are determined by calibration. 
Antecedent moisture formulations are also incorporated into VIMS to give 
AMVIMS1, which is based on eq. (2), and AMVIMS2, which is based on eq. (10). In 
both these models, IaW is treated as a function of M as 
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where Ia,max and IaT are given by eq. (8). Similar to S, IaW decreases with increasing M, 
and becomes zero when M = SI. When M = 0, however, eq. (24) reduces to eq. (7). Thus, 
IaT and SI are the total available storages in Ia and S, respectively, when the antecedent 
runoff condition is ARC I. 
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AMVIMS1 is defined by eqs. (1), (2), (4), (8), (13), (15), (18), (19), and (24). 
AMVIMS2 is defined by eqs. (1), (8), (10), (11), (13), (15), (17), (18), and (24). Both 
models have four free parameters, α, c1, c2, and SI, which are determined by calibration. 
Antecedent moisture formulations are also incorporated into VIMλ to give 
AMVIMλ1, which is based on eq. (2). In AMVIMλ1, IaW is a function of P and M given 
by eqs. (24) and (8). S is also a function of P, proportional to IaW, because eq. (3) is 
applicable. S = 0 when P = 0, and aT I
I
I S M
S
S
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 
  when P ≥ Ia,max. Due to the variable 
nature of S, eq. (13) is valid only when P ≥ Ia,max. Setting M = 0 gives the relationship 
between IaT and SI as 
 aT
I
I
S

   (25) 
Thus, AMVIMλ1 is defined by eqs. (1) through (4), (8), (15), (18), (19), (24), and (25). It 
has four free parameters, α, c1, c2, and λ, which are determined by calibration. 
An AMVIMλ model based on eq. (10), AMVIMλ2, is not used in this study. This 
is because the right hand side of eq. (10) can no longer be called the degree of saturation 
due to the variable nature of S. Thus it violates the concept on which eq. (10) is based. An 
alternate approach would be to replace the denominator (S + M) with SI, and replace S in 
eqs. (11) and (17) with SI - M. When this is done, however, the model structure becomes 
identical to AMVIMS2. The only difference is that S is a function of P in AMVIMλ2 
whereas it is independent of P in AMVIMS2. But since S is replaced with SI - M and no 
longer appears in any of the equations in AMVIMλ2, it produces exactly the same results 
as AMVIMS2. 
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Moisture losses from Ia and SI can be expected to be different from each other 
because Ia mainly includes the storage near the surface whereas S mainly includes the 
storage in the subsurface. So it is probably more accurate to have separate moisture 
accounting procedures for these two storages. However, this would increase model 
complexity by introducing an additional parameter. To maintain the simplicity of the CN 
method and avoid potential non-uniqueness, this was not pursued. 
5.3.2. Application Procedure for Modified M 
Application of the modified M method involves daily moisture calculations 
coupled with event scale runoff estimation. Daily calculations supply the values of daily 
moisture content to the event scale analysis. Event scale analysis supplies the updated 
calibration parameter set to the daily calculations after each iteration (Figure 5.2). The 
procedure consists of the following steps: 
1. Choose an antecedent equilibration period of sufficient duration, and obtain the 
daily rainfall record for the equilibration and the study periods. 
2. Obtain the event rainfall-runoff record for the study period. 
3. Make an initial estimate of the calibration parameters, and Mi for the first day of 
the equilibration period. 
4. Calculate Mi for each day of equilibration and study periods using eqs. (15) and 
(17), or eqs. (15) and (19). 
5. Calculate M for each rainfall event using eq. (18), then calculate Q using eqs. (11) 
and (13), or eqs. (4) and (13). 
6. Update the calibration parameters. 
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7. Repeat steps 4 to 6 until the model is optimized. 
 
 
Figure 5.2. The coupling between daily moisture calculations and event-scale analysis. 
 
The duration of the equilibration period depends on the magnitude of α, with 
larger values requiring longer periods. The error in the assumed value of moisture for the 
first day of the equilibration period propagates to the moisture estimates of subsequent 
days. It can be seen from eq. (16) that, for a single storm, the fraction of this error 
retained after n days is αn. Subsequent storms tend to mitigate the error, so αn is the upper 
limit and can be used as a guideline to determine the length of equilibration period. For 
example, if retaining 1% of the error from the first day is acceptable, then αn ≤ 0.01, 
which gives n ≥ -2 / log(α) because α < 1. The actual n required can be smaller because of 
the mitigating effect of later storms. We used an equilibration period of 3 years although 
3 months would have been sufficient in some models. 
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Table 5.1. Major features of the conventional and modified CN models evaluated in this study 
Model Gov. Eqs. Ia S M Q (eq.) Parameters 
CM0.2 (1) through (5) 0.2S calibrated n/a (4) S 
CMλ (1) through (5) λS calibrated n/a (4) λ, S 
VIMS (1), (2), (4), (7) and (8) 
2
1 2c P c P
 
calibrated
 
n/a
 
(4)
 
c1, c2, S 
VIMλ (1) through (4), (7) and (8) 
2
1 2c P c P
 
Ia / λ
 
n/a
 
(4)
 
c1, c2, λ 
MMSM 
(1), (10), (11), (13), (22), and 
(23) 
2S
S M


  SI – M
 5
P S   (11) β, λ, SI 
AMCMλ1 
(1) through (5), (13), (15), 
(18), and (19) 
λS SI – M
 
,ant 1i iF M   (4) α, λ, SI 
AMCMλ2 
(1), (3), (5), (10), (11), (13), 
(15) (17), and (18) 
λS SI – M
 
,ant 1i iF M   (11) α, λ, SI 
AMVIMS1 
(1), (2), (4), (8), (13), (15), 
(18), (19), and (24) 
2
1 2( )
I
I
S M
c P c P
S
 
  
 
 SI – M
 
,ant 1i iF M   (4) α, c1, c2, SI 
AMVIMS2 
(1), (8), (10), (11), (13), (15), 
(17), (18), and (24) 
2
1 2( )
I
I
S M
c P c P
S
 
  
 
 SI – M
 
,ant 1i iF M   (11) α, c1, c2, SI 
AMVIMλ1 
(1) through (4), (8), (15),  
(18), (19), (24), and (25) 
2
1 2( )
I
I
S M
c P c P
S
 
  
 
 Ia / λ
 
,ant 1i iF M   
(4)
 
α, c1, c2, λ 
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5.3.3. Including ET 
The moisture lost during the ith day, (1- α)Mi-1, includes losses due to both ET and 
recharge. We recognize that ET also depends on meteorological conditions such as 
temperature, solar radiation, humidity, and wind speed, and omitting these is a limitation 
of the current method. It would be straightforward to include the effects of changing 
meteorological conditions by treating the moisture loss as function of potential ET or 
measured evaporation (pan or lake), e.g. (Mishra and Singh, 2004; Williams et al., 2012). 
This may improve the accuracy of the moisture accounting, but it would complicate the 
analysis and require additional measurements. The advantage of the models developed in 
this paper is that once they are calibrated, they require only the measurements of rainfall 
to estimate the runoff. So we elected to defer an explicit analysis of ET to future work. 
5.3.4. Study Areas 
An international suite of event rainfall-runoff observations were gathered from 
several published studies to evaluate the variable Ia models. The study areas include 
Watershed 80 in South Carolina (Epps et al., 2013), Tres Arroyos catchment in Chile 
(Blume et al., 2007), Wangjiaqiao watershed in China (Shi et al., 2009), St. Esprit 
watershed near Montreal (Perrone and Madramootoo, 1998), Upper and Entire 
Lykorrema watersheds in Greece (Soulis et al., 2009), and an experimental watershed in 
Greece (Baltas et al., 2007). 
Continuous rainfall-runoff observations are required to evaluate the antecedent 
moisture models developed in this study. We collected data for this from two watersheds 
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called BC5 (1.4 km2) and BC1 (7.3 km2), located in Greenville County, South Carolina, 
USA. These watersheds were monitored as a part of the Changing Land Use and 
Environment (CLUE) project (Hur et al., 2008) conducted at Clemson University from 
2003 to 2009. BC1 is drained by a tributary to the Reedy River, and BC5 is a nested 
watershed within BC1 (Figure 5.3). The land use distribution is 32% forest, 63% pasture, 
and 5% residential in BC5, and 37% forest, 23% pasture, and 40% residential in BC1. 
The area is characterized by low rounded hills, which are typical of the Piedmont 
Physiographic Province in the southeastern U.S. The bedrock of fractured sillimanite-
mica schist (Horton and Dicken, 2001) is overlain by saprolite with an average thickness 
of 20 meters (Mitchell H. Lee, 1995). The soils are mainly represented by Cecil, 
Madison, and Hiawassee series. They are moderately permeable, well drained and have a 
moderate available water capacity (Soil Conservation Service, 1975). The elevation 
ranges from 220 to 290 meters with a mean of 260 meters. The climate is humid 
subtropical with the precipitation fairly evenly distributed throughout the year. The 
annual average of rainfall is approximately 120 cm. The annual averages of daily 
minimum, mean, and maximum temperatures are 10, 16, and 22 °C respectively (NOAA, 
2015). 
The data used in this study were collected over four years from January 2004 to 
December 2007. Rainfall and stream flow measurements were collected at five minute 
intervals using an ISCO 750 Area Velocity Module. The flow data was verified every 
few months using a SonTek FlowTracker Handheld Acoustic Doppler Velocimeter. BC5 
had 94 events with complete rainfall-runoff data, whereas BC1 had 103. For each rainfall 
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event baseflow was separated using the constant-slope inflection-point method (Hendriks, 
2010). 
 
 
Figure 5.3. The study area comprising of two watersheds BC5 and BC1, located in Greenville 
County, South Carolina, USA. 
 
5.3.5. Model Evaluation Criteria 
Rainfall events in BC5 and BC1 were split into two sets for the purposes of 
calibration and validation. Ideally, this is done based on time, where an earlier time 
SC
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period is used for calibration and the remainder is used for validation. In our study, the 
years 2006 and 2007 were unusually dry compared to 2004 and 2005 (Table C-1). So the 
data was sorted based on P, and the events with an odd rank were used for calibration 
whereas the events with an even rank were used for validation. For each model, the 
relevant parameter set (Table 5.1) was optimized using a combination of Monte Carlo 
and Generalized Reduced Gradient methods. Monte Carlo simulations were used to 
identify the neighborhood of the global minimum. This was followed by the Generalized 
Reduced Gradient method to find the global minimum. Due to the smaller number of 
events in the published studies, only calibration was performed for the evaluation of the 
variable Ia models. 
Models were evaluated using the Nash-Sutcliffe efficiency parameter (NSE), the 
coefficient of determination (R2), the standard error of estimate (SEE), and the percent 
bias (PB) (McCuen, 2003; Moriasi et al., 2007) (Table 5.2). NSE can vary from -∞ to 1. 
The calculations and observations are exactly equal when NSE = 1. The model is only as 
good as the average when NSE = 0. R2 varies as 0 ≤ R2 ≤ 1, where R2 = 0 implies no 
correlation and R2 = 1 implies a perfect correlation (linear relationship). SEE is the root-
mean-square residual adjusted to the degrees of freedom. It has units of Q, and depends 
on the number of parameters used to calibrate the model (Table 5.2). A smaller SEE 
indicates a better performance, and the ideal value is zero. PB indicates whether the 
model is over (PB < 0) or under-predicting (PB > 0) on average. The optimal value for 
PB is zero.  
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Table 5.2. Model performance indicators (
o
Q is observed runoff, 
c
Q is calculated runoff, 
o
Q is the mean observed runoff, cQ  is the mean calculated runoff, n is the total number of 
storms, and m is the number of parameters used to calibrate a model) (McCuen, 2003; 
Moriasi et al., 2007). 
Parameter Formula 
NSE  
 
2
2
1
o c
o o
Q Q
Q Q
 
 
 
  


  
R2  
2
2 2
( )( )
( ) ( )
o o c c
o o c c
Q Q Q Q
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 
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
 
 
SEE  
2
o c
Q Q
n m



 
PB   100o c
o
Q Q
Q




  
 
 
The percentage of events with an estimated runoff of zero is also used to compare 
the models. This is because the runoff condition (P > Ia) used in the conventional models 
often cannot be overcome in smaller events when λ or Ia are larger (Santikari and 
Murdoch, 2017). Note that all the events used in the data set have produced runoffs in the 
field. Thus, the percentage of zero-runoff events (PZ) is an indicator of model 
performance in smaller events. A smaller PZ indicates a better performance, and its 
optimal value is zero. 
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5.4. RESULTS AND DISCUSSION 
The model performance indicators (Tables 5.3, 5.4, and 5.5) show that using 
variable Ia slightly improved the accuracy of runoff predictions. Using the modified 
formulation for M resulted in a significant improvement in the model performance during 
both calibration and validation. The best performance, however, was achieved when 
variable Ia and modified M were used together. 
5.4.1. Results from using published data 
Based on their performance, models in Table 5.3 can be arranged in the order of 
increasingly better performance as: CM0.2 < CMλ < VIMS < VIMλ. This is consistent 
with the findings of Santikari and Murdoch (2017), where these models were applied to 
data from a hypothetical watershed. Only NSE values are presented in Table 5.3, but 
other model performance indicators such as R2, SEE, and PB also improved along the 
order of increasing performance given above.  
Using variable Ia slightly improved the model performance in the first four 
watersheds listed in Table 5.3. In the experimental watershed from Greece, however, 
CMλ performed as well as the variable Ia models. This appears to be due to a small λ (λ = 
0.02), which reduced the false prediction of zero-runoffs. Percentage of events with 
falsely predicted zero-runoffs decreased from 65% when λ = 0.2 to 15% when λ = 0.02. A 
smaller λ also causes the storage to be transferred from Ia to S, which allows CMλ to 
mimic a variable Ia, thereby improving its performance (Santikari and Murdoch, 2017). 
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Variable Ia models significantly outperformed the conventional models in the 
Upper and Entire Lykorrema watersheds (Table 5.3). These watersheds had a small urban 
land cover (5.1% in Upper and 7.5% in Entire Lykorrema watersheds), which acted as a 
partial source area within the range of observed P (Soulis et al., 2009). CM0.2 and CMλ 
have no provision to account for such a sharp change in CN, and therefore performed 
poorly. Calibration of VIMS yielded, c1 = 0.94 for Upper and c1 = 0.91 for Entire 
Lykorrema watersheds, and calibration of VIMλ yielded, c1 = 0.95 and c1 = 0.93 for the 
same watersheds. In both models, c2 = 0 for both watersheds. From the analysis of IaW as 
a function of P (Santikari and Murdoch, 2017), it follows that the fraction of watershed 
area contributing to runoff = 1– dIaW /dP, where dIaW /dP is the slope of the IaW vs. P 
curve. For both Lykorrema watersheds, dIaW /dP = c1 because c2 = 0 within the range of 
observed P. Thus it follows that according to VIMS, the percent of watershed area 
contributing to runoff is 6% in Upper and 9% in Entire Lykorrema watersheds. 
According to VIMλ, it is 5% in Upper and 7% in Entire Lykorrema watersheds. These 
values are close to the observed estimates of impervious cover (Soulis et al., 2009). This 
shows that the variable Ia models not only improve the runoff predictions but also provide 
a better estimate of heterogeneity compared to the conventional models. 
In CMλ, λ = 0 for both the Lykorrema watersheds. This means PZ = 0 and a 
complete transfer of storage from Ia to S. However, CMλ failed to accurately mimic a 
variable Ia and perform as well as VIMS or VIMλ. This shows that a small λ is a 
necessary but not sufficient condition for CMλ to perform as well as the variable Ia 
models. 
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Table 5.3. Nash-Sutcliffe efficiency parameter values for conventional and variable Ia 
models, applied to rainfall-runoff observations from watersheds described in various 
published studies 
Watershed Reference CM0.2 CMλ VIMS VIMλ 
Watershed 80 Epps et al. (2013) 0.72 0.72 0.76 0.77 
Tres Arroyos Blume et al. (2007) 0.76 0.83 0.86 0.86 
Wangjiaqiao Shi et al. (2009) 0.82 0.83 0.85 0.85 
St. Esprit Perrone and Madramootoo (1998) 0.72 0.73 0.78 0.80 
Experimental Baltas et al. (2007) 0.80 0.85 0.85 0.85 
Upper Lykorrema Soulis et al. (2009) -0.10 0.66 0.90 0.90 
Entire Lykorrema Soulis et al. (2009) 0.22 0.79 0.92 0.92 
 
5.4.2. Results from using BC1 and BC5 data 
Based on their performance, during both calibration and validation, models in 
Tables 5.4 and 5.5 can be arranged in the order of increasingly better performance as: 
CM0.2 < CMλ < MMSM < VIMS < VIMλ < AMCMλ1 < AMCMλ2 < AMVIMλ2 < 
AMVIMS1 < AMVIMS2. The performance of CM0.2, which does not account for 
heterogeneity or temporal variations, was the poorest of all the models. This is evident 
from the lowest values for NSE and R2, and highest values for SEE, PB, and PZ. A major 
factor affecting the performance was that λ = 0.2 was too high, so the runoff condition  
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(P > Ia) was not met for 96% of the storms in BC5 (Table 5.4) and for 90% of the storms 
in BC1 (Table 5.5).  
The calibrated value of λ was zero in both CMλ and MMSM (Table 5.6), and 
therefore the runoff condition was met for all the storms (i.e. PZ = 0). The performances 
of these models were similar, although MMSM had a slightly better PB. Both models 
performed significantly better than CM0.2. The performance of VIMS was generally 
similar to that of CMλ and MMSM in BC5 (Table 5.4). In BC1, however, it was better 
than the latter especially with the PB (Table 5.5). VIMλ performed similar to VIMS in 
BC1, but it performed better than VIMS in BC5 especially with the PB. Variable Ia in 
VIMS and VIMλ ensured that the runoff condition was met for all the storms, and 
therefore PZ = 0. 
AMCMλ1 performed slightly worse than VIMλ in BC5 (Table 5.4), but it was 
better in BC1 (Table 5.5), especially during validation. The PB for AMCMλ1 was worse 
than VIMλ in all the cases. However, because of the significant margin of improvement 
during validation in BC1, AMCMλ1 was considered to be superior to VIMλ. The 
performance of AMCMλ2 was significantly better than that of AMCMλ1 in both the 
watersheds, except for the PZ. For AMCMλ1, PZ = 0 in all the instances. For AMCMλ2, 
PZ ≈ 50 for BC1 data during both the calibration and validation phases (Table 5.5), and 
PZ = 2 for BC5 data during validation (Table 5.4).  
All the AMVIM type models (AMVIMλ2, AMVIMS1, and AMVIMS2) 
performed significantly better than AMCMλ2. Variable Ia in these models ensured that 
the runoff condition was met for all the storms, i.e. PZ = 0. AMVIMλ2 had a better PB in 
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both BC5 and BC1, and performed slightly better than AMVIMS1 in BC1. However, 
AMVIMS1 did significantly better than AMVIMλ2 in BC5, especially during validation. 
Between AMVIMS1 and AMVIMS2, a clear superiority could not be established in BC5 
as the model performance statistics were mixed. However, AMVIMS2 was clearly 
superior to AMVIMS1 in BC1 in all the model performance statistics. 
During the calibration phase of BC1, NSE, R2, and SEE were similar for all the 
models except for CM0.2 (Table 5.5). This was due to one large event (P = 128 mm) 
having a dominating influence on these performance statistics. When this large event was 
removed from calibration, however, the relative ability of the models to predict runoff 
from the rest of the events caused the values of NSE, R2, and SE in Table 5.5 to spread 
over a wider range. The performance ranking of the models in Table 5.5 remained 
unchanged. 
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Table 5.4. Performance of the conventional, variable Ia, and antecedent moisture CN models in BC5 watershed (NSE: Nash-
Sutcliffe efficiency parameter, R2: coefficient of determination, SE: standard error of estimate (mm), PB: percent bias, and PZ: 
perent zero-runoffs) 
 Calibration Validation 
Model NSE R2 SEE PB PZ NSE R2 SEE PB PZ 
CM0.2 0.24 0.44 2.08 79 96 0.22 0.85 4.24 92 96 
CMλ 0.55 0.60 1.62 38 0 0.45 0.88 3.62 61 0 
MMSM 0.56 0.61 1.61 30 0 0.46 0.86 3.63 57 0 
VIMS 0.57 0.61 1.60 33 0 0.46 0.87 3.62 57 0 
VIMλ 0.57 0.63 1.60 -19 0 0.55 0.82 3.29 18 0 
AMCMλ1 0.56 0.62 1.61 35 0 0.51 0.89 3.46 58 0 
AMCMλ2 0.75 0.75 1.21 3 0 0.66 0.89 2.89 25 2 
AMVIMλ2 0.80 0.80 1.10 4 0 0.77 0.93 2.38 30 0 
AMVIMS1 0.79 0.81 1.12 19 0 0.88 0.94 1.74 34 0 
AMVIMS2 0.80 0.80 1.11 9 0 
 
 
0.83 0.94 2.07 32 0 
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Table 5.5. Performance of the conventional, variable Ia, and antecedent moisture CN models in BC1 watershed (NSE: Nash-
Sutcliffe efficiency parameter, R2: coefficient of determination, SE: standard error of estimate (mm), PB: percent bias, and PZ: 
perent zero-runoffs) 
 Calibration Validation 
Model NSE R2 SEE PB PZ NSE R2 SEE PB PZ 
CM0.2 0.57 0.86 2.06 38 90 0.03 0.22 1.75 69 90 
CMλ 0.91 0.92 0.96 25 0 0.44 0.47 1.35 27 0 
MMSM 0.92 0.92 0.93 22 0 0.43 0.47 1.37 20 0 
VIMS 0.92 0.92 0.90 4 0 0.49 0.51 1.30 -6 0 
VIMλ 0.92 0.93 0.90 4 0 0.50 0.51 1.28 -5 0 
AMCMλ1 0.92 0.93 0.93 20 0 0.60 0.62 1.15 27 0 
AMCMλ2 0.92 0.92 0.91 10 50 0.70 0.73 0.99 5 49 
AMVIMλ2 0.92 0.92 0.91 -6 0 0.77 0.78 0.88 -3 0 
AMVIMS1 0.91 0.91 0.99 17 0 0.77 0.79 0.88 27 0 
AMVIMS2 0.92 0.92 0.92 -2 0 0.80 0.80 0.82 1 0 
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Table 5.6. Calibrated parameter values for each model in BC5 and BC1 watersheds 
BC5 
Model λ c1  
c2 
(mm-1) 
S  
(mm) 
SI  
(mm) 
α β 
CM0.2 0.2 - - 303 - - - 
CMλ 0 - - 1119 - - - 
MMSM 0 - - - 1118 - 0.050 
VIMS - 0.77 0.005 51 - - - 
VIMλ 2.5 0.84 0.020 - - - - 
AMCMλ1 0 - - - 1182 0.981 - 
AMCMλ2 1.6×10-3 - - - 2344 0.988 - 
AMVIMλ2 5.0 0.97 0.020 - 59 0.957 - 
AMVIMS1 - 0.87 0.005 - 63 0.941 - 
AMVIMS2 - 0.89 0.016 - 85 0.954 - 
BC1 
Model λ c1  
c2 
(mm-1) 
S  
(mm) 
SI  
(mm) α β 
CM0.2 0.2 - - 172 - - - 
CMλ 0 - - 640 - - - 
MMSM 0 - - - 691 - 0.075 
VIMS - 0.96 0.024 0.01 - - - 
VIMλ 0.39 0.70 0.043 - - - - 
AMCMλ1 0 - - - 1676 0.997 - 
AMCMλ2 7.1×10-3 - - - 1208 0.990 - 
AMVIMλ2 0.11 0.87 0.084 - 528 0.994 - 
AMVIMS1 - 0.74 0.000 - 691 0.996 - 
AMVIMS2 - 1.00 0.093 - 456 0.993 - 
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The models generally underestimated runoff as indicated by the positive values of 
PB (Tables 5.4 and 5.5), except in few instances. Large positive values of PB > 15 
occurred when models underestimated runoff for most or all of the smaller events (P < 25 
mm), which comprised of about 75% of the events. There was no such clear trend when 
|PB| < 15. 
The calibrated value of λ was zero or negligible in models where Ia was 
independent of P (CMλ, MMSM, AMCMλ1, and AMCMλ2) (Table 5.6). This is 
consistent with many studies (Baltas et al., 2007; D’Asaro and Grillone, 2012; Shi et al., 
2009; Woodward et al., 2003) that report a λ that was small or zero, challenging the 
common assumption that λ = 0.2. Woodward et al. (2003) obtained a median value of λ ≈ 
0.05 for “frequency matched” (sorted P-Q pairs) data from several hundred watersheds. 
Therefore, they recommended fixing λ at 0.05 in the CN model. 
There is a potential for the false prediction of zero runoffs in smaller events when 
λ > 0. In some watersheds, even λ = 0.05 can lead to a runoff condition (P > Ia) that is too 
high for the smaller events to overcome. This is evident from a median value of λ ≈ 0, 
obtained for “natural” (unsorted P-Q pairs) data in studies by D’Asaro and Grillone 
(2012) and Woodward et al. (2003).  Therefore, calibrating for λ is a better approach than 
fixing it at any non-zero value. However, even calibration cannot entirely eliminate the 
false prediction of zero runoffs. In case of AMCMλ2 in this study, even with a calibrated 
λ < 0.01, the runoff condition was not met for nearly 50% of the storms in BC1 (Table 
5.5). False prediction of zero runoffs can be eliminated entirely only by fixing λ = 0 or by 
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using variable Ia. Using variable Ia is superior because the variation of Ia with P is 
supported by observations (Santikari and Murdoch, 2017). 
It follows from the analysis of Santikari and Murdoch (2017) that, c1 = 1 because 
dIaW /dP |P=0 = 1. In practice, however, c1 tends to be less than unity because (i) eq. (7) is 
only an approximation of the IaW vs. P curve within the range of observed P, (ii) models 
are unable to accurately account for the variation of S with P, and (iii) in partial source 
areas c1 = 1-aimp, where aimp is the fractional area of the impermeable surfaces and open 
water bodies. In the variable Ia models (VIMS, VIMλ, AMVIMλ2, AMVIMS1, and 
AMVIMS2), implemented on BC5, BC1, and the watersheds listed in Table 5.3, c1 varied 
from 0.70 to 1.00. 
The fraction of moisture lost per day in a watershed is given by 1-α. The daily 
moisture loss rate in BC5 varied from 1% to 6% among various antecedent moisture 
models (Table 5.6). In BC1, it was less than 1%. 
5.4.3. Model Suitability 
The suitability of a CN model for a particular application depends on data 
availability, model complexity and required performance. Using the modified M 
procedure leads to a significant improvement in model performance (Tables 5.4 and 5.5). 
But this improvement comes with the cost of requiring a record of daily rainfalls, which 
may be unavailable at some sites. 
Among the models that do not require the rainfall records, variable Ia models 
(VIMS and VIMλ) performed the best (Tables 5.3, 5.4, and 5.5). They accounted for 
heterogeneity and avoided the false prediction of zero runoffs in smaller events. Among 
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the models that require rainfall records, for the implementation of the modified M 
procedure, variants of VIM were clearly superior to the variants of CMλ (compare 
performances of AMVIM and AMCMλ model types in Tables 5.4 and 5.5). 
The number of calibrated parameters in the model can be used as a measure of 
model complexity. In decreasing order of complexity, the best four-parameter model was 
AMVIMS2, and the best three-parameter model was AMCMλ2. CMλ was the only two-
parameter model, and CM0.2 was the only one-parameter model evaluated in this study. 
As there is significant evidence that the value of λ is typically much less than 0.2 (Baltas 
et al., 2007; D’Asaro and Grillone, 2012; Shi et al., 2009; Woodward et al., 2003), the 
use of CM0.2 is discouraged. Instead, the best one-parameter model would be the 
conventional model (CM) with λ fixed at 0. Fixing λ at any non-zero value (e.g. λ = 0.05) 
must be approached with caution as it may lead to the false prediction of zero-runoffs in 
smaller events. 
5.5. CONCLUSIONS 
The CN of a watershed varies with P due to heterogeneity. It also varies 
temporally due to changing antecedent conditions. Accounting for these spatiotemporal 
variations can improve the performance of the CN method. Santikari and Murdoch 
(2017) provided a way of accounting for the variation of CN with P using the concept of 
variable Ia. In this paper, temporal variability was included by modifying the method of 
Mishra and Singh (2002) by (i) assuming that M decays exponentially with time  
[eq. (14)], (ii) extending the calculation period for M beyond the previous 5 days, and (iii) 
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including the contribution of the antecedent rainfall on the day of the event to M  
[eq. (18)]. A daily time-step was employed to calculate moisture content for each day [eq. 
(15)], which was in turn used in the calculation of M at the beginning of an event. This 
modified M procedure was incorporated into conventional and variable Ia models (Table 
5.1). 
The models were evaluated using two types of datasets. Published data from 
various watersheds was used to calibrate variable Ia models and evaluate their ability to 
predict observed runoff. Unpublished data from two small watersheds in Greenville 
County, South Carolina, USA, was used in a more detailed evaluation of all the models 
where half the storms were used for calibration and the other half were used for 
validation. 
Using modified M, to account for temporal variability, significantly improved 
model performance (Tables 5.4 and 5.5). Using variable Ia, to account for heterogeneity, 
resulted in a slight improvement to the model performance. The best performance, 
however, was achieved when variable Ia and modified M were used together. The models 
arranged in the order of increasing overall performance are: CM0.2 < CMλ < MMSM < 
VIMS < VIMλ < AMCMλ1 < AMCMλ2 < AMVIMλ2 < AMVIMS1 < AMVIMS2. The 
performance of the models increases with data requirements and number of parameters 
calibrated, providing a spectrum of choices and improvements to the standard curve 
number method. 
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LIST OF SYMBOLS 
α = daily moisture retention coefficient 
AMC = antecedent moisture condition 
AMCM = conventional curve number model with antecedent moisture 
AMVIM = variable Ia model with antecedent moisture 
ARC = antecedent runoff condition 
API = antecedent precipitation index 
CM0.2 = conventional curve number model with λ = 0.2 
CMλ = conventional curve number model with calibrated λ 
CN = curve number 
ET = evapotranspiration 
F = cumulative infiltration due to P after runoff begins 
Fi = cumulative infiltration due to Pi after runoff begins 
Fi,ant = cumulative infiltration due to Pi,ant after runoff begins 
Ia = initial abstraction 
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IaF = areal average of the filled portion of IaT 
IaT = areal average of the total initial abstraction 
IaW = effective initial abstraction of a watershed 
Ia,max = maximum value of Ia within a watershed 
k = moisture exponential decay constant 
λ = initial abstraction ratio 
M = antecedent moisture at the beginning of an event 
Mi = antecedent moisture at the end of ith day 
MMSM = modified Mishra-Singh model 
NSE = Nash-Sutcliffe efficiency parameter 
P = event rainfall 
P5 = antecedent 5-day rainfall 
Pe = effective rainfall (P- Ia) 
Pi = rainfall on the ith day 
Pi,ant = antecedent rainfall between the end of the previous day and the 
beginning of an event on the ith day 
PB = percent bias 
PZ = percent zero-runoffs 
Q = event runoff 
R2 = coefficient of determination 
S = potential maximum retention 
SI = potential maximum retention corresponding to ARC I 
SEE = standard error of estimate 
VIM = variable Ia model 
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CHAPTER 6  
A SINGLE STORAGE RAINFALL-RUNOFF MODEL 
The CN Method is a dual storage rainfall-runoff model, in which Ia represents the 
storage near the ground surface whereas S represents the storage in the subsurface. The 
analysis in Chapter 4 showed that the filled portions of these two storages, IaF and F 
respectively, vary with P in ways that are similar to each other (Figures 4.1 and 4.6). 
They both increase with P while their rates of increase diminish, and they approach their 
upper limits at large values of P. This suggests that it may be possible to lump these 
storages together and still represent the stored component of rainfall during an event 
adequately well. The filled portions can be combined as 
 F aFT I F    (26) 
where TF is the filled portion of the total storage, T, in a watershed. T is given by the 
area-weighted average of the total storages of HRUs present in a watershed. It is the 
upper limit of TF, and it is achievable when P is large. TF can be treated as a quadratic 
function of P similar to IaF [Chapter 4: eq. (23)] as, 
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  (27) 
where Tmax corresponds to the HRU with the maximum total storage, and b1 and b2 are 
parameters such that 0 ≤ b1 ≤ 1 and b2 ≥ 0. 
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TF can also be treated as an asymptotic function of P as 
 (1 )kPFT T e
    (28) 
where is k a calibration parameter such that k > 0. The difference between eqs. (27) and 
(28) is that in eq. (27), TF = T can occur at a finite value of P, whereas in eq. (28), it 
occurs only when P is infinitely large. The form of eq. (27) is more suited to describe the 
variation of IaF with P (Figure 4.6), whereas eq. (28) is more suited to describe the 
variation of F with P (Figure 4.1). Since TF is the sum of these two quantities, both 
functional forms were considered. 
The event-runoff is given by 
 
F
Q P T    (29) 
Using eq. (29) with either eq. (27) or eq. (28) gives a single storage rainfall-runoff model 
(SSM). The model that uses eq. (29) and the quadratic approximation to TF [eq. (27)] is 
referred to as SSMq, and the model that uses eq. (29) and the asymptotic approximation 
to TF [eq. (28)] is referred to as SSMa. 
6.1. EVALUATION AND RESULTS 
Both SSMs were evaluated using published rainfall-runoff observations from 7 
watersheds located in various parts of the world (Table 5.3), and unpublished 
observations from BC5 and BC1, located in South Carolina, USA (Figure 3.3). They 
were calibrated by minimizing the sum of squared residuals between observed and 
predicted runoffs, and goodness-of-fit indicators such as NSEQ, PBQ, and NSEQ50 were 
calculated (See Chapter 4: Section 5.2; Chapter 5: Section 3.5 for descriptions of these 
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indicators). The indicators of SSMs were compared with those of CMλ and VIMλ to 
assess their relative performances (See Chapter 4: Section 4.3 for descriptions of these 
models). 
 
Table 6.1. NSEQ values for the SSMs, CMλ, and VIMλ in various watersheds 
Watershed CMλ SSMa SSMq VIMλ 
Watershed 80 0.72 0.72 0.73 0.77 
Tres Arroyos 0.83 0.81 0.78 0.86 
Wangjiaqiao 0.83 0.80 0.81 0.85 
St. Esprit 0.73 0.72 0.74 0.80 
Experimental 0.85 0.85 0.85 0.85 
Upper Lykorrema 0.66 0.88 0.90 0.90 
Entire Lykorrema 0.79 0.92 0.92 0.92 
BC5 0.59 0.60 0.60 0.60 
BC1 0.80 0.82 0.82 0.82 
 
 
The NSEQ values of SSMs (Table 6.1) were similar to those of CMλ in all but the 
two Lykorrema watersheds, where they were significantly better. VIMλ had the 
maximum values of NSEQ in all watersheds. In all but two watersheds, the PBQ values of 
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SSMs were better than those of CMλ (Table 6.2). They were also better than VIMλ in a 
few cases. 
 
Table 6.2. PBQ values for the SSMs, CMλ, and VIMλ in various watersheds 
Watershed CMλ SSMa SSMq VIMλ 
Watershed 80 10 4 -11 7 
Tres Arroyos 12 5 -9 12 
Wangjiaqiao 5 -12 -11 7 
St. Esprit 12 -3 -2 10 
Experimental 5 3 0 2 
Upper Lykorrema 28 3 -2 -2 
Entire Lykorrema 24 -1 -1 -1 
BC5 15 -2 -3 -6 
BC1 25 0 0 -2 
 
 
The performances of the SSMs in smaller events, as indicated by NSEQ50, were 
better than that of CMλ in all the watersheds except BC1 (Table 6.3). They also 
performed better than VIMλ in several watersheds. Among the SSMs, the overall 
performance of SSMq was slightly better than SSMa. 
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Table 6.3. NSEQ50 values for the SSMs, CMλ, and VIMλ in various watersheds 
Watershed CMλ SSMa SSMq VIMλ 
Watershed 80 -0.43 -0.36 -0.23 -0.21 
Tres Arroyos -1.73 -1.38 -0.56 -1.15 
Wangjiaqiao 0.10 0.27 0.33 0.16 
St. Esprit -0.72 -0.03 -0.10 -0.49 
Experimental -3.49 -2.81 -1.05 -1.32 
Upper Lykorrema -1.15 0.50 0.56 0.56 
Entire Lykorrema -1.02 0.55 0.53 0.53 
BC5 0.04 0.29 0.28 0.21 
BC1 -0.42 -0.56 -0.64 -1.31 
 
 
The calibrated parameter values in the SSMs fell in narrow ranges (Table 6.4). 
Lykorrema watersheds were excluded from calculating the minimums for b2 and k, and 
the maximum for T. This is because they had unusually low values for b2 or k (10-5 mm-1), 
and unusually high values for T (5000 mm). 
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Table 6.4. Ranges for the calibrated parameters in the SSMs for the watersheds used in 
this study 
Parameter Minimum Maximum 
b1 0.93 1.00 
b2 (mm-1) 10-3* 10-2 
k (mm-1) 10-3* 10-2 
T (mm) 80 440* 
*Lykorrema watersheds were 
excluded from this estimation 
 
6.2. DISCUSSION 
The SSMs predicted the overall runoff and the runoff from smaller events better 
than CMλ in all but few cases. In the partial source area watersheds (both Lykorrema 
watersheds), they significantly outperformed CMλ. In some cases, SSMs also had better 
PBQ and NSEQ50 values than VIMλ. The models can be arranged in the increasing order 
of overall performance as: CMλ < SSMa ≲ SSMq ≲ VIMλ. 
The calibration parameters (b2, k, and T) are expected to have high uncertainty in 
the Lykorrema watersheds because of lack of constraints on the higher end of the TF 
function. Observations from larger rainfalls are needed to constrain the function and 
obtain realistic values, especially for T. 
The SSMs and CMλ have two free parameters that require calibration, whereas 
VIMλ has three. Thus, although VIMλ performed slightly better than the SSMs, the latter 
are simpler. The SSMs are conceptually simpler than CMλ because they use a single 
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storage whereas CMλ is a dual storage model. Moreover, b1 was unity in several 
watersheds, and b1 = 1-a0 in the Lykorrema watersheds, where a0 = fraction of watershed 
area with impervious surface (i.e. surface with T = 0). This can be supported by an 
analysis similar to the one conducted for c1 (Chapter 4: Sections 2.3 and 4.1; Chapter 5: 
Section 4.1). So it may be assumed that b1 = 1-a0, in which case SSMq becomes a single 
parameter model that only requires determining b2. It may also be possible to determine 
b2, without calibration, using eq. (27) if T and Tmax (properties of a watershed) are known. 
Treating TF as a function of P in the SSMs is expected to account for the spatial 
variations in a watershed, similar to the use of IaF in the VIMs (Chapter 4). There is also 
potential for including temporal variations in the SSMs by treating T as a function of 
antecedent moisture. 
6.3. CONCLUSIONS 
The two storages in the Curve Number Method, Ia and S, were lumped to get the 
total storage, T, and their filled portions, IaF and F respectively, were lumped to get the 
filled portion of the total storage, TF. A single storage rainfall-runoff model (SSM) was 
developed in which TF was treated as a function of P similar to IaF or F. Two variations 
of SSM, SSMa and SSMq, were evaluated using rainfall-runoff observations from 9 
watersheds, and their relative performances with respect to two previously evaluated 
models, CMλ and VIMλ, were assessed. 
The SSMs performed better than CMλ in all but few cases. They were also better 
than VIMλ in several cases. They are simpler than VIMλ because they require one less 
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parameter for calibration. They are conceptually simpler than CMλ because they use 
single storage whereas CMλ is a dual storage model. SSMq may be further simplified by 
assuming that b1 = 1-a0. There is potential for including temporal variations in the SSMs 
by treating T as a function of antecedent moisture. 
LIST OF SYMBOLS 
a0 = fraction of watershed area with T = 0 
CMλ = conventional Curve Number model with calibrated λ 
F = cumulative infiltration after runoff begins 
HRU = hydrologic response unit 
IaF = areal average of the filled portion of initial abstraction 
NSE = Nash-Sutcliffe efficiency parameter 
P = event rainfall 
PB = percent bias 
Q = event runoff 
S = potential maximum retention 
SSMa = single storage model with asymptotic assumption for TaF 
SSMq = single storage model with quadratic assumption for TaF 
T = areal average of the total storage 
TaF = areal average of the filled portion of T 
Tmax = maximum value of T within a watershed 
VIMλ = variable initial abstraction model in which λ is calibrated 
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CHAPTER 7  
CONCLUSIONS 
The major conclusions from five investigations described in this dissertation are 
broadly classified into three topics and presented below. 
7.1. EFFECTS OF DEVELOPMENT ON STREAMFLOW AND SEDIMENT YIELD 
Area-normalized stormflows and peak flows increased with the extent of 
development, which included fully urbanized and construction-related land uses. In LC 
watershed, 50% of which was developed over 4 years, stormflows were 3 times greater 
and peak flows were 9 times greater than those in the undeveloped reference watershed, 
BC5. In BC1 watershed, which had 40% urban land but no construction, stormflows and 
peak flows were 1.5 to 2 times greater. The frequency of stormflow generating events 
increased in LC. 
Sediment yields (SYs) and event mean concentrations (EMCs) also increased with 
development, and watersheds with ongoing construction produced significantly more 
sediment than those without construction. SYs and EMCs in LC were approximately two 
orders of magnitude greater than those in BC5. In BC1, they were six times greater. 
Sediment contribution factor (10-5 t h MJ-1 mm-1), defined as SY per unit rainfall 
erosivity, for each land use with 95% confidence interval was: Forest = 4 ± 2, Pasture = 2 
± 2, Full Development = 18 ± 11, Active Development = 440 ± 120. These values 
indicate that Active Development (construction with BMPs) contributed nearly 100 times 
more sediment per unit area than Forest or Pasture (follow fields). Full Development 
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(urban land with no exposed soil) contributed approximately 5 times more sediment. The 
contributions from Forest and Pasture were similar. All the above-mentioned increases 
occurred despite the use of Best Management Practices at construction sites that were 
subject to South Carolina regulations. 
7.2. IMPROVEMENTS TO THE CURVE NUMBER METHOD 
Watershed heterogeneity causes all parameters of the Curve Number (CN) 
method to vary with rainfall magnitude (P) and become constant at large P. Initial 
abstraction (Ia), for example, increases with P, whereas CN decreases with P, but both 
become constant at large P. Therefore, modifying the conventional CN models (CMs) by 
treating one or more parameters as functions of P can account for heterogeneity and 
improve runoff predictions. Variable Ia models (VIMs), which treat Ia as a function of P, 
were tested on a synthetic watershed as well as on 9 watersheds from various parts of the 
world. VIMs predicted the runoff and the distribution of watershed heterogeneity better 
than the CMs. 
The parameters of the CN method also vary temporally due to changing 
antecedent conditions. To account for the temporal variations, an improved method of 
including the antecedent moisture (M) was proposed. A suite of models that include 
variable Ia, M, or both was developed and evaluated using rainfall-runoff observations 
from the 9 watersheds. Including M (temporal variations) in the CN models significantly 
improved the accuracy of the runoff predictions, whereas including variable Ia (spatial 
variations) alone resulted in modest improvements. The best performance, an increase in 
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the Nash-Sutcliffe efficiency parameter (NSE) by 0.4, was achieved when both 
modifications were included together. 
A single storage rainfall-runoff model (SSM) was developed based on the 
findings from the analysis of the CN method, which is dual storage model. SSM was 
evaluated using observations from the same 9 watersheds used to test the suite of 
modified CN models. SSM predicted the overall runoff, and the runoff from smaller 
events better than the conventional CN method, and it is conceptually simpler than the 
latter. The CN method is widely applied throughout the world by many hydrologists and 
watershed models. Incorporating the proposed modifications (variable Ia, M, or SSM) 
would significantly improve runoff predictions while only modestly increasing (or 
decreasing in case of SSM) the complexity of the method. 
7.3. OBTAINING REPRESENTATIVE FLOWRATES 
The fixed flowmeter, ISCO 750 Area Velocity Module (AVM), consistently over-
predicted the average velocity within a channel cross-section, almost by a factor of two in 
the field. Tests in the flume ruled out instrument malfunction or bias as the causes of 
over-prediction. They also showed that the AVM nearly averaged the velocity over the 
depth of the water column above it. So, the over-prediction likely occurred because the 
AVM excluded the low velocity regions near the bottom and the banks from its sampling 
volume. These regions could be sampled with the hand-held flowmeter, SonTek 
FlowTracker (FT), so its flowrate estimate was assumed to be accurate. To obtain 
continuous (every 5 minute) and accurate measurements of flowrate using the stage or 
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velocity measurements of AVM, four flowrate estimation methods were calibrated to the 
FT’s flowrate using AVM’s measurements as inputs. The methods included Rating Curve 
Method (RCM), Index-Velocity Methods (IVM-1 without stage, IVM-2 with stage), and 
Conveyance-Slope Method (CSM). The ranking of their overall performance, based on 
NSE, was: CSM < IVM-1 < RCM < IVM-2. RCM provided accuracy similar to IVM-2 in 
3 out of 4 streams. This is significant because RCM requires only the stage measurements 
whereas IVM-2 requires both stage and velocity measurements, and instruments used to 
measure stage are considerably less expensive than those used to measure velocity. 
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APPENDIX A 
THEORETICAL ANALYSIS OF VELOCITY DISTRIBUTION IN AN OPEN CHANNEL 
The objective of this analysis is to determine how the velocity reading (VAVM) 
from the fixed flowmeter (AVM) (Figure 2.1) relates to the velocity distribution in the 
region directly above the sensor. This is because the sensor samples the region above and 
in front of it but the method of averaging is unknown. If it is known, then it is possible to 
estimate average velocity within a water column or a cross-section, solely based on VAVM. 
To achieve the objective, theoretical expressions were derived for the average velocity 
within the water column above the AVM (
lV ), using 1-D parabolic, power law, and 
logarithmic velocity distributions (Figure A-1). Average velocity for the entire water 
column (VFT,0.6), measured at 0.6 depth using the hand-held velocimeter (FT) (Figure 
2.2), was substituted in the expressions to determine the value for 
lV . VAVM was 
compared with the velocity profiles (i.e. point velocities) and 
lV  (Figure 2.7), to identify 
the method of averaging used by the AVM. 
Nomenclature 
y =   height above the bottom 
d =   depth from free surface 
h =   total depth of water 
l =   level above the ISCO AVM sensor 
V =   time-averaged velocity at a point 
Vmax  =   maximum velocity in a water column (assumed to occur at the free surface) 
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hV  =   average velocity for the entire depth of water column 
V  =   average velocity within the cross-section 
y  =   height above the bottom where V = 
hV  
d  =   h - y  
VFT,0.6 =   FlowTracker velocity measured at 0.6 depth in a water column 
VFT =   average velocity within a cross-section based on FlowTracker measurements 
VAVM =   velocity reading of ISCO AVM sensor 
lV  =   average velocity in the water column directly above the ISCO sensor 
ly  =   height above the bottom where lV  occurs 
ld  =   h - ly  
m =   power law index (= 6 for most applications) 
ks =   roughness height 
V*   =   shear velocity 
κ   =   von Karman constant ≈ 0.4 
y0  =   hydrodynamic roughness length  
ν =   kinematic viscosity of water 
Bi =   transverse distance between y-axis (z = 0), and left or right intersection of 
water surface with the boundary 
ε0 =   the isovel along which the velocity is zero 
βi  =   left or right curve coefficient 
Q =   volumetric flow rate 
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Ai =   area of the right or the left half of the cross-section 
R =   hydraulic radius 
 
 
Figure A-1. Generic velocity distribution in a water column 
 
A.1. Parabolic Distribution 
- Broad, flat-bottomed channel & laminar flow 
- No wall effects 
The equation for parabolic velocity distribution (Figure A-1) is: 
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A.1.1. Average velocity for the entire depth 
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At the depth where the average velocity occurs, 
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A.1.2. Average velocity in the column above the sensor 
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Following a similar analysis as before, at the depth where the average velocity occurs in 
the column above the sensor, 
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→ Average velocity always occurs at a depth ≈ 0.6 times the given depth. 
 
From (2) and (4), 
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Assuming 
hV  = VFT,0.6 gives 
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Eq. (6) relates the average velocity above ISCO AVM to the FlowTracker velocity. 
 
 
A.2. Power Law Distribution 
- Wide open channel & uniform equilibrium flow 
- Presence of turbulence 
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- No wall effects 
The equation for power law velocity distribution (Figure A-1) is: 
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Where, m can take any value from 4 to 12 depending on the value of the Reynolds 
Number. For the conditions usually encountered, a value of m = 6 is more appropriate. 
 
A.2.1. Average velocity for the entire depth 
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At the height where the average velocity occurs, 
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For m = 6, 
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A.2.2. Average velocity in the column above the sensor 
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At the depth where the average velocity occurs for the region above the sensor, 
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Assuming 
hV  = VFT,0.6, it follows from (8) and (10) that 
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A.3. Logarithmic Distribution 
- Wide open channel & uniform equilibrium flow 
- Presence of turbulence 
- No wall effects 
The equation for logarithmic velocity distribution (Figure A-1) is: 
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Where,  
V*  = shear velocity 
κ  = von Karman constant ≈ 0.4 
y0 = hydrodynamic roughness length or bed-normal location of zero-velocity predicted 
by the log law  
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≈ 0.11 ν / V*  for a smooth boundary; where, ν = kinematic viscosity 
≈ 0.033 ks  for a rough boundary; where ks = roughness height 
A.3.1. Average velocity for the entire depth 
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At the height where the average velocity occurs, 
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A.3.2. Average velocity in the column above the sensor 
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At the height where the average velocity occurs in the column above the sensor, 
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From (14), 
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Assuming 
hV  = VFT,0.6 gives   
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A.4. 2-D Velocity Distribution in a Channel Cross-Section 
- Channel of arbitrary shape 
- Wall effects included 
Velocity at any point in a channel cross-section (Figure A-2, Chiu et al., 1976) can be 
given by 
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Where, 
Bi = transverse distance between y-axis (z = 0), and left or right intersection of 
water surface with the boundary 
ε0 = the isovel along which the velocity is zero 
βi = left or right curve coefficient 
 
 
Figure A-2. A curvilinear coordinate system in a channel cross-section, formed by the isovels 
(the ε curves), and the η curves (orthogonal to the ε curves) (Chiu et al., 1976). 
 
 
The volumetric flow rate derived from (19) is given by 
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Where, 
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21 BBB   
 
Ai = area of the right or left half of the cross-section. 
 
 
The average velocity in any open channel of arbitrary shape can be given by the 
following equations (Keulegan, 1938) 
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Where, R = hydraulic radius 
 
A.4.1. Procedure to determine velocity distribution over the channel cross-section 
Known quantities: h and channel geometry. 
 
1. Determine R, and obtain Q and V from FlowTracker’s measurements. 
2. Fix a y-z coordinate system such that the y-axis passes through the ISCO sensor. 
3. Determine A1, A2, B1, and B2. 
4. Assign an appropriate value for ks from Table A-1, and calculate V* using eq. 
(23). 
5. Calculate φ1 and φ2 using eq. (21). Using these, develop two equations containing 
the unknowns β1, β2, and ε0. 
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6. Substitute Q along with φ1 and φ2 in equation (20) to generate one more equation 
containing the unknowns β1, β2, and ε0. 
7. Solve the three equations generated above for the three unknown β1, β2, and ε0. 
8. Use equation (19) to obtain the velocity distribution over the cross-section. 
 
Table A-1. Approximate values of ks (Chow, 1959) 
 
 
A.4.2. Theoretical relationship between VAVM and V   
For the water column where the ISCO AVM sensor is located, z = 0. Therefore, from eq. 
(19), 
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Eq. (24) is similar to eq. (13), so an analysis similar to that performed for the logarithmic 
distribution is also applicable here. Thus, from eq. (14) we have 
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Similarly, from eq. (16) we have 
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Substituting for V* from eq. (23) and assuming lV  = VAVM gives 
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ε0 can be estimated for various values of l using the procedure described in A.4.1 
and FlowTracker’s measurements. Once a relationship between ε0 and l is established, 
eq. (25) provides a way to calculate the average velocity over a cross-section using 
continuous measurements of level and velocity (l and VAVM) from the ISCO AVM. 
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APPENDIX B 
FIELD PHOTOS 
 
Figure B-1. Various land use types in the study area (a) forest in KC, (b) forest and pasture in 
BC5, (c) & (d) land cleared for roads and lots in LC, (e) ongoing construction in the foreground 
and full development in the background in LC, and (f) fully developed residential area with no 
exposed soil in LC 
(a) (b)
(c) (d)
(e) (f)
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Figure B-2. BMPs accompanying development in the study area (a) silt fences in the foreground 
and hydroseeding operation in the background, (b) a detention pond and straw mulch cover on 
the surrounding soil, (c) check dams across a swale, (d) & (e) storm sewer inlet protection, and (f) 
riparian buffer for the stream located to the right 
 
(a) (b)
(c) (d)
(e) (f)
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Figure B-3. (a) & (b) failed silt fences, (c) Baldwin Creek – 5 draining the undeveloped watershed 
with clear water, (d) Lost Creek draining the most disturbed watershed with sediment-laden 
water, (e) monitoring station in BC1 with ISCO 674 tipping-bucket rain gauge, solar panel, and 
housing for ISCO 6712 automated sampler, which is connected to an ISCO 750 Area Velocity 
Module (not shown), (f) stormwater samples collected at regular intervals during an event 
 
  
(a) (b)
(c) (d)
(e) (f)
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APPENDIX C 
VARIATION OF STORMFLOW AND PEAK FLOW RATIOS WITH TIME AND RAINFALL 
MAGNITUDE 
The mean ratios for area-normalized peak flows and stormflows (Table 3.2) are 
time-averages, i.e. they indicate average changes in flow in developed watersheds (BC1, 
KC, and LC) with respect to the reference watershed (BC5), over a period of four years 
(2004-07). However, the development changed with time in KC and LC (Figure 3.2). To 
identify the change in flow characteristics with development, the ratios from individual 
storms were plotted against time (Figure C-1a & b). To determine if the ratios were also 
affected by rainfall magnitude (P), they were plotted against P (Figure C-1c & d).  
Area-normalized stormflow and peak flow ratios from individual storms were 
close to unity at the beginning of the development in 2004, and generally show an 
increasing trend with time in all developed watersheds (Figure C-1a & b). The rate of 
increase with time was the largest in LC, which had the largest rate of development 
(Figure 3.2). The rate of change in KC was uncertain as there was an apparent decrease 
initially, followed by an increase. The ratios in BC1 increased with time although there 
was no change in developed area during the study period. This may be because the years 
2006 and 2007 were unusually dry compared to 2004 and 2005 (Table C-1). The 
difference between the runoff potentials of impervious surface and undeveloped land may 
increase when the soil moisture is low. This is because soil moisture has greater impact in 
determining the fraction of rainfall that becomes runoff on an undeveloped land than on 
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an impervious surface. So, an apparent increase in the ratios in BC1 may be an artifact of 
dry conditions in the latter half of the study period. 
 
Table C-1. Annual rainfall in BC5 during the study period 
Year Rainfall (cm) 
2004 105 
2005 102 
2006 71 
2007 60 
 
 
The scatter in the area-normalized stormflow and peak flow ratios from individual 
storms was large in small events (Figure C-1c & d). It was not possible to determine if a 
similar scatter existed in large events because there were only a few large events in the 
sample. There was no significant change in the mean trend of the ratios with P. The 
scatter in all the plots may be due to differences in antecedent conditions among the 
events. 
 
  
 
2
3
2
 
 
Figure C-1. Variation of ratios of area-normalized stormflows and peak flows in developed watersheds (BC1, KC, and LC) to those in the 
reference watershed (BC5), (a) & (b) with time, and (c) & (d) with rainfall magnitude
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APPENDIX D 
WATER QUALITY DIFFERENCES BETWEEN DEVELOPED AND REFERENCE WATERSHEDS 
Various stream water quality indicators such as pH, alkalinity, turbidity, dissolved 
oxygen concentration, anion concentrations (nitrate, nitrite, sulfate, phosphate, chloride, 
bromide), total element concentrations (Fe, Mg, Al, Mn, Na, K, Ca, Zn, Cu, B, S, P, N) 
were estimated during selected storm events in four watersheds in the study area (See 
Chapter 3, Hur et al., (2008), and Sciera et al. (2008) for study area description, data 
collection methods, and water quality analyses). The objective here is to identify 
significant changes in water quality due to development and other management activities 
in the study area. 
A paired watershed study approach, with BC5 as reference, was used to compare 
and quantify relative changes in total element and anion concentrations in BC1 and LC. 
This analysis was restricted to storms that occurred on the same day, and had rainfall 
magnitudes within 10% of each other (Figure 3.3) in the reference and developed 
watersheds. KC was not included in this analysis because it had only two common storms 
with BC5 that met the restrictions. Event mean concentrations (EMCs) were calculated 
and comparisons were made using plots. The change was quantified using the Mean 
Ratio (MR) of EMCs in a developed watershed to those in BC5, with 95% confidence 
interval. 
Coefficient of determination (R2) was used to determine if the change in a 
contaminant’s EMC was related to the corresponding change in the EMC of Total 
Suspended Solids (TSS). This is because sediment acts as a substrate for many 
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contaminants. All storm events with water quality analyses, from all watersheds, were 
used in the correlation analysis. Only the contaminants which showed significant change 
between developed and reference watersheds, or significant correlation (R2 > 0.5) with 
TSS are presented in the results (Figures D-1, D-2, and D-3). Whether a change between 
the watersheds was significant or not was determined using the spread of data points 
around the 1:1 line and the deviation of MR (with uncertainty) from unity. 
D.1. Results and Discussion 
Nitrate EMCs in BC5 were higher than those in BC1 and LC (Figures D-1 and D-
2) likely due to a proportionately larger area with Pasture (Table 3.1) and the presence of 
horses in BC5 (Hur et al., 2008). 
Total elemental EMCs of Fe, Al, K, Mn, and B were greater in the developed 
watersheds compared to BC5 (Figures D-1 and D-2). LC also showed higher EMCs for 
Mg. All these metals are highly correlated with TSS (Figures D-3). So, it is likely that the 
source of these metals are the minerals in soil, saprolite, and stream bed material in the 
study area. 
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Figure D-1. Comparison of anion (a to d) and total element (e and f) EMCs in BC1 with those in 
BC5 (MR is the Mean Ratio of EMCs in BC1 to those in BC5, with 95% confidence interval) 
(Continued on next page) 
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Figure D-1. (Continued) Comparison of total element EMCs in BC1 with those in BC5 (MR is the 
Mean Ratio of EMCs in BC1 to those in BC5, with 95% confidence interval) 
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Figure D-2. Comparison of anion (a to c) and total element (d to f) EMCs in LC with those in BC5 
(MR is the Mean Ratio of EMCs in LC to those in BC5, with 95% confidence interval) (Continued 
on next page) 
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Figure D-2. (Continued) Comparison of total element EMCs in LC with those in BC5 (MR is the 
Mean Ratio of EMCs in LC to those in BC5, with 95% confidence interval) 
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Figure D-3. Total metal EMCs that are correlated (R2 > 0.5) with the EMC of suspended 
sediment in the study area (a) Fe, (b) Mg, (c) Al, (d) K, and (e) Mn 
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APPENDIX E 
SELECTED CODES 
E.1. Solution to a System of Linear Equations with 95% Confidence Intervals 
MATLAB code for solving an overdetermined system of linear equations and 
calculating 95% confidence intervals using bootstrapping. 
% Linear System AX = B 
% n is bootstrap sample size, A is coefficient matrix, B is vector of constants 
% lb and ub are vectors containing lower and upper bounds of variables respectively 
n = 8; 
a = dlmread('A.txt'); 
b = dlmread('B.txt'); 
lb = dlmread('lb.txt'); 
ub = dlmread('ub.txt'); 
solution = @(x,y)lsqlin(x,y,[],[],[],[],lb,ub); 
s = solution(a,b); 
ci = bootci(n,solution,a,b); 
 
E.2. Calculation of Event Rainfall Erosivity from Continuous Precipitation Data 
Visual Basic code to calculate event rainfall erosivity (hundred ft.tonf.in / 
(acre.hr)) from the continuous precipitation data (in). 
'Day and time are in first column 
'Precipitation is in 4th column 
 
Sub main() 
 
Dim index, endex, stacki As Integer 
Dim Energy, dE, time30, pcp30, I30, i As Double 
 
'Row indices for first and last time intervals of precipitation 
index = 9 
endex = Cells(3, 12) 
 
Energy = 0# 
I30 = 0# 
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Do 
 
'Calculates cumulative storm energy for each time step; make sure rainfall is in inches 
 
i = (Cells(index, 4) / ((Cells(index, 1) - Cells(index - 1, 1)) * 24)) / 25.4 
 
dE = 1099 * (1 - 0.72 * Exp(-1.27 * i)) * (1 / 100) 
 
Energy = Energy + dE * Cells(index, 4) / 25.4 
 
'Calculates 30 min rainfall immediately before the current time step 
stacki = index 
pcp30 = 0# 
Do 
 
pcp30 = pcp30 + Cells(stacki, 4) / 25.4 
time30 = (Cells(index, 1) - Cells(stacki - 1, 1)) * 24 * 60 
 
stacki = stacki - 1 
Loop Until stacki = 8 Or CInt(time30) >= 30 
 
'Check and assign the value if it is the half an hour max rainfall so far 
If I30 < (pcp30 * 60 / time30) Then 
 I30 = (pcp30 * 60 / time30) 
End If 
 
index = index + 1 
Loop Until index > endex 
 
Cells(8, 11) = "Rainfall Erosivity =" 
Cells(8, 13) = Energy * I30 
Cells(8, 14) = "hundred ft.tonf.in / (acre.hr)" 
 
End Sub 
 
E.3. Calculation of Cross-sectional Area, Hydraulic Radius, and Flowrate 
Visual Basic code to calculate the stream cross-sectional area, hydraulic radius, 
and flowrate when provided with stream survey measurements, and continuous level and 
velocity measurements. 
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'Location of data: Date and time --> Column A starting at A8 ; Level (ft) --> Column B starting at 
B8 ; Velocity (ft/s) --> Column C starting at C8 ; 
‘XBook = Cross-sectional survey coordinates; BBook = end of applicable time-range for each 
cross-sectional survey file 
 
Option Base 1 
Dim DBook, XBook, BBook As Workbook 
Dim DSheet, XSheet, BSheet As Worksheet 
Dim X(100), Y(100), PX(100), PY(100) As Single 
Dim level, offset, area, HydR As Single 
Dim Bindex, dindex, limit, lt, p, q As Integer 
 
Sub main() 
 
limit = 100 
Dim counter As Integer 
 
Dim rough As Double 
rough = 0.05 
 
'Change the directory to the folder containing the cross-section files 
ChDir "C:\.....\LC" 
 
Set DSheet = Worksheets("hydrology") 
Set BBook = Workbooks.Open("Breaks_LC.xls") 
Set BSheet = BBook.Worksheets("Breaks") 
Set XBook = Workbooks.Open("06-02-09.xls") 
Set XSheet = XBook.Worksheets("Dimension") 
dindex = 8 
Bindex = 2 
counter = 0 
offset = BSheet.Cells(Bindex, 2) 
Call ExtXY 
 
'The main loop that loops through the data, calls subroutines and prints results 
Do 
 level = DSheet.Cells(dindex, 2) 
  
 'Adjusts Bindex such that the current date falls between suitable break points 
 Do 
  If DSheet.Cells(dindex, 1) < BSheet.Cells(Bindex, 1) Then 
   Exit Do 
  End If 
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  Bindex = Bindex + 1 
  counter = counter + 1 
 Loop 
  
 'If Bindex is changed, then it is time to choose a new cross-section file and offset, and extract 
 'a new set of coordinates 
 If counter > 0 Then 
  counter = 0 
  XBook.Close SaveChanges:=False 
  Call SelectX 
  Set XSheet = XBook.Worksheets("Dimension") 
  offset = BSheet.Cells(Bindex, 2) 
  'Call coordinate extractor 
  Call ExtXY 
 End If 
  
 'Call coordinate adjustor 
 Call AdjXY 
  
 'Call area calculator 
 Call CalcA 
  
 'Call hydraulic radius calculator 
 Call CalcR 
  
 'Print values until the level remains the same and go to next level 
 Do 
  DSheet.Cells(dindex, 5) = area * DSheet.Cells(dindex, 3) 
  dindex = dindex + 1 
 Loop While DSheet.Cells(dindex, 2) = DSheet.Cells(dindex - 1, 2) 
  
Loop Until IsEmpty(DSheet.Cells(dindex, 1)) 
 
XBook.Close SaveChanges:=False 
BBook.Close SaveChanges:=False 
 
End Sub 
 
'Selects and opens cross-section file based on the value of Bindex 
Sub SelectX() 
 
Select Case Bindex 
 Case 3 
  Set XBook = Workbooks.Open("06-03-16.xls") 
. 
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. 
. 
 Case 24 
  Set XBook = Workbooks.Open("08-01-22.xls") 
 Case Else 
  MsgBox ("Error: Bindex out of range") 
  Stop 
End Select 
 
End Sub 
 
'Extracts x-y coordinates from stream survey points 
Sub ExtXY() 
 
Dim i, j As Integer 
Dim str, frag As String 
Dim ph, pv As Single 
 
'Copy the points from the file 
i = 1 
Do 
 If i > limit Then 
  MsgBox ("Error: Array Overflow") 
  Stop 
 End If 
 PX(i) = XSheet.Cells(30 + i, 37) 
 PY(i) = XSheet.Cells(30 + i, 38) 
 i = i + 1 
Loop Until IsEmpty(XSheet.Cells(30 + i, 37)) 
 
lt = i - 1 
 
'Read the probe's horizontal position and convert it into numeric value 
str = XSheet.Cells(26, 39) 
i = InStr(str, " ") 
j = InStr(i + 1, str, " ") 
frag = Mid(str, i + 1, j - i - 1) 
ph = CSng(frag) 
 
'Calculate the elevation of the bottom directly below the probe 
For i = 1 To lt 
 If PX(i) >= ph Then 
  If PX(i) > ph Then 
   pv = PY(i - 1) + (ph - PX(i - 1)) * (PY(i) - PY(i - 1)) / (PX(i) - PX(i - 1)) 
  Else 
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   pv = PY(i - 1) + (ph - PX(i - 1)) * (PY(i + 1) - PY(i - 1)) / (PX(i + 1) - PX(i - 1)) 
  End If 
  Exit For 
 End If 
Next i 
 
For i = 1 To lt 
 PY(i) = pv - PY(i) 
Next i 
 
End Sub 
 
'Adjusts x-y coordinates with respect to water level 
Sub AdjXY() 
 
Dim i, maxi As Integer 
Dim max As Double 
 
max = 0# 
'Calculate the depth at each point and find the max depth 
For i = 1 To lt 
 Y(i) = level + offset - PY(i) 
 If Y(i) > max Then 
  max = Y(i) 
  maxi = i 
 End If 
Next i 
 
'Starting at max depth, search for banks either side 
For i = maxi To 1 Step -1 
 If Y(i) <= 0 Then 
  p = i 
  Exit For 
 End If 
Next i 
    
For i = maxi To lt 
 If Y(i) <= 0 Then 
  q = i 
  Exit For 
 End If 
Next i 
 
For i = p To q 
 X(i) = PX(i) 
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Next i 
 
'Calculate the coordinates of the banks 
X(p) = (X(p) * Y(p + 1) - X(p + 1) * Y(p)) / (Y(p + 1) - Y(p)) 
X(q) = (X(q) * Y(q - 1) - X(q - 1) * Y(q)) / (Y(q - 1) - Y(q)) 
Y(p) = 0# 
Y(q) = 0# 
 
End Sub 
 
'Calcualtes the area for a given level 
Sub CalcA() 
 
Dim i As Integer 
 
area = 0# 
 
For i = p + 1 To q 
 area = area + (Y(i) + Y(i - 1)) * (X(i) - X(i - 1)) / 2 
Next i 
 
End Sub 
 
'Calculates the hydraulic radius for a given level 
Sub CalcR() 
 
Dim i As Integer 
Dim WetP As Double 
 
WetP = 0# 
 
For i = p + 1 To q 
 WetP = WetP + Sqr((X(i) - X(i - 1)) ^ 2 + (Y(i) - Y(i - 1)) ^ 2) 
Next i 
 
HydR = area / WetP 
 
End Sub 
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E.4. Stormflow, Total flow, and Sediment Output Calculation 
Visual Basic code to calculate the stormflow, total flow, and sediment mass for an 
event. Given: baseflow turning points (i.e. times and flowrates for baseflow). 
 
Sub main() 
 
 Dim findex, fendex, qindex, i As Integer 
 Dim TF, SF, BF, dTF As Double 
 Dim conc1, conc2, TC As Double 
 Dim t1, t2 As Date 
  
'Sheets containing continuous flow and sediment concentration data 
 Set FSheet = Worksheets("hydrology") 
 Set QSheet = Worksheets("sediment") 
  
 'Baseflow calculation 
 findex = FSheet.Cells(2, 12) + 1 
  
 BF = 0# 
 i = 3 
  
 Do 
 BF = BF + ((FSheet.Cells(i, 11) + FSheet.Cells(i - 1, 11)) / 2) * (FSheet.Cells(i, 10) - FSheet.Cells(i - 
1, 10)) * 24 * 3600 
 i = i + 1 
 Loop Until IsEmpty(FSheet.Cells(i, 11)) 
  
 fendex = FSheet.Cells(3, 12) 
  
 qindex = 4 
  
 'Baseline TSS is known or assumed at the beginning of the peak 
 conc1 = FSheet.Cells(2, 14) 
 t1 = FSheet.Cells(2, 10) 
  
 'Finds the immediately next sediment sampling time interval 
 Do 
  If FSheet.Cells(findex - 1, 1) >= QSheet.Cells(qindex, 2) + QSheet.Cells(qindex, 3) Then 
   qindex = qindex + 1 
  Else 
   Exit Do 
  End If 
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  If IsEmpty(QSheet.Cells(qindex, 2)) Then 
   MsgBox ("Error: Sampling dates out of range") 
   Stop 
  End If 
 Loop 
  
 conc2 = QSheet.Cells(qindex, 4) 
 t2 = QSheet.Cells(qindex, 2) + QSheet.Cells(qindex, 3) 
  
'Calculate total flow and sediment mass 
 TF = 0# 
 TC = 0# 
  
 Do 
  
  'Total flow 
  dTF = ((FSheet.Cells(findex - 1, 6) + FSheet.Cells(findex, 6)) / 2) * (FSheet.Cells(findex, 1) - 
FSheet.Cells(findex - 1, 1)) * 24 * 3600 
  TF = TF + dTF 
   
  'Total sediment 
  Do 
  If FSheet.Cells(findex, 1) <= t2 Then 
   TC = TC + dTF * ((FSheet.Cells(findex, 1) - t1) * (conc2 - conc1) / (t2 - t1) + conc1) * 28.317 
   Exit Do 
  Else 
   qindex = qindex + 1 
   t1 = t2 
   conc1 = conc2 
   t2 = QSheet.Cells(qindex, 2) + QSheet.Cells(qindex, 3) 
   conc2 = QSheet.Cells(qindex, 4) 
  End If 
  If IsEmpty(QSheet.Cells(qindex, 2)) Then 
   t2 = FSheet.Cells(FSheet.Cells(3, 12), 1) 
   conc2 = FSheet.Cells(2, 14) 
  End If 
 Loop 
   
  findex = findex + 1 
  
 Loop Until findex > fendex 
  
'Stormflow  
SF = TF - BF 
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'Convert sediment mass from mg to kg and print 
 Cells(39, 9) = TF 
 Cells(40, 9) = SF 
 Cells(39, 14) = TC / 1000000 
 
End Sub 
 
 
E.5. Daily Contaminant Load Calculation 
Visual Basic code to calculate the daily contaminant load using continuous flow 
measurements and water quality data during an event. Contaminant concentration data is 
provided as a matrix where each row   time of sampling; each column   a 
contaminant. 
 
Sub main() 
 
 Dim findex, fendex, qindex, pindex, cindex, sample2, i, pmemo, tday, starti, endi As Integer 
 Dim conc1, conc2, TC, dTF, SedSum, startd, endd, startc, endc As Double 
 Dim t1, t2 As Date 
  
 Set FSheet = Worksheets("hydrology") 
 Set QSheet = Worksheets("sediment") 
  
 'Starting and end points of an event 
 findex = FSheet.Cells(2, 12) + 1 
 fendex = FSheet.Cells(3, 12) 
  
 qindex = 4 
 pindex = 4 
 cindex = 6 
  
 'Find print index row 
 Do 
  pindex = pindex + 1 
  If IsEmpty(QSheet.Cells(pindex, 2)) Then 
   Exit Do 
  End If 
 Loop 
  
 250 
 
 pmemo = pindex 
 Cells(pindex, 5) = "Daily (Kg)" 
  
 'Finds the immediately next sampling time interval 
 Do 
  If FSheet.Cells(findex - 1, 1) >= QSheet.Cells(qindex, 2) + QSheet.Cells(qindex, 3) Then 
   qindex = qindex + 1 
  Else 
   Exit Do 
  End If 
  If IsEmpty(QSheet.Cells(qindex, 2)) Then 
   MsgBox ("Error: Sampling dates out of range") 
   Stop 
  End If 
 Loop 
  
 sample2 = qindex 
 endd = Truncate(CDbl(FSheet.Cells(fendex, 1))) + 1 
  
 'Mother loop: once per contaminant 
 Do 
  
 findex = FSheet.Cells(2, 12) + 1 
 tday = FSheet.Cells(2, 12) 
 conc1 = QSheet.Cells(2, cindex) 
 t1 = FSheet.Cells(2, 10) 
 pindex = pmemo 
  
 'Load for the part of first day before event starts 
 startd = Truncate(CDbl(t1)) 
 starti = findex - 1 
 startc = 0# 
 TC = 0# 
  
 Do 
  dTF = ((FSheet.Cells(starti - 1, 6) + FSheet.Cells(starti, 6)) / 2) * (FSheet.Cells(starti, 1) - 
FSheet.Cells(starti - 1, 1)) * 24 * 3600 
 
  startc = startc + dTF * conc1 * 28.317 
  starti = starti - 1 
 Loop Until FSheet.Cells(starti, 1) <= startd 
  
 SedSum = startc 
  
 'Calculates load until end of last day 
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 qindex = sample2 
 conc2 = QSheet.Cells(qindex, cindex) 
 t2 = QSheet.Cells(qindex, 2) + QSheet.Cells(qindex, 3) 
 
 Do 
  
  Do 
  If FSheet.Cells(findex, 1) <= t2 Then 
   dTF = ((FSheet.Cells(findex - 1, 6) + FSheet.Cells(findex, 6)) / 2) * (FSheet.Cells(findex, 1) - 
FSheet.Cells(findex - 1, 1)) * 24 * 3600 
 
   TC = TC + dTF * ((FSheet.Cells(findex, 1) - t1) * (conc2 - conc1) / (t2 - t1) + conc1) * 28.317 
    
   If DateDiff("d", FSheet.Cells(tday, 1), FSheet.Cells(findex, 1)) > 0 Then 
    Cells(pindex + 1, 5) = Truncate(CDbl(FSheet.Cells(tday, 1))) 
    Cells(pindex + 1, cindex) = (TC + startc) / 1000000 
    tday = findex 
    SedSum = SedSum + TC 
    TC = 0# 
    startc = 0# 
    pindex = pindex + 1 
   End If 
    
   Exit Do 
  Else 
   qindex = qindex + 1 
   t1 = t2 
   conc1 = conc2 
   t2 = QSheet.Cells(qindex, 2) + QSheet.Cells(qindex, 3) 
   conc2 = QSheet.Cells(qindex, cindex) 
  End If 
  If IsEmpty(QSheet.Cells(qindex, 2)) Then 
   If fendex >= findex Then 
    t2 = FSheet.Cells(fendex, 1) 
   Else 
    t2 = endd 
   End If 
   conc2 = FSheet.Cells(2, 14) 
  End If 
 Loop 
   
  findex = findex + 1 
  
 Loop Until FSheet.Cells(findex, 1) > endd 
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 Cells(pindex + 1, 5) = "Sum (Kg)" 
 Cells(pindex + 1, cindex) = SedSum / 1000000 
  
 cindex = cindex + 1 
 Loop Until IsEmpty(Cells(3, cindex)) 
 
End Sub 
 
'Truncates a decimal value such that the digits to the right of the decimal are cutoff 
 
Function Truncate(d As Double) As Long 
 
Dim i As Long 
 
i = CLng(d) 
 
If i > d Then 
 Truncate = i - 1 
Else 
 Truncate = i 
End If 
 
End Function 
 
E.6. Daily Average Flowrate Calculation 
Visual Basic code to calculate the daily average flowrate using continuous 
flowrate data measured at any sub-daily uneven time intervals. 
Sub main() 
 
Dim cday, nday, Qsum, Lsum As Double 
Dim d1, d2, Pindex As Integer 
Dim tday As Date 
Dim day As Long 
 
'Data index and print index 
d1 = 8 
Pindex = 3 
 
'Loops through the values for a particular day; 1 loop = 1 day 
Do 
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 'Go to the first positive value in that day; negative values are invalid 
 Do Until Cells(d1, 7) > 0 
  d1 = d1 + 1 
  If IsEmpty(Cells(d1, 1)) Then Stop 
 Loop 
   
  ' d1 = head index ; d2 = tail index of a particular time interval 
  d2 = d1 + 1 
 
 'Read the first valid value 
 tday = Cells(d1, 1) 
  
 'No digits to the right of the decimal indicate midnight (since one day = 1) 
 day = Truncate(CDbl(Cells(d1, 1))) 
  
 'Qsum is zero only if the valid initial value is exactly at midnight 
 Qsum = (CDbl(Cells(d1, 1)) - day) * Cells(d1, 7) 
 Lsum = (CDbl(Cells(d1, 1)) - day) * Cells(d1, 2) 
 
 'Calculate the weighted average of the flow for this day 
 Do Until DateDiff("d", Cells(d1, 1), Cells(d2, 1)) <> 0 
  
  If Cells(d2, 7) > 0 Then 
   Qsum = Qsum + Cells(d1, 7) * (CDbl(Cells(d2, 1)) - CDbl(Cells(d1, 1))) 
   Lsum = Lsum + Cells(d1, 2) * (CDbl(Cells(d2, 1)) - CDbl(Cells(d1, 1))) 
   'The tail of previous valid interval becomes the head of the next interval 
   d1 = d2 
  End If 
   
  d2 = d2 + 1 
  
 Loop 
 
 'Use the last valid entry to calculate for the remainder of the day 
 day = Truncate(CDbl(Cells(d1, 1))) + 1 
  
 Qsum = Qsum + Cells(d1, 7) * (day - CDbl(Cells(d1, 1))) 
 Lsum = Lsum + Cells(d1, 2) * (day - CDbl(Cells(d1, 1))) 
  
 Cells(Pindex, 10) = tday 
 Cells(Pindex, 11) = Lsum 
 Cells(Pindex, 12) = Qsum 
 Pindex = Pindex + 1 
  
 254 
 
 d1 = d2 
 
Loop Until IsEmpty(Cells(d1, 1)) 
 
End Sub 
 
'See previous code for Truncate function 
 
