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Foreword
The work of this thesis is focused on the study of light scattering in random
correlated systems, on one side, and in magneto-optical media, on the other.
Since the foundations of the electromagnetic theory, efforts have been made to
understand how light interacts with complex environments. Until now, most
works are centred in either perfectly ordered or disordered systems. In these ex-
treme cases a rich phenomenology was found, such as the existence of photonic
bandgaps in photonic crystals or weak and strong localisation in disordered
systems. Between these two limits, perfectly ordered and disordered systems,
are the random correlated systems. Although it is known that correlations in
disordered media can play an important role in the wave transport properties,
these random correlated systems remain largely unexplored. Examples such as
the conductivity of liquid metals in solid state physics, or light transport prop-
erties in photonic systems governed by short-range structural correlations, like
in cornea, demonstrate the importance of these media.
Being dominated by multiple light scattering, light transport and emission are
closely related phenomena. However, much more attention has been given to
the first over the second. In recent years a small number of works have shown
the importance of light emission by point sources for the study of correlations in
random systems. In particular, these take advantage of the proportionality of
the single emitter decay rate fluctuations with the local density of states fluctu-
ations. Because short-range correlations can alter the single emitter decay rate
statistics, light scattering in the near field is crucial for the understanding of
correlated random systems.
The lack of completeness in the study of emission dynamics extends from simple
geometry systems to complex structures. An interesting example is the inclu-
sion of reciprocity symmetry breaking in well known structures, like in emitter-
antenna systems. A way of introducing non-reciprocity effects is by applying
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an external magnetic field and considering the magnetisation properties of the
materials that form the system. The effect that involves the modification of the
optical properties by the application of a magnetic field is known as magneto-
optical effect. This is of special importance in hybrid metallic systems that
support at the same time plasmon excitations (magnetoplasmonic systems),
giving rise to plasmon enhanced magneto-optical activity. These structures are
particularly interesting because can be applied in biology, sensing and telecom-
munications. Due to the available fabrication and characterisation technology,
it is possible to design and implement complex structures that take into account
this magneto-optical effect. Nevertheless, the optimisation processes are directly
related to the modelling ability of such systems.
The aim of this thesis is to clarify some open questions in magnetoplasmonic
systems and random correlated systems. The thesis is organised in two parts.
In the first part, we want to understand, through simple physical models, the
rich phenomenology obtained in hybrid magnetoplasmonic systems. In particu-
lar, we are interested in determine the exact role of interactions between forming
elements of the systems and their contribution to the global magneto-optical re-
sponse.
We will also address the antenna effect in the presence of magneto-optical activ-
ity. The considered model is an emitter-antenna system in which the antenna
supports a plasmon resonance and shows magneto-optical activity.
In the second part of this thesis we study the emission lifetime in thin layers of
strongly scattering medium with non-trivial correlations: search for evidences
of peculiar statistical distributions in lifetime statistics (long tail distributions,
multimodal, etc). The objective is trying to prove that not only the parameters
governing the statistical distributions of lifetimes are non-universal, but also the
nature of the distributions themselves depend on the details of the system.
Finally, we focus our attention on the light emission dynamics (lifetimes or
emission rate statistics) in three-dimensional systems with strong structural
correlations undergoing structural phase transitions. The objective is trying to
link the statistical properties of emission dynamics with the thermodynamics of
the system and prove that there are fundamental differences between lifetime
statistics and transport properties.
Prólogo
El trabajo de esta tesis se centra en el estudio del scattering de luz en sis-
temas aleatorios correlacionados, por un lado, y en medios magneto-ópticos,
por el otro. Desde los inicios de la teoría electromagnética, se han hecho es-
fuerzos para entender cómo interactúa la luz con entornos complejos. Hasta
ahora, la mayoría de los estudios se basan en sistemas perfectamente ordenados
o completamente desordenados. En estos casos se encontraron fenómenos muy
relevantes del punto de vista cientifico, tales como la existencia de bandgaps
en cristales fotónicos o la localización débil y fuerte en sistemas desordenados.
Entre estos dos límites, sistemas perfectamente ordenados y desordenados, se
encuentran los sistemas aleatorios correlacionados. Aunque se sabe que las cor-
relaciones en medios desordenados pueden jugar un papel importante en las
propiedades de transporte de ondas, estos sistemas aleatorios correlacionados
no han sido estudiados en detalle. Ejemplos tales como la conductividad en
metales líquidos, o las propiedades de transporte de luz en sistemas fotónicos
regidas por correlaciones estructurales de corto alcance, como en la córnea, de-
muestran la importancia de estos medios.
Al ser governados por el scattering múltiple de la luz, el transporte y emisión de
luz son fenómenos estrechamente relacionados. Sin embargo, se ha prestado más
atención al primero sobre el segundo. En los últimos años un pequeño número de
trabajos han demostrado la relevancia de la emisión de luz por fuentes puntuales
para el estudio de las correlaciones en sistemas aleatorios. En particular, estos
se aprovechan de la proporcionalidad de la tasa de decaimiento radiativo de un
solo emisor con las fluctuaciones de la densidad local de estados para estudiar
el efecto de las correlaciones. Debido a que las correlaciones de corto alcance
pueden alterar la tasa de decaimiento radiativo de un solo emisor, el scattering
de la luz en el campo cercano es un elemento crucial para la comprensión de los
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sistemas aleatorios correlacionados.
La falta de exhaustividad en el estudio de la dinámica de emisión se extiende
desde sistemas geométricos simples hasta estructuras complejas. Un ejemplo
interesante es la ruptura de reciprocidad en estructuras conocidas, como en los
sistemas emissor-antenna. Una forma de introducir efectos no recíprocos es me-
diante la aplicación de un campo magnético externo y teniendo en cuenta las
propiedades de magnetización de los materiales que conforman el sistema. El
efecto que involucra la modificación de las propiedades ópticas mediante la ap-
licación de un campo magnético se conoce como efecto magneto-óptico. Esto es
de especial importancia en sistemas metálicos híbridos que presentan al mismo
tiempo excitaciones de plasmones (sistemas magnetoplasmónicos), dando lugar
a una mayor actividad magneto-óptica debido a la excitación del plasmón. Estas
estructuras son particularmente interesantes porque pueden tener aplicaciones
en biología, sistemas de detección y telecomunicaciones. Debido a los avances
en fabricación y tecnologías de caracterización, es posible diseñar e implementar
estructuras complejas que hacen uso del efecto magneto-óptico. Sin embargo,
los procesos de optimización están directamente relacionados con la capacidad
de simular estos sistemas.
Esta tesis tiene como objetivo esclarecer algunas cuestiones abiertas acerca de
sistemas magnetoplasmónicos y sistemas aleatorios correlacionados. La tesis se
estructura en dos partes. En la primera, se pretende explicar, a través de mod-
elos físicos simples, los fenómenos que ocurren en sistemas magnetoplasmónicos
híbridos. En particular, estamos interesados en determinar el papel de las in-
teracciones entre los elementos que forman los sistemas y su contribución a la
respuesta magneto-óptica global. Ademas, estudiaremos el efecto de la antena
en presencia de actividad magneto-óptica. El modelo considerado es un sis-
tema emissor-antena en el que la antena presenta una resonancia de plasmón y
muestra la actividad magneto-óptica.
En la segunda parte de esta tesis se estudia el tiempo de vida de un emisor
en capas delgadas formadas por partículas fuertemente dispersoras con correla-
ciones no triviales: la búsqueda de evidencias de distribuciones peculiares en
la estadística de tiempo de vida (distribuciones de cola larga, i.e., que tiene
muchos eventos raros, multimodales, etc). El objetivo es tratar de demostrar
que no sólo los parámetros que rigen las distribuciones estadísticas de tiempo
de vida son no universales, sino también que la naturaleza de las distribuciones
en sí mismas dependen de detalles del sistema. Por último, nos centramos en la
dinámica de emisión de luz (tiempo de vida o estadística de tasa de emisión de
radiación) en sistemas tridimensionales con fuertes correlaciones estructurales
sometidos a transiciones de fase. El objetivo es tratar de vincular las propiedades
estadísticas de la emisión dinámica con las propiedades termodinámicas del sis-
tema y demostrar que existen diferencias fundamentales entre la estadística de
tiempo de vida y las propiedades de transporte.
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Chapter 1
Introduction
Scattering, absorption and emission of light are central problems in science and
engineering. Examples of these phenomena can be found, for instance, in earth’s
atmosphere, such as the colour of the sky or the clouds, in colloidal suspensions
such as milk, or in biological tissues such as eyes. Because light scattering is
strongly dependent of the particles size, shape and refractive index, scattering
measurements are a crucial tool for astrophysics, biology, and engineering.
In the last decades, with the advent of nanophotonics, this topic has gain pop-
ularity. Nanophotonics or nano-optics is the branch of optics devoted to the
study of light interaction with matter at the nanometer scale. The typical
wavelength of the electromagnetic radiation lies between the ultraviolet (300nm)
and the near-infrared (1.4µm). This range of the electromagnetic spectrum is
of special interest because the photon’s energy lies in the range of the electronic
transitions of matter. The human vision is adapted to detect radiation at these
wavelengths, thus resulting in the diversity of colours. At these dimensions the
electromagnetic radiation is well described by the wave picture and the use of
classical theory of fields based on Maxwell’s equations is suitable.
2 Introduction
1.1 Light scattering with matter
The propagation of light in a homogeneous and linear medium is done in straight
paths. When inhomogeneities are present in the system, like particles or inter-
faces, light can be deflected from its straight path and consequently the direction
of propagation changes. To the objects responsible for this modification we call
scatterers.
Analysing the scattering systems, two different regimes can be identified: single
and multiple scattering. In the single scattering regime, the field resulting from
the interaction is described by the sum of the scattered fields (directly scattered,
only once) from each of the scatterers in the system. Multiple scattering enters
when the previous picture breaks down. The contributions of "partial waves"
that have interacted with several scatterers are relevant. In this case, there
is interplay between density, scattering cross section and dimensionality of the
problem. The treatment of light interaction requires different descriptions, de-
pending of object scale under study. For objects with dimensions much bigger
than the wavelength, the interaction can be described by geometrical optics,
which considers light propagation in terms of rays. This simplification is an ex-
cellent approximation to address many problems at the macroscale, like reflec-
tion or refraction phenomena including optical systems. It is used to to describe
the geometrical aspects of imaging, including optical aberrations. However, it
fails when diffraction or interference phenomena are relevant in the system.
For objects with dimensions similar to the wavelength, it is common to consider
the formal solution of Maxwell’s equations with appropriate boundary condi-
tions [1; 2]. This approach is very useful due to the existence of exact solutions,
although can only be applied to a small number of simple shapes such as spheres
(usually called Mie solution to Maxwell’s equations [3]) cylinders, spheroids, etc.
It is appropriate to describe droplets in emulsions like milk, water droplets in
the atmosphere, biological cells or interstellar grains.
When light is scattered by objects much smaller than the wavelength, like indi-
vidual atoms, molecules or small particles, it is called Rayleigh scattering [4; 5].
Lord Rayleigh, in the end of the XIX century, observed that the scattering cross
section of a small particle was dependent of the wavelength, ∝ λ−4. This de-
pendence means that for short wavelengths the scattering is stronger than for
long wavelengths. The typical example is the scattering of sunlight in the atmo-
sphere, where the blue radiation (shorter in wavelength) is strongly scattered
than red radiation (longer in wavelength). This causes the blue sky during the
day and the red colour at sunset. When light is incident over one of these small
particles, the oscillating electric field of the wave excites the charges within the
particle, causing them to move at the same frequency. A common description
of these systems is to consider each particle as a simple radiating dipole, char-
acterised by its polarisability.
In the multiple scattering regime, like said above, light interacts many times
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with scatterers. In order to characterise the scattering strength of a system, the
scattering mean free path ls is frequently used. This fundamental quantity de-
termines the average distance travelled by a wave between two scattering events.
The mean free path is given by ls = (ρσs)
−1, where ρ is the density of the scat-
terers and σs is the average scattering cross section, i.e., the amount of light
removed from the incident beam by scattering. In this scattering regime, the
scattering mean free path is much smaller than the system dimensions, ls  L.
The multiple scattering is the responsible for the turbid or opaque look of some
media, like in a vapour cloud.
The scattering phenomenon can be classified as elastic or inelastic. The first
type, the elastic scattering, the interacting light preserves the frequency but
alters the propagation direction. The second type, the inelastic scattering, al-
ters both the wave frequency and the propagation direction. In this thesis, the
systems under study obey to the first type.
In complex systems, when the distance between scatterers is sufficiently large
or the scattering cross section is too small, the single scattering approximation
can be used. However, for reduced distances or big scattering cross sections,
the system gets in the multiple scattering regime and the single scattering is
no longer valid. Depending on the scatterers positioning, we can categorise the
systems in two extreme situations: the crystalline structure on one side and the
disordered media on the other.
The canonical example of ordered structures are photonic crystals [6; 7]. Very
similar to the ionic lattices in solids, photonic crystals are periodic nanostruc-
tures that affect the propagation of light due to the regular variation of the
refraction index. Proposed by E. Yablonovitch [8] and S. John [9], the multiple
scattering due to the periodic variation of the refraction index causes a splitting
of the bands at the edges of the Brillouin zone, called stop gap. When a stop gap
is independent of the direction is refereed to as full band gap. The propagation
of light through a photonic crystal is forbidden for light at the same energy as
the band gap. At optical wavelengths, the existence of a photonic crystal full
band gap was experimentally demonstrated by Blanco et al. [10].
Disordered media, in this context, implies a random distribution of the scatter-
ers. The random distribution of the system can result in very different effects
when light propagates through them. In next section the subject is discussed in
detail.
1.2 Light scattering in complex media
In nature, the vast majority of interactions between light and matter occur with
complex media, i.e., media that is constituted by many parts. We can find
examples in almost everywhere, from fruits to vervet monkey skin [11–14].
4 Introduction
In the past, periodicity and spatial order was considered crucial to photonics,
where many advances have been made with the goal of minimise and eliminate
disorder. The control and reproducibility of ordered structures make them at-
tractive to applications. A clear advantage was the possibility of reproduce the
same behaviour when light interacts with them. In particular, photonic crystals
have experienced a remarkable growth [7]. However, in recent years researchers
understood that disordered structures may be used as a powerful ally to control
and manipulate light.
When light propagates through a disordered medium, like a white marble wall,
it is multiple scattered by the inhomogeneities, resulting in a scrambling of the
light. Although the incident light is very different from the transmitted through
the medium, if the involved scattering process is elastic, the information is pre-
served [15]. The complex output or the transmitted intensity pattern is called
speckle pattern and is the result of the interference between randomly scattered
waves. An important research line is the identification of the descrambling
key to reconstruct the input wave [16–18], in particular through the so-called
wavefront-shaping technique. Unfortunately, when the light source is embedded
in a random structure this reconstruction seems more difficult. The solution of
this problem is a topic of maximum importance due to the possible applications
in biological imaging [19].
The interference and propagation of light in random materials can originate ef-
fects like weak localisation and coherent backscattering. In these phenomena
waves follow the same path but in opposite directions, where always interference
constructively and give rise to a robust wave phenomenon. Let us suppose that
a light wave is incident over a finite random structure, and we collect the light
in the backscattering direction. In this system, a large number of light paths
may exist from the source to the detector, each one following a random traject-
ory through the media and then being backscattered out. In this case, due to
the reciprocity, each trajectory can be followed in two directions, resulting in
an enhancement in the backscattering direction. Surrounding this direction the
enhancement gradually disappear, generating a cone. The phenomenon was ex-
perimentally measured by Albada et al. [20] and observed in biological tissues,
in particular breast and lung tissues [21].
Another phenomenon with origin in the interference and propagation of light
in random materials is the Anderson localisation [22]. Proposed by Anderson
to explain the metal-insulator transitions in electron transport, it is a wave
phenomenon where disorder causes the interruption of transport. Equivalent
phenomenon is present in optics, where modes with a high level of spatial con-
finement are created by multiple scattering, in which light remains in the system
for a long time [23; 24]. In optics, efforts have been made in order to experiment-
ally demonstrate this phenomenon [15; 25], but in three dimensional systems it
is still an open problem [26].
Although most of the studies focus on perfectly ordered or disordered systems,
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between these two limits there is a region with great potential to explore. When
the positions of the scatterers are correlated, the optical properties of the system
can dramatically change. Random correlated structures, can display wide-angle
reflection and broad spectral features. Some experiments show that reflection
and transmission properties are governed by an interplay between Mie scattering
and local order, by modification of the single scattering cross section [27–29]. In
the past, relevant studies about conductivity in liquid metals [30] or light scat-
tering in the cornea [31] emphasised the importance of the correlated systems.
In nanophotonics, these configurations can be achieved by introducing disorder
in ordered systems or vice-versa. The standard approach considers a periodic
system in which disorder is introduced by randomly removing elements. The
consequent cavities, which are randomly distributed through the system, can
couple. S. John suggested that this combination may form an efficient trapping
mechanism to localise light and obtain strong absorption [23; 32].
An alternative approach is based on the modification of a random structure by
introducing correlations between positions of scattering elements. This can be
done by considering charged particles, where the long-range electrostatic repul-
sion creates a short-range positional order [28; 32]. This type of manipulation
allows the design of structures with a high control of the scattering strength.
The quest for the control of correlations was boosted in recent years by the
emergence of the hyper-uniform structures [26; 33]. The design of these struc-
tures is based on a mathematical model [34] where the density fluctuations of
hyper-uniform structures are reduced compared with those of a random system.
Photonic crystals, quasicrystals and other disordered systems are included in
the set of hyper-uniform structures. Recently Haberko and Scheffold [35] fabric-
ated the first three-dimensional photonic structures, using direct laser writing,
based on a hyper-uniform structure. It was shown that these random structures
exhibit a photonic bandgap [33; 36].
The illumination of a disordered system with coherent light, as mentioned above,
generates a speckle pattern. This pattern has a spatial structure that is usu-
ally characterised by the intensity spatial correlation function 〈I (r) I (r′)〉. In
transmission, short-range and long-range contributions can be identified in the
intensity correlation function, that is function of the sum of three different terms
denoted by C1 (short-range), C2 (intermediate-range) and C3 (long-range) [37].
In systems where the source is located inside of a medium, the situation changes.
A new type of contribution appears, the C0 [38]. This term has attracted interest
because it is very sensitive to the environment where the source is embedded
[39]. Also it has been shown that the C0 correlations are equal to the fluctu-
ations of the local density of states (LDOS) at the point source emitter [40].
Recently was presented a non-diagrammatic approach of C0, based on the fluc-
tuations of LDOS and energy conservation [41].
In nanophotonics (although is a general result), the LDOS fluctuations can be
obtained by measuring the decay rate fluctuations of a single emitter [42; 43].
The modification of the behaviour of an emitter by the presence of the elec-
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tromagnetic environment is known as Purcell [44] effect. Experimentally, this
phenomenon has been observed in emitters placed close to planar interfaces [45],
cavities [46], two [47; 48] and three dimensional photonic crystals [49] and more
recently in plasmonic [50; 51] and magnetoplasmonic structures [52].
The interesting for the study of disordered systems with emission experiments
dates back to the 90’s, where Martorell et al. [53] studied the lifetime modi-
fication of a fluorescent molecule in colloidal suspensions. In this experiment,
the concentration of particles in the colloid was varied to control the correla-
tions between scatterers, and consequently was measured a modification of the
spontaneous emission. This work directly relates the importance of correlations
in the emission phenomenon. Recently, Birowosuto et al. [42] observed, in
three dimensional random photonic media, fluctuations of the LDOS by meas-
uring spontaneous emission of individual fluorescent nanospheres embedded in
the structures. Sapienza et al. [43] in a similar experiment, studied the Pur-
cell effect for nano-emitters buried in a three dimensional medium. Making
a massive number of measurements, they found that the statistics of Purcell
factors presented a non-Gaussian long-tailed statistics, that were explained by
considering the full near-field multiple scattering.
These experiments highlight the importance of the LDOS distribution to ap-
plications in sensing or imaging of microscopic structures of complex media.
However, it not clear how sensitive the LDOS is to subtle modifications of the
environment, like in phase transitions, or if can be used to monitor structural
dynamic processes.
1.3 Light scattering in nonreciprocal media
Non-reciprocity refers to the impossibility of interchange the time harmonic
electric current densities and the resulting electromagnetic fields in Maxwell’s
equations for time-invariant linear media1. Systems with nonsymmetric dielec-
tric tensor  are nonreciprocal systems [54]. In this thesis, part of the work is
devoted to the study of magnetoplasmonic systems, where reciprocity does not
hold.
The beginning of magnetoplasmonics dates back to the 70’s, when fundamental
studies of the effect of an external magnetic field on the dielectric function of
the electron plasmas in semiconductors [55–60] where made. In the following
two decades the subject remained active due to the possible application in mag-
netic recording [61]. In the last decade, with the possibility of design nanoscale
1The inverse, reciprocity, implies that the dependence between an oscillating current and
the generated electric field is unchanged if one interchanges the points where the current is
placed and where the field is measured. This is why antennas radiation and receiving patterns
are similar, and work equally well as transmitters or receivers.
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systems almost at will, the interest in magnetoplasmonic systems was renewed,
not only by the possible applications in sensing [62] or telecommunications [63],
but also to obtain fundamental information about the interaction between mag-
netic field, magneto-optic properties and surface plasmons. Also we should not
ignore that this interest is directly connected to the strong development of the
plasmonics in recent years, a branch of nanophotonics that aims the understand
and control of light using the surface plasmon resonances sustained in a metal
nanostructure [64; 65].
Surface plasmons are electromagnetic waves coupled to plasmons, that are oscil-
lations of the conduction electrons with respect to the fixed ions in a metal, and
mathematically appear as strongly localised solutions of Maxwell’s equations.
They occur in interfaces that separate two media with different signs in the
dielectric function, like in a dielectric (< (diel) > 0) and a metal (< (met) < 0).
Surface plasmons exhibit intense resonances when losses are small (= (met) <
< (met)), and are present in a huge variety of metals such as gold or silver, and
structures like thin films or nanoparticles [66]. Its high sensitivity to the optical
properties of the surrounding dielectric media make them ideal for sensing ap-
plications [67–69].
Surface plasmons can be categorised in two types: surface plasmon polaritons
(SPP) and localised surface plasmons (LSP). SPP, also called propagating sur-
face plasmons [70], are those sustained by planar interfaces, like in continuous
films, and are able to confine the electromagnetic field is nanoscopic volumes,
below the diffraction limit. SPP have a propagating character in the parallel
directions to the interface but are restricted to a finite distance due to ohmic
losses, but decay exponentially in the direction perpendicular to the surface.
LSP or particle plasmons are plasmons that are sustained by elements with
volume of the order or smaller than the exciting radiation wavelength [71]. Due
to their isolated character, these plasmons are not propagating. The LSP ex-
citations are identified by a well defined peak in the optical absorption spectra.
The position of these peaks are very sensitive to the optical surrounding envir-
onment, as well as shape, size and composition of the nanostructure [72–76].
Plasmonic systems have been employed in a vast range of fields, that goes from
condensed matter to biology [77]. We must highlight the promising applications
is cancer treatment [78–80], sensing [81–85] and solar energy conversion [86; 87].
An important step forward in plasmonic systems is the control of the plasmon
properties using external parameters, called active plasmonics. Some develop-
ments have been made in this direction, where electric field [88–90], temperature
[91; 92] or electromagnetic waves [93–96] have been used as external agents. An
interesting alternative is the use of an external magnetic field [63; 97–100].
The modification of the optical properties by the presence of magnetic fields
where initially observed by Faraday [101] and Kerr [102; 103] in the XIX cen-
tury. Faraday, in transport experiments in glasses, detected a rotation of the
polarisation plane that was linearly proportional to the applied magnetic field in
the propagation direction. Kerr, in reflection experiments, detected a rotation
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of the polarisation plane in a magnetised material. In recent years, magneto-
optics have received attention recently due to the possible applications, such as
nonreciprocal optical isolators [104–106], sensors [62], plasmonic interferometry
[107; 108], random-lasers [109], etc. With the goal of increase the magneto-
optical response and reduce the size of the devices, magnetic have been com-
bined with plasmonic materials to take advantage of the electromagnetic field
enhancement. Also new structures, materials and geometries have been explored
[99].
In this thesis we focus our attention in the modification of the optical properties
of complex systems formed by interacting nanoparticles that sustain LSP, when
in the presence of a magnetic field.
1.4 Thesis structure
The structure of this thesis is as follows:
In chapter (2) we present the fundamental tools used in the thesis, such as the
Green function concept and the fields generated by a point source, the Discrete
Dipole Approximation, the polarisability of a small anisotropic particles or the
dielectric tensor of a scattering element in the presence of a magnetic field,
among others.
After the introductory chapters, we present the main research results in two
parts, each one with three chapters.
In Part (I) we study light scattering phenomena in systems with a few number
of scattering elements, but with a rich geometry and presenting magneto-optical
activity.
In chapter (3) and chapter (4) we use a simple, yet comprehensive, model based
on the discrete dipole approach, to study hybrid magnetoplasmonic systems.
The considered systems are formed by two nanodisks. In chapter (3) one of the
nanodisks is plasmonic and the other magnetoplasmonic, and we analyse the
importance of the interactions between elements of the system and their con-
tribution to the global magneto-optical response. In chapter (4) we present a
detailed study of the interaction effects when plasmonic and magnetoplasmonic
nature of the nanodisk components is changed.
In chapter (5) we study the properties of an emitter-antenna system when the
antenna is magneto-optically active. We study two different configurations,
where we explore the modifications of the decay rate and the radiated pattern
fields with the application of the external magnetic field.
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In Part (II) we study the statistical properties of light emission in strongly scat-
tering systems with random but correlated structures.
In chapter (6) we study the statistical decay rate dependence in a bi-dimensional
strongly scattering system as a function of the particles correlations. We relate
the presence of long-range correlations with large fluctuations of the decay rates.
We show that not only the parameters governing the statistical distributions of
lifetimes are non-universal, but also that the nature of the distributions them-
selves depend on the details of the system.
In chapter (7) and chapter (8) we study the emission decay rate statistics
in three-dimensional systems with structural correlations. In chapter (7) we
present and analyse the structural model. We consider a cluster of strongly
confined particles interacting through a Lennard-Jones potential. We perform
a thermodynamical study of the system and, in particular, we focus our atten-
tion in the solid-liquid phase transition. In chapter (8) we consider the same
structural system, where we perform light emission calculations at the phase
transition. The goal in this chapter is to link the statistical properties of emis-
sion dynamics with the thermodynamics of the system, and show that there are
fundamental differences between lifetime statistics and transport properties.
In chapter (9) we present the most relevant conclusions of this thesis.
Part of the work developed in this thesis consisted in the implementation of
the Discrete Dipole Approximation numerical method for a N dipole system.
The software was designed to make transport and emission calculations, with
particles characterised by their corresponding dielectric tensor, shape and volume.
Also we implemented the structural program used to generate and analyse
clusters.
The experimental work, presented in chapter (3) and chapter (4), was made
in collaboration with Magnetic Nanostructures and Magneto-Plasmonics group
from Instituto de Microelectrónica de Madrid.
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Chapter 2
Topics in scattering theory
Light is in range of the electromagnetic spectrum where the wave-particle dual-
ity is most significant. This is the region where low energy radiation, described
like waves, and high energy radiation, described like particles, come together.
Its interaction with matter is a complex phenomenon that can be addressed in
different ways. Although the most precise description is given by the quantum
electrodynamics, in nano-optics a big number of problems can be tackle by con-
sidering a semi-classical approach.
Usually is mostly sufficient the adoption of a wave picture to describe the optical
radiation, allowing the use of classical field theory based on Maxwell equations.
For the matter, due to the small system sizes, it is necessary the use of a quantum
description.
In this chapter we start by presenting the Green function concept, Sec. (2.1),
which is the field generated by a point source.
In Sec. (2.3) introduce the Discrete Dipole Approximation to solve complex
systems like irregular and big size particles or random structures.
In Sec. (2.4) we calculate the polarisability of small particles, in particular,
small anisotropic spherical particles and its absorption.
In Sec. (2.5) we discuss the properties of the dielectric tensor in the presence of
a magnetic field and the formalism used to tackle magneto-optical problems.
Finally, in Sec. (2.6) is discussed the Purcell effect, by presenting some tech-
niques to calculate the influence of the environment on an emitter.
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2.1 The Dyadic Green function
Maxwell’s equations together with constitutive relations describe the fields gen-
erated by currents and charges in matter, as well as the behaviour of matter
under the influence of fields [110].
In the frequency domain, for a non-magnetic medium, µ = 1, described by the
dielectric permittivity ε (r, ω) and the sources by their current density js (r, ω),
the electric field in a linear, isotropic and inhomogeneous media should satisfy
the wave equation:
∇×∇×E (r, ω)− k2ε (r, ω)E (r, ω) = iωµ0js (r, ω) , (2.1)
where k = ω/c denotes the wavenumber in vacuum. The above equation carries
information about the scattering elements in the system, which is represented by
the second term of the left-hand side, while of the right-hand side term carries
information about the sources.
Eq. (2.1) is particularly difficult to solve for any type of source. An interesting
case is the point dipole source, that can be seen as an oscillating current posi-
tioned at r′. Mathematically, is defined by δ (r− r′), where is zero everywhere,
except at r = r′ that diverges.
For this equation and for each component of js is possible to define a Green
function as solution of Eq. (2.1):
∇×∇×Gi (r, r′, ω)− k2ε (r, ω)Gi (r, r′, ω) = δ (r− r′)ni, (2.2)
where ni is the unit vector in the i direction. A general definition, in a compact
form, of the Green function for the electric field is given by:
∇×∇×G (r, r′, ω)− k2ε (r, ω)G (r, r′, ω) = Iδ (r− r′) , (2.3)
where I is the unit dyad. Each column of the G tensor corresponds to the field
generated by a point source oriented along the cartesian axes. The first column
corresponds to the field due to an emitter oriented in the x−direction, the second
column corresponds to the y−direction and the third to the z−direction.
A source current with a complex shape can be constructed as a superposition
of point currents. If we know the Green function G, a particular solution of Eq.
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(2.1) is:
E (r, ω) = iωµ0
∫
V
G (r, r′, ω) js (r′, ω) dV ′. (2.4)
Adding the homogeneous solutions E0, the general solution, called volume in-
tegral equation, is given by:
E (r, ω) = E0 (r) + iωµ0
∫
V
G (r, r′, ω) j (r′, ω) dV ′ r /∈ V, (2.5)
and the corresponding magnetic field:
H (r, ω) = H0 (r, ω) +
∫
V
[∇×G (r, r′, ω)] j (r′, ω) dV ′ r /∈ V. (2.6)
To avoid the singularity, the volume integral equations are limited to outside of
the source.
For the three dimensional space, the dyadic Green function G reads:
G (r, r′, ω) =
eikR
4piR
[(
1 +
ikR− 1
k2R2
)
I+
3− 3ikR− k2R2
k2R2
R⊗R
R2
]
(2.7)
where R = r− r′ and R is its modulus.
In the Green function G it is possible to identify three different terms, (kR)−1,
(kR)
−2 and (kR)−3. In the near field, when R λ, the term (kR)−3 dominates.
In the far field, for which R  λ, the dominant term is (kR)−1. For the
intermediate field, when R ≈ λ, the three elements are relevant.
Physically the Green tensor G connects the field E at some position r, gen-
erated by a point dipole emitter µ at position r′. The current density that
generates such a source is j (r) = −iωµδ (r− r′), and the electric field can be
mathematically expressed as:
E (r, ω) =
k2
0
G (r, r′, ω)µ. (2.8)
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2.2 Wave scattering by small particles
When light propagates through an inhomogeneous medium, some constituent
elements, like particles, can be excited and behave like secondary sources. The
new sources, with size much smaller than the incident wavelength, get polarised
when illuminated.
In general, it is possible to define the electromagnetic field over a particle as a
sum of two excitation fields, the incident field, E0, and the scattered field, Es:
E (r, ω) = E0 (r, ω) +Es (r, ω) . (2.9)
In free space and in the absence of any particle, the electric field obeys the
free-space propagation equation:
∇×∇×E0 (r, ω)− k2E0 (r, ω) = 0. (2.10)
We can describe the particle as a modification of the dielectric tensor at some
position. It can be written as  (r, ω) = 1 + Θ (a− |r− rp|) [ (ω)− 1], being Θ
the Heaviside step function which is 0 everywhere except inside of the particle.
For the sake of brevity we going to write Θ (a− |r− rp|) only as Θ.
The total electric field can be obtained by solving the wave equation:
∇×∇×E (r, ω)− k2 {I+ Θ[  (ω)− I ]}E (r, ω) = 0, (2.11)
which can be casted in the form:
∇×∇×E (r, ω)− k2E (r, ω) = k2Θ [− I]E (r, ω) . (2.12)
The solution of this equation can then be expressed in terms of the Green
function G:
E (r, ω) = E0 (r, ω) + k
2 [ (ω)− I]
∫
V ′
G (r, rp, ω)E (rp, ω) dV
′, (2.13)
obtaining the so-called Lippmann-Schwinger equation [111].1
1Usually referred in literature as volume integral equation.
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Eq. (2.12) as the same form as Eq. (2.1) with the source term:
js (r, ω) = − i
ωµ0µ
k3Θ [− I]E (r, ω) . (2.14)
2.3 Discrete Dipole Approximation
An important problem in nanophotonics is the modification of the electromag-
netic field distributions and the associated radiation properties by complex
structures. Due to the complexity of such problems, it is not possible to ob-
tain analytical solutions of Maxwell’s equations. Different approaches can be
considered, that can go from pure numerical (like finite-difference time-domain
or finite-element methods) to semi-analytical techniques (like volume integral
method). We consider the semi-analytical approach, a particular implement-
ation of the volume integral method is called Discrete Dipole Approximation2
(DDA).
Introduced by DeVoe [112] in 1964 and improved by Purcell and Pennypacker
[113] in 1973, the DDA has been applied in many different problems, that go
from interstellar dust grains [114] to biological tissues [115]. Roughly speaking,
the DDA is an approximation of the continuum target by a finite number of
polarisable points. The dipoles interact with one another via their electric field.
The method is a flexible and powerful technique to compute the scattering and
absorption by irregular and relatively big size particles [114; 116; 117] or complex
structures like random systems [118]. It allow us to solve Maxwell’s equations
exactly, taking into account retardation and near-field interactions, the multiple
scattering and the polarisation.
For big and irregular particles, the volume is discretised into point dipoles,
schematically presented in Fig. (2.1(a)). The only approximation is the replace-
ment of the continuum target by an array of point dipoles. In random systems
each particle is described as a single dipole, that interacts with all others present
in the system, as shown in Fig. (2.1(b)). In this case the approximation is in the
description of the particle as a single dipole. Both cases can be mixed, i.e., we
can describe particles formed by many dipoles that interact with other particles
with the same formalism. For its application, a fundamental condition has to
be fulfilled: the point dipoles represent volume elements or particles sufficiently
small to neglect any variation of the electromagnetic field inside its volume.
For a set of N dipoles which form a system, the excitation field over each dipole
2Also called Coupled Dipole Approximation.
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Figure 2.1: Schematic representation of: (a) a discretised object into dipoles (black
points); a random systems where each particle is described by a single dipole. The
electric field E at point r, in both situations, is obtained from the sum of the field
from each dipole.
can be obtained by considering Eq. (2.13) in the discrete form:
Ei = E0 (ri, ω) +
k2
0
∑
i 6=j
G (ri, rj , ω)0αEj , (2.15)
where pi = 0αEi is the induced dipole moment or the polarisation3 of the
i−element. Eq. (2.15) is a set of 3N linear equations with 3N unknowns,
representing the exciting fields at the scatterer’s position. Solving the system of
equations, it is possible to know the polarisation of each dipole, which in turn
allows us to obtain the electric field at any position in the space:
E (r, ω) = E0 (r, ω) +
k2
0
N∑
i=1
G (r, ri, ω)0αEi. (2.16)
2.4 Polarisability of small particles
The result of light interaction with matter depends not only of light properties
(frequency, intensity, etc.) but also the matter properties (dielectric response,
shape, etc.).
This section is devoted to the study of the electromagnetic response of small
particles, when compared with the incident wavelength, when illuminated. Small
3We describe the polarisation of particles in chapter (2.4.1).
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particles get polarised when excited, exhibiting an induced dipole. This beha-
viour allow us to regard each particle as a new source of radiation, commonly
referred as a secondary source (see Sec. 2.2).
Let us consider a small particle in vacuum with volume V and with dielectric
tensor  (ω). The particle is positioned at rp and the incident electric field that
excites the particle is E0 (ω). The polarisability α of the particle relates the
incident electric field E0 (ω) with the polarisation p (ω). Mathematically, can
be represented as:
p (ω) = 0α (ω)E0 (ω) . (2.17)
The polarisability takes into account the shape and dimensions as well as the
electromagnetic response of the particle material. Its anisotropic nature implies
that the induced dipole can have an orientation which is different from the
incident electric field. In the following subsection we calculate the polarisability
for small anisotropic spherical particles.
2.4.1 Polarisability of small anisotropic spherical particles
Let us consider a single spherical particle with radius a, much smaller than the
wavelength, where the electric field does not vary inside of its volume.
From the Lippmann-Schwinger equation, we can approximate the total electric
field for a point r outside of the particle:
E (r, ω) ≈ E0 (r, ω) + k2 [ (ω)− I]VG (r, rp)Eins, (2.18)
where Eins is the electric field inside the particle. Because the particle is the only
scatterer present in the system, the electric field that illuminates the particle is
E0 (rp). The particle’s dipole can be written as:
p = 0αE0 (rp) . (2.19)
Eq. (2.18) can be rewritten in a more compact way:
E (r) ≈ E0 (r) + k
2
0
G (r, rp)p. (2.20)
In this approximation we can use Eq. (2.13) to obtain the self-consistent solution
for Eins:
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Eins = E0 (rp) + k
2 [− I]
(∫
G (r, rp) dV
′
)
·Eins
= E0 (rp) + k
2 [− I]V 〈G〉 ·Eins, (2.21)
where 〈G〉 is the average value of the Green tensor in the volume of the particle
V which came from the volume integral.
The internal self-consistent field is given by:
Eins =
{
I− k2V 〈G〉 [− I]}−1E0 (r0) . (2.22)
For small spherical particles, the average Green tensor is given by [50; 119–121]:
lim
v→0
〈G〉 '
(
− 1
3k2V
+ i
k
6pi
)
I (2.23)
where ={G (0)} = k6pi I. So, we have:
Eins =
[
I+
(
1
3
− ik
3V
6pi
)
I (+ 2I)
]−1
. (2.24)
Defining α0 = 3V {− I} {+ 2I}−1 as the static polarisability, it is possible to
express the field inside as:
Eins = 3 (+ 2I)−1
{
I− i k
3
6pi
α0
}−1
E0 (rp) . (2.25)
The total field outside of the particle can be expressed as:
E (r) = E0 (r) + k
2
∫
G (r, rp) (− I)E (r′) dV ′
= E0 (r) + k
2VG (r, rp) (− I)Eins
= E0 (r) + k
2VG (r, rp) (− I) 3 (+ 2I)−1
{
I− i k
3
6pi
α0
}−1
E0 (rp)
= E0 (r) +
k2
0
G (r, rp) · p, (2.26)
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The induced dipole p is obtained from the previous equations:
αE0 (r0) = V (− I) 3 (+ 2I)−1
{
I− i k
3
6pi
α0
}−1
E0 (r0) , (2.27)
Substituting α0 = 3V (− I) (+ 2I)−1 we obtain:
α = α0
{
I− i k
3
6pi
α0
}−1
. (2.28)
Eq. (2.28) is the expression of the polarisability with the radiative correction,
that is valid for any permittivity tensor .
2.4.2 Polarisability of resonant particles
Resonant point dipoles are special particles because they have the ability of
maximise the scattering of light. Is frequently used in theoretical models where
phenomena are critical with the amount of scattering.
For a resonant particle, is considered a diagonal dielectric tensor only with real
part, i.e., without absorption, where the static polarisability is maximum. The
diagonal elements of the dielectric tensor assume the value of  = −2 for a given
frequency. Thus, the polarisability with radiative corrections is:
αres = i
6pi
k3
. (2.29)
2.4.3 Absorption of small particles
When light is incident over a particle, a fraction of the incident beam can be
absorbed and transformed into internal energy, usually in thermal energy [122].
In this section we evaluate the absorbed power by a small particle.
The mean of energy absorbed, over a period, within the volume V is given by:
〈
dWabs
dt
〉
=
1
2
∫
V
<{j∗ ·Eins} dV (2.30)
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where j = −iωpδ (r− r′) is the current induced by the field inside the particle
Eins. Eq. (2.30) can be written as:
〈
dWabs
dt
〉
= Pabs = −ω
2
={p∗ ·Eins} . (2.31)
The electric field inside of the particle is defined by Eq. (2.25) and the dipole
moment of the particle can be expressed as:
p = V 0 (− I) ·Eins, (2.32)
where can we get the absorbed power by the particle:
Pabs = −V ω0
2
={( ·Eins)∗ ·Eins}. (2.33)
For the special case where the dielectric tensor is diagonal,  = I, Eq. (2.33)
can be simplified:
Pabs = V
ω0
2
={} |Eins|2 . (2.34)
To obtain the expression involving the polarisability, we substitute Eq. (2.25)
into Eq. (2.34):
Pabs = 3V
ω0
2
3= ()
|+ 2|2
∣∣∣∣1− i k36pi 3V − 1+ 2
∣∣∣∣−2 |E0 (rp)|2 . (2.35)
Considering the identity 3=()|+2|2 = =
(
−1
+2
)
, we can rewrite Eq. (2.35):
Pabs =
ω0
2
=(α0)
|1− ik3/ (6pi)α0|2
|E0 (rp)|2 , (2.36)
and the polarisability equation can be written as:
=(α0)
|1− ik3/ (6pi)α0|2
= =(α)− k
3
6pi
|α|2 , (2.37)
or considering Eq. (2.28), the absorbed power can be expressed as:
Pabs =
ω
2
(
=(α)− k
3
6pi
|α|2
)
|E0 (rp)|2 . (2.38)
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For a non-absorbing particle, = (α) = k36pi |α|2, which is a form of the optical
theorem.
2.5 Dielectric tensor
The influence of an electric field E over a material is represented by the electric
displacement field D, that characterises the electron organisation in the mater-
ial, the changes migration and electric dipole orientation. Both fields are related
through the dielectric tensor:
D = E. (2.39)
A material characterised by a diagonal tensor, when in the presence of a mag-
netic field, becomes asymmetric. Materials with this behaviour are magneto-
optical materials and are a primary topic in this thesis. The elements of the
tensor are dependent of the magnetic field, ij (H) = ji (−H), and the tensor
reads:
 =
 xx xy xz−xy yy −yz
−xz yz zz
 , (2.40)
where ii represents the optical properties of the materials and ij the magneto-
optical properties. The elements of the dielectric tensor can be described as
[123]:
ij = 
0
ij +
∑
k
aijkHk +
∑
k
∑
l
bijklHkHl + ..., (2.41)
with 0ij the dielectric constants in absence of the magnetic field, aijk the coef-
ficients of the third rank order and bijkl the coefficients of fourth rank that
describes the linear and quadratic dependence respectively with the magnetic
field Hi. We should note that for ferromagnetic materials the dielectric tensor
depends on the material magnetisation Mi instead of the magnetic field. Since
the small relevance of the quadratic elements, we only consider the linear de-
pendence with the magnetic field. So, the dielectric tensor adopts the form:
 =
  aHz aHy−aHz  −aHx
−aHz aHx 
 . (2.42)
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The dielectric tensor form is strongly dependent of the relative orientation of
the applied magnetic field. For example, when the applied magnetic field is
perpendicularly aligned with the sample plane, as shown in Fig. (2.2)(a), the
dielectric tensor assumes the form:
 =
  aHz 0−aHz  0
0 0 
 , (2.43)
that corresponds to the polar Kerr configuration [99], where the x− and y−
components are coupled. A direct consequence of the tensor form is the con-
version of the x−polarisation into y−polarisation when an incident beam is
reflected through the scatterer. To evaluate the conversion, two magnitudes are
used: the magnetic field induced rotation, θ, and the elliptically, φ. These two
numbers constitute the magneto-optical activity magnitude:
Φ = θ + iφ. (2.44)
There are three possible magneto-optical configurations, that are defined by
the relative orientation between the magnetic field and the plane of incidence:
the polar, longitudinal and transversal configurations. These are schematically
represented if Fig. (2.2).
Figure 2.2: Schematic representation of the magneto-optical Kerr effect. In config-
uration : (a) is represented the polar configuration; (b) the longitudinal configuration;
and (c) the transversal configuration. Each configuration is defined by the relative
orientation between the magnetic field and the plane of incidence.
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2.6 Dipole radiation
Since Purcell work in 1946 [44], it is known that the decay rate γ (and con-
sequently the lifetime γ = 1τ ) of an emitter is not only function of the intrinsic
properties of atoms and molecules, but also of the environment where the emit-
ter is placed.
This phenomenon has been observed in emitters placed close to planar interfaces
[45] and cavities [46]. Also it was theoretically predicted [8] and experimentally
verified in two [47; 48] and three dimensional photonic crystals [49] and more
recently in plasmonic [50; 51; 124] and magnetoplasmonic structures [52].
A first approach to the understanding of this phenomenon can be made by
evaluation the power radiated by an emitter when it is placed in different envir-
onments. Usually the modification of the radiated power is compared with the
radiated power of the emitter in vacuum, i.e., in the absence of any scattering
object.
In the following subsections we give a introduction to the analytical techniques
to evaluate the radiated power, starting by calculate in free space and then in
the presence of an inhomogeneous environment.
2.6.1 Radiation in free space
In the electromagnetic field, the representation of the energy flux density is
given by the Poynting vector S. This vector carries the information about the
direction of propagation of the electromagnetic energy and is mathematically
defined by:
S (t) = E (t)×H (t) , (2.45)
where the electric and magnetic field are in the time domain. For an electric
point dipole µ, the radiated power can be determined by integrating the Poyn-
ting vector S (t) over a infinitesimally closed surface that surrounds the source.
The average radiated power for an harmonically oscillating dipole is:
P =
|µ|2
4pi0
k4c
3
. (2.46)
This equation indicates that the radiated power is proportional to the fourth
power of the wavenumber.
An alternative way of evaluate the radiated power of a dipole in free space is
presented in App. (A.2).
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2.6.2 Dipole radiation in inhomogeneous environments:
method I
The behaviour of a dipole emitter embedded in an inhomogeneous environment
can be characterised by the emitter radiated power. According with Poynting’s
theorem [110], the radiated power of a time harmonic current distribution is
identical to the rate of energy dissipation:
dW
dt
= −1
2
∫
V
<{j∗ ·E} dV. (2.47)
where j is not the total current density but instead represents the source current
that generates the fields or the loss currents corresponding to the thermal losses
and V is the volume of the current distribution. If we consider the source like
the one described in Eq. (2.8), we obtain:
〈
dW
dt
〉
=
ω
2
={µ∗ ·E (r0)} , (2.48)
being E (r0) the electric field at dipole position at r0.
In an inhomogeneous environment the field at dipole position E (r0) can be
separated in two components. One is the dipole field in its own position E0 (r0)
(evaluated in App. (A.2)) and the other is the scattered field Es (r0) by the
surrounding environment. This can be expressed as:
E (r0) = E0 (r0) +Es (r0) . (2.49)
The total radiated power by the emitter can be evaluated by integrating the
Poynting vector over the infinitesimal surface that surrounds the source. An
alternative is to evaluate Eq. (2.48) with an adequate field like Eq. (2.49), i.e.,
the total electric field at the emitter position.
So, the total power radiated can be written as:
Ptot =
|µ|2
4pi0
k4c
3
+
kc
2
={µ∗ ·Es (r0)} , (2.50)
or normalized by the radiated power in free space:
Ptot
P
= 1 +
6pi0
k3 |µ|2={µ
∗ ·Es (r0)} . (2.51)
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From this equation we can see that the modification of the radiated power only
depends of the scattered field, i.e., the field that returns after interfering with
surroundings.
2.6.3 Dipole radiation in inhomogeneous environments:
method II
In an inhomogeneous environment like represented in Fig. (2.3), we can calculate
the radiated power by an emitter in an alternative way to the one presented in
Sec. (2.6.2).
The total radiated power by an emitter is obtained by evaluation of the radiated
power in far field, which is called radiative power, and the absorbed power by the
inhomogeneous environment. The first one, the radiated power in far field takes
into account all the fields generated by the principal and secondary sources,
formed by the emitter and the scattering particles respectively. The second one,
the absorbed radiation by the inhomogeneous environment can be calculated by
evaluating the absorbed power for all particles (like discussed in Sec. (2.4.3)).
Thus, in order to conserve the energy:
Ptot = Prad + Pabs, (2.52)
where Ptot is the total radiated power by the emitter, Prad is the radiated power
by the entire system in far field and Pabs the absorbed power by the environment.
Let us consider an emitter µ located at r = r0 surrounded byN dipolar particles
pn located at r = rn (n = 1, ...,N ).
Considering the superposition principle, the total field at position r is given by:
E (r) =
k2
0
[
G (r, r0) · µ+
N∑
n=1
G (r, rn) · pn
]
. (2.53)
In far field, i.e., making the asymptotic expansion of the Green tensor R =
|r|  |rn|, and k the wave vector defined by k = kur with ur = r|r| , the electric
and magnetic field can be written as:
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Figure 2.3: Schematic representation of an emitter µ (blue sphere) in an inhomo-
geneous environment (represented by red spheres). The transparent sphere represents
the shell that involves the entire system in far field.
En (r) =
k2
0
G (r, rn) · pn ≈ e
ikR
4pi0
R {(k× pn)× k} e−ik·rn (2.54)
Hn (r) =
1
k
√
0
µ0
(k×En) . (2.55)
With the electric and magnetic field is defined the Poynting vector. Integrating
over a spherical surface that contains the entire system (see App. (A.3)), the
total radiated power will be given by:
P =
k3
2
1
0
√
0µ0
∑
mn
<{p∗m · = [G (rm, rn)] · pn} . (2.56)
2.6.4 Local Density of states (LDOS)
When an emitter is embedded in an inhomogeneous environment, the radiated
power is a function of its position, orientation and frequency. It also possess
an angular distribution determined by the modal structure and the number of
available electromagnetic fields at the position of the emitter, the so called dens-
ity of electromagnetic states. Due to the nature of some problems, in particular
the ones addressed in this thesis, the density of states is evaluated depending
on the position, called local density of states (LDOS).
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Experimentally it can be evaluated by measuring the lifetime of an emitter
positioned at the point under study. In cases where the orientation of the
transition dipole is not well defined, the decay rate is averaged over the various
orientations.
The local density of states is obtained by the imaginary part of the Green tensor:
ρ (r, ω) =
2ω
pic2
={Tr [G (r, r, ω)]}. (2.57)
This quantity is directly related with the spontaneous decay rate of an emitter
averaged over its dipole orientation n:
〈Γ〉n =
ωpi
30~
|p|2 ρ (r, ω) . (2.58)
where 〈.〉n is the average over the dipole orientation, p is the transition dipole
of the emitter and ~ is the reduced Planck constant.
2.7 Summary
In this chapter we summarise the fundamental tools used throughout this thesis.
Detailed discussions of the electromagnetic theory can be found in general text-
books [110; 125–128]. More oriented books on scattering theory can be found
in references [2; 129; 130]. A recent book with an interesting approach to nano-
optics can found in reference [131].
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Part I
Light scattering in
nonreciprocal media

Chapter 3
Mimicking
electromagnetically induced
transparency in the
magneto-optical activity of
magnetoplasmonic
nanoresonators
3.1 Introduction
In complex optical nanostructures, the electromagnetic interactions between the
constituent elements strongly determine the response of the whole system. In
plasmonic systems it is possible to find examples of this fact with a variety of
complex architectures including core-shell particles [132], nanoantennas [133–
135] dimers [136–140], oligomers [141; 142], periodic arrays [143; 144], etc. The
control and manipulation of the interactions can give rise to strong enhance-
ment of the electromagnetic field in subwavelength spatial regions [145; 146],
the building up of bright and dark modes [147–149] or the Fano resonances ex-
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hibited in the optical signal [150–152]. These results have direct consequences in
different areas and allow the development of new devices such as nanoantennas
[153], high sensitivity sensors [67; 154] or novel telecommunication architec-
tures/devices [87], among others. The modification of the geometry, the spatial
arrangement and the material composition of the constituting elements allow
the control and even boost at will such optical responses. These morphological
and configurational factors determine how the whole entity interacts with an
electromagnetic field. In this scenario, the incorporation of magneto-optical
character into the plasmonic system by adding a ferromagnetic component, to
form the so-called magnetoplasmonic (MP) structures, introduces an additional
degree of freedom. In order to study the influence of the magneto-optical (MO)
activity over a plasmonic system, a very simple model is considered, where the
elements of the system that are described by point-like dipoles. This descrip-
tion is valid when the spatial field variation inside the elements is negligible,
implying that these elements are considerably smaller than the wavelength. A
point dipole in the presence of an external, steady, magnetic field, experiences a
modification of its dipole moment that depends on the relative dipole-magnetic
field orientation. In particular, if they are perpendicularly oriented, the dipole
rotates due to the Lorentz force [155], and this rotation can be seen as a new
degree of freedom for the interactions in plasmonic structures. Moreover, the
Lorentz force depends on the material, being stronger for ferromagnetic com-
ponents. This makes it possible to design structures where this force is spatially
different by selecting different materials in its interior, therefore enriching the
interaction pattern.
In this chapter we study the influence of the magneto-optical activity over a
nanostructure. In Sec. (3.2) we show a mechanical equivalent to the electro-
magnetic (EM) problem by considering two coupled masses, where one of the
mass is charged and over the system is applied a magnetic field. The results,
from the phenomenological point of view, are similar to the electromagnetic
case and are used to develop a more intuitive understanding of the problem.
In Sec. (3.3) nanodisk dimers consisting of a magnetoplasmonic and a plas-
monic unit are considered, where the electromagnetic coupling is controlled via
the distance between them. It is shown that, due to the electromagnetic in-
teraction, a pronounced dip in the spectral dependence of the magneto-optical
activity is observed, exhibiting a characteristic Fano shape. This reduction of
the magneto-optical activity is similar to the electromagnetically induced trans-
parency effects observed in numerous physical systems [156–160]. In Sec. (3.4)
and (3.5) are presented the discussion and conclusions respectively.
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3.2 Coupled oscillators: mechanical and dipolar
models
Let us consider a simplified model system that assumes the plasmonic compon-
ents, from a classical point of view, as masses coupled by springs (coupled spring
resonators). This model has been already employed to give a simple picture for
systems with two interacting plasmonic modes [139; 142; 161; 162]. It is pos-
sible to introduce in this mechanical model effects like those of a MO activity
in the materials by considering charged masses in a static magnetic field. The
presence of the magnetic field and a charged element give rise to the appearance
of a Lorentz force Fl = qr˙ × B. In the case considered here, the static mag-
netic field is applied perpendicularly to the driving, external force, therefore the
Lorentz force will be perpendicular to both an thus define a plane of movement.
Let’s say that the external force is in the x−direction and the magnetic field
in the z−direction, then the Lorentz force will be in the y−direction, (see Fig.
(3.1)(a), right side) and the plane of movement of the masses will be the x− y
plane.
The equations of motion are defined by:
m1r¨1 = F1 − k1r1 − k12 (r1 − r2)− B1r˙1,
m2r¨2 = F2 − k2r2 − k12 (r2 − r1)− B2r˙2, (3.1)
where the particle positions ri are restricted to the x− y plane and referred to
its equilibrium state, ki are spring constants, k12 is the interaction between the
particles, mi are their masses and, more importantly, the damping terms Bi are
tensors:
Bi = bi + F il (3.2)
=
[
bi 0
0 bi
]
+
[
0 −qBi
qBi 0
]
, (3.3)
arising from the Lorentz force:
Fil = qBi
[
0 1
−1 0
](
r˙x
r˙y
)
. (3.4)
It is easy to see that in the absence of a magnetic field, and considering only
the friction force in a homogeneous medium, B can be regarded as a scalar term
(diagonal with equal eigenvalues) b. In this case, the simple plasmonic structure
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Figure 3.1: (a) Spring model representing a two coupled masses system excited by
an harmonic force, F (t), along x axis. Left side: uncharged masses. Right side: one
of the masses (blue) is charged (q) and a static magnetic field (B) is applied along the
z−direction, inducing a Lorentz force, F1 (t), along the y−direction. The y−movement
is transferred to the other mass through the coupling.
(b) Two interacting electric dipoles, representing two metallic disks, excited by an
incident beam polarised along the x axis. Left side: No disk has magneto-optical
activity and the reflected (Er) and transmitted (Et) light have the same polarisation
direction than the incident (Ei) light. Right side: one of the disks (blue) has magneto-
optical activity and a static magnetic field (B) applied along the z−direction induces
a rotation of its electric dipole, which is transferred to the other dipole through the
interaction. The rotation modifies the polarisation direction of the reflected (Er) and
transmitted (Et) light.
without external magnetic field would be two point masses coupled in one di-
mension (Fig. (3.1)(a), left side). This system is characterised by two resonant
eigenmodes, symmetric and anti-symmetric in character.
Is considered, without losing generality, that m1 = m2 = m and that the ex-
ternal driving force has a harmonic temporal dependence e−iωt. Thus, using the
following definition:
ω2i = ki/m,
ω212 = k12/m,
Γi ≡ Bi
m
≡
(
γi −ωc,i
ωc,i γi
)
, (3.5)
the equations of motion in the frequency space become:
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−F1 =
(
ω2 − ω21 + iωΓ1 − ω212
)
r1 +
(
ω212
)
r2, (3.6)
−F2 =
(
ω2 − ω22 + iωΓ2 − ω212
)
r2 +
(
ω212
)
r1, (3.7)
where Fi is the corresponding Fourier component of the external force, Fi/m ≡
Fi.
In the matrix form, this reads as:
M
(
r1
r2
)
≡
[ ((
Ω21 − ω212
)
I+ ωωc,1σ2
)
ω212I
ω212I
((
Ω22 − ω212
)
I+ ωωc,2σ2
) ]( r1
r2
)
=
( −F1
−F2
)
, (3.8)
where I is a 2× 2 unit matrix, σ2 is the 2× 2 Pauli matrix
(
σ2 ≡
(
0 −i
i 0
))
and Ω2i ≡ ω2 − ω2i + iωγi.
In the problem addressed here, only one of the particles has MO activity, which
is the same as to say that either ωc,1 or ωc,2 is zero (we have chosen ωc,1 to
be zero). In order to mimic the photonic case, the external driving force is
also special, and is applied to both particles along the x−direction only. The
solution is then:

x1 = −FxD
[[
Ω21Ω
2
2 − ω212
(
Ω21 + Ω
2
2
)] (
Ω22 − 2ω212
)− ω2ω2c (Ω21 − ω212)] ,
y1 = −FxD
[
iωωcω
2
12
(
Ω21 − 2ω212
)]
,
x2 = −FxD
[[
Ω21Ω
2
2 − ω212
(
Ω21 + Ω
2
2
)] (
Ω21 − 2ω212
))
,
y2 = −FxD
[−iωωc (Ω21 − ω212) (Ω21 − 2ω212)] ,
(3.9)
whereD = ω812−2
(
Ω21 − ω212
)
ω412
(
Ω22 − ω212
)
+
[(
Ω22 − ω212
)2 − ω2ω2c] (Ω21 − ω212)2.
Details of the calculation are presented in Appendix (D.1).
In Fig. (3.2) we show the results obtained from Eq. (3.9), using Fx = 1m/s2,
ω1 = 0.9ω2, γ1 = 0.02ω2, γ2 = 0.05ω2, ω12 = 0.25ω2, ωc = 0.01ω2.
Although the force is only applied in the x−direction and only one of the masses
is charged, due to the coupling between masses, both exhibit movement in the
y−direction, i.e., from the excitation in the x−direction, part of the energy is
converted into movement in the y−direction.
Going now to the real plasmonic case, simple structures that resemble this two
coupled spring resonators system are metallic disks dimers spatially separated
36
Mimicking electromagnetically induced transparency in the
magneto-optical activity of magnetoplasmonic nanoresonators
Figure 3.2: Oscillation amplitude as a function of the frequency of masses 1 (un-
charged) and 2 (charged) along x− (left panel) and y− (right panel) direction by using
a simple spring-mass model.
by a dielectric.
This problem can also be tackle with a simple model that substitute the disks
by point dipoles, see Fig. (3.1)(b). These dipoles must reflect the characteristics
introduced by the geometrical aspect ratio, thus the static polarisability α0 is
given by that of an oblate spheroid [2]:
α0 = ν [+ I] [I+ L (− I)]−1 , (3.10)
and we take into account that the dielectric tensor is not diagonal, and consider
radiative corrections [163]:
α = α0
[
I− i k
3
6pi
α0
]−1
, (3.11)
where ν is the volume of the spheroid, L is a diagonal matrix that takes care of
the geometrical aspect (see Appendix (C)), and the environment is vacuum.
The interaction between the two dipoles is given by the Green tensor:
G (r, r′) =
eikR
4piR
[(
1 +
ikR− 1
k2R2
)
I+
3− 3ikR− k2R2
k2R2
R⊗R
R2
]
(3.12)
where R = r− r′ and R is the absolute value.
With these definitions the incident electric field on a particle i originated from
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an ensemble of N particles is given by:
E (ri) = E0 (ri) +
k2
0
N∑
i 6=j
G (ri, rj)pj , (3.13)
where pj = 0αiE (rj) is the polarisation of particle j. Since the incident wave
E0 (r) = E0e
−ikzux is polarised along the x−axis and its wavevector is parallel
to the z−axis (short axis of the particles), the polarisation of the particles lies
in the x− y plane:
α (ω) =
 αi,xx αi,xy 0−αi,xy αi,xx 0
0 0 αi,zz
 , (3.14)
and the Green tensor that describes the interaction of the two particles (placed
along z−axis) is diagonal and its given by:
G (r1, r2) = G (r2, r1) = GI = e
ikd
4pid
(kd)
2
+ ikd− 1
(kd)
2 I, (3.15)
being d the distance between the particles. One has to take into account that
with the geometry described above the z−direction plays no role and can be
excluded. The equations to deal with are:
{
α−11
0
p1 = E0 (r1) +
k2
0
Gp2 = E0,1x + k20 Gp2,
α−12
0
p2 = E0 (r2) +
k2
0
Gp1 = E0,1xeiδ + k20 Gp1,
(3.16)
where αi is the 2 × 2 x − y part of the tensor described in Eq. (3.14), and
δ = −kd is the phase difference on the incoming wave due to the separation
distance d (normally δ  1).
With that is easy to see that we end with the following set of equations:
M
[
p1
p2
]
≡
[
α−11
0
−k20 GI
−k20 GI
α−12
0
](
p1
p2
)
=
(
E0,1
E0,1e
iδ
)
, (3.17)
which as the same structure of Eq. (3.8) for only one MO dipole (dipole 2). The
38
Mimicking electromagnetically induced transparency in the
magneto-optical activity of magnetoplasmonic nanoresonators
solution is now straightforward:

p1x = 0
E0,1x
D α1
[
1 + k2Gα2xx
(
eiδ − k2Gα1
)− k6G3α1 (α22xx + α22xy) eiδ] ,
p1y = −0E0,1xD k2Gα1α2xy
[
eiδ + k2Gα1
]
,
p2x = 0
E0,1x
D
[
α2xx − k4G2α1
(
α22xx + α
2
2xy
)] [
eiδ + k2Gα1
]
,
y2 = −0E0,1xD α2xy
[
eiδ + k2Gα1
]
,
(3.18)
where D = 1− 2k4G2α1α2xx + k8G4α21
(
α22xx + α
2
2xy
)
. The detailed calculations
are done in Appendix (D.2).
Figure 3.3: Wavelength dependence of the normalized dipole magnitudes along the
x− (left panel) and y− (right panel) directions obtained using a point dipole model.
In Fig. (3.3) is shown the results obtained from Eq. (3.18) for intermediate
interaction. Like in the mechanical case, the electric field is applied in the
x−direction and only one of the dipoles is MO. Due to the electromagnetic
coupling, both exhibit polarisation in the y−component.
The interaction between the electric dipoles gives rise to bright and dark modes
(or more precisely, superradiant and subradiant modes), whose spectral position
and character can be tuned by the thickness of the separating dielectric [138;
164; 165]. In the simple model presented here and schematically shown in Fig.
(3.1)(b), left side, the bright mode corresponds to the configuration in which
the electric dipoles are oriented parallel to each other (symmetric mode), while
in the dark case the dipoles are oriented antiparallel (anti-symmetric mode).
In both cases the electric dipoles are along x axis (parallel to the electric field
of the incoming light). If one of the disks has ferromagnetic character, the
application of a magnetic field along z−direction will induce a rotation of its
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associated dipole about this axis (Fig. (3.1)(b), right side). Extrapolating
what it is obtained in the spring-mass case, the transverse oscillation induced
in the uncharged mass will manifest here as an induced rotation of the dipole
of the non-ferromagnetic metallic disk. The combined rotation of both dipoles
will cause polarisation conversion effects. In this sense, magneto-optics is the
appropriate tool to explore this new degree of freedom, since it provides a direct
measurement of the magnetic field induced polarisation conversion.
3.3 Optical and magneto-optical response of nanor-
esonators
In order to confirm the previous results, we analyse structures that consist of a
pure Au nanodisk separated by a SiO2 spacer from a 2nmCo/4nmAumultilayer
nanodisk. The presence of Au in the bottom magnetoplasmonic disk reduces its
optical losses as compared to a pure ferromagnetic metal disk [99]. The disks
were fabricated using hole-mask colloidal lithography and evaporation (electron
beam evaporation for Co and SiO2 layers and thermal evaporation for Au layers)
[98; 166]. In Fig. (3.4)(a) we show a sketch of the internal structure of each disk
with the characteristic individual layer thickness. The Au/Co multilayer disk
exhibits perpendicular magnetic anisotropy, reducing the magnetic field required
to achieve saturation in polar configuration, Fig. (3.4)(b). Fig. (3.4)(c) presents
a cross section Scanning Electron Microscopy image of the same structure show-
ing the truncated nanocone shape of the obtained nanoresonators, whose typical
lower and upper disk diameters are 110 − 120nm and 70 − 90nm respectively.
In this cross section image, both the metallic and dielectric components of the
nanodisks are clearly distinguishable. Additionally, in Fig. (3.4)(d) a top view
image of a representative structure, showing the homogeneous distribution of
the disks over large areas, is presented.
In the left column of Fig. (3.5) is shown the measured extinction spectra as a
function of the SiO2 spacer thickness. As it can be seen, the spectral depend-
ence of the extinction strongly varies as a function of the dielectric thickness,
i.e., with the inter-disk interaction. For the extreme case of thick SiO2 (50nm),
both metallic disks interact weakly, and as a consequence two peaks correspond-
ing to the individual disk resonances are observed. Thus, the high-energy peak
can be identified with the resonance of the top metallic disk (smaller diameter)
and the low energy one with that of the bottom one (larger diameter). As the
SiO2 spacer gets thinner, the position and relative intensity of both resonances
changes. In this situation, both modes become hybridised [132; 138] and we
can no longer talk of individual modes but of complex modes of symmetric and
anti-symmetric character. The symmetric mode, occurring at higher energies,
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Figure 3.4: (a) Schematic drawing of the nanoresonators composed of a purely plas-
monic Au disk and a magnetoplasmonic Au/Co superlattice disk separated by a dielec-
tric spacer. (b) Polar Kerr loop of a characteristic sample. The presence of multiple
Co/Au interfaces reduces the value of the magnetic field needed to saturate the nan-
odisks in the direction perpendicular to the sample plane. (c), (d) Cross section and
planar view SEM pictures, respectively, of a representative sample. The images show
the homogeneous and random distribution of nanoresonators and their truncated con-
ical shape and internal structure.
strongly couples to the incident light and as a consequence has a larger extinc-
tion (bright or superradiant mode). On the other hand, the anti-symmetric
mode, occurring at lower energies, couples weakly to the light, resulting in a
lower extinction peak (dark or subradiant mode). Qualitatively, the symmetric
mode is clearly observed for all the structures, while the anti-symmetric one
gradually decreases in intensity, shifting to lower energies as the spacer becomes
thinner, becoming practically unobservable for 2 thickness below 15nm.
The right hand column of Fig. (3.5) shows the spectral dependence of the MO
activity of the same nanostructures, corresponding to the modulus of the com-
plex Polar Kerr rotation, Φ (where Φ = θ + iφ, being θ and φ the Polar Kerr
rotation and ellipticity respectively, as presented in Sec. (2.5)), measured at nor-
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Figure 3.5: (a) Extinction and (b) MO activity spectra of the nanoresonators as
a function of SiO2 thickness. The different dashed horizontal lines indicate the zero
value for each spectrum above the line. The 3D graphs on top of each panel show
the results obtained from theoretical calculations of the same structures. The blue,
green and red diamonds appearing in the experimental MO response for 20nm SiO2
correspond to the spectral positions where the Ez field distributions are calculated
(see Fig. (3.6)).
mal incidence and magnetic saturation. Unlike simple fully metallic Au/Co/Au
nanodisks where MO activity and extinction spectra are directly related [167],
the spectra of our nanodisk dimers exhibit a strong dependence on the spacer
thickness but with distinctive differences with respect to the extinction spectra.
For example, for thick spacer layers only one peak is observed, contrary to the
double peaked spectral dependence of the extinction. This peak corresponds to
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the MO activity of the bottom disk, which actually is the only one with a ferro-
magnetic constituent. The upper disk, made up of pure Au, does not contribute
to the MO activity of the structure. However, as the SiO2 becomes thinner and
the electromagnetic (EM) interaction between both metallic disks increases, a
new peak appears at higher energy, whose position hardly depends on the spacer
thickness. On the other hand, the low energy MO peak gradually red shifts and
loses intensity as the spacer thickness is reduced. Additionally, and contrary
to what was observed in the extinction measurements, this low-energy peak is
observed all the way down to the thinnest dielectric spacer in the MO case.
Special mention deserves the specific MO peak shapes for intermediate spacer
thickness (between 15 and 30nm), where the two MO peaks are energetically
close. In this regime the MO spectra are clearly not the result of the convo-
lution of two peaks that would originate from independent modes, but rather
exhibit a typical Fano resonance shape, which on the other hand is absent in
the extinction spectra.
To further link the experimental results with the dipole model, we have per-
formed rigorous simulations for both the extinction and MO response, based on
scattering matrix techniques [168; 169] and FDTD [170] as well as FEM [171]
codes. The three methods provide equivalent results. The evolution of the spec-
tra as a function of the SiO2 thickness is depicted as 3D graphs on top of the
corresponding columns in Fig. (3.5), exhibiting a very good agreement with the
experimental results, both regarding the intensity, spectral shape, and peak po-
sition evolution. In addition to the mentioned extinction and MO activity, the
performed simulations allow also obtaining the EM field distribution in regions
around the nanodisks. As an example we present in Fig. (3.6) the near field
distribution of the z−component of the electric field, for the sample with 20
nm SiO2 spacer, in two planes at 10nm above the top and below the bottom
disks respectively, both in the absence of an external magnetic field and as the
difference for magnetic saturations along opposite directions. These distribu-
tions have been calculated for the three wavelengths corresponding to the two
maxima and the minimum of the MO activity (labelled with red, green and blue
diamonds in Fig. (3.5)).
The Ez component without external magnetic field (extinction measurements
situation) is presented in the left panel of Fig. (3.6). There, for the low energy
position (red framed) the EM distribution for each metallic disk resembles that
of a point dipole oscillating along the x−direction, with similar Ez intensity
for both upper and lower disk, and with the individual dipoles (represented by
the black arrows in Fig. (3.6)) oriented antiparallel (note that the Ez field of a
dipole changes sign when it is seen from above or from below). This situation
therefore corresponds to the aforementioned anti-symmetric configuration. On
the other hand, for the high energy position (blue framed) the EM distribu-
tion for each metallic disk corresponds also to a dipole-like distribution along
the x−direction but now the individual dipoles corresponding to the disks are
oriented parallel to each other (symmetric mode). As it can be seen, the in-
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tensity of the Ez component for both disks is, again, similar, but larger than
that for the low energy case. This is consistent with the higher extinction value
obtained for the symmetric mode respect to the anti-symmetric one. Finally,
at the intermediate energy (green framed), the distribution is still dipolar-like
and would correspond to a symmetric-like mode, but the intensity distribution
is not equally distributed, with a larger value of the Ez component in the upper
disk than for the lower one.
Figure 3.6: (a) Calculated near field intensity of the Ez component for a nanoreson-
ator with 20 nm SiO2 spacer in two planes above the top disk and below the bottom
one, with the incident field polarised along the x direction and in the absence of an
external magnetic field. This distribution reflects the excitation of two dipoles along
the x direction. The insets indicate the corresponding charges and dipole orientations
(indicated by the black arrows) according to the Ez distribution for the different cases.
The red (blue) arrows in the insets represent the positive (negative) values of the Ez
field component. (b) Difference of the Ez components for magnetic saturation along
opposite directions in the same planes and for the same structure. This difference
accounts for the effect of the applied magnetic field: The appearance of a dipole along
the y−direction for both the magnetoplasmonic (intrinsic dipole) and the plasmonic
(induced dipole) disks. In both cases, the components for three different wavelengths
labelled as diamonds in Fig. (3.5) are shown.
Next, in the right panel of Fig. (3.6) we show the difference between Ez com-
ponents at magnetic saturation along opposite directions, Ez(H) − Ez(−H)
(MO measurements situation) which reflects the magnetic field effect on the
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field distributions of the system eliminating the purely optical contribution. For
the three energies, a dipolar-like distribution is still observed, but the resulting
balance between magnetic saturation along opposite directions is an Ez com-
ponent corresponding to a point dipole oscillating along the y−direction. In
other words, the effect of the magnetic field is to induce a "dipole" along the
y−direction that is two orders of magnitude smaller in intensity than the dipole
generated along the x−direction.
On the other hand, regarding the symmetry character of the resulting modes, it
is maintained for high and low energies with respect to the case of no magnetic
field applied: anti-symmetric and symmetric for low and high energy respect-
ively. Regarding the intensities of the Ez fields, it is similar for top and bottom
disks and for both energies. The induction by the magnetic field of a dipole
along y−direction is pretty intuitive for the bottom disk, since it is simply due
to the presence of ferromagnetic material in it. What is in principle not as in-
tuitive is the presence of the same component in the upper disk, since it has no
ferromagnetic nature. This y−component in the upper disk is induced by the
"dipole" of the bottom disk, reaching a sizeable magnitude. More interestingly,
the situation for the intermediate energy, corresponding to the minimum of the
MO activity, is quite different. In this case both lower and upper disks, regard-
less the presence of a ferromagnetic component in its interior, exhibit almost
zero MO-induced "dipoles".
3.4 Discussion
From the observation of the resulting Ez components, one can conclude that
the application of a magnetic field has three main effects: first, it generates a
"dipolar" component along the y−direction not present without magnetic field;
second, mediated by the interaction between the disks, the bottom disk, which
has a ferromagnetic component, induces a "dipole" along the y−direction in
the upper disk, in other words it generates a MO activity in a disk which has
no ferromagnetic nature; third, there is a spectral region were both "dipoles"
vanish almost completely, and therefore, the MO activity is strongly reduced.
To understand the physical origin of this phenomenology, let us consider the field
distributions obtained for the intermediate energy region shown in the left panel
of Fig. (3.6). In that region, the intensity of the field at the bottom disk clearly
decreases with respect to the other two energies considered. This suggests that
the electric field induced by the upper disk destructively interferes with the
incoming electric field. This can be understood from the simple model based on
two interacting point dipoles. From the solution of the dipole model, Eq. (3.18),
is identified a common term
[
eiδ + k2Gα1
]
for both x− and y−components of
the dipole with MO activity (p2) and the y component of the dipole with no MO
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activity (p1). This term is related to the total electric field along the x−direction
at the MO active dipole, and results from the addition of the incident field and
the field generated at this point by the dipole with no MO activity. If this
term vanishes the three components die out, and therefore the MO activity is
suppressed. On the other hand, as the x−component of the dipole with no MO
activity does not depend on this term, it is not cancelled being the only one
that contributes to the optical response of the whole system. From the point of
view of the mechanical model this situation corresponds to the transition region
between the in-phase and out-of-phase oscillations of the masses: the charged
mass decreases its oscillation and therefore the Lorentz force, proportional to
the velocity, is strongly attenuated. As a consequence, the movement of this
mass along the y−direction and the induced movement of the uncharged mass
are also reduced.
This phenomenon can be viewed as the MO counterpart of the electromagnetic
induced transparency. For a specific spectral region, the EM interaction between
the two disks gives rise to a situation where the total EM field at the MO active
element is minimised, therefore strongly reducing the MO activity of the whole
system, (see Eq. (3.18)). This is observed in Fig. (3.7)(a), where we present
the experimental MO activities for two different situations corresponding to
very weak interaction (the 50nm SiO2 structure) and a situation where the two
disks clearly interact (the 20nm SiO2 structure). For the very weak interacting
system only a broad peak is observed, corresponding to the MO activity of the
magnetoplasmonic disk. However, for the system where the two metallic disks
interact, a narrow dip with a clear Fano-like shape is obtained. The difference
between both spectra is also shown (inset), presenting a narrow peak.
Fano resonances are observed whenever a broad and a narrow state interfere
destructively, giving rise to a sharp spectral feature. In our specific case, the
broad state corresponds to the EM field at the MO disk in the absence of
interaction, whereas the narrow one is due to the electromagnetic field induced
by the non-MO disk at the MO disk. Due to its intrinsic interaction origin, this
Fano shape strongly depends on the SiO2 spacer thickness. As it can be seen
in Fig. (3.5), for thick enough SiO2 spacers, the MO activity is simply that of
an individual disk (the bottom disk) and, as the spacer thickness is gradually
reduced, the interaction between the disks becomes more relevant and, especially
for intermediate spacer thickness, the Fano-like shape is clear. This interaction
dependence appears explicitly in the common term of Eq. (3.18) as the field
propagator G depends on the distance between the two dipoles. In Fig. (3.7)(b)
we also present the calculated MO activity using a transfer matrix formalism or
a simple dipolar model (inset) for two cases corresponding to a structure without
the upper disk (no interaction) and a structure with both disks separated by a
20nm thick SiO2 layer. As it can be observed the calculated results follow the
same trends as the experimental ones.
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Figure 3.7: Fano resonance in the magneto-optical activity. (a) Experimental spectra
of the MO activity for the structures with 20nm and 50nm SiO2 spacer, corresponding
to interacting and non interacting situations, respectively. For the interacting situation
a clear Fano resonance shape is observed. The inset shows the difference between the
two spectra, resulting in a narrow peak.
(b) Theoretical MO activity spectra obtained for a structure with 20nm SiO2 spacer
and for the same structure but without the upper metallic disk. The inset shows the
MO spectra obtained using the simple point dipole model.
3.5 Conclusion
In conclusion, MO activity in non-MO elements can be induced via electro-
magnetic interaction with MO active elements. This effect has been shown in
magnetoplasmonic resonators consisting of a Au plasmonic disk separated by a
SiO2 layer from a MO active magnetoplasmonic (Au/Co) disk. When a mag-
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netic field is applied perpendicular to the disks, it produces an electric dipole
along the perpendicular direction of the electric field of the incoming light in
the MO active disk. This electric dipole induces a MO activity in the non-
magnetic Au disk. Additionally, we have shown the existence of an electromag-
netically induced magneto-optical transparency in these systems. This is due to
the interference at the MO disk between the incidence electromagnetic field and
that generated by the non-MO one, leading to a Fano-like spectral dependence
of the MO activity and to a strong reduction of the MO activity. This may
find applications in sensing architectures based on MO-Fano resonances. Op-
tical Fano resonances have already demonstrated their potential applicability
[172–174]. Additionally, plasmon excitation enhancement of the MO activity
has also shown improvement of the performance of standard plasmonic sensors
[62; 175]. Combining both effects may allow the generation of novel sensing
platforms based on MO-Fano resonances. Since the observed phenomenon is
driven by the resonance of the upper disk, modifications of the dielectric envir-
onment may strongly affect it and, as a consequence, the overall observed Fano
resonance characteristics.
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Chapter 4
Interaction effects on the
magneto-optical response of
magnetoplasmonic dimers
4.1 Introduction
When light is incident over a nanoscale system, its behaviour is strongly depend-
ent of the internal electromagnetic interactions between the constituent elements
that form the structure. With an adequate design of their internal structure, it is
possible to obtain configurations which provide enhanced magneto-optical (MO)
activity upon plasmon resonance excitation [167; 176–178], which allows one to
probe the electromagnetic (EM) field distribution inside a metallic nanoelement
[179], or which yield high MO activity and low optical losses with MO figures
of merit comparable with those of garnet structures [98].
In the previous chapter, where one of the elements is purely plasmonic and the
other is of magnetoplasmonic nature, interaction effects cause the magnetoplas-
monic component to induce MO activity in the plasmonic one (which intrinsic-
ally lacks MO activity). For specific inter-element distances, which determine
the interaction between them, this brings as a consequence the equivalent of the
EIT in the MO spectrum of the system, i.e., a cancellation of the MO activity in
a narrow spectral range due to the competition between the intrinsic MO contri-
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bution of the magnetoplasmonic component and the induced MO contribution
of the plasmonic one [180]. As this effect exhibits a narrow spectral feature in
the MO response, it may find applications in sensing and telecommunication
areas, and a complete understanding will help in the development of novel sens-
ing and biosensing architectures as well as MO devices.
In this context, these induced MO activity effects and their influence on the
overall MO activity of the system for specific ranges of interaction lead to the
consideration of additional issues where the electromagnetic interaction between
these elements is relevant but remains unaddressed. For example, is it possible
to devise a configuration for which the MO activity induced in the non-MO-
active element is even larger than that of the MO-active one? Even more, does
the MO response depend in a continuous, gradual fashion on the amount of
MO-active component? Moreover, in systems where both components are MO
active, does the MO response behave simply as the sum of those of the two
components?
In this chapter we consider these issues from the theoretical and experimental
point of view, by presenting a detailed study of the interaction effects in a
model system formed by two coupled nanodisks separated by a dielectric in a
nanopillar geometry when the plasmonic or magneto-plasmonic nature of the
nanodisk components is changed. Namely, we present results for three different
geometries: first, assuming that the bottom disk is magnetoplasmonic and the
top one is plasmonic, as in the previous chapter; second, the inverse situation
(top magnetoplasmonic, bottom plasmonic); and, finally, the case in which both
nanodisks are magnetoplasmonic in nature. For the theoretical description, two
approaches are followed: an analytic one in which each disk is considered as a
point dipole (with the proper polarisability) and a numerical one based on finite-
difference time-domain (FDTD) techniques in which the real internal structure
of the disks is taken into account. The first, simple approach allows one to
distinguish the contribution of each of the elements separately, giving detailed
information about the underlying physics. The second, full numerical approach
permits the validation of the obtained insights. These theoretical results are
contrasted with the experimental data of equivalent systems obtained by hole
mask colloidal lithography and evaporation.
4.2 Analytical approach: two interacting dipoles
We consider three different structures each one formed by a two metallic disk
elements, vertically aligned, separated by a dielectric spacer, with the top disk
smaller than the bottom disk. The disks in each structure can be consti-
tuted by gold (Au), or gold and cobalt (Co/Au), and the dielectric spacer of
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SiO2. From these materials we obtain the configurations: Au/Co/SiO2/Au,
Au/SiO2/Co/Au, and Au/Co/SiO2/Co/Au.
Experimentally the top disk have a thickness of ≈ 16nm with a diameter of
≈ 130nm, the bottom disk have a thickness of ≈ 22nm with a diameter of
≈ 150nm and the dielectric spacer a thickness of ≈ 20nm. A detailed descrip-
tion of the fabricated disks can be found in Refs. [98; 138].
Due to the small size of the disks when compared with the wavelength, we can
approximate each disk by a single dipole with oblate spheroid shape and an
aspect ratio that corresponds to the dimensions of the real disks. In Fig. (4.1)
we present a schematic representation of these systems.
Figure 4.1: Schematic representation of the studied configurations.
(a) The lower dipole is MP whereas the upper one is P, (b) the lower dipole is P
whereas the upper disk is MP, (c) both disks are MP.
Since the actual fabricated structures have a truncated cone shape, the as-
pect ratio of the bottom dipole must be larger than that of the top one. For
non-magneto-optical, plasmonic dipoles (P), we consider a diagonal, isotropic,
dispersive dielectric tensor (Au). For the magnetoplasmonic (MP) dipole, we
consider an average medium that combines the dielectric tensor of a noble metal
and that of a ferromagnetic one (Au and Co in this case), giving rise to a non-
diagonal dielectric tensor. The nonzero off-diagonal elements depend on the
relative orientation of the geometry, of the exciting radiation, and of the mag-
netic field as in the previous case. In our case, the external magnetic field is
aligned perpendicular to the dipoles (i.e., aligned along the stacking direction;
as schematically presented in Fig. (4.1)), which corresponds to the so-called
polar Kerr configuration, and the dielectric tensor of the MP dipole presents
the form:
 =
 d M 0−M d 0
0 0 d
 . (4.1)
Depending of the amount of Co within the MP disk, the elements of the dielectric
tensor read as:
52
Interaction effects on the magneto-optical response of magnetoplasmonic
dimers
d = (1− ν) d,Au + νd,Co; M = νM,Co, (4.2)
where ν = VCoVCo+V Au is the Co relative amount in each dipole.
Once the dielectric tensor is known, we evaluate the static polarisability taking
into account the properties of the particles, such as the shape (that in this case
is oblate), material properties and dimensions. In order to conserve the energy,
to the static polarisability is applied the radiative correction. The procedure
used here is equivalent to the one presented in the previous chapter, in particu-
lar, we use Eq. (3.10) and Eq. (3.11) for polarisability and radiative correction
respectively.
Knowing the polarisability for oblate particles, we are able to describe each disk
as a single dipole. From coupled dipole theory, we know that the interaction
between dipoles is mediated by the Green tensor G. If an incident planar wave,
with wave number k and with electric polarisation in the plane of the dipoles,
is used to excite the system (see Fig. (4.1)) the two dipoles can be described in
the x− y plane as:
p1 = 0α1
[
E0,1 +
k2
0
G (r1, r2)p2
]
p2 = 0α2
[
E0,2 +
k2
0
G (r2, r1)p1
]
, (4.3)
which is the same equation obtained in the previous chapter. Due to the sym-
metry of the problem, the Green tensor is already defined in Eq. (3.15), being
d the distance between dipoles, and G (r1, r2).
The general solution of that system of equations under the influence of a plane
wave linearly polarised along the x−axis and amplitude E0 at dipole 1 is given
by:
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p1x = 0
E0
D
[
α1 + k
2Ge−ikd(α2α1 − α2Mα1M )− k4G2α2D1 − k6G3e−ikdD1D2
]
p2x = 0
E0
D
[
e−ikdα2 + k2G(α2α1 − α2Mα1M )− k4G2e−ikdα1D2 − k6G3D1D2
]
p1y = 0
E0
D
[−α1M − k2Ge−ikd(α1α2M + α2α1M )− k4G2α2MD1]
p2y = 0
E0
D
[−e−ikdα2M − k2G(α1α2M + α2α1M )− k4G2e−ikdα1MD2] , (4.4)
where D = 1− 2k4G2(α2α1−α2Mα1M ) + k8G4D1D2, and Di = α2i +α2iM . This
equation is in fact a generalisation of Eq. (3.18). Note that the y−component
of both dipoles is not zero when at least one of the dipoles is MO active.
For the particular geometry we are analysing, the external magnetic field pro-
duces a change in the polarisation state of the reflected light, and the magneto-
optical activity (MOA) of the whole system, defined as the modulus of the
complex Kerr rotation, can be written as:
MOA = |θ + iφ| = atan
∣∣ERy ∣∣
|ERx |
≈
∣∣∣∣p1,y + p2,yp1,x + p2,x
∣∣∣∣
=
(|p1,y|2 + |p2,y|2 + 2|p1,y||p2,y| cos(∆)) 12
(|p1,x|2 + |p2,x|2 + 2|p1,x||p2,x| cos(Γ)) 12
. (4.5)
From the interaction point of view, there are three different regimes that are
determined by the distance between the interacting dipoles: strong interaction
(very close dipoles), weak interaction (very far away objects), and medium in-
teraction (intermediate distance). We will concentrate on the most interesting
case of medium interactions [180], and will analyse two situations: one in which
the amount of Co in the magneto-optical disk is very small (0.1%) and a second
one where it is comparable to the Au amount (25%). For the analysis, the as-
pect ratios of the dipoles are a/c = 13 and 10 for the bottom and top dipoles,
respectively.
Let us start with the case of very small Co concentration (0.1%) in the MP
dipole. In Fig. (4.2), we show the modulus of the components of the dipole
along x, the polarisation direction of the incident beam (pi,x), and along the
y−direction (pi,y), as well as that of the complex Kerr rotation (MO activity,
MOA) calculated with this simple analytical model for the situations where the
MP dipole is at the bottom, top, and in both positions of the structure. The
cosine of relative phases between the pi,x, cos Γ presented in Figs. 4.2(a)-4.2(c),
and pi,y, cos ∆ presented in Figs. (4.2)(d)-(4.2)(f), components of the upper
and lower disks (dashed curves) are also shown, with limit values of 1 and −1
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Figure 4.2: Dipole contributions, and MOA for 0.1% Co concentration. (a)-(c)
x−component of the scaled dipole (left axis) and the cosine of the relative phase
between them (right axis), (d)-(f) y−component of the scaled dipole (left axis), and
their relative phase (right axis), (g)-(i) magneto-optical activity. The upper panels
represent the situation where the MP dipole is at the bottom, the medium panels are
when the MP dipole is at the top, the lower panels when both are MP. Triangle-up
for the top dipole, and triangle down for the bottom dipole.
for in-phase and out-of-phase oscillations, respectively.
Considering first the x−component of the dipoles, shown in Figs. (4.2)(a)-
(4.2)(c), and due to the low Co concentration, there is no noticeable differ-
ence between the three situations. All cases show two characteristic low-energy
(740nm) and high-energy (620nm) modes of antisymmetric and symmetric nature,
respectively [98; 138; 180], as directly concluded by the obtained relative phase
between the two dipoles. The abrupt change in sign of the cosine occurs ex-
actly at the minimum in magnitude of both dipoles. For energies below roughly
760nm, the phase gradually changes again, going back to an in-phase configur-
ation for wavelengths larger than 820nm. Regarding the relative contribution
of both disks to these px spectral features, the low-energy mode has a stronger
component originating from the bottom disk (down triangles) than from the top
one (up triangles), since it has a lower aspect ratio. The situation is reversed
for the high-energy peak, even though the difference between the contributions
of the two dipoles is smaller.
Beyond the purely optical properties, fully understandable by simply considering
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px, the direct consequence of the application of a magnetic field is the generation
of a y−component in the dipole [155; 180] (Fig. (4.2)(d)-(f)). Contrary to what
is observed in the x−component, now different results are obtained depending
on the specific position of the MP-active dipole.
Let us examine each situation individually. When the MP dipole is at the bot-
tom, a y−component is observed not only in this dipole, but also in the P top
one, which is due to the interaction between the dipoles. This y−component
is stronger for the bottom MP dipole in the low-energy region, but they are
similar in the high-energy region. Even more, in the spectral region, where
the x−component of the MP dipole is minimum, the y−component of both
dipoles is almost zero, even though the x−component of the P dipole in the
same intermediate region is not negligible. This is simply due to the fact that
the y−component is originated by the magnetic-field-induced rotation of the
MP dipole, which in turn induces the rotation of the upper P dipole. Thus, a
y−component dipole can be originated only if the x−component of the MP act-
ive dipole is not zero. Additionally, the relative phases between the two dipoles
along the y axes show essentially the same symmetric/antisymmetric configur-
ation for the corresponding high/low-energy modes compared to those for the
x−components, even though now they do not return to in-phase values for ener-
gies below 800nm. The presence of py is directly related to the presence of MO
activity in the system (see Fig. (4.2)(g)). Indeed, as shown in Eq. (4.5), this
magnitude is basically the modulus of the sum of the y−components of the top
and bottom dipoles divided by that of the x−components. Therefore, the spec-
tral dependence of MOA can be understood in simple terms considering these
four dipole components, taking into account their relative phases. So, in this
first considered case with the bottom MP dipole, the high-energy peak results
from the addition of both (top and bottom dipoles) y−components, while the
low-energy one results from the corresponding difference, since in this energetic
range the y−components are in phase opposition.
If we consider now the situation where the MP dipole is on the top of the struc-
ture, the results are very different. Strikingly, here the obtained y−component
in the low-energy region is larger for the P dipole than for the MP one, while
both components are similar for the high-energy region. This means that the
contribution to the MOA coming from the P dipole in the low-energy region is
actually stronger than that of the MP one, as shown in Fig. (4.2)(h). This is
simply due to the larger x−component of the P dipole in the low-energy region,
which also explains why the y−components in the high-energy region are of
similar magnitude for both the MP and P dipole in the previous case. On the
other hand, regarding the intermediate spectral region, and due to the nonvan-
ishing x−component of the MP dipole in this range, both the y−components
(especially of the P dipole) and the MOA are not zero. Finally, if both disks
have an MO component, the intensity of the py components increases for both
dipoles, and, within each mode, they follow the same trend as the corresponding
x−component. Besides, for all of the energy regions, the intensity of the MOA
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Figure 4.3: Dipole contributions, and MOA for 25% Co concentration. (a)-(c)
x−component of the scaled dipole (left axis) and the cosine of the relative phase
between them (right axis), (d)-(f) y−component of the scaled dipole (left axis), and
their relative phase (right axis), (g)-(i) magneto-optical activity. The upper panels
represent the situation where the MP dipole is at the bottom, the medium panels are
when the MP dipole is at the top, the lower panels when both are MP. Triangle-up
for the top dipole, and triangle down for the bottom dipole
is larger than that of the other two configurations.
Going towards a more realistic situation, with larger Co amounts in the MP
dipoles, in Fig. (4.3) we show theoretical calculations equivalent to those shown
in Fig. (4.2) but using the dipole model with a 25% Co content in the different
MP dipoles. As can be seen in Figs. (4.3)(a)-(4.3)(c), and contrary to what was
observed for low Co concentrations, now the px components are very different
depending on the specific position MP dipole. The effect of increasing the Co
amount is both to broaden the peaks and to change their absolute and relative
intensities, as well as their energetic position, both for px and py components.
Due to the much larger amount of Co (250 times more Co) in this case, the
magnitudes of the px and py components are now very different (between a
factor of 2 to 4 reduction in the x−component due to the increased losses, and
roughly one order of magnitude larger in the y−component due to the much
larger amount of MO material). Even more, for this concentration, all of these
effects also depend on the specific location of the MP dipole.
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For the configuration with the MP dipole at the bottom, the low-energy peak
in the MOA has a stronger component due to the bottom dipole (as seen in the
low Co concentration case) and the increase of the Co amount brings, as a con-
sequence, both a reduction of the relative intensity for the x−component and a
broadening for both the x− and y−components. However, the high-energy peak,
with a stronger contribution from the upper P dipole, is less affected since no
Co is present in it. Again, a minimum in the y−component in the intermediate-
energy region yields a minimum in the MO activity. Regarding the relative
phases, for the px components, it is clear now that they do not reach the perfect
out-of phase configuration, indicating that now the nature of the modes is not
purely but only partially antisymmetric. This is due to the sizable amount of
Co present in the dipoles, which enhances the losses of the system and affects
the retardation between the two coupled dipole x−components. However, for
the y−components, the phase basically reproduces the same behaviour observed
for the very low concentration limit.
Going now to the situation where the MP dipole is in the upper part, the most
affected peak (for all px, py, and MOA) due to the incorporation of Co is the
high-energy one, since it is the one which carries a stronger part of the upper
dipole. We therefore observe a change in the relative intensity with respect
to the case with the MP dipole in the bottom. Remarkably, in this situation,
the y−component of the P dipole is much larger than that of the MP one in
the low-energy part of the spectrum, due to the interaction effects and to the
very large x−component of this P dipole. Now, due to both the broadening
and spectral overlapping of the y−components of both top and bottom dipoles,
only one broad peak is observed in the MOA. This peak is mainly originated
by the induced y−component in the bottom dipole, which is not MO active.
Regarding the phase of the y−component, it is worth noticing that it is again
exactly the same as for the low Co concentration, i.e., it does not depend on the
Co concentration. If one considers Eq. (4.4), makes either α1M or α2M equal
to zero, the ratio between the y−components of the P and MP dipoles becomes
py,NMO/py,MO = k
2GαNMO, i.e., it does not depend on the MO active element,
and thus the relative phase does not depend on the Co content.
Finally, when both dipoles are MP, the larger amount of Co implies that the total
losses are even larger, and therefore the peaks in the x−components are weaker
and broader. The direct consequence of this reduction in the x−components
is that the y−components are also somehow weaker and broader compared to
the other two cases with only one MP dipole. Now, for the x−component, the
two peaks overlap for the bottom dipole and only one broad peak is observed
for the top one, which is also the same behaviour basically observed for the
y−component. Regarding the MOA, two very distinguishable peaks are ob-
served and, surprisingly, the low-energy one yields lower MO activity than the
corresponding peak for the other two cases (only one MP dipole), contrary to
what was observed for low Co concentration. This is due to the smaller differ-
ence of intensities between the y−components of the two dipoles in this case
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and to the fact that in this spectral region, they are out of phase. Briefly, this
complex behaviour of relative intensities and phases induces a smaller MOA
even when more MP components are present in this dimer.
Let us summarise the preceding discussion. When two dipoles interact, with
one of them presenting MO activity (MP dipole), this MP dipole can induce
MOA in the non-MO-active (purely plasmonic, P) one. The induced MOA can
even be much larger than the intrinsic one, as seen in the low-energy region of
Figs. 4.2(e) and 4.3)(e). This occurs in the spectral region of the resonance of
the P dipole. On the other hand, if the system is composed of two MP, lossy
dipoles (high Co content), the resulting MOA response can be much lower than
that obtained when only one dipole is MP, shown in Figs. (4.3)(g)-(4.3)(i)].
This has important consequences in real magnetoplasmonic systems composed
of noble metals and ferromagnetic metals. One would naively think that the
MOA would be enhanced increasing the number of MP components, but then
the losses will increase in parallel. Our results show that an adequate stacking of
the system components may allow devising structures with higher MO activity
using overall lower amounts of ferromagnetic content.
4.3 Full numerical calculations and experimental
results
Despite the simplicity of the two interacting dipoles model, it describes quite
well the outcome of the interaction between disks in magnetoplasmonic dimers.
For example, in Fig. (4.4), we present the experimental MO activity for three
different samples. They consist of a layer of two metallic disks separated by
≈ 20nm of SiO2. deposited on a glass substrate. The three samples have
a homogeneous distribution of the disks, with a filling factor of 15%. The
diameter of the disks ranges from 130 to 150nm. They were obtained by hole
mask colloidal lithography, metal evaporation, and lift off [166]. The internal
structure of the disks is presented in the rightmost panel of Fig. (4.4), with the
disk’s dimensions in the caption. In the upper panel, the bottom disk consists
of a Au/Co multilayer (MP) and the top one is a Au disk (P); in the middle
panel, the top disk is a Au/Co multilayer (MP) and the bottom one is a Au disk
(P); and, finally, in the lower panel, both disks are Au/Co multilayers (MP).
As can be observed, when the bottom disks are magnetoplasmonic, i.e., upper
and lower panels on the righthand side of Fig. (4.4), the MOA spectrum has
two peaks. Despite the lower Co content of the upper panel, the lower-energy
peak has a higher intensity in this sample than in the lower panel, where the
two disks are magnetoplasmonic. Moreover, the MOA spectrum of the middle
panel has only one peak, whose intensity is also greater than the intensity of the
low-energy peak of the lower panel. Additionally, in Fig. (4.4), we also present
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Figure 4.4: Experimental results (a) and numerical simulations (b) of the MO activity
when the MP disk is at the bottom, (c),(d) are the same but when the MP disk is
at the top, and (e),(f) when both are MP. In the rightmost panel we show Atomic
Force Microscopy (AFM) images of the three experimental samples where the density
of disks (about 15% coverage) and homogeneity can be seen. The images show that
the disk diameter ranges from 130nm to 150nm. Also is represented a scheme of the
structures. In green we depict the Ti adhesive layer, in blue the Co layers, grey is the
SiO2 and yellow are the gold layers. The three different systems are constituted by
two metallic disks separated by 20nm of SiO2. For the configuration with the MP disk
at the bottom (top panels), the MP disk is composed of a 2nm Ti layer followed by a
4nm Au layer and three sequential combinations of 2nm Co/4nm Au layers. The disk
at the top is composed by 16nm Au. For the configuration with MP disk at the top,
the MP disk is composed by an initial 1nm layer of Ti then 4nm Au layer and two
sequences of 2nm Co/4nm Au layers. The disk at the bottom is composed by 22nm
of Au. When both disks are MP, they consist of those Au/Co sequences employed in
the other two situations.
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a FDTD theoretical calculation which takes into account the internal structure
of the disks. As can be observed, these calculations reproduce quite well the
experimental behaviour, and the results are also equivalent to those obtained
with the previously exposed analytical approach for intermediate interactions
presented in Fig. (4.3). The numerical calculations have been made using
130nm for the diameter of the base of the cone and 100nm for the top in all
cases. An increase in these numbers would cause a redshift of the peaks.
4.4 Conclusion
In conclusion, we have analysed the effect of electromagnetic interactions on
the MO response of magnetoplasmonic dimers composed of two metallic disks
separated by a dielectric. The MO response strongly depends on the plasmonic
versus magnetoplasmonic nature of the two disks, observing for specific config-
urations that the MO response can be dominated by the induced MOA of the
purely plasmonic disk. On the other hand, the MO activity of a system with
only one of the disks containing material with intrinsic MO can be even larger
than that of a system composed of two MP disks. A simple analytical model of
two interacting point dipoles allows us to fully describe separately the contribu-
tion of each disk to the optical and MOA of the system, along with the relative
phases of the dipoles responsible for these activities. Experimental results and
numerical calculations fully support the analytical calculations results.
Chapter 5
Magnetically controlled
optical nanoantennae
5.1 Introduction
Over the last two decades there has been a boost in nanoantenna research,
mainly due to the possibility of create structures at nanoscale. Improvements in
fabrication techniques, like electron-beam lithography [135; 181; 182], focused
ion-beam milling [133; 183; 184], nano-imprinting lithography [185] or position-
ing of nanoantennae on tips [186], etc., made possible the use of nanoantennae
in near-field optical spectroscopy [187; 188], single-photon superemitters [189–
191], optical tweezing [192; 193], or microscopy [194; 195], among others.
At nanoscale, light can be controlled and manipulated using electromagnetic
sources like fluorescent molecules, quantum dots, etc., usually coupled to an
external structure that operates as an antenna. These nanoantennae, from the
viewpoint of its operation, are similar to telecommunication antennae [196]. In
order to obtain optical wavelengths is necessary to reduce the antenna dimen-
sions [197].
Many different types of nanoantennae have been proposed and experimentally
investigated [71; 198]. Studies with single nanospheres [199; 200] and nanorods
[201] show the possibility of tuning the resonance frequency considering the size
and aspect ratio of the particles. Dimers of nanospheres [137] and nanorods
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[182] can be used to enhance the near-field intensity at some space positions.
Bow-tie dimer nanoantennae are being applied to enhance molecular fluores-
cence [183; 202], Raman scattering [203] and for high-harmonic generation [184].
With the aim of redirect the field like in telecommunication antennae, Yagi-Uda
antennae [204; 205] have been proposed and implemented, as well as anisotropic
emitter-antenna coupling systems [206].
One subject that has attracted attention recently has been the control of nanoan-
tennae via an external parameter, as in the previous chapters. A possibility is
to consider the use of a static magnetic field [99].
Also in Sec. (2.6) we presented the Purcell effect [44], where the modification
of the lifetime of an emitter by shaping the electromagnetic environment is re-
ported.
In this chapter we present a study of the properties of an emitter in two differ-
ent situations: in the presence of a single magnetoplasmonic (MP) nanoparticle,
Sec. (5.2), and inside of a cavity formed by two MP nanoparticles, Sec. (5.3).
We consider a simple model where particles are described as dipoles, and con-
sequently characterised by its polarisabilities, in which the interaction between
the elements is governed by the dipole-dipole coupling. This choice is motivated
by the possibility of obtain simple analytical expressions that could capture the
physics of the problem.
We analyse the dependence of the emitter decay rate and the radiated field
patterns by the system emitter and nanoparticle(s) with the distance between
the emitter and the nanoparticles, with and without presence of the applied
magnetic field. Also we study the influence of the absorption in such systems.
In Sec.( 5.4) the general conclusions are presented.
5.2 Emitter in the presence of a single magneto-
plasmonic nanoparticle
Let us consider a classical point dipole emitter in vacuum placed at r0, radiating
with a frequency ω = ck.
The electric field generated by a point dipole at any position r′ is obtained
by operating the Green tensor (see Eq. (2.7)) over the emitter µ, oriented
at direction µ = (µx, µy, µz) and located at r. This can be mathematically
expressed as:
E (r′) =
k2
0
G (r′, r) · µ, (5.1)
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being 0 the permittivity of vacuum.
The emitter is placed close to a spherical nanoparticle with radius a at position
rp, being the particle small enough to assume that the electromagnetic field
inside is homogeneous and the particle can be considered as a single dipole.
The distance that separates the emitter and the nanoparticle is given by R =
|r0 − rp|. For simplicity, we choose a reference system where the emitter is
placed at the origin and the particle is along the z axis. The Green tensor, in
this configuration can be written as:
G (rp, r0) = G (r0, rp) =
 Gxx 0 00 Gyy 0
0 0 Gzz
 , (5.2)
with:
Gxx = Gyy =
eikR
4piR
(
k2R2 + ikR− 1
k2R2
)
,
Gzz =
eikR
4piR
(
2− ikR
k2R2
)
.
Because the particle is magnetoplasmonic, the material is characterised by a
dielectric tensor as in the previous chapters. When the static magnetic field
is applied along the z axis, like schematically represented in Fig. (5.1), the
dielectric tensor of the MP nanoparticle is defined by:
 (ω) =
  xy 0−xy  0
0 0 
 , (5.3)
where all elements are dispersive and the elements off-diagonal are antisymmet-
ric.
Once the dielectric tensor is known, we evaluate the static polarisability taking
into account the properties of the particles, such as the shape (that in this case
is spherical), material properties and dimensions. In this case, α0 reads:
α0 (ω) = 3ν [ (ω)− I] [ (ω) + 2I]−1 (5.4)
=
3ν
D
 (+ 2) (− 1) + 2xy 3xy 0−3xy (+ 2) (− 1) + 2xy 0
0 0 D −1+2
 ,
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Figure 5.1: Schematic representation of a MP nanoparticle (purple) characterised
by the dielectric tensor , a dipole emitter µ (green) oriented the x direction and an
applied magnetic field B in the z direction. The particle and the emitter are separated
by a distance of d.
being D = (+ 2)2 + 2xy and ν =
4
3pia
3 is the particle volume.
In order to conserve the energy, to the static polarisability is applied the radi-
ative correction. The procedure used here is equivalent to the one presented in
the chapter (3), in particular, we use Eq. (3.11) for the radiative correction.
The quasi-static polarisability, α0, and the polarisability, α, preserve the shape
of the dielectric tensor, i.e., the elements off-diagonal are antisymmetric and the
elements in the diagonal are equal.
The field generated by the emitter at particle position is E (rp) = k
2
0
G (rp, r0)µ.
In turn, part of the scattered field by the particle goes back to the emitter. At
the emitter position, this scattered electric field is:
Es (r0) =
k2
0
G (r0, rp)p
=
k4
0
G (r0, rp)αG (rp, r0)µ. (5.5)
where p is the polarisation of the particle defined by p = 0αE (rp). Once the
electric field is known at emitter position, the normalised decay rate can be
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evaluated (see Eq. (2.51)). For the dipole µ:
Γ
Γ0
= 1 +
6pi0
|µ|2 k3={µ
∗ ·Es (r0)} , (5.6)
where Γ0 is the decay rate of an emitter in free space.
Substituting Eq. (5.5) into Eq. (5.6), the normalised decay rate is expanded
into components:
Γ
Γ0
=1 +
6pik
|µ|2=
{
G2xxµˆ
∗
x (αxxµˆx + αxyµˆy + αxzµˆz) +
+G2xxµˆ
∗
y (αyxµˆx + αyyµˆy + αyzµˆz) +
+G2zzµˆ
∗
z (αzxµˆx + αzyµˆy + αzzµˆz)
}
.
(5.7)
For any in-plane emitter orientation (µz = 0), the normalised decay rate depends
only on the diagonal elements of the polarisation tensor due to the antisymmet-
ric nature of the polarisability tensor α.
Let us consider a dipole oriented at µ = (µx, µy, 0), where all µi are real num-
bers. The normalised decay rate of the emitter is given by:
Γ
Γ0
= 1 +
6pik
|µ|2=
{
G2xx
(
µ2xαxx + µxµyαxy
)
+G2xx
(
µxµyαyx + µ
2
yαyy
)}
. (5.8)
Due to the antisymmetric off-diagonal elements of α, and αxx = αyy, the Eq.
(5.8) can be written as:
Γ
Γ0
= 1 +
6pik
|µ|2=
{(
µ2x + µ
2
y
)
G2xxαxx
}
. (5.9)
Because αxx depends quadratically with xy and the particle polarisation p de-
pends linear with xy, and assuming that xy is a small number, the modification
in the radiated field patterns should be significantly bigger compared with the
modification in the normalised decay rate.
The normalised decay rate expression is obtained when the emitter is treated
like a classical harmonic damping dipole oscillating at frequency ω, as shown in
chapter (2). Considering this approach, the normalised decay rate is equivalent
to the normalised power emitted by the classical dipole, Γ/Γ0 = P/P0, being
P the power emitted in the presence of the environment and P0 is the power
emitted by the same dipole in free-space.
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If in the system absorbing elements are present, this classical approach allows
to calculate separately the radiative decay rate ΓR (proportional to the far-
field radiated power, Pff) and the non-radiative decay rate ΓNR (proportional
to the absorbed power by the environment, Pabs) [207; 208]. Due to the energy
conservation, Γ = ΓR + ΓNR must be obeyed. The radiative decay rate and
the non-radiative decay rate can be normalised by the decay rate of the dipole
emitter in free space, obtaining:
Γ
Γ0
=
ΓR
Γ0
+
ΓNR
Γ0
. (5.10)
To get a wider view, the problem is evaluated numerically using geometric and
electromagnetic parameters accessible experimentally.
Let us start by considering a non-absorbing particle of radius 5nm, with a dielec-
tric tensor given by  = −3 and xy = 0.1i. The dipole emitter is oriented in
the x direction, µ = (µx, 0, 0), and radiates at wavelength λ = 500nm.
Due to the absence of absorption in the system and consequently the nonexist-
ence of non-radiative decay channels, the normalised decay rate is equal to the
normalised radiative decay rate Γ/Γ0 = ΓR/Γ0.
We study the normalised decay rate, Γ/Γ0, as a function of the distance between
the particle and the emitter, where the distance is calculated from the center of
the particle, schematically represented in Fig. (5.1). The system is evaluated in
the presence and absence of an external magnetic field, with the results shown
in Fig. (5.2)(a).
Both cases exhibit a similar normalised decay rate. However, we observe that
for a distance of d ≈ 8nm there is a minimum in the normalised decay rate very
close to 0, corresponding to a inhibition region. At this distance, any difference
between the presence and absence of the magnetic field can be hidden by the plot
scale. For this reason, we plot in Fig. (5.2)(b) the ratio of the normalised decay
rate between the system in the presence and in the absence of the magnetic
field, ΓMO/ΓNoMO. Although the global behaviour of the decay rate is similar,
at minimum, d ≈ 8nm, the ratio between both setups is a factor of 2.5, meaning
that the emitter in the presence of the magnetic field has a decay rate 2.5 bigger
than in the absence of the magnetic field.
To see the modifications caused by the presence of the magnetic field, we ana-
lyse the electric far field radiated patterns of the system for different distances
between the particle and the emitter. For simplicity, we present two different
distances between the particle and the emitter: at minimum, d = 8nm, and out
of the minimum, d = 10nm, for the normalised decay rate. All field patterns are
normalised by their corresponding radiation power, with the aim of visualising
modifications in the field profile and not on the intensity.
In the case where the particle is at d = 10nm, the field patterns are indistin-
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Figure 5.2: (a) Normalised decay rate of the emitter as a function of the distance
between the emitter and a non-absorbing particle. The red line represents the system
in the absence of the magnetic field, and the blue circles the system in the presence of
the magnetic field.
(b) Decay rate ratio of the emitter between the system in the presence and absence of
the applied magnetic field.
guishable from one another, when the system is in the presence or absence of
the external applied magnetic field, Fig. (5.3)(a)-(b).
In the case where the particle is at d = 8nm, at the minimum of the decay
rate, the field patterns are different as can be see in Fig. (5.3)(c)-(d). In the
absence of the magnetic field the system do not radiate in the x− y plane and
exhibit two symmetric lobes over the z axis. When applied the magnetic field
the system radiates in the x − y plane, and the lobes over the z directions are
twisted. Also we observe a redistribution of the intensity in all directions.
Therefore, the modifications in the radiated patterns are noticeable when the
distance is around the minimum of the radiative decay rate.
Although a non-absorbing system offers a base to the problem comprehension,
absorption plays a relevant, if not crucial, role in the global behaviour of the
systems. This means that it is necessary to consider a system like the one
described above, but with a dielectric tensor formed by  = −3 + 0.1i and
xy = 0.1i, introducing this way absorption. With this modification, the non-
radiative decay rate ΓNR/Γ0 is no longer 0 and Eq. (5.10) must be completely
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Figure 5.3: Electric far field patterns of the system formed by an emitter and a
non-absorbing MP nanoparticle in the presence, (a) and (c), and absence, (b) and (d),
of an external applied magnetic field. We show for two different distances between the
particle and the emitter, at minimum, d = 8nm, and out of the minimum, d = 10nm,
of the normalised decay rate.
considered.
Like before, we study the normalized decay rate as a function of the distance
and in the presence and absence of the magnetic field. Results are presented in
Fig. (5.4). Comparing both situations, the normalised decay rate is indistin-
guishable, from one another. Being an absorbing system, part or the total of
radiated energy by the emitter can be dissipated by the nanoparticle through
non-radiative channels, resulting in a effective loss of electric field intensity at
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Figure 5.4: Normalised decay rate of the emitter as a function of the distance between
the emitter and an absorbing particle. The red line represents the system in the absence
of the magnetic field, and the blue circles the system in the presence of the magnetic
field.
In order o identify the different contributions, we analyse the normalised radi-
ative decay rate, ΓR/Γ0, represented in Fig. (5.5)(a). Like the previous case,
the system is almost identical, with a minimum for a distance of d ≈ 8nm.
We present in Fig. (5.5)(b) the ratio of the normalized radiative decay rates,
ΓRMO/ΓRNoMO . Although the global behaviour of the decay rate is similar, at
minimum (d ≈ 8nm), the ratio between both is 1.6, meaning that the emitter
in the presence of the magnetic field has a decay rate 1.6 bigger than in the
absence of the magnetic field.
Also in this case we present the electric far field patterns for two distances: at
minimum, d = 8nm, and out of the minimum, d = 10nm of the radiative decay
rate. All field patterns are normalised by their corresponding radiation power
of the system.
In the case where the particle is at d = 10nm, the field patterns are very
similar, independently of the presence of the magnetic field, as can be seen in
Fig. (5.6)(a)-(b).
In the case where the particle is at d = 8nm, the field patterns are different, as
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Figure 5.5: (a) normalised radiative decay rate of the emitter as a function of the
distance between the emitter and an absorbing the particle. The red line represents
the system in absence of the magnetic field, and the blue circles the system in presence
of the magnetic field.
(b) Radiative decay rate ratio of the emitter between the system in presence and
absence of the applied magnetic field.
can be seen in Fig. (5.6)(c)-(d). In the absence of the magnetic field the system
radiates directionally, with the majority of the radiation being channeled to −z
direction. When applied the magnetic field, the system rotates over the x − y
plane, with a redistribution of the electric field pattern, but maintaining the
directionality in the −z direction.
From this section we conclude that when a MP nanoparticle is closed to an
emitter, the presence of a static magnetic field modify the behaviour of the
emitter. This modification is stronger when the distance between the particle
and the emitter originates a minimum in the radiative decay rate.
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Figure 5.6: Electric far field patterns of the system formed by an emitter and an
absorbing MP nanoparticle in the presence, (a) and (c), and absence, (b) and (d), of
an external applied magnetic field, for two different distances between the particle and
the emitter, at minimum, d = 8nm, and out of the minimum, d = 10nm.
5.3 Emitter inside of a two magneto-plasmonic
nanoparticles cavity
In this section we study the electromagnetic behaviour of an emitter embedded
in a MP cavity formed by two nanoparticles. Let us assume a configuration
where the emitter is placed between the two MP nanoparticles, positioned at
r1 and r2, at equal distance of one from the other R = R1 = R2 = |r0 − r1| =
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|r0 − r2|, like presented in Fig. (5.7). The particles are identical regarding their
electromagnetic behaviour, i.e., have the same dimensions, shape, material and
consequently, the same polarisability.
Figure 5.7: Schematic representation of two MP nanoparticles (purple) characterised
by the same dielectric tensor  (blue and red), a dipole emitter µ (green) oriented the
x direction and an applied magnetic field B in the z direction. The particles and the
emitter are separated by a distance of d.
In this configuration we choose a reference axes where the emitter is placed at
the origin and the particles are over the z axis.
Due to the symmetry of the problem, the Green tensor that propagates the
electric field from the emitter to the nanoparticles and the nanoparticles to the
emitter can be written as:
G (r1, r0) = G (r0, r1) = G (r2, r0) = G (r0, r2)
=
 Gxx 0 00 Gyy 0
0 0 Gzz
 , (5.11)
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with:
Gxx = Gyy =
eikR
4piR
(
k2R2 + ikR− 1
k2R2
)
,
Gzz =
eikR
4piR
(
2− ikR
k2R2
)
. (5.12)
For the nanoparticles interaction, the propagator G (r1, r2) = G (r2, r1) is sim-
ilar to the one described in Eq. (5.11) and (5.12), but the distance now assumes
the value of R = |r2 − r1|.
Thus, the total electric field at some position r′ is given by:
E (r′) =
k2
0
{G (r′, r0)µ+G (r′, r1)p1 +G (r′, r2)p2} , (5.13)
where p1 = 0α1E (r1) and p2 = 0α2E (r2) are the particles polarisation and
µ is the emitter. The electric field at particles position can be obtained by
solving the system of equations:
E (r1) =
k2
0
G (r1, r0)µ+
k2
0
G (r1, r2) 0α2E (r2)
E (r2) =
k2
0
G (r2, r0)µ+
k2
0
G (r2, r1) 0α1E (r1) . (5.14)
To evaluate the normalised decay rate, defined at Eq. (5.6), is necessary to cal-
culate the scattered field by the particles at the emitter position. The scattered
electric field is given by:
Es =
k2
0
G (r0, r1) 0α1E (r1) +
k2
0
G (r0, r2) 0α2E (r2) . (5.15)
We consider the same conditions as in the previous section, i.e., two non-
absorbing particle of radius 5nm, with a dielectric tensor formed by  = 3
and xy = 0.1i, with the point emitter oriented in the µ = (µx, 0, 0), radiating
with a wavelength of λ = 500nm. The emitter is at same distance from the
two particles that form the cavity. We study the dependence of the normalised
decay rate, Γ/Γ0, with the distance that separates the particles and the emit-
ter, where the distances are calculated from the center of the particles. The
system is evaluated in two different situations: in the presence and absence of
an external static magnetic field. Results are shown in Fig. (5.8).
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Figure 5.8: (a) Normalised decay rate of the emitter as a function of the distance
between the emitter and a non-absorbing particles. The red line represents the system
in the absence of the magnetic field, and the blue circles the system in the presence of
the magnetic field.
(b) Decay rate ratio of the emitter between the system in the presence and absence of
the applied magnetic field.
Both situations exhibit an almost identical normalised decay rate, with a min-
imum for a distance ≈ 9.75nm. In Fig. (5.8)(b) we present the ratio of the
normalised decay rate between the system in the presence and in the absence
of the magnetic field, ΓMO/ΓNoMO. Although the global behaviour of the decay
rate is similar, at minimum, d ≈ 9.75nm, the ratio between both is given by a
factor of ≈ 500, meaning that the emitter in the presence of the magnetic field
has a decay rate 500 bigger than in the absence of the magnetic field.
We present the electric far field patterns for two different distances between the
particles and the emitter, at a minimum, d = 9.75nm, and out of the minimum,
d = 8nm. All field patterns are normalised by the corresponding radiation
power.
For particles at d = 8nm, the field patterns are indistinguishable, like shown
in Fig. (5.9)(a)-(b). They present the toroidal shape that characterises the
emission of a dipole in far field.
For particles at d = 9.75nm, at the minimum of the decay rate, we obtain
different field patterns, as seen in Fig. (5.9)(c)-(d). When in the absence of
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Figure 5.9: Electric far field patterns of the system formed by an emitter and an
absorbing MP nanoparticle in the presence, (a) and (c), and absence, (b) and (d), of
an external applied magnetic field. Are presented two different distances between the
particle and the emitter, at minimum, d = 9.75nm, and out of the minimum, d = 8nm,
of the normalised radiative decay rate.
the magnetic field, the field pattern is oriented in the y direction with two
symmetric lobes. This uncommon pattern is due to the strong inhibition. With
the application of the magnetic field the system exhibit a toroidal shape, like a
single dipole emitter, but oriented in the y axis. Due to the ratio of the decay
rate between both situations, that at this distance is a factor of ≈ 500, we
observe that the system in absence of the magnetic field radiate a very small
amount of energy when compared with the applied magnetic field. Roughly
speaking, the system passes from a not radiating to a radiating state. It also
exhibits a far field pattern similar to a dipole emitter, but instead of been aligned
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with x axis, is aligned with the y axis. This is due to the conversion of electric
field in the x axis into the y axis by the out of diagonal elements of the dielectric
tensor.
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Figure 5.10: Normalised decay rate of the emitter as a function of the distance
between the emitter and an absorbing particle. The red line represents the system in
the absence of the magnetic field, and the blue circles the system in the presence of
the magnetic field.
As in the single particle configuration, we now introduce absorption to the
particles that form the cavity. The dielectric tensor of the particles is given by
 = 3+0.1i and xy = 0.1i. With this modification, the non-radiative decay rate
ΓNR/Γ0 is no longer 0 and Eq. (5.10) must be completely considered. Results
of the normalised decay rate are presented in Fig. (5.10). Comparing both
situations, the normalised decay rate is almost indistinguishable, from one case
to the other. Being an absorbing system, non-radiative channels can play an
important role.
We analyse the normalised radiative decay rate as a function of the distance
between the particle and the emitter, represented in Fig. (5.11)(a) in both
cases. The system exhibits an identical normalised radiative decay rate in the
presence or absence of the magnetic field with a minimum for a distance of
≈ 9.75nm. In Fig. (5.11)(b) is presented the ratio of the normalised radiative
decay rate, ΓRMO/ΓRNoMO . Although the global behaviour of the decay rate is
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Figure 5.11: (a) Normalised radiative decay rate of the emitter as a function of the
distance between the emitter and a non-absorbing particles. The red line represents
the system in the absence of the magnetic field, and the blue circles the system in the
presence of the magnetic field.
(b) Radiative decay rate ratio of the emitter between the system in the presence and
absence of the applied magnetic field.
similar, at minimum (d ≈ 9.75nm), the ratio between both setups is defined by
a factor of ≈ 2.2, meaning that the emitter in the presence of the magnetic field
has a decay rate 2.2 bigger than the setup in the absence of the magnetic field.
The radiated field patterns are presented in Fig. (5.12), for two distances: one
at the minimum d = 9.75nm and other out of the minimum d = 8nm of the
normalised radiative decay rate. All field patterns are normalised by their cor-
responding radiation power.
In the case where the particles are at d = 8nm, the field patterns are almost
indistinguishable when the system is in the presence or absence of the applied
magnetic field, Fig. (5.12)(a)-(b). They present the toroidal shape that charac-
terise the emission of a dipole in far field.
In the case where the particles are at d = 9.75nm, at minimum of the radiative
decay rate, the field patterns are rotated relatively to each other, as can be seen
in Fig. (5.12)(c)-(d). In the absence of the magnetic field the system radiate
as a single dipole. When applied the magnetic field the far field pattern rotate
over the x− y plane. This occurs due to the conversion of electric field in the x
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Figure 5.12: Electric far field patterns of the system formed by an emitter and an
absorbing MP nanoparticle in the presence, (a) and (c), and absence, (b) and (d), of
an external applied magnetic field. Are presented two different distances between the
particle and the emitter, at minimum, d = 9.75nm, and out of the minimum, d = 8nm,
of the normalised radiative decay rate.
axis into the y axis by the out of diagonal elements of the dielectric tensor.
5.4 Conclusions
In this chapter we presented a fundamental study of the properties of an emit-
ter in two different situations: in the presence of a single MP nanoparticle and
inside of a cavity formed by two MP nanoparticles. We studied the modifica-
tion of the electromagnetic behaviour of the systems when applied an external
magnetic field.
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In both configurations we observed that the radiative decay rate has a min-
imum for a specific distance between the particles and the emitter. At this
minimum and in the configuration of the single particle (for the absorbing or
non-absorbing case), the radiative decay rate vary a factor of ≈ 2 with the pres-
ence of the magnetic field. For the same distance, the radiated field patterns
suffer a strong deformation with the presence of the magnetic field.
In the cavity configuration, for the distance where the system presents the min-
imum, the radiative decay rate could vary from a factor of ≈ 500, with non-
absorbing particles, to a factor of ≈ 2, with the absorbing particles. It was
clear that absorption controls the magnitude of the phenomenon. Although the
conclusions are similar to those presented in the single particle configuration, in
the cavity with non-absorbing particles we observed a strong inhibition in the
absence of the magnetic field. Due to the presence of the magnetic field, a new
radiative channel in the y direction was opened, allowing the system to radiate
in other direction. It can be understood as a process of conversion of radiation.
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Part II
Light scattering in disordered
media

Chapter 6
Effect of the long correlated
disorder in the light
emission statistics of a two
dimensional dipole lattice
6.1 Introduction
The study of the Purcell effect (see chapter (2.6)) in idealised systems has at-
tracted attention in recent years, mainly due to the possibility of create such
systems. This last fact has stimulated the interest of wave propagation through
disordered media [26]. Examples like enhanced backscattering [209; 210], photon
localization [15] random lasing [211; 212], or photonic membranes [213; 214] can
be found in the literature. Also, the behaviour of light coupled to disordered
matter has been analysed from the point of view of diluted cold atom systems
where atoms are scarcely located in an optical lattice [215–218]. In complex sys-
tems like liquids, colloids, granular or biological materials, the dynamic modi-
fication of the environment or the movement of the emitter implies the need for
a statistical study of the decay rate [43; 118; 219]. In these random systems,
the decay rate exhibits a non-Gaussian, long-tailed distribution, where large
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enhancements of the Purcell factor are attributed to strong fluctuations in the
local density of states induced by the near-field scattering [43; 53; 220]. These
rare events create optical modes confined in a small volume around the source.
In most cases, previously studied disorder was produced in a random way; that
is, scatterers were distributed throughout the lattice randomly. Real systems,
however, can be realised with other kinds of disorder, where the locations of
particles are correlated. In particular, structural disorder with long-range cor-
relation (LRC) has been found for instance in x-ray and neutron critical scatter-
ing experiments in systems undergoing magnetic and structural phase transition
[221–224]. This correlation effect in magnetic systems may be modelled by as-
suming a spatial distribution of critical temperatures with a correlation function
obeying a slow power law decay [225–227]. Spatial correlations in disordered
scattering materials have been shown to dramatically modify the light trans-
port properties, in particular, light scattering mean-free-path presents strong
chromatic dispersion [28; 41; 213; 228].
In this chapter, we explore the dependence of the decay rate of an emitter in
a two-dimensional system as a function of the particle’s correlations. Long-
range correlated distributions of scatterers are produced by using a thermal
order-disorder distribution governed by a characteristic ordering temperature
(θ) [229; 230]. In particular, the quenched randomness is implemented using
a lattice-gas model equivalent to a thermally-diluted ferromagnetic two dimen-
sional (2D) Ising lattice at a temperature (θ). We perform extensive calculations
of the fluorescence decay rate of a point emitter embedded in a system of nan-
oparticles statistically distributed according to a 2D lattice-gas model near the
critical point. As we will show, for short-range correlations (high-temperature
thermalisation), the Purcell factors present a non-Gaussian long-tailed statistic
where events with large Purcell factors are extremely rare. Interestingly, as we
approach the critical point where the spatial correlation range diverges, the stat-
istics evolves towards a bimodal distribution with a well-defined peak at high
enhancement factors, while other peak remains at values corresponding to free
space. Our numerical results strongly resemble those obtained experimentally
in resonant thin metallic films near percolation [220], which suggest long-range
correlations as a possible origin of the large fluctuations of experimental decay
rates in disordered metal films.
In Sec. (6.2) we describe the physical system and introduce the model under
consideration. Sec. (6.3) is devoted to the presentation of the numerical results
and discussion. In Sec. (6.4) we present the central conclusions of this work.
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6.2 Statement of the model
Let us consider the lattice system sketched in Fig. (6.1). The nodes of this
square lattice are taken as the possible location points of the optical dipoles by
taking into account the following mechanism: After thermalisation of the pure
Ising model at temperature θ, the spins with s = 1 are taken as the locations
of the scattering dipoles, while spins with s = −1 are considered as dipole va-
cancies (i.e., sites with no optical response). The structure of the realisation so
constructed is fixed thereafter for all subsequent optical-decay-rate studies.
Figure 6.1: Schematic representation of a crystalline structure with an edge (D) of 7
particles. The transparent spheres represent the removed particles. The dipole emitter
is represented by the blue sphere and the scatterers by red spheres.
The structures are generated from the following idea:
We start by consider a square lattice with D ×D sites, each site with a set of
four adjacent sites. For each lattice site with coordinates i, j, there is a discrete
variable σi,j such that σi,j ∈ {−1, 1}, representing the site spin. So, a system
configuration, in this context, is an assignment of a spin value to each lattice
site. For any two adjacent sites, σi,j and σ(i+ζ),(j+ζ) with ζ = {−1, 1}, there is
an interaction J[i,j][(i+ζ),(j+ζ)] that allow us to calculate the energy associated
to the spin, given by the Hamiltonian:
H (σi,j) = −J[i,j][i,j+1]σi,jσi,j+1 − J[i,j][i,j−1]σi,jσi,j−1−
−J[i,j][i+1,j]σi,jσi+1,j − J[i,j][i−1,j]σi,jσi−1,j . (6.1)
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Initially, we generate a random structure, i.e., a square lattice where a random
spin is assigned for each site. We assume that the interaction between spins is
J[i,j][(i+ζ),(j+ζ)] = 1.
For each site, we calculate the difference between energies when the spin σi,j
assumes the value of 1 and −1, i.e., δE = H (−σi,j)−H (σi,j). So, considering
the Metropolis algorith, the system changes its configuration (from σi,j to −σi,j)
with a probability p = e−δE/θ, with θ the temperature of the system.
If δE < 0, the probability p = 1 is and the new spin configuration is accepted.
If δE > 0 the probability of acceptance the new spin is smaller than 1. We
generate a random number between the interval [0, 1] and we compare with p.
If the random number is larger than p, the new spin configuration is refused,
otherwise is accepted.
This process is repeated to all spin positions a large number of times, to obtain
independent configurations, i.e., that the previous configuration is not correl-
ated with the next configuration. For the optical calculation, we only consider
configurations where the amount of spins 1 is between 45% and 55%. In this
work, for each temperature and lattice dimensions, we generate 106 different
configurations to perform optical calculations. As already said, the spins with
s = 1 are taken as the locations of the scattering dipoles, while spins with
s = −1 are considered as dipole vacancies. The construction of these thermally
disordered systems has been largely explored by Marqués et al. [229; 230].
In these systems, the correlation function between point dipoles separated by a
distance r is given by the spin-spin correlation function [231]:
g(r) ∼ r−τexp−r/ξ (6.2)
with ξ being the correlation length and τ a characteristic number depending on
the system. The correlation length, near the critical temperature of the Ising
model (Tc), depends on the ordering temperature with a power law given by
ξ ∼ (θ − Tc)−ν , where ν = 1 and Tc = 2/ln(1 +
√
2) for the two-dimensional
Ising system.
Hence, if a high ordering temperature (θ  Tc) is used to generate a particular
realisation, the correlation function of the equilibrium thermal disposition of
the dipoles is going to be given by g(r) ∼ exp(−r/ξ), i.e., we have a random
(short-range correlated) disorder similar to the one used in previous investig-
ations [43; 53; 219]. However, if θ happens to coincide with the characteristic
critical temperature of the pure Ising model (θ = Tc) then ξ → ∞ and we are
going to have scatterers randomly located, but following a long-range correlated
distribution given by g(r) ∼ r−τ . The dispersion on dipole concentration (c)
obtained by a thermal distribution at θ = Tc is larger than the one obtained
when scatterers are randomly distributed with no correlation.
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We consider a square lattice with lateral size D, where the emitter is placed in
the central position of the lattice and oriented out of plane (see Fig. (6.1)).
We consider a particular frequency (ω = ω0) and an associated particular
wavenumber (k = k0 = ω0/c) at which dipoles are in resonance with the electro-
magnetic radiation, meaning that the polarisability is now given by α = i6pi/k30,
like discussed in chapter (2.4.2). In the presence of N dipole scatterers, the
electric field at some point r is obtained by the superposition principle:
E (r) = k
2
0
G (r, r0)µ+
+k
2
0
∑N
m=1G (r, rm)pm,
(6.3)
where r0 is the position of the dipole emitter µ, rm is the position of scatterer m
and pm = 0αE(rm) is the value of the induced dipole located at rm. To obtain
the value of all induced dipoles we should solve the electric fields in Eq. (6.3)
by considering the coupled dipole method (see chapter (2.3)). The second term
on the right-hand side of Eq. (6.3) represents the modification of the free-space
dyadic Green function due to the presence of the scatterers. The scattered field
in the dipole emitter position is then given by:
Es (r0) = k
2α
N∑
m=1
G (r0, rm)E(rm). (6.4)
Once the scattered field is known, the normalized spontaneous decay rate Γ of
a dipole µ, in the weak-coupling regime, is given by:
Γ
Γ0
= 1 +
6pi0
|µ|2 k3=[µ
∗ ·Es (r0)], (6.5)
where = is the imaginary part and Γ0 is the decay rate of the emitter in free
space. It is important to take into account that the expression for the spontan-
eous decay rate we are considering is an approximation valid only for the weak
interacting field. In fact, Eq. (6.5) is obtained by quantum electrodynamics cal-
culations of the spontaneous decay rate of an atomic system in an inhomogenous
medium when the weak-coupling regime approximation is considered [131].
6.3 Results and discussion
First, we analyse the full crystalline configuration and calculate the normalized
decay rate of the emitter, positioned in the center of the structure, as a function
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of the ratio between the lattice parameter a and the resonance wavelength con-
sidered λ = 2pik . We fix the wavelength of the emitter and we vary the lattice
parameter.
Results presented in Fig. (6.2) for a system with lateral dimension D = 23,
allow us to identify a maximum at aλ = 0.44 with value Γ/Γ0 ∼ 7.
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Figure 6.2: Normalized decay rate of a crystalline structure for a system with edge of
23 particles (total system with 528 particles). The maximum can be found at a
λ
= 0.44.
Next, we fix the lattice parameter to a = 0.44λ and we analyse the decay rate
distribution for disordered systems generated at different ordering temperatures
ranging from θ  Tc (ξ → 0) corresponding to a short-range correlated disorder
to θ = Tc (ξ → ∞), corresponding with a long-range correlated distribution of
the vacancies. Results, for 106 different configurations, are shown in Fig. (6.3).
When the ordering temperature is large (θ ∼ 2Tc), we obtain a long-tailed
distribution centered at Γ/Γ0 ∼ 1.3, where some rare events are detected for
values as high as Γ/Γ0 ∼ 7. Similar results have been previously reported [43;
219]. However, as the ordering temperature decreases towards Tc, the correlation
function between vacancies changes from an exponential decay to a power law
and the decay rate distribution reshapes dramatically. For θ = 1.001Tc, there
is no longer any long-tailed behaviour, but a bimodal distribution where the
previously reported rare events increase considerably to build a new maximum
centred at Γ/Γ0 ∼ 7.
We have also analysed the possible presence of finite size effects by considering
different lateral sizes ranging from D = 13 to D = 63 for θ = Tc. Results are
shown in Fig. (6.4). Note how all secondary maxima between Γ/Γ0 ∼ 1 and
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Figure 6.3: Normalized histogram of the decay rate for 106 different configurations
for a system with D = 23.
Γ/Γ0 ∼ 7 tend to smear out, while maxima at Γ/Γ0 ∼ 1 and Γ/Γ0 ∼ 7 are
reinforced when the lateral size increases.
Large Purcell factors are due to optical modes confined around the source and
are sustained by near-field interactions [43]. So systems with strong correla-
tions, like the ones reported here, should promote an increase in the number
of configurations where the emitting dipole is surrounded by clusters of dipoles
allowing for field confinement. Due to the correlations, the two most probable
configurations around the source are all sites occupied or unoccupied. To further
analyse this idea, we plotted the histograms for systems with edge 23, 43 and 63,
for different values of the decay rate. The histograms represent the frequency of
occupation for each position, normalized to the number of configurations. Black
regions represent low occupation, while yellow regions represent sites with large
occupation. We focused our attention on ΓΓ0 = 1.31 ± 0.02, corresponding to
the maximum of the distribution for θ = 2Tc ,when vacancies in the system
are not correlated, and ΓΓ0 = 0.98 ± 0.02, 6.88 ± 0.02 corresponding to the two
main maxima of the distribution for θ = Tc, when vacancies in the system are
correlated. Results are shown in Fig. (6.5).
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Figure 6.4: Normalized histogram of the decay rate for 106 different configurations
at θ = Tc. The systems under study have an edge of 13, 23, 43 and 63, with a total of
168, 528, 1848 and 3968 particles repectively.
For ΓΓ0 = 1.31 we detect no special patterns, and dipoles are distributed almost
randomly. However, for ΓΓ0 = 6.88 (corresponding to the second maximum for
θ = Tc) the dipoles distribution changes markedly. In this case, the emitting
particle is clearly surrounded by scattering dipoles, allowing for confinement
of the optical modes. This is in agreement with the attribution proposed in
Ref. [43] and clearly shows how large Purcell factors are boosted by long-range
correlations in the disordered sample. Interestingly, for the other maximum
located at ΓΓ0 = 0.98, the situation is just the opposite and the emitting dipole
is, on average, surrounded by vacancies where no field confinement is possible,
entailing a dipole response similar to the one found in vacuum. This last effect
is also fostered by the existence of long-range correlations when θ = Tc.
In order to understand these effects, it is important to take into account that,
at criticality, clusters of all sizes, containing either dipoles or vacancies, exist on
the system and the response due to larger clusters resembles the one found for
the crystalline structure ΓΓ0 ∼ 7. However, when a noncorrelated distribution
of vacancies is considered, the correlation length and the cluster’s sizes are very
small, and the detection of events with a large Purcell factor turns out to be
very unlikely. The surface structure of the clusters in the Ising model for long-
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Figure 6.5: Colormap histogram of the occupied positions for different size systems
(on vertical: D = 23, D = 43, D = 63). We present three ordering temperatures,
two at critical temperature (Tc), where the system present long range correlations and
one at high temperature (2Tc), where particles in the system are noncorrelated. Each
histogram is normalized by the number of structures corresponding to each decay rate.
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range correlation, i.e. at criticality, is known to be fractal and scale invariant
[232], like the clusters obtained for high filling factors in semicontinuous metal
films experiments [220]. These structures are responsible for surface plasmon
localisation leading to a large increase in the decay rates.
6.4 Conclusion
In conclusion, the normalized fluorescent decay rate distribution has been ana-
lysed in a thermally disordered two-dimensional diluted dipole lattice where the
correlation between vacancies may be tuned at will. When the ordering tem-
perature is far from criticality, the correlation length is small, and the decay
rate distribution shows the typical long-tailed shape where events with large
Purcell factors are extremely rare. However, when the ordering temperature is
close to criticality, the correlation length tends to infinity, turning the decay
rate function into a bimodal distribution where large Purcell factor events are
much more probable.
Thus, we have demonstrated the dramatic effect of correlations on the emission
dynamics statistics. We have shown that, at constant density, the decay rate
statistics can vary from mono-modal to bimodal distributions as the correlations
increase. It is worth mentioning the analogy between our model system and re-
lated models in the field of optical lattices filled with cold atoms [215; 217; 218],
in particular for sparsely filled lattices. This analogy could open another way
to study spatial correlations effects on the statistics of fluorescence lifetime
Chapter 7
Self-diffusion and structural
properties of confined fluids
in dynamic coexistence
7.1 Introduction
The thermodynamics and molecular dynamics of gases, liquids, and solids con-
fined to small volumes can differ significantly from those of the bulk [233; 234].
The confinement of a fluid in a region few times the particle diameter in-
duces density layering and solvation force oscillations [235–237] and can strongly
modify the dynamical properties of the fluid [238–240], such as the diffusion of
its constituents [241–245]. The confinement also affects many other macro-
scopic properties of the fluid [246], from capillary condensation [247; 248] to
melting/freezing phase transitions [249–256].
For most liquids, the self-diffusion coefficient in highly confined geometries can
decrease (the viscosity can increase) by several orders of magnitude with re-
spect to the macroscopic bulk values [238; 239; 241–245]. Although confinement
strongly affects local structuring, the relationship between self-diffusivity and
thermodynamic quantities were found to be, to an excellent approximation, in-
dependent of the confinement [244; 257], suggesting that thermodynamics can
be used to predict how confinement impacts dynamics [258]. More recently, it
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has been shown that dynamic and equilibrium properties have been explicitly
related in supercooled and strongly confined liquids [259]. These findings open
an interesting question about the nature of the self-diffusion near the freez-
ing/melting transition in confined geometries. In contrast with macroscopic
systems, for small clusters the transition does not take place at a well defined
temperature: there is a finite temperature range where solid and liquid phases
may coexist dynamically in time [249; 251–253; 260–263], i.e., observing the
cluster over a long time, the cluster fluctuates between being entirely solid or
liquid.
Numerical simulations have been extensively used to analyse the size depend-
ence of the thermodynamic properties of confined fluids and clusters [249; 252;
253; 264; 265]. Concerning the dynamics and size-dependence of self-diffusion in
confined fluids, most of the theoretical work have been focused on numerical Mo-
lecular Dynamics (MD) simulations [241–245; 266; 267]. Dynamic coexistence
is not always observed in simulations [268] because it depends on the time scale
on which dynamic coexistence occurs [263], which can be very large depending
on the magnitude of the energy barrier separating the solid and liquid states of
the cluster. Dynamic Monte Carlo (DMC) simulations [269] offer an alternative
approach that can be used to describe self-diffusion at large time scales [270]
where both MD and DMC simulations reveals self-diffusion in confined fluids as
a thermal activated process [245].
In this chapter we analyse and discuss the peculiar behaviour of the self-diffusion
coefficients and radial distribution function (also called pair correlation func-
tion), g (r), in a confined Lennard-Jones in the solid-liquid dynamic coexistence
region. We should stress that in this confined systems the structure and dynam-
ical properties are not homogeneously distributed though the system, being the
properties of the surface particles different from the bulk. As a consequence, the
spatial average of relevant quantities could hide or even give rise to wrong phys-
ical interpretation. This is the case of the (time and spatial) averaged structure
factors as we will see are essentially indistinguishable among both phases. How-
ever, as we will show, the average of the self-diffusion coefficients vary largely
from liquid to solid phase, thus providing an unambiguous signature of the ac-
tual phase. Surprisingly, we find that the g (r) is essentially indistinguishable
among both phases, while the self-diffusion coefficients vary largely from liquid
to solid phase.
More specifically, we study the self-diffusion coefficient of a medium size (515
atoms) Lennard-Jones (L-J) cluster confined in a spherical cavity as a func-
tion of the temperature. In the liquid (fluid-like) phase, just above the melting
temperature, the self-diffusion coefficient obtained from DMC numerical simu-
lations follows the typical Arrhenius behaviour expected for thermal activated
diffusion. In the coexistence region, the self-diffusion randomly jumps between
liquid-like to solid-like reinforcing the relationship between dynamic and ther-
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modynamic properties even in this region. Although the confinement induces
a strong anisotropy of the pair correlation functions of the fluid [271], we find
no significant differences in the average radial distribution function between the
two phases. Our results suggest that the direct observation of dynamic coexist-
ence could be accessible by experimental approaches sensitive to self-diffusion
by Nuclear Magnetic Resonance [272] or Fluorescence Correlation Spectroscopy
[273] measurements for instance. As we shall discuss in chapter (8), lifetime
statistics is a strong candidate to identify differences in the dynamic properties.
In Sec. (7.2) we describe the physical system and introduce the model under
consideration. Sec. (7.3) is devoted to the presentation of the numerical results
and discussion. In Sec. (7.4) we present the central conclusions of this work.
7.2 Statement of the model
Let us consider a canonical ensemble of point particles interacting through a
L-J potential:
VLJ (r) = 4ε
[(σ
r
)12
−
(σ
r
)6]
, (7.1)
where ε is the depth of the potential well, r is the distance between particles
and σ is the distance at which the inter-particle potential is zero.
The particles that form the L-J fluid are confined inside a sphere. In order to
consider the highest possible density in the system, the radius of the confining
sphere is chosen in such a way that a highly symmetric portion of a face centred
cubic (FCC) lattice fits the spherical volume. To have nearly relaxed structures
at zero temperature, the nearest neighbours distance of the FCC lattice is chosen
to be rm = 2
1
6σ.
Here, unless otherwise specified, we consider 515 particles as can be seen in the
sketch of Fig. (7.1). In this figure, the particles are represented by a spheres
of radius rm/2, and the translucid sphere represents the confining spherical
volume. In an infinite FCC lattice the maximum filling fraction is φ∞ ' 74%.
In the case studied, we reach φ ≈ 56%. In the process of the generation of the
structure, we imposed a condition that only particles inside of the sphere are
considered (note that the particles are point particles). This condition gives
rise to a reduction of the maximum filling fraction because inaccessible spaces
appear along the confining geometry.
In order to generate a suitable statistical ensemble at fixed temperature, we
perform DMC simulations using the canonical ensemble. We depart from a
relaxed structure with energy Ei. A particle of the ensemble is randomly chosen
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Figure 7.1: Representation of the system under study. The centres of the red spheres
represent the particles position. The radius of each sphere equals half the L-J potential
equilibrium distance rm/2. The translucid sphere represents the confining sphere.
and it is moved to a new position. This new position, randomly selected, is inside
of a sphere with radius r˜ and centred in the previous position of the particle.
If the new position is inside the confining sphere, the new position is a valid
position to be considered. Otherwise the particle is replaced in the previous
position and the calculation returns to the beginning. At this point, we re-
evaluate the system’s energy Ef . The system changes its configuration from
one energy to the other with probability p = e−
Ef−Ei
T , where T is a control
parameter analog to the temperature.
If Ef < Ei, the probability p = 1 is and the new position is accepted. A
direct consequence is the decrease of the total energy of the system. If Ef ≥ Ei
the probability of acceptance the new position is smaller than 1. We generate
a random number between the interval [0, 1] and we compare with p. If the
random number is bigger than p, the position is refused, otherwise is accepted.
We should note that the "acceptance rate" is controlled by the temperature
parameter T .
If the new position is accepted, r˜ is resized by a factor of 1.01, otherwise r˜ is
resized by a factor of 0.99. The full set of steps described above is called single-
particle MC step. We start by performing 108 of MC steps to thermalise the
system, where no information is collected. After this process an extensive MC
sampling is performed (105 configurations, each configuration obtained after 105
single-particle MC steps), where structural information is collected and treated.
Here the temperatures and energies presented are given in units of the potential
well.
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We determine the temperatures of the (isochore) phase transition in the system
by considering the specific heat (SH). The SH, or Cv, is obtained through the
fluctuations of the internal energy [274]:
Cv (T ) =
∂U (T )
∂T
=
〈
E2
〉− 〈E〉2
T 2
. (7.2)
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Figure 7.2: (a) Specific heat as a function of temperature for a confined L-J system
with N = 515 particles. Zooms of the specific heat is represent in the box (b) and (c).
Considering the behaviour of the specific heat as a function of temperature,
as shown in Fig. (7.2)(a), we observe a high and narrow peak for T ≈ 0.5.
This behaviour is assigned to a first order phase transition, where the system
exhibits a discontinuity in the first derivative of the free energy with respect to
the temperature. Notice that in the phase transition region we have relevant
fluctuations, as can be observed in Fig. (7.2)(b). Also we observe a modifica-
tion on SH for temperatures between 0.4 . T . 0.5 (Fig. 7.2)(c), this feature
in the SH might be attributed to a pre-melting region. Out of this transition,
the behaviour of the specific heat continuous. Very similar results were recently
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obtained by Bolmatov et al., where are presented experimental an theoretical
results of the constant-volume SH for noble gases.
[275] In order to better describe the phase transitions in the system, we also
estimate the self-diffusion coefficient in the system as a function of the temper-
ature. To do so, the averaged quadratic displacement of particles as a function
of the performed MC steps were fitted to a linear law. From the slope of the
lines, the diffusion coefficient is extracted, as can be seen in Fig. (7.3).
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Figure 7.3: Quadratic mean displacement as a function of the MC steps for T = 0.45
and T = 0.55. The blue and green line are the linear fit used to extract the diffusion
coefficient.
In Fig. (7.4) we plot the diffusion coefficient (D) as a function of temperature for
three different systems with different number of particles and different volumes,
but obeying to the condition of maximum filling fraction. We observe that the
diffusion coefficient, for this scale, does not depend of the size of the system.
Three regions can be identified in Fig. (7.4). In the first region, for normalized
temperatures T . 0.4, the diffusion is strongly inhibited. This fact is compatible
with a pure solid phase. The diffusion coefficient grows with temperature at an
approximately constant rate in the range 0.4 . T . 0.5 (See Fig. 7.4)(b). This
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apparent increase in D signals a pre-meting phase. It is worth noticing that
this region does not correspond to any remarkable feature in the specific heat.
The slope of the diffusion constant shows a strong increase at about T ' 0.5,
this kink in the diffusion coefficient curve corresponds to the peak in the specific
heat.
In summary, we can establish a phase landscape in which, we identify a pre-
melting region that starts at T ' 0.4, and a (solid-liquid) phase transition at
T ' 0.5.
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Figure 7.4: (a) Diffusion coefficient as a function of the temperature, for three dif-
ferent system sizes of the system at constant particle density. (b) Zoom of the same
plot in the range 0.15 < T < 0.75.
In Fig. (7.5) we represent the particle energy as a function of the MC steps
for temperature T = 0.53625, which corresponds to a temperature in the phase
transition region. The system at this temperature oscillates between a lower
and a higher value of energy. This bistable energy behaviour is the responsible
for the fluctuations in the SH. Despite the large number of MC steps used
in the sampling, we observe in Fig. (7.5) that the number of high and low
energy regions is relatively reduced. Hence, If we calculate the SH through the
energy fluctuations of internal energy, large fluctuations due to finite sampling
is expected as observed in Fig. (7.2)(b).
Representing the internal energy histogram as a function of the temperature,
shown in Fig. (7.6), we can identify an energy gap for temperatures at the phase
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Figure 7.5: (a) Energy sampling of a confined L-J system during a full MC run at
a temperature T = 0.53625, corresponding to a phase-switching region. (b) Energy
histogram obtained from the MC sampling in (a).
transition. The transition between solid and liquid is not smooth with phase
coexistence between two states. Instead, the system switches between this two
phases, with abrupt modifications in a small number of MC cycles. In the phase
transition, when the particles exhibit a low energy configuration, the system
is in the solid phase. For higher energies, the system is in the liquid phase.
Interestingly, phase coexistence, that might be attributed to intermediate ener-
gies in the energy histogram, appear with very low probability as a gap in the
distribution.
In order to better understand the geometrical and dynamical properties of the
system in the phase switching region, we observe that the system remains in
either the lower or the upper energy branches for a sufficient amount of time
(MC steps) to consider both the structural (pair correlation function) or dy-
namical (self-diffusion constant) properties in well defined phases.
Regarding dynamical properties, in Fig. (7.7)(c) we plot the self-diffusion con-
stant as a function of temperature much in the same way as done in Fig. (7.4).
In this case, we have split the statistical ensemble in two different sets for tem-
peratures in the phase switching region, one corresponding to the high energy
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Figure 7.6: (a) Colormap showing the energy distribution functions as a function
of the temperature. (b) Zoom in the region corresponding to the solid-liquid phase
transition.
branch (liquid phase), and the other one corresponding to lower energy branch
(solid phase). In Fig. (7.7)(c) it appears evident that the diffusion coefficients
corresponding to both phases can differ by a large amount. In the case under
study, the diffusion constant differs by a factor 3 between phases at the same
temperature.
Regarding geometrical properties of both phases in the phase switching region,
we have studied the radial distribution function g (r) [276; 277]. This function
is defined as the ratio of the average number density at a distance r from one
particle to the averaged number density of an hypothetical, fully uncorrelated,
system. Hence, the radial distribution function describes the correlation in the
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Figure 7.7: (a) Self-diffusion coefficient for a 515 particle system as a function of
temperature. (b) Zoom of the self-diffusion coefficient in the range 0.35 ≤ T ≤ 0.6.
(c) Self-diffusion coefficients as a function of temperature obtained for the liquid phase
(upper branch) and the solid phase (lower branch) in the region of phase-switching.
inter-particle distance in the system. Again, we can split the statistical sampling
in two sets associated with upper and lower energy branches in the phase switch-
ing region.
Contrary to what intuition might suggest, and in contrast with the behaviour of
the diffusion constants, the radial distribution function in the upper and lower
energy branches is very similar. In Fig. (7.8) we represent the g (r) for the
configurations at both the liquid and solid phase at a fixed temperature.
In the solid phase, the structure of the radial distribution function (black line
in Fig. (7.8)) shows a slightly richer structure than the one corresponding to
the liquid phase (red line in Fig. (7.8)). Nevertheless, both curves differ by less
than 10% in its values in the whole range of temperatures of the phase switching
region, in contrast with the large variations observed in the self-diffusion coef-
ficients. This fact suggests that, despite the subtle peak suppression in g (r) in
the in the switching from solid to liquid phases, a clear identification of different
phases through structural measurements (eg. radial distribution function) is less
sensitive than through dynamical measurements (eg. self-diffusion constants) in
strongly confined systems.
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Figure 7.8: Radial distribution function g (r) obtained at a fixed temperature in the
phase switching region (T = 0.53625) for both the solid (black line) and liquid (red
line) phases.
7.4 Conclusion
In this chapter we have studied the self-diffusion in a strongly confined Lennard-
Jones system. For small clusters, of the order of a few hundreds of particles,
instead of phase coexistence, like in macroscopic systems, the system present
dynamic phase switching between solid-like and liquid-like phases. This was
concluded from monitoring the energy as a function of the system evolution,
where the system oscillates between an high energy and a low energy configur-
ation.
We found that the self-diffusion coefficient of the liquid-like phase in the phase-
switching region can be up to a factor of three larger than the one associated to
the solid phase. Surprisingly, the radial distribution function of the liquid and
solid phases are essentially indistinguishable. Our results strongly suggest that
retrieving relevant information in a system undergoing phase switching involve
measurements either of the internal energy evolution or the self-diffusion char-
acteristics of the system. Structural information does not provide a relevant
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signature of phase switching in this case.
In the next chapter we shall study the implications of the behaviour of this
system on the optical transport and emission properties.
Chapter 8
Light emission statistics in
correlated random photonic
nanostructures
8.1 Introduction
The statistical properties of light transport and emission in disordered media has
been a matter of intense research during the last three decades. Although the
basis of coherent multiple scattering is a well known subject, the phenomenon
itself have much to explore and its far from be clearly understood [15]. Extreme
situations, like the perfectly ordered and disordered systems, are exhaustively
described in literature. Between these two limits, there is a largely unexplored
gap. Some works show that disordered systems exhibiting certain structural
correlations can share properties of both crystalline and fully disordered systems.
For instance, the conductivity of liquid metals [278] or the cornea transparency
[31] can be understood in the same footing: a disordered but correlated system
can present spectral regions of high transparency for electron or light transport.
Also, strongly correlated charged colloids can scatter light in such a way that
the transport mean free path presents a strong chromatic dispersion [28]. Even
in the absence of practically any long range correlations, the structure of the
scatterers itself can be used to modify the light emission and transport properties
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of a disordered system in such a way that transport parameters [29; 279], or even
the threshold of a random laser [280], can present resonances which can be tuned
in advance. The effect of correlations in a disordered structure has been a matter
of much less intense research efforts. It is clear that the structure surrounding
a single emitter can largely alter its emission dynamics [44; 281; 282]. In the
last years, several groups considered such effects in a statistical way suitable for
the description of disordered systems [118; 281–284]. In particular, in Ref. [284]
it was shown that several structural properties near a phase transition can be
accessed via fluorescence intensity fluctuations. Is has been theoretically proven
that near field scattering in random systems alters fluorescence dynamics in such
a way that microscopic information about the surroundings of a single emitter
can be obtained from lifetime fluctuations or from the shape of the statistical
distribution tails [41; 43; 118; 219].
In this chapter we compare light scattering and emission statistics for single
emitters embedded in a random scattering medium undergoing a phase trans-
ition. In chapter (7) it was shown that, for a finite and strongly confined sys-
tem, instead of phase coexistence, the system can present a dynamical phase
switching behaviour. Surprisingly, the radial distribution function g (r) among
scatterers in the system is essentially indistinguishable for both phases. Here
we show that light scattering measurements performed in the phase-switching
regime do not result in differences in the scattering cross section of the system.
Nevertheless, calculations of the statistical properties of decay rates of single
emitters pinned at the center of the medium can be dramatically different for
different phases in the switching regime. Also the lifetime statistics can provide
a direct signature of a phase switching behaviour where light scattering meas-
urements are blind to such a dynamical regime.
In Sec. (8.2) we describe the physical system and introduce the model under
consideration. Sec. (8.3) is devoted to the presentation of the numerical results
and discussion and in Sec. (8.4) we present the central conclusions of this work.
8.2 Statement of the model
The model system under study is a small cluster of 514 resonant point dipoles
interacting through a (12− 6) Lennard-Jones potential. L-J potentials has been
extensively studied in the last hundred years. Phase transitions, nucleation dy-
namics and phase coexistence has been described in great detail in the literature
[252; 285; 286]. In chapter (7) we presented a study of relatively small clusters
of particles interacting through L-J potential, in which the systems near a phase
transition shows a dynamical phase switching behaviour. In particular, it was
shown that in strongly confined clusters with a few hundreds of L-J particles,
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Figure 8.1: Transversal cut of the L-J cluster with 514 particles. The red spheres
represent the point dipole scatterers and the blue sphere in the center represents the
point emitter.
the system presents an isochoric solid-liquid phase transition at a temperature
corresponding to approximately one half of the potential well. Due to the finite-
ness of the system, the expected specific heat divergence manifests as a peak.
In the temperature range corresponding to the phase transition, the system
switches in time, in its integrity, between two energetic states that can be as-
sociated with solid and liquid phases. In particular, the internal energy clearly
shows this behaviour.
The pair correlation function obtained in the high and low energy phases is,
essentially, indistinguishable. This means that, despite the different dynamical
state of each phase, the structural properties of the system, and hence the light
scattering properties, should be indistinguishable. We shall consider this point
in more detail in following paragraphs.
When the self-diffusion coefficients are separately calculated for each phase at
constant temperature, we found that there is a three fold variation from solid
to liquid phase. Hence, despite the structural indistinguishability among both
phases, there is a clear contrast between phases regarding dynamical magnitudes
as the internal energy or self-diffusion constants.
The question we want to address is whether or not an optical experiment might
show a signature of this phase-switching behaviour.
In this chapter we show that indeed this experiment can be realised using fluor-
escence lifetime statistics measurements but not light scattering.
To model the optical response of the interacting particles in the system, we con-
sider each point particle as a point dipole resonant scatterer, similar to those
presented in chapter (6). This model, although not the most general one, cov-
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ers a wide range of realistic systems that goes from nanoparticles supporting
a localised plasmon resonance or cold atom clouds among others. The optical
response of the entire system can hence be modelled as an interacting system of
point dipoles, a problem that can be readily solved for a system of a few hun-
dred particles in ∼ 106 different configurations at each temperature by using
the coupled dipole method [116].
Using standard Monte Carlo methods, we generate 105 different configurations
of the L-J cluster, each one separated by 105 Monte-Carlo steps. We focus our
attention in the temperature of the phase transition, T ' 0.53. We perform
light transport and emission calculations for each configuration, evaluating the
electromagnetic behaviour of the system as a function of its thermodynamical
state. Results and its subsequent discussion are presented in the next section.
8.3 Results and discussion
We start by evaluating the scattering efficiency of a cluster of 515 L-J particles
for different configurations at phase transition temperature, where the scatter-
ing efficiency is defined by the ratio between the scattering cross section and
the geometrical cross section, Qs = σscat/σgeom. In Fig. (8.2) we present the
energy-Qs (scattering efficiency) sampling at T ' 0.53. To guide the eye, points
corresponding to high and low internal energy are rendered in different colours,
where the low energy configuration is rendered in red and the high energy in
black. When we integrate the sample in energy, the scattering efficiency his-
tograms are obtained, as shown in Fig. (8.2)(a). Differences in Qs histograms
corresponding to high and low energy phases can be hardly distinguished. As
expected, we conclude the light scattering experiments would not provide a
mean of distinguish among phases in the switching regime.
Nevertheless, not only light scattering in the far field serves as a tool for ex-
ploring the structure of a system. Light emission statistics can provide comple-
mentary information.
In order to assess the possibility of extracting useful information about the struc-
tural properties of the system in the switching regime, we consider the statistics
of the decay rates of single fluorescent emitters immersed in the structure, as
can be seen in the sketch of Fig. (8.1). We start by evaluating the decay rate of
a single emitter fixed at the center of the cluster when the particles are perfectly
ordered, like in the previous case.
In Fig. (8.3)(a), we plot the decay rate of a single emitter normalized to its
vacuum value as a function of the ratio between the emission wavelength, which
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Figure 8.2: (a)Energy-scattering efficiency sampling at the switching region (T '
0.53, lower panel). (b) We show the corresponding scattering efficiencies distribu-
tions for the upper energy branch (red distribution) and lower energy branch (black
distribution) corresponding to solid and liquid phases.
is considered to coincide with the scattering resonance of the scatterers, and the
inter-particle distance rm. As expected, we obtain a rich pattern in this pseudo-
spectrum due to the crystal structure of the system and the resonant character
of the scatterers. In particular the emission can be enhanced, or even almost
completely inhibited. We highlight three representative points in the decay rate
pseudo-spectrum: rm/λ = 0.466 and rm/λ = 0.872, where the emission lifetime
is shorter than the one in vacuum, and a point at rm/λ = 0.795 where emission
is dramatically inhibited.
In Fig. (8.3)(b-d), we present an energy-decay rate sampling performed at
T ' 0.53 and three different ratios rm/λ. As can be seen, the energy shows a
bimodal distribution, due to the fact that the system is in the phase-switching
regime, like represented in Fig. (7.5). In analogy with Fig. (8.2), samples
corresponding to high and low values of the energy are rendered using different
colours. Regarding the emitter, we consider the spontaneous emission decay
rate of a single emitter placed at the center of the distribution of scatterers. We
consider that the diffusion of the emitter is much slower than the self-diffusion
of scatterers in the system. Hence, a reasonable approximation is to keep the
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position of the scatterer fixed at the center of the system. The direction of the
radiating dipole is random and considered to be uniformly distributed among
the whole 4pi angles. In this case, the emitter is placed at the center of a
spherical volume excluded to scatterer, this real cavity model [43; 118] has been
extensively used in the literature. We fix the radius of the real cavity to be
rcav = rm.
Figure 8.3: (a) Normalized decay rates spectrum of a single emitter placed at the
center of a FCC cluster.
Energy-decay rate sampling at the switching region (T ' 0.53, lower panels) for dif-
ferent ratios rm/λ: (b) rm/λ = 0.466; (c) rm/λ = 0.795; (d) rm/λ = 0.872. Marked
with symbols in (a). In the upper panels the corresponding normalized decay rates
distributions are shown: red histograms correspond to the solid phase, black ones to
liquid phase, and blues ones to total measured decay rates (sum of both liquid and
solid distributions).
The statistical distributions of energy in Fig. (8.3)(b-d) obviously do not de-
pend on the chosen ratios of rm/λ. Although the distributions of decay rates
show large variations with rm/λ, there is a common feature among all the decay
rate distributions: the lower energetic levels (solid phase, red distributions) are
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different from the higher energetic levels (liquid phase, black distributions), as
seen in the upper panels. In particular its average values and fluctuations are
appreciably different.
Measuring in a real experiment both internal energy of the interacting scatter-
ers and the decay rate of the single emitter is far from being trivial. We might
realise an experiment in which only emission lifetimes are measured for a single
emitter. In this case, the only accessible quantity would be the decay rate irre-
spective of the value of the internal energy of the system. For the system under
study, this would correspond to the added distributions plotted in blue in the
upper panels of fig. (8.3)(b-d). Even in this case, the statistical distribution
of decay rates show a signature of phase switching: Irrespective of the value of
rm/λ, the distributions are bimodal.
As mentioned, regarding the structural properties of the system in both phases
in the phase-switching regime, the radial distribution functions are indistin-
guishable among phases, being the self-diffusion constant and the energy the
only magnitudes clearly indicating that the system is in this dynamical regime.
In order to clarify the origin of the statistical signatures of phase switching in
single emitter decay rates, we turn to analyse the radial distribution function
of scatterers around the emitter. Our guess is that, if the diffusion of scatterers
is dramatically different from one phase to the other, probably this fact has an
impact on the radial distribution function and, in turn, on the statistics of decay
rates.
In Fig. (8.4) we present the radial distribution functions (RDF) at different
temperature regimes. Like before, we are able to distinguish among phases in
a single MC run at constant temperature. This allow us to obtain the RDF of
scatterers surrounding the emitter at liquid or at solid phases in the switching
regime. The RDF is defined as the probability of finding a particle at a distance
r from the emitter P (r) normalized by the probability in absence of any correl-
ation
(∝ r2).
We plot the RDF at a temperature T ' 0.53 for both the solid and the liquid
phases. Despite the fact that the two RDF among scatterers are indistinguish-
able, shown in Fig. (7.8) of the previous chapter, the RDF between scatterers
and emitter is quite different. The RDF corresponding to the solid phase shows
a richer structure with more pronounced peaks, while the one corresponding to
the liquid phase is smoother and with wider peaks.
If we compare the RDF of the liquid phase at T ' 0.53 with the RDF found at
T = 1, a temperature at which the system does not show phase switching and
hence we call it as ”pure liquid phase”, we see that both distributions roughly
coincide as shown in Fig. (8.4)(b). Correspondingly, in Fig. (8.4)(c) we compare
the RDF of the solid phase in the phase switching regime with the RDF at
T = 0.4, which corresponds to a ”pure solid phase” at a temperature just below
the onset of the phase switching regime. We see that the RDF of the pure solid
phase is also analogous to the one at the phase switching regime. In this case
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the correspondence is not as exact as in the liquid phase case, probably due to
a stronger dependence of the RDF on the temperature for the solid phase.
Figure 8.4: Radial distribution function for scatterers surrounding the emitter placed
at the center of the distribution in the phase-switching region. Liquid and solid phases
are discriminated. (a) Black curve correspond to the solid phase (T = 0.4) while red
curve correspond to the liquid phase (T = 1); (b) comparison of RDFs for the liquid
phase (T ' 0.53) in the phase switching region with one in a pure liquid phase (T = 1);
(c) comparison of RDFs for the solid phase (T ' 0.53) in the phase switching region
with one in a pure solid phase (T = 0.4).
The above results suggest a relation between different decay rate statistics and
structural properties of the system. The differences in the RDF can clearly be
associated to the different nature of the phases, liquid or solid, as shown in
the previous paragraphs. The different RDF might be the result of the large
differences in the self-diffusion constant on the liquid and solid phases: in the
liquid phase the scatterers can be arranged around the scatterers different ways
as compared to the solid phase. It must to be noticed that the RDF among
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scatterers is indistinguishable and it is only the distribution of scatterers around
a pinned emitter what shows differences among phases.
We suggest then that the above results are consistent with relatively subtle
differences in the light scattering with scatterers which lie relatively close to
the emitter, at distances comparable to a few wavelengths. In fact, as can be
observed in Fig. (8.4)(a), the RDFs for liquid and solid phases become more
similar as the distance to the emitter increases, hence scatterers further apart
than a few rm should not contribute to the differences in the decay rate statistics.
8.4 Conclusion
In this chapter we have studied a model system of interacting light scatterers
that present a solid-liquid phase transition. In the case where the system is rel-
atively small (few hundreds of scatterers) and strongly confined, the system can
enter in a phase switching regime where it switches among phases in its entirety
in a certain range of temperatures. We have shown that, due to the fact that
inter-particle RDF is indistinguishable between both phases, light scattering ex-
periments are not able to discriminate if the system is in the switching regime.
Surprisingly, we find that single emitter decay-rate statistics experiments might,
in principle, present strong signatures of the phase switching regime if performed
in an appropriate way, in particular with low diffusivity emitters. We attrib-
ute this behaviour to the difference in the RDF between scatterers and the
emitter position which, in turn, might also be attributed to differences in the
self-diffusion of scatterers between both phases.
The system we have considered presents an illustration of one deep difference
between light scattering and light emission. Apart from the fundamental implic-
ations of this effect, it might be used as a tool for monitoring subtle thermody-
namical behaviours of complex systems at sizes comparable with the wavelength
of the light source employed in the experiment.
The behaviour of this system clearly illustrates the fundamental differences
between light emission statistics, (e.g. C0 correlations and LDOS fluctuations)
and transport statistics, the former providing much more information about the
statistical properties of the microstructure of the system.
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Chapter 9
Concluding remarks
Although the problems addressed in this thesis are part of very active topics
in physics and engineering, we believe that many important questions remain
unanswered.
In a significant part of this thesis we used simplified models, such as the coupled
dipole model. These models have the advantage of explaining complex physical
phenomena by simple principles. However, they are not as accurate as other
methods when the goal is to reproduce experiments. Thus, this thesis is dir-
ected to the explanation and prediction of phenomena and not their accurate
reproduction.
In this chapter we present the main conclusions of our work.
The first part of the thesis, composed by chapters (3), (4) and (5), is devoted
to the study of light scattering phenomena in magnetoplasmonic systems, while
the second part, composed by chapters (6), (7) and (8), we study light emission
statistics in random correlated systems.
In chapter (3) we present a study of the influence of the magneto-optical activity
over a nanostructure. We consider a dimer system formed by two nanodisks, one
plasmonic and other magnetoplasmonic, where the electromagnetic coupling is
controlled via distance between them. The system is illuminated and a magnetic
field is applied perpendicularly to the surface of the nanodisks, i.e., in Kerr con-
figuration. As consequence of the electromagnetic excitation and the application
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of the magnetic field, an induced net electric dipole along the perpendicular dir-
ection (perpendicular to the incident light and its polarisation direction, and to
the applied magnetic field) in the magneto-optic active nanodisk is generated.
Due to the interference between both nanodisks, a magneto-optical activity in
the plasmonic nanodisk is induced. Also the interference of the fields from the
nanodisks give rise to an electromagnetically induced magneto-optical transpar-
ency in these systems. This leads to a Fano-like spectral dependence of the MO
activity.
In chapter (4) we continue the study of dimer systems but this time presenting
a detailed analysis of the interaction effects when the plasmonic or magneto-
plasmonic nature of the nanodisk components is changed. We conclude that,
for specific configurations, the magneto-optical response can be dominated by
the induced magneto-optical activity of the purely plasmonic nanodisk. The
magneto-optical activity of a system with only one of the nanodisks containing
material with intrinsic magneto-optics can be even larger than that of a system
composed of two magnetoplasmonic nanodisks.
In chapter (5) we present a study of the properties of an emitter in two different
configurations when an external magnetic field is applied: in the presence of
a single magnetoplasmonic nanoparticle and inside of a cavity formed by two
magnetoplasmonic nanoparticles. Both systems, for a specific distance between
the particles and the emitter, present a minimum in the radiative decay rate.
At this minimum, the presence of an external magnetic field leads to a large
modification of the radiated field patterns, due to the opening if new radiation
channels. The work undertaken in this chapter serves as a first approach to
problems where the control of light emission is done by magneto-optical effects.
The study of simple magneto-optical systems like those described above, does
not only explain the physics behind these specific problems, but also encourages
the study of other systems. The manipulation of the geometry of the particles,
shapes and sizes, separately or together, can result in a diverse and rich phe-
nomenology. Magneto-Chiral, disordered or correlated magnetoplasmonic sys-
tems are some of the unexplored problems with great potential.
In chapter (6) we study the statistical decay rate dependence of a point emitter
in a system of nanoparticles statistically distributed according to a 2D lattice-
gas model at different temperatures. The temperature, in this problem, is the
responsible for the control of the correlations between vacancies. When the or-
dering temperature is far from criticality, the correlation length is small, and
the decay rate distribution has the typical long-tailed shape where events with
large Purcell factors are rare. For temperatures near the critical point, where
the correlation length tends to infinity, the statistics evolves towards a bimodal
distribution with two well-defined peaks, one at high enhancement factors, while
another peak remains at values corresponding to free space. For diluted systems
we show that it is possible that many configurations with optical modes confined
around the source exist.
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In chapter (7) we study the self-diffusion of a strongly confined Lennard-Jones
system. For clusters with a few hundred of particles, the system present a
dynamic phase switching between solid-like and liquid-like phases. The monit-
oring of the self-diffusion coefficient in the solid-like and liquid-like phase in the
phase-switching region, indicates a difference of a factor of three between both
phases (with a larger value in the liquid-like phase). Unexpectedly, the radial
distribution function in the phase-switching region is essentially indistinguish-
able between both phases.
In chapter (8) we propose a method based on emission decay rate experiments
to identify the different phases. Although light scattering experiments do not
discriminate the system in the switching regime, single emitter decay-rate stat-
istics experiments (with low diffusive emitters) may allow the identification of
phases. This behaviour can be attributed to the difference in the radial distri-
bution function between scatterers and the emitter which, in turn, might also be
attributed to differences in the self-diffusion of scatterers between both phases.
This work proposes a new way of monitor subtle thermodynamical behaviours
of complex systems at sizes comparable with the wavelength of the light source
employed in the experiment.
The understanding of light scattering and emission through complex systems is
as interesting as complex and difficult. Despite the efforts, much remains to be
done. Questions such as the importance of optical forces in complex systems or
the introduction of nonreciprocal effects in disordered systems are actual open
problems.
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Appendix A
Green Tensor
A.1 Evaluation of the Imaginary part of the Green
tensor at emitter position, ={G (r0, r0)}
The Green tensor is used to propagate the electric field generated by a point
source at r0 to some point r, represented as G (r, r0). To evaluate the radi-
ated power by an emitter is necessary to calculate the imaginary part of the
Green tensor at the emitter position, i.e., ={G (r0, r0)}. Although its evalu-
ation seams impossible because appears to be infinite for R = 0, the problem
can be circumvented. The key is in the expansion of the exponential term.
The Green tensor reads:
G (r, r0) =
eikR
4piR
[(
1 +
ikR− 1
k2R2
)
I+
3− 3ikR− k2R2
k2R2
R⊗R
R2
]
, (A.1)
with R = r − r0 and R⊗RR2 = Rˆ ⊗ Rˆ. The imaginary part of the Green tensor
for the case where r = r0 is:
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={G (r0, r0)} = lim
R→0
=
{
eikR
4piR
[(
1 +
ikR− 1
k2R2
)
I+
3− 3ikR− k2R2
k2R2
Rˆ⊗ Rˆ
]}
= lim
R→0
=
{
1
4piR
[
1 + ikR− 1
2
(kR)
2 − i1
6
(kR)
3
+O4
]
[(
1 +
ikR− 1
k2R2
)
I+
3− 3ikR− k2R2
k2R2
Rˆ⊗ Rˆ
]}
= lim
R→0
{
1
4piR
[(
ikR
k2R2
+ ikR− ikR
k2R2
− ik
3R3
2k2R2
− i1
6
k3R3 + i
k3R3
6k2R2
)
I+
+
(−3ikR
k2R2
+
3ikR
k2R2
− ik
3R3
k2R2
+
3ik3R3
2k2R2
− i3k
3R3
6k2R2
+ i
k5R5
6k2R2
)
Rˆ⊗ Rˆ
]}
= lim
R→0
{
1
4piR
[(
i
kR
+ ikR− i
kR
− ikR
2
− i1
6
k3R3 + i
kR
6
)
I+
+
(−3i
kR
+
3i
kR
− ikR+ 3ikR
2
− i3kR
6
+ i
k3R3
6
)
Rˆ⊗ Rˆ
]}
lim
R→0
{
1
4pi
[(
i
kR2
− i
kR2
+ ik − ik
2
− i1
6
k3R2 + i
k
6
)
I
+
(−3i
kR2
+
3i
kR2
− ik + 3ik
2
− i3k
6
+ i
k3R2
6
)
Rˆ⊗ Rˆ
]}
={G (r0, r0)} = ik
4pi
2
3
I. (A.2)
A.2 Evaluation of the radiated power of a dipole
in free space
According with Poynting’s theorem [110], the radiated power of a time harmonic
current distribution is identical to the rate of energy dissipation:
dW
dt
= −1
2
∫
V
<{j∗ ·E} dV. (A.3)
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where j is not the total current density but instead represents the source current,
js, that generates the fields or the loss currents, jc, corresponding to the thermal
losses and V is the volume of the current distribution. If we consider the source
like the one described in Eq. (2.8), we obtain:
dW
dt
=
ω
2
={µ∗ ·E (r0)} , (A.4)
being E (r0) the electric field at dipole position at r0.
Considering the electric field (see chapter (2.1)) at point r as:
E (r) = ω2µ0µG (r, r
′, ω)µ, (A.5)
Eq. (A.4) can be written as:
dW
dt
=
ω3 |µ|2
2c20
[nµ · = {G (r, r, ω)} · nµ] , (A.6)
with nµ being the unit vector in the direction of the dipole moment. In App.
(A.1) we show how to evaluate the Green tensor at emitter position. Due to the
product between µ and E, is necessary to evaluate the component of E in the
direction of µ. If we place µ in the z−direction (see Fig. (A.1)), µ = |µ|nz,
the z component of the electric field is given by:
Ez =
|µ|
4pi0
eikR
R
[
k2 sin2 θ +
1
R2
(
3 cos2 θ − 1)− ik
R
(
3 cos2 θ − 1)] . (A.7)
For the evaluation of the electric field at the origin of the dipole, the exponential
term is expanded:
eikR = 1 + ikR− 1
2
(kR)
2 − i1
6
(kR)
3
+O4, (A.8)
thus obtaining for the case where R→ 0:
dW
dt
= lim
R→0
ω
2
=
{
µ∗ · |µ|
4pi0
1
R
[
1 + ikR+
1
2
(ikR)
2
+
1
6
(ikR)
3
]
[
k2 sin2 θ +
1
R2
(
3 cos2 θ − 1)− ik
R
(
3 cos2 θ − 1)]} . (A.9)
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Figure A.1: Schematic representation of the dipole and the corresponding field in a
point in spherical coordinates, when the dipole points along the z− axis.
Considering that µ is a real number, and only present the imaginary elements
of the equation. We finally obtain:
dW
dt
=
|µ|2
4pi
ω
0
k3
3
=
|µ|2
4pi0
k4c
3
. (A.10)
A.3 Dipole radiation in inhomogeneous environ-
ments
Let us consider an emitter µ located at r = r0 surrounded byN dipolar particles
pn located at r = rn (n = 1, ...,N ).
Considering the superposition principle, the total field at position r is given by:
E (r) =
k2
0
[
G (r, r0) · µ+
N∑
n=1
G (r, rn) · pn
]
. (A.11)
In far field, i.e., making the asymptotic expansion of the Green tensor R =
|r|  |rn|, and k the wave vector defined by k = kur with ur = r|r| , the electric
and magnetic field can be written as:
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En (r) =
k2
0
G (r, rn) · pn ≈ e
ikR
4piR0
{(k× pn)× k} e−ik·rn (A.12)
Hn (r) =
1
k
√
0
µ0
(k×En) = 1
kZ
(k×En) , (A.13)
where Z =
√
µ0/0 is the impedance.
The total power emitted will be given by:
P =
1
2k
∫
(E×H∗) · (r2 sin (θ)) dθdφ (A.14)
=
1
2Z
∫
|E|2 [r2 sin (θ)] dθdφ (A.15)
=
k2
2Z (4pi0)
2
∑
m,n
∫ (
k2pm · p∗n−
− (pm · k) (p∗n · k)) eik·(rn−rm) sin (θ) dθdφ. (A.16)
The integral can be done as follows: First we consider θ as the angle measured
from rnm = rn − rm. Integrating in φ:
∫ (
k2pm · p∗n − (pm · k) (p∗n · k)
)
eik·(rn−rm) sin (θ) dθdφ (A.17)
= k22pipm · p∗n
∫
eikrnm cos(θ) sin(θ)dθ −
−k2pi
[
pm · p∗n −
(pm · rnm) (p∗n · rnm)
r2nm
]
∫
sin2 (θ) eikrnm cos(θ) sin (θ) dθ
−k22pi (pm · rnm) (p
∗
n · rnm)
r2nm
−
∫
cos2 (θ) eikrnm cos(θ) sin (θ) dθ. (A.18)
Thus, it can be shown that the total radiated power is given by:
P =
k3
2
1
0
√
0µ0
∑
m,n
<{p∗m · = [G (rm, rn)] · pn} . (A.19)
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Appendix B
Optical theorem for
anisotropic particles
Let us consider an anisotropic particle with radius a characterised by a linear
non-magnetic material with dielectric tensor . For a harmonic fields, the electric
displacement D inside of the particle is related with the electric field E through
the expression D = 0 (ω)E and the magnetic field H = 0c2B, where c is the
speed of light in vacuum.
For Rayleigh particles (a λ), the electric field induces a dipole µ = 0α (ω)E0
where α (ω) is the polarisability tensor.
The optical theorem for anisotropic particles is deduced from the Poynting’s
theorem for harmonic fields: the time-average rate of work done by the external
field E0 in the volume V is equivalent to the sum of the dissipated and radiated
powers:
1
2
<
{∫
V
J∗ ·E0d3r
}
= Pdis + Prad = Pdis +
1
2
<
∮
S
Es ×H∗s · nds, (B.1)
where Es and Hs are the scattered fields. The current density for dielectric
particles is proportional to the polarisation vector P such that J = −iωP.
If the particle is uniformly polarised, P = µ/v = 0αE0/v, and we have:
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1
2
ω=
{
E†0 · µ
}
= Pdis +
ck4
12pi0
|µ|2 = (B.2)
1
2
ω0=
{
E†0αE0
}
= Pdis +
ck4
12pi
0E
†
0α
†αE0, (B.3)
where we use the result of the total power radiated by a dipole obtained in App.
(A.2). In the absence of absorption:
k3
6pi
E†0α
†αE0 = =
{
E†0αE0
}
= =
{
E†0
[
α†
(
α†
)−1]
αE0
}
, (B.4)
which can be written as:
= [µ†Mµ] = 0; M ≡ [[α†]−1 − i k3
6pi
I
]
. (B.5)
The M should be hermitic, i.e., must be M = M†, since the expression should
old for any µ. In the absence of absorption the inverse of the polarisability will
be:
α−1 = M− i k
3
6pi
I. (B.6)
where M is and arbitrary hermitic matrix. This equation represents the optical
theorem for an non-absolving anisotropic particles.
Appendix C
Polarisability of an
ellipsoidal particle
In this appendix we define the polarisability of an ellipsoidal particle. More
details can be found in chapter (5) of Bohren and Huffman book [2].
Let us consider a particle in vacuum, with semiaxes a, b and c, like the one
presented in Fig. (C.1).The particle is characterised by its dielectric tensor .
The static polarisability of an ellipsoidal particle is given by:
α0 = 4piabc
− I
3I+ 3L (− I) , (C.1)
being L the geometrical factors. Is is defined by:
L =
 L1 0 00 L2 0
0 0 L3
 . (C.2)
With f (q) =
{(
q + a2
)2 (
q + b2
)2 (
q + c2
)}1/2
and:
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Figure C.1: Representation of a ellipsoidal particle. a, b and c are the particle’s
dimensions in the principal axes.
L1 =
abc
2
∫ ∞
0
dq
(a2 + q) f (q)
,
L2 =
abc
2
∫ ∞
0
dq
(b2 + q) f (q)
,
1 = L1 + L2 + L3. (C.3)
An interesting case of ellipsoids are the spheroids, that have two axes of equal
length. Prolates and oblates ares generated by rotating an ellipse about its
major and minor axis respectively.
Thus for a prolate spheroid (b = c):
L1 =
1− e2
e2
(
−1 + 1
2e
ln
1 + e
1− e
)
, (C.4)
e2 = 1− b
2
a2
, (C.5)
and for the oblate spheroid (a = b):
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L1 =
g (e)
2e2
[pi
2
− tan−1 g (e)
]
− g
2 (e)
2
, (C.6)
g (e) =
(
1− e2
e2
)1/2
, (C.7)
e2 = 1− c
2
a2
. (C.8)
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Appendix D
Coupled oscillators: dipole
model
D.1 Spring-mass model
The matrix obtained in Sec. (3.3), defined as:
M
(
r1
r2
)
≡
[ ((
Ω21 − ω212
)
I+ ωωc,1σ2
)
ω212I
ω212I
((
Ω22 − ω212
)
I+ ωωc,2σ2
) ]( r1
r2
)
=
( −F1
−F2
)
, (D.1)
where I is a 2× 2 unit matrix, σ2 is the 2× 2 Pauli matrix
(
σ2 ≡
(
0 −i
i 0
))
and Ω2i ≡ ω2 − ω2i + iωγi.
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It can generally written as:

a 0 c 0
0 a 0 c
c 0 d −b
0 c b d


x1
y1
x2
y2
 = A

1
0
1
0
 . (D.2)
Therefore the solution reads:

x1
y1
x2
y2
 = ADˆ

ad2 − dc2 + b2a bc2 c3 − dca −bca
−bc2 ad2 − dc2 + b2a bca c3 − dca
c3 − dca −bca da2 − c2a a2b
bca c3 − dca −ba2 da2 − c2a


1
0
1
0
 ,
(D.3)
where Dˆ = c4 − 2ac2d+ a2 (d2 + b2). This in the end five rise to:

x1 =
A
Dˆ
[(
c2 − ad) (c− d) + b2a]
y1 =
A
Dˆ [−bc (c− a)]
x2 =
A
Dˆ
[(
c2 − ad) (c− a)]
y2 =
A
Dˆ [ba (c− a)]
(D.4)
D.2 Dipole model
Let us consider a system formed by two dipoles in the presence of a magnetic
field, like represented in Fig. (D.1). The top dipole is plasmonic and the bottom
dipole is magnetoplasmonic, positioned at r1 and r2 respectively. The interac-
tion between the two dipoles is given by the Green tensor:
G (r1, r2) =
eikR
4piR
[(
1 +
ikR− 1
k2R2
)
I+
3− 3ikR− k2R2
k2R2
R⊗R
R2
]
, (D.5)
where R = r1 − r2 and R is the absolute value.
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Figure D.1: Schematic representation of the system under study. The disk 1 and 2
are plasmonic and magnetoplasmonic disk respectively. B indicates the direction of
the applied magnetic field.
With these definitions the incident electric field on a particle i originated from
an an ensemble of N particles is given by:
E (ri) = E0 (ri) +
k2
0
N∑
i 6=j
G (ri, rj)pj , (D.6)
where pj = 0αiE (rj) is the polarisation of particle j. Since the incident wave
E0 (r) = E0e
−ikzux is polarised along the x−axis and its wavevector is parallel
to the z−axis (short axis of the particles), the polarisation of the particles lies
in the x− y plane:
α (ω) =
 αi,xx αi,xy 0−αi,xy αi,xx 0
0 0 αi,zz
 , (D.7)
and the Green tensor that describes the interaction of the two particles (placed
along z−axis) is diagonal and its given by:
G (r1, r2) = G (r2, r1) = GI =
eikR
4piR
(kR)
2
+ ikR− 1
(kR)
2 I, (D.8)
being R the distance between the particles. One has to take into account that
with the geometry described above the z−direction plays no role and can be
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excluded. The equations to deal with are:
M
[
p1
p2
]
≡
[
α−11
0
−k20 GI
−k20 GI
α−12
0
](
p1
p2
)
=
(
E0,1
E0,1e
iδ
)
. (D.9)
where αi is the 2× 2 x− y part of the tensor described in Eq. (D.7), E0,1eiδ =
E0,2 and δ = −kR is the phase difference on the incoming wave due to the
separation distance R (normally δ  1).
We want to obtain the electric field that each particle feels, so:
[
E1
E2
]
=
[
I −k2Gα2
−k2Gα1 I
]−1 [
E0,1
E0,2
]
. (D.10)
For the inversion, we consider the equations A = Gα2 and B = Gα1, with
G = k2G (r, r′) 1:
[
I −Gα2
−Gα1 I
]−1
=
1
I− G2α1α2
[
I Gα2
Gα1 I
]
. (D.11)
Moving the determinant to the inside of the matrix:
[ I
I−Gα1Gα2
Gα2
I−Gα1Gα2I
I−Gα1Gα2
I
I−Gα1Gα2
]
=
[
[I− Gα1Gα2]−1 Gα2 [I− Gα1Gα2]−1
Gα1 [I− Gα1Gα2]−1 [I− Gα1Gα2]−1
]
.
(D.12)
We can start to analyse element by element of the matrix:
[I−AB]−1 =
[[
1 0
0 1
]
− G2
[
α2xx α2xy
α2yx α2yy
] [
α1 0
0 α1
]]−1
[I−AB]−1 =
[
1− G2α1α2xx −G2α1α2xy
−G2α1α2yx 1− G2α1α2yy
]−1
. (D.13)
Due to the symmetry of the problem (α2xy = −α2yx; α2xx = α2yy):
[I−AB]−1 =
[
1− G2α1α2xx −G2α1α2xy
G2α1α2xy 1− G2α1α2xx
]−1
.
1Note that det
[
I− G2α1α2
]
= det
[
I− G2α2α1
]
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We can write the matrix elements as:
[I−AB]−1 = 1D
[
1− G2α1α2xx G2α1α2xy
−G2α1α2xy 1− G2α1α2xx
]
, (D.14)
A [I−AB]−1 = G
[
α2xx α2xy
−α2xy α2xx
] [
1− G2α1α2xx G2α1α2xy
−G2α1α2xy 1− G2α1α2xx
]
=
[ Gα2xx − G3α1α22xx − G3α1α22xy
−Gα2xy
...
... Gα2xyGα2xx − G3α1α22xy − G3α1α22xx
]
, (D.15)
B [I−AB]−1 = G
[
α1 0
0 α1
] [
1− G2α1α2xx G2α1α2xy
−G2α1α2xy 1− G2α1α2xx
]
(D.16)
=
[Gα1 − G3α21α2xx G3α1α2xy
−G3α21α2xy Gα1 − G3α21α2xx
]
, (D.17)
and the determinant of the D.14 matrix is:
D = (1− G2α1α2xx)2 + (G2α1α2xy)2 (D.18)
D = 1− (2G2α1α2xx)+ G4α21α22xx + G4α21α22xy (D.19)
D = 1− 2G2α1α2xx + G4α21
(
α22xx + α
2
2xy
)
. (D.20)
We can finally write:
[
[I− Gα1Gα2]−1 Gα2 [I− Gα1Gα2]−1
Gα1 [I− Gα1Gα2]−1 [I− Gα1Gα2]−1
]
= (D.21)
=

1− Gα1α2xx G2α1α2xx
−G2α1α2xy 1− G2α1α2xx
Gα1 − G3α21α2xx G3α21α2xy
−G3α21α2xy Gα1 − G3α21α2xx
...
...
Gα2xx − G3α1α22xx − G3α1α22xy Gα2xy
−Gα2xy Gα2xx − G3α1α22xy − G3α1α22xx
1− G2α1α2xx G2α1α2xy
−G2α1α2xy 1− G2α1α2xx
 .
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So:
[
p1
p2
]
=
[
α1 0
0 α2
] [
E1
E2
]
=
[
α1 0
0 α2
] [
I −Gα2
−Gα1 I
] [
E1
E2
]
[
p1
p2
]
=
[
α1 0
0 α2
] [
I −k20Gα2
−k20Gα1 I
]−1 [
E0,1
E0,2
]
.
[
p1
p2
]
=
1
D

α1
(
1− G2α1α2xx
)
−G2α21α2xy
Gα1
[
α2xx − G2α1
(
α22xx + α
2
2xy
)]
−Gα1α2xy
...
...
G2α21α2xy
α1 − G2α21α2xx
Gα1α2xy
Gα1
[
α2xx − G2α1
(
α22xx + α
2
2xy
)] ...
...
Gα1
[
α2xx − G2α1
(
α22xx + α
2
2xy
)]
−Gα1α2xy[
α2xx − G2α1
(
α22xx + α
2
2xy
)]
−α2xy
...
...
Gα1α2xy
Gα1
[
α2xx − G2α1
(
α22xx + α
2
2xy
)]
α2xy[
α2xx − G2α1
(
α22xx + α
2
2xy
)]


E0,1x
E0,1y
E0,2x
E0,2y
 .
So, we can write the polarisation as:

p1x =
1
D
[
α1
(
1− G2α1α2xx
)
E0,1x +
(G2α21α2xy)E0,1y+
+Gα1
[
α2xx − G2α1
(
α22xx + α
2
2xy
)]
E0,2x + Gα1α2xyE0,2y
]
,
p1y =
1
D
[−G2α21α2xyE0,1x + (α1 − G2α21α2xx)E0,1y−
−Gα1α2xyE0,2x + Gα1
[
α2xx − G2α1
(
α22xx + α
2
2xy
)]
E0,2y
]
,
p2x =
1
D
[Gα1 [α2xx − G2α1 (α22xx + α22xy)]E0,1x + Gα1α2xyE0,1y+
+
[
α2xx − G2α1
(
α22xx + α
2
2xy
)]
E0,2x + α2xyE0,2y
]
,
p2y =
1
D
[−Gα1α2xyE0,1x + Gα1 [α2xx − G2α1 (α22xx + α22xy)]E0,1y+
−α2xyE0,2x +
[
α2xx − G2α1
(
α22xx + α
2
2xy
)]
E0,2y
]
,
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and finally we obtain:

p1x =
E0,1x
D α1
[
1 + Gα2xx
[
eiδ − Gα1
]− G3α1 (α22xx + α22xy) eiδ] ,
p1y = −E0,1xD Gα1α2xy
[Gα1 + eiδ] ,
p2x =
E0,1x
D
[
α2xx − G2α1
(
α22xx + α
2
2xy
)] [Gα1 + eiδ] ,
p2y = −E0,1xD α2xy
[Gα1 + eiδ] .
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Appendix E
Radial distribution function
for an uncorrelated set of
particles
Let us consider a first sphere with radius R, like schematically represented in
Fig. (E.1). A second sphere, with radius ρ and with centre at distance r from
the centre of the first, is added to the system. So, for any radius of the second
sphere, the part of the surface that is embedded in the first sphere is given by:
S = 2piρ2
∫ pi
θ2
dθ sin θ = 2piρ2 (1 + cos θ2) . (E.1)
From the analysis of the Fig. (E.1), we can define the following equalities:
R sin θ1 = ρ sin θ2
R cos θ1 = r + ρ cos θ2 (E.2)
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Figure E.1: Schematic representation of the sphere and its dimensions.
R2 = ρ2 + r2 + 2rρ cos θ2 = cos θ2 =
R2 − ρ2 − r2
2rρ
(E.3)
1 + cos θ2 =
R2 − (r − ρ)2
2rρ
. (E.4)
The probability of find a particle at some distance r from the center of the first
sphere is:
P (r) =
4pir2
(4/3)piR3
=
3r2
R3
. (E.5)
Now, the problem is divided in two parts. The first case, where (ρ ≤ R) and
the second case, where (ρ ≥ R).
Case 1 ((ρ ≤ R)):
For the situation where R ≥ r + ρ, i.e., the case where the second is totally
inside of the primary sphere, the surface of the second sphere is given by:
S (ρ, r) = 4piρ2 if R ≥ r + ρ→ R− ρ ≥ r ≥ 0
141
If only part part of the second sphere is inside of the first sphere, R < r + ρ,
the surface of second sphere embedded is:
S (ρ, r) = pi
ρ
r
[
R2 − (r − ρ)2
]
R < r + ρ→ R− ρ < r. (E.6)
So, the probability of have any two particles at distance ρ is given by:
P (ρ) ∝
∫ R
0
S (ρ, r)P (r) dr (E.7)
∝ 3
R3
[∫ R−ρ
0
dr4pir2ρ2 +
∫ R
R−ρ
drpiρr
[
R2 − (r − ρ)2
]]
(E.8)
∝
∫ R
0
S (ρ, r)P (r) dr =
3
R3
[∫ R−ρ
0
dr4pir2ρ2+
∫ R
R−ρ
drpiρr
[
R2 −R2 − ρ2 + 2rρ− r2]] (E.9)
∝
∫ R
0
S (ρ, r)P (r) dr =
3
R3
[∫ R−ρ
0
dr4pir2ρ2+
∫ R
R−ρ
drpiρr
[
R2 −R2 − ρ2 + 2rρ− r2]] (E.10)
∝ 3
R3
[
4
3
piρ2 (R− ρ)3 + piρ
(
R2 − ρ2)
2
[
R2 − (R− ρ)2
]
+
2piρ2
3
[
R3 − (R− ρ)3
]
− piρ
4
[
R4 − (R− ρ)4
]]
(E.11)
P (ρ) ∝ pi
4R3
{
16ρ2 (R− ρ)3 + 6ρ (R2 − ρ2) [R2 − (R− ρ)2]+
+8ρ2
[
R3 − (R− ρ)3
]
− 3ρ
[
R4 − (R− ρ)4
]}
(E.12)
Case 2 (ρ ≥ R):
For the situation where R ≥ r − ρ:
(ρ ≥ R) if ρ− r ≤ R→ S (ρ, r) = pi ρR
[
R2 − (r − ρ)2
]
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ρ− r ≥ R→ S (ρ, r) = 0
P (ρ) ∝ 3piρ
R3
∫ R
ρ−R
{(
R2 − ρ2) r + 2ρr2 − r3}
∝ 3piρ
(
R2 − ρ2)
2R3
[
R2 − (ρ−R)2
]
+
+
2piρ2
R3
[
R3 − (ρ−R)3
]
− 3piρ
4R3
[
R4 − (ρ−R)4
]
(E.13)
P (ρ) ∝ piρ
4R3
{
−3R4 + 3 (ρ−R)4 + 8ρ
[
R3 − (ρ−R)3
]
+
+6
(
R2 − ρ2) [R2 − (ρ−R)2]} . (E.14)
So, we can finally write:
P (ρ) =

17pi
12
pi
4R3
{
16ρ2 (R− ρ)3 + 6ρ (R2 − ρ2) [R2 − (R− ρ)2]+
+8ρ2
[
R3 − (R− ρ)3
]
− 3ρ
[
R4 − (R− ρ)4
]}
ρ ≤ R
17pi
12
piρ
4R3
{
−3R4 + 3 (ρ−R)4 + 8ρ
[
R3 − (ρ−R)3
]
+
+6
(
R2 − ρ2) [R2 − (ρ−R)2]} ρ ≥ R
Appendix F
Conclusiones Generales
Aunque los problemas abordados en esta tesis forman parte de temas muy
comunes en física e ingeniería, creemos que muchas cuestiones importantes están
aún sin responder.
En una gran parte de la tesis hemos utilizado modelos sencillos, como el modelo
de dipolos acoplados. Estos modelos tienen la ventaja de poder explicar fenó-
menos complejos de la física através de principios básicos. Sin embargo, no son
tan precisos como otros métodos cuando se pretende reproducir experimentos.
Por lo tanto, esta tesis está encaminada hacia la explicación y predicción de los
fenómenos y no su reproducción.
En este capítulo se presentan las principales conclusiones de nuestro trabajo.
En la primera parte de la tesis, compuesta por los capítulos (3), (4) y (5), se
estudian los fenómenos de scattering de luz en sistemas magnetoplasmónicos,
mientras que en la segunda parte, compuesta por los capítulos (6), (7) y (8), se
estudian las estadísticas de emisión de luz en los sistemas aleatorios correlacion-
ados.
En el capítulo (3) se explica la influencia de la actividad magneto-óptica sobre
una nanoestructura. Un sistema formado por dos nanodiscos, uno plasmónico
y otro magnetoplasmónico, entre los cuales el acoplamiento electromagnético se
controla a través de la distancia entre ellos. El sistema se ilumina y se le aplica
un campo magnético, ambos de forma perpendicular perpendicular a la super-
ficie de los nanodiscos, i.e., en la configuración Kerr. Como consecuencia de
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la excitación electromagnética y la aplicación del campo magnético, se genera
un dipolo eléctrico, perpendicular a la luz incidente, a su dirección de polariza-
ción y al campo magnético aplicado, en el nanodisco magneto-ópticamente act-
ivo. Debido a la interferencia entre ambos nanodiscos, se induce una actividad
magneto-óptica en el disco plasmónico. Como consecuencia de la interferen-
cia de los campos de los nanodiscos, se observa la existencia de transparencia
magneto-óptica en los sistemas. Esto produce una dependencia espectral tipo-
Fano.
En el capítulo (4) se continúa el estudio de sistemas dímeros, realizando un an-
álisis detallado de los efectos de interacción cuando la naturaleza plasmónica o
magneto-plasmónica de los componentes del nanodisco varían. Se concluye que,
para configuraciones específicas, la respuesta magneto-óptica puede estar dom-
inada por la actividad magneto-óptica inducida del nanodisco plasmónico. La
actividad magneto-óptica de un sistema en lo que solo un nanodisco de material
con actividad magneto-óptica intrínseca está presente puede ser mayor que la
de un sistema formado por dos nanodiscos magnetoplasmónicos.
En el capítulo (5) se presenta un estudio de las propiedades de un emisor en
dos diferentes configuraciones cuando se aplica un campo magnético externo: en
presencia de una única nanopartícula magnetoplasmónica y en el interior de una
cavidad formada por dos nanopartículas magnetoplasmónicas. Ambos sistemas,
para una distancia específica entre las partículas y el emisor, presentan un mín-
imo en la tasa de decaimiento radiativo. Es en este punto donde la presencia
de un campo magnético externo lleva a una mayor modificación de los patrones
de campos radiados, debido a la aparición de nuevos canales de radiación. El
trabajo realizado en este capítulo sirve como primera aproximación a los prob-
lemas de control de emisión de luz por los efectos magneto-ópticos.
El estudio de sistemas magneto-ópticos simples como los descritos anterior-
mente, no solamente explica la física detrás de estos problemas específicos, sino
también alienta al estudio de otros sistemas. La manipulación de la geometría
de las partículas, formas y tamaños, individual o conjuntamente, pueden dar
lugar a una amplia gama de fenómenos. Los sistemas magneto-quirales, mag-
netoplasmónicos desordenados o correlacionados, son algunos de los problemas
no estudiados con un gran potencial.
En el capítulo (6) se estudia la dependencia de la tasa de decaímiento estadístico
de un emisor puntual en un sistema de nanopartículas distribuidas estadística-
mente de acuerdo con un modelo lattice-gas 2D a diferentes temperaturas. La
temperatura, en este problema, es la responsable del control de las correlaciones
entre las vacantes. Cuando la temperatura aplicada se aleja del punto crítico,
la longitud de correlación es pequeña, y la distribución del tasa de decaimi-
ento presenta una distribución típica en la que los eventos con grandes factores
de Purcell son raros. Para temperaturas próximas al punto crítico, en las que
la longitud de correlación tiende a infinito, la estadística se convierte en una
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distribución bimodal con dos picos bien definidos, uno con altos factores de
aumento, mientras que otro pico se mantiene en valores correspondientes al es-
pacio libre. Para los sistemas diluidos se demuestra que pueden existir muchas
configuraciones con modos ópticos confinados alrededor de la fuente.
En el capítulo (7) se estudia la auto-difusión de un sistema Lennard-Jones fuerte-
mente confinado. Para agregados con pocos cientos de partículas, el sistema
presenta una transición dinámica entre las fases sólido y líquido. El seguimiento
del coeficiente de auto-difusión en la región de transición de fase, indica una
diferencia de un factor de tres entre ambas fases (con un valor mayor en la fase
de tipo líquido). Inesperadamente, la función de distribución radial en la región
de transición de fase es indistinguible entre ambas fases.
En el capítulo (8) se propone un método basado en experimentos de emisión para
identificar las diferentes fases. Aunque los experimentos de scattering de luz no
discriminan el sistema en la región de transición, experimentos de estadística
de decaimiento radiativo de un solo emisor (con emisores de baja difusión) per-
miten la identificación de las fases. Este comportamiento se puede atribuir a la
diferencia en la función de distribución radial entre scatterers y el emisor que, a
su vez, también puede estar relacionado con diferencias en la auto-difusión entre
ambas fases. Este trabajo propone una nueva forma de sondear comportami-
entos termodinámicos de sistemas complejos con tamaños comparables con la
longitud de onda de la fuente luminosa empleada en el experimento.
La comprensión del scattering de luz y la emisión a través de sistemas complejos
es tan interesante como compleja y difícil. A pesar de los esfuerzos, aún queda
mucho por hacer. Preguntas tales como la importancia de las fuerzas ópticas
en sistemas complejos o la introducción de efectos no recíprocos en sistemas
desordenados son problemas reales abiertos.
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