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3Re´sume´
L’instabilite´ du spectre des ope´rateurs non-autoadjoints constitue la the´matique
centrale de cette the`se. Notre premier objectif est de mettre en e´vidence ce
phe´nome`ne dans le cas de certains mode`les naturels tels que l’ope´rateur d’Airy,
l’oscillateur harmonique ou l’oscillateur cubique complexes. Dans ce but, nous
nous inte´ressons au comportement des projecteurs spectraux associe´s aux valeurs
propres de ces ope´rateurs, poursuivant une de´marche initie´e par E. B. Davies.
Le second objectif de notre travail consiste a` montrer de quelle manie`re ces
mode`les peuvent contribuer a` la compre´hension de certains proble`mes issus de
domaines mathe´matiques et physiques aussi varie´s que la me´canique quantique,
la supraconductivite´ ou la the´orie du controˆle.
Nos re´sultats sur l’instabilite´ spectrale de l’oscillateur cubique complexe vi-
ennent ainsi corroborer un travail de B. Krejcirik et P. Siegl, soulignant l’im-
possibilite´ de fournir une justification rigoureuse aux the´ories actuelles de la
me´canique quantique non-hermitienne.
Par ailleurs, nous nous appuyons sur les proprie´te´s des mode`les mentionne´s
ci-dessus pour obtenir des re´sultats sur le spectre et la re´solvante d’ope´rateurs de
Schro¨dinger a` potentiels imaginaires purs dans des ouverts borne´s. Ces re´sultats
peuvent en particulier eˆtre applique´s a` l’e´tude du syste`me de Ginzburg-Landau
de´pendant du temps en supraconductivite´.
Enfin, nous pre´sentons des re´sultats sur la controˆlabilite´ d’e´quations paraboliques
de´ge´ne´re´es qui reposent sur une e´tude spectrale et pseudospectrale de l’ope´rateur
d’Airy et de l’oscillateur harmonique complexes. Ce dernier travail est le fruit
d’une collaboration avec K. Beauchard, B. Helffer et L. Robbiano.
Abstract
Spectral instability of non-selfadjoint operators is the main subject of this
thesis. Our first goal is to understand the pseudospectral behavior of natural
models such as the complex Airy operator, harmonic oscillator and cubic os-
cillator. To this purpose, we analyze the asymptotic behavior of the spectral
projections associated with the eigenvalues of these operators, following a work
initiated by E.B. Davies.
Our second goal is to illustrate how such models can be used in several
problems arising in quantum mechanics, superconductivity or control theory.
For instance, our results on the spectral instability of the complex cubic oscil-
lator enable us to confirm that the current theory of non-hermitian quantum
mechanics can not be rigorously justified, as recently pointed out by B. Kre-
jcirik and P. Siegl. On the other hand, we obtain spectral information and
resolvent estimates for semi-classical Schro¨dinger operators with purely imag-
inary potentials in a bounded domain, by using the properties of the models
mentioned above. In particuler, these results entail some information on the
time-dependent Ginzburg-Landau system in superconductivity. Finally, we re-
produce a joint work with K. Beauchard, B. Helffer et L. Robbiano in which
the controllability of some degenerate parabolic operators is investigated. An
analysis of the spectrum and resolvent of the complex Airy operator and har-
monic oscillator yields some controllability and non-controllability results for
the equation under consideration.
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Chapitre 1
Introduction
1.1 Ope´rateurs non-autoadjoints et pseudospec-
tre
La plupart des lecteurs que la curiosite´ aura pousse´ jusqu’a` ces pages sont
familiers avec le re´sultat fondamental suivant en alge`bre line´aire :
The´ore`me 1.1.1 Toute matrice syme´trique re´elle est diagonalisable dans une
base orthonorme´e.
A l’inverse, il est bien connu qu’en ge´ne´ral, une matrice qui n’est pas syme´trique
ne peut pas syste´matiquement eˆtre diagonalise´e. Une matrice M ∈Mn(R) non
syme´trique posse`dera alors e´ventuellement des valeurs propres complexes et/ou
des blocs de Jordan. Autrement dit, la multiplicite´ ge´ome´trique d’une valeur
propre λ (c’est-a`-dire la dimension de l’espace propre ker(M − λI) associe´)
pourra eˆtre diffe´rente de sa multiplicite´ alge´brique (i. e. la multiplicite´ de λ en
tant que racine du polynoˆme caracte´ristique de M).
Une autre particularite´ des matrices non-autoadjointes, c’est-a`-dire telles que
M∗ 6= M (ou` M∗ = tM si M est a` coefficients re´els, M∗ = tM¯ si M est a` coef-
ficients complexes), concerne la norme de leur re´solvante. On appelle re´solvante
de la matrice M ∈Mn(C) l’application, a` valeur matricielle,
C \ σ(M) 3 z 7−→ (M − zI)−1 .
Cet objet, peu utilise´ en alge`bre line´aire e´le´mentaire, prendra une importance
majeure dans la suite de notre travail, lorsque nous e´tudierons les proprie´te´s
d’ope´rateurs diffe´rentiels. Ne´anmoins, on peut d’ores et de´ja` mettre en e´vidence,
dans le cas de matrices particulie`rement simples, la diffe´rence de comportement
entre la re´solvante d’une matrice autoadjointe, et d’une matrice qui ne l’est pas.
Comparons par exemple le cas d’une matrice n× n diagonale D, avec celui du
bloc de Jordan 2× 2 e´le´mentaire J :
D =

λ1 0 · · · 0
0 λ2
...
...
. . . 0
0 · · · 0 λn
 et J =
(
0 1
0 0
)
.
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Leurs re´solvantes respectives RD(z) et RJ(z) sont de´finies sur C \ {λ1 . . . , λn}
et C \ {0} respectivement. Pour tout z dans ces domaines de de´finition on a
RD(z) =

1/(λ1 − z) 0 · · · 0
0 1/(λ2 − z)
...
...
. . . 0
0 · · · 0 1/(λn − z)

et
RJ(z) =
( −1/z −1/z2
0 −1/z
)
.
On en de´duit que
‖RD(z)‖ = 1
d(z, σ(D))
,
tandis que ‖RJ(z)‖ est de l’ordre de 1/|z|2 . La re´solvante du bloc de Jordan J
explose donc plus rapidement que celle de D au voisinage des valeurs propres.
Remarquons que le comportement de la re´solvante de D est similaire pour
n’importe quelle matrice A autoadjointe, puisque la re´solvante RA(z) de cette
dernie`re ve´rifie alors RA(z) = P
−1RD(z)P , avec ‖P‖ = 1 et D diagonale.
Nous verrons plus loin, dans le cas ge´ne´ral des ope´rateurs non borne´s, que la
croissance rapide de la re´solvante au voisinage des valeurs propres traduit une
autre particularite´ des matrices ou ope´rateurs non-autoadjoints : l’instabilite´
du spectre. Plus pre´cise´ment, l’ajout d’une perturbation B ∈Mn(C) de norme
ε > 0 peut modifier significativement la position des valeurs propres, la` ou`
dans le cas autoadjoint, les valeurs propres restent dans un voisinage de taille
ε autour de leur position initiale. Ce phe´nome`ne constitue le sujet central de
cette the`se, et nous tenterons de de´terminer son ampleur dans les chapitres 2 et
3, dans le cas d’ope´rateurs diffe´rentiels mode`les. Il posse`de e´galement certaines
implications dans le domaine de l’analyse nume´rique, qui ont e´te´ a` l’origine
de l’introduction par L. N Trefethen et M. Embree [134] de la notion de ε-
pseudospectre d’un ope´rateur, voir (1.1.2). En effet, si l’on essaie de localiser
par des me´thodes nume´riques les valeurs propres d’un ope´rateur ferme´ non-
autoadjoint, on est amene´ a` remplacer cet ope´rateur par une perturbation (une
grande matrice), ce qui peut ainsi faire apparaˆıtre sur les simulations des valeurs
propres tre`s e´loigne´es de leur position re´elle. Les exemples qui suivent illustrent
ce phe´nome`ne.
Le premier est du a` Mark Embree [55]. On conside`re, pour k ∈ N∗ , les matrices
Mk ∈Mn(R) ,
M1 =

0 1 0 · · · 0
1 0 1
...
0 1
. . .
. . . 0
...
. . .
. . . 1
0 . . . 0 1 0

, . . . ,Mk =

0 1/k 0 · · · 0
k 0 1/k
...
0 k
. . .
. . . 0
...
. . .
. . . 1/k
0 . . . 0 k 0

.
La premie`re est syme´trique, et on peut ve´rifier que toutes les autres lui sont
semblables ; leur spectre est donc re´el. Pourtant, en raison de l’instabilite´ spec-
trale, on voit apparaˆıtre sur les simulations (voir Figure 1.1) de nombreuses
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Figure 1.1 – Spectre de la matrice Mk ∈ Mn(R) pour k = 1 , n = 100 (en
haut, a` gauche), k = 2 , n = 100 (en haut, a` droite), k = 3 , n = 100 (en bas, a`
gauche), et k = 2 , n = 200 (en bas, a` droite). On constate que l’e´tendue de la
zone d’instabilite´ augmente avec k et n.
valeurs propres e´loigne´es de l’axe re´el pour les matrices non-autoadjointes Mk ,
k ≥ 2 . On devine de´ja` que la zone d’instabilite´ dans laquelle restent confine´es
les valeurs propres perturbe´es posse`de une certaine structure : il s’agit ici d’une
ellipse. On peut par ailleurs remarquer que l’e´tendue de cette zone, dans cet
exemple, augmente a` la fois avec k et avec la taille n de la matrice.
Voici maintenant une autre illustration de ce phe´nome`ne, due elle aussi a`
Mark Embree [55]. Cet exemple montre que l’instabilite´ spectrale des ope´rateurs
non-autoadjoints est capable de mettre en e´chec certaines fonctions pourtant
courantes des logiciels de calcul scientifique. La fonction MATLAB roots, par
exemple, de´termine les racines d’un polynoˆme en calculant les valeurs propres
de la matrice compagnon associe´e, qui est bien suˆr non-autoadjointe. Cela donne
lieu a` des imperfections flagrantes. On rappelle que par de´finition, la matrice
compagnon associe´e au polynoˆme
P (X) = Xn +
n−1∑
j=0
cjX
j
est la matrice
CP =

0 1 0 . . . 0
0 0 1
...
...
. . .
. . . 0
0 . . . 0 0 1
−c0 −c1 . . . −cn−2 −cn−1
 ,
16 CHAPITRE 1. INTRODUCTION
Figure 1.2 – Racines du polynoˆme P (X) = (X−1)(X−2) . . . (X−N) calcule´es
par la fonction MATLAB roots, pour N = 20 (en haut) et N = 25 (en bas).
Les cercles repre´sentent la vraie position des racines, et les disques les valeurs
obtenues par la fonction roots.
et le polynoˆme caracte´ristique de CP est (−1)nP (X). Ses valeurs propres
co¨ıncident donc avec les racines de P . En appliquant la fonction roots au
polynoˆme P (X) = (X − 1)(X − 2) . . . (X − N) par exemple, on obtient, pour
diffe´rentes valeurs de N , la Figure 1.2. On voit clairement que pour les grandes
valeurs de N , les racines de P sont tre`s mal localise´es en raison de l’instabilite´
du spectre de la matrice CP associe´e.
Dans la suite, la notion de ε-pseudospectre va nous permettre de de´finir cette
re´gion d’instabilite´ dans laquelle apparaissent de fausses valeurs propres.
L’objectif de cette the`se est de comprendre les phe´nome`nes e´voque´s ci-dessus
dans le cas d’ope´rateurs ferme´s associe´s a` des ope´rateurs diffe´rentiels non
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ne´cessairement 1 autoadjoints agissant sur des espaces de fonctions. Nous nous
placerons donc de´sormais dans le cadre d’un espace de Hilbert H pour de´finir
les objets qui nous inte´ressent.
La the´orie spectrale des ope´rateurs autoadjoints repose en grande partie sur
le the´ore`me spectral et ses nombreuses conse´quences. En particulier, l’ine´galite´
suivante est a` la base de tre`s nombreuses techniques : pour tout ope´rateur au-
toadjoint A de´fini sur l’espace de Hilbert H, de domaine D(A), on a, pour tout
u ∈ D(A) et z ∈ C,
d(z, σ(A))‖u‖ ≤ ‖(A− z)u‖ . (1.1.1)
Ici σ(A) de´signe le spectre de l’ope´rateur A de´fini par :
σ(A) = C \ ρ(A) , ρ(A) = {z ∈ C : (A− z) inversible et d’inverse borne´} .
L’ine´galite´ (1.1.1) permet d’e´tudier le spectre de A et confirme que ce dernier
renferme toutes les informations ne´cessaires a` la compre´hension du comporte-
ment de l’ope´rateur. Par exemple, d’apre`s (1.1.1), la connaissance du spectre de
A entraˆıne la connaissance de la norme de la re´solvante dans l’ensemble du plan
complexe.
On utilise souvent le the´ore`me spectral pour localiser le spectre de A, de fac¸on
exacte ou approche´e. En effet, si l’on parvient a` construire un quasimode associe´
a` une valeur λapp ∈ C, c’est-a`-dire un vecteur uapp ∈ D(A) tel que
‖(A− λapp)uapp‖ ≤ ε ‖uapp‖ ,
avec ε > 0 (ge´ne´ralement petit, e´ventuellement une fonction ε(h) → 0 d’un
parame`tre semiclassique h → 0), alors (1.1.1) assure l’existence d’un e´le´ment
λ ∈ σ(A) situe´ a` une distance infe´rieure a` ε de la “valeur propre approche´e”
λapp.
Le the´ore`me spectral permet en outre de de´finir un calcul fonctionnel pour les
ope´rateurs autoadjoints, c’est-a`-dire de donner un sens a` des ope´rateurs de la
forme f(A), ou` f appartient a` une large classe de fonctions, cette de´finition
co¨ıncidant avec les ope´rateurs naturellement attendus pour certaines fonctions
particulie`res (par exemple, des fonctions polynoˆmiales, la fonction z 7→ 1/z,
etc.).
Par ailleurs, il est clair que les notions de multiplicite´ ge´ome´trique et alge´brique
aborde´es au de´but de cette section co¨ıncident dans le cas des ope´rateurs autoad-
joints : pour toute valeur propre λ de A, u ∈ ker(A−λ)2 entraˆıne u ∈ ker(A−λ).
Il s’agit d’une autre particularite´ de cette classe d’ope´rateurs. Elles sont bien
plus nombreuses mais nous n’entrerons pas davantage dans les de´tails ici.
Comme nous l’avons mis en e´vidence dans les exemples ci-dessus, de tels
outils the´oriques cessent de s’appliquer en toute ge´ne´ralite´ si les ope´rateurs con-
side´re´s ne sont pas autoadjoints 2. L’existence d’un quasimode associe´ a` λapp
pour un ope´rateur non-autoadjoint ne garantit pas la pre´sence de spectre au
voisinage de λapp . Pour certaines fonctions f , l’ope´rateur f(A) peut eˆtre par-
ticulie`rement de´licat a` de´finir, voire ne pas avoir de sens, et son spectre peut
diffe´rer de l’image f(σ(A)) du spectre. Enfin, l’existence de valeurs propres dont
1. Nous omettrons dans la suite le mot ne´cessairement.
2. On sait que les ope´rateurs normaux, c’est-a`-dire ceux qui ve´rifient A∗A = AA∗ , ont
de nombreuses proprie´te´s communes avec les ope´rateurs autoadjoints, mais les ope´rateurs
conside´re´s dans cette the`se n’entrent pas non plus dans cette cate´gorie.
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la multiplicite´ alge´brique de´passe la multiplicite´ ge´ome´trique impose de prendre
en compte la pre´sence e´ventuelle de blocs de Jordan. Au cours de cette the`se,
nous aurons l’occasion de constater que de telles difficulte´s interviennent dans
l’e´tude de mode`les pourtant simples en apparence.
Une fois sorti du cadre des ope´rateurs autoadjoints, le spectre est un ob-
jet instable qui ne renferme plus l’ensemble des informations ne´cessaires a` la
compre´hension de l’ope´rateur (voir par exemple la section 1.2 concernant les
proble`mes d’e´volution associe´s). Seule une bonne connaissance de la re´solvante
peut permettre de re´pondre a` certaines questions relatives au comportement des
ope´rateurs ferme´s non-autoadjoints. La norme de la re´solvante s’ave`re en ge´ne´ral
difficile a` estimer, et il peut lui arriver de prendre de tre`s grandes valeurs meˆme
a` une distance importante du spectre de l’ope´rateur. La notion de pseudospectre
permet de rendre compte de cette situation. Si A de´signe un ope´rateur ferme´ de
domaine dense de´fini sur un espace de Hilbert H, la famille des pseudospectres
{σε(A)}ε>0 de A est de´finie par
σε(A) = σ(A)
⋃{
z ∈ ρ(A) : ‖(A− z)−1‖ > 1
ε
}
. (1.1.2)
Remarquons que d’apre`s l’ine´galite´ (1.1.1), le pseudospectre σε(A) d’un ope´rateur
autoadjoint est inclus dans l’ensemble {z ∈ C : d(z, σ(A)) ≤ ε} .
Comme nous l’avons observe´, ces objets, plus stables sous perturbation de
l’ope´rateur, sont plus adapte´s a` l’e´tude des ope´rateurs non-autoadjoints que
le seul spectre.
Le phe´nome`ne d’instabilite´ spectrale e´voque´ pre´ce´demment peut eˆtre mesure´
graˆce au pseudospectre. En effet, σε(A) peut aussi eˆtre de´fini comme la re´union
des spectres de toutes les perturbations de “taille” ε de l’ope´rateur A, comme
l’indique la caracte´risation suivante, version faible d’un the´ore`me duˆ a` Roch et
Silbermann [121] :
The´ore`me 1.1.2 (Roch-Silbermann)
σε(A) =
⋃
‖E‖≤ε
σ(A+ E) .
La question du pseudospectre peut donc eˆtre pose´e comme un proble`me d’es-
timation de re´solvante, mais aussi comme un proble`me de perturbation. Les
Figures 1.1 et 1.2 ci-dessus laissent ainsi deviner la forme du pseudospectre des
matrices conside´re´es.
Dans les sections qui suivent, nous aurons l’occasion de repre´senter le pseu-
dospectre de certains ope´rateurs diffe´rentiels non-autoadjoints.
Nous avons de´ja` mentionne´ les importantes conse´quences de l’instabilite´
spectrale dans le domaine de l’analyse nume´rique. Il semble que la notion de
pseudospectre ait e´te´ introduite dans ce contexte, il y a quelques anne´es, par L.
N. Trefethen (voir [134] pour une discussion sur ce point), mais ces objets ont
e´te´ conside´re´s, de fac¸on inde´pendante et sous diffe´rents noms, dans des publi-
cations ante´rieures.
Dans la section suivante, nous expliquons de quelle manie`re la forme du
pseudospectre peut eˆtre relie´e a` l’e´tude des proble`mes d’e´volution associe´s a` des
ope´rateurs non-autoadjoints.
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1.2 Pseudospectre et stabilite´ dans les proble`mes
d’e´volution
Dans cette section, nous nous inte´ressons au comportement des solutions du
proble`me d’e´volution associe´ a` un ope´rateur ferme´ A sur un espace de Hilbert
H : {
∂tu(t) +Au(t) = 0 ,
u(0) = u0 ∈ D(A) . (1.2.1)
Quand A est une matrice n × n , il s’agit d’un proble`me de Cauchy pour un
syste`me de n e´quations diffe´rentielles d’ordre 1. SiA est un ope´rateur diffe´rentiel,
avec par exemple H = L2(Ω), ou` Ω est un ouvert de Rn , (1.2.1) est une e´quation
aux de´rive´es partielles line´aire portant sur la fonction u(t) = u(x, t) , x ∈ Ω , et
avec donne´e initiale u0(x).
Nous commenc¸ons par donner quelques exemples formels permettant de com-
prendre la diffe´rence de comportement entre le cas autoadjoint et le cas non-
autoadjoint.
Si A est un ope´rateur autoadjoint, il est bien connu que le comportement asymp-
totique de la solution u(t) est de´termine´ par le bas du spectre de l’ope´rateur A,
λ1 = inf σ(A) .
Plus pre´cise´ment, la norme d’une solution u(t) dans H a une croissance expo-
nentielle quand t → +∞ , ou une de´croissance exponentielle selon le signe de
λ1 , de l’ordre de e
−λ1 t .
Le re´sultat ge´ne´ral concernant cette affirmation sera e´nonce´ plus loin (voir le
The´ore`me 1.2.2), mais nous pouvons de´ja` nous en convaincre dans le cas ou` A
est une matrice. En effet, si A est autoadjointe, alors d’apre`s le The´ore`me 1.1.1,
il existe une matrice unitaire P telle que A = PDP−1 , avec
D =

λ1 0 . . . 0
0 λ2
...
... λ3 0
0 . . . 0 λ4
 , {λ1 ≤ · · · ≤ λn} = σ(A) .
Le syste`me (1.2.1) devient alors, apre`s le changement de variable v(t) = P−1u(t) :
∀j = 1, . . . , n , v′j(t) = −λjvj(t) , v(0) = P−1u0 . (1.2.2)
On en de´duit que
‖u(t)‖ = ‖v(t)‖ ≤ Ce−λ1t‖u0‖ ,
quelle que soit la norme choisie sur Rn.
Si A n’est pas autoadjoint en revanche, la situation peut eˆtre plus complexe.
Tout d’abord, meˆme dans les cas ou` les solutions de (1.2.1) sont (exponentielle-
ment) asymptotiquement stables, c’est-a`-dire que ‖u(t)‖ tend (exponentielle-
ment vite) vers 0 quand t→ +∞ , il arrive que les solutions posse`dent un com-
portement transitoire, sur un intervalle de temps [0, t0], sur lequel ‖u(t)‖ croˆıt
rapidement avant d’entamer sa de´croissance. Par exemple, si A est une matrice
non-normale mais diagonalisable, on peut encore effectuer le changement de
variable v(t) = P−1u(t) , ou` P est la matrice de passage de A constitue´e d’une
base (e1, . . . , en) de vecteurs propres. La fonction v(t) ve´rifie encore (1.2.2), mais
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Figure 1.3 – Evolution de la norme ‖u(t)‖ de la solution du proble`me
d’e´volution associe´ a` la matrice (1.2.3), avec ‖u(0)‖ = 1 , sur une e´chelle line´aire
(a` gauche) et logarithmique (a` droite).
puisque la base (e1, . . . , en) n’est pas ne´cessairement orthonorme´e, on n’a pas
‖u(t)‖ = ‖v(t)‖ en ge´ne´ral. On a ainsi
u(t) =
n∑
j=1
e−λjtvj(0)ej ,
mais les coefficients vj(0) peuvent eˆtre grands meˆme si ‖u(0)‖ = 1 . Mark Em-
bree propose l’exemple suivant en guise d’illustration (voir aussi [107] et [108]) :
A =
(
1/2 −500
0 5
)
, u0 =
(
1
1
)
. (1.2.3)
Le comportement de ‖u(t)‖ en fonction du temps, repre´sente´ sur la Figure 1.3,
laisse clairement apparaˆıtre une forte croissance pour des temps petits, bien que
le syste`me soit stable a` l’infini. Cette croissance transitoire s’explique par le fait
que les vecteurs propres de A sont presque coline´aires : on peut par exemple
prendre e1 = (1, 0) et e2 = (1,−0.009).
Dans l’e´tude des proble`mes d’e´volution line´aires, la pre´sence d’un re´gime de
croissance transitoire avant que les solutions ne commencent a` de´croˆıtre n’est
pas toujours tre`s proble´matique dans la mesure ou`, le plus souvent, seul le
comportement des solutions en grand temps est conside´re´. Ce phe´nome`ne ne
suffit pas a` contredire une ine´galite´ de ce type, valable dans le cas des ope´rateurs
autoadjoints (ou normaux) :
∀t > 0 , ‖u(t)‖ ≤ C exp(− inf Reσ(A) t)‖u0‖ , (1.2.4)
pour peu que la constante C > 0 soit choisie suffisamment grande. En revanche,
dans l’e´tude de proble`mes non-line´aires (comme l’e´tude de l’e´quation
∂tψ −∆ψ = (1− |ψ|2)ψ ,
qui sera conside´re´e dans la section 1.6, par exemple), on cherche souvent a` com-
prendre le comportement des solutions en fonction du temps en s’appuyant sur
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les proprie´te´s du proble`me line´arise´. Dans le cas ou` les solutions de ce dernier
posse`dent un re´gime de croissance transitoire, les effets de la nonline´arite´ peu-
vent conduire a` un comportement instable pour le proble`me non-line´aire, meˆme
en grand temps. Sans entrer davantage dans les de´tails, mentionnons l’exemple
de l’e´quation de la chaleur non-line´aire,{
∂tu(x, t) = (h
2∂2x + h∂x)u(x, t) +
1
8u(x, t) + u(x, t)
p , (t, x) ∈ R+ × [−1, 1] ,
u(−1, t) = u(1, t) = 0 , t ∈ R+ ,
ou` h > 0 et p > 1 .
L’ope´rateur line´aire A = −h2∂2x−h∂x− 18 est stable avec un re´gime de croissance
transitoire, alors que les solutions u(x, t) du proble`me non-line´aire explosent ex-
ponentiellement vite quand t→ +∞ [69].
Par ailleurs, meˆme si les exemples pre´ce´dents ne suffisent pas a` la con-
tredire, l’ine´galite´ (1.2.4) n’est pas valable en toute ge´ne´ralite´, et il est possible
que les solutions de (1.2.1) ne soient pas asymptotiquement stables meˆme si
inf Reσ(A) > 0 . Leur comportement a` l’infini n’est donc pas de´termine´ par le
bas du spectre, mais par une autre quantite´ lie´e au pseudospectre de A et ap-
pele´e abscisse pseudospectrale de A, comme nous le verrons dans le The´ore`me
1.2.2 et dans l’e´galite´ (1.2.8). Nous prenons pour en te´moigner l’exemple de
Zabczyk [55]. On conside`re la matrice infinie
A =

J1
J2 (0)
. . .
(0) Jk
. . .
 , (1.2.5)
ou`, pour tout k ≥ 1 , Jk est un bloc de Jordan de taille k associe´ a` la valeur
propre 1 + ik :
Jk =

1 + ik 1 . . . 0
0 1 + ik
. . .
...
... 0
. . . 1
0 . . . 0 1 + ik
 ∈Mk(C) .
Il s’agit d’un ope´rateur non-borne´ agissant sur `2(N) , que nous pre´sentons ici
sans entrer dans la description de son domaine. On a clairement
inf Reσ(A) = 1 . Pourtant, la taille du pseudospectre autour de la valeur propre
1 + ik augmente avec k en raison de la de´ge´ne´rescence croissante des valeurs
propres, voir Figure 1.4. En raison de ce phe´nome`ne, on constate que les solu-
tions du proble`me d’e´volution (1.2.1) associe´ a` A ne sont pas stables.
Nous situons maintenant brie`vement le cadre mathe´matique ne´cessaire a`
l’e´tude du proble`me d’e´volution (1.2.1), ainsi que les re´sultats the´oriques per-
mettant de comprendre les particularite´s des exemples qui pre´ce`dent.
Le proble`me (1.2.1) est de´fini graˆce au semi-groupe engendre´ par l’ope´rateur
A . Un semi-groupe de contraction fortement continu (le plus souvent dans la
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suite, on parlera simplement de “semi-groupe de contraction”) est une famille
(S(t))t≥0 d’ope´rateurs borne´s sur l’espace de Hilbert H, avec
‖S(t)‖ ≤ 1 , ∀t > 0 ,
telle que l’application t 7→ S(t)x est continue sur R+ pour tout x ∈ H , et
ve´rifiant, pour tous t, s ∈ R+ , les relations
S(t+ s) = S(t) ◦ S(s) et S(0) = I .
On appelle ge´ne´rateur (infinite´simal) du semi-groupe (S(t))t≥0 l’ope´rateur ferme´
A de´fini sur le domaine
D(A) =
{
u ∈ H : S(t)u− u
t
a une limite quand t→ 0+
}
,
par
Au = lim
t→0+
S(t)u− u
t
.
Si u0 ∈ D(A), la fonction u(t) = S(t)u0 est alors solution du proble`me d’e´volution
(1.2.1).
Re´ciproquement, tout ope´rateur ferme´ n’est pas le ge´ne´rateur infinite´simal d’un
semi-groupe de contraction. On dit qu’un ope´rateur A est accre´tif si pour tout
u ∈ D(A) , Re 〈Au, u〉 ≥ 0 . Il est dit accre´tif maximal si de plus, il n’admet pas
d’extension accre´tive stricte. On a alors le the´ore`me suivant :
The´ore`me 1.2.1 L’ope´rateur A engendre un semi-groupe de contraction si et
seulement si il est accre´tif maximal.
On notera alors e−tA ce semi-groupe.
Pour plus de de´tails sur la the´orie des semi-groupes et des ope´rateurs accre´tifs,
nous renvoyons a` [56], [75] et [119].
Comme nous l’avons illustre´ avec les exemples qui pre´ce`dent, la vitesse de
de´croissance d’un semi-groupe de contraction n’est pas ne´cessairement de´termine´e
par le bas du spectre de son ge´ne´rateur, mais par une quantite´ lie´e au pseu-
dospectre de celui-ci. Bien que les deux notions co¨ıncident dans le cas des
ope´rateurs autoadjoints (ou normaux), la nuance est cruciale dans le cas ge´ne´ral.
Le the´ore`me suivant (voir [75]) pre´cise cette ide´e. Il s’agit du principal re´sultat
que nous utiliserons dans la suite de cette the`se quand nous e´tudierons des
proprie´te´s de semi-groupes.
The´ore`me 1.2.2 (Gearhardt-Pru¨ss) Soit A un ope´rateur accre´tif maximal
sur H. On suppose qu’il existe ω > 0 tel que
sup
Re z≤ω
‖(A− z)−1‖ < +∞ . (1.2.6)
Alors il existe une constante Mω > 0 telle que le semi-groupe e
−tA engendre´
par A ve´rifie, pour tout t > 0 ,
‖e−tA‖ ≤Mωe−ωt . (1.2.7)
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Figure 1.4 – Pseudospectre de la matrice (1.2.5) (a` gauche), et e´volution du
semi-groupe associe´ (a` droite).
Ce re´sultat peut eˆtre reformule´ en terme de pseudospectre (voir [75]). Si on note
ωˆ0(A) le taux de de´croissance de e−tA,
ωˆ0(A) = lim
t→+∞
1
t
log ‖e−tA‖ ,
et si, pour ε > 0, αˆε(A) de´signe l’abscisse pseudospectrale de A ,
αˆε(A) = inf Reσε(A) ,
alors le The´ore`me 1.2.2 peut eˆtre reformule´ par l’e´galite´ suivante :
ωˆ0(A) = − lim
ε→0
αˆε(A) . (1.2.8)
On a clairement
lim
ε→0
αˆε(A) = inf Reσ(A) ,
si A est un ope´rateur autoadjoint.
En revanche, dans l’exemple de la matrice (1.2.5), bien que inf Reσ(A) = 1 , la
Figure 1.4 semble indiquer que limε→0 αˆε(A) = 0 . Ceci explique pourquoi on
observe ‖e−tA‖ = 1 .
Le The´ore`me 1.2.2 ne donne aucune information sur la valeur de la constante
Mω. Dans la suite, lorsque nous conside`rerons des ope´rateurs de´pendant d’un
parame`tre, nous aurons pourtant besoin de controˆler cette constante par rapport
au parame`tre. Nous utiliserons pour cela une version pre´cise´e, quantitative, du
The´ore`me 1.2.2, donne´e dans [83].
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1.3 Pseudospectre et indices d’instabilite´
Dans cette section, nous associons a` chaque valeur propre isole´e d’un ope´rateur
ferme´, une quantite´ appele´e indice d’instabilite´ et destine´e a` mesurer l’instabilite´
de cette valeur propre sous perturbation de l’ope´rateur. L’e´tude des indices d’in-
stabilite´ occupera une place importante dans cette the`se, et les chapitres 2 et 3
sont principalement consacre´s a` ce sujet.
Soit A un ope´rateur ferme´ agissant sur l’espace de HilbertH et λ ∈ σ(A) une
valeur propre isole´e, de multiplicite´ finie. On peut alors conside´rer le projecteur
spectral Πλ associe´ a` λ (voir [40], The´ore`me 1.5.4), de´fini par la formule
Πλ =
1
2ipi
∫
γ
(z −A)−1dz , (1.3.1)
ou` γ est un lacet du plan complexe entourant une fois positivement la valeur
propre λ et aucun autre e´le´ment du spectre de A.
Ce projecteur est inde´pendant de γ avec ces proprie´te´s.
Si A est un ope´rateur autoadjoint, le projecteur Πλ est orthogonal et son image
est le sous-espace propre associe´ a` λ.
Dans le cas ge´ne´ral, on a toujours
‖Πλ‖ ≥ 1 ,
et l’image R(Πλ) de Πλ est le sous-espace caracte´ristique associe´ a` λ :
R(Πλ) =
⋃
k≥1
ker(A− λ)k. (1.3.2)
On de´finit alors simplement les indices d’instabilite´ de la fac¸on suivante :
De´finition 1.3.1 Soit A un ope´rateur ferme´ sur H et λ ∈ σ(A) isole´. L’indice
d’instabilite´ associe´ a` λ est
κ(λ) := ‖Πλ‖ ,
ou` Πλ est le projecteur spectral associe´ a` λ .
Dans cette the`se, nous nous inte´resserons principalement a` des cas ou` les pro-
jecteurs spectraux sont de rang 1, ou de manie`re e´quivalente (voir (1.3.2)) a` des
valeurs propres simples (c’est a` dire dont la multiplicite´ ge´ome´trique de´finie par
dim ker(A−λ) est e´gale a` 1) sans bloc de Jordan. Dans ce cas, nous disposerons
d’une expression explicite du projecteur spectral et de l’indice d’instabilite´ cor-
respondants [12] :
Proposition 1.3.2 Soit A un ope´rateur ferme´ sur l’espace de Hilbert H, et
λ ∈ σ(A) une valeur propre isole´e, de multiplicite´ finie. Soit Πλ le projecteur
spectral associe´ a` λ . Alors :
(i) On a le crite`re suivant pour l’absence de bloc de Jordan :
R(Πλ) = ker(A− λ)⇐⇒ ker(A− λ) ∩ ker(A∗ − λ¯)⊥ = {0} . (1.3.3)
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(ii) Supposons que Πλ est de rang 1. Soit uλ un vecteur propre associe´ a` λ, et
u∗λ un vecteur propre de A∗ associe´ a` la valeur propre λ¯. Alors,
Πλ =
〈 · , u∗λ〉
〈uλ, u∗λ〉
uλ , (1.3.4)
et
κ(λ) := ‖Πλ‖ = ‖uλ‖‖u
∗
λ‖
|〈uλ, u∗λ〉|
. (1.3.5)
Preuve : Supposons R(Πλ) = ker(A− λ).
On a alors e´galement R(Π∗λ) = ker(A∗ − λ¯), d’ou`
ker Πλ = (R(Π
∗
λ))
⊥ = ker(A∗ − λ¯)⊥ .
Or, ker(A− λ) ∩ ker Πλ = {0}, donc
ker(A− λ) ∩ ker(A∗ − λ¯)⊥ = {0} .
Re´ciproquement, supposons que ker(A − λ) 6= R(Πλ) , c’est-a`-dire
ker(A− λ) ( ker(A− λ)2 d’apre`s (1.3.2).
Soit v ∈ ker(A− λ)2 \ ker(A− λ) , et u = (A− λ)v ∈ ker(A− λ) \ {0} . Alors,
pour tout u∗ ∈ ker(A∗ − λ¯) , on a
〈u, u∗〉 = 〈v, (A∗ − λ¯)u∗〉 = 0 ,
d’ou` u ∈ ker(A− λ) ∩ ker(A∗ − λ¯)⊥ \ {0}, ce qui prouve le point (i).
On se place maintenant sous les hypothe`ses du point (ii).
Pour tout f ∈ L2(R) , il existe α(f) ∈ C tel que Πλf = α(f)uλ . Prenant le
produit scalaire avec u∗λ , on trouve
α(f) =
〈f, u∗λ〉
〈uλ, u∗λ〉
,
d’ou` (1.3.4).
On en de´duit l’ine´galite´
‖Πλ‖ ≤ ‖uλ‖‖u
∗
λ‖
|〈uλ, u∗λ〉|
,
puis l’e´galite´ en conside´rant Πλu
∗
λ . 
L’une des raisons qui nous conduiront a` e´tudier les indices d’instabilite´ as-
socie´s aux valeurs propres d’un ope´rateur est que leur valeur est lie´e a` la taille
du pseudospectre entourant la valeur propre correspondante.
En effet, notons σ
(λ)
ε la composante connexe de σε(A) contenant la valeur propre
isole´e λ, et supposons pour se fixer les ide´es que celle-ci est borne´e et ne con-
tient aucun autre e´le´ment de σ(A). Conside´rons n’importe quel lacet du plan
complexe γ entourant σ
(λ)
ε et n’entourant aucun e´le´ment de σε(A) \ σ(λ)ε , ne
rencontrant pas σε(A). Compte tenu de l’expression (1.3.1) on a alors [12], si
|γ| de´signe la longueur de γ,
κ(λ) ≤ 1
2pi
∫
γ
‖(A− z)−1‖dz ≤ 1
2piε
|γ| ,
26 CHAPITRE 1. INTRODUCTION
c’est-a`-dire
|γ| ≥ 2piεκ(λ) . (1.3.6)
Autrement dit, le pe´rime`tre de σ
(λ)
ε croˆıt au moins aussi vite que κ(λ) .
Dans le cas de la dimension finie au moins, le roˆle des indices κ(λ) dans la
description du pseudospectre apparaˆıt de fac¸on plus flagrante encore.
Si A ∈ Mn(C) est une matrice diagonalisable a` valeurs propres distinctes,
Embree et Trefethen montrent dans [134] que le pseudospectre est assez bien
approche´ par des disques de rayon εκ(λ) autour des valeurs propres.
Plus pre´cise´ment, quand ε→ 0, on a⋃
λ∈σ(A)
D(λ, εκ(λ) +O(ε2)) ⊂ σε(A) ⊂
⋃
λ∈σ(A)
D(λ, εκ(λ) +O(ε2)) . (1.3.7)
La question de la validite´ de ces inclusions dans le cas de la dimension infinie
sera discute´e dans l’Annexe A.
Les indices d’instabilite´ d’un ope´rateur A donnent e´galement des informa-
tions importantes sur la famille de ses fonctions propres, notamment lorsqu’on
cherche a` de´terminer si cette dernie`re posse`de les proprie´te´s d’une base. Meˆme
dans les cas ou` l’ope´rateur n’admet pas de base hilbertienne de fonctions propres,
on peut en effet chercher a` savoir si les fonctions propres posse`dent certaines
proprie´te´s plus faibles permettant de de´composer un vecteur u ∈ H quelconque
suivant les espaces propres de A . Dans cette the`se, on s’inte´ressera par exemple
a` la proprie´te´ de base de Riesz. Une famille (un)n≥1 ∈ HN est appele´e base de
Riesz si c’est une famille totale de H et s’il existe C > 0 tel que, pour tout
φ ∈ H,
C−1
+∞∑
n=1
|〈φ, un〉|2 ≤ ‖φ‖2 ≤ C
+∞∑
n=1
|〈φ, un〉|2 . (1.3.8)
On a alors le re´sultat suivant (voir [106]) :
Proposition 1.3.3 Soit A un ope´rateur ferme´ sur H . Supposons que
sup
λ∈σd(A)
κ(λ) = +∞ ,
ou` σd(A) de´signe le spectre discret de A . Alors il n’existe pas de base de Riesz
forme´e de fonctions propres de A .
Dans les chapitres 2 et 3, nous e´tudions les indices d’instabilite´ associe´s aux
valeurs propres λn d’ope´rateurs de Schro¨dinger non-autoadjoints, a` re´solvante
compacte, en dimension 1 . Plus pre´cise´ment, nous de´terminons le comportement
asymptotique de κ(λn) quand |λn| → +∞ , et nous e´tendons les re´sultats de
[41] et [45].
1.4 Mode`les non-autoadjoints en dimension 1 :
oscillateurs anharmoniques et ope´rateurs
PT -syme´triques
Dans cette section, nous pre´sentons les ope´rateurs conside´re´s dans les chapitres
2 et 3. Il s’agit d’ope´rateurs diffe´rentiels mode`les dont l’e´tude permet de mettre
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en e´vidence la majorite´ des phe´nome`nes pseudospectraux mentionne´s dans les
sections pre´ce´dentes. Certains de ces mode`les apparaissent naturellement dans
une grande varie´te´ de proble`mes, comme nous le verrons dans les chapitres 4 et 5,
qui abordent des questions plus ge´ne´rales ou issues de domaines mathe´matiques
plus e´loigne´s, et dans lesquels ces mode`les jouent un roˆle central.
1.4.1 L’ope´rateur d’Airy complexe
L’ope´rateur d’Airy complexe − d2dx2 + ix, en de´pit de sa forme tre`s simple,
est un mode`le non-autoadjoint fondamental qui interviendra tout au long de
cette the`se. Il a e´te´ e´tudie´ dans [76, 101, 23]. Cet ope´rateur doit son nom a`
l’ope´rateur d’Airy standard − d2dx2 + x , dont une solution fondamentale est la
ce´le`bre fonction d’Airy Ai , introduite par G. B. Airy dans ses travaux sur les
proprie´te´s de la lumie`re [3]. Cette fonction jouera aussi un roˆle important dans
l’e´tude de la version non-autoadjointe de l’ope´rateur, voir le chapitre 2.
Dans cette sous-section, nous rappelons les principales proprie´te´s de l’ope´rateur
d’Airy complexe. Elles nous seront utiles par la suite. Dans les sections 1.6
et 1.7, nous donnerons des exemples de proble`mes dans lesquels cet ope´rateur
intervient.
Rappels sur l’ope´rateur d’Airy complexe sur R
Dans ce paragraphe, on rappelle quelques re´sultats issus de [76] et [101].
On de´finit l’ope´rateur d’Airy complexe A sur R comme la fermeture de{ A0 = D2x + ix ,
D(A0) = C∞0 (R) .
On peut ve´rifier que son domaine est
D(A) = H2(R) ∩ L2(R;x2dx) , (1.4.1)
qui s’injecte de fac¸on compacte dans L2(R).
A est donc a` re´solvante compacte. De plus, en conjuguant A par l’ope´rateur de
translation Tν : u(x) 7→ u(x − ν), ν ∈ R, on constate que, si λ ∈ σ(A), alors
λ − iν ∈ σ(A) pour tout ν ∈ R. Par conse´quent, le spectre de A est soit vide,
soit constitue´ de droites paralle`les a` l’axe imaginaire. Puisqu’il est par ailleurs
discret par compacite´ de la re´solvante, on a
σ(A) = ∅ .
L’ope´rateur A est accre´tif maximal, il engendre donc un semi-groupe de con-
traction e−tA d’apre`s le The´ore`me 1.2.1. La transforme´e de Fourier Fe−tAF−1
du semi-groupe engendre´ par A est donne´e par l’e´tude du proble`me de Cauchy
∂tû+ ξ
2û+ ∂ξû = 0 , û(0, ·) = v̂ ,
dont la solution est û(t, ξ) = exp(−ξt + ξt2 − t3/3)v̂(ξ − t). Une e´tude de la
fonction ξ 7→ −ξt+ ξt2 − t3/3 (a` t fixe´) montre donc que
∀t > 0, ‖e−tA‖ = e−t3/12 . (1.4.2)
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En utilisant la formule
(A− λ)−1 =
∫ +∞
0
e−t(A−λ)dt , (1.4.3)
qui relie le semi-groupe d’un ope´rateur a` sa re´solvante (voir [56]), on peut alors
montrer [101] que, pour tout λ tel que Reλ ≥ 0 ,
∃C1, C2 ≥ 0 , C1|Reλ|−1/4e 43 (Reλ)3/2 ≤ ‖(A− λ)−1‖ ≤ C2|Reλ|−1/4e 43 (Reλ)3/2 .
(1.4.4)
Remarquons qu’un re´sultat plus pre´cis a e´te´ obtenu par William Bordeaux-
Montrieux [23].
L’ope´rateur d’Airy complexe sur R+
Nous nous inte´resserons e´galement aux re´alisations de Dirichlet et de Neu-
mann de l’ope´rateur d’Airy complexe sur R+ .
On de´finit la re´alisation de Dirichlet AD de l’ope´rateur − d2dx2 + ix sur R+ a`
partir de la forme sesquiline´aire
a(u, v) = −
∫ +∞
0
u′′(x)v(x)dx+ i
∫ +∞
0
xu(x)v(x)dx+
∫ +∞
0
u(x)v(x)dx ,
(1.4.5)
de´finie sur le domaine de forme
V = {u ∈ H10 (R+) : x1/2u ∈ L2(R+)} .
La forme a est coercive ; le the´ore`me de Lax-Milgram permet alors de de´finir
l’ope´rateur AD par
a(u, v) = 〈ADu, v〉 , ∀v ∈ V , (1.4.6)
sur le domaine
D(AD) = {u ∈ H10 (R+), x1/2u ∈ L2(R+), (D2x + ix)u ∈ L2(R+)} . (1.4.7)
Il s’agit d’un ope´rateur a` re´solvante compacte, son spectre est donc discret.
Nous donnerons plus d’informations sur l’ope´rateur AD dans le chapitre 2, mais
nous rappelons de´ja` le re´sultat suivant, e´nonce´ et de´montre´ dans [7], qui de´crit
ses e´le´ments propres.
The´ore`me 1.4.1 Le spectre de AD est constitue´ des λj = −e ipi3 µj ,
ou` · · · < µj+1 < µj < · · · < µ1 < 0 sont les ze´ros de la fonction d’Airy Ai .
Une famille de fonctions propres un associe´es aux λn est donne´e par
un = Ai(e
ipi
6 x+ µn) , (1.4.8)
et cette famille est totale dans L2(R+) .
On a par ailleurs l’estimation de re´solvante suivante, voir [76] :
Proposition 1.4.2 Pour tout ω < |µ1|/2, ou` µ1 est le premier ze´ro de la fonc-
tion Ai, il existe une constante Cω > 0 telle que
sup
Re z≤ω
‖(AD − z)−1‖ ≤ Cω . (1.4.9)
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Figure 1.5 – Pseudospectre de l’ope´rateur − d2dx2 + ix sur R+.
Cette estimation permet notamment d’appliquer le The´ore`me de Gearhardt-
Pru¨ss 1.2.2, et nous sera utile aux chapitres 4 et 5.
Nous montrerons dans le The´ore`me 2.1.1 que le spectre de AD est tre`s in-
stable. La Figure 1.5, qui repre´sente son pseudospectre pour diffe´rentes valeurs
de ε, en est une illustration.
Dans la suite, nous conside´rerons une version le´ge`rement plus ge´ne´rale de
l’ope´rateur AD :
AD(1, θ) = − d
2
dx2
+ eiθx , |θ| < 3pi
4
. (1.4.10)
Nous nous inte´resserons e´galement a` sa re´alisation de Neumann AN (1, θ). Plus
pre´cise´ment, nous de´montrerons le re´sultat suivant :
The´ore`me 1.4.3 On note (κDn (1, θ))n≥1 (resp. (κ
N
n (1, θ))n≥1) les indices d’in-
stabilite´ de la re´alisation de Dirichlet (resp. de Neumann) de l’ope´rateur
− d
2
dx2
+ eiθx (1.4.11)
sur R+, avec 0 < |θ| < 3pi/4 .
Alors, il existe des suites re´elles (αj(θ))j≥1 et (βj(θ))j≥1 telles que
κDn (1, θ) ∼
n→+∞
K(θ)√
n
exp (C(θ)(n− 1/4))
1 + +∞∑
j=1
αj(θ)n
−j
 , (1.4.12)
et
κNn (1, θ) ∼
n→+∞
K(θ)√
n
exp (C(θ)(n− 3/4))
1 + +∞∑
j=1
βj(θ)n
−j
 , (1.4.13)
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ou`
C(θ) = 2pim
3/2
θ | sin θ| et K(θ) =
(
2
√
3| sin θ|m1/4θ
)−1
,
avec
mθ =
√
1 +
sin2(2θ/3)
sin2 θ
− 2cos(θ/3) sin(2θ/3)
sin θ
> 0 .
1.4.2 L’ope´rateur de Davies et les oscillateurs anharmoniques
complexes
Un autre exemple fondamental d’ope´rateur diffe´rentiel non-autoadjoint est
donne´ par l’oscillateur harmonique complexe, souvent appele´ ope´rateur de Davies,
construit de la meˆme fac¸on que l’ope´rateur d’Airy complexe a` partir de l’oscilla-
teur harmonique autoadjoint standard. Il est souvent de´fini comme l’ope´rateur
agissant sur L2(R) par
Hc = − d
2
dx2
+ cx2, (1.4.14)
ou` c est une constante complexe ve´rifiant Re c > 0 , Im c > 0 .
Selon les re´fe´rences, on conside`re aussi parfois le cas c = i, et c’est effectivement
l’ope´rateur Hc=i qui interviendra dans les chapitres 4 et 5 de cette the`se. Cet
ope´rateur a e´te´ introduit par E. B. Davies [43, 44, 41, 45] qui lui a donne´ le statut
d’exemple mode`le dans l’e´tude pseudospectrale des ope´rateurs non-autoadjoints.
De nombreux travaux en ont de´coule´ [144], [24], [116], qui ont abouti a` une
compre´hension de plus en plus pre´cise de ses proprie´te´s pseudospectrales. Ainsi,
apre`s avoir montre´ que ses indices d’instabilite´ posse`dent une croissance super-
polynomiale dans [41], E. B. Davies a de´termine´ avec Kuijlaars [45] leur taux de
croissance exponentielle, voir (1.4.19) et (1.4.20) ci-dessous. Par ailleurs, Boul-
ton et Pravda-Starov [24], [116] ont e´tudie´ la forme ge´ne´rale du pseudospec-
tre de Hc et pre´cise´ les directions asymptotiques de la frontie`re de σε(Hc).
De ces e´tudes de´coule en particulier l’estimation suivante sur la re´solvante de
l’ope´rateur Hi = − d2dx2 + ix2 , que nous utiliserons dans les chapitres 4 et 5 et
qui permet d’appliquer le The´ore`me de Gearhardt-Pru¨ss 1.2.2 :
Pour tout ω <
√
2/2 , il existe Cω > 0 tel que
sup
Re z≤ω
‖(Hi − z)−1‖ ≤ Cω . (1.4.15)
Nous renvoyons e´galement a` la preuve directe de cette estimation propose´e dans
[75].
A l’heure qu’il est, l’ope´rateur de Davies continue a` servir d’ope´rateur de re´fe´rence,
et de nombreux exemples ont e´te´ construits a` partir de celui-ci pour illustrer
de diverses manie`res les phe´nome`nes non-autoadjoints. Nous l’avons rencontre´
a` de nombreuses reprises au cours de ce travail, dans des proble`mes de the´orie
du controˆle (voir le chapitre 5) comme dans l’e´tude semi-classique d’ope´rateurs
plus ge´ne´raux de la forme −h2∆+ iV , ou` V est a` valeurs re´elles (voir le chapitre
4).
Dans le chapitre 2, nous nous inte´ressons comme dans [41] a` une famille plus
ge´ne´rale d’oscillateurs anharmoniques
A(m, θ) = − d
2
dx2
+ eiθ|x|m , (1.4.16)
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avec
|θ| < min
{
(m+ 2)pi
4
,
(m+ 2)pi
2m
}
. (1.4.17)
Ces ope´rateurs agissant sur L2(R) sont de´finis dans [41] en conside´rant la fer-
meture de la forme quadratique associe´e, qui est sectorielle si θ ve´rifie (1.4.17).
D’apre`s [41], le spectre de A(m, θ) est constitue´ de valeurs propres discre`tes,
simples, que l’on classera dans l’ordre de module croissant et que l’on notera
(λn(m, θ))n≥1 . Les projecteurs spectraux Πn associe´s sont de rang 1, et on
de´finit comme dans la section 1.3 les indices d’instabilite´
κn(m, θ) := ‖Πn‖ . (1.4.18)
Nous utiliserons alors de manie`re cruciale l’expression donne´e par (1.3.4) pour
de´terminer le comportement asymptotique de la suite (κn(m, θ))n≥1 .
Rappelons que E. B. Davies a montre´ dans [41] et [42] que κn(m, θ) croˆıt plus
vite que toute puissance de n pour tout oscillateur anharmonique : pour tout
m ∈]0,+∞[ et θ ve´rifiant (2.1.2), pour tout α > 0, on a
κn(m, θ) ≥ nα , (1.4.19)
pour n suffisamment grand.
Ce re´sultat a e´te´ pre´cise´ dans le cas m = 2 de l’oscillateur harmonique com-
plexe, puisque E. B. Davies et A. Kuijlaars montrent dans [45] que κn(2, θ) croˆıt
exponentiellement quand n→ +∞ , avec un taux donne´ explicitement. Ainsi, il
existe c(θ) tel que
lim
n→+∞
1
n
log κn(2, θ) = c(θ) . (1.4.20)
Notre travail dans le chapitre 2 consistera a` prouver que ce dernier re´sultat
s’e´tend aux oscillateurs anharmoniques pairs A(2k, θ), k ≥ 1. Nous obtien-
drons en fait des informations plus pre´cises sur les indices d’instabilite´ de ces
ope´rateurs quand n → +∞, puisque nous en de´terminerons un de´veloppement
asymptotique a` tout ordre en puissances de n−1. Plus pre´cise´ment, nous de´montrerons
le re´sultat suivant :
The´ore`me 1.4.4 Soit k ∈ N∗ et θ tel que 0 < |θ| < (k+1)pi2k . Si κn(2k, θ)
de´signe le n-e`me indice d’instabilite´ de l’ope´rateur
A(2k, θ) = − d
2
dx2
+ eiθx2k , (1.4.21)
alors il existe K(2k, θ) > 0 et une suite (Cj(2k, θ))j≥1 tels que
κn(2k, θ) ∼
n→+∞
K(2k, θ)√
n
eck(θ)n
1 + +∞∑
j=1
Cj(2k, θ)n−j
 , (1.4.22)
avec
ck(θ) =
2(k + 1)
√
piΓ
(
k+1
2k
)
ϕk(xθ,k)
Γ
(
1
2k
) , (1.4.23)
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ou`
xθ,k =
(
tan(|θ|/(k + 1))
sin(k|θ|/(k + 1)) + cos(k|θ|/(k + 1)) tan(|θ|/(k + 1))
) 1
2k
(1.4.24)
ϕk(ξ) = Im
∫ ξei θ2(k+1)
0
(1− t2k)1/2dt . (1.4.25)
Dans la section D.1 de l’annexe D, nous ve´rifions que les de´veloppements (1.4.12),
(1.4.13) et (1.4.22) restent valables pour de´crire les indices d’instabilite´ de ces
ope´rateurs lorsqu’on les de´finit sur n’importe quel espace Lp, p ∈]1,+∞[ .
Signalons que la me´thode utilise´e au chapitre 2 pour de´montrer le
the´ore`me 1.4.4 peut eˆtre utilise´e pour obtenir un e´quivalent au premier ordre
quand n→ +∞ de κn(m, θ) pour tout m ∈ [1,+∞[ , sans se limiter aux cas m =
1 de l’ope´rateur d’Airy complexe ou m pair du the´ore`me pre´ce´dent. Ne´anmoins,
a` notre connaissance, pour m ∈ [1,+∞[ quelconque, aucun de´veloppement
asymptotique complet analogue a` (2.3.23) n’a e´te´ donne´ concernant le spec-
tre des re´alisations de Dirichlet et de Neumann de l’ope´rateur − d2dx2 + xm sur
R+. Pour cette raison, nous n’avons pas e´te´ capable jusque la` de de´terminer un
de´veloppement asymptotique analogue a` (1.4.22) pour tout m ∈ [1,+∞[. Nous
conjecturons en revanche qu’un tel de´veloppement existe, et nous renvoyons ce
proble`me a` des conside´rations ulte´rieures.
D’apre`s la Proposition 1.3.3, une telle croissance des indices d’instabilite´
indique que la famille des fonctions propres de A(m, θ) ne constitue pas une
base, meˆme en un sens faible. Nous de´montrerons ne´anmoins qu’il s’agit de
familles totales de l’espace L2 :
The´ore`me 1.4.5 Pour m = 1 , |θ| < 2pi/3 , ou m = 2k, k ≥ 1, et θ ve´rifiant
(2.1.2), les fonctions propres de A(m, θ) forment une famille totale de l’espace
L2(R).
La Figure 1.6, re´alise´e a` l’aide d’un code inspire´ de [133], repre´sente les
bords du pseudospectre de quelques oscillateurs anharmoniques (1.4.16) pour
certaines valeurs de ε. L’ine´galite´ (1.3.6) et l’inclusion (1.3.7) (voir aussi l’annexe
A) semblent indiquer que la question de la croissance des indices d’instabilite´
est lie´e a` l’e´tude de la taille, en fonction de ε, des petits disques que l’on voit
apparaˆıtre autour des premie`res valeurs propres sur les simulations.
1.4.3 Ope´rateurs PT -syme´triques
En me´canique quantique, l’e´tat d’un syste`me, ses niveaux d’e´nergie et son
e´volution dans le temps sont de´termine´s par un ope´rateur H appele´ hamiltonien.
Cette the´orie est baˆtie sur un certain nombre d’axiomes fondamentaux, dont la
plupart sont impose´s par des phe´nome`nes physiques. Par exemple, le fait que
le spectre de H, qui repre´sente les niveaux d’e´nergie du syste`me, doit eˆtre re´el,
est une hypothe`se naturelle du point de vue physique. L’e´volution de l’e´tat
d’un syste`me quantique e´tant de´crite par les solutions ψ(t, x) = eitHψ0(x) de
l’e´quation de Schro¨dinger associe´e au hamiltonien H, il est e´galement naturel
d’imposer a` l’ope´rateur d’e´volution eitH d’eˆtre unitaire, c’est-a`-dire ‖eitH‖ = 1
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Figure 1.6 – Pseudospectres des oscillateurs harmonique et quartique com-
plexes (k = 1 et k = 2 respectivement).
pour tout t ∈ R. En effet, les solutions ψ(t, x) repre´sentant la densite´ de prob-
abilite´ de pre´sence d’une particule quantique au temps t, il est indispensable
que leur norme soit pre´serve´e dans le temps. Pour ces raisons, les physiciens
supposent assez syste´matiquement que l’ope´rateur H est autoadjoint, ce qui
garantit ces proprie´te´s. Ne´anmoins, selon C. M. Bender [18], cette hypothe`se
n’est pas re´ellement justifie´e du point de vue de la physique, et n’est adopte´e
qu’afin de garantir les axiomes physiques d’e´nergies re´elles et d’e´volution uni-
taire. Selon certains physiciens, il serait donc possible de donner un sens, dans le
cadre de la me´canique quantique, a` des the´ories faisant intervenir des ope´rateurs
non-autoadjoints, pour peu que leur spectre soit re´el et leur e´volution dans le
temps unitaire.
Ainsi, depuis quelques anne´es, physiciens et mathe´maticiens ont cherche´ a` rem-
placer la syme´trie propre aux ope´rateurs autoadjoints par un autre type de
syme´trie dans l’espace-temps, plus faible, appele´e PT -syme´trie. Pour de´finir les
ope´rateurs PT -syme´triques, on se place dans l’espace de Hilbert L2(Rn), n ≥ 1.
On note P l’ope´rateur de parite´
P : u(x) 7→ u(−x) ,
et T l’ope´rateur d’inversion temporelle
T : u(x) 7→ u(x)
(la conjugaison par T transforme formellement t en −t dans le terme d’e´volution
i∂t de l’e´quation de Schro¨dinger).
De´finition 1.4.6 L’ope´rateur A est PT -syme´trique si
[PT ,A] = 0 .
Un grand nombre de travaux ont e´te´ consacre´s a` cette recherche de proprie´te´s
mathe´matiques communes aux ope´rateurs autoadjoints et PT -syme´triques : pro-
prie´te´s spectrales, pseudospectrales, et proprie´te´s des fonctions propres. Si cer-
taines analogies peuvent effectivement eˆtre constate´es, notamment la re´alite´ du
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spectre dans certains cas, nous verrons que la proprie´te´ de PT -syme´trie ne per-
met pas a` elle seule d’assurer les bonnes proprie´te´s physiques attendues.
Les ope´rateurs de Schro¨dinger constituent e´videmment le premier cas d’e´tude.
Dans ce cas, l’ope´rateur −∆ +V est PT -syme´trique si et seulement si le poten-
tiel ve´rifie V (−x) = V (x) , pour tout x ∈ R . L’un des mode`les de base pour de
tels ope´rateurs est l’oscillateur cubique complexe Aα, qui fera l’objet du chapitre
3 de cette the`se. Il s’agit de l’ope´rateur de´fini sur L2(R) par
Aα = − d
2
dx2
+ ix3 + iαx , α ∈ R . (1.4.26)
Il est clair que Aα est PT -syme´trique quand α est re´el.
L’oscillateur cubique complexe Aα, ainsi que ses variantes (le potentiel x2 + ix3,
par exemple), ont fait l’objet d’un inte´reˆt particulier au cours des dernie`res
de´cennies (voir [28, 31, 20, 46, 47, 48, 124, 135, 136, 29, 18, 73, 97]). Ces travaux
ont souvent e´te´ motive´s par la conjecture de Bessis-Zinn-Justin, dont les sim-
ulations nume´riques avaient laisse´ deviner que le spectre de l’ope´rateur anhar-
monique impair H = − d2dx2 + x2 + ix3 e´tait re´el. Certains travaux de Caliceti,
Graffi et Maioli [28], [31] ont e´te´ consacre´s a` cet ope´rateur, plus pre´cise´ment a` la
famille d’ope´rateurs Hβ = − d2dx2 +x2 +βx2n+1 (β ∈ C) . Plus tard, la conjecture
de Bessis-Zinn-Justin a e´te´ prouve´e par Shin [124] (voir aussi [46],[47]), dont
le re´sultat, qui porte plus ge´ne´ralement sur les ope´rateurs PT -syme´triques a`
potentiels polynomiaux, entraˆıne en particulier :
The´ore`me 1.4.7 Pour tout α ≥ 0 , on a σ(Aα) ⊂ R .
Les proprie´te´s du spectre de Aα sont moins connues pour les valeurs ne´gatives
du parame`tre α. Des simulations nume´riques (voir [46], [47], [48]) reproduites
sur la figure 1.7 semblent indiquer que, pour tout n ≥ 1, il existe une valeur
critique αcritn < 0 du parame`tre telle que λn(α) est re´el pour α > α
crit
n . Pour
α = αcritn , λn(α
crit
n ) croiserait une valeur propre conse´cutive pour former en-
suite, pour α < αcritn , une paire complexe conjugue´e situe´e en dehors de l’axe
re´el. En ce qui concerne l’e´tude a` α fixe´ des grandes valeurs propres que nous
effectuons dans le chapitre 3, la conjecture voudrait que, pour tout α < 0 fixe´,
les valeurs propres λn(α) soient toutes re´elles a` partir d’un certain rang Nα , ou`
Nα → +∞ quand α→ −∞ (voir Figure 1.7).
L’oscillateur cubique tel qu’il est pre´sente´ dans cette the`se a e´galement e´te´
e´tudie´ dans [48] et [135]. Mentionnons e´galement [73] qui conside`re une pertur-
bation quadratique du potentiel cubique ix3.
Par ailleurs, Bender et d’autres auteurs ont e´tudie´ plusieurs ope´rateurs PT -
syme´triques, notamment − d2dx2 + m2x2 − (ix)N avec N > 0 [20], dont le cas
m = 0 et N = 3 correspond a` l’oscillateur cubique e´tudie´ ici avec α = 0 .
Enfin, le re´cent article [97] prend l’exemple de l’ope´rateur Aα pour re´pondre
par la ne´gative a` certaines questions concernant la possibilite´ de donner un sens
physique aux ope´rateurs PT -syme´triques, voir le The´ore`me 1.4.10 ci-apre`s.
Les travaux portant sur les ope´rateurs PT -syme´triques ne se limitent pas
au seul oscillateur cubique. Par exemple, des crite`res pour l’existence ou la
non-existence de valeurs propres en dehors de l’axe re´el ont e´te´ formule´s dans
[29], dans le cas de certaines perturbations PT -syme´triques d’ope´rateurs de
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Figure 1.7 – Parties re´elles des valeurs propres de Aα en fonction de α.
Schro¨dinger autoadjoints. Nous consacrons une partie de l’Annexe D a` l’e´tude
de cette situation. D’autres crite`res concernant des questions similaires sont
donne´s dans [30].
Signalons e´galement le travail de Borisov et Krejcirik [22], ou` le caracte`re PT -
syme´trique des ope´rateurs non-autoadjoints e´tudie´s provient du choix des con-
ditions aux bords. Plus pre´cise´ment, ils conside`rent le guide d’onde Hα sur
Ω = R×]0, d[ de´fini par {
Hαψ = −∆ψ sur Ω ,
∂2ψ + iαψ = 0 sur ∂Ω ,
ou` la fonction α est borne´e et a` valeurs re´elles.
Dans certains cas ou` α peut eˆtre conside´re´ comme perturbation d’une constante
α0, les auteurs donnent des crite`res assurant que le spectre essentiel ou ponctuel
est re´el.
Bien que la proprie´te´ de spectre re´el, rencontre´e dans de nombreux cas
d’ope´rateurs PT -syme´triques, soit surprenante pour un ope´rateur non-autoadjoint,
elle ne permet e´videmment pas d’e´tablir une ve´ritable analogie entre ope´rateurs
PT -syme´triques et ope´rateurs autoadjoints. Les notions d’ope´rateur quasi-hermitien
et d’ope´rateur me´trique associe´ a` un ope´rateur non-autoadjoint ont e´te´ intro-
duites (voir [97] et les re´fe´rences qu’il contient) pour de´signer des ope´rateurs
similaires, en un certain sens, a` des ope´rateurs autoadjoints. On s’appuie sur
[97] dans la suite de cette section.
De´finition 1.4.8 L’ope´rateur A est dit quasi-hermitien s’il existe un ope´rateur
Θ positif et borne´ tel que
ΘD(A∗) ⊂ D(A) ,
et
∀ψ ∈ D(A) , ΘAψ = A∗Θψ . (1.4.27)
Θ est alors appele´ ope´rateur me´trique associe´ a` A .
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L’existence d’un ope´rateur me´trique borne´ Θ ve´rifiant (1.4.27) n’implique pas
en ge´ne´ral que A posse`de des proprie´te´s spectrales (ou pseudospectrales) com-
parables a` celles d’un ope´rateur autoadjoint. C’est ce que nous allons constater
dans le cas de l’oscillateur cubique Aα.
En revanche, dans le cas ou` Θ a la proprie´te´ supple´mentaire d’eˆtre inversible et
d’inverse borne´, les conse´quences de (1.4.27) sont nombreuses. Nous les re´sumons
dans la proposition suivante :
Proposition 1.4.9 Soit A tel qu’il existe un ope´rateur Θ positif, borne´, in-
versible et d’inverse borne´ ve´rifiant (1.4.27). Alors :
(i) Le spectre de A est re´el.
(ii) Le pseudospectre de A est trivial en ce sens qu’il existe R > 0 tel que, pour
tout z ∈ ρ(A) , on a
‖(A− z)−1‖ ≤ R|Im z| . (1.4.28)
De plus, R ≤ ‖√Θ‖‖
√
Θ−1‖ .
(iii) Supposons que A soit un ope´rateur a` re´solvante compacte et a` valeurs pro-
pres simples, et soit (un)n≥1 la famille des fonctions propres normalise´es
de A . Supposons de plus que la famille (un)n≥1 soit totale dans H . Alors
c’est une base de Riesz.
Rappelons que la famille (un)n≥1 est une base de Riesz si (1.3.8) est ve´rifie´e.
En contredisant les points (ii) et (iii) de cette proposition, Krejcirik et Siegl
montrent dans [97] le the´ore`me suivant :
The´ore`me 1.4.10 Pour tout α ∈ R, l’ope´rateur Aα est quasi-hermitien, mais
il n’existe pas de pas de me´trique Θ borne´e et d’inverse borne´ ve´rifiant (1.4.27).
Ce re´sultat met fin a` l’espoir de mettre en place une the´orie quantique qui s’ap-
pliquerait aux ope´rateurs PT -syme´triques ou quasi-hermitiens en toute ge´ne´ralite´ ;
la condition Θ inversible, d’inverse borne´, est en effet essentielle dans cette op-
tique.
Au chapitre 3, nous chercherons e´galement a` comprendre les proprie´te´s du
pseudospectre et des fonctions propres de l’ope´rateurAα, en de´terminant comme
dans les The´ore`mes 1.4.3 et 1.4.4 le comportement asymptotique de ses indices
d’instabilite´. Plus pre´cise´ment, nous montrerons le re´sultat suivant :
The´ore`me 1.4.11 Pour tout α ≥ 0, on a
lim
n→+∞
1
n
log κn(α) =
pi√
3
. (1.4.29)
Le The´ore`me 1.4.11 et la Proposition 1.3.3 permettent de retrouver l’absence
d’ope´rateur me´trique d’inverse borne´ dans le cas α ≥ 0 . C’est en effet imme´diat
a` ve´rifier dans ce cas : on peut choisir les fonctions propres (uαn)n≥1 de Aα telles
que, pour tout n,m ≥ 1 , 〈uαn, uαm〉 = δn,m, et on a alors κn(α) = ‖uαn‖2 d’apre`s
la Proposition 1.3.2. En conside´rant la suite φn = uαn , on a donc
‖φn‖2 = κn(α)→ +∞ et
+∞∑
j=1
|〈φn, uj〉|2 = 1 ,
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Figure 1.8 – Pseudospectre de l’oscillateur cubique complexe pour α = 0 .
ce qui contredit (1.3.8).
La ge´ne´ralisation a` la dimension infinie de l’inclusion (1.3.7) (voir (A.1.1) dans
l’annexe A) permet par ailleurs de contredire l’estimation (1.4.28). La pre´sence
d’un pseudospectre σε(Aα) bien plus e´tendu qu’un voisinage de taille ε autour
des valeurs propres apparaˆıt clairement sur la Figure 1.8.
1.5 Aperc¸u des re´sultats ge´ne´raux sur l’insta-
bilite´ spectrale
Depuis une dizaine d’anne´es, un grand nombre de travaux ont contribue´ a`
ge´ne´raliser les re´sultats sur le pseudospectre des mode`les pre´sente´s a` la sec-
tion pre´ce´dente. Ces e´tudes ont re´ve´le´ que les particularite´s de mode`les tels que
l’oscillateur harmonique complexe (1.4.14) se retrouvent dans des situations bien
plus ge´ne´rales.
Comme nous l’avons mentionne´ a` la section 1.4, les premiers re´sultats con-
cernant le pseudospectre d’ope´rateurs non-autoadjoints concernaient des situa-
tions particulie`res. Par exemple, le cas de l’oscillateur harmonique complexe a
e´te´ largement analyse´ dans [41, 45, 24, 116].
Dans un contexte plus ge´ne´ral, le pseudospectre est souvent e´tudie´ sous une
forme semi-classique. Dans [42], E. B. Davies a conside´re´ des ope´rateurs de
Schro¨dinger Hh = −h2 d2dx2 + V (x) en dimension 1, ou` V est un potentiel a`
valeurs complexes. Il a montre´ que pour tout z de la forme
z = ξ2 + V (x) , ξ 6= 0, ImV ′(x) 6= 0 , (1.5.1)
on peut construire un quasimode de type WKB associe´ a` z, modulo O(hn)
pour tout n ≥ 1 . Autrement dit, il a mis en e´vidence l’existence d’une re´gion
pseudospectrale e´tendue dans laquelle la re´solvante de Hh explose plus vite que
toute puissance de h−1 . Ce re´sultat a ensuite e´te´ ge´ne´ralise´ dans [144].
Dans [49], N. Dencker, J. Sjo¨strand et M. Zworski s’inte´ressent aux meˆmes
questions dans une situation plus ge´ne´rale, ou` la condition (1.5.1) est reformule´e
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sous la forme d’une condition de crochet de Poisson sur le symbole de l’ope´rateur.
Plus pre´cise´ment, pour p ∈ C∞(T ∗Rn) , on note
Λ(p) = p({ρ ∈ T ∗Rn : {p, p¯}(ρ) 6= 0}) ,
ou` {·, ·} de´signe le crochet de Poisson.
On rappelle que l’ope´rateur pw(x, hDx) de´signe le quantifie´ de Weyl de p , de´fini
par
pw(x, hDx)u =
1
(2pih)n
∫∫
R2n
p
(
x+ y
2
, ξ
)
e
i
h 〈x−y,ξ〉u(y)dydξ . (1.5.2)
Dans [49], les auteurs expliquent comment se ramener au cas de symboles p
borne´s ainsi que toutes leurs de´rive´es. Dans ce cas, l’ope´rateur de´fini par (1.5.2)
est un ope´rateur borne´ sur L2(Rn) .
Le re´sultat de [49] est le suivant : si P (h) est un ope´rateur dont la partie prin-
cipale est donne´e par pw(x, hDx), avec p
−1(z) compact pour un ensemble dense
de z ∈ C, alors il existe un ouvert dense Λ˜ de Λ(p) tel que, pour tout z ∈ Λ˜, il
existe u(h) ∈ L2(R) tel que
‖(P (h)− z)u(h)‖ = O(h∞)‖u(h)‖ . (1.5.3)
Dans le cas ou` le symbole p posse`de une extension holomorphe dans un voisi-
nage de l’axe re´el, il s’agit en fait d’un quasimode modulo O(e−c/h) . Ce re´sultat
repose encore sur la construction de quasimodes de type WKB, microlocalise´s
en un point (x, ξ) ∈ p−1(z) .
En plus de cette minoration de la re´solvante, les auteurs en donnent une majo-
ration polynomiale au bord de l’ensemble Λ(p) , qui permet de retrouver directe-
ment certaines estimations utilise´es dans cette the`se. En effet, dans de nombreux
cas tels que l’ope´rateur d’Airy ou l’oscillateur harmonique, les estimations semi-
classiques peuvent eˆtre reformule´es par changment d’e´chelle pour obtenir des
estimations quand |z| → +∞ dans certaines directions.
De nombreux travaux ont contribue´ a` comple´ter les re´sultats de [49]. Beau-
coup d’entre eux s’appuient sur le travail de J. Sjo¨strand en 1974 [127]. Dans
[117], K. Pravda-Starov s’inte´resse au cas des ope´rateurs quadratiques (c’est-a`-
dire dont le symbole est une forme quadratique). Plus pre´cise´ment, il montre
que si cet ope´rateur est elliptique, il existe un quasimode ve´rifiant (1.5.3) associe´
a` chaque point z situe´ a` l’inte´rieur de l’image nume´rique de l’ope´rateur.
A l’inverse, M. Hitrik, J. Sjo¨strand et J. Viola [91] s’inte´ressent a` des majora-
tions de la re´solvante pour des ope´rateurs quadratiques elliptiques. Ils montrent
ainsi des bornes de la forme O(ec/h) en dehors d’un voisinage du spectre. Dans
[140], J. Viola affaiblit ces hypothe`ses en remplac¸ant la condition d’ellipticite´
par la condition d’ellipticite´ partielle Sq = {0} sur le symbole q, ou` l’ensemble
singulier Sq est l’espace de´fini plus loin par (1.5.8). L’estimation de re´solvante
obtenue dans ce cas comporte alors une perte k0 > 0 :
‖(qw(x, hDx)− z)−1‖ ≤ C eC/h1+2k0 . (1.5.4)
Un autre contexte important est celui des ope´rateurs a` caracte´ristiques doubles,
largement e´tudie´s depuis une dizaine d’anne´es. Dans ce domaine encore, de
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nombreux travaux s’appuient sur [127]. Si p : T ∗Rn → C est un symbole re´gulier,
borne´ ainsi que toutes ses de´rive´es, le point z0 est a` caracte´ristique double si
p(z0) = ∇p(z0) = 0 .
Le premier terme dans le de´veloppement de Taylor de p au voisinage de z0 est
alors une forme quadratique q, dont les proprie´te´s de´terminent le comportement
du spectre et de la re´solvante de l’ope´rateur pw(x, hDx) au voisinage de z0.
L’e´tude de la re´solvante de ces ope´rateurs a e´te´ initie´e dans [88]. Sous certaines
hypothe`ses d’ellipticite´ partielle, a` la fois a` l’infini et au voisinage des points a`
caracte´ristique double, F. He´rau, J. Sjo¨strand et C. Stolk montrent une estima-
tion semi-classique de la forme
∀u ∈ S(Rn) , h‖u‖ ≤ C ‖(P (h)− zh)u‖ , (1.5.5)
pour tout |z| ≤ C ′ en-dehors d’un voisinage du spectre des approximations
quadratiques de P (1) autour des points a` caracte´ristique double. Il en de´coule
imme´diatement une majoration de la re´solvante en O(h−1) . Ces re´sultats sont
alors applique´s au cas de l’ope´rateur de Kramers-Fokker-Planck
P = −∆v + |v|
2
4
− n
2
+ v · ∇x −∇xV (x) · ∇v , (x, v) ∈ R2n , (1.5.6)
dont l’e´tude, notamment concernant les proble`mes de retour a` l’e´quilibre, con-
stitue une motivation majeure en the´orie des ope´rateurs non-autoadjoints.
Dans [89], M. Hitrik et K. Pravda-Starov supposent que l’ope´rateur conside´re´
est elliptique (et non plus “partiellement elliptique”) a` l’infini, mais affaiblis-
sent les hypothe`ses locales sur l’approximation quadratique q du symbole au
voisinage d’un point a` caracte´ristique double. Plus pre´cise´ment, ils supposent
que Re q ≥ 0 et que q est elliptique le long de l’espace singulier associe´ a` q,
c’est-a`-dire
∀ρ = (x, ξ) ∈ Sq , q(ρ) = 0 =⇒ ρ = 0 . (1.5.7)
Ici l’ensemble Sq est de´fini par
Sq =
+∞⋂
k=1
ker(HkIm qHRe q) . (1.5.8)
HRe q et HIm q de´signent les champs de vecteurs hamiltoniens associe´s a` Re q et
Im q, qui sont des applications line´aires sur T ∗Rn car q est une forme quadra-
tique. Sous la condition (1.5.7), M. Hitrik et K. Pravda-Starov montrent que
l’estimation (1.5.5) reste valable.
Ce travail a e´te´ poursuivi dans [90]. Les auteurs font l’hypothe`se plus forte
Sq = {0} , et supposent que le reste dans le de´veloppement de Taylor d’ordre 2
du symbole au voisinage des points a` caracte´ristique double est sectoriel. Sous
ces conditions, ils obtiennent une meilleure estimation de re´solvante :
‖(P (h)− z)−1‖ = O(h−2k0/(2k0+1)|z|−1/(2k0+1)) ,
pour tout z dans un domaine de la forme
Ωh =
{
z ∈ C : Re z ≤ 1
C
h2k0/(2k0+1)|z|1/(2k0+1), Ch ≤ |z| ≤ C0
}
.
40 CHAPITRE 1. INTRODUCTION
Ici, l’indice k0 ≥ 0 est le meˆme que dans (1.5.4) et est lie´ aux proprie´te´s de
sous-ellipticite´ de l’ope´rateur [118]. Il s’agit du plus petit entier tel que
k0⋂
k=1
ker(HkIm qHRe q) = {0} .
Ces re´sultats ont e´te´ comple´te´s par J. Viola [138, 139] et J. Sjo¨strand [128],
qui montrent que des estimations de re´solvante en O(h−(1+γ)) , pour γ > 0 ,
sont valables dans un plus grand voisinage des points a` caracte´ristique double,
et plus pre`s des e´le´ments du spectre. De telles estimations ont e´te´ de´montre´es
dans le cas ou` les approximations quadratiques sont elliptiques [138], puis sous
l’hypothe`se d’ellipticite´ partielle Sq = {0} [139].
Pour finir, comme nous l’avons mis en e´vidence a` la section 1.3, l’e´tude de
la norme des projecteurs spectraux associe´s aux valeurs propres d’un ope´rateur
permet d’en comprendre l’instabilite´. Les chapitres 2 et 3 de cette the`se sont
consacre´s a` ce sujet, et s’appuient sur les travaux de Davies [41] et Davies et
Kuijlaars [45]. Dans [91] et [140], les auteurs e´tudient les indices d’instabilite´
d’ope´rateurs quadratiques en se ramenant a` l’e´tude de polynoˆmes orthogonaux
avec un poids gaussien, ge´ne´ralisant l’approche utilise´e en dimension 1 par [45]
pour traiter le cas de l’oscillateur harmonique complexe (1.4.14). Ils en de´duisent
ainsi que les indices d’instabilite´ conside´re´s ont un comportement similaire a`
ceux des ope´rateurs e´tudie´s dans cette the`se, voir The´ore`mes 1.4.3, 1.4.4 et
1.4.11. Comme nous ne nous plac¸ons pas ici dans le cas d’ope´rateurs quadra-
tiques, la me´thode utilise´e dans cette the`se est ne´anmoins diffe´rente.
Dans l’annexe D, section D.3, nous rappelerons e´galement les re´sultats de [106],
qui donnent des exemples d’ope´rateurs dont les indices d’instabilite´ croissent
a` des vitesses variables, en recouvrant l’ensemble des comportements possibles
depuis le cas d’une suite a` croissance polynomiale, jusqu’a` celui d’une croissance
exponentielle de la forme ecn.
1.6 Proble`mes non-autoadjoints en supraconduc-
tivite´ : le syste`me de Ginzburg-Landau de´pendant
du temps
1.6.1 Motivations
L’e´tude spectrale et pseudospectrale des ope´rateurs non-autoadjoints, bien
que relativement re´cente en mathe´matiques, est motive´e par de nombreux proble`mes
physiques. Nous avons en effet de´ja` mentionne´ dans la sous-section 1.4.3 cer-
taines questions relatives a` la “me´canique quantique non-hermitienne”, qui con-
siste a` essayer de ge´ne´raliser les the´ories quantiques habituelles en donnant un
sens a` des hamiltoniens non-autoadjoints tout en pre´servant les axiomes fonda-
mentaux de la me´canique quantique. Nous avons e´galement mentionne´ dans la
section 1.5 certains proble`mes de the´orie cine´tique, tels que l’e´tude du retour a`
l’e´quilibre pour l’ope´rateur de Kramers-Fokker-Planck (1.5.6).
Dans le chapitre 4, nous e´tudierons certains ope´rateurs non-autoadjoints dont
l’e´tude aboutira a` des applications dans le domaine de la supraconductivite´.
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Les supraconducteurs sont des mate´riaux qui posse`dent la proprie´te´ de per-
dre toute leur re´sistance e´lectrique lorsqu’ils sont place´s a` une tempe´rature tre`s
basse, infe´rieure a` leur tempe´rature critique ge´ne´ralement proche du ze´ro ab-
solu. Ce phe´nome`ne re´sulte, a` l’e´chelle microscopique, de la liaison de certains
e´lectrons formant des paires appele´es paires de Cooper. Ces e´lectrons se retrou-
vent alors tous dans le meˆme e´tat quantique et se de´placent sans re´sistance dans
le supraconducteur.
Ne´anmoins, si le mate´riau est soumis a` un courant suffisamment fort, le phe´nome`ne
disparait et le supraconducteur retourne a` son e´tat normal, meˆme si la tempe´rature
est encore infe´rieure a` sa tempe´rature critique.
Ce principe peut eˆtre repre´sente´ par le mode`le de Ginzburg-Landau de´pendant
du temps : il s’agit d’un syste`me d’e´quations re´gissant un parame`tre d’ordre ψ
qui caracte´rise la supraconductivite´, et dont le carre´ du module est proportionnel
a` la densite´ d’e´lectrons formant des paires de Cooper. Ainsi, la solution ψ ≡ 0
correspond a` l’e´tat normal ou` le phe´nome`ne n’apparait pas ; a` l’inverse, la solu-
tion ψ ≡ 1 caracte´rise l’e´tat purement supraconducteur, dans lequel l’ensemble
du mate´riau a perdu toute re´sistance e´lectrique.
Dans la suite de cette sous-section, nous nous limitons au cas de la dimension 2
pour e´noncer les e´quations qui nous inte´ressent. Dans ce contexte, le syste`me
de Ginzburg-Landau de´pendant du temps est le suivant :

∂tψ + iΦψ = (∇− iA)2ψ + ψ(1− |ψ|2) , (t, x) ∈ R+ × Ω ,
κ2curl2A + σ(∂tA +∇Φ) = Im (ψ(∇− iA)ψ) , (t, x) ∈ R+ × Ω ,
ψ(t, x) = 0 , (t, x) ∈ R+ × ∂Ω ,
σ(∂tA(t, x) +∇Φ(t, x)) · ~n(x) = J(x) , (t, x) ∈ R+ × ∂Ω ,
curl A(t, x) = Hex(x) , (t, x) ∈ R+ × ∂Ω ,
ψ(0, x) = ψ0(x) , x ∈ Ω ,
A(0, x) = A0(x) , x ∈ Ω .
(1.6.1)
Ω ⊂ R2 de´signe un ouvert borne´, re´gulier et connexe, et ~n(x) de´signe la normale
exte´rieure a` ∂Ω au point x. L’e´quation porte sur les trois fonctions ψ(t, x) ∈ R,
A(t, x) ∈ R2 et Φ(t, x) ∈ R . La fonction ψ est le parame`tre d’ordre, A de´signe le
potentiel magne´tique, et Φ le courant e´lectrique. Le supraconducteur est soumis
a` un champ magne´tique exte´rieur Hex , et a` un courant e´lectrique J ∈ C2(∂Ω)
applique´ a` travers Ω. La constante κ de´signe le parame`tre de Ginzburg-Landau,
propre au mate´riau, et σ sa conductivite´ normale.
La partie line´aire de ce syste`me fait intervenir un ope´rateur de Schro¨dinger
avec champ magne´tique
L = −(∇− iA)2 + iΦ ,
dont l’e´tude spectrale et pseudospectrale [9, 10, 11, 8] a abouti a` certains
re´sultats concernant la stabilite´ de l’e´tat normal. Dans cette the`se, nous con-
side´rons comme dans [7] le cas ou` le syste`me ne comporte pas de champ magne´tique.
Sous des hypothe`ses additionnelles et apre`s line´arisation de ce syste`me au-
tour de l’e´tat normal (voir la section 4.9 et [7]), nous sommes amene´s a` e´tudier
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l’e´quation suivante : ∂tψ −∆ψ + iΦψ − ψ = 0 , (t, x) ∈ R
+ × Ω ,
ψ(t, x) = 0 , (t, x) ∈ R+ × ∂Ω ,
ψ(0, x) = ψ0(x) , x ∈ Ω .
(1.6.2)
Dans la sous-section qui suit, nous pre´sentons certains re´sultats the´oriques
obtenus dans cette the`se qui nous permettront de retrouver, dans un cadre
le´ge`rement diffe´rent, les re´sultats de Y. Almog [7] sur la stabilite´ de l’e´tat normal
dans l’e´quation 1.6.2.
1.6.2 Pre´sentation des re´sultats
Dans le chapitre 4, nous conside´rerons, pour n ≥ 1, h0 > 0 et Ω ⊂ Rn
re´gulier et borne´, l’ope´rateur
Ah = −h2∆ + iV (x) , D(Ah) = H10 (Ω;C) ∩H2(Ω : C) , (1.6.3)
ou` V ∈ C∞(Ω ;R).
Comme nous l’avons souligne´ a` la section 1.2, l’e´tude des solutions du proble`me
d’e´volution 1.2.1 associe´ a` l’ope´rateur Ah passe par la compre´hension du spectre
de Ah, mais aussi de son pseudospectre.
En supposant d’abord que V n’admet pas de point critique, hypothe`se souvent
naturelle dans le contexte de la supraconductivite´, nous montrerons le re´sultat
suivant :
The´ore`me 1.6.1 Soient n ≥ 1 et V ∈ C∞(Ω¯;R) tels que, pour tout x ∈ Ω¯ ,
∇V (x) 6= 0 . On note
∂Ω⊥ = {x ∈ ∂Ω : ∇V (x)× ~n(x) = 0} , (1.6.4)
ou` ~n(x) de´signe la normale exte´rieure a` ∂Ω au point x .
(i) Supposons que ∂Ω⊥ 6= ∅ . Soit µ1 < 0 le premier ze´ro de la fonction d’Airy
Ai, et soit
Jm = min
x∈∂Ω⊥
|∇V (x)| . (1.6.5)
On a alors
lim
h→0
1
h2/3
inf Reσ(Ah) ≥ |µ1|
2
J2/3m . (1.6.6)
De plus, pour tout ε > 0, il existe hε ∈ (0, h0) et Cε > 0 tels que
∀h ∈ (0, hε) , sup
γ ≤ |µ1|J2/3/2,
ν ∈ R
‖(Ah−(γ−ε)h2/3−iν)−1‖ ≤ Cε
h2/3
. (1.6.7)
(ii) Si ∂Ω⊥ = ∅ , alors
lim
h→0
1
h2/3
inf Reσ(Ah) = +∞ ,
et pour tout ω ∈ R , il existe hω ∈ (0, h0) et C ′ω > 0 tels que
∀h ∈ (0, hω), sup
γ ≤ ω,
ν ∈ R
‖(Ah − γh2/3 − iν)−1‖ ≤ C
′
ω
h2/3
. (1.6.8)
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En dimension 1, nous pre´ciserons ce re´sultat en donnant la limite exacte de
h−2/3 inf Reσ(Ah) au lieu de (1.6.6) :
The´ore`me 1.6.2 Soient h0 > 0 , a, b ∈ R , a < b , et V ∈ C∞((a, b);R). Pour
h ∈ (0, h0), on conside`re l’ope´rateur
Ah = −h2 d
2
dx2
+ iV (x) , D(Ah) = H10 (a, b) ∩H2(a, b) .
Supposons que, pour tout x ∈ (a, b), V ′(x) 6= 0. Alors,
lim
h→0
1
h2/3
inf Reσ(Ah) = |µ1|
2
J2/3 , (1.6.9)
ou` J = min(|V ′(a)|, |V ′(b)|) .
Inde´pendamment des proble`mes issus de la supraconductivite´, le cas ou` V
posse`de des points critiques paraˆıt e´galement inte´ressant. Nous montrerons donc
le the´ore`me suivant :
The´ore`me 1.6.3 Soit V une fonction de Morse sur Ω. On de´signe par xc1, . . . , x
c
p,
p ∈ N∗, les points critiques de V , et pour k = 1, . . . , p, on note
κk =
n∑
j=1
√
|λkj | , (1.6.10)
ou` {λkj }j=1,...,n = σ(HessV (xck)) .
Soit
κ = min
k=1,...,p
κk .
On suppose que, si κk = κ, alors pour tout ` 6= k ,
V (xck) 6= V (xc`) . (1.6.11)
Alors,
lim
t→0
1
h
inf Reσ(Ah) = κ
2
. (1.6.12)
De plus, pour tout ε > 0 , il existe hε ∈ (0, h0) et Cε > 0 tels que
∀h ∈ (0, hε) , sup
γ ≤ κ/2,
ν ∈ R
‖(Ah − (γ − ε)h− iν)−1‖ ≤ Cε
h
. (1.6.13)
Remarquons qu’ici, nous serons en mesure de de´terminer la limite exacte de
h−1 inf Reσ(Ah) .
Ces re´sultats nous permettront de de´terminer le comportement des solu-
tions du proble`me d’e´volution associe´ a` Ah . En effet, en utilisant une version
pre´cise´e du The´ore`me de Gearhardt-Pru¨ss (The´ore`me 1.2.2) e´tablie dans [83],
nous obtiendrons le re´sultat suivant :
Corollaire 1.6.4 Pour tout ε > 0 , il existe hε ∈ (0, h0) et Mε > 0 tels que :
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(i) Sous les hypothe`ses du The´ore`me 1.6.1,
∀h ∈ (0, hε), ∀t > 0, ‖e−tAh‖L(L2(Ω)) ≤Mε exp(−(|µ1|J2/3m /2−ε)h2/3t) .
(1.6.14)
(ii) Sous les hypothe`ses du The´ore`me 1.6.3,
∀h ∈ (0, hε), ∀t > 0, ‖e−tAh‖L(L2(Ω)) ≤Mε exp(−(κ/2− ε)ht) .
(1.6.15)
(iii) Sous les hypothe`ses du The´ore`me 1.6.2, la constante |µ1|J2/3m /2, ainsi que
la puissance de h , sont optimales dans (1.6.14). De meˆme, sous les hy-
pothe`ses du The´ore`me 1.6.3, la constante κ/2 et la puissance de h sont
optimales dans (1.6.15).
En particulier, le point (i) du corollaire pre´ce´dent peut eˆtre reformule´ pour
retrouver, dans le cas d’un ouvert re´gulier, le re´sultat de Y. Almog [7] concernant
la stabilite´ des solutions de (1.6.2) dans un grand domaine.
Pour R > 1 , on note ΩR = {Rx : x ∈ Ω}, et on conside`re le proble`me ∂tψR −∆ψR + iRΦn
(
x
R
)
ψR − ψR = 0 , (t, x) ∈ R+ × ΩR ,
ψR(t, x) = 0 , (t, x) ∈ R+ × ∂ΩR ,
ψR(0, x) = ψ0,R(x) , x ∈ ΩR ,
(1.6.16)
ou` Φn est une fonction re´gulie`re dans Ω¯ telle que, pour tout x ∈ Ω¯,
∇Φn(x) 6= 0 .
On a alors
The´ore`me 1.6.5 Soit
∂Ω⊥ = {x ∈ ∂Ω : ∇Φn(x)× ~n(x) = 0}
et, si ∂Ω⊥ 6= ∅ ,
Jm = min
x∈∂Ω⊥
|∇Φn(x)| .
Soit
Jc =
(
2
|µ1|
)3/2
.
Si ∂Ω⊥ = ∅ ou Jm > Jc, alors pour tout ε > 0, il existe R0 > 1 et Mε > 0 tels
que, pour tous R ≥ R0 et ψ0,R ∈ H10 (ΩR)∩H2(ΩR) , la solution ψR de (1.6.16)
ve´rifie
∀t > 0 , ‖ψR(t, ·)‖L2(ΩR) ≤Mε exp(−((Jm/Jc)2/3 − 1− ε)t)‖ψ0,R‖L2(ΩR) .
(1.6.17)
Le The´ore`me 1.6.1 pourrait e´galement permettre d’e´tudier la stabilite´ des
solutions du syste`me de Ginzburg-Landau non line´aire en l’absence de champ
magne´tique, en s’inspirant des re´sultats obtenus dans [8] en pre´sence de champ
magne´tique. Cependant, ce proble`me n’a pas e´te´ aborde´ dans cette the`se.
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1.7 Ope´rateurs non-autoadjoints dans des proble`mes
de controˆle
Dans le chapitre 5 qui reproduit un travail en commun avec K. Beauchard, B.
Helffer et L. Robbiano [15], nous verrons comment re´soudre certains proble`mes
issus de la the´orie du controˆle a` l’aide de l’e´tude spectrale et pseudospectrale
des mode`les non-autoadjoints pre´sente´s dans la section 1.4.
En the´orie du controˆle, on cherche a` introduire un terme source dans une
e´quation de sorte que ses solutions atteignent, a` un temps donne´ T, n’importe
quel e´tat souhaite´ a` partir d’un e´tat initial fixe´. Le terme source servant a`
controˆler l’e´quation est ge´ne´ralement localise´ dans un sous-ensemble du do-
maine dans lequel l’e´quation est conside´re´e. Au chapitre 5, nous e´tudierons plus
pre´cise´ment la controˆlabilite´ a` ze´ro du syste`me, c’est-a`-dire la possibilite´ de
choisir le terme source de fac¸on a` ce que la solution s’annule au temps T . Ce
proble`me est e´quivalent a` celui de la controˆlabilite´ aux trajectoires, qui consiste
a` controˆler l’e´quation de fac¸on a` ce que la trajectoire conside´re´e rejoigne au
temps T n’importe quelle autre trajectoire donne´e. De manie`re e´quivalente, il
s’agit alors d’e´tudier l’observabilite´ du proble`me d’e´volution associe´ a` l’ope´rateur
adjoint, voir l’ine´galite´ (1.7.3).
Nous conside`rerons l’e´quation ∂tf − v
γ∂xf − ∂2vf = u(t, x, v)1ω(x, v) , (t, x, v) ∈ (0, T )× Ω ,
f(t, x,±1) = 0 , (t, x) ∈ (0, T )× T ,
f(0, x, v) = f0(x, v) , (x, v) ∈ Ω ,
(1.7.1)
ou` Ω = T× (−1, 1) , γ ∈ N∗, T > 0 . Il s’agit d’un syste`me pre´alablement e´tudie´
dans [13], qui se rapproche des e´quations de Prandtl et de Crocco line´arise´es en
me´canique des fluides.
L’e´quation est ici controˆle´e par le terme u(t, x, v)1ω(x, v) sur un ouvert ω non-
vide de Ω .
On de´finit la controˆlabilite´ a` ze´ro de cette e´quation de la fac¸on suivante :
De´finition 1.7.1 Soit T > 0 et γ ∈ N∗ . Le syste`me (1.7.1) est controˆlable a`
ze´ro au temps T si, pour tout f0 ∈ L2(Ω) , il existe u ∈ L2((0, T ) × Ω) tel que
la solution de (1.7.1) ve´rifie f(T, ·, ·) ≡ 0 .
Comme annonce´ pre´ce´demment, le syste`me (1.7.1) est controˆlable a` ze´ro au
temps T si et seulement si le proble`me associe´ a` l’ope´rateur adjoint, ∂tg + v
γ∂xg − ∂2vg = 0 , (t, x, v) ∈ (0,+∞)× Ω ,
g(t, x,±1) = 0 , (t, x) ∈ (0, T )× T ,
g(0, x, v) = g0(x, v) , (x, v) ∈ Ω ,
(1.7.2)
ve´rifie l’ine´galite´ d’observabilite´ suivante : il existe C > 0 tel que, pour tout
g0 ∈ L2(Ω), la solution du proble`me de Cauchy (1.7.2) ve´rifie∫
Ω
|g(T, x, v)|2 dxdv 6 C
∫ T
0
∫
ω
|g(t, x, v)|2 dxdvdt . (1.7.3)
La quesiton de l’observabilite´ d’un syste`me est lie´e a` celle de la vitesse de prop-
agation de ses solutions. Par exemple, l’impossibilite´ d’observer une e´quation
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en un temps T arbitrairement petit provient ge´ne´ralement de sa vitesse finie
de propagation, qui ne permet pas aux informations contenues dans l’ouvert
ω de se propager en un temps arbitrairement petit a` l’ensemble du domaine
Ω. Dans le cas du syste`me de´ge´ne´re´ (1.7.1) conside´re´ ici, nous verrons que la
vitesse de propagation de´pend de la vitesse de transport vγ dans la variable x.
Par conse´quent, les re´sultats obtenus de´pendront de la valeur de l’exposant γ.
La controˆlabilite´ a` ze´ro d’e´quations paraboliques de´ge´ne´re´es a e´te´ e´tudie´e
dans [36, 37, 35] dans le cas ou` la de´ge´ne´rescence se situe a` la frontie`re du do-
maine. La plupart des re´sultats concernant cette situation se limitent au cadre
de la dimension 1.
Par ailleurs, dans [103], les auteurs e´tudient des e´quations paraboliques de´ge´ne´re´es
a` l’inte´rieur du domaine et prouvent qu’elles ne sont pas controˆlables a` ze´ro.
Ne´anmoins, dans le cas du syste`me (1.7.1) que nous conside´rons ici, le couplage
entre le terme de diffusion −∂2v et le terme de transport a` vitesse vγ aboutira a`
des re´sultats de nature diffe´rente.
Citons e´galement [14] qui traite de la controˆlabilite´ a` ze´ro du proble`me d’e´volution
associe´ a` l’ope´rateur −∂2x − |x|2γ∂2y dans Ω = (−1, 1)× (0, 1) avec condition de
Dirichlet au bord, ou` γ > 0 . Comme dans les re´sultats qui suivent, la con-
trloˆabilite´ a` ze´ro de ces e´quations de´pend de l’exposant γ .
Dans le chapitre 5 [15], nous cherchons a` comprendre si le syste`me (1.7.2)
est observable dans une bande horizontale ou verticale, en fonction de la valeur
de l’exposant γ. Nous de´montrerons d’abord le re´sultat suivant concernant l’ob-
servabilite´ dans une bande horizontale :
The´ore`me 1.7.2 Si γ > 3 et ω = T × (a, b) avec −1 < a < b < 1, alors le
syste`me (1.7.2) n’est pas observable dans ω, quel que soit T > 0 .
Ce re´sultat fait suite a` ceux de [13], ou` K. Beauchard montrait l’observabilite´ en
tout temps dans les cas γ = 1, −1 < a < b < 1, et γ = 2, −1 < a < 0 < b < 1,
ainsi que l’observabilite´ en un temps suffisamment long dans le cas γ = 2,
0 < a < b < 1.
En ce qui concerne le proble`me de l’observabilite´ dans une bande verticale,
nous ne serons pas en mesure d’e´tudier directement l’e´quation (1.7.2). Nous la
remplac¸erons donc par le mode`le suivant : ∂tg(t, x, v) + iv
γ(−∆Dx )βg(t, x, v)− ∂2vg(t, x, v) = 0 , ∀(t, x, v) ∈ (0, T )× Ω ,
g(t, x, .) = 0 , ∀(t, x) ∈ (0, T )× ∂Ω ,
g(0, x, v) = g0(x, v) , ∀(x, v) ∈ Ω1 × (−1, 1) ,
(1.7.4)
ou` γ ∈ N∗, β ∈ (0, 1) , Ω := Ω1 × (−1, 1) , Ω1 e´tant un ouvert borne´ de RN1 et
N1 ∈ N∗ , et ou` ∆Dx de´signe la re´alisation de Dirichlet du laplacien sur Ω1 .
Nous donnerons des exemples de domaines de controˆle ω1× (−1, 1) sur lesquels
(1.7.4) n’est pas observable. Pour cela, on note (λn, ϕn)n≥1 les e´le´ments propres
de −∆Dx , ou` les fonctions propres ϕn sont suppose´es normalise´es. Pour s ∈
(0, 1/2), on dit alors que le couple (Ω1, ω1) ve´rifie la proprie´te´ P(s) si
P(s) : lim
n→+∞
[−1
λsn
log
(∫
ω1
|ϕn(x)|2dx
)]
= +∞.
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Nous donnerons a` la section 5.4 des exemples de couples (Ω1, ω1) ve´rifiant la
proprie´te´ P(s).
En plus de retrouver des re´sultats comparables a` ceux de [13] sur l’ob-
servabilite´ dans une bande horizontale, dans le cas du mode`le (1.7.4), nous
de´montrerons ainsi le the´ore`me suivant :
The´ore`me 1.7.3
(i) Dans le cas γ = 1, si β ∈ (0, 3/4) et (Ω1, ω1) ve´rifient la proprie´te´ P
(
2β
3
)
,
alors le syste`me (1.7.4) n’est pas observable dans ω = ω1 × (−1, 1) , quel
que soit T > 0 .
(ii) Dans le cas γ = 2 , si β ∈ (0, 1) et (Ω1, ω1) ve´rifie la proprie´te´ P
(
β
2
)
,
alors le syste`me (1.7.4) n’est pas observable dans ω = ω1 × (−1, 1) , quel
que soit T > 0 .
Comme nous le verrons au chapitre 5, la preuve de ce re´sultat fera intervenir
l’ope´rateur d’Airy complexe dans le cas γ = 1 , et l’ope´rateur de Davies dans le
cas γ = 2.
Ainsi, si la diffusion dans la variable v provenant du terme −∂2v est suffisante
pour assurer l’observabilite´ de (1.7.4) dans une bande horizontale pour γ = 1
ou 2 (avec un phe´nome`ne de vitesse de propagation finie dans le cas γ = 2 qui
imposera un temps d’observabilite´ minimal, voir The´ore`me 5.1.7), la diffusion
dans la variable x est trop faible pour que le syste`me soit observable dans une
bande verticale ω1 × (−1, 1) pour certains ouverts ω1.
Une condition de controˆle ge´ome´trique, portant sur la localisation des fonctions
propres de −∆Dx dans ω1, est donc ne´cessaire pour garantir l’observabilite´ du
syste`me (1.7.4). Ceci semble indiquer qu’une telle condition pourrait e´galement
eˆtre ne´cessaire pour controˆler l’e´quation initiale (1.7.1).
1.8 Plan de la the`se
Cette the`se est organise´e de la fac¸on suivante.
Dans le chapitre 2, nous e´tudions les indices d’instabilite´ de l’ope´rateur d’Airy
complexe (1.4.10) et des oscillateurs anharmoniques (1.4.16) pour m = 2k,
k ≥ 1. Nous e´tendons les re´sultats de [41] et [45] en de´montrant les The´ore`mes
1.4.3 et 1.4.4. Nous montrons que les indices d’instabilite´ de ces ope´rateurs
ont une croissance exponentielle et nous en de´terminons un de´veloppement
asymptotique complet. Ces re´sultats ont e´te´ annonce´s dans [84] et la preuve
du The´ore`me 1.4.4 est donne´e dans [85]. Le chapitre 2 reprend ces preuves sous
une forme de´taille´e. Nous nous ramenons d’abord a` des ope´rateurs autoadjoints
par dilatation analytique. Puis, dans le cas de l’ope´rateur d’Airy complexe, nous
utilisons le comportement asymptotique bien connu de la fonction d’Airy [1].
Dans le cas des oscillateurs anharmoniques (1.4.16), nous utilisons des estima-
tions WKB dans le plan complexe tire´es de [125] et [111].
Nous de´montrons e´galement le The´ore`me 1.4.5, qui ge´ne´ralise les the´ore`mes de
densite´ prouve´s dans [7] et [41].
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Le chapitre 3 constitue une version de´taille´e de [86]. Nous reprenons une
e´tude similaire a` celle du chapitre 2 dans le cas de l’oscillateur cubique com-
plexe (1.4.26), pour montrer le The´ore`me 1.4.11. La preuve repose encore sur
des estimations WKB complexes, mais nous ne pourrons plus nous ramener a`
des ope´rateurs autoadjoints de re´fe´rence par dilatation analytique. De plus, le
terme sous-principal iαx nous obligera a` conside´rer un potentiel de´pendant du
parame`tre semiclassique dans les estimations de [111]. Pour cette raison, nous
aurons e´galement besoin d’utiliser une version e´tendue de la me´thode de Laplace
qui permet de traiter des phases qui de´pendent du parame`tre. Ce re´sultat est
e´nonce´ et de´montre´ dans l’Annexe B et s’inspire de la preuve de la me´thode de
Laplace standard. Nous n’avons pas connaissance d’un e´nonce´ identique dans la
litte´rature, bien que les re´sultats du The´ore`me B.1.1 se rapprochent de ceux de
[114], qui propose une variante de la me´thode de Laplace avec deux parame`tres,
sans se limiter a` un e´quivalent au premier ordre.
Dans le chapitre 4, nous pre´sentons une version le´ge`rement de´taille´e de [87].
Nous conside´rons la re´alisation de Dirichlet de l’ope´rateur de Schro¨dinger semi-
classique Ah = −h2∆+iV , ou` V est un potentiel re´el et re´gulier, dans un ouvert
borne´ Ω de Rn. Nous e´tudions la limite quand h → 0 de la plus petite partie
re´elle des valeurs propres de Ah, et nous donnons des estimations de re´solvante
permettant d’e´tudier la de´croissance du semigroupe e−tAh . Plus pre´cise´ment,
nous de´montrons les The´ore`mes 1.6.1, 1.6.2 et 1.6.3, le Corollaire 1.6.4, et en-
fin le The´ore`me 1.6.5 concernant le mode`le de Ginzburg-Landau de´pendant du
temps en l’absence de champ magne´tique. La strate´gie de preuve consiste a` frac-
tionner l’ouvert Ω et a` approcher l’ope´rateur Ah sur chaque sous-domaine par
un ope´rateur mode`le exprime´ sous la forme d’un produit tensoriel d’ope´rateurs
d’Airy ou d’oscillateurs harmoniques complexes. Les re´sultats font intervenir le
bas du spectre de ces deux ope´rateurs.
Dans ce chapitre, seule la section 4.2, qui a e´te´ comple´te´e en reprenant certains
e´le´ments de [76], diffe`re du texte de [87].
Dans le chapitre 5, nous reproduisons le texte de [15], e´crit avec K. Beauchard,
B. Helffer et L. Robbiano. Nous e´tudions la controˆlabilite´ a` ze´ro d’e´quations
paraboliques de´ge´ne´re´es de type Kolmogorov (1.7.2), (1.7.4), et nous donnons
des cas ou` la controˆlabilite´ a` ze´ro a lieu, ainsi que des contre-exemples sur
d’autres cas qui font apparaˆıtre une condition de controˆle ge´ome´trique. Nous
montrons notamment les The´ore`mes 1.7.2 et 1.7.3. Une partie de la preuve re-
pose sur une analyse du spectre et de la re´solvante de l’ope´rateur d’Airy et de
l’oscillateur harmonique complexes sur un segment ]−R,R[ lorsque R→ +∞.
Nous de´terminons en particulier, a` la manie`re des re´sultats du chapitre 4, la
limite de la plus petite partie re´elle des valeurs propres de ces ope´rateurs.
Dans l’annexe E, nous pre´cisons ces re´sultats spectraux en montrant que, quand
R → +∞, les valeurs propres des ope´rateurs d’Airy et de Davies sur ] − R,R[
se rapprochent a` une distance exponentiellement petite des valeurs propres des
ope´rateurs limites. La preuve consiste a` combiner une construction de quasi-
mode avec les estimations de re´solvante obtenues au chapitre 5.
L’annexe A permet de justifier l’inte´reˆt porte´ a` l’e´tude des indices d’insta-
bilite´ dans les chapitres 2 et 3. Nous tentons en effet d’e´tendre l’inclusion (1.3.7)
au cas de la dimension infinie. La question est loin d’eˆtre entie`rement re´solue,
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mais nous montrons que sous certaines hypothe`ses sur le spectre et en nous
limitant a` un nombre fini de valeurs propres, cette inclusion reste valable.
Dans l’annexe C, nous rappelons quelques e´le´ments utilise´s dans le chapitre
4 sur le produit tensoriel d’ope´rateurs.
Enfin, l’annexe D contient des comple´ments sur l’e´tude des oscillateurs an-
harmoniques et cubique effectue´e dans les chapitres 2 et 3. Dans la section
D.1, nous ve´rifions que les indices d’instabilite´ de ces ope´rateurs admettent les
meˆmes de´veloppements asymptotiques quand on les de´finit sur l’espace Lp(R) ,
p ∈]1,+∞[ .
Dans la section D.2, nous conside´rons des perturbations PT -syme´triques d’ope´rateurs
autoadjoints et nous nous inte´ressons a` la re´alite´ de leur spectre. Nous verrons
en particulier que le spectre est re´el si la perturbation est suffisamment petite
par rapport a` la partie autoadjointe de l’ope´rateur, et que des valeurs propres
complexes peuvent apparaˆıtre dans le cas contraire.
Dans la section D.3, nous re´sumons les travaux de B. Mityagin, P. Siegl et J. Vi-
ola [106] qui donnent des exemples d’ope´rateurs non-autoadjoints, eux aussi
construits comme des perturbations d’ope´rateurs autoadjoints, dont les indices
d’instabilite´ (κn)n≥1 posse`dent diverses vitesses de croissance. Ils montrent ainsi
que tous les comportements possibles sont couverts concernant l’instabilite´ spec-
trale, depuis le cas de projecteurs spectraux borne´s jusqu’a` celui d’une croissance
de l’ordre de ecn comme dans les exemples des chapitres 2 et 3.

Chapitre 2
Instabilite´ spectrale des
oscillateurs anharmoniques
en dimension 1
2.1 Introduction
Notre objectif est d’e´tudier la sensibilite´ des valeurs propres de certains
ope´rateurs diffe´rentiels non-autoadjoints sous de petites perturbations de ces
ope´rateurs, via l’e´tude de la croissance des projecteurs spectraux Πn associe´s a`
leurs valeurs propres.
Nous nous inte´ressons a` certains oscillateurs anharmoniques
A(m, θ) = − d
2
dx2
+ eiθ|x|m , (2.1.1)
avec
|θ| < min
{
(m+ 2)pi
4
,
(m+ 2)pi
2m
}
, (2.1.2)
de´finis sur L2(R) dans [41] en conside´rant la fermeture de la forme quadratique
associe´e, qui est sectorielle si θ ve´rifie (2.1.2).
D’apre`s [41], son spectre est constitue´ de valeurs propres discre`tes, simples, que
l’on classe dans l’ordre de module croissant et que l’on note (λn(m, θ))n≥1 . Les
projecteurs spectraux Πn associe´s sont de rang 1, et on de´finit comme dans la
section 1.3 les indices d’instabilite´
κn(m, θ) := ‖Πn‖ . (2.1.3)
D’apre`s (1.3.5), on a l’expression suivante, que nous utiliserons de manie`re cru-
ciale dans la suite :
κn(m, θ) =
∫
R |un(x)|2dx∣∣∫
R u
2
n(x)dx
∣∣ , (2.1.4)
ou` un est une fonction propre associe´e a` la valeur propre λn(m, θ).
La croissance quand n → +∞ des indices κn(m, θ) est tre`s lie´e a` l’instabilite´
des valeurs propres sous de petites perturbations de l’ope´rateur A(m, θ) (voir
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la section 1.3 et l’annexe A).
Rappelons que E. B. Davies a montre´ dans [41] et [42] que κn(m, θ) croˆıt
plus vite que toute puissance de n pour tout oscillateur anharmonique, voir
(1.4.19). Ce re´sultat a ensuite e´te´ pre´cise´ dans le cas m = 2 de l’oscillateur har-
monique [45], voir (1.4.20). Notre travail consiste a` prouver que (1.4.20) s’e´tend
a` l’ope´rateur d’Airy complexe A(1, θ) et aux oscillateurs anharmoniques pairs
A(2k, θ), k ≥ 1. Nous obtiendrons en fait des informations plus pre´cises sur
les indices d’instabilite´ de ces ope´rateurs quand n → +∞, puisque nous en
de´terminerons un de´veloppement asymptotique a` tout ordre en puissances de
n−1.
Une telle croissance des indices d’instabilite´ indique que les familles de fonctions
propres des oscillateurs anharmoniques ne posse`dent aucune des “bonnes” pro-
prie´te´s attendues en ge´ne´ral. Elles ne constituent des bases ni au sens de Hilbert,
ni aux sens de Riesz ou de Schauder (voir [41] et la section 1.3), ce qui exclut
toute possibilite´ de de´composer avantageusement une fonction de L2 suivant les
espaces propres de ces ope´rateurs. Nous de´montrerons ne´anmoins qu’il s’agit de
familles totales de l’espace L2.
Voici les e´nonce´s de´taille´s des re´sultats que nous de´montrerons. Nous nous
limitons aux cas m = 1 et m = 2k, k ∈ N∗ dans (2.1.1), le premier cas corre-
spondant a` celui de l’ope´rateur d’Airy − d2dx2 +eiθ|x| e´tudie´ dans [7] et [76]. Nous
verrons a` la section 2 que cet ope´rateur peut eˆtre de´compose´ en ses re´alisations
de Dirichlet et de Neumann sur R+, et nous de´montrerons le
The´ore`me 2.1.1 On note (κDn (1, θ))n≥1 (resp. (κ
N
n (1, θ))n≥1) les indices d’in-
stabilite´ de la re´alisation de Dirichlet (resp. de Neumann) de l’ope´rateur
− d
2
dx2
+ eiθx (2.1.5)
sur R+, avec 0 < |θ| < 3pi/4. Alors, il existe des suites re´elles (αj(θ))j≥1 et
(βj(θ))j≥1 telles que
κDn (1, θ) ∼
n→+∞
K(θ)√
n
exp (C(θ)(n− 1/4))
1 + +∞∑
j=1
αj(θ)n
−j
 (2.1.6)
et
κNn (1, θ) ∼
n→+∞
K(θ)√
n
exp (C(θ)(n− 3/4))
1 + +∞∑
j=1
βj(θ)n
−j
 , (2.1.7)
ou`
C(θ) = 2pim
3/2
θ | sin θ| et K(θ) =
(
2
√
3| sin θ|m1/4θ
)−1
,
avec
mθ =
√
1 +
sin2(2θ/3)
sin2 θ
− 2cos(θ/3) sin(2θ/3)
sin θ
> 0 .
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Notons que dans le cas de l’ope´rateur d’Airy complexe e´tudie´ dans [7] et [75],
− d
2
dx2
+ ix ,
on obtient le de´veloppement
κDn (1, pi/2) ∼
n→+∞
1
23/4
√
3n
1 + +∞∑
j=1
αj(pi/2)n
−j
 exp( pi√
2
(n− 1/4)
)
.
Concernant les oscillateurs anharmoniques pairs, on a un re´sultat similaire :
The´ore`me 2.1.2 Soit k ∈ N∗ et θ tel que 0 < |θ| < (k+1)pi2k . Si κn(2k, θ) de´signe
le n-e`me indice d’instabilite´ de l’ope´rateur
A(2k, θ) = − d
2
dx2
+ eiθx2k , (2.1.8)
alors il existe K(2k, θ) > 0 et une suite (Cj(2k, θ))j≥1 tels que
κn(2k, θ) ∼
n→+∞
K(2k, θ)√
n
eck(θ)n
1 + +∞∑
j=1
Cj(2k, θ)n−j
 , (2.1.9)
avec
ck(θ) =
2(k + 1)
√
piΓ
(
k+1
2k
)
ϕk(xθ,k)
Γ
(
1
2k
) , (2.1.10)
ou`
xθ,k =
(
tan(|θ|/(k + 1))
sin(k|θ|/(k + 1)) + cos(k|θ|/(k + 1)) tan(|θ|/(k + 1))
) 1
2k
(2.1.11)
ϕk(x) = Im
∫ xei θ2(k+1)
0
(1− t2k)1/2dt . (2.1.12)
Remarque 2.1.3 Dans le cas harmonique k = 1, le premier terme du de´veloppement
(2.1.9) permet de retrouver le re´sultat de Davies-Kuijlaars [45] :
lim
n→+∞
1
n
log ‖Πn‖ = c1(θ) = 4ϕ1
(
1√
2 cos(θ/2)
)
= 2Re f
(
eiθ/4√
2 cos(θ/2)
)
,
ou`
f(z) = log(z +
√
z2 − 1)− z
√
z2 − 1 .
Voici maintenant un re´sultat concernant la densite´ dans L2 de l’espace en-
gendre´ par les fonctions propres des ope´rateurs conside´re´s. Il a e´te´ de´montre´
[7] dans le cas de l’ope´rateur d’Airy AD(1, θ) pour |θ| < 2pi/3 , et [41] dans le
cas harmonique (k = 1) ainsi que pour A(2k, θ), k ≥ 2, |θ| < pi2 . Nous en pro-
posons une preuve valable pour tous les ope´rateurs A(2k, θ) avec |θ| < (k+1)pi2k a`
la section 2.6.
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The´ore`me 2.1.4 Pour m = 1 , |θ| < 2pi/3 , ou m = 2k, k ≥ 1, et θ ve´rifiant
(2.1.2), les fonctions propres de A(m, θ) forment une famille totale de l’espace
L2(R).
La croissance rapide des indices d’instabilite´ ainsi que cette proprie´te´ de
densite´ permettent d’e´tudier la convergence normale de la se´rie d’ope´rateurs
de´finissant le semi-groupe e−tA(m,θ) associe´ a` −A(m, θ) lorsqu’on le de´compose
suivant les projecteurs Πn, ce qui ge´ne´ralise le re´sultat de [45] dans le cas har-
monique.
Corollaire 2.1.5 Soit m = 1 ou m = 2k, k ≥ 1, et |θ| ≤ pi/2. Soit e−tA(m,θ) le
semi-groupe engendre´ par A(m, θ), λn = λn(m, θ) les valeurs propres de A(m, θ),
et Πn = Πn(m, θ) les projecteurs spectraux associe´s.
Soit T (θ) = c1(θ)/ cos(θ/2), ou` c1(θ) est la constante de (2.1.10). La se´rie
Σm,θ(t) =
+∞∑
n=1
e−tλn(m,θ)Πn(m, θ)
n’est pas normalement convergente si m = 1, ni si m = 2 et t < T (θ) ; si
m = 2 et t > T (θ), ou pour tout t > 0 si m = 2k, k ≥ 2, la se´rie converge
normalement vers e−tA(2k,θ). De plus, dans les cas ou` Σm,θ converge, il existe
C1 = C1(k, θ) et C2 = C2(θ) tel que, pour tout N suffisamment grand, on a
l’estimation suivante :
‖e−tA(m,θ)(I −Π<N )‖ ≤
{
C1√
N
eck(θ)n exp(−tReλN ), k ≥ 2
C2√
N
exp(−2 cos(θ/2)(t− T (θ))N), k = 1, t > T
(2.1.13)
ou` Π<N = Π1 + · · ·+ ΠN−1 de´signe la projection sur les N −1 premiers espaces
propres.
La suite est organise´e de la fac¸on suivante. La section 2 est consacre´e a` l’e´tude
de l’ope´rateur d’Airy complexe et a` la de´monstration du The´ore`me 2.1.1. Nous
traitons ensuite le cas des oscillateurs anharmoniques pairs dans les trois sec-
tions suivantes : nous e´tudions le comportement ge´ne´ral des fonctions propres
dans le plan complexe a` la section 3, a` l’aide de la me´thode WKB complexe ;
puis nous de´taillons la construction d’un quasimode pour l’oscillateur anhar-
monique autoadjoint, suivant la de´marche d’un exercice de [74], a` la section
4 ; enfin, nous achevons la preuve du The´ore`me 2.1.2 a` la section 5. Les deux
dernie`res sections, inde´pendantes des pre´ce´dentes, sont de´die´es respectivement
aux preuves du The´ore`me 2.1.4 et du Corollaire 2.1.5.
2.2 L’ope´rateur d’Airy complexe
Nous e´tudions dans cette section les indices d’instabilite´ de l’ope´rateur
A(1, θ) = − d
2
dx2
+ eiθ|x| ,
agissant sur L2(R), avec |θ| < 3pi/4. Le potentiel eiθ|x| pre´sente une singularite´
en 0, ce qui va nous conduire a` de´composer l’ope´rateur suivant son action sur
les fonctions paires et impaires de L2(R).
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2.2.1 De´composition sur la demi-droite
On utilise la de´composition
L2(R) = P⊕ I , (2.2.1)
ou` P et I de´signent respectivement l’ensemble des fonctions paires et impaires
de L2(R). Cette de´composition permet d’identifier une fonction u ∈ L2(R) a` un
unique couple (uP , uI) ∈ P× I tel que u = uP + uI , ou`
uP (x) =
1
2
(u(x) + u(−x))
de´signe la composante paire de u et
uI =
1
2
(u(x)− u(−x))
sa composante impaire.
Conside´rons maintenant les restrictions de uP et uI a` R+, note´es toujours de la
meˆme fac¸on, et notons AD(1, θ) et AN (1, θ) respectivement les re´alisations de
Dirichlet et de Neumann sur R+ de l’ope´rateur d’Airy − d2dx2 + eiθx .
Alors, une fonction u ∈ L2(R) appartient au domaine de A(1, θ) si et seule-
ment si uP ∈ D(AD(1, θ)) et uI ∈ D(AN (1, θ)), les fonctions paires et impaires
ve´rifiant respectivement les conditions de Dirichlet et de Neumann en 0. La
de´composition (2.2.1) permet donc d’identifier A(1, θ) a` l’ope´rateur( AD(1, θ) 0
0 AN (1, θ)
)
agissant sur D(AD(1, θ))×D(AN (1, θ)) .
En particulier,
σ(A(1, θ)) = σ(AD(1, θ)) ∪ σ(AN (1, θ)) , (2.2.2)
et les indices d’instabilite´ de A(1, θ) sont ceux de AD(1, θ) et AN (1, θ), en clas-
sant la re´union de leurs valeurs propres dans l’ordre croissant de module.
La proposition suivante (voir [7]) de´crit les e´le´ments propres de AD(1, θ) et
AN (1, θ). La fonction d’Airy sera e´tudie´e dans la prochaine sous-section.
Proposition 2.2.1
1. Le spectre de AD(1, θ) est discret et compose´ des
λDj = −e
2iθ
3 µj , j ∈ N ,
ou` · · · < µj+1 < µj < · · · < µ1 < 0 sont les ze´ros de la fonction d’Airy
Ai ;
2. Le projecteur spectral Πn associe´ a` λ
D
n est de rang 1 ;
3. On a pour tout n ≥ 1, ∫R+ u2n(x)dx 6= 0 et
κn := ‖Πn‖ =
∫
R+ |un(x)|2dx∣∣∫
R+ u
2
n(x)dx
∣∣ , (2.2.3)
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ou`
un(x) = Ai(µn + xe
iθ/3) (2.2.4)
est fonction propre de AD(1, θ) pour la valeur propre λDn .
Le cas de AN (1, θ) est analogue en remplac¸ant dans ce qui pre´ce`de les ze´ros µn
de la fonction d’Airy par ses points critiques νn, qui ve´rifient ν1 < 0 et, pour
tout n ≥ 2, µn < νn < µn−1 .
D’apre`s (2.2.2), si (λn)n≥1 de´signent les valeurs propres de A(1, θ) (dans l’ordre
croissant de modules), on a donc λ2k = e
2iθ/3|µk| et λ2k+1 = e2iθ/3|νk+1|.
D’autre part, κ2k(1, θ) = κ
D
k (1, θ) et κ2k+1(1, θ) = κ
N
k+1(1, θ) .
Par conse´quent, les de´veloppements (2.1.6) et (2.1.7) entraˆınent
Corollaire 2.2.2 Les indices d’instabilite´ κn(1, θ) de l’ope´rateur A(1, θ) ve´rifient
κn(1, θ) ∼
n→+∞
K(θ)√
n
exp
(
C(θ)
2
(n− 1/2)
)1 + +∞∑
j=1
αj(θ)n
−j
 . (2.2.5)
Notre e´tude reposera en grande partie sur les proprie´te´s de la fonction d’Airy
e´voque´e dans la proposition pre´ce´dente. Nous les rappelons dans la sous-section
suivante.
2.2.2 La fonction d’Airy
La fonction d’Airy Ai est la solution de l’ope´rateur d’Airy re´el, c’est-a`-dire
Ai′′(x) = xAi(x) , (2.2.6)
normalise´e par la condition
Ai(0) =
1
32/3Γ
(
2
3
) ,
et qui de´croˆıt exponentiellement quand x→ +∞ . On observe alors que Ai(x) >
0 et Ai′(x) < 0 pour tout x ≥ 0 . La fonction d’Airy peut eˆtre prolonge´e a` tout
le plan complexe en une fonction entie`re, et des de´veloppements asymptotiques
a` l’infini (voir [1]) permettent de de´crire le comportement de la fonction, de
sa de´rive´e, de ses ze´ros et de ses points critiques. Toutes ces proprie´te´s sont
re´sume´es dans la proposition suivante et seront utilise´es dans la suite.
Proposition 2.2.3 Il existe des constantes ck , dk , ak , bk , k ≥ 1 , telles que
1. Pour tout α ∈]0, pi] ,
Ai(z) ∼
|z|→+∞
1
2
√
piz1/4
e−
2
3 z
3/2
(
1 +
+∞∑
k=1
(−1)kck(2
3
z3/2)−k
)
, (2.2.7)
pour | arg z| ≤ pi − α ;
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Figure 2.1 – Graphe de la fonction d’Airy Ai sur R.
2.
Ai(−z) ∼
|z|→+∞
1√
piz1/4
(
sin(
2
3
z3/2 +
pi
4
)
(
1 +
+∞∑
k=1
(−1)kc2k(2
3
z3/2)−2k
)
− cos(2
3
z3/2 +
pi
4
)
+∞∑
k=0
(−1)kc2k+1(2
3
z3/2)−2k−1
)
, (2.2.8)
pour | arg z| < 2pi3 ;
3. Pour tout α ∈]0, pi],
Ai′(z) ∼
|z|→+∞
− z
1/4
2
√
pi
e−
2
3 z
3/2
(
1 +
+∞∑
k=1
(−1)kdk(2
3
z3/2)−k
)
, (2.2.9)
pour | arg z| ≤ pi − α ;
4.
Ai′(−z) ∼
|z|→+∞
−z
1/4
√
pi
(
cos(
2
3
z3/2 +
pi
4
)
(
1 +
+∞∑
k=1
(−1)kd2k(2
3
z3/2)−2k
)
+ sin(
2
3
z3/2 +
pi
4
)
+∞∑
k=0
(−1)kd2k+1(2
3
z3/2)−2k−1
)
,(2.2.10)
pour | arg z| < 2pi3 ;
5.
|µn| ∼
n→+∞
(
3pi
2
(n− 1/4)
)2/3(
1 +
+∞∑
k=1
(−1)k+1ak(n− 1/4)−2k
)
;
(2.2.11)
6.
|νn| ∼
n→+∞
(
3pi
2
(n− 3/4)
)2/3(
1 +
+∞∑
k=1
(−1)kbk(n− 3/4)−2k
)
;
(2.2.12)
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Figure 2.2 – Module de la fonction d’Airy sur C.
On se servira e´galement du lemme suivant :
Lemme 2.2.4 La fonction
F : x 7→ xAi2(x)−Ai′2(x) (2.2.13)
est une primitive de la fonction Ai2.
Preuve : On utilise simplement l’e´quation (2.2.6) :
F ′(x) = Ai2(x) + 2xAi(x)Ai′(x)− 2Ai′′(x)Ai′(x)
= Ai2(x) + 2Ai′(x)(xAi(x)−Ai′′(x)︸ ︷︷ ︸
=0
). 
Nous sommes maintenant en mesure de de´terminer le comportement asymp-
totique des indices d’instabilite´ de AD(1, θ) et AN (1, θ).
2.2.3 Indices d’instabilite´
Nous nous contenterons d’e´tudier la re´alisation de Dirichlet AD(1, θ) de
l’ope´rateur d’Airy complexe, le cas de la re´alisation de Neumann e´tant analogue
a` condition de remplacer les ze´ros µn de la fonction d’Airy par ses points cri-
tiques νn, et le de´veloppement (2.2.11) par (2.2.12). Nous supposerons e´galement
θ > 0 sans perte de ge´ne´ralite´ (si θ < 0, tous les calculs et re´sultats qui suivent
sont valables avec |θ| a` la place de θ).
Soit un(x) = Ai(µn + e
iθ/3x) la n-e`me fonction propre de AD(1, θ) et
In =
∫
R+
|un(t)|2dt , Jn =
∣∣∣∣∫
R+
un(t)
2dt
∣∣∣∣ ,
respectivement le nume´rateur et le de´nominateur de l’expression (2.2.3) qu’on
cherche a` estimer. Nous allons de´terminer un de´veloppement asymptotique quand
n→ +∞ de chacune de ces inte´grales.
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Etape 1 : Etude de In
Fixons ε > 0 suffisamment petit, que nous de´terminerons explicitement plus
loin. Alors la de´composition
In = In,ε +Rn,ε , (2.2.14)
ou`
In,ε :=
∫ +∞
ε|µn|
|un(t)|2dt et Rn,ε :=
∫ ε|µn|
0
|un(t)|2dt ,
va nous permettre d’appliquer (2.2.7) et (2.2.8) uniforme´ment dans chaque
inte´grale Rn,ε et In,ε respectivement.
Etape 1.a. Commenc¸ons par traiter le terme In,ε.
D’apre`s (2.2.7), il existe une suite re´elle (c′k)k≥1 telle que, pour tout N ≥ 1,
In,ε =
∫ +∞
ε|µn|
1
4pi|µn + teiθ/3|1/2 exp
(
−4
3
Re
[
(µn + te
iθ/3)3/2
])
×
∣∣∣∣∣1 +
N∑
k=1
c′k(µn + te
iθ/3)−3k/2 + rN (µn + teiθ/3)
∣∣∣∣∣
2
dt ,
avec
|rN (ξ)| = O(|ξ|−3N/2), |ξ| → +∞ .
En effet |µn + teiθ/3| → +∞ quand n → +∞ uniforme´ment par rapport a`
t ∈ [ε|µn|,+∞[ :
∀t ≥ ε|µn| , |µn + teiθ/3| ≥ |t sin θ/3| ≥ ε|µn|| sin θ/3| → +∞, n→ +∞ .
En posant
h = hn := |µn|−3/2 et t = h−2/3s = |µn|s , (2.2.15)
on obtient
In,ε = Iˆε(hn) ,
ou`
Iˆε(h) ∼
h→0
1
4pih1/3
∫ +∞
ε
1
| − 1 + seiθ/3|1/2 exp
(
− 4
3h
Re
[
(−1 + seiθ/3)3/2
])
×
∣∣∣∣∣1 +
N∑
k=1
c′k(−1 + seiθ/3)−3k/2hk + rhN (s)
∣∣∣∣∣
2
ds
avec
rhN (s) = O(hN ) , quand h→ 0 (2.2.16)
uniforme´ment par rapport a` s ≥ ε.
Or, on peut e´crire∣∣∣∣∣1 +
N∑
k=1
c′k(−1 + seiθ/3)−3k/2hk + rhN (s)
∣∣∣∣∣
2
= 1 +
N∑
k=1
c˜k(s)h
k + r˜hN (s) ,
ou` les fonctions c˜k(s) ve´rifient, pour tout k ≥ 1 ,
|c˜k(s)| = O((1 + s)−3k/2) ,
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et r˜hN (s) ve´rifie (2.2.16) comme r
h
N (s) . Ainsi,
Iˆε(h) =
1
4pih1/3
∫ +∞
ε
aθ(s, h)e
− 1hϕθ(s)ds , (2.2.17)
ou`
aθ(s, h) ∼
h→0
1
| − 1 + seiθ/3|1/2
(
1 +
+∞∑
k=1
c˜k(s)h
k
)
et
ϕθ(s) =
4
3
Re (−1 + seiθ/3)3/2 .
Le membre de droite de (2.2.17) est maintenant sous la bonne forme pour ap-
pliquer la me´thode de Laplace quand h → 0 . Il suffit pour cela de ve´rifier que
la fonction ϕθ admet un unique point critique non de´ge´ne´re´ sθ dans l’intervalle
[ε,+∞[, et que ϕ′′θ (sθ) > 0 , c’est-a`-dire que sθ est un point de minimum pour
ϕθ .
Or on a
ϕ′θ(s) = 2Re
(
eiθ/3(−1 + seiθ/3)1/2
)
= 2| − 1 + seiθ/3|1/2 cos
(
θ
3
+
1
2
arg(−1 + seiθ/3)
)
,
qui s’annule si et seulement si
arg(−1 + seiθ/3) = pi − 2θ
3
. (2.2.18)
En effet, d’apre`s (2.1.2) on a
θ
3
+
1
2
arg(−1 + seiθ/3) ∈
]
− 3pi
8
,
3pi
4
[
,
donc ϕ′θ s’annule si et seulement si
θ
3
+
1
2
arg(−1 + seiθ/3) = pi
2
.
En prenant la tangente dans (2.2.18), on obtient
tan
2θ
3
=
sθ sin(θ/3)
1− sθ cos(θ/3) ,
d’ou`
sθ =
tan(2θ/3)
sin(θ/3) + cos(θ/3) tan(2θ/3)
=
sin(2θ/3)
sin θ
, (2.2.19)
et on a bien sθ > 0 pour 0 < θ < 3pi/4.
D’autre part, on a
ϕ′′θ (s) = Re
(
e2iθ/3(−1 + sθeiθ/3)−1/2
)
= | − 1 + sθeiθ/3|−1/2 cos
(
2θ
3
− 1
2
arg(−1 + seiθ/3)
)
,
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d’ou`, en utilisant (2.2.18),
ϕ′′θ (sθ) = m
−1/2
θ sin θ > 0 , (2.2.20)
ou` mθ := | − 1 + sθeiθ/3| est la constante apparaissant dans le The´ore`me 2.1.1.
Enfin, le terme principal de a(sθ, h) vaut
a(sθ, 0) = m
−1/2
θ 6= 0 ,
et
ϕθ(sθ) = −4
3
m
3/2
θ sin θ .
On choisit ε < sθ et, pour M > sθ fixe´, on e´crit
Iˆε(h) = Iˆε,M (h) + RˆM (h) , (2.2.21)
avec {
Iˆε,M (h) =
1
4pih1/3
∫M
ε
aθ(s, h)e
− 1hϕθ(s)ds ,
RˆM (h) =
1
4pih1/3
∫ +∞
M
aθ(s, h)e
− 1hϕθ(s)ds .
(2.2.22)
La me´thode de Laplace s’applique a` Iˆε,M (h) et donne, d’apre`s les valeurs cal-
cule´es ci-dessus,
Iˆε,M (h) ∼
h→0
h1/6
2
√
2pim
1/4
θ
√
sin θ
exp
(
4
3h
m
3/2
θ sin θ
)(
1 +
+∞∑
k=1
Ak(θ)h
k
)
,
(2.2.23)
pour une suite (Ak(θ))k≥1 de re´els.
Quant a` RˆM (h), puisque la fonction ϕθ est croissante sur [M,+∞[ , on a
RˆM (h) ≤ Kh−1/3
∫ +∞
M
e−
1
hϕθ(s)ds , K > 0 ,
≤ Kh−1/3e(1− 1h )ϕθ(M)
∫ +∞
M
e−ϕθ(s)ds
≤ K ′h−1/3e− 1hϕθ(M) , K ′ > 0 , (2.2.24)
de`s que h < 1 , avec e´videmment ϕθ(M) > ϕθ(sθ) .
D’apre`s (2.2.21), (2.2.23) et (2.2.24), on obtient donc
In,ε ∼
n→+∞
h1/6
2
√
2pim
1/4
θ
√
sin θ
exp
(
4
3h
m
3/2
θ sin θ
)(
1 +
+∞∑
k=1
Ak(θ)h
k
)
.
(2.2.25)
Remarque 2.2.5 Dans le cas de l’ope´rateur d’Airy − d2dx2 + ix e´tudie´ dans [7]
et [76], on obtient les valeurs suivantes : spi/2 =
√
3/2, ϕpi/2(spi/2) = −
√
2/3 ,
ϕ′′pi/2(spi/2) =
√
2 et a(spi/2, 0) =
√
2, ce qui donne dans ce cas
In,ε ∼
n→+∞
h1/6
25/4
√
pi
e
√
2
3h
(
1 +
+∞∑
k=1
Ak(pi/2)h
k
)
. (2.2.26)
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Etape 1.b. Il reste maintenant a` controˆler le second terme dans (2.2.14),
Rn,ε =
∫ ε|µn|
0
|Ai(µn + teiθ/3)|2dt .
Nous nous contentons de controˆler grossie`rement ce terme de reste.
Pour n assez grand, on peut appliquer (2.2.8) uniforme´ment par rapport a` t ∈
[0, ε] pour obtenir, en nous limitant a` un e´quivalent au premier ordre,
Rn,ε = (1 + o(1))
∫ ε|µn|
0
1
pi|µn + teiθ/3|1/2
∣∣∣∣sin(23(−(µn + teiθ/3))3/2 + pi4
)∣∣∣∣2 dt
≤ Cε|µn| sup
t∈[0,ε|µn|]
1
|µn + teiθ/3|1/2
∣∣∣∣sin(23(−(µn + teiθ/3))3/2 + pi4
)∣∣∣∣2 , C > 0 ,
≤ C ′ ε|µn|
1/2
| − 1 + εeiθ/3|1/2
∣∣∣∣sin(23(|µn|(−1 + εeiθ/3))3/2 + pi4
)∣∣∣∣2 , C ′ > 0 ,
≤ C ′′ ε
pi| − 1 + εeiθ/3|1/2h1/3n
exp
(
− 1
hn
ϕθ(ε)
)
, C ′′ > 0 ,
ou` l’on a utilise´∣∣∣∣sin(23z3/2 + pi4
)∣∣∣∣ ≤ 12 exp
(
−2
3
Re z3/2
)
+ o(1) ,
pour 2pi/3 < | arg z| < pi .
Il existe donc C = C(θ, ε) > 0 telle que, pour n suffisamment grand,
Rn,ε ≤ Ch−1/3n exp
(
− 1
hn
ϕθ(ε)
)
.
En utilisant le fait que, pour ε < sθ,
−ϕθ(ε) < −ϕθ(sθ) = 4
3
m
3/2
θ sin θ ,
on en de´duit donc que le termeRn,ε est ne´gligeable devant In,ε ; plus pre´cise´ment,
on a d’apre`s (2.2.14) :∫
R
|un(t)|2dt = In,ε (1 + o(e−c/hn)) ,
pour une certaine constante c > 0. Le de´veloppement (2.2.25) donne donc fi-
nalement
Proposition 2.2.6 Si un(x) = Ai(µn + xe
iθ/3) de´signe la n-e`me fonction pro-
pre de l’ope´rateur AD(1, θ) et hn = |µn|−3/2 , on a
‖un‖22 ∼
n→+∞
h
1/6
n
2
√
2pi sin θm
1/4
θ
exp
(
4
3hn
m
3/2
θ sin θ
)(
1 +
+∞∑
k=1
Ak(θ)h
k
n
)
.
(2.2.27)
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γR CR
θ
3
µn µn +R
Figure 2.3 – De´composition du chemin d’inte´gration γR.
Ceci termine l’e´tude du nume´rateur de (2.2.3) ; nous traitons maintenant le
de´nominateur Jn .
Etape 2 : Estimation de | ∫R+ u2n(x)dx|
Il reste maintenant a` estimer le de´nominateur de l’expression (2.2.3). On com-
mence par se ramener a` une inte´grale sur l’axe re´el graˆce a` l’holomorphie de la
fonction d’Airy et a` sa de´croissance a` l’infini dans le secteur
| arg z| < pi/3.
eiθ/3
∫
R+
u2n(x)dx =
∫ +∞
0
eiθ/3Ai2(eiθ/3x+ µn)dx
= lim
R→+∞
∫
γR
Ai2(z)dz ,
ou` γR est le segment [µn, µn + e
iθ/3R] ⊂ C .
Or la fonction d’Airy est holomorphe dans C et γR peut eˆtre de´compose´ en
γR = [µn, µn +R] ∨ CR ,
ou` CR est l’arc de cercle (centre´ en µn, de rayon R) parame´tre´ par
[0, 1] 3 t 7→ µn +Reitθ/3 ,
voir Figure 2.3.
Donc,
eiθ/3
∫
R+
u2n(x)dx = lim
R→+∞

∫ µn+R
µn
Ai2(x)dx︸ ︷︷ ︸
=:IR
+
∫
CR
Ai2(z)dz︸ ︷︷ ︸
=:JR
 .
Evidemment, IR →
∫ +∞
µn
Ai2(x)dx quand R→ +∞ . Quant a` JR, on a graˆce a`
(2.2.7) et pour R suffisamment grand :
|JR| =
∣∣∣∣∫ 1
0
iRθ
3
eitθ/3Ai2(µn +Re
itθ/3)dt
∣∣∣∣
≤ 1
2pi
∫ 1
0
Rθ
3|(µn +Reitθ/3)|1/2 |e
− 43 (µn+Reitθ/3)3/2 |dt ,
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donc |JR| → 0 quand R→ +∞ .
On en de´duit ∣∣∣∣∫
R+
u2n(x)dx
∣∣∣∣ = ∫ +∞
µn
Ai2(x)dx . (2.2.28)
En effet Ai(x) est re´el pour x re´el. On utilise maintenant la formule du Lemme
2.2.4, qui entraˆıne ∫ +∞
µn
Ai2(x)dx = Ai′2(µn) , (2.2.29)
puisque d’apre`s (2.2.7) et (2.2.9),
xAi2(x)−Ai′2(x)→ 0 ,
quand x→ +∞, et Ai(µn) = 0 .
D’apre`s le de´veloppement (2.2.10) de la fonction Ai′, en notant toujours hn =
|µn|−3/2, il existe une suite (d′k)k≥0 telle que∣∣∣∣∫
R+
u2n(x)dx
∣∣∣∣ ∼n→+∞ 1pih−1/3n
(
cos
(
2
3hn
+
pi
4
) +∞∑
k=0
(−1)kd′2kh2kn
+ sin
(
2
3hn
+
pi
4
) +∞∑
k=0
(−1)kd′2k+1h2k+1n
)2
.(2.2.30)
Or, le de´veloppement (2.2.11) de |µn| donne
h−1n ∼
n→+∞
3pi
2
(n− 1/4)
(
1 +
+∞∑
k=1
γk(n− 1/4)−2k
)
, (2.2.31)
d’ou`
cos
(
2
3hn
+
pi
4
)
∼
n→+∞ cos
(
npi +
+∞∑
k=1
γk(n− 1/4)−2k+1
)
∼
n→+∞ (−1)
n
(
1 +
+∞∑
k=1
γ′k(n− 1/4)−2k
)
,
et de meˆme
sin
(
2
3hn
+
pi
4
)
∼
n→+∞ (−1)
n
+∞∑
k=1
γ′′k (n− 1/4)−2k+1.
Ainsi,
cos
(
2
3hn
+
pi
4
) +∞∑
k=0
(−1)kd′2kh2kn + sin
(
2
3hn
+
pi
4
) +∞∑
k=0
(−1)kd′2k+1h2k+1n
∼
n→+∞ (−1)
n
(
1 +
+∞∑
k=1
δ2k(n− 1/4)−2k
)
,
et a` partir de (2.2.30), on obtient finalement
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Proposition 2.2.7 Il existe (Bk)k≥1 telle que∣∣∣∣∫
R+
u2n(x)dx
∣∣∣∣ ∼n→+∞ 1pih−1/3n
(
1 +
+∞∑
k=1
Bk(n− 1/4)−2k
)
, (2.2.32)
ou` hn est de´fini par (2.2.15).
Etape 3 : Conclusion
En re´ecrivant tous les de´veloppements en puissances de hn et de (n − 1/4)−2
comme des de´veloppements en puissance de n−1, on de´duit de (2.2.3), (2.2.27)
et (2.2.32) qu’il existe une suite (Ck(θ))k≥1 telle que
κDn (1, θ) ∼
n→+∞
√
pi
2
√
2m
1/4
θ
√
sin θ
h1/2n exp
(
4
3hn
m
3/2
θ sin θ
)
×
(
1 +
+∞∑
k=1
Ck(θ)n
−k
)
.
Enfin, d’apre`s (2.2.31),
h1/2n exp
(
4
3hn
m
3/2
θ sin θ
)
∼
n→+∞
√
2
3pin
exp
(
2pim
3/2
θ sin θ (n− 1/4)
)
×
(
1 +
+∞∑
k=1
C ′k(θ)n
−k
)
,
d’ou` le re´sultat du The´ore`me 2.1.1. Le cas particulier de κDn (1, pi/2) de´coule de
(2.2.26).
Le cas de la re´alisation de Neumann est analogue, en posant h˜n = |νn|−3/2 et
en utilisant le de´veloppement (2.2.12) au lieu de (2.2.11).
Dans les trois sections suivantes, on effectue une e´tude similaire des indices
d’instabilite´ κn(2k, θ), k ≥ 1. Les de´veloppements asymptotiques de la fonction
d’Airy seront remplace´s par des estimations WKB des fonctions propres de
l’oscillateur anharmonique A(2k, θ).
2.3 Comportement des fonctions propres des os-
cillateurs anharmoniques pairs
On e´tudie dans cette section le comportement dans le plan complexe des
solutions ψh ∈ L2(R) de l’e´quation
Ph(2k)ψh =
(
−h2 d
2
dx2
+ x2k − 1
)
ψh = 0 , (2.3.1)
ou` k ≥ 1, quand h→ 0 .
Nous verrons ensuite a` la sous-section 2.3.3 comment exprimer les fonctions
propres de l’ope´rateur A(2k, θ) a` l’aide de la fonction ψh .
66 CHAPITRE 2. OSCILLATEURS ANHARMONIQUES
2.3.1 Estimations WKB
Nous allons utiliser la me´thode WKB complexe pour comprendre le com-
portement de la fonction ψh dans certaines re´gions du plan complexe. En ef-
fet, nous verrons qu’une dilatation analytique d’angle θ/(2k + 2) transforme
formellement A(2k, θ) en l’ope´rateur Ph(2k) de (2.3.1) (voir sous-section 2.3.3
pour une justification rigoureuse) ; nous nous inte´ressons donc avant tout au
comportement de ψh(x) quand x tend vers l’infini dans le secteur
Sθ/(2k+2) =
{
x ∈ C : | arg x| ≤ θ
2(k + 1)
}
, (2.3.2)
mais aussi a` son comportement a` la limite h→ 0 .
Voici le the´ore`me-clef de notre e´tude (voir [111], Ch. 6 et 10, [141], [70]).
Pour β ∈ R et x ∈ C, un chemin reliant +∞eiβ a` x de´signera un chemin
γ :] −∞, t0] → C du plan complexe tel que γ(t0) = x et tel que γ(] −∞, T ])
co¨ıncide avec le rayon [R,+∞[eiβ , pour un certain T < t0 et un certain R > 0 .
On e´tudie le comportement asymptotique quand |x| → +∞ ou h → 0 des
solutions ψh de l’e´quation
−h2 d
2
dx2
ψh(x) + f(x)ψh(x) = 0 , x ∈ C , (2.3.3)
ou` f est une fonction entie`re. Soit D un domaine simplement connexe de C \
f−1(0) . On conside`re une de´termination de la fonction
√
f sur D. Pour a0 ∈ D
fixe´ (ou a0 un ze´ro de f), on pose
S(z) :=
∫ z
a0
√
f(t) dt , (2.3.4)
ou` l’inte´grale est prise le long de n’importe quel chemin de´fini dans D.
Soit a1 ∈ C, ou e´ventuellement a1 = +∞eiβ , β ∈ R. Nous appelerons chemin
canonique joignant a1 a` z, et nous noterons γ(a1, z), un chemin du plan complexe
joignant a1 a` z et tel que la fonction ReS◦γ(a1, z) soit strictement de´croissante.
On note alors
∆(a0, a1) = {z ∈ C : ∃ γ(a1, z) chemin canonique },
et pour ε > 0 ,
∆ε(a0, a1) = {z ∈ ∆(a0, a1) : d(z, ∂∆(a0, a1)) ≥ ε},
ou` ∂∆(a0, a1) de´signe la frontie`re de ∆(a0, a1) .
On de´finit e´galement la fonction
σ :=
1
f3/4
[
1
f1/4
]′′
. (2.3.5)
On a alors le the´ore`me suivant, voir [111], The´ore`me 11.1 (p. 222) et Ch. 10.
The´ore`me 2.3.1 (Estimation WKB) Soient f , a0, a1, ∆(a0, a1) et ∆ε(a0, a1)
comme ci-dessus, et Γ ⊂ ∆ε(a0, a1) (non ne´cessairement borne´). Si a1 = +∞eiβ,
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on suppose que ReS(yeiβ) → +∞ quand y → +∞. On suppose de plus qu’il
existe k, ρ,M > 0 tels que, pour tout x ∈ ∆(a0, a1) ,
|σ(x)| ≤ k
1 + |S(x)|1+ρ , (2.3.6)
et pour tout x ∈ Γ, ∫
γ(a1,x)
|S′(x)|
1 + |S(x)|1+ρ dx ≤M , (2.3.7)
ou` γ(a1, x) est un chemin canonique reliant a1 a` x.
Alors, il existe une solution entie`re ψh de l’e´quation (2.3.3) telle que :
1. Pour tout α ∈ R tel que
∃Rα > 0, [Rα,+∞[eiα ⊂ Γ ,
on a
ψh(x) =
1
f(x)1/4
exp
(
− 1
h
S(x)
)
(1 + o(1)) , (2.3.8)
uniforme´ment par rapport a` h , quand x tend vers l’infini dans la direction
arg−1{α} .
De plus, si ReS(yeiα) → +∞ quand y → +∞, alors (2.3.8) de´termine
ψh de fac¸on unique, et pour toute solution ψ˜h appartenant a` L
2(R+eiα) ,
il existe c ∈ C tel que ψ˜h = cψh .
2. Il existe une suite de fonctions uj = uj(a0, a1) , j ≥ 1 , telle que
ψh(x) ∼
h→0
1
f(x)1/4
1 + +∞∑
j=1
uj(x)h
j
 exp(− 1
h
S(x)
)
, (2.3.9)
uniforme´ment pour x dans Γ.
L’objectif de la sous-section suivante est de ve´rifier que les hypothe`ses du
the´ore`me s’appliquent dans le cas de l’ope´rateur Ph(2k) de (2.3.1), c’est-a`-dire
avec f(x) = x2k−1 , dans une re´gion du plan complexe a` de´terminer, contenant
le secteur Sθ/(2k+2). Une partie de ce travail repose sur l’e´tude des lignes de
niveau de ReS, ou` S est la fonction de´finie par (2.3.4), appele´es lignes de Stokes
de l’ope´rateur.
2.3.2 Lignes de Stokes du proble`me autoadjoint
On prend f(x) = x2k − 1 , a0 = 1 et a1 = +∞ei θ2k+1 dans les notations de
la sous-section pre´ce´dente.
Soient xj = e
ijpi/k , j = 0, . . . , (2k − 1) , les ze´ros de la fonction x 7→ x2k − 1 .
On conside`re une de´termination de la fonction x 7→ √x2k − 1 de´finie dans un
domaine D du plan complexe. On note alors S(z) la fonction
S : z 7→
∫ z
1
√
x2k − 1 dx ,
ou` le chemin d’inte´gration est inclus dans D, l’inte´grale ne de´pendant pas du
choix du chemin.
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Afin de de´terminer l’ensemble ∆(a0, a1) dans lequel les estimations (2.3.8) et
(2.3.9) pourront eˆtre applique´es, nous commenc¸ons par e´tudier les lignes de
Stokes associe´es a` la fonction S. Au voisinage de x = xj , j = 0, . . . , (2k − 1) ,
on a
S(x) =
2
√
2k
3
(x− xj)3/2(1 + o(1)) ,
donc les lignes de niveau
{
Re
∫ z
xj
√
x2k − 1 dx = 0
}
forment localement trois
branches formant deux-a`-deux un angle de 2pi/3 . C’est l’aspect ge´ne´ral des
lignes de Stokes, pour une fonction holomorphe f quelconque, au voisinage d’un
ze´ro simple de f .
Quand x tend vers l’infini, on a
S(x) = xk+1(1 + o(1)) , (2.3.10)
et les lignes de niveau de ReS se rapprochent asymptotiquement des directions
arg x =
pi
2(k + 1)
+
jpi
k + 1
, j = 0, 1, 2 , (2.3.11)
soit 2k + 2 directions asymptotiques.
Par ailleurs, quelle que soit la valeur de k, il existe une et une seule ligne de
Stokes {ReS = 0} finie qui est toujours le segment [−1, 1]. Le comportement
des solutions sur ce segment sera e´tudie´ a` la section 2.4.
Ainsi, si L de´signe l’ensemble des lignes de Stokes issues des ze´ros xj = eijpi/k,
j = 0, . . . , (2k − 1), alors C \ L est constitue´ de 2k + 2 composantes connexes
non-borne´es Σj , chaque domaine Σj e´tant limite´ a` l’infini par les directions
asymptotiques R+ei(2j−1)pi/(2k+2) et R+ei(2j+1)pi/(2k+2), ainsi que des deux do-
maines
D± =
C \ 2k+1⋃
j=0
Σj
 ∩ {±Im z ≥ 0} ;
voir Figures 2.4 et 2.5.
On note Cj la ligne de Stokes issue de xj ayant pour direction asymptotique
R+ei(2j+1)pi/(2k+2) si j = 1, . . . , k−1 , et R+ei(2j−1)pi/(2k+2) si j = k+1, . . . , 2k−
1 . On choisit la de´termination de la fonction x 7→ √x2k − 1 de´finie sur le do-
maine
D = C \
[−1, 1] ∪ ⋃
j 6=0,k
Cj

et qui ve´rifie ReS(x) > 0 pour x ∈ Σ0 .
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+1−1
x0x2
x1
x3
Figure 2.4 – Lignes de Stokes des oscillateurs harmonique (k = 1, en haut) et
quartique (k = 2, en bas). Le chemin repre´sente´ en pointille´s est un exemple de
chemin canonique reliant un point situe´ a` l’infini dans Σ0 a` un point de Σ1 .
Soit Γ = D+ ∪ D− ∪ Σ0 ∪ Σ−1 ∪ Σ+1 \ [−1, 1], et pour ε > 0 ,
Γε = {z ∈ Γ : d(z, ∂Γ) ≥ ε}. (2.3.12)
Remarquons que Γε ⊂ D .
On a alors le re´sultat suivant, ou` le comportement asymptotique des solutions
quand |x| → +∞ est aussi valable pour un potentiel x2k − eiµ, µ ∈ R, au lieu
de x2k − 1 .
Proposition 2.3.2
1. Pour tous µ ∈ R et η ∈] − pi/(2k + 2), pi/(2k + 2)[ , si ψh est solution de
(2.3.1) ou de (
−h2 d
2
dx2
+ x2k − eiµ
)
ψh = 0 , (2.3.13)
avec ψh ∈ L2(R+eiη), alors il existe c ∈ C tel que, pour tout α ∈] −
3pi/(2k + 2), 3pi/(2k + 2)[ ,
ψh(z) =
c
(z2k − 1)1/4 exp
(
− 1
h
S(z)
)
(1 + o(1)), z = reiα, r → +∞ ,
(2.3.14)
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uniforme´ment par rapport a` h. De plus, ψh est l’unique solution satis-
faisant (2.3.14) pour α ∈]−pi/(2k+2), pi/(2k+2)[ , et ψh est une fonction
entie`re.
2. Dans le cas µ = 0, il existe une suite de fonctions uj holomorphes sur Γ,
j ≥ 1, telles que, pour tout ε > 0 ,
ψh(z) ∼
h→0
c
(z2k − 1)1/4
1 + +∞∑
j=1
uj(z)h
j
 exp(− 1
h
S(z)
)
, (2.3.15)
uniforme´ment pour x ∈ Γε.
Preuve :
On applique le The´ore`me 2.3.1 avec f(x) = x2k−1, ou` l’on choisit comme points
de base a0 = 1 et a1 = +∞eiη le point situe´ a` l’infini dans la direction arg−1{η} .
L’e´tude des lignes de Stokes montre que, pour tout z ∈ Σ−1 ∪Σ0 ∪Σ1, il existe
un chemin canonique γ(a1, z) reliant a1 a` z . En effet, le domaine
Γ+ = Σ0 ∪ Σ1 ∪ D+ \ ∂
(
Σ0 ∪ Σ1 ∪ D+
)
est envoye´ de fac¸on bijective par S sur le plan complexe prive´ de deux demi-
droites verticales (qui sont les images par S des lignes situe´es a` la frontie`re de
Γ+). Pour z ∈ Γ+ , on peut donc construire γ(a1, z) comme l’image re´ciproque
par S d’un chemin α dans S(Γ+) tel Reα de´croˆıt strictement.
On construit de la meˆme fac¸on un chemin canonique reliant a1 a` z pour z ∈ Γ− ,
Γ− = Σ0 ∪ Σ−1 ∪ D− \ ∂
(
Σ0 ∪ Σ−1 ∪ D−
)
.
On a ainsi Γ ⊂ ∆(a0, a1) selon les notations de la sous-section 2.3.1.
Il reste a` ve´rifier les conditions (2.3.6) et (2.3.7) du The´ore`me 2.3.1. On a
σ(x) =
1
f(x)3/4
[
1
f1/4
]′′
(x) = − f
′′(x)
4f(x)2
+
5f ′(x)2
16f(x)3
,
avec f(x) = x2k − 1, f ′(x) = 2kx2k−1 et f ′′(x) = 2k(2k − 1)x2k−2 . Il existe
donc C ∈ R tel que
σ(x) = Cx−2k−2(1 + o(1)), |x| → +∞ . (2.3.16)
D’apre`s (2.3.10), il existe donc R > 0 tel que, pour tout |x| > R ,
|σ(x)| ≤ C
2|x|2k+2 ≤
C
|S(x)|2 . (2.3.17)
Pour |x| ≤ R maintenant, σ et S e´tant toutes deux borne´es, on a bien suˆr
|σ(x)| ≤ C
′
1 + |S(x)|2
pour C ′ > 0 suffisamment grand, d’ou` (2.3.6) avec ρ = 1.
Enfin, il existe p ∈ N inde´pendant de x tel que, pour tout x ∈ Γε , on peut
choisir un chemin canonique γ(x) de sorte que S ◦ γ(x) soit constitue´ d’au plus
p segments ou intervalles complexes. Or il existe A > 0 tel que, pour tout
segment ou intervalle complexe parame´tre´ par le chemin γ : I → C ,∫
I
|γ′(t)|dt
1 + |γ(t)|1+ρ ≤ A ,
d’ou` (2.3.7). 
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x0x3
x1x2
x4 x5
Figure 2.5 – Lignes de Stokes de l’oscillateur anharmonique − d2dx2 + x6.
2.3.3 Une nouvelle expression des indices d’instabilite´
Soit n ≥ 1, λn la n-e`me valeur propre de A(2k, θ), et un une fonction propre
associe´e a` λn. Le changement d’e´chelle x˜ = |λn|−1/2kx va d’abord transformer
l’e´quation
(A(2k, θ)− λn)un(x) = 0 ,
en
|λn|
(
−h2n
d2
dx˜2
+ eiθx˜2k − ei arg λn
)
un(h
−1/(k+1)
n x˜) = 0 , (2.3.18)
ou` l’on a pose´
hn = |λn|−
k+1
2k , (2.3.19)
qui de´signera le nouveau parame`tre de notre proble`me, hn → 0 quand n→ +∞ .
On effectue ensuite la dilatation analytique y = eiθ/(2k+2)x˜, et (2.3.18) devient
|λn|eiθ/(k+1)
(
−h2n
d2
dy2
+ y2k − ei(arg λn−θ/(k+1))
)
ψhn(y) = 0 ,
ou`
ψhn(y) = un(h
−1/(k+1)
n e
−iθ/(2k+2)y) . (2.3.20)
Or, puisque un ∈ L2(R), on a ψhn ∈ L2(e−iθ/(2k+2)R) . Ainsi, d’apre`s la Propo-
sition 2.3.2, on a ψhn ∈ L2(R+), et en remarquant que ψhn est une fonc-
tion paire ou impaire, ψhn ∈ L2(R) . Remarquons e´galement que la condition
ψhn ∈ L2(R) entraˆıne automatiquement ψhn ∈ H2(R) ∩ L2(|x|4kdx) (voir la
Proposition 2.3.2). Par conse´quent, ψhn est une fonction propre de l’ope´rateur
autoadjoint positif
−h2n
d2
dy2
+ y2k ,
associe´e a` la valeur propre ei(arg λn−θ/(k+1)). On a donc ne´cessairement
ei(arg λn−θ/(k+1)) = 1 ,
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c’est-a`-dire que l’on retrouve l’ope´rateur Ph(2k) de´fini par (2.3.1), et que toutes
les valeurs propres de A(2k, θ) sont situe´es sur la demi-droite arg−1{ θk+1}.
D’apre`s les arguments de la sous-section 2.3.2, on peut choisir de normaliser
la fonction propre un de fac¸on a` ce que la fonction ψhn de´finie par (2.3.20)
soit caracte´rise´e par le comportement asymptotique (2.3.14) avec c = 1 , pour
x→ +∞ par exemple.
Enfin, les projecteurs spectraux associe´s aux valeurs propres λn e´tant de rang
1, l’expression (2.1.4) peut eˆtre utilise´e pour les indices d’instabilite´ κn(2k, θ) .
En utilisant (2.3.20) et le changement de variable x 7→ h
1
k+1
n x , on obtient ainsi
κn(2k, θ) =
∫
R |ψhn(ei
θ
2(k+1) y)|2dy∣∣∣∫R ψ2hn(ei θ2(k+1) y)dy∣∣∣ .
On transforme ensuite l’inte´grale du de´nominateur en une inte´grale re´elle par
homotopie, comme a` la section 2.2.3 :
ei
θ
2(k+1)
∫ +∞
−∞
ψ2hn(e
i θ
2(k+1) y)dy = lim
R→+∞
∫
γR
ψ2hn(z)dz ,
ou` γR est le segment [−Rei
θ
2(k+1) , Rei
θ
2(k+1) ] ⊂ C . Or
γR = [−R,+R] ∨ CR ∨ (−CR)
ou` CR(t) = Reit
θ
2(k+1) , t ∈ [0, 1] . La de´croissance exponentielle de ψhn quand
|x| → +∞ dans le secteur (2.3.2) entraˆıne
lim
R→+∞
∫
±CR
ψ2hn(z)dz = 0 (2.3.21)
(voir la Proposition 2.3.2 en remarquant que S(x) → +∞ quand |x| → +∞
dans le secteur (2.3.2)).
En utilisant la partie´ ou l’imparite´ de la fonction ψhn , on a e´galement
lim
R→+∞
∫
−CR
ψ2hn(z)dz = 0 .
Ainsi,
κn(2k, θ) =
∫
R |ψhn(ei
θ
2(k+1)x)|2dx∫
R ψ
2
hn
(x)dx
. (2.3.22)
Pour finir, on peut par parite´ se ramener a` des inte´grales sur R+ dans (2.3.22).
Toutes les informations de cette sous-section sont re´sume´es dans la proposition
suivante :
Proposition 2.3.3 Pour tout n ≥ 1, la n-e`me valeur propre λn de l’ope´rateur
A(2k, θ) s’e´crit
λn = rne
iθ/(k+1) ,
ou` rn > 0 est la n-e`me valeur propre de l’oscillateur anharmonique autoadjoint
− d
2
dx2
+ x2k.
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On a la formule de Weyl suivante : il existe (sj)j≥1 tel que
rn ∼
n→+∞
(
(k + 1)
√
piΓ(k+12k )
Γ( 12k )
(n+ 1/2)
) 2k
k+1
1 + +∞∑
j=1
sj(n+ 1/2)
−2j
 .
(2.3.23)
Il existe une unique fonction propre un de A(2k, θ) associe´e a` λn telle que
un(x) = ψhn(h
1/(k+1)
n e
iθ/(2k+2)x) ,
ou` hn est de´fini par (2.3.19) et ou` ψh est l’unique solution de l’e´quation (2.3.1)
ve´rifiant (2.3.14) avec c = 1 quand x→ +∞ . Enfin, on a
κn(2k, θ) =
∫
R+ |ψhn(eiθ/(2k+2)x)|2dx∫
R+ ψhn(x)
2dx
. (2.3.24)
Le de´veloppement (2.3.23) est de´montre´ dans [82] pour des ope´rateurs de la
forme − d2`
dx2`
+ P (x) , P polynoˆme re´el de degre´ pair.
Dans la sous-section suivante, l’e´tude des solutions ψh de´crites dans le Lemme 2.3.2,
avec h = hn → 0, va nous permettre de de´terminer un de´veloppement asymp-
totique du nume´rateur de (2.3.24).
2.3.4 Estimation de la norme des fonctions propres
Dans cette sous-section, on suppose sans perte de ge´ne´ralite´ que θ > 0.
On a donne´ dans la sous-section 2.3.2 un de´veloppement en puissances de h de
la fonction propre ψh sur la demi-droite arg
−1{θ/(2k + 2)} prive´e d’un petit
segment pre`s de 0. Plus pre´cise´ment, pour δ > 0 fixe´ (a` de´terminer plus tard
dans cette sous-section), on a
ψh(x) ∼
h→0
1
(x2k − 1)1/4
1 + +∞∑
j=1
uj(x)h
j
 exp(− 1
h
S(x)
)
, (2.3.25)
uniforme´ment pour x ∈ [δ,+∞[eiθ/(2k+2) .
On e´crit alors ∫ +∞
0
|ψh(ei
θ
2(k+1)x)|2dx = Iδ(h) +Rδ(h) , (2.3.26)
avec
Iδ(h) =
∫ +∞
δ
|ψh(ei
θ
2(k+1)x)|2dx , Rδ(h) =
∫ δ
0
|ψh(ei
θ
2(k+1)x)|2dx ,
et nous commenc¸ons par estimer le terme Iδ(h) .
Le caracte`re uniforme de (2.3.25) permet de passer a` l’inte´grale. Ainsi, il existe
une suite de fonctions (vj)j≥1 telle que
Iδ(h) =
∫ +∞
δ
aθ(x, h)e
2
hϕθ,k(x)dx , (2.3.27)
avec
aθ(x, h) ∼
h→0
1
|x2kei kθk+1 − 1|1/2
1 + +∞∑
j=1
vj(x)h
j

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et
ϕθ,k(x) = −Re
∫ xei θ2(k+1)
0
(t2k − 1)1/2dt .
Nous proce´dons alors de la meˆme fac¸on que pour l’ope´rateur d’Airy complexe :
montrer que la phase ϕθ,k posse`de un unique point critique sur l’intervalle
[0,+∞[ , et appliquer la me´thode de Laplace pour obtenir que l’inte´grale du
membre de droite de (2.3.27) se concentre autour de ce point critique lorsque
h→ 0 .
On a
ϕ′θ,k(x) = −|x2kei
kθ
k+1 − 1|1/2 cos
(
1
2
arg(x2kei
kθ
k+1 − 1) + θ
2(k + 1)
)
.
Or d’apre`s (2.1.2),
1
2
arg(x2kei
kθ
k+1 − 1) + θ
2(k + 1)
∈
]
θ
2
,
pi
2
+
θ
2(k + 1)
]
,
et on en de´duit que ϕ′θ,k(x) s’annule si et seulement si
arg(x2kei
kθ
k+1 − 1) = pi − θ
k + 1
. (2.3.28)
En prenant la tangente dans (2.3.28), ceci est e´quivalent a`
x2k sin(kθ/(k + 1))
x2k cos(kθ/(k + 1))− 1 = − tan
θ
k + 1
,
ce qui donne un unique point critique
xθ,k =
(
tan(θ/(k + 1))
sin(kθ/(k + 1)) + cos(kθ/(k + 1)) tan(θ/(k + 1))
) 1
2k
, (2.3.29)
pour ϕθ,k. On ve´rifie aise´ment qu’il s’agit d’un maximum non-de´ge´ne´re´.
Ainsi, la me´thode de Laplace s’applique et on en de´duit que, si M > xθ,k est
fixe´, il existe une suite (rj(2k, θ))j≥1 telle que∫ M
δ
aθ(x, h)e
2
hϕθ,k(x)dx ∼
h→0
√
2pi
|(x2kθ,keikθ/(k+1) − 1)ϕ′′θ,k(xθ,k)|1/2
e
2
hϕθ,k(xθ,k)h1/2
×
1 + +∞∑
j=1
rj(2k, θ)h
j
 . (2.3.30)
La constante ϕθ,k(xθ,k) e´tant strictement positive, il s’agit d’un terme a` crois-
sance exponentielle quand h→ 0.
Quant a` l’inte´grale sur [M,+∞[ , on a pour h < 1 (voir (2.2.24))∫ +∞
M
aθ(x, h)e
2
hϕθ,k(x)dx ≤ Ke 2hϕθ,k(M) , (2.3.31)
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avec K > 0 et ϕθ,k(M) < ϕθ,k(xθ,k) .
Ainsi, d’apre`s (2.3.27), (2.3.30) et (2.3.31), on a
Iδ(h) ∼
h→0
√
2pi
|(x2kθ,keikθ/(k+1) − 1)ϕ′′θ,k(xθ,k)|1/2
e
2
hϕθ,k(xθ,k)h1/2
1 + +∞∑
j=1
rj(2k, θ)h
j
 .
(2.3.32)
Le lemme suivant assure enfin que le terme Rδ(h) de (2.3.26) est ne´gligeable
devant e
2
hϕθ,k(xθ,k)h1/2 si δ est choisi suffisamment petit.
Lemme 2.3.4 Il existe δ > 0 et une constante c ∈]0, 2ϕθ,k(xθ,k)[ telle que
Rδ(h) = O(ec/h) . (2.3.33)
Preuve : On proce`de par majoration grossie`re de |ψh| dans un voisinage com-
plexe de [−1, 1] par le principe du maximum.
Soit a > 0, et δ˜ > 0 suffisamment petit pour que
∀x ∈ [−1− a, 1 + a] + i[−δ˜, δ˜], ReS(x) > ReS(xθ,kei
θ
2(k+1) ) . (2.3.34)
Soit Ω ⊂ C l’ellipse ouverte centre´e en 0, de grand-axe [−1−a, 1 +a] et de petit
axe [−iδ˜, iδ˜] . Notons γd = ∂Ω ∩ Γε , ou` Γε est le domaine de´fini par (2.3.12), et
γg = ∂Ω \ γd .
D’apre`s la Proposition 2.3.2, on a alors
∀x ∈ γd, ψh(x) ∼
h→0
1
(x2k − 1)1/4
1 + +∞∑
j=1
uj(x)h
j
 exp(− 1
h
S(x)
)
.
Par conse´quent, d’apre`s (2.3.34),
∀x ∈ γd, |ψh(x)|2 = O(ecd/h) avec cd < 2ϕθ,k(xθ,k) .
D’autre part, la syme´trie des fonctions propres entraˆıne e´galement
∀x ∈ γg, |ψh(x)|2 = O(ecg/h) avec cg < 2ϕθ,k(xθ,k) ,
et le principe du maximum applique´ a` ψh sur Ω donne donc
sup
x∈Ω
|ψh(x)|2 ≤ sup
x∈∂Ω
|ψh(x)|2 = O(ec/h) ,
avec c < 2ϕθ,k(xθ,k) .
On en de´duit le controˆle souhaite´ sur Rδ de`s que δ est suffisamment petit pour
que {|z| ≤ δ} ⊂ Ω . 
Ainsi, (2.3.26) et (2.3.32) aboutissent au
Lemme 2.3.5 Il existe une suite (rj(2k, θ))j≥1 telle que∫
R
|ψh(ei
θ
2(k+1)x)|2dx ∼
h→0
Ck(θ)h
1/2e
ck(θ)
h
1 + +∞∑
j=1
rj(2k, θ)h
j
 , (2.3.35)
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Figure 2.6 – L’ouvert Ω.
avec
Ck(θ) = 2
√
2pi
|(x2kθ,keikθ/(k+1) − 1)ϕ′′θ,k(xθ,k)|1/2
et
ck(θ) = 2ϕθ,k(xθ,k) .
La section suivante consiste a` e´tudier le de´nominateur de l’expression (2.3.24).
2.4 Construction d’un quasimode pour le proble`me
autoadjoint
L’e´tape suivante dans la preuve du The´ore`me 2.1.2 consiste a` de´terminer un
e´quivalent de ‖ψh‖2 en approchant ψh, cette fois sur l’axe re´el, par un vecteur
propre approche´ modulo O(h∞) que nous allons construire explicitement.
Remarquons que la construction de quasimode propose´e dans cette section pour-
rait eˆtre remplace´e par des estimations de type WKB, valables au voisinage
d’un point tournant simple, consistant a` obtenir une expression approche´e des
solutions de l’e´quation (−h2 d2dx2 + V (x))ψh(x) = 0 faisant intervenir la fonc-
tion d’Airy Ai. Ne´anmoins, la construction que nous avons choisi de de´tailler
dans cette section illustre une me´thode standard qu’il nous semble inte´ressant
de pre´senter ici. Pour davantage de de´tails sur la me´thode alternative, nous
renvoyons a` la sous-section 3.3.3, ainsi qu’a` [111], chapitre 11, et a` [85].
2.4.1 Solution asymptotique pour un potentiel en puits
simple
Nous effectuons la construction d’un quasimode dans le cas plus ge´ne´ral de
l’ope´rateur de Schro¨dinger semi-classique
P − E := −h2 d
2
dx2
+ V (x)− E ,
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avec un potentiel re´gulier en forme de puits simple. Le cas du potentiel x2k − 1
qui nous inte´resse en est e´videmment un cas particulier.
Nous suivons pour cela l’Exercice 12.3 propose´ dans [74] :
The´ore`me 2.4.1 Soit V ∈ C∞(R), E0 ∈ R fixe´ et supposons que
lim
|x|→∞
V (x) > E0 ,
que
{x ∈ R : V (x) < E0} =]α0, β0[ ,
et que V ′(α0) < 0 , V ′(β0) > 0 . Pour E dans un voisinage de E0, nous notons
α(E) (resp. β(E)) la racine de V (x)− E = 0 proche de α0 (resp. β0).
Il existe une fonction ψ−(ξ, E) (resp. ψ+(ξ, E)) de classe C∞ de´finies sur des
voisinages de (ξ = 0, E = E0) telles que
V (−∂ξψ±(ξ)) + ξ2 − E = 0, ψ±(0) = 0,
{
∂ξψ−(0) = −α(E)
∂ξψ+(0) = −β(E) , (2.4.1)
et des fonctions
b±(ξ, h) ∼
+∞∑
j=0
bj±(ξ)h
j , b(0) 6= 0 ,
a` support dans un voisinage de ξ = 0 , telles que la fonction u ∈ D(P) de´finie
par
u(x, h) = χ−u− + χ0u0 + χ+u+ (2.4.2)
soit une solution asymptotique :
(P − E)u = O(h∞) ,
ou`
– (χ−, χ0, χ+) constitue une partition de l’unite´ ve´rifiant, pour un certain
δ > 0 
Supp χ− ⊂ ]−∞, α(E)) + δ]
Supp χ0 ⊂ [α(E) + δ2 , β(E)− δ2 ]
Supp χ+ ⊂ [β(E)− δ,+∞[ ;
– Les fonctions u+ et u− ont pour expression
u±(x, h) =
1√
2pih
∫
R
e
i
h (xξ+ψ±(ξ))b±(ξ, h)dξ ; (2.4.3)
– u0 est de la forme
u0(x) = a+(x,E, h)e
i
hϕ+(x) + a−(x,E, h)e
i
hϕ−(x) , (2.4.4)
ou`
ϕ±(x) = ±
∫ x
α(E)
√
E − V (t)dt , (2.4.5)
et
a±(x,E, h) ∼
+∞∑
j=0
aj±(x,E)h
j ,
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avec, pour une certaine constante C 6= 0 ,
a0±(x,E) = e
∓ipi4 C
(E − V (x))1/4 ;
– u = O(h∞) pour x < α(E)− δ et x > β(E) + δ .
Pour prouver ce the´ore`me, nous proce´dons en trois e´tapes : construire une solu-
tion asymptotique u− et, de fac¸on analogue, une solution asymptotique u+ au
voisinage des points α(E) et β(E) respectivement ; prolonger cette construction
dans toute la partie classiquement autorise´e [α(E), β(E)] ; et enfin, recoller ces
solutions en une solution globale a` l’aide de la formule (2.4.2).
2.4.2 Au voisinage des points tournants
Pour prouver l’existence de la fonction ψ de l’e´nonce´, on utilise le the´ore`me
des fonctions implicites. La fonction
F : R(ξ,E) × Rx −→ R
(ξ, E, x) 7−→ V (x) + ξ2 − E
est de classe C∞, et
∂xF (0, E0, α0) = V
′(α0) < 0
par hypothe`se. Il existe donc un voisinage U ⊂ R2 de (0, E0), un voisinage V ⊂ R
de α0, et une fonction C∞
g : U −→ V
telle que
[ F (ξ, E, x) = 0, (ξ, E) ∈ U ]⇔ [ x = g(ξ, E) ] .
Autrement dit on a
V (g(ξ, E)) + ξ2 − E = 0 ,
au voisinage de (0, E0, α0). De plus, puisque
V (α(E)) + 02 − E = 0 ,
par de´finition de α(E), alors α(E) = g(0, E) . Il suffit donc de poser
ψ−(ξ, E) = −
∫ ξ
0
g(η,E)dη ,
pour obtenir une fonction satisfaisant les conditions souhaite´es.
Remarque 2.4.2 Cette fonction ψ− est construite de fac¸on a` ce que les points
critiques de la phase
ξ 7−→ xξ + ψ−(ξ)
se situent sur la courbe d’e´quation
V (x) + ξ2 − E = 0 .
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Notons que la fonction
f : (x, ξ, E) 7−→ ξ
2 + V (x)− E
x+ ∂ξψ−(ξ)
se prolonge partout au voisinage de x = α0 , ξ = 0 , E = E0 car
f(−∂ξψ−(ξ) + ε, ξ, E) = V (−∂ξψ−ξ(ξ) + ε) + ξ
2 − E
ε
=
V (−∂ξψ−ξ(ξ) + ε)− V (−∂ξψ−ξ(ξ))
ε
−→
ε→0
V ′(−∂ξψ−(ξ)) ,
ce qui permet de prolonger f en posant
f(−∂ξψ−(ξ), ξ, E) = V ′(−∂ξψ−(ξ)). (2.4.6)
D’autre part on a
∂xf(−∂ξψ−(ξ), ξ, E) = 1
2
V ′′(−∂ξψ−(ξ)) . (2.4.7)
On pose maintenant
u−(x) =
1√
2pih
∫
R
e
i
h (xξ+ψ−(ξ))b−(ξ, h)dξ ,
ou` b− est a` support dans un voisinage de ξ = 0 sur lequel la fonction ψ− est
de´finie, et ou` le de´veloppement asymptotique de b− reste a` de´terminer. On a
alors
(P − E)u−(x) = 1√
2pih
∫
R
e
i
h (xξ+ψ−(ξ))(ξ2 + V (x)− E)b−(ξ, h)dξ ,
et on cherche a` de´terminer b(ξ, h) tel qu’il existe
a(x, ξ, h) ∼
+∞∑
j=1
aj(x, ξ)h
j ,
avec
e
i
h (xξ+ψ−(ξ))(ξ2 + V (x)− E)b−(ξ, h) = hDξ(e ih (xξ+ψ−(ξ))a(x, ξ)) +O(h∞) ,
(2.4.8)
c’est-a`-dire
(ξ2 + V (x)− E)b−(ξ, h) = (x+ ∂ξψ−(ξ))a(x, ξ, h) + hDξa(x, ξ, h) +O(h∞).
(2.4.9)
En identifiant les termes des de´veloppements asymptotiques, on obtient une
suite d’e´quations
(ξ2 + V (x)− E)b0−(ξ) = (x+ ∂ξψ−(ξ))a0(x, ξ) ;
(ξ2 + V (x)− E)b1−(ξ)−Dξa0(x, ξ) = (x+ ∂ξψ−(ξ))a1(x, ξ) ;
...
(ξ2 + V (x)− E)bj−(ξ)−Dξaj−1(x, ξ) = (x+ ∂ξψ−(ξ))aj(x, ξ)
...
.
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La premie`re e´quation a, pour tout b0− , l’unique solution
a0(x, ξ) = f(x, ξ, E)b
0
−(ξ) . (2.4.10)
Ne´anmoins, l’e´quation suivante n’est re´soluble que si
(Dξa0)(−∂ξψ−(ξ), ξ) = 0 ,
c’est-a`-dire
(∂ξf)(−∂ξψ−(ξ), ξ, E)b0−(ξ) + f(−∂ξψ−(ξ), ξ, E)∂ξb0−(ξ) = 0 ,
ou encore d’apre`s (2.4.6) et (2.4.7) :
V ′(−∂ξψ−(ξ))∂ξb0− +
1
2
∂ξ(V
′(−∂ξψ−(ξ)))b0 = 0 .
Ceci impose l’expression de b0− a` une constante c 6= 0 pre`s :
b0−(ξ) =
c
|V ′(−∂ξ(ψ−(ξ)))|1/2 . (2.4.11)
De la meˆme fac¸on, la deuxie`me e´quation du syste`me admet une unique solution
a1 pour tout b
1
−, et l’e´quation suivante impose le choix de b
1
− a` une constante
pre`s, etc. On obtient ainsi le de´veloppement (b0−, b
1
−, . . . , b
j
−, . . . ) de b− et les
solutions (a0, a1, . . . , aj , . . . ) associe´es.
La fonction u− de´finie par (2.4.3) est une solution asymptotique au voisinage
de 0. En effet, on a
(P − E)u−(x) = 1√
2pih
∫
R
(
hDξ(e
i
h (xξ+ψ−(ξ))a(x, ξ)) +O(h∞)
)
dξ
=
1√
2pih
∫
Supp b−
hDξ(e
i
h (xξ+ψ−(ξ))a(x, ξ))dξ +O(h∞)
=
√
h
2pi
[
e
i
h (xξ+ψ−(ξ))a(x, ξ)
]
Supp b−
+O(h∞)
= O(h∞) .
La meˆme de´marche permet de construire b+, puis la solution asymptotique u+
associe´e au voisinage de β(E).
Montrons maintenant que
∀x ∈]−∞, α(E)− δ] , u−(x, h) = O(h∞) , (2.4.12)
et l’analogue pour u+.
Cela provient du fait que la phase
φx : ξ → xξ + ψ−(ξ)
n’admet pas de point critique pour x < α(E)− δ, ce qui va nous permettre d’ef-
fectuer des inte´grations par parties successives dans (2.4.3) pour gagner autant
de puissances de h que souhaite´es.
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L’absence de point critique sur R \ [α0, β0] s’observe en remarquant que, pour
tout x ∈ R tel que φx admet un point critique ξ(x) , on a
∂ξψ−(ξ(x)) = −x ,
ce qui, combine´ avec (2.4.1), donne
V (x) + ξ2(x)− E = 0 ,
et E − V (x) doit ne´cessairement eˆtre positif, c’est-a`-dire qu’on doit avoir x ∈
[α(E), β(E)]. Les points critiques de φx sont alors donne´s par
ξ±(x) = ±
√
E − V (x) . (2.4.13)
(2.4.12) re´sulte du lemme suivant :
Lemme 2.4.3 Pour tout N ∈ N∗, il existe une fonction FN (x, ξ, h) ∈ C∞0 (R2),
uniforme´ment borne´e par rapport a` h, telle que∫
R
e
i
h (xξ+ψ−(ξ))b−(ξ, h)dξ = hN
∫
R
e
i
h (xξ+ψ−(ξ))FN (x, ξ, h) . (2.4.14)
Preuve :
On proce`de par re´currence. Pour N = 1, l’e´galite´
(x+ ∂ξψ−(ξ))e
i
h (xξ+ψ−(ξ)) = hDξ
(
e
i
h (xξ+ψ−(ξ))
)
permet d’e´crire∫
R
e
i
h (xξ+ψ−(ξ))b−(ξ, h)dξ = h
∫
R
Dξ
(
e
i
h (xξ+ψ−(ξ))
) b−(ξ, h)
x+ ∂ξψ−(ξ)
dξ
= h
∫
R
e
i
h (xξ+ψ−(ξ))F1(x, ξ, h)dξ ,
avec
F1(x, ξ, h) = Dξ
(
b−(ξ, h)
x+ ∂ξψ−(ξ)
)
,
ce qui donne l’e´galite´ souhaite´e.
Si elle est vraie au rang N , le meˆme proce´de´ donne∫
R
e
i
h (xξ+ψ−(ξ))b−(ξ, h)dξ = hN
∫
R
e
i
h (xξ+ψ−(ξ))FN (x, ξ, h)
= hN+1
∫
R
e
i
h (xξ+ψ−(ξ))FN+1(x, ξ, h)dξ ,
avec
FN+1(x, ξ, h) = Dξ
(
FN (x, ξ, h)
x+ ∂ξψ−(ξ)
)
,
ce qui prouve le lemme. 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2.4.3 Dans la re´gion classiquement autorise´e
Sur le segment [α(E), β(E)], on a deux courbes ξ±(x) de points critiques pour
la fonction φx. Cela va nous permettre d’exprimer la solution u− diffe´rement
et de la prolonger sur tout le segment. On utilise pour cela la me´thode de la
phase stationnaire. Pour cela on suppose que x > α(E) + δ est dans l’intervalle
ou` l’expression (2.4.3) de u− est valable. On e´crit alors
u−(x, h) =
1√
2pih
(∫
R−
e
i
h (xξ+ψ−(ξ))b−(ξ, h)dξ
+
∫
R+
e
i
h (xξ+ψ−(ξ))b−(ξ, h)dξ
)
=:
1√
2pih
(I−(x, h) + I+(x, h)) .
L’intervalle R− (resp. R+) contient un unique point critique ξ−(x) (resp. ξ+(x))
de φx. D’apre`s la me´thode de la phase stationnaire (a` x fixe´), on a donc pour
tout N ∈ N, des fonctions (a0±, a1±, . . . , aN−1± ) telles que
I±(x, h) =
N−1∑
j=0
aj±(x)h
j+1/2
 e ihφx(ξ±(x)) +O(hN+1/2) ,
d’ou` l’expression (2.4.4) sur le segment [α(E), β(E)], avec
a±(x,E, h) ∼ 1√
2pi
+∞∑
j=0
aj±(x,E)h
j
et
ϕ±(x) := φx(ξ±(x)) = xξ±(x) + ψ−(ξ±(x)) .
On a donc
ϕ′±(x) = ξ±(x) + xξ
′
±(x) + ξ
′
±(x)(∂ξψ−)(ξ±(x))
= ξ±(x) + ξ′±(x)(x+ (∂ξψ−)(ξ±(x))
= ±
√
E − V (x) ,
ou` l’on a utilise´ (2.4.13), d’ou` l’expression (2.4.5).
D’autre part le premier terme a0± de chaque inte´grale est donne´, d’apre`s (2.4.11),
par
a0±(x) =
e∓i
pi
4 b0−(ξ±(x))
|∂2ξψ−(ξ±(x))|1/2
=
ce∓i
pi
4
|V ′(−∂ξψ−(ξ±(x)))∂2ξψ−(ξ±(x))|1/2
=
ce∓i
pi
4
|∂ξ (V (−∂ξψ−(·))) (ξ±(x))|1/2
.
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En effet sgn φ′′x(ξ±(x)) = sgn (∂
2
ξψ−)(ξ±(x)) = ∓1, puisque ∂2ξψ−(0) = 0 et
∂3ξψ−(0) < 0 d’apre`s (2.4.1), et ±ξ±(x) ≥ 0 .
Or, d’apre`s (2.4.1), on a
∂ξ (V (−∂ξψ−(·))) (ξ±(x)) = −2ξ±(x) = −2
√
E − V (x) .
Donc finalement on obtient
a0±(x) =
ce∓i
pi
4√
2|E − V (x)|1/4 , (2.4.15)
et on remarque que le premier terme du de´veloppement (2.4.4) correspond a`
celui obtenu par la me´thode WKB complexe.
L’expression (2.4.4) ainsi obtenue prolonge celles de u± au voisinage de α(E)
et β(E) dans toute la re´gion classiquement autorise´e et on a
∀x ∈ [α(E), β(E)], (P − E)u0 = 0 +O(h∞) .
Il ne reste plus qu’a` recoller les diffe´rentes expressions obtenues. Soit u de´finie
par (2.4.2). On a alors clairement
(P − E)u = 0 +O(h∞) , (2.4.16)
ce qui termine notre construction, et le The´ore`me 2.4.1 est de´montre´.
2.5 Indices d’instabilite´ des oscillateurs anhar-
moniques pairs
2.5.1 Une conse´quence du the´ore`me spectral
Le the´ore`me suivant va maintenant nous permettre d’affirmer que la solution
asymptotique construite a` la section pre´ce´dente constitue une approximation
modulo O(h∞) en norme L2 de la fonction propre ψh .
The´ore`me 2.5.1 Soit H un ope´rateur autoadjoint, et u un vecteur propre de H
associe´ a` une valeur propre λ. On suppose que le projecteur spectral Πλ associe´
a` λ est de rang 1, et qu’il existe a > 0 tel que
d(λ, σ(H) \ {λ}) ≥ a .
Si pour un certain ε > 0, il existe uapp ∈ D(H) et λapp tels que
‖(H − λapp)uapp‖2 ≤ ε ,
alors
(i) |λ− λapp| ≤ ε, et
(ii)
∃α ∈ R , ∃C > 0 , ‖u− αuapp‖2 ≤ C ε
a
. (2.5.1)
Autrement dit,
d(u, 〈uapp〉) ≤ C ε
a
.
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Preuve :
Le point (i) est une conse´quence directe du the´ore`me spectral.
Pour montrer (ii), on de´compose uapp suivant l’espace propre 〈u〉 associe´ a` λ :
uapp = βu+ u⊥, u⊥ ∈ 〈u〉⊥ .
On a
(H − λ)uapp = (H − λapp)uapp + (λapp − λ)uapp ,
donc d’apre`s les hypothe`ses et le point (i), et si l’on suppose uapp normalise´e,
‖(H − λ)uapp‖2 ≤ 2ε. (2.5.2)
En composant par l’ope´rateur (I −Πλ), on a d’autre part
(I −Πλ)(H − λ)uapp = (I −Πλ)(H − λ)(βu) + (I −Πλ)(H − λ)u⊥
= 0 + (H − λ)(I −Πλ)u⊥
= (H − λ)u⊥ ,
donc, d’apre`s les hypothe`ses, le the´ore`me spectral et car H|〈u〉⊥ a pour spectre
σ(H) \ {λ},
‖(I −Πλ)(H − λ)uapp‖2 = ‖(H|〈u〉⊥ − λ)u⊥‖2
≥ d(σ(H|〈u〉⊥), λ)‖u⊥‖2
≥ a‖u⊥‖2 . (2.5.3)
Ainsi, d’apre`s (2.5.2) et (2.5.3), on a ‖u⊥‖2 ≤ 2εa , d’ou`
‖uapp − βu‖2 ≤ 2ε
a
,
c’est-a`-dire
‖u− 1
β
uapp‖2 ≤ 2ε
a
.

Nous allons maintenant appliquer le The´ore`me 2.5.1 a` l’oscillateur anhar-
monique autoadjoint
P˜hn(2k) = −h2n
d2
dx2
+ x2k ,
et a` la valeur propre λ = 1, avec pour vecteur propre associe´ la fonction ψh
e´tudie´e a` la section 2.3. La solution approche´e jouant ici le roˆle de uapp est la
solution asymptotique u construite a` la section (2.4). La distance a(hn) se´parant
1 de la valeur propre la plus proche est de l’ordre de
a(hn) ∼
n→+∞ C hn , C > 0 .
En effet, si µ de´signe une valeur propre de P˜hn(2k) , le changement de variable
y = h−
1
k+1x (inverse de celui effectue´ dans la sous-section 2.3.3), donne
P˜hn(2k)− µ = h
2k
k+1
n
(
− d
2
dy2
+ y2k − µh−
2k
k+1
n
)
.
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On rappelle que h
− 2kk+1
n = |λn| , ou` λn de´signe la n-e`me valeur propre deA(2k, θ),
|λn| e´tant la n-e`me valeur propre de l’ope´rateur − d2dx2 + x2k. Par conse´quent,
les valeurs propres de P˜hn(2k) sont les µnj := |λj |/|λn|, j ≥ 1, la plus proche de
1 e´tant µn−1n , d’ou`
a(hn) =
∣∣∣∣1− |λn−1||λn|
∣∣∣∣ .
D’apre`s (2.3.23), on a donc
a(hn) = O(n−1) ,
et le majorant du The´ore`me 2.5.1, (ii) est
C
ε
a
= O(h∞n ) .
Il existe donc α(h) tel que
‖ψh − α(h)u(·, h)‖2 = O(h∞) ,
d’ou`
‖ψh‖22 = α(h)2‖u(·, h)‖22 +O(h∞) . (2.5.4)
Il reste maintenant a` de´terminer α(h) (sous-section 2.5.2) et a` estimer la norme
de u(·, h) (sous-section 2.5.3).
2.5.2 Raccordement des solutions
Pour de´terminer le coefficient de proportionnalite´ α(h) liant la solution ψh
(dont on connaˆıt le de´veloppement WKB au voisinage de +∞) au quasimode
u(·, h) (dont on connaˆıt l’expression explicite sur [−1 + δ, 1− δ] ), nous allons les
comparer tous deux a` une solution exprime´e a` l’aide de la fonction d’Airy (voir
[111], Ch. 13, §7).
Rappelons que ψh est la solution de P(h)ψh = 0 caracte´rise´e par sa de´croissance
au voisinage de +∞, et u(·, h) une solution telle que, pour x ∈ [−1 + δ, 1− δ] ,
u(x, h) =
2C
(1− x2k)1/4 cos
(
pi
4
− 1
h
∫ x
−1
√
t2k − 1 dt
)
+O(h) .
Une autre solution wh est donne´e par son comportement en terme de fonction
d’Airy au voisinage par exemple du point tournant +1 (voir [111]) :
wh(x) = h
1/2
(
ζ(x)
1− x2k
)1/4(
Ai
(
ζ(x)
h2/3
)
+O(h)
)
,
ou`
ζ(x) =
(
3
2
∫ x
−1
√
t2k − 1 dt
)2/3
.
Cette expression est valable pour tout x ∈ [−1 + δ,+∞[, et en la comparant a`
celle de u(x, h) quand h→ 0 d’une part, on obtient
wh(x) =
h1/2
2C
√
pi
(1 +O(h))u(x, h) ;
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d’autre part, en comparant les comportements de wh et ψh pour x→ +∞ ,
wh(x) =
h1/2
2
√
pi
ψh(x) .
Ainsi, en comparant les termes principaux,
ψh(x) =
1
C
u(x, h) +O(h∞) ,
c’est-a`-dire que α(h) = C−1 est une constante inde´pendante de h.
2.5.3 Norme des solutions sur l’axe re´el
On reprend la solution donne´e par (2.4.2) et on de´termine un de´veloppement
asymptotique de sa norme.
On a, puisque u0 co¨ıncide avec u− (resp. u+) sur Supp χ0 ∩ Supp χ− (resp.
Supp χ0 ∩ Supp χ+),
‖u(·, h)‖22 =
∫
R
|u−χ−|2dx+
∫
R
|u0χ0|2dx+
∫
R
|u+χ+|2dx
+2
∫
R
|u0|2χ0χ−dx+ 2
∫
R
|u0|2χ0χ+dx
=: I−(h) + I0(h) + I+(h) + I0,−(h) + I0,+(h) . (2.5.5)
Pour le calcul de I−(h), nous utilisons l’expression (2.4.3) de u− pour e´crire la
norme sous forme d’une inte´grale triple comme dans [53] :
I−(h) =
1
2pih
∫
R
u−(x)u¯−(x)χ2−(x)dx
=
1
2pih
∫∫∫
[α(E)∓δ]x×R(ξ,ξ˜)
e
i
hΦξ(x,ξ
′)
×b−(ξ, h)b¯−(ξ′, h)χ2−(x)dxdξdξ′ ,
ou`
Φξ(x, ξ
′) = x(ξ − ξ′) + ψ−(ξ)− ψ−(ξ′) .
Nous allons appliquer la me´thode de la phase stationnaire a` l’inte´grale double
en (x, ξ′) , en conside´rant ξ comme un parame`tre. On a
∂x˜Φξ(x, ξ) = ξ − ξ′ et ∂ξ′Φξ(x, ξ) = −x− ∂ξ′ψ−(ξ′) ,
donc Φξ admet pour unique point critique le point (x, ξ
′) = (−∂ξψ−(ξ), ξ) .
D’autre part, pour tout ξ ∈ R ,
Hess Φξ(−∂ξψ−(ξ), ξ) =
(
0 −1
−1 −∂2ξψ−(ξ)
)
est de de´terminant −1, donc l’unique point critique (−∂ξψ−(ξ), ξ) est non-
de´ge´ne´re´. Enfin, Φξ(−∂ξψ−(ξ), ξ) = 0 .
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La me´thode de la phase stationnaire (voir par exemple [74]) donne donc une
suite de fonctions (mj(ξ))j≥1 telle que
I−(h) ∼
h→0
1
2pih
h
∫
R
|b0−(ξ)|2 |χ−(−∂ξψ−(ξ))|2
1 + +∞∑
j=1
mj(ξ)h
j
 dξ ,
c’est-a`-dire
I−(h) ∼
h→0
+∞∑
j=0
cj−h
j . (2.5.6)
De fac¸on analogue, on montre que
I+(h) ∼
h→0
+∞∑
j=0
cj+h
j . (2.5.7)
Nous passons maintenant a` l’estimation de I0(h). Signalons d’abord que,
dans l’expression (2.4.4), on a
a+(x,E, h) = a−(x,E, h) ,
et que les coefficients du de´veloppement de a±(x,E, h) s’e´crivent plus pre´cise´ment
aj±(x,E) = e
∓ipi4 (−i)j |aj±(x,E)| .
En notant aj(x,E) := 2|aj±(x,E)| et
ϕ(x,E) =
∫ x
α(E)
√
E − V (t)dt ,
(2.4.4) se re´ecrit donc
u0(x,E, h) ∼
h→0
cos
(
1
h
ϕ(x,E)− pi
4
)+∞∑
p=0
(−1)pa2p(x,E)h2p
+ sin
(
1
h
ϕ(x,E)− pi
4
)+∞∑
p=0
(−1)p+1a2p+1(x,E)h2p+1 ,
avec
a0(x,E) =
2C
(E − V (x))1/4 .
Il existe donc des suites re´elles (a′j(x,E))j≥0 , (a
′′
j (x,E))j≥1 et (a˜j(x,E))j≥1 ,
avec
a′0(x,E) =
4C2√
E − V (x) ,
telles que
|u0(x,E, h)|2 = cos2
(
1
h
ϕ(x,E)− pi
4
)+∞∑
j=0
a′j(x,E)h
2j
+ sin2
(
1
h
ϕ(x,E)− pi
4
)+∞∑
j=1
a′′j (x,E)h
2j
+ cos
(
2
h
ϕ(x,E)
)+∞∑
j=0
a˜j(x,E)h
2j+1 . (2.5.8)
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Inte´grons le premier terme du membre de droite, qui contient le terme principal
du de´veloppement de I0(h) ; les deux autres se traitent de la meˆme fac¸on.∫
R
χ20(x) cos
2
(
1
h
ϕ(x,E)− pi
4
)+∞∑
j=0
a′j(x,E)h
2jdx
∼
h→0
1
2
∫
R
χ20(x)
(
1 + sin
2
h
ϕ(x,E)
)+∞∑
j=0
a′j(x,E)h
2jdx
∼
h→0
+∞∑
j=0
(∫
R
a′jχ
2
0
2
dx
)
h2j +R(h) ,
ou`
R(h) =
1
2
∫
R
χ20(x)a
′(x,E, h) sin
2
h
ϕ(x,E)dx , a′(x,E, h) ∼
h→0
+∞∑
j=0
a′j(x,E)h
2j .
La fonction ϕ n’ayant pas de point critique sur le support de χ0 , des inte´grations
par parties successives comme dans la preuve du Lemme 2.4.3 (principe de la
phase non stationnaire) entraˆınent
R(h) = O(h∞) .
Ainsi, ∫
R
χ20(x) cos
2
(
1
h
ϕ(x,E)− pi
4
)
a′(x,E, h)dx ∼
h→0
+∞∑
j=0
njh
2j
pour une suite re´elle (nj)j≥0. Un traitement similaire des deux autres termes
dans (2.5.8) donne finalement l’existence d’une suite (cj0)j≥0 telle que
I0(h) ∼
h→0
+∞∑
j=0
cj0h
j , c00 =
∫
R
2C2χ20(x)√
E − V (x)dx. (2.5.9)
Enfin, la meˆme me´thode permet d’obtenir des de´veloppements similaires pour
les inte´grales I0,±(h) dans (2.5.5) :
I0,±(h) ∼
h→0
+∞∑
j=0
cj0,±h
j , c00,± =
∫
R
4C2χ0(x)χ±(x)√
E − V (x) dx . (2.5.10)
En regroupant (2.5.6), (2.5.7), (2.5.9) et (2.5.10), d’apre`s (2.5.5), on a finalement
pour une suite (cj)j≥0,
‖u(·, E, h)‖22 ∼
h→0
+∞∑
j=0
cjh
j , c0 > 0 . (2.5.11)
Ainsi, d’apre`s (2.5.4), puisque α(h) est constant (voir sous-section 2.5.2),
Proposition 2.5.2 Il existe une suite (ρj)j≥0 telle que∫ +∞
−∞
|ψh(x)|2dx ∼
h→0
+∞∑
j=0
ρjh
j , ρ0 > 0 . (2.5.12)
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2.5.4 Conclusion : preuve du The´ore`me 2.1.2
Les expressions (2.3.22), (2.3.35) et (2.5.12) nous permettent d’aboutir au
re´sultat suivant :
The´ore`me 2.5.3 Soit k ∈ N∗ et θ tel que 0 < |θ| < (k + 1)pi/2k.
Si κn(2k, θ) de´signe la norme du n-e`me projecteur spectral de l’ope´rateur
A(2k, θ) = − d
2
dx2
+ eiθx2k ,
et λn sa n-e`me valeur propre, alors il existe une suite positive (C
′
j(2k, θ))j≥0
(avec C ′0(2k, θ) > 0) telle que
κn(2k, θ) ∼
n→+∞ h
1/2
n e
c′k(θ)/hn
+∞∑
j=0
C ′j(2k, θ)h
j
n , (2.5.13)
avec hn = |λn|− k+12k et
c′k(θ) = 2ϕθ,k(xθ,k) , (2.5.14)
ou`
xθ,k =
(
tan(θ/(k + 1))
sin(kθ/(k + 1)) + cos(kθ/(k + 1)) tan(θ/(k + 1))
) 1
2k
(2.5.15)
ϕθ,k(x) = Im
∫ xei θ2(k+1)
0
(1− t2k)1/2dt . (2.5.16)
En utilisant l’asymptotique (2.3.23) des valeurs propres λn, on a
1
hn
∼
n→+∞
(
(k + 1)
√
piΓ(k+12k )
Γ( 12k )
(n+ 1/2)
)1 + +∞∑
j=1
sjk(n+ 1/2)
−2j
 ,
d’ou` le re´sultat du The´ore`me 2.1.2.
2.6 Densite´ des fonctions propres dans L2(R)
Nous donnons ici une preuve du The´ore`me 2.1.4 dans les cas non couverts
par les re´sultats d’Almog [7] (i. e. le cas de l’ope´rateur A(1, θ) , |θ| < 2pi/3) et
de Davies [41] (i. e. le cas de A(m, θ), m > 1, |θ| < pi/2). Notre preuve repose
sur la me´thode utilise´e dans [7] qui consiste a` estimer la re´solvante de A(2k, θ)
a` l’inte´rieur de l’image nume´rique de l’ope´rateur. Cette estimation de re´solvante
repose sur l’appartenance de A(2k, θ) a` une classe de Schatten Cp d’ope´rateurs
avec p > 0 assez petit.
Les deux premie`res sous-sections de cette section contiennent des rappels ge´ne´raux
issus de [54] (Ch. XI.9.1) sur les classes de Schatten, tandis que la troisie`me
reprend l’argument standard de la preuve suivant la de´marche de [7].
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2.6.1 Classes de Schatten
Les classes de Schatten Cp(H), 0 < p < +∞, d’ope´rateurs borne´s agissant
sur H, permettent une classification interme´diaire entre les ope´rateurs de rang
fini et les ope´rateurs compacts. Si A ∈ K(H) est un ope´rateur compact agissant
sur l’espace de Hilbert H, alors l’ope´rateur A∗A est autoadjoint compact et
positif. On peut alors conside´rer (A∗A)1/2 et la suite de ses valeurs propres
(µn(A))n≥1 range´es dans l’ordre de´croissant et re´pe´te´es selon leur multiplicite´,
avec µn(A)→ 0.
De´finition 2.6.1 Pour 0 < p < +∞, on dit que A appartient a` Cp(H) si
+∞∑
n=1
µn(A)p < +∞
et on note alors
‖A‖p :=
(
+∞∑
n=1
µpn
)1/p
.
Pour p ≥ 1, ‖ · ‖p est une norme sur Cp(H) et (Cp(H), ‖ · ‖p) est un espace
de Banach. Il est clair que les espaces Cp(H) sont inclus les uns dans les autres :
Cq(H) ⊂ Cp(H) si q ≤ p. Certaines valeurs particulie`res de p permettent de
retrouver des classes usuelles d’ope´rateurs :
Exemple 2.6.2 1. Si (un)n≥1 de´signe une base hilbertienne de vecteurs pro-
pres de A∗A associe´e a` la famille de valeurs propres (µn(A)2)n≥1, alors
‖A‖22 =
+∞∑
n=1
µn(A)2 =
+∞∑
n=1
〈A∗Aun, un〉 =
+∞∑
n=1
‖Aun‖2 = ‖A‖2HS ,
et C2(H) est la classe des ope´rateurs de Hilbert-Schmidt.
2. C1(H) est la classe des ope´rateurs a` trace et
‖A‖1 = tr |A| .
Le re´sultat suivant se montre comme dans [115] :
Proposition 2.6.3 Pour tous ε > 0, |θ| < (k+1)pi2k et k ≥ 1, on a
(A(2k, θ))−1 ∈ C k+12k +ε(L2(R)) .
Preuve : Il s’agit de montrer que, pour tout ε > 0, la se´rie
∑
µ
k+1
2k +ε
n converge,
ou` (µn)n≥1 est la suite des valeurs propres de(
[(A(2k, θ))−1]∗(A(2k, θ))−1)1/2 = ([A(2k, θ)(A(2k, θ))∗]−1)1/2 .
Si (νn)n≥1 de´signe la famille des valeurs propres de A(2k, θ)(A(2k, θ))∗ (classe´es
dans l’ordre croissant), on doit donc ve´rifier que
+∞∑
n=1
ν−p/2n < +∞
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de`s que p > k+12k .A(2k, θ)(A(2k, θ))∗ est un ope´rateur autoadjoint, de symbole principal
P : (x, ξ) 7→ |ξ2 + eiθx2k|2 = ξ4 + 2 cos θξ2x2k + x4k ,
quasi-homoge`ne et globalement elliptique, c’est-a`-dire qu’on a
∀t > 0, P (t1/(4k)x, t1/4ξ) = tP (x, ξ) , (2.6.1)
∀(x, ξ) 6= (0, 0), |P (x, ξ)| > 0 . (2.6.2)
Les re´sultats de [120] permettent donc d’appliquer la formule de Weyl suivante :
N(t) := #{j ≥ 1 : νj ≤ t} ∼
t→+∞
∫
P (x,ξ)≤t
dxdξ ,
ce qui, applique´ a` t = νn et compte tenu de (2.6.1), donne
n ∼
n→+∞ Cν
k+1
4k
n ,
avec C = Vol P−1(B(0, 1)).
La se´rie
∑
ν
−p/2
n converge donc si et seulement si
+∞∑
n=1
n−
2kp
k+1 < +∞ ,
c’est-a`-dire p > k+12k . 
A ce stade, l’application directe du Corollaire 31 de [54], p. 1115, permet
d’obtenir le The´ore`me 2.1.4. Nous de´taillons ne´anmoins dans la suite les princi-
paux arguments de la preuve.
2.6.2 Estimation de la re´solvante
L’e´le´ment clef de la preuve du The´ore`me 2.1.4 est une estimation de la
re´solvante de A(2k, θ) sur une suite de cercles de rayons rj → +∞. De telles
estimations existent dans un cadre ge´ne´ral pour des ope´rateurs de Schatten (voir
[54]), ce que nous rappelons dans la proposition ci-dessous :
Proposition 2.6.4 Soit A ∈ Cp(H), 1 ≤ p < +∞. Pour tout ε > 0 , il existe
une suite croissante (rj)j≥1 de re´els positifs avec rj → +∞ , et une constante
Cε > 0 telles que
∀j ≥ 1,∀ϕ ∈ [0, 2pi[, ‖(I − rjeiϕA)−1‖ ≤ Cεer
p+ε
j .
Notre estimation-clef de la re´solvante en de´coule alors :
Corollaire 2.6.5 Pour tous ε > 0, k ≥ 1 et |θ| < (k+1)pi2k , il existe une
suite croissante (rj)j≥1 de re´els positifs avec rj → +∞ , et une constante
C = C(k, θ, ε) > 0 telles que
∀j ≥ 1,∀ϕ ∈ [0, 2pi[, ‖(A(2k, θ)− rjeiϕ)−1‖ ≤ Cer
k+1
2k
+ε
j .
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Preuve :
(A(2k, θ) − z)−1 = (A(2k, θ))−1(I − z(A(2k, θ))−1)−1, donc l’ine´galite´ de la
proposition pre´ce´dente, applique´e a` A(2k, θ)−1 ∈ C k+12k +ε(L2(R)), entraˆıne bien
‖(A(2k, θ)− rjeiϕ)−1‖ ≤ C ‖(A(2k, θ))−1‖ er
k+1
2k
+ε
j .

2.6.3 Preuve du The´ore`me 2.1.4
Soient (λn, un)n les e´le´ments propres de A(2k, θ) . Pour obtenir Vect {un} =
L2(R) on va montrer l’inclusion
R
(
(A(2k, θ))−1) ⊂ sp A(2k, θ) , (2.6.3)
ou` sp A(2k, θ) de´signe l’espace engendre´ par les fonctions propres ge´ne´ralise´es
de A(2k, θ) :
sp A(2k, θ) =
+∞⊕
n=1
+∞⋃
j=1
ker(A(2k, θ)− λn)j .
L’inclusion (2.6.3) est suffisante car
R
(
(A(2k, θ))−1) = D(A(2k, θ)) = L2(R)
et
sp A(2k, θ) = Vect {un} ,
puisque
⋃
j≥1 ker(A(2k, θ) − λn)j est l’image du projecteur Πn qui est de rang
1 pour tout n ≥ 1.
On reformule (2.6.3) par passage a` l’orthogonal :
(sp A(2k, θ))⊥ ⊂ (R((A(2k, θ))−1))⊥ ,
de sorte que l’on est ramene´ montrer que, pour tous g ∈ (sp A(2k, θ))⊥ et
f ∈ L2(R) , l’application
F : λ→ 〈(A(2k, θ)− λ)−1f, g〉 , (2.6.4)
de´finie pour λ /∈ σ(A(2k, θ)) ve´rifie F (0) = 0. Nous prouverons en fait le lemme
suivant :
Lemme 2.6.6 F peut eˆtre prolonge´e en une fonction entie`re et F ≡ 0 .
Le The´ore`me 2.1.4 en de´coule directement.
Preuve du lemme : Le premier point, tre`s ge´ne´ral (voir [2]), consiste
a` ve´rifier que les singularite´s de la re´solvante en les points du spectre sont
e´liminables sur l’orthogonal de l’espace sp A(2k, θ). En effet, l’application λ 7→
(A(2k, θ)−λ)−1 est analytique sur l’ouvert {σ(A(2k, θ)) (voir le lemme 8.1.3 de
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[40], par exemple). Elle admet en λn ∈ σ(A(2k, θ)) un de´veloppement en se´rie
de Laurent de la forme :
(A(2k, θ)− λ)−1 =
+∞∑
j=−j0
Aj(λ− λn)j , (2.6.5)
ou` les Aj sont des ope´rateurs qui commutent avec A(2k, θ) .
On a alors
I = (A(2k, θ)− λ)−1(A(2k, θ)− λ)
= (A(2k, θ)− λ)−1((A(2k, θ)− λn)− (λ− λn))
=
+∞∑
j=−j0
Aj(A(2k, θ)− λn)(λ− λn)j −
+∞∑
j=−j0
Aj(λ− λn)j+1
= A−j0(A(2k, θ)− λn)(λ− λn)−k
+
+∞∑
j=−j0+1
(Aj(A(2k, θ)− λn)−Aj−1) (λ− λn)j ,
d’ou` par identification des coefficients,{
A−j0(A(2k, θ)− λn) = 0
Aj(A(2k, θ)− λn) = Aj−1, ∀j ∈ {−j0 + 1, . . . ,−1} . (2.6.6)
On en de´duit par re´currence,
∀j ∈ {−j0, . . . ,−1}, (A(2k, θ)− λn)j0+1+jAj = 0 . (2.6.7)
Par conse´quent, si f ∈ L2(R) , alors
Ajf ∈ ker
(
(A(2k, θ)− λn)j0+1+j
)
,
c’est-a`-dire que les fonctions Ajf pour j ne´gatif sont soit nulles soit dans
sp A(2k, θ). Or la fonction F est de´finie pour g ∈ (sp A(2k, θ))⊥, donc
∀j ∈ {−j0, . . . ,−1}, 〈Ajf, g〉 = 0 . (2.6.8)
La fonction F est donc entie`re.
Pour montrer que F est nulle, on commence par remarquer que l’image
nume´rique de A(2k, θ) est incluse dans le secteur ferme´
S¯θ = {z ∈ C : 0 ≤ arg z ≤ θ}
(on a suppose´ θ > 0 , le cas θ < 0 e´tant similaire avec θ ≤ arg z ≤ 0) .
Ainsi, pour tout ε > 0 fixe´, les points λ = reiϕ avec ϕ ∈ [θ + ε, 2pi − ε] ve´rifient
‖(A(2k, θ)− reiϕ)−1‖ ≤ 1
d(eiϕ, S¯θ) .
Autrement dit, il existe C > 0 tel que, pour tout λ en dehors du secteur
Sεθ := {z ∈ C : −ε < arg z < θ + ε} ,
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on a
‖(A(2k, θ)− λ)−1‖ ≤ C|λ| , (2.6.9)
d’ou` |F (λ)| ≤ C|λ|−1.
Si on montre que la meˆme estimation est valable a` l’inte´rieur du secteur Sεθ ,
alors F e´tant entie`re, elle sera identiquement nulle par le the´ore`me de Liouville.
Tout de´coule du Corollaire 2.6.5 et du the´ore`me de Phragmen-Lindelo¨f :
The´ore`me 2.6.7 (Phragmen-Lindelo¨f)
Soit F une fonction entie`re. On suppose qu’il existe deux rayons
R1 = {reiθ1 : r ≥ 0} et R2 = {reiθ2 : r ≥ 0}
formant un angle |θ1 − θ2| = pia et tels que
∀λ ∈ R1 ∪R2, |F (λ)| ≤ C|λ| .
Soit (rk) une suite croissante de re´els tendant vers +∞ telle que
∀k, max
|λ|=rk
|F (λ)| ≤ Cerβk , (2.6.10)
avec β < a. Alors on a
|F (λ)| ≤ C|λ|
pour tout λ entre les deux rayons R1 et R2 .
En effet, pour k ≥ 2 on a
|θ| < (k + 1)pi
2k
<
2kpi
k + 1
.
Par conse´quent, d’apre`s (2.6.9), il existe η > 0 tel que |F (λ)| ≤ C|λ|−1 sur des
rayons formant un angle |θ + 2ε| = pia avec a = k+12k + η . D’apre`s le Corollaire
2.6.5, l’estimation (2.6.10) est valable pour β = k+12k +
η
2 . On a donc
|F (λ)| ≤ C|λ|
pour tout λ ∈ Sεθ e´galement. Ceci conclut la preuve du Lemme 2.6.6 et du
The´ore`me 2.1.4. 
2.7 Proprie´te´s des semi-groupes
2.7.1 De´composition spectrale et estimation du reste
D’apre`s les The´ore`mes 2.1.1 et 2.1.2, pour m = 1 ou m = 2k , k ≥ 1 , on a
quand n→ +∞
‖e−tλnΠn‖2 = e−tReλnκn(m, θ)
=
K(m, θ)√
n
e−tReλneck(θ)|λn|
m+2
2m (1 + o(1))
=
K(m, θ)√
n
e−t|λn| cos
θ
k+1 eck(θ)|λn|
m+2
2m (1 + o(1)) , (2.7.1)
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avec, dans le cas m = 1 , les constantes K(1, θ) = K(θ) et c1/2(θ) = C(θ) du
The´ore`me 2.1.1.
Ainsi, pour m = 1 et pour tout t > 0 , il existe Nt ∈ N tel que
∀n ≥ Nt, e−t|λn| cos 2θ3 ec1/2(θ)|λn|
3
2 ≥ e
c1/2(θ)
2 |λn|
m+2
2m ,
et (2.7.1) est le terme ge´ne´ral d’une se´rie grossie`rement divergente.
Pour k = 1, (2.7.1) donne
‖e−tλnΠn‖2 ∼
n→+∞
K(2, θ)√
n
e(c1(θ)−t cos
θ
2 )|λn| ,
donc la se´rie Σ2,θ(t) converge normalement pour t > T et ne converge pas nor-
malement pour t < T .
Enfin, si k ≥ 2, il existe Nt tel que
∀n ≥ Nt, e−t|λn| cos θk+1 eck(θ)|λn|
k+1
2k ≤ e|λn|(− t2 cos θk+1 ) ,
et (2.7.1) est majore´ par le terme ge´ne´ral d’une se´rie convergente.
Pour montrer que la se´rie Σm,θ(t) converge bien vers e
−tA(m,θ), on utilise
la densite´ de la famille bi-orthogonale (un, u¯n)n≥1 (voir [41]), ou` les fonctions
propres un sont suppose´es normalise´es par la condition 〈un, u¯n〉 = 1 pour sim-
plifier.
On a
e−tA(m,θ)un = e−tλnun
d’une part, et
Σm,θ(t)un =
+∞∑
j=1
e−tλjΠjun = e−tλnun
d’autre part, ou` on a utilise´ la formule
Πjf = 〈f, u¯j〉uj
(voir (1.3.4), [41], [12]) valable pour des projecteurs spectraux de rang 1, ainsi
que la proprie´te´ de bi-orthogonalite´ 〈uj , u¯n〉 = δj,n .
On en de´duit par line´arite´ que Σm,θ(t) et e
−tA(m,θ) co¨ıncident sur Vect{un :
n ≥ 1}, et donc sur D(A(m, θ)) par densite´ (voir le The´ore`me 2.1.4).
L’ine´galite´ sur le reste provient du fait que e−tA(m,θ)(I−Π<N ) est alors e´gal
au reste de rangN de la se´rie Σm(t). Dans le cas k ≥ 2, si on note α = 2kk+1 ∈]1, 2[
et cj = cj(k, θ) , j ≥ 0 les constantes (voir (2.3.23)) telles que
Reλn ∼
n→+∞
+∞∑
j=0
cjn
α−j ,
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une majoration grossie`re donne alors
‖e−tA(m,θ)(I −Π<N )‖ ≤ 2K(m, θ)√
N
(
e−tReλN+ck(θ)N + e−tReλ(N+1)+ck(θ)(N+1)
+
+∞∑
n=N+2
e−tReλn+ck(θ)n
)
≤ 2K(m, θ)√
N
(
e−tReλN+ck(θ)N + e−tReλ(N+1)+ck(θ)(N+1)
+2
∫ +∞
N+1
exp(−tc0xα − tc1xα−1 + ck(θ)x)dx
)
.
On ve´rifie alors aise´ment que l’inte´grale du dernier membre est de l’ordre de
O(e−tReλN+1+ck(θ)N ), d’ou` (2.1.13), et un calcul similaire donne le re´sultat an-
nonce´ dans le cas k = 1 , t > T .
2.7.2 Remarque sur le the´ore`me de Gearhardt-Pru¨ss
Dans [83], l’application du the´ore`me de Gearhardt-Pru¨ss (voir The´ore`me 1.2.2)
a` un ope´rateur restreint a` ses sous-espaces propres pris a` partir du N -e`me, donne
l’estimation suivante :
∃Mω > 0,∀t > 0, ‖e−tA(I −Π<N )‖ ≤Mωe−ωt , (2.7.2)
pour ω ∈]ReλN−1,ReλN [ . Elle est valable sous la condition suivante :
sup
Re z=ω
‖(A− z)−1‖ < +∞ . (2.7.3)
Cette hypothe`se peut eˆtre ve´rifie´e par une me´thode directe dans le cas de
l’ope´rateur d’Airy complexe − d2dx2 +ix sur L2(R+) et de l’oscillateur harmonique
complexe − d2dx2 + ix2 , voir (1.4.9), (1.4.15) et [76].
Elle est e´galement valable, de fac¸on imme´diate, pour les ope´rateurs
− d2dx2 + eiθx sur R+ et − d
2
dx2 + e
iθx2k sur R , pour k ≥ 1 et |θ| < pi/2 . En
effet, le caracte`re sectoriel de ces ope´rateurs entraˆıne que (si A de´signe l’un de
ces ope´rateurs),
∀ε > 0 ,∀ϕ ∈ [θ + ε, 2pi − ε] , ‖(A− reiϕ)−1‖ = O(r−1) , r → +∞ .
En particulier, ‖(A− λ)−1‖ → 0 quand λ tend vers ±∞ le long de toute droite
paralle`le a` l’axe imaginaire, d’ou` (2.7.3).
L’estimation (2.7.2), applique´e avec ω = ReλN − ε , donne donc
Proposition 2.7.1 Soit k ≥ 1, |θ| ≤ pi/2 , et N ≥ 1 . Pour tout ε > 0 , il existe
une constante Mε > 0 telle que
∀t > 0 , ‖e−tA(2k,θ)(I −Π<N )‖ ≤Mεe(−ReλN+ε)t . (2.7.4)
L’avantage indiscutable de (2.7.4) par rapport a` l’estimation (2.1.13) est que
cette dernie`re n’est valable que pour N suffisamment grand. D’autre part, on
peut retrouver (2.1.13) pour N suffisamment grand en e´crivant
‖e−tA(2k,θ)(I −Π<N )‖ ≤ e−tReλNκN (2k, θ) + ‖e−tA(2k,θ)(I −Π<N+1)‖ ,
et en appliquant respectivement (2.1.9) et (2.7.4) aux premier et second terme
du second membre.
Chapitre 3
L’oscillateur cubique
complexe
3.1 Introduction
On s’inte´resse dans ce chapitre aux proprie´te´s de l’oscillateur cubique com-
plexe
Aα = − d
2
dx2
+ ix3 + iαx , α ∈ R (3.1.1)
sur la droite re´elle. L’ope´rateur sera de´fini rigoureusement et son domaine de´termine´
a` la section 3.2. Nous ve´rifierons que son spectre est constitue´ d’une suite de
valeurs propres (λn(α))n≥1, avec |λn(α)| ≤ |λn+1(α)| et |λn| → +∞ quand n→
+∞. Ces valeurs propres sont simples, au sens de la multiplicite´ ge´ome´trique :
dim ker(Aα − λn(α)) = 1 .
Comme nous l’avons rappele´ dans la sous-section 1.4.3, le spectre de l’ope´rateur
Aα posse`de la proprie´te´ e´tonnante, pour un ope´rateur non-autoadjoint, d’eˆtre
entie`rement re´el pour α ≥ 0 . C’est cette proprie´te´ qui justifie l’inte´reˆt porte´
a` l’oscillateur cubique complexe ; elle soule`ve un certain nombre de questions
auxquelles nous tenterons de re´pondre dans ce chapitre. En particulier, il s’agit
de savoir si l’ope´rateur Aα partage, outre le fait que ses valeurs propres sont
re´elles pour α ≥ 0, certaines proprie´te´s observe´es dans le cas des ope´rateurs
autoadjoints :
– Les fonctions propres constituent-elles une base ?
– Le spectre de Aα est-il stable sous perturbation de l’ope´rateur ?
– Que peut-on dire pour des valeurs ne´gatives du parame`tre α ?
Certaines de ces questions ont de´ja` e´te´ re´solues, d’autres ont e´te´ formule´es sous
forme de conjectures. L’e´tat d’avancement du sujet a e´te´ re´sume´ dans la sous-
section 1.4.3.
Le principal objectif de ce chapitre est d’e´tablir pour Aα un re´sultat similaire a`
ceux des The´ore`mes 2.1.1 et 2.1.2 concernant l’instabilite´ spectrale des valeurs
propres λn(α) quand n→ +∞ , dans le cas α ≥ 0 . Pour cela, on de´finit comme
pre´ce´demment les indices d’instabilite´
κn(α) = ‖Πn(α)‖ , (3.1.2)
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ou` Πn(α) de´signe le projecteur spectral de Aα associe´ a` la valeur propre λn(α).
La premie`re question a` re´soudre est celle de la multiplicite´ alge´brique des valeurs
propres de Aα, c’est-a`-dire celle de l’existence ou non de blocs de Jordan as-
socie´s. Nous retrouverons que les valeurs propres λn(α) sont alge´briquement
simples pour n suffisamment grand (re´sultat de´montre´ pour tout n ≥ 1 dans
[73]). Nous pourrons de`s lors utiliser, pour n suffisamment grand, l’expression
(1.3.5). Cette expression nous permettra de de´terminer comme pre´cedemment
un e´quivalent de κn(α) quand n→ +∞.
Nous e´nonc¸ons maintenant le re´sultat principal de ce chapitre. Il indique
que les indices d’instabilite´ (3.1.2) de Aα , pour α ≥ 0 , ont un comportement a`
l’infini semblable a` ceux des ope´rateursA(1, θ) etA(2k, θ) du chapitre pre´ce´dent.
The´ore`me 3.1.1 Pour tout α ≥ 0 , on a
lim
n→+∞
1
n
log κn(α) =
pi√
3
. (3.1.3)
La preuve de ce re´sultat repose sur des techniques similaires a` celles employe´es
pour traiter le cas des oscillateurs anharmoniques pairs, notamment des estima-
tions WKB des fonctions propres dans le plan complexe. La pre´sence du terme
iαx nous obligera ne´anmoins a` e´tudier une e´quation dont le potentiel de´pend
du parame`tre semi-classique h. Par ailleurs, nous ne pourrons nous re´ferer a` un
ope´rateur autoadjoint associe´ comme nous l’avions fait dans le cas des oscilla-
teurs anharmoniques.
Comme nous l’avions signale´ dans le chapitre pre´ce´dent, cette croissance rapide
de la suite (κn(α))n≥1 est incompatible avec l’existence d’une base de Riesz de
fonctions propres de Aα , voir la section 1.3.
La suite est organise´e de la fac¸on suivante. La section 3.2 contient des
ge´ne´ralite´s et des re´sultats de´ja` e´tablis sur l’oscillateur cubique complexe. La
section 3.3 est consacre´e aux estimations de fonctions propres et aux re´sultats
pre´liminaires utilise´s pour prouver le The´ore`me 3.1.1. Enfin, la de´monstration
proprement dite est l’objet de la section 3.4.
3.2 Premie`res proprie´te´s concernant l’oscillateur
cubique complexe
On commence par de´finir l’ope´rateur A0α, pour tout α ∈ R, par
A0α = −
d2
dx2
+ ix3 + iαx,
D(A0α) = C∞0 (R).
A0α est accre´tif, il est donc fermable. On de´finit alors l’oscillateur cubique com-
plexe comme sa fermeture,Aα = A0α pour tout α ∈ R. Dans le but de de´terminer
le domaine de Aα, on commence par e´noncer le re´sultat suivant :
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Proposition 3.2.1 Pour tout α ∈ R, l’ope´rateur Aα est accre´tif maximal. De
plus, si A0,conjα de´signe le conjugue´ complexe de A0α, c’est-a`-dire
A0,conjα = −
d2
dx2
− ix3 − iαx,
D(A0,conjα ) = C∞0 (R),
alors on a
Aα = (A0,conjα )∗. (3.2.1)
Preuve : Pour la preuve de l’accre´tivite´ maximale de Aα, nous renvoyons
a` [9], Proposition 2.1 et [75], Exercice 13.7. L’ope´rateur Aα ne posse´dant pas
d’extension stricte accre´tive, il suffit pour montrer l’e´galite´ (3.2.1) de ve´rifier
que (A0,conjα )∗ est une extension accre´tive de Aα.
Soit u ∈ D(Aα). On pose w = Aαu, de sorte que
∀v ∈ D(A0,conjα ) = C∞0 (R), 〈A0,conjα v, u〉 = 〈v, w〉 .
La forme line´aire D(A0,conjα ) 3 v 7→ 〈A0,conjα v, u〉 se prolonge donc sur L2(R)
en une forme line´aire continue v 7→ 〈v, w〉, d’ou` u ∈ D((A0,conjα )∗), et on a bien
D(Aα) ⊂ D((A0,conjα )∗). 
D’apre`s l’e´galite´ (3.2.1), on a
D(Aα) =
{
u ∈ L2(R) : (− d2
dx2
+ ix3 + iαx
)
u ∈ L2(R)
}
. (3.2.2)
En effet, le domaine de (A0,conjα )∗ est par de´finition l’ensemble des fonctions
u ∈ L2(R) telles que la forme line´aire D(A0,conjα ) 3 v 7→ 〈A0,conjα v, u〉 se prolonge
sur L2(R) en une forme line´aire continue. C’est donc de manie`re e´quivalente
l’ensemble des fonctions u ∈ L2(R) telles qu’il existe wu ∈ L2(R) ve´rifiant
∀v ∈ C∞0 (R), 〈A0,conjα v, u〉 = 〈v, wu〉 .
Cette e´galite´ entraˆıne wu = (− d2dx2 + ix3 + iαx)u au sens des distributions, et
D((A0,conjα )∗) = {u ∈ L2(R) : (− d2dx2 + ix3 + iαx)u ∈ L2(R)},
d’ou` (3.2.2).
Le lemme suivant pre´cise la forme du domaine de Aα :
Lemme 3.2.2 Il existe une constante C > 0 telle que
∀u ∈ D(Aα), ‖u′′‖2 + ‖x3u‖2 ≤ C(‖Aαu‖2 + ‖u‖2) (3.2.3)
et
D(Aα) = H2(R) ∩ L2(R;x6dx) (3.2.4)
Preuve : Notons D = 1i
d
dx . On reprend la preuve du Lemme 2.3 de [28], en
commenc¸ant par e´crire
〈Aαu,Aαu〉 = ‖A0u‖2 + 2Re 〈iαxu,A0u〉+ α2‖xu‖2
= ‖A0u‖2 + 2α‖x2u‖2 + α2‖xu‖2. (3.2.5)
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On se concentre ensuite sur le terme ‖A0u‖2 ;
‖A0u‖2 = ‖D2u‖2 + ‖x3u‖2 + 〈D2u, ix3u〉+ 〈ix3u,D2u〉
= ‖D2u‖2 + ‖x3u‖2 + i(〈x3u,D2u〉 − 〈D2u, x3u〉)
= ‖D2u‖2 + ‖x3u‖2 + i(〈D2(x3u), u〉 − 〈x3D2u, u〉)
= ‖D2u‖2 + ‖x3u‖2 + i〈[D2, x3]u, u〉.
Or, pour tout k ≥ 2, on a
[D2, xk]u = k(k − 1)xk−2u+ 2kxk−1u′ = k ((xk−1)′u+ 2xk−1u′)
= ik(xk−1D +Dxk−1)u = ik
(
(D + xk−1)2 −D2 − x2(k−1)
)
.
Ainsi,
‖A0u‖2 = ‖D2u‖2 + ‖x3u‖2 + 3〈((D + x2)2 −D2 − x4)u, u〉
≥ ‖D2u‖2 + ‖x3u‖2 − 3〈D2u, u〉 − 3〈x4u, u〉. (3.2.6)
On peut maintenant choisir γ ∈]0, 1[ et β > 0 tels que{
γx6 − 3x4 > −β
γD4 − 3D2 > −β ,
la premie`re ligne valable pour tout x ∈ R, la deuxie`me au sens d’un ope´rateur
syme´trique semi-borne´ infe´rieurement par−β. En effet, la deuxie`me ligne de´coule
du the´ore`me spectral ou, par l’ine´galite´ de Parseval
〈(γD4 − 3D2)u, u〉x = 〈(γξ4 − 3ξ2)uˆ, uˆ〉ξ,
de l’existence de γ et β tels que γξ4 − 3ξ2 > −β pour tout ξ ∈ R.
D’apre`s (3.2.5), apre`s re´ecriture du membre de droite, on a
‖A0u‖2 ≥ (1− γ)(‖D2u‖2 + ‖x3u‖2) (3.2.7)
+〈(γD4 − 3D2)u, u〉+ 〈(γx6 − 3x4)u, u〉 (3.2.8)
≥ (1− γ)(‖D2u‖2 + ‖x3u‖2)− 2β‖u‖2. (3.2.9)
Enfin, les termes restants dans (3.2.5) se controˆlent aise´ment de la fac¸on suivante
si α < 0. Pour tout λ > 1 on a
‖x2u‖2 =
∫
|x|≤λ
x4|u(x)|2dx+
∫
|x|>λ
x4|u(x)|2dx
≤ λ4‖u‖2 + λ−2‖x3u‖2,
donc si on choisit λ tel que 2|α|λ−2 < (1− γ)/2, alors
2α‖x2u‖2 + α2‖xu‖2 ≥ −2|α|λ4‖u‖2 − 1− γ
2
‖x3u‖2.
On de´duit donc directement (3.2.3) de (3.2.5) et (3.2.9). 
Voici maintenant un rappel des principales proprie´te´s spectrales de l’ope´rateur
Aα.
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Proposition 3.2.3 Soit α ∈ R.
(i) L’ope´rateur Aα engendre un semi-groupe de contraction e−tAα .
(ii) L’ope´rateur Aα est a` re´solvante compacte.
(iii) Les valeurs propres λn(α) sont simples (au sens de la multiplicite´ ge´ome´trique :
dim ker(Aα − λn(α)) = 1).
Preuve :
Le point (i) est une conse´quence de l’accre´tivite´ maximale deAα et du The´ore`me
1.2.1. Le point (ii) de´coule de l’inclusion deD(Aα) dansH2(R) et dans un espace
L2(R; ρ(x)dx) avec ρ(x) → +∞ quand |x| → +∞. Enfin, le point (iii) est une
conse´quence de la the´orie de Sibuya [125] (voir aussi le The´ore`me 2.3.1) qui
donne une description asymptotique quand x → ±∞ d’une base de solutions
(ψ1α, ψ
2
α) de l’e´quation (Aα − λ)ψα = 0 . Quand x→ +∞ par exemple, on a{
ψ1α(x) = x
−3/4 exp
(−eipi/4( 25x5/2 + αx1/2)) (1 + o(1)) ,
ψ2α(x) = x
−3/4 exp
(
+eipi/4( 25x
5/2 + αx1/2)
)
(1 + o(1)) ,
ce qui assure l’unicite´ (a` une constante multiplicative pre`s) de la solution dans
L2(R+) . 
Le the´ore`me suivant comple`te la Proposition 3.2.3 et re´sume les re´sultats des
travaux mentionne´s dans la sous-section 1.4.3 concernant l’oscillateur cubique.
The´ore`me 3.2.4 (i) Pour tout α ∈ R, le spectre de l’ope´rateur Aα est in-
variant par conjugaison complexe.
(ii) Pour tout α ≥ 0, le spectre de l’ope´rateur Aα est constitue´ d’une suite
croissante de valeurs propres (λn(α))n≥1 re´elles, positives et simples.
(iii) Pour tout α ≥ 0 et tout n ≥ 1, le projecteur spectral Πn(α) associe´ a` la
valeur propre λn(α) est de rang 1, et l’e´galite´ (2.1.4) est satisfaite.
(iv) Pour tout α ∈ R, les fonctions propres de Aα forment une famille totale
de l’espace L2(R) .
Le point (i) est une conse´quence directe de la proprie´te´ de PT -syme´trie. Le
point (ii) a e´te´ observe´ nume´riquement dans [20] et de´montre´ dans [124]. Le
point (iii) est une conse´quence des re´sultats de [73] ; les estimations de la sec-
tion 3.3 nous permettront de retrouver ce re´sultat pour n suffisamment grand,
voir Proposition 3.4.2. Le point (iv) est prouve´ dans [97].
Rappelons (voir la sous-section 1.4.3) que les proprie´te´s du spectre de Aα,
pour α < 0, sont encore mal connues. En particulier, a` notre connaissance, la
question de la re´alite´ du spectre n’a pas e´te´ re´solue.
3.3 Comportement asymptotique des fonctions
propres
3.3.1 Changement d’e´chelle
Pour pouvoir utiliser les estimations WKB a` la section suivante, on com-
mence par effectuer le changement d’e´chelle suivant, qui permet de se ramener
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a` l’e´tude d’une valeur propre fixe pour un ope´rateur de´pendant d’un parame`tre
h. On rappelle que pour tout α ≥ 0, le spectre de Aα est re´el et λn(α) → +∞
quand n→ +∞. On pose {
hn = λn(α)
−5/6
x˜ = h
2/5
n x .
L’ope´rateur Aα − λn(α) se re´e´crit alors
−h4/5n
d2
dx˜2
+ih−6/5n x˜
3+iαh−2/5n x˜−λn(α) = h−6/5n
(
−h2n
d2
dx˜2
+ ix˜3 + iαh4/5n x˜− 1
)
,
et on est ramene´ a` l’e´tude du noyau de l’ope´rateur
Aα(h) = −h2 d
2
dx2
+ ix3 + iαh4/5x− 1.
Une fonction propre uαn de Aα associe´e a` λn(α) se re´e´crit
uαn(x) = ψα(h
2/5
n x, hn) = ψα(λn(α)
−1/3x, hn) , (3.3.1)
ou` ψα(·, hn) est solution de
Aα(hn)ψα(·, hn) = 0 , ψα(·, hn) ∈ L2(R) .
Remarquons que la condition ψα(·, hn) ∈ L2(R) suffit a` assurer que ψα(·, hn)
appartient au domaine D(Aα(hn)) = D(Aα) (voir par exemple le The´ore`me
3.3.1 plus loin).
On travaillera donc dore´navant sur ces solutions ψα.
Dans toute la suite, sauf mention contraire, α est suppose´ fixe´ et positif.
3.3.2 Comportement des fonctions propres loin des points
tournants
Dans cette sous-section, nous cherchons a` de´terminer le comportement asymp-
totique global sur R des solutions ψα(x, h) de
Aα(h)ψα(x, h) = 0 , ψα(·, h) ∈ L2(R) (3.3.2)
quand h→ 0 .
Plus ge´ne´ralement, on s’inte´resse au comportement de ψα dans certaines re´gions
du plan complexe e´vitant les ze´ros du potentiel
Vα(x, h) = ix
3 + iαh4/5x− 1 .
On notera respectivement xα+(h) , x
α
−(h) et x
α
i (h) les ze´ros de Vα(·, h) issus des
ze´ros x0+ = e
−ipi/6 , x0− = e
−5ipi/6 et x0i = i du potentiel V0(x) = ix
3−1 . Notons
que pour h suffisamment petit, xα±(h) , x
α
i (h) sont des ze´ros simples.
Pour de´terminer l’allure des solutions de (3.3.2), comme a` la sous-section 2.3.2,
il est utile d’e´tudier la ge´ome´trie des lignes de niveau (lignes de Stokes) de la
fonction
x 7→ Re
∫ x
xα+(h)
√
Vα(z, h) dz ,
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ou` l’on choisit une de´termination de la fonction z 7→ √Vα(z, h) holomorphe
sur un domaine D du plan complexe. Le chemin d’inte´gration appartient au
domaine D et la valeur de l’inte´grale est inde´pendante du chemin choisi.
On remarque que, dans le cas de l’ope´rateur Aα(h), α ∈ R , xα+(h) et xα−(h) ont
une ligne de Stokes commune, finie, qui joint ces deux points :
Re
∫ xα+(h)
xα−(h)
√
Vα(z, h) dz = 0 .
On notera `αf (h) cette ligne, et `
0
f = `
0
f (0) .
Quand |x| → +∞, on a, si xασ(h) de´signe l’un des ze´ros de Vα(·, h), σ ∈
{+,−, i}, ∫ x
xασ (h)
√
Vα(z, h) dz = e
ipi/4x5/2(1 + o(1)) ,
donc les lignes de Stokes non-borne´es issues de xα±(h), x
α
i (h) se rapprochent a`
l’infini des cinq directions asymptotiques
Dk = arg
−1
{
pi
10
+
2kpi
5
}
, k = 0, . . . , 4 ,
voir Figure 3.1.
Pour σ ∈ {−,+, i}, k = 0, . . . , 4, on note `ασ,k(h) la ligne de Stokes non-borne´e
(quand elle existe) issue de xασ(h) admettant la direction asymptotique Dk . On
note e´galement `0σ,k = `
0
σ,k(0) .
Pour ε > 0, on note
`0σ,k,ε = {x ∈ C : d(x, `0σ,k) < ε} , (3.3.3)
et de meˆme
`0f,ε = {x ∈ C : d(x, `0f ) < ε} . (3.3.4)
Alors, si ε > 0 est fixe´, il existe h0 > 0 tel que, pour tout h ∈]0, h0[ et tous σ ,
k ,
`ασ,k(h) ⊂ `0σ,k,ε , `αf (h) ⊂ `0f,ε . (3.3.5)
On appellera Γ+,ε la composante connexe de
C \ (`0i,1,ε ∪ `i,2,ε0 ∪ `0−,2,ε ∪ `0−,3,ε ∪ `0f,ε)
contenant R+, et Γ−,ε la composante connexe de
C \ (`0i,0,ε ∪ `0i,1,ε ∪ `0+,0,ε ∪ `0+,4,ε ∪ `0f,ε)
contenant R−, voir Figure 3.2.
On remarque que
Γ−,ε = JΓ+,ε ,
ou` J : x 7→ −x¯ .
Dans la suite, on choisit la de´termination de la fonction z 7→√Vα(z, h) de´finie
sur C \ (`αf (h) ∪ `αi,1(h)) telle que Re ∫ xxα+(h)√Vα(z, h) dz > 0 dans le domaine
de´limite´ par `α+,−1(h) et `
α
+,0(h) .
Nous sommes maintenant en mesure d’e´noncer le the´ore`me suivant :
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The´ore`me 3.3.1 Soit ε > 0 fixe´, et ψα(x, h) ∈ L2(R±) une solution de
Aα(h)ψα(x, h) = 0 . (3.3.6)
Il existe alors h0 > 0 tel que, pour tout h ∈]0, h0[ ,
ψα(x, h) =
c(h)e−ipi/8
x3/4
(1 + o(1)) exp
(
− 1
h
∫ x
xα±(h)
√
Vα(z, h) dz
)
, (3.3.7)
quand |x| → +∞ dans le domaine Γ±,ε , uniforme´ment par rapport a` h ∈ [0, h0] .
De plus, ψα est l’unique solution de (3.3.6) ve´rifiant (3.3.7) pour un c(h) donne´.
D’autre part, il existe une suite de fonctions (uαj )j≥1 de´finies sur Γ±,ε telles que
ψα(x, h) ∼
h→0
c
Vα(x, h)1/4
exp
(
− 1
h
∫ x
xα±(h)
√
Vα(z, h) dz
)1 + +∞∑
j=1
uαj (x)h
j
 ,
(3.3.8)
uniforme´ment pour x ∈ Γ±,ε .
Preuve :
Montrons les estimations valables dans le domaine Γ+,ε ; le cas du domaine Γ−,ε
se traite de fac¸on analogue.
On note
Sαh (x) =
∫ x
xα+(h)
√
Vα(z, h) dz ,
et on applique le The´ore`me 2.3.1 a` l’ope´rateur Aα(h) , avec comme points de
base a0 = x
α
+(h) et a1 = +∞ .
On commence par ve´rifier qu’il existe h0 > 0 tel que, en reprenant les notations
du The´ore`me 2.3.1,
∀h ∈]0, h0] , Γ+,ε ⊂ ∆h(a0, a1) .
On choisit en effet h0 > 0 tel que les inclusions (3.3.5) soient ve´rifie´es, et on
peut alors trouver, pour tout x ∈ Γ+,ε , un chemin canonique γh(x) reliant a1 a`
x , comme dans la preuve de la Proposition 2.3.2.
Ve´rifions maintenant les hypothe`ses (2.3.6) et (2.3.7) du The´ore`me 2.3.1, avec
σ(x) = σα(x, h) :=
1
Vα(x, h)3/4
[
1
Vα(x, h)1/4
]′′
.
Il existe k > 0 tel que
|σα(x, 0)| ≤ k
1 + |x|5 et σα(x, h) = σα(x, 0)
(
1 +O(h4/5)) ,
uniforme´ment pour x ∈ Γ+,ε , d’ou` (2.3.6).
D’autre part, de meˆme que dans la preuve de la Proposition 2.3.2, il existe
p ∈ N inde´pendant de x et de h tel que, pour tous x ∈ Γ+,ε et h ∈ [0, h0], on
peut choisir un chemin canonique γh(x) de sorte que S
α
h ◦ γh(x) soit constitue´
d’au plus p segments ou intervalles complexes. Or il existe A > 0 tel que, pour
tout segment ou intervalle complexe parame´tre´ par le chemin γ : I → C ,∫
I
|γ′(t)|dt
1 + |γ(t)|5 ≤ A ,
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x0+x
0
−
x0i
Figure 3.1 – Lignes de Stokes de l’ope´rateurA0 = −h2 d2dx2 +ix3−1. Les lignes en
gras repre´sentent les lignes de niveau {Re ∫ x
x0σ
√
V0(z) dz = 0}, σ ∈ {+,−, i}. Les
lignes en pointille´s repre´sentent les directions asymptotiques Dk, k = 0, . . . , 4.
d’ou` (2.3.7). 
On note maintenant
Γε = Γ+,ε ∪ Γ−,ε = C \ (`0i,1,ε ∪ `0f,ε) .
On a vu dans la sous-section 3.3.1 que si λn(α) de´signe la n-e`me valeur propre
de l’ope´rateur Aα, et si
hn = λn(α)
−5/6 , (3.3.9)
alors il existe pour tout n ≥ 1 une solution ψα1 (·, hn) ∈ L2(R) de
Aα(hn)ψα1 (·, hn) = 0 . (3.3.10)
D’apre`s le the´ore`me 3.3.1, ψα1 (·, hn) ve´rifie alors (3.3.7), et (3.3.8) pour h =
hn → 0, dans Γ+,ε et Γ−,ε avec des constantes c(h) = c+(h) et c(h) = c−(h)
respectivement. En comparant ces expressions pour x ∈ Γ+,ε∩Γ−,ε, on constate
que c+(h) = c−(h), d’ou` le corollaire suivant, ou` l’on a choisi de normaliser ψα1
pour que c = c+ = c− = 1 .
Corollaire 3.3.2 Soit ε > 0 fixe´. Il existe N ≥ 1 tel que, pour tout n ≥ N ,
il existe une unique solution ψα1 (x, hn) ∈ L2(R) de (3.3.10) telle que ψα1 (·, hn)
ve´rifie
ψα1 (x, hn) =
e−ipi/8
x3/4
(1 + o(1)) exp
(
− 1
hn
∫ x
xα±(hn)
√
Vα(z, hn) dz
)
, (3.3.11)
quand |x| → +∞ dans Γε, uniforme´ment par rapport a` n ≥ N .
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Figure 3.2 – Le domaine Γ+,ε (partie non hachure´e). Γ−,ε est l’image de Γ+,ε
par la syme´trie d’axe iR.
De plus, il existe une suite de fonctions (uαj )j≥1 de´finies sur Γε telle que
ψα1 (x, hn) ∼
n→+∞
1
Vα(x, hn)1/4
exp
(
− 1
hn
∫ x
xα±(hn)
√
Vα(z, hn) dz
)
×
1 + +∞∑
j=1
uαj (x)h
j
n
 , (3.3.12)
uniforme´ment pour x ∈ Γε .
En particulier le de´veloppement (3.3.12) est valable uniforme´ment pour x ∈ R.
Le de´veloppement asymptotique (3.3.8) cesse deˆtre valable au voisinage de
la ligne de Stokes finie `αf (h). Pour connaˆıtre le comportement d’une solution
sur `αf (h), il faut prendre en compte la pre´sence dans son expression de termes
de l’ordre de
Vα(x, h)
−1/4 exp
(
+
1
h
∫ x
xα±(h)
√
Vα(z, h) dz
)
.
Ces termes, ne´gligeables quand
∫ x
xα±(h)
√
Vα(z, h) dz → −∞, deviennent “vis-
ibles” sur `αf (h), d’ou` l’existence d’une solution oscillante le long de `
α
f (h),
que l’on e´tudie dans la sous-section suivante. Cette construction nous don-
nera e´galement le comportement des solutions au voisinage des points tour-
nants xα±(h) . Il s’agira ensuite de raccorder les diffe´rentes solutions construites
(sous-section 3.3.4).
3.3.3 Comportement des fonctions propres au voisinage
d’un point tournant simple
Au voisinage d’un point tournant x0(h), les estimations obtenues dans la
sous-section pre´ce´dente cessent deˆtre valables et l’e´quation doit eˆtre approche´e
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d’une autre manie`re. On se place momentane´ment dans le cas plus ge´ne´ral d’un
potentiel V (x, h) admettant un ze´ro simple x0(h), l’ide´e e´tant d’utiliser l’ap-
proximation
V (x, h) = V ′(x0(h), h)(x− x0(h)) + o(|x− x0(h)|) ,
au voisinage de x0(h) , pour approcher l’ope´rateur−h2 d2dx2 +V (x, h) , par l’ope´rateur
d’Airy
−h2 d
2
dy2
+ V ′(x0(h), h)y , y = x− x0(h) ,
d’ou` l’on de´duira une expression approche´e des solutions faisant apparaitre la
fonction d’Airy Ai .
On note `j(h), j = 0, 1,−1, les lignes de Stokes
{
Re
∫ x
x0(h)
√
V = 0
}
issues de
x0(h), et on choisit une de´termination de
√
V holomorphe dans un voisinage
de x0(h) prive´ de `1(h) , telle que Re
∫ x
x0(h)
√
V ≥ 0 dans le domaine de´limite´
par `2(h) et `3(h) . Pour δ > 0, on de´finit comme pre´ce´demment le voisinage de
`j(0)
`j,δ = {x ∈ C : d(x, `j(0)) < δ}, (3.3.13)
de sorte que `j(h) ⊂ `j,δ pour h suffisamment petit.
On introduit e´galement les lignes anti-Stokes de (3.3.21) issues de x0(h), de´finies
comme les lignes de niveau de la fonction
x 7→ Im
∫ x
x0(h)
√
V (z, h) dz
issues de x0(h). Une e´tude locale similaire a` celle des lignes de Stokes `j(h) ,
j = 0, 1,−1 , permet d’affirmer qu’il existe trois lignes anti-Stokes issues de
x0(h), que l’on notera ˜`j(h), j = 0, 1,−1, et que l’on choisit telles que
∀x ∈ ˜`1(h),
∫ x
x0(h)
√
V (z, h) dz > 0 .
La` aussi, on de´finit un voisinage de la ligne ˜`1(0) par
˜`
1,δ = {x ∈ C : d(x, ˜`1(0)) < δ} , (3.3.14)
et on a ˜`1(h) ⊂ ˜`1,δ pour h suffisamment petit.
On suppose que le potentiel V (·, h) , de´fini pour h ∈ [0, h0] , est une fonction
entie`re de la forme
V (x, h) = V0(x) + h
γV1(x, h) , (3.3.15)
avec γ > 0 .
On suppose de plus que pour tout x ∈ C et β = 0, 1, 2 , il existe Cβ > 0 et
Rβ > 0 tel que
∀|x| ≥ Rβ , ∀h ∈ [0, h0] , |∂βxV1(x, h)| ≤ Cβ |∂βxV0(x)| . (3.3.16)
On suppose qu’il existe une fonction x0 continue sur [0, h0] telle que
V (x0(h), h) = 0 ,
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et
∂xV (x0(h), h) 6= 0 ,
pour tout h ∈ [0, h0] .
On choisit η > 0 tel que l’ensemble `1(0)∩{x ∈ C : |x−x0(0)| ≤ η} ne contient
aucun ze´ro de V0 autre que x0(0) . Remarquons qu’alors, pour h suffisamment
petit, `1(h) ∩ {x ∈ C : |x− x0(h)| ≤ η} ne contient aucun ze´ro de V (·, h) autre
que x0(h) . On note alors, pour δ > 0 ,
D(δ, η) = (`1,δ ∩ {x ∈ C : |x− x0(0)| < η}) ∪ ˜`1,δ . (3.3.17)
Dans l’e´nonce´ et la preuve qui suivent, on note
ζ(x, h) =
(
3
2
∫ x
x0(h)
√
V (z, h)dz
)2/3
, (3.3.18)
qui est holomorphe sur D(δ, η) et bijective de D(δ, η) sur un voisinage d’une
demi-droite de la forme [−c,+∞[ , si δ est suffisamment petit. On note e´galement
σ˜ =
1
|V |1/4 ∂
2
x
(
1
|V |1/4
)
− 5|V |
1/2
16|ζ|3 . (3.3.19)
On suppose alors que, pour a > 0 fixe´, il existe k, ρ > 0 tels que, si δ est choisi
suffisamment petit,
|σ˜(x, 0)| ≤ k
1 + |x|1+ρ , (3.3.20)
pour tout x ∈ D(δ, η) avec |x− x0(0)| ≥ a .
The´ore`me 3.3.3 Soit h0 > 0 et x0(h), η > 0, V : C × [0, h0] 3 (x, h) 7→
V (x, h) ve´rifiant les hypothe`ses pre´ce´dentes. On suppose de plus que, si δ est
suffisamment petit, ˜`1,δ ne contient aucun ze´ro de V (·, h) autre que x0(h) . Alors,
sous les hypothe`ses qui pre´ce`dent, il existe h2 ∈]0, h0] , δ > 0 et une solution
w(x, h) de l’e´quation (
−h2 d
2
dx2
+ V (x, h)
)
w(x, h) = 0 , (3.3.21)
telle que, pour tout h ∈]0, h2] et tout x ∈ D(δ, η) ,
w(x, h) =
(
ζ(x, h)
V (x, h)
)1/4
Ai
(
ζ(x, h)
h2/3
)
+ hr(x, h) , (3.3.22)
ou` la fonction r ve´rifie, pour tout h ∈ [0, h2] , ∀x ∈ D(δ, η) \ `1(h) , |r(x, h)| ≤ K0(x)
∣∣∣∣( ζ(x,h)V (x,h))1/4Ai( ζ(x,h)h2/3 )∣∣∣∣ ,
∀x ∈ D(δ, η) ∩ `1(h) , |r(x, h)| ≤ K1 ,
(3.3.23)
ou` K1 > 0 est une constante et K0(x) > 0 est une fonction borne´e dans D(δ, η)
prive´ de tout voisinage ouvert de `1(0) .
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`−1
`0
`1
x0(h)
ζ(·, h)
L0
L1
L−1
S0
S1
S−1
Figure 3.3 – Effet de la transformation ζ(·, h) sur les lignes de Stokes.
Preuve :
Nous allons appliquer le The´ore`me 9.1, p. 417 de [111], avec un potentiel de´pendant
ici du parame`tre h . On introduit le changement de variable
x 7→ ζ = ζ(x, h) , (3.3.24)
pour h ∈ [0, h0] , ainsi que son inverse
ζ 7→ x = x(ζ, h) . (3.3.25)
Les trois lignes de Stokes `j(h), j = 0, 1,−1 , sont envoye´es par le changement
de variable (3.3.24) sur les demi-droites
Lj = arg
−1
{
pi
3
+
2jpi
3
}
,
et la ligne ˜`1(h) est envoye´e sur l’axe R+ .
Le secteur ferme´ de´limite´ par Lj−1 et Lj sera note´ Sj .
Soit a = +∞ , et soit Z(a) l’ensemble des points ζ ∈ C tels qu’il existe un
chemin complexe γζ joignant ζ a` a , qui co¨ıncide a` l’infini avec [0,+∞[ , et tels
que la fonction v 7→ Re γζ(v)3/2 soit croissante.
Il existe alors δ > 0 tel que, pour h = 0 , ζ(D(2δ, η), 0) ⊂ Z(a) . Ainsi, d’apre`s
(3.3.15) et (3.3.16), il existe h1 > 0 tel que pour tout h ∈]0, h1[ ,
ζ(D(δ, η), h) ⊂ Z(a) .
Le The´ore`me 9.1, p. 417 de [111], qui s’applique a` tout ζ ∈ Z(a) , assure donc
l’existence d’une solution de la forme
w(x, h) =
(
ζ(x, h)
V (x, h)
)1/4
W (ζ(x, h), h) , x ∈ D(δ, η) .
Ici W peut se re´e´crire ainsi :
∀h ∈]0, h1] , ∀ζ ∈ ζ(D(δ, η), h) , W (ζ, h) = Ai
(
ζ
h2/3
)
+ hε(ζ, h) , (3.3.26)
ou` il existe K > 0 tel que
|ε(ζ, h)| ≤ KG
(
ζ
h2/3
)
F (ζ, h) , (3.3.27)
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avec
F (ζ, h) =
∫
x([ζ,+∞[,h)
|σ˜(z, h)||dz| , (3.3.28)
et ou`
– x([ζ,+∞[, h) ⊂ D(δ, η) est l’image du chemin [ζ,+∞[ par le changement
de variable inverse x(·, h) ,
– σ˜ est la fonction de´finie par (3.3.19),
–
G(z) =
|Ai(z)|
sin Θ(z)
, (3.3.29)
–
Θ(z) = arctan
(
e2/3Re z
3/2 |Ai(z)|
e−2/3Re z3/2 |Ai(e2ipi/3z)|
)
. (3.3.30)
Dans l’expression (3.3.28), on utilise comme dans [111] la notation
|dz| = |γ′(t)|dt pour une inte´grale le long d’un chemin γ. L’inte´grale (3.3.28) est
convergente en z = 0, et la fonction G est positive car Θ(z) ∈ [0, pi/2[.
Remarque 3.3.4 La fonction G n’est a priori pas de´finie si Ai(z) = 0 ou si
Ai(e2ipi/3z) = 0 , c’est-a`-dire pour z = µn ou z = e
−2ipi/3µn , ou` µn < 0 est le n-
e`me ze´ro de la fonction d’Airy. On peut ne´anmoins prolonger G par continuite´
en ces points.
En effet, quand z → µn , on a
e2/3Re z
3/2 |Ai(z)|
e−2/3Re z3/2 |Ai(e2ipi/3z)| → 0 ,
donc
G(z) =
e−2/3Re z
3/2 |Ai(e2ipi/3z)|
e2/3Re z3/2
(1 + o(1)) ,
et G est continue en z = µn .
Quand z → e−2ipi/3µn ,
e2/3Re z
3/2 |Ai(z)|
e−2/3Re z3/2 |Ai(e2ipi/3z)| → +∞ ,
donc sin Θ(z)→ 1 et G est continue en z = e−2ipi/3µn.
Si maintenant ζ est fixe´, arg ζ 6= pi , alors il existe ε = ε(arg ζ) > 0 tel que, pour
tout h ≤ h1, Θ(ζ/h2/3) ≥ ε , donc il existe C(arg ζ) > 0 tel que
G
(
ζ
h2/3
)
≤ C(arg ζ)
∣∣∣∣Ai( ζh2/3
)∣∣∣∣ , arg ζ 6= pi . (3.3.31)
D’autre part il existe C ′ > 0 (inde´pendant de ζ) tel que
G
(
ζ
h2/3
)
≤ C ′ , ζ ∈ R− . (3.3.32)
Montrons enfin que la fonction F de´finie par (3.3.28) est borne´e pour tout h
suffisamment petit et ζ ∈ ζ(D(δ, η)). L’hypothe`se (3.3.20) permet d’affirmer
qu’il existe K1 > 0 tel que, pour tout ζ ∈ ζ(D(δ, η), 0) ,
|F (ζ, 0)| ≤ K1 .
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Soit c > 0. Les hypothe`ses (3.3.15) et (3.3.16) permettent d’e´crire, pour tout
β = 0, 1, 2 et tout x ∈ D(δ, η) , |x− x0(0)| ≥ c ,
∂βxV (x, h) = ∂
β
xV0(x)(1 +O(hγ)) ,
et
ζ(x, h) = ζ(x, 0)(1 +O(hγ)) ,
ou` les restes O(hγ) sont uniformes par rapport a` x .
On en de´duit que
σ˜(x, h) = σ˜(x, 0)(1 +O(hγ)) ,
uniforme´ment par rapport a` x ∈ D(δ, η), |x− x0(0)| ≥ c .
Il existe donc h2 ≤ h1 tel que, pour tout h ∈ [0, h2] et tout ζ ∈ ζ(D(δ, η), h) ,
|F (ζ, h)| ≤ 2K1 . (3.3.33)
Finalement, d’apre`s (3.3.27), (3.3.31), (3.3.32) et (3.3.33), les bornes (3.3.23)
sont satisfaites par la fonction
r(x, h) :=
(
ζ(x, h)
V (x, h)
)1/4
ε(ζ(x, h), h) . (3.3.34)

Nous cherchons maintenant a` inte´grer la solution (3.3.22) le long d’une courbe
re´gulie`re sur laquelle ζ(x, h) est re´el. Pour cela, on commence par ve´rifier que
la re´union des lignes `1(h) et ˜`1(h) constitue bien une courbe re´gulie`re au point
x0(h).
Si δ, h2 et η sont comme dans le The´ore`me 3.3.3, on a alors
Lemme 3.3.5 Pour tout h ∈ [0, h2], il existe un chemin analytique γh : [−d,+∞[→
C tel que γh(0) = x0(h) ,
γh([−d,+∞[) = D¯(δ, η) ∩ (`1(h) ∪ ˜`1(h)) , (3.3.35)
et ve´rifiant
∀t ∈ [−d,+∞[ , |γ′h(t)| = 1 . (3.3.36)
Preuve :
Soit γh : [−d,+∞[→ C un chemin continu tel que
γh([−d,+∞[) = D¯(δ, η) ∩ (`1(h) ∪ ˜`1(h)) .
Alors γh est l’image re´ciproque d’une demi-droite de la forme [−c,+∞[ par la
fonction ζ(·, h) , qui est holomorphe sur D(δ, η) pour δ suffisamment petit. Ceci
assure que γh est analytique, et quitte a` le reparame´trer, on peut supposer que
(3.3.36) est ve´rifie´. 
On fixe η′ ∈]0, η[ et δ′ ∈]0, δ[ , et on choisit une fonction χ ∈ C∞(C, [0, 1])
telle que χ(x) = 1 pour tout x ∈ D¯(δ′, η′) , et Supp χ ⊂ D(δ, η) .
Le corollaire suivante donne une estimation quand h→ 0 de l’inte´grale du carre´
de la solution (3.3.22) le long du chemin γh .
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Corollaire 3.3.6 Sous les hypothe`ses du The´ore`me 3.3.3, il existe c0 6= 0 tel
que, quand h→ 0 , ∫
γh
w(x, h)2χ(x)dx = c0h
1/3(1 + o(1)) . (3.3.37)
Preuve :
Pour tout h ∈ [0, h2] et x ∈ γh([−d,+∞[) , on a x ∈ `1(h)∪ ˜`1(h) par de´finition
de γh . Or, ζ(`1(h), h) ⊂ R− et ζ(˜`1(h), h) ⊂ R+ . Par conse´quent,
ζ(x, h) ∈ R pour x ∈ γh([−d,+∞[) . (3.3.38)
Par ailleurs,∫
γh
w(x, h)2χ(x)dx =
∫ +∞
−d
(
ζ(γh(t), h)
V (γh(t), h)
)1/2
×
(
Ai
(
ζ(x, h)
h2/3
)
+ hε(ζ(x, h), h)
)2
χ ◦ γh(t) γ′h(t)dt ,
d’apre`s le The´ore`me 3.3.3, ou` ε(ζ, h) est la fonction apparaissant dans l’expres-
sion (3.3.34).
D’apre`s (3.3.38) et (3.3.23), il existe M > 0 tel que
∀ζ ∈ R ,∀h ∈ [0, h2] , |ε(ζ, h)| ≤M . (3.3.39)
On conside`re maintenant le changement de variable a` h ∈ [0, h2] fixe´
[−d,+∞[3 t 7→ ζ := ζ(γh(t), h) ∈ [−bh,+∞[ ,
ou` [−bh,+∞[ de´signe l’ensemble image.
Remarque 3.3.7 Cette transformation est bien inversible car pour tout h ∈
[0, h2] et t ∈ [−d,+∞[ ,
∂tζ(γh(t), h) = γ
′
h(t)
√
V (γh(t), h)
(
3
2
∫ γh(t)
x0(h)
√
V (z, h) dz
)−1/3
∈ R \ {0} .
Notons qu’on a alors la relation γh(t) = x(ζ, h), ou` x(·, h) est le changement de
variable (3.3.25).
Soit b tel que b > bh pour tout h ∈ [0, h2] . Soit χh = χ(x(·, h), h). Alors, pour
tout h ∈ [0, h2] , on a∫
γh
w(x, h)2χ(x)dx = I0(h) + hI1(h) + h
2I2(h) , (3.3.40)
avec
I0(h) =
∫ +∞
−b
ζ
V (x(ζ, h), h)
Ai
(
ζ
h2/3
)2
χh(ζ)dζ , (3.3.41)
I1(h) = 2
∫ +∞
−b
ζ
V (x(ζ, h), h)
Ai
(
ζ
h2/3
)
ε(ζ, h)χh(ζ)dζ , (3.3.42)
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et
I2(h) =
∫ +∞
−b
ζ
V (x(ζ, h), h)
ε(ζ, h)2χh(ζ)dζ . (3.3.43)
Il reste maintenant a` estimer I0(h) et a` ve´rifier que hI1(h)+h
2I2(h) est ne´gligeable
devant I0(h) quand h → 0. On rappelle pour cela la de´finition de la fonction
d’Airy,
Ai(x) =
1
2pi
∫
R
ei(xξ+ξ
3/3)dξ ,
d’ou` de fac¸on imme´diate,
Ai
(
ζ
h2/3
)
=
1
2pih1/3
∫
R
e
i
h (ζξ+ξ
3/3)dξ .
Ainsi,
I0(h) =
1
4pi2h2/3
∫∫∫
[−d,+∞[×R2
ζ
V (x(ζ, h), h)
e
i
hΦ(ζ,η,ξ)χh(ζ)dζdηdξ , (3.3.44)
ou`
Φ(ζ, η, ξ) = ζ(ξ − η) + 1
3
(ξ3 − η3) .
On applique la me´thode de la phase stationnaire par rapport a` ζ et η, a` ξ fixe´.
On a
D[Φ(·, ·, ξ)](ζ, η) = 0⇔
{
ζ = −ξ2
η = ξ
et
(Hess Φ(·, ·, ξ))|(ζ,η)=(−ξ2,ξ) =
(
0 −1
−1 −2ξ
)
.
Donc le point (−ξ2, ξ) est un point critique non-de´ge´ne´re´ de Φ(·, ·, ξ) . D’apre`s
la me´thode de la phase stationnaire, on a donc, pour tout ξ ∈ R ,∫∫
[−d,+∞[×R
ζ
V (x(ζ, h), h)
e
i
hΦ(ζ,η,ξ)χh(ζ)dζdη = −
√
2piξ2
V (x(−ξ2, 0), 0)χ0(−ξ
2) h(1+o(1)) ,
quand h→ 0 , car Φ(−ξ2, ξ, ξ) = 0 .
On obtient ainsi, d’apre`s (3.3.44),
I0(h) = c0h
1/3(1 + o(1)) , h→ 0 , (3.3.45)
avec
c0 = −(2pi)−3/2
∫
ξ∈R
ξ2
V (x(−ξ2, 0), 0)χ0(−ξ
2)dξ . (3.3.46)
On traite maintenant le terme hI1(h) dans (3.3.40). D’apre`s (3.3.39), et comme
ζ/V (x(ζ, h), h) est borne´ pour (ζ, h) ∈ [−d,+∞[×[0, h2] ,
|I1(h)| ≤M1
∫ +∞
−b
∣∣∣∣Ai( ζh2/3
)∣∣∣∣ dζ , M1 > 0 .
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Or, ∫ +∞
−b
∣∣∣∣Ai( ζh2/3
)∣∣∣∣ dζ = h2/3 ∫ +∞−b/h2/3 |Ai(u)|du
≤ M2h2/3
∫ 0
−b/h2/3
du
|u|1/4 , M2 > 0
≤ M3h1/6 , M3 > 0 ,
ou` l’on a utilise´ le comportement asymptotique (2.2.7), (2.2.8) de la fonction
d’Airy quand u→ ±∞.
On a donc
h|I1(h)| = O(h7/6) = o(I0(h)) .
Enfin d’apre`s (3.3.39), il est clair que
h2I2(h) = O(h2) ,
et (3.3.37) de´coule de (3.3.40) et (3.3.45). 
Le corollaire pre´ce´dent s’applique directement a` l’oscillateur cubique Aα(h),
avec potentiel
Vα(x, h) = ix
3 + iαh4/5x− 1 ,
On rappelle que Vα(·, h) posse`de trois ze´ros simples pour h suffisamment petit,
deux d’entre eux xα±(h) e´tant issus de x
α
±(0) = e
i(pi2∓ 4pi3 ). Pour α ∈ R, ces deux
ze´ros sont relie´s par une ligne de Stokes finie `αf (h) (voir la sous-section 3.3.2),
le long de laquelle Im
∫ x
xα±(h)
√
Vα(z, h) dz < 0 . Cette ligne joue donc le roˆle de
la ligne de Stokes `1(h) des e´nonce´s pre´ce´dents.
D’autre part, on note ˜`α±(h) la ligne anti-Stokes issue de x
α
±(h) le long de laquelle∫ x
xα±(h)
√
Vα(z, h) dz > 0 . On choisit alors deux chemins γ
α
h,+ et γ
α
h,− comme
dans le Lemme 3.3.5.
Enfin, on fixe η < |x0+(0)−x0−(0)| et on note comme pre´ce´demment, pour δ > 0 ,
D±(δ, η) =
(
`0f,δ ∩ {x ∈ C : |x− x0±(0)| < η}
) ∪ ˜`0±,δ ,
ou` `0f,δ et
˜`0±,δ sont de´finis comme dans (3.3.4) et (3.3.14) (voir Figure 3.4).
Le The´ore`me 3.3.3 et le Corollaire 3.3.6 entraˆınent alors directement le re´sultat
suivant.
Lemme 3.3.8 Soit α ∈ R. Il existe δ > 0, h3 > 0, et deux solutions ψα±(x, h)
de l’e´quation
Aα(h)ψα±(x, h) =
(
−h2 d
2
dx2
+ Vα(x, h)
)
ψα±(x, h) = 0 ,
telles que pour tous h ∈ [0, h3] et x ∈ D±(δ, η) ,
ψα±(x, h) =
(
ζα±(x, h)
Vα(x, h)
)1/4
Ai
(
ζα±(x, h)
h2/3
)
+ hrα±(x, h) , (3.3.47)
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xα−(h) xα+(h)
Figure 3.4 – Le domaine D+(δ, η) (zone hachure´e). La ligne joignant xα−(h) a`
xα+(h) est la ligne de Stokes finie `
α
f (h) . Les lignes en pointille´s repre´sentent les
lignes anti-Stokes ˜`α±(h) .
ou` la fonction rα± ve´rifie, pour tout h ∈ [0, h3] ,{
∀x ∈ D±(δ, η) \ `αf (h) , |r(x, h)| ≤ Cα±(x)
∣∣∣Ai( ζα±(x,h)h2/3 )∣∣∣ ,
∀x ∈ D±(δ, η) ∩ `αf (h) , |r(x, h)| ≤ Kα± ,
pour une certaine constante Kα± > 0 , une certaine fonction C
α
±(x) borne´e dans
D±(δ, η) prive´ de tout voisinage ouvert de `0f , et
ζα±(x, h) =
(
3
2
∫ x
xα±(h)
√
Vα(z, h) dz
)2/3
.
Soient de plus δ′ ∈]0, δ[ , η′ ∈]0, η[ , et χ± ∈ C∞(C, [0, 1]) avec χ±(x) = 1 pour
x ∈ D±(δ′, η′) et Supp χ± ⊂ D(δ, η) . Alors il existe cα± 6= 0 tel que, quand
h→ 0 , ∫
γαh,±
ψα±(x, h)
2χα±(x)dx = c
α
±h
1/3(1 + o(1)) . (3.3.48)
3.3.4 Raccordement
Dans les sous-sections 3.3.2 et 3.3.3, nous avons de´termine´ le comportement
asymptotique quand h → 0 de plusieurs solutions de (3.3.6). Nous avons ainsi
construit une solution ψα1 (·, hn) ∈ L2(R) dont le comportement est connu dans
un domaine Γε e´vitant un voisinage de la ligne de Stokes finie `
α
f (h) , et deux
solutions ψα±(·, h) au voisinage des points tournants xα+(h) et xα−(h) , dont le
comportement asymptotique est valable dans un voisinage de la ligne `αf (h)
e´vitant le point tournant oppose´ (voir Lemme 3.3.8). Nous cherchons maintenant
a` raccorder entre elles ces diffe´rentes solutions, en comparant leurs expressions
asymptotiques dans l’intersection des domaines ou` elles s’appliquent.
Commenc¸ons par e´noncer la re`gle de quantification de Bohr-Sommerfeld, qui lie
la valeur de hn a` l’indice n . Nous l’utiliserons ici pour de´terminer le coefficient
de proportionnalite´ liant les solutions ψα1 et ψ
α
± .
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Lemme 3.3.9 (Re`gle de quantification de Bohr-Sommerfeld)
Im
∫ xα+(hn)
xα−(hn)
√
Vα(z, hn) dz = pi
(
n+
1
2
)
hn +O(h2n) . (3.3.49)
Preuve :
Soit γ un lacet situe´ dans le demi-plan infe´rieur et contournant positivement
la ligne de Stokes finie `αf (h) joignant x
α
−(h) a` x
α
+(h). On conside`re la solu-
tion ψα1 (x, hn) de´finie au Corollaire 3.3.2, et on note Zn le nombre de ze´ros de
ψα1 (·, hn) a` l’inte´rieur de γ. On part de la formule∮
γ
∂xψ
α
1 (x, hn)
ψα1 (x, hn)
dx = 2ipiZn , (3.3.50)
et on rappelle que que le de´veloppement (3.3.12) est valable uniforme´ment pour
x ∈ γ car γ ⊂ Γε pour ε suffisamment petit. Ainsi, si on note
φα(x, hn) =
1
Vα(x, hn)1/4
exp
(
− 1
hn
∫ x
xα+(hn)
√
Vα(z, hn) dz
)
,
alors
∂xψ
α
1 (x, hn) = ∂xφα(x, hn)(1 + hnu
α
1 (x) +O(h2n))
+φα(x, hn)(hn(u
α
1 )
′(x) +O(h2n))
= φα(x, hn)
(
−∂xVα(x, hn)
4Vα(x, hn)
−
√
Vα(x, hn)
hn
)
× (1 + hnuα1 (x) +O(h2n))+ φα(x, hn)(hn(uα1 )′(x) +O(h2n)) ,
d’ou`
∂xψ
α
1 (x, hn)
ψα1 (x, hn)
= −∂xVα(x, hn)
4Vα(x, hn)
−
√
Vα(x, hn)
hn
+O(hn) .
On a donc∮
γ
∂xψ
α
1 (x, hn)
ψα1 (x, hn)
dx = −1
4
∮
γ
∂xVα(x, hn)
Vα(x, hn)
dx− 1
hn
∮
γ
Vα(x, hn)
1/2dx+O(hn)
= −ipi − 1
hn
∮
γ
Vα(x, hn)
1/2dx+O(hn) ,
la dernie`re e´galite´ provenant du fait que Vα(·, hn) a exactement deux ze´ros
(xα−(hn) et x
α
+(hn)) a` l’inte´rieur de γ. D’apre`s (3.3.50), on a donc
i
∮
γ
√
Vα(x, hn) dx = pi(2Zn + 1)hn +O(h2n) . (3.3.51)
Puisque
√
Vα(·, hn) est de´finie au voisinage de `αf (hn) , on peut maintenant
reserrer γ sur la ligne `αf (hn) , ce qui, en tenant compte du changement de signe
a` la traverse´e des coupures, donne
i
∮
γ
√
Vα(x, hn) dx = −2i
∫ xα+(hn)
xα−(hn)
√
Vα(x, hn) dx .
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Ainsi, (3.3.51) se re´ecrit
Im
∫ xα+(hn)
xα−(hn)
√
Vα(x, hn) dx = pi
(
Zn +
1
2
)
hn +O(h2n) .
Le fait que Zn = n est montre´ par exemple dans [72]. 
Nous allons maintenant comparer les expressions asymptotiques de ψα1 et
ψα± , a` h fixe´ et quand |x| → +∞ le long des lignes ˜`α±(h). Soit n ≥ 1 fixe´
suffisamment grand pour que ˜`α−(hn) ⊂ ˜`0−,δ , et soit x ∈ ˜`α−(hn) . On peut
utiliser l’expression asymptotique (2.2.7) de la fonction d’Airy, applique´e a` z =
ζα−(x, hn) . On obtient alors
Ai
(
ζα−(x, hn)
h
2/3
n
)
=
h
1/6
n
2
√
piζα−(x, hn)
e−
2
3hn
ζα−(x,hn)
3/2
(1 +O(ζα−(x, hn)−3/2)) ,
quand |x| → +∞ le long de ˜`α−(hn). L’expression (3.3.47) se re´ecrit donc, en
utilisant la notation Sα±(x, h) =
∫ x
xα±(h)
√
Vα(z, h) dz ,
ψα−(x, hn) =
h
1/6
n
2
√
piVα(x, hn)1/4
exp
(
− 1
hn
Sα−(x, hn)
)
(1 +O(Sα−(x, hn)−3/2))
=
h
1/6
n
2
√
pi
exp
(
− 1
hn
∫ xα+(hn)
xα−(hn)
√
Vα(z, hn) dz
)
ψα1 (x, hn)
×(1 +O(|x|−5/2)) , (3.3.52)
ou` l’on a utilise´ l’expression asymptotique (3.3.12).
Or, si ψ˜α1 (x, h) de´signe une solution de Aα(h)ψ˜α1 (·, h) = 0 telle que (ψα1 , ψ˜α1 )
forme un syste`me fondamental de solutions de l’e´quation, alors il existe Λ−(h) ∈
C et Λ˜−(h) ∈ C, inde´pendants de x, tels que
∀x ∈ C , ψα−(x, hn) = Λ−(hn)ψα1 (x, hn) + Λ˜−(hn)ψ˜α1 (x, hn) . (3.3.53)
La solution ψ˜α1 est dominante (exponentiellement croissante) quand |x| → +∞
le long de ˜`α−(hn) (elle serait sinon exponentiellement de´croissante, et donc pro-
portionnelle a` ψα1 ). Ainsi, en comparant (3.3.52) avec le membre de droite de
(3.3.53) quand |x| → +∞ , x ∈ ˜`α−(hn) , on en de´duit que, ne´cessairement,
Λ˜−(hn) = 0 et Λ−(hn) =
h
1/6
n
2
√
pi
exp
(
− 1
hn
∫ xα+(x,hn)
xα−(hn)
√
Vα(z, hn) dz
)
.
On peut maintenant comparer ψα1 et ψ
α
− quand n→ +∞ a` l’aide de l’expression
(3.3.49), qui donne
exp
(
− 1
hn
∫ xα+(x,hn)
xα−(hn)
√
Vα(z, hn) dz
)
= exp
(
− i
hn
Im
∫ xα+(x,hn)
xα−(hn)
√
Vα(z, hn) dz
)
= exp
(
−inpi − ipi
2
+O(hn)
)
= (−1)n−1i(1 +O(hn)) .
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On en de´duit finalement la relation suivante :
ψα−(x, hn) =
(−1)n−1i
2
√
pi
h1/6n ψ
α
1 (x, hn)(1 +O(hn)) , n→ +∞ . (3.3.54)
De la meˆme fac¸on, en comparant les comportements asymptotiques de ψα1 et
ψα+ quand |x| → +∞ le long de ˜`α+(hn), on trouve
ψα+(x, hn) =
1
2
√
pi
h1/6n ψ
α
1 (x, hn) . (3.3.55)
Ces relations vont nous permettre d’inte´grer le carre´ de la solution ψα1 (x, hn)
le long de la courbe homotope a` R, constitue´e de la re´union des trois lignes
˜`α−(hn), `
α
f (hn) et
˜`α
+(hn). On notera donc
Lα(hn) = ˜`α−(hn) ∪ `αf (hn) ∪ ˜`α+(hn) , (3.3.56)
et par extension Lα(hn) de´signera e´galement un chemin re´gulier (voir le Lemme
3.3.5) d’image Lα(hn) .
Soit δ > 0 la constante du Lemme 3.3.8, et η > 0 tel que η < |x0+(0)− x0−(0)| ,
et η suffisamment grand pour que `0f,δ ⊂ D+(δ, η) ∪ D−(δ, η) . On choisit enfin
η′ < |x0+(0) − x0−(0)|/2 et δ′ ∈]0, δ[ . Il existe alors une partition de l’unite´
(χ−, χ+) telle que, pour tout h ∈]0, h3] et tout x ∈ Lα(h) , χ−(x) + χ+(x) = 1 ,
et telle que χ±(x) = 1 pour x ∈ D±(δ′, η′), et Supp χ± ⊂ D±(δ, η) .
On a alors, d’apre`s (3.3.54) et (3.3.55), pour tout x ∈ Lα(hn) ,
ψα1 (x, hn)
2 = 4pih−1/3n (ψ
α
+(x, hn)
2χ+(x)− ψα−(x, hn)2χ−(x))(1 +O(hn)) ,
(3.3.57)
quand n→ +∞.
Ainsi, d’apre`s (3.3.48) et en ve´rifiant graˆce a` l’expression (3.3.46) que
cα := c
α
+ + c
α
− 6= 0 ,
on obtient
Lemme 3.3.10 Pour tout α ∈ R, il existe cα 6= 0 tel que∫
Lα(hn)
ψα1 (x, hn)
2dx = cα(1 + o(1)) , (3.3.58)
quand n→ +∞ .
Nous allons maintenant rassembler les re´sultats de cette section pour de´montrer
le The´ore`me 3.1.1.
3.4 Estimation des indices d’instabilite´
Commenc¸ons par rappeler le re´sultat suivant concernant l’expression des
indices d’instabilite´ (voir la section 1.3).
Proposition 3.4.1 Soit A un ope´rateur ferme´ sur l’espace de Hilbert H, et
λ ∈ σ(A) une valeur propre simple isole´e. Soit Πλ le projecteur spectral associe´
a` λ, uλ un vecteur propre associe´ a` λ , et u
∗
λ un vecteur propre de A∗ associe´ a`
la valeur propre λ¯ . Alors :
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(i) Πλ est de rang 1 si et seulement si 〈uλ, u∗λ〉 6= 0 .
(ii) Dans ce cas, on a
κ(λ) := ‖Πλ‖ = ‖uλ‖‖u
∗
λ‖
|〈uλ, u∗λ〉|
. (3.4.1)
On rappelle (voir la sous-section 3.3.1) que les fonctions propres uαn associe´es
a` la n-e`me valeur propre λn(α) ∈ R de Aα s’e´crivent
uαn(x) = ψα(h
2/5
n x, hn) , (3.4.2)
ou`
hn = λn(α)
−5/6 , (3.4.3)
et ou` ψα(·, hn) ∈ L2(R) est solution de Aα(hn)ψα(·, hn) = 0 .
On normalise uαn de sorte que
uαn(x) = ψ
α
1 (h
2/5
n x, hn) , (3.4.4)
ou` ψα1 est la solution introduite dans le Corollaire 3.3.2.
La proposition suivante permet d’affirmer que l’expression (3.4.1) est valable
pour les grandes valeurs propres de Aα, et donne le comportement asymptotique
de son de´nominateur. On retrouve ainsi, pour n suffisamment grand, le re´sultat
du The´ore`me 3.2.4, (iii).
Proposition 3.4.2 Soit α ≥ 0. Il existe N ≥ 1 tel que, pour tout n ≥ N , le
projecteur spectral Πn(α) de Aα associe´ a` λn(α) est de rang 1. De plus, il existe
kα > 0 tel que, pour tout n ≥ N , le n-e`me indice d’instabilite´ s’e´crit
κn(α) = kα‖ψα1 (·, hn)‖L2(R)(1 + o(1)) , n→ +∞ . (3.4.5)
Preuve : On remarque d’abord que A∗αΓ = ΓAα, ou` Γ : u(x) 7→ u(x). Par
conse´quent, on a
(uαn)
∗(x) = uαn(x) ,
avec les notations de la Proposition 3.4.1. D’apre`s (3.4.4), on a alors
〈uαn, (uαn)∗〉 =
∫
R
ψα1 (h
2/5
n x, hn)
2dx
= h−2/5n
∫
R
ψα1 (x, hn)
2dx . (3.4.6)
Pour estimer l’inte´grale du membre de droite de (3.4.6), on va commencer par
de´former le chemin d’inte´gration pour atteindre les points tournants xα±(h) de
l’ope´rateur Aα(h), qui sont les points critiques de la phase
∫ x
xα+(h)
√
Vα(z, h) dz
apparaissant dans les estimations WKB de ψα1 (voir la sous-section 3.3.2). Soit
R > 0 et γαh,R : [−R : R]→ C un chemin tel que
γαh,R([−R,R]) = Lα(h) ∩ {|z| ≤ R} ,
ou` Lα(h) est de´fini par (3.3.56). D’apre`s le Lemme 3.3.5, quitte a` reparame´trer
γαh,R, on peut supposer qu’il s’agit d’un chemin de classe C1 . On note θαh,R =
− arg γαh,R(R), et Cαh,±R les arcs de cercles parame´tre´s par
Cαh,+R : [0, 1] 3 t 7→ Rei(t−1)θ
α
h,R ,
Cαh,−R : [0, 1] 3 t 7→ −Reitθ
α
h,R .
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Si γ˜αh,R de´signe la re´union de ces trois chemins,
γ˜αh,R = Cαh,−R ∨ γαh,R ∨ Cαh,+R ,
alors par holomorphie de la fonction ψα1 (·, h)2 , on a∫
[−R,R]
ψα1 (x, h)
2dx =
∫
γ˜αh,R
ψα1 (x, h)
2dx .
Or, puisque θαh,R < 3pi/10 , l’e´quivalent (3.3.11) entraˆıne, pour tout n ≥ 1 ,∫
Cαhn,±R
ψα1 (x, hn)
2dx −→ 0 ,
quand R→ +∞ .
On obtient donc ∫
R
ψα1 (x, hn)
2dx =
∫
Lα(hn)
ψα1 (x, hn)
2dx , (3.4.7)
et d’apre`s le Lemme 3.3.10 et (3.4.6), on a, pour n assez grand,
〈uαn, (uαn)∗〉 = cαh−2/5n
(
1 + o(1)
)
. (3.4.8)
Ainsi, pour n suffisamment grand, |〈uαn, (uαn)∗〉| > 0 , d’ou` le re´sultat souhaite´
sur le rang de Πn(α) d’apre`s le point (i) de la Proposition 3.4.1.
(3.4.5) de´coule alors de (3.4.8), du Lemme 3.3.10 et du point (ii) de la Propo-
sition 3.4.1, apre`s le changement de variable x 7→ h2/5n x . 
Il reste enfin a` de´terminer un e´quivalent du nume´rateur de (3.4.5), a` l’aide
du de´veloppement (3.3.12). Ce dernier e´tant uniforme par rapport a` x ∈ R, on
peut passer a` l’inte´grale, ce qui donne en se limitant au premier ordre :
‖ψα1 (·, hn)‖2L2(R) = (1 + o(1))
∫
R
a(x)e−ϕα(x,hn)dx , (3.4.9)
quand n→ +∞, avec
a(x) =
1
V0(x)1/4
et ϕα(x, h) =
2
h
Re
∫ x
xα+(h)
√
Vα(z, h) dz .
Proposition 3.4.3 Si α ≥ 0 , on a, quand n→ +∞ ,
‖ψα1 (·, hn)‖2L2(R) =
√
2
2
Γ(1/4)h1/4n (1 + o(1)) exp
(
C
hn
+
αr
h
1/5
n
)
, (3.4.10)
ou`
C =
∫ 1
0
√
1− t3 dt > 0 et r = 1
2
∫ 1
0
t√
1− t3 dt .
Preuve :
Supposons d’abord α > 0 . Nous allons appliquer une variante de la me´thode de
Laplace pour de´terminer le comportement de l’inte´grale
Iα(h) =
∫ +∞
0
a(x)e−ϕα(x,h)dx ,
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quand h → 0. En suivant les notations du The´ore`me B.1.1, on a ϕα(x, h) =
1
hΨα(x, ε(h)) avec ε(h) = h
4/5 et
Ψα(x, ε) = 2Re
∫ x
x˜α+(ε)
√
V˜α(z, ε) dz ,
ou` on a note´ x˜α+(ε) = x
α
+(ε
5/4) et V˜α(x, ε) = Vα(x, ε
5/4) = ix3 + iαεx− 1 .
La fonction Ψα est de classe C∞ pour x ∈ R et ε suffisamment petit. De plus,
Ψα(·, 0) admet un unique point critique en x = 0 . En effet,
∂xΨα(x, 0) = 2Re
√
ix3 − 1 = 0 ,
si et seulement si arg(ix3 − 1) = pi, ou encore Im (ix3 − 1) = 0, d’ou` x = 0 .
Il s’agit d’un minimum strict. En effet, on a
∂2xΨα(0, 0) = Re
3ix2√
ix3 − 1
∣∣∣∣
x=0
= 0 ,
∂3xΨα(0, 0) = Re
(
6ix√
ix3 − 1 +
9
2
x4
(ix3 − 1)3/2
)
|x=0
= 0 ,
∂4xΨα(0, 0) = 6 ,
d’ou`
Ψα(x, 0) = Ψα(0, 0) +
x4
4
+O(x5) . (3.4.11)
Il reste a` de´terminer les diffe´rentes constantes apparaissant dans le The´ore`me
B.1.1. On a ε(h)2 = h8/5 = o(h) , c’est-a`-dire N = 1 . D’autre part, (3.4.11)
entraˆıne λ0 = 4 .
Par ailleurs, on a
∂εΨα(x, ε) = 2Re
(
−(x˜α+)′(ε)
√
V˜α(x˜α+(ε), ε) +
∫ x
x˜α+(ε)
∂ε
√
V˜α(z, ε) dz
)
= 2Re
∫ x
x˜α+(ε)
∂ε
√
V˜α(z, ε) dz ,
ce qui donne
∂εΨα(0, 0) = Re iα
∫ 0
x˜0+(0)
x√
ix3 − 1 dx . (3.4.12)
On ve´rifie e´galement que
∂x∂εΨα(0, 0) = 0 ,
et
∂2x∂εΨα(0, 0) = α ,
d’ou` λ1 = 2 de`s que α 6= 0.
Le The´ore`me B.1.1 s’applique donc avec J = J˜ = {0}, et (B.1.4) donne
‖ψα1 (·, hn)‖2L2(R) =
√
2
2
Γ(1/4)h1/4n (1 + o(1)) exp
(
− 1
hn
Ψα(0, 0)
)
,
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(ici, K =
∫ +∞
0
e−x
4
dx = 1/4Γ(1/4)). Pour obtenir le re´sultat souhaite´, il suffit
donc de constater que
exp
(
− 1
h
Ψα(0, ε(h))
)
= exp
(
C
h
+
αr
h1/5
)
(1 + o(1)) , (3.4.13)
ou` C et r sont les constantes de l’e´nonce´. En effet,
Ψα(0, ε(h)) = Ψα(0, 0) + h
4/5∂εΨα(0, 0) +O(h8/5) , (3.4.14)
or
Ψα(0, 0) = 2Re
∫ 0
e−ipi/6
√
ix3 − 1 dx = −
∫ 1
0
√
1− t3 dx ,
et d’apre`s (3.4.12),
∂εΨα(0, 0) = −α
2
∫ 1
0
t√
1− t3 dt .
Dans le cas α = 0, on ve´rifie de la meˆme fac¸on que la me´thode de Laplace
s’applique (voir par exemple [57]) et aboutit au meˆme re´sultat. 
Pour conclure la preuve du The´ore`me 3.1.1, on utilise enfin la re`gle de Bohr-
Sommerfeld (3.3.49), qui permet d’affirmer que hn est de l’ordre de n
−1 quand
n → +∞. Cette loi de quantification permet d’exprimer hn en fonction de n
sous forme d’un de´veloppement asymptotique. Nous en calculons maintenant les
premiers termes. En de´veloppant le membre de gauche de (3.3.49) de la meˆme
fac¸on que pour Ψα(0, h
4/5) dans la preuve de la Proposition 3.4.3 (voir (3.4.14)),
on obtient √
3(C − αrh4/5n ) = pi
(
n+
1
2
)
hn +O(h8/5n ) ,
ou` C et r sont les constantes de la Proposition 3.4.3. Ainsi,
hn =
√
3C
pi
(
n+ 12
) − 39/10αrC4/5
pi9/5
(
n+ 12
)9/5 +O((n+ 1/2)−13/5) . (3.4.15)
Le de´veloppement (3.4.15) permet de reformuler le terme exponentiel de (3.4.10)
en fonction de n :
C
hn
+
αr
h
1/5
n
=
pi√
3
(n+ 1/2) + 2αr
(
pi√
3C
)1/5
(n+ 1/2)1/5 +O((n+ 1/2)−3/5) .
Or les constantes C et r s’expriment explicitement,
C =
2
√
3pi3/2
15Γ(2/3)Γ(5/6)
et r =
Γ(2/3)Γ(5/6)
2
√
pi
,
ce qui donne
2r
(
pi√
3C
)1/5
= (5/2)1/5pi−3/5Γ(2/3)6/5Γ(5/6)6/5.
En rassemblant (3.4.5) et (3.4.10), on obtient finalement le the´ore`me suivant :
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The´ore`me 3.4.4 Pour tout α ≥ 0, il existe une constante Kα > 0 telle que
κn(α) =
Kα
n1/4
(1 + o(1)) exp
(
pi√
3
n+ αcn1/5
)
, (3.4.16)
quand n→ +∞ , ou`
c = (5/2)1/5pi−3/5Γ(2/3)6/5Γ(5/6)6/5 .
Le The´ore`me 3.1.1 en de´coule imme´diatement.

Chapitre 4
On the semiclassical
analysis of Schro¨dinger
operators with purely
imaginary electric
potentials in a bounded
domain
In this chapter, we describe the leftmost eigenvalue of the non-selfadjoint
operator Ah = −h2∆ + iV (x) with Dirichlet boundary conditions on a smooth
bounded domain Ω ⊂ Rn , as h→ 0 . V is assumed to be a Morse function with-
out critical point at the boundary of Ω . More precisely, we compare inf Reσ(Ah)
with the minimum of the spectrum’s real part for some model operator. In the
case where V has no critical point, the spectrum is determined by the boundary
points where ∇V is orthogonal, and the model operator involves a 1-dimensional
complex Airy operator in R+ . If V is a Morse function with critical points in
Ω , the behavior of the operator near the critical points prevails, and the model
operator is a complex harmonic oscillator.
This question is related to the decay of associated semigroups. In particular, it
allows to recover, in a simplified setting, some stability results of [7] in super-
conductivity theory.
4.1 Introduction
Let n ≥ 1, h0 > 0, and Ω ⊂ Rn be a smooth bounded domain. We consider,
for h ∈ (0, h0), the operator
Ah = −h2∆ + iV (x) , D(Ah) = H10 (Ω;C) ∩H2(Ω;C) , (4.1.1)
where V ∈ C∞(Ω ;R) is a smooth potential.
Under these conditions Ah has compact resolvent, hence discrete spectrum and
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the purpose of this paper is to understand the behavior as h→ 0 of the smallest
real part of λ(h), for λ(h) ∈ σ(Ah) . We are also looking for uniform resolvent
estimates in any half-plane free of eigenvalues.
One of the main difficulties of this task is that, due to possible pseudospectral
effects, a quasimode construction may not be sufficient to locate an eigenvalue.
The question considered here is related to stability problems for equations
of the form ∂tψR −∆ψR + iRV (x/R)ψR = λRψR, (t, x) ∈ (0,+∞)× ΩR ,ψR(t, x) = 0, (t, x) ∈ (0,+∞)× ∂ΩR ,
ψR(0, x) = ψ
0
R(x), x ∈ ΩR ,
(4.1.2)
where ΩR = {Rx : x ∈ Ω} , in the large domain limit R → +∞ . This system
can be interpreted as a linearization of the time-dependent Ginzburg-Landau
system in superconductivity, without magnetic field and in a large smooth do-
main. From this point of view, the following results should be compared with
those of [7, 8, 9, 10, 11].
Similar questions have also been considered in [15] in a 1-dimensional setting to
understand the controllability of some degenerate parabolic equations.
In addition to these applications, the results stated in this paper might have
some independent, theoretical interest in the growing field of non-selfadjoint
spectral theory.
We shall first focus on the case where the potential V has no critical point.
Here again, this assumption makes sense in the framework of superconductivity,
see [7] and Section 4.9. More precisely, we will prove the following :
Theorem 4.1.1 Let n ≥ 1 and V ∈ C∞(Ω¯;R) be such that, for every x ∈ Ω¯,
∇V (x) 6= 0 . Let
∂Ω⊥ = {x ∈ ∂Ω : ∇V (x)× ~n(x) = 0} , (4.1.3)
where ~n(x) denotes the outward normal on ∂Ω at x .
(i) Assume that ∂Ω⊥ 6= ∅ . Let µ1 < 0 be the rightmost zero of the Airy
function Ai , and let
Jm = min
x∈∂Ω⊥
|∇V (x)| . (4.1.4)
Then we have
lim
h→0
1
h2/3
inf Reσ(Ah) ≥ |µ1|
2
J2/3m , (4.1.5)
where Ah is the operator defined by (4.1.1) .
Moreover, for every ε > 0 , there exists hε ∈ (0, h0) and Cε > 0 such that
∀h ∈ (0, hε), sup
γ ≤ |µ1|J
2/3
m /2,
ν ∈ R
‖(Ah−(γ−ε)h2/3− iν)−1‖ ≤ Cε
h2/3
. (4.1.6)
(ii) Assume that ∂Ω⊥ = ∅ , then
lim
h→0
1
h2/3
inf Reσ(Ah) = +∞ ,
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and for all ω ∈ R , there exists hω > 0 and C ′ω > 0 such that
∀h ∈ (0, hω), sup
γ ≤ ω,
ν ∈ R
‖(Ah − γh2/3 − iν)−1‖ ≤ C
′
ω
h2/3
. (4.1.7)
This result is essentially a reformulation of those stated in [7], but the proof
presented here, based on locally approximating models, gives a good overview
of the underlying phenomena involved and might be more convenient for possi-
ble generalizations of this statement.
As we shall see in the proof of this first statement, we will not be able to prove
that |µ1|2 J
2/3
m is the exact limit for h−2/3 inf Reσ(Ah) as h→ 0 . This is because
we will have to approximate Ah in the neighborhood of ∂Ω⊥ by operators whose
resolvents are not compact for n ≥ 2. However, this result can still be used to
obtain some decay estimates for equations of the form (4.1.2), see Corollary
4.1.4 and Sections 4.8 and 4.9.
In dimension 1, obviously, this problem of non-compact resolvent will not ap-
pear, hence we can state a more accurate result :
Theorem 4.1.2 Let h0 > 0, a, b ∈ R, a < b, and V ∈ C∞((a, b);R) . For
h ∈ (0, h0) , let
Ah = −h2 d
2
dx2
+ iV (x) , D(Ah) = H10 (a, b) ∩H2(a, b) .
Assume that, for every x ∈ (a, b), V ′(x) 6= 0 . Then,
lim
h→0
1
h2/3
inf Reσ(Ah) = |µ1|
2
J2/3 , (4.1.8)
where J = min(|V ′(a)|, |V ′(b)|) and µ1 denotes the rightmost zero of the Airy
function Ai .
The problem of optimality in (4.1.5), in the general, n-dimensional setting, is
left for future considerations.
In the case where the potential V has critical points in Ω, the spectrum of
Ah is expected to behave differently. The following statement shows that the
quantity inf Reσ(Ah) is no longer determined by the behavior at the boundary,
but by the shape of the potential near the critical points.
Theorem 4.1.3 Let V be a Morse function on Ω¯ , without critical point in ∂Ω
and with at least one critical point in Ω . Let xc1, . . . , x
c
p , p ∈ N∗ , denote those
critical points, and for k = 1, . . . , p, let
κk =
n∑
j=1
√
|λkj | , (4.1.9)
where {λkj }j=1,...,n = σ(HessV (xck)) .
Let
κ = min
k=1,...,p
κk ,
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and assume that, if κk = κ , then for any ` 6= k ,
V (xck) 6= V (xc`) . (4.1.10)
Then,
lim
t→0
1
h
inf Reσ(Ah) = κ
2
. (4.1.11)
Moreover, for every ε > 0 , there exists hε ∈ (0, h0) and Cε > 0 such that
∀h ∈ (0, hε), sup
γ ≤ κ/2,
ν ∈ R
‖(Ah − (γ − ε)h− iν)−1‖ ≤ Cε
h
. (4.1.12)
The assumption (4.1.10) is meant to avoid any resonance phenomenon between
two wells. Note that, unlike in Theorem 4.1.1, here we give the exact limit for
h−1 inf Reσ(Ah) .
As mentioned above, the previous theorems enable us to state some decay
estimates for the semigroup associated with Ah.
Corollary 4.1.4 For all ε > 0, there exists hε ∈ (0, h0) and Mε > 0 such that :
(i) Under the assumptions of Theorem 4.1.1,
∀h ∈ (0, hε) , ∀t > 0 , ‖e−tAh‖L(L2(Ω)) ≤Mε exp(−(|µ1|J2/3m /2−ε)h2/3t) .
(4.1.13)
(ii) Under the assumptions of Theorem 4.1.3,
∀h ∈ (0, hε) , ∀t > 0 , ‖e−tAh‖L(L2(Ω)) ≤Mε exp(−(κ/2− ε)ht) .
(4.1.14)
(iii) Under the assumptions of Theorem 4.1.2, the constant |µ1|J2/3m /2 is opti-
mal in (4.1.13), as well as the exponent of h. Similarly, under the assump-
tions of Theorem 4.1.3, the constant κ/2 is optimal in (4.1.14), as well as
the exponent of h .
This corollary will follow easily from Theorems 4.1.1, 4.1.2 and 4.1.3, by using
a refined, quantitative version of the Gearhardt-Pru¨ss Theorem, see [83].
Many interesting questions, which arise naturally in superconductivity the-
ory, are left aside from this paper and should be investigated in future research.
First of all, as recalled in Section 4.9, the time-dependent Ginzburg-Landau
equations involve a non-linear term of the form (1− |ψ|2)ψ, which shall not be
considered in this work. The recent work of Y. Almog and B. Helffer [8] includes
the analysis of this non-linearity in the presence of a magnetic field, but as far
as we know, this non-linear problem has not been considered yet in the simpler
case where the magnetic field is neglected.
Secondly, here we only consider the case of a smooth domain Ω. As explained in
[7], most physically relevant domains would instead contain some singularities,
such as corners with right-angles. However, since Y. Almog [7] has already con-
sidered this feature under the assumption of a potential without critical point,
and since the case of a Morse potential is outside the scope of superconductivity
theory, this question shall not be considered here. Nevertheless, our guess is that
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the results stated in Theorems 4.1.1 and 4.1.3 would be similar for a domain
with right-angled corners at the boundary, and that the proof could be easily
adjusted by adding a model acting on a quarter of space in order to approximate
the operator Ah near those singularities.
Finally, we think that it could be interesting to analyze the effect of a mag-
netic field when the electric potential has critical points. Namely, the behavior
of inf Re (AA,V,h) should be investigated, where
AA,V,h = −(h∇− iA(x))2 + iV (x) ,
and where V satisfies the assumptions of Theorem 4.1.3. This problem has been
considered in [8] in the case where the electric potential V has no critical point.
Of course, some additional conditions on the magnetic field B = curl A should
be added in order to understand this question.
Section 4.2 is dedicated to the analysis of some simplified models which
shall be used as local approximations for operator Ah. In Section 4.3, we locally
straighten the boundary by introducing a system of local coordinates, previously
used in [8, 67, 112] in cases n = 2 or n = 3 . We prove Theorem 4.1.1 in Section
4.4, and the lower bound of Theorem 4.1.3 in Section 4.5. We complete the
proof of Theorem 4.1.2 (upper bound) in Section 4.6, and we prove the upper
bound of Theorem 4.1.3 in Section 4.7. Section 4.8 is devoted to the proof of
Corollary 4.1.4. Finally, in Section 4.9, we give a possible application for the
previous results in superconductivity theory, recovering the results of [7].
4.2 Simplified models
In this section, we consider the simplified cases where Ω is either the whole
space Rn, or the half-space
Rn+ = {x = (x1, . . . , xn) ∈ Rn : xn > 0}. (4.2.1)
Furthermore the potential V will be assumed to be a linear function or, in Sub-
section 4.2.4, a quadratic form.
In Sections 4.4 to 4.7, we shall use these simplified models as local approxima-
tions for the more general operator Ah .
4.2.1 Whole space model, and particular half-space mod-
els
In this subsection, we mainly refer to [76], and reformulate the 2-dimensional
statements therein in the n-dimensional setting.
We shall consider three model operators −∆ + i` , where `(x) = J · x is a linear
function : the first one in Rn , the second one in Rn+ with J parallel to ∂Rn+ ,
and the third one in Rn+ with J orthogonal to ∂Rn+ .
The whole space model
Let J = (J1, . . . , Jn) ∈ Rn and
A0 = −∆ + i`
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acting on L2(Rn) , where `(x) = J · x . Up to an orthogonal change of variable
followed by the scale change x 7→ |J |1/3x, we can assume that A0 has the form
A0 = −∆ + ix1 .
We then get as in [76], Proposition 7.1,
Lemma 4.2.1 We have σ(A0) = ∅ , and for all ω ∈ R , there exists C0ω such
that
sup
Re z≤ω
‖(A0 − z)−1‖ ≤ C0ω . (4.2.2)
Proof :
A partial Fourier transform in (x2, . . . , xn) gives the operator
Â0 = D2x + ix+ η2 ,
where η = |(ξ2, . . . , ξn)| , and, for a fixed η ,
D2x + ix− (λ− η2)
is invertible for all λ ∈ C , since, according to Subsection 1.4.1, the complex
Airy operator on the real line has empty spectrum. Moreover, for all λ ∈ C ,
there exists C > 0 such that
∀η ∈ R , ‖(D2x + ix− (λ− η2))−1‖x ≤ C . (4.2.3)
Indeed, the map
η 7→ (D2x + ix− (λ− η2))−1
being bounded on any compact subset of the complex plane, it is enough to
control the norm in (4.2.3) as η → +∞ . Let R0 > 0 . Then, for η large enough,
we have Re (λ− η2) ≤ −R0 , hence
‖(D2x + ix− (λ− η2))−1‖ ≤
1
|λ− η2| ≤
1
R0
, (4.2.4)
and (4.2.3) is satisfied.
Thus, for all v ∈ L2(Rn) ,
‖(Â0 − λ)−1v‖2L2(Rn) =
∫
Rn−1
‖(Â0 − λ)−1v(·, ξ2, . . . , ξn)‖2xdξ2 . . . dξn
≤ C
∫
Rn−1
‖v(·, ξ2, . . . , ξn)‖2dξ2 . . . dξn
≤ C ‖v‖2L2(Rn) .

Parallel current in the half-space
Now we consider the Dirichlet (resp. Neumann) realization AD (resp. AN ) of
−∆+ i(J1x1 + · · ·+Jn−1xn−1) in Rn+ . As in [76], Subsection 7.3, we can use the
decomposition L2(Rn) = P ⊕ I , where P and I denote respectively the even
and odd functions in L2(Rn) with respect to the xn variable, see Subsection
2.2.1 :
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λ1
λ2
λ3
Figure 4.1 – Spectrum of A⊥ .
Proposition 4.2.2 Let P be a closed operator acting on L2(Rn) , n ≥ 1. Let us
denote by (x′, xn) ∈ Rn−1×R the elements of Rn. Assume that P preserves the
even and odd functions with respect to xn , that is xn 7→ Pu(x′, xn) is even (resp.
odd) if xn 7→ u(x′, xn) is even (resp. odd). Let PD and PN be the Dirichlet and
Neumann realizations of P in Rn+ = {(x′, xn) : xn > 0} . Then,
σ(P) = σ(PD) ∪ σ(PN ) . (4.2.5)
Thus, according to Lemma 4.2.1, the spectra of AD and AN are empty.
Moreover, since AD (resp. AN ) is the restriction of A0 to P (resp. I), the
resolvent estimate in Lemma 4.2.1 yields
Lemma 4.2.3 σ(AD ) = σ(AN ) = ∅ , and for all ω ∈ R and ] = D,N ,
sup
Re z≤ω
‖(A] − z)−1‖ ≤ C0ω . (4.2.6)
Perpendicular current in the half-space
Let Jn ∈ R and A⊥ be the Dirichlet realization of −∆ + iJnxn in L2(Rn+) .
Here again, we can easily adapt the results of [76] (see Proposition 7.2 therein)
to any dimension n ≥ 2 to obtain
Lemma 4.2.4 σ(A⊥) = {|µj |J2/3n eipi/3 + r : j ≥ 1, r > 0} , and for all ω <
|µ1|J2/3n /2 , there exists C⊥ω such that
sup
Re z≤ω
‖(A⊥ − z)−1‖ ≤ C⊥ω . (4.2.7)
Proof :
Let A+xn denote the Dirichlet realization of the complex Airy operator − d
2
dx2n
+
iJnxn in L
2(R+) . For all η ∈ Rn−1 and λ ∈ σ(A+xn) , if uλ denotes an eigen-
function of A+xn associated with λ , then the function fη,λ ∈ L∞(Rn+) defined
by
fη,λ : (x
′, xn) 7→ eiη·x′uλ(xn)
satisfies
A⊥fη,λ = (λ+ |η|2)fη,λ .
Notice that λ+η2 might not be an eigenvalue of AD⊥ since fη,λ does not belong to
D(AD⊥) . However, the following statement (see [9]) ensures that λ+η2 ∈ σ(AD⊥) :
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Proposition 4.2.5 Let ψ ∈ L∞(Rn+) ∩H1loc(Rn+) such that, in Rn+ , ψ satisfies
∃λ ∈ C ,
 −∆ψ + ixψ = λψψ|x=0 = 0
ψ 6= 0.
Then λ ∈ σ(A⊥) .
Since the functions fη,λ belong L
∞(Rn+) ∩H1loc(Rn+) , we get⋃
λ∈σ(A+xn )
{λ+ r : r > 0} ⊂ σ(AD⊥) . (4.2.8)
Now we shall prove
{
⋃
λ∈σ(A+xn )
{λ+ r : r > 0} ⊂ ρ(AD⊥) ,
by using a partial Fourier transform in the x′ variable.
Let ν /∈ ⋃λ∈σ(A+xn ){λ+ r : r > 0} . Then,
∀η ∈ Rn−1 , ν − |η|2 ∈ ρ(A+xn) ,
hence
Â⊥ − ν = A+xn − (ν − η2)
is invertible.
As in Subsection 4.2.1, it remains to check that the resolvent
‖(AD − (ν − |η|2))−1‖ is bounded as |η| → +∞ , which can be done by us-
ing the estimate, for Re z < 0 ,
‖(A+xn − z)−1‖ ≤
1
|Re z| ,
which holds because A+xn is accretive.
Consequently, we have
σ(A⊥) =
⋃
λ∈σ(A+xn )
{λ+ r : r > 0} .
Recalling from [7] that σ(A+xn) = {eipi/3|µj |J2/3n }j≥1 where µj < 0 are the ze-
roes of the Airy function Ai , we get the desired statement. 
In the following subsection, we consider a case which was not studied in [76] :
the operator −∆ + iJ · x in the half-space, where neither Jn nor (J1, . . . , Jn−1)
vanishes.
4.2.2 General current in the half-space
Let J = (J1, . . . , Jn) ∈ Rn be such that Jn 6= 0 and (J1, . . . , Jn−1) 6= 0 . We
want to study the spectrum and the resolvent of an operator acting on L2(Rn+)
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as −∆+ iJ ·x , with a domain which includes the Dirichlet condition at xn = 0 .
The imaginary part
`(x, y) = J · x
of the potential does not have a constant sign, hence we are unable to use the
variational approach to define the operator. We shall instead define the operator
by separation of variables.
Let x′ = (x1, . . . , xn−1) denote the (n − 1) first coordinates of a vector
x ∈ Rn. Let
Ax′ = −∆x′ + iJ ′ · x′ , (4.2.9)
and let A+xn be the Dirichlet realization in R+ of the complex Airy operator
− d
2
dx2n
+ iJnxn . (4.2.10)
Both Ax′ and A+xn are maximal accretive, hence they are generators of contrac-
tion semigroups (e−tAx′ )t>0 and (e−tA
+
xn )t>0 respectively. One can easily check
that the family (e−tAx′ ⊗ e−tA+xn )t>0 is a contraction semigroup in L2(Rn+) .
Thus, we can define the desired operator as follows :
Definition 4.2.6 A+ is the generator of the semigroup (e−tAx′ ⊗ e−tA+xn )t>0 .
In order to describe the domain of operator A+, we recall the following
statement (see [119], Theorem X.49) :
Theorem 4.2.7 Let A be the generator of a contraction semigroup on a Hilbert
space H. Let D ⊂ D(A) be a dense subset of H, such that e−tAD ⊂ D . Then,
D is a core for A , that is
A = A|D .
Let D = D(Ax′)  D(A+xn) be the set of all finite linear combinations of
functions of the form f ⊗g = f(x′)g(xn) (see Appendix C.2), where f ∈ D(Ax′)
and g ∈ D(A+xn). Then it is clear that D satisfies the conditions of Theorem
4.2.7 with A = A+ , hence A+ = A+|D . Consequently, we have the following
characterization of the domain :
D(A+) = {u ∈ L2(R2+) : ∃(uj)j≥1 ∈ DN , uj L
2
−→
j→+∞
u ,
(A+uj)j≥1 is a Cauchy sequence } . (4.2.11)
Now we shall highlight, using counter-examples, some difficulties related to
the fact that the imaginary part of the potential changes sign.
First, we could try to define the operator A+ by using the variational approach,
which consists in defining A+u by
〈A+u, v〉 =
∫
Rn+
(∇u · ∇v¯ + i`uv¯) dx (4.2.12)
for all v in a convenient space.
In other words, we consider the sesquilinear form
a(u, v) :=
∫
Rn+
∇u · ∇v¯ dx+ i
∫
Rn+
`uv¯ dx+
∫
Rn+
uv¯ dx
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on the form domain
Va := H
1
0 (Rn+) ∩ L2(Rn+; |`(x, y)|dx) ,
on which a is continuous.
If a was coercive, that is
∃α > 0,∀u ∈ Va, |a(u, u)| ≥ α‖u‖2Va ,
(where ‖ · ‖2Va := ‖ · ‖2L2(Rn+) + ‖∇ · ‖
2
L2(Rn+)
+ ‖|`|1/2 · ‖2L2(Rn+)) , then A+u could
be defined, using the Lax-Milgram theorem, by formula (4.2.12) for all v ∈ Va .
Unfortunately, the following counter-example shows that a is not coercive, so
that the variational approach fails.
Lemma 4.2.8 There exists a sequence (uj)j≥0 ∈ V Na such that (|a(uj , uj)|)j≥0
is bounded whereas ‖uj‖Va tends to +∞ as j → +∞ .
Proof :
We set
uj(x
′, xn) :=
√
χ(|(x2, . . . , xn)| − 2) (χ(x1 − j) + χ(x1 + j)) ,
where χ ∈ C∞0 (]− 2, 2[; [0, 1]) is equal to 1 on [−1, 1] , and we check that :
– ‖uj‖H1(Rn+) is constant,
– the sequence (∣∣∣∣∣
∫
Rn+
`(x)|uj(x)|2 dx
∣∣∣∣∣
)
j≥0
is bounded, and
– ‖|`|1/2uj‖L2(Rn+) → +∞ as j → +∞ .
The first point is clear, and we notice that, for some c0 , c1 > 0 , c0 < c1 , on the
support of x 7→ χ(|(x2, . . . , xn)| − 2)χ(x1 − j), we have
j − c0 ≤ `(x) ≤ j + c1 ,
and on the other hand, on the support of x 7→ χ(|(x2, . . . , xn)| − 2)χ(x1 + j) ,
−j − c0 ≤ `(x) ≤ −j + c1 ,
so that |`(x)| ≥ j − c1 on the support of |uj |2 , and∫
Rn+
`(x)|un(x)|2 dx =
∫
Rn+
`(x)χ(|(x2, . . . , xn)| − 2)χ(x1 − j) dx
+
∫
Rn+
`(x)χ(|(x2, . . . , xn)| − 2)χ(x1 + j) dx
∈ [−C1, C2] ,
for some C1 > 0 and C2 > 0 and the second point follows.
Finally,
‖|`|1/2uj‖2L2(Rn+) ≥ (j − c1)‖uj‖
2
L2(Rn+) = (j − c1)‖u0‖
2
L2(Rn+) −→ +∞ ,
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as n→ +∞ . 
Since we are interested in the spectrum of A+ , one question to consider
would be that of the nature of the spectrum. In particular, is it purely discrete ?
This would be the case, for instance, if A+ had compact resolvent. However, we
have the following counter-example.
For some u0 ∈ C∞0 (Rn+) , let us consider the sequence
uj(x) := u0(x1 − 2jJ2M,x2 + 2jJ1M,x3, . . . , xn) ,
where M denotes the diameter of Supp u0. Then the supports of uj are disjoints
and translated along a direction leaving J · x constant. Hence,
(A+uj)(x) = (A+u0)(x1 − 2jJ2M,x2 + 2jJ1M,x3, . . . , xn) , (4.2.13)
since
[(−∆ + iJ · x)u0](x1 − 2jJ2M,x2 + 2jJ1M,x3, . . . , xn)
= −∆uj(x) + [iJ1(x1 − 2jJ2M) + iJ2(x2 + 2jJ1M) + iJ3x3 + · · ·+ iJnxn]uj(x)
= (−∆ + iJ · x)uj(x) .
Thus, ‖A+uj‖ = ‖A+u0‖ for all j , and so vj := A+uj is bounded, while the
sequence (uj = A−1+ vj)j≥0 has no converging subsequence. Therefore A−1+ is not
compact.
Finally, one can show by a similar construction that, for j = 1, . . . , n , we
can not expect to have a control of ‖(− d2
dx2j
+ iJjxj)u‖L2(Rn+) by the graph norm
of A+ :
Proposition 4.2.9 There exists a sequence (uj)j∈N ∈ (D(Ax′)D(A+xn))N such
that ((A++1)uj)j∈N is bounded whereas (‖(A+xnI)uj‖L2(Rn+))j∈N tends to +∞ .
As a consequence, we do not have a uniform control for u ∈ D(Ax′)D(A+xn)
of ‖(A+xn  I)u‖L2(Rn+) by the graph norm of A+ .
Proof :
We can take
uj(x) = χ(x1 + jJn)χ(|x2, . . . , xn−1 − 2)χ(xn − jJ1) ∈ D(Ax′)D(A+xn) ,
where χ ∈ C∞0 ([−2, 2]; [0, 1]) is equal to 1 on [−1, 1] .
Then, for some c0 , c1 , c2 > 0 ,
‖(A+xn  I)uj‖L2(Rn+) = ‖ − χ′′(xn − jJ1)χ(x1 + jJn)χ(|x2, . . . , xn−1| − 2)
+iJnxnuj(x)‖L2(Rn+)
≥ −c0 + c1j → +∞ ,
while
‖(A+ + 1)uj‖L2(Rn+) ≤ c2 ,
since |J · x| ≤ 4|J | for all x ∈ Supp uj . 
However, we prove in the following lemma that we can control separately
‖u‖H2(Rn+) and ‖`u‖L2(Rn+) , which gives a good description of the domain :
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Lemma 4.2.10 We have
D(A+) = H10 (Rn+) ∩H2(Rn+) ∩ L2(Rn+; |`(x)|2dx) , (4.2.14)
and there exists C > 0 such that, for all u ∈ D(A+) ,
‖∆u‖2L2(Rn+) + ‖`u‖
2
L2(Rn+) ≤ ‖A+u‖
2
L2(Rn+) + C‖∇u‖L2(Rn+)‖u‖L2(Rn+) . (4.2.15)
Proof :
We use characterization (4.2.11). Let u ∈ D(A+) and (uj)j≥1 ∈ DN such that
uj
L2−→
j→+∞
u and (A+uj)j≥1 is a Cauchy sequence. Then, using the identity
Re 〈A+v, v〉 = ‖∇v‖2L2(Rn+) ,
we see that (∇uj)j≥1 is a Cauchy sequence in L2(Rn+), hence
uj
H1−→
j→+∞
u , (4.2.16)
and u ∈ H10 (Rn+) .
In order to prove (4.2.15), we write (all the norms denoting L2 norms)
‖A+uj‖2 = 〈(−∆ + i`)uj , (−∆ + i`)uj〉
= ‖∆uj‖2 + ‖`uj‖2 + 2Im 〈−∆uj , `uj〉 . (4.2.17)
Besides, we have
Im 〈−∆uj , `uj〉 = Im
∫
Rn+
∇uj(x) · ∇(`uj)(x)dx
= Im
(∫
Rn+
`(x)|∇uj(x)|2dx+
∫
Rn+
∇uj(x) · ∇`(x)uj(x)dx
)
= Im
∫
Rn+
J · ∇uj(x)uj(x)dx .
Hence, for some C > 0 ,
|Im 〈−∆uj , `uj〉| ≤ C ‖∇uj‖ ‖uj‖ .
Thus, according to (4.2.17), estimate (4.2.15) holds for the functions uj . Conse-
quently, (uj)j≥1 is a Cauchy sequence in H2(Rn+) and in L2(Rn+; |`(x)|2dx), and
(4.2.14) follows, as well as (4.2.15) for every u ∈ D(A+) . 
Now we answer the question of the spectrum of A+ . Since Ax′ has empty
spectrum (see Subsection 4.2.1), we expect σ(A+) to be empty as well. In order
to prove it, we use semigroup estimates.
Proposition 4.2.11 We have σ(A+) = ∅ . Moreover, for every ω ∈ R , there
exists Cω > 0 such that
sup
Re z≤ω
‖(A+ − z)−1‖ ≤ Cω . (4.2.18)
Finally, the semigroup generated by A+ satisfies
∀t > 0, ‖e−tA+‖ ≤ e−(n−1)t3/12 . (4.2.19)
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Proof :
Let us recall that e−tA+ = e−tAx′ ⊗e−tA+xn , where Ax′ and A+xn are respectively
defined by (4.2.9) and (4.2.10). We also recall the following estimates (see [76,
101]) :
∀t > 0 , ‖e−tAx′‖ = e−(n−1)t3/12 , (4.2.20)
and for all ω < |µ1|/2 , where µ1 is the rightmost zero of the Airy function,
there exists Mω > 0 such that
∀t > 0 , ‖e−tA+xn ‖ ≤Mω e−ωt . (4.2.21)
Thus, (4.2.19) follows, and the formula
(A+ − z)−1 =
∫ +∞
0
e−t(A+−z)dt , (4.2.22)
which holds a priori for Re z < 0 , can be extended to the whole complex plane.
Hence the resolvent of A+ is an entire function, and we have
σ(A+) = ∅ as well as (4.2.18) . 
4.2.3 Uniform resolvent estimate with respect to the angle
In the proof of the main theorems, we will need to manage the transition
between the case of an orthogonal current and a general transverse current. Let
J0 , J1 > 0 such that J0 < J1 . Then, for J ∈ R such that J0 < |J | < J1 ,
θ ∈ [0, pi] and ~v ∈ Rn−1 , |~v| = 1 , we set
A+(J, θ,~v) = −∆ + iJ(sin θ ~v · x′ + cos θ xn) , (4.2.23)
acting on L2(Rn+) . Then, using the results of previous subsections, we shall
prove that :
Lemma 4.2.12
(i) For all ε > 0 , there exists Kε > 0 such that, for all J satisfying J0 ≤
|J | ≤ J1 and ~v ∈ Rn−1 such that |~v| = 1 ,
sup
θ ∈ [0, pi]
Re z ≤ |µ1|/2
‖(A+(J, θ,~v)− (z − ε)|J |2/3)−1‖ ≤ Kε|J |2/3 . (4.2.24)
(ii) Let θ0 ∈ (0, pi/2) . Then, for all ω ∈ R , there exists K ′ω > 0 such that, for
every J satisfying J0 ≤ |J | ≤ J1 and ~v ∈ Rn−1 , |~v| = 1 ,
sup
θ0 ≤ θ ≤ pi − θ0
Re z ≤ ω
‖(A+(J, θ,~v)− z|J |2/3)−1‖ ≤ K
′
ω
|J |2/3 . (4.2.25)
Proof :
For j = 1, . . . , n− 1 , let
Aj(J, θ, vj) = − d
2
dx2j
+ iJvj sin θ xj ,
138 CHAPITRE 4. SEMICLASSICAL SCHRO¨DINGER OPERATORS
acting on L2(R) , and
A+n (J, θ) = −
d2
dx2n
+ iJ cos θ xn ,
acting on L2(R+) .
Using that each Aj(J, θ, vj) , j = 1, . . . , n−1 and A+n (J, θ) is maximal accretive,
we can easily check that, for ~v = (v1, . . . , vn−1) ,
e−tA(J,θ,~v) = e−tA1(J,θ,v1) ⊗ · · · ⊗ e−tAn−1(J,θ,vn−1) ⊗ e−tA+n (J,θ) . (4.2.26)
Since |~v| = 1 , we can choose k such that |vk| ≥ 1/
√
n . We can also assume
that Jvk sin θ and J cos θ are both non-negative (if not, replace Ak(J, θ, vk) or
A+n (J, θ) by its adjoint).
Notice now that, for θ ∈ (0, pi) , by rescaling x 7→ (Jvk sin θ)1/3x , we have
e−tAk(J,θ,vk) = e−t(|J|vk sin θ)
2/3Ak(1,pi/2,1) ,
and by rescaling x 7→ (|J | cos θ)1/3x, we have similarly
e−tA
+
n (J,θ) = e−t(|J| cos θ)
2/3A+n (1,0) .
Hence, if θ ∈ [θ0, pi − θ0] , then according to (4.2.20) and (4.2.26),
‖e−tA(J,θ,~v)‖ ≤ ‖e−t(|J|vk sin θ)2/3Ak(1,pi/2,1)‖ = e−t3|Jvk sin θ|2/12 ≤ e−J20 ε20t3/12n ,
where ε0 = sin θ0 .
Thus, formula (4.2.22) yields (4.2.25).
In order to prove (4.2.24), for ω < |µ1|/2 , we write, using (4.2.20), (4.2.21) and
(4.2.26),
‖e−tA(J,θ,~v)‖ ≤ ‖e−t(|J|vk sin θ)2/3Ak(1,pi/2,1)‖‖e−t(|J| cos θ)2/3A+n (1,0)‖,
≤ Mω exp
(
− t
3
12n
|J |2 sin2 θ − t|J |2/3ω(cos θ)2/3
)
≤ Mωe−|J|2/3ωtegθ(t|J|2/3) ,
where
gθ(s) = − 1
12n
sin2 θs3 + ωs(1− (cos θ)2/3) .
It is then straightforward to check that gθ is bounded in R+ , uniformly with
respect to θ ∈ (0, pi) . Hence, (4.2.24) follows from formula (4.2.22). 
4.2.4 Quadratic potential in the whole space
In order to prove Theorem 4.1.3, we will need to understand the pseudospec-
tral behavior of operators of the form −∆ + iQ acting in L2(Rn), where Q is a
real quadratic form.
More precisely, let λ = (λ1, . . . , λn) ∈ Rn such that λj 6= 0 , j = 1, . . . , n , and
HQ = −∆ + iQ , Q(x) = Qλ(x) =
n∑
j=1
λjx
2
j . (4.2.27)
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We want to determine the spectrum of HQ and to control its resolvent uniformly
on any half-plane included in the resolvent set.
For any α ∈ R \ {0} , let
Hα = − d
2
dx2
+ iαx2, D(Hα) = H2(R) ∩ L2(R;x4dx) ,
be the (1-dimensional) complex harmonic oscillator [24, 41, 45, 116]. Let us
recall that
σ(Hα) = {(2k + 1)
√
|α|e±ipi/4 : k ∈ N}, (4.2.28)
where ± = sign α .
If α < 0 , notice indeed that Hα = H∗|α| , hence λ ∈ σ(Hα) if and only if
λ¯ ∈ σ(H|α|) . Moreover, for every ω <
√|α|/2 , there exists cω > 0 such that
sup
Re z≤ω
‖(Hα − z)−1‖ ≤ cω , (4.2.29)
see (1.4.15), [75], Proposition 14.13, and [24, 116].
Now, notice that
HQ =
n∑
j=1
I ⊗ · · · ⊗ I ⊗Hλj ⊗ I ⊗ · · · ⊗ I ,
(use for instance Theorem 4.2.7 to check that the domains coincide).
Unlike in Subsection 4.2.2, separation of variables is very efficient forHQ because
the operators Hλj appearing in its decomposition are sectorial. We can indeed
apply the spectral mapping theorem due to Ichinose, see Theorem C.2.2, which
yields
σ(HQ) = σ(Hλ1) + · · ·+ σ(Hλn) . (4.2.30)
In view of (4.2.28) and (4.2.29), we then get
Lemma 4.2.13 Let λ = (λ1, . . . , λn) ∈ Rn such that λj 6= 0 for all = 1, . . . , n ,
and let σj = sign λj . Then,
σ(HQ) =

n∑
j=1
(2kj + 1)
√
|λj |eiσjpi/4 : (k1, . . . , kn) ∈ Nn
 . (4.2.31)
Moreover, for all ω <
√|λ1|/2 + · · ·+√|λn|/2 , there exists Kω > 0 such that
sup
Re z≤ω
‖(HQ − z)−1‖ ≤ Kω . (4.2.32)
4.3 Local coordinates near the boundary
In this section, we introduce local coordinates in the neighborhood of some
point b ∈ ∂Ω, in order to straighten a portion of the boundary. These coordinates
will allow us to use the models of previous section as approximate operators for
Ah.
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Throughout this section, we mainly refer to [67], appendix F and [112], although
these coordinates have also been used in [8] in a 2-dimensional setting.
Let b ∈ ∂Ω be fixed. Then, for some neighborhood ω ⊂ Ω of b and some
neighborhood U of the origin in Rn−1, there exists a diffeomorphism
ϕ :
U −→ ∂Ω ∩ ω
y = (y1, . . . , yn−1) 7−→ x = ϕ(y)
with ϕ(0) = b .
Then, in these coordinates, the metric induced on ∂Ω by the euclidian metric
of Rn writes
n−1∑
i,j=1
gij(y)dyi ⊗ dyj ,
where
∀i, j = 1, . . . , n− 1, gij(y) = ∂yiϕ(y) · ∂yjϕ(y) . (4.3.1)
We can choose ϕ so that, for every i, j ∈ {1, . . . , n−1} , ∂yiϕ(0) ·∂yjϕ(0) = δi,j .
Hence, if g denotes the matrix g = (gij)i,j , then det g(0) = 1 .
Now we define some local coordinates in a neighborhood of b in Ω .
Let ~ν(y) = −~n(ϕ(y)) , where ~n(x) is the outward normal of ∂Ω at x . We then
define the map F by
F(y, z) = ϕ(y) + z~ν(y) . (4.3.2)
Notice that z = d(F(y, z), ∂Ω) .
After taking possibly a smaller ω, there exists z0 > 0 such that F is a diffeo-
morphism from U × (0, z0) ⊂ Rn onto Ω ∩ ω .
In the following we use the notation ∂j = ∂yj if j ∈ {1, . . . , n−1} , and ∂n = ∂z .
In the coordinates (y, z) the euclidian metric in Rn writes
n∑
k=1
dxk ⊗ dxk =
n−1∑
i,j=1
Gij(y, z)dyi ⊗ dyj + dz ⊗ dz ,
where for every i, j = 1, . . . , n ,
Gij(y, z) = ∂iF(y, z) · ∂jF(y, z) .
Indeed, we have, for all i = 1, . . . , n− 1 ,
Gin(y, z) = (∂iϕ(y) + z∂i~ν(y)) · ~ν(y) = 0 ,
since ∂iϕ(y) and ∂i~ν(y) are tangent to ∂Ω , and
Gnn(y, z) = |~ν(y)|2 = 1 .
Besides, for all i, j ∈ {1, . . . , n− 1} , we have
Gij(y, z) = (∂iϕ(y) + z∂i~ν(y)) · (∂jϕ(y) + z∂j~ν(y))
= gij(y) + z(∂i~ν(y) · ∂jϕ(y) + ∂iϕ(y) · ∂j~ν(y)) + z2∂i~ν(y) · ∂j~ν(y)
= gij(y)− 2Ωij(y)z + z2∂i~ν(y) · ∂j~ν(y) ,
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where Ωij = −∂iϕ · ∂j~ν are the coefficients of the second fundamental form of
∂Ω .
Notice that, since we have assumed gij(0) = δij , we have also
Gij(0, 0) = δij and detG(0, 0) = 1 , (4.3.3)
where G = (Gij)i,j .
We conclude this section by giving the expression of operator Ah in coordi-
nates (y, z) . If we set
TF :
L2(Ω ∩ ω) −→ L2(U × (0, z0))
u 7−→ u ◦ F , (4.3.4)
then
TF (−h2∆x + iV (x))T−1F = −h2
n∑
i,j=1
1√
detG(y, z)
∂i
(√
detG(y, z)Gij(y, z)∂j
)
+iV ◦ F(y, z) , (4.3.5)
where (Gij)ij = (Gij)
−1
ij = G
−1 .
Notice that, since
G(y, z) =

0
(Gij(y, z))i,j≤n−1
...
0
0 . . . 0 1
 ,
then we have
G(y, z)−1 =

0
(Gij(y, z))i,j≤n−1
...
0
0 . . . 0 1
 .
Hence, (4.3.5) can be reformulated as
TF (−h2∆x + iV (x))T−1F = −h2
 n−1∑
i,j=1
Gij(y, z)∂yi∂yj + ∂
2
z

−h2
n∑
j=1
βj(y, z)∂j + iV ◦ F(y, z) , (4.3.6)
where for all j ∈ {1, . . . , n− 1},
βj(y, z) =
1√
detG
n−1∑
i=1
∂yi(G
ij
√
detG) and βn(y, z) =
∂z(
√
detG)√
detG
.
(4.3.7)
Finally, notice that according to (4.3.3), we have
∀i, j ∈ {1, . . . , n− 1} , Gij(y, z) = δij +O(|(y, z)|) , |(y, z)| → 0 . (4.3.8)
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4.4 Lower bound for a potential without critical
point
In this section, we work under the assumptions of Theorem 4.1.1. We prove
the results of (i). If ∂Ω⊥ = ∅ , (ii) can be proved alike, by dropping all the terms
corresponding to a point b⊥j (h) ∈ ∂Ω⊥ in the following proof.
For x0 ∈ Rn and r > 0, we denote by B(x0, δ) the open ball of radius r centered
at x0 . Let
∂Ω = {x ∈ ∂Ω : ∇V (x) · ~n(x) = 0} ,
and
∂Ω∠ = ∂Ω \ (∂Ω⊥ unionsq ∂Ω) .
Our strategy will be to partition the domain Ω into small subdomains on which
Ah will be approximated by simpler models based on the operators studied in
Section 4.2. For some ρ > 0 to be determined in the following, and for every
h ∈ (0, h0), we choose two sets of indices Jint(h) ⊂ N , Jbdry(h) ⊂ N , and a set
of points {
aj(h) ∈ Ω : j ∈ Jint(h)
} ∪ {bk(h) ∈ ∂Ω : k ∈ Jbdry(h)} ,
such that
Ω¯ ⊂
⋃
j∈Jint(h)
B(aj(h), h
ρ) ∪
⋃
k∈Jbdry(h)
B(bk(h), h
ρ) ,
and such that the closed balls B¯(aj(h), h
ρ/2) , B¯(bk(h), h
ρ/2) are all disjoints.
Notice that ]Jint(h) ∝ h−nρ and ]Jbdry(h) ∝ h−(n−1)ρ .
For \ =⊥,,∠ , we define
J\(h) = {j ∈ Jbdry(h) : bj(h) ∈ ∂Ω\} .
Now we take a partition of unity in Ω ,(
(χj,h)j∈Jint(h), (ζ
⊥
j,h)j∈J⊥(h), (ζ

j,h)j∈J(h), (ζ∠j,h)j∈J∠(h)
)
,
such that, for every x ∈ Ω¯ ,∑
j∈Jint(h)
χj,h(x)
2 +
∑
\, k∈J\(h)
ζ\k,h(x)
2 = 1 , (4.4.1)
and such that Supp χj,h ⊂ B(aj(h), hρ) for j ∈ Jint(h), Supp ζ\j,h ⊂ B(bj(h), hρ)
for j ∈ J\ , and χj,h ≡ 1 (resp. ζ\j,h ≡ 1) on B¯(aj(h), hρ/2) (resp. B¯(bj(h), hρ/2)) .
We set, for j ∈ J\(h), η\j,h = ζ\j,h1Ω¯ .
Notice that for all α ∈ Nn ,
sup |∂αχj,h| = O(h−|α|ρ) and sup |∂αη\j,h| = O(h−|α|ρ) . (4.4.2)
Now we introduce our approximating operators. For j ∈ Jint(h) , we set{ Aj,h = −h2∆ + i(V (aj(h)) +∇V (aj(h)) · (x− aj(h))) ,
D(Aj,h) = H2(Rn) ∩ L2(Rn; |x|2dx) . (4.4.3)
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Then, according to Lemma 4.2.1 and by rescaling x 7→ h−2/3x , we have σ(Aj,h) =
∅ , and for all ω ∈ R , there exists C0ω > 0 such that
sup
Re z≤ωh2/3
‖(Aj,h − z)−1‖ ≤ Cω
h2/3
. (4.4.4)
In order to define the approximating operators at the boundary, for \ =⊥,, ∠ and j ∈ J\(h), we denote by Fbj = Fbj(h) the local diffeomorphism defined
by (4.3.2), where we choose b = bj(h) as base point, so that ϕ(0) = bj(h) . In
these coordinates, we define our local approximation for Ah near bj(h) as
A˜\j,h = −h2∆y,z + i
(
V (bj(h)) +
n−1∑
i=1
J
(j)
i yj + J
(j)
n z
)
, (4.4.5)
where, for all j ∈ J\(h) and i = 1, . . . , n− 1 ,
J
(j)
i = J
(j)
i (h) = ∇V (bj(h)) ·∂iϕ(0) and J (j)n = J (j)n (h) = ∇V (bj(h)) ·~ν(0) .
(4.4.6)
Notice that, if j ∈ J(h) , then J (j)n = 0 , hence A˜j,h has the same form as
operator AD studied in Subsection 4.2.1. Hence, according to Lemma 4.2.3 and
after rescaling (y, z) 7→ (h−2/3y, h−2/3z) , for all ω ∈ R , there exists C1ω > 0
such that
sup
Re z≤ωh2/3
‖(A˜j,h − z)−1‖ ≤ C
1
ω
h2/3
. (4.4.7)
Similarly, if j ∈ J⊥(h), then (J (j)1 , . . . , J (j)n−1) = 0 and A˜⊥j,h has the same form
as operator A⊥ considered in Subsection 4.2.1, with
Jn = J
(j)
n = |∇V (bj(h))| .
Hence, in view of Lemma 4.2.4, for all ω < |µ1||∇V (bj(h))|2/3/2 , there exists
C2ω > 0 such that
sup
Re z≤ωh2/3
‖(A˜⊥j,h − z)−1‖ ≤
C2ω
h2/3
. (4.4.8)
If j ∈ J∠(h) , then A˜∠j,h has the form (4.2.23), with |J | = |∇V (bj(h))| ,
cos θ =
J
(j)
n
|∇V (bj(h))| and ~v =
1
sin θ
(
J
(j)
1
|∇V (bj(h))| , . . . ,
J
(j)
n−1
|∇V (bj(h))|
)
.
(4.4.9)
Let us define, for δ > 0 , the subset of the boundary
∂Ω
(δ)
⊥ = {x ∈ ∂Ω : d(x, ∂Ω⊥) ≤ δ} .
Then, for any fixed ε > 0, there exists δ0 > 0 such that, for all x ∈ ∂Ω(δ0)⊥ ,
|µ1|
2
J2/3m − ε ≤
|µ1|
2
|∇V (x)|2/3 − ε
2
, (4.4.10)
where Jm is defined by (4.1.4).
On the other hand, there exists θ0 ∈ (0, pi/2) such that, for all x ∈ ∂Ω \ ∂Ω(δ0)⊥ ,
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the angle θ defined in (4.4.9) satisfies θ ∈ [θ0, pi − θ0] .
Thus, for all j ∈ J∠(h) , by using (4.2.24) (with ε/2 instead of ε) and (4.4.10) if
bj(h) ∈ ∂Ω(δ0)⊥ , or by using (4.2.25) if bj(h) ∈ ∂Ω \ ∂Ω(δ0)⊥ , there exists C3ε > 0
such that, for all h ∈ (0, h0) ,
sup
Re z≤(|µ1|J2/3m /2−ε)h2/3
‖(A˜∠j,h − z)−1‖ ≤
C3ε
h2/3
, (4.4.11)
(here again, we used the rescaling (y, z) 7→ (h−2/3y, h−2/3z) ) .
Now let us check that the potential in (4.4.5) is a good approximation of the
potential iV ◦ Fbj (x) near bj(h).
As (y, z)→ 0, we have
ϕ(y, z) = bj(h) +
n−1∑
i=1
∂iϕ(0)yi +O(|y|2) ,
hence
Fbj (y, z) = bj(h) +
n−1∑
i=1
∂iϕ(0)yi + z~ν(y) +O(|y|2) ,
and using (4.3.3), we get
∇V (bj(h)) · (Fbj (y, z)− bj(h)))
=
(
n−1∑
i=1
J
(j)
i ∂iϕ(0) + J
(j)
n ~ν
)
·
(
n−1∑
k=1
yk∂kϕ(0) + z~ν(y) +O(|y|2)
)
=
n−1∑
i=1
J
(j)
i yi + J
(j)
n z +O(|y|2) . (4.4.12)
Thus, using that
V (x) = V (bj(h)) +∇V (bj(h)) · (x− bj(h)) +O(|x− bj(h)|2) ,
we obtain
V ◦ Fbj = V (bj(h)) +
n−1∑
i=1
J
(j)
i yi + J
(j)
n z +O(|(y, z)|2) . (4.4.13)
Since Ω is compact, there exists a fixed neighborhood of ∂Ω which is covered by
a finite number of charts (F , ω) as defined in (4.3.2). Hence, up to a translation
there is a finite number of diffeomorphisms Fbj for h ∈ (0, h0) and j ∈ Jbdry(h).
Consequently all the remainder terms O(|y|2) and O(|(y, z)|2) above are uniform
with respect to j and h ∈ (0, h0).
Now we gather the resolvents of the approximate operators previously de-
fined to build an approximate resolvent for Ah. For a fixed ε > 0 and any ν ∈ R,
we set
λ(h) = λ0h
2/3 + iν , λ0 =
|µ1|
2
J2/3m − ε . (4.4.14)
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Let ψj,h ∈ C∞0 (ω ∩ Ω¯) and ψ˜j,h ∈ C∞0 (U × (0, z0)) such that ψj,h(x) = 1 near
bj(h) and ψ˜j,h(y, z) = 1 near 0. Here ω, U and z0 are the objects appearing in
(4.3.4) corresponding to the diffeomorphism Fbj near bj(h). Then we set
R\j,h = T
−1
Fbj ψ˜j,h(A˜
\
j,h − λ(h))−1TFbjψj,h , (4.4.15)
where TFbj = TFbj(h) is defined in (4.3.4).
Now we define our global approximate resolvent, for h ∈ (0, h0) , by
R(h) =
∑
j∈Jint(h)
χj,h(Aj,h − λ(h))−1χj,h
+
∑
\∈{⊥,,∠}
∑
j∈J\(h)
η\j,hR
\
j,hη
\
j,h . (4.4.16)
Then, we have
(Ah − λ(h))R(h) = I +
∑
j∈Jint(h)
χj,h(Ah −Aj,h)(Aj,h − λ(h))−1χj,h
+
∑
j∈Jint(h)
[Ah, χj,h](Aj,h − λ(h))−1χj,h
+
∑
\∈{⊥,,∠}
∑
j∈J\(h)
T−1Fbj η˜
\
j,h(A˜h − A˜\j,h)(A˜\j,h − λ(h))−1TFbj η
\
j,h
+
∑
\∈{⊥,,∠}
∑
j∈J\(h)
T−1Fbj [A˜h, η˜
\
j,h](A˜\j,h − λ(h))−1TFbj η
\
j,h ,(4.4.17)
where A˜h = TFbjψj,hAhT−1Fbj ψ˜j,h denotes the operator Ah expressed in the local
coordinates near bj(h) (see (4.3.6)), and η˜
\
j,h = η
\
j,h ◦ Fbj .
In the following, we estimate each term of the right-hand side.
First, for j ∈ Jint(h), we have
Ah −Aj,h = iO(|x− aj(h)|2), x→ aj(h),
hence ‖χj,h(Ah −Aj,h)‖ = O(h2ρ). According to (4.4.4), we then get
‖χj,h(Ah −Aj,h)(Aj,h − λ(h))−1χj,h‖ = O(h2(ρ−1/3)) . (4.4.18)
Now we estimate the terms of the second sum in the right-hand side of (4.4.17).
We have, for j ∈ Jint(h) ,
[Ah, χj,h](Aj,h − λ(h))−1χj,h = −h2∆χj,h(Aj,h − λ(h))−1χj,h
−2h∇χj,h · h∇(Aj,h − λ(h))−1χj,h
=: P
(1)
j,h + P
(2)
j,h . (4.4.19)
According to (4.4.2) and (4.4.4),
‖P (1)j,h ‖ = O(h2(2/3−ρ)) . (4.4.20)
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On the other hand, for every v ∈ D(Aj,h), we have
‖h∇v‖2 = Re 〈(Aj,h − λ(h))v, v〉+ Reλ(h)‖v‖2
≤ ‖(Aj,h − λ(h))v‖‖v‖+ Reλ(h)‖v‖2 ,
which, applied to v = (Aj,h − λ(h))−1χj,hf , f ∈ L2(Rn), yields
‖h∇(Aj,h − λ(h))−1χj,hf‖ ≤
√
‖(Aj,h − λ(h))−1‖‖f‖
+
√
|Reλ(h)|‖(Aj,h − λ(h))−1‖‖f‖ , (4.4.21)
that is, in view of (4.4.2), (4.4.4) and (4.4.14) ,
‖P (2)j,h ‖ = O(h2/3−ρ) . (4.4.22)
Thus, (4.4.19), (4.4.20) and (4.4.22) yield, for every j ∈ Jint(h) ,
‖[Ah, χj,h](Aj,h − λ(h))−1χj,h‖ = O(h2/3−ρ) . (4.4.23)
Now we consider the boundary terms in (4.4.17). First, according to (4.3.6) and
(4.4.13), for \ = ,⊥,∠ and j ∈ J\(h) , we have
A˜h − A˜\j,h = −h2
n−1∑
i,k=1
(Gik(y, z)− δik)∂i∂k − h2
n∑
i=1
βi(y, z)∂i +O(|(y, z)|2) .
Here the functions Gik and βi depend on the index j ∈ J\(h) , although we
do not mention it in the notation. However, the remainder term O(|(y, z)|2) is
uniform with respect to j and h ∈ (0, h0).
Hence, according to (4.3.8), and since the functions βi are bounded on Supp η˜
\
j,h,
we have, for some C > 0 ,
‖η˜\j,h(A˜h − A˜\j,h)(A˜\j,h − λ(h))−1‖ ≤ Chρ‖h2∆(y,z)(A˜\j,h − λ(h))−1‖
+C
(
‖h2∇(y,z)(A˜\j,h − λ(h))−1‖+ h2ρ‖(A˜\j,h − λ(h))−1‖
)
. (4.4.24)
Regarding the second term in the right-hand side of (4.4.24), we can use an
estimate similar to (4.4.21) to get
‖h∇(y,z)(A˜\j,h−λ(h))−1‖ ≤ ‖(A˜\j,h−λ(h))−1‖1/2+(Reλ(h))1/2‖(A˜\j,h−λ(h))−1‖ ,
hence using (4.4.7), (4.4.8) and (4.4.11),
‖h∇(y,z)(A˜\j,h − λ(h))−1‖ = O(h−1/3) . (4.4.25)
The first norm in the right-hand side can be estimated as follows : as in
(4.2.15), we can write, for all u ∈ D(A˜\j,h) ,
‖(A˜\j,h − λ(h))u‖2 = ‖h2∆u‖2 + ‖(i˜`− λ(h))u‖2 + 2Re 〈−h2∆u, (i˜`− λ(h))u〉
≥ ‖h2∆u‖2 + 2Re 〈h∇u, h∇[(i˜`− λ(h))u]〉
≥ ‖h2∆u‖2 + 2hIm 〈h∇u, J (j)u〉 − 2λ0h2/3‖h∇u‖2 ,(4.4.26)
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where J (j) = (J
(j)
1 , . . . , J
(j)
n ) , and ˜` denotes the potential of A˜\j,h ,
V (bj(h)) + J
(j)
1 y1 + · · ·+ J (j)n z .
Notice that |J (j)| is bounded uniformly with respect to j and h since ∂Ω is
compact.
Thus, for some c > 0 independent of j and h ,
‖h2∆u‖2 ≤ ‖(A˜\j,h − λ(h))u‖2 + c (h‖h∇u‖‖u‖+ h2/3‖h∇u‖2) . (4.4.27)
Applying this estimate to u = (A˜\j,h − λ(h))−1f , with f ∈ L2(Rn+), we then get
from (4.4.7), (4.4.8), (4.4.11) and (4.4.25),
‖h2∆(A˜\j,h − λ(h))−1f‖2 ≤ c′ ‖f‖2 , c′ > 0 ,
that is
hρ‖η˜\j,hh2∆(A˜\j,h − λ(h))−1‖ = O(hρ) . (4.4.28)
Then, (4.4.24), (4.4.25) and (4.4.28) yield
‖T−1Fbj η˜
\
j,h(A˜h−A˜\j,h)(A˜\j,h−λ(h))−1TFbj η
\
j,h‖ = O(hρ)+O(h2/3)+O(h2(ρ−1/3)) .
(4.4.29)
Finally, the terms contained in the last sum of the right-hand side in (4.4.17)
can be estimated as in (4.4.23) :
‖T−1Fbj [A˜h, η˜
\
j,h](A˜\j,h − λ(h))−1TFbj η
\
j,h‖ = O(h2/3−ρ) . (4.4.30)
Let us stress that the constants in estimates (4.4.4), (4.4.7), (4.4.8) and (4.4.11)
are independent of h ∈ (0, h0) and j = j(h). Hence estimates (4.4.18), (4.4.23),
(4.4.29) and (4.4.30) are uniform with respect to j.
For the time being, we have controlled separately each term appearing in the
right-hand side of (4.4.17). However, since the sums therein contain a growing
number of terms as h → 0 , we shall sum these estimates carefully in order to
get an appropriate bound eventually. In this purpose, we take into account the
almost orthogonality of those terms. Namely, we use the following lemma ([130],
VII §2) :
Lemma 4.4.1 (Cotlar-Stein Lemma) Let H be a Hilbert space and, for ev-
ery j ∈ N , Tj ∈ L(H) . Assume that
A := sup
j∈N
∑
k∈N
√
‖TjT ∗k ‖ < +∞ , (4.4.31)
and
B := sup
j∈N
∑
k∈N
√
‖T ∗j Tk‖ < +∞ . (4.4.32)
Then,
∑
j∈N Tj converges in the strong operator topology and∥∥∥∥∥∥
∑
j∈N
Tj
∥∥∥∥∥∥ ≤ √AB . (4.4.33)
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Here we apply this lemma for a fixed h ∈ (0, h0) with, for j ∈ Jint(h) ,
Tj = χj,h(Ah −Aj,h)(Aj,h − λ(h))−1χj,h .
Since the first sum in the right-hand side of (4.4.17) has a finite number of
terms, we set Tj = 0 for j ∈ N \ Jint(h). By definition of the functions χj,h,
for every j0 ∈ Jint(h) , we have Supp χj0,h ∩ Supp χk,h = ∅ except for a finite
number (uniformly bounded with respect to h and j0) of indices k , which we
shall denote by {k1(j0), . . . , kp(j0)} .
Hence we have clearly
∀j0 ∈ Jint(h) , k ∈ Jint(h) \ {k1(j0), . . . , kp(j0)} , Tj0T ∗k = T ∗j0Tk = 0 .
Thus,
A = sup
j0∈Jint(h)
p∑
`=1
‖Tj0T ∗k`(j0)‖ = O(h2(ρ−1/3)) ,
according to (4.4.18).
Similarly, we get B = O(h2(ρ−1/3)) . Hence (4.4.33) yields∥∥∥∥∥∥
∑
j∈Jint(h)
χj,h(Ah −Aj,h)(Aj,h − λ(h))−1χj,h
∥∥∥∥∥∥ = O(h2(ρ−1/3)) . (4.4.34)
We can handle the other sums in (4.4.17) alike to get, in view of (4.4.23), (4.4.29)
and (4.4.30),∥∥∥∥∥∥
∑
j∈Jint(h)
[Ah, χj,h](Aj,h − λ(h))−1χj,h
∥∥∥∥∥∥ = O(h2/3−ρ) , (4.4.35)
∥∥∥∥∥∥
∑
\∈{⊥,,∠}
∑
j∈J\(h)
T−1Fbj η˜
\
j,h(A˜h − A˜\j,h)(A˜\j,h − λ(h))−1TFbj η
\
j,h
∥∥∥∥∥∥
= O(hρ) +O(h2/3) +O(h2(ρ−1/3)) , (4.4.36)
and ∥∥∥∥∥∥
∑
\∈{⊥,,∠}
∑
j∈J\(h)
T−1Fbj [A˜h, η˜
\
j,h](A˜\j,h − λ(h))−1TFbj η
\
j,h
∥∥∥∥∥∥ = O(h2/3−ρ) .
(4.4.37)
Thus, if we choose ρ ∈ (1/3, 2/3) , we obtain from (4.4.17), (4.4.34), (4.4.35),
(4.4.36) and (4.4.37) :
(Ah − λ(h))R(h) = I + E(h) , ‖E(h)‖ −→
h→0
0 . (4.4.38)
Hence, there exists hε ∈ (0, h0) such that, for all h ∈ (0, hε) , (Ah − λ(h)) is
invertible, with
(Ah − λ(h))−1 = R(h)(I + E(h))−1 .
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Consequently, there is a strip free from eigenvalues :
∀h ∈ (0, hε) , σ(Ah) ∩ ([0, (|µ1|J2/3m /2− ε)h2/3] + iR) = ∅ ,
which proves (4.1.5). Moreover, we have of course ‖(I + E(h))−1‖ = O(1) , and
according to (4.4.4), (4.4.7), (4.4.8) and (4.4.11), by using Lemma 4.4.1 again
to estimate the sums in (4.4.16), we get
‖R(h)‖ = O(h−2/3) .
The estimate (4.1.6) follows, which concludes the proof of Theorem 4.1.1.
4.5 Lower bound for a Morse potential
Here we prove part of the statements in Theorem 4.1.3. Namely, we prove
(4.1.12), as well as the lower bound in (4.1.11) :
lim
h→0
1
h
inf Reσ(Ah) ≥ κ
2
. (4.5.1)
The corresponding upper bound shall be proved in Section 4.7.
We follow the same method as in Section 4.4, but we will need a quadratic
approximation in the neighborhood of the critical points of V .
Let xc1, . . . , x
c
p be the critical points of V , and, for k = 1, . . . , p , θk,h ∈ C∞0 (Rn; [0, 1])
such that
Supp θk,h ⊂ {x ∈ Rn : |x− xck| ≤ hρ
′} , (4.5.2)
where ρ′ > 0 shall be determined later, and θk,h(x) = 1 if |x− xck| ≤ hρ
′
/2 . As
in Section 4.4, for any h ∈ (0, h0) we consider a covering of the compact set Ω¯ \⋃p
k=1{|x− xck| > hρ
′} by balls B(aj(h), hρ/2) and B(bk(h), hρ/2) , j ∈ Jint(h) ,
k ∈ Jbdry(h) , where aj(h) ∈ Ω and bj(h) ∈ ∂Ω , such that the corresponding
closed balls of radius hρ/2 do not intersect one another, and such that, for every
h ∈ (0, h0) , j ∈ Jint(h) and k = 1, . . . , p ,
B¯(aj(h), h
ρ/2) ∩ B¯(xck, hρ
′
/2) = ∅ . (4.5.3)
Then we define J\(h) , \ = ,⊥,∠ , as in Section 4.4, as well as the functions
χj,h and η
⊥
j,h , with the following condition instead of (4.4.1) :
∀x ∈ Ω¯ ,
∑
j∈Jint(h)
χj,h(x)
2 +
∑
\, k∈J\(h)
η\k,h(x)
2 +
p∑
k=1
θk,h(x)
2 = 1 . (4.5.4)
Let Aj,h , A˜\j,h(h) and R\j,h denote the same approximate operators as before.
For k = 1, . . . , p , we set{ Hk,h = −h2∆ + i(V (xck) + (HessV (xck)(x− xck)) · (x− xck)) ,
D(Hk,h) = H2(Rn) ∩ L2(Rn; |x|4dx) , (4.5.5)
which will stand as an approximation of Ah near xck .
Instead of (4.4.14) we set, for any ν ∈ R and ε > 0 ,
λ(h) = λ0h+ iν , λ0 =
κ
2
− ε , (4.5.6)
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where κ is the constant in Theorem 4.1.3.
Our approximate resolvent will be
Q(h) =
∑
j∈Jint(h)
χj,h(Aj,h − λ(h))−1χj,h
+
∑
\∈{⊥,,∠}
∑
j∈J\(h)
η\j,hR
\
j,hη
\
j,h
+
p∑
k=1
θk,h(Hk,h − λ(h))−1θk,h . (4.5.7)
Then, we have
(Ah − λ(h))Q(h) = I +
∑
j∈Jint(h)
χj,h(Ah −Aj,h)(Aj,h − λ(h))−1χj,h
+
∑
j∈Jint(h)
[Ah, χj,h](Aj,h − λ(h))−1χj,h
+
∑
\∈{⊥,,∠}
∑
j∈J\(h)
T−1Fbj η˜
\
j,h(A˜h − A˜\j,h)(A˜\j,h − λ(h))−1TFbj η
\
j,h
+
∑
\∈{⊥,,∠}
∑
j∈J\(h)
T−1Fbj [A˜h, η˜
\
j,h](A˜\j,h − λ(h))−1TFbj η
\
j,h
+
p∑
k=1
θk,h(Ah −Hk,h)(Hk,h − λ(h))−1θk,h
+
p∑
k=1
[Ah, θk,h](Hk,h − λ(h))−1θk,h , (4.5.8)
where A˜h = TFbjψj,hAhT−1Fbj ψ˜j,h denotes the operator Ah expressed in the local
coordinates near bj(h) (see (4.3.6)), and η˜
\
j,h = η
\
j,h ◦ Fbj .
The boundary terms, that is those appearing in the third and fourth sums
in the righ-hand side, can be estimated as in Section 4.4, hence (4.4.36) and
(4.4.37) hold.
Regarding the first and second sums in the right-hand side, we have to take
into account that, when aj(h) is close to some critical point x
c
k , |∇V (aj(h))|
can become small as h → 0. However, according to (4.5.3), we have for all
j ∈ Jint(h) ,
∀x ∈ Supp χj,h , |x− xck| ≥
hρ
′
2
.
Hence, using that
∇V (aj(h)) = HessV (xck) · (aj(h)− xck) +O(|aj(h)− xck|2) ,
there exists c > 0 such that, for every h ∈ (0, h0) and j ∈ Jint(h) ,
|∇V (aj(h))| ≥ h
ρ′
c
. (4.5.9)
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According to Subsection 4.2.1, after a rotation we can assume that Aj,h has the
form
−h2∆ + i|∇V (aj(h)|x1 + i(V (aj(h))−∇V (aj(h)) · aj(h)) .
Now if Th denotes the unitary map
Th : u(x) 7→ h
2/3
|∇V (aj(h))|1/3u
( |∇V (aj(h))|1/3
h2/3
x
)
,
then{
Aj,h − λ(h) =
(
h|∇V (aj(h))|
)2/3
T−1h
(
A0 −
(
h|∇V (aj(h))|
)−2/3(
λ(h) + iν0(h)
))
Th ,
ν0(h) = V (aj(h))−∇V (aj(h)) · aj(h) ,
where A0 = −∆ + ix1 is the operator of Subsection 4.2.1.
Thus, we have
‖(Aj,h−λ(h))−1‖ = 1(
h|∇V (aj(h))|
)2/3 ∥∥∥(A0−(h|∇V (aj(h))|)−2/3(λ(h)+iν0(h)))−1∥∥∥ .
(4.5.10)
Besides, in view of (4.5.6) and (4.5.9), if we choose ρ′ < 1/2 , then there exists
ω > 0 such that, for all h ∈ (0, h0) ,
(h|∇V (aj(h))|)−2/3Reλ(h) ≤ ω .
Hence, (4.5.9), (4.5.10) and Lemma 4.2.1 yield
‖(Aj,h − λ(h))−1‖ = O
(
1
h2/3(1+ρ′)
)
. (4.5.11)
Using this resolvent estimate, we prove as for (4.4.18) that, for all j ∈ Jint(h) ,
‖χj,h(Ah −Aj,h)(Aj,h − λ(h))−1χj,h‖ = O(h2ρ−2/3(1+ρ′)) . (4.5.12)
Now we handle the commutator terms as in Section 4.4, by estimating the
two terms of (4.4.19). First (4.4.20) clearly becomes
‖P (1)j,h ‖ = O(h4/3−2ρ−2ρ
′/3) . (4.5.13)
On the other hand, (4.4.21) and (4.5.11) imply
‖h∇(Aj,h − λ(h))−1χj,k‖ = O
(
1
h1/3(1+ρ′)
)
+O
(
1
h1/6+2ρ′/3
)
= O
(
1
h1/3(1+ρ′)
)
,
since ρ′ < 1/2 .
Hence
‖P (2)j,h ‖ = O(h2/3−ρ−ρ
′/3) , (4.5.14)
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and by (4.5.13) we get, for all j ∈ Jint(h) ,
‖[Ah, χj,h](Aj,h − λ(h))−1χj,h‖ = O(h2/3−ρ−ρ′/3) . (4.5.15)
It remains to estimate the terms of the two last sums in the right-hand side
of (4.5.8). For each k = 1, . . . , p , let Uk be an orthogonal matrix such that
tUk HessV (x
c
k) Uk =
 λ
k
1 0 0
0
. . . 0
0 0 λkn
 ,
where {λkj }j=1,...,n = σ(HessV (xck)) .
Let Th,k : u(x) 7→ u(h−1/2Uk(x− xck)) . Then,
Th,k(Hk,h − λ(h))T−1h,k = h
−∆ + i
2
n∑
j=1
λkjx
2
j − (λ(h)− iV (xck))h−1
 .
(4.5.16)
Since xck, k = 1 . . . , n , are non-degenerate critical points, we have λ
k
j 6= 0 for
j = 1, . . . , n . Hence, according to Lemma 4.2.13, we have
inf Reσ(Hk,h) = κk
2
h ,
where κk is the constant defined in (4.1.9). Moreover, since Re (λ(h)−iV (xck))h−1 <
κk/2 for any k = 1, . . . , p due to (4.5.6), (4.5.16) and (4.2.32) yield
‖(Hk,h − λ(h))−1‖ = O
(
1
h
)
. (4.5.17)
On the other hand, according to (4.5.2),
∀k = 1, . . . , p , ∀α ∈ N, sup |∂αθk,h| = O(h−|α|ρ′) , (4.5.18)
and
‖θk,h(Ah −Hk,h)‖ = O(h3ρ′) . (4.5.19)
Thus, combining (4.5.17), (4.5.18), (4.5.19), and following the proof of (4.4.18)
and (4.4.23), we get, for all k = 1, . . . , p ,
‖θk,h(Ah −Hk,h)(Hk,h − λ(h))−1θk,h‖ = O(h3ρ′−1) (4.5.20)
and
‖[Ah, θk,h](Hk,h − λ(h))−1θk,h‖ = O(h1/2−ρ′) . (4.5.21)
As a conclusion, if we choose
1
3
< ρ′ <
1
2
and
1 + ρ′
3
< ρ <
2− ρ′
3
, (4.5.22)
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then according to (4.4.36), (4.4.37), (4.5.8), (4.5.12), (4.5.15), (4.5.20), (4.5.21),
and by using again Lemma 4.4.1 to handle the large number of terms in the
sums, we get
(Ah − λ(h))Q(h) = I + E˜(h) , ‖E˜(h)‖ −→
h→0
0 . (4.5.23)
Hence, there exists hε ∈ (0, h0) such that, for all h ∈ (0, hε) , (Ah − λ(h)) is
invertible, with
(Ah − λ(h))−1 = Q(h)(I + E˜(h))−1 .
Consequently, there is a strip free from eigenvalues :
∀h ∈ (0, hε), σ(Ah) ∩ ([0, (κ/2− ε)h] + iR) = ∅ ,
which proves (4.5.1). Moreover, we have of course ‖(I + E(h))−1‖ = O(1) , and
according to (4.4.7), (4.4.8), (4.4.11), (4.5.11), (4.5.17), and by using Lemma
4.4.1 again to estimate the sums in (4.5.7), we get
‖Q(h)‖ = O(h−1) .
The estimate (4.1.6) follows.
4.6 Upper bound for a potential without critical
point in dimension 1
In this section, we prove Theorem 4.1.2. In view of the statement of Theorem
4.1.1, it only remains to prove that
lim
h→0
1
h2/3
inf Reσ(Ah) ≤ |µ1|
2
J2/3 . (4.6.1)
Up to a scale change, we can assume that a = 0 and b = 1 . Moreover,
without loss of generality, we shall assume in this section that V ′ > 0 on (0, 1),
and J = |V ′(0)|2/3.
First we want to show that the resolvent of Ah , as h→ 0, can be conveniently
approximated by the resolvent of operator{
A−,h = −h2 d2dx2 + i(V (0) + V ′(0)x) ,D(A−,h) = H10 (0,+∞) ∩H2(0,+∞) ∩ L2(0,+∞;x2dx) .
(4.6.2)
More precisely, given λ0 > 0 and λ(h) = λ0h
2/3, we extend (Ah + λ0h2/3)−1
on (0,+∞) by considering instead the operator 1[0,1](Ah + λ0h2/3)−11[0,1] . We
then prove the following :
Proposition 4.6.1 Under the assumptions of Theorem 4.1.2, we have
‖1[0,1](Ah + λ0h2/3)−11[0,1] − (A−,h + λ0h2/3)−1‖L(L2(0,+∞)) = o
(
1
h2/3
)
,
(4.6.3)
as h→ 0 .
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Proof :
Choosing again ρ ∈ (1/3, 2/3) , we consider χ−,h = η−,h1[0,1] , where η−,h ∈
C∞0 (−∞, hρ; [0, 1]) , η−,h(x) = 1 for x ≤ hρ/2 . We set
χ˜h =
√
1− χ2−,h1[0,1] ,
and we use the approximate resolvent
R˜(h) = χ−,h(A−,h + λ0h2/3)−1χ−,h + χ˜h(Ah + λ0h2/3)−1χ˜h .
We have
(Ah + λ0h2/3)R˜(h) = I + χ−,h(Ah −A−,h)(A−,h + λ0h2/3)−1χ−,h
+[Ah, χ−,h](A−,h + λ0h2/3)−1χ−,h + [Ah, χ˜h](Ah + λ0h2/3)−1χ˜h ,
hence, composing on the left by 1[0,1](Ah + λ0h2/3)−11[0,1] ,
1[0,1](Ah + λ0h2/3)−11[0,1] − χ−,h(A−,h + λ0h2/3)−1χ−,h = χ˜h(Ah + λ0h2/3)−1χ˜h
−1[0,1](Ah + λ0h2/3)−1χ−,h(Ah −A−,h)(A−,h + λ0h2/3)−1χ−,h
−1[0,1](Ah + λ0h2/3)−11[0,1][Ah, χ−,h](A−,h + λ0h2/3)−1χ−,h
−1[0,1](Ah + λ0h2/3)−11[0,1][Ah, χ˜h](Ah + λ0h2/3)−1χ˜h . (4.6.4)
We want to prove that the right-hand side behaves as o(h−2/3) as h→ 0 .
Consider first the second term. We have clearly
‖(Ah + λ0h2/3)−1‖ = O
(
1
h2/3
)
, (4.6.5)
and
‖(A−,h + λ0h2/3)−1‖ = O
(
1
h2/3
)
. (4.6.6)
Hence, we can easily check, as in (4.4.18) after replacing −λ(h) by +λ0h2/3 ,
that
‖1[0,1](Ah+λ0h2/3)−1χ−,h(Ah−A−,h)(A−,h+λ0h2/3)−1χ−,h‖ = O
(
1
h2(2/3−ρ)
)
.
(4.6.7)
We can also check, as in (4.4.23), that
‖[Ah, χ−,h](A−,h + λ0h2/3)−1χ−,h‖ = O(h2/3−ρ) .
Consequently, in view of (4.6.5),
‖1[0,1](Ah + λ0h2/3)−11[0,1][Ah, χ−,h](A−,h + λ0h2/3)−1χ−,h‖ = O
(
1
hρ
)
,
(4.6.8)
and similarly,
‖1[0,1](Ah + λ0h2/3)−11[0,1][Ah, χ˜h](Ah + λ0h2/3)−1χ˜h‖ = O
(
1
hρ
)
. (4.6.9)
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Let us now consider the first term in the right-hand side of (4.6.4). After replac-
ing λ0h
2/3 by λ0h
2/3 − iV (0), we can assume that V (0) = 0. By applying the
equality
|Im 〈(Ah + λ0h2/3)v, v〉| = ‖V 1/2v‖2L2(0,1) ,
to v = χ˜h(Ah + λ0h2/3)−1χ˜hu, u ∈ L2(0,+∞), and after noticing (since we
assumed V ′ > 0 on [0, 1]) that for some C > 0 ,
∀x ∈ Supp χ˜h, V (x) ≥ V (hρ/2) ≥ h
ρ
C
,
we get
hρ
C
‖χ˜h(Ah + λ0h2/3)−1χ˜hu‖2 ≤ ‖V 1/2χ˜h(Ah + λ0h2/3)−1χ˜hu‖2
≤ ‖(Ah + λ0h2/3)χ˜h(Ah + λ0h2/3)−1χ˜hu‖ ‖χ˜h(Ah + λ0h2/3)−1χ˜hu‖
≤ (‖u‖+ ‖[Ah, χ˜h](Ah + λ0h2/3)−1χ˜hu‖)‖χ˜h(Ah + λ0h2/3)−1χ˜hu‖
≤ (1 +O(h2/3−ρ))‖χ˜h(Ah + λ0h2/3)−1χ˜hu‖‖u‖ ,
where we have used an estimate similar to (4.4.23) (with +λ0h
2/3 instead of
−λ(h)) to control the commutator term.
Hence,
‖χ˜h(Ah + λ0h2/3)−1χ˜h‖ = O
(
1
hρ
)
. (4.6.10)
Thus, since ρ ∈ (1/3, 2/3), (4.6.4), (4.6.7), (4.6.8), (4.6.9) and (4.6.10) yield
‖1[0,1](Ah + λ0h2/3)−11[0,1] − χ−,h(A−,h + λ0h2/3)−1χ−,h‖ = o
(
1
h2/3
)
.
(4.6.11)
In order to get (4.6.3), it remains to show that
‖χ−,h(A−,h + λ0h2/3)−1χ−,h − (A−,h + λ0h2/3)−1‖ = o
(
1
h2/3
)
. (4.6.12)
In this purpose, we write
χ−,h(A−,h+λ0h2/3)−1χ−,h(A−,h+λ0h2/3) = χ2−,h−χ−,h(A−,h+λ0h2/3)−1[A−,h, χ−,h ] ,
and composing on the right by (A−,h + λ0h2/3)−1 ,
(A−,h + λ0h2/3)−1 − χ−,h(A−,h + λ0h2/3)−1χ−,h = χ˜2h(A−,h + λ0h2/3)−1χ˜2h
+χ−,h(A−,h + λ0h2/3)−1[A−,h, χ−,h](A−,h + λ0h2/3)−1 .
The second term in the right-hand side can be estimated as (4.6.8), while the
first one satisfies the same bound as in (4.6.10), hence (4.6.12) holds. This con-
cludes the proof of Proposition 4.6.1. 
The upper bound (4.6.1) follows easily from [96], Section IV, §3.5. Indeed,
for any subsequence hj → 0 and any eigenvalue
µ ∈ h2/3j σ((A−,hj + λ0h2/3j )−1) \ {0} ,
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there exists a sequence (µj)j≥1 , with
µj ∈ h2/3j σ(1[0,1](Ahj + λ0h2/3j )−11[0,1]) \ {0} = h2/3j σ((Ahj + λ0h2/3j )−1) \ {0} ,
such that µj → µ as j → +∞ . In particular, with µ = 1/(eipi/3|µ1|J2/3 + λ0) ,
we get a sequence λj = h
2/3
j (1/µj − λ0) ∈ σ(A−,hj ) such that h−2/3j Reλj →
|µ1|J2/3/2 as j → +∞ , which proves (4.6.1).
4.7 Upper bound for a Morse potential
In this section, we prove the upper bound in (4.1.11), following the method
of Section 4.6. Namely, we want to prove
lim
h→0
1
h
inf Reσ(Ah) ≤ κ
2
. (4.7.1)
Let λ0 > 0 and λ(h) = λ0h. Let k0 ∈ {1, . . . , p} such that
κk0 = min
k=1,...,p
κk =: κ ,
where κk is the quantity defined in (4.1.9).
By reproducing the argument given at the end of previous section, it is enough
to prove the following :
Proposition 4.7.1 Under the assumptions of Theorem 4.1.3, we have
‖1Ω¯(Ah + λ0h)−11Ω¯ − (Hk0,h + λ0h)−1‖L(L2(0,+∞)) = o
(
1
h
)
, (4.7.2)
as h→ 0, where Hk0,h is the approximate operator defined in (4.5.5).
Proof :
Let us denote
L(xck0) = V −1({V (xck0)}) \ {xck0} .
By assumption (4.1.10), we have
∀x ∈ L(xck0), ∇V (x) 6= 0 . (4.7.3)
Notice that V −1({V (xkc0)}) may contain only xck0 if it is an absolute extremum.
Some points x ∈ L(xck0) could also lie on ∂Ω , but to simplify the proof, we shall
assume that L(xck0)∩ ∂Ω = ∅. If not, we can handle the corresponding terms in
(4.7.5) by using estimates similar to (4.4.29) and (4.4.30).
Let ρ′ ∈ (1/3, 1/2) , and θk0,h , Hk0,h as in Section 4.5. For every h ∈ (0, h0) ,
we choose a set of indices L(h) ⊂ N and a set of points{
d`(h) ∈ L(xck0) : ` ∈ L(h)
}
,
such that
L(xck0) ⊂
⋃
`∈L(h)
B(d`(h), h
ρ′)
4.7. UPPER BOUND FOR A MORSE POTENTIAL 157
and such that B¯(d`(h), h
ρ′/2) ∩ B¯(dm(h), hρ′/2) = ∅ for every `,m ∈ L(h) ,
` 6= m .
For ` ∈ L(h) , we choose ϕ`,h ∈ C∞0
(
B(d`(h), h
ρ′); [0, 1]
)
, ϕ`,h(x) = 1 if
x ∈ B¯(d`(h), hρ′/2) . Let
ψh = 1Ω¯(x)
√
1− θk0,h(x)2 −
∑
`∈L(h)
ϕ`,h(x)2 .
We will use the same kind of approximate operator as before on Supp ϕ`,h :
A`,h = −h2∆ + i
(
V (d`(h)) +∇V (d`(h)) · (x− d`(h))
)
.
Let λ0 > 0 . Our approximate resolvent is
Q˜(h) = θk0,h(Hk0,h+λ0h)−1θk0,h+
∑
`∈L(h)
ϕ`,h(A`,h+λ0h)−1ϕ`,h+ψh(Ah+λ0h)−1ψh ,
(4.7.4)
and we have
1[0,1](Ah + λ0h)−11[0,1] − θk0,h(Hk0,h + λ0h)−1θk0,h = ψh(Ah + λ0h)−1ψh
+
∑
`∈L(h)
ϕ`,h(A`,h + λ0h)−1ϕ`,h
−1Ω¯(Ah + λ0h)−1θk0,h(Ah −Hk0,h)(Hk0,h + λ0h)−1θk0,h
−1Ω¯(Ah + λ0h)−11Ω¯[Ah, θk0,h](Hk0,h + λ0h)−1θk0,h
−
∑
`∈L(h)
1Ω¯(Ah + λ0h)−1ϕ`,h(Ah −A`,h)(A`,h + λ0h)−1ϕ`,h
−
∑
`∈L(h)
1Ω¯(Ah + λ0h)−11Ω¯[Ah, ϕ`,h](A`,h + λ0h)−1ϕ`,h
−1Ω¯(Ah + λ0h)−11Ω¯[Ah, ψh](Ah + λ0h)−1ψh . (4.7.5)
In the following, we assume for simplicity that V (xck0) = 0 (if not, one only has
to replace λ0h by λ0h+ iV (x
c
k)) .
Using that, for some C > 0 ,
∀x ∈ Supp ψh, |V (x)| ≥ h
ρ′
C
,
we can prove as (4.6.10) that
‖ψh(Ah + λ0h)−1ψh‖ = O
(
1
hρ′
)
.
Besides, as already stated, we have by rescaling :
‖(A`,h+λ0h)−1‖ = O
(
1
h2/3
)
and ‖(Hk0,h+λ0h)−1‖ = O
(
1
h
)
. (4.7.6)
We have also clearly
‖(Ah + λ0h)−1‖ = O
(
1
h
)
. (4.7.7)
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Hence, we can check, as in (4.6.7) and (4.6.8), that all the other terms in the
right-hand side of (4.7.5) are of the form o(h−1) as h→ 0. The sums over L(h)
can be estimated by Lemma 4.4.1.
Finally, it remains to show that
‖θk0,h(Hk0,h + λ0h)−1θk0,h − (Hk0,h + λ0h)−1‖ = o
(
1
h
)
,
which can be done as for (4.6.12). 
4.8 Semigroups estimates
In this section we prove Corollary 4.1.4 by using a quantitative version of the
Gearhardt-Pru¨ss Theorem [83]. Indeed, the standard version does not enable us
to get a uniform control of the constant Mε with respect to h in (4.1.13) and
(4.1.14).
We focus on the proof of (4.1.13), the case of (ii) being similar.
For all ε > 0 , according to (4.1.6) there exists hε > 0 such that
∀h ∈ (0, hε), sup
ν∈R
‖(Ah − (|µ1|J2/3m /2− ε)h2/3 − iν)−1‖ ≤
Cε
h2/3
.
Moreover, the operator Ah being maximal accretive, it generates a contraction
semigroup e−tAh :
∀t > 0, ‖e−tAh‖ ≤ 1 . (4.8.1)
We apply [83], Theorem 1.5, with ω = −(|µ1|J2/3m − ε)h2/3 < 0,
r(ω)−1 ≤ Cεh−2/3 , m(t) ≡ 1 and a = a˜ = t/2, which yields
‖e−tAh‖ ≤ (|µ1|J
2/3
m − ε)Cε
1− e−(|µ1|J2/3m /2−ε)h2/3t/2
e−(|µ1|J
2/3
m /2−ε)h2/3t . (4.8.2)
Let c0 > 0 and th = 2c0h
−2/3/(|µ1|J2/3m − ε) . Then, by (4.8.2),
∀t ≥ th, ‖e−tAh‖ ≤M (1)ε e−(|µ1|J
2/3
m −ε)h2/3t ,
with
M (1)ε =
(|µ1|J2/3m − ε)Cε
1− e−c0 .
Moreover, by (4.8.1),
∀t ≤ th, ‖e−tAh‖ ≤M (2)ε e−(|µ1|J
2/3
m −ε)h2/3t ,
with M
(2)
ε = e2c0 .
Thus,
∀t > 0 , ‖e−tAh‖ ≤Mεe−(|µ1|J2/3m −ε)h2/3t , (4.8.3)
with Mε = max(M
(1)
ε ,M
(2)
ε ) .
Estimate (4.1.14) can be proved the same way.
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To prove the optimality statement in (iii) of Corollary 4.1.4, under the as-
sumptions of Theorem 4.1.3, we just consider
uh ∈ ker(Ah − λ0,hh) ,
where λ0,h satisfies hλ0,h ∈ σ(Ah) and hReλ0,h = inf Reσ(Ah) .
Then, we have
e−tAhuh(x) = e−λ0,hhtuh(x) .
Thus, by (4.1.11), for every t > 0 and ε > 0 , there exists hε > 0 such that, for
every h ∈ (0, hε) ,
‖e−tAhuh‖ = e−λ0,hht‖uh‖ ≥ e−(κ/2+ε)ht‖uh‖ .
Optimality in (4.1.13) under the assumptions of Theorem 4.1.2 can be proved
the same way.
4.9 Application to the stability of the normal
state in superconductivity
In this section, we recall the results of [7] and explain how we can recover
them, in the simplified setting of a smooth domain Ω , by rewriting Corollary
4.1.4 in the large domain limit.
4.9.1 The time-dependent Ginzburg-Landau equations
In this subsection we recall the time-dependent Ginzburg-Landau model,
and we introduce the simplifications leading to the linear problem which shall
be considered in next subsection.
Superconducting materials are known to lose their electrical resistance when
placed at a lower temperature than their critical one. However, if a sufficiently
strong current is applied throughout the sample, then superconductivity dis-
appears and the material reverts to the normal state, even if the temperature
remains lower than the critical one.
In order to understand this phenomenon, we consider the time-dependent Ginzburg-
Landau model, which can be written as follows in the 2-dimensional setting (see
[7] for the 3-dimensional version of the system) :
∂tψ + iΦψ = (∇− iA)2ψ + ψ(1− |ψ|2) , (t, x) ∈ R+ × Ω
κ2curl2A + σ(∂tA +∇Φ) = Im (ψ(∇− iA)ψ) , (t, x) ∈ R+ × Ω
ψ(t, x) = 0 , (t, x) ∈ R+ × ∂Ω
σ(∂tA(t, x) +∇Φ(t, x)) · ~n(x) = J(x), (t, x) ∈ R+ × ∂Ω
curl A(t, x) = Hex(x) , (t, x) ∈ R+ × ∂Ω ,
ψ(0, x) = ψ0(x) , x ∈ Ω ,
A(0, x) = A0(x) , x ∈ Ω .
(4.9.1)
Here Ω ⊂ R2 is a smooth bounded, connected domain and ~n(x) denotes the
outward normal on ∂Ω at x.
The unknown functions are ψ(t, x) ∈ R , A(t, x) ∈ R2 and Φ(t, x) ∈ R . The
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function ψ denotes the so-called order parameter of the superconductor, and
|ψ|2 represents the density of presence of superconducting electrons in the ma-
terial. Hence ψ ≡ 0 corresponds to the normal state where superconductivity
does not take place, whereas ψ ≡ 1 represents a purely superconducting state.
A denotes the magnetic potential in the sample, and Φ the electric current.
Hex denotes the exterior magnetic field, and J ∈ C2(∂Ω) represents the electric
current applied through Ω . In the following we will denote the magnetic field
by B = curl A .
The constants κ and σ denote respectively the Ginzburg-Landau parameter,
which is a material property, and the normal conductivity of the sample.
Our goal in the following is to prove, under additional assumptions and in
the large domain limit, that if the applied electric current J is strong enough,
then the normal state solution is stable as t → +∞ . This problem was solved
in [7], in a more physically relevant setting. More precisely, the author consid-
ered a non-smooth domain Ω with right-angled corners at its boundary, such
that ∂Ω = ∂Ωc unionsq ∂Ωi, with different boundary conditions on each component
∂Ωc and ∂Ωi . Here we shall recover the results in [7] in the case of a smooth
boundary.
Let us first consider the stationary normal solution (0,An,Φn)(x) of (4.9.1).
Then the second line of (4.9.1) yields
κ2
σ
curl Bn +∇Φn = 0 ,
where Bn = curl An . Hence Φn is harmonic in Ω .
Now we neglect the effects of the magnetic field, that is, we assumeHex = A = 0,
and we consider the linearization of (4.9.1) near the stationary normal state
(0, 0,Φn) which leads to the system
∂tψ −∆ψ + iΦnψ − ψ = 0 , (t, x) ∈ R+ × Ω ,
−∆Φn = 0 , x ∈ Ω,
∇φn(x) · ~n(x) = κ2σ J(x), x ∈ ∂Ω ,
ψ(t, x) = 0 , (t, x) ∈ R+ × ∂Ω
ψ(0, x) = ψ0(x) , x ∈ Ω .
(4.9.2)
Furthermore, we shall assume that ∇Φn 6= 0 in Ω. Indeed, in the setting of a
domain Ω with right-angled corners at its boundary, this assumption can be
easily justified, see [7].
The case where the magnetic field is not neglected has been studied in
[9, 10, 11, 8]. Moreover, the results of [8] include the analysis of the nonlin-
ear term ψ(1− |ψ|2).
In the following subsection, we shall assume that Ω is a large domain in
order to recover the operator Ah studied in the previous sections.
4.9.2 Stability of the normal state
Here again we follow [7]. We consider equations (4.9.2) in the domain ΩR =
{Rx : x ∈ Ω} for R > 1 . In order to preserve the gradient, we consider an
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electric potentiel of the form
ΦR(x) = RΦn
( x
R
)
.
Thus, we consider the problem ∂tψR −∆ψR + iRΦn
(
x
R
)
ψR − ψR = 0 , (t, x) ∈ R+ × ΩR ,
ψR(t, x) = 0 , (t, x) ∈ R+ × ∂Ω
ψR(0, x) = ψ0,R(x) , x ∈ Ω ,
(4.9.3)
where Ω ⊂ Rn and we no longer need to assume n = 2.
The function Φn is assumed to be smooth and satisfies, for all x ∈ Ω¯ , ∇Φn(x) 6=
0 .
In other words, we have
∀(t, x) ∈ R+ × Ω, ψR(t, x) = e−tLRψ0,R(x) , (4.9.4)
where { LR = −∆ + iRΦn ( xR)− 1 ,D(LR) = H10 (Ω) ∩H2(Ω) .
Let us set h = h(R) = R−3/2 , and TR : u(x) 7→ Ru(x/R) . Then,
TRLRT−1R = h(R)−2/3(−h(R)2∆ + iΦn − h(R)2/3)) .
Hence, for all t > 0 and R > 1 we have ‖e−tLR‖ = ‖e−(th(R)−2/3)(Ah(R)−h(R)2/3)‖ ,
where Ah is the operator defined in (4.1.1), where V = Φn satisfies the assump-
tions of Theorem 4.1.1. Thus, Corollary 4.1.4 yields :
Theorem 4.9.1 (Y. Almog, [7]) Let
∂Ω⊥ = {x ∈ ∂Ω : ∇Φn(x)× ~n(x) = 0}
and, if ∂Ω⊥ 6= ∅ ,
Jm = min
x∈∂Ω⊥
|∇Φn(x)| .
Let
Jc =
(
2
|µ1|
)3/2
.
If ∂Ω⊥ = ∅ or Jm > Jc , then for all ε > 0, there exists R0 > 1 and Mε > 0
such that, for all R ≥ R0 and ψ0,R ∈ H10 (Ω)∩H2(Ω) , the solution ψR of (4.9.3)
satisfies
∀t > 0 , ‖ψR(t, ·)‖L2(Ω) ≤Mε exp(−((Jm/Jc)2/3−1−ε)t)‖ψ0,R‖L2(Ω) . (4.9.5)
The results of [9, 10, 11, 8] give similar conditions for the stability of the normal
state in the presence of a magnetic field.

Chapitre 5
Degenerate parabolic
operators of Kolmogorov
type with a geometric
control condition
We consider Kolmogorov-type equations on a rectangle domain (x, v) ∈ Ω =
T × (−1, 1), that combine diffusion in variable v and transport in variable x
at speed vγ , γ ∈ N∗, with Dirichlet boundary conditions in v. We study the
null controllability of this equation with a distributed control as source term,
localized on a subset ω of Ω.
In dimension one, when the control acts on a horizontal strip ω = T× (a, b)
with 0 < a < b < 1, then the system is null controllable in any time T > 0
when γ = 1, and only in large time T > Tmin > 0 when γ = 2 (see [13]). In this
article, we prove that, when γ > 3, the system is not null controllable (whatever
T is) in this configuration. This is due to the diffusion weakening produced by
the first order term.
When the control acts on a vertical strip ω = ω1 × (−1, 1) with ω1 ⊂ T, we
investigate the null controllability on a toy model, where (∂x, x ∈ T) is replaced
by ((−∆)1/2, x ∈ Ω1), and Ω1 is an open subset of RN . As the original system,
this toy model satisfies the controllability properties listed above. We prove
that, for γ = 1, 2 and for appropriate domains (Ω1, ω1), then null controllability
does not hold (whatever T > 0 is), when the control acts on a vertical strip
ω = ω1 × (−1, 1) with ω1 ⊂ Ω1. Thus, a geometric control condition is required
for the null controllability of this toy model. This indicates that a geometric
control condition may be necessary for the original model too.
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5.1 Introduction
5.1.1 Origin of the problem
The goal of this article is to study the null controllability of Kolmogorov-type
equations ∂tf(t, x, v)− v
γ∂xf(t, x, v)− ∂2vf(t, x, v) = u(t, x, v)1ω(x, v) , (t, x, v) ∈ (0, T )× Ω ,
f(t, x,±1) = 0 , (t, x) ∈ (0, T )× T ,
f(0, x, v) = f0(x, v) , (x, v) ∈ Ω ,
(5.1.1)
where Ω = T× (−1, 1), γ ∈ N∗, T > 0, and the control is a source term u(t, x, v)
localized on a nonempty open subset ω of Ω. This equation, with γ = 1, is close
to linearizations of Prandt or Crocco-type equations for fluids [110, 27, 26] ; this
motivates the study of the controllability of (5.1.1). For other values of γ ∈ N∗,
there are less physical motivations, but the behavior of the system with respect
to null controllability is extremely interesting, from a theoretical point of view
(finite speed of propagation, geometric control condition, the first order term
weakens diffusion in variable v).
Definition 5.1.1 (Null controllability) Let T > 0 and γ ∈ N∗. System
(5.1.1) is null controllable in time T if, for any f0 ∈ L2(Ω), there exists
u ∈ L2((0, T )× Ω) such that the solution of (5.1.1) satisfies f(T, ·, ·) = 0 .
By duality, null controllability is equivalent to observability for the adjoint
system ∂tg(t, x, v) + v
γ∂xg(t, x, v)− ∂2vg(t, x, v) = 0 , (t, x, v) ∈ (0,+∞)× Ω ,
g(t, x,±1) = 0 , (t, x) ∈ (0, T )× T ,
g(0, x, v) = g0(x, v) , (x, v) ∈ Ω .
(5.1.2)
Definition 5.1.2 (Observability) Let T > 0, γ ∈ N∗ and ω be a non empty
open subset of Ω. System (5.1.2) is observable in ω in time T if there exists
C > 0 such that, for any g0 ∈ L2(Ω), the solution of the Cauchy problem (5.1.2)
satisfies ∫
Ω
|g(T, x, v)|2 dxdv 6 C
∫ T
0
∫
ω
|g(t, x, v)|2 dxdvdt .
Equation (5.1.2) combines diffusion in variable v and transport in variable x
(at speed vγ). Thanks to the interplay between these two phenomena, the equa-
tion diffuses both in variables v and x (see Proposition 5.6.2) but, in a weaker
way than the heat equation ∂tg − ∂2xg − ∂2vg = 0 . Thus, natural questions are
the following ones.
Question 1 : Is the diffusion in variable v strong enough for observabil-
ity to hold when the control acts on a horizontal strip ω = T × (a, b) with
0 < a < b < 1, whatever γ ∈ N∗ is ? (i.e. as for equation ∂tg − ∂2vg = 0,
(t, x, v) ∈ (0, T )× T× (−1, 1))
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Question 2 : Is the diffusion in variable x sufficient for null controllability to
hold when the control acts on a vertical strip ω = ω1× (−1, 1) where ω1 ⊂⊂ T ?
The goal of this article is to answer the first question and to study the second
one for a toy-model.
Null controllability of Equation (5.1.2) is studied in [13] when the control is
localized in a horizontal strip ω = T × (a, b) with −1 < a < b < 1 . Precisely,
the following theorem is proved by the first author in [13].
Theorem 5.1.3
1. If γ = 1 and ω = T× (a, b) with −1 < a < b < 1 , then System (5.1.2) is
observable in ω in any time T > 0 .
2. If γ = 2 and ω = T× (a, b) with 0 < a < b < 1 then there exists T ∗ > a2/2
such that
– System (5.1.2) is observable in ω in any time T > T ∗ ;
– System (5.1.2) is not observable in ω in time T < T ∗ .
3. If γ = 2 and ω = T× (a, b) with −1 < a < 0 < b < 1 then System (5.1.2)
is observable in any time T > 0 .
When γ = 1, Statement 1 above illustrates that there is an infinite speed of
propagation in the direction v. When γ = 2, Statements 2 and 3 above illustrate
a different situation : a finite speed of propagation in variable v occurs and the
information needs time to reach the degeneracy {v = 0} from the observation
location ω when ω ∩ {v = 0} = ∅ .
5.1.2 Main results
The first goal of this article is to prove that observability does not hold,
when γ > 3 and the control acts on a horizontal strip : the presence of the first
order term vγ∂xf in the equation reduces diffusion in the variable v so strongly
that observability becomes false. Thus, Theorems 5.1.3 and 5.1.4 below answer
Question 1.
Theorem 5.1.4 If γ > 3 and ω = T× (a, b) with −1 < a < b < 1, then System
(5.1.2) is not observable in ω (whatever T > 0 is).
The second goal of this article is to investigate null controllability of Equation
(5.1.2) for γ ∈ {1, 2} when the control acts on a vertical strip ω = ω1 × (−1, 1)
where ω1 ⊂⊂ T. Unfortunately, we are not able to work directly on Equation
(5.1.2). Thus, we consider the following toy model.
 ∂tg(t, x, v) + iv
γ(−∆Dx )βg(t, x, v)− ∂2vg(t, x, v) = 0 , (t, x, v) ∈ (0, T )× Ω ,
g(t, x,±1) = 0 , (t, x) ∈ (0, T )× Ω1 ,
g(0, x, v) = g0(x, v) , (x, v) ∈ Ω1 × (−1, 1) ,
(5.1.3)
where
– Ω := Ω1 × (−1, 1) , Ω1 is a bounded open subset of RN1 and N1 ∈ N∗ ,
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– ∆Dx is the Dirichlet-Laplace operator on Ω1
D(∆Dx ) = H
2 ∩H10 (Ω1) , ∆Dx g = ∆g ,
– γ ∈ N∗ , β ∈ (0, 1) .
Of course, the case β = 1/2 is of particular interest for System (5.1.2). We use
the same definition for the observability of Systems (5.1.2) and (5.1.3).
We are able to deny observability with explicit counterexamples, under an
appropriate assumption P(s) on the open sets (Ω1, ω1). In order to express this
assumption, we introduce the non decreasing sequence (λn)n∈N∗ of the eigenval-
ues of (−∆Dx ) on Ω1 and a corresponding orthonormal sequence of associated
eigenfunctions,  −∆ϕn(x) = λnϕn(x) , x ∈ Ω1 ,ϕn(x) = 0 , x ∈ ∂Ω1 ,‖ϕn‖L2(Ω1) = 1 . (5.1.4)
Definition 5.1.5 (Property P(s)) Let s ∈ (0, 1/2) and ω1 be an open subset
of Ω1. The pair (Ω1, ω1) satisfies the property P(s) if
lim
n→+∞
[−1
λsn
ln
(∫
ω1
|ϕn(x)|2dx
)]
= +∞.
This assumption is related to the classical problem of high-frequency local-
ization of the eigenfunctions of the Laplacian. Note that 1/2 is the optimal
upperbound for possible values of s (see [99, Theorem 5.4 and Proposition
5.5]). Particular examples of pairs (Ω1, ω1) satisfying Property P(s) for any
s ∈ (0, 1/2) are discussed in Section 5.4. For instance, if Ω1 is a conical open
subset of Rd (d > 2) generated by an open subset U of Sd−1,
Ω1 = {x = rx′ ; 0 < r < 1 , x′ ∈ U} ,
and ω1 is an open subset of Ω1 that does not intersect its boundary ∂Ω1, then
the pair (Ω1, ω1) satisfies Property P(s) for every s ∈ (0, 1/2). One can indeed
construct a subsequence of eigenfunctions ϕ˜k localized near the boundary ∂Ω1,
called “whispering gallery eigenmodes”.
Our first nonobservability result concerns System (5.1.3) for γ = 1 .
Theorem 5.1.6 We assume γ = 1 .
1. If β > 0 and ω = Ω1 × (a, b) where 0 < a < b < 1 then System (5.1.3) is
observable in ω in any time T > 0 .
2. If β ∈ (0, 3/4) and (Ω1, ω1) satisfies Property P
(
2β
3
)
, then System (5.1.3)
is not observable in ω = ω1 × (−1, 1) (whatever T > 0 is).
In particular, when β = 1/2, the diffusion in the variable v is strong enough
for System (5.1.3) to be observable in a horizontal strip ω = Ω1 × (a, b) in any
positive time T . On the contrary, the diffusion in the variable x is too weak for
System (5.1.3) to be observable in a vertical strip ω = ω1× (−1, 1) in finite time
T , at least for appropriate pairs (Ω1, ω1) that satisfy Property P(1/3) (which
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happens, for instance, when Ω1 is a bounded conical open subset of Rd and
ω1 ⊂ Ω1). Thus a Geometric Control Condition (GCC) on (Ω, ω) is required for
(5.1.3) to be observable in ω. Theorem 5.1.6 indicates that System (5.1.2), with
γ = 1, may require a GCC for being observable. This is a conjecture for the
answer of Question 2.
Our second noncontrollability result concerns System (5.1.3) for γ = 2 .
Theorem 5.1.7 We assume γ = 2.
1. If β > 0 and ω = Ω1 × (a, b) where 0 < a < b < 1 then there exists
T ∗ > a2/2 such that
– System (5.1.3) is observable in ω in any time T > T ∗,
– System (5.1.3) is not observable in ω in time T < T ∗.
2. If β ∈ (0, 1) and (Ω1, ω1) satisfies Property P
(
β
2
)
, then System (5.1.3) is
not observable in ω = ω1 × (−1, 1) (whatever T > 0 is).
In particular, when β = 1/2, the diffusion in the variable v is strong enough
for System (5.1.3) to be observable in a horizontal strip ω = Ω1×(a, b), but there
is a finite speed of propagation of the information from the observation location
ω to the degeneracy set {v = 0}. On the contrary, the diffusion in the variable x
is too weak for (5.1.3) to be observable in a vertical strip ω = ω1×(−1, 1) in finite
time T , at least for appropriate pairs (Ω1, ω1). Thus a GCC on (Ω, ω) is required
for (5.1.3) to be observable in ω. Theorem 5.1.7 encourages to conjecture that
a GCC condition should be required for System (5.1.2), with γ = 2, to be
observable.
5.1.3 Bibliographical comments
Null controllability of the heat equation
The null and approximate controllabilities of the heat equation are essentially
well understood subjects for both linear and semilinear equations, for bounded
or unbounded domains [59, 51, 60, 63, 64, 65, 71, 95, 98, 100, 104, 105, 142, 143]
and also with discontinuous [52, 16, 17, 122] or singular [137, 58] coefficients.
In particular, the heat equation on a smooth bounded domain Ω of Rd (d ∈
N∗), with a source term located on an open subset ω of Ω, is null controllable
in arbitrarily small time T and with an arbitrarily small control support ω.
This result is related to the infinite speed of propagation of information in heat
equation. It is proved, for the case d = 1 by H. Fattorini and D. Russell [61,
Theorem 3.3], and, for d > 2 by O. Imanuvilov [93, 94] (see also the book [68]
by A. Fursikov and O.Imanuvilov) and G. Lebeau and L. Robbiano [98]. It is
then natural to wonder whether the same result holds for degenerate parabolic
equations.
Boundary-degenerate parabolic equations
The null controllability of parabolic equations degenerating on the boundary
of the domain in one space dimension is well understood, but much less is known
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in higher dimension. Given 0 < a < b < 1 and γ > 0, let us consider the 1D
equation
∂tw(t, x) + ∂x(x
2γ∂xw)(t, x) = u(t, x)1(a,b)(x) , (t, x) ∈ (0,+∞)× (0, 1) ,
with suitable boundary conditions. Then, null controllability holds if and only
if γ ∈ (0, 1) [36, 37], while, for γ ≥ 1, the best result one can obtain is the
so called “regional null controllability”[35], which consists in controlling the
solution within the domain of influence of the control. Several extensions of the
above results are available in one space dimension, see [4, 102] for equations in
divergence form, [34, 33] for operators in nondivergence form, and [32, 66] for
cascade systems. Fewer results are available for multidimensional problems, and
they are mainly obtained in the case of two dimensional parabolic operators
which simply degenerate in the normal direction to the boundary of the space
domain, see [38].
Parabolic equations degenerating inside the domain
In [103], P. Martinez, J. Vancostenoble and J.-P. Raymond study linearized
Crocco type equations{
∂tf(t, x, v) + ∂xf(t, x, v)− ∂vvf(t, x, v) = u(t, x, v)1ω(x, v) , (t, x, v) ∈ (0, T )× T× (0, 1) ,
f(t, x, 0) = f(t, x, 1) = 0 , (t, x) ∈ (0, T )× T .
For a given strict open subset ω of T×(0, 1) , they prove that null controllability
does not hold : the optimal result is regional null controllability. Note that, for
Kolmogorov-type equations (5.1.2), the coupling between diffusion in v and
transport in x (at speed vγ) generates diffusion both in variables x and v (see
Proposition 5.6.2). Thus, the controllability results are different.
In [14], K. Beauchard, P. Cannarsa and R. Guglielmi study Grushin-type
equations{
∂tf(t, x, y)− ∂2xf(t, x, y)− |x|2γ∂2yf(t, x, y) = u(t, x, y)1ω(x, y) , (t, x, y) ∈ (0, T )× Ω ,
f(t, x, y) = 0 , (t, x, y) ∈ (0, T )× ∂Ω ,
(5.1.5)
where Ω := (−1, 1)× (0, 1) , ω ⊂ (0, 1)× (0, 1) , and γ > 0 . Here, the parabolic
operator degenerates along the line {0} × (0, 1) . They prove that
– null controllability holds in any time T > 0 when γ ∈ (0, 1) ;
– null controllability does not hold (whatever T > 0) when γ > 1 ;
– when γ = 1 and ω = (a, b) × (0, 1) with 0 < a < b < 1 , there exists
Tmin > a2/2 such that null controllability holds when T > Tmin and does
not hold when T < Tmin .
Note that, contrary to Grushin-type equations (5.1.5), in Kolmogorov-type
equations (5.1.2), the parabolic operator degenerates everywhere on the domain.
Unique continuation for Kolmogorov-type equations
In this section, we focus on unique continuation for Kolmogorov-type equa-
tions (5.1.2), i.e. whether the property g(t, x, v) ≡ 0 on (0, T ) × ω does imply
g ≡ 0 on (0, T )× Ω, for a given open subset ω of Ω.
5.1. INTRODUCTION 169
When ω = T× (a, b) is an horizontal strip, then the unique continuation of
equation (5.1.2) holds for every γ ∈ N∗, as a consequence of Holmgren theorem
(the coefficients of the operator are analytic and the hypersurface T× {a, b} is
noncharacteristic). In particular, Theorem 5.1.4 emphasizes that, when γ > 3,
then observability does not hold even if unique continuation holds.
To our best knowledge, when ω is a general open subset of Ω, then unique
continuation for Kolmogorov-type equations (5.1.2) is an open problem.
J.-M. Bony proved in [21] that Ho¨rmander’s operators of the form P =∑
j X
2
j (i.e. such that the Lie algebra generated by the Xj has maximal rank
at any point) with analytic coefficients, satisfy the unique continuation, in the
following sense : if, for some f with non zero gradient, f−1(a) is a strongly
noncharacteristic surface and u is a distribution such that Pu = 0 and u = 0 on
f−1[(−∞, a)], then u ≡ 0 on a neighborhood of f−1(a). The validity of the same
result for Ho¨rmander’s operators of the form P = X0 +
∑
j X
2
j (generalizing our
Kolmogorov operator K = ∂t + vγ∂x − ∂2v) is an open problem.
When coefficients are not analytic, but only C∞, unique continuation may
not hold. For instance, S. Alinhac and C. Zuily built in [6] a zero order C∞-
perturbation of the Kolmogorov operator K = ∂t + vγ∂x − ∂2v for which unique
continuation does not hold. There exist C∞-functions u(t, x, v) and a(t, x, v) on
a neighborhood V of 0 in R3 such that Ku + au = 0, u(t, x, v) = a(t, x, v) = 0
when v < 0, and 0 ∈ Supp(u). And the same result holds with any surface
{v = constant}.
The result of S. Alinhac and C. Zuily leaves open the question of the unique
continuation for System (5.1.2). Indeed, their counterexample does not satisfy
the boundary conditions of (5.1.2) and it cannot be built with a = 0. However,
it suggests that unique continuation for System (5.1.2) is a subtle issue.
5.1.4 Structure of the paper
The article is organized as follows.
Section 5.2 is devoted to the proof of Theorem 5.1.4.
In Section 5.3, we prove the negative statements of Theorems 5.1.6 and
5.1.7. These results rely on a fine semi classical analysis of the complex Airy
and Davies operators.
In Section 5.4, we propose examples of pairs (Ω1, ω1) satisfying Property
P(s) for any s ∈ (0, 1/2).
The proof of the positive results of Theorems 5.1.6 and 5.1.7 relies on the
decomposition of the solution of (5.1.3) on a Hilbert basis of L2(Ω1), called
’Fourier decomposition’ with a slight abuse of vocabulary. Thus, the validity of
this decomposition and associated well-posedness results are treated in Section
5.5.
In Section 5.6, we prove the positive results of Theorems 5.1.6 and 5.1.7. The
strategy is the same as in [13], but intermediate results have been improved.
Hence we rewrite the proof completely. First, we state a Carleman estimate for
the 1D-heat equation satisfied by the Fourier components. Then, we quantify
the dissipation of Fourier modes ; this result is stronger than in [13]. Then, we
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combine these two tools to prove the first statements of Theorems 5.1.6 and
5.1.7.
5.2 Nonobservability when γ > 3
The goal of this section is the proof of Theorem 5.1.4. The strategy is the
same as in [13, Section 5.3] but intermediate results are different. Let γ ∈ N∗ ,
a , b , T ∈ R be fixed, in the whole section, such that
γ > 3 , T > 0 and 0 < a < b < 1 .
Step 1 : Approximate solution.
Let  > 0 be such that b < 1 −  and θ± ∈ C∞(R) be such that Supp(θ−) ⊂
(−1− ,−1 + ), Supp(θ+) ⊂ (1− , 1 + ) and θ±(±1) = 1. Let µ ∈ C be some
eigenvalue, with smallest real part, of the operator (−∂2y + iyγ), with domain
Dγ := {u ∈ H2(R) s. t. yγu ∈ L2(R)} .
Note that this operator has compact resolvent (see [81]) ; moreover, µ is a simple
eigenvalue and a real number if γ = 3. Let ξ be an associated eigenfunction{ −ξ′′(y) + iyγξ(y) = µ ξ(y) , y ∈ R ,
‖ξ‖L2(R) = 1 .
We recall that (see [125, Chapter 10, Sections 59 and 60])
|ξ(y)| 6 Ce−c |y|
2+γ
2 , ∀y ∈ R (5.2.1)
for some constants C, c > 0 .
For n ∈ N∗, we define
g˜n(t, v) := n
1
2(2+γ)
ξ (n 12+γ v)− ∑
σ∈{−,+}
ξ
(
σn
1
2+γ
)
θσ(v)
 e−µn 22+γ t .
We have{
∂tg˜n(t, v) + in v
γ g˜n(t, v)− ∂2v g˜n(t, v) = En(t, v) , (t, v) ∈ (0, T )× (−1, 1) ,
g˜n(t,±1) = 0 , t ∈ (0, T ) ,
where
En(t, v) = n
1
2(2+γ)
∑
σ∈{−,+}
(
(µn
2
2+γ −in vγ)θσ(v)+θ′′σ(v)
)
ξ
(
σ n
1
2+γ
)
e−µn
2
2+γ t .
(5.2.2)
Let gn be the solution of ∂tgn(t, v) + in v
γgn(t, v)− ∂2vgn(t, v) = 0 , (t, v) ∈ (0, T )× (−1, 1) ,
gn(t,±1) = 0 , t ∈ (0, T ) ,
gn(0, v) = g˜n(0, v) , v ∈ (−1, 1) .
We have
1
2
d
dt
‖(g˜n−gn)(t)‖2L2(−1,1) = −‖∂v(g˜n−gn)(t)‖2L2(−1,1)+Re
(∫ 1
−1
En(t, v)(g˜n − gn)(t, v)dv
)
.
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By Poincare´ and Cauchy-Schwarz Inequalities, we deduce that, for every t ∈
[0, T ] ,
d
dt
‖(g˜n − gn)(t)‖2L2(−1,1) 6 −
pi2
4
‖(g˜n − gn)(t)‖2L2(−1,1) +
4
pi2
‖En(t)‖2L2(−1,1) .
From this inequality and (5.2.2), we deduce that, for every t ∈ [0, T ]
‖(g˜n − gn)(t)‖2L2(−1,1) 6 4pi2
∫ t
0
‖En(τ)‖2L2(−1,1)e−
pi2
4 (t−τ)dτ
6 C n2+ 12+γ
∑
σ∈{−1,1}
∣∣∣ξ (σ n 12+γ )∣∣∣2 ∫ t0 e
(
−2Re (µ)n
2
2+γ +pi
2
4
)
τ
dτ
6 C n2− 12+γ
∑
σ∈{−1,1}
∣∣∣ξ (σ n 12+γ )∣∣∣2
where the constant C may change from line to line.
By (5.2.1), we deduce that
‖(g˜n − gn)(t)‖L2(−1,1) 6 Cn
3+2γ
2(2+γ) e−c
√
n , ∀t ∈ [0, T ]. (5.2.3)
Step 2 : Conclusion.
Working by contradiction, we assume that System (5.1.2) is observable in ω
in time T . The observability inequality applied to the solution g(t, x, v) :=
gn(t, v)e
inx of (5.1.2) gives∫ 1
−1
|gn(T, v)|2 dv 6 C
∫ T
0
∫ b
a
|gn(t, v)|2 dvdt , ∀n ∈ N∗ .
We deduce from the triangular inequality, the previous relation and (5.2.3) that
‖g˜n(T )‖L2(−1,1) 6
(
C ∫ T
0
∫ b
a
|g˜n(t, v)|2dvdt
)1/2
+ ‖(g˜n − gn)(T )‖L2(−1,1)
+
(
C ∫ T
0
∫ b
a
|(g˜n − gn)(t, v)|2 dvdt
)1/2
6
(
C ∫ T
0
∫ b
a
|g˜n(t, v)|2 dvdt
)1/2
+ (1 +
√
TC)C n 3+2γ2(2+γ) e−c
√
n .
However, there exists C > 0 such that
‖g˜n(T )‖L2 > Ce−Re (µ)n
2
2+γ T
and (∫ T
0
∫ b
a
|g˜n(t, v)|2 dvdt
)1/2
=
(∫ T
0
∫ b
a
n
1
(2+γ)
∣∣∣ξ (n 12+γ v)∣∣∣2 e−2Re (µ)n 22+γ t dvdt)1/2 because b < 1− 
=
(∫ b n 12+γ
an
1
2+γ
|ξ(y)|2 dy
)1/2(∫ T
0
e−2Re (µ)n
2
2+γ t dt
)1/2
6 C n
−1
2+γ
(∫ b n 12+γ
an
1
2+γ
e−2c |y|
2+γ
2 dy
)1/2
by (5.2.1)
6 C n
−1
2(2+γ) e−c a
2+γ
2
√
n .
This gives a contradiction, when n→ +∞ , because 22+γ < 12 when γ > 2 . 2
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5.3 Nonobservability on a vertical strip
The goal of this section is the proof of the nonobservability results of Theo-
rems 5.1.6 and 5.1.7.
5.3.1 Accurate spectral analysis
In this section, we are interested in the spectrum of the operators
A(−R,R) := − d
2
dy2
+ iy and H(−R,R) := − d
2
dy2
+ iy2
defined on the segment (−R,R), R > 0, with Dirichlet boundary conditions at
y = ±R, with domains
D(A(−R,R)) = D(H(−R,R)) = H2 ∩H10 ((−R,R),C) .
More precisely, we study the asymptotic behavior, as R→ +∞ , of the bottom of
the spectrum of A(−R,R) and H(−R,R) and we prove the following two theorems,
in Subsections 5.3.3 and 5.3.4 respectively.
Theorem 5.3.1 Let µ1 < 0 be the first zero of the Airy function. Then,
lim
R→∞
(
inf Reσ(A(−R,R))
)
=
|µ1|
2
, (5.3.1)
where σ(A(−R,R)) denotes the spectrum of A(−R,R). Moreover, for every ε > 0,
there exists Rε > 0 and Mε > 0 such that, for every R ≥ Rε,
sup
γ ≤ |µ1|/2 − ε,
ν ∈ R
∥∥∥(A(−R,R) − (γ + iν))−1∥∥∥L(L2(−R,R)) 6Mε . (5.3.2)
Now, let us consider the case of the Davies operator.
Theorem 5.3.2 We have
lim
R→∞
(
inf Reσ(H(−R,R))
)
=
√
2
2
. (5.3.3)
Moreover, for every ε > 0 , there exists R′ε > 0 and M
′
ε > 0 such that, for every
R ≥ R′ε ,
sup
γ ≤ √2/2 − ε,
ν ∈ R
∥∥∥(H(−R,R) − (γ + iν))−1∥∥∥L(L2(−R,R)) 6M ′ε . (5.3.4)
Analogous questions have been considered in [7, 10, 11, 9] and [8] in relation
with problems occuring in superconductivity. We study these two operators
using the techniques developed in these references. The study of more general
cases (dimension 2) complementary to those studied in [7] and [8] will be done
in [87].
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5.3.2 Proof of the negative statements of Theorems 5.1.6
and 5.1.7
The goal of this subsection is the proof of the second statements of Theorems
5.1.6 and 5.1.7, by application of the results of the previous subsection. Thus,
in the whole subsection, γ, β, Ω1 and ω1 are fixed such that
– either γ = 1 , β ∈ (0, 3/4) and (Ω1, ω1) satisfies Property P(2β/3) ,
– or γ = 2 , β ∈ (0, 1) and (Ω1, ω1) satisfies Property P(β/2).
For n ∈ N∗ , we introduce the operator An,γ defined by
D(An,γ) := H
2 ∩H10 ((−1, 1),C) , An,γψ := −
d2ψ
dv2
+ iλβnv
γψ .
By rescaling (y = λ
β
2+γ
n v) and using Theorems 5.3.1 and 5.3.2, there exist
C1, C2 > 0 and n∗ ∈ N∗ such that, for every n > n∗, An,γ has an eigenvalue
µn satisfying
C1λ
2β
2+γ
n 6 Re (µn) 6 C2λ
2β
2+γ
n . (5.3.5)
We introduce a normalized eigenfunction ψn of An,γ associated with the eigen-
value µn,  −ψ
′′
n(v) + iλ
β
nv
γψn(v) = µnψn(v) , v ∈ (−1, 1) ,
ψn(±1) = 0 ,
‖ψn‖L2(−1,1) = 1 .
Then the function
gn(t, x, v) := ϕn(x)ψn(v)e
−µnt
is a solution of (5.1.3). The second statement of Theorems 5.1.6 and 5.1.7 is a
consequence of the following proposition.
Proposition 5.3.3 For every T > 0, we have
lim
n→+∞
(∫ T
0
∫
ω
|gn(t, x, v)|2 dxdvdt∫
Ω
|gn(T, x, v)|2 dxdv
)
= 0.
Proof of Proposition 5.3.3 :
We have ∫
Ω
|gn(T, x, v)|2dv = e−2 Re (µn)T ,
because ψn and ϕn are normalized in L
2.
By Fubini’s Theorem, we get∫ T
0
∫
ω
|gn(t, x, v)|2 dxdvdt =
(∫ T
0
e−2 Re (µn) tdt
)(∫ 1
−1 |ψn(v)|2 dv
)(∫
ω1
|ϕn(x)|2 dx
)
= 1−e
−2 Re (µn)T
2 Re (µn)
∫
ω1
|ϕn(x)|2 dx .
Thus, ∫ T
0
∫
ω
|gn(t, x, v)|2 dxdvdt∫
Ω
|gn(T, x, v)|2 dxdv =
e2 Re (µn)T − 1
2 Re (µn)
∫
ω1
ϕn(x)
2 dx .
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Let C be a positive constant such that
C > 2 C2 T , (5.3.6)
where C2 is as in (5.3.5).
Let s := 2β2+γ . By Property P(s), there exists a subsequence (nk)k∈N such that
−1
λsnk
ln
(∫
ω1
|ϕnk(x)|2dx
)
> C , ∀k ∈ N ,
or, equivalently ∫
ω1
|ϕnk(x)|2dx 6 e−C λ
s
nk , ∀k ∈ N .
Then, ∫ T
0
∫
ω
|gnk(t, x, v)|2 dxdvdt∫
Ω
|gnk(T, x, v)|2 dxdv
6 e
(2C2T−C)λsnk
2C1 λsnk
−→
k→+∞
0 ,
by (5.3.6), which gives the conclusion. 2
5.3.3 Semi classical analysis of the complex Airy operator
(γ = 1)
The goal of this subsection is the proof of Theorem 5.3.1.
We introduce two model-operators, that have well known spectral and pseu-
dospectral behavior. Let A(−R,+∞) and A(−∞,R) be the Dirichlet realizations
of the operator − d2dy2 + iy on the intervals (−R,+∞) and (−∞, R) respectively.
We are going to approximate the resolvent of A(−R,R) by the one of A(−R,+∞)
or A(−∞,R) depending on where we are, respectively close to −R or close to +R.
Let us remark that, if
TR : u(x) 7→ u(x+R) and UR : u(x) 7→ u(R− x) (5.3.7)
then
T−1R (A(−R,+∞) − λ)TR = A(0,+∞) − (λ+ iR) , (5.3.8)
U−1R (A(−∞,R) − λ)UR = A∗(0,+∞) − (λ− iR) , (5.3.9)
thus
inf Reσ
(
A(−R,∞)
)
= inf Reσ
(
A(−∞,R)
)
=
|µ1|
2
, (5.3.10)
because inf Reσ
(
A(0,+∞)
)
= |µ1|/2, see [7].
Step 1 : We prove
lim
R→+∞
(
inf Reσ
(
A(−R,R)
))
> |µ1|
2
(5.3.11)
and (5.3.2).
Let ε > 0. We search Rε > 0 such that
∀R ≥ Rε, σ
(
A(−R,R)
)
∩ (]−∞, |µ1|/2− ε] + iR) = ∅ . (5.3.12)
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We recall that, by [75], there exists Cε > 0 such that
sup
γ ≤ |µ1|/2 − ε,
ν ∈ R
∥∥∥(A(0,+∞) − (γ + iν))−1∥∥∥L(L2(0,+∞)) 6 Cε, (5.3.13)
sup
γ ≤ |µ1|/2 − ε,
ν ∈ R
∥∥∥(A∗(0,+∞) − (γ + iν))−1∥∥∥L(L2(0,+∞)) 6 Cε. (5.3.14)
Let
λ = γ + iν , γ ≤ |µ1|/2− ε] , ν ∈ R , (5.3.15)
and h+, h− ∈ C∞(R; [0, 1]) be such that
Supp (h−) ⊂ (−∞, 1/2) , h− ≡ 1 on (−∞,−1/2] ,
Supp (h+) ⊂ (−1/2,+∞) , h+ ≡ 1 on [1/2,+∞) ,
h2− + h
2
+ ≡ 1 on (−∞,+∞) .
For R > 0, we define
η±R(x) = h±
( x
R
)
1(−R,R)(x) (5.3.16)
and
RR(λ) = η−R
(
A(−R,+∞) − λ
)−1
η−R + η
+
R
(
A(−∞,R) − λ
)−1
η+R . (5.3.17)
RR(λ) will be used as an approximation of the resolvent of A(−R,R). We have(
A(−R,R) − λ
)
RR(λ) = I + [A(−R,R), η−R ]
(
A(−R,+∞) − λ
)−1
η−R
+ [A(−R,R), η+R ]
(
A(−∞,R) − λ
)−1
η+R(5.3.18)
as an equality between operators on L2(−R,R).
We estimate the second term on the right hand side. In what follows, the esti-
mates are uniform with respect to ν = Imλ. We have
[A(−R,R), η−R ]
(
A(−R,+∞)−λ
)−1
η−R =
(
−(η−R)′′ − 2(η−R)′
d
dy
)(
A(−R,+∞)−λ
)−1
η−R ,
(5.3.19)
Using ‖(η−R)′‖L∞(−R,R) = O(R−1) and ‖(η−R)′′‖L∞(−R,R) = O(R−2), we get, by
(5.3.8) and (5.3.13),∥∥∥(η−R)′′(A(−R,+∞) − λ)−1η−R∥∥∥L(L2(−R,R)) = O
(
1
R2
)
. (5.3.20)
Moreover, for every v ∈ L2(−R,+∞),∥∥∥∥ ddy(A(−R,+∞) − λ)−1v∥∥∥∥
L2(−R,+∞)
≤
(∥∥∥(A(−R,+∞) − λ)−1∥∥∥1/2 +√γ∥∥∥(A(−R,+∞) − λ)−1∥∥∥) ‖v‖L2(−R,+∞).
(5.3.21)
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Indeed, let w := (A(−R,+∞) − λ)−1v, i.e.{ −w′′(y) + iyw(y)− λw(y) = v(y) , y ∈ (−R,+∞) ,
w(−R) = w(+∞) = 0 .
We have
‖w′‖2L2(−R,+∞) = −Re
(
+∞∫
−R
w(y)w′′(y)dy
)
= Re
(
+∞∫
−R
w[iyw + λw + v]
)
= γ
+∞∫
−R
|w|2 + Re
(
+∞∫
−R
wv
)
6 γ‖w‖2L2(−R,+∞) + ‖w‖L2(−R,+∞)‖v‖L2(−R,+∞) .
By taking the square root of this inequality, we get
‖w′‖L2(−R,+∞) 6 √γ‖w‖L2(−R,+∞) + ‖w‖1/2L2(−R,+∞)‖v‖1/2L2(−R,+∞),
which proves (5.3.21). By applying (5.3.21) to v = η−Ru, u ∈ L2(R), we get∥∥∥(η−R)′ ddy(A(−R,+∞) − λ)−1η−R∥∥∥L(L2(−R,R)) = O
(
1
R
)
, (5.3.22)
which gives, with (5.3.19) and (5.3.20),∥∥∥[A(−R,R), η−R ](A(−R,+∞) − λ)−1η−R∥∥∥L(L2(−R,R)) = O
(
1
R
)
. (5.3.23)
In the same way, we verify that∥∥∥[A(−R,R), η+R ](A(−∞,R) − λ)−1η+R∥∥∥L(L2(−R,R)) = O
(
1
R
)
. (5.3.24)
Equality (5.3.18) can be written
(A(−R,R) − λ)RR(λ) = I + ER(λ) ,
with ‖ER(λ)‖L(L2(−R,R)) = O(R−1), uniformly with respect to λ ∈]−∞, |µ1|/2−
ε] + iR. We deduce the existence of Rε > 0 such that, for every R ≥ Rε ,
(A(−R,R) − λ) is invertible, with inverse(
A(−R,R) − λ
)−1
= RR(λ)
(
I + ER(λ)
)−1
.
We have proved (5.3.12). Moreover, according to the definition (5.3.17) ofRR(λ),
(5.3.8), (5.3.9), (5.3.13) and (5.3.14) yield the estimate (5.3.2).
Step 2 : We prove that
lim
R→+∞
(
inf Reσ
(
A(−R,R)
))
6 |µ1|
2
. (5.3.25)
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First, we reduce the study to the complex Airy operator A(0,R) on the in-
terval (0, R) . Indeed, applying the translation TR : u(x) 7→ u(x+R), we get
T−1R (A(−R,R) − λ)TR = A(0,2R) − (λ+ iR) ,
thus Reσ(A(−R,R)) = Reσ(A(0,2R)) . Therefore, in order to prove (5.3.25), we
are going to prove that
lim
R→+∞
(
inf Reσ
(A(0,R))) 6 |µ1|
2
. (5.3.26)
Let θ1, θ2 ∈ C∞(R; [0, 1]) be such that
Supp (θ1) ⊂ (−∞, 2/3) , θ1 ≡ 1 on (−∞, 1/2) ,
Supp (θ2) ⊂ (1/2,+∞) , θ2 ≡ 1 on (2/3,+∞) ,
θ21 + θ
2
2 ≡ 1 on R .
For j = 1, 2 and R > 0 , we define
χjR(x) = θj
( x
R
)
1(0,R)(x) . (5.3.27)
We want to prove that
1(0,R)
(
A(0,R) + 1
)−1
1(0,R) −→
R→+∞
(
A(0,+∞) + 1
)−1
in L(L2(R+)) . (5.3.28)
Let us remark that
σ
(
1(0,R)
(
A(0,R) + 1
)−1
1(0,R)
)
= σ
((
A(0,R) + 1
)−1)
with non vanishing eigenvalues that have the same multiplicity for both opera-
tors.
Step 2.a : We prove that
1(0,R)
(
A(0,R) + 1
)−1
1(0,R) − χ1R
(
A(0,+∞) + 1
)−1
χ1R −→
R→+∞
0 in L(L2(R+)) .
For this, we use the following approximations of the resolvent of (A(0,R) + 1),
R˜R = χ1R
(
A(0,+∞) + 1
)−1
χ1R + χ
2
R
(
A(0,R) + 1
)−1
χ2R .
Then, we have
(A(0,R) + 1)R˜R = I + [A(0,R) + 1, χ1R]
(
A(0,+∞) + 1
)−1
χ1R
+ [A(0,R) + 1, χ2R]
(
A(0,2R) + 1
)−1
χ2R ,
thus, by composing on the left by 1(0,R)
(
A(0,R) + 1
)−1
1(0,R), we get
1(0,R)
(
A(0,R) + 1
)−1
1(0,R) − χ1R
(
A(0,+∞) + 1
)−1
χ1R = χ
2
R
(
A(0,R) + 1
)−1
χ2R
−1(0,R)
(
A(0,R) + 1
)−1
1(0,R)[A(0,R) + 1, χ1R]
(
A(0,+∞) + 1
)−1
χ1R
−1(0,R)
(
A(0,R) + 1
)−1
1(0,R)[A(0,R) + 1, χ2R]
(
A(0,R) + 1
)−1
χ2R. (5.3.29)
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Now, we control the different terms on the right hand side. The terms involving
commutators can be estimated as in Step 1, thanks to (5.3.2), and we get∥∥∥1(0,R)(A(0,R)+1)−11(0,R)[A(0,R)+1, χ1R](A(0,+∞)+1)−1χ1R∥∥∥L(L2(R+)) = O
(
1
R
)
,
(5.3.30)∥∥∥1(0,R)(A(0,R)+1)−11(0,R)[A(0,R)+1, χ2R](A(0,R)+1)−1χ2R∥∥∥|L(L2(R+)) = O( 1R
)
.
(5.3.31)
Moreover, for u ∈ L2((0, R),C), we have
Im
〈
(A(0,R) + 1)u , u
〉
= 〈yu , u〉 (5.3.32)
where 〈., .〉 denotes the L2((0, R),C)-hermitian product.
This relation, applied to u = χ2R
(
A(0,R) + 1
)−1
χ2Rf , f ∈ L2(0,+∞), which is
supported in (R/2, R), gives
Im
〈
(A(0,R) + 1)u , u
〉
> R
2
‖u‖2.
Moreover,
(A(0,R) + 1)u = (χ2R)2f + [A(0,R) + 1, χ2R]
(
A(0,R) + 1
)−1
χ2Rf .
Thus, estimating the commutator as in Step 1, we get∣∣Im 〈(A(0,R) + 1)u, u〉∣∣ 6 C (1 + 1
R
)
‖f‖‖u‖ .
Therefore,
R
2
‖u‖2 6 C
(
1 +
1
R
)
‖f‖‖u‖ .
We have proved that∥∥∥χ2R(A(0,R) + 1)−1χ2R∥∥∥L(L2(0,+∞)) = O
(
1
R
)
. (5.3.33)
By (5.3.29), (5.3.30), (5.3.31) and (5.3.33), we have∥∥∥1(0,R)(A(0,R) + 1)−11(0,R) − χ1R(A(0,+∞) + 1)−1χ1R∥∥∥L(L2(0,+∞)) = O
(
1
R
)
(5.3.34)
which ends Step 2.a.
Step 2.b : We verify that
χ1R
(
A(0,+∞) + 1
)−1
χ1R −→
R→+∞
(
A(0,+∞) + 1
)−1
in L(L2(0,+∞)) , (5.3.35)
which ends the proof of (5.3.28).
To simplify notation, let us introduce
A+ = A(0,+∞) + 1 .
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First, we write
χ1RA−1+ χ1RA+ = (χ1R)2 − χ1RA−1+ [A+, χ1R],
then, composing on the right by A−1+ and using that (χ1R)2 = 1− (χ2R)2,
A−1+ − χ1RA−1+ χ1R = (χ2R)2A−1+ + χ1RA−1+ [A+, χ1R]A−1+ . (5.3.36)
The term involving a commutator can be estimated as in Step 1,∥∥∥χ1RA−1+ [A+, χ1R]A−1+ ∥∥∥L(L2(R+)) = O
(
1
R
)
. (5.3.37)
For f ∈ L2(0,+∞), we have
R
2
‖(χ2R)2A−1+ f‖2 6 ‖y1/2(χ2R)2A−1+ f‖2 (because Supp (χ2R) ⊂ (R/2, R))
= Im 〈A+(χ2R)2A−1+ f , (χ2R)2A−1+ f〉
6 ‖A+(χ2R)2A−1+ f‖‖(χ2R)2A−1+ f‖
6
(
‖(χ2R)2f‖+ ‖[A+, (χ2R)2]A−1+ f‖
)
‖(χ2R)2A−1+ f‖ ,
where 〈., .〉 denotes the L2((0,+∞),C)-hermitian product and ‖.‖ is the associ-
ated norm. Estimating the term with a commutator as in Step 1, we get
R ‖(χ2R)2A−1+ f‖L2(0,+∞) 6 C
(
1 +
1
R
)
‖f‖L2(0,+∞) .
Thus ∥∥∥(χ2R)2A−1+ ∥∥∥L(L2(0,+∞)) = O
(
1
R
)
. (5.3.38)
Finally, (5.3.36), (5.3.37) and (5.3.38) imply (5.3.35).
Step 2.c : Conclusion.
Step 2.a and Step 2.b prove (5.3.28). The eigenvalues of A−1+ are isolated, thus
we can apply [96, Section IV, §3.5]. For any subsequence Rj → +∞ and any
eigenvalue λ ∈ σ(A−1+ ) \ {0}, there exists a sequence (λj) such that, for every j
large enough
λj ∈ σ
(
1(0,Rj)
(
A(0,Rj) + 1
)−1
1(0,Rj)
)
\ {0} = σ
((
A(0,Rj) + 1
)−1)
\ {0}
and λj → λ when j → +∞.
In particular, with λ = 1/(λ˜ + 1), where λ˜ = eipi/3|µ1| ∈ σ(A(0,+∞)) is the
eigenvalue of A(0,+∞) with smallest real part (see [7]), we get a sequence λ˜j =
1/λj − 1 ∈ σ(A(0,Rj)) such that Re λ˜j → Re λ˜ = |µ1|/2, from which we deduce
(5.3.25).
5.3.4 Semi classical analysis of the Davies operator (γ = 2)
The goal of this section is the proof of Theorem 5.3.2, which is similar to the
one of Theorem 5.3.1.
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Step 1 : Let ε > 0. We search Rε > 0 such that
∀R ≥ Rε, σ
(H(−R,R)) ∩ ((−∞,√2/2− ε) + iR) = ∅ (5.3.39)
and we prove (5.3.4).
Let α ∈ (0, 1/3) and ζ1R, ζ2R, ζ3R ∈ C∞(R; [0, 1]) be such that
Supp ζ1R ⊂ (−∞,−R+Rα) , ζ1R ≡ 1 on (−∞,−R+Rα/2) ,
Supp ζ2R ⊂ (−R+Rα/2, R−Rα/2) , ζ2R ≡ 1 on (−R+Rα, R−Rα) ,
Supp ζ3R ⊂ (R−Rα,+∞) , ζ3R ≡ 1 on (R−Rα/2,+∞) ,
(ζ1R)
2 + (ζ2R)
2 + (ζ3R)
2 ≡ 1 on R ,
‖(ζjR)′‖L∞(R) = O
R→+∞
(R−α) , ‖(ζjR)′′‖L∞(R) = O
R→+∞
(R−2α) , (5.3.40)
Close to y = −R, we have
y2 = −2R(y +R) +R2 + o(|y +R|) .
Thus, we are going to approximate H(−R,R) , close to y = −R, by the complex
Airy type operator on (−R,+∞)
A−R := −
d2
dy2
− 2iR(y +R) + iR2.
In the same way, we will approximate H(−R,R) close to y = +R by the complex
Airy type operator on (−∞,+R)
A+R := −
d2
dy2
− 2iR(R− y) + iR2.
Then, we remark that, if TR and UR are defined by (5.3.7), then we have
A−R = TRA˜∗2RT−1R + iR2 and A+R = URA˜∗2RU−1R + iR2 ,
where A˜R is the Dirichlet realization of the complex Airy operator − d2dy2 + iRy
on (0,+∞).
Following [75], we deduce that
inf Reσ
(A+R) = inf Reσ (A−R) = (2R)2/3 |µ1|2 , (5.3.41)
and, for every ε > 0, there exists Cε > 0 such that
sup
γ ∈ [0, R2/3|µ1|/2 − ε],
ν ∈ R
∥∥∥(A±R − (γ + iν))−1∥∥∥ 6 CεR2/3 . (5.3.42)
We call H0 the complex harmonic oscillator − d2dy2 + iy2 on R, that will serve
to approximate H(−R,R) on the support of ζ2R. We recall that inf Reσ(H0) =
cospi/4 =
√
2/2 (see [41]) and
sup
γ ≤ √2/2 − ε,
ν ∈ R
∥∥∥(H0 − (γ + iν))−1∥∥∥ 6 C ′ε , (5.3.43)
5.3. NONOBSERVABILITY ON A VERTICAL STRIP 181
for some C ′ε > 0, see for instance [116].
Now, we take λ = γ + iν ∈ (0,√2/2− ε) + iR and we set
QR(λ) = ζ1R
(
A−R − λ
)−1
ζ1R + ζ
2
R
(
H0 − λ
)−1
ζ2R + ζ
3
R
(
A+R − λ
)−1
ζ3R. (5.3.44)
Then, we have
(H(−R,R) − λ)QR(λ) = I + [H(−R,R), ζ1R]
(
A−R − λ
)−1
ζ1R
+[H(−R,R), ζ2R]
(
H0 − λ
)−1
ζ2R + [H(−R,R), ζ3R]
(
A+R − λ
)−1
ζ3R
+ζ1R(H(−R,R) −A−R)
(
A−R − λ
)−1
ζ1R + ζ
3
R(H(−R,R) −A+R)
(
A+R − λ
)−1
ζ3R ,
as equality between operators on L2(−R,R) . The terms involving commutators
can be estimated as in Step 1 of the previous section, by using (5.3.40), (5.3.42),
(5.3.43) and we get∥∥∥[H(−R,R), ζ1R](A−R − λ)−1ζ1R∥∥∥L(L2(−R,R)) + ∥∥∥[H(−R,R), ζ2R](H0 − λ)−1ζ2R∥∥∥L(L2(−R,R))
+
∥∥∥[H(−R,R), ζ3R](A+R − λ)−1ζ3R∥∥∥L(L2(−R,R)) = O(R−α) .
Moreover, we have, by definition of A−R,
(H(−R,R) −A−R)u(y) = i(y +R)2u(y) ,
and on the support of ζ1R, we have y +R ≤ Rα. Therefore, by (5.3.42)∥∥∥ζ1R(H(−R,R) −A−R)(A−R − λ)−1ζ1R∥∥∥L(L2(−R,R)) ≤ R2α∥∥∥(A−R − λ)−1∥∥∥L(L2(−R,+∞))
≤ CεR2(α−1/3) .
In the same way, we verify∥∥∥ζ3R(H(−R,R) −A+R)(A+R − λ)−1ζ3R∥∥∥L(L2(−R,R)) ≤ CεR2(α−1/3) .
Thus, we have proved that
(H(−R,R) − λ)QR(λ) = I + E˜R(λ),
with ‖E˜R(λ)‖ → 0 as R → +∞ , uniformly with respect to λ in the interval
(0,
√
2/2 − ε) + iR . Thus, there exists Rε > 0 such that, for every R ≥ Rε,
(H(−R,R) − λ) is invertible, with(
H(−R,R) − λ
)−1
= QR(λ)
(
I + E˜R(λ)
)−1
. (5.3.45)
This proves the existence of R > 0 such that (5.3.39) holds. The resolvent es-
timate (5.3.4) follows from (5.3.42), (5.3.43) and (5.3.44).
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Step 2 : We prove
lim
R→+∞
inf Reσ
(H(−R,R)) 6 √2
2
. (5.3.46)
Let ϕ1R, ϕ
2
R ∈ C∞(R, [0, 1]) be such that
Supp (ϕ1R) ⊂ (−∞,−R/2) ∪ (R/2,+∞) , ϕ1R ≡ 1 on (−∞,−2R/3) ∪ (2R/3,+∞) ,
Supp (ϕ2R) ⊂ (−2R/3, 2R/3) , ϕ2R ≡ 1 on (−R/2, R/2) ,
(ϕ1R)
2 + (ϕ2R)
2 ≡ 1 on R ,
‖(ϕjR)′‖L∞(R) = O
(
R−1
)
, ‖(ϕjR)′′‖L∞(R) = O
(
R−2
)
.
We recall that H0 denotes the operator − d2dx2 + ix2 defined on R, and we set
Q˜R = ϕ2R
(
H0 + 1
)−1
ϕ2R + ϕ
1
R
(
H(−R,R) + 1
)−1
ϕ1R .
Thus, we have (H(−R,R) + 1) Q˜R = I + PR ,
where
PR = [H(−R,R), ϕ2R]
(
H0 + 1
)−1
ϕ2R + [H(−R,R), ϕ1R]
(
H(−R,R) + 1
)−1
ϕ1R ,
and
‖PR‖L(L2(−R,R)) = O(R−1) . (5.3.47)
By composing on the left with (H(−R,R) + 1)−1, we get(
H(−R,R)+1
)−1
−ϕ2R
(
H0+1
)−1
ϕ2R = ϕ
1
R
(
H(−R,R)+1
)−1
ϕ1R−
(
H(−R,R)+1
)−1
PR .
(5.3.48)
By going back over the proof of (5.3.33) and replacing (5.3.32) by
Im
〈H(−R,R)u, u〉 = 〈x2u, u〉 , (5.3.49)
we get ∥∥∥ϕ1R(H(−R,R) + 1)−1ϕ1R∥∥∥L(L2(−R,R)) = O
(
1
R
)
.
By (5.3.48), the previous relation, together with (5.3.47) and (5.3.4) imply
∥∥∥(H(−R,R) + 1)−1 − ϕ2R(H0 + 1)−1ϕ2R∥∥∥L(L2(−R,R)) = O
(
1
R
)
. (5.3.50)
Then, we prove that the operator ϕ2R(H0 + 1)−1ϕ2R converges to (H0 + 1)−1
in L(L2(R)), when R → +∞, with the same arguments as in Step 2.b of the
previous section. Thus, (5.3.46) is proved, with the same arguments as in Step
2.c of the previous section, and this ends the proof of Theorem 5.3.2.
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5.4 Examples of (Ω1, ω1) satisfying Property P(s)
The goal of this section is to give examples of pairs (Ω1, ω1) that satisfy
Property P(s) for any s ∈ (0, 1/2). Precisely, we prove that it is the case if Ω1
is a conical bounded subset of Rd and ω1 is any open subset of Ω1 that does not
intersect the boundary ∂Ω1. Note that the result covers the situation where Ω1
is a disk or a circular sector in 2D, a ball in any space dimension.
Proposition 5.4.1 Let d ∈ N, d > 2 and U be an open subset of Sd−1. Let Ω1
be the conical open subset of Rd defined by
Ω1 := {x = rx′ ; 0 < r < 1 , x′ ∈ U} .
Let ω1 be an open subset compactly embedded in Ω1. There exist constants
C,K > 0, a sequence (λ˜k)k∈N∗ of eigenvalues of the operator (−∆DΩ1) (with
domain H2 ∩ H10 (Ω1)) and associated normalized eigenvectors (ϕ˜k)k∈N∗ such
that ∫
ω1
|ϕ˜k(x)|2dx 6 Ke−C
√
λ˜k , ∀k ∈ N∗.
In particular (Ω1, ω1) satisfies Property P(s) for any s ∈ (0, 1/2).
We refer to [109] for other similar results. Our proof of Proposition 5.4.1
relies on properties of Bessel functions, recalled in the next statement.
Proposition 5.4.2 The Bessel functions of the first kind Jν satisfy
0 < Jν(νx) 6 eνg(x) , ∀ν ∈ (0,+∞) , x ∈ (0, 1) , (5.4.1)
|J ′ν(νx)| <
(1 + x2)1/4eνg(x)
x
√
2piν
, ∀ν ∈ (0,+∞) , x ∈ (0, 1) , (5.4.2)
Jν(ν) ∼
ν→+∞
a
ν1/3
, (5.4.3)
where
g(x) := ln(x) +
√
1− x2 − ln[1 +
√
1− x2] and a := 2
1/3
32/3Γ(2/3)
> 0 .
Inequalities (5.4.1) and (5.4.2) are proved in [126] ; inequality (5.4.3) is in [1,
Formula 9.3.31, Page 368]. Note that g is negative and increasing on (0, 1) and
that g(1) = 0.
Proof of Proposition 5.4.1 : We recall that, in coordinates (r, x′), the
Dirichlet-Laplacian writes
(−∆DΩ1)ϕ = −
∂2ϕ
∂r2
− d− 1
r
∂ϕ
∂r
+
1
r2
(−∆DU )ϕ .
Let (λ′k)k∈N∗ be the increasing sequence of eigenvalues of (−∆DU ) and (Xk)k∈N∗
be associated eigenfunctions (−∆
D
U )Xk(x
′) = λ′kXk(x
′) , x′ ∈ U ,
Xk(x
′) = 0 , x′ ∈ ∂U ,
‖Xk‖L2(U) = 1 .
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For k ∈ N∗, we define
νk :=
√
λ′k +
(
d
2
− 1
)2
and jk the first positive zero of the Bessel function of first kind Jνk . Note that
νk < jk < νk + δν
1/3
k , ∀k ∈ N∗ , (5.4.4)
for some constant δ > 0 (see [1, Formula 9.5.14, Page 371]). Let
Ck :=
(∫ 1
0
∣∣∣r− d2 +1Jνk(jkr)∣∣∣2rd−1dr)1/2 , ∀k ∈ N∗ .
Then, for every k ∈ N∗, the function
ϕ˜k(rx
′) :=
1
Ck
r−
d
2 +1Jνk(jkr)Xk(x
′) ,∀r ∈ (0, 1) , x′ ∈ U ,
is a normalized eigenfunction of (−∆DΩ1) associated to the eigenvalue
λ˜k := j
2
k . (5.4.5)
Step 1 : We prove the existence of C1 > 0 such that, for k large enough
Ck >
C1
ν
3/4
k
. (5.4.6)
Let  ∈ (0, 5/6). Performing changes of variables, we get, for k large enough
Ck =
(∫ 1
0
|Jνk(jkr)|2rdr
)1/2
= 1jk
(∫ jk
0
|Jνk(ρ)|2ρdρ
)1/2
> 1jk
(∫ νk
0
|Jνk(ρ)|2ρdρ
)1/2
by (5.4.4)
> νkjk
(∫ 1
0
|Jνk(νkr)|2rdr
)1/2
> C
 1∫
1−ν−
5
6
−
k
|Jνk(νkr)|2dr

1/2
by (5.4.4).
(5.4.7)
For r ∈ (1− ν− 56−, 1) and ν large enough, we have
|Jν(νr)| > |Jν(ν)| − ν(1− r) sup{|J ′ν(νσ)|;σ ∈ (r, 1)}
> a
2ν1/3
− ν1− 56− C√
ν
by (5.4.2) and (5.4.3)
> 1
ν1/3
(
a
2 − Cν
)
> a
4ν1/3
.
(5.4.8)
We deduce from (5.4.7) and (5.4.8) that (5.4.6) holds for some constant C1 > 0.
Step 2 : Conclusion.
Let ω1 be an open subset of Rd such that ω1 ⊂ Ω1. There exists a ∈ (0, 1) such
that
ω1 ⊂ {x = rx′; 0 < r < a, x′ ∈ U} .
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Thus, for every k ∈ N∗,∫
ω1
|ϕ˜k(x)|2dx 6
∫ a
0
∣∣∣∣ 1Ck r− d2 +1Jνk(jkr)
∣∣∣∣2 rd−1dr
6 a
2
2C2k
sup {Jνk(jkr); 0 < r < a} .
Let b ∈ (a, 1). By (5.4.4), we have jkaνk < b < 1 for k large enough. Then, by
(5.4.1) for every r ∈ (0, a),
0 < Jνk(jkr) = Jνk
(
νk
jkr
νk
)
6 eνkg
(
jkr
νk
)
.
Explicit computations show that g′(x) > 0, for every x ∈ (0, 1), thus
g
(
jkr
νk
)
< g (b) < 0 , ∀r ∈ (0, a).
Therefore, ∫
ω1
|ϕ˜k(x)|2dx 6 a
2
2C2k
e−|g(b)|νk .
By (5.4.6), (5.4.4) and (5.4.5), we get the conclusion. 2
Finally, let us quote, without proof, other examples of pairs (Ω1, ω1) satis-
fying Property P(s) for appropriate values of s.
If Ω1 is a filled ellipse and ω1 is an open subset of Ω1 that does not intersect
∂Ω1, then the pair (Ω1, ω1) satisfies property P(s) for any s ∈ (0, 1/2). This
can be proved by working in separate variables as in [109] and constructing
”whispery galleries” solutions. The same result holds if ω1 intersects ∂Ω1 but
does not intersect the small axis of Ω1 (see [109, Theorem 3.1, page 786]). This
time this corresponds to ”focusing solutions”.
All these results can be proved with semi-classical analysis (see for instance
[132] and [50]).
5.5 Well posedness and Fourier decomposition
In this section γ ∈ N∗ and β ∈ (0, 1) are fixed. For f ∈ C∞c (Ω,C), we define
|f |V :=
(∫
Ω
|∂vf(x, v)|2dxdv
)1/2
and
V := Adh|.|V [C
∞
c (Ω,C)] .
Observe that H10 (Ω) ⊂ V ⊂ L2(Ω) , thus V is dense in L2(Ω) . We define the
operator Aγ,β by
D(Aγ,β) := {f ∈ V ;−∂2vf + ivγ(−∆x)βf ∈ L2(Ω)} ,
Aγ,βf := −∂2vf + ivγ(−∆x)βf .
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Then D(Aγ,β) is dense in L
2(Ω) , (Aγ,β , D(Aγ,β)) is a closed operator and both
Aγ,β and A
∗
γ,β are dissipative, thus (Aγ,β , D(Aγ,β)) generates an strongly con-
tinuous semigroup of contractions of L2(Ω) (see the Lumer-Phillips Theorem
[113, Corollary 4.4, Chapter 1, page 15], or the Hille Yosida Theorem [25, The-
orem VII.4, page 105]).
We consider a solution g ∈ C0([0, T ], L2(Ω)) of (5.1.3). Then, the function
x 7→ g(t, x, v) belongs to L2(Ω1) for almost every (t, v) ∈ [0,+∞) × (−1, 1),
thus, it can be developed on the Hilbert basis (ϕn)n∈N∗ (see (5.1.4)) as follows
g(t, x, v) =
∑
n∈N∗
gn(t, v)ϕn(x) where gn(t, v) :=
∫
T
g(t, x, v)ϕn(x)dx , ∀n ∈ N∗ .
(5.5.1)
In what follows, with a slight abuse of vocabulary, this decomposition is called
’Fourier decomposition’ and the functions gn(t, v) are called ’Fourier compo-
nents’.
Proposition 5.5.1 For every n ∈ N∗, gn is the unique solution of ∂tgn(t, v) + iλ
β
nv
γgn(t, v)− ∂2vgn(t, v) = 0 , (t, v) ∈ (0,+∞)× (−1, 1) ,
gn(t,±1) = 0 , t ∈ (0,+∞) ,
gn(0, v) = g0,n(v) , v ∈ (−1, 1) ,
(5.5.2)
where g0,n ∈ L2(−1, 1) is given by
g0,n(v) :=
∫
Ω1
g0(x, v)ϕn(x)dx , v ∈ (−1, 1) .
This result can be proved by following the same steps as in [14, Section 2.2].
5.6 Observability on a horizontal strip
The goal of this section is the proof of the statements 1 of Theorems 5.1.6
and 5.1.7. Note that the negative part of the first statement of Theorem 5.1.7
(i.e. no null controllability, when γ = 2 and T < T ∗) can be done exactly as in
[13].
5.6.1 Global Carleman estimate
The goal of this subsection is the statement of a global Carleman estimate,
proved in [13, Appendix] and useful for the proof of the statements 1 of Theorems
5.1.6 and 5.1.7. For λ ∈ R and γ ∈ {1, 2}, we introduce the operator
Pλ,γ g := ∂tg + iλvγg − ∂2vg .
Proposition 5.6.1 Let a, b be such that −1 < a < b < 1. There exist a weight
function β ∈ C1([−1, 1],R∗+), positive constants C1, C2 such that, for every λ ∈
R, γ ∈ {1, 2}, T > 0 and g ∈ C0([0, T ], L2(−1, 1)) ∩ L2(0, T ;H10 (−1, 1)) the
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following inequality holds
C1
∫ T
0
∫ 1
−1
(
M
t(T−t)
∣∣∂g
∂v (t, v)
∣∣2 + M3(t(T−t))3 ∣∣g(t, v)∣∣2) e−Mβ(v)t(T−t) dvdt
6
∫ T
0
∫ 1
−1 |Pλ,γg(t, v)|2e−
Mβ(v)
t(T−t) dvdt+
∫ T
0
∫ b
a
M3
(t(T−t))3 |g(t, v)|2e−
Mβ(v)
t(T−t) dvdt ,
(5.6.1)
where M := C2 max{T + T 2;
√|λ|T 2} .
In this proposition, the weight β is the usual one for Carleman estimates for
1D heat equations ; since its explicit expression will not be used in this article,
we do not specify its properties. Note that we have sharp dependency of M on
λ and T . In particular, if we treat the term iλvγg as a lower-order term, to
apply the Carleman estimate for the operator (∂t − ∂2v), then, we can obtain
a less sharp dependency M = O(λ2/3), which is not sufficient in this article.
The proof of this Carleman estimate is done in [13, Appendix], by revisiting the
usual proof.
5.6.2 Dissipation of Fourier components
The Dirichlet realization of the operator −∂2v +iλβnvγ on (−1, 1) is not a nor-
mal operator. Thus it is not obvious that the exponential decay of the solutions
of (5.5.2) is given by the smallest real part of the eigenvalues of this operator.
This question is answered in the following statement.
Proposition 5.6.2 Let γ ∈ {1, 2} and
d :=
2γβ
2 + γ
.
There exist K, δ > 0 such that, for every n ∈ N∗ and g0,n ∈ L2(−1, 1), the
solution of (5.5.2) satisfies
‖gn(t)‖L2(−1,1) 6 Ke−δλ
d
nt‖g0,n‖L2(−1,1) , ∀t > 0 . (5.6.2)
Moreover, for every  > 0, there exists n∗ > 0 such that, for every n > n∗,
(5.6.2) holds with K = K and
δ =
{ |µ1|/2− ε if γ = 1 ,√
2/2− ε if γ = 2 , (5.6.3)
where µ1 is the first zero (from the right) of the Airy function.
Finally, the exponent d of λn in (5.6.2) is optimal, and the critical value of δ
in (5.6.3) is also optimal.
This result is stronger than [13, Propositions 10 and 17] because in (5.6.2),
we have L2-norms on both sides, whereas in [13] there was an H1-norm on
the right hand side. We study this problem in semi-classical formulation (take
hn = λ
−β/2
n and s = hnt).
Let h0 > 0. For h ∈ (0, h0) and ψ0,h ∈ L2(−1, 1), we consider the equation h∂tψh(t, v)− h
2∂2vψh(t, v) + iv
γψh(t, v) = 0 , (t, v) ∈ (0,+∞)× (−1, 1) ,
ψh(t,±1) = 0 , t ∈ (0,+∞) ,
ψh(0, v) = ψ0,h(v) , v ∈ (−1, 1) .
(5.6.4)
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Proposition 5.6.3 Let e = 2γ/(γ + 2) . There exist K, δ > 0 such that, for
every h ∈ (0, h0) and ψ0,h ∈ L2(−1, 1) , the unique solution of (5.6.4) satisfies
‖ψh(t)‖L2(−1,1) ≤ Ke−δh
e−1t‖ψ0,h‖L2(−1,1) , ∀t > 0 . (5.6.5)
Moreover, for every ε > 0, there exists h∗ ∈ (0, h0) such that, for every h ∈
(0, h∗) , (5.6.5) holds with K = Kε and (5.6.3) where µ1 is the first zero (from
the right) of the Airy function.
Finally, the exponent d of h in (5.6.5) is optimal, and the critical value of δ in
(5.6.3) is also optimal.
Proof of Proposition 5.6.3 :
Let Ah be the operator defined by
Ah = −h2 d
2
dv2
+ ivγ , D(Ah) = H2(−1, 1) ∩H10 (−1, 1) .
By rescaling (R = R(h) = h−e/γ and y = Rv) and using Theorems 5.3.1 and
5.3.2, we have
lim
h→0
h−e inf Reσ(Ah) =
{ |µ1|/2 if γ = 1 ,√
2/2 if γ = 2 .
(5.6.6)
Thus, we can consider
δ∗ := min
h∈(0,h0)
h−e inf Reσ(Ah) > 0 .
Let δ ∈ (0, δ∗). By Theorems 5.3.1 and 5.3.2, there exists Cδ such that
sup
ν∈R
∥∥∥(Ah − δhe − iν)−1∥∥∥ 6 Cδ
he
.
Thus,
sup
ν∈R
∥∥∥∥∥
(
Ah
h
− δhe−1 − iν
)−1∥∥∥∥∥ 6 Cδh1−e . (5.6.7)
Moreover, the operator h−1Ah is maximally accretive, thus it generates a semi-
group of contractions :
‖ψh(t)‖L2(−1,1) 6 ‖ψ0,h‖L2(−1,1) , ∀t > 0 . (5.6.8)
We can apply [83, Theorem 1.5], with ω = −δhe−1 < 0, r(ω)−1 ≤ Cδh1−e ,
m(t) ≡ 1 and a = a˜ = t/2 . Note that
‖1‖2L2((0,t/2);eωtdt) =
1− eωt/2
−ω .
Thus, we obtain
‖ψh(t, ·)‖L2(−1,1) 6 δCδ
1− e−δhe−1t/2 e
−δhe−1t‖ψ0,h‖L2(−1,1) , ∀t > 0 . (5.6.9)
Let c0 > 0 and th = 2c0h
1−e/δ . Then, by (5.6.9),
‖ψh(t, ·)‖L2(−1,1) 6 K1e−δh
e−1t‖ψ0,h‖L2(−1,1) , ∀t ≥ th
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with
K1 =
δCδ
1− e−c0 .
Moreover, by (5.6.8),
‖ψh(t)‖L2(−1,1) 6 K2e−δh
e−1t‖ψ0,h‖L2(−1,1) , ∀t ≤ th
with K2 = e
2c0 . Thus,
‖ψh(t)‖L2(−1,1) 6 Ke−δh
e−1t‖ψ0,h‖L2(−1,1) , ∀t > 0 (5.6.10)
with K = max(K1,K2).
Finally, if ε > 0 is fixed, by (5.6.6) there exists h∗ ∈ (0, h0) such that all the
previous estimates hold for h ∈ (0, h∗) and δ as in (5.6.3). Indeed, we have
δ < δ˜∗ := min
h∈(0,h∗)
h−e inf Reσ(Ah).
To prove the optimality of exponent (e− 1) of h in (5.6.5), we just consider
ψ0,h ∈ ker(Ah − λ0,hhe) ,
where λ0,h satisfies h
eλ0,h ∈ σ(Ah) and heReλ0,h = inf Reσ(Ah). Then, we
have
ψh(t, v) = e
−λ0,hhe−1tψ0,h(v) .
Thus, by (5.6.6), for every t > 0 and ε > 0 , there exists h∗ > 0 such that, for
every h ∈ (0, h∗) ,
‖ψh(t, ·)‖L2(−1,1) = e−λ0,hh
e−1t‖g0,n‖L2(−1,1)
> e−(ν+ε)he−1t‖ψ0,h‖L2(−1,1) ,
with ν = |µ1|/2 if γ = 1 and ν =
√
2/2 if γ = 2 . 2
5.6.3 Proof of the positive statements of Theorems 5.1.6
and 5.1.7
The positive statements in Theorems 5.1.6 and 5.1.7 are consequences of the
following proposition and of the Bessel-Parseval equality.
Proposition 5.6.4 Let β ∈ (0, 1) and 0 < a < b < 1 .
– If γ = 1 , then, for every T > 0 , there exists C > 0 such that for every
n ∈ N∗ and g0,n ∈ L2(−1, 1) , the solution of (5.5.2) satisfies∫ 1
−1
|gn(T, v)|2 dv 6 C
∫ T
0
∫ b
a
|gn(t, v)|2 dvdt . (5.6.11)
– If γ = 2 , then, there exists T1 > 0 such that, for every T > T1 , there exists
C > 0 such that for every n ∈ N∗ and g0,n ∈ L2(−1, 1) , the solution of
(5.5.2) satisfies (5.6.11).
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Proof of Proposition 5.6.4 :
We deduce from Proposition 5.6.1 that
C3λ3β/2n e−c
∗ λβ/2n
∫ 2T/3
T/3
∫ 1
−1
|gn(t, v)|2dvdt 6 C4
∫ T
0
∫ b
a
|gn(t, v)|2dvdt (5.6.12)
for n large enough, where C3 := C2 max{4C1; (4C1)3} , c∗ := 92C2 max{β(v); v ∈
[−1, 1]} , C4 := max{x3e−β∗x;x > 0} and β∗ := min{β(v); v ∈ (a, b)} .
Moreover, thanks to Proposition 5.6.2, we have∫ 1
−1 |gn(T, v)|2 dv 6 3K
2
T e
−2δλdnT/3
∫ 2T/3
T/3
∫ 1
−1 |gn(t, v)|2 dvdt
6 C5
λ
3β/2
n
ec
∗λβ/2n −2δλdnT/3
∫ T
0
∫ b
a
|gn(t, v)|2 dvdt
(5.6.13)
where C5 := K2C4/C3 .
Case 1 : γ = 1 . Then d = 2β3 >
β
2 , thus the observability constant above
converges to zero as n → +∞. This proves the existence of a uniform observ-
ability constant for high frequencies : there exists CH > 0 and n0 ∈ N∗ such
that∫ 1
−1
|gn(T, v)|2 dv 6 CH
∫ T
0
∫ b
a
|gn(t, v)|2 dvdt , ∀g0n ∈ L2(−1, 1), n > n0.
Moreover, for every n ∈ {1, ..., n0}, there exists a constant Cn > 0 such that∫ 1
−1
|gn(T, v)|2 dv 6 Cn
∫ T
0
∫ b
a
|gn(t, v)|2 dvdt , ∀g0n ∈ L2(−1, 1)
(usual observability inequality for 1D heat equations). Thus, the uniform ob-
servability constant C := max{CH , Cn; 1 6 n 6 n0} gives the conclusion.
Case 2 : γ = 2 . Then d = β2 , thus, when T > T1 :=
3c∗
2δ , the observability
constant in (5.6.13) converges to zero as n→ +∞ and the proof can be ended
as in the previous case. 2
Annexe A
Pseudospectre et indices
d’instabilite´
A.1 Introduction
Notre objectif est de pre´ciser la forme du pseudospectre dans le cas partic-
ulier d’un ope´rateur a` spectre discret constitue´ de valeurs propres simples au sens
de la multiplicite´ alge´brique. Plus pre´cise´ment, nous ge´ne´raliserons un re´sultat
donne´ dans [134] permettant de comparer le pseudospectre a` une re´union de
boules autour des valeurs propres.
Nous utilisons la notion d’indice d’instabilite´ associe´ a` un e´le´ment isole´ λ du
spectre. Ces objets ont e´te´ de´finis a` la section 1.3, et permettent en un sens de
mesurer l’instabilite´ de λ.
Dans [134], M. Embree et L. N. Trefethen donnent une description approxima-
tive du pseudospectre d’une matrice a` valeurs propres distinctes, sans bloc de
Jordan :
The´ore`me A.1.1 ([134]) Soit A ∈ L(Cn) une matrice a` valeurs propres sim-
ples et sans bloc de Jordan. Alors, quand ε→ 0,⋃
λ∈σ(A)
D(λ, κ(λ)ε+O(ε2)) ⊂ σε(A) ⊂
⋃
λ∈σ(A)
D(λ, κ(λ)ε+O(ε2)) .
Ce the´ore`me est de´montre´ a` l’aide de la caracte´risation donne´e par le
The´ore`me 1.1.2, en utilisant la the´orie des perturbations de Kato [96].
Dans cette annexe, nous cherchons a` comprendre si ce re´sultat s’e´tend au cas
de la dimension infinie. La principale difficulte´ de cette ge´ne´ralisation provient
de la ne´cessite´ de controˆler le reste O(ε2) uniforme´ment par rapport a` la per-
turbation, mais aussi par rapport a` la valeur propre λ. Le controˆle par rapport
a` la perturbation sera conside´re´ ici, mais la question de savoir dans quels cas le
reste est uniforme par rapport a` λ n’a pas e´te´ traite´e. C’est pourquoi nous nous
contentons de conside´rer des parties borne´es de pseudospectre.
Proposition A.1.2 Soit A un ope´rateur ferme´ dont le spectre est constitue´ de
valeurs propres isole´es, simples, sans bloc de Jordan. Pour tout compact K ⊂ C,
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il existe ε0 > 0 tel que, pour tout ε < ε0,
K∩
⋃
λ∈σ(A)
D(λ, κ(λ)ε+OK(ε2)) ⊂ K∩σε(A) ⊂ K∩
⋃
λ∈σ(A)
D(λ, κ(λ)ε+OK(ε2)) .
(A.1.1)
La suite de cette annexe est consacre´e a` la preuve de cette proposition :
nous de´terminons le coefficient du terme d’ordre 1 dans la section A.2, et nous
controˆlons le reste uniforme´ment par rapport a` la perturbation dans la section
A.3.
A.2 Premier terme du de´veloppement des valeurs
propres perturbe´es
Nous utilisons la caracte´risation du pseudospectre donne´e par le
The´ore`me 1.1.2. Soit λ ∈ σ(A) et B ∈ L(H) tel que ‖B‖ ≤ 1. Sous les hy-
pothe`ses de non-de´ge´ne´rescence de la proposition, la the´orie des perturbations
de Kato [96] permet d’affirmer qu’il existe, pour t ∈ C suffisamment petit, une
unique fonction t 7→ λ(t) ∈ C telle que λ(t) est valeur propre (simple, sans bloc
de Jordan) de l’ope´rateur A(t) := A+tB avec λ(0) = λ, et que cette fonction est
holomorphe. On suppose ici λ ∈ K, ou` K est un compact fixe´, car si rλ de´signe
le rayon de convergence de la fonction λ(t), on peut alors avoir
inf{rλ : λ ∈ σ(A)} = 0 .
Il s’agit de de´terminer le terme principal de la distance |λ(t) − λ| pour |t| ≤ ε.
D’apre`s le de´veloppement de Taylor de λ(t) en 0, nous cherchons donc a` calculer
λ′(0).
Soit uλ un vecteur propre pour A associe´ a` λ et u∗λ un vecteur propre pour A∗
associe´ a` λ¯.
L’hypothe`se rg Πλ = 1 entraˆıne 〈uλ, u∗λ〉 6= 0 d’apre`s la Proposition 1.3.2, (i).
Les vecteurs propres uλ(t) et u
∗
λ(t) de A(t) et A∗(t) respectivement, ve´rifiant
uλ(0) = uλ et u
∗
λ(0) = u
∗
λ, de´pendent eux aussi de fac¸on holomorphe de t pour
t suffisamment petit, et nous pouvons de´river l’e´galite´
A(t)uλ(t) = λ(t)uλ(t) ,
pour obtenir
λ′(t)uλ(t) = (A(t)− λ(t))u′λ(t) +A′(t)uλ(t) .
En prenant le produit scalaire avec u∗λ en t = 0 , nous obtenons
λ′(0)〈uλ, u∗λ〉 = 〈u′λ(0), (A∗ − λ¯)u∗λ〉︸ ︷︷ ︸
=0
+〈Buλ, u∗λ〉 ,
c’est-a`-dire
λ′(0) =
〈Buλ, u∗λ〉
〈uλ, u∗λ〉
. (A.2.1)
Dans d’autres contextes, cette formule est appele´e Formule de Feynman-Hellmann.
Puisque ‖B‖ ≤ 1 et d’apre`s (1.3.5), on a donc
|λ′(0)| ≤ κ(λ) .
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D’autre part, si on choisit
B = 1
κ(λ)
Π∗¯λ ,
ou` Π∗¯
λ
est le projecteur spectral associe´ a` λ¯ pour A∗, on a bien ‖B‖ ≤ 1 et
λ′(0) = κ(λ) .
Ceci ache`ve la preuve de la proposition dans le cas de la dimension finie, en
e´crivant
λ(t) = λ+ λ′(0)t+OB(t2) .
Il est en effet facile d’obtenir l’uniformite´ par rapport a` B dans la boule unite´
par un argument de compacite´, qui n’est plus valable en dimension infinie. Le
reste de la preuve en dimension infinie consiste a` ve´rifier que le reste OB(t2) est
uniforme par rapport a` l’ope´rateur B choisi dans la perturbation.
A.3 Uniformite´ du reste par rapport a` la per-
turbation
Pour insister sur la de´pendance en l’ope´rateur B des objets manipule´s dans
la section pre´ce´dente, nous noterons ici AB(t) = A(t) et λB(t) = λ(t) . Nous
supposerons par ailleurs λ = 0 pour alle´ger les notations.
Etape 1 : Exprimer les valeurs propres de A+ tB comme les ze´ros
d’une fonction E−+B (t, z) .
Le controˆle uniforme du reste par rapport a` B va se faire en exprimant les
valeurs propres λB(t) comme ze´ros d’une fonction re´gulie`re, ce qui sera possible
en conside´rant le proble`me de Grushin suivant. Nous renvoyons a` [129] pour une
discussion approfondie sur ce type de me´thodes.
Soit AB(t, z) l’ope´rateur agissant sur l’espace de Hilbert H⊗ C de´fini par
AB(t, z) =
( A+ tB − z u∗0
〈·, u∗0〉 0
)
,
ou` u∗0 ve´rifie A∗u∗0 = 0 et 〈u0, u∗0〉 = 1 .
Remarquons que u∗0 est orthogonal a` tout vecteur propre de A associe´ a` une
valeur propre µ 6= 0.
Dans la suite, on notera A = AB(0,0) . Nous allons ve´rifier que AB(t, z) est
inversible pour t et z suffisamment petits. Nous verrons ensuite que les valeurs
propres de A + tB s’interpre`tent comme les ze´ros d’une fonction de t et de z
apparaissant dans l’expression de AB(t, z)−1.
Lemme A.3.1 Il existe ε0 > 0 et r0 > 0 tels que, pour tous |t| ≤ ε0 , |z| ≤ r0
et B ∈ L(H) tel que ‖B‖ ≤ 1 , l’ope´rateur
AB(t, z) :=
( A+ tB − z u∗0
〈 · , u∗0 〉 0
)
: D(A)⊗ C→ H⊗ C
est inversible.
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Preuve :
Commenc¸ons par ve´rifier que A est inversible. Soit x = (u, α) ∈ D(A) ⊗ C tel
que Ax = 0. Alors, { Au+ αu∗0 = 0 ,
〈u, u∗0〉 = 0 .
En prenant le produit scalaire de la premie`re ligne par u∗0, on obtient
α‖u∗0‖2 = 0, d’ou` α = 0 puis Au = 0. Comme 0 est valeur propre simple, on en
de´duit qu’il existe λ ∈ C tel que u = λu0, ce qui donne λ¯ = 0 dans la deuxie`me
ligne, puisque 〈u0, u∗0〉 = 1. On a donc x = 0 et A est injectif.
Pour montrer la surjectivite´, prenons maintenant y = (v, β) ∈ H ⊗ C et
cherchons x = (u, α) tel que Ax = y, c’est-a`-dire{ Au+ αu∗0 = v ,
〈u, u∗0〉 = β .
On remarque que R(A) ⊂ 〈u∗0〉⊥ et que la restriction A⊥ de A a` 〈u∗0〉⊥ est
inversible.
On distingue donc deux cas :
Si v ∈ 〈u∗0〉⊥, alors x˜ := (u˜, 0), ou` u˜ = A−1⊥ v, ve´rifie la premie`re ligne du syste`me
ci-dessus, et cela reste valable si l’on ajoute a` u˜ n’importe quel multiple de u0 ;
on prend donc u = u˜+βu0 pour satisfaire la seconde ligne, et x := (u, 0) est un
ante´ce´dent de y.
Par ailleurs, si v = λu∗0 , alors x = (βu0, λ) convient.
Par conse´quent A est inversible.
Nous allons maintenant de´terminer l’inverse C de A, en le construisant par
exemple comme un inverse a` gauche. Soit
C =
( C w
` µ
)
avec w ∈ H, ` ∈ L(H,C) et µ ∈ C .
La condition CA = I s’e´crit
CA+ 〈 · , u0∗ 〉w = I ,
Cu∗0 = 0 ,
` ◦ A+ µ〈 · , u0∗ 〉 = 0 ,
`(u∗0) = 1 .
Pour que la troisie`me ligne soit ve´rifie´e, on choisit µ = 0 et ` = 〈 · , νu∗0 〉 avec
ν ∈ C a` de´terminer.
La quatrie`me condition impose alors ν = 1/‖u∗0‖2. Si on choisit maintenant w =
u0 , on constate d’apre`s (1.3.4) que l’ope´rateur 〈 · , u0∗ 〉w est e´gal au projecteur
spectral Π de A associe´ a` la valeur propre 0.
D’apre`s les deux premie`res lignes, l’ope´rateur C doit donc ve´rifier
CA = I −Π et u∗0 ∈ ker C .
Ceci conduit a` choisir
C = A−1⊥ (I −Π) ,
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d’ou` finalement
C = A−1 =
( A−1⊥ (I −Π) u0
1
‖u∗0‖2 〈 · , u0∗ 〉 0
)
.
Nous allons maintenant montrer que AB(t, z) est inversible, et en construire
l’inverse, pour |t| et |z| suffisamment petits.
On a
CAB(t, z) = C
(
A +
(
tB − z 0
0 0
))
= I + D ,
ou`
D = DB(t, z) = C
(
tB − z 0
0 0
)
=
(
tCB − zC 0
1
‖u∗0‖2 〈(tB − z) · , u
∗
0 〉 0
)
.
Il existe clairement t0 > 0 et r0 > 0 tel que si |t| ≤ t0 , |z| ≤ r0 , ‖B‖ ≤ 1 , alors
‖DB(t, z)‖ < 1 .
Ainsi, AB(t, z) est inversible d’inverse
EB(t, z) = (I + D)−1C =
(
+∞∑
n=0
(−1)nDn
)
C . (A.3.1)

Dans la suite, on choisit t0 et r0 tels que
(t0 + r0)‖C‖ < 1 .
Lemme A.3.2 Soit
EB(t, z) =
( E0B(t, z) E+B (t, z)
E−B (t, z) E−+B (t, z)
)
l’inverse de AB(t, z) pour
|t| ≤ t0 , |z| ≤ r0 , ‖B‖ ≤ 1 .
On a alors
E−+B (t, z) =
1
‖u∗0‖2
1 + 〈∑
n≥1
(−1)n(tB − z) [C(tB − z)]n−1 u0, u∗0〉
 . (A.3.2)
Enfin, sous les conditions ci-dessus, z est dans le spectre de A+ tB si et seule-
ment si
E−+B (t, z) = 0 .
Preuve : L’expression (A.3.2) se de´termine directement a` partir de (A.3.1),
puisque pour n ≥ 1,
Dn =
(
[C(tB − z)]n 0
1
‖u∗0‖2 〈(tB − z) [C(tB − z)]
n−1 · , u∗0 〉 0
)
.
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Ve´rifions que A+ tB − z est inversible si et seulement si E−+B (t, z) 6= 0 .
En notant R− = ·u∗0 et R+ = 〈 · , u0∗ 〉 les ope´rateurs apparaissant dans l’ex-
pression de AB(t, z) , et en exprimant les conditions EBAB = I et ABEB = I ,
on obtient
R+E0B = 0 , R+E+B = 1 ,
E0BR− = 0 , E−BR− = 1 ,
(A+ tB − z)E+B +R−E−+B = 0 , E−B (A+ tB − z) + E−+B R+ = 0 ,
(A+ tB − z)E0B +R−E−B = I , E0B(A+ tB − z) + E+BR+ = I .
Si E−+B 6= 0 , la troisie`me ligne donne{ R− = −(A+ tB − z)E+B (E−+B )−1 ,
R+ = −(E−+B )−1E−B (A+ tB − z) .
En injectant ces e´galite´s dans la quatrie`me ligne,{
(A+ tB − z)(E0B − E+B (E−+B )−1E−B ) = I ,
(E0B − E+B (E−+B )−1E−B )(A+ tB − z) = I .
Ceci fournit un inverse explicite pour A+ tB − z .
Re´ciproquement, si A+tB−z est inversible, la troisie`me ligne permet d’exprimer
E+B et E−B : { E+B = −(A+ tB − z)−1R−E−+B ,
E−B = −E−+B R+(A+ tB − z)−1 ,
et en multipliant ces lignes par R+ a` gauche et R− a` droite respectivement,{
1 = R+E+B = −R+(A+ tB − z)R−E−+B ,
1 = E−BR− = −E−+B R+(A+ tB − z)R−,
d’ou` E−+B 6= 0 . 
Notre objectif est donc de montrer que les ze´ros de la fonction z 7→ E−+B (t, z)
sont des fonctions continues de t uniforme´ment par rapport a` B .
Etape 2 : Point fixe.
Dans la preuve du lemme suivant, nous reprenons les e´tapes de la de´monstration
du the´ore`me des fonctions implicites en ve´rifiant que toutes les estimations sont
uniformes par rapport a` B.
Lemme A.3.3 Il existe 0 < t1 < t0 tel que, pour tous |t| ≤ t1 , ‖B‖ ≤ 1 ,
l’unique valeur propre zB(t) de A+ tB avec zB(0) = 0 ve´rifie
|zB(t)| ≤ r(t) ,
ou` r(t) ne de´pend pas de B et r(t)→ 0 quand t→ 0 .
Preuve :
Commenc¸ons par remarquer qu’il existe c > 0 tel que, pour tous |t| ≤ t0 et
‖B‖ ≤ 1 ,
|E−+B (t, 0)| ≤ c |t| . (A.3.3)
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En effet, on a
|E−+B (t, 0)| = |E−+B (t, 0)− E−+B (0, 0)| ≤MB(t) |t| , (A.3.4)
ou`
MB(t) = max|s|≤|t|
|∂tE−+B (s, 0)| .
Or d’apre`s (A.3.2), on a
∂tE−+B (t, z) =
1
‖u∗0‖2
〈
∑
n≥1
(−1)n(B − z)[C(tB − z)]n−1
+
∑
n≥2
(−1)n(n− 1)(tB − z)CB[C(tB − z)]n−2
u0 , u∗0〉 .
Si |s| ≤ t0 , on en de´duit
|∂tE−+B (s, 0)| ≤
‖u0‖
‖u∗0‖
∑
n≥1
n‖tC‖n−1 ≤ c , c > 0 ,
et (A.3.3) en de´coule.
Remarquons e´galement qu’on a
|∂zE−+B (t, z)− ∂zE−+B (0, 0)| → 0 , (A.3.5)
quand (t, z) −→ 0 uniforme´ment pour ‖B‖ ≤ 1 .
En effet, d’apre`s (A.3.2) on a
∂zE−+B (t, z)− ∂zE−+B (0, 0) =
1
‖u∗0‖2
〈
∑
n≥2
(−1)n−1 ([C(tB − z)]n−1
+ (n− 1)(tB − z)[C(tB − z)]n−2)u0, u∗0〉 ,
d’ou`
|∂zE−+B (t, z)− ∂zE−+B (0, 0)| ≤
‖u0‖
‖u∗0‖
∑
n≥2
n‖(t+ z)C‖n−1
=
‖u0‖
‖u∗0‖
(
1
(1− ‖(t+ z)C‖)2 − 1
)
,
ce qui entraˆıne (A.3.5) quand (t, z) −→ 0 uniforme´ment pour ‖B‖ ≤ 1 .
On reprend maintenant la preuve par me´thode du point fixe, inspire´e de
la me´thode de Newton, du the´ore`me des fonctions implicites, avec B conside´re´
comme un parame`tre par rapport auquel les estimations doivent eˆtre uniformes.
On cherche les ze´ros zB(t) de la fonction E−+B (t, ·) comme points fixes de la
fonction
F tB : z 7−→ z −
1
∂zE−+B (0, 0)
E−+B (t, z) .
Soit ε ∈]0, 1[. On a, pour |t| ≤ t0, |z| ≤ r0 et ‖B‖ ≤ 1 ,
∂zF
t
B(z) = 1−
∂zE−+B (t, z)
∂zE−+B (0, 0)
.
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D’apre`s (A.3.5), il existe donc t1 ∈]0, t0[ et r1 ∈]0, r0[ tel que, pour |t| ≤ t1 et
‖B‖ ≤ 1 ,
sup
|z|≤r1
|∂zF tB(z)| ≤ ε. (A.3.6)
Ainsi, on a
|F tB(z)| ≤ |F tB(z)− F tB(0)|+ |F tB(0)|
≤ |F tB(z)− F tB(0)|+ ‖u∗0‖2|E−+B (t, 0)|,
≤ ε|z|+ ‖u∗0‖2|E−+B (t, 0)| . (A.3.7)
D’apre`s (A.3.3), il existe donc t2 ∈]0, t1[ tel que, pour tous |t| ≤ t2 et ‖B‖ ≤ 1 ,
|F tB(z)| ≤ r1 de`s que |z| ≤ r1 .
Ainsi, d’apre`s (A.3.6), l’application F tB(z) : {|z| ≤ r1} → {|z| ≤ r1} est une
contraction, et l’unique point fixe zB(t) de F tB ve´rifie |zB(t)| ≤ r1 .
D’autre part, pour |t| ≤ t2 et ‖B‖ ≤ 1 , on a d’apre`s (A.3.3) et (A.3.7),
|zB(t)| ≤ ε|zB(t)|+ c‖u∗0‖2|t| ,
c’est-a`-dire
|zB(t)| ≤ c‖u
∗
0‖2
1− ε |t| .
Le re´sultat souhaite´ en de´coule avec par exemple ε = 1/2 et r(t) = 2c‖u∗0‖2|t| . 
On de´duit enfin du Lemme A.3.3 que le reste O(t2) dans le de´veloppement
zB(t) = zB(0) + z′B(0)t+O(t2)
est uniforme par rapport a` B pour ‖B‖ ≤ 1 , ce qui ache`ve la preuve de la
Proposition A.1.2.
Annexe B
Une variante de la me´thode
de Laplace
Nous de´montrons ici un re´sultat qui e´tend la me´thode de Laplace, sous des
hypothe`ses malgre´ tout assez fortes, au cas ou` la phase de´pend de fac¸on re´gulie`re
d’une certaine puissance du parame`tre.
B.1 Enonce´
Soient a ∈ R et b ∈]a,+∞] . On s’inte´resse au comportement quand h → 0
des inte´grales de la forme
I(h) =
∫ b
a
f(x)e−ϕ(x,h)dx . (B.1.1)
The´ore`me B.1.1 Soit a ∈ R , b ∈]a,+∞] , h0 > 0 , ainsi que deux fonctions, ϕ
de´finie sur [a, b[×]0, h0] et f ∈ L1([a, b[; e−ϕ(x,h)dx) pour tout h < h0, continue
en a. On suppose qu’il existe α > 0 et γ > 0 tels que
hαϕ(x, h) = ψ(x, hγ) ,
avec ψ(·, ε) ∈ C∞([a, b[) pour tout ε ∈ [0, ε0] (ε0 = hγ0) et ψ(x, ·) de classe CN+1
en 0, ou` N := [α/γ] .
Pour j ∈ {0, . . . , N} , on note λj = min{k ∈ N∗ : ∂jε∂kxψ(a, 0) 6= 0} et
Λj =
λj
α− jγ > 0 .
On suppose que l’ensemble J = arg min(j 7→ Λj) des indices re´alisant le mini-
mum de Λj est re´duit a` un e´le´ment, J = {j0}, et que
∂j0ε ∂
λj0
x ψ(a, 0) > 0 . (B.1.2)
On suppose de plus que ψ(·, 0) est strictement minimale en x = a, et qu’il existe
M ∈ [a, b[ tel que
∀x ∈ [M, b[, ∀ε ∈ [0, ε0] , ψ(x, ε) > ψ(a, 0) . (B.1.3)
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Alors, l’inte´grale (B.1.1) ve´rifie
I(h) ∼
h→0
Kf(a)
∣∣∣∣ 1j0!λj0 ! (∂j0ε ∂λj0x ψ)(a, 0)
∣∣∣∣−1/λj0 h1/Λj0 e−ϕ(a,h) , (B.1.4)
avec
K :=
∫ +∞
0
e−y
λj0 dy . (B.1.5)
Par souci de simplicite´ dans l’e´nonce´ de ce the´ore`me, nous avons suppose´ que
l’ensemble J = arg min(j 7→ Λj) est re´duit a` un seul indice j0. Cette formulation
est suffisante pour l’usage que nous en faisons au chapitre 3. On a cependant
un e´nonce´ et une preuve similaires dans le cas ou` J contient plusieurs indices.
On note alors J˜ = arg max
j∈J
(j 7→ λj) et l’hypothe`se (B.1.2) est remplace´e par
∑
j∈J˜
1
j!
∂jε(∂
λ
xψ)(a, 0) > 0 , λ = max
j∈J
λj . (B.1.6)
La conclusion (B.1.4) du the´ore`me est alors valable pour j0 ∈ J , ou` (B.1.5)
devient
K :=
∫ +∞
0
e−g(y)dy , g(y) =
∑
j∈J
djy
λj , (B.1.7)
les constantes dj e´tant de´finies en (B.2.3).
Dans la preuve qui suit, on ne suppose pas ne´cessairement que l’ensemble J =
arg min(j 7→ Λj) est re´duit a` un e´le´ment.
B.2 Preuve
La preuve, comme pour la me´thode de Laplace standard, consiste a` mon-
trer que l’inte´grale I(h) se concentre, quand h tend vers 0, autour du point
particulier a, puis, par approximation locale de l’inte´grande, que l’inte´grale au
voisinage de ce point se comporte suivant l’e´quivalent (B.1.4).
Etape 1 : premie`re simplification.
On fixe δ ∈]0, b− a[ et on s’inte´resse a` l’inte´grale localise´e
J(h) =
∫ a+δ
a
f(x)e−ϕ(x,h) dx .
Par hypothe`se, on peut e´crire ϕ(x, h) = 1hαψ(x, ε(h)) , avec ε(h) = h
γ . Un
de´veloppement de Taylor a` l’ordre N en ε en x donne :
ψ(x, ε) = ψ(a, ε) +
N∑
j=0
(
1
j!λj !
∂jε∂
λj
x ψ(a, 0)(x− a)λj +O(|x− a|λj+1)
)
εj
+O(εN+1) ,
ou` le reste O(εN+1) est uniforme pour x ∈ [a, a+ δ] .
Ainsi, en remarquant que h−αε(h)N+1 → 0 par de´finition de N , on a
ϕ(x, h) = ϕ(a, h) +
1
hα
N∑
j=0
cjε
j
(
(x− a)λj +O(|x− a|λj+1)
)
+ o(1) ,
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avec
cj =
1
j!λj !
∂jε∂
λj
x ψ(a, 0) . (B.2.1)
On a donc
J(h) ∼
h→0
K(h) , K(h) = e−ϕ(a,h)
∫ a+δ
a
f(x)e−
1
hα ψ˜(x,ε(h))dx , (B.2.2)
ou`
ψ˜(x, ε) =
N∑
j=0
cjε
j
(
(x− a)λj +O(|x− a|λj+1)
)
.
Etape 2 : changement de variable.
On va maintenant mettre en e´vidence le terme ayant le plus de poids dans ψ˜
par un changement de variables approprie´. On utilise pour cela la notation
Λj =
λj
α− jγ
de l’e´nonce´, pour j = 0, . . . , N , en remarquant que, par de´finition de N , tous
ces exposants sont positifs. On choisit j0 ∈ J ou` J est e´galement de´fini dans
l’e´nonce´, et on pose
y = |cj0 |1/λj0 εj0/λj0h−α/λj0 (x− a) ,
de sorte que
1
hα
cj0ε
j0(x− a)λj0 = ( sgn cj0)yλj0 .
On a alors
K(h) = |cj0 |−1/λj0h1/Λj0 e−ϕ(a,h)
×
∫ δ|cj0 |1/λj0 h−1/Λj0
0
f(|cj0 |−1/λj0h1/Λj0 y + a)e−Ψ(y,h)dy ,
ou`
Ψ(y, h) =
N∑
j=0
(
djh
µjyλj + o(hµj )
)
,
∀j = 0, . . . , N,
{
dj = cj |cj0 |−λj/λj0 ,
µj =
1
λj0
(λj(α− jγ)− λj0(α− j0γ)) . (B.2.3)
On ve´rifie alors imme´diatement que, si j /∈ J , c’est-a`-dire Λj > Λj0 = inf` Λ` ,
alors µj > 0 , et que si j ∈ J , c’est-a`-dire Λj = Λj0 = inf` Λ`, alors µj = 0 .
Ainsi, on a
Ψ(y, h) = g(y) + o(1) , g(y) =
∑
j∈J
djy
λj ,
ou` le reste o(1) est uniforme par rapport a` y .
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Etape 3 : e´quivalent de K(h).
On vient de mettre l’inte´grale K(h) sous la forme suivante :
K(h) = |cj0 |−1/λj0h1/Λj0 e−ϕ(a,h)
∫ +∞
0
fh(y)e
−g(y)dy ,
avec
fh(y) = f(|cj0 |−1/λj0h1/Λj0 y + a)e−R(y,h)1[0,δ|cj0 |1/λj0 h−1/Λj0 ] .
On a clairement
lim
h→0
fh = f(a) (simplement),
et
∃M > 0 , ∀h ∈]0, h0] , ∀y ∈ R+ , |fh(y)e−g(y)| ≤Me−g(y) .
D’autre part, g e´tant une fonction polynomiale, e−g ∈ L1(R+) si et seulement
si le coefficient dominant de g est strictement positif, c’est-a`-dire, avec J˜ et λ
de´finis comme dans l’e´nonce´,
∑
j∈J˜ dj > 0 , ou encore
|cj0 |−λλj0
∑
j∈J˜
cj > 0 ,
ce qui est assure´ par l’hypothe`se (B.1.6).
On a donc, d’apre`s le the´ore`me de convergence domine´e,∫ +∞
0
fh(y)e
−g(y)dy →
h→0
Kf(a) ,
ou` K =
∫ +∞
0
e−g(y)dy .
On obtient ainsi
K(h) ∼
h→0
Kf(a)|cj0 |−1/λj0h1/Λj0 e−ϕ(a,h) , (B.2.4)
et le membre de droite de l’e´quivalent est exactement celui de (B.1.4).
Etape 4 : Localisation au voisinage de a.
Il ne reste donc plus qu’a` justifier la localisation de l’inte´grale au voisinage du
point a, c’est-a`-dire a` montrer que
I(h) ∼
h→0
K(h) . (B.2.5)
On commence par majorer grossie`rement l’inte´grale sur [a+ δ, b[ :∣∣∣∣∣
∫ b
a+δ
f(x)e−ϕ(x,h)dx
∣∣∣∣∣ ≤ exp
(
− inf
x∈[a+δ,b[
ϕ(x, h)
)∫ b
a+δ
|f(x)|dx.
D’apre`s l’e´quivalent (B.2.4), si on montre que
ϕ(a, h) < inf
x∈[a+δ,b[
ϕ(x, h) , (B.2.6)
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pour h suffisamment petit, on aura donc∣∣∣∣∣
∫ b
a+δ
f(x)e−ϕ(x,h)dx
∣∣∣∣∣ = o(K(h)) ,
et par conse´quent (B.2.5).
Or, ψ(·, 0) e´tant minimale (strictement) en x = a par hypothe`se, on a pour tout
x ∈ [a+ δ, b[ , ψ(x, 0) > ψ(a, 0) , et par continuite´ de ψ par rapport a` ε en 0 , a`
condition de prendre h assez petit, il existe η > 0 tel que ψ(x, hγ) > ψ(a, hγ)+η
pour tout x ∈ [a+ δ,M ] (ou` M ∈]a+ δ, b[ est arbitraire).
On a donc
inf
x∈[a+δ,M ]
ϕ(x, h) > ϕ(a, h) .
Il suffit enfin de choisir M assez grand pour que
inf
x∈[M,b[
ψ(x, ε) > ψ(a, 0) .
Ceci est possible graˆce a` l’hypothe`se (5.3.11), et (B.2.6) en de´coule.
Conclusion : (B.2.4) et (B.2.5) entraˆınent imme´diatement (B.1.4). 
B.3 Exemple mode`le
On conside`re ici l’inte´grale I(h) avec a = 0 et
ϕ(x, h) =
1
h
(c+ x4 + σhγx2) ,
ou` γ > 0 , c ∈ R et σ = ±1 .
Des proble`mes similaires interviennent dans [80] ; voir aussi [78], sous-section 3.2.
On a ici j ∈ {0, 1} , λ0 = 4 , λ1 = 2 , et donc Λ0 = 4, Λ1 = 2/(1− γ) .
On distingue donc plusieurs cas :
• γ > 1/2.
On a alors Λ1 > 4 et Λj est minimal pour j0 = 0 . On effectuera donc le
changement de variable x = h1/4y , ce qui donnera finalement
I(h) ∼
h→0
Kf(0)h1/4e−c/h ,
ou`
K =
∫ +∞
0
e−y
4
dy =
1
4
Γ
(
1
4
)
.
• γ < 1/2 et σ = +1 .
On a cette fois Λ1 < Λ0 , d’ou` j0 = 1 . En posant x = h
1/2ε−1/2y = h1/Λ1y ,
on obtiendra
I(h) ∼
h→0
Kf(0)h1/Λ1e−c/h , (B.3.1)
avec
K =
∫ +∞
0
e−y
2
dy =
√
pi .
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• γ < 1/2 et σ = −1 .
La me´thode ne s’applique alors pas car elle nous ame`nerait a` conside´rer
l’inte´grale divergente
K =
∫ +∞
0
e+y
2
dy .
En effet, l’hypothe`se (B.1.2) de la proposition correspond ici a` σ > 0.
• γ = 1/2 , c’est-a`-dire Λ0 = Λ1 .
Le changement de variable x = h1/4y aboutit alors a` l’e´quivalent (B.3.1)
avec cette fois
K =
∫ +∞
0
e−y
4±y2 dy .
Annexe C
Produit tensoriel
d’ope´rateurs
Dans cette annexe, on rappelle quelques notions e´le´mentaires, utilise´es au
chapitre 4, concernant le produit tensoriel d’ope´rateurs dans des espaces de
Hilbert. Nous nous re´fe´rons principalement a` [92] et [119].
C.1 De´finitions et proprie´te´s e´le´mentaires
Les de´finitions qui suivent sont tire´es de [119]. Nous nous limitons ici au
produit tensoriel d’espaces de Hilbert. Le cas des espaces de Banach est traite´
en de´tail dans [123] et [92].
Soient (H1, 〈·, ·〉H1) et (H2, 〈·, ·〉H2) des espaces de Hilbert. On de´finit le produit
tensoriel f ⊗ g d’un couple (f, g) ∈ H1 × H2 comme la forme biline´aire sur
H1 ×H2 agissant de la fac¸on suivante :
∀(φ, ψ) ∈ H1 ×H2, (f ⊗ g)(φ, ψ) = 〈φ, f〉〈ψ, g〉 .
On note ensuite H1H2 ⊂ Bil (H1×H2) l’ensemble des combinaisons line´aires
finies d’e´le´ments de la forme f ⊗ g avec f ∈ H1 et g ∈ H2.
On de´finit la forme sesquiline´aire 〈·, ·〉 surH1H2 par son action sur les e´le´ments
de la forme f ⊗ g,
〈f ⊗ g, φ⊗ ψ〉 = 〈f, φ〉H1〈g, ψ〉H2 ,
puis en l’e´tendant par line´arite´ a` tout l’ensemble H1 H2 .
Cette de´finition ne de´pend pas de la combinaison line´aire choisie pour repre´senter
un e´le´ment de H1  H2 . La forme sequiline´aire ainsi de´finie est un produit
scalaire sur H1  H2 , et on notera ‖ · ‖ la norme associe´e. On de´finit alors
H1 ⊗H2 comme le comple´te´ de H1 H2 par rapport a` cette norme. H1 ⊗H2
est un espace de Hilbert.
Si (xk)k∈N et (y`)`∈N sont des bases hilbertiennes de H1 et H2 respectivement,
alors (xk ⊗ y`)(k,`)∈N2 est une base hilbertienne de H1 ⊗H2 .
Remarque C.1.1 On peut ve´rifier (voir [119]) que, si (X,µ) et (Y, ν) sont
deux espaces mesure´s, alors
L2(X; dµ)⊗ L2(Y ; dν) = L2(X × Y ; dµ⊗ dν) .
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Si A et B sont des ope´rateurs de domaines denses respectifs D(A) et D(B), on
de´finit l’ope´rateur line´aire AB sur D(A)D(B) par
(AB)(f  g) = Af ⊗Bg ,
et en e´tendant par line´arite´. La valeur de (A  B)u ne de´pend pas de la
repre´sentation choisie pour u ∈ D(A)  D(B) , ce qui justifie la de´finition de
l’ope´rateur.
Dans le cas ou` AB est fermable, on notera
A⊗B = AB .
La proposition suivante [119] re´sume les proprie´te´s e´le´mentaires de la norme ‖·‖
sur H1 H2 .
Proposition C.1.2
(i) La norme ‖ · ‖ est une norme croise´e, c’est-a`-dire que pour tous f ∈ H1 et
g ∈ H2, ‖f ⊗ g‖ = ‖f‖H1‖g‖H2 .
(ii) La norme ‖ · ‖ est uniforme : pour tous A ∈ L(H1) et B ∈ L(H2), on a
‖A  B‖ = ‖A‖ ‖B‖ . (C.1.1)
Preuve :
Le point (i) est imme´diat compte tenu de la de´finition de la norme ‖ · ‖.
Soit u =
∑n
j=1 cjfj ⊗ gj ∈ H1H2 ; alors, en choisissant une base orthonorme´e
(xj)j=1,...,n (resp. (yk)k=1,...,n) de l’espace vectoriel engendre´ par les fj , j =
1, . . . n (resp. par les gk, k = 1, . . . p), on peut re´ecrire pour certains cj,k ∈ C
u =
n∑
j=1
p∑
k=1
cj,kxj ⊗ yk
et les fonctions xj⊗yk forment une famille orthonorme´e pour le produit scalaire
de H1H2. Soit A ∈ L(H1). On remarque alors que la famille (
∑
j≤n cj,kAxj⊗
yk)k≤p est orthogonale, et que pour tout k = 1, . . . , p,∥∥∥∥∥∥
n∑
j=1
cj,kAxj ⊗ yk
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥
n∑
j=1
cj,kAxj
∥∥∥∥∥∥
2
H1
.
Ainsi, on a
‖(A I)u‖2H1H2 =
∥∥∥∥∥∥
p∑
k=1
n∑
j=1
cj,kAxj ⊗ yk
∥∥∥∥∥∥
2
=
p∑
k=1
∥∥∥∥∥∥
n∑
j=1
cj,kAxj
∥∥∥∥∥∥
2
H1
≤
p∑
k=1
‖A‖2
n∑
j=1
|cj,k|2 ≤ ‖A‖2‖u‖2.
On a donc ‖A I‖ ≤ ‖A‖ , et de meˆme, pour B ∈ L(H2) , ‖I B‖ ≤ ‖B‖.
En remarquant que AB = (A I)(I B) , on en de´duit
‖AB‖ ≤ ‖A‖‖B‖ .
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Soit maintenant ε > 0 et f ∈ H1 , g ∈ H2 , ‖f‖H1 = ‖g‖H2 = 1 , tels que
‖Af‖H1 ≥ ‖A‖ − ε et ‖Bg‖H2 ≥ ‖B‖ − ε .
Alors,
‖A  B‖ ≥ ‖(A B)(f ⊗ g)‖ = ‖Af‖H1‖Bg‖H2
≥ (‖A‖ − ε)(‖B‖ − ε)
≥ ‖A‖ ‖B‖ − ε(‖A‖+ ‖B‖) + ε2 .
En faisant tendre ε vers 0 , on obtient donc
‖A  B‖ ≥ ‖A‖ ‖B‖ ,
d’ou` (ii). 
On conside`re maintenant les ope´rateurs de la forme
A I + I B , D(A I + I B) = D(A)D(B) ,
et
A⊗ I + I ⊗B .
La premie`re question est celle de la fermabilite´ de ces ope´rateurs.
Proposition C.1.3 Soient A et B des ope´rateurs fermables. Alors AB, A
I + I  B et A⊗ I + I ⊗ B sont fermables.
Preuve : On rappelle qu’un ope´rateur T est fermable si et seulement si D(T ∗)
est dense.
Pour tout u = f ⊗ g avec f ∈ D(A∗) et g ∈ D(B∗) et tout v ∈ D(A)  D(B) ,
on a
〈u, (A B)v〉 = 〈(A∗  B∗)u, v〉 ,
et cette e´galite´ s’e´tend par line´arite´ a` tout u ∈ D(A∗)D(B∗) .
L’application
D(A)D(B) 3 v 7→ 〈u, (A B)v〉
s’e´tend donc en une forme antiline´aire continue sur H1 ⊗ H2 pour tout u ∈
D(A∗)D(B∗) .
Ainsi,
D(A∗)D(B∗) ⊂ D((A B)∗) .
Puisque D(A∗) et D(B∗) sont denses dans H1 et H2 respectivement, D(A∗) 
D(B∗) est dense dans H1⊗H2 , donc D((AB)∗) est dense e´galement, et AB
est fermable.
De la meˆme fac¸on, on ve´rifie que
D(A∗)D(B∗) ⊂ D((AI+IB)∗) et D(A∗)D(B∗) ⊂ D((A⊗I+I⊗B)∗) ,
et que A I + I  B, A⊗ I + I ⊗B sont fermables. 
Dans la suite, on notera
Au B := A I + I  B .
Remarque C.1.4 T. Ichinose montre dans [92] que A I + I  B et
A⊗ I + I ⊗ B co¨ıncident, ce que nous n’utilisons pas dans cette the`se.
208 ANNEXE C. PRODUIT TENSORIEL D’OPE´RATEURS
C.2 Produit tensoriel d’ope´rateurs autoadjoints
ou sectoriels
Dans les cas les plus simples, la me´thode de se´paration des variables fonc-
tionne sans complication et le spectre d’un ope´rateur de la forme A u B se
de´compose aise´ment. Voici un rappel des cas les mieux balise´s.
C.2.1 Ope´rateurs autoadjoints
Dans le cas d’ope´rateurs autoadjoints, le the´ore`me suivant [119] permet de
traiter une large classe de proble`mes :
The´ore`me C.2.1 Soit
P (X1, . . . , XN ) =
∑
i1<···<iN
ci1,...,iNX
i1
1 . . . X
iN
N ∈ R[X1, . . . , XN ]
un polynoˆme a` N variables, de degre´ nk en la variable Xk. Etant donne´s N
ope´rateurs line´aires ferme´s A1, . . . , AN sur des espaces de Hilbert Hk, k =
1, . . . , N respectivement, on de´finit l’ope´rateur P (A1, . . . , AN ) par
P (A1, . . . , AN ) =
∑
i1<···<iN
ci1,...,iNA
i1
1  · · · AiNN ,
sur le domaine
D(P (A1, . . . , AN )) =
N⊙
k=1
D(Ankk ) .
Si les ope´rateurs A1, . . . , AN sont autoadjoints, alors P (A1, . . . , AN ) est essen-
tiellement autoadjoint et
σ(P (A1, . . . , AN )) = P (σ(A1), . . . , σ(AN )) .
En particulier, si A1 et A2 sont autoadjoints, on a
σ(A1 uA2) = σ(A1) + σ(A2) .
C.2.2 Ope´rateurs sectoriels
Le re´sultat suivant concernant les ope´rateurs sectoriels est duˆ a` T. Ichinose
[92] (voir aussi [119], XIII. 9). Il est e´galement valable pour une somme quel-
conque A1u · · ·uAn d’ope´rateurs si ces ope´rateurs en ve´rifient deux a` deux les
hypothe`ses.
Rappelons qu’un ope´rateur line´aire ferme´ A sur un espace de Hilbert H est
dit sectoriel de type θA ∈ [0, pi[ s’il existe z0 ∈ C et ϕ ∈ R/2piZ tels que l’image
nume´rique de A est incluse dans le secteur
SθA = {z ∈ C : | arg(z − z0)− ϕ| ≤ θA} ,
et si pour tout θ tel que θA < θ < pi , on a
∀z /∈ Sθ, ‖(A− z)−1‖ ≤ 1
d(z,Sθ) .
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The´ore`me C.2.2 ([92]) Soient A et B deux ope´rateurs line´aires ferme´s de´finis
respectivement sur les espaces de Hilbert H1 et H2 . On suppose que A est sec-
toriel de type θA et B sectoriel de type θB avec 0 ≤ θA + θB < pi . Alors
σ(AuB) = σ(A) + σ(B) .
Ainsi le spectre de AuB est vide si et seulement si σ(A) = ∅ ou σ(B) = ∅ .
Un crite`re plus ge´ne´ral est donne´ dans [92] pour des ope´rateurs de la forme
P (A,B) avec P ∈ R[X,Y ] ve´rifiant certaines proprie´te´s de´pendant du spectre
de A et B .

Annexe D
Comple´ments sur
l’instabilite´ spectrale en
dimension 1
Nous avons regroupe´ dans cette annexe des discussions comple´mentaires con-
cernant les chapitres 2 et 3.
Dans la section D.1, nous ve´rifions que toutes les estimations obtenues dans
ces deux chapitres sur les indices d’instabilite´ restent valables si les ope´rateurs
conside´re´s sont de´finis sur un espace Lp, 1 < p < +∞, et pas seulement sur L2.
Cette section fait suite a` une suggestion de C. Ge´rard.
Dans la section D.2, nous discutons la re´alite´ du spectre de certains mode`les
PT -syme´triques construits comme des perturbations d’ope´rateurs autoadjoints.
Enfin, nous rappelons dans la section D.3 certains re´sultats concernant l’exis-
tence d’ope´rateurs dont les indices d’instabilite´ ont une croissance exponentielle,
mais avec un ordre de croissance infe´rieur a` 1. Cette dernie`re section re´sume un
travail de B. Mityagin, P. Siegl et J. Viola [106].
D.1 Une remarque sur les indices d’instabilite´
dans Lp
Pour e´tudier les ope´rateurs non-autoadjoints, le cadre hilbertien semble moins
naturel que dans le cas autoadjoint. Il est donc inte´ressant de chercher a` refor-
muler les re´sultats qui pre´ce`dent quand les ope´rateurs conside´re´s sont de´finis
sur un espace de Banach. On fixe donc p ∈]1,+∞[, et on note q ∈]1,+∞[
son conjugue´, c’est-a`-dire 1/p + 1/q = 1. Pour m ≥ 1, θ satisfaisant (2.1.2)
et α ∈ R, on de´finit les ope´rateurs A(p)(m, θ) et A(p)α agissant sur Lp(R) par
(2.1.1) et (3.1.1) respectivement. Plus pre´cise´ment, on note d’abord A0,(q)conj (m, θ)
l’ope´rateur de´fini sur Lq(R) par
A0,(q)conj (m, θ) = −
d2
dx2
+ e−iθ|x|m , D(A0,(q)conj (m, θ)) = C∞0 (R) .
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On de´finit alors A(p)(m, θ) = (A0,(q)conj (m, θ))∗. De fac¸on analogue, on de´finit
l’ope´rateur A(p)α pour α ∈ R. On a alors, pour m ≥ 1 ,
D(A(p)(m, θ)) = {u ∈ Lp(R) : −u′′ + eiθ|x|mu ∈ Lp(R)}
et pour α ∈ R ,
D(A(p)α ) = {u ∈ Lp(R) : −u′′ + (ix3 + iαx)u ∈ Lp(R)} .
On a en fait la description suivante du domaine de ces ope´rateurs :
Proposition D.1.1 Pour k ≥ 1 , p ∈]1,+∞[ et α ∈ R , on a
D(A(p)(2k, θ)) = W 2,p(R) ∩ Lp(R; |x|2kpdx)
et
D(A(p)α ) = W 2,p(R) ∩ Lp(R; |x|3pdx) .
Preuve : Nous esquissons une preuve qui reprend celle de la re´gularite´ des
ope´rateurs pseudodiffe´rentiels elliptiques dans L2. Dans la suite, P de´signera
l’ope´rateur A(p)(2k, θ) ou A(p)α .
On note D = −i ddx . Il suffit de montrer que, si u ∈ Lp(R) ve´rifie Pu ∈ Lp(R),
alors D2u ∈ Lp(R).
On utilise les classes de symboles Γmρ et les classes d’ope´rateurs correspondantes
Gmρ de´finies dans [79], De´finitions 1.1.1 et 1.2.3. On a P = p
w(x,Dx) ∈ G21,
c’est-a`-dire que le symbole p appartient a` la classe Γ21. La de´finition du quantifie´
de Weyl pw(x,Dx) est donne´e par (1.5.2) avec h = 1 (voir aussi l’expression
(1.2.21) de [79]). De plus, p ve´rifie p ∼ p2 + p1 + · · · au sens de [79], De´finition
1.1.2, ou` pour tout j ≤ 2, pj(x, ξ) est quasi-homoge`ne de degre´ j au sens de [82],
(4). Plus pre´cise´ment, il existe k , ` ∈ N∗ tels que, pour tout (x, ξ) ∈ R2\{(0, 0)},
∀ρ > 0 , pj(ρkx, ρ`ξ) = ρjpj(x, ξ) .
D’apre`s [79] (voir aussi [5] pour d’autres classes de symboles), il existe alors
un ope´rateur Q d’ordre −2 et un ope´rateur R : S ′(R) −→ S(R) tels que
QP = I + R. Ainsi, si Pu ∈ Lp(R), alors D2u = D2Q(Pu) − D2Ru . On a
clairement D2Ru ∈ Lp(R). Par ailleurs, D2Q est un ope´rateur d’ordre 0 sur
Lp(R), c’est-a`-dire D2Q ∈ G01. Les The´ore`mes 19 (p. 87) et 20 (p. 89) de [39] as-
surent alors que l’ope´rateur D2Q est continu sur Lp(R), d’ou` D2Q(Pu) ∈ Lp(R).
Ainsi, on a bien D2u ∈ Lp(R). 
D’apre`s [125] (voir aussi [111], ch. 6 et le The´ore`me 2.3.1 de cette the`se),
toutes les fonctions propres de A(p)(2k, θ) et de A(p)α appartiennent a` la classe
de Schwartz S(R) . Par conse´quent, pour tout p ∈]1,+∞[ , on a σ(A(p)(2k, θ)) =
σ(A(2)(2k, θ)) et σ(A(p)α ) = σ(A(2)α ) .
Dans la suite, on note 〈·, ·〉Lq,Lp le crochet de dualite´ (antiline´aire a` gauche)
entre Lp(R) et Lp(R)∗ ∼= Lq(R) .
Pour λn ∈ σ(A(m, θ)) , n ≥ 1 , et ε > 0 assez petit, on de´finit comme dans
L2(R) le projecteur spectral
Π(p)n (m, θ) =
1
2ipi
∮
|z−λn|=ε
(z −A(p)(m, θ))−1dz : Lp(R) −→ Lp(R) .
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Remarquons que les restrictions a` S(R) des projecteurs Π(p)n (m, θ) co¨ıncident
pour tout p ∈]1,+∞[ .
On de´finit de meˆme les projecteurs spectraux Π
(p)
n (α) de A(p)α , et on note
κ
(p)
n (m, θ) = ‖Π(p)n (m, θ)‖L(Lp(R)) et κ(p)n (α) = ‖Π(p)n (α)‖L(Lp(R)) .
Lemme D.1.2 Soit (X,µ) un espace mesure´ et A un ope´rateur ferme´ agissant
sur Lp(X, dµ). Soit λ ∈ σ(A) une valeur propre isole´e, simple au sens de la
multiplicite´ alge´brique, et Πλ son projecteur spectral associe´. Soit u ∈ D(A) et
u∗ ∈ D(A∗) tels que Au = λu et A∗u∗ = λ∗u∗.
Alors,
‖Πλ‖L(Lp(X,dµ)) = ‖u
∗‖Lq‖u‖Lp
|〈u∗, u〉Lq,Lp | . (D.1.1)
Preuve :
Cette formule se prouve de la meˆme fac¸on que (1.3.5). Il existe α(f) ∈ C tel que
Πλf = α(f)u , donc
〈u∗, f〉Lq,Lp = 〈Πλ∗u∗, f〉Lq,Lp = 〈u∗,Πλf〉Lq,Lp = α(f)〈u∗, u〉Lq,Lp .
Ainsi,
α(f) =
〈u∗, f〉Lq,Lp
〈u∗, u〉Lq,Lp ,
et on a l’analogue de (1.3.4) :
Πλ =
〈u∗, ·〉Lq,Lp
〈u∗, u〉Lq,Lp u . (D.1.2)
On a donc clairement
‖Πλ‖L(Lp(X,dµ)) ≤ ‖u
∗‖Lq‖u‖Lp
|〈u∗, u〉Lq,Lp | .
Pour montrer l’e´galite´, on applique (D.1.2) a` la fonction |u∗|q−2u∗ ∈ Lp(X, dµ) :
‖Πλ(|u∗|q−2u∗)‖Lp = |〈u
∗, |u∗|q−2u∗〉Lq,Lp |
|〈u∗, u〉Lq,Lp | ‖u‖L
p
=
‖u∗‖qLq‖u‖Lp
|〈u∗, u〉Lq,Lp |
=
‖u∗‖Lq‖u‖Lp
|〈u∗, u〉Lq,Lp | ‖|u
∗|q−2u∗‖Lp ,
car
‖u∗‖qLq = ‖u∗‖Lq
(∫
X
|u∗|qdµ
)(q−1)/q
= ‖u∗‖Lq
(∫
X
(|u∗|q−1)pdµ
)1/p
= ‖u∗‖Lq‖|u∗|q−2u∗‖Lp .
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Dans le cas des ope´rateurs A(p)(m, θ) et A(p)α , (D.1.1) entraˆıne, pour tous
p ∈]1,+∞[, m ≥ 1, θ satisfaisant (2.1.2) et n ≥ 1,
κ(p)n (m, θ) =
‖un‖Lp(R)‖un‖Lq(R)
|〈un, u¯n〉|Lq,Lp . (D.1.3)
ou` un est une fonction propre de A(p)(m, θ) associe´e a` λn.
La formule analogue est valable pour κ
(p)
n (α) , α ≥ 0 .
Dans l’expression (D.1.3), le de´nominateur
∫
R un(x)
2dx ne de´pend pas de p
et a e´te´ calcule´ dans le cas de A(2)(1, θ) (resp. A(2)(2k, θ) , k ≥ 1 , A(2)α ) dans la
Proposition 2.2.7 (resp. Proposition 2.5.2, Lemme 3.3.10).
D’autre part, les calculs effectue´s pre´cedemment dans le cas p = 2 donnent un
de´veloppement asymptotique pour le nume´rateur de (D.1.3) identique a` (2.2.25)
(resp. a` celui du Lemme 2.3.5, de la Proposition 3.4.3). On a donc finalement :
The´ore`me D.1.3 Soient k ≥ 1 , θ ve´rifiant (2.1.2) et α > 0 . Pour tout p ∈
]1,+∞[ , les indices d’instabilite´ κ(p)n (1, θ) , κ(p)n (2k, θ) et κ(p)n (α) sont inde´pendants
de p et ve´rifient respectivement les de´veloppements asymptotiques (2.2.5), (2.1.9)
et (3.4.16).
D.2 Perturbations PT -syme´triques d’ope´rateurs
autoadjoints
Dans cette section, nous nous inte´ressons au cas des ope´rateurs PT -syme´triques
qui peuvent eˆtre conside´re´s comme des perturbations d’ope´rateurs autoadjoints.
Dans cette situation, la the´orie des perturbations de Kato [96] permet d’obtenir
des informations sur le spectre de l’ope´rateur perturbe´, notamment la re´alite´
des valeurs propres sous certaines hypothe`ses.
On conside`re un ope´rateur A0 autoadjoint agissant sur l’espace de Hilbert H,
a` re´solvante compacte et a` valeurs propres simples. On perturbe A0 par un
ope´rateur PT -syme´trique A1, c’est-a`-dire que l’on conside`re, pour α ∈ R , la
famille d’ope´rateurs
A(α) = A0 + αA1 . (D.2.1)
Pour assurer que la famille A(α) de´pend de fac¸on holomorphe du parame`tre α,
et que l’on peut bien conside´rer cet ope´rateur comme une perturbation de A0
dans le cadre de la the´orie de Kato, nous serons amene´s a` supposer que A1 est
relativement borne´ par rapport a` A0 au sens de la de´finition suivante.
De´finition D.2.1 Soient A et B des ope´rateurs ferme´s agissant sur l’espace de
Hilbert H. On dit que B est relativement borne´ par rapport a` A, ou A-borne´,
si :
(i) D(A) ⊂ D(B) .
(ii) Il existe a, b ≥ 0 tels que
∀u ∈ D(A) , ‖Bu‖ ≤ a‖u‖+ b‖Au‖ . (D.2.2)
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Cette notion va nous permettre de conside´rer, par exemple en dimension 1, le
cas ou` A0 est un oscillateur anharmonique autoadjoint
A0 = − d
2
dx2
+ x2k , k ≥ 1 ,
que l’on perturbera par le potentiel PT -syme´trique A1 = −(ix)m, avec m ≤ 2k .
Dans la suite, on utilisera la notion de famille holomorphe d’ope´rateurs au sens
suivant :
De´finition D.2.2 Soit α0 ∈ C et Ω ⊂ C un domaine contenant α0. Soit
(A(α))α∈Ω une famille d’ope´rateurs ferme´s agissant sur l’espace de Hilbert H.
On dit que (A(α))α∈Ω est une famille holomorphe de type (A) si :
(i) Pour tout α ∈ Ω, D(Aα) = D(Aα0) =: D.
(ii) Pour tout u ∈ D, l’application Ω 3 α 7→ Aαu est une application holomor-
phe a` valeurs dans H .
Il s’agit d’une classe particulie`re de famille holomorphes d’ope´rateurs dans un
sens plus large, voir [96] pour plus de de´tails sur l’holomorphie au sens de Kato.
Dans le cas conside´re´ ici, la notion de famille holomorphe de type (A) sera
suffisante, comme l’assure le the´ore`me suivant (voir [119]).
The´ore`me D.2.3 Soient A0 et A1 des ope´rateurs ferme´s agissant sur H. La
famille A(α) = A0 + αA1, α ∈ C, est une famille holomorphe de type (A) au
voisinage de α = 0 si et seulement si A1 est relativement borne´ par rapport a`
A0.
La the´orie de Kato affirme que si (A(α))α∈Ω est holomorphe de type (A), et
si le spectre de A(α0) est constitue´ de valeurs propres simples, alors pour tout
λ(α0) ∈ σ(A(α0)), il existe α∗ = α∗(λ) > 0 tel que, si |α − α0| ≤ α∗, alors il
existe une unique valeur propre λ(α) ∈ σ(A(α)), simple, telle que λ(α)→ λ(α0)
quand α → α0 . De plus la fonction α 7→ λ(α) est holomorphe au voisinage de
α0 .
L’ide´e commune a` toutes les preuves qui vont suivre concernant la re´alite´ du
spectre est alors la suivante. L’ope´rateur A(α) = A0 + αA1 e´tant suppose´ PT -
syme´trique pour α ∈ R, il est imme´diat que son spectre est globalement invariant
par conjugaison complexe. Par conse´quent, si λ(α) est valeur propre, λ(α) l’est
e´galement. Ainsi, si λ(α) n’e´tait pas re´el pour α 6= 0, la valeur propre simple λ(0)
se scinderait pour α 6= 0 en deux branches distinctes λ(α) et λ(α), contredisant
la the´orie de Kato.
Dans l’espoir d’obtenir des informations sur l’ensemble du spectre de A(α) , il
est ne´cessaire de controˆler le rayon de convergence de l’application α 7→ λ(α) ∈
σ(A(α)) issue de λ(0) ∈ σ(A0) :
The´ore`me D.2.4 Soit (A(α))α∈Ω une famille holomorphe de type (A) au voisi-
nage de α0 = 0, de la forme A(α) = A0 +αA1, ou` A0 et A1 sont des ope´rateurs
ferme´s sur H, et A1 est relativement borne´ par rapport a` A0. Supposons de
plus que A0 est a` re´solvante compacte et a` valeurs propres simples. Pour tout
λ ∈ σ(A0), on note r(λ) le rayon de convergence de la fonction holomorphe
λ(α) ∈ σ(A(α)) telle que λ(α)→ λ quand α→ 0 .
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Alors, pour tous a, b ve´rifiant (D.2.2) et tout contour Γλ entourant une fois
positivement λ et n’entourant aucun autre e´le´ment de σ(A0) , on a
r(λ) ≥ min
z∈Γλ
(‖(A0 − z)−1‖(a+ b|z|) + b)−1 . (D.2.3)
Preuve :
Nous renvoyons e´galement a` [96] pour la de´monstration de ce the´ore`me.
On suppose que λ est une valeur propre simple de A0 et que Γλ est un contour
entourant λ comme dans l’e´nonce´. Si la re´solvante (A(α) − z)−1 est de´finie et
borne´e pour z ∈ Γλ, alors on peut de´finir le projecteur spectral associe´ a` λ(α)
par
Πλ(α)(A(α)) = 1
2ipi
∫
Γλ
(z −A(α))−1 dz . (D.2.4)
Or pour tout z ∈ Γλ , on a
(A(α)− z)(A0 − z)−1 = I + αA1(A0 − z)−1 ,
et le membre de droite est inversible si et seulement si
|α| < ‖A1(A0 − z)−1‖−1. (D.2.5)
A cette condition, Πλ(α)(A(α)) est bien de´fini et holomorphe ainsi que λ(α),
pour tout α ve´rifiant (D.2.5).
Or, on a graˆce a` (D.2.2), pour tout u ∈ H ,
‖A1(A0 − z)−1u‖ ≤ a‖(A0 − z)−1u‖+ b‖A0(A0 − z)−1u‖
≤ (a+ b|z|)‖(A0 − z)−1u‖+ b‖u‖ ,
c’est-a`-dire
‖A1(A0 − z)−1‖ ≤ (a+ b|z|)‖(A0 − z)−1‖+ b ,
et le rayon de convergence r(λ) ve´rifie bien (D.2.3). 
Dans la suite, on cherchera donc a` de´terminer un contour Γλ et des con-
stantes a et b ve´rifiant (D.2.2) tels que
min
z∈Γλ
(‖(A0 − z)−1‖(a+ b|z|) + b)−1
soit le plus grand possible, de pre´fe´rence uniforme´ment minore´ par rapport a`
λ ∈ σ(A0) .
Le bon choix de Γλ de´pendra de la quantite´ δ := d(λ, σ(A0)\{λ})/2 , et comme
nous le verrons, nous aurons inte´reˆt a` choisir
Γλ = {z ∈ C : |z − λ| = δ} .
Dans tous les e´nonce´s qui suivent, A0 et A1 sont des ope´rateurs ferme´s agissant
sur H, A0 est suppose´ autoadjoint, a` re´solvante compacte et a` valeurs propres
simples ; A1 est PT -syme´trique et relativement borne´ par rapport a` A0.
Proposition D.2.5 Pour tout compact K ⊂ C, il existe α∗ = α∗(K) > 0 tel
que
σ(A(α)) ∩ K ⊂ R
de`s que |α| ≤ α∗.
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Preuve : Il suffit de montrer qu’il existe α∗ positif tel que
min
λ∈σ(A0)∩K
r(λ) > α∗ , (D.2.6)
ou` r(λ) est le rayon de convergence de´fini pre´ce´demment.
En effet, le The´ore`me D.2.4 assurera alors que, si |α| ≤ α∗ , il existe une
unique valeur propre simple λ(α) de A(α) issue de chaque valeur propre λ ∈
σ(A0) . Les valeurs propres de A(α) e´tant complexes conjugue´es, cela entraˆıne
ne´cessairement λ(α) ∈ R .
On note
δ = min
λ,µ∈σ(A0)∩K,λ6=µ
|λ− µ|
2
,
et on entoure chaque λ ∈ σ(A0) ∩ K par le contour γλ = {z ∈ C : |z − λ| = δ} .
Alors, d’apre`s (D.2.3),
r(λ) ≥
(
a+ b(|λ|+ δ)
δ
+ b
)−1
≥ δ
a+ b(M + 2δ)
> 0 ,
ou` a, b sont des constantes ve´rifiant (D.2.2) et
M := sup
z∈K
|z| .
L’ine´galite´ (D.2.6) est alors ve´rifie´e de`s que α∗ < δ/(a+ b(M + 2δ)) . 
En rajoutant des hypothe`ses sur A1 et sur le spectre de A0 , on peut assurer
que l’ensemble du spectre de A(α) est re´el pour α suffisamment petit. Dans la
proposition suivante, on suppose que A1 est un ope´rateur borne´. Comme nous
le verrons ensuite, cette hypothe`se n’est pas optimale et le meˆme re´sultat est
valable pour certaines perturbations A0-borne´es, mais non borne´es. L’hypothe`se
de se´paration du spectre (D.2.7), en revanche, est cruciale.
Des re´sultats plus ge´ne´raux sont de´montre´s dans [29], notamment dans le cas
ou` A0 posse`de des valeurs propres multiples.
Proposition D.2.6 Supposons A1 ∈ B(H) et
δ := min
λ,µ∈σ(A0),λ6=µ
|λ− µ|
2
> 0 . (D.2.7)
Alors, σ(A(α)) ⊂ R de`s que |α| < δ/‖A1‖ .
Preuve :
D’apre`s les arguments pre´ce´dents, il suffit de ve´rifier que
min
λ∈σ(A0)
r(λ) ≥ δ‖A1‖ . (D.2.8)
Or, si λ ∈ σ(A0) et Γλ = {z ∈ C : |z − λ| = δ} , alors (D.2.3) applique´ avec
a = ‖A1‖ et b = 0 donne directement r(λ) ≥ δ/‖A1‖ . 
Comme nous l’avons mentionne´ ci-dessus, les re´sultats de [29] donnent des
conclusions similaires sous des hypothe`ses plus faibles sur l’ope´rateur A0 . Nous
218 ANNEXE D. COMPLE´MENTS SUR L’INSTABILITE´ SPECTRALE
allons voir que dans certains cas, il est aussi possible d’alle´ger les hypothe`ses
sur la perturbation A1. Nous explorons cette possibilite´ en conside´rant l’exemple
des oscillateurs anharmoniques en dimension 1. Soit M ∈]2,+∞[ , m ∈]0,M [ ,
et pour tout α ∈ C, A(α) l’ope´rateur de´fini par
A(α) = − d
2
dx2
+ |x|M + α(ix)m, (D.2.9)
D(A(α)) = H2(R) ∩ L2(R; |x|2Mdx) .
Comme pre´cedemment, on notera
A0 = − d
2
dx2
+ |x|M et A1 = (ix)m .
A0 est a` re´solvante compacte et a` valeurs propres simples. On les note λn,
λn < λn+1 → +∞ quand n → +∞, et les valeurs propres de A(α) sont note´es
λn(α), |λn(α)| ≤ |λn+1(α)| → +∞ .
Les re´sultats qui suivent sont e´galement valables pour des ope´rateur de la forme
A(α) = − d
2
dx2
+ P (x) + αQ(ix) ,
ou` P et Q sont des polynoˆmes de degre´s respectifs M = 2k avec k ≥ 1, et
m < 2k .
Des re´sultats plus pre´cis concernant le spectre d’ope´rateurs de cette forme peu-
vent eˆtre trouve´s dans [29], [47], [48] ou [19].
Proposition D.2.7
(i) Si M ≥ 2(m+ 1) , il existe α∗ > 0 tel que, de`s que |α| ≤ α∗ ,
σ(A(α)) ⊂ R .
(ii) Si M > 2(m + 1), alors pour tout α ∈ R, il existe un compact K(α) ⊂ C
tel que
σ(A(α)) \ K(α) ⊂ R .
Preuve : D’abord, il existe C > 0 tel que, pour tout λ > 0 et tout u ∈ D(A0) =
H2(R) ∩ L2(R; |x|2Mdx) ,
‖A1u‖ ≤ C(λm‖u‖+ λm−M‖A0u‖) . (D.2.10)
En effet,
‖A1u‖2 =
∫
R
|x|2m|u(x)|2dx
=
∫
[−λ,λ]
|x|2m|u(x)|2dx+
∫
R\[−λ,λ]
|x|2m|u(x)|2dx
≤ λ2m
∫
[−λ,λ]
|u(x)|2dx+ λ2(m−M)
∫
R\[−λ,λ]
|x|2M |u(x)|2dx
≤ λ2m‖u‖2 + λ2(m−M)‖xMu‖2 .
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Or, il existe c > 0 tel que, pour tout u ∈ D(A0) ,
‖xMu‖2 ≤ ‖u′′‖2 + ‖xMu‖2 ≤ c(‖A0u‖2 + ‖u‖2) ,
d’ou`
‖A1u‖2 ≤ (λ2m + cλ2(m−M))‖u‖2 + cλ2(m−M)‖A0u‖2
≤ (c+ 1)λ2m‖u‖2 + cλ2(m−M)‖A0u‖2
pour λ > 1. On a ainsi (D.2.10) avec C =
√
c+ 1 .
On va maintenant appliquer (D.2.3) avec a = Cλm et b = Cλm−M et de´terminer
la valeur optimale de λ . Rappelons que, d’apre`s (2.3.23), il existe cM > 0 tel
que
λn = cMn
2M/(M+2)(1 +O(n−2)) , n→ +∞ . (D.2.11)
Ainsi, la distance entre λn et σ(A0) \ {λn} s’e´crit, pour un certain dM > 0 ,
d(λn, σ(A0) \ {λn}) = |λn − λn−1|
= cM
(
n2M/(M+2) − (n− 1)2M/(M+2)
)
(1 +O(n−2))
= 2dMn
(M−2)/(M+2)(1 +O(n−1)), n→ +∞ .
On entoure alors λn avec le contour Γλn = {z ∈ C : |z−λn| = dMn(M−2)/(M+2)},
et (D.2.3) applique´ avec a = Cλm et b = Cλm−M donne
r(λn) ≥ min
z∈Γλn
(
C(dMn
(M−2)/(M+2))−1(λm + λm−M |z|) + Cλm−M
)−1
≥ dM
C
min
z∈Γλn
n(M−2)/(M+2)
λm + λm−M (|z|+ (dMn(M−2)/(M+2))−1) .
Or d’apre`s (D.2.11), il existe N0 > 0 tel que, pour tout n ≥ N0 et tout z ∈ Γλn ,
|z|+ (dMn(M−2)/(M+2))−1 ≤ 2cMn2M/(M+2) ,
d’ou`
r(λn) ≥ dM
C
n(M−2)/(M+2)
λm + 2cMn2M/(M+2)λm−M
.
Ainsi, en choisissant λ = n2/(M+2), on obtient, pour tout n ≥ N0 ,
r(λn) ≥ kMn
M−2(m+1)
M+2 , kM =
dM
C(1 + 2cM )
. (D.2.12)
Dans le cas M > 2(m + 1) , on a donc r(λn) → +∞ quand n → +∞ . Si
α ∈ R est fixe´, on en de´duit qu’il existe N(α) > 0 tel que, pour tout n ≥ N(α),
r(λn) > |α|, ce qui entraˆıne que toutes les valeurs propres λn(α) en-dehors d’un
compact K(α) sont re´elles, d’ou` (ii).
D’autre part, si M ≥ 2(m + 1), (D.2.12) entraˆıne, pour tout n ≥ N0, r(λn) ≥
kM . Ainsi, si K ⊂ C de´signe un compact contenant {λ1, . . . , λN0}, alors on a
σ(A(α)) \ K ⊂ R de`s que |α| < kM . Enfin, σ(A(α)) ∩ K ⊂ R si α est suffisam-
ment petit d’apre`s la Proposition (D.2.5), d’ou` (i). 
Voici quelques exemples :
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Exemple D.2.8
(i) Perturbation par un terme line´aire, m = 1 :
– Dans le cas de l’oscillateur quartique perturbe´,
A4,1α = −
d2
dx2
+ x4 + iαx ,
on a M = 2(m + 1), et il existe α∗ tel que, pour tout α ∈ R avec
|α| ≤ α∗ , le spectre de A4,1α est entie`rement re´el.
Dans [19], les auteurs estiment la valeur critique du parame`tre a` α∗ ≈
3, 169. Au-dela` de cette valeur, les deux premie`res valeurs propres de
A4,1α se croisent et deviennent complexes conjugue´es. Les deux valeurs
propres suivantes se croisent pour |α| ≈ 7, 625, etc.
Nous renvoyons e´galement a` [47] pour plus d’informations sur le spectre
d’ope´rateurs de la forme
− d
2
dx2
+ x4 + αx2 + iβx .
– Les valeurs propres de l’ope´rateur
A6,1 = − d
2
dx2
+ x6 + ix ,
sont re´elles a` l’exception d’un nombre fini d’entre elles.
(ii) Perturbations cubiques. La valeur critique de l’exposant dans le potentiel
principal est ici M = 8 :
– L’ope´rateur
A8,3α = −
d2
dx2
+ x8 + iαx3
a un spectre re´el pour α suffisamment petit.
– L’ope´rateur
A10,3 = − d
2
dx2
+ x10 + ix3
n’a qu’un nombre fini de valeurs propres en-dehors de l’axe re´el.
D.3 Indices d’instabilite´ avec des vitesses de crois-
sance variables
Dans les chapitres 2 et 3, nous avons e´tudie´ des ope´rateurs dont les indices
d’instabilite´ ont une croissance exponentielle, de l’ordre de ecn, c > 0 (voir
(2.2.5), (2.1.9) et (3.4.16)). Dans [41], E. B. Davies parle du comportement
tempe´re´e (tame en anglais) d’un ope´rateur non-autoadjoint pour de´signer le
cas ou` ses indices d’instabilite´ ont une croissance polynomiale. Dans cette sec-
tion, nous re´sumons les re´sultats obtenus par B. Mityagin, P. Siegl et J. Viola
dans [106] concernant l’existence d’ope´rateurs non-autoadjoints dont les indices
d’instabilite´ ont un comportement interme´diaire, avec une vitesse de croissance
comprise entre celle, polynomiale, des ope´rateurs tempe´re´s, et celle des oscilla-
teurs anharmoniques et cubique des chapitres 2 et 3.
Nous formulerons ensuite une conjecture indiquant que les indices d’instabilite´
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des ope´rateurs de la forme (D.2.9) semblent e´galement posse´der des vitesses de
croissance varie´es. Cette conjecture est justifie´e par de simples arguments de
scaling, et nous pensons qu’elle pourrait eˆtre de´montre´e a` l’aide d’estimations
semblables a` celles de la sous-section 3.3.3. Ne´anmoins, les re´sultats de [106] re-
posant sur une ide´e plus astucieuse, nous ne nous inte´resserons pas a` la preuve
de cette conjecture, dont le principal inte´reˆt est de reprendre des exemples na-
turels pre´alablement e´tudie´s a` la section D.2.
Les ope´rateurs construits dans [106], de meˆme que les ope´rateurs de la forme
(D.2.9), sont des perturbations d’ope´rateurs autoadjoints, ce qui explique pourquoi
l’on s’attend a` ce qu’ils soient, dans un certain sens, “moins instables” que les
ope´rateurs e´tudie´s dans les chapitres 2 et 3.
Dans les e´nonce´s qui suivent, nous nous inte´ressons a` l’ordre de croissance ex-
ponentielle des indices d’instabilite´ κn de certains ope´rateurs non-autoadjoints.
Plus pre´cise´ment, nous e´tudions la limite quand n→ +∞ de la quantite´
log log κn
log n
.
Nous e´nonc¸ons maintenant les re´sultats de [106]. Le premier exemple est celui
de l’oscillateur harmonique translate´ sur L2(R),
Ha = − d
2
dx2
+ (x+ ia)2, D(Ha) = H2(R) ∩ L2(R; |x|4dx) ,
ou` a ∈ R \ {0}.
The´ore`me D.3.1 (B. Mityagin, P. Siegl et J. Viola, [106])
Soient a ∈ R\{0} , et (κn(a))n≥1 la suite des indices d’instabilite´ de l’ope´rateur
Ha . Alors,
lim
n→+∞
log log κn(a)
log n
=
1
2
. (D.3.1)
Ce the´ore`me se de´montre en remarquant que, pour tout n ≥ 1 , les fonctions
un(x) = hn(x+ ia) et u
∗
n(x) = hn(x− ia) ,
ou` hn est la n-e`me fonction de Hermite, sont respectivement des fonctions pro-
pres de Ha et H∗a associe´es a` la valeur propre λn = 2n− 1 .
De plus, le spectre de Ha est uniquement consititue´ de ces valeurs propres pour
n ≥ 1, et ces dernie`res sont alge´briquement simples. Par transformation de
Fourier, on a ‖un‖ = ‖u∗n‖ = ‖eaxhn‖ , donc d’apre`s (1.3.5), le n-e`me indice
d’instabilite´ de Ha s’e´crit
κn(a) =
∫
R
e2axhn(x)
2dx .
Le comportement de cette inte´grale quand n → +∞ peut alors eˆtre de´termine´
en utilisant les proprie´te´s des fonctions de Hermite, et (D.3.1) en de´coule.
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L’ide´e de la preuve du The´ore`me D.3.1 peut eˆtre ge´ne´ralise´e pour construire
toute une classe d’ope´rateurs dont les indices d’instabilite´ posse`dent des com-
portements varie´s. Plus pre´cise´ment, B. Mityagin, P. Siegl et J. Viola conside`rent
pour β > 2 l’oscillateur anharmonique
T = − d
2
dx2
+ |x|β , D(T ) = H2(R) ∩ L2(R; |x|2βdx) ,
et s’inte´ressent, pour certaines fonctions p ∈ C2(R) , a` la perturbation
L = ep(x)Te−p(x) = T + p′′(x)− p′(x)2 + 2p′(x) d
dx
. (D.3.2)
Ils ve´rifient ainsi que les valeurs propres de L sont alge´briquement simples, et
que les fonctions propres de L et L∗ sont respectivement de la forme
vn(x) = e
p(x)ϕn(x) et v
∗
n(x) = e
−p(x)ϕn(x) ,
ou` ϕn est une fonction propre normalise´e de T . Par conse´quent, d’apre`s (1.3.5),
le n-e`me indice d’instabilite´ de L s’e´crit
κn =
∫
R
e2p(x)|ϕn(x)|2dx .
Des estimations WKB sur la fonction ϕn aboutissent alors au re´sultat suivant :
The´ore`me D.3.2 (B. Mityagin, P. Siegl et J. Viola, [106])
Soient β > 2, α ∈]0, 1 +β/2[, p(x) = x(1 +x2)(α−1)/2, et (κn(α, β))n≥1 la suite
des indices d’instabilite´ de l’ope´rateur L de´fini par (D.3.2). Alors,
lim
n→+∞
log log κn(α, β)
log n
=
2α
2 + β
∈ ]0, 1[ .
Nous e´nonc¸ons maintenant une conjecture concernant les ope´rateurs de la
forme (D.2.9). Nous ne donnerons que des ide´es de preuve, l’inte´reˆt du re´sultat
e´tant moindre depuis que nous avons eu connaissance du travail effectue´ dans
[106].
Conjecture D.3.3 Soient M > 0, 0 < m < M et A(M,m) l’ope´rateur de´fini
sur L2(R) par
A(M,m) = − d
2
dx2
+ |x|M + ixm .
Soit (κn(M,m))n≥1 la suite des indices d’instabilite´ de A(M,m) . Alors,
(i) si m < M < 2(m+ 1), alors
lim
n→+∞
log log κn(M,m)
log n
=
2(m+ 1)−M
M + 2
∈]0, 1[ .
(ii) Si M ≥ 2(m+ 1) , alors
∃C > 0 , ∃α > 0 , ∀n ≥ 1 , κn(M,m) ≤ C nα .
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Cette conjecture peut eˆtre justifie´e par un simple argument de scaling, compa-
rable a` celui de la sous-section 3.3.1. En effet, si (λn)n≥1 de´signe la suite des
valeurs propres de l’ope´rateur A(M,m), avec |λn| ≤ |λn+1|, alors le changement
de variable y = λ
−1/M
n x permet de se ramener a` l’e´tude de l’ope´rateur
Ah(M,m) = −h2 d
2
dx2
+ (yM − eiϕ) + ih1−µym , µ = 2(m+ 1)−M
M + 1
,
ou` le lien entre λn et les parame`tres (h, ϕ) est donne´ par hn = |λn|−(M+2)/2M ,
ϕn = arg λn .
Des estimations semblables a` celles de la section 3.3 sur l’axe re´el devraient
permettre de ve´rifier, de meˆme qu’au chapitre 3, que les valeurs propres de
A(M,m) sont alge´briquement simples pour n suffisamment grand, et que ses
indices d’instabilite´ ont une croissance de la forme exp
(
1
hn
ch1−µn
)
, c > 0 , quand
n→ +∞ . Une re`gle de quantification semblable a` (3.3.49) devrait d’autre part
permettre de ve´rifier que hn ∝ n−1 et d’achever la preuve de la Conjecture
D.3.3.

Annexe E
Localisation exponentielle
des valeurs propres pour les
re´alisations de Dirichlet des
ope´rateurs d’Airy
complexes et de Davies sur
un segment
E.1 Introduction
Dans cette annexe, nous pre´cisons les re´sultats des The´ore`mes 5.3.1 et 5.3.2
sur le spectre des ope´rateurs d’Airy et de Davies sur un segment. Plus pre´cise´ment,
on note, pour R > 0 ,
AR = − d2dx2 + ix , D(AR) = H10 (]0, R[) ∩H2(]0, R[) ,
HR = − d2dx2 + ix2 , D(HR) = H10 (]−R,R[) ∩H2(]−R,R[) ,
A = − d2dx2 + ix , D(A) = H10 (R+) ∩H2(R+) ∩ L2(R+;x2dx) ,
H = − d2dx2 + ix2 , D(H) = H2(R) ∩ L2(R;x4dx) ,
(E.1.1)
et on va montrer que, pour toute valeur propre λ de A (resp. de H), il existe,
pour R suffisamment grand, une valeur propre λR de AR (resp. de HR) telle
que la distance |λ− λR| soit exponentiellement petite quand R→ +∞ .
Contrairement aux re´sultats des The´ore`mes 5.3.1 et 5.3.2 qui ne donnaient pas
d’information quantitative sur la distance |λ−λR| , nous allons donc obtenir une
estimation pre´cise de cette distance. D’autre part, l’e´tude qui suit est effectue´e
au voisinage de n’importe quelle valeur propre de A ou H, la` ou` les e´nonce´s de
la section 5.3 ne concernaient que la valeur propre de plus petite partie re´elle.
Remarquons ne´anmoins (voir Proposition E.2.1) que les preuves propose´es dans
les sections 5.3.3 et 5.3.4 permettent d’obtenir des e´nonce´s similaires concernant
n’importe quelle valeur propre de A ou H .
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On rappelle que l’ope´rateur AR de´fini par (E.1.1) peut eˆtre obtenu a` partir de
l’ope´rateur A]−R/2,R/2[ de la section 5.3 par la translation x 7→ x+R/2, et que
le spectre de AR est obtenu a` partir de celui de A]−R/2,R/2[ par translation de
iR/2 .
Les re´sultats qui suivent reposent sur des constructions de quasimodes qui
utilisent la de´croissance exponentielle des fonctions propres conside´re´es au chapitre
2. Toutefois, il est important de rappeler que, les ope´rateurs conside´re´s n’e´tant
pas autoadjoints, la construction d’un quasimode ne permet pas a` elle seule
d’assurer l’existence d’une vraie valeur propre a` proximite´ de la valeur propre
approche´e. Comme nous le verrons dans la preuve des The´ore`mes E.1.1 et E.1.2,
cette construction devra s’accompagner d’estimations de re´solvante au voisinage
du spectre de A ou H .
Nous e´nonc¸ons maintenant les re´sultats de ce chapitre.
Soit δ > 0 fixe´ et, pour tout R > 0 , ηR ∈ C∞0 (]−R+ δ/2, R− δ/2[; [0, 1]) tel que
ηR(x) = 1 pour |x| ≤ R− δ . On note alors χR = ηR1[0,R] et θR = ηR1[−R,R] .
The´ore`me E.1.1 Soit λ ∈ σ(A) et uλ une fonction propre de A associe´e a` λ .
Il existe alors C > 0 , c0 > 0 et R0 > 0 tels que, pour tout R ≥ R0 ,
‖(AR − λ)χRuλ‖ ≤ e−c0R3/2‖χRuλ‖ , (E.1.2)
et il existe λR ∈ σ(AR) tel que
|λ− λR| ≤ Ce−c0R3/2 . (E.1.3)
On a un e´nonce´ e´quivalent concernant l’oscillateur harmonique complexe :
The´ore`me E.1.2 Soit λ ∈ σ(H) et vλ une fonction propre de H associe´e a` λ .
Il existe alors K > 0 , d0 > 0 et R0 > 0 tels que, pour tout R ≥ R0 ,
‖(HR − λ)θRuλ‖ ≤ e−d0R‖θRvλ‖, (E.1.4)
et il existe λR ∈ σ(HR) tel que
|λ− λR| ≤ Ke−d0R . (E.1.5)
Dans la section E.2, nous montrons les estimations (E.1.2) (sous-section
E.2.1) et (E.1.3) (sous-section E.2.2). Dans la section E.3, nous prouvons de
la meˆme fac¸on le The´ore`me E.1.2.
E.2 L’ope´rateur d’Airy complexe
E.2.1 Construction de quasimode
On montre ici l’estimation (E.1.2).
On a
(AR − λ)χRuλ = χR(A− λ)uλ + [AR, χR]uλ
= −χ′′Ruλ − 2χ′Ru′λ. (E.2.1)
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Or, d’apre`s la Proposition 2.2.1, quitte a` renormaliser la fonction propre uλ , il
existe un ze´ro µ < 0 (en fait, µ = e2ipi/3λ) de la fonction d’Airy Ai tel que
uλ(x) = Ai(µ+ e
ipi/6x) .
Ainsi, par de´finition de χR, et en utilisant le de´veloppement asympptotique
(2.2.7) au premier ordre, il existe R1 > 0 tel que, pour tout R ≥ R1 ,
‖χ′′Ruλ‖2 ≤ C1
∫ R−δ/2
R−δ
|Ai(µ+ eipi/6x)|2dx, C1 > 0
≤ C2
∫ R−δ/2
R−δ
1
|µ+ eipi/6x|1/2
× exp
(
−4
3
|µ+ eipi/6x|3/2 cos
(
3
2
arg(µ+ eipi/6x)
))
, C2 > 0 .
Quitte a` choisir un plus grand R1 , il existe a0 > 0 et b0 > 0 tels que, pour tout
R ≥ R1 et tout x ∈ [R− δ,R− δ/2] ,
cos
(
3
2
arg(µ+ eipi/6x)
)
≥ a0 et |µ+ eipi/6x|3/2 ≥ b0R3/2 .
Ainsi, il existe C3 > 0 tel que, pour tout R ≥ R1 ,
‖χ′′Ruλ‖2 ≤ C3 exp
(
−4
3
a0b0R
3/2
)
. (E.2.2)
On a de meˆme
‖χ′Ru′λ‖2 ≤ C4
∫ R−δ/2
R−δ
|Ai′(µ+ eipi/6x)|2dx ,
et on montre donc comme pour (E.2.2), en utilisant le de´veloppement asymp-
totique (2.2.9) au lieu de (2.2.7), qu’il existe R0 ≥ R1 et c1 > 0 tels que, pour
tout R ≥ R0 ,
‖χ′Ru′λ‖2 ≤ e−c1R
3/2
. (E.2.3)
Enfin, on a clairement, pour tout R ≥ R0 ,
‖χRuλ‖ ≥ 1
C5
, C5 > 0 , (E.2.4)
et l’estimation (E.1.2) de´coule de (E.2.1), (E.2.2), (E.2.3) et (E.2.4).
E.2.2 Localisation exponentielle des valeurs propres
Soient ω > 0 et ε > 0 fixe´s. On note Λω,ε le demi plan Re z ≤ ω prive´ des
disques de rayon ε centre´s autour de chaque valeur propre de A :
Λω,ε = {z ∈ C : Re z ≤ ω, |z − λ| ≥ ε, λ ∈ σ(A)} .
Alors, d’apre`s [76], les estimations (5.3.13) et (5.3.14) peuvent en fait s’e´tendre
a` tout l’ensemble Λω,ε : il existe Cω,ε > 0 tel que
sup
z∈Λω,ε
‖(A− z)−1‖ ≤ Cω,ε et sup
z∈Λω,ε
‖(A∗ − z)−1‖ ≤ Cω,ε . (E.2.5)
Ainsi, en choisissant λ ∈ Λω,ε au lieu de (5.3.15), on ve´rifie que la preuve
effectue´e a` la section 5.3.3 permet d’obtenir l’estimation suivante :
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Proposition E.2.1 Pour tous ω > 0 et ε > 0 , il existe Mω,ε > 0 tel que, pour
tout R suffisamment grand,
sup
z∈Λω,ε
‖(AR − z)−1‖ ≤Mω,ε . (E.2.6)
Cette estimation va nous permettre d’estimer les projecteurs spectraux as-
socie´s a` AR.
Soient λ, λR, uλ et χR comme dans l’e´nonce´ du The´ore`me E.1.1. Soit
rR = (AR − λ)χRuλ , ‖rR‖ ≤ e−c0R3/2 . (E.2.7)
Soit ε > 0 assez petit pour que d(λ, σ(A) \ λ) > ε, et
Π =
1
2ipi
∮
|z−λ|=ε
(z −A)−1dz ,
le projecteur spectral de A associe´ a` la valeur propre λ .
On note e´galement
ΠR =
1
2ipi
∮
|z−λ|=ε
(z −AR)−1dz .
D’apre`s (5.3.28) et l’argument de l’e´tape 2.c de la section 5.3.3 (voir [96], Section
IV, §3.5), pour R suffisamment grand, l’ope´rateur ΠR est de rang 1 , c’est-a`-dire
que le disque {z ∈ C : |z−λ| ≤ ε} contient exactement une valeur propre simple
de AR. Notons-la λR ; ΠR est alors, pour R suffisamment grand, le projecteur
spectral de AR associe´ a` λR, et par conse´quent,
ARΠR(χRuλ) = λRΠR(χRuλ) . (E.2.8)
D’autre part, d’apre`s la Proposition E.2.1, on a, encore pour R suffisamment
grand,
‖ΠR‖ ≤ Cλ,ε , Cλ,ε > 0 , (E.2.9)
et
‖Π−ΠR‖ −→ 0 , R −→ +∞ . (E.2.10)
D’apre`s (E.2.7) et (E.2.8), on a
λRΠR((χRuλ)) = ARΠR(χRuλ)
= ΠRAR(χRuλ)
= λΠR(χRuλ) + ΠRrR ,
donc
|λ− λR| = ‖ΠRrR‖‖ΠRχRuλ‖ . (E.2.11)
Or, d’apre`s (E.2.7) et (E.2.9), on a
‖ΠRrR‖ ≤ Cλ,εe−c0R3/2 . (E.2.12)
D’autre part, si u¯λ de´signe le conjugue´ de uλ , on a d’apre`s la formule (1.3.4),
ΠR(χRuλ) = (ΠR −Π)χRuλ + Π(χRuλ)
= (ΠR −Π)χRuλ + 〈χRuλ, u¯λ〉〈uλ, u¯λ〉 χRuλ . (E.2.13)
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Quand R→ +∞ , on a ‖(ΠR −Π)χRuλ‖ → 0 (voir (E.2.10)), ‖χRuλ‖ → ‖uλ‖ ,
et ∣∣∣∣ 〈χRuλ, u¯λ〉〈uλ, u¯λ〉
∣∣∣∣ −→ 1 ,
et donc ‖ΠR(χRuλ)‖ → ‖uλ‖ d’apre`s (E.2.13).
Ainsi, l’estimation (E.1.3) de´coule de (E.2.11) et (E.2.12).
E.3 L’oscillateur harmonique complexe
On prouve maintenant le The´ore`me E.1.2 en suivant la me´thode de la section
pre´ce´dente. Par dilatation analytique x 7→ eipi/8x (voir la sous-section 2.3.3), la
valeur propre λ ∈ σ(H) s’e´crit, pour un certain n ≥ 1, λ = eipi/4(2n − 1), et la
fonction propre vλ associe´e a` λ ∈ σ(H) est de la forme
vλ(x) = Pn(e
ipi/8x) exp
(
−eipi/4x
2
2
)
, (E.3.1)
ou` Pn est le n-e`me polynoˆme de Hermite.
Comme dans (E.2.1), on a
(HR − λ)θRvλ = −θ′′Rvλ − 2θ′Rv′λ , (E.3.2)
et d’apre`s (E.3.1), pour R suffisamment grand,
‖θ′′Rvλ‖2 ≤
∫ R−δ/2
R−δ
|Pn(eipi/8x)|2e−x2 cos(pi/4)dx
≤ e−d1R2 , d1 > 0 . (E.3.3)
De meˆme, en de´rivant (E.3.1), on a pour R suffisamment grand,
‖θ′Rv′λ‖ ≤
∫ R−δ/2
R−δ
|P ′n(eipi/8x)− eipi/8xPn(eipi/8x)|2e−x
2 cos(pi/4)dx ,
≤ e−d2R2 , d2 > 0 . (E.3.4)
Enfin, on a clairement
‖θRvλ‖ −→ ‖vλ‖ quand R −→ +∞ , (E.3.5)
et l’estimation (E.1.4) de´coule de (E.3.2), (E.3.3), (E.3.4) et (E.3.5).
La preuve de l’ine´galite´ (E.1.5) s’effectue selon un raisonnement analogue a`
celui de la sous-section E.2.2.
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