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Abstract- For mechatronic motion systems, the perfor- 
mance increases significantly if, besides feedback control, 
also feed-forward control is used. This feed-forward part 
should contain the (stable part of the) inverse of the plant. 
This inverse is difficult to obtain if non-linear dynamics are 
present. To overcome this problem, Learning Feed-Forward 
Control can be applied. The properties of the learning mech- 
anism are of importance in this setting. In this paper, a sup- 
port vector machine is proposed as the learning mechanism. 
It is shown that this mechanism has several advantages over 
other learning techniques when applied to Learning Feed- 
Forward Control. The method is tested with simulations. 
I. INTRODUCTION 
The performance of many industrial machines critically 
depends on their ability to  let some end effector track a 
desired motion. Designing machines that maximize this 
ability is a truly mechatronic challenge, because mechanical 
system properties as well as electronics and control design 
may have a large influence on tracking accuracy. As an 
example of this, one may think of the difficulties faced by 
designers of lithographic equipment for exposure of wafers 
or of component mounters for production of printed circuit 
boards. 
In our research, we specifically consider the design of 
servo controllers for motion systems in a mechatronic set- 
ting. Such controllers will always involve a feedback com- 
ponent in order to  deal with plant uncertainty and to ob- 
tain good disturbance suppression. To be able to track 
a motion with small errors, a feed-forward controller can 
be used in addition. The feed-forward controller generates 
the control signal from the reference (the desired motion) 
and is not error driven. The feed-forward controller can be 
chosen as the (pseudo-)inverse of the plant. 
Instead of mathematically computing the required feed- 
forward compensation, it can also be learnt from the feed- 
back control signal by using a function approximator. This 
may have distinct advantages, specifically for motion sys- 
tems, as also unknown (non-linear) system properties such 
as friction can be compensated in this way. These are prop 
erties that often occur in a mechatronic setting and would 
be difficult to be compensate for by mechanical or electrical 
means. The function approximator should learn the com- 
pensation as a function of the relevant commanded plant 
states. This learning scheme is known as feedback error 
learning [5] and the control configuration has been called 
Learning Feed-Forward Control (LFFC) [ll], [13], see fig- 
ure 1. 
For computational reasons, the function approximator 
will typically involve a basis function expansion, e.g. us- 
ing a B-spline neural network. When the function to be 
approximated depends on several variables, the learning 
process will fail, something which is known as the curse 
of dimensionality [l]. However, recent insights in the field 
of statistical learning have shown alternative ways to a p  
proximate multi-valued functions that don’t suffer from the 
curse of dimensionality [12]. Specifically, so-called Support 
Vector Machines (SVM) have shown to  be superior approx- 
imators for regression problems [3], [9]. In this paper, we 
research whether the same techniques can also be used in a 
learning feed-forward control scheme. We do so by consid- 
ering a case, being a linear motor motion system. This is 
a drive system that is contained in lithographic equipment 
as well as in component mounters. 
In the next section learning feed-forward is briefly ex- 
plained and conditions are given for the function approxi- 
mator. In section 111, the Support Vector Machine (SVM) 
is introduced and it is analyzed whether this is a good can- 
didate for the learning of a feed-forward signal. In section 
IV, the results of the analysis will be evaluated by means 
of simulations with the linear motor system. 
11. LEARNING FEED-FORWARD CONTROL 
Consider a mechanical plant that is stable and minimum- 
phase. If the LFF equals the inverse of the plant, perfect 
tracking is obtained in the absence of external disturbances 
(figure 1). 
In order to learn the inverse, learning signals are re- 
quired. The training signal used in LFFC is the output 
of the compensator. This is possible because as long as 
there is a control signal, there will be an error and thus 
the inverse of the plant has not been completely learnt yet. 
The feedforward signal uff  is updated to the total control 
signal utot. 
To learn the relation between the reference and the feed- 
forward signal, a function approximator is needed. The 
function approximator is the engine of the learning feed- 
forward controller. Criteria have been formulated which 
the function approximator should meet [13]: 
Small memory requirements 
Computationally inexpensive (for calculating the output, 
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Fig. 1. Control scheme 
as well as for updating the approximator contents) 
Approximation cannot get trapped in local minima 
Locally adaptable input-output relation 
Good generalizing ability (i.e., an untrained motion that 
is “alike” a trained motion is also tracked accurately) 
Control over the smoothness of the approximation 
An approximator that meets most of these demands and 
that has been used successfully is a B-spline neural net- 
work [13]. This is a neural network with B-spline basis 
functions distributed over the domain of each individual 
input variable. Due to this structure, the total number of 
weights (the free parameters of the function approximator) 
equals the product  of the number of weights on each in- 
put domain. When the number of inputs is large and/or 
the function to be approximated is not smooth, a large 
number of weights results, leading to  significant memory 
requirements. And what is even worse, a bad generalizing 
ability of the function approximator is at hand. This com- 
promises the performance of the LFFC. This is due to the 
so-called curse of dimensionality. A method to overcome 
this problem is to construct the feed-forward component 
as a structure of lower-dimensional networks, e.g. to use 
a network for each expected phenomenon [4]. In this way, 
the curse of dimensionality may be circumvented, but the 
training of the structure of networks has become difficult. 
This is caused by the fact that only one training signal is 
present to train several networks. Although this problem 
may be solvable, another approach to attack the curse of 
dimensionality would be interesting to pursue. The use of 
Support Vector Machines seems to be such an approach. 
I 
111. SUPPORT VECTOR MACHINES 
In general a function approximator tries to minimize the 
risk of the approximat ion.  The risk is the expected cost: 
R(w) = 1 U Y ,  f(z; w))dF(z ,  Y) (1) 
In this equation the L is a cost function, z is the input 
vector with corresponding output vector y. The f(z; U) is 
the set of functions from which the function approximator 
can choose. The w denotes the parameters of the function 
approximator and is of appropriate size. The F (z ,y )  is 
the combined probability density of z and y. An example 
of the cost function is the quadratic cost function L = 
(y - f(z; w ) ) ~ ,  an example of a set of functions is the set 
of linear functions: f(z; w) = (w . z). 
Often the probability density of the data is unknown. 
The risk in this case is estimated from the data. This risk 
is called the empir ica l  risk and is given by: 
- 1  
In which 1 is the number of training points. If, for 1 -, CO 
the empirical risk converges to the actual risk, the estima- 
tor is called consistent.. For an exact definition see (121. In 
addition to the empirical risk, a generalizing risk can be 
de6ned. This risk gives the expected cost for the untrained 
data. This risk can be found in the reference cited above, 
and due to its complexity it is not repeated here. 
A function approximator should minimize the total risk. 
However, most approximators (neural networks, polyno- 
mial estimators) minimize the empirical risk. If the train- 
ing set is small compared to the number of free parameters, 
this can cause a high generalizing risk. This is known as 
overf i t t ing.  By minimizing the empirical risk in combina- 
tion with the generalizing risk, a better approximation will 
be obtained. The technique for minimizing the empirical 
risk and the generalizing risk is called Structural Risk Min- 
imization (SRM). For example, in the case of the polyno- 
mials the degree of the polynomial would be minimized in 
combination with the empirical risk. 
The support vector machine is an implementation of the 
SRM. Support vector machines have been introduced by 
Vapnik [12] and have their origin in statistical learning 
theory. In this paper the theory of SVM is only treated 
superficially. The following publications give more back- 
A .  L inear  case 
ground ~31, [91, 1121. 
The cost function which is used is the €-insensitive cost 
function. This cost function is given below. 
(3) 
E 2 0 gives the absolute error which is not penalized. The 
cost function determines how good an approximator is for 
a given noise model working additive on the true data [9]. 
The E-insensitive cost function is good in the class of noise 
densities that are uniform with some small arbitrary noise 
densities. Furthermore, the calculations become easier us- 
ing this cost function. 
The class of functions for the estimation is given by: 
f ( z ; w , b ) =  ( w . z ) + b  (4) 
In this set the w is a vector of weights and b is the offset. To 
estimate the optimal function from this set, a set of training 
points is given (z1, yl), . . . , (21, yl). It is assumed that these 
points are independent and identically distributed. The 
empirical risk for this case is given by: 
i=l 
By minimizing the empirical risk in combination with the 
minimization of the weights, a structural risk minimization 
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is done. The combined minimization can be written as the 
minimization of +(w, b ) .  
i= 1 
In this equation A is a regularization parameter. This min- 
imization can be rewritten in the following form: 
/ 1  1 \  
with the following constraints: 
In these equations the ti(*)’s indicate the distance from the 
approximation to the actual sample decreased by the al- 
lowed error E .  The C is a regularization parameter by 
which the designer can determine how much an error of an 
estimation is penalized relative to the punishment of large 
weights. It is directly connected to the A by C = l/lA. 
The minimization of + can be solved by using Lagrangian 
optimization theory. This theory is used to rewrite the 
problem to its dual representation. The values of w and 6 
can be determined as a function of the Lagrangian multi- 
pliers a(*). The dual optimization problem is given as the 
minimization of 
with constraints 
1 1 
The weights are given by: 
1 
i=l 
and the offset can be calculated by 
(12) 
b = yi - (W. zi) - E 
b = gi - (w . zi) + E 
for a; E (0, C )  
for ai E (0, C). 
Only for some values of i the (a: -ai) d8er from zero, this 
follows from the Karush-Kuhn-Tucker theorem [lo]. The 
training points which have non zero (a; -ai) are called the 
support vectors. Because only some elements of the vector 
a(*) are non zero a sparse representation is obtained. 
eq. (9) Is a convex optimization problem. This means 
that there are no local minima. Note that the output is 
completely determined by the inproducts of the training 
set, as follows from substituting (11) in (4): 
f(z; a(*), b )  = (E (at - ai)zi.z) = C (a: - ai)(zi . z ) + b  1 
i=l sv 
(13) 
The a(*)’s are completely determined by the training 
points. 
B. Non-linear case 
Only a small set of functions can be approximated by 
a l i ea r  estimation. Therefore the linear case should be 
extended to  the non-linear case. To achieve this, the in- 
put space is mapped to a higher dimensional feature space. 
In this feature space a linear approximation can be per- 
formed. This linear approximation in feature space is a 
non-linear approximation in the input space. For example 
if the input space is two dimensional and a quadratic func- 
tion should be approximated, the following mapping could 
be performed [lo]: 
A linear approximation in this feature space would result 
in a quadratic approximation in the input space. 
If the dimension of the input space is larger, or the de- 
gree of the polynomial by which the function should be 
approximated higher, the calculations in feature space be- 
come unfeasible. 
The r.h.s. of (13) shows that the output is determined 
only by the inproduct of the training samples. This in- 
product in the feature space can be calculated as a kernel 
function in the input space as long as this kernel function 
fulfills the conditions stated by Mercer’s theorem [SI. 
By choosing the kernel, it is determined in what feature 
space the inproduct is calculated. Some useful kernels are: 
kernels which generate polynomials of order d in the in- 
put space: 
kernels which generate radial basis functions with vari- 
ance p :  
Ic(z,zi) = exp(Iz -zi1/2p2). 
kernels which generate spline functions with infinite 
splines: 
I E ( ~ ,  = 1 + zzi + 1z - zil min(z, z i ) ~  +e 3 .  
By replacing the inproduct in the linear case with the 
kernel function, the function approximator is able to a p  
proximate non-linear functions. 
The approximation of a (non-linear) function with a s u p  
port vector machine has some attractive properties. Due to 
the minimization of the weights the result does not contain 
oscillations in between data points and therefore doesn’t 
overfit the data. Because the SVM is an implementation of 
the SRM the risk associated with the generalization is min- 
imized. The approximator has good generalization abili- 
ties [E]. 
k ( 5 ,  zi) = ((z . Zi) + l y .  
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The solution of the minimization of “(a, a*) results in 
a vector of a(*)’s with only a finite number of elements 
unequal to zero. This results in a sparse representation. 
The number of SV’s is lower than the number of training 
points. The number of SV’s is influenced by the parameters 
E ,  C and the choice of the kernel. 
A property which is important for LFFC is the circum- 
vention of the curse of dimensionality. Because only the 
inproduct of the training samples in feature space is used, 
the dimension of the input space is not of influence. The 
inproduct of the training samples can be calculated with 
the kernel function. The inproduct of two training samples 
results in one value and thus only the number of training 
samples determines the number of variables in the opti- 
mization problem,see (9). The number of variables is 21: 
The resulting support vectors are not determined by the 
dimension of the input space, but by the complexity of the 
function. It should be noted that a function will generally 
be more complex if a space with more dimensions is used. 
C. SVM fo r  LFFC 
In order to determine whether it is attractive to apply 
an S V M  in a Learning Feed-Forward setting, the previously 
listed criteria will be checked. 
Small memory requirements 
The memory requirements are favourable when using the 
support vector machine. The solution of the minimization 
problem returns only those vectors with weights unequal 
to zero, i.e., the support vectors. Because the number of 
SV’s doesn’t grow exponentially with the dimension of the 
input space, the memory requirements don’t depend on 
the dimension of the input space, but on the complexity 
of the function and the selected kernel function. This is 
acceptable. 
The computational load is divided into two parts: the load 
for the calculation of the output and the load for the u p  
dating of the approximator. The output of the network is 
given by: 
(q,. . . ,CY[, a;, . ..,a;>. 
Computational load 
~ 
sv 
These computations are not very involved and do not imply 
specific measures. 
Compared with a B-spline neural network, the calcula- 
tion of the weights of the approximator is computation- 
ally demanding; a convex quadratic optimization problem 
must be solved. However, this is an active research area 
in which significant progress is being achieved. E.g., the 
SMO algorithm proposed in [9] is relatively fast and with 
some improvements made in 181 the approximation of the 
function may be done with acceptable computational load. 
However, more research in this area may be needed. 
The optimization problem is a convex one. Therefore, it 
cannot get trapped in a local minimum. 
Local minima 
Locally adaptable input-output relation 
The function is approximated in its whole. It is not p o s  
sible to realize adaptations in a small part of the input 
space. This may not be a problem as long as the LFFC 
is trained off-line. In that case, the designer has influence 
on the motions the system makes and can define a path, 
or a set ofpaths, that characterizes the input space. How- 
ever, in order to deal with time-variant systems, one would 
also like to be able to train on-line, i.e., during regular task 
execution. This would require an iterative learning mech- 
anism for SVM’s. Research is currently being done in this 
direction [2]. 
Support vectors machines have excellent generalization 
properties, because they are an implementation of the 
SRM. 
The designer has two ways of controlling the smoothness of 
the input-output relation: by means of the kernel function 
that is applied, and by means of the parameter C. 
From this analysis it follows that an S V M  promises to 
be a good approximator for LFFC. For the time being, the 
high computational load for updating the approximation 
and the global adaptation can be overcome by considering 
off-line learning only. 
Generalizing ability 
Control over smoothness 
IV. SIMULATIONS 
A .  Plant description and SVM parametrization 
In order to have a first evaluation of the use of an S V M  
in LFFC, we consider the case of a linear motor motion sys- 
tem. It concerns a permanent magnet synchronous linear 
motor that has been designed for highly dynamic applica- 
tions. The dominant properties of this drive system are: 
mass; for this particular study, we consider the mass to 
be constant but unknown 
fnction; the friction description incorporated in the sim- 
ulation model is velocity dependent and non-linear, as it 
includes, besides a viscous component, the Stribeck effect 
and a constant part (Coulomb) 
cogging; this effect results from the magnetic interaction 
between the permanent magnets of the stator and the iron 
cores in the coils of the translator. Cogging can be seen 
as a position dependent disturbance force that is sinusio- 
dal in nature, but has an irregular amplitude and spatial 
frequency. For this case however, it suffices to model it as 
a regular sine function of the translator position. 
In previous research, it has been shown experimentally 
that LFFC can drastically improve the positioning accu- 
racy of this system, specifically for slower motions [7]. How- 
ever, in a straightforward implementation (i.e., a multi- 
dimensional B-spline network), the curse of dimensional- 
ity is severely deteriorating the generalizing ability of the 
LFFC. Hence, this system is well suited for the problem at 
hand. 
The regularization parameter in the S V M  is chosen as 
C = lo2’. By giving this parameter a high value, errors be- 
tween the estimation and the training points are punished 
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severely. This results in a less smooth function approxima- 
tion and forces the SVM to include more Sv's. However 
the given training points will be approximated better. The 
insensitivity region is chosen as 6 = 0.01. This way, only 
small deviations go unpunished and therefore the-training 
points will be approximated better. For a complete sim- 
ulation description, including all numerical data, refer to  
our web-site: www. rt . e l .  utwente .n l \ icont ro l .  
B. Simulation setup 
Simulations have been done in two stages. In the first 
stage, the inertia is compensated for by a perfect, non- 
learning feed-forward. Hence, the LFFC is to  learn the 
compensation for friction and cogging only. In the second 
stage, also the mass of the linear motor is assumed to  be 
unknown and its compensation has to be learned by the 
LFFC. This can be seen as a phenomenon depending on the 
acceleration. By comparing the results of both stages, the 
growth of the number of support vectors can be inspected. 
Training of the SVM is done iteratively, in four batches. 
That is, in the first iteration no LFFC output is present 
and data points (r,+,ufi) are collected. Then an SVM 
is trained using this data set. This SVM is applied in the 
second batch, and data points (T ,  i ,  u~+ru~lfb) are collected. 
These data points are used to train a new SVM, which is 
applied in the next batch, etc. The 7 decreases in each 
consecutive iteration and can be seen as a learning rate. 
After four batches, it is assumed that convergence has been 
obtained. 
In each iteration, the same set of five smooth motions 
is commanded. These motions have been chosen such that 
many (T ,T)  combinations were touched. All in all, about 
1100 training points were obtained per iteration. 
C. Results 
First the error is inspected that remains after learning if 
a motion is performed that was also used for training. This 
is shown in figure 2. The two-norm and the infinity-norm 
are given in table 1 for these simulations and all the fol- 
lowing simulations. It can be seen that the error decreases 
drastically due to the learning. However, a small error r e  
mains; this can be explained by the choice of E > 0 and 
because convergence may not have been reached after four 
training iterations. 
Secondly the error is inspected if a motion is performed 
that has not been trained. The result can be seen in fig- 
ure 3. The error is still reduced significantly. This means 
a good generalization. The figure shows that the steady 
state error has become worse after learning however. 
The function that has been learnt is given in figure 4. 
This is a fairly complex function. This function could 
be approximated by 259 support vectors while the origi- 
nal training data consisted of 1100 vectors. If the func- 
tion would be approximated by a B-spline network approx- 
imately 10*50 = 500 splines would be necessary. This esti- 
mation is based on the shape of the function. Ten spl ies  
were considered to be needed for the velocity dependent 
non-linearity. For the position dependent non-linearity 50 
I 
0 0.5 2 2.5 3 ' time [SI 
Fig. 2. Error of test motion where the same motion was used for 
training. Network has two inputs 
O W  
4.m : 
0 1 2 3 time [s] 5 6 7 
Fig. 3. Error of test motion where another motion was used for 
training. Network has two inputs 
splines were estimated. This results in 10 splines per period 
of cogging. The figure shows also that good generalization 
has been obtained. If a similar experiment were performed 
while using B-splines, only those B-splines would have a 
value that had been passed. The B-splines that were not 
passed, would have a value zero. In figure 4 however, it can 
be seen that a complete function is learnt. 
The next set of simulations is done with the mass un- 
known. The feed-forward network must now learn a rela- 
tion from (F, i ,  T )  to the feed-forward signal. After training 
365 support vectors were required for the approximation. 
This is a increase of circa 1.4 times the previous number 
of support vectors, which is quite acceptable. If B-splines 
were used, twice as many splines were necessary as with the 
previous input space. This would result in 1000 splines. 
In figure 5 the error before and after learning are shown 
for an untrained motion. The error has decreased signifi- 
cantly; also in this case the SVM features good generaliza- 
tion. 
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Fig. 4. Learnt function 
Ilell2 l lellm llell2 l le l lm 
before 4.Oe-6 3.Oe-3 2.5e-6 3.le-3 
- I’ A.-, = 07----.---,M-. - ~ 
aftertraining 
-0.m 
-0.m 
I 2 3 time [SI 5 6 I 4.m 
Fig. 5. Error of test motion where the same motion was used for 
training. Network has three inputs 
Ilell2 l le l lm 
2.8e-6 4.8e-3 
V. CONCLUSION 
The use of support vector machines for the LFFC scheme 
has been investigated. Support vector machines meet most 
of the requirements for the function approximator that is 
contained in the LFFC scheme. Only the high computa- 
tional load for updating the approximation and the global 
adaptation can pose problems when on-line learning is de- 
sirable, e.g., in case of time-variant systems. For off-line 
learning however, they seem to be suitable. Simulations 
with a linear motor motion system indicate that the use 
of an S V M  as a function approximator in LFFC yields a 
good approximation of the plant inverse . The generaliza- 
tion of the approximation is good, while the number of sup 
port vectors (weights) remains limited, also for higher di- 
mensional estimation problems. The training motions were 
chosen in such a way that data points were well distributed 
over the input space. This seems to be easily realizable for 
real world applications too. 
Overall conclusion is that SVM-based Learning Feed- 
Forward Control has high potential for application in 
2-dim. netw. I1 3-dim. netw. I 
I after 9.8e-9 2.2e-4 9.2e-9 2.le-4 ]I 2.9e-8 4.5e-4 ] 
Tab. 1. Norm of errors with and without training. a) are motions 
that were included in the training and b) are motions that were not 
included in the training 
mechatronic motion systems; it provides an alternative for 
deahng with undesirable system properties such as cogging 
and friction that can only be avoided via mechanical and/or 
electronic means in more costly manners. 
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