We consider the initial value problem for the reaction-diffusion system with inhomogeneous terms. In this paper we show the existence and nonexistence of global solution in time. Especially, for the nonexistence we extend the conditions of the nonlinear terms and the initial data to the weaker conditions. We prove that for the nonlinear term and the initial data whose support is included in some unbounded domain (for instance, the corn), there do not exist the global solutions in time.
Introduction
We consider nonnegative solutions of the initial value problem for the reactiondiffusion system       
where p 1 , p 2 ≥ 1 with p 1 p 2 > 1. The inhomogeneous terms K i (x, t) (i = 1, 2) are continuous functions satisfying
for any x ∈ R n , t ≥ 0,
where 
Example. Put l ⊂ R n be a half line such that |x| ≥ 1 for any x ∈ l. Define D 1 = ∪ x∈l B s|x| (x) and D 2 = ∪ x∈l B 2s|x| (x) with some s ∈ (0, 1/4). Let K i (i = 1, 2) be nonnegative continuous functions defined by K i (x, t) = t q i |x| 
where · ∞ denotes the L ∞ -norm with respect to space variable. The phenomenon is called that the solutions blow up in finite time, too. We define constants
Denote by BC the space of all bounded continuous functions in R n . For a ≥ 0 we define the following sets;
We use the notation operator S(t) of the heat equation defined by
As noted in Theorem 3 of section 2 below, if (u 0 , v 0 ) ∈ I δ 1 × I δ 2 and K i (x, t) (i = 1, 2) satisfy (2), the problem (1) has a unique, nonnegative solution
at least locally in time. Now, the results of this paper are summarized in the two theorems. The first theorem asserts nonexistence of the global solution. (2) and (3) . Suppose that one of the following three conditions holds;
Theorem 1. Assume that
Then, every solution (u, v) of (1) is not global in time.
The method using the sequence of balls in (3) was used in [16, 4] and other papers.
Remark. Fro proving only non-existence of the global solution in time, it is not needed that
The second theorem assert the existence of the global solution in time.
Theorem 2.
Assume that max{α 1 , α 2 } < n and K i (x, t) (i = 1, 2) satisfy (2) . Suppose that
and that u 0 ∞,a 1 and v 0 ∞,a 2 are small enough. Then, every solution (u, v) of (1) is global in time. Moreover, we have Theorems 1 (ii) and 2 assert that there exist both non-global solutions and non-trivial global solutions of (1) when max{α 1 , α 2 } < n. Precisely, assuming the polynomial decay of initial values (u 0 , v 0 );
we obtain the "second critical exponent" a 1 = α 1 , a 2 = α 2 on the decay rate of initial values by which the global existence case and nonexistence case are divided. We briefly recall a history of the study on global existence and global nonexistence of solutions to the system (1). First, the global existence and nonexistence of solutions in the case u 0 = v 0 , p i = p and K i = 1 (i = 1, 2),
was studied by Fujita [3] . Fujita proved that when p < 1 + 2/n the solution of (13) is not global in time for any u 0 ≡ 0. On the other hand, he also proved that when p > 1 + 2/n the solution of (13) is global in time if u 0 ∞ is small enough and u 0 has an exponential decay. The number p = 1 + 2/n is called a critical exponent for (13). Fujita's results were also extended by some researcher. Hayakawa [7] , Kobayashi-Sirano-Tanaka [9] and Weissler [20] proved that when p = 1 + 2/n, the solution of (1) blows up in finite time for any u 0 ≡ 0. For the case p > 1 + 2/n, Lee-Ni [10] studied that if u 0 ∞ is large enough or lim inf |x|→∞ |x| a u 0 (x) > 0 with a < 2/(p − 1), the solution of (13) is not global in time, and if u 0 ∞ is small enough and u 0 ∈ I a with a > 2/(p − 1), the solution of (13) is global in time. The number a = 2/(p − 1) is called the "second critical exponent".
Fujita's results were extended to the case
In the case K(x, t) = |x| σ with σ ≥ 0, Bandle-Levine [1] had that when p < 1+(2+σ)/n the solution is not global in time for any u 0 ≡ 0. Hamada [6] had the same result for the critical case p = 1 + (2 + σ)/n (see also [13] ). Thereafter, Qi [14] extended the result to the case K(x, t) = t q |x| σ u p with q ≥ 0, σ ≥ 0. He proved that the number p = 1 + (2 + σ + 2q)/n is a critical exponent in this case.
Moreover, Fujita's result were also extended by Escobedo-Herrero [2] and Mochizuki [11] to the system (1) with K 1 (x, t) = K 2 (x, t) = 1, by Uda [17] to the system (1) with K i (x, t) = t q i (i = 1, 2), and by Mochizuki-Huang [12] to the system (1) with
. Additionally, Guedda-Kirane [5] and Kirane-Qafsaoui [8] studied in this field. They studied the case
Although the Fujita type critical exponent to the system (1) was established by Escobedo-Herrero [2] and Uda [17] , their proofs were rather complicated. Mochizuki [11] and Mochizuki-Huang [12] simplified their proof and also determined the "second critical exponent" on the decay rate of the initial data. Our results are natural extensions of Mochizuki-Huang [12] , and are proved by applying the arguments of Mochizuki-Huang [12] , Pinsky [13] and Umeda [18, 19] .
The rest of the paper is organized as follows. In section 2, we note some preliminary results including the local existence for (1) . The result of global nonexistence (Theorem 1) is given in section 3. In section 4, we show the result on global existence (Theorem 2).
Preliminaries
In order to show the local solvability of the Cauchy problem (1), we consider the associated integral system
where S(t) is defined in (8) . Define
where
For T > 0, set
It is easily seen that E T is a Banach space.
Proof. From (8), we have
First, we estimate the first term, and we have
Next, the second term is estimated, and we obtain
Thus, we have
Since a
with the constants C j = C j (n, δ, T ) (j = 3, 4). Multiplying both sides above expression by
Hence, we have
) ∈ E T for some T > 0, and we have
Proof. (i) is obvious from Lemma 2.1 with
By a simple calculation, −σ 1 + δ 2 p 1 = δ 1 . Then it follows from Lemma 2.1 that
with some constant C = C(n, δ, T ). Thus we have
Similarly, we have
These inequalities conclude the assertion (ii). Now we can prove the following:
Theorem 3. (The local existence of the solution) Assume that
We consider
From proof of Lemma 2.2 (ii),
8 with C 1 = C 1 (n, δ 1 , T ). By same argument, we have
with some C 2 = C 2 (n, δ 2 , T ). Substitute (18) and (19) into (17) . Since we can put T is small enough for R and max{p 1 , p 2 } ≤ p 1 p 2 by p 1 p 2 > 1, we obtain
for some ρ < 1. Then Ψ is a strict contraction of B R ∩ P T into itself, whence there exists a unique fixed point (u, v) ∈ B R ∩ P T which solves (1).
Proof of Theorem 1
In this section we treat the nonexistence of global solutions in time of (1). Here, we take the same strategy as in [12] and [13] . 
We will show that for an appropriate choice of r, (F m (t), G m (t)) is not global in time, thereby contradicting the assumption that (u, v) is a global solution. SinceB r,m is a n-dimensional ball of radius r|x m |, it follows that λ m satisfies
where c 1 > 0 depends only on the dimension n and r. Let ν(x) denote the outward unit normal toB r,m at x ∈ ∂B r,m . Integrating by parts, using (20) and the fact that φ m = 0 and ∂φ m /∂n ≤ 0 on ∂B r,m with a unit normal vector n, and applying Green's formula and Jensen's inequality, we obtain
Let us consider the system of ordinary differential equations
By the scaling
We choose a positive number t 0 . Since t
for t ≥ t 0 . Here, let us consider the system of ordinary differential equations
for t ≥ t 0 .
As an application of the standard theory of ordinary differential equations, we have following two lemmas;
Lemma 3.1. ([15, Lemma 4]) Let
Q ≡ {(a, b) ∈ R 2 + ; (t −q 1 0 a) 1/p 1 < b < t q 2 0 a p 2 }.
If (a(t), b(t)) solves (25) for t > t 0 and (a(t
0 ), b(t 0 )) ∈ Q, then (a(t), b(t)) ∈ Q for t > t 0 .
Lemma 3.2. ([15, Lemma 5]) If (a(t), b(t)) solves (25) for t > t 0 and (a(t 0 ), b(t 0 )) ∈ Q, then (a(t), b(t)) is not global in time for t ≥ t 0 .
Note that there is only one equilibrium point
Then P is a saddle point. Hence one of two separatrices is the stable manifold, whereas another one is the unstable manifold. The unstable manifold starts from 0 and runs to ∞. The stable manifold intersects the a-axis at A 0 > 0 and the b-axis at B 0 > 0. Consequently if a(t 0 ) > A 0  or b(t 0 ) > B 0 , then (a(t), b(t) ) with t ≥ t 0 will enter Q in finite time. By Lemmas 3.1 and
then (f m (t), g m (t)) is not global in time.
As a result of these arguments and a comparison principle, we have the following proposition:
Lemma 3.3. Let u 0 and v 0 are BC and (u 0 , v 0 ) ≡ 0, and let (u, v) be a solution of (1) . Then for any τ > 0 and x ∈ R n and constants ν ≥ 1 and
Proof. We may let u 0 (x) ≡ 0 without loss of generality. Then we have
Then we have
Then by (27) we obtain for
with ν 2 = max{1, 1/τ 2 } and C 3 = C 3 (τ 2 , n, C 2 ). Put C = min{C 1 , C 3 } and ν = max{ν 1 , ν 2 } and τ = τ 2 . Then we have
Lemma 3.4. For σ ≥ 0, ν ≥ 1, x ∈ R n and t ≥ τ with some τ > 0, we have Proof. Since (8), We have
By Lemma 3.3, we can assume
for some C > 0 and µ > 0. Then by a semigroup property of S(t), we have
Lemma 3.5. Let v be second element of the solution of (1). Then for t ≥ τ ,
Proof. It follows from (15) that
By (28), we have ds.
Thus, the inequality of the lemma holds.
Lemma 3.6. Let u be first element of the solution of (1) and
, where a > 0 is a small constant and
Proof. It follows from Lemmas 3.4 and 3.5 that
this proves the inequality of the lemma.
Proof of Theorem 1.
Define Y m same as in (26). First we consider the case (i). We may assume α 1 ≥ α 2 . From the definition, we have α 1 ≥ n. By Lemma 3.6, since
x ∈B r,m , we have
