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Abstract
In this paper we solve the K-moment problem for a family of sequences defined by linear recursive relations of order ∞ indexed
by Z. Extension of some known properties are studied and others results are established. Moreover, we paraphrase a fundamental
application on the existence of zeros of an analytic function, in terms of the support of the representing measure of the former
sequences.
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1. Introduction
The moment problem is related to numerous fields of mathematics and others areas of applied science. It is widely
investigated in the literature and its formulation can be started as follows. Let K be a closed subset of R and {Vn}0np
(p +∞) a sequence of R. The associated K-moment problem consists of finding a positive Borel measure μ such
that
Vn =
∫
K
tn dμ(t) for every n (0 n p) and supp(μ) ⊂ K. (1.1)
For K = [a, b] (respectively R or [0,+∞[) the problem (1.1) is known in the literature as Hausdorff (respectively
Hamburger or Stieltjes) moment problem. The K-moment problem (1.1) is called full if p = +∞ (see [1,2,8,17] for
example) and truncated if p < +∞ (see [3,10–12] for example). A positive Borelean measure μ solution of the prob-
lem (1.1) is called a representing measure of {Vn}0np . A solution μ (not necessary positive) of the problem (1.1) is
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lem (see [1,2,8,17] for example) are different from those of the truncated one (see [10,11] for example). Indeed, for
constructing solutions of the truncated K-moment problem, the classical method used for the full K-moment problem
is obstructed, since the argument of density of the space of polynomials does not still valid. Meanwhile, it was shown
in [12] that there exists a bridge between these two moment problems and their distinct methods of resolution, in the
case when {Vn}n0 is defined by a linear recursive sequence of finite order r , namely Vn+1 = a0Vn + a1Vn−1 + · · ·
+ ar−1Vn−r+1 for n r , where a0, a1, . . . , ar−1 and V0,V1, . . . , Vr−1 are the coefficients and the initial values. Such
sequences are known in the literature as r-generalized Fibonacci sequence (r-GFS for short). Recently, it was shown
that the family of these latter sequences is nothing else but a subclass of the space of sequences {Vn}n∈Z defined by
linear recursive relation of order ∞ introduced in [14,15]. These linear recursive sequences of order ∞ are defined
as follows. Let a0, a1, . . . , ar , . . . be some fixed real (or complex) numbers and {Vn}n∈Z the sequence defined by the
following linear recurrence relation of order ∞,
Vn+1 = a0Vn + a1Vn−1 + · · · + arVn−r + · · · for all n 0, (1.2)
where V0,V−1, . . . , V−r , . . . are specified by the initial conditions. Properties and applications of these sequences are
studied in the literature under the name ∞-generalized Fibonacci sequence (see [7,14–16]). If ak = 0 for k  r − 1
we recover the recursive relation defining the r-GFS. For this reason we suppose in the sequel that the sequence of
coefficients satisfy the following condition: for every N  0 there exists an integer k N such that ak = 0.
In this paper we project to establish some properties of the K-moment problem (1.1) for sequences (1.2), by
updating the idea of [12], on the Hausdorff moment problem for the r-GFS. And a fundamental application on the
existence of the zeros of analytic functions is provided. We also supply properties of the general representing measure
of sequences (1.2), as it was considered in [9,12] for the r-GFS. Note that sequences (1.2) are indexed by Z, such
situations hold also for the trigonometric moment problem (see [2] for example). On the other hand, for studying the
Hamburger moment problem for sequences (1.2), it is more convenient to consider {Vj }j0 as the sequence of initial
values and the recursive relation (1.2) is verified for n  −1. That is, we define {Vn}n∈Z by giving the sequence of
initial values {Vj }j0 and the recursive relation of order ∞,
V−n = a0V−n+1 + a1V−n+2 + · · · + amV−n+m + · · · for every n 1. (1.3)
In analogy with the characteristic polynomial for r-GFS (see [6,14–16] for example), to the sequences (1.2)–(1.3)
we associate the following power series
f (z) = 1 −
+∞∑
m=0
amz
m+1, (1.4)
which represents their associated characteristic function (see [4,7,14,15]).
For reaching our goal we would like to precise that the approximation process of sequences (1.2) by a family of
usual r-GFS developed in [7] will play a central role. It seems for us that the method improved here for studying the
K-moment problem for sequences (1.2) is somewhat analogous to the Stochel’s one (see [18]). That is, for answering
to the Curto’s question on whether the truncated K-moment problem is more general than the full K-moment problem,
Stochel has improved a method based on an approximation process (see [18] for more details). On the other hand,
in [13] L. Fialkow has used the Stochel’s theorem (see [18]) to make the deeper connection between the truncated and
full moment problem.
This paper is organized as follows. Section 2 is devoted to the resolution of the K-moment problem for sequences
(1.2), by using the approximation process of these sequences by a class of r-GFS (see [7]). As a straightforward appli-
cation the Hausdorff moment problem for sequences (1.2) is considered. In Section 3, we are supplying some results
on the Hamburger moment problem for sequences (1.3). Section 4 concerns an application of the K-moment problem
for sequences (1.2) in the aim to characterize the existence of the zeros of an analytic function in K . In Section 5 we
give some concluding remarks and formulate a future related problem.
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2.1. K-moment problem for sequences (1.2) by approximation process
We present a solution of the K-moment problem (1.1) for sequences (1.2), involving the approximation of an
∞-GFS by a family of r-GFS (see [6]). At first, we recall a statement of the basic principal of this process of approx-
imation.
For a sequence (1.2) suppose that the coefficients and initial conditions {an}n0, {Vn}n0 satisfy the following
existence condition:
the series
+∞∑
j=0
aj+NV−j converges for every N > 0, (2.1)
condition (2.1), introduced in [6], insure the existence of the general term Vn (n  1) given by (1.2); details can be
found in [6]. Let r  1 and denote by {V (r)n }n−r+1 the r-GFS of coefficients a0, a1, . . . , ar−1 and initial conditions
V0,V−1, . . . , V−r+1. It was shown in [6] that under the condition (2.1), we have the following approximation property:
lim
r→+∞V
(r)
n = Vn for every n 1. (2.2)
Let Lr : R[X] :→ R (r  1) be the linear functional moment map defined by Lr(Xn) = V (r)n . It is well known
that every r-GFS is a moment sequence of a discrete Borelean measure (see [9,12]) or of a distribution of dis-
crete compact support (see [4]). Suppose that there exists a positive Borelean measure μr (r  1) such that
V
(r)
n =
∫
Kr
tn dμr(t), for n  −r + 1, where Kr = supp(μr). Since {V (r)n }n−r+1 is an r-GFS then the positive
measure μr is discrete. Moreover, μr is a Radon measure which implies that the associated linear functional Lr given
by Lr(Xn) = V (r)n =
∫
Kr
tn dμr(t) is continuous on R[X]. Therefore, with the aid of the approximation process (2.2)
we obtain the functional L : R[X] → R defined by
L
(
Xn
)= lim
r→+∞Lr
(
Xn
)= Vn for every n 0. (2.3)
Lemma 2.1. Suppose that there exists a compact set K (of R) such that supp(μr) ⊂ K . Then, under the preceding
data, the functional L is linear and continuous on R[X].
Proof. The linearity of the functional L is obvious. Let {Pk}k0 be a sequence of polynomials which converges to a
polynomial P on R[X]. Then, for every ε > 0 there exists k0 such that, supx∈K |Pk(x)−P(x)| < ε, for every k  k0.
Since Lr is continuous on R[X], we have |Lr(Pk) − Lr(P )| 
∫
K
|Pk(t) − P(t)|dμr(t) < ε|V0|, for every k  k0.
And expression (2.2) implies that | limr→+∞ Lr(Pk) − limr→+∞ Lr(P )| < ε|V0|, for k  k0. Therefore, the linear
functional L = limr→+∞ Lr is continuous on R[X]. 
In light of Lemma 2.1, we deduce that the method of the proof of [12, Theorem 3.3] can be extended here for
establishing the following result.
Theorem 2.2. Let {Vn}n∈Z be a sequence (1.2) such that the existence condition (2.1) is satisfied. Let {V (r)n }n−r+1
(r  1) be the family of r-GFS that approximate {Vn}n∈Z in the sense of (2.2). Suppose that for each r  1, there
exists a positive Borelean measure μr satisfying V (r)n =
∫
Kr
tn dμr(t), for every n  0, with Kr = supp(μr) ⊂ K
where K is a compact set of R − {0}. Then, there exists a positive Borelean measure μ such that, Vn =
∫
K
tn dμ(t),
for every n ∈ Z.
Proof. Consider the continuous linear functionals Lr : R[X] :→ R (r  1) and L : R[X] :→ R, defined by Lr(Xn) =
V
(r)
n =
∫
Kr
tn dμr(t) and L(Xn) = limr→+∞ Lr(Xn) = Vn, for every n  0. Since the Lr are positive we derive
easily that L is also positive. Moreover, L can be extended to positive linear functional on C(K) the space of
continuous functions f equipped with the norm ‖f ‖∞ = supx∈K |f (x)|. Indeed, for every R(X) ∈ R[X] we have
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converges (uniformly) to φ on the compact K ; that is, for every ε > 0 there exists k0 such that supx∈K |φ(x) −
Rk(x)| < ε, for every k  k0. On the other hand, we have |Lr(φ) − Lr(Rk)|
∫
K
|φ(t) − Rk(t)|dμr(t)  |V0|, for
every k  k0. For a fixed k  k0, we have limr→+∞ Lr(Rk) = L(Rk), and hence | limr→+∞ Lr(φ)−L(Rk)| < ε|V0|,
for k  k0, this shows that limr→+∞ Lr(φ) = limk→+∞ L(Rk). If we set L(φ) = limr→+∞ Lr(φ) = limk→+∞ L(Rk),
Lemma 2.1 and the Hahn–Banach’s theorem imply that the extension of L to C(K) is a continuous linear func-
tional. And in view of Riesz’s theorem, there exists a Borelean positive measure μ with supp(μ) ⊂ K such that
L(φ) = ∫
K
φ(t) dμ(t). Particularly, we have Vn = limr→+∞
∫
K
tn dμr(t) =
∫
K
tn dμ(t), for every n  0. Now
let n  −1, since 0 /∈ K the rational function hn(t) = tn is in C(K). On the other hand, Vn =
∫
K
tn dμr(t)
for r  −n + 1. Thus, Vn = limr→+∞ Lr(Xn) and Vn = limr→+∞(
∫
K
tn dμr(t)) =
∫
K
tn dμ(t). Finally, we have
Vn =
∫
K
tn dμ(t), for every n ∈ Z. This means that (1.2) is a sequence of moment of positive Borelean measure μ
with supp(μ) ⊂ K . 
In light of Stochel’s paper [18], the first part of the proof in which we demonstrate the existence of μ satisfying
Vn =
∫
K
tn dμ(t) (for n 0), is nothing else but a direct consequence of Stochel’s Theorem 4.
Let {Vn}n∈Z be a sequence (1.2), whose coefficients {aj }j0 and initial values {V−j }j0 satisfying the existence
condition (2.1). Let {V (r)n }n−r+1 (r  1) be the family of r-GFS that approximate {Vn}n∈Z. Suppose that for each
r  1 there exists a signed measure μr such that V (r)n =
∫
Kr
tn dμr(t) (for n  0) with Kr = supp(μr) ⊂ K , where
K is a compact set of R − {0}. It is well known that we have the following decomposition μr = μ+r − μ−r , where
μ+r and μ−r are positive Borelean measures. Since {V (r)n }n−r+1 (r  1) is an r-GFS, we have μ+r =
∑mr
k=0 α
(r)
k δλk
and μ−r =
∑sr
k=mr+1(−α
(r)
k )δλk , where supp(μ) = {λ0, . . . , λsr }, α(r)k > 0 for 0 k mr and α(r)k < 0 for mr + 1
k  sr . Thus, for every r  1 and n  −r + 1, we have the following decomposition V (r)n = V (r)+n − V (r)−n , where
V
(r)+
n =
∫
Kr
tn dμ+r (t) and V
(r)−
n =
∫
Kr
tn dμ−r (t). Moreover, the two sequences {V (r)+n }n−r+1, {V (r)−n }n−r+1
are r-GFS. Suppose that limr→+∞ V (r)+n = V +n exists and limr→+∞
∑r−1
k=0 akV
(r)+
n−k =
∑+∞
k=0 akV
+
n−k . Therefore, the
two sequences {V +n }n∈Z, {V −n }n∈Z satisfy the recursive relation (1.2). Similarly, if limr→+∞ V (r)−n = V −n exists and
limr→+∞
∑r−1
k=0 akV
(r)−
n−k =
∑+∞
k=0 akV
−
n−k , the same conclusion occur. And for every n, we have Vn = V +n − V −n =∫
K
tn dμ+ − ∫
K
tn dμ−. In summary, application of Theorem 2.2 to {V +n }n∈Z and {V −n }n∈Z separately permits us to
derive the corollary.
Corollary 2.3. Let {Vn}n∈Z be a sequence (1.2) satisfying the existence condition (2.1) and {V (r)n }n−r+1 (r  1) be
the family of r-GFS that approximate {Vn}n∈Z in the sense of (2.2). Suppose that for each r  1 there exists a signed
measure μr satisfying V (r)n =
∫
Kr
tn dμr(t) (for n 0) with Kr = supp(μr) ⊂ K where K is a compact set of R−{0}.
Then, if the sequence {V (r)+n }n−r+1 (or {V (r)−n }n−r+1) defined here above is under the preceding data, there exists
a signed measure μ such that Vn =
∫
K
tn dμ(t), for every n ∈ Z.
The proof of Theorem 2.2 shows that {μr}r1 is a bounded sequence of measures of the locally compact space
E = R. And for every f in the space of continued bounded functions Cb(R,C), the sequence of real numbers
{μr(f )}r1 converges with limr→+∞ μr(f ) = μ(f ), where μ is a bounded complex measure with supp(μ) ⊂ K .
In other words, {μr}r1 converges vaguely to a measure μ in the spaceM(R;C) of complex measures of R. Further-
more, there exists a positive Borelean measure satisfying V (r)n =
∫
Kr
tn dμr(t), it turns out that {μr}r1 is a Cauchy
sequence for the vague topology of the spaceM(R;C), then there exists a measure μ such that μ = limr→∞ μr with
Vn =
∫
K
tn dμ(t), for every n ∈ Z. Moreover, μ is a bounded positive Radon measure and limn→∞ ‖μn‖ = ‖μ‖.
Proposition 2.4. Let {Vn}n∈Z be a sequence (1.2) such that the existence condition (2.1) is verified. Let {V (r)n }n−r+1
(r  1) be the family of r-GFS that approximate {Vn}n∈Z in the sense of (2.2). Suppose that for each r  1 there exists
a positive Borelean measure μr satisfying V (r)n =
∫
Kr
tn dμr(t) (for n 0) with Kr = supp(μr) ⊂ K , where K is a
compact set of R−{0}. Then, {μr}r1 converges vaguely to a measure μ, in the spaceM(R;C) of complex measures
of R, and there exists a positive Borelean measure μ such that Vn =
∫
K
tn dμ(t), for every n ∈ Z.
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We are concerned with solving the Hausdorff moment problem for sequences (1.2), by using the approximation
process described here above (see [6] for more details) and results of [12].
Let {V (r)n }n−r+1 be an r-GFS defined by the initial values V (r)−j = βj for −r + 1 j  0 and the linear recursive
relation V (r)n+1 = b0V (r)n + · · · + br−1V (r)n−r+1 for n 0. The Hausdorff moment problem for such sequences has been
studied in [12], where the connection with results of Curto–Fialkow (see [10,11]) on the truncated Hausdorff moment
problem is given. Moreover, a reduction process affirms that results of Cassier (see [8]) are performed in this case.
Indeed, Theorem 3.3 of [12] asserts that {V (r)n }n−r+1 is a moment sequence of a positive Borelean measure μr with
supp(μr) ⊂ [0,1] if, and only if, the two matrices Hr = [V (r)i+j ]0i, jr−1 and Kr = [V (r)i+j+1 − V (r)i+j ]0i, jr−1 are
positive. Let {Vn}n∈Z be a sequence (1.2) with initial conditions {αn}n0. Suppose that the condition (2.1) is satisfied
and let {V (r)n }n−r+1 (r  1) be the class of r-GFS satisfying Vn = limr→+∞ V (r)n .
Let {W(r)n }n0 be the recursive sequence defined by W(r)n = V (r)n−r+1. Suppose that there exists r0  1 such that for
each r  r0 the two matrices Hr = [W(r)i+j ]0i, jr−1 and Kr = [W(r)i+j+1 − W(r)i+j ]0i, jr−1 are positive. Therefore,
there exists a representing positive Borelean measure μr of the sequence {W(r)n }n0, with supp(μr) ⊂ [0,1] (see
Theorem 3.3 of [12]). Thus, V (r)n =
∫ 1
0 t
n dνr(t) for n−r + 1 with dνr(t) = t r−1 dμr(t). The same argumentation
of Lemma 2.1 and the proof of Theorem 2.2 allow us to derive that Vn =
∫ 1
0 t
n dν(t) for n  0, where supp(ν) ⊂
[0;1]. More precisely, Proposition 2.4 applied to the sequence of measures {μr}r1 of the space M([0,1];C) of
complex measures of [0,1] shows that {νr}r1 converges vaguely to a positive Borelean measure ν satisfying Vn =∫ 1
0 t
n dν(t) for every n ∈ N, with supp(ν) ⊂ [0;1]. For n−1 and r −n + 1 (r  r0), we have V (r)n = W(r)n+r−1 =∫ 1
0 t
n+r−1 dμr(t). Thus V (r)n =
∫ 1
0 t
n dνr(t) for every r −n + 1 (r  r0), which implies that V (r)n =
∫ 1
0 t
n dν(t). In
consequence, we have the following result.
Proposition 2.5. Let {Vn}n∈Z be a sequence (1.2) satisfying the existence condition (2.1). Suppose that there
exist r0  1 such that the two matrices Hr = [W(r)i+j ]0i, jr−1 and Kr = [W(r)i+j+1 − W(r)i+j ]0i, jr−1, where
W
(r)
n = V (r)n−r+1, are positive for every r  r0. Then, the Hausdorff moment problem (1.1) for the sequence (1.2) is
solvable. More precisely, there exists a positive Borelean measure ν such that Vn =
∫ 1
0 t
n dν(t), for every n ∈ Z,
where supp(ν) ⊂ [0;1].
3. Hamburger moment problem for sequences (1.3) and zeros of its characteristic series
Hamburger moment problem is widely studied in the literature, where the integer n is assumed to be nonnegative.
Nevertheless, if Υ = {yn}n∈Z is a moment sequence on R, there exits a positive Borelean measure μ with supp(μ) ⊂ R
such that,
yn =
+∞∫
−∞
xn dμ for every n ∈ Z.
This case when n ∈ Z is apparently not enough investigated. Our expository goal here is to solve Hamburger moment
problem for sequences (1.3); that is, we are basing in this investigation on the Fibonacci’s sequences properties, also
we have recourse to the well-known result on the existence of representing measure μ of Υ that we formulate as
follows.
Proposition 3.1. Let Υ = {yn}n∈Z be a sequence of real numbers. Then, Υ is a moment sequence on R if, and only if,
D(r, k) 0 for every r ∈ Z and k  0, where D(r, k) is the determinant of the square matrix Ar,k = (yr+i+j )0i, jk .
For every j  1 we consider the polynomial,
fj (z) = 1 −
j∑
amz
m+1. (3.1)m=0
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own a representing measure. Indeed, suppose that μ is a representing measure of (1.3). For some k > 0, we have∫ +∞
−∞
1
xk
dμ = ∫ +∞−∞ 1xk
∑j
m=0 amxm+1 dμ +
∫ +∞
−∞
1
xk
fj (x) dμ. In other words, V−k = a0V−k+1 + a1V−k+2 + · · · +
ajV−k+j +
∫ +∞
−∞
1
xk
fj (x) dμ. And (1.4) implies that limj→+∞
∫ +∞
−∞
1
xk
fj (x) dμ = V−k − a0V−k+1 − a1V−k+2 −
· · · − arV−k+r − · · · = 0. Conversely, if μ is a representing measure for {Vn}n0 satisfying the condition
limj→+∞
∫ +∞
−∞
1
xk
fj (x) dμ = 0, for every k  1, we get limj→+∞
∫ +∞
−∞
1
x
fj (x) dμ = 0. Hence, substitute Vn for∫ +∞
−∞ x
n dμ leads to
∫ +∞
−∞
1
x
dμ = V−1. Similarly, for k = 2 we obtain
∫ +∞
−∞
1
x2
dμ = V−2. And by induction we derive
easily that
∫ +∞
−∞
1
xk
dμ = V−k , for every k  1. Then, we get the following result.
Theorem 3.2. Let {Vn}n∈Z be a sequence (1.3) and fj (j  1) the polynomials (3.1). Then, {Vn}n∈Z admits a
representing measure μ with supp(μ) ⊂ R if and only if μ is a representing measure for {Vn}n0 satisfying
limj→+∞
∫ +∞
−∞
1
xk
fj (x) dμ = 0, for every k  1.
Combining Theorem 3.2 with the positivity property of the determinant D(r, k) = det(A(r, k) of the matrix
A(r, k) = (ar+i+j )0i, jk (r ∈ Z, k  0), we derive the following:
Proposition 3.3. Let {Vn}n∈Z be a sequence (1.3) and fj (j  1) the associated polynomial functions (3.1). Then,
{Vn}n∈Z admits a representing measure μ if, and only if, D(r, k) 0 (r ∈ N, k  0) and limj→+∞
∫ +∞
−∞
1
xk
fj (x) dμ =
0, for every k  1.
In particular, if we suppose that {ai}i∈N is a subset of R+ (or in R−). Then the series f|R+ converges and takes its
values in R ∪ {−∞} (respectively in R ∪ {+∞}). Assume that supp(μ) ⊂ R+, it follows from the Bounded Conver-
gence Theorem that limj→+∞
∫ +∞
0
1
xk
(1−fj (x)) dμ =
∫ +∞
0 limj→+∞
1
xk
(1−fj (x)) dμ, for any k  1. This allows
us to have the following result.
Proposition 3.4. Let {Vn}n∈Z be a sequence (1.3), f its associated characteristic power series (1.4) and μ a measure
with supp(μ) ⊂ R+. Suppose furthermore that {ai}i0 is a sequence of R+ (or R−). Then, {Vn}n∈Z admits μ as a
representing measure if, and only if, μ is a representing measure of {Vn}n0 satisfying
∫ +∞
0
1
xk
f (x) dμ = 0, for every
k  1.
On the other hand, we can obtain the following corollary on the support of the representing measure μ and the
zeros of the characteristic function (1.4) of the sequence (1.3).
Corollary 3.5. Let {Vn}n∈Z be a sequence (1.3), f its characteristic function (1.4) and μ a measure satisfying
supp(μ) ⊂ R+ ∩ Z(f ), where Z(f ) = {z ∈ C; f (z) = 0}. Assume further that {ai}i∈N are all in R+ (or all in R−).
Then, {Vn}n0 admits μ as representing measure implies that μ is a representing measure for {Vn}n∈Z.
Moreover, for f  0 (or f  0) we show that ∫ +∞0 1xk f (x) dμ = 0 if, and only if, supp(μ) ⊂ R+ ∩Z(f ). It is only
sufficient to utilize the result that
∫ +∞
0
1
x
f (x) dμ = 0 implies that supp(μ) ⊂ R+ ∩ Z(f ), since 1
x
f (x) 0 if f  0
or 1
x
f (x) 0 if f  0.
Corollary 3.6. Let {Vn}n∈Z be a sequence (1.3) and f its characteristic function (1.4). Assume further that f  0 (or
f  0) and μ is a measure satisfying supp(μ) ⊂ R+. Suppose that {ai}i∈N are all in R+ (or all in R−). Then μ is a
representing measure of {Vn}n∈Z if, and only if, μ is a representing measure of {Vn}n0 satisfying supp(μ) ⊂ Z(f ).
Conversely, we notice that the sequence (1.3) represents a large class of moment sequences, as it is illustrated in
the following propositions.
Proposition 3.7. Let {Vn}n∈Z be a moment sequence of representing measure μ such that supp(μ) ⊂ Z(f ), where f
given by (1.4) is defined into its convergence disk D(0,R). Suppose that there exists some function g in L2(μ) such
that |1 − fj | g, on supp(μ), for all j . Then, {Vn}n∈Z is a sequence (1.3).
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−∞ x
k dμ = Vk for every k ∈ Z. On the other hand, the convergence of the sequence {fj }j1 to f into D(0,R)
implies that xk(1 − fj ) converges to xk(1 − f ), for every fixed k ∈ Z. Since g ∈ L2(μ) we show that xkg is μ inte-
grable (for a fixed k ∈ Z). Thus, the Dominated Convergence Theorem and the hypothesis |1 − fj | g on supp(μ),
for all j , enables us to have limj→∞
∫ +∞
−∞ x
k(1 − fj ) dμ =
∫ +∞
−∞ x
k(1 − f )dμ, for every k ∈ Z. Hence, we have
Vk =
∫ +∞
−∞
1
xk
dμ = ∫ +∞−∞ 1xk (1 − f )dμ =
∫ +∞
−∞ limj→+∞
1
xk
(1 − fj (x)) dμ = limj→+∞
∫ +∞
−∞
1
xk
(1 − fj ) dμ, for
every fixed k ∈ Z. Consequently, V−k = a0V−k+1 − a1V−k+2 − · · · − arxV−k+r + · · · and V = {Vn}n∈Z is a se-
quence (1.3). 
Proposition 3.8. Let V = {Vn}n∈Z be a moment sequence of representing measure μ such that supp(μ) ⊂ Z(f ), where
f given by (1.4) is defined into its convergence disk D(0,R). Suppose that {1 − fj }j1 is an increasing sequence on
supp(μ). Then, {Vn}n∈Z is a sequence (1.3).
Proof. Since {1 − fj }j1 is an increasing sequence on supp(μ), application of Levi’s theorem shows that
limj→∞
∫ +∞
−∞ t
k(1 − fj (t)) dμ(t) =
∫ +∞
−∞ t
k(1 − f (t)) dμ(t), for every k ∈ Z. And the follow up of the proof is
analogous to the one of the precedent proposition. 
Remark 3.9. By applying the preceding procedure to the Stieltjes moment problem for sequences (1.2) or (1.3), we
can obtain analogous results as those of this section.
4. Zeros of analytic functions and K-moment problem
In the preceding section we had established the closed connection between the zeros of the analytic function (1.4)
representing the characteristic function of the sequence (1.3). This connection is pointed out naturally, by studying
the support of the representing measure solution of the Hamburger moment problem for sequences (1.3). The aim of
this section is to study the zeros of analytic functions (1.4) by considering the K-moment problem (1.1) for sequences
satisfying (1.2).
It is well known that every polynomial of degree r owns r roots λ1, . . . , λr (distinct or not). Moreover, every
polynomial function P(z) = zr − b0zr−1 − · · · − br−1, where b0, . . . , br−1 ∈ C, may represent the characteristic
polynomial of an r-GFS {Vn}n−r+1 defined by the initial values V−j = βj ∈ C for −r + 1  j  0 and the linear
recursive relation Vn+1 = b0Vn + · · · + br−1Vn−r+1, for n  0. Therefore, its roots can be approximated using the
Bernoulli method by studying the limit of the ratio Vn+1/Vn (see [5] for example). Now for a given analytic function
f (z) = 1 −∑+∞m=0 amzm+1 defined in a disc D(0,R) (R > 0), the main question is the following: find conditions
on the sequence of coefficients {aj }j0 such that the existence of a zero λ for the function f (z) is guaranteed.
Moreover, study the localization of λ. This question has been studied in [5], by considering the analytic function
f (z) = 1 −∑+∞m=0 amzm+1 on D(0,R) (R > 0), as the characteristic function of a sequence (1.2).
In this section we emphasize on this question of the existence of zeros of an analytic function f (z) = 1 − a0z −
a1z2 − · · · in K ⊂ D(0,R), using the moment problem for sequence satisfying (1.2). The basic idea is closely related
to the existence of the solution of the K-moment problem of a sequence (1.2), whose characteristic function is f (z) =
1 − a0z − a1z2 − · · · .
We start by specifying the following notion. We say that the sequence (1.2) is called a strongly ∞-GFS if the
relation (1.2) is verified for every n ∈ Z. This notion is important for illustrating the closed connection between the
zeros of the analytic function f (z) defined by (1.4) and the existence of solutions of the K-moment for the strongly
∞-GFS. Indeed, suppose that f (1/λ) = 0 where λ ∈ K ∩ D(0,R) (R > 0) and let {Vn}n∈Z be the sequence (1.2)
defined by Vn = βλn (β > 0) for every n ∈ Z. Then, {Vn}n∈Z is a strongly ∞-GFS and for every n ∈ Z we have
Vn =
∫
K
tn dμ(t), where μ = βδλ. Therefore, {Vn}n∈Z is a sequence of K-moments of the Borelean positive measure
μ = βδλ. More generally, if λ1, . . . , λs are in K ∩ D(0,R) satisfy f (1/λj ) = 0, we consider the sequence {Vn}n∈Z
defined by Vn =
∫
K
tn dμ(t), where μ = Σsj=1βj δλj . Thus {Vn}n∈Z is a sequence of K-moments of the Borelean
positive measure μ.
Now, let {Vn}n∈Z be a sequence (1.2) and f its associated characteristic function defined by (1.4), whose con-
vergence disc is D(0,R) (R > 0). Suppose that {Vn}n∈Z is a sequence of moments of positive Borelean measure μ
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∫
K
tp dμ(t) (p ∈ Z)
and Vn = ∑+∞j=0 ajVn−j−1. Since g ∈ L2 we have g ∈ L1(X) (μ(X) < +∞) and it follows from the Dominated
Convergence Theorem that limj→∞
∫
k
fj dμ =
∫
k
f dμ since |fjf |  g2. Thus an application of Dominated Con-
vergence Theorem yields to
∫
K
f (1/t)2 dμ(t) = 0, which implies that supp(μ) ⊂ {λ ∈ C; f (1/λ) = 0}. Since f is
analytic its zeros are isolated and supp(μ) ⊂ K ∩ {λ ∈ C; f (1/λ) = 0}. Moreover, since K is compact we show that
supp(μ) = {λ1, λ2, . . . , λs} ⊂ K , where 1/λj ∈ D(0,R) (1  j  s) satisfies f (1/λj ) = 0. To sum up, we have the
following result.
Theorem 4.1. Let {Vn}n∈Z be a strongly sequence (1.2) satisfying the condition (2.1), and D(0,R) (R > 0) the disc
of convergence of its characteristic function f defined by (1.4). Suppose that {Vn}n∈Z is a sequence of moments of
positive Borelean measure μ, with supp(μ) ⊂ K and assume that there exists g ∈ L2 such that |fj |  g, where the
fj are given by (3.1). Then, supp(μ) = {λ1, λ2, . . . , λs} ⊂ K , where 1/λj ∈ D(0,R) (1  j  s) are zeros of f .
Moreover, we have Vn =∑sj=0 βjλnj , for every n ∈ Z.
Note that, application of the Dominated Convergence Theorem for establishing Theorem 4.1 can be viewed as fol-
lows. For n 1 we set ϕn,p(t) =∑pj=0 aj tn−j−1. We show easily that limp→+∞ ϕn,p(t) =∑+∞j=0 aj tn−j−1 = tn(1 −
f ( 1
t
)). Suppose that there exists a positive function gn on K satisfying
∫
K
gn(t) dν(t) < +∞ and |ϕn,p(t)| gn(t),
for every p  1 and t ∈ K . Then, the Dominated Convergence Theorem implies that limp→+∞
∫
K
ϕn,p(t) dν(t) =∫
K
limp→+∞ ϕn,p(t) dν(t). Thus, we have
∑+∞
j=0
∫
K
aj t
n−j−1 dν(t) = ∫
K
tn(1 − f ( 1
t
)) dν(t). Relation (1.2) and
Vn =
∫
K
tn dν(t) permit to derive that Vn =
∫
K
tn dν(t)= ∫
K
tn(1−f ( 1
t
)) dν(t). Hence, we have
∫
K
tnf ( 1
t
) dν(t) = 0,
for every n ∈ Z. And a direct computation leads to the identity ∫
K
f ( 1
t
)2 dν(t) = 0. And conclusion of Theorem 4.1
follows.
5. Concluding remarks and future problem
5.1. K-moment problem for sequences (1.2) and recursiveness
Let {Vn}n∈Z be a sequence (1.2) such that {Vn}n0 is a moment sequence of a Borelean positive measure on K ⊂ R.
Let a and b be in ]0;+∞[ and assume that a  |t | b for every t ∈ K . Set g0(t) = a0 + a1t + · · · + aptp + · · · and
gm+1(t) = a0gm(t) + · · · + amg0(t) + Cm+1(t), with Cm+1(t) = am + am+1t + · · · + am+ptp + · · · . Assume that
{Vn}n0 admits a representing measure μ, with supp(μ) ⊂ K , and assume that there exists an integrable function g
such that |hp| g for all p, where hp(t) = a0 +a1t +· · ·+aptp . Then a direct application of Dominated Convergence
Theorem leads to limp→∞
∫
K
hp(t) dμ(t) =
∫
K
g0(t) dμ(t), this shows that V−1 =
∫
K
g0(t) dμ(t). And we have V2 =
a0V−1 + a1V0 + · · · + ap+1Vp + · · · = a0
∫
K
g0(t) dμ(t) + limp→∞
∫
K
hp(t)
t
dμ(t) − ∫
K
a0
t
dμ(t). Since a  |t | b
and |hp| g for all p, we have |hp ||t |  ga (p  0), whence limp→∞
∫
K
hp(t)
t
dμ(t) = ∫
K
g0(t)
t
dμ(t). We observe that
a0g0(t) + g0(t)t − a0t = a0g0 + a1 + · · · + ap+1tp + · · ·, which implies V−2 =
∫
K
g−1(t) dμ(t). And by induction we
derive easily that V−m =
∫
K
gm−1(t) dμ(t), for every m 1. This proves the following property.
Proposition 5.1. Let {Vn}n∈Z be a sequence (1.2). Suppose that {Vn}n0 admits a representing measure μ with
supp(μ) ⊂ K , where a  |t | b and assume that there exists some integrable function g such that |hp| g, for all p,
where hp(t) = a0 + a1t + · · · + aptp . Then, for m 1 we have V−m =
∫
K
gm−1(t) dμ(t), where g0(t) = a0 + a1t +
· · ·+aptp +· · · and gm+1(t) = a0gm(t)+· · ·+amg0(t)+Cm+1(t) with Cm+1(t) = am +am+1t +· · ·+am+ptp +· · · .
Suppose that {Vn}n0 admits a representing measure μ with supp(μ) ⊂ K . If the hp(t) = a0 + a1t +
· · · + aptp are all positive and increasing, a direct application of the Bounded Convergence Theorem gives
limp→+∞
∫
K
hp(t) dμ(t) = V−1 < ∞. This allows us to obtain V−m =
∫
K
gm−1(t) dμ(t), for m 1, where g0(t) =
a0 + a1t + · · · + aptp + · · · and gm+1(t) = a0gm(t) + · · · + amg0(t) +Cm+1(t) with Cm+1(t) = am + am+1t + · · · +
am+ptp +· · · . On the other hand, when the sequence {Vn}0ns of the initial conditions of (1.2) is finite, we derive the
V−m =
∫
K
gm(t) dμ(t), where g0(t) = a0 +a1t +· · ·+aptp +· · · and gm+1(t) = a0gm(t)+· · ·+amg0(t)+Cm+1(t)
with Cm+1,s(t) = am + am+1t + · · · + am+s t s .
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relation of order ∞.
5.2. Approximation of the root of f (z)
Following Theorem 4.1, when a strongly sequence (1.2) is a K-moments sequence of positive Borelean measure,
we have Vn =∑sj=0 βjλnj , for every n ∈ Z, where βj > 0 (1  j  s). Suppose that there exists N > 0 such that
Vn = 0, for every n 0, and the limit λ = limn→+∞ Vn+1/Vn exists. Suppose that limn→+∞ limr→+∞ V (r)n+1/V (r)n =
limr→+∞ limn→+∞ V (r)n+1/V
(r)
n , where {V (r)n }n−r+1 (r  1) are the r-GFS approximating the sequence (1.2) in the
sense of (2.2). Then, a direct computation shows that z0 = 1/λ is the root of f (z) of minimum modulus.
5.3. Future problem
The next problem consists in the application of the preceding results for studying properties of subnormality of
operators whose shifts is associated to a sequence given by (1.2) or (1.3). Following the method of [3], some progress
has been done on this subject.
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