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Abstract
We study the spin factor problem both in 3+1 and 2+1 dimensions which are
essentially dierent for spin factor construction. Doing all Grassmann integra-
tions in the corresponding path integral representations for Dirac propagator
we get representations with spin factor in arbitrary external eld. Thus, the
propagator appears to be presented by means of bosonic path integral only. In
3 + 1 dimensions we present a simple derivation of spin factor avoiding some
unnecessary steps in the original brief letter (Gitman, Shvartsman, Phys.
Lett. B318 (1993) 122) which themselves need some additional justication.
In this way the meaning of the surprising possibility of complete integration
over Grassmann variables gets clear. In 2 + 1 dimensions the derivation of
the spin factor is completely original. Then we use the representations with
spin factor for calculations of the propagator in some congurations of ex-
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a, Bulgaria
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ternal elds. Namely, in constant uniform electromagnetic eld and in its
combination with a plane wave eld.
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I. INTRODUCTION
Propagators of relativistic particles in external elds (electromagnetic, non-Abelian or
gravitational) contain important information about the quantum behavior of these parti-
cles. Moreover, if such propagators are known in arbitrary external eld one can nd exact
one-particle Green functions in the corresponding quantum eld theory taking functional
integrals over all external elds. Dirac propagator in an external electromagnetic eld dis-
tinguishes from that of a scalar particle by a complicated spinor structure. The problem
of its path integral representation has attracted researchers’ attention already for a long
time. Thus, Feynman who has written rst his path integral for the probability amplitude
in nonrelativistic quantum mechanics [1] and then wrote a path integral for the causal Green
function of Klein-Gordon equation (scalar particle propagator) [2], had also made an attempt
to derive a representation for Dirac propagator via a bosonic path integral [3]. After the
introduction of the integral over Grassmann variables by Berezin it turned to be possible to
present this propagator via both bosonic and Grassmann variables, the latter describe spin-
ning degrees of freedom. Representations of this kind have been discussed in the literature
for a long time in dierent contexts [4]. Nevertheless, attempts to write Dirac propagator
via only a bosonic path integral continued. Thus, Polyakov [6] assumed that the propagator
of a free Dirac electron in D = 3 Euclidean space-time can be presented by means of a
bosonic path integral similar to the scalar particle case, modied by so called spin factor
(SF). This idea was developed in [7] e.g. to write SF for Dirac fermions, interacting with
a non-Abelian gauge eld in D-dimensional Euclidean space-time. In those representations
SF itself was presented via some additional bosonic path integrals and its γ-matrix structure
was not dened explicitly. Surprisingly, it was shown in [9] that all Grassmann integrations
in the representation of Dirac propagator in an arbitrary external eld in 3 + 1 dimensions
can be done, so that an expression for SF was derived as a given functional of the bosonic
trajectory. Having such representation with SF, one can use it to calculate the propagator
in some particular cases of external elds. This way of calculation provides automatically
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an explicit spinor structure of the propagators which can be used for concrete calculations
in the Furry picture (see for example, [10,11]).
In the recent work [13] the propagator of a spinning particle in an external eld was
presented via a path integral in arbitrary dimensions. It turns out that the problem has
dierent solutions in even and odd dimensions. In even dimensions the representation is just
a generalization of one in four dimensions mentioned above. In odd dimensions the solution
was presented for the rst time and diers essentially from the even-dimensional case. Using
the representation in odd dimensions one can derive an expression for SF doing Grassmann
integrations similar to the four-dimensional case [9].
In the present paper we continue the consideration of the problems related to the SF
conception. Namely, we discuss derivation of SF both in even and odd dimensions on
the examples of 3 + 1 and 2 + 1 cases and then we use the path integral representations
with SF to calculate the propagators in some congurations of external elds. In 3 + 1
dimensions we present a simple derivation of SF avoiding some unnecessary steps in the
original brief letter [9] which themselves needed some additional justication. In this way
the meaning of the surprising possibility of complete integration over Grassmann variables
gets clear. Then we use the representation with SF for calculations of the propagator in
a constant uniform electromagnetic eld and its combination with a plane wave. Due to
the fact that this way of calculations provides automatically an explicit γ-matrix structure
of the propagator, the representations obtained dier from those found by means of other
methods, for example diers from the well known Schwinger formula in the constant uniform
electromagnetic eld. To compare both representations we prove in the Appendix some
complicated decompositions of functions on the γ matrices. In 2+1 dimensions the derivation
of SF is completely original. We calculate then the propagator in these dimensions in
constant electromagnetic eld by means of the representation with SF. The result is new
and cannot be derived from the 3+1-dimensional case by means of a dimensional reduction.
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II. SPIN FACTOR IN 3 + 1 DIMENSIONS
A. Doing integrals over Grassmann variables
The propagator of a relativistic spinning particle in an external electromagnetic eld
A(x) is the causal Green function Sc(x; y) of the Dirac equation in this eld,
[γ (i@ − gA)−m]S
c(x; y) = −4(x− y) ; (1)
where x = (x); [γ ; γ ]+ = 2
 ;  = diag(1;−1;−1;−1); ;  = 0; 1; 2; 3.
In the paper [8] the following Lagrangian path integral representation for the propagator
was obtained in 3 + 1 dimensions,
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where ~γ = γ5γ; ~γ5 = ~γ0~γ1~γ2~γ3 = γ0γ1γ2γ3 = γ5; [γm ; γn]+ = 2
mn; m; n =
0; 1; 2; 3; 5; mn = diag(1;−1;−1;−1;−1); n are auxiliary Grassmann (odd) variables,
anticommuting by denition with the γ-matrices; x( ); e( ); e( ) are bosonic trajectories
of integration;  n( ); ( ); ( ) are odd trajectories of integration; boundary conditions
x(0) = xin; x(1) = xout; e(0) = e0;  
n(0) +  n(1) = n; (0) = 0























stands for the left derivatives. Let us demonstrate that the propagator (2) can be
expressed only through a bosonic path integral over the coordinates x. For this purpose one
needs to perform several functional integrations, in particular, to full all the Grassmann
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integrations. First, one can integrate over e and , and then using the arising -functions
to remove the functional integration over e and ,
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Here condensed notations are used in which F is understood as a matrix with continuous
indices,
F(; 
0) = F(x( ))( − 
0) ; (8)







Sometimes discrete indices will be also omitted. In this case all tensors of second rank have
to be understood as matrices with lines marked by the rst contravariant indices of the
tensors, and with columns marked by the second covariant indices of the tensors.
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The Grassmann Gaussian path integral in (6) can be evaluated straightforwardly [14] to
be






exp fJm ?Wmn ? J
ng ; (9)
where the matricesW(g) and U(g) have the form
Wmn(g) =
0BB@ U(g) 0
0 −0( −  0)
1CCA ;
U(g) = 
0( −  0)− ge0F(; 
0) ; (10)
and




; J5 = 5:





















 (x( ))R(gj; 
0) = ( − 
0);
R(gj1;  ) = −R(gj0;  ) ; 8 2 (0; 1): (12)
Substituting (9) and (11) into (5) and performing then the functional dierentiations with




















































where following notations are used,
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B ; K =  + ge0R(g) ? F

 ; (14)
and  is Levi-Civita symbol normalized by 0123 = 1.
Dierentiation with respect to n in (13) replaces the products of the variables n by
the corresponding antisymmetrized products of the matrices i~γn. Finally, passing to the
propagator Sc and using the identities
γ[γγ] = γγ[γ] − 2[γ];  = iγ[γ]; (15)










DxM(e0)[x; e0] exp fiI [x; e0]g ; (16)
where I [x; e0] is the action of a relativistic spinless particle,









m2 + g _xA(x)
#
d ; (17)



































B. Propagator in constant uniform electromagnetic eld
In the case of a constant uniform eld (F = const), which we are going to discuss in




























































































We can see that in the eld under consideration SF is linear in the trajectory x( ). That
facilitates the bosonic integration in the expression (16).
In spite of the fact that SF is a gauge invariant object, the total propagator is not. It is
clear from the expression (16) where one needs to choose a particular gauge for the potentials






for the constant uniform eld F = const. Thus, one can see that the path integral (16)
is quasi-Gaussian in the case under consideration. Let us make there the shift x! y + xcl,
with xcl a solution of the classical equations of motion
I
x
= 0 , x¨ − ge0F _x
 = 0 (22)
subjected to the boundary conditions xcl(0) = xin ; xcl(1) = xout. Then the new trajecto-
ries of integration y obey zero boundary conditions, y(0) = y(1) = 0. Due to the quadratic
structure of the action I [x; e0] and the linearity of SF in x one can make the following
substitutions in the path integral:




[y + xcl; e0]! [xcl; e0] = Ψ(xout; xin; e0): (23)
Doing also a convenient replacement of variables p! pp
e0






























One can see that the path integral in (24) is, in fact, the kernel of the Klein-Gordon propa-



































Cancelling the factor Det (−) in the ratio of the determinants one obtains










One can also make the replacement





F 2 ; (26)
where I stands for the unit 44 matrix, in the RHS of (25) because the spectra of both
operators coincide. Indeed,



















and zero boundary conditions are invariant under the transformation y ! exp(ge0F
2
)y.























Ψ(xout; xin; e0) e
iI[xcl; e0]
24Det (−I@2 + g2e204 F 2)
Det (−I@2 )
35−1=2 : (28)
















































The trace in the innite-dimensional space in the second line of eq.(29) is taken and only











































where the function Ψ(xout; xin; e0) is SF on the classical trajectory xcl. The latter can be
easily found solving the eq.(22):
xcl = (exp(ge0F )− )
−1 [exp(ge0F )(xout − xin) + exp(ge0F )xin − xout] : (32)




















































































Now we are going to compare the representation (33) with the Schwinger formula [15], which
he has been derived in the same case of constant eld by means of the proper-time method.










































Doing the dierentiation with respect to xout we transform the formula (35) to a form which


































where the function ΨS is given by















Thus one needs only to compare the functions Ψ and ΨS . They coincide, since the following












































In fact, the latter formula presents a linear decomposition of a nite Lorentz transformation
in the independent γ-matrix structures.






 + a(nx); (39)
where a() is a vector-valued function of a real variable  and n is a normalized isotropic
vector n = (1; n),
n2 = 0; n2 = 1; (40)
12
produces the eld
F comb (nx) = F + f(nx); (41)






Without loss of generality we may choose a to be transversal,
na() = 0: (42)
The dependence of SF [x; e0] on the trajectory x( ) is twofold. In addition to the
direct dependence (see eq.(18)), there is an indirect one through the external eld. In the
case under consideration the eld depends on x( ) only through the scalar combination
nx( ). Replacing the latter by an auxiliary scalar trajectory ( ) one obtains
~[x; ; e0] =
h
m+ (2e0)
−1 _x ? ~K



























dg0Tr ~R(g0) ?F comb()

; (43)
where F comb (j − 
0) = [F + f(( ))](;  0) and
~B = F
comb
 () ? ~K

 ;








~R(qj;  0) = (;  0); (45)













~[x; nx; e0] = [x; e0]: (48)
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Inserting the integral of a -function,
Z
DD ei?(−nx) = 1;
into the RHS of eq.(16) and using (48) one transforms the path integral (16) into a quasi-












 expfi~I[x; ; e0]− i ? (nx)g: (49)
The action functional









x ? F ? _x− ga() ? _x (50)
(where F(;  0) = F( −  0)) contains only linear and bilinear terms in x (and the bilinear
part does not depend on the wave potential a). SF ~[x; ; e0] is linear in x and (following














DD ei?(−nxq) ~[xq; ; e0]e
i~I[xq;;e0]; (51)
where xq is the solution to the equation
x¨q − ge0F _xq = e0n− e0ga
0() _ ; (52)
obeying the boundary conditions
xq(0) = xin; xq(1) = xout: (53)








G(;  0) = ( −  0); (54)
G(0;  ) = G(1;  ) = G(; 0) = G(; 1) = 0; 8 2 (0; 1); (55)
one presents this solution in the form






The value of the action functional ~I [x; ; e0] on the solution xq is given by











+ n ? (xq − xcl); (57)
where









x ? F ? _x (58)
is the action in a uniform constant eld F .
The functional integral over  in (49) is a quasi-Gaussian one of simple form (let us
remind that xq is linear in , see eq.(56)) and the integration can be done explicitly. The
result is a formula for the propagator in which the only functional integration is over the
scalar trajectory ( ). However, the latter integration is hardly to be performed explicitly
in the general case (for arbitrary a()). Nevertheless, there exists a specic combination [5]
for which the integration can be done and explicit formulae for the propagator to be derived.
The latter are comparable with the corresponding Schwinger-type formulae [10], which are
also explicit in this case.
Namely, let us choose the wave vector n to coincide with a real eigenvector of the matrix
F (see Appendix A),
Fn
 = −En; n
2 = 0; n2 = 1; (59)
In this case nxq = nxcl, and, moreover, the action functional (50) is \on-shell" invariant
with respect to longitudinal shifts
xq( )! xq( ) + ( )n; (0) = (1) = 0; (60)
by virtue of (59) and the transversality (42) of the wave potential a. Then ~I [xq; ; e0] does
not depend on ,
~I[xq; ; e0] = ~I [xtr; ; e0] (61)
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where





is a solution to the equation
x¨tr − ge0F _xtr = −ge0a
0() _ ; (63)
obeying the boundary conditions (52). However SF ~[xq; ; e0] does not show this invariance
and, therefore, is -dependent. Presenting xq as a sum xq = xtr + e0Gn?, and substituting
it into the expansion of SF in the antisymmetrized products of γ-matrices,



































~[xq; ; e0] = ~[xtr; ; e0] +  ? l[; e0]; (66)












G(r)(;  0) =
@
@ 0
G(;  0): (68)
It turns out that l[; e0] does not depend on . First, expanding ~R in powers of f and using






















1In this section we denote by R(g); K; B the quantities given by (19), i.e., corresponding to the
case of a constant uniform eld F .
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Indeed, using the denitions (47) one nds that ~K satises the equation"
@
@
− ge0(F + f((t)))
#
~K( ) = 0; (71)
and the boundary conditions
~K(0) + ~K(1) = 2: (72)





n ~K = 0; n ~K(0) + n ~K(1) = 2n: (73)
At the same time n K obeys (73). Therefore, n ~K and n K coincide. Then using (42) and
the properties of n; n (see Appendix A) one gets (70). Third, using the same properties of
the electromagnetic eld one can derive
~B = B + nb − bn ; (74)























and the contribution of the -dependent terms vanishes by virtue of the complete antisym-













Substituting (75) into (66) and then into (51), using (61) and






































~I [xtr; ; e0] = −a
0() _xtr;

























One can straightforwardly check that ~x satises the equation







and the boundary conditions (52). The trajectory xtr in the action ~I can be replaced by
~x due to the invariance of the action ~I [x; ; e0] under the longitudinal shifts (60). The
integration over  and  is straightforward now. One needs only to take into account that
~xj=nxcl  xcomb is the solution (subjected to the boundary conditions (52)) to the equation
of motion




comb = 0: (79)
Indeed, eq.(78) turns out to be equivalent to eq.(79) when  = nxcl and the relation nxcomb =




= [xcomb; e0]; ~I[~x; ; e0]

=nxcl












































The vector _xcomb satises (79) and can be presented as








where TA denotes the antichronological product. On the other hand the tensor trajectory
K( ) satises (71) where one has to replace  by nxcl. Therefore









_xcomb ? K = _xcomb(1)K(1): (85)


























A representation for the propagator in this specic eld combination (characterized by
the relation (59)) was given [12,10] in terms of proper-time integral only. Another more com-
plicated representation has been obtained before in [5]. In our notation the representation
[12,10] can be written as







preserves the scalar product due to the antisym-

































































and T denotes chronological product. Taking the derivative in (87) one can use the relation
@
@xout
I [xcomb; e0] = −p(1); (90)
where







is the on-shell momentum, in particular,
p(1) = e−10 _xcomb(1) + ge0A
comb(nxout): (91)




[nxcl; e0] = 0: (92)









Then, using the representation (89) for [nxcl; e0], eqs.(40) and (42), and the properties of
the γ-matrices, one easily derives (92). Dierentiating in (87), one obtains, with the aid of

























Using the identities (B12) and (B13) one can verify that
ΨcombS (xout; xin; e0) = [xcomb; e0]:
Thus the representations (81) and (87) are equivalent.
III. SPIN FACTOR IN 2 + 1 DIMENSIONS
A. Derivation of spin factor
In 2 + 1 dimensions the equation for the Dirac propagator has the form
[γ (i@ − gA(x))−m]S
c(x; y) = −3(x− y) ; (95)
where γ matrices in 2 + 1 dimensions can be taken, for example, in the form γ0 = 3; γ1 =
i2; γ2 = −i1; [γ ; γ ]+ = 2
 ;  = diag(1;−1;−1); ;  = 0; 1; 2. In this particular
case they obey the relations





In the paper [13] a path integral representation for the Dirac propagator was obtained in











































m2 − g _xA







   −m

− i  _ 
 +  _e+  _






where x( ), p( ), e( ), ( ) are even and  ( ); 1( ); 2( ); 1( ); 2( ) are odd tra-
jectories, obeying the boundary conditions x(0) = xin; x(1) = xout; e(0) = e0; (0) =
0;  (0) +  (1) = , and the notations used are
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 = 12;  _ = 1 _1 + 2 _2; d = d1 d2; D = D1 D2; D = D1 D2 :
The measure M(e) is dened by the eq. (3) in the corresponding dimensions3, and



























































is SF and I [x; e0]; R(g)  R(gj;  0); K  K( ); B; F are dened by (17), (14), and (8)
respectively.



































r(g)  r(gj ) = R






3We will refer to some formulae from the previous sections without specifying that the number of
dimensions is 2 + 1 now.
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B. Dirac propagator in constant uniform eld in 2 + 1 dimensions
In the case of constant uniform eld F = const one can calculate the propagator
explicitly integrating over the bosonic trajectories. Following the same way as in Sect.II and



































where xcl; R(g); K;B are given by (32), (19).
The antisymmetric matrices F can be classied by the value of the invariant ’ (see
Appendix A). In the case ’2 > 0 one can nd a Lorentz frame in which the magnetic eld
vanishes. On the other hand, ’2 < 0 implies that the electric eld vanishes in an appropriate
Lorentz frame. The case ’2 = 0; F 6= 0 corresponds to nonvanishing electric and magnetic
elds of ‘equal magnitude’ (and this property is Lorentz invariant). We will consider the
case ’2 6= 0. The case ’2 = 0 can be easily treated, e.g. taking the limit ’! 0.
Presenting [xcl; e0] in the case under consideration one can avoid the explicit integra-
tions over  . Indeed, due to the specic form of R(g) the term containing it in (99) vanishes.













_xcl( ) = e
ge0F (−1) _xcl(1); K( ) = e
ge0F (−1)K(1):
Taking into account that ege0F (−1) is an operator respecting the scalar product, one can
easily perform the second integration over  in (99). Finally, calculating the determinants






































On the other hand one can obtain a representation for the propagator using Schwinger






























To compare both representations we take the derivative in (103) and use
@
@xout
I [xcl; e0] = −e
−1




































































one can verify that both the representations coincide.
APPENDIX A: SOME PROPERTIES OF ANTISYMMETRIC TENSORS
1. Antisymmetric tensors in 3 + 1 dimensions
The antisymmetric matrix F formed by the components of the stress tensor has in the











four isotropic eigenvectors, namely,
Fn
 = −En; Fn
 = En;
Fm
 = iHm; F m















The eigenvectors are supposed to be normalized,
nn = − m
m = 2; (A4)
while all other scalar products vanish,
n2 = n2 = m2 = m2 = nm = n m = nm = n m = 0: (A5)




(nn − nn) +
iH
2
( mm −m m) ; (A6)
and, therefore, F 2 has the spectral decomposition






(nn + nn) ; (PH) =
1
2
( mm +m m) (A8)
are orthogonal projection operators onto some two-dimensional subspaces,
P 2E = PE ; P
2
H = PH; PEPH = PHPE = 0; (A9)
PE + PH = ; trPE = trPH = 2: (A10)
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2. Antisymmetric tensors in 2 + 1 dimensions
Let F be an antisymmetric matrix in 2 + 1 dimensions. The antisymmetry implies
trF = 0; detF = 0, so that the sum and the product of the eigenvalues vanish. The





In the case of nonvanishing ’ there exist three eigenvectors of F , and F 2 is proportional to
a projection operator P onto some two-dimensional subspace,
F 2 = ’2P; P 2 = P; trP = 2; PF = FP = F: (A11)
Then, for an even function h,
h(F ) = h(0) (1− P ) + h(’)P; (A12)





The case of vanishing ’ (and F 6= 0) corresponds to a nilpotent matrix, F 3 = 0.
APPENDIX B: SOME IDENTITIES INVOLVING γ-MATRICES
1. Gamma-matrix structure of Lorentz transformation in the spinor representation
Let us denote by M(!) the expression in the RHS of eq.(38). We are going to check that








and the initial condition
M(0) = 1: (B2)
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Then using the identity
4(ST )T = 
TT trS; (B4)


















































A representation for the product of two -matrices,
=  − 
−i

 +  −  − 

− γ5; (B6)
4We remind that, in accordance with our notation, trS = S  = 
S, etc.
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is easily derived from the identities
1
2
f; g =  −  − γ5; (B7)
i
2
[; ] =  +  −  −  : (B8)

























































































































The RHS’s of (B5) and (B11) coincide. Therefore M(!) obeys eq.(B1). This completes
the proof of formula (38).
5Let us remind that in our notation γ5 = γ0γ1γ2γ3.
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2. Decompositions of some functions on γ-matrices
Let us consider the T -exponent (88) where F is a uniform constant eld, f is a plane-wave

























where B and K are dened by (14) for the combination as it was described while B, corre-






















































F (1−2 ): (B16)
In order to nd a convenient representation for B we present K, which is a solution, obeying
(52), to eq.(71, for  = nxcl) in the form
K( ) = 2V ( ) ( + V (1))−1 ; (B17)
where









is the solution, subjected to (52), to the equation"
@
@
− ge0F − ge0f(nxcl( ))
#
V ( ) = 0: (B19)
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Then, using the dening equation (14) for B (in which F must be understood as F comb) and





 − 2 ( + V (1))−1
i
: (B20)





 − 2 ( + V0(1))
−1
i
; V0( ) = e
ge0F : (B21)
Solving eq.(B19) we nd
V (1) = V 1=20 (1)
 







by virtue of the nilpotency [10] of C. Then we substitute (B22) into (B20) and after
straightforward transformations obtain















One can verify, using the transversality (42) of a, that6
C = PECPH + PHCPE : (B24)



















We substitute (B24) and (B25) in (B23) to get, by virtue of the properties (A9) of the
projection operators, PE and PH,























6The projection operators PE and PH are dened in Appendix A.
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one nds that Q = 0 and the identity (B12) takes place.




























>From (B17) and (B20) one obtains








Due to the antisymmetry of B,





and, substituting in (B30), we get





Finally, we use (B29), (B31) in (B28) to get (B13).
3. Identities involving γ-matrices in 2 + 1 dimensions
To prove the identity (106) let us introduce
z = F; z
2 = −42





















Taking into account eqs.(14), (A13) and the relation izγ = −γFγ, one gets (106).















































one nds that the RHS of (B33) coincides with that of (B32).
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