Consider a nondegenerate C n curve γ (t) in R n , n 2, such as the curve γ 0 (t) = (t, t 2 , . . . , t n ), t ∈ I , where I is an interval in R. We first prove a weighted Fourier restriction theorem for such curves, with a weight in a Wiener amalgam space, for the full range of exponents p, q, when I is a finite interval. Next, we obtain a generalization of this result to some related oscillatory integral operators. In particular, our results suggest that this is a quite general phenomenon which occurs, for instance, when the associated oscillatory integral operator acts on functions f with a fixed compact support. Finally, we prove an analogue, for the Fourier extension operator (i.e. the adjoint of the Fourier restriction operator), of the two-weight norm inequality of B. Muckenhoupt for the Fourier transform. Here I may be either finite or infinite. These results extend two results of J. Lakey on the plane to higher dimensions.
if 1 p, q < ∞ (and with the usual L ∞ or ∞ modification when p or q is infinite). Here Z n is an integer lattice (i.e. the set of all n-tuples of integers) and Q k = Q + k is a translate of the unit cube Q = [0, 1) n . Note that f W (L p , q ) is just the mixed norm
See [9, 10] for more details on amalgam spaces. Our result may be stated as follows. As usual, p = p/(p − 1) is the Hölder conjugate exponent of p, 1 p ∞, andf is the Fourier transform of a complex function f on R n . We adopt the usual convention that C denotes a constant which is uniform in a suitable sense, but whose value may not be the same at each occurrence. Theorem 1.1. Let γ (t) be a nondegenerate C n curve in R n , t ∈ I , where I is a finite interval. Let 1 p < (n 2 + n + 2)/(n 2 + n) and 1/p + [2/(n 2 + n)]/q 1. Suppose that ν is a nonnegative (measurable) function such that ν 1−p ∈ W (L 1 , ∞ ). Then there exists a constant C, independent of f and ν, such that
Here, C depends only on γ , n and I .
Notice that (1.1) is invariant under the dilation ν → Aν for any constant A > 0, since
. The range of p, q given above is optimal at least for the model case γ 0 (t) = (t, t 2 , . . . , t n ). Namely, for (1.1) to hold the conditions (i) 1 p < (n 2 + n + 2)/(n 2 + n) and (ii) 1/p + [2/(n 2 + n)]/q 1 are necessary. In fact this just follows from the known necessary conditions in the unweighted case ν ≡ 1. For the necessity of (i) in the case of γ 0 , see [1, 2] . (We thank I. Ikromov for bringing these references to our attention.) The necessary condition (ii) is valid when I is a finite interval, but it should be replaced by (ii ) 1/p + [2/(n 2 + n)]/q = 1 when I is an infinite interval. This follows from a well-known homogeneity argument, and this has been shown to be valid in a great generality (see, e.g., [3] ). (See Fig. 1 . Here, A = A(n) is the point ((n 2 + n)/(n 2 + n + 2), (n 2 + n)/(n 2 + n + 2)), and so A = (6/7, 6/7) when n = 3.)
The classical case (i.e. the unweighted case, ν ≡ 1) of Theorem 1.1 was proved by Drury [5] (see also [3, 4, [6] [7] [8] , and references contained there). In the case n = 2, Lakey [11] (Theorem 4.1 and Corollary 4.3) showed the above result for the full range of exponents p, q. He also obtained a partial result for n 3 (see Remark 1.5 below). Remark 1.2. Examples. Fix 1 < p < (n 2 + n + 2)/(n 2 + n) and 1/(p − 1) − ε < a < 1/(p − 1) for some small ε > 0. Let ν(x) = n j =1 |sin(2πx j )| a , x ∈ R n , or let ν(x) = |x| na for x ∈ Q = [0, 1) n , and extend it to be periodic. Then ν −(p −1) ∈ W (L 1 , ∞ ), and there exist functions f , 
For such f , (1.1) implies that the restriction of the Fourier transformf to the curve γ is a well-defined function in L q (I, dt).
is the weakest when r = 1, s = ∞.
Our proof relies on the following basic fact on amalgam spaces. It is an expression of the fact that the Fourier transform of a function of compact support is nearly constant on unit balls of an arbitrary center. In fact, this appears to be related to a quite general phenomenon about oscillatory integrals (see Section 2, especially (2.4)). This property is reflected in the somewhat curious fact that the compactness of the curve γ makes a weight ν with ν 1−p ∈ W (L 1 , ∞ ) behave as if it were the reciprocal of a bounded function.
Observe that an application of Hölder's inequality to (1.2) and the equality
However, this fact is not needed in the rest of the paper.
Proof of Lemma 1.4. The proof of (1.2) closely follows that given by Holland [10] for the case n = 1. We give an outline here for the convenience of the reader. The first inequality is obvious.
To show the second inequality, choose a smooth function g with compact support such that g = 1 on K and note that
By Hölder's inequality
Taking a supremum over x ∈ Q k and summing over k ∈ Z n on both sides, we get
1 . This is because, for each fixed y,
This proves (1.2). 2
Proof of Theorem 1.1. It suffices to show the dual estimate
where T is the Fourier extension operator (i.e. the adjoint of the Fourier restriction operator):
As in [5] and [3] , we may write
by making the change of variables
The Jacobian of this transformation is a constant multiple of the Vandermonde determinant. Thus, we have written (Tf )(ξ ) n as the Fourier transform of a compactly supported function F . We need to estimate
Since F is compactly supported, by Lemma 1.4 the last expression is equivalent to
.
Thus, we have effectively reduced the problem to the case ν ≡ 1, i.e. a restriction estimate without a weight. By the results in [5, 6] (see also [3, 4] for generalizations), we have
This finishes the proof of (1.3). 2 Remark 1.5. We would like to explain briefly the main difference between the present argument and the argument in [11] . The restriction estimate (1.1) was proved in [11] for the points (1/p, 1/q) on the segment given by 1
. This result was obtained by using the Hausdorff-Young inequality for amalgam spaces, and it corresponds to the present result obtained by the first iterative step (as described below). To be more precise, the relevant steps in [11] are
The first inequality follows from the Hausdorff-Young inequality of Holland [10] (see also [9] ), and the second inequality is a consequence of the compactness of the support of F . Finally, the last norm is estimated by using essentially the weak type behavior of a power of the Vandermonde determinant, which arose as the Jacobian of the change of variables introduced in the beginning of the proof. On the other hand, our proof uses the compactness of the support of F slightly differently. Namely, we use it to replace the norm
using Lemma 1.4. This enables us to use a result (without a weight function) obtained by an inductive argument, which was originally due to Drury [5] (see [3] for an easy version of this argument). In other words, in order to estimate
, we avoid direct use of the Hausdorff-Young inequality. Instead, we use the Plancherel theorem and a restriction estimate (1.4), established in a previous step (for 1 p < p j ). (Induction starts with the trivial estimate for p 0 = 1, q 0 = ∞.) Interpolating these two estimates yield (1.4) for a wider range (for 1 p < p j +1 ). Iterating this process gives (1.4), hence (1.1), on the entire half-open segment given by 1/p + [2/(n 2 + n)]/q = 1, 1 p < p ∞ = (n 2 + n + 2)/(n 2 + n), since p j is an increasing sequence converging to p ∞ .
Extension to oscillatory integral operators
We can generalize Theorem 1.1 to a class of oscillatory integral operators, related to restriction estimates, as was considered in [3] . The following lemma is obvious.
Lemma 2.1. Let Q be a cube in R n of side length 1. Given measurable functions f and g on Q, suppose that
Let a(x) and b(ξ ) be smooth functions supported in the unit cubes Q(0, 1) := Q n (0, 1) ⊂ R n , and Q m (0, 1) ⊂ R m , respectively. For λ 1, let us set
where φ is a smooth function on
uniformly in λ 1.
Now consider the special case m = 1 of T λ : 
Proof of Theorem 2.2. We claim that for any Q = Q(x 0 , 1) ⊂ λQ(0, 1), we have for any x, y ∈ Q and N > 0,
with C N independent of Q. Thus, we have verified the hypothesis of Lemma 2.1 for some pair of functions. Therefore, we may apply Lemma 2. To get (2.2), we argue as in the proof of (1.1). That is, we first note that
By the preceding inequality with r = p , s = q , this is majorized by
Hence we obtain (2.2), assuming (2.4). 2
Proof of (2.4). Let x, y ∈ Q and c Q be the center of Q. Observe that By integration by parts, it is easy to see that for any N > 0,
uniformly in λ, x, ξ . Finally, by plugging (2.6) into the integral (2.5) and summing over k, we obtain (2.4). 2
Restriction estimates for curves with two weight functions
Let us recall the definition of the Fourier extension operator
where I is an interval (not necessarily finite in this context), and γ (t) is a nondegenerate curve in R n as in Section 1. Recall from (1.4) that if Our next result extends the region of validity of a result of Lakey [11] to the full range of exponents (except possibly for the points on the upper edge (P , R) of the region defined below). To be more precise, the conditions on p, q given in Theorem 3.1 state that (1/p, 1/q) is any point in the region , which is defined to be the union of the open triangle P QR (see Fig. 2 ) and the critical line segment (P , Q), where P = (2/(n 2 + n + 2), 2/(n 2 + n + 2)), Q = (1, 0) and R = (1, 1). Our result may be regarded as a Fourier extension operator version of the elegant two-weight norm inequality for the Fourier transform, due to Muckenhoupt [12] . The proof is based on an adaptation of his method. (The result in [11] is not formulated with the general hypothesis (3.2) below, but with the more restrictive hypothesis (3.4) which only involves a single weight. It was proved in the open quadrilateral P 1 P 2 QP 3 , which is a proper subset of . Here P 1 = (1/(n + 2), 1/(n + 2)), P 2 = (1/(n + 2), 2/[n(n + 2)]), and P 3 = (1, 1/n).) Theorem 3.1. Let 1 < p < q, and 1/p + n(n + 1)/(2q) 1. (Hence, 1/p > 2/(n 2 + n + 2).) Suppose that U(x) and V (t) are nonnegative functions on R n and R, respectively. If there is a constant A < ∞ such that
Here, h * (t), t 0, denotes the nonincreasing rearrangement of a function h on R n or R, depending on the context. If we take U(x) = ν(x) 1−q and V (t) ≡ 1 in (3.2), it (essentially) reduces to the following condition in [11] :
for some constants C and c > 0. To prove Theorem 3.1, we will need the following two lemmas. To be more precise, they are only used to handle the cases 1/p + n(n + 1)/(2q) > 1, while we just need (3.1) when 1/p + n(n + 1)/(2q) = 1. 
Proof. We may assume U * (t) = t α . Note that −1 < α < 0. So, the presence of the weight function U * (t) (or U(x)) is helpful when t > c > 0, thus enabling the inequality (3.5) to hold, which would not hold for these p, q, in the absence of U(x). Given (1/p, 1/q) as above, we may find a point (1/a, 1/b) on the line segment 1/a + n(n + 1)/(2b) = 1, 0 < 1/b < 2/(n 2 + n + 2), such that (1/p, 1/q) is on the open line segment joining the points (1, 1) and (1/a, 1/b) . A short calculation shows that
We will get our conclusion by a weak-type interpolation. Consider a function U 1 (x) with
This may be seen as follows. We may clearly assume f 1 > 0. Since Tf ∞ f 1 , we have
On the other hand we can rewrite (3.1) as
Therefore, by applying the Marcinkiewicz interpolation theorem to (3.6) and (3.7), we obtain 
with g(x) as in Lemma 3.3. (When α = 0, we have g(x) α ≡ 1 and Lemma 3.3 is not needed, and the argument given below simplifies somewhat.) If we also put
Call the first and second sums in the parentheses J 1 and J 2 , respectively. Let us first estimate J 1 . Since U(x) 2 (j +1)β Bg(x) α on E j , we have
α has the decreasing rearrangement (1/g) * (t) −α , which is t α by Lemma 3.3, and so the second inequality above follows from Lemma 3.2 (and just from (3.1) when α = 0). The third inequality follows from Minkowski's inequality, since q/p 1. To show the last inequality, for each fixed t, let j 0 = j 0 (t) be the largest integer such that 2 j 0 βp/q 2V (t). Since β > 0, we have
CV (t).
We will now show that (3.2) implies that
To prove this, let us first bound A 1 by an expression that does not involve the expression r j . If α = 0, then
Since V (t) 2V 0 (t), it follows that, when α = 0 (so that β = 1), to show (3.12) it is enough to see that for every r > 0,
When α < 0, let us first make the extra assumptions that the set {x: U(x) > 0} has finite measure and that |{x: U(x) = r}| = 0 for each r > 0. (These assumptions will be removed later.) Put
Since L(U * (t)) = t on the set where U * (t) > 0 by Lemma 3.3, we have
Thus, to get (3.12) it is enough to show that for every r > 0,
Note that (3.14) reduces to (3.13), when α = 0 (and β = 1). Thus in both cases (i.e. α = 0 and α < 0) it only remains to show that (3.2) implies (3.14) (in fact these two conditions are equivalent-see [13] ). Fix r > 0, and let s be such that
If there is no such s, the first integral of (3.14) is 0, and so (3.14) holds because of the convention 0 · ∞ = 0. Since U * is decreasing, we have
Let us set
Since W is also decreasing, we get
Combining these two estimates, and using (3.2) and the fact that B = A q , we obtain
Recall that β = α + 1, and βp /q = 2/[n(n + Hence, the left-hand side of (3.14) is bounded by 
A.
The last inequality is true by (3.2) . Therefore, we conclude that (3.2) implies (3.14), hence also (3.12).
Finally, in the case α < 0, we need to remove the extra assumptions that the set {x: U(x) > 0} has finite measure and that |{x: U(x) = r}| = 0 for all r > 0. First, if the condition that |{x: U(x) = r}| = 0 fails for some r > 0, then we may just replace U(x) by some function U 0 (x) such that U(x) 2U 0 (x) 2U(x) for all x and |{x: U 0 (x) = r}| = 0 for all r > 0. If we can prove (3.3) for U 0 , then it obviously holds also for U . Now suppose that |{x: U(x) > s}| = ∞ for some s > 0. Then for α < 0 the set where B −1/β U * (t) 1/β t −α/β > r (⇔ U * (t) > Br β t α ) and U * (t) > s has infinite measure. Thus, the first integral in (3.14) is infinite for all r, so V (x) = ∞ almost everywhere and (3.3) holds trivially. So we may assume that |{x: U(x) > s}| < ∞ for all s > 0. If we define a sequence of functions
then it follows that |{x: U k (x) > 0}| = |{x: U(x) > 1/k}| < ∞. Hence, by the argument just given, (3.3) is satisfied for U k in place of U . The monotone convergence theorem now gives (3.3) for the more general weight function U . 2
