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Abstract
A classical result, studied, among others, by Carathéodory [C. Carathéodory, Calculus of Variations and
Partial Differential Equations of the First Order, Chelsea, New York, 1989], states that, for second-order,
scalar equations, nondegenerate periodic minimizers are hyperbolic. Consequently, the Stable/Unstable
Manifold Theorem applies, and implies that, at least locally, the stable and unstable sets are regular curves
intersecting transversally at the nondegenerate minimizer.
For analytic equations, there is a version of this fact which holds for isolated, but possibly degenerate,
minimizers.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In these notes we study the dynamics of ordinary differential equations of the form
−x′′ + f (t, x) = 0, (1)
near isolated minimizers. More precisely, let the continuous function
f : (R/Z) × R → R, (t, x) → f (t, x),
be 1-periodic in the time variable t and smooth in the state variable x, and let the 1-periodic
solution x∗ ≡ 0 be isolated. It means the existence of some ε > 0 such that the only 1-periodic
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∣∣x(t)∣∣< ε, ∣∣x′(t)∣∣< ε, t ∈ R, (2)
is x∗ ≡ 0.
Assume further that x∗ ≡ 0 is a minimizer for (1). By this we mean that the associated periodic
action functional
A :C1(R/Z) → R; A[x] := 1
2
1∫
0
x′(t)2 dt −
1∫
0
V
(
t, x(t)
)
dt
(where V (t, x) = − ∫ x0 f (t, y) dy is the potential associated to the force f ), attains a local mini-
mum at x∗ ≡ 0.
Both things hold, for instance, if the second derivativeA′′[x∗] ofA at the critical point x∗ ≡ 0
is positive definite. When this happens, Carathéodory [1] showed that x∗ is hyperbolic, i.e., its
associated Floquet multipliers μ+, μ− do not belong to the unit circle in the complex plane.
Since, by Liouville’s formula, their product is one, one of them, say, μ−, must have modulus
smaller than one, |μ−| < 1, while the another, μ+, must have modulus bigger than one, |μ+| > 1.
Under these conditions, the Stable/Unstable Manifold Theorem (see, for instance, [9]), gives
a qualitative description of the local dynamics around the origin. To state this result in a precise
way, we introduce some notation. Given (x0, v0) ∈ R2, we denote byX (·, x0, v0) to the solution x
of (1) verifying the initial condition x(0) = x0, x′(0) = v0. This solution is defined in some open
maximal interval ]α−(x0, v0), α+(x0, v0)[, with −∞  α−(x0, v0) < 0 < α+(x0, v0)  +∞.
Given some neighborhood W of (0,0), we consider the W-stable set γ+(W), defined by
γ+(W) :=
{
(x0, v0) ∈W such that α+(x0, v0) = +∞ and(X (n, x0, v0), ∂tX (n, x0, v0)) ∈W for any n ∈ N}, (3)
and theW-unstable set γ−(W), which is obtained by reversing the sense of time in the right-hand
side of the equality above. The combination of Carathéodory’s and the Stable/Unstable Manifold
Theorems give rise to the following result:
Theorem 1.0. Assume that the second derivativeA′′[x∗] of the action functional at the minimizer
x∗ ≡ 0 is positive definite. Then, there exists a neighborhood W of (0,0) such that
(˜i) Every point in γ+(W) is attracted by the origin in the future, while every point in γ−(W) is
attracted by the origin in the past. With formulas
X (±∞, x0, v0) = 0 = ∂tX (±∞, x0, v0) for any (x0, v0) ∈ γ±(U).
(˜ii) The sets γ±(W) are smooth curves intersecting transversely at the origin. In fact, there are
smooth functions v± : ]−, [ → R with v+(0) = v−(0) = 0 and v′+(0) 	= v′−(0) such that
γ±(W) =
{(
x0, v±(x0)
)
: |x0| < 
}
.
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of functions v± of the initial position x0, while, in the usual formulation of the Stable/Unstable
Manifold Theorem, these functions are defined on the stable and unstable subspaces E±(x∗) of
the associated variational equation
−ρ′′ + ∂xf (t,0)ρ = 0.
Indeed, the linear spaces E±(x∗), which are made up by the initial conditions of the solu-
tions ρ± :R → R of the variational equation −ρ′′ + ∂xf (t,0)ρ = 0 verifying, respectively,
ρ±(t + 1) = μ±ρ±(t), turn out to be the tangent lines to γ±(W) at (0,0). They intersect the
ordinate axis {0} × R only trivially, and, consequently, the stable and unstable sets γ±(W) may
be written, at least near the origin, as the graphs of functions v± of the initial position x0.
There are, however, examples of isolated minimizers where Theorem 1.0 cannot be applied
because the second derivative of the action functional is only (positive) semidefinite. This is the
case, for instance, of the equilibrium x∗ ≡ 0 of the equation −x′′ + x3 = 0, whose associated
action functional is A[x] = (1/2) ∫ 10 x′(t)2 dt + (1/4) ∫ 10 x(t)4 dt . The second derivative of this
functional at x∗ ≡ 0 is given by
A′′[x∗](u,u) =
1∫
0
u′(t)2 dt, u ∈ C1(R/Z),
and is, consequently, (positive) semidefinite.
In such cases, x∗ is parabolic, and the usual Stable/Unstable Manifold Theorem cannot be
applied to describe the local dynamics of (1). In fact, parabolic periodic solutions of o.d.e.’s such
as (1) may be stable when they are saddle points of the action functional; this is the case of the
equilibrium x∗ ≡ 0 of the equation −x′′ − x3 = 0. However, in the case of isolated minimizers,
Dancer and Ortega [2] showed that they are Lyapunov unstable even in the parabolic case. An
elementary proof of this fact was later provided by Ortega in [7], and many ideas of this paper
were used in [12] to show that periodic minimizers are unstable in a stronger sense, introduced
by Siegel and Moser [11]: there exists some ε > 0 such that the only (not necessarily periodic)
solution x :R → R of (1) verifying (2) is x ≡ 0.
The aim of these notes is to show, in an analytic framework, a partial extension of Theorem 1.0
for isolated minimizers which are possibly parabolic:
Theorem 1.1. Assume that f is a C0,ω function near the circumference {x ≡ 0}, and let x∗ ≡ 0
be an isolated minimizer. Then, there exists a neighborhood W of (0,0) such that
(i) Every point in γ+(W) is attracted by the origin in the future, while every point in γ−(W) is
attracted by the origin in the past. With formulas
X (±∞, x0, v0) = 0 = ∂tX (±∞, x0, v0) for any (x0, v0) ∈ γ±(W). (4)
(ii) The sets γ±(W) are topological curves intersecting only at the origin. In fact, there are
continuous functions v± : ]−, [ → R with
v−(x0) < v+(x0) if x0 < 0, v−(x0) > v+(x0) if x0 > 0, (5)
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γ±(W) =
{(
x0, v±(x0)
)
: |x0| < 
}
. (6)
Notice that we cannot guarantee the smoothness of v±. The transversality condition v′−(0) 	=
v′+(0) has been replaced by (5).
A question which arises naturally here is that of the necessity of our analyticity assumption,
because Theorem 1.0 works under just C0,1 regularity on the function f . However, Theorem 1.1
becomes false if the C0,ω assumption is replaced by its C0,2 analogous, and a counterexample
may be found in [13].
The study of the dynamics of orientation-preserving homeomorphisms of the plane near iso-
lated fixed points is not a new one. Le Calvez [5] showed that if the associated fixed point index
is greater than one, then there is a wandering domain in any neighborhood of that point. In partic-
ular, should the homeomorphism be area-preserving, this index must be lower or equal than one,
a former result by Pelikan and Slaminka [8]. In the case of stable fixed points, Dancer and Or-
tega [2] showed this index to be exactly one; it immediately implies that isolated minimizers are
unstable because they are well known to have fixed point index minus one. On the other hand, the
weak KAM Theorem [3,6] also provides a connection between the variational properties of a so-
lution and its dynamics; it gives the existence of heteroclinics connecting neighboring minimals,
and provides in this way another argumentation for the instability of isolated minimizers.
Other approaches have been carried out by Fontich [4], establishing conditions for the for-
mal series of the invariant curve to converge, and by Ruiz del Portal and Salazar [10], who,
under general topological assumptions, have shown the existence of continua inside the local
stable/unstable sets. In these papers, the emphasis is put on finding sets of solutions which are at-
tracted by the origin, that is, subsets of the stable and unstable manifolds. Our aim in the present
work is to describe the whole manifolds in a neighborhood of the isolated fixed point, thus, giving
a complete picture of the local dynamics.
Some remarks on the notation (previously employed). In this paper, R/Z denotes the quotient
space of the real line R by the subgroup of integer numbers Z, i.e., two real numbers are identified
if their difference is an integer. Correspondingly, we shall write x :R/Z → R if x :R → R is 1-
periodic, and we will consider the functional spaces of periodic functions C(R/Z), C1(R/Z),
C2(R/Z), . . . defined in the obvious way. In the same line, the notation f : (R/Z) × R → R
means that the two variables function f :R2 → R is 1-periodic in the first one.
The spaces of analytic functions will play a singular role in this paper, not least because
Theorem 1.1 depends on this regularity. We shall say that the continuous function f : (R/Z) ×
R → R is a C0,ω function near the circumference {x ≡ k} if there exists a sequence {fn}n0 of
C(R/Z) functions, and a positive number ε > 0, with
f (t, x) =
+∞∑
n=0
fn(t)(x − k)n, t ∈ R/Z,
for any x ∈ ]k − ε, k + ε[. We shall say that f ∈ C0,ω((R/Z)×R) if f is a C0,ω function near the
circumference {x ≡ k} for every k ∈ R. Given p ∈ N we shall say that f ∈ Cp,ω((R/Z)×R) if the
partial derivatives ∂rt f are continuously defined on (R/Z) × R and belong to C0,ω((R/Z) × R)
for any 0 r  p.
Finally, throughout this paper, given −∞ α− < α+ +∞ and a function x : ]α−, α+[ → R,
we denote by x(α±) to the limits limt→α± x(t), provided that they exist.
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The proof of Theorem 1.1 will be based on two main ideas, two key results which we present
along this section and Section 4. The first of these states the existence of a local field of lower
and upper solutions around isolated minimizers:
Proposition 2.1. Let f ∈ C0,ω((R/Z) × R) be given and assume that x∗ ≡ 0 is an isolated
minimizer for (1). Then, there exists a C2 scalar field ψ : (R/Z) × R → R such that ψ(t,0) = 0,
∂ξψ > 0, and
−∂2t tψ(t, ξ)+f
(
t,ψ(t, ξ)
)
<0 if ξ <0, −∂2t tψ(t, ξ)+f
(
t,ψ(t, ξ)
)
>0 if ξ >0. (7)
One may regard ψ as a parametrization of the ordered family of periodic curves {ψ(·, ξ):
ξ ∈ R}. Observe that ψ(·, ξ) is a lower (respectively upper) solution of (1) provided that ξ < 0
(respectively ξ > 0).
We remark that the fact that ψ is defined on the whole cylinder (R/Z) × R instead of some
narrow band (R/Z)×]−ε, ε[ is not significant, since, in the latter case, it would suffice to replace
it by ψ(t, (ε/π) arctanx). Both the assumptions and the thesis of Proposition 2.1 are local.
Let us also point out that our regularity assumption of f being analytic with respect to its
second variable is motivated by subsequent developments and does not play any significant role
here. Indeed, a quick glance at the proof of this result, which will be given in Section 6, shows
that C0,2 regularity on f would be enough.
It is possible to show that the existence of a C2 scalar field ψ : (R/Z) × R → R with
ψ(t,0) = 0, ∂ξψ > 0, and (7) in fact implies that x∗ ≡ 0 is an isolated minimizer for (1); it
would transform Proposition 2.1 into a characterization of isolated minimizers. We shall not
enter into the details since this implication will not be used in the present paper.
The remaining of this section, as well as the following one, rely on Proposition 2.1 to obtain
some qualitative information on the behavior of solutions of (1). We shall start by considering a
simple particular case, which generalizes the properties of the equation −x′′ +x3 = 0 considered
in the introduction:
The repulsive case: To get a feeling of what may be expected, assume, in a first approximation
to the problem, that the force f = f (t, x) verifies
f (t, x)x > 0 for any (t, x) ∈ (R/Z) × R with x 	= 0, (8)
i.e., the equilibrium x∗ ≡ 0 is repulsive. Then, x∗ ≡ 0 is a minimizer for (1), because −V (t, x) :=∫ x
0 f (t, y) dy  0 and −V (t, x∗(t)) = −V (t,0) = 0. Moreover, x∗ ≡ 0 is isolated; indeed, mul-
tiplying (1) by x and integrating by parts, we deduce
x(1)x′(1) − x(0)x′(0) =
1∫
0
x′(t)2 dt +
1∫
0
f
(
t, x(t)
)
x(t) dt > 0,
for any solution x 	≡ 0 of our equation. It follows that x(1)x′(1) > x(0)x′(0), and thus, x∗ ≡ 0 is
the only 1-periodic solution of (1).
Further, the sign of f tells us that, if x 	≡ 0 is a solution of (1), then, x′′ > 0 wherever x > 0,
while x′′ < 0 wherever x < 0. As a result, each critical point t0 of x is a minimum if x(t0) > 0,
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vanish simultaneously, so that this is an exhaust account of all critical points of x.
The scalar field ψ given by Proposition 2.1 may be used to construct a similar argument
in the more general case of x∗ ≡ 0 being an isolated minimizer, which will be our assumption
henceforth. We start by choosing some ξ∗ > 0, which will be fixed in the remaining of this
section. Since ∂ξψ > 0, the mapping ψ(t, ·) : ]−ξ∗, ξ∗[ → R is a diffeomorphism onto its image
ψ(t, ]−ξ∗, ξ∗[) = ]ψ(t,−ξ∗),ψ(t, ξ∗)[ for any t ∈ R/Z. Moreover, the set
Ω = {(t,ψ(t, ξ)): (t, ξ) ∈ (R/Z) × ]−ξ∗, ξ∗[}, (9)
is a simply connected domain of the cylinder containing the circle (R/Z)×{0}, and the function
φ :Ω → ]−ξ∗, ξ∗[ ⊂ R defined by
ψ
(
t, φ(t, x)
)= x, φ(t,ψ(t, ξ))= ξ, (t, x) ∈ Ω, (t, ξ) ∈ (R/Z) × ]−ξ∗, ξ∗[, (10)
has class C2. All this implies that the correspondences Ψ : (R/Z)×]−ξ∗, ξ∗[ → Ω and Φ :Ω →
(R/Z) × ]−ξ∗, ξ∗[, constructed upon ψ and φ by the rule
Ψ (t, ξ) := (t,ψ(t, ξ)), Φ(t, x) := (t, φ(t, x)),
are mutually inverse C2 diffeomorphisms. This leads us to consider the change of variables
x(t) = ψ(t, ξ(t)), ξ(t) = φ(t, x(t)). (11)
It establishes a 1:1 correspondence between C2 curves ξ : I → ]−ξ∗, ξ∗[ and C2 curves x : I → R
whose graph {(t, x(t)): t ∈ I } is contained in Ω . We arrive to the following definition. Let the
function x : I → R have its graph contained in Ω . We shall say that ξ : I → ]−ξ∗, ξ∗[ is the
transform of x if the equivalent equalities of expression (11) hold for any t ∈ I . Now, in case x is
a solution of (1), and ξ is its transform, (7) and straightforward computations show the inequality
ξ(t)
[
∂ξψ
(
t, ξ(t)
)
ξ ′′(t) + 2∂2tξψ
(
t, ξ(t)
)
ξ ′(t) + ∂2ξξψ
(
t, ξ(t)
)
ξ ′(t)2
]
> 0,
for any time t ∈ I with ξ(t) 	= 0. Since ∂ξψ > 0, we deduce that, if t0 ∈ I is such that ξ(t0) 	= 0
and ξ ′(t0) = 0, then ξ ′′(t0) does not vanish, and has the same sign as ξ(t0). We arrive to the
following result:
Lemma 2.2. Let x : I → R, x 	≡ 0, be a nontrivial solution of (1) whose graph is contained in Ω ,
and let ξ : I → ]−ξ∗, ξ∗[ be its associated transform. Then, if ξ ′(t0) = 0 for some t0 ∈ I , either
ξ(t0) < 0 and ξ ′′(t0) < 0, or ξ(t0) > 0 and ξ ′′(t0) > 0.
3. Classifying solutions near an isolated minimizer
The above results, which apply to transforms of solutions, may be easily translated to results
on the solutions themselves. In fact, differentiating into the first part of expression (11), we find
x′(t) = ∂tψ
(
t, ξ(t)
)+ ∂ξψ(t, ξ(t))ξ ′(t).
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ψ(·, φ(t, x(t))) is, for any time t ∈ I , the only curve from the field ψ = {ψ(·, ξ)}ξ which crosses
x at time t . This fact motivates the following definition. We shall say that x is tangential to the
field ψ at time t0 ∈ I if x′(t0) = ∂tψ(t0, φ(t0, x(t0))). Equivalently, if its transform ξ verifies
ξ ′(t0) = 0. If x is not tangential to the field ψ at time t , it may be because
x′(t) > ∂tψ
(
t, φ
(
t, x(t)
)) (12)
(equivalently, ξ ′(t) > 0), or because
x′(t) < ∂tψ
(
t, φ
(
t, x(t)
)) (13)
(equivalently, ξ ′(t) < 0).
Lemma 2.2 is a local result. However, it has global consequences. In this section we use it to
classify the solutions of (1) whose graph is contained in Ω . In order to present this result, we
first look at some particular classes of functions x : ]α−, α+[ → R which could be solutions of
(1) in the sense that they satisfy the requirements imposed by the lemma.
The simplest case occurs when x is nowhere tangential to the field ψ . It may happen because
inequality (12) holds everywhere. This is the case if, for instance,
(−+) |α±| < ∞, and (12) holds for any t ∈ ]α−, α+[,
or if
(−0) α− > −∞, α+ = +∞, (12) holds for any t ∈ ]α−, α+[, and x(+∞) = 0,
and also, if
(0+) α− = −∞, α+ < +∞, (12) holds for any t ∈ ]α−, α+[, and x(−∞) = 0.
Then, there are also the analogous situations which follow from the above by reversing the sense
of time. These are characterized by inequality (13):
(+−) |α±| < ∞, and (13) holds for any t ∈ ]α−, α+[,
(0−) α− = −∞, α+ < +∞, (13) holds for any t ∈ ]α−, α+[, and x(−∞) = 0,
(+0) α− > −∞, α+ = +∞, (13) holds for any t ∈ ]α−, α+[, and x(+∞) = 0.
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requirements of Lemma 2.2. Functions belonging to these classes do not change sign and have
one tangency point t0 with the field ψ :
(−−) |α±| < ∞, x < 0, and there exists some t0 ∈ ]α−, α+[ such that (12) holds for any t ∈
]α−, t0[ and (13) holds for any t ∈ ]t0, α+[,
(++) |α±| < ∞, x > 0, and there exists some t0 ∈ ]α−, α+[ such that (13) holds for any t ∈
]α−, t0[ and (12) holds for any t ∈ ]t0, α+[.
Proposition 3.1. Let the nontrivial solution x : ]α−, α+[ → R of (1) be maximal in Ω , i.e., its
graph is contained in Ω and there are no other solutions of (1) extending x whose graph is
contained in Ω . Then, there is one (and only one) of the eight possibilities listed above which
holds.
Proof. Let ξ : ]α−, α+[ → ]−ξ∗, ξ∗[ ⊂ R be the transform of x. Lemma 2.2 implies that each
critical point of ξ is either a positive minimum or a negative maximum. As a consequence, ξ
has at most one critical point, or, what is the same, x has at most one tangency point with the
field ψ . It implies that the limits ξ(α±) do exist, and belong to the closed interval [−ξ∗, ξ∗].
Thus, to complete the proof of Proposition 3.1, we only have to show that, if one of the endpoints
of the interval where x is defined is not finite, say, α+ = +∞, then x tends to zero there. It is so
because the periodicity of our equation means that xn(t) = x(t + n) is a sequence of solutions
of (1). Since,
lim
n→+∞
[
xn(t) − ψ
(
t, ξ(+∞))]= lim
n→+∞
[
ψ
(
t + n, ξ(t + n))− ψ(t + n, ξ(+∞))]= 0,
the sequence {xn}n converges uniformly on [0,1] to ψ(t, ξ(+∞)); in particular ψ(t, ξ(+∞))
must be a solution of (1). Consequently, (7) implies that ξ(+∞) = 0, or, what is the same,
x(+∞) = 0. 
An immediate consequence of Proposition 3.1 is given next. It will have some importance in
the next section.
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Then, x(+∞) = 0, and the sequence {x(n)}n is monotone.
4. Nonlinear disconjugacy around analytic minimizers
The notion of disconjugacy is classical in the Calculus of Variations. We recall that the linear
Hill equation −x′′ + m(t)x = 0 is said to be disconjugate if nontrivial solutions vanish at most
once. Equivalently, if different solutions do not cross more than once in R.
In case the function m is 1-periodic in R and the associated quadratic form
A[x] = 1
2
1∫
0
x′(t)2 dt + 1
2
1∫
0
m(t)x(t)2 dt
is positive semidefinite in the space C1(R/Z) of 1-periodic functions, then the equation is dis-
conjugate [1]. With another words, if the equilibrium x∗ ≡ 0 is a minimizer, then disconjugacy
holds. This connection between minimizers and disconjugacy in the linear case leads us to con-
sider the natural extension of this concept to nonlinear equations. Since we are dealing with local
minima, this extension should be local.
On the other hand, an important role in our argument is played by changes of variables of the
form (11). The Newtonian form of (1) is not preserved after such changes, and consequently, at
this point it will be convenient to consider equations in the more general Euler–Lagrange form
− d
dt
∂x′L(t, x, x
′) + ∂xL(t, x, x′) = 0. (14)
We shall say that the C0,2 lagrangian L : (R/Z) × R2 → R is locally disconjugate near the
equilibrium x∗ ≡ 0 if there exists some ε > 0 (not depending on a, b), such that, any two solutions
x1, x2 : [a, b] → R of (14) verifying
|x1|, |x2| < ε on [a, b], x1(a) = x2(a), x1(b) = x2(b), (15)
must be identical on [a, b].
Let us describe now an important class of lagrangians for which disconjugacy holds. Let the
lagrangian L : (R/Z) × R2 → R, (t, x, x′) → L(t, x, x′) verify the usual Legendre convexity
condition with respect to x′, i.e.,
∂2x′x′L(t, x, x
′) > 0, (t, x, x′) ∈ (R/Z) × R2,
which guarantees existence and uniqueness, as well as continuous dependence, of solutions of
initial value problems, associated to the Euler–Lagrange equations, see [12]. Assume further that
L is convex in the variables (x, x′) near the equilibrium x∗ ≡ 0, i.e., there exists some ε > 0 such
that
∂2xxL(t, x, x
′)y2 + 2∂2xx′L(t, x, x′)yy′ + ∂2x′x′L(t, x, x′)(y′)2  0, (16)
for any (t, x, x′) ∈ (R/Z) × R2 with |x| < ε and any (y, y′) ∈ R2. Under these conditions, we
shall say that L is locally convex near x∗ ≡ 0.
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Proof. This is a well-known result, whose proof we sketch for the sake of completeness. Indeed,
assume, by a contradiction argument, that x1, x2 were different solutions intersecting at least
twice. The intersection points must be transversal, and then, by continuous dependence, after
slightly perturbing the lagrangian by the addition of some small term δ(x2 + (x′)2), we may
assume that L is strictly convex in (x, x′), i.e., the inequality (16) is strict if (y, y′) 	= (0,0). We
consider the function ϕ : [0,1] → R defined by
ϕ(λ) :=
t1∫
t0
L
(
t, (1 − λ)x1(t) + λx2(t), (1 − λ)x′1(t) + λx′2(t)
)
dt,
where t0 < t1 are such that x1(ti) = x2(ti), i = 0,1. The functions x1, x2 being solutions of the
Euler–Lagrange equations of L, integration by parts shows that ϕ′(0) = ϕ′(1) = 0. The result
follows from the incompatibility of this fact with the inequality ϕ′′ > 0 on [0,1], which arises
from the strict convexity of L. 
In general, it is not true, not even in the Newtonian case, that analytic lagrangians are convex
near their isolated minimizers; we give a counterexample at the beginning of Section 8. And
nevertheless, one of the main results of this paper, leading to the proof of Theorem 1.1, will be
the following:
Proposition 4.2. Let x∗ ≡ 0 be an isolated minimizer of (1). If further f ∈ C0,ω((R/Z) × R),
then the associated lagrangian is locally disconjugate at x∗.
We remark that the analyticity assumption on f , which had not played a role until now, is,
however, crucial at this point. Indeed, one of the main ideas of the counterexample to Theo-
rem 1.1 in the C0,2 case provided in [13] is to construct a repulsive forcing term f : (R/Z)×R →
R for which Proposition 4.2 fails to hold.
Proposition 4.2 has been stated for isolated minimizers. We notice, however, that the isolation
condition is not essential here; this result holds also for nonisolated analytic minimizers, and,
indeed, the treatment of the nonisolated case is a little bit simpler. We shall not enter into the
details since the object of study in this paper is limited to isolated minimizers.
The proof of Proposition 4.2 will be postponed until Sections 7 and 8. At this moment we
shall rely on this result to obtain, in combination with the findings of the previous section, some
new insight on the structure of the set of solutions vanishing at ±∞. With this aim, we re-
call our definition of local disconjugacy to find some ε > 0 such that whenever the solutions
x1, x2 : [a, b] → R verify (15), then x1 ≡ x2 on [a, b]. Using the continuity of ψ , we find some
ξ∗ > 0 such that |ψ(t, ξ)| < ε for any (t, ξ) ∈ (R/Z)× ]−ξ∗, ξ∗[, and consider the set Ω defined
as in (9). Observe that different solutions of (1) intersect at most once as long as they remain
in Ω . We denote
I := {ψ(0, ξ): |ξ | < ξ∗}= {x0 ∈ R: (0, x0) ∈ Ω}
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S to the subset of the open band I × R made of the initial conditions of those solutions whose
graph remains in Ω for all future time:
S := {(x0, v0) ∈ I × R: α+(x0, v0) = +∞, (t,X (t, x0, v0)) ∈ Ω ∀t ∈ [0,+∞[}. (17)
For instance, (0,0) ∈ S , because x∗ ≡ 0 is a solution of (1). The goal of this section will be the
following:
Proposition 4.3. The following hold:
(i) X (+∞, x0, v0) = ∂tX (+∞, x0, v0) = 0 for any (x0, v0) ∈ S .
(ii) There exists a continuous function v :I → R with
v(x0) > ∂tψ
(
0, φ(0, x0)
)
if x0 < 0, v(x0) < ∂tψ
(
0, φ(0, x0)
)
if x0 > 0,
and such that
S = {(x0, v(x0)): x0 ∈ I}.
Proof of (i). Combining the definition of S in (17) and Corollary 3.2, we see thatX (+∞, x0, v0)
= 0 for any (x0, v0) ∈ S . With this information, the local boundedness of f implies that
∂tX (+∞, x0, v0) = 0 for any (x0, v0) ∈ S . 
The proof of (ii) will require some additional work and will be postponed to the end of this
section. In Lemma 4.4 we use (i) and a well-known argument based in the measure-preserving
nature of the flow, to obtain some information on the measure of S .
Lemma 4.4. S has zero Lebesgue measure in R2.
Proof. Assume, by a contradiction argument, that the measure of S were positive. In this
case, Egorov’s theorem would imply that the functional sequence Tn :S → R2 defined by
Tn(x0, v0) := (X (n, x0, v0), ∂tX (n, x0, v0)) converges to zero uniformly on some positive-
measure subset of S . But these functions are measure preserving, a contradiction. 
At this point, let us consider also the sets
A := {(x0, v0) ∈ I × R such that
X (t0, x0, v0) > 0 and ∂tX (t0, x0, v0) > ∂tψ
(
t0, φ
(
t0,X (t0, x0, v0)
))
,
for some t0 ∈
]
0, α+(x0, v0)
[
with
(
t,X (t, x0, v0)
) ∈ Ω ∀t ∈ [0, t0]},
and B, defined analogously but reversing the inequalities. The classification given by Proposi-
tion 3.1 implies that I × R is the disjoint union of S , A, and B. The sets A and B are obviously
open, and we deduce that S is closed in I × R. In our next result we further show that it may be
written as the region comprised between two graphs:
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ous, v+ is upper semicontinuous, and
S = {(x0, v0) ∈ I × R: v−(x0) v0  v+(x0)}. (18)
Proof. For any x0 ∈ I , we consider the vertical slices
A(x0) :=
{
v0 ∈ R: (x0, v0) ∈A
}
, B(x0) :=
{
v0 ∈ R: (x0, v0) ∈ B
}
of A and B at x = x0. Observe that these sets are open in the real line. Furthermore, they
are nonempty, because the boundedness of f on Ω implies that ]M,+∞[ ⊂ A(x0) and
]−∞,−M[ ⊂ B(x0) if M > 0 is big enough. Finally, they are disjoint. It follows that the set
S(x0) := S ∩ ({x0}×R) = R\ (A(x0)∪B(x0)) is nonempty, closed and bounded for any x0 ∈ I .
On the other hand, we recall that different solutions of (1) cannot intersect more than once
as long as they remain in Ω . It follows that u0 < v0 < w0 for any u0 ∈ B(x0), v0 ∈ S(x0), and
w0 ∈ A(x0), implying that S(x0) is an interval. Since here x0 is an arbitrary element of I , we
deduce the existence of functions v± :I → R with v−  v+ such that (18) holds. Finally, the
lower continuity of v−, as well as the upper continuity of v+, arise from the closeness of S . 
Observe that, in addition of (18), Lemma 4.5 implies that
A= {(x0, v0) ∈ I × R: v0 > v+(x0)}, B = {(x0, v0) ∈ I × R: v0 < v−(x0)}. (19)
These equalities will play a role in our next result, where we give a further step towards the proof
of Theorem 1.1 by showing the following
Lemma 4.6. There exists a zero-measure set Z ⊂ I such that, whenever the solutions
x, y : [0,+∞[ → R have their graphs contained in Ω and verify x(0), y(0) ∈ I \ Z, then ei-
ther x ≡ y, or x(t) 	= y(t) for any t ∈ [t0,+∞[.
Proof. To start with, observe that v−(x0) = v+(x0) for a.e. x0 ∈ I . This follows immediately
from the combination of (18), Fubini’s Theorem, and Lemma 4.4.
Next, we claim that if x0 	= y0 ∈ I are two points where v± coincide, then the respective solu-
tions X (·, x0, v±(x0)) and X (·, y0, v±(y0)) do not cross on [0,+∞[. Since, by Proposition 3.1,
these solutions do not vanish, the result is immediate if x0 and y0 have not the same sign, and
consequently, in order to check it, we may assume that, say, x0 < y0 < 0. Now, should the two
solutions X (·, x0, v±(x0)) and X (·, y0, v±(y0)) cross on [0,+∞[, the intersection point should
be transversal. Since, furthermore, (19) states that (y0, v±(y0)+ ε) ∈A for any ε > 0, we deduce
that, for small values of ε > 0, the two solutions X (·, x0, v±(x0)) and X (·, y0, v±(y0) + ε) must
cross at least twice while remaining on Ω . This contradicts the definition of Ω and shows the
claim. 
Observe that, in our reasonings so far, the role played by zero as the origin of time is not
specially significant. After simply replacing f by ft0(t, x) := f (t0 + t, x), Lemma 4.6 states
that, for any t0 ∈ R, there exists some zero-measure set Zt0 ⊂ It0 := {x ∈ R: (t0, x) ∈ Ω} such
that, whenever the solutions x, y : [t0,+∞[ → R of (1) have their graphs contained in Ω and
verify x(t0), y(t0) ∈ It0 \ Zt0 , then either x ≡ y, or x(t) 	= y(t) for any t ∈ [t0,+∞[.
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Proof. Assume, by a contradiction argument, that v−(x0) < v+(x0) for some x0 ∈ I . It means
that, for any v ∈ [v−(x0), v+(x0)], the solution X (·, x0, v) is well defined on [0,+∞[ and has
its graph contained in Ω from zero on. Choose some ρ > 0 small enough so that, for any
v ∈ [v−(x0), v+(x0)], the solutions X (·, x0, v) are well defined on [−ρ,+∞[ and have their
graphs contained in Ω from −ρ on. Since different solutions do not intersect twice as long as
they remain in Ω , the continuous function v → X (−ρ,x0, v) is injective on [v−(x0), v+(x0)],
and consequently, its image is a nontrivial interval, which has, therefore, positive measure. This
contradicts the existence of a zero-measure set Z−ρ ⊂ I−ρ such that, whenever the solutions
x, y : [−ρ,+∞[ → R of (1) have their graphs contained in Ω and verify x(−ρ), y(−ρ) ∈
I−ρ \ Z−ρ , then either x ≡ y, or x(t) 	= y(t) for any t ∈ [−ρ,+∞[. It concludes the proof. 
To complete this section, we observe that Lemmas 4.5 and 4.7 immediately imply that S is
the graph of a continuous function v = v− = v+ defined on I . It shows the description of S
given in item (ii) of Proposition 4.3. The inequalities between v(x0) and ∂tψ(0, φ(0, x0)) are an
immediate consequence of Proposition 3.1.
5. Building the invariant manifolds
We devote this section to complete our proof of Theorem 1.1, a task in which most of the
work has already been done. With this aim, we have to relate the set S defined in (17) with the
local stable set γ+(W), defined in (3), associated to some neighborhood W of the origin. We
shall show the following result:
Lemma 5.1. There exists a neighborhood W of (0,0), and some  > 0, such that ]−, [ ⊂ I
and
γ+(W) = S ∩
(]−, [ × R)= {(x0, v(v0)): |x0| < }.
Proof. The continuous dependence on initial conditions theorem may be used to find some δ > 0
such that ]−δ, δ[ ⊂ I and
α+(x0, v0) > 1,
(
t,X (t, x0, v0)
) ∈ Ω for any x0, v0 ∈ ]−δ, δ[ and any t ∈ [0,1]. (20)
Next, remember the continuity of the function v of Proposition 4.3(ii) to find some 0 <  < δ
such that |v(x0)| < δ for any x0 ∈ ]−, [. Finally, define
W := ]−, [ × ]−δ, δ[.
We shall show the double inclusion γ+(W) ⊂ S ∩ (]−, [ × R) and S ∩ (]−, [ × R) ⊂
γ+(W). Since
γ+(W) ⊂W ⊂ ]−δ, δ[ × ]δ, δ[,
the choice of δ in (20) implies that γ+(W) ⊂ S , and, consequently,
γ+(W) ⊂ S ∩W ⊂ S ∩
(]−, [ × R).
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imply
S ∩ (]−, [ × R)⊂ ]−, [ × ]−δ, δ[ =W,
so that the inclusion S ∩ (]−, [ × R) ⊂ γ+(W) will be proved if we show that (X (n, x0, v0),
∂tX (n, x0, v0)) ∈ S∩(]−, [×R) for any (x0, v0) ∈ S∩(]−, [×R) and any n ∈ N. However,
the definition of S implies immediately that
(X (n, x0, v0), ∂tX (n, x0, v0)) ∈ S for any (x0, v0) ∈ S and any n ∈ N,
while Corollary 3.2 gives that∣∣X (n, x0, v0)∣∣ |x0| <  for any (x0, v0) ∈ S ∩ (]−, [ × R) and any n ∈ N. 
From (17), where we considered the set S , we have devoted our attention to solutions which
are asymptotic to the equilibrium x∗ ≡ 0 in the future. At this moment it will be necessary
to consider also solutions which tend to x∗ in the past, and this fact prompt us to change the
notation. We rename the number , the function v and the neighborhood W of the origin as
+, v+ and W+ respectively. The combination of Corollary 3.2, Proposition 4.3, and Lemma 5.1
gives rise to the following result:
Corollary 5.2. There exists a neighborhood W+ of (0,0), some + > 0, and a continuous func-
tion v+ : ]−+, +[ → R with
v+(x0) > ∂tψ
(
0, φ(0, x0)
)
if x0 < 0, v+(x0) < ∂tψ
(
0, φ(0, x0)
)
if x0 > 0, (21)
such that
(a+) If (x0, v0) ∈ γ+(W), the sequence {X (n, x0, v0)}n is monotonous. Moreover, it converges
to zero, and so does {∂tX (n, x0, v0)}n.
(b+) γ+(W) = {(x0, v+(x0)): |x0| < +}.
At this point, we are ready to show the main result of this paper:
Proof of Theorem 1.1. Corollary 5.2 above deals with solutions which are asymptotic to x∗ ≡ 0
in the future; however, by simply reversing the sense of time, it is clear that the analogous re-
sult for solutions which are asymptotic to x∗ ≡ 0 in the past also holds. Thus, there exists a
neighborhood W− of (0,0), some − > 0, and a continuous function v− : ]−−, −[ → R with
v−(x0) < ∂tψ
(
0, φ(0, x0)
)
if x0 < 0, v+(x0) > ∂tψ
(
0, φ(0, x0)
)
if x0 > 0, (22)
such that
(a−) If (x0, v0) ∈ γ−(W), the sequence {X (−n,x0, v0)}n is monotonous. Moreover, it converges
to zero, and so does {∂tX (−n,x0, v0)}n.
(b−) γ−(W) = {(x0, v−(x0)): |x0| < −}.
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{(x0, v±(x0)): |x0| < } ⊂W ⊂W− ∩W+ ∩ (]−, [ × R). The description of γ±(W) in (6)
follows immediately. Inequalities (21) and (22) combine to imply (5), while (4) has already been
stated in (a±). It completes the proof. 
The remaining of this paper is devoted to prove Propositions 2.1 (in Section 6), and 4.2
(through Sections 7 and 8).
6. Lower and upper solutions solving a perturbed equation
Proposition 2.1 played an important role in Sections 2 and 3, and we devote this section to
prove it. However, with a view to the arguments which will be used in the next section, we need
a slightly stronger version of it. Precisely, we shall show the following
Proposition 6.1. Let f ∈ C0,ω((R/Z) × R) be given, and let x∗ ≡ 0 be an isolated minimizer
for (1). Then, there exist a C2,ω scalar field ψ : (R/Z) × R → R with ψ(t,0) = 0 and ∂ξψ > 0,
and a Cω function u :R → R with ξu(ξ) < 0 for any ξ 	= 0, which verify
−∂2t tψ(t, ξ) + f
(
t,ψ(t, ξ)
)+ u(ξ) = 0, (t, ξ) ∈ (R/Z) × R. (23)
Observe the difference with Proposition 2.1: in addition to the regularity issue, this time we
are not only stating the existence of a field ψ made of upper and lower solutions, but of solutions
of the perturbed equation
−x′′ + f (t, x) + u = 0, (24)
for some constant u = u(ξ), depending on the particular solution ψ(·, ξ).
Even though our arguments will be similar to those used in the proof of Proposition 4.1 of [12],
we believe that it has some interest to reproduce them here because, by dealing with second
order differential equations in its normal form (1), instead of the more general Euler–Lagrange
equations considered in [12], the notation, as well as some discussions, can be simplified.
Our departing point will be a well-known result on certain implications that x∗ ≡ 0 being a
minimizer has on the sign of the eigenvalues λ of the linear eigenvalue problem
−w′′ + ∂xf (t,0)w = λw, w(0) = w(1), w′(0) = w′(1), (25)
which arises from the variational equation associated to (1) at the solution x∗. Fredholm’s Spec-
tral Theorem shows the existence of a sequence λ1 < λ2  · · · λn → +∞ of eigenvalues such
that (25) has a nontrivial solution if and only if λ ∈ {λn: n ∈ N}. The result we are interested in
relates the sign of these eigenvalues with the sign of the quadratic form associated to the second
derivative A′′[x∗] of the action functional A at the solution x∗ ≡ 0:
Lemma 6.2. The following are equivalent:
(i) A′′[x∗] is positive semidefinite.
(ii) λ1  0.
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A′′[x∗](w,w) =
1∫
0
[−w′′(t) + ∂xf (t,0)w(t)]w(t) λ1
1∫
0
w(t)2 dt,
and the equality may occur: precisely, it holds if and only if w belongs to the first eigenspace.
The result follows. 
We shall not use Lemma 6.2 directly in the form above, but as disconjugacy result at a linear
level. This kind of results can be traced back to Carathéodory [1]:
Corollary 6.3. Let x∗ ≡ 0 be a minimizer for (1), and let w ∈ C2(R/Z) be a periodic solution of
the variational equation
−w′′ + ∂xf (t,0)w + k = 0, (26)
for some constant k ∈ R. Then, either w ≡ 0, or w(t) 	= 0 for any t ∈ R/Z.
Proof. According to Lemma 6.2, the first eigenvalue λ1 of (25) is nonnegative, and two possi-
bilities appear:
(i) If λ1 > 0, the maximum principle states that the unique C2(R/Z) solution of (26) is positive
if k < 0, negative if k > 0 and the trivial zero solution if k = 0.
(ii) If λ1 = 0, then Fredholm’s Alternative Theorem states that (26) is solvable if and only if∫ 1
0 kϕ(t) dt = k
∫ 1
0 ϕ(t) dt = 0, the function ϕ being some generator of the first eigenspace
of the problem. This eigenfunction has constant sign, so that
∫ 1
0 ϕ(t) dt 	= 0, and it follows
that k = 0. It means that w itself must be an eigenfunction, so that it must be an scalar
multiple of ϕ. This function has constant sign, and so does w, provided that it is not the
constant zero function. 
Let us rewrite now our problem in an abstract setting. We consider the differential operator
L :C2(R/Z) → C(R/Z), x → −x′′,
the Nemitskii operator associated to f ,
N :C(R/Z) → C(R/Z), x → f (·, x(·)),
and the canonical projection of C(R/Z) into the hyperplane C˜(R/Z) of continuous and 1-periodic
functions with zero mean:
Q :C(R/Z) → C˜(R/Z), x → x −
1∫
x(t) dt.0
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u = −
1∫
0
f
(
t, x(t)
)
dt = −QN [x].
Consequently, the C2(R/Z) function x solves the differential equation (24) for some u ∈ R if
and only if it satisfies the operator equation
L[x] + (I −Q)N [x] = 0, (27)
where I stands for the identity operator in C2(R/Z). Decomposing the unknown function x as
x = x¯+ x˜, where x¯ =Q[x] ∈ R is constant andQ[x˜] = 0, expression (27) above adopts the form
L[x˜] + (I −Q)N [x¯ + x˜] = 0, (28)
because L[x¯] = 0. The operator L establishes a topological isomorphism from C˜2(R/Z) :=
C2(R/Z) ∩ C˜(R/Z) into C˜(R/Z), whose inverse K is compact when seen from C˜(R/Z) into
itself. It may be used to rewrite (28) as a fixed-point equation in C˜(R/Z) depending on the para-
meter x¯ ∈ R:
x˜ +K(I −Q)N [x¯ + x˜] = 0, x¯ ∈ R, x˜ ∈ C˜(R/Z). (29)
Lemma 6.4. Let x∗ ≡ 0 be a minimizer. Then, there exists a Cω mapping X : ]−ε, ε[ → C2(R/Z)
with X (0) = x∗ ≡ 0 and X ′(0) > 0, and a Cω function u : ]−ε, ε[ → R such that
− d
2
dt2
X (x¯) + f (t,X (x¯))+ u(x¯) = 0, x¯ ∈ ]−ε, ε[. (30)
Proof. Equality (29) above leads us to consider the operator
T :R × C˜(R/Z) → C˜(R/Z), T [x¯, x˜] := x˜ +K(I −Q)N [x¯ + x˜].
Observe that T [x¯, x˜] = 0 if and only if x = x¯ + x˜ solves (24) for some u ∈ R. In particular,
T [0,0] = 0. In order to use the implicit function theorem to find a local curve x˜ = X˜ (x¯) of solu-
tions of this equation emanating from the origin, we only need to check that (∂T /∂x˜)[0,0]u˜ =
u˜+K(I −Q)N ′[0]u˜ is a topological isomorphism from C˜(R/Z) into itself. It is a compact per-
turbation of the identity operator, so that it is Fredholm, and it suffices to show that its kernel is
trivial.
With this aim, choose some element w ∈ ker(∂T /∂x˜)[0,0]. It must be a C˜2(R/Z) function
solving (26) for some constant k ∈ R. Having zero mean, it must vanish somewhere, and Corol-
lary 6.3 implies that w ≡ 0.
Consequently, the implicit function theorem provides the existence of some ε > 0 and a Cω
curve X˜ : ]−ε, ε[ → C˜(R/Z) with X˜ (0) = 0 and such that
T [x¯, X˜ (x¯)]= x˜ +K(I −Q)N [x¯ + X˜ (x¯)]= 0 for any x¯ ∈ ]−ε, ε[.
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also if seen into C˜2(R/Z). We define X : ]−ε, ε[ → C2(R/Z) by
X (x¯) := x¯ + X˜ (x¯), x¯ ∈ ]−ε, ε[. (31)
Observe now that, for any x¯ ∈ ]−ε, ε[, X (x¯) is a solution of (24) for some value of u = u(x¯).
It yields (30). We deduce from this equality that the function u : ]−ε, ε[ → R just defined has
also class Cω on ]−ε, ε[. Moreover, differentiating with respect to x¯ on this equality we see that
w =X ′(0) verifies (26) for k = u′(0). Thus, by Corollary 6.3, w must have constant sign, but in
the other hand, (31) implies that its mean is 1. We deduce that w > 0 on R/Z, which completes
the argument. 
Observe now that, since X (0) = x∗ ≡ 0, which is a solution of (1), the function u must vanish
at x¯ = 0. Moreover, since this solution x∗ ≡ 0 was assumed to be isolated, then also x¯ = 0 must
be an isolated zero of u. Thus, after possibly replacing ε by a smaller constant, we may assume
that
u(x¯) 	= 0, x¯ ∈ ]−ε, ε[\{0}. (32)
On the other hand, the inequality X ′(0) > 0 together with the continuity of X ′ imply that, after
possibly replacing ε by some even smaller number, we may further assume that
X ′(x¯) > 0, x¯ ∈ ]−ε, ε[. (33)
Proof of Proposition 6.1. We define ψ : (R/Z) × R → R by
ψ(t, ξ) :=X ((2ε/π) arctan ξ)(t), (t, ξ) ∈ (R/Z) × R,
which is a C2,ω scalar field. Since X (0) = x∗ ≡ 0, ψ(t,0) = 0 for any t ∈ R/Z, and in view
of (33), ∂ξψ > 0. Equality (30) becomes (23) after relabeling u((2ε/π) arctan ξ) as u(ξ), so that
it remains only to check the sign of this function. With this aim, we consider the mapping
a : ]−ε, ε[ → R, a(x¯) :=A[X (x¯)]= 1
2
1∫
0
X (x¯)′(t)2 dt −
1∫
0
V
(
t,X (x¯)(t))dt. (34)
Observe that, X (0) = x∗ ≡ 0 being a minimizer, a must attain a local minimum at x¯ = 0.
Moreover, by differentiating with respect to x¯ in (34) and integrating by parts, (30) implies
a′(x¯) =A′[X (x¯)]X ′(x¯) = −
1∫
0
u(x¯)X ′(x¯) dt = −u(x¯)
1∫
0
X ′(x¯) dt = −u(x¯),
and it follows from (32) that u(x¯)x¯ < 0 if x¯ 	= 0. This completes the proof. 
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The field of upper and lower solutions ψ given by Proposition 2.1 was already considered in
Section 2 to introduce the change of variables x = ψ(t, ξ) in Eq. (1). This change of variables
was subsequently used to study the local behavior of solutions near the minimizer.
However, in Proposition 6.1 we obtained a refinement of Proposition 2.1, giving some extra
information on the interaction between the scalar field ψ and our Eq. (1). This new knowledge
prompt us to consider again the change of variables x(t) = ψ(t, ξ(t)) in Eq. (1). Instead of a
differential inequality, we obtain now the equation
∂ξψ(t, ξ)ξ
′′ + 2∂2tξψ(t, ξ)ξ ′ + ∂2ξξψ(t, ξ)(ξ ′)2 = −u(ξ).
Multiply both sides of this equality by ∂ξψ(t, ξ), which is a positive quantity, and define
p(t, ξ) = ∂ξψ(t, ξ)2, to get
p(t, ξ)ξ ′′ + ∂tp(t, ξ)ξ ′ + 12∂ξp(t, ξ)(ξ
′)2 = −√p(t, ξ)u(ξ),
which is exactly the Euler–Lagrange equation of the lagrangian
L(t, ξ, ξ ′) = 1
2
p(t, ξ)(ξ ′)2 −
ξ∫
0
√
p(t, η)u(η)dη. (35)
The discussions above motivate the following definition. Let the C0,ω lagrangians
L1,L2 : (R/Z) × R2 → R, L1 = L1(t, x, x′), L2 = L2(t, ξ, ξ ′),
be given, and assume that x∗ ≡ 0, ξ∗ ≡ 0 are respective solutions of the Euler–Lagrange equations
associated to L1 and L2. We shall say that L1 and L2 are equivalent if there exists some open
set Ω2 ⊂ (R/Z) × R containing the circumference (R/Z) × {0}, and a Cω function η :Ω2 → R,
η = η(t, ξ), with
η(t,0) = 0, ηξ > 0, (36)
such that the change of variables x(t) = η(t, ξ(t)) establishes a bijective correspondence be-
tween the solutions of the Euler–Lagrange equations of L2 and L1 whose graphs are contained,
respectively, in Ω2 and Ω1 = {(t, η(t, ξ)): (t, ξ) ∈ Ω2}.
The simplest cases of equivalence can be constructed by changing variables in the lagrangians
themselves. By this we mean that, if the lagrangian L2 : (R/Z) × R2 → R is obtained from L1
by
L2(t, ξ, ξ
′) = L1
(
t, η(t, ξ), ∂tη(t, ξ) + ∂ξη(t, ξ)ξ ′
)
for some Cω function η : (R/Z) × R → R verifying (36), then L1 and L2 are equivalent.
There is another simple situation where equivalence occurs. Let the C0,ω lagrangians
L1,L2 : (R/Z)×R2 → R be related by the equality L2(t, x, x′) := kL1(t, x, x′)+γ (t) for some
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because the Euler–Lagrange equations of L2 coincide with those of L1 after multiplication by k.
Finally, we remark that there are also cases of equivalence between lagrangians which can-
not be obtained by merely combining both processes above. To see this, let the lagrangians
L1,L2 : (R/Z) × R2 → R be defined by
L1(t, x, x
′) = (x′)2/2, L2(t, ξ, ξ ′) = (ξ ′)2/2 + sin(2πt)ξ ′ + 2π cos(2πt)ξ,
whose Euler–Lagrange equations are, respectively, x′′ = 0, ξ ′′ = 0. The associated solutions are
affine, and one easily shows that any change of variables x(t) = η(t, ξ(t)) transforming affine
functions into affine functions must have the form η(t, ξ) = a + bt + cξ for some constants
a, b, c ∈ R. Replacing x by a + bt + cξ in L1, we get
L˜1(t, ξ, ξ
′) = (b + cξ ′)2/2,
which cannot be obtained from L2 by multiplication by a constant and addition of a function
of t .
We observe that the dynamics of the equivalent lagrangians L1, L2 must be conjugate in
some neighborhood of the equilibrium x∗ ≡ 0. Not only the dynamics, but other local properties
of solutions, such as local nonlinear disconjugacy (different solutions cannot cross twice as long
as they remain near the equilibrium), are preserved by equivalence.
We come back now to the precise form of the lagrangian L found in (35). One may think of
the term
K(t, ξ, ξ ′) = 1
2
p(t, ξ)(ξ ′)2, (t, ξ, ξ ′) ∈ (R/Z) × R2,
as being the ‘kinetic energy’ of our problem, which depends on the ‘weight function’ p > 0.
Observe that, for any (t, ξ) ∈ (R/Z) × R, K(t, ξ, ·) is a positive definite quadratic form on R.
Correspondingly, the term
U(t, ξ) =
ξ∫
0
√
p(t, η)u(η)dη, (t, ξ) ∈ (R/Z) × R, (37)
may be reinterpreted as ‘potential energy.’ The inequality
Uξ(t, ξ)ξ < 0 for any (t, ξ) ∈ (R/Z) × R with ξ 	= 0, (38)
which holds because u(ξ)ξ < 0 if ξ 	= 0, implies that, for each t ∈ R, U(t, ·) attains its global
maximum at x = 0. Observe that the equilibrium x∗ ≡ 0 minimizes not only the action, but the
lagrangian L itself for any time t ∈ R/Z.
We sum up the results already obtained at the beginning of this section in Proposition 7.1
below. It can be seen as a parametrization of those C0,ω Eqs. (1) for which x∗ ≡ 0 is an isolated
minimizer.
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∫ x
0 f (t, y) dy.
Then, there are C2,ω functions p,U : (R/Z) × R → R, with p > 0 and (38), such that the la-
grangians
L1(t, x, x
′) = 1
2
(x′)2 − V (t, x), L2(t, ξ, ξ ′) = 12p(t, ξ)(ξ
′)2 − U(t, ξ), (39)
are equivalent.
Observe that, for each t ∈ R, the one-variable function ξ → −U(t, ξ) is analytic, and has
attains an isolated minimum at ξ = 0. It implies the existence of some ε > 0 with
−∂2ξξU(t, ξ) > 0, 0 < |ξ | < ε. (40)
For some C0,ω functions U : (R/Z) × R → R verifying (38), the choice of ε in (40) cannot
be made uniformly with respect to t ∈ R/Z, as the example given by the potential U(t, ξ) =
−ξ4/12 + sin(2πt)ξ3/2 − sin(2πt)2ξ2, which will be considered again at the beginning of Sec-
tion 8, shows. However, due to the special form of U , such a choice of ε is possible for our
problem. We shall be further interested on the following stronger result:
Lemma 7.2. Let f ∈ C0,ω((R/Z)×R) be such that x∗ ≡ 0 is an isolated minimizer for (1). Then,
the C0,ω potential U : (R/Z) × R → R provided by Proposition 7.1 may be chosen verifying
lim
ξ→0
∣∣∣∣∂
2
ξξU(t, ξ)
∂ξU(t, ξ)
∣∣∣∣= ∞ uniformly with respect to t ∈ R/Z. (41)
Some comments must be made here. Observe first that (41) implies the existence of some
ε > 0 (not depending on t) such that ∂2ξξU(t, ξ) 	= 0 if 0 < |ξ | < ε. When combined with (38), it
implies (40).
Our reason to consider this property of U , instead of the simpler one (40), is that (38)–(41) is
stable under increasing changes of variables ξ = η(ζ ). More precisely, it is easy to check that,
given some Cω diffeomorphism η :R → R with η(0) = 0, η′ > 0, then, U verifies (41) if and
only if so does Uη(t, ζ ) = U(t, η(ζ )).
Finally, observe that, for any fixed t ∈ R/Z, the functions ξ → ∂ξU(t, ξ) and ξ → ∂2ξξU(t, ξ)
are analytic, and the order of ξ = 0 as a zero of the first is one more than as a zero of the latter.
Consequently, the quotient has a pole at ξ = 0. The point of Lemma 7.2 is to show that, in our
case, this pole is ‘uniform’ with respect to t ∈ R/Z.
Proof of Lemma 7.2. It suffices to remember how U was constructed. From (37) we deduce
that
∂ξU(t, ξ) =
√
p(t, ξ)u(ξ), ∂2ξξU(t, ξ) =
∂ξp(t, ξ)
2
√
p(t, ξ)
u(ξ) +√p(t, ξ)u′(ξ),
so that ∣∣∣∣∂
2
ξξU(t, ξ)
∂ U(t, ξ)
∣∣∣∣=
∣∣∣∣∂ξp(t, ξ)2p(t, ξ) + u
′(ξ)
u(ξ)
∣∣∣∣
∣∣∣∣u′(ξ)u(ξ)
∣∣∣∣− 12
∣∣∣∣∂ξp(t, ξ)p(t, ξ)
∣∣∣∣.
ξ
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because p is positive, while the analytic function u′/u has a pole at ξ = 0. The result follows. 
8. Convexity and minimizers
We devote this last section to complete the proof of the local disconjugacy result which was
stated in Proposition 4.2 and subsequently used to prove Theorem 1.1: the lagrangian associated
to the C0,ω Eq. (1) is locally disconjugate near the isolated minimizer x∗ ≡ 0.
This goal takes us back to Lemma 4.1, which showed that local disconjugacy is implied by
local convexity in (x, x′). However, it is not true in general that all lagrangians are always convex
near their isolated minimizers. Such a thing is not true even in the Newtonian case, and not even
assuming the analyticity of the potential. To see this, consider the example provided by
L(t, x, x′) = 1
2
(x′)2 + 1
12
x4 − sin(2πt)
2
x3 + sin(2πt)2 x2.
Since
∂x
[
1
12
x4 − sin(2πt)
2
x3 + sin(2πt)2 x2
]
x =
[
1
3
x2 − 3 sin(2πt)
2
x + 2 sin(2πt)2
]
x2,
which is positive if x 	= 0, it follows that the equilibrium x∗ ≡ 0 is repulsive. However,
∂2xxL(t, x, x
′) = −(x − sin(2πt))(x − 2 sin(2πt)),
a negative quantity if (t, x) lies between the curves t → sin(2πt) and t → 2 sin(2πt). Conse-
quently, there is no neighborhood of the circumference (R/Z)×{(0,0)} in which the lagrangian
L is convex in x, even though x∗ ≡ 0 is an isolated minimizer.
Observe, anyway, that local convexity is not preserved, neither by changes of variables nor
equivalence. In fact, the main result of this section will be the following
Proposition 8.1. Let f be a C0,ω function near the circumference (R/Z) × {0}, and let x∗ ≡ 0
be an isolated minimizer for (1). Then, the associated lagrangian is equivalent to another la-
grangian L which is convex near x∗ ≡ 0.
Since equivalence between lagrangians preserves nonlinear disconjugacy, Proposition 4.2 will
follow immediately from the combination of Proposition 8.1 and Lemma 4.1. All that we have
to do now is to show Proposition 8.1.
And it is at this moment that the results of Section 7 will play their role. The combination of
Proposition 7.1 and Lemma 7.2 gives us the existence of C0,ω functions p,U : (R/Z) × R → R
with p > 0, (38) and (41) such that the lagrangian associated to (1) is equivalent to
L(t, ξ, ξ ′) = 1
2
p(t, ξ)(ξ ′)2 − U(t, ξ).
As observed in the comments following Lemma 7.2, (38) and (41) imply that −U is convex
with respect to ξ on some band (R/Z) × ]−ε, ε[. However, the kinetic energy K(t, ξ, ξ ′) =
(1/2)p(t, ξ)(ξ ′)2 might not be convex in the variables (ξ, ξ ′). In fact, it is not difficult to charac-
terize the functions p which make K to be convex.
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(i) The kinetic energy K(t, ξ, ξ ′) = (1/2)p(t, ξ)(ξ ′)2 is convex with respect to (ξ, ξ ′) on the
band (R/Z) × ]−ε, ε[ × R.
(ii) p(t, ξ)∂2ξξp(t, ξ) 2∂ξp(t, ξ)2 for any (t, ξ) ∈ (R/Z) × ]−ε, ε[.
Proof. Convexity will hold if and only if the Hessian matrix
(
∂2ξξK(t, ξ, ξ
′) ∂2
ξξ ′K(t, ξ, ξ
′)
∂2
ξξ ′K(t, ξ, ξ
′) ∂2
ξ ′ξ ′K(t, ξ, ξ
′)
)
=
(
(1/2)∂2ξξp(t, ξ)(ξ
′)2 ∂ξp(t, ξ)ξ ′
∂ξp(t, ξ)ξ
′ p(t, ξ)
)
is positive semidefinite. Since p > 0, this will happen if and only if its determinant
1
2
[
p(t, ξ)∂2ξξp(t, ξ) − 2∂ξp(t, ξ)2
]
(ξ ′)2
is nonnegative. The equivalence between (i) and (ii) follows. 
Proof of Proposition 8.1. Since changes of variables transform lagrangians into equivalent ones,
we will be finished if we find some Cω function η :R → R with η(0) = 0, η′ > 0, and such that
the translated lagrangian
Lη(t, ζ, ζ
′) = L(t, η(ζ ), η′(ζ )ζ ′)= 1
2
pη(t, ζ )(ζ
′)2 − Uη(t, ζ ),
which follows from L through the change of variables ξ = η(ζ ), is convex near x∗ ≡ 0. Here,
pη(t, ζ ) = p
(
t, η(ζ )
)
η′(ζ )2, Uη(t, ζ ) = U
(
t, η(ζ )
)
.
Now, remember that, as observed in the comments following Lemma 7.2, properties (38) and
(41), which imply convexity, are stable under such changes of variables, and consequently, the
term −Uη is convex with respect to ζ near the equilibrium x∗ ≡ 0. It happens independently of
the particular function η, so that we have still some freedom to choose it in such a way that pη
verifies condition (ii) of Lemma 8.2. In our case, this condition reads
η′′′  ∂ξp(t, η)
2
p(t, η)2
(η′)5 + 4∂ξp(t, η)
p(t, η)
(η′)3η′′ + 4η′(η′′)2
− (η
′′)2
η′
− 5∂ξp(t, η)
2p(t, η)
η′η′′ − ∂
2
ξξp(t, η)
2p(t, η)
(η′)3.
By a continuity argument, this inequality will hold strictly on some small band (R/Z) ×
]−ε, ε[ provided that it is strict on the circumference (R/Z)× {0}. It means that it will suffice to
find numbers a = η′(0), b = η′′(0), c = η′′′(0) such that
c >
∂ξp(t,0)2
2 a
5 + 4∂ξp(t,0)a3b + 4ab2 − b
2
− 5∂ξp(t,0)ab − ∂
2
ξξp(t,0)
a3.
p(t,0) p(t,0) a 2p(t,0) 2p(t,0)
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choose a = 1, b = 0, and any value of c bigger than maxt∈R/Z[ ∂ξ p(t,0)
2
p(t,0)2 −
∂2ξξ p(t,0)
2p(t,0) ]. 
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