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Abstract
Schramm-Loewner evolution (SLEκ) is classically studied via Loewner
evolution with half-plane capacity parametrization, driven by
√
κ times
Brownian motion. This yields a (half-plane) valued random field γ =
γ(t, κ;ω). (Ho¨lder) regularity of in γ(·, κ;ω), a.k.a. SLE trace, has been
considered by many authors, starting with Rohde-Schramm (2005). Sub-
sequently, Johansson Viklund, Rohde, andWong (2010) showed a.s. Ho¨lder
continuity of this random field for κ < 8(2 −√3). In this paper, we im-
prove their result to joint Ho¨lder continuity up to κ < 8/3. Moreover, we
show that the SLEκ trace γ(·, κ) (as a continuous path) is stochastically
continuous in κ at all κ 6= 8. Our proofs rely on a novel variation of the
Garsia-Rodemich-Rumsey inequality, which is of independent interest.
1 Introduction
Schramm-Loewner evolution (SLE) is a random (non-self-crossing) path con-
necting two boundary points of a domain. To be more precise, it is a family
of such random paths indexed by a parameter κ ≥ 0. It has been first intro-
duced by O. Schramm (2000) to describe several random models from statistical
physics. Since then, many authors have intensely studied this random object.
Many connections to discrete processes and other geometric objects have been
made, and nowadays SLE is one of the key objects in modern probability theory.
There has been a series of papers investigating the analytic properties of
SLE, such as (Ho¨lder and p-variation) regularity of the trace [RS05, Law09,
JVL11, FT17]. See also [FS17, STW19] for some recent attempts to understand
better the existence of SLE trace. The typical way of constructing SLE is from
a Brownian motion via the Loewner differential equation (see Section 3). A
natural question is whether the SLEκ trace obtained from this construction
varies continuously in the parameter κ. Another natural question is whether
with probability 1 the construction produces a continuous trace simultaneously
for all κ ≥ 0. These questions have been studied in [JVRW14] where the authors
showed that with probability 1, the SLEκ trace exists and is continuous in the
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range κ ∈ [0, 8(2−√3)[. In our paper we improve their result and extend it to
κ ∈ [0, 8/3[. (In fact, our result is a bit stronger than the following statement,
see Theorem 3.1 and Theorem 4.1.)
Theorem 1.1. Let B be a standard Brownian motion. Then almost surely the
SLEκ trace γ
κ driven by
√
κBt, t ∈ [0, 1], exists for all κ ∈ [0, 8/3[, and the trace
(parametrised by half-plane capacity) is continuous in κ ∈ [0, 8/3[ with respect
to the supremum distance on [0, 1].
Stability of SLE trace was also recently studied in [KS17, Theorem 1.10].
They show the law of γκn ∈ C([0, 1],H) converges weakly to the law of γκ in
the topology of uniform convergence, whenever κn → κ < 8. Of course, we get
this as a trivial corollary of Theorem 1.1 in case of κ < 8/3. Our Theorem 1.2
(proved in Section 3.2) strengthens [KS17, Theorem 1.10] in three ways:
(i) we allow for any κ 6= 8;
(ii) we improve weak convergence to convergence in probability;
(iii) we strengthen convergence in C([0, 1],H) with uniform topology to
Cp-var([0, 1],H) with optimal (cf. [FT17]) p-variation parameter, i.e. any
p > (1 + κ/8) ∧ 2. The analogous statement for α-Ho¨lder topologies, α <(
1− κ
24+2κ−8√8+κ
)
∧ 12 , is also true.
Theorem 1.2. Let B be a standard Brownian motion, and γκ the SLEκ trace
driven by
√
κBt, t ∈ [0, 1], (and parametrised by half-plane capacity). For any
sequence κn → κ 6= 8 we then have ‖γκ − γκn‖p-var;[0,1] → 0 in probability, any
p > (1 + κ/8) ∧ 2.
(Here and below we write ‖f‖pp-var;[a,b] := sup
∑
[s,t]∈pi |f(t) − f(s)|p, with sup
taken over all partitions pi of [a, b].)
There are two major new ingredients to our proofs. First, we have a refined
moment estimate for SLE increments in κ. Recall that such estimates have been
performed in [JVRW14], from which it immediately follows that
E|fˆ1t (iδ)− fˆ2t (iδ)|2λ
(−)
. |√κ1 −√κ2|2λ
(−)
δ−λ
(−)+ζ(−)
where λ(−), ζ(−) denote exponents slightly smaller than (but arbitrarily close
to) λ, ζ (defined in (21)); and a . b means a ≤ Cb for some constant C < ∞.
Here we use the notation fˆ jt (iδ) = (g
j
t )
−1(iδ + √κjBt) and (gjt )t≥0 denotes
the forward SLE flow driven by
√
κjB, j = 1, 2. We improve this estimate in
Proposition 3.5 to
E|fˆ1t (iδ)− fˆ2t (iδ)|p . |
√
κ1 −√κ2|pδ−(p−1− 8κ+ε)
+
for 1 ≤ p <∞; here x+ = x ∨ 0 for some real x.
Secondly, our way of exploiting moment estimates is fundamentally different
in comparison with the Whitney-type partition technique of “(t, y, κ)”-space
[JVRW14] (already seen in [RS05] without κ), combined with a Borel-Cantelli
argument. Our key tool here is a new higher-dimensional variant of the Garsia-
Rodemich-Rumsey (GRR) inequality [GRR71] which is useful in its own right,
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essentially whenever one deals with random fields with very “different” - in our
case t and κ - variables.
Let us briefly discuss the shortcomings of existing (higher-dimensional) GRR
estimates (e.g. [SV79, Ex 2.4.1], [AI96, FKP06, HL13]) in our setting. When
we try to apply one of these versions to SLE (as a two-parameter random field
in (t, κ)), we wish to estimate moments of |γ(t, κ1)− γ(s, κ2)|, where we denote
the SLEκ trace by γ(·, κ). In [FT17], the estimate
E|γ(t, κ)− γ(s, κ)|λ . |t− s|(λ+ζ)/2
with some λ > 1 and ζ has been given. We will show in Proposition 3.3 that
E|γ(s, κ1)− γ(s, κ2)|p . |κ1 − κ2|p
for some p > 1. Applying this estimate with p = λ, we obtain an estimate for
E|γ(t, κ1) − γ(s, κ2)|λ, and can apply a GRR lemma from [AI96] or [FKP06].
The condition for applying it is ((λ+ ζ)/2)−1+ p−1 = ((λ+ ζ)/2)−1 +λ−1 < 1.
But in doing so, we do not use the best estimates available to us. That is, the
above estimate typically holds for some p > λ. On the other hand, we can only
estimate the λ-th moment (and no higher ones) of |γ(t, κ)− γ(s, κ)|. This asks
for a version of the GRR lemma that respects distinct exponents in the available
estimates, and is applicable when ((λ+ ζ)/2)−1+ p−1 < 1 with p > λ (a weaker
condition than above).
For simplicity of notation, we are going to prove our version of the GRR
lemma in two dimensions. But the proof can be formulated in any finite di-
mension. Our result will be roughly as follows. (See Lemma 2.2 for a precise
formulation.)
Lemma 1.3. Let G be a continuous function (defined on some rectangle) such
that, for some integers J and K,
|G(x1, x2)−G(y1, y2)| ≤ |G(x1, x2)−G(y1, x2)|+ |G(y1, x2)−G(y1, y2)|
≤
J∑
j=1
|Aj(x1, y1;x2)| +
K∑
k=1
|Bk(y1;x2, y2)|.
Suppose that ∫∫∫ |Aj(x′1, y′1;x′2)|qAj
|x′1 − y′1|βAj
dx′1 dy
′
1 dx
′
2 <∞,∫∫∫ |Bk(y′1;x′2, y′2)|qBk
|x′2 − y′2|βBk
dy′1 dx
′
2 dy
′
2 <∞.
Then, under suitable conditions on the exponents,
|G(x1, x2)−G(y1, y2)| . |x1 − y1|γ
(1)
+ |x2 − y2|γ
(2)
.
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Observe that the exponents qAj , qBk are allowed to vary, exactly as required
for our application to SLE. We also note that the flexibility to have J,K > 1 is
used in the proof of Theorem 1.2 but not 1.1.
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2 A version of Garsia-Rodemich-Rumsey lemma
with mixed exponents
The basic trick in (all variations of) the Garsia-Rodemich-Rumsey estimate, is
a judicious application of an integral estimate, the (trivial) proof of which is left
to the reader.
Lemma 2.1. Let X be a Borel set with Lebesgue measure |X | > 0, and f ≥ 0
measurable. Assume the integral bound
∫
X f(x)dx ≤M and θ ∈ (0, 1]. Then∣∣∣∣
{
x ∈ X : f(x) > M
θ|X |
}∣∣∣∣ < θ|X | .
In other words, (strictly) less than a θ-fraction of points in X are “bad” (in
the sense that their f -value is greater than θ−1M/|X |). Conversely, (strictly)
more than a (1−θ)-fraction of points must be good, in the sense of the pointwise
bound f(x) ≤ θ−1M/|X |.
We will apply this lemma simultaneously for a (finite) number of fi’s and
θi’s; provided that
∑
θi ≤ 1, we can find points which are “simultaneously
good”. In what follows, let I1 and I2 be two (either open or closed) intervals of
R.
Lemma 2.2. Let G ∈ C(I1 × I2) be a continuous function, with values in a
metric space E, such that
|G(x1, x2)−G(y1, y2)| ≤
J∑
j=1
|Aj(x1, y1;x2)|+
K∑
k=1
|Bk(y1;x2, y2)| (1)
for all (x1, x2), (y1, y2) ∈ I1 × I2, where Aj : I1 × I1 × I2 → R, 1 ≤ j ≤ J ,
Bk : I1 × I2 × I2 → R, 1 ≤ k ≤ K, are measurable functions. Suppose that∫∫∫
I1×I1×I2
|Aj(x′1, y′1;x′2)|qAj
|x′1 − y′1|βAj
dx′1 dy
′
1 dx
′
2 ≤MAj , (2)∫∫∫
I1×I2×I2
|Bk(y′1;x′2, y′2)|qBk
|x′2 − y′2|βBk
dy′1 dx
′
2 dy
′
2 ≤MBk (3)
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for all j, k, where qAj , qBk > 0, (βA−2)(βB−2)−1 > 0, and βA := minj βAj > 2,
βB := mink βBk > 2. Fix any a, b ≥ 0. Then
|G(x1, x2)−G(y1, y2)| ≤ C
∑
j
M
1/qAj
Aj
(
|x1 − y1|γ
(1)
Aj + |x2 − y2|γ
(2)
Aj
)
+ C
∑
k
M
1/qBk
Bk
(
|x1 − y1|γ
(1)
Bk + |x2 − y2|γ
(2)
Bk
)
(4)
for all (x1, x2), (y1, y2) ∈ I1×I2, where γ(1)Aj =
βAj − 2− b
qAj
, γ
(2)
Aj =
(βAj − 2)a− 1
qAj
,
γ
(1)
Bk =
(βBk − 2)b− 1
qBk
, γ
(2)
Bk =
βBk − 2− a
qBk
, and C < ∞ is a constant that de-
pends on J,K, (qAj), (qBk), (βAj), (βBk), a, b, |I1|, |I2|.
Proof. Let (x1, x2), (y1, y2) ∈ I1 × I2. We claim that there exists a “two-sided
sequence” (xn1 , x
n
2 )n∈Z with limn→−∞(x
n
1 , x
n
2 ) = (x1, x2) and limn→∞(x
n
1 , x
n
2 ) =
(y1, y2) such that for all j, k
∞∑
n=−∞
|Aj(xn1 , xn+11 , xn2 )| ≤ CM1/qAjAj
(
|x1 − y1|γ
(1)
Aj + |x2 − y2|γ
(2)
Aj
)
, (5)
∞∑
n=−∞
|Bk(xn+11 , xn2 , xn+12 )| ≤ CM1/qBkBk
(
|x1 − y1|γ
(1)
Bk + |x2 − y2|γ
(2)
Bk
)
. (6)
Then the conclusion (4) follows from the assumption (1) and from the fact that
|G(x1, x2)−G(y1, y2)| ≤
∞∑
n=−∞
|G(xn1 , xn2 )−G(xn+11 , xn+12 )|
since G is continuous.
We now prove the claim. The main idea, already formalized in Lemma
2.1, is that if a given integral is small, then we can find some “good” point
(x′1, x
′
2) ∈ I1 × I2 where the integrand is small. By considering smaller and
smaller sub-rectangles of I1 × I2 we will find (xn1 , xn2 ) that converge to (x1, x2)
and (y1, y2) and are small enough to sum up to the desired expression.
Fix (x1, x2), (y1, y2) ∈ I1 × I2. We pick a sequence of rectangles In1 × In2 ⊆
I1 × I2, n ≥ 0, with the following properties:
• (x1, x2), (y1, y2) ∈ I01 × I02 .
• (x1, x2) ∈ In1 × In2 for all n.
• In+11 × In+12 ⊆ In1 × In2 .
• |In1 | = dn, |In2 | = en, and dn := 2−δnd0, en := 2−εne0, with parameters
δ, ε, d0, e0 > 0
chosen later.
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In order for such a sequence of rectangles to exist, we must have |x1 − y1| ≤
d0 ≤ |I1| and |x2 − y2| ≤ e0 ≤ |I2|, since we require x1, y1 ∈ I01 ⊆ I1 and
x2, y2 ∈ I02 ⊆ I2. Conversely, these two conditions guarantee the existence of
such a sequence.
We will choose a particular sequence of (xn1 , x
n
2 ) ∈ In1 × In2 that (by the
defining properties of (In1 , I
n
2 )) will converge to (x1, x2). Since also (y1, y2) ∈
I01 × I02 , we can repeat the argument with (y1, y2) instead of (x1, x2) while using
the same (x01, x
0
2). Pasting these two sequences together, we will obtain the
desired result.
We construct (x01, x
0
2). From the integral bound (2), for fixed 1 ≤ j ≤ J ,
Lemma 2.1 tells us that more than (1− θ) := (1− (J +K)−1) fraction of points
(x′1, x
′
2) ∈ I01 × I02 are good in the sense that∫
I01
|Aj(x′1, y′1;x′2)|qAj
|x′1 − y′1|βAj
dy′1 ≤
J +K
d0e0
MAj .
and due to (3), for fixed 1 ≤ k ≤ K, there is a similar fraction of good points
x′2 ∈ I02 (and then also for (x′1, x′2) ∈ I01 × I02 since there is no condition on x′1
here) in the sense that∫∫
I01×I02
|Bk(y′1;x′2, y′2)|qBk
|x′2 − y′2|βBk
dy′1 dy
′
2 ≤
J +K
e0
MBk
There is a total of J +K such integral bounds given by (2), (3). By our choice
of θ we can find a “simultanously good” point (x01, x
0
2) ∈ I01 × I02 , such that∫
I01
|Aj(x01, y′1;x02)|qAj
|x01 − y′1|βAj
dy′1 ≤
J +K
d0e0
MAj ,∫∫
I01×I02
|Bk(y′1;x02, y′2)|qBk
|x02 − y′2|βBk
dy′1 dy
′
2 ≤
J +K
e0
MBk
for all j, k.
Taking (x01, x
0
2) as a start, we proceed inductively. Suppose we have (x
n
1 , x
n
2 ) ∈
In1 × In2 such that∫
In1
|Aj(xn1 , y′1;xn2 )|qAj
|xn1 − y′1|βAj
dy′1 ≤
2(J +K)
dnen
MAj ,∫∫
In1 ×In2
|Bk(y′1;xn2 , y′2)|qBk
|xn2 − y′2|βBk
dy′1 dy
′
2 ≤
2(J +K)
en
MBk
for all j, k. These bounds are still true when we restrict the integrals to In+11
and In+11 × In+11 , respectively. Also, from (2) and (3), we know∫∫∫
In+11 ×In+11 ×In+12
|Aj(x′1, y′1;x′2)|qAj
|x′1 − y′1|βAj
dx′1 dy
′
1 dx
′
2 ≤MAj ,∫∫∫
In+11 ×In+12 ×In+12
|Bk(y′1;x′2, y′2)|qBk
|x′2 − y′2|βBk
dy′1 dx
′
2 dy
′
2 ≤MBk.
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This amounts to a total of 2(J + K) =: θ−1 integral bounds, simultaneously
used with Lemma 2.1, which gives the following 2(J+K) bounds, valid at some
“good” point (xn+11 , x
n+1
2 ) ∈ In+11 × In+12 :
|Aj(xn1 , xn+11 ;xn2 )|qAj
|xn1 − xn+11 |βAj
≤ 4(J +K)
2
dn+1 · dnenMAj , (7)
|Bk(xn+11 ;xn2 , xn+12 )|qBk
|xn2 − xn+12 |βBk
≤ 4(J +K)
2
dn+1en+1 · enMBk , (8)∫
In+11
|Aj(xn+11 , y′1;xn+12 )|qAj
|xn+11 − y′1|βAj
dy′1 ≤
2(J +K)
dn+1en+1
MAj , (9)∫∫
In+11 ×In+12
|Bk(y′1;xn+12 , y′2)|qBk
|xn+12 − y′2|βBk
dy′1 dy
′
2 ≤
2(J +K)
en+1
MBk (10)
for all j, k.
The inequalities (9) and (10) complete the induction step, whereas (7) and
(8) will provide the desired estimate.
Indeed, estimating |xn1 − xn+11 | ≤ dn, |xn2 − xn+12 | ≤ en, and d−1n+1 = 2δd−1n ,
e−1n+1 = 2
εe−1n , we have
|Aj(xn1 , xn+11 ;xn2 )| . M
1/qAj
Aj
(d
βAj−2
n e
−1
n )
1/qAj
=M
1/qAj
Aj
2−n(δ(βAj−2)−ε)/qAj (d
βAj−2
0 e
−1
0 )
1/qAj ,
|Bk(xn+11 ;xn2 , xn+12 )| . M
1/qBk
Bk
(d−1n e
βBk−2
n )
1/qBk
=M
1/qBk
Bk
2−n(ε(βBk−2)−δ)/qBk (d−10 e
βBk−2
0 )
1/qBk
for all j, k, n.
Note that (xn1 , x
n
2 )→ (x1, x2) as n→∞, as follows directly from the defining
properties of the (In1 , I
n
2 ).
We want to sum the above expressions for all n, which is possible if and only
if both δ(βAj − 2)− ε > 0 and ε(βBk − 2)− δ > 0. If we take ε = βA−1βB−1δ, then
this is the case if and only if (βA − 2)(βB − 2)− 1 > 0 (assuming βA, βB > 2).
Then ∑
n≥0
|Aj(xn1 , xn+11 ;xn2 )| . M
1/qAj
Aj
(d
βAj−2
0 e
−1
0 )
1/qAj ,
∑
n≥0
|Bk(xn+11 ;xn2 , xn+12 )| . M
1/qBk
Bk
(d−10 e
βBk−2
0 )
1/qBk .
(11)
Choose d0 := |x1 − y1| ∨ |x2 − y2|a, e0 := |x1 − y1|b ∨ |x2 − y2|, and suppose
for now that d0 ≤ |I1|, e0 ≤ |I2|. (The conditions d0 ≥ |x1 − y1|, e0 ≥ |x2 − y2|
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are satisfied by our choice.). In this case we obtain∑
n
|Aj(xn1 , xn+11 ;xn2 )| . M
1/qAj
Aj
(
|x1 − y1|βAj−2−b + |x2 − y2|(βAj−2)a−1
)1/qAj
,
∑
n
|Bk(xn+11 ;xn2 , xn+12 )| . M
1/qBk
Bk
(
|x1 − y1|(βBk−2)b−1 + |x2 − y2|βBk−2−a
)1/qBk
.
(12)
To finish the proof, note that we can repeat the same argument with (x1, x2)
replaced by (y1, y2), and we can use the same (x
0
1, x
0
2) as starting point of the
iteration. This proves the claim in case d0 ≤ |I1|, e0 ≤ |I2|.
It remains to handle the case when d0 > |I1| or e0 > |I2|. In that case we
choose dˆ0 = d0 ∧ |I1| and eˆ0 = e0 ∧ |I2| instead of d0 and e0. The conditions
|x1 − y1| ≤ dˆ0 ≤ |I1| and |x2 − y2| ≤ eˆ0 ≤ |I2| are now satisfied, and in (11), we
instead have
dˆ
βAj−2
0 eˆ
−1
0 ≤
e0
e0 ∧ |I2| d
βAj−2
0 e
−1
0 =
( |x1 − y1|b
|I2| ∨ 1
)
d
βAj−2
0 e
−1
0 ,
dˆ−10 eˆ
βBk−2
0 ≤
d0
d0 ∧ |I1| d
−1
0 e
βBk−2
0 =
( |x2 − y2|a
|I1| ∨ 1
)
d−10 e
βBk−2
0 ,
(13)
i.e. the same result (12) holds with the additional constants
(
|x1−y1|b
|I2| ∨ 1
)
and(
|x2−y2|a
|I1| ∨ 1
)
(which can be bounded by a constant depending on a, b, |I1|, |I2|
since a, b ≥ 0).
Remark 2.3. What we have shown in the proof is that for any choice of (x1, x2)
and (y1, y2) ∈ I1 × I2 there exists a “two-sided sequence” that satisfies (5) and
(6). This stronger statement might come in handy in some situations (e.g in
the proof of Theorem 4.1).
Remark 2.4. The dependence of the multiplicative constant C on |I1| and |I2|
is specified in (13). This can be convenient when we want to apply the lemma
to different domains.
A more accurate version is
dˆ
βAj−2
0 eˆ
−1
0 =
(
d0 ∧ |I1|
d0
)βAj−2 e0
e0 ∧ |I2| d
βAj−2
0 e
−1
0
=
( |I1|
|x2 − y2|a ∧ 1
)βAj−2( |x1 − y1|b
|I2| ∨ 1
)
d
βAj−2
0 e
−1
0 ,
dˆ−10 eˆ
βBk−2
0 =
(
e0 ∧ |I2|
e0
)βBk−2 d0
d0 ∧ |I1| d
−1
0 e
βBk−2
0
=
( |I2|
|x1 − y1|b ∧ 1
)βBk−2( |x2 − y2|a
|I1| ∨ 1
)
d−10 e
βBk−2
0 .
Remark 2.5. We could have added some more flexibility by allowing the expo-
nents (qAj), (qBk), (βAj), (βBk) to vary with x
′
1, x
′
2, but again we will not need
it for our result.
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Remark 2.6. The Ho¨lder exponents γ
(1)
·· , γ
(2)
·· depend on a choice of a, b ≥ 0.
It is not simple to spell out the optimal exponents in general. Usually we are
interested in the overall exponents (i.e. min γ
(1)
·· , min γ
(2)
·· ), and we can solve
min
j
γ
(1)
Aj = min
k
γ
(1)
Bk,
min
j
γ
(2)
Aj = min
k
γ
(2)
Bk
to find the optimal choice for a, b.
For instance, in case βAj = βA and βBk = βB for all j, k, the best choice is
a =
qA(βB − 2) + qB
qB(βA − 2) + qA , b =
qB(βA − 2) + qA
qA(βB − 2) + qB ,
resulting in
γ(1) =
(βA − 2)(βB − 2)− 1
qA(βB − 2) + qB , γ
(2) =
(βA − 2)(βB − 2)− 1
qB(βA − 2) + qA
where qA = maxj qAj , qB = maxk qBk.
In general, we could choose a = βB−1βA−1 , b =
βA−1
βB−1 , resulting in
γ
(1)
Aj =
(βAj − 2)(βB − 2)− 1 + βAj − βA
qAj(βB − 1) , γ
(2)
Aj =
(βAj − 2)(βB − 2)− 1 + βAj − βA
qAj(βA − 1) ,
γ
(1)
Bk =
(βAj − 2)(βB − 2)− 1 + βAj − βA
qBk(βB − 1) , γ
(2)
Bk =
(βA − 2)(βBk − 2)− 1 + βBk − βB
qBk(βA − 1) .
But this is not necessarily the optimal choice.
Remark 2.7. Notice that the condition to apply the lemma does only depend
on (βAj), (βBk), not (qAj), (qBk), but the resulting Ho¨lder-exponents will.
Remark 2.8. The proof straightforwardly generalises to higher dimensions.
Using our version of the GRR lemma, we can show another version of the
Kolmogorov continuity condition.
Theorem 2.9. Let X be a random field on I1 × I2 where I1, I2 are bounded
intervals. Suppose that, for (x1, x2), (y1, y2) ∈ I1 × I2, we have
|X(x1, x2)−X(y1, y2)| ≤
J∑
j=1
|Aj(x1, y1;x2)|+
K∑
k=1
|Bk(y1;x2, y2)| (14)
and for all j, k
E|Aj(x1, y1;x2)|qAj ≤ C′ |x1 − y1|αAj ,
E|Bk(y1;x2, y2)|qBk ≤ C′ |x2 − y2|αBk
(15)
with a constant C′ <∞.
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Moreover, suppose qAj , qBk ≥ 1 and α−1A +α−1B < 1 where αA = minj αAj >
1, αB = mink αBk > 1.
Then X has a Ho¨lder-continuous modification Xˆ. Moreover, for any
γ(1) <
(αA − 1)(αB − 1)− 1
qA(αB − 1) + qB , γ
(2) <
(αA − 1)(αB − 1)− 1
qB(αA − 1) + qA ,
where qA = maxj qAj, qB = maxk qBk, there is an integrable random variable C
such that
|Xˆ(x1, x2)− Xˆ(y1, y2)| ≤ C
(
|x1 − y1|γ
(1)
+ |x2 − y2|γ
(2)
)
.
Moreover, E[Cqmin ] < ∞ for qmin = minj qAj ∧ mink qBk. In some cases (see
Remark 2.6), the Ho¨lder exponents γ(1), γ(2) can be improved.
Remark 2.10. The constants C′ can be replaced by (deterministic) functions
that are integrable in (x1, x2), without change of the proof. But one would need
to formulate the condition more carefully, therefore we decided to not include
it.
We point out that in case J = 1, K = 1, and qA = qB, this agrees with the
two-dimensional version of the (inhomogeneous) Kolmogorov criterion [Kun90,
Theorem 1.4.1].
One-dimensional variants of Lemma 2.2 and Theorem 2.9 can also be de-
rived. Having shown the two-dimensional results Lemma 2.2 and Theorem 2.9,
there is no need for an additional proof of their one-dimensional variants, since
we can extend any one-parameter function G to a two-parameter function via
G˜(x1, x2) := G(x1). This immediately implies the following results.
Corollary 2.11. Let G be a continuous function on an interval I such that
|G(x) −G(y)| ≤
J∑
j=1
|Aj(x, y)|
for all x, y ∈ I, where Aj : I × I → R, j = 1, ..., J , are measurable functions
that satisfy ∫∫
I×I
|Aj(x′, y′)|qj
|x′ − y′|βj dx
′ dy′ ≤Mj
with some qj > 0, βj > 2. Then
|G(x) −G(y)| ≤ C
∑
j
M
1/qj
j |x− y|γj
for all x, y ∈ I, where γj = βj−2qj , and C <∞ is a constant that depends on J ,
(qj), (βj).
For the sake of completeness we also state the one-dimensional version of
Theorem 2.9.
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Corollary 2.12. Let X be a stochastic process on a bounded interval I such
that
|X(x)−X(y)| ≤
J∑
j=1
|Aj(x, y)|
for all x, y ∈ I, where Aj , j = 1, ..., J satisfy
E|Aj(x, y)|qj ≤ C′|x− y|αj
with qj ≥ 1, αj > 1, and C′ <∞.
Then X has a continuous modification Xˆ that satisfies, for any γ < minj
αj−1
qj
,
|Xˆ(x)− Xˆ(y)| ≤ Cγ |x− y|γ
with a random variable Cγ with E[C
qmin
γ ] <∞ where qmin = minj qj.
Proof of Theorem 2.9. Part 1. Suppose first that X is already continuous. In
that case we can directly apply Lemma 2.2. The expectation of the integrals
(2) and (3) are finite if βAj < αAj +1, βBk < αBk for all j, k. By choosing βAj ,
βBk as large as possible, the conditions (βA − 2)(βB − 2) − 1 > 0 and βA > 2,
βB > 2 are satisfied if α
−1
A + α
−1
B < 1 and αA > 1, αB > 1.
Since the conditions of Lemma 2.2 are satisfied almost surely, X is Ho¨lder
continuous as quantified in (4), and the Ho¨lder constants M
1/qAj
Aj have qAj-th
moments since they are just the integrals (2) (same for M
1/qBk
Bk ). The formulas
for the Ho¨lder exponents follow from the analysis in Remark 2.6.
Part 2. Now, suppose X is arbitrary. We construct a continuous version of
X similarly as in the standard Kolmogorov continuity theorem.
Say without loss of generality that I1 × I2 = [0, 1]2. We discretise the
domain [0, 1]2 by rectangular grids, and show that almost surely X is uniformly
continuous on a (countable dense) set of discretisation points D ⊆ [0, 1]2.
When we have that, we can almost surely define Xˆ = X on D and extend
Xˆ continuously to I1 × I2. Then Xˆ is a modification of X because they agree
on a countable dense set D and are both stochastically continuous (as follows
from (14) and (15)).
Now we construct the set D and show that X is almost surely uniformly
continuous on D.
Let Dn = (dnZ×enZ)∩ [0, 1]2, n ≥ 0, where dn, en are decreasing sequences
such that d0 = e0 = 1 and dn, en are integer multiples of dn+1, en+1, respec-
tively. (The last condition ensures that Dn ⊆ Dn+1.) Moreover, we choose dn,
en in a way that dn ≍ 2−δn, en ≍ 2−εn, with parameters δ, ε > 0 chosen later.
Let D =
⋃
n∈NDn. Let (x1, x2), (y1, y2) ∈ D be given, say (x1, x2), (y1, y2) ∈
Dm. Letm0 be the smallest integer such that dm0 < |x1−y1| or em0 < |x2−y2|.
We pick two sequences (xn1 , x
n
2 ) and (y
n
1 , y
n
2 ), m0 ≤ n ≤ m, with the following
properties:
• (xn1 , xn2 ), (yn1 , yn2 ) ∈ Dn for all n.
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• (xm1 , xm2 ) = (x1, x2) and (ym1 , ym2 ) = (y1, y2).
• |xm01 − ym01 | < dm0−1 and |xm02 − ym02 | < em0−1.
(In other words, the points (xm01 , x
m0
2 ) and (y
m0
1 , y
m0
2 ) lie in the same
“rectangle” of the grid Dm0−1.)
• |xn1 − xn−11 | < dn−1 and |xn2 − xn−12 | < en−1 for all n > m0. Same for
(yn1 , y
n
2 ).
(In other words, the point (xn1 , x
n
2 ) lies in a “rectangle” of the grid Dn−1
that has (xn−11 , x
n−1
2 ) as one corner.)
Such a sequence can be chosen in the following way: Let us say that x1 ≤ y1,
x2 ≤ y2 (due to the symmetry of the construction, it works the same in the
other cases). We first pick (xm01 , x
m0
2 ) as the closest point in Dm0 north-east of
(x1, x2), and (y
m0
1 , y
m0
2 ) as the closest point in Dm0 south-west of (y1, y2). The
condition |xm01 − ym01 | ≤ dm0−1 and |xm02 − ym02 | ≤ em0−1 is then satisfied due
to the definition of m0. Now (x1, x2) lies in a “rectangle” of the grid Dm0 that
has (xm01 , x
m0
2 ) as the north-eastern corner, so we can choose (x
m0+1
1 , x
m0+1
2 ) as
the closest point in Dm0+1 north-east of (x1, x2). Repeat this until we reach
(xm1 , x
m
2 ) = (x1, x2). The remaining points of the sequence (y
n
1 , y
n
2 ) are con-
structed in the analogous way.
Now we have
|X(x1, x2)−X(y1, y2)|
≤ |X(xm01 , xm02 )−X(ym01 , ym02 )|
+
∑
m0<n≤m
(|X(xn1 , xn2 )−X(xn−11 , xn−12 )|+ |X(yn1 , yn2 )−X(yn−11 , yn−12 )|)
≤
∑
j
(
|Aj(xm01 , ym01 ; ym02 )|
+
∑
m0<n≤m
(|Aj(xn1 , xn−11 ;xn−12 )|+ |Aj(yn1 , yn−11 ; yn−12 )|)
)
+
∑
k
(
|Bk(ym01 ;xm02 , ym02 )|
+
∑
m0<n≤m
(|Bk(xn−11 ;xn2 , xn−12 )|+ |Bk(yn−11 ; yn2 , yn−12 )|)
)
.
∑
j
∑
n≥m0
Kn(Aj) +
∑
k
∑
n≥m0
Kn(Bk) (16)
where we define
Kn(Aj) = sup
(x′1,x
′
2)∈Dn
|Aj(x′1, x′1 + dn;x′2)|,
Kn(Bk) = sup
(y′1,x
′
2)∈Dn
|Bk(y′1;x′2, x′2 + en)|.
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So we only need to estimate the K(Aj) and K(Bk) expressions.
We choose ε = αAαB δ. Moreover, we let
1
γ
(1)
Aj <
αAαB − αA − αB
qAjαB
, γ
(2)
Aj <
αAαB − αA − αB
qAjαA
,
γ
(1)
Bk <
αAαB − αA − αB
qBkαB
, γ
(2)
Bk <
αAαB − αA − αB
qBkαA
.
They can be chosen positive since α−1A + α
−1
B < 1.
Observe now that the definition of m0 implies |x1−y1|γ
(1)
Aj ≥ dγ
(1)
Aj
m0 & 2
−nδγ(1)Aj
or |x2−y2|γ
(2)
Aj ≥ eγ
(2)
Aj
m0 & 2
−nεγ(2)Aj = 2−nδγ
(1)
Aj (the last identity is due to the choice
of δ, ε, γ
(1)
Aj , γ
(2)
Aj ). Therefore
1
|x1 − y1|γ
(1)
Aj + |x2 − y2|γ
(2)
Aj
∑
n≥m0
Kn(Aj) .
∑
n∈N
Kn(Aj)2
nδγ
(1)
Aj =: CAj . (17)
Similarly, we have
1
|x1 − y1|γ
(1)
Bk + |x2 − y2|γ
(2)
Bk
∑
n≥m0
Kn(Bk) .
∑
n∈N
Kn(Bk)2
nεγ
(2)
Bk =: CBk. (18)
From (15) we have (using also |Dn| = dnen, dn ≍ 2−δn, en ≍ 2−εn, and the
choice of δ, ε)
E[Kn(Aj)
qAj ] ≤
∑
(x′1,x
′
2)∈Dn
E|Aj(x′1, x′1 + dn;x′2)|qAj
≤ dnendαAjn ≤ dnendαAn . 2−n(δ(αA−1)−ε)
= 2−nδ(αA−1−αA/αB),
E[Kn(Bk)
qBk ] ≤
∑
(y′1,x
′
2)∈Dn
E|Bk(y′1;x′2, x′2 + en)|qBk
≤ dneneαBkn ≤ dneneαBn . 2−n(ε(αB−1)−δ)
= 2−nε(αB−1−αB/αA).
This implies
(E[C
qAj
Aj ])
1/qAj ≤
∑
n∈N
(E[Kn(Aj)
qAj ])1/qAj 2nδγ
(1)
Aj
.
∑
n∈N
2−nδ(αA−1−αA/αB)/qAj 2nδγ
(1)
Aj <∞
1These are not necessarily the optimal exponents, but suffice for our purpose.
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where the sum converges due to the choice of γ
(1)
Aj . Similarly,
(E[CqBkBk ])
1/qBk ≤
∑
n∈N
(E[Kn(Bk)
qBk ])1/qBk 2nεγ
(2)
Bk
.
∑
n∈N
2−nε(αB−1−αB/αA)/qBk 2nεγ
(2)
Bk <∞.
This implies that CAj , CBk < ∞ almost surely. Together with (16), (17), and
(18), since (x1, x2), (y1, y2) ∈ D was arbitrary, this shows that X is uniformly
continuous on D and finishes the proof.
2.1 Further variations on the GRR theme
We give some additional results that are similar or come as consequence of
Lemma 2.2. This demonstrates the flexibility and generality that our lemma
provides. We do not aim for a complete survey of all implications of the lemma.
The following corollary is only used for Theorem 3.8.
Corollary 2.13. Same conditions as in Lemma 2.2. Then the p-variation of
x1 7→ G(x1, ·) ∈ C0(I2) is at most
C
∑
j
M
1/qAj
Aj |I1|γ
(1)
Aj + C
∑
k
M
1/qBk
Bk |I1|γ
(1)
Bk ,
where p = maxj
qAj
1+γ
(1)
Aj qAj
∨ maxk qBk
1+γ
(1)
BkqBk
= maxj
qAj
βAj−1−b ∨ maxk
qBk
(βBk−2)b
(with a choice of b ≥ 0), and C does not depend on |I1|.
Proof. Let t0 < t1 < ... < tn be a partition of I1. The p-variation of x1 7→
G(x1, ·) ∈ C0(I2) is
sup
partitions of I1
(∑
k
sup
x2∈I2
|G(tk, x2)−G(tk−1, x2)|p
)1/p
.
We estimate the differences using Lemma 2.2, applied to [tk−1, tk]×I2. Observe
that since consider the difference only in the first parameter of G, the constant
C in the statement of Lemma 2.2 does not depend on the size of [tk−1, tk], and
we have
|G(tk, x2)−G(tk−1, x2)| ≤ C
∑
j
(
MAj
∣∣
[tk−1,tk]
)1/qAj |tk − tk−1|γ(1)Aj
+ C
∑
k
(
MBk
∣∣
[tk−1,tk]
)1/qBk |tk − tk−1|γ(1)Bk
for all x2 ∈ I2, where we denote by MAj
∣∣
[s,t]
and MBk
∣∣
[s,t]
the integrals in (2)
and (3) restricted to [s, t]× [s, t]× I2 and [s, t]× I2 × I2, respectively.
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Similary to [FV06], we can show that
ω(s, t) = Cp
∑
j
(
MAj
∣∣
[s,t]
)p/qAj |s− t|pγ(1)Aj +Cp∑
k
(
MBk
∣∣
[s,t]
)p/qBk |s− t|pγ(1)Bk
is a control.
Corollary 2.14. Same conditions as in Lemma 2.2, but suppose we have the
stronger condition∫∫
I1×I2×I2
supy1 |Bk(y1;x′2, y′2)|qBk
|x′2 − y′2|βBk
dx′2 dy
′
2 ≤MBk
for all k. For βA, βB we only require βA > 2, βB > 2.
Fix any b ≥ 0. Then
|G(x1, x2)−G(y1, y2)|
≤ C
∑
j
M
1/qAj
Aj |x1 − y1|γ
(1)
Aj + C
∑
k
M
1/qBk
Bk
(
|x1 − y1|γ
(1)
Bk + |x2 − y2|γ
(2)
Bk
)
for all (x1, x2), (y1, y2) ∈ I1 × I2, where γ(1)Aj =
βAj − 2− b
qAj
, γ
(1)
Bk =
(βBk − 2)b
qBk
,
γ
(2)
Bk =
βBk − 2
qBk
, and C is a constant that depends on J , K, (qAj), (qBk), (βAj),
(βBk), b, |I1|, |I2|.
Proof. Almost identical to the proof of Lemma 2.2. Instead of (8), we have the
stronger estimate
|Bk(xn+11 ;xn2 , xn+12 )|qBk
|xn2 − xn+12 |βBk
≤ 4(J +K)
2
en+1en
MBk.
Then we are able to choose ε ≪ δ, so the condition for summability becomes
βA > 2, βB > 2.
3 Continuity of SLE in κ and t
The main goal of this section is to demonstrate Theorem 2.9 and show Theo-
rem 1.1. We adopt notations and prerequisite from [JVRW14]. For the conve-
nience of the reader, we quickly recall some important notations.
Let U : [0, 1] → R be continuous. The Loewner differential equation is the
following initial value ODE
∂tgt(z) =
2
gt(z)− U(t) , g0(z) = z ∈ H. (19)
For each z ∈ H, the ODE has a unique solution up to a time Tz = sup{t >
0 : |gt(z) − U(t)| > 0} ∈ (0,∞]. For t ≥ 0, let Ht = {z ∈ H : Tz > t}. It
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is known that gt is a conformal map from Ht onto H. Define ft = g
−1
t and
fˆt = ft(·+ U(t)). One says that λ generates a curve γ if
γ(t) := lim
y→0+
ft(iy + U(t)) (20)
exists and is continuous in t ∈ [0, 1]. This is equivalent to saying that there
exists a continuous H-valued path γ such that for each t ∈ [0, 1], the domain Ht
is the unbounded connected component of H \ γ[0, t].
It is known ([RS05, LSW04]) that for fixed κ ∈ [0,∞), the driving function
U =
√
κB, where B is a standard Brownian motion, almost surely generates a
curve, which we will denote by γκ. But we do know whether given a Brownian
motion B, almost surely all driving functions
√
κB, κ ≥ 0, simultaneously
generate a curve. Furthermore, simulations suggest that for a fixed sample of
B, the curve γκ changes continuously in κ, but only partial proofs have been
found so far. We remark that this question is not trivial to answer because
in general, the trace does not depend continuously on its driver, as [Law05,
Example 4.49] shows.
In [JVRW14] the authors show that in the range κ ∈ [0, 8(2−√3)[ ≈ [0, 2.1[,
the answer to both of the above questions is positive.
We have the following improved continuity results for SLE.
Theorem 3.1. Let 0 < κ− < κ+ < 8/3. Let B be a standard Brownian motion.
Then almost surely the SLEκ trace γ
κ driven by
√
κB exists for all κ ∈ [κ−, κ+].
Moreover, there exists an integrable random variable C, depending on κ−, κ+,
such that
|γ1(t)− γ2(s)| ≤ C(|t− s|α + |κ1 − κ2|η)
for all t, s ∈ [0, 1], κ1, κ2 ∈ [κ−, κ+] where α, η > 0 depend on κ+. Moreover, C
can be chosen to have finite λth moment for some λ > 1.
The theorem should be still true near κ ≈ 0 (Without any integrability
statement for C, it is shown in [JVRW14].), but due to complications in applying
Lemma 3.2 (cf. [JVRW14, Proof of Lemma 3.3]), we decided to omit it.
We will often use the following bounds for the moments of |fˆ ′t(iy)| that
have been shown by G. Lawler in [JVL11]. In order to state them, we use the
following notation. Let κ ≥ 0. Set
rc = rc(κ) :=
1
2
+
4
κ
,
λ(r) = λ(κ, r) := r
(
1 +
κ
4
)
− κr
2
8
,
ζ(r) = ζ(κ, r) := r − κr
2
8
(21)
for r < rc(κ).
With the scaling invariance of SLE, [JVL11, Lemma 4.1] implies the following
(see [FT17, Lemma 2.1]2).
2Note that in [FT17], λ was called q.
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Lemma 3.2. Let κ ≥ 0, r < rc(κ), using the notation (21). There exists a
constant C <∞ depending only on κ and r such that for all t, y ∈ ]0, 1]
E[|fˆ ′t(iy)|λ(r)] ≤ Ca(t)yζ(r)
where a(t) = a(t, ζ(r)) = t−ζ(r)/2 ∨ 1.
Moreover, C can be chosen independently of κ and r when κ is bounded away
from 0 and ∞, and r is bounded away from −∞ and rc(κ).3
Now, for a standard Brownian motion B, and an SLEκ flow driven by
√
κB,
we write fˆκt , γ
κ, etc.
We also use the following notation from [JVL11].
v(t, κ, y) :=
∫ y
0
|(fˆκt )′(iu)| du.
Observe that v(t, κ, ·) is decreasing in y and
|fˆt(iy1)− fˆt(iy2)| ≤
∫ y2
y1
|fˆ ′t(iu)| du = |v(t, κ, y1)− v(t, κ, y2)|.
Therefore limyց0 fˆt(iy) exists if v(t, κ, y) < ∞ for some y > 0. For fixed t, κ,
this happens almost surely because Lemma 3.2 implies
Ev(t, κ, y) =
∫ y
0
E|(fˆκt )′(iu)| du <∞.
So we can define
γ(t, κ) =
{
limyց0 fˆκt (iy) if the limit exists,
∞ otherwise,
as a random variable. Note that with this definition we can still estimate
|γ(t, κ)− fˆκt (iy)| ≤ v(t, κ, y).
3.1 Proof of Theorem 3.1
As in [FT17], we will estimate moments of the increments of γ, using Lemma 3.2.
We need to be a little careful, though, when applying Lemma 3.2, that the
exponents do depend on κ. Since we are going to apply that estimate a lot, let
us agree on the following.
For every κ > 0, we will choose some rκ < rc(κ), and we will call λκ =
λ(κ, rκ) and ζ(κ) = ζ(κ, rκ) (where rc, λ, and ζ are defined in (21)). (The exact
choices of rκ will be decided later.)
Let κ1, κ2 ≥ 0. For notational simplicity, we write f1t and f2t for the inverse
Lo¨wner maps driven by
√
κ1B and
√
κ2B, and γ
1 = γ(·, κ1), γ2 = γ(·, κ2), for
their respective traces (provided they exist). Moreover, we write λj := λκj ,
ζj := ζκj , and (cf. Lemma 3.2) a
j(t) := t−ζj/2 ∨ 1, j = 1, 2.
We will use the following moment estimates.
3Note that in [JVL11], the notation a = 2/κ and q = rc − r is used.
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Proposition 3.3. Let 0 < κ− < κ+ < ∞. Let t, s ∈ [0, 1], κ1, κ2 ∈ [κ−, κ+],
and p ∈ [1, 1 + 8κ+ [. Then (with the above notation) if λ1 ≥ 1, then
E|γ1(t)− γ1(s)|λ1 ≤ C(a1(t) + a1(s)) |t− s|(ζ1+λ1)/2,
E|γ1(s)− γ2(s)|p ≤ C|√κ1 −√κ2|p,
where C <∞ depends on κ−, κ+, p, and the choice of rκ (see above).
Remark 3.4. Note that |√κ1 − √κ2| ≤ C|κ1 − κ2| if κ1, κ2 are bounded away
from 0.
The first estimate is just [FT17, Lemma 3.2].
The second estimate follows from the following result (which we will prove
in Section 5) and Fatou’s lemma.
Proposition 3.5. Let 0 < κ− < κ+ <∞ and κ1, κ2 ∈ [κ−, κ+]. Let t ∈ [0, T ],
δ ∈ ]0, 1], and |x| ≤ δ. Then, for 1 ≤ p < 1+ 8κ+ , there exists C <∞, depending
on κ−, κ+, T , and p, such that
E|fˆ1t (x+ iδ)− fˆ2t (x+ iδ)|p ≤ C|
√
κ1 −√κ2|p.
If p > 1+ 8κ+ , then for any ε > 0 there exists C <∞, depending on κ−, κ+, T ,
p, and ε, such that
E|fˆ1t (x + iδ)− fˆ2t (x+ iδ)|p ≤ C|
√
κ1 −√κ2|pδ1+
8
κ+
−p−ε
.
Remark 3.6. Following the original proof of [JVRW14], we can show
E|fˆ1t (x+ iδ)− fˆ2t (x+ iδ)|2λ
(−) ≤ C|√κ1 −√κ2|2λ
(−)
δ−λ
(−)+ζ(−)
where λ(−), ζ(−) denote exponents slightly smaller than (but arbitrarily close
to) λ, ζ. If we use this estimate instead, we can estimate
|γ1(t)− γ2(s)| ≤ |γ1(t)− γ1(s)|+ |γ1(s)− γ2(s)|
≤ |γ1(t)− γ1(s)|
+ |γ1(s)− fˆ1s (iy)|+ |fˆ1s (iy)− fˆ2s (iy)|+ |fˆ2s (iy)− γ2(s)|
with y = |∆κ|. Then, with
E|γ1(t)− γ1(s)|λ ≤ C|t− s|(ζ+λ)/2,
E|γj(s)− fˆ js (iy)|λ ≤ C|κ1 − κ2|ζ+λ, j = 1, 2,
E|fˆ1s (iy)− fˆ2s (iy)|2λ
(−) ≤ C|κ1 − κ2|ζ
(−)+λ(−) ,
Theorem 2.9 applies if ( ζ+λ2 )
−1+(ζ +λ)−1 < 1 ⇐⇒ ζ +λ > 3, which happens
when κ ∈ [0, 8(2−√3)[ ∪ ]8(2 +√3),∞[ and with an appropriate choice of r.
Hence, we recover the continuity of SLE in the same range as in [JVRW14].
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Corollary 3.7. Under the same conditions as in Proposition 3.5 we have
E|(fˆ1t )′(iδ)− (fˆ2t )′(iδ)|p ≤ C|
√
κ1 −√κ2|pδ−p−(p−1−
8
κ2
+ε)+
where C <∞ depends on κ−, κ+, T , p, and ε.
Proof. For a holomorphic function f : H→ H, Cauchy Integral Formula tells us
that
f ′(iδ) =
1
i2pi
∫
α
f(w)
(w − iδ)2 dw
where we let α be a circle of radius δ/2 around iδ. Consequently,
|(fˆ1t )′(iδ)− (fˆ2t )′(iδ)| ≤
1
2pi
∫
α
|fˆ1t (w) − fˆ2t (w)|
δ2/4
|dw|.
For all w on the circle α we have Imw ∈ [δ/2, 3δ/2] and Rew ∈ [−δ/2, δ/2].
Therefore Proposition 3.5 implies
E|fˆ1t (w) − fˆ2t (w)|p ≤ C|∆
√
κ|pδ−(p−1− 8κ2 +ε)+ .
By Minkowski’s inequality,
E|(fˆ1t )′(iδ)− (fˆ2t )′(iδ)|p ≤
(
1
2pi
∫
α
(E|fˆ1t (w) − fˆ2t (w)|p)1/p
δ2/4
|dw|
)p
,
and the result follows since the length of α is piδ.
With Proposition 3.3, we can now apply Theorem 2.9 to construct a Ho¨lder
continuous version of the map γ = γ(t, κ), whose Ho¨lder constants have some
finite moments.
There is just one detail we still have to take into consideration. In order to
apply Theorem 2.9, we have to use one common exponent λ on the entire range
of κ where we want to apply the GRR lemma. Of course, we can choose new
values for λ again when we consider a different range of κ.
Alternatively, we could formulate our GRR version to allow exponents to
vary with the parameters. But this will not be necessary since we can break our
desired interval for κ into subintervals.
Proof of Theorem 3.1. Consider the joint SLEκ process in some range κ ∈
[κ−, κ+]. We can assume that the interval [κ−, κ+] is so small that λ(κ) and
ζ(κ) are almost constant. Otherwise, break [κ−, κ+] into small subintervals and
consider each of them separately.
We perform the proof in three parts. First we construct a continuous version
γ˜ of γ using Theorem 2.9. Then, using Lemma 2.2, we show that γ˜ is jointly
Ho¨lder continuous in both variables. Finally, we show that for each κ, the path
γ˜(·, κ) is indeed the SLEκ trace generated by
√
κB.
Part 1. For the first part, we would like to apply Theorem 2.9. But there is
one technical detail we need to account for. In the estimates of Proposition 3.3,
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there is a singularity at time t = 0, but we have not formulated Theorem 2.9 to
allow C′ to have a singularity. Therefore, it is easier to apply Theorem 2.9 on
the domain [ε, 1] × [κ−, κ+] with ε > 0. With ε ց 0, we obtain a continuous
version of γ on the domain ]0, 1]× [κ−, κ+]. Due to the local growth property of
Loewner chains, we must have limtց0 γ(t, κ) = 0 uniformly in κ, so we actually
have a continuous version of γ on [0, 1]× [κ−, κ+].
Now, to apply Theorem 2.9, we would like to choose rκ < rc(κ) and p ≥ 1
in a way that Proposition 3.3 applies with some fixed λ ≥ 1 on the domain
[ε, 1]× [κ−, κ+]. The condition to apply Theorem 2.9 is then ( ζ+λ2 )−1+p−1 < 1.
Observe that ζ + λ = κ4 r
(
1 + 8κ − r
)
attains its maximal value κ4
(
1
2 +
4
κ
)2
at r = 12 +
4
κ = rc. Furthermore, we can choose any p < 1 +
8
κ . Therefore, the
condition for the exponents is
2
κ
4
(
1
2 +
4
κ
)2 + 11 + 8κ < 1 ⇐⇒ κ <
8
3
.
This completes the first part of the proof and gives us a continuous random field
γ˜.
Part 2. Now that we have a random continuous function γ˜, we can apply
Lemma 2.2. As in the proof of Theorem 2.9, we show that the integrals (2) and
(3) have finite expectation, and therefore are almost surely finite. The condition
for the exponents is again ( ζ+λ2 )
−1+p−1 < 1. Moreover, the singularity at t = 0
in the estimates of Proposition 3.3 is not a problem any more if the function
a(t) = t−ζ/2 ∨ 1 is integrable.
To make a(t) = t−ζ/2 ∨ 1 integrable, we would like to have ζ < 2. 4 This
is always true for κ > 1. For κ ≤ 1, we can choose r < 4κ(1 −
√
1− κ), or
equivalently λ(r) < 3−√1− κ. Now one can find an r such that all conditions
are fulfilled.
This proves the statements about the Ho¨lder continuity of γ˜.
Part 3. In the final part, we show that for each κ, the path γ˜(·, κ) is indeed
the SLEκ trace generated by
√
κB.
First, we fix a countable dense subset K in [κ−, κ+]. There exists a set Ω1 of
probability 1 such that for all ω ∈ Ω1, all κ ∈ K, γ(κ, t) exists and is continuous
in t.
Since γ˜ is a version of γ, for all t,
P
(
γ(t, κ) = γ˜(t, κ) for all κ ∈ K) = 1.
Hence, there exists a set Ω2 with probability 1 such that for all ω ∈ Ω2, we have
γ(t, κ) = γ˜(t, κ) for all κ ∈ K and almost all t. Restricted to ω ∈ Ω3 = Ω1 ∩Ω2,
the previous statement is true for all κ ∈ K and all t. We claim that on the set
Ω3 of probability 1, the path t 7→ γ˜(t, κ) is indeed the SLEκ trace driven by√
κB. This can be shown in the same way as [LSW04, Theorem 4.7].
4Alternatively, we can drop this condition if we make statements about the SLEκ process
only on t ∈ [ε, 1] for some ε > 0.
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Indeed, fix t ∈ [0, 1] and let Ht = ft(H). We show that Ht is the unbounded
connected component of H \ γ˜([0, t], κ) 5. Find a sequence of κn ∈ K with κn →
κ and let (fnt ) be the corresponding inverse Loewner maps. Since
√
κnB →√
κB, the Loewner differential equation implies that fnt → ft uniformly on
each compact set of H. By the chordal version of the Carathe´odory kernel
theorem (see [Pom92, Theorem 1.8]) which can be easily shown with the obvious
adaptions, it follows that Hnt → Ht in the sense of kernel convergence. Since
κn ∈ K, we have Hnt = H \ γ([0, t], κn) = H \ γ˜([0, t], κn). Therefore, the
definitions of kernel convergence and the uniform continuity of γ˜ imply that Ht
is the unbounded connected component of H \ γ˜([0, t], κ).
Similarly, applying Corollary 2.13, we can show the following.
Theorem 3.8. Let 0 < κ− < κ+ < 8/3. Let γκ be the SLEκ trace, and assume
it is jointly continuous in (t, κ) ∈ [0, 1]× [κ−, κ+]. Consider γκ as an element
of C0([0, 1]) (with the metric ‖ · ‖∞).
Then for some 0 < p < 1/η (with η from Theorem 3.1), the p-variation of
κ 7→ γκ, κ ∈ [κ−, κ+], is a.s. finite and bounded by some random variable C,
depending on κ−, κ+, that has finite λth moment for some λ > 1.
We know that for fixed κ ≤ 4, the SLEκ trace is almost surely simple. It is
natural to expect that there is a common set of probability 1 where all SLEκ
traces, κ < 8/3, are simple. This is indeed true.
Theorem 3.9. Let B be a standard Brownian motion. We have with probability
1 that for all κ < 8/3 the SLEκ trace driven by
√
κB is simple.
Proof. As shown in [RS05, Theorem 6.1], due to the independent stationary
increments of Brownian motion, this is equivalent to saying that Kκt ∩R = {0}
for all t and κ, where Kκt = {z ∈ H | T κz ≤ t} (the upper index denotes the
dependence on κ).
Let (gt(x))t≥0 satisfy (19) with g0(x) = x and driving function U(t) =
√
κBt.
Then Xt =
gt(x)−
√
κBt√
κ
satisfies
dXt =
2/κ
Xt
dt− dBt,
i.e. X is a Bessel process of dimension 1 + 4κ . The statement K
κ
t ∩ R = {0} is
equivalent to saying that Xs 6= 0 for all x 6= 0 and s ∈ [0, t]. This is a well-known
property of Bessel processes, and stated in the lemma below.
Lemma 3.10. Let B be a standard Brownian motion and suppose that we have
a family of stochastic processes Xa,x, a, x > 0, that satisfy
Xa,xt = x+Bt +
∫ t
0
a
Xa,xs
ds, t ∈ [0, Ta,x]
5Actually, there is only one component because it will turn out that γ˜(·, κ) is a simple
trace.
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where Ta,x = inf{t ≥ 0 | Xa,xt = 0}.
Then we have with probability 1 that Ta,x =∞ for all a ≥ 12 and x > 0.
Proof. For fixed a ≥ 12 , see e.g. [Law05, Proposition 1.21]. To get the result
simultaneously for all a, use the property that if a1 < a2 and x > 0, then
Xa1,xt < X
a2,x
t for all t > 0, which follows from Gro¨nwall’s inequality.
3.2 Stochastic continuity of SLEκ in κ
In the previous section, we have shown almost sure continuity of SLEκ in κ
(in the range κ ∈ [0, 8/3[). Weaker forms of continuity are easier to prove.
We will show here that stochastic continuity (also continuity in Lq(P) sense)
for all κ 6= 8 is an immediate consequence of our estimates. Below we write
‖f‖Cα[a,b] := sup |f(t)−f(s)||t−s|α , with sup taken over all s < t in [a, b].
Theorem 3.11. Let κ > 0, κ 6= 8. Then there exists α > 0, q > 1, r > 0, and
C <∞ (depending on κ) such that if κ′ is sufficiently close to κ, then
E
[
‖γ(·, κ)− γ(·, κ′)‖qCα[0,1]
]
≤ C|κ− κ′|r.
In particular, if κn → κ exponentially fast, then ‖γ(·, κ) − γ(·, κn)‖Cα[0,1] → 0
almost surely.
Proof. Fix κ, κ′ 6= 8. We apply Corollary 2.11 to the function G : [0, 1] → C,
G(t) = γ(t, κ)− γ(t, κ′). We have
|G(t)−G(s)| ≤ (|γ(t, κ)− γ(s, κ)|+ |γ(t, κ′)− γ(s, κ′)|) 1|t−s|≤|κ−κ′|
+ (|γ(t, κ)− γ(t, κ′)|+ |γ(s, κ)− γ(s, κ′)|) 1|t−s|>|κ−κ′|
=: A1(t, s) +A2(t, s)
where by Proposition 3.3
E|A1(t, s)|λ ≤ C(a1(t) + a1(s)) |t− s|(ζ+λ)/2 1|t−s|≤|κ−κ′|,
E|A2(t, s)|p ≤ C|κ− κ′|p 1|t−s|>|κ−κ′|,
for suitable λ ≥ 1, p ∈ [1, 1 + 8κ [.
It follows that, for β1, β2 > 0,
E
∫∫ |A1(t, s)|λ
|t− s|β1 dt ds ≤ C
∫∫
|t−s|≤|κ−κ′|
(a1(t) + a1(s)) |t− s|(ζ+λ)/2−β1
≤ C|κ− κ′|(ζ+λ)/2−β1+1,
E
∫∫ |A2(t, s)|p
|t− s|β2 dt ds ≤ C|κ− κ
′|p
∫∫
|t−s|>|κ−κ′|
|t− s|−β2
≤ C|κ− κ′|p−β2+1
if ζ < 2 and β1 <
ζ+λ
2 + 1.
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Recall that if κ 6= 8 and κ′ is sufficiently close to κ, then (see the proof of
Theorem 3.1) λ can be chosen such that ζ < 2 and ζ + λ > 2, so β1, β2 can be
chosen to be > 2.
The result follows from Corollary 2.11, where we take α = β1−2λ ∧ β2−2p and
q = λ ∧ p.
Theorem 1.2 follows now from Theorem 3.11 and the following lemma. (Mo-
ments of ‖γ‖p-var and ‖γ‖Cα have been estimated in [FT17].)
Lemma 3.12. Let p ≥ 1. Suppose Xn, X are continuous stochastic processes
on [0, T ] with finite p-variation. Suppose that for every ε > 0 there exists M > 0
such that P(‖Xn‖p-var > M) < ε for all n. If Xn → X in probability with respect
to the ‖ · ‖∞ topology, then also with respect to the p′-variation topology for any
p′ > p.
The analogous statement holds for Ho¨lder topologies with α′ < α ≤ 1.
This follows from the interpolation inequalities for Ho¨lder and p-variation
constants (see e.g. [FV10, Proposition 5.5]).
4 Convergence results
Here we prove a stronger version of Theorem 3.1, namely uniform convergence
(even convergence in Ho¨lder sense) of fˆκt (iy) as y ց 0. For this result, we really
use the full power of Lemma 2.2. We point out that this is an independent
result, and Theorems 1.1 and 1.2 can be read without this section.
As before, we write
v(t, κ, y) =
∫ y
0
|(fˆκt )′(iu)| du.
Theorem 4.1. Let κ− > 0, κ+ < 8/3. Then ‖v(·, ·, y)‖∞;[0,1]×[κ−,κ+]
ց 0 almost surely as y ց 0. In particular, fˆκt (iy) converges uniformly in
(t, κ) ∈ [0, 1]× [κ−, κ+] as y ց 0.
Moreover, both functions converge also in the same Ho¨lder space as in The-
orem 3.1.
Moreover, the Ho¨lder constants of v(·, ·, y) and (t, κ) 7→ fˆκt (iy) have finite
λth moments for some λ > 1, and their moments also converge to 0.
The same method can be used to show the existence and Ho¨lder continuity
of the SLEκ trace for fixed κ 6= 8, avoiding a Borel-Cantelli argument. The best
way of formulating this result is the terminology in [FT17].
For δ ∈ ]0, 1[, q ∈ ]1,∞[, define the fractional Sobolev (Slobodeckij) semi-
norm of a measurable function x : [0, 1]→ C as
‖x‖W δ,q :=
(∫ 1
0
∫ 1
0
|x(t) − x(s)|q
|t− s|1+δq ds dt
)1/q
.
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As a consequence of the (classical) one-dimensional GRR inequality (see [FV06,
Theorem 2]), we have that for all δ ∈ ]0, 1[, q ∈ ]1,∞[ with δ − 1/q > 0, there
exists a constant C <∞ such that for all x ∈ C[0, 1] we have
‖x‖Cα[s,t] ≤ C‖x‖W δ,q [s,t]
and
‖x‖p-var;[s,t] ≤ C|t− s|α‖x‖W δ,q [s,t],
where p = 1/δ and α = δ − 1/q, and ‖x‖Cα[s,t] and ‖x‖p-var;[s,t] denote the
Ho¨lder and p-variation constants of x, restricted to [s, t].
Fix κ ≥ 0, and as before, let
v(t, y) =
∫ y
0
|fˆ ′t(iu)| du.
Recall the notation (21), and let λ = λ(r), ζ = ζ(r) with some r < rc(κ).
The following result is proved similarly to Theorem 4.1.
Theorem 4.2. Let κ 6= 8. Then for some α > 0 and some p < 1/α there
almost surely exists a continuous γ : [0, 1]→ H such that the function t 7→ fˆt(iy)
converges in Cα and p-variation to γ as y ց 0.
More precisely, let κ ≥ 0 be arbitrary, ζ < 2 and δ ∈
]
0, λ+ζ2λ
[
. Then there
exists a random measurable function γ : [0, 1]→ H such that
E‖v(·, y)‖λW δ,λ ≤ Cyλ+ζ−2δλ and E‖γ − fˆ·(iy)‖λW δ,λ ≤ Cyλ+ζ−2δλ
for all y ∈ ]0, 1], where C is a constant that depends on κ, r, and δ. Moreover,
a.s. ‖v(·, y)‖W δ,λ → 0 and ‖γ − fˆ·(iy)‖W δ,λ → 0 as y ց 0.
If additionally δ ∈
]
1
λ ,
λ+ζ
2λ
[
, then the same is true for ‖ · ‖1/δ-var and ‖ · ‖Cα
where α = δ − 1/λ.
Remark 4.3. The conditions for the exponents are the same as in [FT17]. In
particular, the result applies to the (for SLEκ) optimal p-variation and Ho¨lder
exponents.
Proof of Theorem 4.1. We use the same setting as in the proof of Theorem 3.1.
For κ ≤ κ+ < 8/3, we choose p ∈ [1, 1 + 8κ+ [, rκ < rc(κ), λ(κ, rκ) = λ ≥ 1,
and the corresponding ζκ = ζ(κ, rκ) as in the proof of Theorem 3.1. Again,
we assume that the interval [κ−, κ+] is small enough so that λ(κ) and ζ(κ) are
almost constant.
Step 1. We would like to show that v and fˆ (defined above) are Cauchy
sequences in the aforementioned Ho¨lder space as y ց 0. Therefore we will take
differences |v(·, ·, y1)−v(·, ·, y2)| and |fˆ(iy1)− fˆ(iy2)|, and estimate their Ho¨lder
norms with our GRR lemma. Note that it is not a priori clear that v(t, κ, y) is
continuous in (t, κ), but |v(t, κ, y1)− v(t, κ, y2)| =
∫ y2
y1
|(fˆκt )′(iu)| du certainly is,
so the GRR lemma can be applied to this function.
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Consider the function
G(t, κ) := v(t, κ, y)− v(t, κ, y1) =
∫ y
y1
|(fˆκt )′(iu)| du.
The strategy will be to show that the condition of Lemma 2.2 is satisfied
almost surely for G. As in the proof of Kolmogorov’s continuity theorem, we do
this by showing that the expectation of the integrals (2), (3) are finite. It follows
that G satisfies some Ho¨lder estimate, with Ho¨lder constant bounded by these
integrals. Then, as we let y, y1 ց 0, the Ho¨lder constant of G will converge to 0
in Lλ(P), which shows that the λth moment of the Ho¨lder constant of v(·, ·, y)
converges to 0 as y ց 0.
We would like to infer that almost surely the functions v(·, ·, y), y > 0, form
a Cauchy sequence in the Ho¨lder space. But this is not immediately clear,
therefore we will bound the integrals (2), (3) by expressions that are decreasing
in y.
In order to do so, we estimate
|G(t, κ1)−G(s, κ2)|
≤
∫ y
0
∣∣∣|(fˆ1t )′(iu)| − |(fˆ1s )′(iu)|∣∣∣ du+
∫ y
0
∣∣∣|(fˆ1s )′(iu)| − |(fˆ2s )′(iu)|∣∣∣ du
≤
∫ y
0
|(fˆ1t )′(iu)− (fˆ1s )′(iu)| du+
∫ y
0
|(fˆ1s )′(iu)− (fˆ2s )′(iu)| du
=: A(t, s;κ1) +B(s;κ1, κ2),
Moreover, the function Gˆ(t, κ) := fˆκt (iy)− fˆκt (iy1) also satisfies
|Gˆ(t, κ1)− Gˆ(s, κ2)| ≤ A(t, s;κ1) + B(s;κ1, κ2).
Therefore all our considerations for G apply also to Gˆ.
We want to estimate the difference |(fˆ1s )′(iu)−(fˆ2s )′(iu)| differently for small
and large u (relatively to |∆κ|), therefore we we split B into
B(s;κ1, κ2) =
∫ y∧|κ1−κ2|p/(ζ+λ)
0
|(fˆ1s )′(iu)− (fˆ2s )′(iu)| du
+
∫ y
y∧|κ1−κ2|p/(ζ+λ)
|(fˆ1s )′(iu)− (fˆ2s )′(iu)| du
=: B1(s;κ1, κ2)
+B2(s;κ1, κ2).
We would like to apply Lemma 2.2 with these choices of A,B1, B2. If we
show that the integrals (2), (3) have finite expectation, then they are almost
surely finite, implying that G and Gˆ satisfy some Ho¨lder estimate, with Ho¨lder
constants bounded by these integrals. Notice that now A,B1, B2, hence also∫∫∫ |A(t, s;κ)|λ
|t− s|βA ds dt dκ,
∫∫∫ |B1(s;κ1, κ2)|λ
|κ1 − κ2|βB ds dκ1 dκ2, and
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∫∫∫ |B2(s;κ1, κ2)|p
|κ1 − κ2|βB ds dκ1 dκ2 are decreasing in y. So as we let y, y1 ց 0,
not only will the Ho¨lder constants of G and Gˆ converge to 0 in Lλ(P), but
by the monotonicity we can see that almost surely the functions v(·, ·, y) and
(t, κ) 7→ fˆκt (iy) are Cauchy sequences in the Ho¨lder space, which will show
Theorem 4.1.
Step 2. Unfortunately this is not quite enough to get to the best estimates.
The reason is that, when |t − s| ≤ u2, |fˆt(iu) − fˆs(iu)| is estimated by an
expression like |fˆ ′s(iu)||Bt−Bs| which is of the order O(|t− s|1/2). The same is
true for the difference |fˆ ′t(iu)− fˆ ′s(iu)| (see (24) below). When we carry out the
moment estimate for our choice of A, then we will get E|A(t, s;κ)|λ = O(|t −
s|λ/2). But recall from Proposition 3.3 that E|γ(t) − γ(s)|λ ≤ C|t − s|(ζ+λ)/2,
which has allowed us to apply Lemma 2.2 with βA ≈ ζ+λ2 + 1 in the proof of
Theorem 3.1. When ζ > 0, this was better than just λ/2.
To fix this, we need to adjust our choice of A. In particular, we should not
evaluate E|fˆ ′t(iu)−fˆ ′s(iu)|λ when u≫ |t−s|1/2. As observed in [JVL11], |fˆ ′s(iu)|
does not change much in time when u≫ |t− s|1/2. More precisely, we have the
following results.
Lemma 4.4. Let (gt) be a chordal Loewner chain driven by U , and fˆt(z) =
g−1t (z + U(t)). Then, if t, s ≥ 0 and z = x + iy ∈ H such that |t − s| ≤ C′y2,
we have
|fˆ ′t(z)| ≤ C|fˆ ′s(z)|
(
1 +
|U(t)− U(s)|2
y2
)l
, (22)
|fˆt(z)− fˆs(z)| ≤ C|fˆ ′s(z)|
(
|t− s|
y
+ |U(t)− U(s)|
(
1 +
|U(t)− U(s)|2
y2
)l)
,
(23)
|fˆ ′t(z)− fˆ ′s(z)| ≤ C|fˆ ′s(z)|
(
|t− s|
y2
+
|U(t)− U(s)|
y
(
1 +
|U(t)− U(s)|2
y2
)l)
,
(24)
where C <∞ depends on C′ <∞, and l <∞ is a universal constant.
Proof. The first two inequalities (22) and (23) follow from [JVL11, Lemma 3.5
and 3.2]. The third inequality (24) follows from (23) by the Cauchy integral
formula in the same way as in Corollary 3.7. Note that for z ∈ H and w
on a circle of radius y/2 around z, we have |fˆ ′s(w)| ≤ 12|fˆ ′s(z)| by the Koebe
distortion theorem.
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We now redefine A. Let
A1(t, s;κ) =
∫ y∧|t−s|1/2
0
|fˆ ′t(iu)− fˆ ′s(iu)| du,
A2(t, s;κ) =
∫ y
y∧|t−s|1/2
|t− s|
u2
|fˆ ′s(iu)| du,
A3(t, s;κ) =
∫ y∧2|t−s|1/2
y∧|t−s|1/2
u−1|fˆ ′s(iu)|
(
sup
r1,r2∈[s,s+2|t−s|]
(
1 +
|Br1 −Br2 |2
u2
)l)2
(
sup
r1,r2≥s
|Br1 −Br2 |
|r1 − r2|1/2(−)
)
|t− s|1/2(−) du,
for s ≤ t, where the exponent 1/2(−) denotes a (fixed) number arbitrarily close
to 1/2. (Of course, fˆt still depends on κ, but for convenience we do not write it
for now.)
Note that the integrands in A2 and A3 just make fancy bounds of |fˆ ′t(iu)−
fˆ ′s(iu)|, according to (24). But now, in A3 we are not integrating up to y any
more. Instead, we are going to recover the remaining part of the integral via
(22).
We will see that with this definition of A3, we truly have E|A3(t, s;κ)|λ =
O(|t− s|(ζ+λ)/2(−)) and not just O(|t− s|λ/2).
Proposition 4.5. With the above notation and assumptions, if 1 < βA <
ζ+λ
2 + 1, 1 < βB < p+ 1, we have
E
∫∫∫ |Aj(t, s;κ)|λ
|t− s|βA ds dt dκ ≤ Cy
ζ+λ−2βA+2
∫∫
a(s, ζκ) ds dκ, j = 1, 2,
E
∫∫∫ |A3(t, s;κ)|λ
|t− s|βA ds dt dκ ≤ Cy
ζ+λ(−)−2βA+2
∫∫
a(s, ζκ) ds dκ,
E
∫∫∫ |B1(s;κ1, κ2)|λ
|κ1 − κ2|βB ds dκ1 dκ2 ≤ Cy
(ζ+λ)(p−βB+1)/p
∫∫
a(s, ζκ) ds dκ,
E
∫∫∫ |B2(s;κ1, κ2)|p
|κ1 − κ2|βB ds dκ1 dκ2 ≤ Cy
(ζ+λ)(p−βB+1)/p,
where C depends on κ−, κ+, λ, p, βA, βB.
Proof. See Section 4.0.1.
The price of this definition of A3 is that we do not have |G(t, κ)−G(s, κ)| ≤
C(A1 + A2 + A3) any more when |t − s| < y
2
4 . Therefore we cannot directly
cite Lemma 2.2. Instead, after verifying that A1, A2, A3, B1, B2 satisfy the con-
ditions of Lemma 2.2 almost surely, we have to go through its proof by hand.
Before we go into the details, let us describe how to finish the proof of
Theorem 4.1. Recall that the condition for Lemma 2.2 is (βA−2)(βB−2)−1 > 0.
With βA <
λ+ζ
2 + 1, βB < p + 1 this is again the condition (
ζ+λ
2 )
−1 + p−1 <
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1, which leads to κ < 83 . The same analysis of λ and ζ as in the proof of
Theorem 3.1 applies here, and we are done.
Step 3. Now, suppose A1, A2, A3, B1, B2 are defined as above, and the
conditions of Lemma 2.2 are satisfied with qAj = qB1 = λ, qB2 = p.
As in the proof of Lemma 2.2, let (t1, κ1) and (t2, κ2) ∈ [0, 1]× [κ−, κ+] be
given, and we find a “two-sided sequence” (tn, κn)n∈Z that satisfies (5) and (6).
We want to recover a bound for |G(tn, κn)−G(tn+1, κn)| by making use of (22).
(Note that we still have |G(tn+1, κn) − G(tn+1, κn+1)| ≤ B1(tn+1;κn, κn+1) +
B2(t
n+1;κn, κn+1).)
We pick the sequence of rectangles In1 × In2 as in the proof of Lemma 2.2.
The points (tn, κn) ∈ In1 × In2 are chosen a bit more carefully. In each induction
step, due to the condition∫∫∫
[0,1]×[0,1]×In2
|A3(t′, s′;κ′)|λ
|t′ − s′|βA dt
′ ds′ dκ′ ≤MA3 ,
we can choose κn ∈ In2 such that additionally∫∫ |A3(t′, s′;κn)|λ
|t′ − s′|βA dt
′ ds′ .
MA3
en
. (25)
This allows us now to estimate |G(tn, κn)−G(tn+1, κn)|.
Suppose n ∈ N and |tn − tn+1| < y2. Say without loss of generality that
tn < tn+1. By (24), we have
|G(tn, κn)−G(tn+1, κn)| . A1(tn, tn+1;κn) +A2(tn, tn+1;κn)
+
∫ y
y∧|tn−tn+1|1/2
u−1|fˆ ′tn(iu)|
(
1 +
|Btn −Btn+1 |2
u2
)l
|Btn −Btn+1 | du. (26)
Suppose δ ≥ |tn − tn+1|1/2 and s1, s2 ∈ [tn − δ2, tn + δ2] with s2 ≥ s1 + δ2.
For u ≥ δ we then have
|fˆ ′tn(iu)| . |fˆ ′s1(iu)|
(
1 +
|Btn −Bs1 |2
u2
)l
by (22), and therefore
∫ y∧2δ
y∧δ
u−1|fˆ ′tn(iu)|
(
1 +
|Btn −Btn+1 |2
u2
)l
|Btn −Btn+1 | du
.
∫ y∧2δ
y∧δ
u−1|fˆ ′s1(iu)|
(
1 +
|Btn −Bs1 |2
u2
)l (
1 +
|Btn −Btn+1 |2
u2
)l
|Btn −Btn+1| du
. A3(s1, s2;κ
n)
|tn − tn+1|1/2(−)
δ2(1/2(−))
,
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where we have used that |s1 − s2| ≍ δ2 ≥ |tn − tn+1| (and Koebe’s distortion
theorem to adapt the bounds of integration).
To find such s1, s2, we use (25) and Lemma 2.1, implying that there exist
such s1, s2 with
|A3(s1, s2;κn)|λ
|s1 − s2|βA .
MA3
δ4en
=⇒ |A3(s1, s2;κn)| . M1/λA3 |s1 − s2|βA/λδ−4/λe−1/λn
. M
1/λ
A3
δ2(βA−2)/λe−1/λn ,
hence
∫ y∧2δ
y∧δ
u−1|fˆ ′tn(iu)|
(
1 +
|Btn −Btn+1 |2
u2
)l
|Btn −Btn+1 | du
. M
1/λ
A3
δ2(βA−2)/λ−2(1/2
(−)) e−1/λn |tn − tn+1|1/2
(−)
.
Applying this with δ = y2−k, k = 1, ..., ⌊log2(y/|tn− tn+1|1/2)⌋, this inequal-
ity can be summed to∫ y
y∧|tn−tn+1|1/2
u−1|fˆ ′tn(iu)|
(
1 +
|Btn −Btn+1 |2
u2
)l
|Btn −Btn+1| du
.
{
M
1/λ
A3
|tn − tn+1|(βA−2)/λ e−1/λn if 2(βA−2)λ < 1,
M
1/λ
A3
y2(βA−2)/λ−2(1/2
(−)) e
−1/λ
n |tn − tn+1|1/2(−) if 2(βA−2)λ > 1
≤M1/λA3 d(βA−2)/λ∧1/2
(−)
n e
−1/λ
n
since |tn − tn+1| ≤ dn.
Recall that from the proof of Lemma 2.2 we have
|Aj(tn, tn+1;κn)| . M1/λAj (dβA−2n e−1n )1/λ
for j = 1, 2. With (26), this shows
|G(tn, κn)−G(tn+1, κn)|
. (M
1/λ
A1
+M
1/λ
A2
) (dβA−2n e
−1
n )
1/λ +M
1/λ
A3
d(βA−2)/λ∧1/2
(−)
n e
−1/λ
n .
Finally note that since we can choose ζ < 2 (see the proof of Theorem 3.1),
the condition βA <
ζ+λ
2 + 1 implies
βA−2
λ <
1
2 .
Now we have achieved the same bound for |G(tn, κn)−G(tn+1, κn+1)| as in
the proof of Lemma 2.2, and the final result
|G(t1, κ1)−G(t2, κ2)| .

∑
j
M
1/λ
Aj
+M
1/λ
B1
+M
1/p
B2

 (|t1 − t2|α + |κ1 − κ2|η)
follows in the same way by summing in n.
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Remark 4.6. In our argument, the Ho¨lder exponent of G (and Gˆ) in |∆t| is
limited to 1/2(−). We see that even if βA−2λ ≥ 12 , the resulting Ho¨lder exponent
remains 1/2(−). This is only relevant in the case κ ≤ 1.
4.0.1 Proof of Proposition 4.5
We begin with estimating the expressions for Aj which involve the time dif-
ference, and then estimate the expression for B1 and B2 which involve the κ
difference.
The ∆t term
For this part, we again suppress writing κ, although all expressions depend on
a parameter κ.
The moment estimates are all similar. In A1, we will encounter the expres-
sion E|fˆ ′t(iu) − fˆ ′s(iu)|λ which we estimate by E|fˆ ′t(iu) − fˆ ′s(iu)|λ . (a(s) +
a(t))uζ with Lemma 3.2 (which is sufficient since |t − s| ≥ u2). Together with
Minkowski’s inequality, we have
E|A1(t, s;κ)|λ ≤
(∫ y∧|t−s|1/2
0
(
E|fˆ ′t(iu)− fˆ ′s(iu)|λ
)1/λ
du
)λ
.
(∫ y∧|t−s|1/2
0
(a(s) + a(t))1/λuζ/λ du
)λ
. (a(s) + a(t))
(
y ∧ |t− s|1/2
)ζ+λ
,
assuming ζ + λ > 0. Consequently,
E
∫∫ |A1(t, s;κ)|λ
|t− s|βA ds dt .
∫∫
|t−s|≤y2
(a(s) + a(t))|t− s|(ζ+λ)/2
|t− s|βA ds dt
+
∫∫
|t−s|>y2
(a(s) + a(t))yζ+λ
|t− s|βA ds dt
. yζ+λ−2βA+2
∫
a(t) dt,
assuming 1 < βA <
ζ+λ
2 + 1.
The terms A2, A3 only appear when |t− s|1/2 < y.
For A2, we get (again by Minkowski’s inequality and Lemma 3.2)
E|A2(t, s;κ)|λ ≤
(∫ y
y∧|t−s|1/2
|t− s|
u2
(
E|fˆ ′s(iu)|λ
)1/λ
du
)λ
≤ |t− s|λ
(∫ y
y∧|t−s|1/2
a(s)1/λuζ/λu−2 du
)λ
. a(s)|t− s|(ζ+λ)/2
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using the fact that ζ < λ (see (21)).
Finally, for A3, we have from the independence of Brownian increments and
Cauchy-Schwarz inequality that (when u ≥ |t− s|1/2)
E

|fˆ ′s(iu)|λ
(
sup
r1,r2∈[s,s+2|t−s|]
(
1 +
|Br1 −Br2 |2
u2
)l)2λ(
sup
r1,r2≥s
|Br1 −Br2 |
|r1 − r2|1/2(−)
)λ
≤ E|fˆ ′s(iu)|λ

E
(
sup
r1,r2∈[s,s+2|t−s|]
(
1 +
|Br1 −Br2 |2
u2
)l)4λ
E
(
sup
r1,r2≥s
|Br1 − Br2 |
|r1 − r2|1/2(−)
)2λ
1/2
. a(s)uζ .
Consequently, again by Minkowski’s inequality,
E|A3(t, s;κ)|λ .
(∫ y∧2|t−s|1/2
y∧|t−s|1/2
u−1(a(s)uζ)1/λ|t− s|1/2(−) du
)λ
. a(s)|t− s|ζ/2+λ/2(−) .
This shows
E
∫∫ |A2(t, s;κ)|λ
|t− s|βA ds dt . y
ζ+λ−2βA+2
∫
a(t) dt,
E
∫∫ |A3(t, s;κ)|λ
|t− s|βA ds dt . y
ζ+λ(−)−2βA+2
∫
a(t) dt
if βA <
ζ+λ
2 + 1.
The ∆κ term
B1 will again just be estimated using Lemma 3.2 on
E|(fˆ1s )′(iu)− (fˆ2s )′(iu)|λ . a(s, ζ1)uζ1 + a(s, ζ2)uζ2 .
Then, by Minkowski’s inequality,
E|B1(s;κ1, κ2)|λ ≤
(∫ y∧|κ1−κ2|p/(ζ+λ)
0
(
E|(fˆ1s )′(iu)− (fˆ2s )′(iu)|λ
)1/λ
du
)λ
.
(∫ y∧|κ1−κ2|p/(ζ+λ)
0
a(s, ζκ)
1/λuζ/λ du
)λ
. a(s, ζκ)(y
ζ+λ ∧ |κ1 − κ2|p),
assuming ζ + λ > 0, and consequently
E
∫∫ |B1(s;κ1, κ2)|λ
|κ1 − κ2|βB dκ1 dκ2 . y
(ζ+λ)(p−βB+1)/p
∫
a(s, ζκ) dκ,
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assuming p− βB + 1 > 0, i.e. βB < p+ 1.
For B2 we apply Corollary 3.7 when κ1, κ2 are close to each other, i.e.
|κ1 − κ2|p/(ζ+λ) ≤ y. This gives us
E|(fˆ1s )′(iu)− (fˆ2s )′(iu)|p . |κ1 − κ2|pu−p.
In this case Minkowski’s inequality does not give us quite the optimal es-
timate (although it is still sufficient), therefore we do something similar. Let
b ∈ R be a constant that will be chosen later.
By Ho¨lder’s inequality,
E|B2(s;κ1, κ2)|p = E
(∫ y
|κ1−κ2|p/(ζ+λ)
|(fˆ1s )′(iu)− (fˆ2s )′(iu)|ubu−b du
)p
. E
(∫ y
|κ1−κ2|p/(ζ+λ)
|(fˆ1s )′(iu)− (fˆ2s )′(iu)|pubp du
)
yp−1−bp
.
(∫ y
|κ1−κ2|p/(ζ+λ)
|κ1 − κ2|pu−pubp du
)
yp−1−bp
. |κ1 − κ2|p+(−p+bp+1)p/(ζ+λ)yp−1−bp,
assuming p− 1− bp > 0.
Then
E
∫∫ |B2(s;κ1, κ2)|p
|κ1 − κ2|βB dκ1 dκ2 . y
(ζ+λ)(p−βB+1)/p,
assuming p+ (−p+ bp+ 1)p/(ζ + λ)− βB + 1 > 0.
These estimates work if we can choose b such that
bp ∈ ](βB − p− 1)(ζ + λ)/p+ p− 1, p− 1[, i.e. when βB < p+ 1.
This finishes the estimates of Proposition 4.5.
5 Proof of Proposition 3.5
The proof is based on the methods of [Law09, JVRW14].
Let t ≥ 0 and U ∈ C([0, t];R). We study the chordal Loewner chain
(gs)s∈[0,t] in H driven by U , i.e. the solution of (19). Let V (s) = U(t−s)−U(t),
s ∈ [0, t], and consider the solution of the reverse flow
∂shs(z) =
−2
hs(z)− V (s) , h0(z) = z. (27)
The Loewner equation implies ht(z) = g
−1
t (z + U(t))− U(t) = fˆt(z)− U(t).
Let xs + iys = zs = zs(z) = hs(z)− V (s). Recall that
∂s log |h′s(z)| = 2
x2s − y2s
(x2s + y
2
s)
2
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and therefore
|h′s(z)| = exp
(
2
∫ s
0
x2ϑ − y2ϑ
(x2ϑ + y
2
ϑ)
2
dϑ
)
.
For r ∈ [0, t], denote by hr,s the reverse Loewner flow driven by V (s)−V (r),
s ∈ [r, t]. More specifically,
∂s(hr,s(zr(z)) + V (r)) =
−2
(hr,s(zr(z)) + V (r)) − V (s) ,
hr,r(zr(z)) + V (r) = zr(z) + V (r) = hr(z),
which implies from (27) that
hr,s(zr(z)) + V (r) = hs(z)
and zr,s(zr(z)) = zs(z) for all s ∈ [r, t].
This implies also
|h′r,s(zr(z))| = exp
(
2
∫ s
r
x2ϑ − y2ϑ
(x2ϑ + y
2
ϑ)
2
dϑ
)
.
The following result is essentially [JVRW14, Lemma 2.3], stated in a more
refined way.
Lemma 5.1. Let V 1, V 2 ∈ C([0, t];R), and denote by hjs the reverse Loewner
flow driven by V j, j = 1, 2, respectively. Then, for z = x+ iy,
|h1t (z)− h2t (z)|
≤ 2(y2+4t)1/4
∫ t
0
|V 1(s)−V 2(s)| 1|z1sz2s |
1
(y1sy
2
s)
1/4
|(h1s,t)′(z1s )(h2s,t)′(z2s )|1/4 ds.
Proof. The proof of [JVRW14, Lemma 2.3] shows that
|h1t (z)− h2t (z)|
≤
∫ t
0
|V 1(s)−V 2(s)| 2|z1sz2s |
exp
(
2
∫ t
s
x1ϑx
2
ϑ − y1ϑy2ϑ
((x1ϑ)
2 + (y1ϑ)
2)((x2ϑ)
2 + (y2ϑ)
2)
dϑ
)
ds.
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The claim follows by estimating
2
∫ t
s
x1ϑx
2
ϑ − y1ϑy2ϑ
((x1ϑ)
2 + (y1ϑ)
2)((x2ϑ)
2 + (y2ϑ)
2)
dϑ
≤ 2
∫ t
s
x1ϑx
2
ϑ
((x1ϑ)
2 + (y1ϑ)
2)((x2ϑ)
2 + (y2ϑ)
2)
dϑ
≤
∏
j=1,2
(
2
∫ t
s
(xjϑ)
2
((xjϑ)
2 + (yjϑ)
2)2
dϑ
)1/2
=
∏
j=1,2
(
1
2
∫ t
s
2((xjϑ)
2 − (yjϑ)2)
((xjϑ)
2 + (yjϑ)
2)2
dϑ+
1
2
∫ t
s
2
(xjϑ)
2 + (yjϑ)
2
dϑ
)1/2
=
∏
j=1,2
(
1
2
log |(hjs,t)′(zjs)|+
1
2
log
yjt
yjs
)1/2
≤
∑
j=1,2
(
1
4
log |(hjs,t)′(zjs)|+
1
4
log
yjt
yjs
)
and yjt ≤
√
y2 + 4t.
5.1 Taking moments
Let κ1, κ2 > 0, and let V
j =
√
κjB, j = 1, 2, where B is a standard Brownian
motion. In the following, C will always denote a finite deterministic constant
that might change from line to line.
Lemma 5.1 immediately implies
E|h1t (z)− h2t (z)|p
≤ C|∆√κ|p E
∣∣∣∣
∫ t
0
|Bs| 1|z1sz2s |
1
(y1sy
2
s)
1/4
|(h1s,t)′(z1s )(h2s,t)′(z2s )|1/4 ds
∣∣∣∣
p
≤ C|∆√κ|p E
∏
j=1,2
∣∣∣∣∣
∫ t
0
|Bs| 1|zjs|2
1
(yjs)1/2
|(hjs,t)′(zjs)|1/2 ds
∣∣∣∣∣
p/2
≤ C|∆√κ|p
∏
j=1,2
(
E
∣∣∣∣∣
∫ t
0
|Bs| 1|zjs|2
1
(yjs)1/2
|(hjs,t)′(zjs)|1/2 ds
∣∣∣∣∣
p)1/2
. (28)
Now the flows for κ1 and κ2 can be studied separately. We see that as long
as the above integral is bounded, then E|∆√κhκt (z)|p . |∆
√
κ|p. Heuristically,
the typical growth of ys is like
√
s, as was shown in [Law09]. Therefore, we
expect the integrand to be bounded by s1/2−1−1/4−β/4 = s−(3+β)/4 which is
integrable since β = β(κ) < 1 for κ 6= 8.
In order to make the idea precise, we will reparametrise the integral in order
to match the setting in [Law09] and apply their results.
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5.2 Reparametrisation
Let κ > 0. In [Law09], the flow
∂sh˜s(z) =
−a
h˜s(z)− B˜s
, h˜0(z) = z, (29)
with a =
2
κ
is considered. To translate our notation, observe that
∂shs/κ(z) =
−2/κ
hs/κ(z)−
√
κBs/κ
.
If we let B˜s =
√
κBs/κ, then
hs/κ(z) = h˜s(z) =⇒ hs(z) = h˜κs(z).
Moreover, if we let z˜s = h˜s(z)− B˜s, then zs = hs(z)−
√
κBs = z˜κs.
Therefore,∫ t
0
|Bs| 1|zs|2
1
y
1/2
s
|h′s,t(zs)|1/2 ds =
∫ t
0
∣∣∣∣ 1√κB˜κs
∣∣∣∣ 1|z˜κs|2
1
y˜
1/2
κs
|h˜′κs,κt(z˜κs)|1/2 ds
=
∫ κt
0
κ−3/2|B˜s| 1|z˜s|2
1
y˜
1/2
s
|h˜′s,κt(z˜s)|1/2 ds.
For notational simplicity, we will write just t instead of κt and B, hs, zs
instead of B˜, h˜s, z˜s.
In the next step, we will let the flow start at z0 = i instead of iδ. Observe
that
∂s(δ
−1hδ2s(δz)) =
−a
δ−1hδ2s(δz)− δ−1Bδ2s
,
so we can write hs(δz) = δh˜s/δ2(z) where (h˜s) is driven by δ
−1Bδ2s =: B˜s.
Note that h˜′s/δ2(z) = h
′
s(δz). As before, we denote zs = hs(δz) − Bs and
z˜s = h˜s(z)− B˜s, where zs = δz˜s/δ2 . Consequently,∫ t
0
|Bs| 1|zs|2
1
y
1/2
s
|h′s,t(zs)|1/2 ds
=
∫ t
0
|δB˜s/δ2 |
1
δ2|z˜s/δ2 |2
1
δ1/2y˜
1/2
s/δ2
|h˜′s/δ2,t/δ2(z˜s/δ2)|1/2 ds
= δ−3/2
∫ t
0
|B˜s/δ2 |
1
|z˜s/δ2 |2
1
y˜
1/2
s/δ2
|h˜′s/δ2,t/δ2(z˜s/δ2)|1/2 ds
= δ1/2
∫ t/δ2
0
|B˜s| 1|z˜s|2
1
y˜
1/2
s
|h˜′s,t/δ2(z˜s)|1/2 ds.
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Again, for notational simplicity we will stop writing the ˜ from now on.
Now, let z0 = i, and (cf. [Law09])
σ(s) = inf{r | yr = ear} =
∫ s
0
|zσ(r)|2 dr
which is random and strictly increasing in s.
Then
δ1/2
∫ t/δ2
0
|Bs| 1|zs|2
1
y
1/2
s
|h′s,t/δ2(zs)|1/2 ds
= δ1/2
∫ σ−1(t/δ2)
0
|Bσ(s)|
1
y
1/2
σ(s)
|h′σ(s),t/δ2(zσ(s))|1/2 ds.
This is the integral we will work with.
To sum it up, we have the following.
Proposition 5.2. Let z ∈ H, and (hs(δz))s≥0 satisfy (27) with V (s) =
√
κBs
and a standard Brownian motion B, and (h˜s(z))s≥0 satisfy (29) with a standard
Brownian motion B˜. Let xs + iys = zs = hs(δz) − V (s), and x˜s + iy˜s = z˜s =
h˜s(z)− B˜s. Then, with the notations above,∫ t
0
|Bs| 1|zs|2
1
y
1/2
s
|h′s,t(zs)|1/2 ds
has the same law as
κ−3/2δ1/2
∫ σ−1(κt/δ2)
0
|B˜σ(s)|
1
y˜
1/2
σ(s)
|h˜′σ(s),κt/δ2(z˜σ(s))|1/2 ds.
(Recall that y˜σ(s) = e
as.)
5.3 Main proof
In the following, we fix κ ∈ [κ−, κ+], a = 2
κ
, and let (hs(x + i))s≥0 satisfy (29)
with initial point z0 = x+ i, |x| ≤ 1.
Our goal is to estimate
E
∣∣∣∣∣∣δ1/2
∫ σ−1(t/δ2)
0
|Bσ(s)|
1
y
1/2
σ(s)
|h′σ(s),t/δ2(zσ(s))|1/2 ds
∣∣∣∣∣∣
p
= E
∣∣∣∣∣∣δ1/2
∫ ∞
0
1σ(s)≤t/δ2 |Bσ(s)|
1
y
1/2
σ(s)
|h′σ(s),t/δ2(zσ(s))|1/2 ds
∣∣∣∣∣∣
p
.
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With (28) and Proposition 5.2 this will complete the proof of Proposition 3.5.
From the definition of σ it follows that σ(s) ≥ ∫ s0 e2ar dr = 12a (e2as − 1), or
equivalently, σ−1(t) ≤ 12a log(1 + 2at). Therefore, σ−1(t/δ2) ≤ 1a log Cδ and
E
∣∣∣∣∣∣δ1/2
∫ σ−1(t/δ2)
0
|Bσ(s)|
1
y
1/2
σ(s)
|h′σ(s),t/δ2(zσ(s))|1/2 ds
∣∣∣∣∣∣
p
≤ δp/2

∫ 1a log Cδ
0

E

1σ(s)≤t/δ2 |Bσ(s)|p 1
y
p/2
σ(s)
|h′σ(s),t/δ2(zσ(s))|p/2




1/p
ds


p
(30)
where we have applied Minkowski’s inequality to pull the moment inside the
integral.
To proceed, we need to know more about the behaviour of the reverse SLE
flow, which also incorporates the behaviour of σ. This has been studied in
[Law09]. Their tool was to study the process Js defined by sinh Js =
xσ(s)
yσ(s)
=
e−asxσ(s). By [Law09, Lemma 6.1], this process satisfies
dJs = −rc tanh Js ds+ dWs
where Ws =
∫ σ(s)
0
1
|zr| dBr is a standard Brownian motion and rc is defined in
(21).
The following results have been originally stated for an equivalent probability
measure P∗, depending on a parameter r, such that
dJs = −q tanh Js ds+ dW ∗s
with q > 0 and a process W ∗ that is a Brownian motion under P∗. But setting
the parameter r = 0, we have P∗ = P, q = rc, and W ∗ = W . Therefore, under
the measure P, the results apply with q = rc.
Note also that although the results were originally stated for a reverse SLE
flow starting at z0 = i, they can be written for flows starting at z0 = x + i
without change of the proof. One just uses [Law09, Lemma 7.1 (28)] with
coshJ0 =
√
1 + x2.
Lemma 5.3 ([JVL11, Lemma 5.6]). Suppose z0 = x+i. There exists a constant
C < ∞, depending on κ−, κ+, such that for each s ≥ 0, u > 0 there exists an
event Eu,s with
P(Ecs,u) ≤ C(1 + x2)rcu−2rc
on which
σ(s) ≤ u2e2as and 1 +
x2σ(s)
y2σ(s)
≤ u2/4.
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Fix s ∈ [0, t]. Let
Eu =
{
σ(s) ≤ u2e2as and 1 +
x2σ(s)
y2σ(s)
≤ u2
}
and An = Een \ Een−1 for n ≥ 1, and A0 = E1. Then P(An) ≤ P(Ecen−1) ≤
C(1 + x2)rce−2rcn.
Lemma 5.4 (see proof of [JVL11, Lemma 5.7]). Suppose z0 = x + i. There
exists C <∞, depending on κ−, and a global constant α > 0, such that for all
s ≥ 0, u > √1 + x2, and k > 2a we have
P
(
σ(s) ≤ u2e2as and 1 +
x2σ(s)
y2σ(s)
≥ u2ek
)
≤ C(1 + x2)rcu−2rce−α(k−2a)2 .
We proceed to estimating
E

1An1σ(s)≤t/δ2 |Bσ(s)|p 1
y
p/2
σ(s)
|h′σ(s),t/δ2(zσ(s))|p/2


= E

1An1σ(s)≤t/δ2 |Bσ(s)|p 1
y
p/2
σ(s)
E
[
|h′σ(s),t/δ2(zσ(s))|p/2 | Fσ(s)
] (31)
where F is the filtration generated by B.
Note that yσ(s) = e
as by the definition of σ. Moreover, on the set An, the
Brownian motion is easy to handle since
E[1An1σ(s)≤t/δ2 |Bσ(s)|p] ≤ E
[
1An1σ(s)≤t/δ2 sup
r∈[0,e2ne2as]
|Br|p
]
≤ P(An ∩ {σ(s) ≤ t/δ2})1−ε E
[
sup
r∈[0,e2ne2as]
|Br|p/ε
]ε
≤ C P(An ∩ {σ(s) ≤ t/δ2})1−ε enpepas (32)
for any ε > 0.
It remains to handle E
[
|h′σ(s),t/δ2(zσ(s))|p/2 | Fσ(s)
]
.
The following result is well-known and follows from the Schwarz lemma and
mapping the unit disc to the half-plane.
Lemma 5.5. Let f : H→ H be a holomorphic function. Then |f ′(z)| ≤ Im(f(z))Im(z)
for all z ∈ H.
Let ε > 0. We estimate
E
[
|h′σ(s),t/δ2(zσ(s))|p/2 | Fσ(s)
]
≤ (δyσ(s))−(1−ε)p/2E
[
|h′σ(s),t/δ2(zσ(s))|εp/2 | Fσ(s)
]
. (33)
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From [JVL11, Lemma 3.2] it follows that there exists some l > 0 such that
|h′σ(s),t/δ2(zσ(s))| ≤ C
(
1 +
x2σ(s)
y2σ(s)
)l
|h′σ(s),t/δ2(iyσ(s))|. (34)
We claim that
E
[
|h′σ(s),t/δ2(iyσ(s))|εp/2 | Fσ(s)
]
≤ C (35)
if ε > 0 is sufficiently small.
To see this, approximate σ(s) by simple stopping times σ˜ ≥ σ(s). A possible
choice is σ˜ = ⌈σ(s)2n⌉2−n ∧ t/δ2. It suffices to show
E
[
|h′σ˜,t/δ2(iyσ(s))|εp/2 | Fσ(s)
]
≤ C
and then apply Fatou’s lemma to pass to the limit.
Now that σ˜ is simple, we can apply [JVL11, Theorem 5.4] (with ζ ≥ 0 when
ε > 0 is sufficiently small) on each set Fr = {σ˜ = r}. Using the strong Markov
property of Brownian motion and the scaling invariance of SLE, we get
E
[
1Fr |h′σ˜,t/δ2(ieas)|εp/2 | Fσ(s)
]
= 1FrE
[
|h′r,t/δ2(ieas)|εp/2
]
= 1FrE
[
|h′e−2as(t/δ2−r)(i)|εp/2
]
≤ 1FrC
and the claim follows.
Combining (33), (34), and (35), we have
E
[
|h′σ(s),t/δ2(zσ(s))|p/2 | Fσ(s)
]
≤ C δ−(1−ε)p/2 y−(1−ε)p/2σ(s)
(
1 +
x2σ(s)
y2σ(s)
)lεp/2
≤ C δ−(1−ε)p/2 e−(1−ε)pas/2
(
1 +
x2σ(s)
y2σ(s)
)lεp/2
(36)
where on the set An we have
1 +
x2σ(s)
y2σ(s)
≤ e2n.
Proceeding from (31), we get from (36) and (32)
E

1An1σ(s)≤t/δ2 |Bσ(s)|p 1
y
p/2
σ(s)
E
[
|h′σ(s),t/δ2(zσ(s))|p/2 | Fσ(s)
]
≤ C E
[
1An1σ(s)≤t/δ2 |Bσ(s)|p e−pas/2 δ−(1−ε)p/2 e−(1−ε)pas/2enlεp
]
≤ C δ−(1−ε)p/2 enlεp e−pas+εpas/2 P(An ∩ {σ(s) ≤ t/δ2})1−ε enpepas
= C δ−(1−ε)p/2 enp+nlεp eεpas/2 P(An ∩ {σ(s) ≤ t/δ2})1−ε. (37)
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We would like to sum this expression in n.
Proposition 5.6. Let σ(s) and An be defined as above. Then
∑
n∈N
enp+nlεp P(An ∩ {σ(s) ≤ t/δ2})1−ε
≤
{
C if p+ lεp− 2rc(1− ε) < 0
C(e−as
√
t/δ)p+lεp−2rc(1−ε) if p+ lεp− 2rc(1− ε) > 0
where C <∞ depends on κ−, κ+, p, and ε.
Proof. We distinguish two cases. If n ≤ log(√t/δ)− as+ 1 + a, we have∑
n≤log(√t/δ)−as+1+a
enp+nlεp P(An)
1−ε
≤ C
∑
n≤log(√t/δ)−as+1+a
enp+nlεpe−2nrc(1−ε)
≤
{
C if p+ lεp− 2rc(1− ε) < 0
C(e−as
√
t/δ)p+lεp−2rc(1−ε) if p+ lεp− 2rc(1− ε) > 0.
For n > log(
√
t/δ)− as+ 1 + a, we have e2(n−1)e2as > t/δ2 and therefore
(by the definition of An)
An ∩ {σ(s) ≤ t/δ2} ⊆ Ecen−1 ∩ {σ(s) ≤ t/δ2}
⊆
{
σ(s) ≤ t/δ2 and 1 +
x2σ(s)
y2σ(s)
> e2(n−1)
}
,
so Lemma 5.4, applied to u = e−as
√
t/δ and k = 2(n− 1)− 2(log(√t/δ)− as),
implies
P(An ∩ {σ(s) ≤ t/δ2}) ≤ C (e−as
√
t/δ)−2rc e−α(2(n−1)−2(log(
√
t/δ)−as)−2a)2
= C (e−as
√
t/δ)−2rc e−2α(n−(log(
√
t/δ)−as+1+a))2 .
Consequently,∑
n>log(
√
t/δ)−as+1+a
enp+nlεp P(An ∩ {σ(s) ≤ t/δ2})1−ε
≤ C(e−as
√
t/δ)p+lεp
∑
n∈N
enp+nlεp (e−as
√
t/δ)−2rc(1−ε) e−2α(1−ε)n
2
≤ C(e−as
√
t/δ)p+lεp−2rc(1−ε).
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Hence, by (37) and Proposition 5.6,
E

1σ(s)≤t/δ2 |Bσ(s)|p 1
y
p/2
σ(s)
|h′σ(s),t/δ2(zσ(s))|p/2


=
∞∑
n=0
E

1An1σ(s)≤t/δ2 |Bσ(s)|p 1
y
p/2
σ(s)
|h′σ(s),t/δ2(zσ(s))|p/2


≤
{
C δ−(1−ε)p/2 eεpas/2 if p+ lεp− 2rc(1− ε) < 0
C δ−(1−ε)p/2 (e−as
√
t/δ)p+lεp−2rc(1−ε) eεpas/2 if p+ lεp− 2rc(1− ε) > 0.
(38)
Finally, if p+ lεp− 2rc(1 − ε) < 0, we estimate (30) with (38), so
E
∣∣∣∣∣∣δ1/2
∫ σ−1(t/δ2)
0
|Bσ(s)|
1
y
1/2
σ(s)
|h′σ(s),t/δ2(zσ(s))|1/2 ds
∣∣∣∣∣∣
p
≤ δp/2

∫ 1a log Cδ
0

E

1σ(s)≤t/δ2 |Bσ(s)|p 1
y
p/2
σ(s)
|h′σ(s),t/δ2(zσ(s))|p/2




1/p
ds


p
≤ Cδp/2
(∫ 1
a log
C
δ
0
(
δ−(1−ε)p/2 eεpas/2
)1/p
ds
)p
= Cδεp/2
(∫ 1
a log
C
δ
0
eεas/2 ds
)p
≤ C.
Since ε > 0 can be chosen as small as we want, the condition to apply this
is p < 2rc = 1 +
8
κ .
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On the other hand, if p+ lεp− 2rc(1− ε) > 0, we have
E
∣∣∣∣∣∣δ1/2
∫ σ−1(t/δ2)
0
|Bσ(s)|
1
y
1/2
σ(s)
|h′σ(s),t/δ2(zσ(s))|1/2 ds
∣∣∣∣∣∣
p
≤ Cδp/2
(∫ 1
a log
C
δ
0
(
δ−(1−ε)p/2 (e−as
√
t/δ)p+lεp−2rc(1−ε) eεpas/2
)1/p
ds
)p
≤ Cδεp/2−(p+lεp−2rc(1−ε))
(∫ 1
a log
C
δ
0
eas(ε/2−(1+lε−2rc(1−ε)/p)) ds
)p
≤
{
C if ε/2− (1 + lε− 2rc(1− ε)/p) > 0
Cδεp/2−(p+lεp−2rc(1−ε)) if ε/2− (1 + lε− 2rc(1− ε)/p) < 0
=
{
C if 2rc(1− ε)− p(1 + ε(l − 1/2)) > 0
Cδ2rc(1−ε)−p(1+ε(l−1/2)) if 2rc(1− ε)− p(1 + ε(l − 1/2)) < 0.
Since ε > 0 can be chosen as small as we want, the condition to apply this is
p > 2rc = 1+
8
κ , and the exponent can be chosen to be greater than 2rc− p− ε′
for any ε′ > 0.
With this estimate for (30), the proof of Proposition 3.5 is complete.
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