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Abstract
Resource constraints require that ad hoc wireless
networks are energy efficient during transmission and
rate adaptation. In this paper we propose a novel
cross-layer energy-efficient rate adaptation scheme
that employs Dynamic Programming (DP) principle to
analytically select the modulation scheme online. The
scheme uses channel state information from the
physical layer and congestion information from the
scheduling layer to select a modulation rate. This
online selection maximizes throughput while saving
energy and preventing congestion. The simulation
results indicate that an increase in throughput by 96%
and energy-efficiency by 131% is observed when
compared to the Receiver Based AutoRate (RBAR)
protocol.
1. Introduction
With increasing number of wireless network
applications, higher data transfer rates are necessary.
New IEEE standards are introduced for example
54Mbps capability of the IEEE 802.1 Ig standard.
However, the high rate comes at a cost of reduced
transmission range, network connectivity, and
increased energy consumption. Additionally, the rate
adaptation schemes in wireless networks must take into
consideration the intermittent channel connectivity and
varying congestion level in a network. Several
schemes were proposed in literature [2][3][6] to
address these tradeoffs. The protocols in [2] and [3]
focus mainly on maximizing the throughput regardless
of transmission power, channel state and network
congestion which are major issues.
A more appropriate energy efficient rate adaptation
would be to use several modulation schemes and
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dynamically selecting a suitable one online based on
the channel state and the network traffic. The basic
concept was analyzed in [4] and proved to be
effective. A suitable outgoing rate has to be identified
to obtain an optimal tradeoff between increasing
modulation rate to maximize throughput and
decreasing modulation rate to maximize energy-
efficiency.
In this paper, the dynamic programming (DP)
principle [5] is utilized to select the modulation rate
and amount of data transfer. A quadratic cost function
is proposed to obtain this tradeoff between throughput
and energy-efficiency. The analytical solution, which
is derived using the DP approach, provides
performance guarantee unlike the simplified heuristic
scheme [6] where the performance of the rate
adaptation scheme is not guaranteed. The DP-based
scheme eliminates packet losses due to buffer
overflows and reduces retransmissions which results in
energy efficiency.
Moreover, the proposed protocol utilizes burst
mode in order to control incoming flow rate by varying
the size of the burst. It is more precise method of flow
control than a back-off scheme used in the heuristic
protocol [6], since with the burst mode one can specify
an exact amount of data that needs to be transmitted to
the receiver. In consequence, queue utilization can be
maintained close to the target value.
2. Overview of the proposed scheme
The proposed scheme will be recursively applied at
every link that connects a transmitting and receiving
nodes. The rate selection is performed at the receiving
node and then transmitted to the receiver, where rate
adaptation is performed and a suitable burst size is
selected and applied.
Next an overview of the proposed scheme is
discussed. First, the SNR thresholds for all
modulation schemes (SNRO, SNR1, ..., SNRN) in
accordance with the desired BER value are calculated
priori to implementation thus reducing the online
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computation overhead. During communication, the
DPC algorithm [1] is used to continuously assess the
channel state and to calculate the transmission power
for the target SNRo of the lowest supported rate. Note
that, the DPC algorithm [1] calculates the transmission
power and predicts the channel state one step ahead.
The details of the estimation of the channel state are
presented in [6].
Next, an optimal control law, which is derived
using the dynamic programming solution, is applied
and a suitable rate is selected (rate K), together with
the required transmission power (PtK) is calculated. In
the next step, the upper limit for the transmission
power is imposed. The selected rate is then sent to the
transmitting node. Finally, a packet is transmitted from
a transmitter using the selected modulation scheme
with the calculated transmission power.
Remark 1: The modulation rate is selected using
queue utilization at the receiver thus controlling
incoming flow rate. In consequence, the control law
acts as a congestion control mechanism that prevents
packet losses caused by buffer overflows.
3. The proposed rate selection algorithm
This section presents the proposed rate selection
algorithm based on dynamic programming.
3.1. Proposed cost function
The proposed cost function includes a queue
occupancy cost and a cost of transmitting a given burst
of data. The latter is then approximated with quadratic
form to obtain an optimal control law which can be
derived using the standard Riccati equation. Moreover,
this solution is proven to converge.
3.1.1. Queue occupancy cost
Consider the queue utilization given by
qi(k + 1) qi,(k) + ui(k) + wi(k) (1)
where k 0,1,2,...,N - 1,N is the time instant, with N
being the last step of the DP algorithm, qi (k)
represents the queue utilization at node i at the time
instant k; wi (k) is the corresponding outgoing
traffic, and ui (k) is the incoming traffic at time k. The
term wi (k) is dictated by the next-hop node (i+1)
and is considered to be a random variable with a
known distribution and expected value.
For a target system performance, the current queue
utilization, qi (k), should closely track an ideal queue
utilization qideal, which is selected based on the
required throughput and delay. In such a case, the
buffer cost is selected as a quadratic function of error
between ideal and actual queue utilization as
(2)
where xi (k) = qi (k) - qideal is the current error of queue
utilization, and y is a scaling factor. The selection of
the parameter gamma will influence the convergence
of the queue utilization dynamics to a target value. T
Larger value of gamma parameter implies that more
effort will be spent on converging to the target queue
utilization and corresponding performance level.
However, this will render higher cost for
transmissions, thus consuming more energy than in the
case of lower gamma.
3.1.2. Transmission cost
The wireless nodes consume energy to transmit
packets. This energy depends on transmission power
needed for successful transmission and duration of
transmission. The selection of the modulation rate adds
complexity to this term since duration of transmission
will vary with modulation rate, and the required power
changes nonlinearly with a change of modulation rate.
The exact cost is expressed as
C (u (k)r (k)) =Po (k)SNR (r1(k)) ui(k) (3)
where ui(k) is the burst size, ri(k) is the modulation,
R(r) is a transmission rate for the modulation r,
SNR(r) and SNR(O) are signal-to-noise-ratios for
modulation r and 0 (the lowest, available
modulation), PO(k) is the power calculated for the
modulation 0 (zero); and k is the time instant.
Remark 2: The radio access standards have a
limitation on how long a channel can be used by a
given node. Hence, the burst size is limited by the
modulation rate used as ui (k) I R(ri (k)) < DMAX , where
DMAX is the maximum allowed duration of continuous
transmission.
Remark 3: The DP is minimizing cost functions
over the ui and r, . Thus the optimal value of ri for a
given ui can be inferred a priori, as a lowest rate that
supports a given burst size. Hence, the transmission
cost can be expressed as a function of ui
(4)
where CM(ui (k))= SNR(rj (k))/[SNR(O). R(ri (k))] is a
cost of transmitting a burst ui (k) using optimal
modulation ri* (k) for the burst size.
Remark 4: The cost function (4), when used in DP
will yield an optimal control law. However, the
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calculation of such a law is computationally expensive
and highly sensitive to values of ui (k). Hence, an
approximated cost function that will reduce the
complexity of the control law is proposed next.
3.1.3. Approximating transmission cost-function
with a quadratic form
Consider an approximated quadratic cost function
in form of
CQ(ui(k)) =a Po (k). [ui (k)]2 (5)
where parameter ac is selected such that the least-
square error for approximation of (4) is minimized.
Remark 5: Since the cost of transmission
CQ(ui (k)) is not exact the calculated control law will
be suboptimal.
Now, the final cost function is expressed as
Jk (xi (k)) =Qk (xi (k))2 +Rk (ui (k))2 + Jk+1 (xi (k + 1)) (6)
where Qk =y and Rk= aPo (k) are parameters from
(2) and (5). The cost function (6) is in a quadratic
form; hence, we can calculate an optimal law using the
standard Riccati equation [5] due to the linear nature
of the buffer dynamics. Next, the proposed solution
using Riccati equation is presented.
3.2. Solution for quadratic cost-function
First, we notice that the rate adaptation problem
should match closely the state of the system xi to the
outgoing flow wi rather than the queue utilization,
since keeping an adequate flow of the data is more
important than keeping the queue at certain level.
Hence, we consider a new state variable which is equal
to the sum of state xi and outgoing flow wi
zi (k) = xi (k) + wi (k) (7)
Consequently, the cost function can be obtained as
Jk (Zi (k))= Qk (zi (k))2 + Rk (ui (k))2 + Jk+1 (Zi (k + 1)) (8)
The minimization of (8) with respect to ui (k), for
k = N - 2,N - 3....,0, is performed by differentiating
(8) and equating it to zero. This yields an optimal
sequence for every k which is equal to
u: (k) zi (k) GN+1 /(Gk +Rk ) (9)
where
GN = QN, and Gk = Gk+(1 -Gk+1 /[Gk+l +GkD+Qk (10)
However, since the transmission duration is
unknown, it is desirable to calculate a steady-state
solution by assuming an infinite flow. The steady-state
solution is more useful in implementation, since most
of calculations can be performed offline before
network deployment and only limited calculations
have to be done online. In such a case, (9) becomes
u*(k) - G(qi (k) - qideal + E{w, (k)})/(G + Rk) (1 1)
where G is are stable state solution (k -* oo)of (10),
and Rk = a * Po (k) is a parameter of a cost function with
Po(k) being the transmission power value calculated
by the DPC for the next transmission.
Equation (11) is used before each transmission to
calculate a desired burst size u* . Next, the optimal
modulation rate is selected following Remark 2 and 3,
as the lowest rate that can support a given burst size.
3.3. Implementation consideration
In the proposed scheme, the rate selection is
performed at each RTS-CTS exchange. The selected
modulation rate and burst size are communicated from
the receiving node using CTS frame with additional
fields. Then, the transmitting node can modify the
modulation rate and, if necessary, burst size according
to power limits and congestion level as given next.
Transmission power is physically limited by the
hardware at a given node. Hence, the rate adaptation
has to exclude modulation rates that require excessive
transmission power. The maximum power will dictate
the highest modulation rate that can be applied for a
given channel state. If the modulation rate is reduced,
then the burst size will be reduced as well.
In the case of high congestion, the radio channel
experiences requests for channel access from
numerous nodes. Thus, it is necessary to increase the
modulation rate for completing the transmission
quicker. This will clear the channel sooner allowing
other nodes to transmit the data reducing congestion.
Notably, this increase of modulation rate should not
cause an increase in burst size since it will defy the
purpose of releasing the channel quicker. Moreover,
the receiving node has limited amount of data it can
accept due to buffer constraints and thus increasing the
burst size will cause uncontrolled increase in queue
size at the receiver.
4. Simulations
The NS2 simulator was used for evaluating the
proposed rate adaptation protocol for 802.11 based
network with AODV routing protocol. The two-hop
topology is used but due to the analytical results
obtained for the proposed technique, any network
topology can be utilized. The two-hop topology sets up
two flows between two pairs of source-destination
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nodes, where a common relay node is forwarding data
for both flows. The relay node becomes a bottleneck
for communication and presents an excellent
benchmarking case for rate adaptation.
Five modulation rates where used in the
simulation: 1, 2, 4, 6, and 8 Mbps. The corresponding
SNR values are 10, 14,22,28,32 dB (or 10, 25,
158,631, 1585). The following parameter were used in
DP scheme, cc =2.4 (calculated from (5) and the used
rates), Q=0.5, and G=0.667 that was calculated
from(1 0).
The burst mode transmissions in the proposed
protocol results in increased data throughput since an
overhead of backing-off and transmitting RTS/CTS is
reduced. Consequently, a comparison between
protocols with and without burst mode support will be
difficult. For that reason, the authors made a
straightforward modification of RBAR protocol to
enable the burst mode. Therefore, the modified RBAR
(BURST) protocol is compared with the proposed DP-
based (PDP) protocol. Next, simulation results using
the two hop topology are presented.
4.1. Simulation results
Table 1 summarizes the results of the simulations.
Throughput, drop rate at the intermediate node, and
energy efficiency (amount of data transmitted per joule
of consumed energy) are shown for varying per flow
generated traffic. In case of a low congestion with per-
flow traffic of up to 300kbps, both protocols can
transmit all generated packets without any difficulty.
However, as the congestion increases the proposed
DP-based (PDP) scheme is able to increase the
effective throughput more than RBAR, since the PDP
prevents packet drops at the intermediate nodes as
depicted in the Table 1. The proposed PDP scheme
eliminates any queue-related packet drops at the
intermediate node regardless of the generated traffic,
since it can precisely control the incoming flow by
specifying a maximum number of admissible packets.
Accordingly, the traffic emitted from sources is
reduced as the queue utilization at the receiver
increases thus preventing buffer overflows. On the
other hand, the modified RBAR with burst enabled
cannot control the incoming traffic, and as a result, the
packets are dropped at the intermediate node and the
end-to-end throughput suffers. An improvement of
throughput up to 96% is observed for the proposed
scheme, when compared with the modified RBAR
protocol.
Furthermore, the proposed scheme outperforms the
modified RBAR in terms of energy efficiency since the
PDP reduces modulation rate and transmission power
when possible while the RBAR always transmits with
maximum power and highest calculated rate.
Additionally, the PDP avoids buffer overflow thus
preventing retransmissions, which in turn increases
energy consumption and decreases end-to-end
throughput. The proposed scheme achieves a 131%
higher energy-efficiency than the modified RBAR
protocol.
Table 1. Simulation results for varying per flow rate
Per flow Throughput Drop rate at Energy
rate [kbps] intermediate efficiency
[kbps] node [packets] [kbit/joule]
PDP RBAR PDP RBAR PDP RBAR
100 146.6 138.8 0 2.3 0.33 0.28
300 203.3 198.7 0 15.6 0.42 0.34
400 329.5 245.1 0 122.6 0.68 0.42
500 326.0 242.2 0 160.9 0.67 0.42
1000 364.9 186.1 0 284.4 0.75 0.32
1500 360.1 194.0 0 282.4 0.74 0.33
5. Conclusions
Novel energy efficient rate adaptation protocol is
introduced that adaptively selects the rate based on
channel state and queue utilization by using Dynamic
Programming principle. By using this approach precise
congestion control can be performed, which in turn
results in higher throughput upto 96% and higher
energy-efficiency up to 131% over the RBAR
protocol. Simulations confirm that the data can be
transmitted faster with fewer dropped packets while
consuming less energy. Thus, the network life time is
extended and quality of service improved as expected.
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