ABSTRACT The spatial distribution of ion channels over the surface of a neuron is an important determinant of its excitable properties. We introduce two measures of channel clustering for use in patch-clamp experiments: a normalized chi-squared statistic (n) and the number of zero-channel patches in a data set (Z). These statistics were calculated for data sets describing the distribution of A-type potassium channels on neurons of the nudibranch Doriopsilla and measurements of Ca-dependent outward current channels on bullfrog hair cells, as well as simulated channel distributions. When channels are clustered, q is approximately equal to the amount of current in a cluster. The analysis shows that somatic A-channels in the nudibranch are distributed in clusters of -50 channels each. The clusters are <2 ,um wide and are separated, on average, by 3.2 ,m. Outward current channels on hair cells occur in clusters of -27 channels each, in agreement with the original analysis. Channel clustering may reflect properties of the insertion or regulation of channels in the membrane.
INTRODUCTION
Mature neurons express a number of different voltage dependent ion channels; the spatial distribution of different channels in particular regions of the cell is an important determinant of neuronal function. Considerable evidence has accumulated showing that ion channels in mature neurons are not randomly distributed but tend to occur in higher densities at specific locations (Almers and Stirling, 1984; Poo, 1985; Thompson and Coombs, 1988; Premack et al., 1989) . Good examples include the clustering of Na channels at the site of spike initiation (Catterall, 1981; Ellisman and Levinson, 1982) and the distribution of Ca channels, which are found in dendrites and presynaptic terminals but are scarce in axons (Katz and Miledi, 1969; Llinas and Nicholson, 1971) .
When patch-clamp techniques are used to record ion channel activity on a fine spatial scale, one often observes a high degree of heterogeneity in channel number. Some membrane patches contain no channels, whereas other nearby patches on the same neuron contain numerous channels. This suggests that channel proteins tend to occur in clusters rather than being distributed randomly over the neuronal surface. A rule is emerging that ion channel proteins in mature cells are distributed in stable, nonuniform patterns and their lateral mobility is quite limited Stuhmer and Almers, 1982; Beam et al., 1985; Angelides, 1986) . Channel clustering has implications for the mechanisms involved in the targeting of ion channels to specific membrane regions and anchoring them in place. Moreover, clustering of channels and their anchoring to skeletal elements can influence channel function and excitability (Brehm et al., 1983; Young and Poo, 1983; Roberts et al., 1990) .
There is a need to develop suitable statistical methods for evaluating the extent of channel clustering using patch-clamp data. We introduce two simple statistics that can be applied to this problem and illustrate their application to patch-clamp data sets from the literature. The experimental design that is most appropriate for using these statistics is described.
MATERIALS AND METHODS
The statistical treatment is applied to two experimental data sets. The spatial distribution of transient potassium current, IA, on neuron cell bodies ofthe nudibranch Doriopsilla was measured using a loose patch method (Premack et al., 1989) . These data include examples in which multiple patches were made on a single neuron, including one experiment where 31 patches were made (see Fig. 3 ). Whole-cell current was measured concurrently with the patch measurements. Single-channel current was determined by gigaseal patch. Roberts et al. ( 1990) provided a second data set that is appropriate for analysis and described the spatial distribution of Ca-dependent outward current channels in the basolateral region of vertebrate hair cells. The experimental methods are detailed elsewhere (Johnson and Thompson, 1989; Premack et al., 1989; Roberts et al., 1990) .
These data sets include the following measurements to make them appropriate for the present analysis: (a) currents and accurate, unstretched patch areas; (b) the time and voltage dependence of opening probability so one can scale the patch data; and (c) the mean current density in the whole cell, either from whole cell clamp or from averaging a number of patches on a single cell. In addition, knowledge of the single channel current allows conclusions on the nature of current distributions to be converted to units of channels.
THEORY
Our two statistics for evaluating ion channel clustering are a normalized chi-squared statistic (i7) and the number of patches in the data set that contain zero channels (Z). We determine the expectation and variance ofthese statistics for hypothetical models of the spatial distribution of ion channels. The square root of the variance is used to define the confidence interval for both statistics. We also give an approximation that allows the use of standard chi-squared tables for evaluation ofconfidence. These calculations allow us to test experimental data derived from patch-clamp experiments against specific models for channel distribution by computing X and Z for the data sets and comparing them to the expected values derived from the models.
A normalized chi-squared statistic
We call the ion channels on the surface of a cell "randomly distributed" if the expected channel density is the same everywhere and ifthere are no mechanisms to cluster or disperse channels. If membrane patches of constant area are sampled from randomly distributed channels, then xi, the number ofchannels observed in a set of patches, will follow a Poisson distribution. One can test the hypothesis that channels are randomly distributed ( Fig. 1 A) by calculating the ratio of the variance to the mean channel number. For a Poisson distribution, the variance-to-mean ratio is 1. Values >1 indicate clustering of channels, whereas values < indicate a more dispersed channel distribution than a random placement process would yield.
When membrane patches in the data set vary in area, as they normally do in patch-clamp experiments, this statistic must be modified to reflect the fact that each patch has its own expected number ofchannels. Customarily, investigators normalize current measurements by membrane area and report the results in units of current density. However, the variance ofthe current density is a function not only of the channel distribution but also of the distribution ofpatch areas and so is not a direct measure of channel clustering.
An appropriate modification of the variance-to-mean ratio that corrects for variability in patch area takes the form (2) where o( 1 /N2x) denotes terms of order 1 /Nx.* In this case, X is distributed as I /(N-I ) x21 (Cramer, 1945 (Diggle, 1983) .
For a given d and patch area A, the expected q can be expressed as
can be used as a kernel for convolution with the probability distribution of d to calculate the expected q for any hypothetical Cox process.
Ifwe make the very general assumption that the probability distribution of d is symmetrical around its mean, a simple expected value for q results:
This simple result has the interesting interpretation that in a broad range of models of variable current density, X increases linearly with patch area A, with an intercept of q = isingle for zero patch area.
For purposes of fitting the observed molluscan loosepatch data, we give the expected values of X and Z for one simple, specific model of variable channel density. In this model ( Fig. 1 B) , patches ofmembrane may have one oftwo current densities, d, and d2, with probability p and q, respectively. The expected values for n and Z are -pd2 +qd2 -d2
When d2 = 0, this model takes its extreme form, in which a fraction q of the membrane has no channels. In this case, <Z > = Nq (for dA > 1). One can test whether this condition applies to a given data set by dropping zero-channel patches from the data set. Since all of the remaining patches sample only the channel-containing portion ofthe membrane, it is expected that X = 4iWe for this edited data set. Var(x) = Mv + m2V (Pielou, 1977) , where Mand Vare the mean and variance of the number of clusters in a patch, and m and v are the mean and variance of the number of channels in a cluster. If clusters are positioned at random in the membrane, the number of clusters found in a patch will follow a Poisson distribution.
In this case, M = V and (<> = Var(x) A transformation of this simulation to log-log coordinates reveals a striking resemblance to a Lorentzian function (Fig. 2 B) . Previous theoretical and experimental work (Anderson and Stevens, 1973) The expected X7 is -50% its large-patch value when AC Ap. So just as the corner frequency of noise spectra is interpreted as the characteristic duration of a channel opening, the turning point of the spectra in Figure 2 B gives the characteristic area of a clustering "event."
We emphasize that the simulation does not give a Lorentzian function. The particular form of the curves in Fig. 2 This prediction is borne out by Monte Carlo simulation of loose patch recording (Fig. 2 A) Fig. 3 shows a loose patch data set from a giant neuron in the pedal ganglion of the nudibranch Doriopsilla. This data set was generated by recording the IA current density in 31 patches on a single neuron cell body in voltage clamp experiments. This was done using a loose patch current recording method and four patch electrodes ranging from 4 to 15 ,tm in tip diameter. Due to membrane infolding (Mirolli and Talbot, 1972; Johnson and Thompson, 1989) , each electrode produced patches that were quite variable in area. The average channel density for this data set is 0.26 channel/MIm2 and the average patch area is 1 13 3m2, giving an average of29.3 channels per patch. The single channel current is 0.33 pA.
After correction for measurement uncertainty (see Appendix), the computed statistics for this data set are X = 3.28 pA = 9.95 channels and Z = 3. The hypothesis that channels are distributed at random fails since the expected values under that assumption are < 7> = 1.00 ± (Fig.  1 B) . Given that zero-channel patches fall nearly exclusively in the low-density zone of this model then, it would be expected that dropping zero-channel patches would reduce the calculated q to 1 since all remaining patches would be sampled from the high density ofchannels. In fact, excluding zero-channel patches, the calculated value of q is 8.94 channels. These tests show that for these neurons, the observed distribution of IA channels cannot be explained by models in which channels are randomly distributed with variable density. The values for q and Z calculated from this data set are consistent with model 2, the Poisson-Poisson clustered model for channel distribution. For this data set, the q statistic predicts m = q -1 = 9.0 ± 2.3 channels per cluster, and the Z statistic predicts that m = 10.7 ± 2.9 channels per cluster. The estimate from Z was made by plotting Z against m for this data set (Fig. 5) and finding the range of m that fell within the error in Z. These analyses give two independent estimates of the number of channels per cluster, and the average of the two is 9.8 ± 1.8 channels per cluster. At the activation voltage used in these experiments, the probability that an individual IA channel will open during the voltage step is -0.2. Accordingly, the total number of activatable IA channels per cluster is 49 ± 9 channels per cluster.
We made an attempt to estimate the spatial dimension of channel clusters. The loose patch data from 29 cells (2-31 patches per cell, 140 patches) were pooled and grouped by patch area into eight bins (Fig. 4) A to correct this to a "true" value of27.9. This is consistent with a Poisson-Poisson model for channel clustering with m = 26.9 ± 5.3 channels per cluster. This value is in good agreement with their conclusion that calcium-dependent K channels are distributed in clusters of -29 channels each, with -24 clusters per cell. Note that although the noise estimate is a freely varying parameter of their model rather than a measured variable, our estimate of the number of channels per cluster matches theirs without adjustment of this parameter.
DISCUSSION
A normalized chi-squared statistic for channel number, tq, and the number of observed zero-channel patches in a data set, Z, provide good statistical indicators ofnonrandom channel distributions in data generated by patchclamp experiments. By using these statistics on the data of Premack et al. ( 1989) , we conclude that IA channels are arranged in clusters averaging about 50 channels each, distributed randomly over the surface ofthe cell. A drop-off in q versus decreasing patch area is not observed, indicating that these clusters are smaller than 2 ,um in diameter. A graphical representation ofthis model is given in Fig. 1 C. The following conditions are sufficient to apply our analysis: (a) patches must not overlap each other, to ensure independence of samples; (b) no gradients in current density are observed over the surface of the cell; and (c) if data are to be pooled from different cells, current density must be known for each individual cell. In the experimental design, electrodes should be as small in area as possible so that variations in current will be large relative to measurement errors; this also maximizes the likelihood of observing zero-channel patches. Using a range of electrode areas will allow a test of variable channel-density models such as model 1 in this paper. A range of electrode areas also allows determination of cluster size; the smallest cluster dimension detectable will be within an order of magnitude of the smallest patch areas obtained. Finally, if single-channel measurements are available, then current clustering can be converted to units of channels to determine how many channels are present in a cluster.
Another prerequisite for this analysis is the accurate determination of patch area and current. These conditions are not always met in gigaseal patch recording, in which membrane-distorting suction is often needed to make the seal. Karpen et al. ( 1991 ) observed apparent clustering of cGMP-dependent cation channels in excised patches from salamander retinal rods; this effect disappeared when they switched to a loose-patch recording method. For this reason we regard our analysis as applicable principally to measurements not requiring suction before measurement ofpatch capacitance. A general treatment of the theoretical effects of measurement errors on the present analysis is given in the Appendix.
We have derived expected values for v and Z for several alternative models of channel distribution. These statistics provide two separate tests to apply to models of nonrandom channel patterning. They are not independent ofone another, but in the present analysis we found that the calculated X was the same with or without zerocurrent patches. A satisfactory model ofchannel patterning must match predictions for both X and Z. Although more complex models of channel clustering than those presented in this paper are certainly possible, the simplicity of the models presented here allows general conclusions on the nature of channel patterning to be made. One benefit of this approach is that more complex models of channel patterning can in most cases be reducible to one of the two nonrandom models presented here. Note that the present analysis supersedes a less-than-adequate analysis made by us previously (Premack et al., 1989) .
If the data set is sufficiently large and spans a range of patch areas, an upper limit on channel cluster dimension can be set by looking for a drop-off in 77 versus decreasing patch area. This interpretation is analogous to those inferred from spectral noise analysis, with patch area rather than time as the independent variable (Anderson and Stevens, 1973) .
Treatment ofthe data of Roberts et al. using our technique supports the conclusions they have drawn. Their conclusions were based on an iterative computer model that varied the number of channels per cluster (m) and the measurement uncertainty (a,). The compatibility of any given model was assessed by a log-likelihood calculation. In our analysis, a calculation ofv and Z can be done using a hand calculator and judicious consideration of experimental techniques. However, our analysis requires an independent measurement of the current measurement uncertainty, O,.
Why are A-channels clustered on these molluscan cell bodies? Unlike Ca-dependent K channels, the electrophysiological contribution ofA-current to membrane excitability is not expected to be influenced by channel clustering on the scale demonstrated here. It may be that observed channel clustering here reflects packaging of channels and vesicle insertion in the membrane. The clustering we observe would be accounted for if, once inserted, channels were anchored in the membrane to each other or to a cytoskeletal network, as has been observed for sodium channels (Angelides et al., 1988) . Accumulation of channels in clusters would reduce the later metabolic energy needed to fabricate channel hotspots. This would be especially useful in the case of sodium channels, which are concentrated in spike-initiating zones. However, we have no evidence yet that the clusters we observe are static or have their origins at the time of channel insertion in the membrane.
APPENDIX
It is necessary to consider the effect of experimental error in the measurement of patch current density on the expected values of q and Var (nq). This was done by expressing the uncertainty in observed and expected current, xi and e,, as fractions a, and ae of their measured values. The magnitude ofthese errors depends on uncertainty in channel number, patch area, and expected channel density. Here we apply standard methods of error propagation to the formulas for Q and Var( X) to give the dependence of these expressions on a., and ae. The result of this analysis is two correction terms. One, ,i', must be subtracted from x1 computed from the data set to give a true value, and one, [ Var (nX)]', must be added to the theoretical Var (i7) to give a variance that reflects measurement uncertainty.
In our error analysis, uncertainty in the number of channels in a patch is represented as a fraction a., of the current measured in the patch, x. In the A-current data considered here, the main contributor to a, is the stochastic nature of channel gating. If the probability of channel opening is p under the conditions in which the patch current density is measured, the number ofchannels in the patch has fractional uncertainty a2 = (1 -p)/x. To minimize this uncertainty, experiments should be designed to set the probability of channel opening as high as possible. Other contributions to a., include noise terms to the recording apparatus, stray capacitance, and the finite resistance of the seal formed between the electrode and the membrane. In the A-current data, these errors are less than ±5% ( 10% peak-to-peak) (Johnson and Thompson, 1989) . A separate source of potential error is the uncertainty in determining the single-channel current amplitude, which must be known to determine the number ofactive channels in a patch.
If each of these error sources is independent of the others, the individual uncertainties may be added in quadrature to give a total u,, (Bevington, 1969) .
The fractional uncertainty in the expected current is similarly represented as ae. In this case, uncertainty in current density di and patch area Ai both contribute to ae. In loose patch recordings, the channel density is calculated by pooling all patches for a single cell and dividing the total number ofchannels by the total patch area. We were unable to use whole-cell measurements in estimating somatic channel density, owing to the high density of A-current in the axon. Uncertainties in d and A are added in quadrature to give a, The result of theoretical error analysis using a. and a, is that experimentally determined values of v are larger than the values of v that would be obtained in an experiment with no channel measurement error (oa. = 0). The additional component q', which must be subtracted from the calculated value of q, is v ¢xgsile + [2ae In I ae 1 +(?7+x)lsigne. (Al) The second term was computed for a uniform error distribution for e; it is insignificant if ae < 0.1.
The errors ax and Ue also affect the confidence intervals for each of the individual models of channel patterning. The corrections in this case depend on both ax and ge and are different for the different models. Correction terms must be added to the theoretical variance For the A-current data set, the probability ofchannel opening was at most 0.2. The resulting uncertainty in channel numbers accounted for over 98% of the correction term 7', which was between 0.8iji,g, and 1 2i,j W, for all experiments. For the data of Roberts et al. (1990) on hair cells, we based our corrections on their fit to a model that included uncertainty in current measurements. This uncertainty, which stems from the high minimum uncertainty associated with the method of variance-mean measurements of current, is al = 0.32, and we assume ax = al for our analysis of their data.
In summary, when Eqs. Al and A2 are applied to the data sets at hand, we find that the correction i' is significant for both data sets analyzed here: molluscan loose patch and bullfrog hair cell data. The correction [ Var (n)]' is not significant, except in experiments in which channel density was not known accurately for individual cells.
Finally, it must be noted that all conclusions drawn from t 7 are in units of observed channels. Clustering parameters can be normalized by a factor equal to the open probability of a channel under the condition of time and voltage at the time the current measurement is taken. This correction requires accurate knowledge ofthe voltage dependence and kinetics of channel gating derived from voltage clamp experiments.
