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Abstract. Using uniformization, Cantor type sets can be regarded as boundaries of
rooted trees. In this setting, we show that the trace of a first-order Sobolev space on the
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exponent. Further, we study quasisymmetries between the boundaries of two trees, and
show that they have rough quasiisometric extensions to the trees. Conversely, we show
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their boundaries. In both directions we give sharp estimates for the involved constants.
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1. Introduction
Much of the recent development of analysis in metric measure spaces has tended to
focus on two types of metric measure spaces: those that are highly connected (whose
measures are doubling and support a Poincare´ inequality, see for example [4], [5],
[6], [7], [10], [11], [19], [22], [25], [28], [37], [44], and the references therein), and
those that are fractals with a minimal connectedness property (the so-called post-
critically finite fractals such as the Sierpin´ski gasket, see for example [13], [29], [42],
[43], and the references therein). Totally disconnected sets such as Cantor sets tend
to fall outside of both these categories. Papers such as Bellissard–Pearson [2] and
Kigami [36] have studied analysis on Cantor type metric spaces, but only from the
1
2 Anders Bjo¨rn, Jana Bjo¨rn, James T. Gill, and Nageswari Shanmugalingam
point of view of linear theory (p = 2). The goal of this paper is to study such totally
disconnected sets from the point of view of nonlinear analysis on metric measure
spaces, with emphasis on function spaces and on quasisymmetric mappings between
such sets.
The setting considered here is that of uniformly perfect totally disconnected
metric measure spaces, including various types of Cantor sets. As explained in
Semmes [40], [41] such spaces are, up to biLipschitz equivalence, also obtained as
ultrametric spaces which are boundaries of rooted regular trees equipped with a
weighted metric (called uniformization metric in [8]). This point of view is similar
to the uniformization process considered by Bonk–Heinonen–Koskela [8], and to the
hyperbolic buildings, obtained by pasting together hyperbolic regions in a combi-
natorial way, studied by e.g. Bourdon–Pajot [10], [11]. However, while the Gromov
boundaries in [8] as well as boundaries of hyperbolic buildings considered in [10] and
[11] are highly connected, the boundary Cantor sets considered in this paper are to-
tally disconnected. This in particular means that the Besov spaces considered below
are nontrivial for all smoothness exponents θ > 0, in contrast to e.g. The´ore`me 0.3
in [11]. Note also that, because of the essentially one-dimensional structure of the
trees, our setting does not fall under the scope of spaces with Q-bounded geometry
considered with Q > 1 in [8, Section 9].
Cantor sets embedded in Euclidean spaces support a fractional Sobolev space
theory based on Besov spaces. Indeed, Besov functions on such sets are traces
of the classical Sobolev functions on the ambient Euclidean spaces, see Jonsson–
Wallin [33], [34]. See also Danielli–Garofalo–Nhieu [14], [15] for such results on
ambient Carnot–Carathe´odory spaces. Similar extension and trace theorems on
more general subsets of Euclidean spaces, obtained by means of Haj lasz–Sobolev
type spaces on metric spaces, can be found in Haj lasz–Martio [23]. For further
discussion of Sobolev functions on Euclidean domains and their extension and trace
theorems we refer the reader to Maz′ya [39].
Thus the potential theory on such Cantor sets is linked to the classical potential
theory on the ambient Euclidean space. In the first part of this paper we obtain
similar trace and extension theorems for Sobolev and Besov spaces on regular trees
and their Cantor type boundaries. In particular, we show that the Besov space
Bθp,p on the boundary is exactly the trace of the Newton–Sobolev space N
1,p on the
associated regular tree. Here the smoothness exponent of the Besov space is
θ = 1−
β/ε−Q
p
,
where Q is the Hausdorff dimension of the Cantor type boundary and β/ε is a
“dimension” determined by the uniformization metric and a weighted measure on
the tree, see Propositions 6.1 and 6.4 and Theorem 6.5. In the setting considered
here, we necessarily have β/ε > Q as stipulated in (3.2), and so we have θ < 1. This
is in contrast to Bourdon–Pajot [11], where, when p < Q, one needs θ = Q/p > 1.
The trace theorem we obtain in this paper corresponds exactly to the exponents
in Jonsson–Wallin [33], [34]. For trees, our result extends and complements the
general trace result for Besov spaces on metric spaces in Gogatishvili–Koskela–
Shanmugalingam [19, Theorem 6.5]. As an application of our trace result, for
sufficiently large p we obtain embeddings of Besov spaces on Cantor sets into spaces
of Ho¨lder continuous functions, see Proposition 6.6. Along the way we also show that
trees with bounded degree, equipped with a weighted metric and measure (called a
uniformization metric in [8]) are doubling and support a 1-Poincare´ inequality, see
Sections 3 and 4.
In Bourdon–Pajot [11, The´ore`me 0.1] certain Besov spaces with the smoothness
exponent θ = Q/p were identified with cohomologies of conformal gauges. As a
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special case of the above trace theorem, we obtain a variant of this result in our
setting of totally disconnected Cantor type boundaries, see the comment following
Proposition 6.1.
In the Euclidean setting it is now well known that quasiconformal mappings
preserve the classical Sobolev spaces W 1,n(Rn), see the discussion in Heinonen–
Kilpela¨inen–Martio [26]. On totally disconnected spaces, quasiconformal mappings
are not so useful, because of the lack of nonconstant curves. Instead, one should
consider quasisymmetries, i.e. mappings satisfying
d(f(x), f(y))
d(f(x), f(z))
≤ η
(
d(x, y)
d(x, z)
)
for all x, y, z with x 6= z, where η : [0,∞) → [0,∞) is a homeomorphism. In
the setting of quasisymmetric mappings between Ahlfors regular metric spaces,
Koskela–Yang–Zhou [38, Theorem 5.1] recently obtained an invariance result for
Besov spaces with the smoothness exponent θ = Q/p, where Q is the Ahlfors-
regularity dimension. Quasisymmetries also turn out to be the natural maps for
studying boundaries of hyperbolic buildings and Gromov hyperbolic spaces, see for
example [11], [17], [20], [30], [35], [46], and the references therein. Since trees are
the quintessential models of Gromov hyperbolic spaces (see for example Bridson–
Haefliger [12]), these maps are natural for us as well.
Hence in the second part of this paper we consider quasisymmetries between the
boundaries of (not necessarily regular) trees, and show that they can be extended
to rough quasiisometries (also called quasiisometries in the literature) between the
corresponding trees. A mapping F between two trees is a rough quasiisometry if
there are positive constants L1, L2 and Λ such that for all points x and y in the
domain tree,
L1|x− y| − Λ ≤ |F (x)− F (y)| ≤ L2|x− y|+ Λ,
where | · − · | denotes the unweighted geodesic distance on the tree, and the density
condition that for each z ∈ Y there is an x ∈ X so that |F (x) − z| < Λ holds.
Conversely, we show that every rough quasiisometry between two trees induces a
quasisymmetry between the respective boundaries. These results appear in Sec-
tions 8 and 9, and extend a theorem by Gromov [20] to our setting of trees with
totally disconnected boundaries. The parameters η, L1 and L2 associated with the
obtained mappings are optimal and match each other, see Theorems 8.2 and 9.9,
and the comments following them.
The above extension result for quasisymmetries, together with our trace result
for Besov spaces, is in turn used to show that certain Besov spaces on uniformly
perfect ultrametric spaces are preserved by quasisymmetric mappings, see Theo-
rem 8.3. For example, we show that every quasisymmetric (α1, α2)-power map
as in (8.2) between two Cantor type spaces of Hausdorff dimensions QX and QY
induces the following embeddings between their Besov spaces,
BQY /p+τ/α1p,p −֒→ B
QX/p+τ
p,p −֒→ B
QY /p+τ/α2
p,p ,
BQY /p−τ/α2p,p −֒→ B
QX/p−τ
p,p −֒→ B
QY /p−τ/α1
p,p ,
with τ ≥ 0, see Remark 8.4. This extends (in the setting of such spaces) the
above mentioned Theorem 5.1 in Koskela–Yang–Zhou [38] beyond the case θ = Q/p
considered there. Thus, potential theory on uniformly perfect ultrametric spaces
is associated with the theory of quasisymmetric mappings between them. We also
direct interested readers to Hambly–Kumagai [24] for a discussion linking rough
quasiisometries (called rough isometries in [24]) to potential theory on graphs that
arise as approximations of finitely ramified fractals.
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2. Notation and preliminaries
A graph G is a pair (V,E), where V is a set of vertices and E ⊂ V × V is a set of
edges. We are interested in undirected graphs and consider (x, y) and (y, x) to be
the same edge for x, y ∈ V . Two vertices x, y ∈ V are neighbors if (x, y) ∈ E. The
degree of a vertex equals the number of neighbors it has. We will be interested in
infinite graphs, but all vertices will be required to have finite degree.
The graph structure gives rise to a natural well-known connectivity structure.
A tree is a connected graph without cycles, or equivalently a graph such that for
any pair of vertices x, y ∈ V there is a unique path of distinct edges connecting x
to y. A graph (or tree) is made into a metric graph by considering each edge as a
geodesic of length one.
We will only be interested in rooted trees. A rooted tree X is a tree with a
distinguished vertex called the root, which we will denote by 0. In Section 8 and
later, when we deal with more than one tree, we denote the root of a tree X by 0X .
For x ∈ X , let |x| be the distance from the root 0 to x, that is, the number of
edges in the geodesic from 0 to x. The geodesic connecting two vertices x, y ∈ X
is denoted by [x, y], and its length (the number of edges it contains) is denoted
|x − y|; note that if x and y are descendants of two different children of 0, then
|x− y| = |x|+ |y|. We write x < y if a vertex y is a descendant of a vertex x (that
is, |x| < |y| and x lies in the geodesic connecting 0 to y), and more generally x ≤ y
if the geodesic from 0 to y passes through x; in this case |x− y| = |y| − |x|.
The neighbors of a vertex x ∈ X are of two types: A parent y of x is the neighbor
which is closer to the root, and all other neighbors are children of x. Each vertex
has exactly one parent, except for the root itself which has none. We will mostly
consider rooted trees such that each vertex other than the root has degree at least
3, while the root 0 is expected to have degree at least 2.
The most familiar rooted trees are binary trees in which each vertex has exactly
two children. More generally a K-ary tree is a rooted tree such that each vertex
has exactly K children. Note that a K-ary tree is almost regular: all vertices but
the root have degree K + 1, whereas the root has degree K. In this paper we say
that a tree is regular if it is K-ary for some integer K ≥ 1.
As is customary, we say that A . B and equivalently B & A, if there is a
constant C > 0 (independent of the variables that A and B are functions of) such
that A ≤ CB. We also write A ≃ B if A . B . A.
Let ε > 0 be fixed from now on. We introduce a uniformizing metric (in the
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sense of Bonk–Heinonen–Koskela [8]) on X by
dX(x, y) =
∫
[x,y]
e−ε|z| d|z|. (2.1)
Here d|z| stands for the measure which gives each edge Lebesgue measure 1, as we
consider each edge to be an isometric copy of the open unit interval and the vertices
are the points which close this interval. In this metric, diamX = 2/ε if the root has
at least two children and every vertex has at least one child. Though this metric
defines a weighted metric on both the vertices and the edges (seen as copies of an
open interval on the real line), we will typically only discuss the distance between
vertices.
Throughout the paper we assume that 1 ≤ p <∞.
3. Doubling condition on trees
In this section we assume that X is a rooted tree such that each vertex has at least
one and at most K children. The proofs of the results in this section, however,
are substantially simpler if we assume K-regularity of the tree. In Remark 3.10 we
show how to remove the regularity assumption so that the results hold under the
above generality.
The aim of this section is to show that the weighted measure
dµ(x) = e−β|x| d|x| (3.1)
is doubling on X (when equipped with the uniformizing metric dX), where
β > logK (3.2)
is fixed from now on. (If β ≤ logK, then µ(X) = ∞ for the regular K-ary tree
by (3.6) below, and as X is bounded, µ would not be doubling. This case is
therefore not of interest to us. For nonregular trees we might have µ(X) <∞ even
if β ≤ logK, but we do not consider this case here.)
We shall estimate the measure of balls in X and show that it is doubling. Let
B(x, r) = {y ∈ X : dX(x, y) < r} denote an (open) ball in X with respect to
the metric dX . Also let F (x, r) = {y ∈ X : y ≥ x and dX(x, y) < r} be the
downward directed “half ball”. Note that X = B(0, 1/ε) = F (0, 1/ε) and that
F (x,∞) = F (x, e−ε|x|/ε). We need to consider several cases depending on whether
the radius r is small compared with |x| or not.
The following comparisons and estimates for “half balls” will be useful. We first
state a simple algebraic lemma which will simplify our calculations.
Lemma 3.1. Let σ > 0 and t ∈ [0, 1]. Then
min{1, σ}t ≤ 1− (1− t)σ ≤ max{1, σ}t.
Proof. Let f(τ) = τσ . If σ ≥ 1, then f is convex and for 0 ≤ τ ≤ 1,
1− τ ≤ f(1)− f(τ) ≤ f ′(1)(1− τ).
Letting τ = 1− t gives the conclusion. The case σ ≤ 1 is treated similarly.
Lemma 3.2. For every x ∈ X and r > 0 we have
F (x, r) ⊂ B(x, r) ⊂ F (z, 2r),
where z ≤ x and
|z| = max
{
|x| −
1
ε
log(1 + εreε|x|), 0
}
. (3.3)
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Proof. The first inclusion is clear and true for all r. As for the second inclusion,
note first that if r ≤ (1 − e−ε|x|)/ε then
|z| = |x| −
1
ε
log(1 + εreε|x|) (3.4)
and
dX(x, z) =
∫ |x|
|z|
e−εt dt =
1
ε
e−ε|x|(e−ε(|z|−|x|) − 1) = r.
At the same time, if r ≥ (1− e−ε|x|)/ε, then
dX(x, z) = dX(x, 0) =
∫ |x|
0
e−εt dt =
1
ε
(1− e−ε|x|) ≤ r.
Hence, for all r > 0 and all y ∈ B(x, r), we have
dX(y, z) ≤ dX(x, y) + dX(x, z) < 2r.
Clearly, y ≥ z for such y, which completes the proof.
Lemma 3.3. For z ∈ X and 0 < r ≤ e−ε|z|/ε,
µ(F (z, r)) ≃ e(ε−β)|z|r.
Note that the upper estimate in Lemma 3.3 holds even if some vertices in X
have no children, i.e. if we allow finite branches.
Proof. Let ρ > 0 be such that∫ |z|+ρ
|z|
e−εt dt =
1
ε
e−ε|z|(1 − e−ερ) = r. (3.5)
Note that for each |z| ≤ t ≤ |z|+ ρ, the number of points y ∈ F (z, r) with |y| = t
is approximately Kt−|z|. Hence
µ(F (z, r)) ≃
∫ |z|+ρ
|z|
Kt−|z|e−βt dt =
K−|z|
β − logK
e(logK−β)|z|(1 − e(logK−β)ρ)
=
e−β|z|
β − logK
(1 − (1− εreε|z|)(β−logK)/ε). (3.6)
Lemma 3.1 with t = εreε|z| implies that
µ(F (z, r)) ≃ e−β|z|εreε|z| ≃ e(ε−β)|z|r.
Corollary 3.4. If 0 < r ≤ e−ε|x|/ε, then µ(B(x, r)) ≃ e(ε−β)|x|r.
Proof. Let z be as in Lemma 3.2. If z = 0 then B(x, r) ⊂ F (0, r + ρ), where
ρ = dX(0, x) =
∫ |x|
0
e−εt dt =
1
ε
(1− e−ε|x|) ≤ r
and r + ρ ≤ 1/ε = e−ε|z|/ε. For z > 0 we have
2r ≤
e−ε|x|(1 + εreε|x|)
ε
=
e−ε|z|
ε
.
Since in both cases 1 ≤ e|x|−|z| ≤ (1 + εreε|x|)1/ε ≃ 1, the result now follows by
applying Lemma 3.3 to F (x, r) and F (z, 2r) (or F (0, r + ρ) for z = 0).
Geometric analysis on Cantor sets and trees 7
Lemma 3.5. Let x ∈ X and
e−ε|x|
ε
≤ r ≤
1
ε
(1− e−ε|x|). (3.7)
Then µ(B(x, r)) ≃ rβ/ε.
Proof. By Lemma 3.2 and the second inequality in (3.7), we haveB(x, r) ⊂ F (z,∞) =
F (z, e−ε|z|/ε), where 0 ≤ z ≤ x is given by (3.4). Lemma 3.3 then yields
µ(F (z,∞)) . e(ε−β)|z|e−ε|z| ≃ e−β|z|. (3.8)
Now, the first inequality in (3.7) implies that 1 + εreε|x| ≤ 2εreε|x|. It then follows
from (3.4) that
e−β|z| = e−β|x|(1 + εreε|x|)β/ε ≤ (2εr)β/ε.
Inserting this into (3.8) finishes the proof of the upper bound.
As for the lower bound we have, using (3.4) again, that
µ(B(x, r)) ≥
∫ |x|
|z|
e−βt dt =
e−β|x|
β
((1 + εreε|x|)β/ε − 1).
The function f(t) = ((1 + t)β/ε − 1)/tβ/ε is monotone and limt→∞ f(t) = 1. As
εreε|x| ≥ 1, this yields that f(εreε|x|) ≥ min{1, f(1)} ≃ 1. Hence
µ(B(x, r)) & e−β|x|(εreε|x|)β/ε ≃ rβ/ε.
Lemma 3.6. Let x ∈ X and dX(x, 0) = (1 − e
−ε|x|)/ε ≤ r ≤ 2 diamX. Then
µ(B(x, r)) ≃ r. In particular, if x = 0 then this estimate holds for all r ≥ 0.
Proof. We have 0 ∈ B(x, r) by assumption, and hence B(x, r) ⊂ F (0, 2r). It then
follows from Lemma 3.3 that
µ(B(x, r)) ≤ µ(F (0, 2r)) . r.
As for the lower bound, consider first the case r < 1/ε. As 0 ∈ B(x, r), letting
ρ = − log(1 − εr)/ε, implies
µ(B(x, r)) ≥
∫ ρ
0
e−βt dt =
1− e−βρ
β
=
1
β
(1 − (1− εr)β/ε).
Lemma 3.1 then yields µ(B(x, r)) & r. If 1/ε ≤ r ≤ 2 diamX ≤ 4/ε, then
µ(B(x, r)) ≥ µ
(
B
(
x, 15r
))
≃ r.
The following proposition follows from Corollary 3.4 together with Lemmas 3.5
and 3.6. Note that if β = ε, then X becomes Ahlfors 1-regular, that is, µ(B(x, r)) ≃
r for all x ∈ X and 0 < r ≤ 2 diamX .
Proposition 3.7. Let x ∈ X, 0 < r ≤ 2 diamX and R0 = e
−ε|x|/ε. If |x| ≤
(log 2)/ε then µ(B(x, r)) ≃ r. If |x| ≥ (log 2)/ε then
µ(B(x, r)) ≃
{
e(ε−β)|x|r for r ≤ R0
rβ/ε for r ≥ R0.
Proof. If |x| ≤ (log 2)/ε then e(ε−β)|x| ≃ 1 and the result follows directly from
Corollary 3.4 and Lemma 3.6. (Note that e−ε|x| ≥ 12 in this case.)
If |x| ≥ (log 2)/ε and r < (1 − e−ε|x|)/ε then the estimate follows directly from
Corollary 3.4 and Lemma 3.5. For r ≥ (1− e−ε|x|)/ε ≥ 1/2ε we have by Lemma 3.6
that µ(B(x, r)) ≃ r ≃ 1 ≃ rβ/ε.
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Corollary 3.8. The following dimension condition holds for all balls B(x, r) and
B(x′, r′) with x′ ∈ B(x, r) and 0 < r′ ≤ r,
µ(B(x′, r′))
µ(B(x, r))
&
(r′
r
)s
, (3.9)
where s = max{1, β/ε} is the best possible.
Proof. Assume first that x′ = x. The general case x′ ∈ B(x, r) will be taken care
of later. Assume also that r ≤ 2 diamX .
If |x| ≤ (log 2)/ε, then µ(B(x, r)) ≃ r for all 0 ≤ r ≤ 2 diamX , by Proposi-
tion 3.7, and (3.9) follows. Also, if |x| ≥ (log 2)/ε and both r′ and r belong to the
same interval in Proposition 3.7, then (3.9) follows directly from Proposition 3.7.
Let us therefore assume that |x| ≥ (log 2)/ε and r′ ≤ R0 ≤ r. Then
µ(B(x, r′))
µ(B(x, r))
≃
e(ε−β)|x|r′
rβ/ε
≃


(
R0
r′
)β/ε−1(r′
r
)β/ε
, if β ≥ ε,(
R0
r
)β/ε−1(r′
r
)
, if β ≤ ε.
Since R0/r
′ ≥ 1 ≥ R0/r, (3.9) follows in this case as well. This also shows that
(3.9) cannot hold for any s < max{1, β/ε}.
Now, let x′ ∈ B(x, r) and 0 < r′ ≤ r ≤ diamX . Then B(x, r) ⊂ B(x′, 2r) and
hence by the above
µ(B(x′, r′))
µ(B(x, r))
≥
µ(B(x′, r′))
µ(B(x′, 2r))
&
( r′
2r
)s
.
Finally, if r ≥ diamX , then B(x, r) = X = B(x′, diamX) and thus
µ(B(x′, r′))
µ(B(x, r))
=
µ(B(x′, r′))
µ(B(x′, diamX))
&
( r′
diamX
)s
≥
(r′
r
)s
.
This immediately gives the following corollary.
Corollary 3.9. The measure µ is doubling, i.e. µ(B(x, 2r)) . µ(B(x, r)).
Remark 3.10. Assume that X is nonregular but such that each vertex has at least
one and at most K children for some K ≥ 1, and let β > logK. By adding edges
to X we obtain a regular K-ary tree XK containing X , equipped with the same
metric and measure as X . For every x ∈ X and r > 0 we then have
B(x, r) ⊂ BXK (x, r) := {y ∈ XK : dX(x, y) < r}.
At the same time, an infinite geodesic from 0 in X , passing through x, can be
regarded as a regular 1-ary tree X1 contained in X . Hence
B(x, r) ⊃ BX1(x, r) := {y ∈ X1 : dX(x, y) < r}.
Since X1 and XK are regular 1-ary and K-ary trees, all results in this section apply
to them and we have by Proposition 3.7,
µ(BX1 (x, r)) ≤ µ(B(x, r)) ≤ µ(BXK (x, r)) ≃ µ(BX1 (x, r)).
This implies that the results in this section hold also for nonregular X with bounds
on the number of children. In particular, the measure µ given by (3.1) is doubling.
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4. Poincare´ inequality on trees
In this section we assume that X is a rooted tree such that each vertex has at most
K children (in particular, finite branches are allowed).
We will show that the measure and metric, given in Section 3, together support
a 1-Poincare´ inequality for functions and their upper gradients. Let u ∈ L1loc(X).
We say that a Borel function g : X → [0,∞] is an upper gradient of u if
|u(z)− u(y)| ≤
∫
γ
g dXs (4.1)
whenever z, y ∈ X and γ is the geodesic from z to y, where dXs denotes the arc
length measure with respect to the metric dX . In the current literature on metric
measure spaces, the inequality (4.1) is required to hold for all rectifiable curves with
end points z and y. However, in the setting of a tree any such curve contains the
geodesic connecting z to y, and it is therefore equivalent to define it as above on
the tree.
The notion of upper gradients is due to Heinonen and Koskela [28]; we refer
interested readers to Haj lasz [21] and Bjo¨rn–Bjo¨rn [4] for detailed discussions on
upper gradients.
The Newtonian space N1,p(X), 1 ≤ p < ∞, is defined as the collection of
functions for which the norm
‖u‖N1,p(X) :=
(∫
X
up dµ+ inf
g
∫
X
gp dµ
)1/p
<∞,
where the infimum is taken over all upper gradients of u. If u ∈ N1,p(X), then it
has a minimal p-weak upper gradient gu, which in our case is an upper gradient
(since the empty set is the only curve family with zero p-modulus on a tree). The
minimal upper gradient gu is unique up to measure zero, and is minimal in the
sense that if g ∈ Lp(X) is any upper gradient of u then gu ≤ g a.e. We refer the
interested reader to Shanmugalingam [45, Corollary 3.7] (p > 1) and Haj lasz [21,
Theorem 7.16] (p ≥ 1) for proofs of the existence and uniqueness of such a minimal
upper gradient.
Our aim in this section is to establish the following 1-Poincare´ inequality,
∫
B
|u(y)− uB| dµ(y) ≤ Cr
∫
B
g dµ,
where u is integrable, g is an arbitrary upper gradient of u, r is the radius of B and
uE :=
∫
E
u dµ :=
1
µ(E)
∫
E
u dµ
whenever E is measurable and 0 < µ(E) <∞.
Lemma 4.1. Let B = B(x, r) ⊂ X be a ball and let z be as in Lemma 3.2. Then
for every u : B → R and every upper gradient g of u in B,
∫
B
|u(y)− u(z)| dµ(y) ≤
∫
B
g(w)e(β−ε)|w|µ({y ∈ B : y ≥ w}) dµ(w).
Proof. As dXs = e
−ε|x| d|x| = e(β−ε)|x| dµ(x), we obtain using the Fubini theorem
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that ∫
B
|u(y)− u(z)| dµ(y) ≤
∫
B
∫
[z,y]
g dXs dµ(y)
=
∫
B
∫
[z,y]
g(w)e(β−ε)|w| dµ(w) dµ(y)
=
∫
B
g(w)e(β−ε)|w|µ({y ∈ B : y ≥ w}) dµ(w).
Theorem 4.2. The space X = (X, d, µ) supports a 1-Poincare´ inequality.
For simplicity, the proof below will assume that X is regularK-ary; to generalize
the proof to nonregular trees one only needs to note the comment after Lemma 3.3.
Proof. Let B = B(x, r) be a ball. We shall use the estimate from Lemma 4.1. Let
us first estimate |w| for w ∈ B. For |w| ≥ |x|, we must have
r >
∫ |w|
|x|
e−εt dt =
1
ε
e−ε|x|(1− eε(|x|−|w|)),
which yields
|w| < |x| −
1
ε
log(1− εreε|x|). (4.2)
For |w| < |x|, this is trivially true. Now, we distinguish two cases.
(i) Assume first that r ≤ e−ε|x|/3ε, i.e. εreε|x| ≤ 13 . A simple calculation using
(4.2) shows that for all w ∈ B,
e−ε|w| > e−ε|x|(1− εreε|x|) ≥
2e−ε|x|
3
,
and hence
2r ≤
2e−ε|x|
3ε
<
e−ε|w|
ε
.
Lemma 3.3 then implies that
µ({y ∈ B : y ≥ w}) ≤ µ(F (w, 2r)) . e(ε−β)|w|r.
Inserting this into Lemma 4.1 yields∫
B
|u(y)− u(z)| dµ(y) . r
∫
B
g(w) dµ(w). (4.3)
(ii) Assume instead that r ≥ e−ε|x|/3ε. Then
µ({y ∈ B : y ≥ w}) ≤ µ(F (w, e−ε|w|/ε)) . e−β|w|,
by Lemma 3.3. Inserting this into Lemma 4.1 yields∫
B
|u(y)− u(z)| dµ(y) .
∫
B
g(w)e−ε|w| dµ(w) ≤ e−ε|z|
∫
B
g(w) dµ(w). (4.4)
From (3.3) and the above choice of r we have
e−ε|z| ≤ e−ε|x|(1 + εreε|x|) = e−ε|x| + εr ≤ 4εr.
Together with (4.4), this proves (4.3) also for r ≥ e−ε|x|/3ε.
To finish the proof, observe that u(z) in (4.3) can by replaced by uB as follows∫
B
|u− uB| dµ ≤
∫
B
|u(y)− u(z)| dµ(y) + |u(z)− uB| ≤ 2
∫
B
|u(y)− u(z)| dµ(y).
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Corollary 4.3. The space X = (X, d, µ) supports a (p, p)-Poincare´ inequality, i.e.∫
B
|u− uB|
p dµ ≤ Cr
∫
B
gp dµ.
That this follows from the 1-Poincare´ inequality established in Theorem 4.2
is well known and a simple proof can be given along the lines of pp. 11–12 in
Heinonen–Kilpela¨inen–Martio [27] (alternatively one can e.g. appeal to Theorem 5.1
in Haj lasz–Koskela [22]).
5. Hausdorff dimension of ∂X and Besov functions
on ∂X
In Sections 5 and 6 we assume that X is a regular K-ary tree, K ≥ 2.
In this section we construct the boundary of the regular K-ary tree and show
that it is Ahlfors regular with regularity exponent depending solely on K and on
the metric density exponent ε of the tree. We then study a family of Besov spaces
Bθp,p(∂X) of functions on the boundary ∂X of the tree, and prove that continuous
functions are dense in these Besov spaces.
By the discussion in the previous two sections, we know that X is a metric space
equipped with a doubling measure supporting a 1-Poincare´ inequality.
A tree is the quintessential Gromov hyperbolic space, and hence we can consider
the visual boundary of the tree as in Bridson–Haefliger [12]. The discussion in Bonk–
Heinonen–Koskela [8] tells us that this visual boundary is the same as the metric
boundary of the tree equipped with the uniformizing metric dX given in (2.1). The
focus of this section is to describe and study the properties of this boundary.
We define the boundary of a tree X , denoted ∂X , by completing X with respect
to the metric dX . An equivalent construction of ∂X is as follows. An element ζ in
∂X is identified with an infinite geodesic in X starting at the root 0. If we denote
the geodesic by concatenation of vertices, then
ζ = 0x1x2x3 ... ,
where xi is a vertex in X at a distance i from the root, and xi+1 is a child of xi.
Given two points ζ, ξ ∈ ∂X , the distance between them is the length (with respect
to the metric dX) of the infinite geodesic [ζ, ξ] between them. If this infinite geodesic
is k edges from the root 0 (counting each edge as having unit length) then by (2.1),
dX(ζ, ξ) = 2
∫ ∞
k
e−εt dt =
2
ε
e−εk. (5.1)
Following Bridson–Haefliger [12], the restriction of dX to ∂X is called the visual
metric on ∂X .
The metric dX is thus defined on X and we will consider balls with respect to
this metric in X , X and ∂X . To avoid confusion, points in X are denoted by Latin
letters such as x, y, z and w, while for points in ∂X we use Greek letters such as ζ,
ξ, χ and ω.
Balls in X will thus be denoted B(x, r), while B(ζ, r) stands for a ball in ∂X .
Since X and ∂X are disjoint, this should not cause any confusion. For balls in X
we write BX(x, r) and BX(ζ, r), depending on whether the center lies in X or ∂X .
Recall that a metric space (Z, dZ) is an ultrametric space if for each triple of
points x, y, z ∈ Z we have dZ(x, z) ≤ max{dZ(x, y), dZ (y, z)}.
Lemma 5.1. The metric space (∂X, dX) is an ultrametric space, and consequently,
whenever ζ ∈ ∂X, r > 0, and ξ ∈ B(ζ, r), we have B(ζ, r) = B(ξ, r).
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Proof. Let ζ, ξ, η ∈ ∂X . Let k be the number of edges in the shortest curve con-
necting 0 to the infinite geodesic [ζ, ξ], k1 be the number of edges in the shortest
curve connecting 0 to [ζ, η], and k2 be the number of edges in the shortest curve
connecting 0 to [ξ, η]. Then k ≥ min{k1, k2}, and so
e−εk ≤ max{e−εk1 , e−εk2},
from which, together with (5.1), the ultra metric property follows. The latter part
of the lemma is a direct consequence of the ultrametric property of ∂X .
Lemma 5.2. ∂X is an Ahlfors Q-regular space with Hausdorff dimension
Q =
logK
ε
.
Proof. We equip ∂X with the natural probability measure ν as in Falconer [16] by
distributing the unit mass uniformly on ∂X . Let x ∈ ∂X and 0 < r ≤ eε diam∂X =
eε diamX = 2eε/ε. Let k ∈ Z be such that
2
ε
e−εk < r ≤
2
ε
e−ε(k−1).
Then ∂X is the union of Kk disjoint open balls of radius r, each of which has, by
definition, ν-measure K−k. Since any point of a ball can be used as a center we see
that ν(B(ζ, r)) = K−k for every ζ ∈ ∂X , where
k = k(r) :=
⌊
1 +
1
ε
log
2
εr
⌋
(5.2)
and so
ν(B(ζ, r)) ≃ rQ. (5.3)
Since ν(∂X) = 1, we see that (5.3) also holds even when eε diamX ≤ r ≤ 2 diamX
(but with different implicit constants). It also follows that
ν(A) ≃ HQ(A) for all measurable sets A ⊂ ∂X,
where HQ denotes the Q-dimensional Hausdorff measure. Thus ν is the normalized
Q-dimensional Hausdorff measure on ∂X .
Example 5.3. The boundary ∂X can be (up to a biLipschitz mapping) identified
with a totally disconnected regular fractal set defined by K similarities, each with
contraction ratio e−ε.
For example, K = 2 and ε = log 3 gives the usual ternary Cantor dust, while
K = 4 and ε = log 4 gives the 1-dimensional Garnett–Ivanov set, which was the
first example of a set in the plane with positive length but zero analytic capacity,
see Garnett [18] and Ivanov [31, footnote on p. 346].
Letting K = 3 and ε = log 3 leads to the following 1-dimensional totally dis-
connected “Sierpin´ski dust”: Split an equilateral triangle into 9 smaller congruent
equilateral triangles and pick the three which contain the vertices of the original
one. Repeat this construction for each of the chosen smaller triangles.
If we instead let K = 3 and ε = log 2 then the resulting fractal will have
dimension Q = (log 3)/(log 2). This dimension is the same as that of the Sierpin´ski
gasket, but this Cantor set will be totally disconnected, i.e. the three subgenerations
in the usual Sierpin´ski gasket have to be considered as having positive distance from
each other. In fact, this fractal is just a snowflaked version of the above “Sierpin´ski
dust” (with a new metric |x− y|1/Q).
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We now wish to find the connection between certain function spaces on X and
∂X . Namely inX we consider the Newtonian spaceN1,p(X), as defined in Section 4.
On the boundary, ∂X , we consider another space of functions, the Besov space. Let
f : ∂X → R. Let ν denote the normalized Q-dimensional Hausdorff measure on
∂X . For t > 0 and p ≥ 1 we set
Ep(f, t) :=
(∫
∂X
∫
B(ζ,t)
|f(ζ)− f(ξ)|p dν(ξ) dν(ζ)
)1/p
,
and for θ > 0 and q ≥ 1,
‖f‖Bθp,q(∂X) :=
(∫ ∞
0
(
Ep(f, t)
tθ
)q
dt
t
)1/q
. (5.4)
The Besov space Bθp,q(∂X) consists of all f ∈ L
p(∂X) for which this seminorm is
finite. In this paper we only deal with the Besov spaces for which q = p, that is,
the spaces Bθp,p(∂X). The expression
‖f‖B˜θp,p(∂X)
:= ‖f‖Lp(∂X) + ‖f‖Bθp,p(∂X)
is a norm on Bθp,p(∂X).
The following lemma shows that the Besov seminorm (5.4) can equivalently be
calculated as an infinite sum. We shall also see that in bounded spaces (as here) the
integral in the definition of the Besov seminorm can be taken over a finite interval.
We formulate these results for our situation, but they hold in any metric space,
provided that the measure on it is doubling.
Lemma 5.4. Let 0 < σ < 1 and tn = Cσ
n, n ∈ Z. Then
‖f‖p
Bθp,p(∂X)
≃
∞∑
n=−∞
(
Ep(f, tn)
tθn
)p
.
Furthermore,
‖f‖p
Bθp,p(∂X)
≃
∫
∂X
∫
∂X
|f(ζ)− f(ξ)|p
dX(ζ, ξ)θpν(B(ζ, dX (ζ, ξ)))
dν(ξ) dν(ζ). (5.5)
Proof. The doubling property for ν implies that for tn+1 ≤ t ≤ tn,
Ep(f, tn+1) . Ep(f, t) . Ep(f, tn).
Hence ∫ tn
tn+1
(
Ep(f, t)
tθ
)p
dt
t
.
(
Ep(f, tn)
tθn
)p ∫ tn
tn+1
dt
t
≃
(
Ep(f, tn)
tθn
)p
.
The lower bound in terms of Ep(f, tn+1) is obtained similarly and summing up over
all n ∈ Z completes the proof of the first part. The second part follows directly
from the computations in Gogatishvili–Koskela–Shanmugalingam [19, p. 226] or by
combining the Ahlfors regularity of ν with (5.9) and (5.10) below (with rn replaced
by 0).
Remark 5.5. Note that if diam ∂X < t0, the sum in Lemma 5.4 can equivalently
be taken over n ≥ 0. Consequently, the integral in (5.4) can be taken over the finite
interval (0, 2 diam∂X).
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It follows that
Bθ2p,p(∂X) ⊂ B
θ1
p,p(∂X) if 0 < θ1 < θ2. (5.6)
The following example shows that the converse inclusion is false. This also directly
yields that Bθp,p(∂X) is nontrivial for all θ > 0. Note also that (5.5) and the Ho¨lder
inequality yield that for 1 ≤ q < p and 0 < τ < θ,
‖f‖Bτq,q(∂X) ≤ ‖f‖Bθp,p(∂X)
(∫
∂X
∫
∂X
dX(ζ, ξ)
(θ−τ)pq/(p−q) dν(ξ) dν(ζ)
ν(B(ζ, dX(ζ, ξ)))
)1/q−1/p
,
where the last integral converges since τ < θ. Thus
Bθp,p(∂X) ⊂ B
τ
q,q(∂X) whenever 1 ≤ q ≤ p and 0 < τ < θ. (5.7)
Example 5.6. Let α > −Q/p with α 6= 0. Fix ζ0 ∈ ∂X and set f(ξ) = dX(ξ, ζ0)
α.
Further, let 0 < t < eε diam ∂X and let k(t) be given by (5.2).
Let us first estimate Ep(f, t) for α > 0. Let ζ ∈ B(ζ0, t) and d = dX(ζ, ζ0). Note
that if dX(ξ, ζ0) = d, then f(ζ) = f(ξ). Thus∫
B(ζ0,t)
|f(ξ)− f(ζ)|p dν(ξ) ≤
∫
B(ζ0,d)
f(ζ)p dν(ξ) +
∫
B(ζ0,t)\B(ζ0,eεd)
f(ξ)p dν(ξ)
≤
∫
B(ζ0,t)\B(ζ0,d)
f(ξ)p dν(ξ),
since ν(B(ζ0, d)) = ν(B(ζ0, e
εd) \ B(ζ0, d))/(K − 1) and f(ζ) = f(ξ) for ξ ∈
B(ζ0, e
εd) \B(ζ0, d). Hence, by summing over the shells around ζ0 we obtain that∫
B(ζ0,t)
|f(ξ)− f(ζ)|p dν(ξ) ≤
∫
B(ζ0,t)
f(ξ)p dν(ξ)
≃ Kk(t)
∞∑
k=k(t)+1
e−εkαpK−k ≃ e−εk(t)αp ≃ tαp.
Here we used the fact that for each integer k > k(t) there are K − 1 balls in ∂X of
radius rk = 2e
−εk/ε and at distance rk from ζ0.
On the other hand, if ζ ∈ B(ζ0, t) \B(ζ0, e
−εt), then∫
B(ζ0,t)
|f(ξ)− f(ζ)|p dν(ξ) &
∫
B(ζ0,e−εt)
|f(ξ)− f(ζ)|p dν(ξ)
≥ |(te−2ε)α − (te−ε)α|p ≃ tαp.
Since B(ζ0, t) = B(ζ, t), it thus follows that∫
B(ζ0,t)
∫
B(ζ,t)
|f(ξ)− f(ζ)|p dν(ξ) dν(ζ) ≃ K−k(t)tαp ≃ tQtαp (5.8)
if α > 0.
Let us similarly estimate for−Q/p < α < 0. If ζ ∈ B(ζ0, e
−εkt)\B(ζ0, e
−ε(k+1)t),
where k is a nonnegative integer, then after again summing over shells we get that∫
B(ζ0,t)
|f(ξ)− f(ζ)|p dν(ξ) ≃
∞∑
j=0
K−j|e−ε(j+k(t))α − e−ε(k+k(t))α|p
≃ e−εk(t)αp
(k−1∑
j=0
K−je−εkαp +
∞∑
j=k+1
K−je−εjαp
)
≃ e−εk(t)αp(e−εkαp + e(−εαp−logK)k)
≃ tαpe−εkαp.
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Thus ∫
B(ζ0,t)
∫
B(ζ,t)
|f(ξ)− f(ζ)|p dν(ξ) dν(ζ) ≃ tαpK−k(t)
∞∑
k=0
K−ke−εkαp
≃ tαpK−k(t) ≃ tQtαp
yielding the estimate (5.8) also for α < 0.
For ζ ∈ ∂X \B(ζ0, t) we instead see that f is constant within B(ζ, t), and thus∫
∂X\B(ζ0,t)
∫
B(ζ,t)
|f(ζ)− f(ξ)|p dν(ξ) dν(ζ) = 0.
Hence Ep(f, t)
p ≃ tQ+αp and
‖f‖p
Bθp,p(∂X)
≃
∫ 2eε/ε
0
tQ+αp
tθp
dt
t
<∞
if and only if θ < α+Q/p.
Thus if 0 < θ1 < θ2 we can choose α 6= 0 such that θ1 − Q/p < α < θ2 − Q/p
and obtain that f ∈ Bθ1p,p(∂X) \B
θ2
p,p(∂X).
The functional analytic approach to Besov spaces in the classical Euclidean
setting, using interpolation as in Bennett–Sharpley [3], as well as the approach to
Besov spaces using atomic decompositions as in Triebel [47], immediately yield the
density of continuous functions in the classical Besov spaces. Our definition of Besov
spaces, equivalent to that of the interpolation approach of [3] (see Gogatishvili–
Koskela–Shanmugalingam [19]) under the assumption that the underlying metric
space has a doubling measure supporting a p-Poincare´ inequality, does not on its
own imply the density of continuous functions in the corresponding Besov space.
Note that Cantor type sets do not support any Poincare´ inequality for function-
upper gradient pairs. However, we will next show that because of the ultrametric
structure of the Cantor sets, continuous functions are indeed dense in the Besov
space.
Proposition 5.7. The set of all Lipschitz continuous functions in Bθp,p(∂X) is
dense in Bθp,p(∂X).
Proof. Let u ∈ Bθp,p(∂X). We will approximate u by continuous functions on ∂X
as follows. For n ≥ 1, let Bn,i, i = 1, 2, ... ,K
n, be the Kn balls of radius rn =
2e(1−n)ε/ε, whose union is ∂X . Note that all these balls have the same measure
ν(Bn,i) = K
−n ≃ rQn . For each n, i and ξ ∈ Bn,i let
un(ξ) =
∫
B(ξ,rn)
u dν =
∫
Bn,i
u dν.
The functions un are piecewise constant and Lipschitz continuous on ∂X , since
{Bn,i}
Kn
i=1 form a pairwise disjoint clopen cover of ∂X . Let vn = un − u. We shall
show that ‖vn‖Bθp,p(∂X) → 0 as n→∞ (i.e. rn → 0). Note first that un(ζ) = un(ξ)
whenever dX(ζ, ξ) < rn. Hence |vn(ζ)− vn(ξ)| = |u(ζ)− u(ξ)| for such ζ and ξ and
consequently,
I(rn) :=
∫ rn
0
∫
∂X
∫
B(ζ,r)
|vn(ζ) − vn(ξ)|
p
rθp
dν(ξ) dν(ζ)
dr
r
=
∫ rn
0
∫
∂X
∫
B(ζ,r)
|u(ζ)− u(ξ)|p
rθp
dν(ξ) dν(ζ)
dr
r
→ 0,
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as rn → 0, by the finiteness of ‖u‖Bθp,p(∂X). Next, by the Fubini theorem and the
fact that ν(B(ζ, r)) ≃ rQ we see that
II(rn) :=
∫ ∞
rn
∫
∂X
∫
B(ζ,r)
|vn(ζ) − vn(ξ)|
p
rθp
dν(ξ) dν(ζ)
dr
r
≃
∫
∂X
∫
∂X
|vn(ζ) − vn(ξ)|
p
∫ ∞
rn
1B(ζ,r)(ξ)
rθp+Q
dr
r
dν(ξ) dν(ζ). (5.9)
Since 1B(ζ,r)(ξ) 6= 0 if and only if r > dX(ζ, ξ), the last integral becomes∫ ∞
rn
1B(ζ,r)(ξ)
rθp+Q
dr
r
=
1
θp+Q
max{rn, dX(ζ, ξ)}
−θp−Q ≃
1
(rn + dX(ζ, ξ))θp+Q
.
Inserting this into (5.9) shows that
II(rn) ≃
∫
∂X
∫
∂X
|vn(ζ)− vn(ξ)|
p
(rn + dX(ζ, ξ))θp+Q
dν(ξ) dν(ζ). (5.10)
Recall that vn = un − u. To estimate the last integral we first note that by the
Ho¨lder and triangle inequalities,
|vn(ζ) − vn(ξ)|
p =
∣∣∣∣
∫
B(ζ,rn)
(u(χ)− u(ζ)) dν(χ) −
∫
B(ξ,rn)
(u(ω)− u(ξ)) dν(ω)
∣∣∣∣
p
≤ 2p−1
(∫
B(ζ,rn)
|u(χ)− u(ζ)|p dν(χ) +
∫
B(ξ,rn)
|u(ω)− u(ξ)|p dν(ω)
)
.
Next, note that the roles of ζ and ξ above and in (5.10) are symmetric, so that
II(rn) .
∫
∂X
∫
∂X
∫
B(ζ,rn)
|u(χ)− u(ζ)|p
(rn + dX(ζ, ξ))θp+Q
dν(χ) dν(ξ) dν(ζ).
We next split the middle integral (with respect to ξ) into integrals over B(ζ, rn)
and ∂X \B(ζ, rn). The integral over B(ζ, rn) is estimated as∫
∂X
∫
B(ζ,rn)
∫
B(ζ,rn)
|u(χ)− u(ζ)|p
(rn + dX(ζ, ξ))θp+Q
dν(χ) dν(ξ) dν(ζ)
≤
∫
∂X
∫
B(ζ,rn)
|u(χ)− u(ζ)|p
rθpn
dν(χ) dν(ζ), (5.11)
while the integral over ∂X \ B(ζ, rn) is split into integrals over the K
n − 1 balls
Bn,i with radii rn. Note that ν(Bn,i) = ν(B(ζ, rn)) = K
−n ≃ rQn and for each
j = 0, ... , n− 1 there are (K − 1)Kj such balls Bn,i which have distance e
jεrn to
B(ζ, rn), i.e. dX(ζ, ξ) = e
jεrn for ξ ∈ Bn,i. As ξ only appears in the denominator
(rn + dX(ζ, ξ))
θp+Q, summing up over all these balls Bn,i gives∫
∂X
∫
∂X\B(ζ,rn)
∫
B(ζ,rn)
|u(χ)− u(ζ)|p
(rn + dX(ζ, ξ))θp+Q
dν(χ) dν(ξ) dν(ζ)
≤
∫
∂X
∫
B(ζ,rn)
|u(χ)− u(ζ)|p
n−1∑
j=0
(K − 1)Kjν(B(ζ, rn))
(ejεrn)θp+Q
dν(χ) dν(ζ). (5.12)
SinceK/eε(θp+Q) = e−εθp < 1, the sum is majorized by Cν(B(ζ, rn))/r
θp+Q
n ≃ r
−θp
n .
Inserting this into (5.12) together with (5.11) shows that
II(rn) .
∫
∂X
∫
B(ζ,rn)
|u(χ)− u(ζ)|p
rθpn
dν(χ) dν(ζ) =
(
Ep(u, rn)
rθn
)p
.
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From Lemma 5.4 and the finiteness of ‖u‖Bθp,p(∂X) we now easily conclude that
II(rn)→ 0 as rn → 0, and hence ‖un − u‖Bθp,p(∂X) → 0 as n→∞. Since
‖un − u‖
p
Lp(∂X) =
∫
∂X
|un(ζ)− u(ζ)|
p dν(ζ) (5.13)
≤
∫
∂X
∫
B(ζ,rn)
|u(χ)− u(ζ)|p dν(χ) dν(ζ),
we also see that ‖un − u‖
p
Lp(∂X) → 0 as rn → 0.
6. Traces of Newtonian functions on regular trees
Recall that in Sections 5 and 6 we assume that X is a regular K-ary tree, K ≥ 2.
In this section, we consider conditions under which Newtonian functions on X
have a Besov trace on ∂X , and when we may extend Besov functions on ∂X to
Newtonian functions on X . We shall see that the obtained results are sharp and in
Theorem 6.5 we give a precise trace result.
Proposition 6.1. Let X be a regular K-ary tree with the metric dX defined by
the exponential weight as in (2.1) with ε > 0 and the measure µ defined by the
exponential weight with β > logK, and let p ≥ 1. Then for every θ satisfying
0 < θ ≤ 1−
β − logK
pε
, (6.1)
there is a bounded linear trace operator Tr : N1,p(X) → Bθp,p(∂X) such that for
f ∈ N1,p(X),
‖Tr f‖Lp(∂X) ≤ |f(0)|+ C‖gf‖Lp(X) and ‖Tr f‖Bθp,p(∂X) . ‖gf‖Lp(X).
In particular, ‖Tr f‖B˜θp,p(∂X)
. ‖f‖N1,p(X). Furthermore, for Lipschitz functions
f : X → R we have that Tr f = f |∂X, where the continuous extension of f to X is
also denoted by f .
Examples 6.2 and 6.3 below show that Proposition 6.1 is sharp.
When p > 1, 0 < θ < 1− (β − logK)/pε and 1 ≤ β/ε < Q+ 1, the above result
can be deduced from Theorem 6.5 in Gogatishvili–Koskela–Shanmugalingam [19],
which deals with general metric spaces supporting a Poincare´ inequality, and their
Ahlfors regular subsets. The borderline case θ = 1−(β− logK)/pε can however not
be obtained from [19]. To apply Theorem 6.5 from [19] note first that the parameter
γ is, in our setting, given by γ = Q = (logK)/ε, the Hausdorff dimension of ∂X .
We then find q < p such that p < sq/(s − Q)(Q + 1), which is only possible if
s < Q + 1. Furthermore, let α be such that θ < α < 1 − (s − Q)/p. If we choose
q above sufficiently close to p we can then find λ < 1 − α satisfying the remaining
requirements in Theorem 6.5 in [19]. After noting that p∗ > p, our result (in the
case mentioned above) follows from (5.7).
For β < ε, [19] gives less sharp exponents then ours, and for p = 1 and Q+ 1 ≤
s := max{1, β/ε} < Q + p one cannot obtain any embedding from [19]. Our range
β/ε < Q+ p is an improvement on [19] in our setting, and is sharp by Example 6.2.
Note that in the classical Euclidean setting, if a set K ⊂ Rn is Ahlfors d-regular
and compact, then the trace space (on K) of the classical Sobolev space W 1,p(Rn)
is the Besov space Bτp,p(K) with τ = 1− (n− d)/p. This result is due to Jonsson–
Wallin [33], [34] and meshes well with our trace result, since the dimension of the
(ambient) tree is s = max{1, β/ε} and the dimension of the boundary is (logK)/ε.
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In Bourdon–Pajot [11, The´ore`me 0.1], the Besov space B
Q/p
p,p on a uniformly
perfect Ahlfors Q-regular metric space Z is identified with the lp-cohomology of the
conformal gauge of Z. Their arguments utilize Theorem 9.8 from Bonk–Heinonen–
Koskela [8] and thus apply provided that Z is a continuum. In our setting, ∂X
is a totally disconnected set. Its cohomology corresponds to the class of functions
f : V → R, defined on the set V of vertices of X , whose differential df ∈ lp(E)
(whereE is the set of edges ofX). Comparing df with (6.7) shows that for every edge
[x, y] ∈ E, we have |df | ≃ eε|x|gf . Hence df ∈ l
p(E) if and only if gf ∈ L
p(X,µ),
where µ is given by (3.1) with β = pε. Note that with this choice of parameters
we have θ = Q/p = 1− (β/ε−Q)/p. Thus, in our setting of regular trees, a result
corresponding to The´ore`me 0.1 in [11] follows from Theorem 6.5.
A direct consequence of Proposition 6.1 and Example 6.2 below is that for p > 1
there is a bounded linear trace operator Tr : N1,p(X) → Lp(∂X) if and only if
p > (β − logK)/ε. For p = 1 the same is true except that we do not know if there
is a bounded linear trace operator if p = 1 = (β − logK)/ε.
Example 6.2. Let f be the continuous function on X given by f(x) = log(|x|+1).
Note that the function g(x) = eε|x|/(|x| + 1) is an upper gradient of f on X with
respect to the metric dX , and so∫
X
gpf dµ ≃
∞∑
k=0
epεk
(k + 1)p
Kke−βk =
∞∑
k=0
e(pε−β+logK)k
(k + 1)p
which is finite if and only if either p < (β−logK)/ε or p = (β−logK)/ε > 1. In this
case we also see that f ∈ Lp(X), by the (p, p)-Poincare´ inequality in Corollary 4.3,
and thus f ∈ N1,p(X).
On the other hand, f(x)→ ∞ as x → ∂X . So the only reasonable trace f can
leave at ∂X is the function which is ∞ everywhere, which does not belong to any
Besov or Lebesgue space. The requirement
p >
β − logK
ε
is therefore necessary to be able to have any trace result, with the possible exception
of a trace result also when p = 1 = (β − logK)/ε.
Example 6.3. In this example we shall show that the range in (6.1) is sharp.
Assume that
θ > 1−
β − logK
pε
.
Then we can find γ such that max{ε(1− θ), 0} < γ < min{ε, (β − logK)/p}.
Let f be the continuous function on X defined as follows: We set f(0) = 0,
and for each vertex x we choose exactly one child c(x) of x and set (recursively)
f(c(x)) = f(x) + e(γ−ε)|x|, while for all other children y of x we set f(y) = f(x).
Finally we require f to be linear on each of the edges (with respect to the dX
metric), i.e.,
f(t) = f(x) + (f(w) − f(x))
dX(t, x)
dX(w, x)
for t ∈ [x,w],
for any child w of the vertex x.
It follows that the function g(t) = εeγ|x|/(1 − e−ε) when t ∈ [x, c(x)] for some
vertex x, and g(t) = 0 for all other values of t, is an upper gradient of f . Hence, in
a similar way to Example 6.2 we see that f ∈ N1,p(X) (since pγ < β − logK) and
that f is a bounded continuous function (because γ < ε) which has a continuous
extension to ∂X (also denoted by f).
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For r < eε diamX , let k(r) be as in (5.2). Let Bi be any of the K
k(r) pairwise
disjoint balls with radius r, whose union is ∂X , and let z be the largest common
ancestor of all the points in Bi. Note that |z| = k(r). We define a bijection H
between the subtree {x ∈ X : x ≥ z} and X inductively as follows: H(z) = 0 and
for each vertex x ≥ z, the children of x are mapped to the children of H(x) in
such a way that H(c(x)) = c(H(x)). Note that this bijection extends to a bijection
between Bi and ∂X , and that for ξ ∈ Bi,
dν(ξ) = K−k(r) dν(H(ξ)). (6.2)
Moreover, if y is a child of some x ≥ z, then
f(y)− f(x) = e(γ−ε)k(r)(f(H(x)) − f(H(y))).
Thus, for ζ, ξ ∈ Bi, we obtain by continuity that
f(ζ)− f(ξ) = e(γ−ε)k(r)(f(H(ζ)) − f(H(ξ))).
Together with (6.2) this yields∫
Bi
∫
Bi
|f(ζ) − f(ξ)|p dν(ξ) dν(ζ) = ep(γ−ε)k(r)
∫
∂X
∫
∂X
|f(ζ)− f(ξ)|p dν(ξ) dν(ζ),
where the last double integral is clearly positive, finite and independent of r and i.
Multiplying the last identity by ν(Bi) = K
−k(r) and summing over i = 1, ... ,Kk(r)
gives, since B(ζ, r) = Bi for ζ ∈ Bi,
Ep(f, r)
p =
Kk(r)∑
i=1
∫
Bi
∫
Bi
|f(ζ)− f(ξ)|p dν(ξ) dν(ζ) ≃ ep(γ−ε)k(r) ≃ rp(ε−γ)/ε.
Hence, by Remark 5.5,
‖f |∂X‖
p
Bθp,p(∂X)
≃
∫ 2 diamX
0
tp(ε−γ)/ε
tθp
dt
t
=∞
because θ ≥ 1− γ/ε. Thus f |∂Ω /∈ B
θ
p,p(∂X).
Proof of Proposition 6.1. Let f ∈ N1,p(X). We shall first show that for ν-a.e.
ζ ∈ ∂X , the limit
f˜(ζ) = lim
[0,ζ)∋x→ζ
f(x), (6.3)
taken along the geodesic ray [0, ζ), exists and defines the trace Tr f := f˜ : ∂X → R,
with norm estimates. (Note that if f is Lipschitz, then f˜(ζ) = limx→ζ f(x) for every
ζ ∈ ∂X .)
To this end, let ζ ∈ ∂X be arbitrary and let xj = xj(ζ) be the ancestor of
ζ with |xj | = j. Set rj = 2e
−jε/ε. Recall that on the edge [xj , xj+1] we have
ds ≃ e(β−ε)j dµ ≃ r
1−β/ε
j dµ. Fix n ∈ N and let m ≥ n be arbitrary. Then
|f(xm)− f(xn)| ≤
m−1∑
j=n
|f(xj+1)− f(xj)|
≤
∞∑
j=n
∫
[xj,xj+1]
gf ds ≃
∞∑
j=n
r
1−β/ε
j
∫
[xj ,xj+1]
gf dµ.
We shall now show that, independently ofm, this tends to zero as n→∞, for ν-a.e.
ζ ∈ ∂X . Thus, the sequence {f(xn)}
∞
n=0 is a Cauchy sequence, and has a limit as
n→∞, for ν-a.e. ζ ∈ ∂X .
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Choose 0 < κ < θp and insert r
κ/p
j r
−κ/p
j into the above sum. If p > 1, then
Ho¨lder’s inequality applied first to the integral and then to the sum, together with
the estimate µ([xj , xj+1]) ≃ r
β/ε
j , implies that
∞∑
j=n
r
1−β/ε
j
∫
[xj ,xj+1]
gf dµ ≤
∞∑
j=n
r
κ/p
j r
1−β/εp−κ/p
j
(∫
[xj ,xj+1]
gpf dµ
)1/p
. rκ/pn
( ∞∑
j=n
r
p−β/ε−κ
j
∫
[xj,xj+1]
gpf dµ
)1/p
,
since rj = rne
(n−j)ε, which gives the convergent sum
∑∞
j=n r
κ/(p−1)
j ≃ r
κ/(p−1)
n .
(For p = 1 the estimate is simpler and Ho¨lder’s inequality is not needed.) It follows
that
|f(xm(ζ)) − f(xn(ζ))|
p . rκn
∞∑
j=n
r
p−β/ε−κ
j
∫
[xj,xj+1]
gpf dµ. (6.4)
Integrating over all ζ ∈ ∂X we obtain by means of Fubini’s theorem,∫
∂X
|f(xm(ζ)) − f(xn(ζ))|
p dν(ζ)
. rκn
∫
∂X
∞∑
j=n
r
p−β/ε−κ
j
∫
[xj,xj+1]
gpf dµ dν(ζ)
= rκn
∫
X
gf (x)
p
∫
∂X
∞∑
j=n
r
p−β/ε−κ
j 1[xj,xj+1](x) dν(ζ) dµ(x).
Note that 1[xj,xj+1](x) is nonzero only if j ≤ |x| ≤ j + 1 and x < ζ. Thus, the last
estimate can be written as∫
∂X
|f(xm(ζ)) − f(xn(ζ))|
p dν(ζ) . rκn
∫
X
gf(x)
pr
p−β/ε−κ
j(x) ν(E(x)) dµ(x),
where E(x) = {ζ ∈ ∂X : ζ > x} and j(x) is the largest integer such that j(x) ≤ |x|.
Since ν(E(x)) . rQj(x) and p− β/ε− κ+Q > 0, we obtain that∫
∂X
|f(xm(ζ)) − f(xn(ζ))|
p dν(ζ) . rκn
∫
X
gf (x)
pr
p−β/ε−κ+Q
j(x) dµ(x)
. rκn
∫
X
gpf dµ→ 0, as n→∞.
Hence, the sequence {f(xn)}
∞
n=0 is a Cauchy sequence for ν-a.e. ζ ∈ ∂X , and has a
limit as n→∞. This also shows (by letting n = 0 and f(xm(ζ))→ f˜(ζ)) that∫
∂X
|f˜(ζ) − f(0)|p dν(ζ) .
∫
X
gpf dµ,
and thus ‖f˜‖Lp(∂X) ≤ |f(0)|+ C‖gf‖Lp(X).
To estimate ‖f˜‖Bθp,p(∂X), we let m→∞ in (6.4) to obtain for ν-a.e. ζ ∈ ∂X ,
|f˜(ζ) − f(xn)|
p . rκn
∞∑
j=n
r
p−β/ε−κ
j
∫
[xj,xj+1]
gpf dµ.
A similar estimate holds for ν-a.e. ξ ∈ ∂X such that dX(ζ, ξ) = rn, with the xj ’s
replaced by the ancestors yj of ξ. Note that xn = yn for such ξ. It follows that
|f˜(ξ)− f˜(ζ)|p . rκn
∞∑
j=n
r
p−β/ε−κ
j
(∫
[xj ,xj+1]
gpf dµ+
∫
[yj ,yj+1]
gpf dµ
)
,
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where n = n(ζ, ξ) ≈ − log(εdX(ζ, ξ)/2) denotes the level of the largest common
ancestor of ζ and ξ. Inserting this into (5.5) yields
‖f˜‖p
Bθp,p(∂X)
.
∫
∂X
∫
∂X
rκn
dX(ζ, ξ)θp+Q
×
∞∑
j=n
r
p−β/ε−κ
j
(∫
[xj,xj+1]
gpf dµ+
∫
[yj,yj+1]
gpf dµ
)
dν(ξ) dν(ζ),
where again n = n(ζ, ξ) depends on ζ and ξ. Because the roles of ζ and ξ in the
last formula are symmetric, it suffices to estimate the expression with the integral
over [xj , xj+1]. By writing ∂X =
⋃∞
n=0An, where An = {ξ ∈ ∂X : dX(ξ, ζ) = rn},
together with the estimate ν(An) . r
Q
n , this leads to
‖f˜‖p
Bθp,p(∂X)
.
∫
∂X
∞∑
n=0
r−θp−Q+κn
∫
An
∞∑
j=n
r
p−β/ε−κ
j
∫
[xj,xj+1]
gpf dµ dν(ξ) dν(ζ)
.
∫
∂X
∞∑
n=0
r−θp+κn
∞∑
j=n
r
p−β/ε−κ
j
∫
X
gf(x)
p
1[xj,xj+1](x) dµ(x) dν(ζ),
where the edge [xj , xj+1] belongs to the geodesic ray connecting the root 0 to ζ.
Note that 1[xj,xj+1](x) is nonzero only if n ≤ j ≤ |x| ≤ j + 1 and x < ζ. Thus, the
last estimate can be written as
‖f˜‖p
Bθp,p(∂X)
.
∫
∂X
∞∑
n=0
r−θp+κn
∫
X
gf(x)
pr
p−β/ε−κ
j(x) 1{z∈X:ζ>z}(x)1{z∈X:|z|≥n}(x) dµ(x) dν(ζ)
.
∫
∂X
∫
X
gf(x)
pr
p−β/ε−κ
j(x) 1{z∈X:ζ>z}(x)
j(x)∑
n=0
r−θp+κn dµ(x) dν(ζ),
where j(x) is the largest integer such that j(x) ≤ |x|. Using the Fubini theorem we
then get
‖f˜‖p
Bθp,p(∂X)
.
∫
X
gf (x)
pr
p−β/ε−κ
j(x) ν(E(x))
j(x)∑
n=0
r−θp+κn dµ(x).
The last sum is comparable to r−θp+κj(x) , by the choice κ < θp. Since ν(E(x)) . r
Q
j(x)
and p− β/ε− θp+Q ≥ 0, we finally obtain that
‖f˜‖p
Bθp,p(∂X)
.
∫
X
gf(x)
pr
p−β/ε−θp+Q
j(x) dµ(x) .
∫
X
gpf dµ.
We next show that Besov functions on the boundary Cantor set can be extended
to Newtonian functions on the regular K-ary tree.
Proposition 6.4. Let X be a regular K-ary tree with the metric dX defined by
the exponential weight as in (2.1) with ε > 0 and the measure µ defined by the
exponential weight with β > logK, and let p ≥ 1. Suppose that
θ ≥ 1−
β − logK
pε
and θ > 0. (6.5)
Then there is a bounded linear extension operator
Ext : Bθp,p(∂X) −→ N
1,p(X),
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such that for u ∈ Bθp,p(∂X), we have Tr(Extu) = u ν-a.e., where Tr is the trace
operator constructed in (6.3). Furthermore, for ν-a.e. ζ ∈ ∂X and a geodesic γ in
X terminating at ζ, we have limt→∞ Extu(γ(t)) = u(ζ). Moreover, with u˜ = Extu,
we have
‖gu˜‖Lp(X) . ‖u‖Bθp,p(∂X),
‖u˜‖N1,p(X) . ‖u‖Lp(∂X) + ‖u‖Bθp,p(∂X) = ‖u‖B˜θp,p(∂X)
.
In view of Proposition 6.1, the range in (6.5) is sharp, cf. Theorem 6.5. Note
also that if u ∈ Bθp,p(∂X) is continuous then we have Tr(Extu) = u everywhere.
Proof. Let u ∈ Bθp,p(∂X). For x ∈ X with |x| = n ∈ N := {0, 1, 2, ...} let
u˜(x) =
∫
B(ζ,rn)
u dν, (6.6)
where rn = 2e
(1−n)ε/ε is as in the proof of Proposition 5.7 and ζ ∈ ∂X is any
descendant of x. Observe that B(ζ, rn) consists of all the points in ∂X that have
x as an ancestor, that is, the geodesics connecting the root 0 to these points pass
through x. Note that u˜(x) = un(ζ), where un is the piecewise constant (and
continuous) approximation of u from Proposition 5.7. Moreover, (6.3) and (6.6)
imply that Tr u˜(ζ) = u(ζ) whenever ζ ∈ ∂X is a Lebesgue point of u.
If y is a child of x, extend u˜ to the edge [x, y] as follows: First, we choose ζ ∈ ∂X
so that ζ is a descendant of y as well. We can do this because the ultrametric
property of ∂X tells us that every point in the ball B(ζ, rn) is a center of this ball,
see Lemma 5.1. For each t ∈ [x, y] set
gu˜(t) =
|u˜(x)− u˜(y)|
dX(x, y)
=
ε|un(ζ) − un+1(ζ)|
(1− e−ε)e−εn
(6.7)
and u˜(t) = u˜(x) + gu˜(t) dX(x, t), i.e. gu˜ is constant and u˜ is linear (with respect to
the metric dX) on the edge [x, y]. It follows that gu˜ is a minimal upper gradient of
u˜ on the edge [x, y]. The contribution from this edge to
∫
X g
p
u˜ dµ is
∫
[x,y]
gpu˜ dµ ≃
∫ n+1
n
(
|un(ζ)− un+1(ζ)|
e−εn
)p
e−βτ dτ ≃ e(εp−β)n|un(ζ) − un+1(ζ)|
p.
(6.8)
Here, the choice of ζ ∈ ∂X is dictated by the child y of x, but ζ can be replaced by
any choice of ξ ∈ B(ζ, rn+1). Integrating (6.8) over this smaller ball, we obtain
ν(B(ζ, rn+1))
∫
[x,y]
gpu˜ dµ ≃ e
(εp−β)n
∫
B(ζ,rn+1)
|un(ξ)− un+1(ξ)|
p dν(ξ).
Summing over all the edges in X connecting vertices at level n to vertices at level
n+ 1 shows that the contribution to
∫
X
gpu˜ dµ from all such edges is comparable to
e(εp−β)n
∫
∂X
|un(ζ) − un+1(ζ)|
p
ν(B(ζ, rn+1))
dν(ζ).
Summing over all n ∈ N and writing |un(ζ)− un+1(ζ)| ≤ |vn(ζ)|+ |vn+1(ζ)|, where
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vn = un − u, we obtain from (5.13) that∫
X
gpu˜ dµ .
∞∑
n=0
e(εp−β)n
∫
∂X
(|vn(ζ)|+ |vn+1(ζ)|)
p
ν(B(ζ, rn+1))
dν(ζ)
.
∞∑
n=0
e(εp−β)n
rQn
∫
∂X
∫
B(ζ,rn)
|u(χ)− u(ζ)|p dν(χ) dν(ζ)
≃
∞∑
n=0
e(εp−β)nrθpn
rQn
(
Ep(u, rn)
rθn
)p
. (6.9)
Since rn ≃ e
−nε, Lemma 5.4 shows that the sum converges provided that
e(εp−β)nrθp−Qn ≃ e
(εp−β−ε(θp−Q))n ≤ C
for all n = 0, 1, ... , i.e. if εp − β − ε(θp − Q) ≤ 0. This is equivalent to θ ≥
1 +Q/p− β/εp, which is (6.5). Thus ‖gu˜‖Lp(X) . ‖u‖Bθp,p(∂X) for such θ.
The finiteness of ‖u˜‖Lp(X) now follows from the (p, p)-Poincare´ inequality (Corol-
lary 4.3), since u˜ ∈ L1(X) by the construction of u˜.
Combining Propositions 6.1 and 6.4 we obtain the following theorem identifying
the trace space.
Theorem 6.5. Let X be a regular K-ary tree with the metric dX defined by the
exponential weight as in (2.1) with ε > 0 and the measure µ defined by the expo-
nential weight with β > logK, and let p ≥ 1. Then the trace space of N1,p(X) is
the Besov space Bθp,p(∂X), where θ = 1− (β − logK)/pε, with equivalent norms.
The following embedding result follows from Proposition 6.4 by means of an
embedding theorem for Newtonian spaces.
In the Euclidean setting, it is well known that the Besov spaces Bθp,p(R
n) and
Bθp,p(Ω) for smooth Euclidean subdomains Ω embed continuously into C
α provided
that θ = α + n/p, see e.g. Triebel [47, Section 2.7.1]. Our result extends this to
regular Cantor type sets.
Proposition 6.6. Let X be a regular K-ary tree with the metric dX defined as
in (2.1) by the exponential weight with ε > 0. Let Q = (logK)/ε be the Hausdorff
dimension of ∂X and p > 1. Then Bθp,p(∂X) ⊂ C
α(∂X), in the sense that every
u ∈ Bθp,p(∂X) has an α-Ho¨lder continuous representative, provided that one of the
following conditions holds :
(a) Q < 1, θ ≥
Q − 1
p
+ 1 and α = 1−
1
p
> 0;
(b)
Q
p
< θ ≤
Q− 1
p
+ 1, θ < 1 and α = θ −
Q
p
;
(c) Q ≥ 1, θ ≥ 1 and 0 < α < 1−
Q
p
.
Proof. (a) and (b) Equip X with the measure dµ = e−β|x|d|x| as in (3.1), where
β = ε in (a) and β = Qε+ pε(1 − θ) ≥ ε in (b). Note that in both cases, θ ≥ 1 −
(β− logK)/pε and β > logK. Proposition 6.4 then shows that every u ∈ Bθp,p(∂X)
can be extended to U ∈ N1,p(X) so that for ν-a.e. ζ ∈ ∂X , U(x)→ u(ζ) as x→ ζ
along a geodesic. By Corollary 3.8, µ satisfies (3.9) with s = β/ε ≥ 1. Note also
that p > s, both in (a) and (b). It follows that N1,p(X) embeds continuously
into C1−s/p(X) with respect to the metric dX , by e.g. Theorem 5.1 in Haj lasz–
Koskela [22]. Hence, the function u∗(ζ) := limx→ζ U(x) is well defined and (1−s/p)-
Ho¨lder continuous on ∂X . Since 1 − s/p = α and u∗ = u ν-a.e., the result follows
in this case.
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(c) Let τ = α + Q/p and note that Q/p < τ ≤ Q/p + 1 − 1/p, τ < 1 and
α = τ − Q/p, i.e. (b) holds with θ replaced by τ . The already proved part (b)
together with (5.6) then gives the result.
7. Quasisymmetric mappings
In this section we begin a discussion of quasisymmetric mappings between bound-
aries of two trees. We will assume that the boundaries are uniformly perfect and
equipped with Ahlfors regular measures. We shall show that if f : ∂X → ∂Y is
a quasisymmetric mapping satisfying a certain dimension condition, then for every
p ≥ 1 and θ > 0 there is a bounded induced map f# : B
θ
p,p(∂Y ) → B
τ
p,p(∂X)
for some τ > 0. There are already indications in the current literature that cer-
tain Besov spaces may be invariant under quasisymmetries; see Bourdon–Pajot [11].
Hence this result is natural.
Primary examples for these investigations come from regular trees, but regularity
is not strictly required. All we need is uniform perfectness (or rather the fact that
the mapping under consideration is a power map) and Ahlfors regularity.
We therefore first formulate and prove our results for Besov spaces on general
metric spaces and then specialize them to boundaries of trees. Recall that a metric
space Z is uniformly perfect if there is a constant C > 1 such that whenever z ∈ Z
and 0 < r < diamZ, the annulus B(z, r) \ B(z, r/C) is nonempty. A measure
ν on Z is Ahlfors Q-regular if for every z ∈ Z and 0 < r < 2 diamZ we have
ν(B(z, r)) ≃ rQ.
A homeomorphism f : Z →W between two metric spaces (Z, dZ) and (W,dW ) is
quasisymmetric if there is a homeomorphism η : [0,∞)→ [0,∞) such that whenever
x, y, z ∈ Z and x 6= z, then
dW (f(x), f(y))
dW (f(x), f(z))
≤ η
(
dZ(x, y)
dZ(x, z)
)
. (7.1)
If Z andW are uniformly perfect then every quasisymmetric map between them
has to be a power quasisymmetric map, see Heinonen [25, Theorem 11.3]. This
means that η can be chosen to be of the form
η(t) =
{
Atα, if t ≤ 1,
At1/α, if t ≥ 1,
(7.2)
for some 0 < α ≤ 1 and A > 0. Interchanging the role of y and z in the defini-
tion (7.1) of quasisymmetry gives a lower bound with the function ϕ(t) = 1/η(1/t).
Thus we have the following pair of inequalities for all x, y, z ∈ Z with x 6= z:
ϕ
(
dZ(x, y)
dZ(x, z)
)
≤
dW (f(x), f(y))
dW (f(x), f(z))
≤ η
(
dZ(x, y)
dZ(x, z)
)
.
It is easily verified that (7.2) yields
ϕ(t) =
{
A−1t1/α, if t ≤ 1,
A−1tα, if t ≥ 1,
(7.3)
where the constant A is the one associated with η in (7.2). Note that the constant 1
in (7.2) and (7.3) can easily be replaced by any other positive constant, by changing
the constant A.
If Z is bounded, then for x ∈ Z we can choose z ∈ Z such that dZ(x, z) ≥
1
3 diamZ, and from such a choice of z we get
C1dZ(x, y)
1/α ≤ dW (f(x), f(y)) ≤ C2dZ(x, y)
α,
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i.e. both f and f−1 are α-Ho¨lder.
We say that a bijective map f : Z →W is (α1, α2)-biHo¨lder if there are constants
C1, C2 > 0 such that for all x, y ∈ Z,
C1dZ(x, y)
α1 ≤ dW (f(x), f(y)) ≤ C2dZ(x, y)
α2 . (7.4)
If α1 = 1/α and α2 = α, we say that f is α-biHo¨lder.
Clearly, every α-biHo¨lder map is (1/α, α)-biHo¨lder, but there may be better
constants α1 and α2 for which (7.4) holds. Conversely, if Z is bounded then every
(α1, α2)-biHo¨lder map is α-biHo¨lder with α = min{1/α1, α2}.
Lemma 7.1. Assume that Z and W are bounded metric spaces equipped with an
Ahlfors QZ-regular measure νZ and an Ahlfors QW -regular measure νW respectively.
Suppose that f : Z → W is an (α1, α2)-biHo¨lder homeomorphism such that QZ ≥
α1QW . Then the map f induces a bounded embedding f# : L
p(W ) → Lp(Z) for
p ≥ 1, via composition.
The proof below does not need f to be biHo¨lder, it is sufficient to require that
f−1 is a 1/α1-Ho¨lder continuous homeomorphism.
Proof. Since Z and W are separable, continuous functions are dense in Lp(Z) and
Lp(W ). Let u ∈ Lp(W ) be a continuous function. Then
∫
W
|u|p dνW and
∫
Z
|u ◦
f |p dνZ can be computed using Riemann sums. Cover Z by balls Bi = BZ(zi, r)
with common radius r < 1 so that the balls BZ
(
zi,
1
2r
)
are pairwise disjoint and∫
Z
|u ◦ f |p dνZ ≃
∑
i
|u ◦ f(zi)|
pνZ(Bi)
for some choice zi ∈ Bi. The Ahlfors regularity condition then implies that the balls
{Bi}i have bounded overlap with a bound independent of r. Since f is (α1, α2)-
biHo¨lder continuous, we know that BW (f(zi), Cr
α1 ) ⊂ f(Bi) and hence
νZ(Bi) ≃ r
QZ ≤ rα1QW . νW (f(Bi)).
Thus, we have ∫
Z
|u ◦ f |p dνZ .
∑
i
|u ◦ f(zi)|
pνW (f(Bi)).
As f is a homeomorphism and {Bi}i have bounded overlap, so do {f(Bi)}i, and
letting r → 0 we obtain∫
Z
|u ◦ f |p dνZ . lim sup
r→0
∑
i
|u ◦ f(zi)|
pνW (f(Bi)) .
∫
W
|u|p dνW .
By the density of continuous functions in the corresponding Lp-spaces, we see that
f# boundedly embeds L
p(Z) into Lp(W ).
The following proposition is a simple consequence of Lemma 7.1 and provides
us with embeddings between Besov spaces.
Proposition 7.2. Assume that Z and W are bounded metric spaces equipped with
an Ahlfors QZ-regular measure νZ and an Ahlfors QW -regular measure νW respec-
tively. Let f : Z →W be an (α1, α2)-biHo¨lder homeomorphism such that
QZ ≥ α1QW , (7.5)
and θ, τ > 0 and p ≥ 1 be such that
τ ≤ α2θ +
α2QW −QZ
p
. (7.6)
Then f induces a canonical bounded embedding f# : B
θ
p,p(W ) → B
τ
p,p(Z) via com-
position.
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Proposition 7.2 can immediately be applied to the tree boundaries Z = ∂X and
W = ∂Y , considered in the previous sections, provided that each vertex in X and
Y has at least two children (so that the boundaries are uniformly perfect) and the
boundaries ∂X and ∂Y are Ahlfors regular. The Ahlfors regularity is guaranteed
e.g. if X and Y are regular trees, but can hold also in less regular situations. The
metrics on ∂X and ∂Y are the visual metrics given by (5.1). Such metrics can be
defined also for nonregular trees.
An (α1, α2)-biHo¨lder homeomorphism f : ∂X → ∂Y thus induces a canonical
bounded embedding f# : B
θ
p,p(∂Y )→ B
τ
p,p(∂X), provided that QX ≥ α1QY and
τ ≤ α2θ +
α2QY −QX
p
.
In particular, this applies to quasisymmetric mappings between the boundaries with
α1 = α
−1 and α2 = α for some 0 < α ≤ 1.
Proof of Proposition 7.2. Suppose that u ∈ Bθp,p(W ), and let v = u ◦ f . Also let
θ0 = θ+QW /p and τ0 = τ +QZ/p. For x, z ∈ Z, we have by the Ho¨lder continuity
of f and the fact that τ0 ≤ α2θ0,
|v(z)− v(x)|
dZ(z, x)τ0
=
|v(z)− v(x)|
dW (f(z), f(x))θ0
dW (f(z), f(x))
θ0
dZ(z, x)τ0
(7.7)
.
|v(z)− v(x)|
dW (f(z), f(x))θ0
dZ(z, x)
α2θ0−τ0 .
|u ◦ f(z)− u ◦ f(x)|
dW (f(z), f(x))θ0
.
By the second part of Lemma 5.4, we see that
‖v‖pBτp,p(Z)
≃
∫
Z
∫
Z
(
|v(z)− v(x)|
dZ(z, x)τ0
)p
dνZ(z) dνZ(x).
Inequality (7.7) and Lemma 7.1 then yield,
‖v‖pBτp,p(Z)
.
∫
Z
∫
Z
(
|u ◦ f(z)− u ◦ f(x)|
dW (f(z), f(x))θ0
)p
dνZ(z) dνZ(x)
.
∫
W
∫
W
(
|u(y)− u(w)|
dW (y, w)θ0
)p
dνW (y) dνW (w) ≃ ‖u‖
p
Bθp,p(W )
.
Thus we have a bounded embedding f# : B
θ
p,p(W ) → B
τ
p,p(Z), with control over
the Besov seminorm. Control of the Lp norm is given by Lemma 7.1.
Remark 7.3. Assume that the metric space Z is equipped with another “snowflaked”
metric d′Z satisfying
d′Z(z, x) = dZ(z, x)
σ (7.8)
for some σ > 0 and all z, x ∈ Z. Then the ball B(z, r) with respect to dZ equals the
ball B′(z, r′) with respect to d′Z , where r
′ = rσ, and νZ(B(ζ, r)) = νZ(B
′(z, r′)).
This means that the Ahlfors regularity exponent changes accordingly, i.e. Q′Z =
QZ/σ. Also, it is easily verified that B
τ
p,p(Z) with respect to dZ equals B
τ ′
p,p(Z)
with respect to d′Z , where τ
′ = τ/σ.
A similar observation holds forW with d′W (y, w) = dW (y, w)
κ and θ′ = θ/κ. We
also see that an (α1, α2)-biHo¨lder map f : (Z, dZ) → (W,dW ) is (α
′
1, α
′
2)-biHo¨lder
when regarded as a map from (Z, d′Z) to (W,d
′
W ), with α
′
j = αjκ/σ, j = 1, 2.
Note that the conditions (7.5) and (7.6) remain invariant under such changes,
and thus Lemma 7.1 and Proposition 7.2 are invariant under “snowflaking” of the
metrics.
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For 0 < σ ≤ 1 the snowflaking in (7.8) always gives a new metric, but this is not
true in general for σ > 1. However, for our primary examples, boundaries of trees,
snowflaking always produces a new metric also for σ > 1. Changing the weight
exponents εX and εY which determine the metrics on ∂X and ∂Y to ε
′
X and ε
′
Y
respectively, gives new “snowflaked” visual metrics d′X ≃ d
σ
X and d
′
Y ≃ d
κ
Y with
σ = ε′X/εX and κ = ε
′
Y /εY . Thus the identity is a quasisymmetric self-mapping
of ∂X and of ∂Y and it follows that if f : ∂X → ∂Y is a quasisymmetric map for
some εX , εY > 0 then it is quasisymmetric with respect to all metrics on ∂X and
∂Y given by (5.1).
The conditions QX ≥ α1QY and τ ≤ α2θ+ p
−1(α2QY −QX) place restrictions
on the type of biHo¨lder maps for which Proposition 7.2 holds and on the Hausdorff
dimensions of ∂X and ∂Y . The result applies to general metric spaces but does
not take the geometry of the spaces into consideration. Our primary examples ∂X
and ∂Y are Cantor type sets with more structure than general metric spaces, and
Besov spaces on such sets can be regarded as traces of Newtonian spaces. Thus the
conclusions of Proposition 7.2 can be improved in this case by exploiting embeddings
between Newtonian spaces on trees. To do so, we need to extend quasisymmetric
mappings between boundaries of trees to nice mappings between the trees. This
will be the focus of the next section. The corresponding result for Besov spaces
appears in Theorem 8.3 below.
8. Extending quasisymmetries from the boundary
to the tree, and embeddings of Besov spaces
In this section, we assume that both X and Y are rooted trees such that each vertex
has at least two children. In particular, ∂X and ∂Y are uniformly prefect, but no
regularity is assumed (except for Theorem 8.3)
Proposition 7.2 and the comments after it show that quasisymmetric mappings
between boundaries of two trees preserve Besov spaces. At the same time, we saw
in Theorem 6.5 that Besov functions on the boundary of a regular tree are traces
of (and extend to) Newtonian functions on the tree. It is therefore natural to ask
whether every quasisymmetric map can be extended to the tree as some mapping
preserving Newtonian spaces in a reasonable way. The aim of this section is to
study this question. The natural property of such extended functions is the rough
quasiisometry, see Definition 8.1.
We shall show that every quasisymmetry between the boundaries of two trees ex-
tends to a rough quasiisometry between the trees. At the end of this section, in The-
orem 8.3, we will show that if the trees involved are regular, then the quasisymmetry
between their boundaries induces a canonical bounded linear map between certain
Besov spaces, under less restrictive assumptions than those in Proposition 7.2.
Let X and Y be two trees such that each vertex has at least two children. Let
dX and dY be the metrics on X and Y given as in (2.1) by the exponential weights
with εX and εY , respectively. Consider the Cantor type boundaries ∂X and ∂Y
with respect to these metrics and extend the metrics to the boundaries as in (5.1).
Also let | · − · | denote the metric on the vertices of a tree given by the number of
edges in the geodesic from one vertex to another. Recall that |x| = |x − 0X | and
|y| = |y − 0Y | for x ∈ X and y ∈ Y .
Assume that f : ∂X → ∂Y is an η-quasisymmetry, as in (7.1). Since each vertex
in X and Y has more than one child, the boundaries ∂X and ∂Y are uniformly
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perfect and η can be chosen to be of the form
η(t) =
{
Atα, if t ≤ 1,
At1/α, if t ≥ 1,
(8.1)
for some α ≤ 1 and A > 0, by Theorem 11.3 in Heinonen [25].
We now use f to construct a map F : X → Y as follows: For x ∈ X we let F (x)
be the largest vertex in Y (with respect to ≤) with the property that
f(ξ) > F (x) for all ξ > x.
In other words, we consider all the descendants ξ ∈ ∂X of x, and choose as F (x)
the largest common ancestor of all f(ξ) for these ξ. Thus F : X → Y is defined. We
shall use (7.1) to discover properties of this map, namely for arbitrary x1, x2 ∈ X
we want bounds for |F (x1)− F (x2)| in terms of |x1 − x2|.
Definition 8.1. A (not necessarily continuous) mapping F : X → Y is an (L,Λ)-
rough quasiisometry if whenever x, y ∈ X we have
1
L
|x− y| − Λ ≤ |F (x)− F (y)| ≤ L|x− y|+ Λ,
and for each y ∈ Y there is a point x ∈ X such that |F (x)− y| ≤ L+ Λ.
Such maps can be regarded as mappings between the vertices of the correspond-
ing trees, or as mappings between the edge-connected trees (by mapping the edge
between the two vertices to the geodesic connecting the images of the two vertices).
This dichotomy of rough quasiisometries will be exploited in this and subsequent
sections of this paper. Much of the current literature on rough quasiisometries
call such maps quasiisometries. However, we will follow the terminology of Bonk–
Heinonen–Koskela [8] to avoid confusion with biLipschitz maps.
Theorem 8.2. Let X and Y be two rooted trees, such that each vertex has at least
two children. Let εX and εY give the weighted metrics on X and Y respectively as
in (5.1). Suppose that f : ∂X → ∂Y is an η-quasisymmetric map, where
η(t) =
{
Atα1 , if t ≤ 1,
Atα2 , if t ≥ 1,
and α1, α2, A > 0. (8.2)
Then there is an (L,Λ)-rough quasiisometry F : X → Y which extends continuously
along geodesics in X to f , and such that for all x1, x2 ∈ X,
L1|x1 − x2| − Λ ≤ |F (x1)− F (x2)| ≤ L2|x1 − x2|+ Λ, (8.3)
where
L1 =
α1εX
εY
, L2 =
α2εX
εY
, L = max
{
1
L1
, L2
}
and Λ =
2 logA
εY
.
The formulas for L1 and L2 (and thus also for L) are sharp as we will see later
in Remark 9.10.
Proof. Let x1, x2 ∈ X . We consider two cases.
Case 1. x1 and x2 are comparable with respect to the partial order ≤. In this
case we can without loss of generality assume that x2 > x1, i.e.
|x1 − x2| = |x2| − |x1|.
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It is then clear by the definition of F that F (x1) ≤ F (x2), i.e.
|F (x1)− F (x2)| = |F (x2)| − |F (x1)|.
Using (5.1) and the fact that F (x1) has at least two children, we can find ξ
∗, ξ1 ∈ ∂X
so that ξ1 > x1, ξ
∗ > x2 and
dY (f(ξ
∗), f(ξ1)) =
2
εY
e−εY |F (x1)|.
Since x2 has at least two children, we can also find ∂X ∋ ξ2 > x2 such that
dX(ξ
∗, ξ2) = 2e
−εX |x2|/εX . Then
dX(ξ
∗, ξ1)
dX(ξ∗, ξ2)
≤
2e−εX |x1|/εX
2e−εX |x2|/εX
= eεX |x1−x2| > 1
and
dY (f(ξ
∗), f(ξ1))
dY (f(ξ∗), f(ξ2))
≥
2e−εY |F (x1)|/εY
2e−εY |F (x2)|/εY
= eεY |F (x1)−F (x2)|.
The η-quasisymmetry condition now yields
eεY |F (x1)−F (x2)| ≤ η
(
dX(ξ
∗, ξ1)
dX(ξ∗, ξ2)
)
≤ η(eεX |x1−x2|) ≤ Aeα2εX |x1−x2|.
From this we conclude that
|F (x1)− F (x2)| ≤
α2εX
εY
|x1 − x2|+
logA
εY
. (8.4)
For the converse inequality, first find ξ, ξ2 ∈ ∂X so that ξ, ξ2 > x2 and
dY (f(ξ), f(ξ2)) =
2
εY
e−εY |F (x2)|,
and then ∂X ∋ ξ1 > x1 so that dX(ξ, ξ1) = 2e
−εX |x1|/εX . This is possible since
both F (x2) and x1 have at least two children. Then
dX(ξ, ξ2)
dX(ξ, ξ1)
≤
2e−εX |x2|/εX
2e−εX |x1|/εX
= e−εX |x1−x2| < 1
and
dY (f(ξ), f(ξ2))
dY (f(ξ), f(ξ1))
≥
2e−εY |F (x2)|/εY
2e−εY |F (x1)|/εY
= e−εY |F (x1)−F (x2)|.
The η-quasisymmetry condition now yields
e−εY |F (x1)−F (x2)| ≤ Ae−α1εX |x1−x2|,
and we conclude that
|F (x1)− F (x2)| ≥
α1εX
εY
|x1 − x2| −
logA
εY
. (8.5)
Case 2. x1 and x2 are not comparable with respect to the partial order ≤. Let
xˆ be the largest common ancestor of x1 and x2 in X , and yˆ be the largest common
ancestor of F (x1) and F (x2) in Y . (Note that it is possible to have yˆ be one of
F (x2), F (x1). Indeed, if F (x1) lies in the geodesic connecting F (xˆ) to F (x2), then
necessarily yˆ = F (x1).)
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We obtain from (8.4) that
|F (x1)− F (x2)| ≤ |F (x1)− F (xˆ)|+ |F (xˆ)− F (x2)|
≤
α2εX
εY
(|x1 − xˆ|+ |xˆ− x2|) +
2 logA
εY
.
Since x1 and x2 are not comparable, we have
|x1 − x2| = |x1 − xˆ|+ |xˆ− x2| (8.6)
and hence
|F (x1)− F (x2)| ≤
α2εX
εY
|x1 − x2|+
2 logA
εY
.
For the converse inequality, we let ξ1, ξ2 ∈ ∂X be such that ξ1 > x1 and ξ2 > x2.
Since yˆ is the largest common ancestor of F (x1) and F (x2), which in turn are
ancestors of f(ξ1) and f(ξ2), we see that
dY (f(ξ1), f(ξ2)) ≤ 2e
−εY |yˆ|/εY .
By the definition of F (x1), we can choose a descendant ξ
′
1 ∈ ∂X of x1 so that
dY (f(ξ1), f(ξ
′
1)) = 2e
−εY |F (x1)|/εY and hence
dY (f(ξ1), f(ξ
′
1))
dY (f(ξ1), f(ξ2))
≥
2e−εY |F (x1)|/εY
2e−εY |yˆ|/εY
= eεY (|yˆ|−|F (x1)|). (8.7)
As x1 < ξ1 ∈ ∂X and x2 < ξ2 ∈ ∂X , we see that the geodesic from ξ1 to ξ2
must pass through xˆ. Hence by (5.1),
dX(ξ1, ξ2) = 2e
−εY |xˆ|/εX .
Since moreover dX(ξ1, ξ
′
1) ≤ 2e
−εX |x1|/εX , and |xˆ| < |x1| we obtain that
dX(ξ1, ξ
′
1)
dX(ξ1, ξ2)
≤
2e−εX |x1|/εX
2e−εX |xˆ|/εX
= eεX (|xˆ|−|x1|) < 1.
The quasisymmetry condition (7.1) then implies that
dY (f(ξ1), f(ξ
′
1))
dY (f(ξ1), f(ξ2))
≤ η
(
dX(ξ1, ξ
′
1)
dX(ξ1, ξ2)
)
≤ η(eεX (|xˆ|−|x1|)) ≤ Aeα1εX (|xˆ|−|x1|).
Inserting this into (8.7) yields
εY (|yˆ| − |F (x1)|) ≤ α1εX(|xˆ| − |x1|) + logA.
Since F (x1) ≥ yˆ and x1 ≥ xˆ, this gives
|F (x1)− yˆ| ≥
α1εX
εY
|x1 − xˆ| −
logA
εY
.
Similarly,
|F (x2)− yˆ| ≥
α1εX
εY
|x2 − xˆ| −
logA
εY
.
Summing up the last two estimates and using (8.6) gives
|F (x1)− F (x2)| = |F (x1)− yˆ|+ |yˆ − F (x2)| ≥
α1εX
εY
|x1 − x2| −
2 logA
εY
and proves the rough quasiisometry condition (8.3).
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To verify the “density property”, let y ∈ Y , and χ ∈ ∂Y be a descendant of y,
that is, χ > y. Since f is a quasisymmetry between ∂X and ∂Y , it is surjective.
It follows that there exists ξ ∈ ∂X such that f(ξ) = χ. Because f is continuous,
it also follows that for each r > 0 there is a positive real number δ such that
f(B(ξ, δ)∩∂X) ⊂ B(χ, r)∩∂Y. We therefore conclude that there is a vertex y0 ∈ Y
such that χ > y0 ≥ y and a vertex x ∈ X with F (x) = y0. Let Y0 be the collection
of all such y0.
Suppose that y is not in the image of X under F . Then y /∈ Y0. Let z ∈ Y0 be
minimal (with respect to ≤), i.e. such that whenever y ≤ w < z then w /∈ Y0. Let
X0 be the collection of all x ∈ X for which F (x) = z. It is nonempty, since z ∈ Y0.
Let v ∈ X0 be minimal, i.e. such that whenever x < v then x /∈ X0.
Let u ∈ X be the parent of v. Then F (u) < F (v) = z, by the monotonicity of
F , and |u − v| = 1. Since z is minimal in Y0, it follows that F (u) < y < z = F (v)
and hence
|F (v)− y| < |F (v)− F (u)| ≤ L|v − u|+ Λ = L+ Λ.
Thus every y ∈ Y is within a distance L + Λ of the image of X under F . This
completes the proof of the theorem.
As promised at the end of Section 7, we now give a Besov space invariance result.
Theorem 8.3. Let X and Y be regular KX- and KY -ary trees equipped with metrics
dX and dY given by exponential weights with exponents εX and εY , as in (2.1).
Let f : ∂X → ∂Y be an η-quasisymmetric map with η as in (8.2), and let
QX = (logKX)/εX and QY = (logKY )/εY be the Hausdorff dimensions of ∂X
and ∂Y given by Lemma 5.2. Suppose that p ≥ 1 and θX , θY ∈ (0, 1) satisfy
θX ≤


QX
p
+ α1
(
θY −
QY
p
)
, if θY ≥
QY
p
,
QX
p
+ α2
(
θY −
QY
p
)
, if θY ≤
QY
p
.
(8.8)
Then f induces a canonical embedding f# : B
θY
p,p(∂Y ) → B
θX
p,p(∂X) such that when
u ∈ BθYp,p(∂Y ) is continuous, we have f#(u) = u ◦ f .
This improves upon Proposition 7.2 for regular trees.
Remark 8.4. The inverse of an η-quasisymmetric mapping f , with η as in (8.2),
is η˜-quasisymmetric with
η˜(t) ≃
{
t1/α2 for t ≤ 1,
t1/α1 for t ≥ 1.
Thus f−1 : ∂Y → ∂X induces an embedding f−1# : B
θX
p,p(∂X)→ B
θ′Y
p,p(∂Y ) whenever
θ′Y ≤


QY
p
+
1
α2
(
θX −
QX
p
)
, if θX ≥
QX
p
,
QY
p
+
1
α1
(
θX −
QX
p
)
, if θX ≤
QX
p
.
When θX = QX/p and θY = QY /p, this shows that (for all α1 and α2) f induces
an equivalence of the Besov spaces BθXp,p(∂X) and B
θY
p,p(∂Y ). Thus, we recover
Koskela–Yang–Zhou [38, Theorem 5.1] in our setting of boundaries of regular trees.
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We allow for other exponents as well, which gives more general results in our
special setting. For example, we obtain the following embeddings with τ ≥ 0,
BQY /p+τ/α1p,p (∂Y ) −֒→ B
QX/p+τ
p,p (∂X) −֒→ B
QY /p+τ/α2
p,p (∂Y ),
BQY /p−τ/α2p,p (∂Y ) −֒→ B
QX/p−τ
p,p (∂X) −֒→ B
QY /p−τ/α1
p,p (∂Y ),
which do not follow from Theorem 5.1 in [38] when τ > 0. In particular, if α1 =
α2 = α (i.e. f is a “snowflaking” mapping), then f induces an equivalence of the
Besov spaces B
QX/p+τ
p,p (∂X) and B
QY /p+τ/α
p,p (∂Y ) for all τ > −QX/p.
To prove Theorem 8.3 we shall use the following lemma which, roughly speaking,
gives a sufficient condition for an embedding between Newtonian spaces on trees.
Lemma 8.5. Let X and Y be rooted trees equipped with metrics dX , dY and mea-
sures µX , µY given by exponential weights with exponents εX , εY , βX and βY ,
respectively, as in (2.1) and (3.1). Assume that each vertex in X has at most KX
number of children. Let p ≥ 1 and assume that F : X → Y is an (L,Λ)-rough quasi-
isometry. We extend F to the edges of X so that the edge [x, y] ⊂ X is mapped
linearly (with respect to dX and dY ) to the geodesic connecting F (x) and F (y) in
Y . Also assume that there are a positive integer n0 and a constant C0 such that for
all x ∈ X with |x| ≥ n0,
(pεX − βX)|x|+ (βY − pεY )|F (x)| ≤ C0. (8.9)
Let u : Y → R be linear (with respect to dY ) on each edge, and let gY be the
minimal upper gradient of u in (Y, dY ) given on each edge [z, w] ⊂ Y by
gY (τ) =
|u(z)− u(w)|
dY (z, w)
≃ eεY |τ ||u(z)− u(w)| for τ ∈ [z, w].
Let A = (L+ Λ)eεY (L+Λ)+εX . Then the function gX given on each edge [x, y] ⊂ X
by
gX(t) =
{
AeεX |t|−εY |F (t)|gY (F (t)), if F (x) 6= F (y),
0, if F (x) = F (y),
for t ∈ [x, y],
is an upper gradient of v = u ◦ F in (X, dX). Moreover,
‖gX‖Lp(X) . ‖gY ‖Lp(Y ).
Proof. That gY is a minimal upper gradient of u in (Y, dY ) is straightforward from
its definition. Let γ be a geodesic in X connecting two points (not necessarily
vertices) a and b. By splitting γ into parts if necessary, we can assume that a and
b belong to the same edge. Let γ′ be the geodesic in Y connecting F (a) to F (b).
Note that since a and b belong to the same edge, γ′ = F ◦γ. Then by the definition
of upper gradients,
|v(a)− v(b)| = |u(F (a))− u(F (b))| ≤
∫
γ′
gY dY s, (8.10)
where dY s denotes the arc length measure on γ
′ with respect to the metric dY .
The metric on X is with respect to the density e−εX |t| and the metric on Y is with
respect to the density e−εY |t| (see (2.1)). By the linearity (with respect to dX and
dY ) of F on the edge [x, y] containing a and b, we have for all t ∈ [a, b] that
dY s
dXs
=
dY (F (x), F (y))
dX(x, y)
≤ A
e−εY |F (t)|
e−εX |t|
,
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where A is as in the statement of the lemma. Inserting this into (8.10) gives
|v(a)− v(b)| ≤ A
∫
γ
eεX |t|−εY |F (t)|gY (F (t)) dXs(t) =
∫
γ
gX dXs,
and shows that gX is an upper gradient of v in (X, dX). (Note that if F maps an
edge [x, y] ⊂ X to a single vertex z ∈ Y , then the above construction gives gX ≡ 0
on [x, y].) To estimate the Lp-norm of gX , note first that∫
X
gpX dµX ≃
∑
x,y∈X
x∼y
∫
[x,y]
(
eεX |t|−εY |F (t)|gY (F (t))
)p
dµX (8.11)
≃
∑
x,y∈X
x∼y
e(εX |x|−εY |F (x)|)p−βX|x|
∫
[x,y]
gY (F (t))
p dt.
Since |F (x)− F (y)| ≤ L+ Λ and gX ≡ 0 on [x, y] if F (x) = F (y), we see that∫
[x,y]
gY (F (t))
p d|t| ≃
∫
[F (x),F (y)]
gY (τ)
p d|τ | ≃ eβY |F (x)|
∫
[F (x),F (y)]
gpY dµY .
Inserting this into (8.11) and using (8.9) give∫
X
gpX dµX ≃
∑
x,y∈X
x∼y
e(pεX−βX )|x|+(βY−pεY )|F (x)|
∫
[F (x),F (y)]
gpY dµY
.
∑
x,y∈X
x∼y
∫
[F (x),F (y)]
gpY dµY .
Now note that if F (x) = F (y) for some x, y ∈ X , then L−1|x − y| − Λ ≤ 0,
and so |x − y| ≤ LΛ, showing that for every z ∈ Y there are at most (KX + 1)
LΛ
elements in F−1({z}). Furthermore, since for every edge [x, y] ⊂ X the geodesic
connecting F (x) to F (y) contains at most L+ Λ edges, we can conclude that each
edge in Y belongs to at most (L + Λ)(KX + 1)
LΛ geodesics connecting images of
neighboring vertices of X . It follows that
∑
x,y∈X
x∼y
∫
[F (x),F (y)]
gpY dµY ≃
∫
Y
gpY dµY ,
which completes the proof.
Proof of Theorem 8.3. Note first that by Theorem 8.2, f extends to a rough quasi-
isometry F : X → Y such that for all x, y ∈ X ,
L1|x− y| − Λ ≤ |F (x)− F (y)| ≤ L2|x− y|+ Λ,
where L1 = α1εX/εY and L2 = α2εX/εY . Next, equip X and Y with measures µX
and µY given by exponential weights with exponents βX and βY , as in (3.1). Here
βX = logKX + pεX(1− θX) = [QX + p(1− θX)]εX ,
βY = logKY + pεY (1 − θY ) = [QY + p(1− θY )]εY .
By Proposition 6.4, each u ∈ BθYp,p(∂Y ) extends to a function U ∈ N
1,p(Y ) so that
the minimal upper gradient of U satisfies
‖gU‖Lp(Y ) . ‖u‖BθYp,p(∂Y )
.
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Lemma 8.5 then shows that the function V = U◦F has an upper gradient g ∈ Lp(X)
with ‖g‖Lp(X) . ‖gU‖Lp(Y ), provided that (8.9) holds. Moreover, the Poincare´
inequality (4.4) applied with z = 0X shows that V ∈ L
1(X) and
|VX | ≤ |V (0X)|+ C‖g‖Lp(X).
By the construction of F we know that F (0X) = 0Y . Therefore we have
|V (0X)| = |U(0Y )| =
∣∣∣∣
∫
∂Y
u dνY
∣∣∣∣ . ‖u‖Lp(∂Y ).
Thus the (p, p)-Poincare´ inequality in Corollary 4.3 gives that V ∈ Lp(X) and
‖V ‖Lp(X) . ‖u‖Lp(∂Y ) + ‖g‖Lp(X). Hence ‖V ‖N1,p(X) . ‖u‖B˜θYp,p(∂Y )
and Proposi-
tion 6.1 then implies that V has a trace TrV on ∂X such that ‖TrV ‖
B˜
θX
p,p(∂X)
.
‖u‖
B˜
θY
p,p(∂Y )
.
To show that (8.9) holds, note first that
βX − pεX = εX(QX − pθX) and βY − pεY = εY (QY − pθY ).
Thus it suffices to show that
εX(pθX −QX)|x| + εY (QY − pθY )|F (x)| ≤ C0 (8.12)
for some constant C0. We need to distinguish two cases.
Case 1. If θY ≥ QY /p, then QY − pθY ≤ 0 and we use the fact that
|F (x)| ≥ |F (x)− F (0X)| − |F (0X)| ≥ L1|x| − Λ,
since F (0X) = 0Y . Hence, as θX ≤ QX/p+ α1(θY −QY /p), the left-hand side of
(8.12) is majorized by
α1εX(pθY −QY )|x|+ εY (QY − pθY )(L1|x| − Λ) = −εY (QY − pθY )Λ =: C0,
since L1 = α1εX/εY .
Case 2. If θY ≤ QY /p, then QY − pθY ≥ 0 and we use the fact that
|F (x)| ≤ |F (0X)|+ |F (x) − F (0X)| ≤ L2|x|+ Λ.
Since θX ≤ QX/p+α2(θY −QY /p) and L2 = α2εX/εY , we see as in Case 1 that (8.9)
holds with C0 = εY (QY − pθY )Λ.
Finally, for continuous u ∈ BθYp,p(∂Y ) we have, by construction,
Tr V (ζ) = lim
X∋x→ζ
V (x) = lim
Y ∋y→f(ζ)
U(x) = u ◦ f(ζ).
9. Quasisymmetric extensions of rough quasiisome-
tries between trees
In this section, we assume that both X and Y are rooted trees such that each vertex
has at least one child. In particular, each branch is infinite, but no regularity is
assumed.
Having shown that quasisymmetries between the boundaries extend to rough
quasiisometries between the trees, we are next concerned with the issue of whether a
rough quasiisometry between the trees can be extended to a quasisymmetry between
the boundaries. For certain Gromov hyperbolic spaces (those whose boundaries are
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connected sets) this is known by the deep work of Gromov [20] and Kapovich [35],
see also the exposition in Bourdon–Pajot [10]. Given the simple nature of trees,
we are able to study this extendability question more directly here, but the fact
that the boundaries of trees are totally disconnected means that it is not sufficient
to merely check for “asymptotic” quasisymmetry. Also, quasisymmetric mappings
may reverse the “order” of a triple of points; namely, ξ can be closer to ζ than χ,
while the image of χ is closer to the image of ζ than the image of ξ is. This fact
makes our process of checking various cases rather troublesome, but is overcome
with the help of Lemma 9.8, which says in essence that if such order reversal takes
place, then ξ and χ are relatively close. However, a careful accounting still must be
taken.
We continue to use the same notation as in Section 8. Recall that any rough
quasiisometry between trees, because of the attendant lack of control at small scales,
can without loss of generality be thought of as a map solely between the vertices
of the corresponding trees. This is the view we took in Theorem 8.2 and which we
continue with in this section.
Let F : X → Y be an (L,Λ)-rough quasiisometry. We use the following con-
struction to extend F to a mapping between the boundaries ∂X and ∂Y : Given
ζ ∈ ∂X let {xi}
∞
i=1 be the sequence of vertices in X that form the geodesic con-
necting the root x0 = 0X to ζ with xi being the parent of xi+1 for i ∈ N. Let
Yζ = {F (xi) : i ∈ N} be the collection of the images of the vertices in this sequence,
and ∂Yζ := Y ζ ∩ ∂Y , where the closure is taken with respect to the dY metric.
Since F is a rough quasiisometry we see that
|F (xi)| ≥ |F (xi)− F (0X)| − |F (0X)| ≥
1
L
|xi| − Λ− |F (0X)| → ∞, as i→∞,
and thus Yζ is unbounded in the metric | · − · |. As all vertices in the tree Y have
finite degree, it is not hard to see that Y is compact, and thus ∂Yζ is nonempty.
Lemma 9.1 below shows that ∂Yζ has exactly one point, and thereby allows us
to extend F to the boundary ∂X by letting f(ζ) = χ, where ∂Yζ = {χ}.
Lemma 9.1. Let ζ ∈ ∂X, χ ∈ ∂Yζ , and y ∈ Y be such that y < χ. Let {xi}
∞
i=1
be the ordered sequence of vertices in X forming the geodesic connecting 0X to ζ,
whose image forms Yζ . Then there is a positive integer k such that whenever x ∈ X
satisfies x ≥ xk, we have F (x) ≥ y and hence dY (F (x), χ) ≤ 2e
−εY |y|/εY . In
particular, ∂Yz = {χ}.
Proof. The statement is trivial for y = 0Y . Assume therefore that y 6= 0Y . Since
χ is a limit point of Yζ and y < χ, there exist positive integers k and j with k > j
such that F (xj), F (xk) ≥ y and
|xk − xj | ≥ L(L+ 2Λ + 1 + |F (xj)− y|) (9.1)
Now let x ∈ X such that x ≥ xk. We need to show that F (x) ≥ y. We do so by
contradiction. Suppose F (x) 6≥ y. Then because F (xk) ≥ y, we can trace back from
x towards xk to find z ∈ X with xk < z ≤ x such that F (z) 6≥ y but the parent zˆ
of z satisfies F (zˆ) ≥ y. Denoting the parent of y by yˆ, we now see using (9.1) that
|F (z)− yˆ|+ |yˆ − F (xj)| = |F (z)− F (xj)| ≥
1
L
|z − xj | − Λ
≥
1
L
|xk − xj | − Λ ≥ L+ Λ+ 1 + |F (xj)− y|.
Given that F (xj) ≥ y and so |yˆ − F (xj)| = 1+ |y − F (xj)|, we obtain
|F (z)− yˆ| ≥ L+ Λ. (9.2)
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On the other hand, since the geodesic from F (z) to F (zˆ) must pass through yˆ, we
have |F (z)− yˆ|+ |yˆ− F (zˆ)| = |F (z)− F (zˆ)| ≤ L+Λ, and given that F (zˆ) ≥ y, we
know that |yˆ − F (zˆ)| ≥ 1. Therefore
|F (z)− yˆ| ≤ L+ Λ− 1,
which contradicts (9.2). Thus, for x ≥ xk we have F (x) ≥ y and hence dY (F (x), χ) ≤
2e−εY |y|/εY .
Letting y → χ along the geodesic from 0Y to χ now shows that F (xj)→ χ when
xj → ζ along the geodesic from 0X to ζ.
The next goal is to show that f : ∂X → ∂Y is a bijection and a homeomorphism.
This will be done through several lemmas, some of which (Lemmas 9.3 and 9.6) may
be of independent interest.
Lemma 9.2. The mapping f is surjective.
Proof. Let ω ∈ ∂Y be arbitrary and let {yj}
∞
j=0 be a geodesic terminating at ω.
By the density condition, for every j = 0, 1, ... , there exists xj ∈ X such that
|F (xj) − yj | ≤ L + Λ. Then F (xj) → ω as j → ∞. By compactness, there is a
subsequence (also denoted {xj}
∞
j=0) converging in the metric dX to some ζ ∈ X.
Since
|xj | = |xj − 0X | ≥
|F (xj)− F (0X)| − Λ
L
→∞ as j →∞,
we see that ζ ∈ ∂X .
Letting xˆj be the largest common ancestor of {xi}
∞
i=j , we have that xˆj → ζ along
a geodesic from 0X to ζ. Hence F (xˆj) ∈ Yζ and F (xˆj)→ f(ζ). Lemma 9.1 applied
to y = yˆk, where yˆk is the largest common ancestor of F (xˆk) and f(ζ), then shows
that F (xj) ≥ yˆk for all sufficiently large j. Thus dY (F (xj), f(ζ)) ≤ 2e
εy|yˆk|/εY → 0
as k →∞, showing that f(ζ) = ω.
The proof of the main result of this section needs the following Morse-type
lemma.
Lemma 9.3. Let γ be a geodesic in X connecting x0 ∈ X to ζ ∈ ∂X, and γ
′ be the
geodesic in Y connecting F (x0) to f(ζ) ∈ ∂Y . Let τ > (L+Λ)(2L
2+3ΛL+1) and
τ ′ > L+ Λ. Then
F (γ) ⊂
⋃
y∈γ′
BY (y, τ) and γ
′ ⊂
⋃
x∈γ
BY (F (x), τ
′),
where BY denotes open balls in Y with respect to the metric | · − · |Y . In particular,
the Hausdorff distance distH(F (γ), γ
′) < τ .
The proof of this lemma is a straightforward modification of the one found in
Kapovich [35, Lemma 3.43] and employs the following simple projection lemma.
Lemma 9.4. Let F and F ′ be two disjoint nonempty pathconnected closed subsets
of a tree Y , and projF : Y → F be the nearest point projection, that is, for each
y ∈ Y , the point projF (y) ∈ F is such that dist(y, F ) = |y − projF (y)|. Then
(a) projF is well defined ;
(b) the set projF (F
′) has exactly one element.
Proof. We start with part (b). Let x1, x2 ∈ F
′. Then for j = 1, 2 there is zj ∈ F
with dist(xj , F ) = |zj−xj|. The geodesic from xj to zj has a last vertex yj ∈ F
′ and
we let γj be the geodesic from yj to zj. It only hits F
′ at yj and F at zj . Moreover,
let γ be the geodesic in F ′ from y1 to y2, and ϕ be the geodesic in F from z2 to
z1. Then the concatenation of γ, γ2 and ϕ is a geodesic from y1 to z1, which must
coincide with γ1 as Y is a tree, and in particular z1 = z2. This completes the proof
of (b). Part (a) follows by letting x = x1 = x2.
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Proof of Lemma 9.3. Let {xi}
∞
i=0 be the sequence of vertices in X representing γ
so that xi → ζ as i → ∞. For each i let γi be the geodesic in Y connecting F (xi)
to F (xi+1), and let ϕ =
∑∞
i=0 γi be the concatenation of these geodesics. Because
F is a rough quasiisometry, we know that
F (γ) ⊂ ϕ ⊂
∞⋃
i=0
BY (F (xi), τ
′).
Since γ′ ⊂ ϕ this proves the second inclusion. Thus it suffices to show that ϕ ⊂⋃
y∈γ′ BY (y, τ). Since F (xi)→ f(ζ), we can find a subsequence {xik}
∞
k=1 such that
dY (F (xik+1 ), f(ζ)) <
1
2dY (F (xik ), f(ζ)) <
1
2dY (F (x0), f(ζ))
for each positive integer k. Let yi be the largest common ancestor of F (xi) and
f(ζ), i = 0, 1, ... . Then
1
2dY (F (xi), f(ζ)) < dY (yi, f(ζ)) ≤ dY (F (xi), f(ζ)), i = 0, 1, ... ,
and thus
dY (yik+1 , f(ζ)) < dY (yik , f(ζ)) < dY (y0, f(ζ)).
It follows that both yik and yik+1 belong to γ
′, and also that the geodesic connecting
F (xik ) to F (xik+1 ) contains yik . This geodesic is contained in the path
∑ik+1−1
i=ik
γi
between F (xik) and F (xik+1), and thus yik ∈ γjk for some jk with ik ≤ jk < ik+1.
Suppose next that a subpath ϕ′ :=
∑j−1
k=i γk of ϕ, with j > i, does not intersect
γ′. Because each γjk , k = 1, 2, ... , intersect γ
′, we can choose ϕ′ so that both γi−1
and γj intersect γ
′. Since F is a rough quasiisometry, both γi−1 and γj have length
at most L + Λ. We can thus conclude that both F (xi) and F (xj) lie within the
closed (L+Λ)-neighborhood of γ′. By the rough quasiisometry again, we know that
|F (xi)− F (xj)| ≥
|xi − xj |
L
− Λ =
j − i
L
− Λ. (9.3)
By Lemma 9.4, we know that projγ′(ϕ
′) = {a} for some a ∈ γ′, and hence
|F (xi)− a| = dist(F (xi), γ
′) ≤ L+ Λ, (9.4)
|F (xj)− a| = dist(F (xj), γ
′) ≤ L+ Λ.
It follows that |F (xi) − F (xj)| ≤ 2(L + Λ), and inserting this into (9.3) yields
j − i ≤ L(2L+ 3Λ). Using that |F (xk)− F (xk+1)| ≤ L+ Λ for all k, we find that
ℓ(ϕ′) ≤ (j − i)(L+ Λ) ≤ L(L+ Λ)(2L+ 3Λ).
Together with (9.4) this shows the first inclusion.
Lemma 9.5. The mapping f is injective.
Proof. Suppose that there are ζ1, ζ2 ∈ ∂X with ζ1 6= ζ2 such that f(ζ1) = f(ζ2) = χ.
Let xˆ be the largest common ancestor of ζ1 and ζ2. By Lemma 9.3, the geodesic
from F (xˆ) to χ lies within τ -neighborhoods of both Yζ1 and Yζ2 . It follows that Yζ1
and Yζ2 lie within 2τ -neighborhoods of each other. Thus, for each xk in the geodesic
from xˆ to ζ1, there is x
′
k in the geodesic from xˆ to ζ2 such that |F (xk)−F (x
′
k)| ≤ 2τ .
This gives
|xk − x
′
k| ≤ L(|F (xk)− F (x
′
k)|+ Λ) ≤ L(2τ + Λ).
On the other hand, |xk−x
′
k| ≥ |xk−xˆ| → ∞, as xk → ζ1, giving a contradiction.
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Hence now we know that f : ∂X → ∂Y is a bijective mapping. To show that
it is a homeomorphism, one can use Lemma 9.1 to prove continuity of f , and then
the compactness of ∂X and ∂Y gives the continuity of f−1. We shall instead in
Lemma 9.7 below improve upon this and show that f is biHo¨lder continuous. The
following useful lemma is a rather simple consequence of Lemma 9.3.
Lemma 9.6. Let x ∈ X be the largest common ancestor of ζ, ξ ∈ ∂X, ζ 6= ξ, and
y ∈ Y be the largest common ancestor of f(ζ) and f(ξ). Then |F (x)−y| ≤ C(L,Λ).
Proof. By Lemma 9.3, the geodesics from y to f(ζ) and to f(ξ) are within τ ′-
neighborhoods of the images of the geodesics from x to ζ and to ξ, respectively. It
follows that there are vertices a, b ∈ X such that x ≤ a < ζ, x ≤ b < ξ,
|F (a)− y| ≤ τ ′ and |F (b)− y| ≤ τ ′. (9.5)
Hence, as F is a rough quasiisometry, we have
|x− a| ≤ |b− a| ≤ L(|F (b)− F (a)|+ Λ) ≤ L(2τ ′ + Λ)
and consequently, using (9.5) again,
|F (x) − y| ≤ |F (x) − F (a)|+ |F (a)− y|
≤ L|x− a|+ Λ+ τ ′ ≤ L2(2τ ′ + Λ) + Λ + τ ′.
Lemma 9.7. The mapping f : ∂X → ∂Y is (α2, α1)-biHo¨lder continuous with
α1 =
L1εY
εX
and α2 =
L2εY
εX
, (9.6)
that is,
C1dZ(x, y)
α2 ≤ dW (f(x), f(y)) ≤ C2dZ(x, y)
α1 ,
where the constants C1 and C2 depend only on L1, L2, Λ, |F (0X)|, εX and εY .
Proof. Given ζ, ξ ∈ ∂X with ζ 6= ξ, let x be the largest common ancestor of ζ and
ξ. Similarly, let y denote the largest common ancestor of f(ζ) and f(ξ). We shall
estimate dY (f(ζ), f(ξ)) ≃ e
−εY |y| in terms of dX(ζ, ξ) ≃ e
−εX |x|.
Lemma 9.6 implies that |F (x)− y| ≤ C and hence e−εY |y| ≃ e−εY |F (x)|. At the
same time, the rough quasiisometry property (8.3) gives
|F (x)| ≤ |F (x)− F (0X)|+ |F (0X)| ≤ L2|x|+ Λ+ |F (0X)|
and
|F (x)| ≥ |F (x)− F (0X)| − |F (0X)| ≥ L1|x| − Λ− |F (0X)|.
From this we conclude that
dY (f(ζ), f(ξ)) ≃ e
−εY |F (x)| & e−L2εY |x| ≃ dX(ζ, ξ)
L2εY /εX
and
dY (f(ζ), f(ξ)) ≃ e
−εY |F (x)| . e−L1εY |x| ≃ dX(ζ, ξ)
L1εY /εX .
This gives the biHo¨lder condition (7.4) with α1 and α2 as in (9.6).
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Lemma 9.8. Let ζ, ξ, χ ∈ ∂X be such that 0 < dX(ζ, ξ) < dX(ζ, χ) and assume
that
dX(ζ, χ) ≤
(
C1
C2
(
1
3 diam ∂X
)α2)1/α1
=: r0, (9.7)
where α1, α2, C1 and C2 are as in Lemma 9.7. Let x ∈ X be the largest common
ancestor of ζ and ξ, and let y ∈ X be the largest common ancestor of ζ and χ. If
|x − y| ≥ L(3C(L,Λ) + 2Λ + L) =: s0, where C(L,Λ) is as in Lemma 9.6, then
dY (f(ζ), f(ξ)) ≤ dY (f(ζ), f(χ)).
To prove this we will use the following obvious fact: If u, v, w ∈ Y satisfy
|u− v| ≥ |w − v| and u ≤ v, then u ≤ w.
Proof. Suppose that dY (f(ζ), f(ξ)) > dY (f(ζ), f(χ)). Let x1 ∈ Y be the largest
common ancestor of f(ζ) and f(ξ), and y1 be the largest common ancestor of f(ζ)
and f(χ). Note that x1 < y1. By Lemma 9.6 we know that |F (x) − x1| ≤ C(L,Λ)
and |F (y)− y1| ≤ C(L,Λ). Therefore by the rough quasiisometry of F ,
|x1 − y1| ≥ |F (x)− F (y)| − |F (x)− x1| − |F (y)− y1|
≥
1
L
|x− y| − Λ− 2C(L,Λ) ≥ C(L,Λ) + Λ + L. (9.8)
Since x1 < y1 and |F (y) − y1| ≤ C(L,Λ) ≤ |x1 − y1|, our remark before the proof
shows that x1 ≤ F (y).
Now let ω ∈ ∂X be such that dX(ζ, ω) ≥ max
{
1
3 diam ∂X, dX(ζ, χ)
}
. Let z be
the largest common ancestor of ζ and ω, and z1 be the largest common ancestor of
f(ζ) and f(ω). Note that z ≤ y ≤ x. Then by Lemma 9.7 and (9.7) we have that
dY (f(ζ), f(ω)) ≥ C1dX(ζ, ω)
α2 ≥ C2dX(ζ, χ)
α1 > C2dX(ζ, ξ)
α1 ≥ dY (f(ζ), f(ξ))
from which it follows that z1 < x1. As in (9.8) we have
|x1 − z1| ≥
1
L
|x− z| − Λ− 2C(L,Λ) ≥ C(L,Λ) + Λ + L.
Suppose that F (z) ≥ x1. Then by Lemma 9.6,
C(L,Λ) ≥ |F (z)− z1| ≥ |x1 − z1| ≥ C(L,Λ) + Λ + L,
which is not possible. Hence F (z) 6≥ x1. Since F (y) ≥ x1, we can find p ∈ X and
its parent pˆ with z ≤ pˆ < p ≤ y ≤ x such that F (p) ≥ x1 and F (pˆ) 6≥ x1. It follows
that
|F (p)− x1| < |F (p)− F (pˆ)| ≤ L+ Λ.
This leads to a contradiction because by Lemma 9.6 again,
L+ Λ+ C(L,Λ) > |F (p)− x1|+ |F (x) − x1| ≥ |F (p)− F (x)|
≥
1
L
|p− x| − Λ ≥
1
L
|y − x| − Λ ≥ 3C(L,Λ) + Λ + L,
which is not possible. Thus the assumption that dY (f(ζ), f(ξ)) > dY (f(ζ), f(χ)) is
false, and the lemma is proved.
Finally, we are ready to prove the main result of this section.
Theorem 9.9. If the rough quasiisometry F : X → Y satisfies
L1|x1 − x2| − Λ ≤ |F (x1)− F (x2)| ≤ L2|x1 − x2|+ Λ for all x1, x2 ∈ X,
then the mapping f : ∂X → ∂Y is an η-quasisymmetric map, where
η(t) =
{
Atα1 , if t ≤ 1,
Atα2 , if t ≥ 1,
α1 =
L1εY
εX
, α2 =
L2εY
εX
and A > 0. (9.9)
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Remark 9.10. Suppose that each vertex in X and Y has at least two children. Let
f : ∂X → ∂Y be an η-quasisymmetric map with η as in (9.9). If we first extend it to
a rough quasiisometry F : X → Y using Theorem 8.2 and then apply Theorem 9.9
we get f back with the same exponents α1 and α2. This shows that the formulas
for α1 and α2 in Theorem 9.9 as well as the formulas for L1 and L2 in Theorem 8.2
are all sharp.
Similarly, if F : X → Y is an (L,Λ)-rough quasiisometry, then Theorem 9.9
gives us a quasisymmetry f : ∂X → ∂Y , which in turn, by Theorem 8.2, induces
an (L,Λ′)-rough quasiisometry G : X → Y (called F in Section 8) with a better
behavior than the original map F . By construction, G(0X) = 0Y and G is order-
preserving, i.e. G(x) ≤ G(y) whenever x ≤ y. Moreover, for every x ∈ X we have
|F (x)−G(x)| ≤ τ for some τ . To see this, let x ∈ X be arbitrary and let ζ, χ ∈ ∂X
be such that ζ, χ > x and f(ζ) and f(χ) are descendants of two distinct children of
G(x), which is possible by the construction of G. Let z ≥ x be the largest common
ancestor of ζ and χ. Since x has at least two children, there exists ξ ∈ ∂X such
that x is the largest common ancestor of ζ and ξ. Because ξ > x and G is order-
preserving (and induces f), we get that f(ξ) > G(x). Therefore dY (f(ζ), f(χ))
equals either dY (f(ζ), f(ξ)) or dY (f(χ), f(ξ)). In the first case we have, as f is an
η-quasisymmetry, that
1 =
dY (f(ζ), f(χ))
dY (f(ζ), f(ξ))
≤ η
(
dX(ζ, χ)
dX(ζ, ξ)
)
= η(eεX (|x|−|z|)),
which yields |x − z| = |z| − |x| ≤ τ0 := (log η
−1(1))/εX . In the second case,
a similar argument with the roles of ζ and χ interchanged gives |x − z| ≤ τ0.
Thus, in either case we have |F (x) − F (z)| ≤ Lτ0 + Λ. Together with the estimate
|F (z)−G(x)| ≤ C(L,Λ) of Lemma 9.6, this gives |F (x)−G(x)| ≤ τ .
Theorem 9.9, for more general Gromov hyperbolic spaces, seems to have been
stated in Bourdon–Pajot [10], where the credit for it is given to Gromov [20]. How-
ever, we were not able to find this result in [20], and so we give a self-contained proof
here. Our proof of Theorem 9.9 uses tools inspired by the proof of Kapovich [35,
Theorem 3.47]. Similar ideas can be found in Jeffers [32] for a result characterizing
isometries of Hn.
Proof of Theorem 9.9. Let ζ, ξ, χ ∈ ∂X be such that χ 6= ζ 6= ξ, and let
t =
dX(ζ, ξ)
dX(ζ, χ)
.
Assume first that dX(ζ, ξ) ≤ r0 and dX(ζ, χ) ≤ r0, where r0 is as in Lemma 9.8.
Adopting the notation from Lemma 9.8 we let x, y ∈ X and x1, y1 ∈ Y be the
largest common ancestors of the pairs ζ and ξ, ζ and χ, f(ζ) and f(ξ), and f(ζ)
and f(χ), respectively. By Lemma 9.6 and the rough quasiisometry of F ,
|x1 − y1| ≥ |F (x) − F (y)| − |F (x) − x1| − |F (y)− y1|
≥ L1|x− y| − Λ− 2C(L,Λ), (9.10)
where L = max{1/L1, L2}, and similarly,
|x1−y1| ≤ |F (x)−F (y)|+|F (x)−x1 |+|F (y)−y1| ≤ L2|x−y|+Λ+2C(L,Λ). (9.11)
We have t = e−εX (|x|−|y|). With t0 = e
−εXs0 < 1 and t1 = 1/t0 = e
εXs0 > 1, where
s0 = L(3C(L,Λ) + 2Λ+ L) is as in Lemma 9.8, we consider three cases.
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Case A. 0 < t ≤ t0. In this case x > y and |x− y| ≥ s0. So by Lemma 9.8, x1 ≥ y1.
Thus by (9.10),
dY (f(ζ), f(ξ))
dY (f(ζ), f(χ))
= e−εY (|x1|−|y1|) = e−εY |x1−y1| . e−εY L1|x−y| = tL1εY /εX .
Case B. t ≥ t1. In this case x < y and |x− y| ≥ s0. So by Lemma 9.8, applied with
the roles of ξ and χ swapped, we see that x1 ≤ y1. Thus by (9.11),
dY (f(ζ), f(ξ))
dY (f(ζ), f(χ))
= e−εY (|x1|−|y1|) = eεY |x1−y1| . eεY L2|x−y| = tL2εY /εX .
Case C. t0 ≤ t ≤ t1. In this case |x − y| ≤ s0 and thus by (9.11), |x1 − y1| ≤
L2s0 + Λ+ 2C(L,Λ), from which it follows that
dY (f(ζ), f(ξ))
dY (f(ζ), f(χ))
= e−εY (|x1|−|y1|) ≤ eεY |x1−y1| . 1.
We have thus shown that if ζ, ξ, χ ∈ X , ζ 6= ξ 6= χ, dX(ζ, ξ) ≤ r0 and dX(ζ, χ) ≤ r0,
then
dY (f(ζ), f(ξ))
dY (f(ζ), f(χ))
≤ η˜
(
dX(ζ, ξ)
dX(ζ, χ)
)
, where η˜(t) ≃


tL1εY /εX , if 0 ≤ t ≤ t0,
1, if t0 < t < t1,
tL2εY /εX , if t ≥ t1,
and the comparison constant depends only on L and Λ.
Assume now that dX(ζ, ξ) ≥ r0 or dX(ζ, χ) ≥ r0. We shall again distinguish
three cases. Note that r0 ≃ diam ∂X .
Case 1. dX(ζ, ξ) ≤ r0 ≤ dX(ζ, χ) ≤ diam∂X. Then t ≤ 1 and by Lemma 9.7,
dY (f(ζ), f(ξ))
dY (f(ζ), f(χ))
≤
C2dX(ζ, ξ)
α1
C1r
α2
0
.
(
dX(ζ, ξ)
dX(ζ, χ)
)α1
. η˜
(
dX(ζ, ξ)
dX(ζ, χ)
)
.
Case 2. diam ∂X ≥ dX(ζ, ξ) ≥ r0 ≥ dX(ζ, χ). Then t ≥ 1 and by Lemma 9.7,
dY (f(ζ), f(ξ))
dY (f(ζ), f(χ))
≤
diam∂Y
C1dX(ζ, χ)α2
.
(
dX(ζ, ξ)
dX(ζ, χ)
)α2
. η˜
(
dX(ζ, ξ)
dX(ζ, χ)
)
.
Case 3. r0 ≤ dX(ζ, ξ) ≤ diam ∂X and r0 ≤ dX(ζ, χ) ≤ diam ∂X. Then t ≃ 1 and
by Lemma 9.7 again,
dY (f(ζ), f(ξ))
dY (f(ζ), f(χ))
≃ 1 ≃
dX(ζ, ξ)
dX(ζ, χ)
. η˜
(
dX(ζ, ξ)
dX(ζ, χ)
)
.
Thus there is A′ such that
dY (f(ζ), f(ξ))
dY (f(ζ), f(χ))
≤ A′η˜
(
dX(ζ, ξ)
dX(ζ, χ)
)
for all ζ, ξ, χ ∈ ∂X with χ 6= ζ 6= ξ. A homeomorphism η : [0,∞) → [0,∞) of the
form (9.9) such that η ≥ A′η˜, shows that f is η-quasisymmetric.
We conclude this paper by considering a Mostow-type rigidity result. The setting
of trees where the edges are hyperbolic regions pasted together in a combinatorial
way was studied in Bourdon–Pajot [9]. It was shown in [9] that if there is a rough
quasiisometry (called a quasiisometry in [9]) between two such hyperbolic trees
(called hyperbolic buildings there), then that rough quasiisometry is a bounded
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distance from an isometry between the trees; in particular, the two hyperbolic
trees, if rough quasiisometrically equivalent, are necessarily isometric. Their proof
needs the boundaries of hyperbolic trees to be connected (and in fact to support a
Poincare´ inequality). In contrast, in our setting the boundaries of the two trees are
totally disconnected, and support no Poincare´ inequality.
There are many other rigidity theorems of various types in geometry. It is shown
in Beardon–Minda [1] and Jeffers [32] that any bijective self-map of the hyperbolic
space or the Euclidean space must be an isometry if it preserves complete geodesics.
Given that trees are naturally Gromov hyperbolic, it is natural to ask similar ques-
tions in our setting. We show below that if an injective and almost surjective map
between trees maps geodesics into geodesics, then it is an isometry. As Example 9.12
below shows, in general we have no rigidity theorem of the Bourdon–Pajot type for
rough quasiisometries.
Proposition 9.11. Let X and Y be two rooted trees such that each vertex has at
least two children. Assume that G : X → Y satisfies the following assumptions :
(a) G is injective;
(b) G maps geodesics into geodesics ;
(c) for each y ∈ Y there is x ∈ X such that G(x) > y;
(d) G(0X) = 0Y or 0Y has at least three children.
Then G is an isometry (with respect to | · − · |).
Note that Condition (c) is satisfied by a rough quasiisometry F : X → Y because
of the density property distH(Y, F (X)) <∞.
Here we say that a mapping maps geodesics into geodesics if every geodesic
line (that is, a geodesic connecting two boundary points) in X gets mapped into a
geodesic line in Y (but not necessarily onto). Note that each geodesic path [x,y]
in a tree lies inside a geodesic line, but we do not require its image to lie in the
geodesic [G(x), G(y)].
As a consequence of the above proposition, if the map G mentioned in Re-
mark 9.10 is injective and maps geodesics into geodesics, then it must be an isometry
and the boundary map f must be a snowflake map.
In the proof below we strongly use the density assumption (c). That (c) cannot
be dropped from the assumptions of Proposition 9.11 is obvious, and it is easy to
construct an example showing that (d) cannot be dropped either. The following
example shows that neither (a) nor (b) can be dropped.
Example 9.12. Let X be a binary rooted tree and Y be a ternary rooted tree. We
inductively map X to Y as follows: The root 0X is mapped to 0Y , and with x1 and
x2 being the children of 0X , we set G(x1) = y1 and G(x2) = 0Y , where y1, y2 and
y3 are the three children of 0Y . With x2,1 and x2,2 being the children of x2, we set
G(x2,1) = y2 and G(x2,2) = y3. Repeating this procedure for the regular subtrees
rooted at x1, x2,1, and x2,2, we extend G to the next generation. Iterating this
process, we obtain a rough quasiisometry G : X → Y satisfying
1
2 |x− y| − 2 ≤ |G(x) −G(y)| ≤ |x− y| for x, y ∈ X.
(The worst case being when both x and y are mapped to the same vertices as their
parents, and the same holds for every other of their ancestors.) Observe that G is
surjective and maps geodesics into geodesics. However, it is not injective, and there
is no isometry between ∂X and ∂Y , nor between X and Y . Thus, the conclusion
of Proposition 9.11 fails here, showing that the injectivity assumption cannot be
dropped.
However, by Theorem 9.9, G still induces a quasisymmetry between the bound-
aries ∂X and ∂Y with η as in (9.9), α1 = εY /2εX and α2 = εY /εX . Note that
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if we equip ∂X and ∂Y with the visual metrics given by (5.1) with εX = log 3
and εY = log 2, then ∂X can be identified with the usual ternary Cantor dust,
while ∂Y corresponds to a totally disconnected variant of the Sierpin´ski gasket, see
Example 5.3, and that in this case 0 < α1, α2 < 1.
Furthermore, for y ∈ Y let H(y) be the smallest (with respect to ≤) x ∈ X such
that G(x) = y. Then H : Y → X is an order-preserving rough quasiisometry with
H(0Y ) = 0X which fulfills all the requirements in Proposition 9.11 but for (b) since
the geodesic from y2 to y3 is mapped to 0Y , x2,1 and x2,2 which are not contained
in any common geodesic. As H is not an isometry, this shows that (b) cannot be
dropped from Proposition 9.11.
Proof of Proposition 9.11. We use xˆ to denote the parent of a vertex x. We seek
to show that the children of 0X map bijectively to the children of 0Y . Assume first
that G(0X) = 0Y and let x be a child of 0X . If Ĝ(x) 6= 0Y , then by the density
assumption (c) and the fact that each vertex of Y has at least two children, there
exists t ∈ X such that G(t) > Ĝ(x) and G(t) is not in the geodesic ray containing
0Y and G(x). In other words, G(x), G(t) and 0Y cannot belong to any geodesic
in Y . On the other hand, it is always possible to find a geodesic in X containing
x, t and 0X . This violates (b), and hence G(x) must be a child of 0Y . Conversely,
if y is a child of 0Y , then there exists u ∈ X such that G(u) > y, by the density
assumption (c) again. Let a be the child of 0X which is an ancestor of u, and
a′ be another child of 0X . By the above, G(a) and G(a
′) are children of 0Y . If
G(a) 6= y 6= G(a′), then G(u), G(a) and G(a′) do not belong to any geodesic in
Y , but it is always possible to find a geodesic in X containing u, a and a′, which
is a contradiction. Thus y = G(a) or y = G(a′). Hence the children of 0X map
bijectively to the children of 0Y .
Next, we proceed by induction. Assume that for all z ∈ X with 1 ≤ |z| ≤ n, we
have that G(z) is a child of G(zˆ), and let x ∈ X be arbitrary with |x| = n+ 1 ≥ 2.
We distinguish two cases:
Case 1. If G(x) > G(xˆ) is not a child of G(xˆ) then as above, by the density
assumption (c), we can find v ∈ X such that G(x) and G(v) are not comparable
with respect to ≤ and their largest common ancestor is the parent of G(x). Then
G(x), G(xˆ) and G(v) do not belong to any geodesic in Y , but x, xˆ and v belong to
a geodesic in X . This is a contradiction.
Case 2. If G(x) 6> G(xˆ) then, as the ancestors of G(xˆ) are exactly the images
of the ancestors of xˆ (by the induction hypothesis), we see that G(x) and G(xˆ) are
not comparable with respect to the partial ordering. Let z be their largest common
ancestor. If z 6= 0Y then the image of the geodesic from 0X to x must contain G(x),
G(xˆ) and 0Y , which is impossible. On the other hand, if z = 0Y , then by the above,
G(x) is not a child of 0Y , i.e z is not the parent of G(x). Again by the density
assumption (c), we can find w ∈ X such that G(w) and G(x) are not comparable
with respect to the partial ordering, but their largest common ancestor is the parent
of G(x). Thus, the vertices G(x), G(xˆ) and G(w) do not belong to any geodesic in
Y but there exists a geodesic in X containing x, xˆ and w. This final contradiction
shows that G(x) must be a child of G(xˆ). By induction, this holds for all x ∈ X
and hence |G(x) −G(y)| = |x− y| for all x, y ∈ X .
To show that G is surjective, let y′ ∈ Y be arbitrary. By the density assumption
(c), there exists x′ ∈ X such that G(x′) > y′. Since |G(x′)| = |x′|, we can find t′ ≤ x′
such that |y′| = |t′|. By the above, we have G(t′) ≤ G(x′) and |G(t′)| = |t′| = |y′|,
showing that G(t′) = y′. Thus G is surjective, and hence an isometry.
Finally, if G(0X) 6= 0Y then let Y
′ be the tree Y rerooted at G(0X). Then Y
and Y ′ are isometric with respect to | · − · |. Let G′ : X → Y ′ be the map induced
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by G. Note that G′(0X) = 0Y ′ and that each vertex in Y
′ has at least two children.
Thus we can apply the above result to G′ to show that G′ is an isometry, which is
equivalent to G being an isometry.
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