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E-mail address: ka_koohestani@tabrizu.ac.irThe analysis of structures is normally carried out through displacement method while the force method
is considered as an alternative approach for this purpose and used on occasion. The generation of com-
patibility conditions (the transpose of self-stress matrix) is one of the major and complicated parts of any
structural analysis using force method. In this paper, an efﬁcient method is proposed for producing
orthogonal self-stress matrix related to space truss structures with cyclic symmetry. This is actually per-
formed by eigen-decomposition of a special matrix having the same null basis as in equilibrium matrix.
Then, the advantages of the obtained compatibility conditions are demonstrated with respect to different
formulations such as standard force method, eigen force method and integrated force method. Finally, the
efﬁciency of the presented method is comprehensively compared with three well-known numerical
methods and tested on a set of practical examples. The results indicate clearly the signiﬁcant superiority
of the proposed approach in terms of both computational time and the accuracy of the results.
 2010 Elsevier Ltd. All rights reserved.1. Introduction Soyer and Topçu (2001) and mixed methods were introduced byThe matrix analysis of structures is usually performed through
two counterpart approaches known as displacement method (stiff-
ness method) and force method (ﬂexibility method). The displace-
ment method has signiﬁcantly progressed since the emergence of
digital computer systems and since then, it has been successfully
extended to support static, dynamic and nonlinear analysis of
structures. These considerable progresses are due to the generality
and simplicity of the computer implementation of this method. In
spite of the long history of the force method, there are difﬁculties
involved in the generalization and programming of this method,
reducing its appeal as a viable option. One of the major parts of
any structural analysis using force method is the generation of
the self-stress matrix (transpose of compatibility matrix). In other
words, the force method can be classiﬁed as topological, algebraic
and mixed algebraic-combinatorial force methods according to the
approaches used for the generation of this matrix.
Topological methods were pioneered by Henderson (1960),
Maunder (1971), Henderson and Maunder (1969) for rigid-jointed
skeletal structures using manual selection of the cycle bases of
their graph models. Methods suitable for computer programming
were also presented by Kaveh (1974, 1976). However, pure graph
theoretical methods are not effective for truss-type space struc-
tures since the recognition of the rigidity is still a challenge in this
area. Algebraic methods were developed by Denke (1962), Robin-
son (1973), Topçu (1979), Kaneko et al. (1982), Pellegrino (1993),ll rights reserved.Gilbert and Heath (1987), Coleman and Pothen (1987), Pothen
(1989). In addition, for different ﬁnite element models, mixed alge-
braic-graph theoretical methods were developed by Kaveh and
Koohestani (2008a,b, 2009a). A new and general formulation of
the force method, namely Integrated Force Method (IFM), was
introduced by Patnaik (1973). IFM itself also needs compatibility
matrix (Patnaik and Joseph, 1986). This method is the true force
method which was successfully extended to dynamic and nonlin-
ear analysis of structural models by Patnaik and Yadagiri (1982),
Krishnam Raju and Nagabhushanam (2000) respectively.
There are a considerable number of special structures which can
be created by rotational repetition of a substructure about an axis.
These structures which have a special property called cyclic sym-
metry have generated signiﬁcant interest in the ﬁeld of structural
mechanics. Different formulations for the static, dynamic and non-
linear analysis of these structures have been presented by a signif-
icant number of researchers. Among them, it can typically be
referred to Hussey (1967), Thomas (1979), Williams (1986). How-
ever, there are only a few studies about the advantages of cyclic
symmetry in the structural analysis using force method. Zlokovic´
(1989), Zingoni et al. (1995) have studied symmetry properties in
the force method formulation by using fully symmetric cuts and
the group representation theory respectively. Also, Kangwai and
Guest (2000) shown that how equilibrium and compatibility
matrices can be block diagonalized through symmetry-adapted
coordinate system as well as symmetry groups.
In this paper, an efﬁcient and robust method is proposed for the
structural analysis of space truss structures through force method.
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it is shown that how an orthogonal self-stress matrix can be ob-
tained for a cyclically symmetric structure by the eigensolution
of a matrix with special pattern. Second, the advantages of the ob-
tained orthogonal self-stress matrix are discussed for standard
force method, eigen force method and integrated force method. Fi-
nally, the efﬁciency of the proposed method in terms of both com-
putational time and accuracy of the results is compared to three
well-known numerical methods and tested on a set of practical
examples.
2. Force method for rotationally periodic structures
2.1. Basic deﬁnitions
In Fig. 1, a typical structure denoted by S with n nodes and m
elements generated by k times rotational repetition of a substruc-
ture S1 (called main substructure) about an axis is shown. This can
also be stated as:
S ¼ S1 [ S2 . . . [ Sk: ð1Þ
In this case, the angle between similar substructures is a = 2p/k. n1
and m1 are the total number of nodes and the elements of the main
substructure S1 respectively, hence n = kn1 and m = km1. We con-
sider the z-axis of Cartesian coordinates system to be the axis of
revolution and assume that there is no node on the rotational axis
of symmetry, as well as no link between the non-adjacent
substructures.
2.2. Matrix representation of equilibrium equations
One of the primary steps in a structural analysis by the force
method is the generation of equilibrium equations based on inde-
pendent force variables as
Hr ¼ p; ð2Þ
where, H is a rectangular matrix with full row rank for a stable and
indeterminate structure (after applying sufﬁcient restraints) and r is
an m-dimensional vector of independent element forces and p is a
t-dimensional vector of external nodal forces.Fig. 1. Schematic view of a rotationally repeated structure.For a cyclically symmetric space structure with properties
stated in Section 2.1, this matrix can be decomposed into k
submatrix as given in Eq. (3).
H ¼ H1 H2   Hk½ ðdnmÞ: ð3Þ
It should be noted that in Eq. (3), the row size of H is considered as
dn (d  n) where d equals 2 or 3 for two or three dimensional truss
structures respectively. Also, it is assumed that no nodal restraints
have been applied yet. Since the structure is generated by the rota-
tional repetition of a unique substructure, each submatrix in Eq. (3)
can be represented based on the previous, next or the ﬁrst subma-
trices using rotation and row permutation matrices as
Hjþ1 ¼ PRHj j ¼ 1; . . . ; k; ð4Þ
Hjþ1 ¼ ðPRÞjH1 j ¼ 1; . . . ; k; ð5Þ
in which P is a row permutation matrix which its representation
with respect to different size identity matrices is as follows:
P ¼ 0 Iðdn1dn1Þ
Iðdndn1Þðdndn1Þ 0
 
ðdndnÞ
; n ¼ kn1: ð6Þ
In addition, R is a block diagonal rotation matrix in the form given
in Eq. (7).
R ¼
R1
R1

R1
2
6664
3
7775
ðdndnÞ
; ð7Þ
where for a general three dimensional cyclically repeated model,
each sub block has the following form:
R1 ¼
cosðaÞ  sinðaÞ 0
sinðaÞ cosðaÞ 0
0 0 1
2
64
3
75: ð8Þ
Considering the deﬁnitions above, Eq. (5) clearly shows that for
j = k, the (k + 1)th submatrix is identical to the ﬁrst submatrix
(Hk+1 = H1) since (PR)k = I.
2.3. Generation of block circulant form
In this section, it is shown that M = HtH is an m-dimensional
square matrix which has a special pattern usually known as block
circulant form.
LetM be generated by using the decomposed form of H given in
Eq. (3) as:
M ¼ HtH ¼
Ht1
Ht2


Htk
2
6666664
3
7777775
H1 H2 : : Hk½ 
¼
Ht1H1 H
t
1H2 0 0 H
t
1Hk
Ht2H1 H
t
2H2 H
t
2H3 0 0
0    0
0 0   
HtkH1 0 0 H
t
k1H1 H
t
kHk
2
6666664
3
7777775
ðmmÞ
: ð9Þ
In the Eq. (9) most of the blocks are zero matrices. This is the direct
consequence of the fact that in a cyclically repeated structure, each
substructure Si has only common nodes with its previous (Si1) and
next (Si+1) adjacent substructures. In other words, Si \ Sj = /, results
in HtiHj ¼ HtjHi ¼ 0.
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diagonal blocks of M. For example, since P and R are orthogonal
matrices, PtP = I, RtR = I and by using Eq. (10), it is simply proved
that all diagonal blocks of M are the same and can be replaced
by a matrix A (Eq. (11)) as:
HtjHj ¼ ðPRHj1ÞtðPRHj1Þ ¼ Htj1Hj1; ð10Þ
Ht1H1 ¼ Ht2H2 ¼    ¼ HtkHk ¼ A: ð11Þ
A similar approach can be used for off diagonal blocks as:
HtjHjþ1 ¼ ðPRHj1ÞtðPRHjÞ ¼ Htj1Hj; ð12Þ
Ht1H2 ¼ Ht2H3 ¼    ¼ Htk1Hk ¼ HtkH1 ¼ B: ð13Þ
Both A and B are square m1-dimensional matrices. Finally, the pat-
tern of M will be similar to that shown in Eq. (14). This special pat-
tern is usually named ‘‘block circulant form”.
M ¼ HtH ¼
A B Bt
Bt A B
  
  
B Bt A
2
6666664
3
7777775
ðmmÞ
: ð14Þ3. Eigenvalues and eigenvectors of M
In this section, it is brieﬂy shown that how eigenvalues and
eigenvectors of a matrix in block circulant form can be obtained.
On the other hand, it is desired to ﬁnd the eigen-decomposition
of M as:
MU ¼ UD; ð15Þ
where, U is the matrix of eigenvectors often called modal matrix
and D is a diagonal matrix including all eigenvalues of M.
Let M be block-diagonalized into k m1-dimensional blocks de-
noted by BLj where j varies between 1 and k. The eigen-decompo-
sitions of these blocks are as follows:
BLjZj ¼ ZjDj; j ¼ 1; . . . ; k: ð16Þ
Thus, all eigenvalues ofM can be found through the union of eigen-
values of k blocks (see, Kaveh and Koohestani, 2009b) as
eigðMÞ ¼
[k
j¼1
eigðBLjÞ ¼
[k
j¼1
eigðAþ kjBþ kjBtÞ; ð17Þ
in which kj is the jth eigenvalue (the eigenvalues are generally com-
plex-valued) of a special permutation of identity matrix called
J ¼ ek e1 : : ek1½  and the bar sign in the third term denotes
the conjugate of a complex number. It should be noted that in J,
ei is the ith base vector of k-dimensional real space.
The eigensolution of J can analytically be obtained and its
decomposition is as follows:
JX ¼ XC: ð18Þ
Note that the characteristic polynomial of J is determined by
gk  1 = 0. This equation has k roots denoted by g = cos (2pj/k) ±
isin (2pj/k) such that j = 0,1, 2, . . . , ceil ((k  1)/2) in which ‘ceil ()’
is a function rounding the argument toward positive inﬁnity. These
roots generate the diagonal values of C. In addition, X = [x1,x2 , . . . ,
xk] where xi ¼ 1=
ﬃﬃﬃ
k
p 
1;gi;g2i ; . . . ;gk2i ;g1i
 t
.
Finally, the complex modal matrix can be calculated by the Kro-
necker product of columns of X (eigenvectors of J) and Z matrices
as given in Eq. (19).
Uc ¼ ðXe1Þ  Z1 ðXe2Þ  Z2 : : ðXekÞ  Zk
 
: ð19ÞHowever, sinceM is always a symmetric matrix, its eigenvalues and
eigenvectors should be real-valued. In the following, it is shown
that how a real and orthogonal modal matrix can be generated.
SinceUc is orthogonal, then UtcUc ¼ I. This equation can be ex-
panded in terms of real and imaginary parts of Uc as follows:
RðUcÞ þ iIðUcÞð ÞtðRðUcÞ þ iIðUcÞÞ ¼ I; ð20-aÞ
which reveals that
ðRðUcÞÞtðRðUcÞÞ þ ðIðUcÞÞtðIðUcÞÞ ¼ I; ð20-bÞ
ðRðUcÞÞtIðUcÞ ¼ ðIðUcÞÞtRðUcÞ ¼ 0: ð20-cÞ
By using Eqs. (20-b) and (20-c), it can simply be proved that the
modal matrix (shown in Eq. (21)) which equals the sum of the real
and imaginary parts ofUc is a real and orthogonal matrix which can
be used as a desired modal matrix.
U ¼ RðUcÞ þ IðUcÞ: ð21Þ
Therefore, the eigensolutions of each matrix which its pattern is
identical to that shown in Eq. (14) can simply be achieved using
Eqs. (17) and (21). This simpliﬁcation is the direct consequence of
the utilization of the decomposed matrices having signiﬁcantly
smaller dimensions than their initial state. We should note that,
there is a direct connection between the eigenvalues and eigenvec-
tors of a square matrix HtH and the singular value decomposition
(SVD) of H (see, Stewart (1973) for further details about SVD). Pel-
legrino (1993) used SVD of equilibrium matrix to effectively study
the various properties of structures. In the current study, the gener-
ation of U and D of M is in fact equivalent to the generation of the
right singular vectors and the square of the singular values of H
respectively. In the next section, the advantages of the presented
decomposition for different formulation of the force method are
discussed in detail.
4. Advantages of presented decomposition for the force
methods
In this section, it is shown that how the results of preceding sec-
tion can be used in different (see, e.g. Robinson, 1973) formulations
of the force methods.
4.1. Eigen force method
Let a neutral term be added to the Eq. (2) as:
HWW1r ¼ p: ð22Þ
Also assume HW = L be the weighted rectangular equilibrium ma-
trix and W1r = f. Thus, the matrix form of equilibrium equations
in terms of new variables is as follows:
Lf ¼ p: ð23Þ
In the force method, the ﬁnal solution (f) is usually achieved by the
combination of the redundant (fx) and particular (fs) solutions as gi-
ven in Eq. (24).
f ¼ fs þ fx; ð24Þ
in which, it is considered that fs =Usxs and fx =U0xx, such that xs
and xx are unknown vectors. Since the particular solution satisﬁes
the Eq. (23), Lfs = p. Then, by pre-multiplying Lfs by transpose of
L, a new system of equations with square coefﬁcient matrix is ob-
tained as given in Eq. (25).
LtLfs ¼ Ltp: ð25Þ
Table 1
Speciﬁcations of examples.
Example
1
Example
2
Example
3
Total number of elements 1134 1340 3200
Total number of nodes 306 360 960
Total number of restrained nodes 18 20 80
DSI (Degree of statical indeterminacy) 270 320 560
Total number of elements in the main
substructure
63 67 80
Number of similar substructures 18 20 40
Angle between similar substructures (in
degree)
20 18 9
230 K. Koohestani / International Journal of Solids and Structures 48 (2011) 227–233Obviously, LtL is not a full rank matrix and its rank is equal to the
row rank of H. The eigen-decomposition of this matrix is given in
Eq. (26).
LtLU ¼ UD: ð26Þ
Let the eigenvectors matrix (U) and diagonal eigenvalues matrix
(D) be partitioned as:
U ¼ Us U0½ ; D ¼
Ds 0
0 D0
 
; ð27Þ
where, D0 = 0 is the set of all zero eigenvalues. Now, the unknown
vector xs, can be found by pre-multiplying Eq. (25) by Uts and sim-
pliﬁcation of the result obtained from Eq. (27) as given in Eq. (29).
UtsL
tLUsxs ¼ UtsLtp; ð28Þ
xs ¼ D1s UtsLtp: ð29Þ
The compatibility conditions (Eq. (30)) should also be used to ﬁnd
the unknown vector xx.
ðWU0ÞtFmWf ¼ 0; ð30Þ
xx ¼  Ut0WtFmWU0
	 
1
Ut0W
tFmWUsxs
	 

: ð31Þ
In which Fm is the unassembled diagonal element ﬂexibility matrix.
Finally, the vector of unknown element forces is obtained using Eq.
(32).
r¼Wf ¼ WUsD1s UtsLt
 
pWU0 Ut0WtFmWU0
	 
1
Ut0W
tFmWUsxs
	 

:
ð32Þ
However, this complex equation can be converted into a highly sim-
ple equation using a special weighting matrix in such a way that Eq.
(33) is valid.
WtFmW ¼ I: ð33Þ
Since the ﬂexibility matrix (Fm) is diagonal, W ¼
ﬃﬃﬃﬃﬃﬃﬃ
F1m
q
can be used
as a suitable and simple weighting matrix. Also, the use of orthog-
onal U0 and Us leads to Ut0U0 ¼ I and Ut0Us ¼ 0. Finally, by using
Eq. (33) and orthogonal matrices presented earlier, Eq. (32) is sim-
pliﬁed as follows:
r ¼ WUsD1s UtsLt
 
p: ð34Þ
It should be noted that, LtL is a block circulant matrix with the pat-
tern shown in Eq. (14) that its eigensolutions as well asU0,Us and
Ds matrices can simply be calculated through the presented method
in Section 3. However, since a weighted equilibrium matrix is used,
the internal blocks of M should slightly be changed as:
A ¼Wt1Ht1H1W1; ð35Þ
B ¼Wt1Ht1PRH1W1; ð36Þ
where, W1 is the ﬁrst m1 m1 block of W which is similarly diago-
nal. In fact, by using such a formulation, there is no need for the
generation of a sparse and banded null basis of equilibrium matrix
as well as the solution of a system of linear equations.
4.2. Standard force method
The well-known formulation of the standard force method in
terms of the eigensolutions of M can be extracted from the pre-
sented formulation in the former section. LetW = I, then the vector
of independent element forces can be expressed with respect to
external and redundant forces as given in Eq. (37).
r ¼ B0pþ B1q; ð37Þin which B0 ¼ UsD1s UtsHt and B1 =U0 (null basis of equilibrium
matrix). At this stage, the compatibility conditions should be solved
for ﬁnding the unknown redundant forces q as:
Gq ¼ Bt1FmB1
	 

q ¼ Bt1FmB0p: ð38Þ
It is clear that for an optimal analysis, the coefﬁcient matrix Gwhich
is a square matrix should be sparse, banded and also well-condi-
tioned. In the next section, it is shown that for cyclically symmetric
space structures the well-known algebraic methods can not pro-
duce an accurate coefﬁcient matrix. However, through the method
presented in the second section, by the eigensolutions ofM, the null
basis matrix B1 =U0 is simply generated as an orthogonal matrix
leading to a coefﬁcient matrix which is perfectly conditioned in
comparison with its counterparts.
4.3. Integrated force method
The integrated force method which was ﬁrst introduced by Pat-
naik (1973), is in fact the general formulation of the force method
which has successfully been extended to dynamic and nonlinear
analysis. In this method, the compatibility equations which are ex-
pressed in terms of force variables are combined with equilibrium
equations and the simultaneous solution of them leads to ﬁnding
the unknown independent element forces. In Eq. (39), the govern-
ing equation of the integrated force method is shown:
Sr ¼ p0; ð39Þ
in which, for a stable structure, S is a square full rank matrix includ-
ing the coefﬁcients of equilibrium and compatibility conditions. The
partitioned form of Eq. (39) is as follows:
H
Bt1Fm
 
r ¼ p
0
 
: ð40Þ
Thus, for this formulation, null basis matrix B1 is also required and
can similarly be calculated through previously presented method.
5. Practical examples
In this section, the efﬁciency of different approaches is compre-
hensively studied through three practical examples selected from
structural domes and double layer space structures with different
geometries and topologies. All speciﬁcations of these examples
are summarized in Table 1 for the entire of structure as well as
substructures. Also, in Figs. 2–4 the structural model of these
examples are illustrated. The comparison of computational times
is provided in Table 2. It is useful to note that all methods were
implemented in MATLAB programming language and all experi-
ments were run on a PC Intel Pentium IV 1.5 GHZ. In Table 3, the
inﬁnity (maximum) norm of HB1 are presented and compared with
different methods. In Table 4, the condition number is compared
with different methods and formulations. The condition number
for a general matrix is the ratio of the largest singular value to
Fig. 2. Structural model of example 1, (a) top view (b) left view (c) perspective.
Fig. 3. Structural model of example 2, (a) top view (b) left view (c) perspective.
Fig. 4. Structural model of example 3, (a) top view (b) left view (c) perspective.
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the abbreviation ‘NC’ means that the computation could not be
completed because of the lack of intermediate results. Finally,
Table 5 indicates the comparison between the element forces
(three elements for each example) obtained from the presentmethod and SAP2000 program, which further veriﬁes the accuracy
and efﬁciency of the proposed method. Note that in order to
perform a detailed structural analysis, the elements are assumed
to be constructed of steel pipes with a cross sectional area of
2e4 m2 and E = 2e + 8 kN/m2.
Table 2
Comparison of computational time (in seconds) for generation of self-stress matrix
using different approaches.
LU REDUC SVD Present method
Example 1 3.01 6.44 34.56 1.29
Example 2 4.61 10.83 60.67 1.92
Example 3 NC NC 3153.92 6.24
Table 3
Comparison of kHB1k1 for different approaches.
LU REDUC SVD Present method
Example 1 1.38e10 8.06e+11 6.25e14 7.74e14
Example 2 9.76e5 1.56e+13 6.53e14 7.92e14
Example 3 NC NC 1.24e13 1.02e13
Table 5
Comparison of elements forces.
Node i
x, y, z (m)
Node j
x, y, z (m)
Element force
(kN) SAP2000
Element force (kN)
Present method
Example 1 18, 0, 0 16.5, 0, 2.25 122.55 122.55
18, 0, 0 16, 0, 1.25 128.35 128.35
16.5, 0, 2.25 16, 0, 1.25 31.15 31.15
Example 2 19, 0, 0 18, 0, 1.38 112.71 112.71
18, 0, 1.38 16.25, 0, 2.5 145.42 145.42
16.25, 0, 2.5 14, 0, 3.5 138.86 138.86
Example 3 23, 0, 0 24, 0, 2.5 20.86 20.86
24, 0, 2.5 25, 0, 1.5 10.29 10.29
25, 0, 1.5 23, 0, 0 97.65 97.65
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There are various numerical methods for the generation of the
self-stress matrix (compatibility equations). Among them, LU
decomposition for non-sparse triangular systems and Turn-Back
(Topçu, 1979; Kaneko et al., 1982) and REDUC for sparse and
banded self-stress systems are highly popular. The efﬁciency of RE-
DUC algorithm against the Turn-Back method was previously stud-
ied by Soyer and Topçu (2001). Nagabhusanam and Patnaik (1989)
also proposed a method for the generation of sparse compatibility
conditions for ﬁnite element models. However, the former method
is not appropriate for space truss structures since the self-stress
systems related to these structures are quite long and often ex-
tended to the entire structure. In fact, this is clearly in contradic-
tion with the bandwidth deﬁnition in this method and usually
leads to failure. This also occurs in most of the methods which
try to ﬁnd the localized self-stress systems. In addition, SVD was
adopted as an effective and numerically stable method for the
analysis of structures using the force method (Pellegrino, 1993).
In this study, the LU decomposition, REDUC and SVD were selected
as the most fundamental and important methods for comparisons
with the proposed approach.
The comparisons made in this paper are based on the computa-
tional times and accuracy of the results. The results indicated in Ta-
ble 2 clearly show a remarkable saving in computational times by
using the present approach in comparison with the other three
methods. The difference between computational times signiﬁ-
cantly grows with increasing the size of test problems, particularly
for SVD method. The substantial saving in computational times ob-
tained by the present approach is as a result of the decomposition
of the target problem into sub-problems having signiﬁcantly smal-
ler dimensions than their initial state.
In terms of the accuracy of the results, two different criteria
were used in this study. The ﬁrst criterion is based on the meaning
of null basis and that a perfect self-stress matrix (B1) should lead to
HB1 = 0. As shown in Table 3, the results obtained by the present
approach are highly accurate and close to the ‘‘eps” (Floating-point
relative accuracy, nearly 2.22e16) while the results gained by theTable 4
Comparison of condition number for G and S matrices generated by self-stress matrix of d
Flexibility matrix G (Standard force method)
LU REDUC SVD Pres
Example 1 1.43e+11 7.13e+42 8.02 8.03
Example 2 2.67e+25 1.34e+39 7.73 7.72
Example 3 NC NC 3.45 6.24LU method are only acceptable for the ﬁrst example and in the case
of the REDUC algorithm, the extracted results are completely incor-
rect. It was predictable because the REDUC algorithm requires
working on the results of LU method in order to generate a sparse
basis. Also, the lack of an efﬁcient pivoting strategy in this algo-
rithm, results in its vulnerability to numerical errors. It should be
noted that in the third example, the LU method fails to ﬁnd the re-
quired number of independent columns of equilibrium matrix so
the self-stress matrix and ﬂexibility matrix are not generated.
However, the present method succeeds to generate an accurate
self-stress matrix in a reasonable amount of time. SVD also gener-
ates very accurate results which are in complete agreement with
the results obtained by the proposed method.
As the second criterion for testing the accuracy of the results,
the condition number of the ﬂexibility matrix as well as the gov-
erning equation of the integrated force method was compared with
the same methods as mentioned above. According to the results
indicated in Table 4, the ﬂexibility matrices generated by both LU
and REDUC methods are completely unacceptable and lead to ill-
conditioned matrices even for the ﬁrst example. Also, the accuracy
of the governing equations of the integrated force method related
to the LU method is acceptable only for the ﬁrst example. At the
same time, the condition number of the ﬂexibility matrix gener-
ated by the present approach and SVD is extremely appropriate
and their generated self-stress matrices can be used in the inte-
grated force method.
The current study reveals that the problem of generation of
compatibility conditions for the cyclically symmetric truss-type
space structures is highly sensitive to the numerical errors and
the existing methods which attempt to produce sparse and trian-
gular self-stress matrices are by no means effective.
Note that, since all independent element forces in the eigen
force method are directly calculated without the need for the solu-
tion of a system of linear equations, this method was not consid-
ered in the comparisons of condition numbers and it appears
that the results presented in Table 3 are sufﬁcient for verifying
the accuracy of the proposed method. In summary, it should be
noted that the proposed method is completely general and can
similarly be used for ﬁnite element force method. However, in this
case the superiority of the orthogonal self-stress matrix should be
studied comprehensively. This will be explored in future work.ifferent methods.
Matrix S (Integrated force method)
ent method LU SVD Present method
7.21e+5 1.58e+6 1.59e+6
6.94e+11 1.54e+6 1.54e+6
NC 3.57e+8 3.35e+8
K. Koohestani / International Journal of Solids and Structures 48 (2011) 227–233 2337. Conclusions
In this paper, an efﬁcient method has been presented for the
generation of an orthogonal self-stress matrix for the analysis of
cyclically symmetric space truss structures via the force method.
The performance of the proposed method was comprehensively
compared to three well-known numerical methods and tested on
a set of practical examples. The results indicate clearly the signiﬁ-
cant superiority of the proposed approach in terms of both compu-
tational times and accuracy of the results.
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