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ABSTRACT 
The medial temporal lobe (MTL) is crucial for episodic and spatial memory, and shows 
rhythmicity in the local field potential and neuronal spiking. Gamma oscillations (>40Hz) 
are mediatepd by local circuitry and interact with slower theta oscillations (6-10 Hz). 
Both oscillation frequencies are modulated by cholinergic input from the medial septum. 
Entorhinal grid cells fire when an animal visits particular locations in the environment 
arranged on the corners of tightly packed, equilateral triangles. Grid cells show phase 
precession, in which neurons fire at progressively earlier phases relative to theta 
oscillation as animals move through firing fields. This work focuses on the temporal 
organization of spiking and network rhythms, and their modulation by septal inputs, 
which are thought to be involved in MTL function. 
First, I recorded grid cells as rats explored open spaces and examined precession, 
previously only characterized on linear tracks, and compared it to predictions from 
models. I identified precession, including in conjunctive head-direction-by-grid cells and 
on passes that clipped the edge of the firing field. 
	ix 
Secondly, I studied problems of measuring single neuron theta rhythmicity and developed 
an improved approach. Using the novel approach, I identified diverse modulation of rat 
medial entorhinal neurons’ rhythmic frequencies by running speed, independent from the 
modulation of firing rate by speed. Under pharmacological inactivation of the septum, 
rhythmic tuning was disrupted while rate tuning was enhanced. The approach also 
showed that available data is insufficient to prove that bat grid cells are arrhythmic due to 
low firing rates. 
In the final project, I optogenetically silenced cholinergic septal cells while recording 
from hippocampal area CA1. I identified changes in theta rhythmic currents and in theta-
gamma coupling. This silencing disrupted performance when applied during the encoding 
phase of a delayed match to position task. These data support hypothetical roles of these 
rhythms in encoding and retrieval and suggest possible mechanisms for their modulation. 
Together, evidence from these projects suggests a role for theta in the function of spatial 
and episodic memory. These oscillations have important implications for communication 
and computation, and they can provide a substrate for efficient brain function. 
  
	x 
TABLE OF CONTENTS 
 
Epigraph ............................................................................................................................. iv	
Dedication ........................................................................................................................... v	
Acknowledgements ............................................................................................................ vi	
Abstract ............................................................................................................................ viii	
Table of Contents ................................................................................................................ x	
List of Tables ................................................................................................................... xiv	
List of Figures ................................................................................................................... xv	
List of Abbreviations ...................................................................................................... xvii	
Chapter One.	 Introduction ............................................................................................... 1	
Section One	 Physiology of the hippocampal circuit and memory ............................... 1	
Section Two	 Brain rhythms and their relationship to field potentials ......................... 2	
Section Three	 Basic anatomy of the septo-hippocampal circuit .................................. 4	
Section Four	 The septohippocampal theta oscillation ................................................. 7	
Section Five	 Inhibition and gamma oscillations: from phenomenology to the 
movement of information ............................................................................................. 10	
Section Six	 Coherence, coupling and phase shift in the hippocampal circuit ........... 14	
Section Seven	 Single cell representations of physical and abstract spaces in the 
hippocampus  ............................................................................................................ 17	
Section Eight	 Single neurons’ relationship to rhythms and representations of space 22	
	xi 
Section Nine	 Acetylcholine: oscillations, plasticity, and space ................................. 25	
Section Ten	 Temporal caveats of hippocampal and brain plasticity ......................... 28	
Section Eleven	 Ideas on the role of theta oscillations and acetylcholine in memory 30	
Subsection One	 The role of spaces in memory ...................................................... 32	
Subsection Two	 Models of spatial representation: a focus on grid cells ............... 35	
Subsection Three	 Models of associative and non-associative brain storage ......... 36	
Chapter Two.	 Properties of Phase Coding in Two-Dimensional Grid Cells: Model 
Predictions and Experimental Observations ..................................................................... 42	
Section One	 Introduction ........................................................................................... 42	
Section Two	 Methodology ......................................................................................... 44	
Subsection One	 Data acquisition ........................................................................... 44	
Subsection Two	 Surgery ........................................................................................ 44	
Subsection Three	 Neural recordings ...................................................................... 46	
Subsection Four	 Data analysis methods ................................................................ 47	
Section Three	 Results ................................................................................................ 59	
Subsection One	 Diverse behaviors are predicted by models of precession ........... 60	
Subsection Two	 Experimental grid cells show robust omnidirectional precession67	
Subsection Three	 Precession persists on field edges ............................................. 69	
Subsection Four	 Conjunctive grid cells exhibit omnidirectional phase precession70	
Subsection Five	 No evidence for directional or field-specific phase coding ......... 72	
Subsection Six	 Bursting may contribute to the bimodality of phase precession ... 74	
Section Four	 Discussion ............................................................................................ 76	
	xii 
Chapter Three.	 Rhythmic Properties of Entorhinal Neurons: Novel Methods and 
Modulation  ............................................................................................................... 84	
Section One	 Introduction ........................................................................................... 84	
Section Two	 Methodology ......................................................................................... 86	
Subsection One	 Grid cell recordings ..................................................................... 86	
Subsection Two	 Examination of traditional methods: the theta index .................. 88	
Subsection Three	 Confidence intervals on autocorrelograms and the theta index 91	
Subsection Four	 Maximum likelihood estimation of the distribution of lags ....... 92	
Subsection Five	 Firing rate vs. running speed ....................................................... 97	
Subsection Six	 Speed-tuning of rhythmicity ......................................................... 98	
Section Three	 Results ................................................................................................ 99	
Subsection One	 Challenges facing traditional methods ......................................... 99	
Subsection Two	 A parametric model of the distribution of lags ......................... 106	
Subsection Three	 Speed-tuning of rhythmicity in entorhinal cortex ................... 114	
Section Four	 Discussion .......................................................................................... 117	
Chapter Four.	 Acetylcholine, Information Routing, and Memory .............................. 123	
Section One	 Introduction ......................................................................................... 123	
Section Two	 Materials and Methods ....................................................................... 126	
Subsection One	 Subjects ...................................................................................... 126	
Subsection Two	 Surgical procedures ................................................................... 127	
Subsection Three	 Delayed non-match to position task ........................................ 128	
Subsection Four	 Electrophysiological recordings ............................................... 131	
	xiii 
Subsection Five	 Analysis ..................................................................................... 133	
Section Three	 Results .............................................................................................. 134	
Subsection One	 Effects of cholinergic silencing on hippocampal oscillations ... 134	
Subsection Two	 Behavioral results ...................................................................... 138	
Section Four	 Discussion .......................................................................................... 140	
Chapter Five.	 Discussion ............................................................................................. 144	
Section One	 Summary of findings ........................................................................... 144	
Section Two	 Conclusion .......................................................................................... 146	
APPENDIX A.	 Novel Techniques for Measuring 2D-Phase Coding Behaviors 
Predicted By Models ....................................................................................................... 152	
APPENDIX B.	 Supplementary Analysis of Rhythmicity Techniques ........................ 158	
Bibliography ................................................................................................................... 164	
Curriculum Vitae ............................................................................................................ 199	
 
	  
	xiv 
LIST OF TABLES 
Table 3.1 Parameters of the Parametric Rhythmicity Model. ......................................... 106	
Table 3.2. General Linear Model Fit of the Fit Amplitude (a ̂) or the Theta Index (TI) 115	
Table 3.3. Logistic Fit of the Probability of Detecting Rhythmicity. ............................. 116	
Table 4.1. Test statistic and results for current source density depths. ........................... 136		 	
	xv 
LIST OF FIGURES 
Figure 1.1. Dynamics aid in prevention of memory interference. .................................... 38	
Figure 2.1. Models of Grid Cell Firing and Predictions of Openfield Phase Coding. ...... 61	
Figure 2.2. Models reveal phase structure relative to distance run. .................................. 65	
Figure 2.3. Experimental Examples of Precession using the Omnidirectional Pass Index.
................................................................................................................................... 66	
Figure 2.4. Phase Precession by the Omnidirectional Pass Index is Layer Specific. ....... 67	
Figure 2.5. Grid Cells Precess on Shallow Passes. ........................................................... 68	
Figure 2.6. Conjunctive cells exhibit omnidirectional precession. ................................... 71	
Figure 2.7. Other forms of predicted phase coding. ......................................................... 73	
Figure 2.8. Bursting may contribute to the bimodality of phase precession in grid cells. 75	
Figure 3.1. Challenges facing traditional methods. ........................................................ 100	
Figure 3.2. Confidence intervals for underlying rate and theta index for bat and rat grid 
cells. ........................................................................................................................ 104	
Figure 3.3. Diagram of the parametric rhythmicity distribution ..................................... 107	
Figure 3.4. Examination of the MLE approach versus the theta index for a simulated 
dataset. .................................................................................................................... 109	
Figure 3.5. MLE method results for bat (left) and rat (right) grid cells .......................... 112	
Figure 3.6. Speed tuning of neurons in the entorhinal cortex. ........................................ 114	
Figure 4.1. Alterations in the local field potential by optogenetic silencing of septal 
cholinergic neurons. ................................................................................................ 135	
Figure 4.2. Effects of laser stimulation on theta gamma coupling. ................................ 137	
	xvi 
Figure 4.3. Cholinergic silencing disrupts encoding. ..................................................... 138		
  
	xvii 
LIST OF ABBREVIATIONS 
BU ............................................................................................................ Boston University 
HD-VCO ................................... Head Direction Modulated Velocity Controlled Oscillator 
LEC .............................................................................................. Lateral Entorhinal Cortex 
LFP ....................................................................................................... Local Field Potential 
LM...................................................................................... Stratum Lacunosum/Moleculare 
MEC ............................................................................................. Medial Entorhinal Cortex 
MS ................................................................................................................. Medial Septum 
MTL ................................................................................................. Medial Temporal Lobe 
PYR ........................................................................................................ Stratum Pyramidale 
RAD ........................................................................................................... Stratum radiatum 
TIM ........................................................................................ Temporal Interference Model 
VCO ...................................................................................... Velocity Controlled Oscillator 
1 	
	
CHAPTER ONE. INTRODUCTION 
Section One  Physiology of the hippocampal circuit and memory 
One of the most critical roles of the mammalian brain is the storage of experiences in the 
form of memory to mediate useful future behaviors. The ability to recall specific events is 
known as episodic memory (Eichenbaum and Cohen, 2001; Tulving, 2002), and the 
formation of these memories is critically dependent on the medial temporal lobe (MTL). 
Lesions of the hippocampus impair episodic memory in humans (Corkin, 1984; Squire 
and Alvarez, 1995; Tulving, 2002; Squire and Bayley, 2007) and in rodents (Kesner and 
Novak, 1982; M’Harzi et al., 1987; Taube et al., 1992; Ennaceur et al., 1996; Hasselmo 
and Eichenbaum, 2005; Lee et al., 2005; Steffenach et al., 2005; Zilli and Hasselmo, 
2008).  
Electrophysiological and behavioral evidence from the hippocampus, however, has 
brought to light some of its properties which at first glance seem to have little or nothing 
to do with memory. Due to its highly conserved and relatively simple, elegant structure, 
the hippocampus was one of the first regions of the mammalian brain to be seriously 
studied (Elliot Smith, 1910; Herrick, 1933; Lorente de Nó, 1933; Nó, 1934). However, 
due to this simplicity and homologs in chordates as low as amphibians (Striedter, 2015), 
early scientists thought that the role of the hippocampus was to mediate simple, odor 
related behaviors (Nauta, 1956; Compston, 2010). Electrophysiological evidence began 
to tell a different and much more complex story. As it happens, the medial temporal lobe 
is one of the most rhythmogenic areas of the mammalian brain (Green and Arduini, 
1954). Prominent theta (6-13 Hz), slow gamma (40-80 Hz), and fast gamma (90-120 Hz) 
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oscillations can be found in this structure (Bragin et al., 1995; Buzsáki, 2002, 2006; 
Colgin et al., 2009; Belluscio et al., 2012). These oscillations are intricately tied to 
signals and single neurons that carry information about an animal’s movement through 
space (O’Keefe and Recce, 1993; Burgess et al., 1994; Skaggs et al., 1996; Fyhn et al., 
2004; Hafting et al., 2005; Huxter et al., 2008; Climer et al., 2013) and time (Pastalkova 
et al., 2008; Kraus et al., 2013a, 2015) and collectively are thought to be essential for 
memory function (O’Keefe and Dostrovsky, 1971; Hasselmo et al., 1996, 2002; Shapiro 
and Eichenbaum, 1999). 
Section Two  Brain rhythms and their relationship to field potentials 
Primitive recordings from mammalian brains relied on field potentials recorded non-
invasively from the scalp (Collura, 1993). Electrical deflections in electroencephalograms 
were rapidly associated with a range of behaviors and stimuli, but the enormous amount 
of filtering by the skull and scalp and the source localization problem limited our ability 
to understand these signals. A major improvement in this technique was the implantation 
of electrodes directly in the brain to record local field potentials (LFPs, Buzsáki et al., 
2012). Both of these techniques have resulted in the description of a wide range of brain 
rhythms that have been classified primarily by narrow-band power in LFPs or EEGs.  
The LFP is a mixture of electrical fields that are generated by ionic flow across the 
membranes of neurons (Buzsáki et al., 2012a). In a single neuron, these currents are 
exceptionally small and diverse. Any portion of the membrane that is electrically active 
will create an electric field. Relatively large electrical deflections caused by action 
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potentials will cause field deflections observable very close to the cell that falls off with 
the square of the distance and occupy a very narrow point in time. We often consider 
field potentials as a simple sum of these tiny deflections, but they are too brief temporally 
and neurons are too sparse firing for this to account for the rhythmic patterns we see;, the 
chance that enough of these spikes will occur at close enough times at a small enough 
distance from the electrode to be distinguishable from noise is vanishingly small 
(Schomburg et al., 2012). Instead, we have to consider the smaller, slower currents 
generated by synaptic activity and active processes such as subthreshold oscillations. 
However, these potentials are even smaller per neuron and interact even in the single cell 
in such complex ways that they push the limits of our understanding of dynamics 
(Izhikevich, 2007; Chialvo, 2010).  
This is not to say that examining rhythmic components of LFP is not a useful tool, but we 
should note that it is not a direct result of any computation the brain does. Rather, the 
LFP reflects long-range coordination of billions of dynamic processes in a portion of the 
brain and then is passed through tissues that act as linear and non-linear filters to result in 
the signals we actually record. The frequency of the oscillation is simply a function of the 
nature of those dynamic processes and filtering. We should then consider that narrow 
frequency bands of power in the LFP are of the brain rhythm; rather, the better definition 
would be a brain rhythm as a dynamic process that follows a loop of states and 
coordinates large amounts of neural activity (Kopell et al., 2010, 2014). This definition of 
a rhythm is functional and mechanistic rather than phenomenological and numerically 
dogmatic, and will provide a richer interpretation of rhythmic data and models. 
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The major focus of my research has been to try to gain a tiny glimpse into how we can 
reinterpret rhythms classically defined as narrow band power in EEG and LFP as 
functional, dynamic processes in the brain. Specifically, my work has focused on 
examining theta and gamma oscillations, their relationships to information representation 
in neurons and circuits, and what they reflect in the broader cognitive functions of 
episodic and spatial memory in the hippocampal circuit. 
Section Three  Basic anatomy of the septo-hippocampal circuit 
The MTL represents our earliest foray into understanding the complex nature of neural 
connectivity in the mammalian brain. As Lorente de Nó said, “I will begin [here] because 
it has the simplest structure and allows us to attack more easily some fundamental 
problems.” (Lorente de Nó, 1933). Here, we will focus on the septal, entorhinal, and 
hippocampal portions of this circuit with a particular emphasis on the medial septum 
(MS), medial entorhinal cortex (MEC), and area CA1 of the hippocampus.  
In the mammalian brain, the MTL may represent the site of highest convergence of all 
brain processing. All roads in the brain eventually seem to lead to the MEC and lateral 
entorhinal cortex (LEC). Although they differ greatly in strength and specificity, these 
regions receive afferents from nearly all areas of the cortex and subcortical regions 
(Canto et al., 2008). Although we will not focus on it heavily here, the specific 
connections between the layers and across the cortex in this region remains an area of 
active research and likely plays a role in the computations performed there (Canto et al., 
2008; Heys et al., 2014; Sasaki et al., 2015). 
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Once processed by the MEC and LEC, information flows into the highly recurrent 
networks of the hippocampus. The hippocampus is a large, banana-shaped structure 
nestled deep within the MTL, with a “head” and “tail” region in primates. The gross 
anatomy of this structure is one of the best conserved throughout mammalian brains, but 
its orientation is shifted relative to rodents due to the expansion of neocortex in primate 
brains (Anderson et al., 2007). As such, differential terms have been used for the ends of 
the hippocampus, but their homology is well established through their connections. We 
will thus discuss the ends of the hippocampus as the septal and temporal ends, rather than 
the dorsal and ventral ends as often referred to in rodent literature. 
Information from the MEC and LEC arrives via the perforant path and the 
temporoammonic pathway in an organized way. The perforant path passes information to 
the dentate gyrus and CA3. The dentate gyrus and CA3 both send connections to a deeply 
recurring network within CA3. CA3 inputs to CA1 via the Schaffer collaterals converge 
with the TA inputs in area CA1, which is the primary output region of the hippocampus 
proper via its projection to the subiculum (Anderson et al., 2007; Goshen et al., 2011). 
Additionally, neurons in area CA1 are divided into two functionally distinct sublayers 
(Mizuseki et al., 2011), and region CA2 receives a projection from the dentate gyrus and 
then goes on to project to the deep sublayer of area CA1 (Kohara et al., 2013). 
The entorhinal cortex and hippocampus have much simpler cytoarchitectonics than 
neocortical regions; although, they are cortical regions in the sense that they are arranged 
into well organized, conserved layers. The entorhinal cortex, more complex than the 
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hippocampus, is a six-layered structure with stellate and pyramidal cells forming the 
principal excitatory neuron types (Canto et al., 2008). The importance of the anatomical 
arrangements of these cells remains a subject of heated debate (Heys et al., 2014), but it 
has been well characterized that superficial, layer II cells project primarily to areas CA3 
and dentate gyrus of the hippocampus, while deeper, layer III cells project primarily to 
area CA1 (Witter, 2007; Canto et al., 2008; Varga et al., 2010). Principal neurons in the 
regions of the hippocampus proper are arranged into singular, dense layers. In areas CA3 
and CA1, these neurons are pyramidal neurons, extending some basal dendrites locally 
and a long, apical dendrite that spans and branches across input layers (Nó, 1934). 
In area CA1, the organization of these inputs is striking. Entorhinal inputs arrive 
selectively at the distal portion of the dendrite in stratum lacunosum/moleculare (SLM) 
while CA3 inputs arrive at the more proximal regions in stratum radiatum (SR). This 
organization has allowed electrophysiologists to probe these inputs using simple tools. 
The CA3àCA1 synapse has thus been shown to be one of the most plastic synapses in 
the brain (Connor and Wang, 2015; Larson et al., 2015; Stepan et al., 2015), and Hebbian 
learning rules at this synapse have long been modeled as the basis for memory storage 
(Hebb, 1949; Kelso et al., 1986; Edeline, 1996). Furthermore, by recording across these 
layers and taking the second spatial derivative of voltage traces, we can identify regions 
of the brain which are expressing outward and inward currents (Buzsáki et al., 1986; 
Bragin et al., 1995; Buzsáki, 2002; Mizuseki et al., 2009). This technique is known as 
current source density and helps us to link this anatomical organization to functional 
aspects of the circuit. 
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This network is modulated heavily by inputs arising from the medial septum (MS) and 
band of Boca (Canto et al., 2008; Unal et al., 2015). Axons from glutamatergic, 
cholinergic, and GABAergic neurons project to the entire extent of the hippocampus and 
entorhinal cortex. We know that this projection is essential for memory function (Givens 
and Olton, 1990), but unlike the cortical structures, MSDB neurons are loosely organized 
(Kiss et al., 1990). This has been a major barrier to our understanding of the role of this 
projection, but electrophysiology and functional activation of specific cell types offer 
clues that will be discussed in Section Two , Section Nine , and Section Ten . 
It is important to recognize that this simplified circuit diagram massively undersells the 
complexity of this network. There are dozens of inhibitory interneuron subtypes, all of 
which play a functional and dynamic role in the circuit (Freund, 1996; Kipiani, 2009; 
Klausberger, 2009). Each principal neuron receives input from approximately 30,000 
synapses,	CA3 neurons in turn each project to approximately 60,000 synapses on other 
CA3 neurons (Anderson et al., 2007). However, as we will see, even at this level of 
abstraction we can make important predictions about the circuit function using 
extracellular electrophysiology. 
Section Four  The septohippocampal theta oscillation 
Theta is the most prominent and one of the earliest described electrophysiological 
phenomena in the mammalian hippocampus (Green and Arduini, 1954; Bland and 
Whishaw, 1976; Rawlins et al., 1979; Fox et al., 1986; Brankack et al., 1993; Sabolek et 
al., 2009). Early on, it was clear that this “rhythmic slow activity” at 6-10 Hz in rodents 
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was mediated by arousal and voluntary motion (Green and Arduini, 1954; Whishaw and 
Vanderwolf, 1973a; Bland and Whishaw, 1976). However, the source of this rhythm was 
quickly identified as complex and remains a subject of debate.  
Inputs arising from the MS and diagonal band arrive in the hippocampus via the 
fimbria/fornix and are required for theta oscillations (Green and Arduini, 1954; Goutagny 
et al., 2008; Manseau et al., 2008; Brandon et al., 2011; Koenig et al., 2011). The MS 
gives rise to GABAergic, glutamatergic, and cholinergic hippocampal inputs (Sotty et al., 
2003; Unal et al., 2015), all of which seem to play a role in the coordination of theta 
processes throughout the circuit. The picture becomes even more complex as single cells 
(Giocomo et al., 2007; Domnisoru et al., 2013; Schmidt-Hieber and Häusser, 2013) and 
circuits (Rotstein et al., 2005; Goutagny et al., 2009; Stark et al., 2013) can generate their 
own theta frequency rhythms and as all of these processes interact to create a process in 
which theta travels systematically across the hippocampus (Patel et al., 2012; Zhang and 
Jacobs, 2015). We will briefly touch on some of these mechanisms here and focus on 
particular aspects of the circuit and their roles in hippocampal representations and their 
larger role in episodic memory in later chapters. 
Although septal GABAergic and glutamatergic cells differ widely in their numbers (Kiss 
et al., 1990), physiological properties (Gaztelu and Buño, 1982; Sotty et al., 2003), and 
projection patterns (Unal et al., 2015), stimulation of these cell types is sufficient to alter 
or trigger theta oscillations (Brandon et al., 2014a; Mondragon et al., 2014; 
Vandecasteele et al., 2014; Amilhon et al., 2015; Fuhrmann et al., 2015). The frequency 
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and power of theta oscillations is known to be modulated by novelty (Sambeth et al., 
2009; Barry et al., 2012b), movement (Whishaw and Vanderwolf, 1973b; Newman et al., 
2013; Richard et al., 2013), memory performance (Klimesch et al., 1996; Sederberg et al., 
2003; Vertes, 2005; Nyhus and Curran, 2010), and arousal (Sainsbury et al., 1987). Thus, 
these cells are thought to play a critical role in theta’s modulation of the hippocampus, 
navigation and memory. These cells are strongly modulated by intraseptal connections, 
particularly of interest here, cholinergic ones. The septohippocampal cholinergic pathway 
is one of the longest studied pathways in the mammalian central nervous system and 
plays a critical role in the circuit’s function (Hasselmo, 2006; Newman et al., 2012), but 
its mechanisms of influence on memory remain poorly understood. Acetylcholine (ACh) 
and its effects on hippocampal function will be the focus of Section Nine and Chapter 
Four, but muscarinic and nicotinic cholinergic effects strongly modulate the rhythmic 
properties of single neurons and circuits (Heys et al., 2012). 
Some principal neurons in the rodent hippocampus (Leung and Yu, 1998), entorhinal 
cortex (Giocomo and Hasselmo, 2009; Yoshida et al., 2011), and MS (Serafin et al., 
1996) can generate their own subthreshold membrane potential oscillations. Additionally, 
these regions contain neurons that are resonant to theta-frequency inputs (Hutcheon and 
Yarom, 2000; Heys et al., 2010, 2013; Shay et al., 2012) and theta-patterned stimulation 
is highly effective in generating long term potentiation, the activity dependent 
strengthening of synaptic strength that is thought to underlie the brains’ ability to store 
information (Larson et al., 2015). With appropriately slow inhibition, it is also thought 
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that activity periodically bouncing between excitatory and inhibitory populations of 
neurons can lead to network oscillations in the theta range (Kopell et al., 2010). 
With so many generators of theta, it is clear that the unified process observed in vivo is 
more complex than simple models of these oscillations would allow (Buzsáki et al., 1979, 
2012a). The complex interactions between these oscillators and their inputs can shift their 
phases while allowing for coordination of all the components of the network.  
Theta oscillations are just one type of rhythmic activity that can be observed in the 
hippocampus. Physiologically smaller, higher frequency oscillations such as gamma have 
simpler, and better understood mechanisms for their generation. However, their role in 
cognitive function is still poorly understood. 
Section Five  Inhibition and gamma oscillations: from phenomenology to the 
movement of information 
Gamma-like oscillations have been identified in animals as low as insects (Kay et al., 
2009) and nearly every cortical structure in the brain (Clayton et al., 2015; Pritchett et al., 
2015). The best definitions of gamma oscillations are based on their mechanism of 
generation, as their frequency and properties vary widely across species and brain regions 
(Kay et al., 2009); however, they are typically observed via narrow bands of power in the 
LFP in a broad range of relatively high (40-120 Hz) frequencies.  
Given the ubiquity and variation observed in this rhythm, it is not surprising that 
researchers have been able to identify many correlates to its power and synchrony. 
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Gamma has been identified as playing a role in arousal and attention, processing, 
communication, and memory (Jacobs et al., 2007; Cannon et al., 2014; Clayton et al., 
2015; Pritchett et al., 2015). Alterations in gamma is a potential biomarker for a wide 
range of cognitive and brain diseases, including schizophrenia, epilepsy, bipolar disorder, 
and neurodegenerative diseases such as Alzheimer’s (Mcloughlin et al., 2014; Başar et 
al., 2015; Light and Swerdlow, 2015; Smart et al., 2015). In vivo, in vitro, and in silico, a 
heroic effort had been put forth to categorize every neuronal subtype and their 
relationships to gamma oscillations in the LFP. However, given this and our knowledge 
of the types of information processing that neural networks can perform, there has been a 
disappointing lack of progress in determining the implications of gamma rhythms in brain 
processing. Modeling, theoretical, and experimental work has just begun to unveil these 
possibilities. When it comes to generation, gamma oscillations have been simulated in 
simple biophysical network models and are intricately tied to an aspect of the brain that 
has been long underestimated: the role of inhibition. 
Inhibitory, GABAergic neurons are found everywhere in the brain. Many of these 
neurons, compared to the majority of excitatory principal cells in cortical structures, have 
high firing rates (Buzsáki and Mizuseki, 2014) and do not have sparse, easily understood 
receptive fields (Maurer et al., 2006). Additionally, these neurons generally inhibit firing, 
except when they activate subsequent rebound excitatory currents (Cobb et al., 1995; 
Hasselmo and Shay, 2014; Amilhon et al., 2015). Interneurons tend to be promiscuous 
and/or powerful silencers, receiving inputs from many sources and sending dense 
connections to neurons within their reach (Allen and Monyer, 2014; Müller and Remy, 
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2014). Given these facts, the primary role of inhibition has been proposed to be the slow 
modulation of general activity levels to prevent runaway excitation (Semyanov et al., 
2004) and thus GABA receptors have been the major target for diseases that are thought 
to involve imbalanced excitation and inhibition such as epilepsy (Rabow et al., 1995; 
Khazipov, 2016) and anxiety (Kalueff and Nutt, 1997; Lydiard, 2003). 
Dynamics of networks containing interneurons have painted a more complex story. In the 
early 20th century, the adaptation of linear equations that had been used to describe the 
behavior of electrical circuits to explain the behaviors of cell membranes made strong 
impacts throughout biology and systems science (Hodgkin and Huxley, 1952; Granit, 
1972). Suddenly the basic building blocks of information processing in the brain began to 
become accessible to our understanding. Extending these ideas to larger networks has 
been slow, as the complexity of these interactions makes them difficult to access using 
analytical mathematical techniques (Cannon et al., 2014). While the possible behaviors of 
nonlinear systems had been well described to the point where useful abstractions had 
been developed for single neurons (Izhikevich, 2007), it has taken time for these ideas to 
be usefully extended to systems that contain many neurons.  
The increase in access to unprecedented computational power has allowed for 
simulations of large populations of neurons that have led to some striking discoveries. 
Networks that contain only connected interneurons receiving excitatory drive will cause 
the neurons to synchronize, resulting in waves of activity that correspond with gamma 
frequencies (Whittington et al., 2000; Kopell et al., 2010). The robustness of interneuron 
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network gamma (ING) in silico suggests that gamma oscillations should arise from any 
piece of neural tissue with interconnected, active inhibition, and this is consistent with in 
vivo and in vitro studies. The excitatory drive can come from any source, including local 
excitatory neurons often called the pyramidal population in the literature. If the pyramidal 
neurons are enervated by the inhibitory population and, in turn, drive them, the activity 
can bounce back and forth between excitatory and inhibitory populations to generate 
gamma rhythms, generating so-called pyramidal-interneuron network gamma oscillations 
(PING, Kopell et al., 2000, 2010; Whittington et al., 2000). The pyramidal network can 
be much less active than the inhibitory network, allowing for a small subpopulation of 
excitatory neurons to be active at a time and allowing it to represent specific information 
(Olufsen et al., 2003). These networks are called sparse PING or persistent gamma 
networks, and they can account for rhythmic dynamics in cortex that still passes along 
information via excitatory activity. 
This leads to a radically different interpretation of the role interneurons play in the 
processing of information. If interneurons dynamically synchronize populations of 
excitatory neurons and waves of inhibition, then portions of the brain that have aligned 
gamma oscillations are more likely to successfully communicate (Fries, 2015). If an input 
arrives in a gamma network during the phase of maximal inhibition, the input will likely 
be quashed. But if it arrives during the phase of minimal inhibition, it should be more 
likely to pass into the next circuit. This “communication through coherence” idea has 
inspired scientists to begin to study how phase consistent rhythms are across the brain, 
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and in recent years, has led to critical insights into the role of theta and dynamic 
processes in the hippocampal circuit (Buzsáki and Schomburg, 2015). 
Now that we have a basic framework for how coherence in brain rhythms between 
regions of the brain allows for dynamic control of information flow, we can start to 
interpret the phase of LFP oscillations in a different way. The phase LFP is a reflection of 
hundreds to thousands of oscillators synchronizing in the space around our electrode. 
This means that, at least near the electrode, this region is permeable to correctly timed 
information flow. Although this interpretation is confused by the electrical properties of 
the field (e.g. volume conduction), we can also start to look across larger distances by 
using multiple electrodes. Doing so shows some of the most interesting and controversial 
aspects of the hippocampal circuit.  
Section Six  Coherence, coupling and phase shift in the hippocampal circuit 
The idea that LFP coherence across regions of the hippocampus tells us something about 
brain function is not new. Even in their first description of theta, Green and Arduini noted 
the striking phase alignment between the two hippocampi (1953). However, like many 
aspects of theta, this observation led to many more that made the story of theta function 
more complex: particularly, that coherence between regions in different frequency is 
dynamic and shifting. 
We should not underestimate the roles that the ever-increasing availability of 
computational power and analytical tools played in this complexity. Although Fourier 
first described his analytical methods for translating time-space signals to frequency-
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space in the early 1800s and coherence began to be analyzed by Young in terms of light’s 
behavior in the early 19th century (Oppenheim et al., 1997), the sheer amount of number-
crunching required pushed these tools beyond the use of physiologists until the rise of the 
personal computer. In Chapter Three, I will focus on the benefits and challenges the 
explosion in analytical tools this has provided, but for now, I will lump the wide range of 
observational and mathematical techniques used for analyzing coherence into broad, 
intuitive definitions. Coherence is the stability of the phase shift between two signals. 
Synchrony is when these signals align so they look exactly the same. We will also talk 
about a phase shift, where a 180-degree phase shift corresponds with the signals being the 
inversion of each other. Cross-signal coupling is when the size of one signal relates to the 
phase of another. We will discuss relative theta phases with reference to the peak of theta 
observed in the LFP at the cell layer in the dorsal portion of area CA1: the time at which 
pyramidal cells found here are the most silent (Mizuseki et al., 2009). 
When we look at theta coherence, the large magnitude and low frequency of the electrical 
signal produced allows it to be detected by electrodes distant from their recording site, 
making the observation of small-scale shifts in the signal more difficult (Brankack et al., 
1993; Buzsáki et al., 2012b). Nonetheless, we can observe that the coherence of theta 
slowly decays as we move a pair of electrodes further apart in the hippocampus, although 
it remains relatively high (Sabolek et al., 2009; Schmidt et al., 2013; Long et al., 2014). 
Even more striking, however, is the systematic phase shift that occurs in this structure 
between subfields, across its radial axis, and down its long axis (Patel et al., 2012; Zhang 
and Jacobs, 2015).  
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If we look in the septal portions of CA1, we can identify a systematic phase shift in theta 
as we move radially through the layers. Anatomy and current source density offer clues 
as to why this happens. If we examine current source density (CSD) in the input layers of 
this structure, we can identify two large current sinks in SLM and SR that are timed to 
and help to generate theta oscillations. As discussed in Section Three and Section Four , 
these sinks correspond to inputs arriving from the MEC and CA3 respectively. 
Interestingly, the SLM and SR sinks occur at different phases of theta (Brankack et al., 
1993; Mizuseki et al., 2009; Sullivan et al., 2011; Belluscio et al., 2012). These results, 
confirmed by simultaneous recordings from CA3 and MEC, have shown that CA3 and 
EC inputs tend to arrive in area CA1 at a different phase of the LFP theta oscillation; EC 
inputs arrive near the theta peak while CA3 inputs arrive during the descending phase. As 
a result, overlapping waves of activity occur over the span of about 60 ms starting with 
entorhinal inputs, followed by CA3 inputs and then finally a wave of activity occurs in 
CA1 itself. As we look from the septal pole to the temporal pole, we find yet another 
striking phenomenon; theta waves propagate as a pulse down the long axis (Lubenov and 
Siapas, 2009; Patel et al., 2012; Zhang and Jacobs, 2015), causing a wave of principal 
activity that travels across the network.  
Gamma oscillations add to this story. In the hippocampus as elsewhere in the brain, 
gamma coherence falls off rapidly as we move our electrodes apart (Sabolek et al., 2009; 
Long et al., 2014), despite their robust correlations with processing as discussed in 
Section Five . Perhaps even more striking is the finding that gamma oscillations are 
heavily modulated by theta oscillations wherever they are recorded (Colgin et al., 2009; 
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Belluscio et al., 2012; Newman et al., 2013). In a striking example of cross signal 
coupling, the amplitude of gamma oscillations always seems to be dependent on the 
phase of theta oscillations. Despite being relatively easily observed, even visually, the 
details of this modulation appear to be highly variable. The phase, frequency, and 
amplitude of these oscillations is modulated heavily by task (Montgomery and Buzsáki, 
2007), raising the question as to how this phenomenon may play a role in the 
hippocampus. Experimental and coherence studies quickly showed that there are at least 
two types of gamma oscillations observed in CA1 (Colgin et al., 2009; Belluscio et al., 
2012; Newman et al., 2013), a faster oscillation corresponding to entorhinal inputs (𝛾!"#, 
>=90-120 Hz) and a slower oscillation corresponding to CA3 inputs (𝛾!", 40-80 Hz). In 
this way, theta and the gammas have been proposed to coordinate areas of CA1 with their 
inputs in a systematic way. Next, we’ll discuss the types of information that can be found 
in the firing of single neurons in this circuit, their relationships to theta and gamma, and 
finally discuss hypotheses as to how they may come together to play a role in memory 
and cognitive function. 
Section Seven  Single cell representations of physical and abstract spaces in 
the hippocampus 
Early work on single neurons in the hippocampus focused largely on basic aspects of 
their firing under anesthetized conditions (Gerard, 1936; Renshaw et al., 1940; Fox et al., 
1944). This was almost entirely due to the technological problems of the day; stably 
recording neurons in animals and controlling inputs enough to understand what they were 
representing is a technically difficult problem that still slows the pace of neuroscience. 
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Even when we have advanced technology, the ability to characterize what the brain is 
doing and know that we should be able to find something interesting where we are 
looking has been largely due to chance events being interpreted by clever scientists. As 
Louis Pasteur said, “In the fields of observation, chance only favors the mind which is 
prepared.” (1854) 
It would not be until the late 50s that Hubel and Wiesel (1959, republished 2009) would 
place electrodes in the visual cortex of anesthetized cats and identify mammalian central 
nervous system neurons that represent specific, higher level sensory patterns. It was 
known that this region is important for visual processing, but techniques for eliciting 
responses in the retina failed to do so in the visual cortex (Hubel, 1982). This all changed 
when a glass slide was inserted into the stimulus presenter; as the edge of the slide passed 
across the animal’s visual field, certain neurons began to reliably fire. This discovery 
launched an ongoing effort to identify and catalog the different types of receptive fields 
in the mammalian brain and an unprecedented amount of hypotheses on their 
mechanisms of firing and the importance of each cell type’s role in cognition.  
By the early 1970s, we knew that the hippocampus played an essential role in episodic 
(Scoville and Milner, 1957; Milner et al., 1968) and spatial memory (Milner et al., 1997), 
but how it did so was a complete mystery. The receptive fields of hippocampal cells 
seemed beyond our ability to grasp; in head fixed and anesthetized preparations, many of 
the neurons were silent and it was not possible to get any farther than studying basic 
rhythmic and firing rate properties of the cells (Moore et al., 1966; Yamaguchi et al., 
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1967; Gogolák et al., 1968). When John O’Keefe began to record neurons in 
hippocampal area CA1, he thought that the lack of activity may be due to the anesthetized 
and head-fixed restrictions on experiments. He adapted techniques for differential 
recordings of spinal and medullar neurons to allow animals to freely behave. At first, he 
thought that all his work was for nothing; the neurons did not seem to relate to the 
behavior of the animal at all, firing irregularly in relation to a wide range of behaviors. 
Soon, however, he noticed a striking phenomenon, the importance of which is hard to 
overstate. “These 8 units responded solely or maximally when the rat was situated in a 
particular part of the testing platform facing a particular direction.” This sentence was 
italicized in his original paper because he realized quickly the implication for 
hippocampal representation. He went on to greatly expand these ideas Lynn Nadel in 
their 1978 book (O’Keefe and Nadel, 1978) and followed by many scientists in the 
coming decades (Howard et al., 2014). Since this time, the firing rate of neurons in CA1 
has been found to also represent time (Pastalkova et al., 2008; MacDonald et al., 2011, 
2013; Kraus et al., 2013b), objects (Deshmukh and Knierim, 2011; McKenzie et al., 
2014), and context (McKenzie et al., 2014; Solstad et al., 2014). If neurons in the 
hippocampus represented an animal’s location in these spaces, then perhaps neurons and 
particularly hippocampal neurons receptive fields can be thought of simply as functions 
of abstract spaces, the pattern of firing over time representing trajectories through these 
spaces, and a trajectory through these spaces representing an experience or memory. For 
now, we are going to focus primarily on animals’ trajectories through physical space as, 
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once animals can be allowed to move freely, it is relatively easy to obtain this type of 
data.  
Although this type of representation certainly affords a powerful representational 
landscape, particularly for memory, the conversion from the relatively simple 
representations generated by sensory experience to trajectory information for abstract 
spaces remains an active area of research. This fertile area of exploration became the 
focus of Edvard and May-Britt Moser in the early 2000s. They realized that, if the 
hippocampus is to represent trajectories through these spaces, then the entorhinal cortex 
as a point of convergence of so much information in the brain should play a role in this 
computation. They quickly identified a novel type of cell that ended up being my primary 
motivator for becoming interested in the question of how the larger brain works: the grid 
cell (Fyhn et al., 2004; Hafting et al., 2005).  
In the entorhinal cortex, there are cells which have spatial response patterns with multiple 
firing fields (Fyhn et al., 2004; Hafting et al., 2005). This had been known for some time; 
researchers had been searching this region for decades with the hope that they could find 
how the hippocampus was computing space (Jeffery et al., 1995). However, the Mosers 
put animals in a larger box than most researchers and identified a startling phenomenon. 
These spatially responsive cells had many receptive fields across the animal’s position in 
the environment. More strikingly, however, the fields were consistently arranged in a 
pattern; they fire when the animal visits locations that correspond with the corners of 
regular, tightly packed, equilateral triangles. The rate maps of these cells created a 
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tessellating grid pattern, from which these cells take their name. Here, we have a more 
ambiguous representation of space than found in the hippocampus. However, the specific 
representation of space in the hippocampus can be easily generated by these types of 
responses (Bush et al., 2014), fitting nicely into the interpretation of the entorhinal cortex 
computing the animal’s movement through space. 
Together, the discovery of the grid cell and the place cell fundamentally altered the way 
in which we viewed neural computation, which is why John O’Keefe, May-Britt Moser, 
and Edvard Moser received the Nobel prize in 2014 (Anon, 2014; Eichenbaum, 2015). 
These types of single unit responses will be the major focus of my dissertation, but we 
should not dismiss the wide range of responses found in entorhinal neurons. Specifically, 
the entorhinal cortex has been found to represent object (Wilson et al., 2013), boundary 
(Savelli et al., 2008; Solstad et al., 2008; Lever et al., 2009; Raudies and Hasselmo, 
2012), speed (Kropff et al., 2015), and head-direction (Taube et al., 1990; Brandon et al., 
2013; Tukker et al., 2015) signals, all of which likely contribute to the representation of 
space and the computations performed there in an as-yet described way. Indeed, although 
grid cells are sufficient to make place cells in silico, they do not appear to be required for 
place cell firing or remapping in vivo (Brandon et al., 2014b), and some evidence even 
suggests that the hippocampus is necessary for the generation of grid cells (Bonnevie et 
al., 2013, but see also Hafting et al., 2008). Our simple explanations of these 
representations are inadequate. The rodent hippocampus contains millions of pyramidal 
neurons, all of which can have indirect effects on each other in one or two steps. In order 
to understand the larger network, we can turn to LFPs. 
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Section Eight  Single neurons’ relationship to rhythms and representations of space 
When rhythms were first described in EEG and LFP, scientists began to wonder how 
single neurons may participate in their generation and the role they may play in 
cognition. Many of these early ideas remain popular today. When Adolf Beck first made 
the revolutionary discovery of brain-generated rhythms (Beck, 1890a, 1890b)(Beck, 
1891), he described slower rhythms when the brain was not stimulated (by electrical or 
visual stimulation) that disappeared or were replaced by fast, noisy oscillations when 
stimulation was presented (Collura, 1993). He, and others, interpreted this as a 
desynchronization in the processes going on there, resulting in a broader tapestry of 
processes and thus information. In this interpretation, slower, higher amplitude rhythms 
are the result of excess brain synchrony represent a lack of processing.  
It is notable how long it took for scientists to gain the tools to relate the firing of single 
neurons to rhythms and how much the technological and analytical aspects of this study 
remain in their infancy. It was not until the 1940s that microelectrodes were developed to 
allow for differential recordings and the isolation of single units (Renshaw et al., 1940), 
and until the 1960s, all traces were simultaneously recorded on paper and analyzed by 
hand. Notable technological improvements provided by advances in electronics allowed 
for primitive phase analysis (Green et al., 1960), but a true examination would require an 
impractical amount of computation. Even so, by the rise of the digital age, careful 
observation allowed us to know that hippocampal neurons fired in bursts that were timed 
to ongoing theta oscillations (Green et al., 1960; Fujita and Sato, 1964) and septal input 
(Green and Maxwell, 1961); however, in the 1960s we saw a massive shift to the use of 
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computers to analyze neural recordings (Moore et al., 1966). Just 50 years later, 
computational power unimaginable at the turn of the century is at the fingertips of all 
neuroscientists. However, we must be exceptionally careful when we construct our 
analyses and interpret their results; we are at huge risk of misleading ourselves by 
deriving the numbers we wish to see. This will be a major focus of Chapter Three. 
When John O’Keefe found the place cell, he naturally wanted to examine it in the context 
of theta rhythms. His discovery challenged the idea that slow, high amplitude rhythms 
represented a loss of computation in a region. He saw strong theta rhythms whenever he 
recorded place cells, and moreover, both theta (McFarland et al., 1975) and the firing rate 
of these neurons (McNaughton et al., 1983) increased when the animal moved. How 
could this structure be doing such exquisite computation if it was so synchronized? And 
how could single neurons have such representations if they were so synchronized with 
the rest of the network? He found that the firing of these cells and the ongoing theta 
oscillation had a striking relationship (O’Keefe and Recce, 1993). When an animal first 
enters the firing field for a place cell, the cell fires relatively late in the phase of theta, 
during its rising phase. However, as the animal moves through the firing field, it fires at 
earlier and earlier phases. Thus, the phase of firing of a place field tells you how far 
through that field an animal has gone. This phenomenon has been called phase 
precession, and has now been described in the frontal lobe (Jones and Wilson, 2005), 
hippocampal interneurons (Maurer et al., 2006), and entorhinal grid cells (Hafting et al., 
2008; Jeewajee et al., 2012; Reifenstein et al., 2012b; Climer et al., 2013). Exactly how 
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the hippocampal circuit accomplishes this remains a subject of debate and will be 
discussed more in Subsection One.  
Phase precession has shifted the focus from theta induced synchrony to the sequences 
that arise when multiple, overlapping place cells are examined. Because the phase of cells 
becomes earlier and earlier as an animal moves through a field, the hippocampus will 
play out sequences of location representing cells on each theta cycle, starting with the 
fields the animal is moving out of and going to the fields the animal is moving towards 
(Foster and Wilson, 2007; Gupta et al., 2012). This periodic, shifting activation of cells 
appears to be an example of Hebb’s phase sequence or cell assembly (Hebb, 1949), and 
may be of great importance to our understanding this circuit. In addition to occurring in 
real time, these phase sequences play out again and again in both forward and reverse 
order during both sleeping and quiet wakefulness during easily defined LFP deflections 
known as sharp-wave ripple events (Foster and Wilson, 2006; Davidson et al., 2009; 
Fuentemilla et al., 2010) and during theta oscillations during REM sleep (Louie and 
Wilson, 2001). Phase sequences are thought to play a critical role in memory processes 
and consolidation (Axmacher et al., 2006; Hasselmo, 2012).  
In addition to correlating with or perhaps as a consequence of cyclical sequences in single 
neurons, LFP theta oscillations have their own informational content, enough to even 
decode the position of an animal (Agarwal et al., 2014). Theta oscillations get faster with 
running speed (McFarland et al., 1975) and slower with novelty (Jeewajee et al., 2008c). 
Although this may be a consequence of comparable changes in field size and rate of 
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traversal, we must not forget the critical role the MS plays in coordinating theta rhythms 
(Barry et al., 2012b). Optogenetic activation of GABAergic or glutamatergic neurons 
generates and paces theta oscillations without disrupting phase precession (Brandon et 
al., 2014a); however, inactivation of the MS disrupts the spatial firing pattern of grid cells 
(Brandon et al., 2011; Koenig et al., 2011) and disrupts phase precession, and 
hippocampal phase precession appears to be critically dependent on the entorhinal cortex 
(Schlesiger et al., 2015). As we will show in Chapter Three, the MS appears to be 
responsible for a theta rhythmic speed signal that, as discussed in Subsection One, may 
be used to generate phase precession in grid cells and subsequently is inherited by place 
cells. This is not surprising; many septal neurons are highly theta rhythmic (Stewart and 
Fox, 1989) and coherent with theta oscillations in the hippocampus (King et al., 1998). 
As we will see in Section  and Chapter Four, however, the non-rhythmic cholinergic 
neurons play a critical role in the impact that this temporal code has on memory function. 
Section Nine  Acetylcholine: oscillations, plasticity, and space 
Acetylcholine was the first identified neurotransmitter, and elucidating its role in fast 
synaptic transmission at the neuromuscular junction took researchers on their first steps 
in understanding circuit physiology (Nobelprize.org, 2014). Naturally, acetylcholine was 
thought to be a basic building block in a brain, but its role in neural computation is much 
more complex in the central nervous system. Even in the simple nervous system of C. 
elegans, cholinergic receptors one neuron up from the neuromuscular junction have 
eluded our efforts to fully describe their function, with putative roles in pattern generation 
(Petrash et al., 2013), development (Bhattacharya et al., 2014), and cell survival 
26 	
	
(Barbagallo et al., 2010). To make matters even more complicated, cholinergic signaling 
is broadly divided into fast, excitatory, ion channel mediated effects, termed nicotinic, 
and slow effects that are mediated by second messenger cascades, called muscarinic 
(Heys et al., 2012). Within nicotinic receptors, there are 17 types of subunit that combine 
to a wide diversity of receptors that have a wide range of response and inactivation sizes, 
timescales, ionic permeability, and anatomical distributions (Alkondon and Albuquerque, 
2004). Within the metabotropic effects, it is often difficult to pigeonhole them into 
excitatory or inhibitory, as it is highly cell type specific (Heys et al., 2012; Newman et 
al., 2012). Once you add network effects to the complexity, it becomes difficult to take a 
reductive approach to finding out what acetylcholine release ends up doing to the brain. 
Nicotinic and muscarinic receptors are so prominent in nervous systems throughout 
Animalia that life has created a wide range of toxins that selectively activate, inhibit, or 
allosterically modulate them as defense. Those that cross the blood brain barrier have 
shed light on acetylcholine’s role in a wide range of cognitive functions (Newman et al., 
2012b). These functions include: attention (Levin and Simon, 1998; Hasselmo and 
McGaughy, 2004; Herrero et al., 2008), working memory (Givens and Olton, 1990, 1994; 
Felix and Levin, 1997) and episodic memory (Givens and Olton, 1994; Hasselmo, 1999, 
2006). In contrast, nicotinic receptor agonists improve memory task performance in 
healthy human subjects (Howe and Price, 2001; Kitagawa et al., 2003) and rodents 
(Faiman et al., 1991; Kenney and Gould, 2008). In humans, the competitive muscarinic 
antagonist scopolamine interferes with the encoding of a list of words for free recall but 
does not disrupt retrieval performance when given after learning (Ghoneim and Mewaldt, 
27 	
	
1975; Petersen, 1977). Acetylcholine’s role in these processes remains poorly 
understood, likely because its range of effects and the processes themselves are so 
complex. 
These latter results bring us back from the cognitive process of memory to the 
hippocampus in an interesting way; acetylcholine is thought to be essential for memory 
encoding, and we should be able to see signs of that physiologically. As mentioned in 
Section Four , theta oscillations are enhanced when an animal is moving or aroused. 
Interestingly, levels of hippocampal acetylcholine in vivo also are increased under these 
same circumstances (Nilsson et al., 1990; Sarter et al., 2009; Gritton et al., 2016). 
Cholinergic stimulation induces internally generated oscillations at theta frequency that 
have been interpreted as similar to network theta of hippocampal slices (Konopacki et al., 
1987; Fellous and Sejnowski, 2000) and, in anesthetized in vivo preps, cholinergic 
stimulation enhances internally generated theta oscillations (Vandecasteele et al., 2014). 
Cholinergic activity in entorhinal stellate cells increases subthreshold theta-frequency 
potential oscillations and decreases the frequency and magnitude of theta resonance 
(Heys et al., 2010, 2012), properties that may combine to induce changes in grid cell 
tuning associated with novelty (Barry et al., 2012b). If we focus on area CA1, we have 
two anatomically distinct input pathways that arise from CA3 and the entorhinal cortex 
respectively. Muscarinic activity at the terminals of CA3 neurons inhibits 
neurotransmitter release (Hasselmo et al., 1995b; Kremin et al., 2006; Kremin and 
Hasselmo, 2007) while simultaneously enhancing long term potentiation (Li et al., 2007; 
Ondrejcak et al., 2012; Zheng et al., 2012). In the entorhinal cortex, systemic 
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scopolamine reduces the amount of theta-high gamma coupling (Newman et al., 2013). 
Taken together, it seems that the content and timing of individual neuron firing combines 
with oscillatory network states, modulated by acetylcholine, to efficiently store and 
retrieve memories. 
Section Ten  Temporal caveats of hippocampal and brain plasticity 
It is nearly impossible to talk about memory without discussing brain plasticity. In his 
landmark book, The Organization of Behavior, Donald Olding Hebb proposed a number 
of ideas as to how the complex structure of the brain may result in activity that 
corresponds with our understandings of psychology (Hebb, 1949). The best known of 
these ideas is the so-called “Hebbian Synapse”, where information is stored by 
strengthening the synaptic connection between neurons that are simultaneously active. 
Exploration of this idea, often summarized as “neurons that fire together, wire together,” 
has dominated much of the neuroscience of the 20th century (Cooper, 2005) and data have 
shown conclusively that the Hebbian synapse can be implemented by activity in vivo. 
Synaptic release of glutamate coupled with post-synaptic depolarization activates NMDA 
receptors, causing an influx of calcium that triggers events that eventually result in the 
long-term insertion of additional glutamate receptors at the synapse (Rudy, 2004). 
However, these experiments have also demonstrated that information storage via 
plasticity itself is a complex story. Of particular importance to us, the simple vision of 
connections being strengthened where co-activity occurs cannot account for the temporal 
effects on memory processing. This type of plasticity critically depends on the relative 
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timing of synaptic events, wherein if the presynaptic firing preceedes the firing of the 
postsynaptic neuron, the synapse is strengthened, and if the presynaptic firing follows, 
the synapse is weakened (Bi and Poo, 1998). Strikingly, the spike-timing-dependent 
plasticity (STDP) effect is mediated by the fast NMDA and calcium dynamics as long 
term potentiation (Karmarkar et al., 2002), but occurs on time scales much faster than we 
associate with behavioral and sensory events; a shift of less than 5 ms can result in strong 
potentiation or strong depression. Now, a wide range of temporal learning rules have 
been described in a whole host of neuron types, and these ideas have been extended to 
larger circuits.  
This fast, timing mediated effect is accompanied by a series of experiments that have 
demonstrated that plasticity similarly depends on the phase of oscillations. Schaffer 
collateral stimulation results in potentiation when delivered near the peak of theta 
oscillations, while stimulation near the trough results in depotentiation or long-term 
depression (Huerta and Lisman, 1996; Hölscher et al., 1997; Hyman et al., 2003). The 
mechanism for this remains unknown, but could arise from spike timing dependent 
plasticity resulting from the relative timing set up by phase precession (Hasselmo, 2005) 
or the relative gamma frequencies of CA3 activity and the resonance in CA1 (Lee et al., 
2009).  
For his part, Hebb never believed that the so-called “Hebb Rule” was his most 
revolutionary idea and focused much more on the persistently shifting activity of large 
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cell ensembles. He portrayed these cell ensembles as cyclical patterns of activity that 
carry information about the state of the animal (Hebb, 1949). 
Section Eleven  Ideas on the role of theta oscillations and acetylcholine in 
memory 
Now that we have scratched the surface of all of the parts of the hippocampal memory 
circuit that I am going to address in this thesis, this section will focus on ideas others 
have had about how they may come together to make memory and spatial navigation 
work. Before we do, I would like to take a more informal aside about the nature of these 
ideas and our approach to understanding the brain. I am not going to try to treat these 
ideas as hypotheses that yield easily testable predictions. Many of these ideas, while the 
field may treat them as completely incompatible, in fact describe simple enough 
processes that the incredible complexity of the brain provides more than enough space for 
them to coexist. And yet, they are complex and vague enough that our current 
technological prowess leaves something to be desired when we try to definitively rule out 
any of them. We are often thus forced to tackle these problems using correlative data 
from many sides, which may explain how I have employed such disparate techniques to 
build support for and against some of these ideas. In Chapter 5, I will endeavor to 
combine some of these ideas and my results into a general picture of a functional 
framework. 
Our fascination with our ability to remember things has gone back for millennia. 
However, I will not focus on most of these early philosophical and psychological ideas 
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that were plagued by our internal perceptions of our memories rather than an objective, 
scientific approach. Fundamentally, the difficulty came with our interpretation of our 
memories as a faithful storage of the incredible amount of information that enters our 
brain: that as we experience things, our brain writes them into a permanent storage space 
that shapes our behavior. When subject to experimentation, however, it was clear that it 
was not that simple.  
Memory does not work like a tape; rather, we are able to jump into the middle of a 
memory and go forwards and backwards, in a phenomena psychologists often refer to as 
“mental time travel” (Howard and Eichenbaum, 2013). Our old memories are constantly 
modified by novel information (Bridge and Voss, 2014). Although the hippocampus is 
ostensibly building and storing sequences for episodic memory, it is also necessary for 
contextual (Smith and Bulkin, 2014) and non-episodic semantic memory (Grilli and 
Verfaellie, 2014) and for imagining the future (Zheng et al., 2014). The brain takes in 
terabits and terabits of information, but notably, episodic memory is often characterized 
by the ability to recall information after a single exposure (Rolls, 2010). 
Since an animal’s movement through space is so prevalent in hippocampal 
representations (See Section Seven ), spatial representation is a useful launching point for 
models of memory and hippocampal function, which will be the focus of Subsection One. 
In Subsection Two, we will focus instead on models that operate on the connections 
between regions of the hippocampus. Finally, in Subsection Three, we will examine 
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combined models that can bridge the divide between the measurable and non-measurable 
information that supports complete memory. 
Subsection One The role of spaces in memory 
Although the initial descriptions of place, border, and head direction were extremely 
profound, they left open a critical question: how do millions of individual neurons firing 
in particular locations result in the complex phenomena that we understand and feel as 
memory? D. O. Hebb first brought up the idea of a phase sequence as a sequence of 
events that occur in assemblies of cells. The identity of cells in these assemblies and 
events were intentionally vaguely defined, as their import was not their lasting effects nor 
their associations with motor activity. Rather, the import was the information that each 
cell assembly carried with it in the sequence. “This ‘ideational’ series with its motor 
elements I propose to call a ‘phase sequence’” (Hebb, p98). This idea was revolutionary 
in several ways: it represented one of the first ideas that linked the abstract information 
being carried by the parts of the brain and the real phenomena or neural activity and brain 
rhythms. A hierarchy of information allowed for assemblies representing different pieces 
of information to temporally overlap, and that activity moving in these overlaps may 
fundamentally underlie the function of the brain. Hebb spoke of arousal or activity or 
information moving through a non-Euclidean space of this information, explaining how 
information may be used to allow navigation of a maze. 
However, it was O’Keefe’s discovery of place cells and his subsequent theories outlined 
in The Hippocampus as a Cognitive Map with Lynn Nadel that would fix the 
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representations of abstract, cognitive space to real, measurable spaces. In this work, 
O’Keefe and Nadel likened the firing of individual place cells to being representative of 
an assembly of cells associated with the current position of the animal. This assembly 
was not directly caused by the position of the animal; rather, it reflected the assemblies’ 
position in a “cognitive map,” a set of abstract spaces that the brain maintains. In their 
book, the map consists of two fundamental parts: a “place” and “misplace” system, 
wherein the map can compare the actual position in the map to an expectation of what 
movement through the map should be like. The map is dynamic and shifting, but the 
concept can be easily extended to Euclidean and non-Euclidean cognitive spaces of all 
kinds.  
These ideas are highly abstract and yield few easily testable predictions, but provide a 
framework for understanding the complexity of the brain that has fostered an explosion in 
understanding of neural signals. The phase sequence has been used to examine the 
internal representation of the hippocampus as an animal explores physical spaces 
(O’Keefe and Nadel, 1978; O’Keefe and Recce, 1993; Howard and Eichenbaum, 2013), 
where Bayesian decoding has revealed that representation sweeps from behind to in front 
of an animal in a task-dependent way (Pfeiffer and Foster, 2013). Additionally, phase 
sequences have been shown to occur when an animal is sleeping or during restful waking, 
and decoding these sharp-wave ripple sequences has revealed replay of waking sequences 
and playing of possible future sequences in so-called vicarious trial and error (Davidson 
et al., 2009; Wu and Foster, 2014) and in sequences the hippocampus will go on to 
incorporate into representations of real spaces (Dragoi and Tonegawa, 2011, 2013, but 
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see also Silva et al., 2015). Beyond the hippocampus, where the receptive field of 
individual neurons is not as clear, this idea has been used to demonstrate how the 
sequence of activity in a population of neurons can reflect movement through abstract, 
high dimensional spaces during motor activity (Mollazadeh et al., 2014) and in working 
memory (Siegel et al., 2009).  
Memories also consist of large amounts of non-spatial information or information that 
would be costly to represent as a point in a measurable space. Largely, this type of 
information is critical for disambiguating the types of information stored in a memory: I 
come to my desk every day, but a combination of my internal state and specific, discrete 
events provides the information for distinguishing between different times at my desk 
(Hasselmo, 2012). Prof. Howard Eichenbaum and others have championed the idea that, 
like other parts of the brain, there are separated “what” and “where” streams that are 
brought back together in the hippocampus via the lateral and medial entorhinal cortices, 
respectively (Eichenbaum, 1999). The hippocampus then blends this information to 
represent specific events, using a combination of receptive fields and rate remapping. 
Together, the information forms a hierarchy of representation, reminiscent of the 
psychological concept of a schema (McKenzie et al., 2014). 
Although these ideas provide an excellent description of what neurons’ activity 
represents, it provides little insight as to how the brain can do so. Like many theories of 
the brain, there is a “chicken and egg” problem, where we cannot easily distinguish cause 
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from effect. In the specific case of the hippocampus, the question that arises is where 
does spatial information come from?  
Subsection Two Models of spatial representation: a focus on grid cells 
However, as discussed in Section Seven , place cells, at least, receive a large amount of 
spatial information from entorhinal grid cells and can be easily constructed from this type 
of information (Bush et al., 2014). However, this kicks the spatial integration problem 
down the line: now, we need to ask where the spatial signal for grid cells comes from? 
This question brings us to one of the most controversial topics in modern neuroscience: 
what is the origin of grid cells’ unique firing pattern? 
The field that had made the discovery of grid cells has long relied on and still largely 
relies on phenomenological studies rather than causal manipulations. The highest impact 
papers in this field largely focus on the nature of grid cells and entorhinal connectivity. 
This is largely driven by practical concerns; even with the ability to manipulate the circuit 
pharmacologically or to activate or silence particular cell types optogenetically, the 
structures that generate and are required for grid cells are widespread, complex, and 
remain largely undescribed. This has given rise to a range of computational models of 
grid cell generation, all of which have different properties that their proponents claim as 
being more reflective of the real data. Specific implementations of these models will be 
discussed more in Chapter Two, but have been broadly grouped into two categories (Zilli, 
2012). One class of these, temporal interference models (TIMs), rely on the coincidence 
of events eliciting finely timed spiking of neurons (O’Keefe and Recce, 1993; O’Keefe 
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and Burgess, 2005; Burgess et al., 2007; Burgess, 2008; Hasselmo, 2008, 2014; 
Hasselmo and Brandon, 2012). TIMs generate the 2D grid cell firing pattern and have the 
advantage of nicely describing a mechanism for grid-cell phase precession, but are highly 
sensitive to noise (Zilli et al., 2009) and rely on inputs of a type not yet clearly identified 
in the brain (velocity controlled oscillators, or VCOs, but see also Welday et al., 2011). In 
contrast, continuous attractor models (CAMs) rely on specific connectivity and velocity 
inputs to move a “bump” of activity around a network (Zilli, 2012). These models are 
fairly stable, can explain notable aspects of how grid cells are linked (Stensola et al., 
2012), and can be generated using the small scale connectivity observed in the brain 
(Couey et al., 2013; Heys et al., 2014), but largely do not generate phase precession in 2D 
path integration as only one-dimensional simulation of precession have been generated 
(Navratilova et al., 2012). It is worth noting again that these mechanisms are not mutually 
exclusive, and models that blend the types of activity can replicate many more 
phenomena found in the entorhinal cortex than either can alone (Hasselmo and Brandon, 
2012; Schmidt-Hieber and Häusser, 2013; Bush and Burgess, 2014). Regardless of the 
underlying mechanism, these cells have also been associated with mapping abstract 
spaces such as time (Kraus et al., 2015) and the visual field (Killian et al., 2012), and thus 
may play a role representing many kinds of measurable space.  
Subsection Three Models of associative and non-associative brain storage 
That simple association of information cannot describe the complexity of brain 
information is still a relatively new idea. Association-driven behavior, measured 
primarily through the lens of behaviorism was heralded until the 1950s. However, with 
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the rise of information theory and the growth of computational tools, researchers began to 
see cracks in this theory; notably, the work of Noam Chomsky (1956, 2006) 
demonstrated that associationism cannot account for the rate by which human language is 
acquired. This is not to say that associationism or simple Hebbian learning does not 
contribute to the function of the brain, but I use it to illustrate that the relatively recent 
explosion in computational and mathematical tools have shifted the way we have 
examined how the brain works in fundamental ways. 
By examining the behavior of hippocampus imitating circuits in silico, we have begun to 
get a better grasp of the computational challenge that the hippocampus faces. The 
anatomy and connectivity of the hippocampus suggest that the three major regions of the 
hippocampus, CA1, CA3, and the dentate gyrus each play a different role in function 
(Rolls, 2010). We will focus on the CA1 and CA3 regions, and will treat the dentate as a 
CA3 input, but due to its sparse coding it has been associated with pattern separation or 
the ability to distinguish similar memories (Rolls, 2010; Kesner and Rolls, 2015). 
Area CA3 is best known for its high level of recurrent connections (Anderson et al., 
2007) and its strong, highly plastic connection with area CA1 (Amaral and Witter, 1989). 
CA1 neurons also receive input from entorhinal inputs and are the major excitatory 
projection from the hippocampus, and as such the plasticity at the CA3àCA1 synapse is 
thought to play a critical role in episodic memory. Simulations of simple networks of 
recurrently connected neurons that follow a STDP learning rule can store multiple 
memory traces (Hasselmo and Wyble, 1997) and generate sequences (Kleinfeld, 1986). 
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However, they fail to account for the 
depth and breadth of memory storage 
capacity (Hasselmo et al., 2002).  
A simple example is shown in Figure 1.1. 
On the first exposure to information, 
converging activity from CA3 and the 
entorhinal cortex causes strengthening of 
synapses between CA3 and CA1 to allow 
a partial representation in the dentate to 
trigger the same representation in area 
CA1. However, if a second, overlapping 
memory enters this small network, it will 
activate both parts of area CA1 in a 
phenomenon known as interference during 
encoding, and cause inappropriate 
strengthening of the crossing synapse, 
causing interference during recall. 
This poses a serious problem for a robust memory system: how can it sort through the 
information coming in to optimally store information? We typically think about the 
hippocampus as taking positive action: that information is continuously and permanently 
stored for future consolidation. However, as much as information is stored in the 
Figure 1.1. Dynamics aid in prevention of memory 
interference. In this cartoon example, incoming 
information is expressed in the dentate gyrus (DG, black) 
and entorhinal cortex (ECIII, green). DG inputs drive CA3 
activity, which is connected in an all-to-all fashion to CA1 
neurons. Synapses are strengthened when ECII and CA3 
inputs are coincident on CA1 (bolded arrows), and a correct 
recall is expressed as a reconstruction of the same pattern in 
area CA1 when a partial pattern is presented in the DG. On 
the first memory, canonical Hebbian plasticity can 
effectively store the memory and lead to efficient recall. 
However, on a second, overlapping memory, interference 
occurs during both encoding and retrieval, such that 
inappropriate connections are strengthened (dashed arrow) 
between CA3 and CA1 and an ambiguous pattern is 
expressed in CA1. Dynamics help with this problem by 
decreasing the transmission between CA3 and CA1 during 
encoding, preventing interference during encoding, and 
retrieval-induced-forgetting during recall can further 
dissociate the memories. Adapted from Hasselmo et al, 
1996  
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hippocampus, information is also filtered away; efficiently erasing, forgetting or not 
encoding irrelevant or overly consistent information is probably also an important role for 
the circuit (Connor and Wang, 2015). It does not make sense to store the whole layout of 
your house every time you have a memory that happens there: the brain abstracts that 
information so that more effort can be applied to storing critical events. Additionally, 
when too much or too little information is stored, it will lead to interference during 
encoding, consolidation, or retrieval (Hasselmo, 2012). 
There are a number of ways to combat this problem that are supported by experimental 
evidence. Firstly, during encoding, weakening of the CA3àCA1 projection while 
enhancing plasticity at those synapses can reduce the amount of subsequent interference 
during recall (Hasselmo et al., 1996). Secondly, encoding and retrieval activity can arrive 
in temporally separated windows across the theta phase, reducing the amount of 
interference during encoding (Hasselmo et al., 2002). Additionally, weakening of 
connections between activated CA3 neurons and inactive CA1 neurons can reduce the 
amount of interference during subsequent recall (Norman et al., 2006, 2007; Newman 
and Norman, 2010; Kim et al., 2014). The mechanistic basis for these processes has been 
proposed to be cholinergic activity, theta mediated gamma coherence, and phase 
dependent plasticity. 
The phase of theta oscillations is known to mediate the timing of hippocampal inputs. As 
mentioned earlier, entorhinal inputs arrive near the peak of theta oscillations, while CA3 
inputs arrive near the trough, and this separation alone can vastly improve memory 
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performance in silico (Hasselmo et al., 2002). The coordination of these populations also 
results in a narrow window for plasticity. The mean phase of CA3 place cells is about 30 
ms before the mean phase of CA1 cells (Mizuseki et al., 2009), and thus, CA3 inputs only 
arrive close in time to the firing of their targeted CA1 cells if the animal is relatively late 
in the CA3 field and relatively early in the CA1 field. At the population level, gamma 
rhythm inhibition coordinates the activity between CA1 and CA3 or EC respectively, and 
this too mediates the flow of information such that entorhinal driven processes and CA3 
driven processes are separated. Acetylcholine can also have many similar effects, but 
operates on a much slower timescale (Hasselmo, 2006; Heys et al., 2012; Newman et al., 
2012). As mentioned in Section Nine , acetylcholine is known to inhibit encoding, inhibit 
synaptic release from CA3 terminals, and excite and enhance plasticity in CA1 neurons. 
Taken together, it has been proposed that theta and acetylcholine separate encoding 
versus retrieval activity (Hasselmo et al., 1996, 2002; Hasselmo, 2000). If theta-coupled 
gamma is routing these separate channels of information and modes of plasticity, then it 
would provide a mechanism by which the network can quickly swap between encoding 
and retrieval modes. The relative weight of these modes determines how much synapses 
are strengthened or weakened, and thus regulation of the network is critical. We propose 
that this is the role of hippocampal cholinergic activity, and it will be the subject of 
Chapter Four. 
Research in rodents has provided a wealth of information on theta oscillations, but they 
are far from consistent across the animal kingdom. Humans and non-human primates 
express low frequency, variable theta oscillations (Ekstrom et al., 2005; Yartsev et al., 
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2011; Jutras and Buffalo, 2014; Eliav et al., 2015) and the local field potential of the bat 
hippocampal circuit contains little power in the theta band (Yartsev et al., 2011; Eliav et 
al., 2015). However, phase coding appears to play a role in these circuits (Sederberg et 
al., 2003; Eliav et al., 2015), raising the question as to why theta appears so consistent in 
the rodent as compared to these other species. In the following chapters, we will examine 
proposed mechanisms for grid cell phase precession, methods for examining rhythmicity, 
and the modulation of hippocampal encoding and retrieval dynamics. The results here 
have primarily focused on rodent data, but they raise questions about how we look for 
theta processes in other species and what they do. In the final chapter, we will examine 
non-rodent data in this light, and discuss implications for theta and spatial processes in 
the general framework for mammalian episodic memory. 
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CHAPTER TWO. PROPERTIES OF PHASE CODING IN TWO-
DIMENSIONAL GRID CELLS: MODEL PREDICTIONS 
AND EXPERIMENTAL OBSERVATIONS 
The text and figures in this chapter were previously published (Climer et al., 2013) and 
reproduced here with the permission of John Wiley and Sons, License No. 
3820291203714.  
Section One  Introduction 
Spike timing is thought to play an important role in neural representation (Gerstner et al., 
1997). Phase coding, or firing relative to local field potential (LFP) oscillations, 
contributes information to the neural code (Jensen and Lisman, 2000; Kayser et al., 
2009), however, identifying regressors of the temporal code is technically challenging. 
Throughout the hippocampal formation, theta oscillations (6-10 Hz) are a prominent 
component of the LFP (Green and Arduini, 1954; Vanderwolf, 1969; Buzsáki et al., 
1983; Stewart and Fox, 1991; Buzsáki, 2002). Spatially tuned cells of the rodent 
hippocampal formation are an extensively studied class of neurons with clear behavioral 
correlates. Hippocampal place cells fire predominantly when an animal is in one location 
in an environment (O’Keefe and Dostrovsky, 1971; O’Keefe, 1976). In a phenomenon 
called theta phase precession, place cells fire at progressively earlier phases relative to 
hippocampal theta oscillations as the animal moves through the firing field on linear 
tracks (O’Keefe and Recce, 1993; Skaggs et al., 1996) and in open spaces (Burgess et al., 
1994; Skaggs et al., 1996; Huxter et al., 2008). This temporal code has functional 
influences on the efficacy of communication and plasticity in the hippocampus, and is 
thus thought to play a major role in memory formation (Hasselmo et al., 2002; Mehta et 
al., 2002; Hyman et al., 2003; Jensen and Lisman, 2005; Kunec et al., 2005). 
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The discovery of entorhinal grid cells, which fire when the rat visits an array of locations 
falling on the vertices of packed equilateral triangles (Figure 2.4, Fyhn et al., 2004; 
Hafting et al., 2005), led to the insight that place cells may not derive the spatial code 
themselves, but instead may reflect a filtered output of entorhinal spatial tuning. Analyses 
in linear track environments have led to the clear demonstration that layer II and V grid 
cells exhibit bimodal precession (Hafting et al., 2008), and many models have been 
proposed which can generate grid cell precession in linear environments in hippocampal 
place cells (O’Keefe and Recce, 1993; Tsodyks et al., 1996; Wallenstein and Hasselmo, 
1997a; Lengyel et al., 2003; Yamaguchi, 2003; Norman et al., 2006) or entorhinal grid 
cells (O’Keefe and Burgess, 2005; Burgess, 2008; Navratilova et al., 2012). Uncovering 
mechanisms driving entorhinal precession may provide insight into factors contributing 
to temporal coding, however, many differential predictions made by models require 
analysis of grid phase coding in open spaces. 
Here, we used established models of grid cells to generate specific predictions about their 
phase coding behaviors in open spaces, and developed methods for analyzing the 
relationship of recorded data to these predictions. We found that omnidirectional phase 
precession occurred robustly in open field environments independent of how close it 
came to the center of the firing field. We describe the precession of layer III conjunctive 
head-direction-by-grid cells, in unlike in earlier studies on the linear track. We were 
unable to detect direction specific or field specific phase coding in grid cells, predicted by 
some models. Finally, we found evidence that bursting of layer II grid cells contributes to 
the characteristic bimodality of phase precession. The framework described here is not 
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limited to examining spatial cells, and thus may be applied to phase coding in cells that 
have other behavioral correlates. 
Section Two  Methodology 
Subsection One Data acquisition 
All procedures involving rats were carried out in accordance with the Boston University 
Charles River Campus Institution for Animal Care and Use Committee approved protocol 
and National Institute of Health guidelines. Five male Long Evans rats (350-400 g) were 
used in this study. Prior to surgery, animals were individually housed in Plexiglas cages 
with water and food ad libitum and were maintained on a 24/hour light/dark cycle. 
Testing always occurred during the light cycle. Prior to surgical implantation of recording 
electrodes, the animals were habituated to experimenter interaction and the testing arena. 
Animals were trained to forage for pieces of chocolate cereal (Cocoa Pebbles, Post 
Holdings Inc., Battle Creek, MI) in open field environments with a variety of dimensions.  
Subsection Two Surgery 
After habituation, surgical implantation of recording electrodes was performed. Each rat 
was given Atropine (0.04 ml/kg) fifteen minutes prior to Isoflurane induction and 
anesthesia. Anesthesia was maintained using a combination of Isoflurane and a Ketamine 
cocktail (Ketamine 12.92 mg/ml, Acepromazine 0.1 mg/ml, Xylazine 1.31 mg/ml). 
Following placement in a stereotaxic holder, skin and periosteum were cleared from the 
skull, and anchor screws were inserted along the periphery of the dorsal surface of the 
skull. One screw was positioned above the cerebellum in contact with the dura, wired to 
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the implant, and used as a recording ground. Recording drives were single bundle 
microdrives (Axona Ltd., St. Albans, Hertfordshire, United Kingdom), and housed four 
recording tetrodes (four 12.7-micron nichrome wires (Kanthal Palm Coast, Palm Coast, 
FL) twisted together) that could be moved as a group. At surgery, a craniotomy was 
performed starting 4.5 mm lateral from bregma just posterior to the fissure between the 
parietal and post parietal skull bone. Bone was removed in the posterior direction until 
the anterior edge of the transverse sinus was clearly visible. Dura was removed 4.5 mm 
lateral of bregma and 0.35 mm anterior of the anterior edge of the transverse sinus. The 
electrodes were lowered at this point ~1.5 mm from the dorsal surface into the brain. The 
tetrodes were angled at ~12 degrees in the anterior direction. Alternatively, entorhinal 
cortex was targeted in line with the ear bars, angled at ~12 degrees in the posterior 
direction, and lowered 1.5 mm into the brain. A guide cannula was brought down into 
contact with the brain and was secured in place using Kwik-Sil (World Precision 
Instruments, Shanghai PRC) and dental acrylic. Animals were allowed seven days to 
recover from surgery. When possible, at the end of experimentation animals were 
perfused with 0.9% saline, followed by formalin. Brains were extracted and tetrode 
locations were verified by either a cresyl violet or neutral red Nissl stain. Images were 
taken at 2 and 4X magnification, and stacks were aligned by hand and overlaid using 
Photoshop's pin-light blending (Figure 2.3a). In most cases, the tetrodes were restricted to 
layer II/III. However, the error between the length of the tetrode tracks and the estimated 
final depth of the tetrodes from turn counts was wider than the cortical layers in all cases, 
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preventing layer specific identification of recording sites in our data. Analysis of layer 
specific effects was therefore performed on a separate data set of the Moser laboratory. 
Subsection Three Neural recordings 
Screening for grid cells using criteria based on previous studies (Fyhn et al., 2004; 
Hafting et al., 2005, 2008) as animals foraged in 1 m X 1.5 m, 1 m X 0.75 m, or 0.75 m X 
0.75 m open field environments was performed daily in our laboratory. Recordings were 
also tested for conjunctive grid-by-head-direction cells (Sargolini et al., 2006; Boccara et 
al., 2010) and head direction cells (Taube et al., 1990; Sargolini et al., 2006) using 
criteria based on previous studies. Once theta oscillations and theta rhythmic firing were 
prevalent in our recordings, tetrodes were turned a maximum of 50 microns per day 
(Hafting et al., 2005; Sargolini et al., 2006). Neural signals were preamplified by unity-
gain operational amplifiers located on the head stage, near the animal’s head. Signals 
were then amplified (4,000-10,000X) and band pass filtered (600-6000 Hz). When the 
signal crossed a threshold, all four channels of the tetrode were digitized at 48 kHz and 
recorded. Position and head direction data were calculated from the positions of a large 
(anterior) and small (posterior) infrared diode lights mounted on the head stage, sampled 
at 50 Hz. Head direction was calculated as the angle between these positions. Position 
was determined as 1.9 cm anterior of the centroid of these positions to maximize the 
standard deviation of the rate maps and minimize the size of recorded grid cell firing 
fields similar to previous studies (Huxter et al., 2008). LFP traces recorded at a 250 Hz 
sampling rate from the MEC were referenced to the animal ground. These LFP traces 
contained theta rhythm oscillations that were used to compute the theta phase of spikes. 
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Subsection Four Data analysis methods 
Cluster cutting and alignment across recording sessions 
Single-units were isolated from each session “offline” manually using graphical cluster 
cutting software (Tint, Axona Ltd.). Units were separated based on the peak amplitude of 
the waveforms, as well as the voltage at time points measured relative to the peak, 
particularly late in the after-hyperpolarization. Evaluation of the presence of biologically 
realistic inter-spike intervals (≥2 ms), temporal autocorrelations, and cross correlations 
was used to confirm single unit isolation. The waveforms of units recorded at the same 
depth in the same animal were compared visually across sessions and grouped based on 
similarity between mean waveforms, with the pairs with highest Pearson correlation 
between the waveforms compared first. Only one session was used from each grouping 
for further analysis. Data used recorded in our laboratory is available at 
http://mind4.bu.edu/data/phasecoding/. 
Theta phase 
For all grid cells recorded in our lab, the LFP was recorded from one of the electrodes on 
the same tetrode as the cell. This LFP signal was band pass filtered between 6 and 10 Hz, 
and the phase of the theta cycle was calculated from the LFP as the argument of the 
complex analytic signal produced by the hilbert function in MATLAB (MathWorks, 
Natick, MA). The phase was then calculated at the time of each spike to calculate the 
spike theta phase (Skaggs et al., 1996; Hafting et al., 2008; Huxter et al., 2008; Jeewajee 
et al., 2008). Note that the use of the Hilbert transform to calculate the spike theta phase 
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differs from the use of the Hilbert transform to calculate the pass index (see 
“Omnidirectional Pass Index” and "Directional Pass Index" sections).  
Rate maps 
Rate maps of grid cell firing were used to visualize grid cells and in the classification of 
grid cells. They were constructed by calculating the occupancy-normalized firing rate for 
the spike numbers within 3 cm x 3 cm bins of position data. Data were smoothed by a 
two-dimensional convolution with a pseudo-Gaussian kernel with a one pixel (3 cm) 
standard deviation. 
To visualize the head direction tuning of the animal, we calculated the occupancy-
normalized firing rate using spike numbers in 6° bins of head direction data. Head 
direction rate maps were not smoothed. 
Classification of grid cells 
We used the modified gridness score as modified in previous studies (Langston et al., 
2010; Brandon et al., 2011) We calculated an autocorrelation of the smoothed spatial rate 
map and extracted a ring that encased the six peaks closest to the center peak, but 
excluded the central peak (Sargolini et al., 2006). The radius of the inner circle was half 
of the mean distance to the peaks closest to the center (max six), where none of the peaks 
was 1.5 times farther than the first. The largest outer radius was defined as the distance to 
the farthest detected peak plus the radius of the central circle. We then calculated a 
rotational autocorrelation of the ring and observed the periodicity in the correlations. We 
measured the difference between the lowest correlations observed at 60 or 120 degrees of 
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rotation and the highest observed at 30, 90, or 150 degrees of rotation. To correct for 
elliptical distortions, a modified version of this analysis has been developed (Langston et 
al., 2010) in which rotational autocorrelations and scores were computed for all 
possible outer radii starting from the center circle and expanding to the closest 
autocorrelogram edge. Gridness is reported here as the maximum score computed from 
these rings. Cells were labeled as grid cells if the gridness score exceeded 0.34 (Boccara 
et al., 2010).  
To separate non-conjunctive grid cells from conjunctive head-direction-by-grid cells, we 
used Watson’s U2 score for circularly distributed data of the neurons’ spikes across the 
head direction of the animal at the time of the spike (Johnson et al., 2005; Sargolini et al., 
2006). We categorized grids as non-conjunctive if they exhibited a score below 3, and 
conjunctive if they had a score above 4, which provides a clear separation in the tuning of 
conjunctive and non-conjunctive cells. 21 grid cells with scores between 3 and 4 were 
excluded from further analysis to prevent ambiguous grouping. To determine the 
preferred firing direction for conjunctive cells, we calculated the weighted angular mean 
from the polar rate map. 
Behavioral analysis 
To analyze the head direction behavior of the animal, we first found the angular 
difference between the animal’s movement and the head direction. To estimate speed at 
which the animal oscillates its head, we used the mean frequency from the multitaper 
spectrogram of this signal. We estimate the average angular speed of the animal’s head 
by taking the angular mean of the absolute value of radial speed of the animals head 
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direction movements. This analysis was performed on 134 sessions run by four rats. Note 
that the behavior shows a mismatch between head direction and movement direction, but 
all existing models of grid cells assume that the head directions code the movement 
direction of the animal as if always matched with the movement direction.  
Phasor model 
Predictions from previously generated (Burgess et al., 2007; Burgess, 2008; Hasselmo, 
2008) variants of the oscillatory interference model (TIM) using phasors provided the 
basis for our phase coding analysis (Figure 2.1-3). In these models, the phase of a 
velocity controlled oscillator (VCO) is controlled by 
𝜓 𝑡 = 𝜔!𝑡 + 𝛽𝑠 𝑡 ∙ 𝑑 + 𝜙 (2.1) 
Where 𝜓(𝑡) is the phase at time 𝑡, 𝜔! is some baseline frequency, 𝛽 is a non-negative 
constant, 𝑠(𝑡) is the position of the animal at time 𝑡, 𝑑 is a unit vector indicating the 
preferred direction of the VCO, and ∙ is the dot product operator. Thus, the phase offset of 
the VCO is the projection of the displacement of the animal onto an axis in the preferred 
direction. A reference or baseline oscillator maintains a constant relative phase despite 
the movement of the animal and would be represented by the special case when 𝛽=0. We 
can imagine an oscillation 𝑚 cos 𝜓 𝑡 , with frequency 𝜔!, magnitude 𝑚, and phase 𝛽𝑠 𝑡 ∙ 𝑑 + 𝜙. All oscillations with the same baseline frequency 𝜔! can be represented in 
terms of complex exponentials that can add as phasors. This allows us to represent the 
activity of a VCO only in terms of the phase offset from the baseline (𝛽𝑠 𝑡 ∙ 𝑑 + 𝜙) and 
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magnitude as determined by Euler’s relation to generate grid cell patterns (Welday et al., 
2011). That is, the activity of the VCO 𝑎 can be transformed into phasor space (→) as: 
𝑎 𝑡 = Re 𝑚𝑒! !! ! ∙!!! 𝑒!!!! → 𝑚∠ 𝛽𝑠 𝑡 ∙ 𝑑 + 𝜙  
(2.2) 
Where 𝑖 = −1. The magnitude (𝑀) of the resulting interference between a group 
of 𝑛 oscillators will 
be:𝑀 𝑡 =
𝑚!  cos 𝛽!𝑠 𝑡 ∙ 𝑑! + 𝜙!!!!! ! + 𝑚!  sin 𝛽!𝑠 𝑡 ∙ 𝑑! + 𝜙!!!!! ! 
(2.3) 
And its phase (Θ) will be: 
Θ 𝑡 = atan 𝑚! sin 𝛽!𝑠 𝑡 ∙ 𝑑! + 𝜙!!!!!𝑚! cos 𝛽!𝑠 𝑡 ∙ 𝑑! + 𝜙!!!!!   (2.4) 
For some models, the magnitude of the VCO is not constant, rather, it is weighted by the 
heading of the animal (Burgess, 2008). In our adaptations, the modulation is: 
𝑚! 𝑡 = (cos ℎ 𝜃! − 𝜃! + 1)H cos ℎ2 𝜃! − 𝜃!  (2.5) 
Where H is the Heaviside function (H 𝑘 = 0 |𝑘 < 0,H 𝑘 = 1|𝑘 ≥ 0), 𝜃! is the 
preferred direction of the VCO, and 𝜃! is the heading of the animal, and ℎ is a scalar 
greater than or equal to one. We refer to these head direction modulated VCOs as HD-
VCOs. 
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If ℎ is too small, the weighting of the HD-VCOs is not sufficiently eliminated in the 
reverse-precessing direction, and caused brief periods of reverse-precession (data not 
shown). However, the noise in our theta phase and pass index measures makes it difficult 
to generate concrete predictions of the behavior of in vivo, and thus we limited our 
predictions to models using ℎ=1.5. 
 To simulate the types of spiking data we may see by neurons following these 
models along trajectories, we constructed probability density functions from the 
interference magnitude along the trajectory of the animal by normalizing between the 
median and maximum spatial magnitude. We determined the number of spikes as 300 
times the area under this curve. The curve was then transformed into a cumulative density 
function, and the positions of spikes were randomly pulled from this distribution. The 
phase was determined via the models as above, and jittered by Gaussian noise with a 
standard deviation of 20°. 
 To validate the effectiveness of our techniques in observing the types of phase 
precession exhibited by these models, we simulated the spiking of grid cells generated by 
the models with 3 VCOs, 2 VCOs+Ref, and 6 HD VCOs+Ref configurations. To 
generate this spiking data, we randomly chose from a uniform distribution the orientation, 
as well as values for 𝜷 (Equation (2.1), which corresponded to spacings ranging between 
30 cm (near the smallest spacing of grid cells reported by Hafting et al. (2005)) and the 
largest spacing we can observe in a 100 cm enclosure, 1.7 m. A mean firing frequency, 𝑓, 
was randomly selected from a normal distribution with mean 1.78 Hz and standard 
		
53	
deviation 1.41 Hz. These values were based on all grid cell recordings analyzed. 𝑓 was 
reselected if it was ≤0 Hz. A field sharpness exponent, 𝑗, was chosen from a uniform 
distribution between 0.75 and 6. One of 83 random sessions with the associated LFP with 
highest theta power was then randomly selected to provide real behavioral and LFP data, 
and the magnitude 𝑀 and firing phase Θ were generated as described above (Equations 
(2.3-(2.4). An impulse train was generated such that an impulse was placed at every 
sample where the theta phase of the local field potential was the simulated firing phase 
(Θ), with a sampling frequency of 50 Hz. This was then convolved with a Gaussian with 
a standard deviation 𝑡!"#, which we refer to as the temporal jitter of the simulation, and 
represents noise between the theta phase and the timing of firing. This signal was 
modulated by the sharpened, simulated magnitude 𝑀!, and scaled such that if each value 
represented the probability of a spike occurring in that sample, the total expected mean 
firing rate would be 𝑓. Spikes were then generated using Matlab’s poissrnd function. 
For each configuration of the model, we generated 250 grid cells for 20 values of 
temporal jitter ranging from 4 ms – 1/8 sec, resulting in a total of 5,000 simulated grid 
cells for each of the three configuration of the model.  
Field index 
Calculation of a measure of how in field the animal was, or the “field index,” started by 
calculating the occupancy-normalized firing rate for 1cm x 1cm bins of position data. 
Data were then smoothed by a two-dimensional convolution with a pseudo-Gaussian 
kernel with a five pixel (5 cm) standard deviation (Supplementary Figure S 1e). The 
value at each bin was then percentile normalized between 0 and 1, and this was called the 
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field index map (Supplementary Figure S 1f). Then, the trajectory of the animal was 
sampled evenly along the arc-length of the trajectory at as many points as there were 
position tracking samples (50 Hz). The nearest bins were then found by minimizing the 
difference between the x and y positions and the center of the bins via the MATLAB 
function: bsxfun (Supplementary Figure S 1g, blue). The smoothing and small bin size 
contributed to a more continuous estimation of the field index.  
Field extraction 
To compute the difference in median spike theta phases between fields, the field index 
map was first computed as above. Noise was further removed from the map. First, 
occupancy holes were filled with the average field index of the surrounding bins. Then, 
an initial estimate of the field centers was generated by the regions with field index 
greater than 0.8. Using the centroids calculated from Matlab’s regionprops function, 
we generated a tessellation of the field centers using the Delaunay method with the 
Matlab function DelaunayTri. The reciprocal of the median length of the sides of the 
triangles was then used as the center frequency for 2d Butterworth bandpass filter, which 
passed frequencies within 10% of the center. The gradient was then taken of this filtered 
map. Fields were regions of the filtered map where the field index was over 0.25, the rate 
was over 0.1 Hz, the field index was under 0.7 and the magnitude of the gradient was 
more than 0.15 per pixel, and the field index was under 0.8 and the directions of gradient 
the surrounding pixels were not opposing. If all the pixels surrounding a region satisfied 
these constraints, they were also labelled as fields. These fields were then analyzed using 
Matlab’s regionprops function. Fields with area less than 5 pixels or a perimeter to 
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equivalent diameter ratio over 6 were rejected, to reject small fields or fields that were 
too far from circular. Finally, fields within this set with an area less than 1/5th of the 
largest field in this set were rejected. The adjacency of fields was determined using 
DelaunayTri, and fields were grouped into three groups such that no adjacent field was 
in the same group. If three groups were established with at least 25 spikes occurring in 
fields of each group, they were compared using the common median multi-sample test 
from the CircStat toolbox (Berens, 2009). 
Omnidirectional pass index 
To compute the omnidirectional pass index, the field index along the trajectory was first 
band pass filtered to include frequencies between twice the largest spacing of grid cells 
we can observe in a 100 cm enclosure (1.7 m-1) and one eighth of the smallest spacing of 
grid cells reported by Hafting et al. (2005, 26.7 m-1) using a zero phase shift Butterworth 
filter (Supplementary Figure S 1g, green). The phase of this signal was then calculated by 
finding the argument of the complex analytic signal produced by the hilbert function 
in MATLAB, and normalized to -1 to 1 so that -1 represents the beginning of a pass, 0 
represents the center, and +1 represents the end. This signal was then sampled back into 
the video frequency of sampling using the MATLAB’s interp1 nearest neighbor 
interpolation (Supplementary Figure S 1g, red).  
Directional pass index 
To mimic the behavior of some models, we wanted to compute the distance through a 
field along a particular (test) direction. To do this, we constructed imaginary paths 
through each point along the test direction and computed the Hilbert phase of the field 
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index along this path at the point which crossed the animal’s trajectory. Because the 
Hilbert transform is sensitive to edge effects, we first padded the field index map with its 
2D spatial autocorrelation. This extended the grid pattern on the field index map beyond 
the positions visited by the animal. Thus, the rate map was placed on the 2D spatial 
autocorrelogram at the offset determined by the peak in the cross correlation of the 
autocorrelogram with the original rate map closest to the origin. Then, for each point 
along the trajectory, a line along the test direction was constructed which passed through 
the point, was as long as the diagonal of the autocorrelogram, with points every 1 cm. 
This line was intersected with the padded field index map using Matlab’s interp2 
linear interpolation. Points outside of the padded autocorrelogram or where the 
autocorrelogram used fewer than 20 pixels were set to 0. These hypothetical trajectories 
through the infieldness map were then treated as above to calculate the directional pass 
index at the points at which they crossed the real trajectory (Supplementary Figure S 1o-
p). 
As discussed in the results section, directionally phase coding models predict a cosine 
shape to the slope of precession over the test directions. Thus, to test for this cosine 
tuning we examined directional phase coding by calculating the linear-circular regression 
and correlation (See “Linear-Circular Regression and Correlation” section) between 
directional pass index and theta phase for 16 cardinal test directions. To examine how 
well the slopes could be fit by a sinusoid, we used Fourier series decomposition. Note 
that this is distinct from, but related to, the more commonly used Fourier transform. 
Fourier series decomposition assumes that the signal in question is periodic with the 
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number of samples 𝑁 = 16 , and the periodicity of the signal is referred to as the 
fundamental frequency 𝜔! = !! !"#$"%&!"#$%&  of the periodic signal. We can decompose the 
signal into 𝑁 complex exponential components, with the 𝑘!! component 𝑎!  determined 
by the formula: 
𝑎! = 1𝑁 𝑠 𝑛 𝑒!!"!!!!!!!! = 116 𝑠 𝑛 𝑒!!" !! !!"!!!  (2.6) 
Where 𝑠 is the slope across the 𝑛!! direction and 𝑖 = −1.  
The first (𝑎!) and last (𝑎!" = 𝑎!!) represent the components of the signal that have the 
same frequency as fundamental frequency of the periodic signal (𝜔!). The zeroth 
frequency component (𝑎!) is the mean value of the signal. Each other frequency 
component represents a harmonic of the fundamental frequency, and adds structure to the 
signal that doesn’t match with a sine curve of the fundamental frequency. Thus, to test 
how well a signal matches a sine curve, we found the ratio between the power in the first 
and last frequency components and the nonzero frequency components, which we refer to 
as the sinusoid score. 
𝑎! ! + 𝑎!" !𝑎! !!"!!!  (2.7) 
To determine a significance cutoff for the sinusoid score, we generated 10,000 random 
values uniformly sampled from -1 to 1. Because the slope of the directional pass index 
versus in that in its opposite direction is its negative, we concatenated these 8 values with 
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their negatives, and calculated the sinusoid score for these 100,000 curves. 95% of these 
scores were less than 0.67, thus, we used 0.67 as a significance cutoff for directional 
precession. 
Linear-circular regression & correlation 
The significance and slope of phase precession was quantified using the slope of the 
circular-linear regression and the circular-linear correlation used in previous studies of 
phase precession (Jammalamadaka and Sengupta, 2001; Schmidt et al., 2009; Kempter et 
al., 2012; Reifenstein et al., 2012b). The slope results from fitting the data to the model 𝜃 = 𝑠 𝑥 − 𝑥! , and maximizing: 
𝑅 = 1𝑛 cos 𝜃! − 𝑠𝑥!!!!!
! + 1𝑛 sin 𝜃! − 𝑠𝑥!!!!!
!
 
	
(2.8) 
The circular-linear correlation coefficient is then: 
𝑟 = sin 𝜃! − 𝜃 sin 𝜙! − 𝜙!sin! 𝜃! − 𝜃 sin! 𝜙! − 𝜙!!  (2.9) 
Where 𝜃! denotes the theta phase of the 𝑗-th spike, 𝜙! = 𝑠𝑃!  mod 2𝜋 is derived from the 
pass index at the time of the spike 𝑃!, and 𝜙 and 𝜃 are the circular sample mean values 
(Jammalamadaka and Sengupta, 2001), defined for the group of angles 𝜁 as 𝜁 =arg !! 𝑒!!!!!!! . For our analysis, we ensured that the sign of 𝑟 always matched the sign 
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of the slope, and used the magnitude as a Pearson correlation for estimating statistical 
significance. 
Linear track fields 
We also analyzed a separate set of data recorded in the Moser laboratory during running 
on a linear track. We identified fields and position within field on linear track data as 
done previously (Hafting et al., 2008). Briefly, we identified possible fields as 3 
consecutive bins on the linearized rate map using 5 cm bins where the rate was above 
10% of the maximum firing rate on the map. Then, each field was extended until a bin 
was reached that either increased in rate or was below 1% of the maximum firing rate. 
Fields that included the distal 5% of the track, had fewer than 50 spikes, or had a mean 
amplitude of the Pearson’s correlation between consecutive bins less than 0.7 were 
discarded. The directions on the track were analyzed separately, and epochs where the 
animal ran under 10 cm/second were discarded. Position was determined as percentage 
through the bounds of the fields identified this way.  
Section Three  Results 
To identify possible phase-coding behaviors of grid cells in the open field, we examined 
the phase coding properties of a variety of temporal interference models (TIMs) of grid 
cell activity (Figure 2.1). From these predictions, we developed techniques for estimating 
scores that we predicted to correlate with theta phase, which we called the “pass index”. 
We applied this technique to data from 177 grid cells recorded in our laboratory 
(Subsection Two). We found strong, omnidirectional precession in many grid cells. To 
examine the validity of this technique, we also applied our techniques to 102 grid cells 
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recorded by Sargolini et al. (2006). From all the data, we examined strongly precessing 
cells on passes that came to different distances from the center of the field and found that 
grid cells show precession on shallow passes through grid fields (Subsection Three). As 
predicted by some TIMs, but not previously seen (Hafting et al., 2008), we found that 
many of the conjunctive head-direction-by-grid cells also exhibit precession . We were 
unable to find evidence that phase coding exists in grid cells along particular directional 
axes of movement or that cells have a different median phase in each firing field. Finally, 
we found evidence that suggests bursting may contribute to the distinct bimodal shape of 
entorhinal phase precession. 
Subsection One Diverse behaviors are predicted by models of precession 
In temporal interference models (TIMs) of grid cells, the phase code of position is 
generated by oscillators changing frequency with the velocity of the animal, typically 
referred to as velocity-controlled oscillators (VCOs) (O’Keefe and Recce, 1993; O’Keefe 
and Burgess, 2005; Burgess et al., 2007; Burgess, 2008; Hasselmo, 2008). The velocity-
dependent shift in frequency shifts the phase of each VCO relative to some “baseline” 
oscillator that does not change phase or frequency with movement and is thought to be 
phase locked to LFP theta oscillations. However, these models only precess when 
specific conditions are satisfied (Burgess, 2008; Welday et al., 2011). 
Another feature that distinguishes these models is the wide range of biophysical 
properties to generate the required interference patterns. The underlying mechanism of all  
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Figure 2.1. Models of Grid Cell Firing and Predictions of Openfield Phase Coding.  a,b. Configuration of models. 
The diagrams indicate the component oscillator inputs to the grid cells. Velocity controlled oscillators are indicated by 
an arrow pointing in their preferred direction, and HD-weighted VCOs are indicated by a fading arrow pointing in their 
preferred direction. A reference oscillation is indicated by a red dot. c. Sources using models with the specified 
configuration. d. Normalized interference amplitude, averaged across all positions at each head direction. e. 
Normalized interference amplitude, averaged across all head directions at each position. f. Interference phase averaged 
across all head directions at each position. The color hue shows the phase, whereas the brightness shows the mean 
resultant length. Darker areas show a more variable phase across head direction at the same position. g. The central 
field of the phase map is cropped. The arrows indicate trajectories; the color of the line indicates the interference 
amplitude along the trajectory. h. Scatter plots showing predicted spiking phase of the grid cell along repeated runs of 
the trajectories shown in g. 
TIMs is the deterministic relationship between the phase of oscillations of the same 
frequency and the phase and magnitude of the interference between them. By using 
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phasor arithmetic to generate mathematical abstractions of these models, we examined 
their phase coding properties in the absence of confounding factors, such as simulated 
noisy biophysical factors. 
Simple models of phase coding generated phase coding processes that did not always 
mimic results seen in vivo on the linear track. Figure 2.1a1-h1 shows one of these models 
(3 VCOs, used in Burgess (2008) and Hasselmo (2008)) that uses three VCOs to generate 
a grid pattern with a 60° difference in phase of interference generated on the center 
adjacent fields (Figure 2.1g1-h1). Addition of a baseline oscillation (3 VCOs+Ref, Figure 
2.1a2-f2, used in Burgess et al (2007) and Burgess (2008)) reduced the contribution of 
VCOs that were not in phase with the baseline, thus, the resulting interference was 
primarily phase locked to this baseline (Figure 2.1g2-h2,). Addition of more VCOs (e.g., 
6 VCOs+Ref, Figure 2.1a3-f4, used in Burgess et. al. (2007) and Burgess (2008)) 
enhanced this canceling effect, where all non-zero magnitude activity was in phase with 
the baseline (Figure 2.1g3, h3). This models the phase locking behavior of layer III grid 
cells (Hafting et al., 2008). 
The simplest phase coding TIM used two VCOs with a 60° angle difference and a 
reference (2 VCOs+Ref, Figure 2.1a4, used in Burgess et al. (2007) and Burgess (2008)) 
and satisfied the conditions outlined by Welday et al. (2011) for precession when the 
animal moves in a particular direction. Welday et al. (2011) derived the slope of phase 
precession (!!!") for any TIM: 
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𝑑Θ𝑑𝑡 = 𝑣(𝑡) ⋅ 𝑚!𝑑!!!!!𝑚!!!!!  (2.10) 
Where 𝑛 is the number of VCOs, 𝑣(𝑡) is the velocity vector for the heading of the animal 
at time 𝑡, 𝑚! is the magnitude and 𝑑! is a unit vector in the preferred direction of the 𝑘th 
VCO, A model precesses when (!!!") > 0 (Welday et al., 2011). Thus, for the 2 
VCOs+Ref model: 
𝑑Θ𝑑𝑡 = 𝑣 𝑡 ⋅ 𝑑! + 𝑣(𝑡) ⋅ 𝑑!2 = | 𝑣 𝑡 | 𝑚 cos 𝜃! +𝑚 cos 60°− θ!2
= | 𝑣 𝑡 | 32 cos 30°− 𝜃!  (2.11) 
We can therefore see that this model predicts a slope of precession that follows a cosine 
tuning to the angle between the preferred directions of the VCOs, which was also seen in 
simulation. As the animal moved along this direction, the slopes of the speed modulation 
were always positive, and the slopes were all negative when the animal moved against 
that direction, causing reverse phase precession (Figure 2.1, g4-h4, trajectories 1 and 2). 
When moving perpendicular to this direction, the phase stayed constant (Figure 2.1, g4-
h4, trajectory 3). In the open field, the phase of the interference was a function of the 
position of the animal along an axis in the preferred direction and the position within the 
field the animal was in (Figure 2.1 f4-h4). Thus, the 2 VCOs+Ref model predicts phase 
precession when the animal is going with the preferred direction, and reverse phase 
precession when the animal is going in the opposite direction, as can be seen through the 
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output of the model when it was given the input of real behavioral data (Figure 2.2 a1-
e1). 
Burgess (2008) found that the directional phase coding of simple models such as the 2 
VCOs+Ref could be exploited to create omnidirectional phase coding. By weighting the 
VCOs via the head direction of the animal (HD-VCOs), the reverse-precessing parts of 
the interference results are removed by changing the output weight of each HD-VCO to 0 
when the slope of its speed modulation would be negative (3 HD-VCOs, 3 HD-
VCOs+Ref; Figure 2.1a5h5,a6-h6). The resulting interference patterns had head-direction 
conjunctive tuning (Figure 2.1d5, 6), and exhibited precession on all passes when the 
activity is nonzero (Figure 2.1g6, h6). Thus, the cell showed theta phase precession when 
the rat ran in the preferred direction of the conjunctive cell (note that all the models 
assume that head direction matches the movement direction). Although this model of 
conjunctive cells generates elongated fields, they may be rounder in vivo due to a high 
threshold for spiking. Here, we focus on analyzing spiking phase rather than analyzing 
the shape of firing fields. 
		
65	
 
Figure 2.2. Models reveal phase structure relative to distance run. a-e. Results of giving each model input of a 
trajectory of a real rat while foraging to some of the models shown in Figure 2.1. a. Configuration of VCOs. b. Mean 
interference amplitude for 3 cm bins across all head directions in that bin. c. Mean interference phase for 3 cm bins 
across all head directions in that bin. The color hue shows the phase, whereas the brightness shows the mean resultant 
length. Darker areas show a more variable phase across head direction in the same bin. d. Mean interference amplitude 
for 6° bins of heading across all times in that heading. e. Interference phase and magnitude along trajectory run, 
indicated by cartoon in b. For 1 and 2, the dark black lines indicate when the animal was running opposed to the 
preferred direction. In 3, examples of shallow (filled triangle) and close to the center (open triangle) passes are 
indicated. 
Combining several of these patterns (Burgess, 2008) ensures that the slopes of the speed 
modulation will always be all positive, and thus the conditions set by Welday et al. 
(2011) will always be fulfilled (6 HD-VCOs+Ref, Figure 2.1, a7-h7). The 6 HD-
VCOs+Ref model produced 360° of precession regardless of the heading of the animal 
(Figure 2.1, h7-h7) and on every pass through the field, including passes that crossed the 
edges (Figure 2.2, e3, filled triangle) and center (Figure 2.2,, e3, open triangle) of the 
firing fields. 
If we consider the magnitude of summed VCOs at different positions in the field, then the 
increase and decrease in this magnitude as an animal runs through each field can be 
considered as if it were a single cycle of an oscillation (Figure 2.2, e). The position within 
this single cycle can be considered as a temporal phase. In the model, the phase of the 
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summed VCOs relative to a baseline 
oscillation pattern decreased with the pass 
phase of the magnitude, even on shallow 
passes. Thus, if we assume that the theta 
phase correlates with a reference phase, 
the omnidirectionally phase coding model 
(6 HD-VCOs+Ref, Figure 2.1 a7-h7) 
predicts that the theta phase of firing 
should negatively correlate to the temporal 
phase of a measure that increases and 
decreases as the rat runs through the firing 
field.  
 
 
	  
Figure 2.3. Experimental Examples of Precession using 
the Omnidirectional Pass Index. a. Example histology 
showing tetrode tracks targeted at medial entorhinal cortex. 
b. Local field potential data recorded in our lab is shown in 
black. Top is the unfiltered trace, bottom is filtered (6-10 
Hz). Red tick marks indicate the firing of a single grid cell 
as the animal moves in and out of grid fields. (c-f) Example 
plots from 3 precessing grid cells from our experimental 
data (linear-circular correlation, p<0.05): c. Rate maps, d. 
Trajectories with spikes colored by the pass index at each 
spike, e. Scatter plot of the LFP theta phase versus the pass 
index. Correlation coefficients (rho), significance (p), and 
slopes (s, in degrees/pass) indicated. f. Occupancy 
normalized rate maps of the scatter plots in c. 
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Figure 2.4. Phase Precession by the Omnidirectional 
Pass Index is Layer Specific. Precession measures from 
previously published layer specific recordings (Sargolini et 
al., 2006). a. Rate map, b. Trajectory with pass index, c. 
Scatter plot of the LFP theta phase versus the pass index. d. 
Occupancy-normalized rate maps of the plots in c for 
example grid cells from layers II, III, V, and VI of the 
medial entorhinal cortex. e. Linear-circular correlations 
between the theta phase and pass index at the time of spikes 
from each layer. 
 
Subsection Two Experimental grid cells show robust omnidirectional precession 
We developed a novel technique to examine omnidirectional phase precession. Briefly, 
the rate map was used to estimate how in-field an animal is at a given time. This signal 
went up and down as the animal went in 
and out of the grid cells firing fields. By 
filtering and taking the normalized Hilbert 
phase, we have a score that varies between 
-1 and 1, where -1 indicates the start of a 
pass through the firing field, 0 at the 
height of the pass, and 1 at the end of the 
pass. Correlating this score, which we 
called the omnidirectional pass index, 
reliably detected the precession in data 
generated by the 6 HD-VCO+Ref model 
with a low false positive rate (see 
Appendix A). 
We examined the omnidirectional pass index and the phase of spikes relative to theta 
rhythm oscillations for 177 grid cells recorded during foraging in an open field by five 
rats in our laboratory (see methods). Of these, 54 showed a significant correlation 
between omnidirectional pass index and theta phase (linear-circular correlation, p<0.05). 
Grid cells with a significant correlation between omnidirectional pass index and theta 
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phase were much more likely to exhibit 
a negative slope than positive (Binomial 
test, p=0.005). Based on the model 
analysis that prevented false positives, 
we categorized precessing cells as those 
with slopes as determined by linear-
circular regression between -22 and -
1440 degrees/pass (1/16 – 4.0 
cycles/pass), leaving 34 strongly 
precessing cells for further analysis 
(Figure 2.3c-f). These cells showed 
strong bimodal phase precession with a 
shallow leading edge and a steep mode 
near the pass center, as has been seen 
previously on the linear track (Figure 
2.3e-f, Hafting et al., 2008). 
In previous studies on the linear track 
grid cells in layer II show precession, 
but notably few layer III grid cells do 
(Hafting et al., 2008). As a confirmation 
of the validity of our technique, we examined phase precession in a different set of 
Figure 2.5. Grid Cells Precess on Shallow Passes. a. 
Examples of trajectories through a grid field, with the pass 
index shown as a gradient between black and white. The 
selected passes are differentially distanced from the center 
of the field: with a peak field index in the 0.7-0.8 range (1), 
0.8-0.9 range (2), or 0.9-1.0 range (3). b. Scatter plot of the 
peak field index versus the arc length of the pass, showing 
a very strong, linear correlation between the peak field 
index and the length of the pass (p<0.05). c-f. Each column 
represents only those passes in each cell in our 
experimental data with a peak field index in the indicated 
range. The numbers of spikes were randomly sampled so 
that each selection of a single cell contained the same 
number of spikes. c. Representative behavioral example 
showing selection of trajectories from a single grid cell in 
black. Grey shows trajectory segments not included in the 
selection. The selected spikes are shown, and the color of 
these spikes reflects the omnidirectional pass index at the 
time of spiking. d. Theta phase versus the pass index for 
these spikes from the examples shown in c. e. Linear-
circular correlation coefficients of these selections made 
from 78 precessing cells f. The slopes of the significantly 
precessing selections. 
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experimental data of layer specific recordings of 102 grid cells during open field behavior 
made by Sargolini et al. (2006, available at http://www.ntnu.no/cbm/moser/gridcell, 
Figure 2.4). There was a significant effect of layer on the linear-circular correlation 
coefficient (Figure 2.4e, Kruskal-Wallis, 𝒳!,!"#! =12.28, p=0.007). Post-hoc tests revealed 
that layer II had a significantly more negative correlation than layer III (Tukey’s Post-
Hoc, p<0.05). Of the layer II grid cells, 58% had a significant correlation between 
omnidirectional pass index and theta phase (p<0.05), as opposed to layer III (20%), layer 
V (63%) and layer VI (38%). Significantly correlated grid cells from layers II and VI, but 
not III or V, were significantly more likely to have negative correlations than positive 
(Binomial test with Bonferroni correction, p<0.0125). Using the same criteria as above 
we included 37 precessing cells from this additional data set for further analysis 
Subsection Three Precession persists on field edges 
The correlation between omnidirectional pass index and theta phase could arise from 
phase precession only on the passes through the center of the field, which have the 
highest spike rate. To test whether this was the case, we examined the precession of 71 
precessing grid cells pooled from our recordings and those published by Sargolini et al. 
(2006) on passes whose peak field index fell in the top three tenths of the possible field 
indexes (Figure 2.5). These passes came close enough to the center of the field to cause 
spiking, but varied as to how close they came to the center of the field, as can be seen in 
three representative examples in Figure 2.5a. We grouped these passes into three 
selections, with peaks between 0.7 and 0.8 or 0.8 and 0.9 or 0.9 and 1 respectively 
(Figure 2.5c). We compared the 51 grid cells from which there were at least 50 total 
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spikes altogether in their shallowest passes. We found that even shallow passes show 
precession (Figure 2.5d). Moreover, there was no significant effect of the binned depth of 
the pass through the field (i.e. how close it came to the center) based on the linear-
circular correlation (Friedman’s Test across selection controlling for cell, 𝒳!,!"! =2.17, 
p=0.34) or on the slopes of the selections which remained significantly correlated 
(circular-linear correlation p<0.05; Kruskal-Wallis across selection, 𝒳!,!",! =1.59, p=0.45). 
The correlations in all three selections remained significantly different from zero (3 T-
tests with Bonferroni correction, T=-3.62,-3.54,-4.47; p<0.0167). The distance that the 
animal spent in the field (field index>0.5) strongly correlates with the peak field index 
(Figure 2.5b, Pearson’s correlation, p<0.05) suggesting that, in terms of distance, the 
cells precessed faster on the shallow passes to cover the full range of theta. 
Subsection Four Conjunctive grid cells exhibit omnidirectional phase precession 
One way VCOs could be combined to create omnidirectional phase coding could be the 
combination of omnidirectionally precessing conjunctive cells, which are predicted by 
HD-VCO containing TIMs (Burgess 2008, 3 HD VCOs, 3 HD VCOs+Ref, Figure 2.1 a5-
h5, a6-h6). To examine this type of behavior in conjunctive grid cells, we examined 
phase coding in 76 conjunctive grid cells (gridness>0.34, Watson’s U2>4; Figure 2.6a-f) 
pooled from our (n=21) and the Sargolini et al. (2006) dataset (n=55) (Figure 2.6a-f). Of 
the 76 cells, 27 (36%) exhibited a significant correlation between the omnidirectional 
pass index and theta phase (Linear-circular correlation, p<0.05), and 21 (28%) exhibited 
precession with a slope between -22 and -1440 degrees/pass. For the population, the 
correlation coefficients were significantly different from zero (Students T-Test, T=-5.68, 
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p=3.4*10-7) and were significantly more 
likely to be negative than positive 
(Binomial test, p=7.0*10-7). 
The firing of conjunctive grid cells 
correlates with a particular heading of the 
animal, so it is possible that these cells 
show phase coding along its particular 
direction as opposed to omnidirectionally. 
This suggests that we could generate a 
better correlation with the directional pass 
index using the test direction than the 
omnidirectional pass index. Thus, we 
examined directional phase coding using a 
direction sensitive modification of the 
omnidirectional pass index (See Methods, 
Appendix A). This directional pass index 
was sensitive to this type of coded 
generated by the 2VCOs+REF model with a low false positive rate. We did this in 76 
conjunctive head-direction by grid cells, and compared the results to the omnidirectional 
pass index (Figure 2.6, g-l). Of the 76 cells, 21 (28%) exhibited a significant correlation 
between directional pass index and theta phase (Linear-circular correlation, p<0.05), and 
10 (13%) exhibited precession with a slope between -22 and -1440 degrees/pass. For the 
Figure 2.6. Conjunctive cells exhibit omnidirectional 
precession. a-e. Example of omnidirectional phase coding 
analysis of a conjunctive cell. a. Polar and b. spatial rate 
map for the conjunctive grid cell. c. Trajectory with spike 
omnidirectional pass indices. d. Scatter plot and e. 
occupancy normalized rate map of spike omnidirectional 
pass index versus theta phase, showing correlation. f. 
Histogram showing distribution of correlation coefficients 
between omnidirectional pass index and theta phase for 
conjunctive grid cells. g-k. Example of absence of 
directional phase coding in a conjunctive cell. g. Polar and 
h. Spatial rate maps for the conjunctive grid cell. i. 
Trajectory with directional pass index, using the preferred 
direction of the conjunctive cell as the test direction. j. 
Scatter plot and k. Occupancy normalized rate map of spike 
directional pass index versus theta phase, showing little 
correlation. l. Histogram showing distribution of correlation 
coefficients between directional pass index and theta phase 
for conjunctive grid cells 
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population, the correlation coefficients were not significantly different from zero (T=-
0.65, p=0.52), and the correlation coefficients were significantly stronger for the 
omnidirectional pass index (Students T-Test, T=-2.99, p=0.004). Thus, conjunctive cells 
more commonly exhibited omnidirectional phase precession than directional phase 
coding. 
The majority of the analyzed conjunctive grids with known locations from the Moser 
dataset were recorded in layer III (42/55, 76%), and layer III conjunctive grids exhibited 
a significantly stronger linear-circular precession correlation than layer III non-
conjunctive grid cells (Figure 2.4e vs. Figure 2.6a, Kolmogorov-Smirnov test, 
D42,42=0.36, p=0.007). However, the slopes of precession in significantly correlated layer 
III conjunctive cells were substantially smaller than the non-conjunctive, 
omnidirectionally precessing grid cells (Medians -41 and -115 degrees/pass respectively, 
D21,110=0.36, p=0.002). 
Subsection Five No evidence for directional or field-specific phase coding  
To examine if grid cells exhibit field specific phase coding as in Figure 2.1-1, we 
extracted the individual fields of 279 grids from the pooled dataset and grouped the 
spikes within them such that no adjacent field was in the same group (Figure 2.7a-d). 
Grouping was successful if at least 25 spikes were found in each group. The theta phase 
of spikes in each group was then tested if different for all three groups using the common 
median multi-sample test (Berens, 2009). This technique reliably detected the phase 
difference between neighboring fields generated by the 3-VCOs model, while  
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maintaining a low false 
positive rate (see Appendix 
A). Grouping was 
successful in 190 of the 
recorded grid cells. The 
theta phase of spiking in 
neighboring fields was only 
significantly different in 2 
of the 190 grids (using 
p<0.05).  
To examine if non-
conjunctive grid cells 
exhibit directional phase 
coding, we applied the 
directional pass index in 16 
directions to 279 grids from the pooled dataset (Figure 2.6a-e). Of the cells, 94 (33%) 
exhibited significant correlation between the directional pass index and theta phase in at 
least one direction (Linear-circular correlation with Bonferroni correction, p<0.0031). Of 
these, 47 (17% of total, 50% of correlated) had slopes that fell between 22 and 1440 
degrees/pass.  
Figure 2.7. Other forms of predicted phase coding. a-d. field specific coding. 
a. Rate map and b. Trajectory with spikes colored by theta phase for an 
example cell. c. Grouping of spikes such that no spike within two adjacent 
fields are in the same group. Three groups are shown in red, green and blue. r. 
Overlapping histograms of the theta phase of the spikes in the three groups, 
showing that they likely come from the same distribution of phases. e. Rate 
map and f. Trajectory with spikes colored by theta phase for an example cell 
which omnidirectionally precesses and shows significant directional coding. g. 
Trajectory with spikes colored by their directional pass index. h. Trajectory 
with spikes colored by their omnidirectional pass index. i. Scatter plot of 
omnidirectional pass index versus theta phase, showing precession. j. Weak, 
positively sloped phase coding in the test direction indicated in g. k. Sinusoid 
score analysis of the slopes across 16 test directions. The dotted line indicates 
the amplitude and phase of the first and last Fourier components. 
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If this portion of cells exhibited directional phase coding, we would expect the slope of 
the precession to follow a cosine tuning to the test direction for the directional pass index. 
To examine this, we found the relative power in the first and negative first Fourier 
components and all nonzero Fourier components, which we will refer to as the sinusoid 
score (Figure 2.7k, see methods). A directionally precessing cell was labeled significantly 
cosine tuned if the sinusoid score was at least 0.67. 21 (44% of candidates, 7.7% of total) 
exhibited significant directional coding. 11 of these cells also exhibited omnidirectional 
precession (52% of directionally coding, 15% of omnidirectionally precession, 4.0% of 
total), and may represent a directional bias to the omnidirectional precession or a 
directional bias in the behavior of the animals. There was no significant difference 
between the magnitude of the correlation between omnidirectional pass index and theta 
phase and the magnitude of the correlation in the best direction (T-test, p=0.24), and no 
correlation between these values (Pearson’s correlation, rho=0.18, p=0.59), however, 
visual inspection of the plots showed much less structure in the directionally coded 
analysis. Together, only 10 (3.7%) of the non-omnidirectionally precessing cells 
exhibited directional phase coding in the same manner as the model in Supplementary 
Figure S 1q-t.  
Subsection Six Bursting may contribute to the bimodality of phase precession 
TIMs by themselves do not explain the striking bimodality of phase precession (Hafting 
et al., 2008, Figure 2.4). To examine if intrinsic factors may contribute to the bimodality 
of phase precession, we examined bimodal phase coding as demonstrated in 162 fields of 
47 layer II grid cells recorded by Hafting et al (2008) as the animal ran on the linear track 
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where the bimodality of phase precession 
is more consistent, likely due to more 
stereotyped behavior (Figure 9a). We 
separated spikes out as either leading 
spikes (spikes with a previous inter-spike 
interval (ISI) greater than 1/12 second) or 
in-burst spikes (spike with a previous 
inter-spike interval less than 1/12 second) 
(Figure 9 b-d). Bursting spikes were much 
more likely to occur later in the pass (T-
test, p<<0.05). Separating spikes in this 
way strongly divided the precession along 
each of the two modes. The leading spikes 
demonstrated a significantly more negative 
correlation between percentage through 
field and theta phase than the in-burst spikes (Medians -0.20 and 0.05 respectively, 
Kolmogorov-Smirnov test, D162,162=0.35, p=2*10-9) and the slopes of the significantly 
correlated fields (Medians -216 and +184 degrees/pass respectively, Kolmogorov-
Smirnov test, D102,108=0.36, p=1*10-6). Similar results were obtained using a threshold for 
whether a spike is in a burst or a leading spike as strict as 50 ms (Data not shown). 
Figure 2.8. Bursting may contribute to the bimodality 
of phase precession in grid cells. a. Grand mean of rate 
maps from layer II recordings while the animal ran 
through fields on a linear track (Hafting et al., 2008) b-c. 
Rate maps of individual spikes and the first spike of bursts 
(b) and of within-burst spikes (c). d. Merge between b and 
c. Histograms indicate firing rate of the spike selections 
over the phase and distance axis. 
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Section Four  Discussion 
We generated predictions from established models of phase coding by grid cells (Figure 
2.1-3). From these, we generated metrics that the models predicted would correlate with 
the phase of spiking (Supplementary Figure S 1). In the experimental data, we found 
robust, omnidirectional theta phase precession by grid cells in open field environments 
(Figure 2.3a-d). Only 20% of our grids met stringent criteria for strong phase precession, 
likely due to a greater sampling of cells in layer III. Consistent with this, we replicated 
the preference of precession for layer II versus layer III cells (Figure 2.4). Precession in 
the open field occurred when the animal passed across the edge of the field (Figure 2.5). 
One specific model (6HD-VCOs+Ref, Equation (2.5, Figure 2.1a7-h7, Figure 2.1a3-e3, 
Burgess, 2008) predicts omnidirectional phase coding in conjunctive grid cells, which we 
identified (Figure 2.6). We did not find strong evidence for directional or field specific 
phase coding (Figure 2.7). We found that leading spikes and in burst spikes separate the 
two modes of precession, and may contribute to the bimodal shape of the phenomenon 
(Figure 2.8). 
Phase precession has been reported experimentally on linear tracks for place cells 
(O’Keefe and Recce, 1993) and grid cells (Hafting et al., 2008). Place cells precess in 
open field environments (Burgess et al., 1994; Huxter et al., 2008). The number and 
relatively small size of grid fields have made techniques used for measuring precession in 
place cells impractical. Here, we provide a novel approach to analyzing precession on 
unconstrained trajectories.  
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In open fields during foraging behaviors, a rat’s trajectory measured by head-mounted 
diodes rarely follows a straight line. Rather, the animal’s head moves from side to side at 
an average angular speed of 50.5°/second, crossing the animal's already tortuous 
trajectory at 4.6 Hz. Despite this variability, we found robust, omnidirectional precession 
by grids in open field environments (Figure 2.3a-d). Furthermore, passes that clip the 
outside of grid fields show full phase precession (Figure 2.5). This normalizes distance 
through the field, thus, precession across field edges covers the full theta cycle in a 
smaller distance (Figure 2.5b), consistent with recent single-pass analysis of grid cells 
(Reifenstein et al., 2012a).  
Phase coding is thought to be a critical way grid cells represent spatial information 
(Solstad et al., 2006), and constrains models that generate grid cell firing (Blair et al., 
2008; Burgess, 2008; Hasselmo, 2008; Zilli and Hasselmo, 2010; Welday et al., 2011; 
Navratilova et al., 2012). Omnidirectional phase precession and precession on field edges 
has implications for these models. Temporal interference models (TIMs) show striking 
similarities to the in vivo data. Many configurations of TIMs generate phase locking 
behaviors (e.g. 3VCOs+Ref, 6VCOs+Ref; Figure 2.1a2-g3) which mimic the behaviors 
exhibited by grid cells found in entorhinal cortex layer III (Figure 2.3, Hafting et al., 
2008).  
One TIM variant (6HD-VCOs+Ref) always satisfies the conditions for precession 
(Welday et al., 2011) by weighting VCOs based on the heading of the animal (6HD-
VCOs+Ref, Equation 2.5, Figure 2.1a7-h7, Figure 2.1a3-e3, Burgess, 2008). This 
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predicts the observed open field precession (Supplementary Figure S 1-4) and full 
precession by grids on field edges (Figure 2.4; Jeewajee et al., 2012; Reifenstein et al., 
2012a, 2014).  
Phase coding conjunctive cells may converge to create omnidirectional precession and 
are directly predicted by HD-VCO configurations of the TIM (Figure 2.1a5-f6). We 
found that many of our conjunctive grid cells exhibited strong phase precession (Figure 
2.6-f). In contrast, phase coding did not occur along the preferred firing direction of the 
cell, as predicted by one model of conjunctive cells (Figure 2.1-5, 3HD VCOs, Figure 
2.6j-l). This implies that the non-directionality of precession on passes offset from the 
preferred direction provides much of the phase structure of the spiking. Interestingly, 17 
of 21 strongly precessing conjunctive cells were recorded in layer III, representing 41% 
of the layer III conjunctive cells. Conjunctive cells were much more likely to exhibit 
precession than non-conjunctive grids in layer III (Figure 2.4e, Figure 2.7f). On linear 
tracks, layer III grid cells have been thought to exhibit little or no precession (Hafting et 
al., 2006), however, the head direction specificity of these cells or the lower magnitude 
slopes of precession may have limited the observation of precession on the linear track. 
Layer III cells project primarily to area CA1 of the hippocampus (Canto et al., 2008), so 
it is possible that these precessing conjunctive grid cells contribute to the hippocampal 
temporal code. Although deep layer conjunctive grids could converge on cells in layer II 
(Canto et al., 2008), to generate omnidirectionally precessing grids (Figure 2.1), few 
(10/55) of the analyzed conjunctive cells were recorded there.  
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TIMs also predict other forms of phase coding, which we were not able to observe using 
our techniques. TIMs using a configuration of 3 VCOs without a reference would be 
locked to a phase dependent on which grid field the animal was in (Figure 2.1a1-h1, 
Supplementary Figure S 1a-c). However, when tested for a significant difference in 
spikes where enough fields and spikes were present to be robustly divided, only 2 of 190 
(1.1%) of grid cells were significant. TIMs using a simple configuration will phase 
precess only along one direction (Figure 2.1 a4-f4). These models predict that 
bidirectional phase coding exists on the linear track due to a contextual reset of the VCO 
preferred direction. Such a contextual reset could underlie the behavior of grid cells on 
the hairpin maze (Burgess et al., 2007; Hasselmo, 2008; Derdikman et al., 2009). 
However, these models predict directional phase coding in the open field, where no reset 
is present, and a cosine modulation of the slope of precession (Equation (2.11, Figure 
2.7e-k). Relatively few (21, 7.7%) of the cells showed directional phase coding with our 
analysis. More than half (11, 4.0% of total) of these cells were also categorized as 
omnidirectionally precessing, which may indicate a subtle directional component to the 
omnidirectional phase precession which is not explained by our models. However, 
because the remaining cells represented so little of the total population (10, 3.7%) we do 
not feel that we found strong evidence for phase coding along a particular directional 
axis.  
Although we were not able to detect these forms of temporal coding in relation to theta, 
temporal coding in these ways may still exist and be observable only relative to the 
timing of a subset of the neural circuit, such as the precise timing of specific neurons 
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firing, rather than the phase of local field potential theta oscillations that reflect the larger 
scale network dynamics. In addition, our techniques' ability to detect these behaviors in 
models are restricted to relatively small amounts of temporal jitter (Supplementary Figure 
S 1c, n and t). Particularly where our detection rates in models are relatively low as with 
directional phase coding, greater amounts of phase noise in experimental data prevents us 
from ruling out that these forms of phase coding exist. Directional coding may be more 
apparent using very long sessions and selecting passes based on their directionality 
through the field. However, as such a selection would also depend on the passes being 
relatively straight, and would thus require very long sessions such as those used for 
examining directional rhythmicity properties of theta-rhythmic neurons to prevent under 
sampling (Welday et al., 2011). 
Although TIMs can explain many of the features of phase precession, they predict that 
precession should occur in a linear manner, in contrast to the bimodality we see in layer 
II grid cells (Hafting et al., 2008; Figure 9a). However, rat entorhinal layer II stellate 
cells (putatively grid cells) have been shown in vitro to exhibit theta-frequency bursting 
at sufficient levels of depolarization (Alonso and Klink, 1993). Addition of spikes 
lagging behind a correctly timed leading spike could provide a mechanism by which a 
second modality of precession is introduced later in the pass. In support of this 
hypothesis, we found that we could separate a precessing-modality from a broadly tuned 
modality of precession by the previous interspike interval (Figure 2.8b-d).  
Continuous attractor models have used widening and narrowing of the attractor “bump” 
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for phase modulation (Samsonovich and McNaughton, 1997; Conklin and Eliasmith, 
2005); however, this predicts a nearly constant phase on shallow passes. Other attractor 
models use “look ahead” by synaptic weights (Jensen and Lisman, 1996; Tsodyks et al., 
1996; Wallenstein and Hasselmo, 1997b) or conjunctive cell inputs (Navratilova et al., 
2012) to push activity with the heading of the animal. Similarly, oscillatory-inhibition 
mediated learning models of theta phase coding (Norman et al., 2005, 2006) imply that 
phase precession results from activation of spatially tuned cells in order of their 
proximity to the animal. On each theta cycle, proximal cues activate cells coding for the 
most proximal positions. Spreading activation drives cells in a cascade such that the last 
cells firing within a cycle represent farthest positions from the animal. Inhibition silences 
the activation, and the cycle repeats. These models predict overshooting the actual 
trajectory of the animal during the frequent, sharp turns in the open field, and may not 
function in open environments. Furthermore, cells on the lateral edge of the path of the 
attractor bump will enter it later and leave it earlier than more central cells, limiting the 
range of precession on shallow passes. 
Ramp depolarization models (Harris et al., 2002; Mehta et al., 2002) use asymmetric 
excitation of neurons to drive firing earlier in the falloff of rhythmic inhibition. These 
models predict that limited excitation on field edges, where the spike rate is lower, 
corresponds to a limited phase distribution and little to no precession.  
In contrast, population oscillation models do not describe the temporal coding mechanism 
(Geisler et al., 2010). Rather, temporally coding neurons generate population rhythms 
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slower than the rhythmic firing of individual cells as an animal moves at a constant 
velocity through firing fields. Since grid cells are consistently oriented (Sargolini et al., 
2006; Barry et al., 2007; Doeller et al., 2010), trajectories parallel to the “main axes” of 
the grid pattern are more likely to pass through grid field centers (Doeller et al., 2010). 
Given that we have found that phase precession occurs faster on the shorter, field edge 
passes (Reifenstein et al., 2012a, Figure 2.5b), these models predict higher frequency 
network and LFP theta oscillations during trajectories divergent from the main axes. 
It has been claimed that scarce LFP theta oscillations and low rhythmicity in the spike 
time autocorrelogram as measured by the theta index of grid cells in bat MEC causally 
disproves all TIMs (Yartsev et al., 2011). TIMs do not require rhythmicity; they require 
that neurons can maintain a periodic temporal code relative to each other, such as phase 
coding. In TIMs, LFP theta correlates to some baseline, relative to which temporally 
coding neurons can interfere in a predictable way. However, there is little evidence that 
the LFP itself influences the behavior of neurons, rather, it likely correlates to bouts of 
temporally guided firing (Buzsáki, 2010). When theta was present in bat LFP, it 
modulated the spiking of grid cells (Yartsev et al., 2011). Therefore, a coordinator of 
temporal firing in bat entorhinal cortex may exist, but be poorly represented by LFP 
recordings. It may be more parsimonious to describe these models as temporal 
interference models (Zilli, 2012). There are many cases where the relative timing of 
neuronal spiking can be modulated by behavioral factors (e.g., Jensen & Lisman, 2000; 
Kayser et al., 2009). Position in sequences of timed spiking has important implications to 
the downstream integration in the generation of rate codes, including the sequence of the 
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downstream spikes, and these implications can be described by TIMs. Thus, rhythmic 
input from the medial septum can be required for grid cell spatial coding, as shown in rats 
(Brandon et al., 2011; Koenig et al., 2011), by coordinating bouts of temporally coded 
firing, without necessarily producing rhythmicity in the LFP or significant rhythmicity as 
seen by the theta index, as observed in bats (Yartsev et al., 2011). We have found 
evidence that the temporal properties of grid cells match predictions from TIMs, but the 
evidence presented here does not disprove other mechanisms for generating the spatial 
rate code. Temporal interference may interact with other mechanisms, such as attractor 
dynamics, to generate a stable path integration system. Indeed, such a mechanism may 
underlie recently observed results from intracellular grid cell recordings: as animals 
traversed the grid field, sub-threshold oscillation precessed (as predicted by TIMs) and 
were accompanied by a slow depolarization (as predicted by attractor dynamics) 
(Domnisoru et al., 2013; Schmidt-Hieber and Häusser, 2013).  
We described novel techniques for examining open field phase precession and examined 
phase coding in grid cells during the myriad of behaviors seen during open field foraging. 
This allows us to examine the phase coding of grid cells in the context of open spaces. 
The techniques we describe here rely on the rate map and not the shape of the fields in 
2D space. We can extend the idea of a pass index for fields in any modality to examine 
phase coding of cells that code non-spatial information. Since phase coding is not unique 
to the hippocampal formation (Jones and Wilson, 2005; Siegel et al., 2009), examining 
the relationship of other phase coding phenomena to precession may provide insights into 
mechanisms that generate temporal coding in other structures.  
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CHAPTER THREE. RHYTHMIC PROPERTIES OF ENTORHINAL NEURONS: 
NOVEL METHODS AND MODULATION 
The text and figures in this chapter, with the exception of Section Three Subsection Three, 
were previously published (Climer et al., 2014) and reproduced with the permission of 
John Wiley and Sons, License No. 3820291286032.  
 
Section One  Introduction 
Elucidating the intrinsic and network properties that underlie the firing of neurons is a 
critical component to how we understand the brain. Researchers performing large-scale, 
extracellular recordings in animals commonly attempt to examine these properties via 
analysis of the timing of action potentials.  
In the rodent hippocampal circuit, theta frequency (6-10 Hz) oscillations are a prominent 
part of the local field potential (Green and Arduini, 1954; Vanderwolf, 1969; Buzsáki et 
al., 1983; Stewart and Fox, 1991; Buzsáki, 2002). Although the exact mechanism of theta 
rhythm generation is unclear, neurons in these areas intrinsically generate theta frequency 
subthreshold membrane potential oscillations and are resonant to theta frequency inputs 
(Alonso and Llinas, 1989; Hutcheon and Yarom, 2000; Erchova et al., 2004; Heys et al., 
2010; Buzsáki et al., 2012a). In the rat, neurons in the hippocampal formation fire theta 
rhythmically (Fox et al., 1986; Csicsvari et al., 1999; Cacucci et al., 2004; Jeewajee et al., 
2008a; Boccara et al., 2010; Deshmukh et al., 2010), and the timing of neuronal action 
potentials relative to the ongoing oscillation carries information about the trajectory of 
the animal (O’Keefe and Recce, 1993; Burgess et al., 1994; Skaggs et al., 1996; Hafting 
et al., 2008; Huxter et al., 2008; Climer et al., 2013). Furthermore, entorhinal grid cells, 
which have periodic receptive fields for the position of a rodent in an environment, lose 
		
85	
their spatial tuning when theta is blocked by inhibition of neurons in the medial septum 
(MS, Brandon et al., 2011; Koenig et al., 2011) in support of models which rely on theta 
oscillations for the generation of grid cells (O’Keefe and Burgess, 2005; Burgess, 2008; 
Zilli et al., 2009; Barry et al., 2012a). Taken with a wealth of behavioral and single unit 
coding data, theta rhythmic interactions between neurons has been proposed as an 
important mechanism underlying function in these circuits (For reviews, see Buzsáki, 
2002; Hasselmo, 2005; Zilli, 2012; Colgin, 2013). 
In other studies, however, the impact of theta rhythm oscillations on the hippocampal 
circuit has been disputed. In non-human primates and humans, theta oscillations have 
been associated with movement planning (Watrous et al., 2011), and spike-field 
coherence with theta oscillations has been associated with memory function (Tesche and 
Karhu, 2000); however, the theta rhythm in primates is much less prominent in the local 
field potential and rhythmicity is less apparent in single units. In rodents, theta rhythm is 
not required for the function of place cells and remapping in new environments (Brandon 
et al., 2014b), and the loss of grid cell tuning associated with medial septal inhibition may 
be the result of the loss of cholinergic tone (Newman et al., 2014). Recent recordings 
from bat hippocampus and entorhinal cortex have shown short bouts of theta oscillations 
and no significant theta in the timing of spiking of neurons outside of these short theta 
events (Yartsev et al., 2011; Yartsev and Ulanovsky, 2013). In conjunction with other 
critiques (Remme et al., 2010; Domnisoru et al., 2013; Schmidt-Hieber and Häusser, 
2013), these data were interpreted as causal disproof of computational models that rely on 
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theta oscillations and have brought into question the overall role of theta oscillations in 
cognitive and memory processes. 
The canonical way of examining theta rhythmicity of neurons in rodents and bats is the 
theta index (Jeewajee et al., 2008a; Boccara et al., 2010; Deshmukh et al., 2010; Yartsev 
et al., 2011; Yartsev and Ulanovsky, 2013). However, it has been shown that the theta 
index is sensitive to lower firing rates, such as those observed in bat grid cells (Barry et 
al., 2012a). There are potential flaws in the analysis of established measures of theta 
rhythmicity and the effects of differences in firing rate, and thus, an in-depth analysis of 
rhythmicity measures has been proposed (Yartsev et al., 2012). 
Here, using analytical techniques and large batteries of simulated cells, we have 
examined many features that confound the interpretation of the theta index and would 
make detection of rhythmicity under many conditions more difficult. In addition, we 
describe a novel technique for examining theta rhythmicity by estimating the estimated 
likelihood of spiking as a function of previous spiking history over a range of lags. This 
technique provides increased power in detecting rhythmicity over the theta index. We 
have implemented this new technique in MATLAB, and the code is available at 
https://github.com/jrclimer/mle_rhythmicity. 
Section Two  Methodology 
Subsection One Grid cell recordings 
Recordings from rat grid cells have been presented previously (Climer et al., 2013; 
Newman et al., 2014). Briefly, animals were anesthetized with isoflurane and a Ketamine 
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cocktail (Ketamine 12.92 mg/ml, Acepromazine 0.1 mg/ml, Xylazine 1.31 mg/ml), 
placed in a stereotaxic holder, and the dorsal skull was cleared of skin and periosteum. 
Anchor screws were inserted, and one screw was positioned above the cerebellum in 
contact with the dura, wired to the implant, and used as a recording ground. Recording 
drives were either single bundle microdrives (Axona Ltd., St. Albans, Hertfordshire, 
United Kingdom) with four recording tetrodes (4, 12.7-micron nichrome wires twisted 
together) that could be moved together, or hyperdrives containing 16 tetrodes that could 
be moved individually. Craniotomies were made ~4.5 mm lateral of bregma and near the 
anterior edge of the transverse sinus. Microdrives were angled ~12 degrees in the anterior 
direction, and hyperdrives were not angled. Some drives were targeted in line with the ear 
bars and angled ~12 degrees in the posterior direction. The craniotomy was sealed with 
Kwik-Sil (World Precision Instruments, Shanghai PRC) and the drive was secured with 
dental acrylic. After at least seven days post-operative recovery, animals were screened 
for grid cells using criteria from previous studies (Fyhn et al., 2004; Hafting et al., 2005, 
2008) as animals foraged in open environments. Rat grid cells shown are 25 grid cells, 
theta rhythmic by the theta index, from 25 quantiles of the number of lags in the 
autocorrelogram. Bat grid cell spike times were generously provided by Yartsev et al. 
(2011). 
A subset of recording sessions involved pharmacological inactivation of the MS with the 
GABAA agonist muscimol. A pre-infusion baseline recording session was conducted 
prior to any infusions that lasted 20 minutes. The protocol for muscimol infusions has 
been described previously (Brandon et al., 2011). The injector cannula was primed and 
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inserted into the guide cannula where it extended 1mm beyond the end of the guide 
cannula. A total volume of 0.5 µL of muscimol diluted in phosphate-buffered saline was 
infused with a microinfusion pump (Harvard Aparatus, Holliston, MA) at a rate of 0.125 
µL/min. At the end of the four minute injection the infusion cannula was left in place for 
an additional two minutes to allow proper diffusion of the solution away from the 
injection site. After waiting 15 minutes from the end of the infusion, a post-infusion 
recording was begun that lasted up to 60 minutes. A recovery recording was conducted 3-
6 hours after the infusion and an additional recovery session was attempted 24 hours after 
the infusion when cells could be stably held across days. 
Subsection Two Examination of traditional methods: the theta index 
The theta index was calculated here as by Yartsev et al., (2011). First, we computed the 
autocorrelation of the spike train binned by 0.01 seconds with lags up to ±0.5 seconds. 
Without normalization, this may be interpreted as the counts of spikes that occurred in 
each 0.01 second bin after a previous spike (Figure 3.1a). The mean was then subtracted, 
and the spectrum was calculated as the square of the magnitude of the fast-Fourier 
transform of this signal, zero-padded to 216 samples. This spectrum was then smoothed 
with a 2-Hz rectangular window (Figure 3.1b), and the theta index was calculated as the 
ratio of the mean of the spectrum within 1-Hz of each side of the peak in the 5-11 Hz 
range to the mean power between 0 and 50 Hz. This provides a single metric that has 
been treated as invariant to the amount of data collected or total power in the signal. 
The significance of this score has been estimated a number of ways: including an 
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arbitrary cutoff at 5 or by jittering the spike times. Here, we uniformly jittered spike 
times by ±10 seconds and recalculated the theta index. We did this 1000 times to generate 
an empirical null distribution and to estimate the significance (p-values) of the theta 
index (Figure 3.1c). Previous studies including Yartsev et al (2011) have used these high 
jitters. Such high jitters would not be possible to include in our simulations of the 
autocorrelogram window and would eliminate all structure including any spatial tuning of 
the neuron. This may produce a null distribution that is not representative of neurons with 
the same firing properties as the original cell but are a priori not rhythmic. Thus, we also 
used a smaller jitter: half of the period of the peak frequency from the spectrogram minus 
1 Hz. This limits jitters to be between ±0.05 and ±0.125 seconds (range between 0.1 and 
0.25 seconds), and the jitter would be ±0.083 seconds for a cell with a peak frequency at 
8 Hz (range 0.17 seconds). This would eliminate any structure at frequencies within 1 Hz 
and above the peak power in the theta range, removing any theta rhythmicity, while 
preserving the other temporal properties of the firing such as those mediated by the 
receptive field.  
In 29 of the 50 real bat and rat grid cells examined, the boot-strapped null distributions 
were significantly different (50 Bonferroni corrected Kolmogorov-Smirnov tests, 
p<0.05/50). Of these, all of the shuffled distributions had a slightly smaller median 
(Mean difference -0.57, standard error 0.06). Thus, a smaller shuffling window made it 
slightly easier for the theta index to detect rhythmicity by left shifting the null 
distribution; however, this did not affect the number of significantly rhythmic bat cells.  
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To illuminate the shortfalls of the theta index, we generated several simulated spike trains 
as inhomogeneous Poisson processes: one with a rate rising and falling with a 10 Hz 
sinusoid (Figure 3.1 a-c row 2); another as a series of linearly decreasing ramps over 1.5 
seconds, separated by two seconds (Figure 3.1 a-c row 3); a metronome-like cell that 
randomly omits beats spaced at 0.1 seconds (Figure 3.1a-c row 4); and a theta skipping 
cell firing on alternate theta cycles using the distribution described by our estimator 
(Figure 3.1 a-c row 5). These were all normalized to have the same average firing rate of 
10 Hz in the 10 minute simulated period.  
To generate simulated local field potential theta oscillations, we filtered white noise by 
the magnitude of the Fourier spectra of entorhinal local field potential recorded from a rat 
in our laboratory during a foraging task. Similarly, to generate the behavioral data white 
noise was filtered by the spectra of the speed and angular head direction velocities of the 
real animal, and the filtered noise was scaled so the power matched the original signal. 
These signals were integrated to make a path through space, with trajectories being 
reflected if the animal reached the boundary of the virtual enclosure (1 X 1 m for 2D, 290 
X 280 X 270 cm for 3D). To simulate animals moving at higher velocities, we generated 
longer patterns of behavior and resampled by interpolation. For example, to simulate an 
animal moving at twice the original speed we would generate a string of data twice as 
long and subsample every other position point. 
To model the instantaneous firing rate of spatial cells, we used a phasor-model of grid 
cell precession (Climer et al., 2013) for grid cells and a Gaussian function on the distance 
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from the field center for place cells. The width of the place fields was defined as the 
diameter of the region in which the firing rate exceeded 95% of the peak rate. Only the 
magnitudes of the rates were used from these models, so the specific model identity does 
not affect the neurons’ underlying rhythmicity. The resulting signal varied between 0 and 
1 as the animal went in and out of the firing field(s). To generate the rhythmicity, this rate 
was modulated by the square of the positive shifted cosine of the phase of simulated theta 
LFP. These signals were then scaled so that when the animal was in the field center, they 
averaged to a peak rate chosen between 0.1 and 20 Hz for the grid cells and 0.1 and 30 
Hz for the place cells across a theta cycle. Spike times were then generated using 
MATLAB’s poissrnd function and jittering the resulting counts by the LFP sampling 
frame width. Simulated sessions were 30 minutes for the 2D grid cells and 40 minutes for 
the 3D place cells. 
Subsection Three Confidence intervals on autocorrelograms and the theta index 
To generate confidence intervals about the autocorrelogram, we modeled the values in 
each small time bin of the autocorrelogram as the sum of a series of 𝑛 Poisson processes, 
where 𝑛 is the number of spikes. Each lag bin following a spike was modeled as a 
Poisson process with rate 𝜆! (in the 𝑖!! lag bin) which is the true underlying rate 
estimated by the autocorrelogram. Thus, the total autocorrelogram was modeled as a 
series of Poisson processes with rate 𝜆!×𝑛. A numerical solution was then found for the 
range of 𝜆!, for which the actual count 𝑘! fell within the 95% probability of being 
produced. This yielded theoretical confidence intervals for the rate profile that underlay a 
given autocorrelogram, defining bounds within which the actual underlying rate would 
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fall with confidence. By searching all of the rate profiles in these bounds using 
MATLAB’s fmincon function, we can find the most rhythmic and least rhythmic rate 
profiles that may underlie the firing of the cell with confidence. The theta index of these 
profiles gives us confidence intervals on the theta index for an individual cell, allowing 
for us to determine on a cell-by-cell basis if we can exclude high or low values of the 
theta index.  
Subsection Four Maximum likelihood estimation of the distribution of lags 
To alleviate challenges arising from the use of the spike-time autocorrelogram, we used 
maximum likelihood estimation (MLE) to extract parameters from the spike train as 
follows. First, we calculated the average firing rate of the cell (𝜆) as the maximum 
likelihood estimator for a Poisson process: thus, 𝜆 = !! ± 𝐶 !!!, where 𝑛 is the number of 
spikes, 𝑇 is the duration of the session, and 𝐶 is the critical value for the standard normal 
distribution (for rejection region 𝑃 < 0.05, 𝐶=1.96).  
Then, we took a 0.6 s window following every spike, and we found the lags at which 
spikes occurred in these windows and marginalized the number of spikes in each of these 
windows as a Poisson rate. We normalized this by 𝜆 to get an in-window multiplier, 𝑀. If 
𝑘! is the count of spikes in each window, then 𝑀 = !!! ± 𝐶𝑇 !!!. For cells with 
identifiable receptive fields, 𝑀 is typically larger than 1: a cell's firing rate is higher than 
its mean when the animal's state is in the cell's receptive field, and the animal is more 
likely to be in the cell's receptive field if the neuron has just fired.  
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This left us with a set of 𝑚 lags at which spikes occurred, 𝑥!,… , 𝑥!. We then estimated a 
parametric model for the marginal distribution of the lag of a spike, given that it occurred 
within 0.6 seconds of another spike. This describes many of the features of the 
autocorrelogram as shown in Figure 3.3 and Dynamic Figure 3.1 (available at 
http://conte.bu.edu/jrclimer/ClimerEtAl_2014_DynamicFigure1/DynamicFigure1.html ). 
Without skipping, the estimated likelihood (ℒ) is modeled as: 
ℒ 𝑥; 𝜏, 𝑏, 𝑐, 𝑓, 𝑟 = 
𝐷 1− 𝑏 exp − 𝑥10! 𝑟 exp − 𝑥10! 𝐹(𝑡)+ 1 + 𝑏  (3.1) 
Where 𝑥 is a lag between 0 and 0.6 seconds, 10! is an overall exponential falloff rate 
(log10(sec)), 𝑏 is a baseline likelihood (unitless), 10! is an exponential falloff rate for the 
magnitude of the rhythmicity (log10(sec), Vinogradova et al., 1980), 𝑓 is the frequency of 
the rhythmic modulation (Hz), 𝑟 is the rhythmicity factor (unitless), and 𝑠 is the amount 
of skipping (unitless). 𝑐 and 𝜏 were made logarithmic, as changes in these values at 
higher ranges do not appreciably affect the distribution in the examined window. The 
term 𝐷 is a normalization factor, such that ℒ 𝑥; 𝜏, 𝑏, 𝑐, 𝑓, 𝑠, 𝑟!.!! 𝑑𝑥 = 1. With no 
skipping, 𝐹 𝑥 = cos (2𝜋𝑓𝑥). 
To add skipping (𝑠 > 0), we added a second sinusoid, replacing 𝐹 𝑡  above with: 
2+ 2 1− 𝑠 − 𝑠 cos 2𝜋𝑓𝑡 + 4𝑠 cos 𝜋𝑓𝑡 + 2− 2 1− 𝑠 − 3𝑠4  (3.2) 
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The above function approaches cos (2𝜋𝑓𝑡) as 𝑠 → 0!. In this function, 1− 𝑠 is the ratio 
in the heights of the secondary peaks to the primary peaks, i.e. when 𝑠 = 0.5, the 
secondary peaks are exactly half of the height of the primary peaks. Additionally, it 
maintains a constant range of [−1 1]. The magnitude of the rhythmic modulation is 
approximated as the initial magnitude of the rhythmic component: 𝑎 = 1− 𝑏 𝑟. 𝑎 can 
vary between 0 and 1, with 0 meaning no rhythmicity and 1 meaning maximally 
rhythmic. To accelerate computation, a discreet approximation was used with a step size 
of 0.001 seconds, and integrals were approximated as a left Riemann sum. 
The initial guess for the parameters was found using a particle swarm algorithm 
(Eberhard et al., 2001; Chen, 2014) seeking the maximum log likelihood 𝐿𝐿! using 75 
bots searching and initially uniformly randomly distributed across the space 𝜏 =−1 1 , 𝑏 = 0 1 , 𝑐 = −1 1 , 𝑓 = 1 13 , 𝑠 = 0 1 , 𝑟 = [0,1]. The peak log likelihood 
was then converged upon using MATLAB’s mle function. MATLAB’s mle function 
also generates confidence intervals (here always 95%) from the estimated Fisher 
information at the solution arrived upon. To find confidence intervals on the magnitude 
of the rhythmicity, we then refit the model with all parameters but 𝑎 fixed, replacing 𝑟 
with !!!!.  
This technique artificially treats each lag as an independent observation from a 
distribution, which artificially inflates the number of degrees of freedom for real cells as 
the same spike may appear in multiple lag windows. Thus, likelihoods discussed here are 
only estimated likelihoods (ℒ). Treating each lag as an independent observation greatly 
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speeds up computation and allows us to analyze rhythmicity without making assumptions 
about cell types and modeling the rate over slower time scales. Usually a single lag 
window contains few (<5) spikes, and so this lack of independence does not spread far 
through the data. In cases where the number of lag windows a single spike appears in is 
commonly greater than 1, this may have a number of effects; particularly, confidence 
intervals estimated from the Fisher Information will likely be smaller than if a full 
distribution were used. Addressing these concerns is a valuable avenue for future 
research. 
Non-rhythmic and non-skipping represent special cases of this distribution (with 𝑟 = 0 
and 𝑠 = 0 respectively), so we then also fit the data as above with 𝑟 or 𝑠 fixed to 0, and 
calculated the log-likelihood of each of these distributions as 𝐿𝐿!! and 𝐿𝐿!!. To test for 
significant rhythmicity, we performed a likelihood-ratio (LR) test by calculating the 𝜒! 
statistic as −2𝐿𝐿!! + 2𝐿𝐿!, which under the arrhythmic null hypothesis should be 
distributed on 𝜒!!!! . Similarly, to test for significant skipping, we can calculate the 𝜒! 
statistic as −2𝐿𝐿!! + 2𝐿𝐿!, which under the no-skipping hypothesis should be 
distributed on 𝜒!!!! . 
To demonstrate this technique, we generated 50,000 sets of lags from 50,000 randomly 
selected sets of parameters for the distribution described in Equation (3.1). The session 
duration (𝑇, seconds) was chosen from a log10 scaled uniform distribution between 600 
and 3600 seconds, the peak firing rate (𝜆𝑀) was chosen from a log10 scaled uniform 
distribution between 0.05 and 40 Hz, and the in window multiplier (𝑀) was chosen from 
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a uniform between 1 and 5. The number of spikes 𝑚 was then chosen as a Poisson with 
rate 𝜆𝑇, and each of the 𝑖!! spikes was chosen to have 𝑛! lags following it from a Poisson 
with rate 𝜆𝑀×0.6. Thus, the total number of marginalized lags (𝑛) followed a Poisson 
distribution with rate 0.6𝜆!𝑇𝑀, the expected lag count (𝐸(𝑛)). A random set of 𝑛 lags 
was then generated from the distribution in Equation (3.1) and a parameter set chosen 
randomly from the following uniform distributions: the overall falloff 𝜏 (log!"(𝑠𝑒𝑐)) 
between -1 and 1, the baseline 𝑏 (unitless) between 0 and 1, the rhythmic falloff 𝑐 
(log!"(𝑠𝑒𝑐)) between -1 and 1, the frequency 𝑓 (Hz) between 0.5 and 15, the skipping 
score 𝑠 (unitless) between 0 and 1, and the rhythmicity 𝑟 (unitless) between 0 and 1. It 
should be noted that these scores were selected to show a range of values, and that the 
analysis may return estimators for some of these parameters outside of these bounds. 
To test if the overall dataset had changed between 2 separate datasets, we concatenated 
the sets of lags 𝑥!,!… 𝑥!,!! , 𝑥!,!,… , 𝑥!,!! , fit, and calculated the log-likelihood of the 
joint data 𝐿𝐿!. We then calculated the 𝜒!-statistic, comparing this to each dataset fit 
separately: −2𝐿𝐿! + 2𝐿𝐿!! + 2𝐿𝐿!!, where 𝐿𝐿!!, 𝐿𝐿!! are the log-likelihoods of 
independent fits of the first and second data sets under our model respectively. Under the 
null hypothesis that the data sets came from the same distribution, this is distributed on 𝜒!!. We performed post-hoc LR tests for individual parameter differences by fitting each 
set of the data with a shared parameter. For example, if comparing the overall falloff 𝜏, 
the model was 𝑓 𝑥; 𝜏, 𝑏!, 𝑐!, 𝑓!, 𝑠!, 𝑟!  if the lag 𝑥 comes from the first cell, and 𝑓 𝑥; 𝜏, 𝑏!, 𝑐!, 𝑓!, 𝑠!, 𝑟!  if 𝑥 comes from the second cell. We then compared this to the 
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separate fits using the 𝜒!-statistic −2𝐿𝐿!! + 2𝐿𝐿!! + 2𝐿𝐿!! , where 𝐿𝐿!! is the log-
likelihood of the fit with a shared 𝜏 parameter. Under the null hypothesis that the cells 
share the parameter 𝜏, this is distributed on 𝜒!!. To demonstrate this, we took 25 random 
parameter sets as described above with 𝑎 > 0.75, 𝜏 > log!"(0.3) , 𝑐 > log!"(0.3) , 5 ≤𝑓 ≤ 11, and 𝑠 ≤ 0.25 , a duration of 30 minutes, an in window multiplier 𝑀 as above, 
and the total number of lags in the autocorrelation ≥1,000. We then shifted the 6 
parameters of the model by 15 steps and simulated two rhythmicity sets under the 
resulting parameter sets resulting in 4,500 (25*15*6*2) simulations and fit each of these 
separately. We then performed pair wise comparisons along each axis, resulting in 67,500 
comparisons (25*15^2*6) and post-hoc tests (Supplementary Figure S 7). 
Subsection Five Firing rate vs. running speed 
Firing rate was fit using a maximum likelihood estimator. The instantaneous running 
speed was taken from the Kalman velocity, based on displacement in location between 
each recorded tracking sample (Fyhn et al., 2004). The number of spikes occurring in 
each video frame (30Hz) was counted. Only frames with instantaneous velocity greater 
than 2 cm sec-1 and less than the 95th percentile of running speeds were considered, in 
order to avoid under sampled regions. The firing rate parameter (𝜆) was assumed to 
follow one of two functions of running speed: Linear 𝜆 = 𝑏 ∙ 𝑣 + 𝑎 and a saturating 
exponential: 𝜆 = 𝑑 − 𝑎 ∙ 𝑒!!∙!. Using	 a	 Poisson	 link	 function,	 the	 underlying	 firing	rate	parameter	was	fit	using	the	‘mle’	function	within	the	MATLAB	statistics	toolbox.	The	log-likelihood	for	each	of	these	generating	functions	was	calculated	and	used	to	
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determine	the	F-value	and	p-score	of	each	fit	compared	to	the	uniform	fit,	as	well	as	a	non-nested	comparison	of	the	saturating	exponential	to	linear	functions.	r2	values	were	calculated	as	the	variance	in	the	spike	count	per	frame	explained	by	the	model,	divided	by	the	variance	in	the	firing	rate	expected	from	a	uniform	Poisson.	
Subsection Six Speed-tuning of rhythmicity 
To conditionalize the amplitude or frequency of the rhythmicity in the running speed of 
the animal, we first shifted the velocity to have zero mean. We then modeled 𝜏, 𝑓 and 𝑟 as 
linearly varying with the running speed of the animal. We first estimated the full fit of the 
data using the mle function, first by holding the other values constant at the initial fit, and 
the other parameters with a zero slope and y-intercept from the initial fit. This gave 
estimated slopes and intercepts for 𝜏, 𝑓 and 𝑟. We then estimated the full fit using MLE 
from this point, giving intercepts (log10(sec), Hz, and unitless for 𝜏, 𝑓 and 𝑟) and slopes 
( !"#!" !"#!"!"# , !"!"!"# , and !!"!"#  respectively). Significance was determined by comparing the 
maximum log likelihood to the maximum log likelihood when the parameters 𝑓 or 𝑟 were 
held constant. The slopes and y-intercept for the depth of modulation, 𝑎, were determined 
by scaling the terms for 𝑟 by (1− 𝑏). To plot the rhythmicity over the velocity, spikes 
were binned using 0.02 second time bins and 50 speed bins spanning 0 to the 99th 
percentile of speeds, occupancy normalized, and smoothed by a Gaussian kernel with a 
standard deviation of 1 bin. 
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Section Three  Results 
Subsection One Challenges facing traditional methods 
Canonical examination of theta modulation of firing has depended on the autocorrelation 
of the binned spike times (Macadar et al., 1970; Vinogradova et al., 1980; King et al., 
1998; Yartsev et al., 2011; Brandon et al., 2013; Yartsev and Ulanovsky, 2013; Ray et al., 
2014). An intuitive interpretation of this signal, and the way it is frequently discussed in 
the literature, is as the counts of spikes that occur in a lag bin following another spike. 
Figure 3.1a, row 1 shows a typical example of a spike-time autocorrelogram for a theta 
modulated grid cell recorded in our lab. Like many rat grid cells, it is moderately theta 
rhythmic and has a number of features that are useful for demonstrating properties of the 
theta index. The cell is a grid cell, so there is an overall falloff of the spike count at 
further lags due to the increased probability that the animal has left the field. The 
magnitude of the oscillation also decreases, presumably due to the variability in the 
frequency of the theta modulation (Vinogradova et al., 1980). Likewise, there is a 
baseline rate; the troughs of the autocorrelation never go to 0. Finally, the rate of decrease 
in the size of the peaks is not smooth; the first peak falls off more quickly than the second 
peak, which falls off less quickly than the third peak. This may suggest a weak cycle-
skipping property (Brandon et al., 2013).  
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Figure 3.1. Challenges facing traditional methods. a-c.) Theta index analysis for different autocorrelograms 
generated by a real grid cell (row 1), a perfectly sinusoidally modulated cell (row 2), a cell which ramps off (row 3), a 
pacemaker (row 4), and a theta skipping cell (row 5). a.) Spike time autocorrelograms, b.) Smoothed squared 
magnitude of FFT, c.) Approximation of the null cumulative distribution function (CDF) for the theta index. d.) 95% 
confidence intervals for the autocorrelogram shape as a fraction of the actual peak rate. Using the same rhythmic 
baseline rate profile (dashed line), the region that the autocorrelogram fill fall with 95% confidence is indicated for a 
range of peak firing rates. Each shaded area represents a different peak rate, which is modulated at further lags as the 
dotted line. Peak rates are scaled logarithmically. e.) The theta index decreases at low firing rates. Theta index of 1000 
simulated phase locked grid cells firing with different peak rates, showing strong correlation between peak rate and 
theta index. Example rate maps and autocorrelograms from cells with relatively high and low firing rates are shown. f.) 
The theta index also decreases with higher velocity. 5,000 simulated place cells with different peak rates and mean 
simulated velocities. Peak rate is indicated by the color of the dot. Example rate maps and autocorrelograms from cells 
with relatively high and low mean velocities are shown. g.) Median theta indices for bins of data shown in f. The white 
line indicates the threshold for which 50% of simulated cells were significantly rhythmic by the shuffled theta index, 
and the black line indicates the region for which 95% of simulated cells were significantly rhythmic. 
The shape of the autocorrelogram is typically analyzed in a scale-free manner, using 
spectral properties (i.e., theta index) or an alternative fit (see Brandon et al., 2013). 
However, there is a significant issue with using the shape of the autocorrelogram as an 
intermediate step; the autocorrelogram becomes extraordinarily variable at relatively low 
firing rates. If we approximate each bin of the autocorrelogram as a Poisson random 
count, we can solve analytically for the 95% confidence interval for an autocorrelogram 
generated by an underlying rate profile. For a given mean rate 𝜆, peak rate 𝑀𝜆, session 
duration 𝑇, bin width 𝛿, and fraction of the peak rate at the lag Λ, the number of counts is 
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distributed on 𝑃𝑜𝑖𝑠(𝛿𝑀Λ𝑇𝜆!), where 𝑃𝑜𝑖𝑠 is the cumulative Poisson distribution. Thus, 
as a fraction of the expected peak count, the autocorrelogram will fall between 
(𝑃𝑜𝑖𝑠!! !! ; 𝛿𝑀Λ𝑇𝜆! /𝛿𝑀𝑇𝜆!,𝑃𝑜𝑖𝑠!! 1− !! ; 𝛿𝑀Λ𝑇𝜆! /𝛿𝑀𝑇𝜆!), and is thus a 
function of the number of spikes and the relative rate. In Figure 3.1d, we generated a 
rhythmic ground truth rate as a fraction of the peak rate, and examined the 95% 
confidence intervals as a function of peak rate. The average rate was assumed to be 1/3 of 
the peak rate, and the duration of the sample was 30 minutes. The color bands show the 
region that we can say with 95% confidence the approximated autocorrelogram would 
fall within given the rate profile and the average rate. Note that as the firing rate 
decreases, there is a sharp increase in the uncertainty of the shape. If the firing rate 
decreases following a spike, the uncertainty will be greater at larger lags. This has 
important implications if we are then to do analysis on this shape as any measure of 
rhythmicity that depends on the spike-time autocorrelogram is negatively biased by the 
spike rate, the session duration, or by the rate of falloff in the autocorrelogram, even if 
the cell is known a priori to be rhythmic.  
In the most common measure of theta modulation, the theta index, the Fourier transform 
of the autocorrelogram after subtracting the mean is taken, and the peak-squared 
amplitude in the range between 5-11 Hz is chosen as the frequency of the modulation. 
The theta index is then calculated as the ratio between the mean squared amplitude in the 
2 Hz window centered on this peak, and the mean squared amplitude in a larger window, 
here between 0 and 50 Hz (as shown in Figure 3.1b). The latter window has also been 
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varied (0-125 Hz or 2-125 Hz), and can dramatically alter the results (Barry et al., 
2012a). The rejection region for the null hypothesis, that the cell is not rhythmic, has 
either been determined at an arbitrary cutoff (usually theta index>5) or by generating a 
null distribution of theta indices after shuffling the data by some window, in this case, 
±10 seconds (Figure 3.1c). There are a number of spectral problems that further bias this 
score negatively. The window has so few samples (usually 100 or 120) that there is 
spectral bleed out, as can be seen in Figure 3.1a-c, row 2 for a perfectly sinusoidally 
modulated cell. In the case of a pure 8 Hz sinusoid 100 samples at 100 Hz, this results in 
30% of the total power falling in the tails outside of the window. This substantially 
reduces the theta index as compared to a theoretical theta index with all of the power in 
the window (18 versus 25). The spread of spectral power can exacerbate other spectral 
effects by bleeding power in and out of the theta window, biasing the score towards 1. 
The slow falloff due to exiting the field adds a large amount of low power structure, 
which often bleeds into the theta frequency range, as can be seen in Figure 3.1a-c, row 3 
for a cell with a linearly decreasing rate. Non-sinusoidal structure adds large harmonics to 
the frequency domain, as can be seen in Figure 3.1a-c, row 4 for a pacemaker cell, whose 
score is substantially lowered by the higher harmonics. This structure outside of the theta 
range also bleeds back into the theta window. Finally, other common structures in the 
rhythmicity, such as theta cycle skipping, disrupt the ability of the theta index to 
accurately predict the frequency of the modulation and add power outside of the peak 
range. This can be seen for the theta cycle skipping cell in Figure 3.1a-c, row 5, where 
there is more power in the half frequency range of the spectra. This low frequency peak is 
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analyzed by the theta index, despite the obvious theta rhythmic component.  
The net result of these problems is that the theta index is substantially biased by many 
factors, including the peak firing rate and the time spent in the field. We illustrate that by 
using simulated spatial cells. All of the simulated cells in Figure 3.1e-g have the same 
amount of theta rhythmicity: they all fire phase locked to a simulated theta local field 
potential. In Figure 3.1e, we simulated 1000 grid cells with random spacing and 
orientation that fired locked to the peak of simulated theta with varying peak firing rates, 
and then we calculated their theta indices. There is a strong correlation (𝜌=0.71, p=9.6e-
155) between the peak firing rate and the theta index, illustrating the bias of the theta 
index by firing rate as demonstrated previously. Example cells from the simulated data 
are shown. Additionally, we simulated 5000 three-dimensional place cells with random 
diameter (mean 100 cm) and field center, with varying peak firing rate and varying mean 
velocity of movement. Figure 3.1f and g shows these data, with the color of each dot 
indicating the theta index, and Figure 3.1g shows the average theta index for the data in 
10 speed and rate bins,. Sample cells are indicated. Note that at high speeds, the slope of 
the autocorrelogram is steeper, and that the highest theta indices are concentrated at high 
firing rates and low speeds. This can be seen by a significant negative slope of the theta 
index with increased running speed and decreased firing rate, as well as a significant 
interaction between running speed and firing rate (GLM speed, firing rate, interaction, 
p=3.9e-73,~0,1.5e-19). Subtle features of movement behaviors, such as not stopping or 
changing direction abruptly, or neuronal properties, such as spike-frequency adaptation, 
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may increase these effects. However, it is 
clear from these simulations that factors 
outside of the actual rhythmicity of the 
neuron bias the theta index. 
In real data, if we approximate each small 
time bin in the autocorrelogram as a 
Poisson count, we can compute a 
confidence interval for the underlying 
“rate profile”. The region of shapes that 
fall within this range can act as confidence 
intervals for the theta modulation. If the 
region excludes highly theta rhythmic 
signals, it is unlikely that the cell has 
rhythmicity, rather than we are just 
unable to detect the rhythmicity. By 
calculating the theta indices for these 
profiles, and finding the most and least rhythmic shapes in these regions, we can produce 
a confidence interval for the theta index for each cell. Figure 3.2 shows these confidence 
ranges and the shapes with lowest and highest theta indices which fall within these 
bounds for 4 bat grid cells from the Ulanovsky laboratory (left) and 4 rat (right) grid cells 
recorded in our laboratory (For all 25 bat grid cells and 25 rat grid cells, see 
Figure 3.2. Confidence intervals for underlying rate and 
theta index for bat and rat grid cells. Bars indicate actual 
counts from the autocorrelograms. For each cell, the gray 
shaded region indicates the 95% confidence region for the 
actual underlying rate, given the autocorrelogram count and 
the number of spikes. The thick black line represents the 
possible underlying rate with the highest theta index found 
in this region: these autocorrelograms do not exclude this 
rhythmic underlying rate, and thus the theta index of this 
trace is the upper bound of the 95% confidence intervals for 
the theta index. Actual theta index (TI) and the range of 
values found in the regions are indicated. 
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Supplementary Figure S 2 and Supplementary Figure S 3). It is worth noting that, due to 
the wide confidence intervals around the autocorrelation, none of the confidence regions 
around the bat grid cell autocorrelograms exclude very high theta indices (minimum 17). 
The relative width of the confidence intervals around the histogram bars depends on the 
actual number of spikes counted in that bin. The expected number of observations in a 
particular bin depends on the product of the trial duration (𝑇), the overall mean firing rate 
(𝜆) and the average rate in that bin. The mean firing rates in a bin can be thought of as Λ𝜆, where Λ is some multiplier of the average firing rate. Usually, within the 
autocorrelogram window Λ is greater than 1, because the animal is likely to be in a firing 
field when the cell is firing. Thus, the relative width of the confidence interval depends 
on 𝑇Λ𝜆!: the number of observed lags varies quadratically with the firing rate, and 
linearly with the session duration and the multiplier Λ. Thus, if two cells have the same 
rhythmic rate multipliers Λ, but one has 1/10 the rate of the other, the session would have 
to be 100 times as long to have the same reliability in the shape of the autocorrelogram.  
Altogether, a more statistically rigorous method of analyzing theta rhythmicity is needed. 
The theta index cannot be used as a ground truth for how rhythmic cells actually are in 
the verification of its own efficacy, and thus a systematic exploration of simulated data 
for which the ground truth rhythmicity is known should be performed. Here, we bypass 
the use of the spike-time autocorrelogram, and instead estimate the likelihood of the 
timing of a spike which follows another spike using a parametric model. Using this 
parametric model, we can generate data for which we know the actual rhythmicity 
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irrespective of the other factors that may affect the theta index, allowing us to examine 
how the actual rhythmicity and the other factors affect the theta index. 
Table 3.1 Parameters of the Parametric Rhythmicity Model.  [Eq. (1)], Their Range, and Their Description These 
values are estimated by and included in the output of our mle_rhythmicity function in stats.phat or stats.a. 
Parameter	 Range	 Description	𝝉	 (−∞,∞)	 The	log10	of	the	time	constant	for	the	overall	decay	(log10(sec)).	𝒄	 −∞,∞ 	 The	log10	of	the	time	constant	for	the	decay	of	the	rhythmicity	amplitude	(log10(sec)).	𝒃	 [0,1]	 The	baseline	probability.	If	1,	the	rhythmicity	distribution	is	uniform	across	the	window.	𝒇	 [1,13]	 The	frequency	of	the	rhythmic	modulation	(Hz).	𝒔	 [0,1]	 The	skipping	index.	If	0,	no	skipping,	if	1,	no	secondary	peaks.	𝒓	 [0,1]	 Rhythmic	modulation	component.	If	0,	no	rhythmic	modulation,	if	1,	maximally	rhythmic	(given	b).	𝒂	 [0,1]	 𝑟(1− 𝑏).	The	rhythmicity	magnitude.	The	initial	relative	amplitude	of	the	rhythmic	modulation	(before	normalization).		
Subsection Two A parametric model of the distribution of lags 
To reduce the biases of the spike-time autocorrelogram, we generated a new technique 
using a parametric model of the distribution of lags (Equation (3.1, Table 3.1, Figure 
3.1a, and Dynamic Figure 3.1). We found all of the lags in 0.6-second windows 
following each spike, and treated them as independent values from our rhythmicity 
distribution. Table 3.1 shows and explains each parameter, and a diagram of the 
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parameters is in Figure 3.3. To get an intuitive sense of how each parameter affects the 
shape of the distribution, we encourage the reader to experiment with Dynamic Figure 
3.1, available at http://bit.ly/1tJurco). In brief, the distribution models the falloff of firing 
and the falloff in amplitude of the rhythm as exponentials (Vinogradova et al., 1980), a 
baseline rate, and the rhythmic modulation as the shifted sum of two cosines, one at half 
frequency to allow theta cycle skipping. The rhythmicity magnitude, 𝑎, is the initial 
amplitude of the rhythmic component and is what we will use as a metric of rhythmicity. 
We implemented this in MATLAB, and it is available at 
https://github.com/jrclimer/mle_rhythmicity. 
To compare this technique to the theta index, we simulated 50,000 sets of lags from a 
range of values under the rhythmicity distribution. We then refit these data to the 
distribution and then analyzed the data using the theta index. Figure 3.4a shows the 
amplitude values, and Figure 3.4b shows the theta index values. The x-axis has the 
baseline amplitude of the 
rhythmicity, and the y-axes 
show six different ground 
truth parameters of the 
distribution. Note that there 
is very little bias on the 
estimated amplitude (𝑎, 
Figure 3.4a) by the average 
Figure 3.3. Diagram of the parametric rhythmicity distribution, described 
in Eq. (3.1 and 3.2). The gray dashed line shows the baseline (b), and the red 
line shows the falloff, an exponential with rate determined by 10τ. The blue 
dotted lines show the envelope of the rhythmic modulation, which starts at 
a = (1 − b)r, and falls off with the product of the overall falloff and an 
exponential with rate 10c. In s = 0, the rhythm fills this space (solid purple 
line). If s > 0, then a second sinusoid at half frequency is added (thick black 
line). The amplitude of the oscillations and midline are shifted so the oscillation 
always fills the space between the decays (dotted blue lines) and so if τ and c 
are large, the secondary peaks are (1 − s) the height of the primary peaks. 
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firing rate 𝑅, the peak firing rate max 𝑅 , the duration of the session (𝑇), the expected 
number of lags within the window (𝐸(𝑛)), the distribution falloff rate (𝜏), the baseline 
rate (𝑏), the falloff rate of the amplitude (𝑐), the frequency (𝑓), or the skipping (𝑠); 
whereas all of these affect the theta index (Figure 3.4b). The maximum (white), median 
(gray), and minimum (black) values are indicated for the average rate, peak rate as the 
average rate in the autocorrelogram window, session duration, and lag count for the 25 
bat grid cells. Note that, for the theta index, the highest firing rate cell borders the edges 
where the theta index is always small, and that a change in the session duration has a 
weak effect on the theta index.  
We can quantify these effects using a general linear model (Table 2). To make the slopes 
comparable, we normalized the theta indices of the simulated cells to their 95th percentile 
(12.1). Because the relationships between the average and peak firing rate, the session 
duration, and the expected lag count, we only used the expected lag counts 𝐸(𝑛) and the 
other model parameters 𝜏, 𝑏, 𝑐, 𝑓, 𝑠, and 𝑎. All factors, with the exception of the baseline 
rhythmicity, rhythm decay, and skipping score, had a significant effect on the maximum 
likelihood estimation (MLE) approach (Table 2, p<0.05). The skipping score and rhythm 
decay do not affect our estimates of rhythmic strength, and the effects of the baseline 𝑏 
on rhythm strength are encapsulated by the effects of the rhythmicity magnitude 𝑎. In 
contrast, the theta index was significantly affected by all of the factors examined (Table 
2, p<0.05). The MLE approach yielded a higher slope on the baseline rhythmicity (0.63 
vs. 0.49) and smaller amplitude slopes for interactions with all parameters. These 
differences were all highly significant (Wald tests, p=~0).  
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Figure 3.4. Examination of the MLE approach versus the theta index for a simulated dataset. a.) Mean of the 
maximum likelihood estimator for amplitude of rhythmicity (a ̂) for 50,000 cells as a function of the ground truth 
amplitude (x-axis, a), versus several parameters (y-axis): the average spike rate [R (Hz), log axis], the peak spike rate 
[max (R; Hz), log axis], the session duration [T (min), log axis], the expected number of spikes in the window [E(n), 
log axis], the overall falloff rate (τ), the baseline (b), the frequency (f), the rhythmicity fall off (c), and the amount of 
skipping (s). Maximum is 1. Arrows indicate the highest (white), median (gray), and minimum (black) values of bat 
grid cells. b.) As a, but for the theta index. Maximum is the 95th percentile of scores, or 12. c.) As a–b, but showing the 
rate of detection of significant rhythmicity using the MLE method. Maximum is 100%. d.) As a–c, but showing the rate 
of detection of significant rhythmicity using the theta index. Maximum is 100%. 
We can also fit our data with a single exponential decay to a baseline, instead of to an 
exponential decay with the rhythmic component (Figure 3.3, red line). By comparing the 
log likelihood values from this fit versus the full fit, we can determine if significant 
evidence exists for the rhythmic model over the arrhythmic model using a likelihood ratio 
(LR) test. We can do a similar test with 𝑠, the skipping score. In Figure 3.4c, we show the 
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results of LR-tests for the presence of rhythmicity, and in Figure 3.4d, we show the 
results of the significance of the shuffled theta index. It is important to note that the 
specific method of determining the significance of the theta index may change the 
specific percentage values, and because we only simulated within the autocorrelogram 
window, we used a smaller shuffling window (±1/(peak frequency – 1) seconds). This 
may cause the detection rates to be higher here than with larger shuffling windows (e.g. 
10 seconds, see methods). All of these simulations have some rhythmicity a priori, 
although the magnitude of this rhythmicity ranges from nearly none to an initial rhythmic 
amplitude spanning the autocorrelogram. Note that, unlike the estimation of the 
amplitude, detection of rhythmicity by the MLE approach is also always affected by the 
expected number of observed lags in both the theta index and our method. Again, the 
peak, median and minimum average rates, peak rates, session duration, and spike counts 
for bat cells are indicated.  
Some restrictions apply to the MLE approach. For very small lag counts, it over-fits small 
numbers of lags with high rhythmicity: it is relatively easy to pick a frequency of 
oscillation for which a handful of spikes fall at the peaks of the oscillation. These values 
have very wide confidence intervals about the estimation for 𝑎. Thus, we recommend that 
the value of 𝑎 should only be used if at least 100 lags are present in the autocorrelogram 
window (At >95 lags, estimated 𝑎 is less than 1 standard deviation from the expected 
average for 𝑎 < 0.5). In contrast the theta index is always biased by the number of lags 
and at the same number of lags, the theta index is always low in the region where the 
MLE approach is affected (At <95 lags, mean theta index is 2.3±0.04 standard error for 
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𝑎 > 0.5). The median number of lags for the rat grid cells examined is 2,042. The 
artificial independence assumption for lags causes the confidence intervals on our lag 
distributions to likely be smaller than if the full distribution were described and a bias 
may be induced in some of the parameters. Additionally, the frequency of the underlying 
rhythmicity affects analysis by both techniques. The highest theta indices are restricted to 
a narrow frequency range around 8 Hz, and detection of rhythmicity by the theta index is 
highly reduced outside of the 5-11 Hz range. In contrast, the frequency of the underlying 
rhythmicity has a smaller effect on the amplitude estimation and significance as 
determined by the MLE approach, but detection breaks down at very low frequencies (<1 
Hz). Other factors have effects on the approaches as well. These effects are neither 
necessarily independent nor additive, and thus, any single subplot in Figure 3.4 cannot be 
thought to be completely predictive of detection ability in a dataset.  
To examine the effects of parameters on rhythmicity detection, we can generate a logistic 
generalized linear model (Table 3). Higher 𝛽 values from the logistic fit indicate a 
sharper transition in the probability of detection along that parameter; thus, higher 𝛽 
values reflect an effect of a parameter over less of the space. The MLE approach yields 
significantly higher 𝛽 values for many of the parameters (Table 3, p<0.05) and detected 
rhythmicity in significantly more of the sessions (54% versus 41%, binomial test, p~0). 
Thus, the MLE approach is significantly more sensitive (more simulated cells were 
significant) to rhythmicity than the theta index under the examined conditions.  
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We ran our technique on the same cells 
shown in Figure 3.2 (Figure 3.5, see also 
Supplementary Figure S 5 and 
Supplementary Figure S 6). Again, we 
were unable to detect significant 
rhythmicity in any of the bat grid cells; 
although, we were able to detect 
rhythmicity in all of the rat grid cells 
examined. For many of the bat grid cells, 
the confidence bounds surrounding our 
estimate spanned the entire range, 
indicating that more lags would be 
required to make an accurate 
determination about the magnitude of 
rhythmic modulation of the cells. The best 
fits of the bat cells contained slow frequency components, but this may not have been 
significant due to the fast falloff relative to the rhythmic component or the short window 
size. Although more of the bat grid cells fall within the detection region for the MLE 
approach, most of the cells do not (Figure 3.4c). To demonstrate this, we simulated 
autocorrelograms with the session duration, mean and peak firing rates matching the 25 
bat grid cells (Supplementary Figure S 4). For each bat cell, 50 autocorrelograms were 
Figure 3.5. MLE method results for bat (left) and rat 
(right) grid cells analyzed in Figure 2. The dark black 
line shows the approximated histogram from the best fit, 
the gray dotted line shows the best fit without rhythmicity. 
Amplitude of the oscillation ( ) and 95% confidence 
intervals are indicated. P-values are the results of the LR 
test for the full fit (black line) over the nonrhythmic fit 
(dashed line). 
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generated in 6 bins of the ground truth amplitude and the distributions of values above. 
We then used the theta index and MLE approaches to detect rhythmicity in these 
simulations. None of the cells reached 95% detection rates, even when the ground truth 
amplitude was near 1. In less than half (10/25 for MLE, 9/10 for theta index) of the cells, 
detection rates ever exceeded 50%. Although many factors may affect rhythmicity 
detection as discussed above, it is likely that rhythmicity similar to the rhythmicity of rat 
grid cells would go undetected in most of the bat cells (Mean amplitude for rat grid cells: 
0.60). The highest firing rate handful of neurons may imply that rhythmicity is weaker, 
different (i.e. in a very low frequency), or nonexistent in the bat entorhinal cortex; 
however, we do not have sufficient evidence to distinguish these from difficulty in 
detection. 
A notable advantage of the MLE approach is that each lag is a separate observation. In 
contrast to other techniques which “collapse” each spike into a single observation per 
session (i.e. the theta index of a cell in a particular session), this allows for statistical 
comparison of a single cell across two sessions using LR-tests comparing the separate fits 
to those with overlapping parameter estimates. To demonstrate this capability, we took 25 
parameter sets that would be favorable for such analysis, shifted each of the parameters 
over a range in 15 steps, and pairwise compared the results within the same initial 
parameter tests to show the sensitivity of these tests. The results of this analysis are 
shown in Supplementary Figure S 7. Under these conditions, the detection of parameter 
differences is highly sensitive and specific. Additionally, we can conditionalize each lag 
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based on covariates, offering a large advantage over the traditional autocorrelogram 
approach. 
Subsection Three Speed-tuning of rhythmicity in entorhinal cortex 
	
Figure 3.6. Speed tuning of neurons in the entorhinal cortex. a.) Example entorhinal cells demonstrating a range of 
tuning. Left: autocorrelograms and fit using the MLE technique. Right: scatter (tops) and density (bottom) plots for the 
cells shown on the left with lags spread across running speeds. The dashed lines indicate the crests of the fit, 
conditionalized on the running speed. The top cell oscillates faster as the animal moves faster, the middle remains 
frequency locked, and the bottom oscillates slower as the animal moves faster. b.) Firing rate versus running speed 
slopes and the oscillatory frequency versus running speed slopes. c.) Pseudo R2 for the firing rate modulation by 
running under septal inactivation. d.) Pseudo R2 for the rhythmicity frequency modulated by running speed under septal 
inactivation. e.) Scatter plot of the changes in the speed tuning of rate pseudo R2 and rhythm pseudo R2 under septal 
inactivation. 
Theta oscillations in the LFP (McFarland et al., 1975; Slawinska and Kasicki, 1998; 
Hinman et al., 2011) and single units (Maurer et al., 2005; Jeewajee et al., 2008b; 
Stensola et al., 2012) are known to be modulated by running speed. The issues that 
traditional methods for examining rhythmicity have when data is sparse discussed above 
are exacerbated when we divide the data in order to examine rhythmicity under varying 
conditions (Welday et al., 2011). The MLE approach, in contrast, can easily adjust the  
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Table 3.2. General Linear Model Fit of the Fit Amplitude (a ̂) or the Theta Index (TI)  The slope for the fit 
amplitude (𝜷𝒂) and the theta index (𝜷𝑻𝑰) versus each interaction and their significance (𝑷𝒂 and 𝑷𝑻𝑰, respectively) are 
indicated. R_a ̂^2 and R_TI^2 show the fraction of the variance explained by each interaction alone on the fit amplitude 
and theta index, respectively. The difference in the slope magnitude (Δ|β|) and the percentage difference are also 
indicated. These differences are all highly significant (Wald tests, P ∼ 0). 
Parameter	 𝜷𝒂	 𝒑𝒂	 𝑹𝒂𝟐	 𝜷𝑻𝑰	 𝒑𝑻𝑰	 𝑹𝑻𝑰𝟐 	 𝚫|𝜷|	 %	
Difference	
(TI	–	MLE)	
Constant	𝜷𝟎	 0.23	 ~0	 -	 -5.1e-3	 0.33	 -	 -0.22	 -191%	
Expected	lag	
count	𝑬(𝒏)	 -1.8e-7	 6.8e-153	 9.9e-3	 3.3e-7	 ~0	 0.032	 1.5e-7	 58.7%	
Overall	
decay	𝝉	 -0.018	 2.3e-22	 1.4e-3	 0.12	 ~0	 0.054	 0.10	 147%	
Baseline	𝒃	 4.4e-3	 0.38	 0.099	 0.082	 1.6e-51	 0.026	 0.077	 179%	
Rhythm	
decay	𝒄	 -2.1e-4	 0.91	 9.7e-8	 0.049	 3.3e-128	 9.0e-3	 0.049	 198%	
Rhythm	
freq.		𝒇	 3.5e-3	 6.5e-40	 2.4e-3	 0.016	 ~0	 0.047	 0.012	 128%	
Skipping	𝒔	 1.2e-4	 0.97	 1.1e-5	 -0.029	 6.0e-13	 6.7e-4	 0.029	 198%	
Ground	
truth	
amplitude	𝒂	
0.63	 ~0	 0.23	 0.49	 ~0	 0.097	 -0.13	 -23.5%	
distribution for each individual lag, allowing for a robust examination of the speed tuning 
of these neurons. To this end, we examined the rhythmicity 322 previously recorded rat 
entorhinal grid cells (Brandon et al., 2011). Many (268 of 322, 83%) of these cells were 
significantly theta rhythmic, and any of these cells had positive speed tuning (67/268, 
25%), that is, they oscillated faster as the animal moved faster (Figure 3.6a, top example). 
Interestingly, however, these cells demonstrated a variety of behaviors inconsistent with 
the positive speed tuning of frequency known in the LFP. Nearly half of the cells were  
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Table 3.3. Logistic Fit of the Probability of Detecting Rhythmicity.  𝜷𝑴𝑳𝑬 shows the β values for the fits for the 
MLE approach, 𝒑𝑴𝑳𝑬 indicated the significance of each β value for the MLE fit, 𝜷𝑻𝑰 shows the β values for the theta 
index, and 𝒑𝜟 shows the significance of the Wald test for the difference between the βs. 
Parameter	 𝜷𝑴𝑳𝑬	 𝒑𝑴𝑳𝑬	 𝜷𝑻𝑰	 𝒑𝑻𝑰	 𝒑𝚫	
Constant	𝜷𝟎	 -1.7	 3.1e-249	 -2.0	 ~0	 1.7e-11	
Expected	lag	count	𝑬(𝒏)	 4.9e-5	 ~0	 3.8e-6	 ~0	 ~0	
Overall	decay	𝝉	 0.24	 9.8e-37	 0.12	 7.2e-13	 5.5e-11	
Baseline	𝒃	 -0.48	 3.6e-21	 -0.35	 4.3e-14	 6.5e-3	
Rhythm	decay	𝒄	 0.30	 8.6e-55	 0.22	 7.2e-38	 2.0e-5	
Rhythm	freq.		𝒇	 0.064	 7.4e-124	 0.082	 5.4e-250	 8.3e-13	
Skipping	𝒔	 5.1e-3	 0.90	 0.33	 4.7e-21	 ~0	
Ground	truth	
amplitude	𝒂	 3.3	 ~0	 3.1	 ~0	 6.4e-4	
not significantly tuned (136/268, 51%, Figure 3.6a, middle example), and the rest were 
negatively speed tuned, that is, they oscillated slower as the animal moved faster (65/268, 
24%), although the slopes were significantly shifted positively (Median 2.4e-4 !"(!"/!"#), 
KS test, K=0.50, p=2.9e-29). 
Interestingly, the slope of the frequency tuning was not related to the slope of the overall 
rate tuning (𝜌=0.03, 𝑝 =0.78; Figure 3.6b, Kropff et al., 2015), suggesting that the 
sources of these speed signals may be independent. To further examine these speed 
signals, we examined the effects of septal inactivation via muscimol infusion to the MS. 
In previous studies, it has been shown that septal inactivation greatly attenuates theta in 
the LFP and disrupts the spatial firing pattern of grid cells, while leaving the head 
direction signal intact (Brandon et al., 2011). Interestingly, the firing rate tuning by 
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running speed was enhanced under muscimol infusion (Wilcoxon sign rank test: p = 6.2e-
06; Figure 3.6c), while the rhythmic tuning was reduced (Figure 3.6d; Wilcoxon sign 
rank test: p < 0.0005).  
Section Four  Discussion 
Recent recordings from the bat entorhinal cortex (Yartsev et al., 2011) and hippocampus 
(Yartsev and Ulanovsky, 2013) have shown rate maps which bear spatial structure 
through grid firing in entorhinal cortex and place fields in hippocampus, but researchers 
were unable to identify a robust theta rhythmic component in the local field potential or 
spiking of these neurons. Such findings have been presented as causal disproof of models 
of spatial firing that rely on theta rhythmic processes. On the other hand, evidence 
suggesting that theta frequency dynamics carry spatial information (O’Keefe and Recce, 
1993; Burgess et al., 1994; Skaggs et al., 1996; Hafting et al., 2008; Huxter et al., 2008; 
Climer et al., 2013), that theta phase regulates information flow in the hippocampus (Tort 
et al., 2008; Colgin et al., 2009; Belluscio et al., 2012; Newman et al., 2013), and that 
theta phase regulates hippocampal plasticity (Hölscher et al., 1997; Hyman et al., 2003) 
support the distinct hypotheses in which theta rhythmic processes are critical to episodic 
memory and spatial navigation. Some of these processes may be supported by non-
rhythmic or very slow oscillations, as in coordination during up and down states during 
sleep (e.g. Hahn et al., 2012); however, proposed mechanisms of synchronous 
communication through neural rhythms (Gutkin et al., 2005; Ermentrout et al., 2008; 
Uhlhaas et al., 2009; Zhou et al., 2013) and theta generation (Dragoi et al., 1999; 
Buzsáki, 2002; Buzsáki et al., 2012a; Spaak et al., 2012) are distinct from those 
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underlying the periodic depolarizations of neurons in these states (Sanchez-Vives and 
McCormick, 2000; Bazhenov et al., 2002; Sanchez-Vives et al., 2010; Mattia and 
Sanchez-Vives, 2012), and the experimental distinction between the two in the 
hippocampal circuit is a valuable experimental pursuit. 
It has been proposed that the traditional method of measuring theta rhythmicity, the theta 
index, may be substantially biased by factors such as firing rate (Barry et al., 2012a). To 
this end, we have completed an in-depth analysis of how properties of simulated spatial 
cells including firing rate (Figure 3.1d-e) and movement speed (Figure 3.1f) affect the 
theta index. To combat these issues, we have developed a novel technique using 
maximum likelihood estimation (MLE) of the distribution of lags to examine rhythmicity, 
which is more sensitive and robust than the theta index (Figure 3.3, Figure 3.4, Figure 3.5 
5). To verify this technique and to compare with the theta index, we simulated and 
analyzed 50,000 sets of lags with a wide range of properties. Estimated rhythmicity 
amplitude from the MLE approach was much less biased than the theta index by nearly 
all features (Figure 3.3, Figure 3.4), and rhythmicity detection was more sensitive (Figure 
3.4, Table 3.3).  
Although providing a notable improvement over the theta index, the advantages of the 
MLE approach are not without caveats. At very low (<100) lag counts, the method 
overestimates the amplitude of rhythmicity. As implemented here, it assumes lags are 
independent, which we know they are not in real data where spikes may appear in 
multiple lag windows. This increases the degrees of freedom for the dataset analyzed 
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relative to the actual degrees of freedom in the data, which may affect our measures and 
inappropriately narrow confidence intervals estimated from the Fisher Information at 
high firing rates. Ameliorating these issues would provide notable improvements to 
rhythmicity measuring techniques. 
Since the theta index is a measure on the spike-time autocorrelogram, we have examined 
the autocorrelograms of the bat grid cells in terms of the expected variability given the 
actual autocorrelogram counts and numbers of spikes, and we argue that the bat grid 
cells’ autocorrelograms do not contain enough spikes to conclusively determine that they 
are not rhythmic by the theta index or the MLE approach (Figure 3.2, Figure 3.4, Figure 
3.5, Supplementary Figure S 2, Supplementary Figure S 4, Supplementary Figure S 6). A 
low amount of data exists in the lag window because of their low firing rates. However, 
we do not rule out the possibility that no theta rhythmic phenomena exist in the bat 
hippocampal circuit. Indeed, it is unlikely that cells firing with the low rates seen in the 
crawling bat could reliably carry temporal information as seen in the rodent. Whether the 
bat hippocampal circuit uses timed activity and processes in memory and spatial 
navigation as seen in other mammals (O’Keefe and Recce, 1993; Tesche and Karhu, 
2000; Hyman et al., 2003; Hafting et al., 2008; Davidson et al., 2009; Addante et al., 
2011; Watrous et al., 2011; Climer et al., 2013) remains an open question.  
The higher peak firing rates and larger field size seen in place cells in the flying bat 
(mean peak firing rate ~9 Hz, see Yartsev and Ulanovsky, 2013 Figure 4e) would be 
much better suited for such analysis (Figure 3.4). These cells also do not show theta 
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rhythmicity via the theta index. However, firing rate is not the only property of cells that 
biases the theta index and alters detection rates. The autocorrelograms of bat place cells 
have a very fast falloff (see Yartsev and Ulanovsky, 2013 Figure 4, S18 and S21), and 
thus traditional methods may be ill suited for examination of rhythmicity in these cells 
(Figure 3.4b, 𝜏). This falloff may be caused by the fast movement speed of the animals 
(Figure 3.1f), although this may also be caused by intrinsic firing properties that repress 
long periods of firing. In vitro recordings of bat stellate cells have revealed resonance 
frequencies at much lower frequencies (~1.67 Hz) than the canonical theta range in rats 
(~8 Hz) (Heys et al., 2013). Rhythmicity at these frequencies would be impossible to 
detect with the theta index (Figure 3.4c) and would require very long, sustained periods 
of activity in order to be detected by any technique. It would be highly beneficial to 
examine the bat place cell dataset with the MLE approach or alternate techniques, using a 
wider examination window to detect whether these slower rhythms exist. Given their 
consistently high firing rates and strong rhythmicity in the rodent, GABAergic 
interneurons may also provide a better platform for examining if a theta-like process 
exists in the bat brain. 
In specific reference to models of grid cells, although several challenges face variants of 
theta-dependent models (e.g. oscillatory interference, see Remme et al., 2010, Zilli, 2012, 
and Domnisoru et al., 2013 for discussion) they are not mutually-exclusive of other 
models, and computational models that use multiple mechanisms for generating grid cell 
firing can capture many features of grid cell activity (Zilli, 2012; Schmidt-Hieber and 
Häusser, 2013; Bush and Burgess, 2014). It is possible that certain behaviors and 
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mechanisms underlying grid cell behaviors, particularly those of temporal coding, are not 
present or have become vestigial in the hippocampal circuit of other mammals.  
The MLE approach also allows us to characterize rhythmicity as modulated by a number 
of factors. We used this to examine running speed modulation of rhythmicity frequency, 
and found that medial entorhinal cells have a septal dependent tuning of their rhythmicity 
by running speed that is distinct from the septally independent running of their firing rate 
(Figure 3.6). This suggests that there are multiple speed signals converging in the medial 
entorhinal cortex arising from different input streams. These could support differential 
but interacting mechanisms for path integration in the hippocampus. 
Other aspects, which are not examined here, of rhythmicity may make it difficult to 
observe. We know that these processes are history dependent, thus, the variance of the 
true distribution may be higher than expected for a consistent Poisson in each bin (e.g. 
Fenton and Muller, 1998). This would decrease our confidence of the underlying rates, 
and thus decrease our confidence in the strength of the rhythmicity, widening the 
confidence intervals about the autocorrelogram and making it more difficult to examine 
rhythmicity via the theta index. Unexplained variance in the counts may be explained by 
further conditionalization of the distribution of lags by other features that impact spiking 
and rhythmicity, such as the frequency of the ongoing LFP oscillation. Theta frequency is 
variable. In rodents, it is heavily modulated by speed (Richard et al., 2013; Long et al., 
2014) and behavior (Belchior et al., 2014), and in both rodents and humans it is 
modulated by novelty (Sambeth et al., 2009; Park et al., 2014). Maximum likelihood 
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estimation can provide a framework for examining if significant variance can be 
explained by this conditionalization of the underlying frequency on any number of 
factors. 
When performing extracellular recordings in vivo, it is necessary to estimate intrinsic 
properties of neurons based on much noisier and poorly understood extracellular 
potentials. In the face of this challenge, researchers have typically extrapolated analysis 
on the discrete events of action potentials to determine properties of individual neurons 
and the larger network. As in any statistical analysis, these tools use data replete with 
noise to estimate an underlying property of the neuron. As a result, we often try to use 
tools that average hundreds or thousands of spikes, such as rate maps, with the 
assumption that with enough data such measures can approximate underlying continuous 
features of cells. All of these assumptions can break down at lower spike numbers. 
Maximum likelihood estimation of parametric distributions provides a powerful 
alternative approach. By treating each spike as an observation from a distribution, we can 
find the distribution that was most likely to have generated our data. These techniques 
treat each spike as an observation, so we can examine if significant changes exist in the 
rhythmicity of a single cell in two experimental conditions using likelihood ratio (LR) 
tests (Supplementary Figure S 7). When any statistical analysis fails to reject a null 
hypothesis, particularly with a small number of observations, researchers should be 
cautious in how they interpret their null result: the absence of evidence is not necessarily 
evidence of absence.  
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CHAPTER FOUR. ACETYLCHOLINE, INFORMATION ROUTING, AND 
MEMORY 
Section One  Introduction 
Theta is the most prominent electrophysiological phenomena in the mammalian 
hippocampus (Green and Arduini, 1954; Bland and Whishaw, 1976; Rawlins et al., 1979; 
Fox et al., 1986; Brankack et al., 1993; Sabolek et al., 2009). Lesioning or silencing the 
medial septum (MS) strongly reduces theta (Winson, 1978; Rawlins et al., 1979; Mitchell 
et al., 1982), disrupts memory (Winson, 1978; Mitchell et al., 1982; Mizumori et al., 
1990; Givens and Olton, 1994; Numan et al., 1995; Pang et al., 2011), and disrupts the 
spatial tuning of cells in the entorhinal cortex (Brandon et al., 2011; Koenig et al., 2011). 
In rodents and humans, theta power and spike-field coherence have been correlated with 
memory performance (Tesche and Karhu, 2000; Rutishauser et al., 2010; Poch et al., 
2011).  
In contrast, gamma (40-120 Hz) oscillations are thought to be mediated by local 
interneuron networks (Wulff et al., 2009; Pastoll et al., 2013) and to reflect 
communication between hippocampal regions (Colgin et al., 2009; Belluscio et al., 2012). 
Hippocampal gamma oscillations exhibit a strong relationship with the phase of theta 
(Bragin et al., 1995; Penttonen et al., 1998; Anderson et al., 2007; Tort et al., 2008, 2010; 
Colgin et al., 2009; Belluscio et al., 2012). A growing body of evidence suggests that the 
peaks and troughs of theta in CA1 reflect functionally distinct states. Current source 
density analysis of CA1 theta has revealed anatomically separated current sinks 
(Brankack et al., 1993; Mizuseki et al., 2009; Sullivan et al., 2011; Belluscio et al., 2012). 
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Stratum radiatum exhibits a sink near the peak of theta recorded at the hippocampal 
fissure and corresponds with strong input from hippocampal area CA3 (Brankack et al., 
1993). In contrast, stratum lacunosum/moleculare exhibits a sink near fissure theta trough 
and corresponds with strong input from entorhinal cortex (Brankack et al., 1993). In 
addition, distinct high-frequency bands exist in area CA1. Additional characterization of 
high-frequency oscillations has split them into several gamma oscillations that are 
defined differently by different researchers, however, we will use the definition of slow 
gamma (40-80 Hz), and high gamma (90-120 Hz), each of which may act as distinct 
communication channels to the hippocampus (Colgin et al., 2009; Belluscio et al., 2012; 
Lasztóczi and Klausberger, 2014; Schomburg et al., 2014). There are also higher 
frequency “epsilon” oscillations that likely result from spiking activity in the pyramidal 
cell layer (Schomburg et al., 2012, 2014). Slow gamma oscillations are associated with 
CA3 inputs arriving in stratum radiatum near the peak of theta and slow gamma 
oscillations are associated with entorhinal inputs arriving in stratum lacunosum 
moleculare during the trough of theta. The balance of these communication channels may 
be regulated by cholinergically sensitive interneuron networks, specifically, with the 
participation of OLM-type cells (Alkondon and Albuquerque, 2001, 2002; Kunec et al., 
2005; Leão et al., 2012), PV cells (Wulff et al., 2009; Lasztóczi and Klausberger, 2014), 
and CCK cells . (Alger et al., 2014). Different frequency bands of gamma oscillations 
may parse theta into encoding and retrieval phases. Theta gamma coupling is known to 
increase with learning in vivo (Tort et al., 2008, 2009). There is some debate as to 
whether the presence of low or high gamma represent fundamentally distinct states 
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(Colgin et al., 2009; Bieri et al., 2014) or whether the network can exhibit multiple 
frequencies of gamma simultaneously and perform a more continuous variation between 
the oscillations (Belluscio et al., 2012; Buzsáki and Schomburg, 2015), but the balance of 
the amount or organization of each may contribute to the regulation of encoding versus 
retrieval dynamics. 
Theta interacts with cholinergic activity (Winson, 1974; Kramis et al., 1975; Bland and 
Whishaw, 1976; Sainsbury et al., 1987). Application of the cholinergic agonist carbachol 
induces theta in hippocampal slice preparations (Konopacki et al., 1987), and cholinergic 
activity is correlated with theta in vivo (Damsma et al., 1987; Monmaur et al., 1997). A 
selective lesion of cholinergic cells in the MS, which provides the hippocampus with 
ACh, greatly attenuates theta (Lee et al., 1994) although this result is not corroborated by 
pharmacological manipulations . Our recent work has shown that interference of 
cholinergic signaling with systemic injections of the muscarinic ACh receptor antagonist 
scopolamine disrupts theta-gamma coupling in the entorhinal cortex while preserving 
theta power (Newman et al., 2013). ACh plays an essential role in a wide array of 
cognitive functions (Newman et al., 2012b), and it has been proposed that cholinergic 
activity in the hippocampus is required for encoding (Hasselmo et al., 1992, 1996; 
Hasselmo, 1999). 
Cholinergic antagonists have long been known to impair encoding of episodic memory 
(Petersen, 1977; Aigner and Mishkin, 1986; Young et al., 1995; Hunsaker et al., 2007), 
but the mechanisms underlying this impairment are not well understood. Cholinergic 
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activity in the hippocampus has a broad range of actions (Bear and Singer, 1986; King, 
1990; Reece and Schwartzkroin, 1991; Hasselmo and Schnell, 1994; Hasselmo et al., 
1995a; Hasselmo and Fehlau, 2001; Ji et al., 2001; Shinoe et al., 2005; Kremin and 
Hasselmo, 2007; Gu and Yakel, 2011; Sugisaki et al., 2011). In CA1, it suppresses 
excitatory potentials from CA3 (Hounsgaard, 1978; Valentino and Dingledine, 1981; 
Hasselmo and Schnell, 1994; Fernandez de Sevilla and Buno, 2003), enhances theta 
oscillations (Keita et al., 2000), and strengthens long-term potentiation (Markram and 
Segal, 1990). Modeling has shown how these features might contribute to stronger 
extrinsic communication with the hippocampus (Hasselmo and Bower, 1993; Hasselmo, 
2006); however, strong electrophysiological evidence linking cholinergic activity to 
extrinsically driven states has yet to be shown. Thus, linking electrophysiological effects 
to control by the neuromodulator ACh will enhance our understanding of how theta and 
gamma rhythms are involved in memory function.  
Section Two  Materials and Methods 
Subsection One Subjects 
All procedures involving mice were carried out in accordance with the Boston University 
Charles River Campus Institutional Animal Care and Use Committee approved protocol 
and National Institutes of Health guidelines. All mice were adult (3-10 month) mice in 
the C57BL/6 background. Mice carrying cre-dependent Archaerhodopsin (B6;129S-
Gt(ROSA)26Sortm35.1(CAG-aop3/GFP)Hze/J) were crossed with lines expressing cre-
recombinase under the ChAT promoter (B6;129S6-Chattm2(cre)Lowl/J) to drive 
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archaerhodopsin expression selectively in cholinergic neurons. These lines have been 
previously characterized to demonstrate specificity of expression and robust silencing 
(Madisen et al., 2012). Control animals were the archaerhodopsin positive, cre negative 
littermates of experimental animals that carried both transgenes, controlling for leaky 
expression of archaerhodopsin. Animals used for the behavioral task were maintained on 
a food-restricted diet of ½-1 grams of food per day, and animals used for 
electrophysiological recordings were restricted to open access to water for 5 minutes a 
day. The weights of all animals were monitored weekly and maintained at 80% of the ad 
libitum body weight. 
Subsection Two Surgical procedures 
Each mouse was given atropine (0.05 mg/kg) prior to anesthesia. Mice were anesthetized 
using a ketamine (100 mg/kg)/xylazine (15 mg/kg) cocktail injected IP, and anesthesia 
was maintained via a 0.125-2% mixture of isofluorane in oxygen. Body temperature and 
breathing rate were monitored throughout the surgery. Following placement in a 
stereotaxic holder, skin and periosteum were cleared from the skull, and anchor screws 
were inserted along the periphery of the dorsal surface of the skull.  
Mice to be used in electrophysiological recordings had one screw positioned above the 
cerebellum in contact with the dura which had been soldered to a connecting pin to be 
used an electrical ground. Target regions were marked with a chemically resistant marker 
(Fisher Scientific) and craniotomies were made at 0.9 mm anterior and 1.84 mm lateral to 
bregma for the MS targeting fiber, and 1.94 mm posterior and 1.42 mm lateral to bregma 
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for the hippocampus targeting probe. Craniotomies were then capped with Kwik-Sil 
(World Precision Instruments, Shanghai PRC), aluminum head bars were aligned and 
lowered anterior to the craniotomies and the head bar and craniotomies were secured with 
dental cement. 
Mice to be used in behavioral testing received a craniotomy 0.9 mm anterior and 1.45 
mm lateral to bregma. A small durotomy was made, and a 5mm long, 50 um diameter, 
screw-cannula fiber (Doric Lenses, Inc., Quebec, QC) was then angled 16 degrees in the 
coronal plane and lowered 2.86 mm below the surface of the brain. The craniotomy was 
then capped with Kwik-Sil and the fiber was secured with dental cement. To allow 
momentary restraint of the head while the fiber optic patch cable was attached, a small 
loop of wire was embedded in the dental cement above the skull posterior to the fiber. 
Fiber transmittance was measured prior to implantation and was verified following 
perfusion of the animal. At the end of experimentation, animals were transcardially 
perfused with phosphate buffered saline, followed by formalin. Fiber locations for 
behavioral experiments were verified by a cresyl violet stain, and fiber and probe 
locations for electrophysiological experiments were verified via DiI and DAPI staining.  
Subsection Three Delayed non-match to position task 
The test apparatus consisted of a T-maze, with a 30 cm start arm and a 60 cm long arm 
and 10 cm wide hallways. Guillotine doors could be dropped into the start arm 5 cm from 
the corners of the choice point. Food restricted animals were first handled by the 
researchers for at least three days and allowed to freely explore the test apparatus. A 
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small amount of 50% sweetened condensed milk in water was kept in the reward wells at 
all times during this exploration. Animals only ever underwent one session every day. 
Following this procedure, the animal underwent three sessions of 5 forced-turn trials. The 
trials were performed as follows. The animal was placed in the start arm with the door 
inserted for at least 2 minutes and then allowed to explore a pseudo-randomly chosen arm 
with the door blocking the other arm. The animal then had up to 2 minutes to consume 
0.05 mL of 50% sweetened condensed milk at the end of the chosen arm. If the animal 
failed to exit the start arm by the end of this, it was gently pushed out of the start arm and 
given up to 30 seconds to explore the arm. It was also gently pushed out of the arm if it 
returned to the start arm for more than 10 seconds before the 2 minutes were up and 
before consuming all the reward. At the end of the allotted time, the animal was gently 
pushed back into the start arm and the door was inserted. If the animal consumed the 
whole reward and returned to the start arm, the door was also inserted. In either case, the 
animal was then restricted to the start arm for a 15-second delay. Then, the previously 
explored arm was blocked, and the same procedure was performed with the opposite arm. 
At the end of this procedure, the trial was finished, and the animal was blocked in the 
start arm for a 45-second inter-trial interval. During the delay and the inter-trial interval, 
the long arm was wiped with ethanol to eliminate odor cues. 
After the forced trials, the animals then underwent up to 10 days of training in blocks of 
10 trials. The trial procedure was identical to the forced trials up until the end of the 
delay. The pseudo-randomly chosen arm is now the sample arm, and the phase of the task 
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where the animal is allowed to explore that arm will be referred to as the “encoding 
phase.” Arms were chosen such that no more than 6 of the 10 trials would be in the same 
direction, and no more than three of the same trial direction would occur in a row. At the 
end of the delay, the “retrieval phase” began. All arms were removed and no reward was 
yet injected into the wells. The animal had up to 2 minutes to decide which arm to 
choose. If the animal visited the previously visited arm, the animal was blocked into that 
arm for 20 seconds and then returned to the start arm with no reward to begin the inter-
trial interval. If the animal visited the opposite arm, 0.05 mL of 50% sweetened 
condensed milk in water was injected into the well in that arm and the animal was given 
up to 2 minutes to consume the reward. If the animal did not consume the reward within 
2 minutes it was gently pushed back into the start arm. In this case, or if the animal 
consumed the full reward and returned to the start arm, the trial was ended, the door 
inserted, and the intertrial interval began.  
Criterion at this phase was an average of 70% or better of trials completed correctly 
without the animal being pushed out of the start arm during the retrieval phase over the 
course of 3 days. The delay was then extended to 30 seconds, and the animals were then 
trained again to this criterion. Animals that made it to this point in the training were then 
implanted, allowed to recover for one week, and then retrained at the 30-second delay 
with the patch cable attached.  
The final testing occurred over 4 sessions. The laser (Coherent, Inc.) power was set such 
that the power at the tip of the fiber would be 20 mW, given the pre-implant 
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transmittance of the implant. The laser was only turned on during even-numbered trials, 
either during the encoding or retrieval phases. The phase was pseudo-randomly chosen 
with the constraint that the same phase would not be stimulated more than 3 times in a 
given session and that each phase would be stimulated 10 times over the four sessions. 
The researcher wore filtering laser safety goggles during the task and was unaware of the 
phases of stimulation. To control for potential effects of the stimulation on motivation, 
video was taken during the task, and the video was scored with the time to response 
during the encoding and retrieval phases. Each phase was also monitored with a 
motivation score: 0 meant no available reward was eaten, 1 meant that some reward was 
eaten, and 2 that all reward was eaten. 
This data was analyzed on a trial-by-trial basis using a repeated measures design 
generalized linear regression, with the design matrix (in Wilkinson notation) 𝑥~𝑎 + 𝑏 +𝑐: 𝑏, where 𝑥 is the success or failure for the trial, the reward score, or the response time, 𝑎 is the animal identity, 𝑏 is the phase of stimulation (if any), and 𝑐 is whether or not the 
animal was cre positive. Animals whose baseline performance was below 60% were 
excluded from the analysis.  
Subsection Four Electrophysiological recordings 
Animals implanted with head bars were allowed to recover for one week and then water 
restricted. Animals were then head fixed on an air-lifted Styrofoam ball (Harvey et al., 
2009), the motion of which was tracked by 2 ADNS-9800 Laser Motion Sensors 
(https://www.tindie.com/products/jkicklighter/adns-9800-optical-laser-sensor/) and 
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processed on-line by a custom programmed Arduino. The Arduino processed and sent the 
motion data to the recording rig (Axona, LTD) while simultaneously tracking the forward 
motion of the ball. The animals were trained over 6 days to run for 0.02 mL water 
rewards, increasing from 5 cm to 1.5 m in forward distance run to receive a reward. After 
these sessions, the animals were trained to receive no water for an hour and then to 
receive water under the normal procedure, with the location of the delivery cannula a 
signal for reward availability, for 3 additional days.  
During the recording day, the animal was head fixed above the ball and the dental cement 
and Kwik-Sil above the craniotomies was removed. A small durotomy was performed at 
the center of each craniotomy. The fiber and the probe were coated with DiI (2% in 
ethanol) to aid in histology. The fiber was dropped to 2.784 mm below the dura at a 30-
degree angle to target the MS, and a 16 channel silicon probe with 50 um spacing 
(Neuronexus, Ann Arbor) was lowered 1.56 mm below the surface of the brain. The 
craniotomies were kept covered with sterile saline. The location of the probe was verified 
via the phase shift of theta, the theta current source density, and reversal phase of sharp 
wave ripples and adjusted accordingly. Recordings and stimulation were not made until 
at least 20 minutes after the final adjustment.  
During recording, 3 blocks of stimulation were delivered at 20 mW for 2 minutes, with 2 
minutes of no stimulation flanking each stimulation. Neural signals were preamplified by 
unity-gain operational amplifiers located on the head stage, near the animal’s head. 
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Signals were then amplified (4,000-10,000×) and band-pass filtered (600-6000 Hz) and 
digitized at 4800 Hz. 
Subsection Five Analysis 
LFPs were subsampled to 12 kHz and current source density was computed (Pettersen et 
al., 2006). Wavelet spectra were produced via Morlet wavelet decomposition with width 
6, and averaging the mean amplitude squared over the test periods. Whitening was 
implemented by fitting the log of this power linearly and subtracting out the fit. 
To examine theta gamma coupling, the phase of LFP was compared to the amplitude of 
CSDs. Phase amplitude coupling was measured as described previously (Tort et al., 2008, 
2013; Newman et al., 2013). Briefly, LFPs were convolved with a Morlet complex 
wavelet with width 6 and frequency in the theta (73 steps from 6 to 11 Hz) and gamma 
(145 steps from 30 to 150 Hz) bands. The average amplitude of the gamma envelope was 
calculated in 35 phase bins of the theta band signal, and this was divided by its sum. The 
Kullback-Leibler divergence from the uniform was then calculated for this signal, 
resulting in the Modulation Index (MI). The MI plots for all the pre-stimulation sessions 
were aligned via a constrained shifting (<1 Hz in the theta range, <10 Hz in the gamma 
range) and scaling (less than 5%), maximizing the variance of the mean. This alignment 
was applied to the rest of the sessions before further analysis. To examine the stimulus by 
genotype interaction effect, we used a repeated measures linear regression with the form 
(in Wilkinson notation) 𝑀𝐼~𝑎𝑛𝑖𝑚𝑎𝑙 + 𝑙𝑎𝑠𝑒𝑟 + 𝑐𝑎𝑟: 𝑙𝑎𝑠𝑒𝑟 on each theta-gamma 
frequency pair. Similarly, to examine the stimulus by genotype interaction effect on the 
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behavior, we used a logistic regression for the model with the form 𝑐𝑜𝑟𝑟𝑒𝑐𝑡~𝑎𝑛𝑖𝑚𝑎𝑙 +𝑙𝑎𝑠𝑒𝑟!"#$%! + 𝑙𝑎𝑠𝑒𝑟!"#!$"%" + 𝑐𝑎𝑟: 𝑙𝑎𝑠𝑒𝑟!"#$%! + 𝑐𝑎𝑟: 𝑙𝑎𝑠𝑒𝑟!"#!$"%" . 
Section Three  Results 
Subsection One Effects of cholinergic silencing on hippocampal oscillations 
To examine the effects of optogenetic silencing of septal cholinergic neurons, we carried 
out experiments on an air-lifted, Styrofoam ball. Recordings were made with single shank 
silicon probes spanning the layers of area CA1 of the hippocampus, with 16 sites 
separated by 50𝜇𝑚. Recordings were completed in 5 animals expressing Cre-dependent 
archaerhodospin under the ChAT promoter, and 4 of their Cre-negative litter mates. 
There was no substantial effect of the laser on the running speed of control or 
experimental animals (data not shown). The anatomical layers of CA1 were identified on-
line using theta-rhythmic current sinks during running in baseline conditions as in 
previous studies (Figure 4.1c,e; Buzsáki et al., 1986; Brankack et al., 1993). As seen in 
the example in Figure 4.1e, laser stimulation did not result in a gross alteration of the 
LFP. Theta and gamma oscillations could be clearly seen before and after the stimulation, 
and the stimulation had little effect on the power spectral density or frequency of the 
oscillations (Figure 4.1f). 
		
135	
 
Figure 4.1. Alterations in the local field potential by optogenetic silencing of septal cholinergic neurons. a.) 
Representative slice showing location of recording probe labeled by DiI. A cartoon pyramidal cell and the location of 
the recording sites are indicated b.) Example unfiltered LFPs recorded from the mouse in A, aligned to the position of 
the recording sites. c.) Average source density and theta cycles from the trace in b, demonstrating defined sinks in 
stratum pyramidale (PYR), stratum radiatum (RAD), and stratum lacunosum/moleculare (SLM). d.) Representative 
slice showing location of stimulating fiber labeled by DiI e.) Example unfiltered LFPs (black) and low pass (20 Hz) 
filtered current source density, during laser stimulation starting at t=0. f.) Wavelet power spectral density before, 
during, and following laser stimulation, demonstrating little change. g.) Depth of theta-current sinks in selected layers. 
Responses by cre-positive animals are shown in red, cre negative animals in blue. The shaded region indicates the 
standard error of the mean. Sink depth in 𝝁𝑨/𝒎𝒎𝟑 is Z-scored to pre-stimulation powers 
However, silencing of cholinergic neurons had subtler effects on electrophysiological 
signals associated with interregional communication with CA1. Within 10 seconds of 
onset, laser stimulation increased the theta associated current sinks in PYR and RAD, but 
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not in LM (Figure 4.1e, Repeated-measures ANOVAs, 𝐹!,!"#$!!" = 3.2,𝑝 = 0.043;  𝐹!,!"#$!!" = 6.2,𝑝 = 0.0021;  and 𝐹!,!""#!!" = 1.0,𝑝 =0.35 respectively). Post-hoc tests indicated a significant interaction between stimulation 
and genotype for PYR and RAD, but not for the stimulation alone (𝑝 < 0.05, see Table 
4.1). This change amounts to a 0.15 𝜇𝐴/𝑚𝑚! or 5.5% average increase in PYR and a 
0.41 𝜇𝐴/𝑚𝑚! or 6.5% average increase in the 15 second windows before and after the 
beginning of the stimulation, with a peak difference at 7.5 seconds of 0.27 𝜇𝐴/𝑚𝑚! or 
11.3% in PYR and a 0.49 𝜇𝐴/𝑚𝑚! increase (9.1%) at 2.5 seconds of in RAD. 
Table 4.1. Test statistic and results for current source density depths. 
Layer F-value for 
post-hoc 
test for 
stimulation 
alone 
p-value for 
post-hoc 
test for 
stimulation 
alone  
F-value for post-hoc 
test for 
stimulation/genotype 
interaction 
p-value for post-hoc 
test for 
stimulation/genotype 
interaction 
PYR	 𝐹!,!"#$!!"= 0.28	 𝑝 = 0.60	 𝐹!,!"#$!!" = 3.9	 𝑝 = 0.047	
RAD	 𝐹!,!"#$!!"= 0.064	 𝑝 = 0.80	 𝐹!,!"#$!!" = 6.3	 𝑝 = 0.012	
LM	 𝐹!,!""#!!"= 0.34	 𝑝 = 0.56	 𝐹!,!""#!!" = 1.7	 𝑝 = 0.19	
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Figure 4.2. Effects of laser stimulation on theta gamma coupling. a.) Theta-gamma coupling before (pre), during 
(stim) and following cholinergic silencing in experimental animals. b.) Changes in coupling induced by the laser. Left: 
Difference between pre and post stimulation. Right.: The stimulation: genotype effect on modulation across control and 
experimental animals.  
Cholinergic silencing had little effect on the power of gamma oscillations (Figure 4.1f), 
however, stimulation had a marked effect on theta-gamma coupling. Low frequency 
gamma current source density (50-90 Hz) coupling was enhanced, specifically in stratum 
radiatum (Figure 4.2a). This resulted in an increase in the modulation index of 2.61𝑒!! 
(24.9%, Figure 4.2b, left). There was no substantial shift in the phase of modulation (data 
not shown). To compare with control animals, we performed a repeated-measures 
ANOVA on the modulation index at each theta-gamma frequency pair . (Figure 4.2b, 
right). The regressed interaction effect between the laser and the animal carrying the Cre-
recombinase is shown in Figure 4.2b. These shifts were significant (Wald tests, p<0.05). 
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Subsection Two Behavioral results 
 
Figure 4.3. Cholinergic silencing disrupts encoding.a.) Schematic of delayed non-match to position paradigm. 
Animals start blocked into the start arm. During the encoding phase, they are then allowed to explore the sample arm 
where they receive a reward (indicated by the smiley). After returning to the start arm for a 30 second delay, all doors 
are removed and the animal can choose to turn left or right. If the animal turns the same direction as the encoding 
phase, they are blocked into the arm for 20 seconds and receive no reward. If they turn in the opposite direction, they 
receive a food reward. b.) Behavioral performance. The percentage of trials completed successfully under no 
stimulation (none), stimulation during the encoding phase (Encode), or during the retrieval stage are indicated for each 
animal (floating symbols), and for an average across the animals of the same genotype (bars). Random chance is 
indicated by the dashed grey line, and the average performance required to be distinguishable from chance is indicated 
by the solid grey bars (Binomial test, p<0.05). 
To further examine the role of cholinergic activity in hippocampal function, we silenced 
septal cholinergic cells as animals performed a spatial memory task, delayed non-match 
to position (Bussey et al., 2000; Deacon and Rawlins, 2006). Briefly, during the encoding 
phase animals were allowed to explore a pseudo-randomly chosen sample arm in a T 
maze and receive a food reward (50% sweetened condensed milk in water) and then were 
returned to the start arm. Following a 30 second delay, the animals were allowed to 
choose between the two arms during the retrieval phase: if they chose the opposite 
direction as the sample arm, the animals received a food reward and the trial was marked 
as correct. The temporal specificity of optogenetics allowed us to selectively silence the 
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cholinergic projection from the MS specifically during the encoding and retrieval phases 
of the task.  
The task was completed with 3 animals expressing cre-dependent archaerhodospin under 
cre expression driven by the ChAT promoter (two male and one female), and 3 of their 
cre negative littermates (3 males). Under baseline (no-stimulation) conditions, animals 
performed at 82% accuracy. There was a significant effect of genotype and stimulation 
on performance (𝜒!! = 13.1,𝑝 = 0.01). Post hoc-tests indicated a significant interaction 
between genotype and stimulation during encoding (𝜒!! = 4.35,𝑝 = 0.04) but no 
significant effect of the stimulation alone during encoding (𝜒!! = 0.07,𝑝 = 0.93) or 
retrieval (𝜒!! = 2.55,𝑝 = 0.11) or an interaction with stimulation during retrieval 
(𝜒!! = 0.03,𝑝 = 0.86), suggesting that the laser had no effect on control animals and 
only effected performance in experimental animals when applied during the encoding 
portion of the task. Furthermore, trial performance was significantly higher than chance 
(Binomial test, 𝑝 = 0.05) for all cases except when cre positive animals were stimulated 
during the encoding phase (51.5%, p=0.35). To examine if stimulation had an effect on 
motivation, we also examined the times it took for the animal to enter the start arm during 
stimulated and non-stimulated encoding trials, and scored the amount of reward eaten as 
none (0), some (1) or all (2). There was no significant effect of stimulation or interaction 
between stimulation and genotype on response times (12.45±1.4 SEM seconds, 𝐹!,!"!! =0.17, p=0.84) nor on eat-score (1.98±0.01, 𝐹!,!"!! =0.2, p=0.82). 
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Section Four  Discussion 
Cholinergic activity has long been known to play an important role in memory and 
hippocampal function; however, manipulations affecting this system have been slow 
acting and allowed for substantial adaptation by the circuit. Furthermore, it has been 
known that muscarinic receptor function plays a role in memory encoding, but a strong 
link between cholinergic dynamics, psychological and electrophysiological processes has 
yet to be described. Here, we used optogenetics to manipulate cholinergic activity on the 
seconds-to-minutes timescale during electrophysiological recordings and during a 
memory task. Cholinergic disruption resulted in an increased current sink in stratum 
radiatum and increased slow-gamma coupling to theta (Figure 4.2). In addition, we found 
that cholinergic silencing during the encoding phase, but not the retrieval phase, disrupted 
performance on a spatial memory task (Figure 4.3). 
Although the selective, transient silencing of septal cholinergic neurons is much more 
anatomically and temporally selective than previous drug studies (Ghoneim and 
Mewaldt, 1975; Petersen, 1977; Buzsáki et al., 1980; Blokland et al., 1992) or lesion 
studies (Lee et al., 1994), the mechanism of action of these manipulations on the 
electrophysiology and behavior reported here remains highly theoretical and will be a 
valuable area for future research. However, the enhancement of theta-coupled gamma 
oscillations could provide a valuable way to differentially route information to area CA1 
from areas CA3 and entorhinal cortex respectively (Hasselmo et al., 1996, 2002; Colgin 
et al., 2009; Buzsáki and Schomburg, 2015; Fries, 2015). A number of acetylcholine’s 
physiological effects can serve this purpose. Hippocampal parvalbumin positive basket 
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cells (PV cells) strongly inhibit pyramidal cells and are involved in the generation of 
gamma oscillations (Wulff et al., 2009; Lasztóczi and Klausberger, 2014). In high ACh 
“encoding” states, these cells are depolarized while release is simulaneously inhibited 
(Alger et al., 2014). These neurons are driven by charbachol in vitro (Mann and Mody, 
2010), so they would be excellent candidates for mediating fast gamma oscillations in 
encoding states. M2 receptor activity at Schaffer collateral synapses prevents 
neurotransmitter release (Kremin et al., 2006; Kremin and Hasselmo, 2007), which would 
result in increased transmission during low acetylcholine “recall” states under a PING 
mechanism (Kopell et al., 2010). A similar mechanism may occur in bistratified cells, 
which synapse onto pyramidal cells in strarum radiatum (Müller and Remy, 2014). 
Futhermore, in low ACh conditions regular spiking, CCK+ basket cells have increased 
transmission and increased electrical coupling (Alger et al., 2014). The slower dynamics 
of these cells and their electrical coupling could generate a slower gamma rhythm under 
an “ING” mechanism, although they may instead be useful as a non-oscillatory inhibitory 
modulation of excitory cell participication (Tukker et al., 2007; Kopell et al., 2010). 
Acetylcholine also heavily modulates O-LM cells (Alger et al., 2014) that target the distal 
dentrites of pyramidal cells (Müller and Remy, 2014), and they likely also play a role in 
theta and gamma generation (Kopell et al., 2010) and regulate hippocampal inputs (Leão 
et al., 2012). 
These are relativley simple suggestions as to the mechanisms that may underly the 
electophysiological effects discussed here; the modulation of these rhythms is complex, 
and could also be modulated by a dizzying array of other effects such as cholinergically 
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induced endocannabinoid release (Alger et al., 2014) or through indirect effects on cells 
in the entorhinal cortex (Newman et al., 2013, 2014). Acetylcholine also plays an 
intraseptal role in theta generation (Goutagny et al., 2008; Dannenberg et al., 2015), and 
the effects seen here may also stem from that region. Arctylcholine induces persistent 
spiking in entorhinal cortex in vitro (Klink and Alonso, 1997) which may dramatically 
alter drive on the circuit, although there is no strong evidence for this phenomenon in 
vivo (Tsuno et al., 2013). Differential drive as a result of cholinergic supression of 
Schaffer collaterals may also play a role (Valentino and Dingledine, 1981). A worthwile 
direction for future research would be to examine the effects of the stimulation of 
hippocampal choline levels (Himmelheber et al., 2000; Sarter et al., 2014), to examine 
effects on interregional coherence (Colgin et al., 2009; Schomburg et al., 2014), and to 
examine effects on single units. It may also be useful to attempt to silence cholinergic 
teminals locally in CA1, CA3, or the entorhinal cortex, but this may carry a number of 
technical problems. 
Canonical manipulations of circuits in the brain have relied on long-timescale 
manipulations via lesioning (Lee et al., 1994; Baxter et al., 1995; Pang and Nocera, 1999) 
or pharmacological manipulations (Wiener and Messer, 1973; Beninger et al., 1986; 
Shannon et al., 1990; Blokland et al., 1992). Although these manipulations have offered 
much for our understanding of brain function, the brain undergoes rapid adaptation after 
such manipulations clouding our understanding of their effects. Optogenetics allows for 
unprecedented anatomic, temporal, and genetic control of selected parts of neural circuits, 
often yielding results contrary to slower manipulation (e.g. Goshen et al., 2009; Gu and 
		
143	
Yakel, 2011). Here, we have shown that silencing cholinergic neurons affects 
hippocampal physiology and memory processing on the seconds-to-minutes timescale, 
rather than the minutes-to-hours timescales of pharmacological manipulations or the 
days-to-weeks timescale of lesion studies. On this shorter timescale, acetylcholine 
appears to be required for efficient encoding, and supports electrophysiological states that 
correspond to encoding activity. This faster timescale of effect may speak to the 
importance of the flexibility and agility of cholinergic tone in the hippocampus (Sarter et 
al., 2009), and renews our interest in the types of information that may alter its state.  
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CHAPTER FIVE. DISCUSSION 
Section One  Summary of findings 
The medial temporal lobe (MTL) is a critical player in episodic and spatial memory. This 
region is highly rhythmogenic, with prominent oscillations in single units in both the 
theta and gamma frequency ranges. Single neurons in this region represent spatial 
information, and theta oscillations coordinate a temporal code that carries additional 
information about the animal’s trajectory. All of these processes are regulated by the 
cholinergic projection from the MS. In each chapter of this thesis, I have utilized novel 
tools to elucidate properties of the rhythmic modulation of this circuit and to test 
predictions from models of MTL function. 
In Chapter Two, I examined the phase coding of entorhinal grid cells recorded from 
animals foraging in open field environments. I identified robust phase precession in these 
cells. The trajectories of animals are not constrained in these environments, so we were 
also able to look at the behaviors predicted by models of phase precession that would be 
impossible to distinguish on a linear track. I identified precession in conjunctive, head-
direction-by-grid cells and full precession on passes where an animal clips the outside of 
the firing field, as predicted by one class of model. However, many of the wide range of 
behaviors predicted by other types of precession models were not found. 
In Chapter Three, I examined criticisms of hypotheses of MTL function in which theta 
oscillations play a critical role that are based on evidence for rhythmicity in the firing of 
MTL cells in bats. Using analytical techniques and large-scale simulations, I identified a 
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range of factors other than underlying rhythmicity that bias and reduce the statistical 
power of measures of rhythmicity that depend on the binned spike-time autocorrelogram, 
including the firing rate of the neuron and the movement speed of the animal. I developed 
a novel technique using maximum likelihood estimation of parameters for a parametric 
model of the distribution of lags that alleviated many of these problems; however, large- 
scale simulations suggested that the firing rate in bat grid cells was still too low to 
identify significant rhythmicity. Notably, however, because this technique does not rely 
upon binning data, I was able to adapt it to examine the tuning of rhythmicity frequency 
in entorhinal neurons by the movement of the animal, and was able to identify cells that 
had both positive and negative tuning to running speed; that is, they oscillated faster or 
slower as the animal moved faster. Notably, the speed tuning of rhythmicity bore no 
relationship to the speed tuning of the firing rate. Under septal inactivation via muscimol 
infusion, rhythmic tuning was disrupted as the rate tuning was enhanced, suggesting 
separate input streams for multiple speed signals.  
In Chapter Four, I examined hippocampal rhythms during transient optogenetic 
inactivation of septal cholinergic neurons. This selective and acute modulation did not 
result in widespread alterations in the local field potential, but resulted in an increase in 
currents and theta-low-gamma coupling in stratum radiatum, consistent with increased 
communication between area CA3 and CA1. When the same inactivation was applied 
during the encoding, but not the retrieval, phase of a memory task, behavior was 
disrupted.  
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Section Two  Conclusion 
Through the background and work presented here, I hope to have enforced in the reader 
that brain rhythms are reflective of temporally coordinated processes in the brain, and 
specifically, that theta and gamma rhythmic processes play a role in the function of the 
MTL. In this section, I will try to bring these ideas together into a general framework for 
a rhythm’s function in the brain, and specifically, in memory processing.  
In Chapters 2-4, I have examined the rate, temporal, and rhythmic codes of single 
neurons and the population. It is relatively easy for dynamic neurons to synchronize into 
large population rhythms (Izhikevich, 2007), and a random network of excitatory and 
inhibitory neurons will generate its own rhythms (Hoseini and Wessel, 2015). It is worth 
noting, however, that these systems are always more complex than that for which we give 
them credit. Neocortex, for example, is known to support at least two gamma oscillations 
dependent on ING and PING mechanisms (Whittington et al., 2000; Lee et al., 2009; 
Ainsworth et al., 2011), and these oscillations are in constant competition for the control 
of the local circuit and excitatory neurons (Viriyopase et al., 2016). Larger and slower 
oscillations, particularly through disinhibition, also coordinate these cells and have large 
impacts on the efficacy of synaptic transmission in altering downstream processing 
(Kopell et al., 2010, 2014). Regardless of their cause, this transient and shifting 
synchrony among portions of the brain has huge implications for the efficacy of 
transmission between these regions (Cannon et al., 2014).  
However, these large-scale network theories appear at odds with the robustness of 
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information coded by individual neurons, particularly the spatial neurons of the MTL. 
While it is obvious that the firing rate appears to be modulated on behavioral timescales, 
it is unclear as to its relative importance to MTL function (Brette, 2015). Single spikes 
and overcoming threshold is the information currency of a brain with spiking neurons, 
and the fine timescale coordination of MTL neurons appears to demonstrate that rate 
alone does not describe the range of behaviors of these circuits. Furthermore, that phase 
coding exists in any form in these circuits implies that the relative phase of upstream cells 
has causative effects on the probability of downstream cells’ firing, and this may have an 
even greater impact on synaptic plasticity than overall firing rates. In this way, it may be 
impossible to completely disentangle a rate from a temporal code. It is perhaps more 
useful to examine brain rhythms as neither a causative agent nor an epiphenomenon. That 
periodic synchronization and coordination of neuron populations occurs and that it alters 
the flow of information is true, but it is also true that rhythms as we record them are 
emergent behaviors of millions of neurons.  
This also raises some other important questions. Why is space and episodic memory so 
intertwined in the MTL, particularly in rodents? Why is theta so much more regular in 
rodents than in other mammals? At our level of understanding, our current answers to 
these questions are speculative at best. However, an intriguing aspect of spatial 
information is that it is an excellent orthogonalizing signal;: because an animal is only at 
a single place at a time, the information correlating with the location of an animal is one 
of the tools it can use to efficiently organize its memory (Eichenbaum et al., 1999; 
Hasselmo, 2012). It is perhaps more useful to think of the hippocampus as flexibly 
		
148	
representing a high dimensional space, and the trajectory of firing of all the neurons 
represents the trajectory of the animal through its memories. However, it is unlikely that 
the hippocampus comes pre-programmed with what those dimensions mean (Langston et 
al., 2010; Moser, 2015). Rather, continuous experience allows the brain to learn to 
integrate a wide range of consistent inputs including vestibular, optic flow, landmarks, 
and somatosensory information into a space that is useful for memory. This may be of 
particular importance for rodents raised in laboratory conditions, for which their location 
and to a lesser extent time may represent the only consistent space that is available for 
their memories to represent, and as animals are trained to attend to a wider range of 
spaces and stimuli, their representation becomes more rich (Pastalkova et al., 2008; 
MacDonald et al., 2011, 2013; Kraus et al., 2013b; McKenzie et al., 2014; Solstad et al., 
2014). It may be that the MTL has no particular preference for spatial information, but it 
is the best it has to work with under laboratory conditions. Animals raised in more 
diverse natural conditions or that explore more diverse spaces such as visual space for 
primates may not have as consistent dependence on a small number of spaces, and thus 
any oscillatory activity that depends on these will be less coherent in the LFP. That bats 
represent a wider range of spatial and orientation signals (Yartsev et al., 2011; Yartsev 
and Ulanovsky, 2013; Rubin et al., 2014) and that primates represent visual spaces 
(Killian et al., 2012) may indicate that this is a possible explanation for these differences. 
This interpretation may also explain the triangular packing of grid cells: rather than 
thinking of the pattern as unique, we may consider it as the result of a network that 
simply maximally packs firing fields in the examined space.  
		
149	
The brain has a total amount of information capacity, but a piece of information in the 
brain is constantly in one dynamic state or another. Information represented in neural 
activity is particularly fragile: if a neuron fires but fails to elicit a spike in the next neuron 
that information is effectively destroyed. Convergence of self-consistent information is 
perhaps the best way for information to move forward in a network, but because of the 
limitations on the amount of information that can be expressed in future circuits, this 
convergent information is always in competition with other information. Furthermore, not 
all information entering a circuit is equal; plasticity and prior experience have a major 
role in determining which information survives. Nowhere is this truer than in the 
hippocampus, where information needs to be quickly parsed down for rapid storage. In 
this way, it may be more useful to think about the firing rate of a cell as a probability of 
information transmission rather than a signal in as of itself; saying that the average firing 
rate of an individual neuron increases in its firing field is no different than saying that the 
probability of a discrete spike is higher. This sets up a much more useful way to interpret 
the modulation that rhythms play.  
Cognitive rhythms, shaped by local activity, neuromodulators, and incoming information, 
shape which information can successfully come into a region. The relative timing of 
arrival and content of the information let through by these rhythms determines its ability 
to survive, change, and move on from the region. When it comes to spatial information in 
the MTL, neurons in the medial entorhinal cortex represent locations and set up a phase 
structure for that information, setting up a spatial and temporal code for the trajectory of 
the animals in CA3. This trajectory information carries information about an animal’s 
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past, and converges with entorhinal inputs in area CA1. The relative weight, and thus 
survival, of these two information streams is critical for the efficient function of memory 
processes.  
Notably, acetylcholine appears to play an essential role in the weighting of inputs in 
many portions of the brain (Hasselmo et al., 1996; Lee et al., 2015), but the information 
encoded by cholinergic neurons remains largely a mystery. Historically, focus has been 
placed on the slow modulation by muscarinic receptors via arousal; however, gamma 
dynamics follow a fast timescale for modulation (Montgomery and Buzsáki, 2007; Tort 
et al., 2008) and it is likely dangerous to discount fast nicotinic effects (Alkondon and 
Albuquerque, 1993, 2001; Alkondon et al., 2000). In fact, the diversity of effects of 
acetylcholine may point to the complexity of the information embedded in this signal. 𝛼7 
nicotinic receptors have rapid opening and inactive times (~100 𝜇s), essentially high pass 
filtering cholinergic signaling (Albuquerque et al., 2009). 𝛼4𝛽2 receptors, in contrast, are 
much slower to open and to inactivate, band-pass filtering the cholinergic signal at lower 
frequencies. In contrast, the timescale of muscarinic responses are much slower, and 
likely act as low-pass or low-band pass filters (Alger et al., 2014). All of these activations 
have differential effects on the circuit, and thus their general roles on the system are 
difficult to elucidate. However, given drug effects and the results presented in Chapter 
Four, it is likely that sustained reduction of acetylcholine results in increased CA3 to 
CA1 transmission and inhibits encoding. Cholinergic activity at intermediate timescales 
and its effects on the circuit would be a valuable area for future research. 
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Taken together, these results paint a picture for the role of space and rhythm coordinated 
timing in MTL function. They point to mechanisms by which neuromodulation may be 
able to shape these processes.  
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APPENDIX A. NOVEL TECHNIQUES FOR MEASURING 2D-PHASE CODING 
BEHAVIORS PREDICTED BY MODELS 
The text and figures in this appendix  were previously published (Climer et al., 2013) and 
reproduced here with the permission of John Wiley and Sons, License No. 
3820291203714. 
  
We developed techniques for testing three of the behaviors predicted by the models in 
Figure 2.1: omnidirectional precession, directional precession, and neighboring-field 
coding. 
To estimate how far an animal had progressed through an individual pass of a firing field, 
we first measured the increase and decrease of how “in field” the animal was along its 
trajectory in and out of the field. We measured the infieldness as the bin-by-bin 
percentile-ranking occupancy-normalized rate map of grid cell firing fields in our data 
and found the percentile normalization of each bin (Supplementary Figure S 1 d-g).  
To examine omnidirectional phase coding, we calculated the field index along the 
trajectory of the animal (Supplementary Figure S 1g, blue).  We band-pass filtered this to 
include frequencies between twice the largest spatial frequency of grid cells we can 
observe in a 100 cm enclosure (1.7 m-1) and one eighth of the smallest spatial frequency 
of grid cells reported by Hafting et al. (2005, 26.7 m-1, Supplementary Figure S 1g, 
green). The phase of this field index signal was then found using the Hilbert transform, 
and normalized between -1 and 1, so that -1 indicates the beginning of a pass, 0 indicated 
the center, and +1 indicates the end (Supplementary Figure S 1 g, red). This treats each 
pass through the field as if it were one cycle of an oscillation, so that the increase and  
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Supplementary Figure S 1. Model behaviors (Figure 2.1, Figure 2.2) inform techniques for examining phase 
coding in the open field. a. Rate map for simulated grid cell using the 3 VCOs configuration b. Theta phase of each 
spike for simulated cell shown in a. c. Percentage of simulated cells showing a significant phase difference between all 
groupings as the temporal jitter is increased (n=250 at each jitter). d. Trajectory of a rat (black) with spikes of a grid 
cell recorded in vivo in our lab shown in red. e. Occupancy-normalized rate map with Gaussian smoothing of the grid 
cell shown in d-e. A sample of the trajectory of the animal is indicated by the dashed line, ending in the cartoon rat. f. 
The field index is the percentile rank of the rates in each bins in the rate map in e (see methods). This map was used to 
look up the field index along the trajectory of the animal. g. Field index of the animal along its trajectory from cartoon 
in e is shown in blue. The omnidirectional pass index (red) is derived from the phase of the Hilbert transform of the 
field index filtered between 0.9 and 26.7 m-1 (green, on the same scale as the pass index). h. Rate map for simulated 
grid cell using the 6 HD VCOs+Ref configuration i. Theta phase of each spike for simulated cell shown in a. j. 
Scatterplot of omnidirectional pass index versus theta phase for the model in h-i, showing precession. k. Histogram of 
correlations showing decrease in magnitude of correlation as jitter is increased. Color scale indicates percentage of 
simulated neurons. l. Percentage of simulated cells showing a significant correlation between theta phase and pass 
index (p<0.05, n=250 at each jitter). m. Distribution of slopes of significantly correlated cells at each temporal jitter. 
Color scale indicates percentage of simulated neurons. n. Percentage of simulated labeled precessing (significant 
correlation and slope between -22 and -1440 degrees per pass). o. The directional pass index was found by making 
trajectories along a single direction through the field index map (f) padded by its autocorrelogram, and finding the 
Hilbert phase at each point. p. The field index and directional pass index along an animal’s trajectory, different from 
the one in e. The thick black lines indicated when the animal was running opposed to the test direction. q. Rate map for 
simulated grid cell using the 2 VCOs+Ref configuration r. Theta phase of each spike for simulated cell shown in q. s. 
Scatterplot of directional pass index versus theta phase for the model in q-r, showing precession. t. Percentage of 
simulated cells showing precession in at least one direction, and a significant sinusoid score. 
decrease of firing rate on that cycle gives a measure of phase. The resulting phase signal 
from the Hilbert transform was an estimate of how far an animal had progressed along 
each pass through a grid cell firing field. We called this phase signal the “omnidirectional 
pass index”. Note that this measure of phase calculates a normalized distance through the 
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field, and differs from the use of phase as a measure of spike time relative to the LFP 
theta rhythm (See methods). We call this the omnidirectional pass index because the 
analysis does not rely on or use the animal's heading. 
To test the sensitivity of this technique in detecting omnidirectional precession, we 
simulated the firing of grid cells in the model with the 6 HD VCOs+Ref configuration 
using real behavioral trajectories and LFP data recorded in our laboratory 
(Supplementary Figure S 1 h-n, See methods) and inserted noise via Gaussian temporal 
jitter. As this deviation approaches the duration of a theta cycle (1/12 seconds), the 
models lose temporal structure, but retain spatial periodicity. To control for false 
positives (Supplementary Figure S 1, k, l), we called a cell omnidirectionally precessing 
if it exhibited a significant correlation and the slope fell between -22 and -1440 
degrees/pass. This restricted range of slopes resulted low false positive rate (jitter>1/12 
sec, 0.76%, Supplementary Figure S 1n), large correlations at low jitters (mean linear-
circular correlation, -0.29±0.006 SEM) and high sensitivity (p<0.05 for 92% of simulated 
cells). 
To examine directional phase coding, we computed a directional pass index. For each 
point along the animal’s trajectory, we created a linear path along test directions that ran 
through the position of the animal. We found the field index at each point along these 
trajectories, and the Hilbert phase of the intersected curve at the animal’s position, 
normalized between -1 and 1. For conjunctive cells, we examined theta phase coding 
along the preferred direction of the cell, and for non-conjunctive grids we used 16 
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cardinal directions. The resulting directional pass index estimated the position of the 
animal in each field along a particular direction (Supplementary Figure S 1o) and 
correlates with running in that direction (Supplementary Figure S 1p).  
To test the sensitivity of the directional pass index for testing directional-phase coding, 
we simulated the firing of grid cells as above using the model with the 2 VCOs+ref 
configuration (Supplementary Figure S 1q-t). At low amounts of temporal jitter, the 
spiking theta phase of the model correlates to a specific running direction of the animal 
(Supplementary Figure S 1r), and correlates with the directional pass index along a 
particular direction (Supplementary Figure S 1s).  
To examine the cosine tuning of the slope of precession, if the model correlated 
significantly along a specified direction (Linear-circular correlation with Bonferroni 
correction, p<0.0031) and the slope fell between a magnitude of 22 to 1440 degrees per 
slope, we further examined the slopes in the 16 directions. We then found the relative 
power in the first and negative first Fourier components and all nonzero Fourier 
components, which we will refer to as the sinusoid score (See methods). A cell was 
considered directionally coding if the score exceeded 0.67. A substantial amount of 
model cells with relatively low jitter exhibited strong precession (jitter<1/24 sec, 37%) 
with a low false positive rate (jitter>1/12 sec, 4.8%).  
It should be noted here that omnidirectional phase precession and directional phase 
coding are usually not both observed in the simulated data for low jitter (jitter<1/24 sec). 
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Only 6.2% of omnidirectionally precessing grids also exhibited directional coding, and 
only 14% of directionally coding grids also exhibited strong omnidirectional precession. 
Finally, to examine if neighboring fields are phase locked to different median theta 
phases, we extracted fields from the field index map and grouped them so that no 
adjacent field fell in the same group. If at least 25 spikes fell within the fields of each of 
these groups, the phases of the spikes within these fields were compared using the 
common median-multi sample test (Berens, 2009). Cells were considered significantly 
differing if all three groups had significantly different median phases (p<0.05). To test 
the sensitivity of this technique, we simulated the firing of grid cell models as above with 
the 3 VCOs configuration (Supplementary Figure S 1a-c). Fields were successfully 
compared in 85% of the simulated cells. For low amounts of temporal jitter, most 
simulated cells using this model configuration exhibited a different median phase of 
adjacent fields (p<0.05, jitter<1/24 sec, 75%), with a false positive rate approaching zero 
(jitter>1/12 sec). 
The simulated jitter in some of our examples (Supplementary Figure S 1a-b, h-j, q-s) is 4 
ms, the lowest amount of temporal jitter. The resulting levels of noise arising from the 
simulation is substantially less than in the real data, but noise is still clearly present. A 4 
ms jitter means that, on average, each spike is offset from the model by 3.2 ms. This 
roughly corresponds to a 9 degree phase noise on an 8 Hz theta wave. Low jitters (<1/24 
sec) include jitters up to 41 ms, which corresponds with an average of 33 ms of offset and 
96 degrees of phase noise. Our success rates are reported up to 80 ms (Supplementary 
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Figure S 1c, 3n, and 3t). It is worth noting that 1/24 of a second is approximately one half 
of a theta cycle at the upper range of theta frequencies (12 Hz), and thus we would expect 
a priori that a portion of the spikes at this jitter will be moved from the correct theta cycle 
altogether. Thus, at 1/24 of a second of jitter, we expect to see a loss of temporal structure 
regardless of the efficacy of our observation techniques. It is possible that phase noise of 
spiking relative to local field potential in awake, behaving animals is higher than this; 
thus, the success rates of observing these behaviors with these techniques may be lower 
in real data. 
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APPENDIX B. SUPPLEMENTARY ANALYSIS OF RHYTHMICITY TECHNIQUES 
The text and figures in this appendix, with the exception of Section Three Subsection 
Three, were previously published (Climer et al., 2014) and reproduced with the 
permission of John Wiley and Sons, License No. 3820291286032.  
 
 
Supplementary Figure S 2. Confidence intervals for underlying rate and theta index all 25 bat grid cells from Yartsev 
et al. (2011). The grey shaded region indicates the 95% confidence region for the actual underlying rate, given the 
autocorrelogram count and the number of spikes. The thick black line represents the possible underlying rate with the 
highest theta index found in this region: these autocorrelograms do not exclude this rhythmic underlying rate, and thus 
the theta index of this trace is the upper bounds of the 95% confidence intervals for the theta index. Actual theta index 
(TI) and the range of values found in the regions are indicated. 
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Supplementary Figure S 3. Confidence intervals for underlying rate and theta index for 25 rat grid cells recorded in 
our laboratory. The grey shaded region indicates the 95% confidence region for the actual underlying rate, given the 
autocorrelogram count and the number of spikes. The thick black line represents the signal with the highest theta index 
found in this region. Actual theta index (TI) and the range of values found in the regions are indicated. 
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Supplementary Figure S 4. Power curves for the ground truth amplitude for the rates and session durations for all 25 
bat grid cells shown in Supplementary Figure S1. For each cell, 50 autocorrelogram indows were simulated for 6 bins 
of the ground truth rhythmicity amplitude a. Rhythmicity detection rates for the MLE approach (blue) and theta index 
(red) are indicated. 
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Supplementary Figure S 5. MLE method results for all 25 bat grid cells from Yartsev et al. (2011). The dark black 
line shows the approximated histogram from the best fit, the grey dotted line shows the best fit without rhythmicity. 
Amplitude of the oscillation (a) and 95% confidence intervals are indicated. P-values are the results of the LR test for 
the full fit (black line) over the non-rhythmic fit (dashed line). 
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Supplementary Figure S 6. MLE method results for 25 rat grids shown in Supplementary Figure S2. The dark black 
line shows the approximated histogram from the best fit, the grey dotted line shows the best fit without rhythmicity. 
Amplitude of the oscillation (a) and 95% confidence intervals are indicated. P-values are the results of the LR test for 
the full fit (black line) over the non-rhythmic fit (dashed line). 
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Supplementary Figure S 7. Parameter difference detection across single sessions. Because the MLE approach uses 
each lag as an observation, it allows for statistical testing of the difference of individual parameters in the same cell in 
two sessions. Two simulations/comparisons were run for each parameter pair. Each parameter block contains two plots 
with percentages of the tests that were positive: Left (rainbow): LR test for overall difference between the distributions, 
right (grayscale) Post-hoc test for the difference in that single parameter. Each pixel is the percentage of the pairs which 
were significantly different from the LR tests when the parameter in the black was the x-axis value for one session and 
the y-axis value for the other, while all other parameters were kept the same. Under these conditions, these comparisons 
were highly sensitive (areas away from the diagonal at or near 100% significant) while being specific (On the diagonal, 
at or near 0). 
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