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1 Introduction
Automatic target recognition (ATR) is a specialized branch
of computer vision that is of considerable interest to the mu-
itary. Given a set of JR images, the objective of ATR is to
recognize a target such as a military vehicle on the ground
or a ship in the ocean. The limitations of ATR include the
sensor image deficiencies, clutter, topography, vegetation,
size of the target, target signature variability, aspect angle
dependence, time of the day, weather conditions, etc. In the
early 1980s, the Low Altitude Navigation and Targeting In-
frared for Night (LANTIRN) program provided an impetus
for extensive investigations'8 in ATR. The classical works
on ATR used methods of statistical pattern recognition—
here, a geometric view model is built through the estimation
of some parameters (such as the sensor elevation angle, aspect
angle, the distance from the target, etc.), the key features are
extracted from the input image (e.g., by the Hough trans-
form), and recognition/detection is carried out by spatially
correlating the features. There has been considerable interest
in the integration of thermal and visual images.9 For a survey
of the applications of the neural network methodology to
ATR, see Roth.'° For an application of Gabor functions and
wavelets to ATR, see, e.g., Casasent, Smokelin, and Ye1'
and Zhou and Crawshaw.'2 Several types of sensors are avail-
able: the forward-looking infrared (FUR), the synthetic ap-
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Abstract. We develop a model-based vision algorithm to estimate the
aspect angle of a target in a forward-looking infrared (FLIR) image. In
the preprocessing stage of the algorithm, a set of 3-D voxel-based
models is created using a CAD/CAM package. These models are rotated
about the vertical axis through a series of predetermined angles and then
projected onto the horizontal plane. This gives us a database library of
2-D images. We select as signature from a given FLIR image and at-
tempt to match it with the various images in the given database library
of images using the normalized cross-correlation method. The angle of
rotation corresponding to the image in the database library giving the
best possible match is estimated to be the aspect angle of the signature
(target). We use an algebraic approach to represent images and the
process involves certain algebraic operations on the polynomials. An
advantage of the algebraic approach is that a high speedup in the run
time is possible if the fast Fourier transform is used to compute the
polynominal multiplications involved in the processing.
erture radar (SAR), and the multiple-mode laser radar. The
use of FUR images by ATR has been studied extensively in
the past 25 years.'3'5 The interpretation of FUR images is
complex due to various reasons. First, like other types of
sensors, we deal with real-time situations where the back-
ground and environmental conditions are mostly unknown.
Further, as compared to other sensors, the FUR sensor gives
the pilot less information about the target, e.g., the target
range cannot be directly computed in a straightforward man-
ner. Also, a FUR image is often cluttered and it is difficult
to perform a good segmentation of the image (independent
of conditions such as the time of the day or night when the
image was taken, etc.). However, some of the main advan-
tages of the FUR imagery over other radar images are that
the FUR sensor is widely used for night vision and conse-
quently it is likely to be available to the pilot of a high-
performance aircraft, and the FLIR sensor is a passive sensor
(i.e. , it does not emit any energy of its own) and so it may
be more convenient from the operational point of view.
The model-based vision (MBV) approach is a significant
method for 3-D object recognition and there has been exten-
sive work on the subject.'59 In the MBV approach, the
unknown image is matched with some known models and
so can be recognized—it is assumed that the unknown image
is approximately similar to one of the models. The MBV
approach has important applications in a number of areas
such as robotics and industrial inspection. Investigations have
been made on the robustness of the MBV approach in clut-
tered images, e.g., see Vergnet, Saint-Marc, and Ayache.2°
Subject terms: aspect angle; model-based vision; target geometry; matching; al-
gebraic approach.
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There has been also considerable interest in the application
of the MBV approach to ATR and, in particular, to FUR
imagery (e.g., Zelnio7'8 and Nasr and Amehdi.21) The ge-
ometry of a FUR image can be investigated for the purpose
of recognition of the target (this is also in general the basic
approach in 3-D computer vision22). There has been consid-
erable interest recently to use the MBV approach to integrate
different types of sensors, e.g., a FLASER is a combination
of FUR and SAR sensors.8
The aspect 2 1 4,24 ofa target is a parameter that gives
information regarding the orientation of a target with respect
to a given sensor, and its determination is of significant in-
terest. To explain the definition, consider the target geometry
given in Fig. 1 where 0 represents a sensor stationed above
the ground level (e.g., on an aircraft), andAB is a line segment
representing the center line of a target (e.g., a vehicle on the
ground). Uet C denote the midpoint ofAB, and let the vertical
line through 0 intersect the ground level at T (so O1 is the
height of the sensor above the ground level). The aspect angle
of the given target is defined to be the angle 0 between the
vertical plane through AB and the plane containing the tn-
angle OCT(we take OO'n-). The depression angle of the
target is defined to be the <OCT. The pose of the target is
defined to be the information consisting of the depression
angle and the aspect angle. It is clear that for low-altitude
views the depression angle is relatively insignificant. Because
the major objective of the LANTIRN program (mentioned
earlier) is low-altitude flying and targeting, it is therefore of
considerable practical interest to determine the aspect angle
of a target on the ground. Since an infrared image is con-
strained by several limitations (weather conditions, clutter,
etc.), it is more realistic to estimate the aspect angle rather
than attempt to determine it absolutely. As different shapes
of the target correspond to different aspect angles, the prob-
lem of aspect angle estimation tantamounts also to a nec-
ognition of the target by attempting to identify it with one
of the given models (based on the assumption that the target
is approximately identical to one of the models but we do
not know which one). A potential application of the aspect
angle determination problem also lies in the development of
improved sensors and seeker heads for air-to-air missles, e.g.,
to estimate the maximum angle to which an infrared seeker
can possibly be cued.
1 .1 Outline of Proposed Method
In this paper, we propose a method to estimate the aspect
angles of targets in FLIR images using the MBV approach.
Our method can also be applied to infrared images from other
types of sensors, but it has been developed primarily for the
specific capabilities of a FUR sensor. (We discuss in the
following paragraph an alternative method to compute aspect
angles and also to explain why that method may not be suit-
able for FUR images.) A bniefoutline ofthe proposed method
is as follows. A set of 3-D models (on military vehicles) is
created using the standard BRL/CAD package. We assume
that the target (a signature in the given FUR image) is iden-
tical to one of the given models. In the preprocessing stage
of the algorithm, each of the given sets of 3-D models is
rotated through a series of predetermined angles about the Z
axis in the vertical direction. Then, we obtain the projections
of these rotated views onto the plane orthogonal to the axis
Fig. 1 Definition of the aspect angle of a target.
ofrotation (i.e., the XYplane). We now have a database library
of images that can be made as extensive as possibly by choos-
ing more angles of rotation and more models. The FUR
image of the target is now thresholded suitably to obtain a
silhouette. In practice, the scene would consist of several
signatures, and we could zoom into some specific one whose
aspect angle we are interested in determining. We then use
a matching algorithm to match the silhouetted image (of the
target) with the images in the database library created already,
and compute the percentage of matches with each image in
the databaselibrary. The aspect angle ofthe target is estimated
to be the angle of rotation corresponding to the image in the
database library that gives the highest percentage of matches.
We could use any standard matching algorithm for binary
images. To implement the proposed algorithm, we use an
algebraic approach to process images,253° although the al-
gonithm works if the standard method of representation of
images by arrays is used. (The possible advantages of the
polynomial representation are explained in Sec. 3.)
1 .2 Main Contributions of the Paper
Image segmentation is certainly a challenging problem and
until now only partial solutions were known to exist. The
main contribution of the paper is that we have given an al-
gonithm (undoubtedly straightforward) based on the well-
known MBV approach. To our knowledge, this is the first
work based on the MBV approach to estimate the aspect
angle or targets from infrared images—a problem of consid-
enable practical interest in automatic target recognition from
low altitude flying. Experimental results that we provide in-
dicate clearly that the method gives correct results. We tested
the algorithm extensively and the results were always sat-
isfactony. Also, we have indicated (Sec. 5) future directions
on how the proposed method can be further refined to give
possibly even better results.
We have used an algebraic method to implement the pro-
posed method. The algebraic method is not necessary to im-
plement the proposed algorithm but there are certain advan-
tages if one does so. The possible advantages of the algebraic
approach over the standard representation of images has been
discussed exhaustively in our previous works.25'26'29 Thus,
in this paper, this point is only reviewed briefly (see Sec. 3).
Besides the possible increase in speed involved, the algebraic
OPTICAL ENGINEERING / October 1994 / Vol. 33 No. 10/3335
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approach provides a unified environment for various image
processing tasks.
1 .3 Another Method
Althoughthe aspect angle ofa target is a significant parameter
in ATR and is widely cited, no published literature seems to
exist to address directly the problem of its computation. How-
ever, we observe that a method to estimate aspect angles
could be extracted using ideas from Kato et al.24 as follows.
In Fig. 2, we have a target geometry showing the vertical
plane containing a sensor 0 and the center line AB of a target.
Let C denote the point of intersection ofAB with the vertical
line through 0. Let AB = 1, OA =a, OB = b, and OC =R.
Let 4 = <AOBand 0 = <ACO, the aspect angle of the target.
Then, using elementary plane trigonometry, it is straightfor-
ward to show that
.
a+b
• • absinsinO =— sin— sinO = . (1)
1 2 Ri
If a, b, i, and are given, then 0 can be computed from the
left equation in Eq. (1). Similarly, if R, 1, a, b, and are
given, then 0 can be computed from the right equation in
Eq. (1). Even though this gives us a direct method to estimate
the aspect angle of a target, the main problem is that it is
difficult, in practice, to compute the values of a,b, and R for
FUR images, although 4 can be computed by counting the
pixels in the image. If we use an active sensor such as a laser
radar, then it would be straightforward to obtain the values
of a, b, and R. The geometric model given by Fig. 2 was
used24 in the context of targets that are ships for whom the
length-to-height ratios are given. However, we think that
detecting a target like a tank from an aircraft is much more
complex than detecting a ship in the ocean. The ship would
appear to be a long thin strip and the segmentation of the
image is easy because the image can be modeled as being
two-ciass—the target being either brighter or darker than the
scene. Thus, we contend that this method is not generally
suitable for aspect angle determination for signatures in FLIR
images of tanks and other military vehicles.
In Sec. 2 we discuss some preliminary material. In Sec.
3 we describe the proposed method. Section 4 contains the
experimental results. Section 5 discusses future directions
and Sec. 6 provides the conclusions.
2 Preliminaries
To make the paper self-contained, we shall review briefly
some facts on the algebraic method used by us for processing
images.253° It is well known that there are essentially three
general approaches to represent rigid solids'6"7'31—the sur-
face or boundary representation, the generalized cylinders
representation, and the volumetric (voxel) representation.
Here we use the voxel representation for 3-D images where
a solid object is approximated by a volume occupancy array
and each cell of the array is called a volume element, or in
short, a voxel. Several methods are used to store and process
the voxel representation of solids; we consider here an al-
gebraic approach using polynomials. First, given a binary
image, say, of size r X s, we associate with it a polynominal
in two variables:
a,XlYJ , (2)
where the summation is over all the pixels of the image and
a, is 1 or 0 as (i,j) corresponds to a black and white pixel,
respectively. Next, a 3-D object, A, given by the voxel rep-
resentation is encoded by a polynominal P in three variables:
Pjk'Z (3)
"3, k
whereP13k 1 if the voxel (i,j, k) of the array lies completely
inside A, otherwise Pk =0.
2.1 Rotation
Our rotation procedure26 is an adaptation of the general
method of geometric transformation given in Rosenfeld and
Kak.32 Consider a 3-D object S with the polynominal rep-
resentation given by Eq. (3). Let 5' be the solid obtained by
rotating S through an angle 0 about the OZ axis. When 0 is
a multiple of 90 deg, the polynominal representation of 5' is
easy to obtain from that of S. For example, if 0 = 180 deg,
then we have
SplJkX_1Y_1Z_1 . (4)
1,], k
When 0 is not necessarily a multiple of 90 deg, 5' is obtained
as an approximation in the following manner. Suppose that
the polynominal representation of 5' is given by
. (5)
r,s,t
Compute each (r,s,t) from (i,j,k) using the following trans-
formation:
[i 1 [cosO sinO 01 [rl
= — sinO cosO 0 . (6)
[k] [0 0 ij[t]
If cosO and sinO are not integers, we round the solution to
integral values. For any r,s,t in the set of all real numbers,
we get (i,j, k) corresponding to (r,s,t). If P,1k = 1, then we
assign rst= 1, where (r, s, t) is the solution corresponding to
A
C
B
0 (sensor)
Fig. 2 Target geometry corresponding to Eq. (1).
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(i,j, k). We refer the reader to Rosenfeld and Kak32 for details
regarding why this indirect method is better than the direct
method of computation by the inverse of the transformation
given above. In a similar manner, we may obtain rotations
about other coordinate axes.
2.2 Orthographic Projection
We review briefly the method developed in Qian and Bhat-
tacharya.26 Let P be the polynomial representation of a solid
A given by Eq. (3). We shall determine the polynominal rep-
resentations of the orthographic projections of A onto the XY
plane. Let
Q=>(VP,Jk)XY,
,,j k (7)
where V denotes the usual Boolean operation OR. We claim
that Q is the polynominal representation of the orthographic
projection of A onto the XY plane. For if two or more terms
in the polynominal P have the same factor XP, then the
voxels lying in A corresponding to these terms give the same
pixel while projecting orthographically onto the XY plane.
Putting Z= 1 for these terms in P and then ORing their coef-
ficients gives the projection algebraically. If there is only one
term in P with the factor KY', then clearly the projection of
the corresponding voxel onto the XY plane is obtained by
putting Z= 1 in the term. The orthographic projections onto
the other coordinate planes are obtained in a similar manner.
3 Proposed Algorithm
The proposed algorithm for aspect angle estimation has two
phases:
Preprocessing. (see Fig. 3)
1 . We create a set of models of military vehicles using a
CAD/CAM package. The models are stored as 3-D
binary, voxel-based images.
2. We rotate each model about the vertical axis (Z axis)
through a series of angles using a rotation algorithm,
getting a number of views.
3. We project all the selected views of each model onto
the XY plane using a projection algorithm. We then
have a database library of projected views of the given
models. Each image in the database has now the fol-
lowing fields: (a) the model from which the image was
created and (b) the angle of rotation of the model used
to create the image.
Estimation. (see Fig. 4)
1 . Given a FLIR image, we select a certain signature
("target") in it whose aspect angle is to be estimated.
A thresholding is now done to obtain a silhouetted
figure of the chosen signature.
2. We apply a matching algorithm to match the silhou-
etted figure with the 2-D images in the database library
created in the preprocessing stage.
3. The angle of rotation corresponding to the best match
to an image in the given database library is estimated
to be the aspect angle of the target.
rotate projectModel 3D Views J
-*
2D Views
Fig. 3 Block diagram showing the preprocessing phase of the pro-
posed algorithm.
. threshold I match J
Signature Silhouette T Aspect angle
Fig. 4 Block diagram showing the estimation phase of the proposed
algorithm.
The estimation of the aspect angle of an unknown target can
be made as accurate as possible (subject to various FUR
image deficiencies) by taking as many angles of rotation of
the models as we please (and also by taking more models if
necessary). Although our proposed method uses simple ideas,
it works reasonably well as our experimental results clearly
indicate.
In the processing ofthe images, we shall adopt an algebraic
representation where an image (binary, or 3-D voxel-based)
is represented by a polynominal and various image processing
operations are described in terms of certain algebraic oper-
ations on these polynominals representing images.253° The
algebraic operations that we use can be described in a simple
manner in terms of the standard operations of addition and
multiplication of polynominals. Thus, we get a convenient
algebraic environment to process images. Furthermore, if we
use the fast Fourier transform (FFT) to compute the multi-
plications involved in the algebraic operations, then a con-
siderable speedup occurs (specific estimates of the speedup
have been given25'26).
In principle, we need a large database library (of the pro-
jections ofrotated views ofthe models), e.g., ifthere are eight
models (of vehicles from tanks to jeeps) and we need to
compute the aspect angle up to an accuracy of 1 deg, then
we need 2880 images in the database library and the matching
process with all these 2880 images would be slow. However,
in practice, we do not need to estimate the aspect angle correct
to the nearest degree—realistically speaking, an estimate cor-
rect to, say, 15 deg is acceptable for many purposes. In that
if we have, say, eight targets, then the image database library
created from the models would have 192 elements.
4 Experimental Results
The implementation of the proposed algorithm was carried
out using the image processing package KHOROS (devel-
oped by the University of New Mexico), which was run on
a SUN workstation. We tested the proposed algorithm on a
set of simulated FLIR images (supplied by V. Velten of the
Wright Laboratory). Each image represented a scene con-
sisting of several M60 tanks together with background clutter
and vegetation. Our task was to estimate the aspect angles
of each of these tanks correct to 22.5 deg. Using the standard
BRL/CAD package, a model of an M60 tank was created in
the form of a silhouette that was then rotated through steps
of 22.5 deg to get 16 templates, which we denote by t
(Osi 15). From each simulated FLIR image supplied to us,
we extracted signatures and matched them, after a suitable
OPTICAL ENGINEERING / October 1994 / Vol. 33 No. 10/3337
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thresholding, with the 16 templates using the standard nor-
malized cross-correlation method. If the best match occurred
with the template then the aspect angle of the signature
was estimated to be the angle by which the given model had
been rotated to obtain t. In general, we found that the results
were highly consistent with the actual values of the aspect
angles that were made available to us for verification purposes
(the file containing the table values of the aspect angles is
usually referred to as the "ground truth file.")
Figure 5 shows a simulated FUR image that has four
signatures. To compute the aspect angle of a specific signature
in Fig. 5, we do an ad hoc "scissoring" and extract the
signature, and then a suitable thresholding. Thus we obtain
four pictures that are named Image 1 through Image 4 in a
clockwise order according to their positions in Fig. 5, starting
with the signature in the bottom left corner. Table 1 gives
the sizes of these images and also the thresholding levels that
we chose. Table 2 gives the result of matching the images
with the templates t1 where the second column gives the sizes
of the templates t1 and the last four columns give the per-
centages (rounded to two decimal places) of matching the
four signatures with the 16 templates. From Table 2, we find
that the best match for each image corresponds to twhich
is, in fact, the template corresponding to 0 deg rotation. This
experimental result agrees with the actual value of the aspect
angles as given in the ground truth table.
The percentages of matching of the signatures with the
templates t1 depend on the value of the thresholding levels
chosen. To demonstrate this, we give in Table 3 the per-
centages of matches of the Image 4 (of Fig. 5) with the
templates t, when the thresholding level changes to 167. Note
that the highest percentage of match still corresponds to t0,
indicating the possible robustness of the proposed algorithm.
Similar successful results were also obtained when we tested
3338 / OPTICAL ENGINEERING / October 1994 / Vol. 33 No. 10
Fig. 5 Image containing signatures whose aspect angles are to be estimated.
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Table 1 Sizes of the signatures in Fig. 5 and their thresholding
levels.
Imag Size Threshold
Imagçj 56x42 182
Image2 56x47 199
Imagç 3 57x76 190
Imag4 56x52 173
Table 2 Matching percentages of signatures with the templates.
Template Size Image 1
Percentage
Image 2
Percentage
Image 3
Percentage
Image 4
Percentage
to
=
Z2..2_ 75.51 74.67 77.49 71.65
ti 58x76 68.70 61.51 64.49 62.21
t2
Z!2o 64.42 57.38 60.52 58.28
t3 61x109 66.76 60.99 61.82 58.17
t4 58x102 65.53 58.57 59.78 56.67
t5 60x109 65.25 58.38 61.42 57.70
t6 1.L2° 62.25 53.69 62.97 59.94
t7 58x76 65.17 55.87 66.22 62.86
t 48.06 43.32 44.99 41.16
t9 58x76 64.89 55.65 66.28 62.75
tb 58x76 63.26 55.64 62.04 59.02
ti I 43.57 42.29 34.47 32.38
112 59x102 65.44 58.93 61.28 57.90
t13 58x109 66.00 60.90 57.97 56.19
tj 4 57X100 65.20 58.53 60.73 58.39
tIS 58x76 69.55 61.93 65.47 62.38
the proposed algorithm with a number of other images with
different aspect angles.
5 Discussion and Future Directions
It would be of considerable interest to implement the pro-
posed algorithm on a more complex scene where there may
be signatures consisting of a number of military vehicles
(from tanks to trucks and jeeps) and with possibly different
aspect angles. Then, the implementation of the algorithm
would need several models (and their rotated views). The
algorithm would first recognize the signature by matching it
with various models in the database library, and then estimate
the aspect angle by choosing the rotated view with which the
highest match was obtained. Thus, the proposed algorithm,
in effect, not only estimates the aspect angle but also rec-
Table 3 Matching percentages of Image 4 with the templates when
the thresholding level is changed to 167.
13 57.18
14 55.94
15 55.99
16 52.62
t7 54.93
t8 42.30
t9 54.97
110 53.78
ti 1 37.05
t12 55.93
t13 57.78
t14 55.53
tI 5 59.30
ognizes the signatures as well. We can vary the level of
thresholding corresponding to the target and carry out the
steps of the algorithm repeatedly until we are able to rec-
ognize the test object with a satisfactory level of the matching
percentage.
The proposed method may not always give a good output
unless an advanced segmentation is used. For this purpose it
would be advantageous to use advanced segmentation
algorithms.3336 Good segmentation ofFLIR images is a chal-
lenging problem and it would be interesting to evaluate the
test for the performance of the various advanced segmenta-
tion algorithms for FUR images in connection with aspect
angle estimation. In our approach, we are matching a sil-
houette of the signature with a set of rotated view s of a number
of templates of military vehicles (obtained by the BRL/CAD
package). Much work has been done on the problem of shape
recognition from single or multiple silhouettes.37" Adap-
tation of one of these methods would make the matching
algorithm more effective in real-time situations and prevent
the occurrence of false alarms as much as possible. Further,
it would be useful to create the models as realistically as
possible using advanced CAD/CAM techniques so that better
matching is obtained.
The proposed algorithm will work whether or not we use
the algebraic representation of images (which we have
adopted in the implementation). The algebraic representation,
however, has certain advantages: It provides a convenient
environment to process images253° where only simple al-
gebraic operations are needed to do the processing of images.
OPTICAL ENGINEERING I October 1994 I Vol. 33 No. 10 I 3339
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Also, if we use a FFT package to perform the convolution,
which is required in our matching subroutine, we would get
a high speed-up of the entire method. So, the database library
of the rotated views of the models could be made more ex-
tensive without causing a strain on the computing time if we
use the FFT to speed up the computing time needed. The
algebraic approach is directly amendable to distributed or
parallel processing29 and it would be useful to extend the
proposed algorithm to a parallel algorithm and implement it
on a parallel, single instruction multiple data (SIMD) ma-
chine.
6 Summary and Conclusions
Estimation of aspect angles of targets from IR images is a
challenging problem that is of significant interest in the field
of ATR. The information about aspect angles is particularly
useful for low-altitude flying and targeting using JR images,
which is one of the major objectives of the LANTIRN pro-
gram. A potential application of the estimation problem lies
in the task of cueing sensors and seeker heads of missles. We
have proposed a MBV method to estimate the aspect angle,
which is particularly suitable for FUR images. Our algorithm
involves straightforward ideas but is practical. We create a
database library of images from a set of models generated
by using a CAD/CAM package and apply a matching al-
gorithm to match a signature with the images in the database
library. The confidence level ofthe proposed method depends
on how realistic the models are, the segmentation of the given
image, and the number of views of the models. We have used
an algebraic environment to represent and process images;
this has a number of advantages including the fact that a high
speedup of the run time occurs if the standard FFT is used
to compute the polynominal multiplications involved. The
proposed method to estimate an aspect angle would, however,
work without using the algebraic representation of images.
The experimental results show good promise of the viability
of our method. We have discussed several possible extensions
of the proposed method. Since all image processing opera-
tions considered here are local operations, the proposed al-
gorithm can be directly extended to a parallel algorithm for
an SMID machine. We hope that our work will generate
interest in further investigations on the aspect angle esti-
mation problem, and also on further applications of the MBV
approach to automatic target recognition.
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