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Abstract
Given a couple of smooth positive measures of same total mass on a compact Riemannian manifold, the associated optimal
transport equation admits a symplectic Monge–Ampère structure, hence Lie solutions (in a restricted sense, though, still expressing
measure-transport). Properties of such solutions are recorded; a structure result is obtained for regular ones (each consisting of a
closed 1-form composed with a diffeomorphism) and a quadratic cost-functional proposed for them.
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Introduction
The reader will find in this paper a description of the geometric structure of Riemannian optimal transport (OT, for
short) equations and of their Lie solutions, on a compact connected n-dimensional manifold Mn.
Let us first recall what are the OT equations. We are given on Mn a couple (ω,) of distinct volume-forms (pos-
sibly of odd type in case Mn is not orientable [17, chap. II]) with same total mass:
∫
M
ω = ∫
M
 , and a Riemannian
metric g, setting  : T ∗M → TM (resp. exp : TM → M) for its Riesz isomorphism (resp. its exponential map). All
objects are smooth. The (forward) OT equation, considered by Brenier and McCann [5,15], reads:
(1)exp( du)∗ω = 
and optimality comes from the fact that among all measurable maps ϕ : M → M which pushes ω to  (written
ϕ∗ω =  , meaning
∫
B
 = ∫
ϕ−1(B) ω for each Borel subset B ⊂ Mn), those which minimize the following cost-
E-mail address: Philippe.DELANOE@unice.fr.
1 Supported by the CNRS.0926-2245/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.difgeo.2007.11.025
328 Ph. Delanoë / Differential Geometry and its Applications 26 (2008) 327–338functional:
(2)c(ϕ) =
∫
M
1
2
{
dg
[
m,ϕ(m)
]}2
ω
(where dg denotes the distance-function of g) necessarily write ϕ = exp( du) for some potential-function u [15,
Theorem 9]. With smooth data, (1) reads as well, pointwise, using the pull-back of forms, as follows:
(3)exp( du)∗ = ω;
we say the latter is a backward OT equation (with the same cost functional). Here, we pause and observe that Eq. (3)
is a fully nonlinear second order partial differential equation which admits trivially an elliptic solution in the neigh-
borhood of every point of Mn (recall a function u is elliptic at m0 ∈ Mn for a nonlinear differential operator F [u] if
the linearization v → d
dt
F [u+ tv]t=0 reads as a linear elliptic operator at m0). Indeed, given m0 ∈ Mn, there readily
exists a real symmetric matrix (aij )1i,jn such that:
(δij + aij ) > 0, det(δij + aij ) = dω
d
(m0)
(where dω
d
stands for the Radon–Nikodym derivative). Picking a normal chart (x1, . . . , xn) of Mn centered at m0,
the local function u = 12aij xixj (using henceforth Einstein’s summation convention) thus solves (3) at the point m0;
moreover, it is an elliptic solution at m0 due to the positivity of (δij +aij ) (see [9]). The existence of an elliptic solution
of (3) in a neighborhood of m0 classically follows (see Section K of [4, Appendix]). Henceforward, “solution” will
always mean global solution (on the whole of Mn).
There is a class of second order (nonlinear) differential operators, sometimes called symplectic (resp. contact)
Monge–Ampère operators, which factor through the cotangent (resp. 1-jet) bundle like first order operators do. This
remarkable geometric property was singled out and studied by Lychagin [13]; let us briefly recall how it goes. Set λ for
the Liouville form of T ∗Mn and σ = dλ, for the canonical symplectic form on T ∗Mn. To each n-form α ∈ Ωn(T ∗Mn),
we associate the second order differential operator α : C∞(Mn,R) → Ωn(Mn) defined by:
(4)α(u) = (du)∗α.
The map α → α becomes one-to-one provided the n-form α is normalized by:
(5)α ∧ σ = 0.
When this is so, α is called effective and α , a (symplectic) Monge–Ampère operator (a parallel contact theory, in the
1-jet bundle, also exists [13,14]; we do not need it here). Let us pause for an (artificial) example. Setting henceforth
(q1, . . . , qn) for a generic chart on Mn and (q1, . . . , qn;p1, . . . , pn) for the associated natural chart on T ∗Mn (thus,
in particular, we have σ = dpi ∧ dqi ), take Mn = Rn and
α = dp1 ∧ · · · ∧ dpn − f (q)dq1 ∧ · · · ∧ dqn.
Then
α(u) =
[
det
(
∂2u
∂qi∂qj
)
− f (q)
]
dq1 ∧ · · · ∧ dqn
where we recognize the usual Monge–Ampère operator. Back to our general theory, we may introduce a notion of Lie
solutions for symplectic Monge–Ampère equations, namely:
Definition 1. (See [13].) Let the form α ∈ Ωn(T ∗Mn) be effective. A Lie solution of the symplectic Monge–Ampère
equation α(u) = 0 is a Lagrangian immersion j : L ↪→ T ∗Mn such that j∗α = 0.
Finally, there is a natural equivalence relation between symplectic Monge–Ampère operators. Indeed, two such
operators α and β are called equivalent (in Lychagin’s sense) provided there exists a symplectic diffeomorphism
Ψ of (T ∗Mn,σ) such that α = Ψ ∗β; if so, and if j is a Lie solution of α(u) = 0, then (Ψ ◦ j) is a Lie solution
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equations [3,14].
In the present paper, our first result asserts that the backward OT equation is symplectic Monge–Ampère (Sec-
tion 1). We thus proceed to study its Lie solutions (Section 2), first restricting their definition to comply with the
measure transport meaning of the equation (Section 2.1); so, in particular, they are Lagrangian immersions defined on
the manifold Mn itself.
We show their basic properties (Section 2.2), namely: existence of trivial solutions; correspondence between regular
closed 1-forms solving Eq. (3) and the “inverse” equation (with the volume-forms ω and  switched); symplectic
classification under a metric change.
We analyze the structure of a Lie solution j : Mn ↪→ T ∗Mn of Eq. (3) in Section 2.3, bringing a complement
of independent interest to [9, Section 2] (see Remark 6 below). We prove that, if the projection ϕ of j onto Mn is
non-singular and j satisfies at one point a suitable convexity assumption combined with a minimizing distance one
(if so, call j regular at the point), then ϕ is a diffeomorphism and there exists a closed 1-form α such that j = α ◦ ϕ;
moreover, the regularity of j holds everywhere and its convexity is strict.
Finally, we discuss what an appropriate cost, like (2) for the Brenier–McCann solutions, should be for regular Lie
solutions (Section 3). Among such solutions j = α ◦ ϕ, the proposed cost reduces both the distance between ϕ and
the ω-perserving diffeomorphisms, and the harmonic part of α.
Regular Lie solutions offer a new framework to analyze Eq. (3), because they do not occur only at minimal points
of a cost functional, as they would in the Brenier–McCann theory. They satisfy (3) throughout the minimizing process,
instead, starting from trivial solutions known to exist always.
Two directions now deserve further study, namely: Lie solutions with singular projection on Mn and existence of
cost-minimizing Lie solutions (regular ones should write j = du ◦ ξ , with ξ a diffeomorphism preserving ω).
1. The backward OT equation is Monge–Ampère
In this section, we will prove:
Theorem 1. There exists an effective n-form Ω on T ∗M , depending on (g,,ω), such that (3) can be written:
(6)(du)∗Ω = 0.
Proof. Let G : T ∗Mn → Mn be the map defined by:
(7)G(q,p) = expq
[
q(p)
]
(with the notations introduced before (1)) and π : T ∗Mn → Mn stand for the canonical projection (so π(q,p) ≡ q).
Set:
Ω = (G∗ − π∗ω) ∈ Ωn(T ∗Mn).
With this choice for the n-form Ω , it is clear that (6) means Eq. (3) in Lychagin’s sense. We are left with proving the
effectivity of Ω , which obviously reduces to that of G∗(dq1 ∧ · · · ∧ dqn) to be established at an arbitrarily fixed point
(q0,p0) of T ∗Mn. We take a Fermi chart (q1, . . . , qn) along the geodesic γ0 in (Mn,g) from q0 to G(q0,p0) [1].
The latter reads in our chart: t ∈ [0,1] → γ0(t) = (tr0,0, . . . ,0) where r0 denotes the norm of p0. For (q,p) ∈ T ∗Mn
close to (q0,p0), we set (Q1, . . . ,Qn) for the coordinates of G(p,q) in our chart and:
Qij =
∂Qi
∂qj
, Qij = ∂Q
i
∂pj
.
The Qi ’s are given by the value at t = 1 of the solutions Qi(t) of the geodesic equation with the initial conditions:
(8)Qi(0) = qi, Q˙i(0) = [q(p)]i = gij (q)pj
(setting as usual (gij (q)) for the matrix inverse of that of the metric g at q , and a˙ (resp. a¨) for da
dt
(resp. d2a
dt2
), given
any quantity a(t) depending smoothly on t ). The Qi , Qij evaluated at (q0,p0) are thus equal to the values at t = 1 ofj
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ij (t) of the Jacobi equation along the geodesic γ0, with the corresponding initial conditions at
(q0,p0) (differentiating (8) there with respect either to qj or to pj ). Specifically, they satisfy the systems:
Q¨ij + r20 R1i1k(tr0,0)Qkj = 0, Qij (0) = δij , Q˙ij (0) = 0,
Q¨ij + r20R1i1k(tr0,0)Qjk = 0, Qij (0) = 0, Q˙ij (0) = δij ,
where Rijkl stands for the sectional curvature tensor of the metric g (see [1]). Each system uncouples and we readily
find: Qij = 0 and Qij = 0 if i = j ; Q11(t) = 1 and Q11(t) = t ; last, for each α > 1 (no summation):
Q¨αα + r20R1α1α(tr0,0)Qαα = 0, Qαα(0) = 1, Q˙αα(0) = 0,
Q¨αα + r20R1α1α(tr0,0)Qαα = 0, Qαα(0) = 0, Q˙αα(0) = 1.
We thus obtain at t = 1 (still with no summation on α):
dQ1 = dq1 + dp1; dQα = Qαα(1) dqα +Qαα(1) dpα.
Therefore, at (q0,p0), we have indeed: dQ1 ∧ dQ2 ∧ · · · ∧ dQn ∧ σ = 0, as required for the effectivity of G∗(dq1 ∧
· · · ∧ dqn). 
Remark 1. To allow, as in [15, Section 5], for a cost more general than (2), one would consider here a backward OT
equation written as above now with (7) replaced by: G(q,p) = expq [a(|p|q)q(p)], for some function a : [0,∞) → R
(letting henceforth |p|q stand for the g-norm of p at q). Importantly, the p-dependence of the amplitude-function a,
through the norm of p, ensures that the preceding two systems still uncouples to diagonal ones (easy exercise). So
the analogue of Theorem 1 holds, the transport equation is still symplectic Monge–Ampère. For simplicity, we stick
below (as in [9]) to the quadratic cost case a ≡ 1.
2. Lie solutions of the OT equation
2.1. Discussion
Despite the result expressed by Theorem 1, the general notion of Lie solution (Definition 1) is inappropriate for the
OT Eq. (3). Indeed, the equation j∗Ω = 0, with an arbitrary Lagrangian immersion j : L ↪→ T ∗Mn, cannot express the
(backward) transport of  to ω, because (j∗π)∗ω ≡ ω. To recover the meaning of the transport equation, we are led
to split Ω , focusing on Θ := G∗ , and to take Mn as source-space of the immersion j . We thus recast Definition 1,
for our purpose, as follows:
Definition 2. Regarding Eq. (3), a Lie solution is a Lagrangian immersion j : Mn ↪→ T ∗Mn which satisfies on Mn the
transport equation:
(9)j∗Θ = ω.
In the sequel, we will study properties of Lie solutions of Eq. (3) (in the sense of Definition 2 exclusively).
2.2. Basic properties
To begin with, setting Diff(Mn) for the global diffeomorphisms of Mn, the following property is a particular case
of a general fact (see Lemma 4 of Appendix A):
Proposition 1. If j is a Lie solution of Eq. (3), then j∗G ∈ Diff(Mn).
We let i0 : Mn ↪→ T ∗Mn denote the canonical immersion (zero section) and we note that i0 is a right inverse for
the map G given by (7). This fact yields flexibility for our notion of Lie solution; specifically:
Proposition 2. Eq. (3) always admits a Lie solution.
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Lagrangian immersion j : Mn ↪→ T ∗Mn which, indeed, satisfies (9). 
We will call trivial any such Lie solution of Eq. (3). A typical non-trivial Lie solution would be a closed 1-form
satisfying (9). Such solutions, provided they vanish suitably at one point, enjoy an invertibility property. We first
require a definition:
Definition 3. Let α ∈ Ω1(Mn) be a closed 1-form. We say that α admits a minimal zero at q ∈ Mn if α(q) = 0 and
∇α(q) is non-negative.
Here, ∇ stands for the Levi–Civita connection of g, and the covariant 2-tensor ∇α is symmetric because the 1-form
α is closed. Of course, any torsionless linear connection on Mn would do for Definition 3.
Proposition 3. Assume α ∈ Ω1(Mn) is closed and satisfies α∗Θ = ω. If α admits a minimal zero, there exists a closed
1-form β such that β∗G is the inverse diffeomorphism of α∗G. In particular, β is a Lie solution of Eq. (3) with  and
ω switched.
Proof. Set S : Mn ×Mn → R for the function half the g-distance squared:
S(q,Q) := 1
2
[
dg(q,Q)
]2
.
This is the generating function [2] of the time 1 cogeodesic flow map
Ψ1 : T ∗Mn → T ∗Mn,
a symplectic map (see [11, pp. 261–262]). Indeed, if −p := ∂S
∂q
(q,Q) and if Q is close to q (not a cut point of
q is enough), then Q may be expressed as a function of (q,p), namely Q = G(q,p), and Ψ1(q,p) = (Q,P ) with
P = ∂S
∂Q
(q,Q). Since Ψ1 is symplectic, the 1-form (Ψ ∗1 λ−λ) must be closed on T ∗Mn (recall λ denotes the Liouville
form). At Q = G(q,p), the generating function S(q,Q) readily satisfies:
(Ψ ∗1 λ− λ)(q,p) = Pi dQi − pi dqi ≡ dS(q,Q).
Let α fulfill the assumption of Proposition 3. Set:
(10)∀t ∈ R, Gt (q,p) := G(q, tp).
By Lemma 4 below we have α∗G ∈ Diff(Mn) while, for each q ∈ Mn, the geodesic t ∈ [0,1] → (α∗Gt)(q) is min-
imizing due to the minimal zero assumption on α (it follows from Lemma 1 below). In particular, the points q and
Q = (α∗G)(q) are never cut-points. We may thus define a closed 1-form β on Mn by writing:
∀Q ∈ Mn, β(Q)+ α(q)+ dS(q,Q) = 0, q = (α∗G)−1(Q),
in T ∗(q,Q)(Mn × Mn). Here, the form β is uniquely defined; we will denote it by αc (to comply with the notations of
[9,15]). 
Finally, using the equivalence relation recalled in the introduction (after Definition 1), we note for Eq. (3) a nice
classification property, namely:
Proposition 4. As the metric g varies, the corresponding equations (3) are equivalent in Lychagin’s sense.
Corollary 1. Fix (,ω) as above; if j (resp. j˜ ) is a Lie solution of Eq. (3) with the metric g (resp. g˜), there exists a
symplectic diffeomorphism Ψ of T ∗Mn such that j = Ψ ◦ j˜ .
Proof of the proposition. Set Ψt (resp. Ψ˜t ) for the cogeodesic flow on T ∗Mn associated to the metric g (resp. g˜)
[11]. With obvious notations, we have:
G˜ = π ◦ Ψ˜1 ≡ (π ◦Ψ1) ◦Ψ = G ◦Ψ
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equivalence (recalling Definition 2). 
Henceforth, the metric g is fixed again.
2.3. A structure result
In this section, we will investigate the structure of Lie solutions of Eq. (3) satisfying a natural set of assumptions
(cf. Theorem 2). Before stating our result, we require a few basic notions (recalled for completeness), notations and
new definitions.
Given a Lagrangian immersion j : Mn ↪→ T ∗Mn, set for short ϕ = j∗π for the base component (or projection)
of j and consider the (pull-back) vector bundles diagram:
ϕ∗T ∗Mn −→ T ∗Mn⏐⏐⏐⏐ j j↗ ⏐⏐π
Mn
ϕ−→ Mn
where the arrows originating from ϕ∗T ∗Mn are the canonical ones. The top horizontal arrow induces an isomorphism
between fibers under which we will identify fiber elements. In particular, the map j : Mn ↪→ T ∗Mn yields a section j
of the pulled-back bundle ϕ∗T ∗Mn → Mn consisting of the fiber component of j solely.
Still using the top horizontal arrow, we may define a linear connection on the vector bundle ϕ∗T ∗Mn → Mn from
the Levi–Civita connection of g (extended by duality to the cotangent bundle), a classical construction (see e.g. [12,
Proposition 6.2]); we will abusively denote both connections by ∇ .
Remark 2. Since ϕ∗T ∗Mn is the dual of ϕ∗TMn, transposing the Jacobian-map Jϕ : TMn → ϕ∗TMn, we get the
1-form t J ϕ( j) ∈ Ω1(Mn) and a routine check in natural charts shows that it coincides with the 1-form j∗λ. More im-
portantly for us, one can similarly check that the covariant 2-tensor t J ϕ(∇. j)(.) is symmetric (because j is Lagrangian
and ∇ , torsionless).
Definition 4. A Lagrangian immersion j : Mn ↪→ T ∗Mn is called g-convex (resp. strictly g-convex) at a point q ∈ Mn
if the covariant symmetric 2-tensor:
(∇. j)(q)
[
Jq(j
∗π)(.)
]+ {∇d[S(j∗G(q), .)][j∗π(q)]}[Jq(j∗π)(.), Jq(j∗π)(.)]
is non-negative (resp. positive-definite).
A typical situation for the strict g-convexity of j occurs at a minimal zero of j∗λ (see Definition 3) provided
j∗π is non-singular there (exercise). Dropping strictness, another example is given by j = −du with the function u
cost-concave on (Mn,g) [8, Remark 3.4].
Remark 3. If j is strictly g-convex at q ∈ Mn, then j∗π is non-singular there, hence j∗π(q) and j∗G(q) are not
cut-points, due to [8, Proposition 2.5].
Definition 5. A map f : Mn → T ∗Mn is called non-cutting (for the metric g) at a point q ∈ Mn, if the path
t ∈ [0,1] → (f ∗Gt)(q) ∈ Mn
is a minimizing geodesic (recall (10)).
Let Map(Mn) be the Fréchet manifold of smooth maps ϕ : Mn → Mn (its topology may be defined using an
embedding W : Mn ↪→ RN with N large enough [18], and by declaring that the one-to-one map:
ϕ ∈ Map(Mn) → (W ◦ ϕ) ∈ C∞(Mn,RN),
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nowhere singular i.e. whose Jacobian-map Jϕ : TMn → ϕ∗TMn (over IM ) is an isomorphism at each point of Mn (by
the inverse function theorem and the connectedness of Mn, these are covering maps of Mn to itself). We will require
yet another characterization of Map+(Mn), namely: a map ϕ ∈ Map(Mn) lies in Map+(Mn) if and only if there exists
an atlas of Mn in the charts of which:
(11)det(Jϕ) > 0
(see [17]). We are now in position to state our main result:
Theorem 2. Let j : Mn ↪→ T ∗Mn be a Lie solution of Eq. (3). Assume j∗π ∈ Map+(Mn) and j is g-convex and
non-cutting at one point. Then:
∀t ∈ [0,1], (j∗Gt) ∈ Diff(Mn).
Remark 4. Let j0 be a trivial Lie solution of Eq. (3) (cf. Proposition 2). One readily checks for j0 the assumption
of Theorem 2; actually, j0 is everywhere non-cutting and strictly g-convex and j∗0 π ∈ Diff(Mn) (by Proposition 1).
Therefore each Lie solution of Eq. (3) which is close to j0 (in C1 topology at least) fulfills the assumption of Theo-
rem 2.
Corollary 2. Let j fulfill the assumption of Theorem 2. Then there exists a closed 1-form α ∈ Ω1(Mn) and a diffeo-
morphism ϕ ∈ Diff(Mn) such that: j = α ◦ ϕ.
The corollary is straightforward, taking ϕ = j∗π and α = ϕ∗(j∗λ); let us focus on the theorem.
Proof of Theorem 2. The idea is to connect ϕ0 = j∗π to ϕ1 = j∗G via a suitable path t ∈ [0,1] → ϕt ∈ Map+(Mn)
and to apply a standard isotopy lemma (Lemma 5 of the Appendix A). Taking ϕt = j∗Gt , we are thus left with proving
the following key-assertion:
(12)∀t ∈ [0,1], j∗Gt ∈ Map+(Mn).
The latter will be first established on the non-empty subset of Mn:
Ω(j) = Ωconv(j)∩Ωnocut(j)
where Ωconv(j) (resp. Ωnocut(j)) stands for the subset of points of Mn where j is g-convex (resp. where j is non-
cutting), then it will spread to the whole of Mn by connectedness (see Lemma 1 below).
Fixing an arbitrary point (q0, t) ∈ Ω(j) × [0,1], we will expand a device initiated by Cabré [6, p. 635], taken up
in [8, p. 242] [9, p. 152], by first looking for a convenient expression for the map ϕt = j∗Gt in a neighborhood of q0
and by using it to calculate det(Jϕt )(q0). Setting Qt = ϕt (q0), let us define the local 1-form
q → αt (q) = t (Jqϕ0)
{
d
[
S(Qt , .)
][
ϕ0(q)
]+ t j(q)} ∈ T ∗q Mn
and note that αt vanishes at q0. Let us define also the local map:
Φ(q,p) = G{ϕ0(q), [ t (Jq(ϕ0)]−1(p)− d[S(Qt , .)][ϕ0(q)]}
and note the identity Φ(q,0) ≡ Qt , due to the classical one (cf. e.g. [10, p. 156]): expQ{Q[−dS(q, .)]} ≡ q , which
implies:
(13)∂Φ
∂q
(q,0) ≡ 0.
Now we may express the map ϕt near q0 as follows:
(14)ϕt (q) ≡ Φ
[
q,αt (q)
]
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(15)Jϕt (q0) = J
[
Φ(q0, .)
]
p=0
[
(∇αt )(q0)
]
and we proceed to express each factor of the right-hand side. On the one hand, we readily find:
J
[
Φ(q0, .)
]
p=0 = J
[
expQ0(.)
](
Q0
[
t j(q0)
]) ◦ Q0 ◦ [ t (Jq0ϕ0)]−1;
on the other hand, we get
(∇αt )(q0) = t (Jq0ϕ0)
(∇{d[S(Qt , .)][ϕ0(q)]+ t j(q)}q=q0)
which yields:
(∇αt )(q0) = ∇d
[
S(Qt , .)
]
Q0
[
Jq0ϕ0(.), Jq0ϕ0(.)
]+ t∇. j(q0)[Jq0ϕ0(.)].
Collecting terms, taking determinants and a Fermi chart at Q0 along the geodesic t ∈ [0,1] → Qt , together with a
chart at q0 such that det(Jq0ϕ0) > 0, we infer the equality:
det
[
Jϕt (q0)
]
.det
[
g(Q0)
]
.det
[
Jϕ0(q0)
]
(16)= det{J [expQ0(.)](Q0[t j(q0)])}det{∇d[S(Qt , .)]Q0[Jq0ϕ0(.), Jq0ϕ0(.)]+ t∇. j(q0)[Jq0ϕ0(.)]},
on which we now proceed to argue.
Since q0 ∈ Ωnocut(j), the points Q0 and Qt are not conjugate, so the first determinant of the right-hand side of
(16) does not vanish; being positive for t = 0, it is positive. Furthermore, still from q0 ∈ Ωnocut(j), we may apply [8,
Lemma 2.3] and get the inequality (in the sense of quadratic forms on Tq0Mn):
∇d[S(Qt , .)]Q0[Jq0ϕ0(.), Jq0ϕ0(.)]+ t∇. j(q0)[Jq0ϕ0(.)]
(17) t{∇d[S(Q1, .)]Q0[Jq0ϕ0(.), Jq0ϕ0(.)]+ ∇. j(q0)[Jq0ϕ0(.)]}.
Since q0 ∈ Ωconv(j), the second determinant of the right-hand side of (16) is non-negative. For t = 0, it is equal in
our charts to [det(Jq0ϕ0)]2 > 0; for t = 1, since det[Jϕ1(q0)] = 0, we know from (16) read with t = 1 that it cannot
vanish. Now (17) implies that it cannot vanish for t ∈ (0,1] either. It is thus positive for each t ∈ [0,1]. Therefore
(12), indeed, holds on Ω(j).
Remark 5. As a by-product of the preceding argument, we get that the subset Ω(j) is open in Mn.
Finally, the proof of Theorem 2 is reduced to that of the following lemma:
Lemma 1. Let j : Mn ↪→ T ∗Mn be a Lie solution of Eq. (3). Assume (j∗π) ∈ Map+(Mn). Then:
Ω(j) = ∅ ⇒ Ω(j) = Mn.
Proof. Let us argue by connectedness on the non-empty subset Ω(j) ⊂ Mn. We know that it is open (by Remark 5);
we thus only have to show that it is closed. Let (qi)i∈N be a sequence of Ω(j) converging to q¯ ∈ Mn; set Q¯t = ϕt (q¯).
We prove q¯ ∈ Ωnocut(j) by contradiction, ruling out two cases.
Case 1. ∃t¯ ∈ (0,1), Q¯t¯ is the cut-point of Q¯0 along the geodesic t → ϕt (q¯). Here, for large enough i ∈ N, the
continuity of the cut-locus [7, p. 272] implies the existence of ti close to t¯ , thus ti ∈ (0,1), such that ϕti (qi) is the
cut-point of ϕ0(qi) along the geodesic t → ϕt (qi). But this contradicts the assumption qi ∈ Ωnocut(j).
Case 2. Q¯1 is the cut-point of Q¯0 along the geodesic t → ϕt (q¯). But, from qi ∈ Ωconv(j), letting i → ∞, we infer
that the symmetric 2-tensor
∇d[S(Q¯1, .)]Q¯0[Jq¯ϕ0(.), Jq¯ϕ0(.)]+ ∇. j(q¯)[Jq¯ϕ0(.)]
is non-negative and we observe that it contradicts [8, Proposition 2.5], thus ruling out case 2. In conclusion, we have
q¯ ∈ Ωnocut(j).
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∇d[S(Q¯t , .)]Q¯0[Jq¯ϕ0(.), Jq¯ϕ0(.)]+ t∇. j(q¯)[Jq¯ϕ0(.)]
is non-negative: in particular, q¯ ∈ Ωconv(j) and we are done. 
From (16) read at qi , we may additionally note, by letting i → ∞, that the determinant of the latter 2-tensor cannot
vanish; so that tensor is positive-definite and j is strictly g-convex on Mn. We have thus obtained an additional result,
namely:
Proposition 5. Let j : Mn ↪→ T ∗Mn be a Lie solution of Eq. (3). Assume (j∗π) ∈ Map+(Mn) and Ω(j) = ∅. Then j
is strictly g-convex and non-cutting on the whole of Mn.
Remark 6 (Erratum to [9]). Any exact Lie solution j = du of Eq. (3) satisfies the assumption of Proposition 5.
Indeed, j∗π ≡ IM and local minimum points of u lies in Ω(j). In particular, we know a priori that, for each q ∈ Mn,
the geodesic t ∈ [0,1] → [(du)∗Gt ](q) is minimizing. This remark fills a gap in [9, p. 153] (line 14 from top (on
star-shapedness)).
3. Cost of a regular Lie solution
Finally, let us discuss the cost issue for Lie solutions. From Theorem 2 and Lemma 1, we are first prompted to state
a definition:
Definition 6. A Lie solution j of Eq. (3) such that j∗π is nowhere singular and j is everywhere g-convex and non-
cutting, is called regular.
Let j be a regular Lie solution of Eq. (3). By Corollary 2, there exists a diffeomorphism ϕ ∈ Diff(Mn), namely the
projection of j , and a closed 1-form α ∈ Ω1(Mn), such that j = α ◦ ϕ; let us call α the vertical factor of j (its norm
coincides with that of the fiber component j and may be called the height of j ).
We can associate to j two subsets, or classes, of regular Lie solutions of Eq. (3), a small class and a large one
(containing the former), namely:
cl(j) = {k : Mn → T ∗Mn Lagrangian regular, k∗G = j∗G},
Cl(j) = {k : Mn → T ∗Mn Lagrangian regular, (k∗G)∗ω = (j∗G)∗ω}.
Setting Diffω(Mn) for the subset of Diff(Mn) whose elements preserve the volume-form ω, the preceding two classes
are related as follows:
Lemma 2. The class Cl(j) coincides with the following auxiliary one:
C = {k : Mn → T ∗Mn Lagrangian regular, ∃h ∈ cl(j), ∃ξ ∈ Diffω(Mn), k = h ◦ ξ}.
Proof. If k ∈ Cl(j), there exists ξ ∈ Diffω(Mn) such that j∗G = (k∗G) ◦ ξ . Setting h = k ◦ ξ , we must verify that h is
regular. Fix arbitrarily q ∈ Mn and set q˜ = ξ(q),Qt = (k∗Gt)(q˜). Since k is non-cutting at q˜ , the path t ∈ [0,1] → Qt
is minimizing; but Qt ≡ (h∗Gt)(q), so h is non-cutting at q . For the q-convexity of h at q , we start from that of k at
q˜ and apply the quadratic form
(∇. jk)(q˜)
[
Jq˜(k
∗π)(.)
]+ {∇d[S(Q1, .)](Q0)}[Jq˜(k∗π)(.), Jq˜ (k∗π)(.)],
which is non-negative, to [Jqξ(.), Jqξ(.)]. We obtain a non-negative quadratic form on TqMn, meaning that h is g-
convex at q . In conclusion, h ∈ cl(j) and the inclusion of Cl(j) in the class C is established. The converse one is now
straightforward. 
Lemma 2 may be restated by saying that the regularity of a Lie solution of Eq. (3) is stable under the right action
of Diffω(Mn).
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Cl(j0) such that solutions of a minimizing sequence would necessarily have non-zero height. Minimizing the Brenier–
McCann cost
cBMc(j) =
∫
M
S
[
q, j∗G(q)
]
ω
looks inappropriate because cBMc is constant on cl(j0). A better cost would be
cdr(j) =
∫
M
S
[
q, j∗π(q)
]
ω,
which measures the drift of the projection; for instance, for any β ∈ Ω1(Mn) satisfying the assumptions of Proposi-
tion 3, we have:
cdr
[
βc ◦ (β∗G)]= 0 ⇒ βc ◦ (β∗G) = i0 ◦ IM.
However, apart from the projection of j ∈ Cl(j0), in the light of [5,15], we would like to minimize also the har-
monic part (in the Hodge–de Rham decomposition [17]) of its vertical factor—let us denote it by H(j). This further
requirement leads us to the cost:
C(j) = cdr(j)+
∫
M
1
2
∣∣H(j)∣∣2
g
ω
(which reduces to cdr(j) in case b1(Mn) = 0 as e.g. in the Rn case), to be minimized on Cl(j0). Alternatively, one
may consider on cl(j0)× Diffω(Mn) the cost:
c(k, ξ) =
∫
M
S
[
k∗π(q), ξ(q)
]
ω +
∫
M
1
2
∣∣H(k)∣∣2
g
ω.
Indeed, by Lemma 2, each j ∈ Cl(j0) writes j = k ◦ ξ−1 for some couple (k, ξ) ∈ cl(j0) × Diffω(Mn) and C(j) ≡
c(k, ξ) as easily verified; therefore
min
Cl(j0)
C(j) = min
cl(j0)×Diffω(Mn)
c(k, ξ).
How can we relate this minimization problem to the Brenier–McCann one (see the introduction)? Given cl(j0), let us
follow an idea of Brenier [5, p. 383] and minimize on Diffω(Mn) the cost:
cBr(ξ) =
∫
M
S
[
(j∗0 G)(q), ξ(q)
]
ω.
Proposition 6. The minimum of cBr is assumed by ξ0 ∈ Diffω(Mn) if and only if there exists a function u0 ∈ Ω0(Mn)
such that du0 ◦ ξ0 ∈ cl(j0), thus with c(du0, ξ0) = 0. In such a case, the Lagrangian immersion du0 : Mn ↪→ T ∗Mn
belongs to Cl(j0) and C(du0) = 0.
Proof. For any ξ ∈ Diffω(Mn), note the identity:
cBr(ξ) ≡
∫
M
S
[
(j∗0 G) ◦ ξ−1(q), q
]
ω.
It implies, for a minimizer ξ0:
cBr(ξ0) ≡ min c(ψ)
where c is given by (2) and the minimum is taken over the diffeomorphisms ψ such that ψ∗ω = (j∗0 G)∗ω. By the
uniqueness result [15, Theorem 8], there exists a c-convex function u0 such that:
(18)(j∗0 G) ◦ ξ0−1 = (du0)∗G.
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c(du0, ξ0) = 0. Conversely, if there exists u0 ∈ Ω0(Mn) and ξ0 ∈ Diffω(Mn) such that (du0 ◦ ξ0) ∈ cl(j0), then (18)
holds and [15, Theorem 8] implies that ξ0 minimizes the cost cBr. We are thus left with explaining the regularity of u0
set forth: 
Lemma 3. If u0 is c-convex on (Mn,g) and such that (du0)∗G ∈ Diff(Mn), then u0 must be smooth.
Proof. Set ψ0 = (du0)∗G for short. The function u0 is differentiable almost everywhere on Mn [15, Lemmas 2 and
4]; moreover, at each point q ∈ Mn where it is differentiable, u0 is known [8, Lemma 3.3] to satisfy:
(19)du0(q) = −d
[
S
(
.,ψ0(q)
)]
(q).
Besides, u0 admits a Hessian almost everywhere on Mn [8, Proposition 3.14] and, if it does at a point q ∈ Mn, then q
and ψ0(q) are not cut points [8, pp. 241–242]. Since cut-loci are closed subsets of Mn [7], we infer:
∀q ∈ Mn, q and ψ0(q) are not cut-points.
In particular, the right-hand side of Eq. (19) is now smooth on Mn; hence so is u0. 
Appendix A. Two lemmas
For the reader’s convenience, we include here two standard lemmas repeatedly used in the paper, sticking to our
current notations.
Lemma 4. Let ϕ ∈ Map(Mn) satisfy ϕ∗ = ω. Then ϕ ∈ Diff(Mn).
From ϕ∗ = ω the Jacobian-map of φ is an isomorphism. By the inverse function theorem, φ must be a local
diffeomorphism, hence a covering map (since Mn is connected). Moreover, φ has degree 1 due to the equal mass
condition on (,ω). So φ is a global diffeomorphism.
Lemma 5. Given a path: s ∈ [0,1] → Ψs ∈ Map+(Mn), if Ψs0 ∈ Diff(Mn) for some value s0 of the parameter s ∈[0,1], then Ψs ∈ Diff(Mn) for all s ∈ [0,1].
Indeed, apply a connectedness argument to the map:
(s, q) ∈ [0,1] ×Mn →
[
s,Ψs(q)
] ∈ [0,1] ×Mn,
as in [9, p. 153].
References
[1] Th. Aubin, Nonlinear Analysis on Manifolds. Monge–Ampère Equations, Grund. Math. Wiss, vol. 252, Springer-Verlag, 1982.
[2] V.I. Arnol’d, Méthodes Mathématiques de la Mécanique Classique, Mir, Moscou, 1976.
[3] B. Banos, On symplectic classification of effective 3-forms and Monge–Ampère equations, Diff. Geom. Appl. 19 (2) (2003) 147–166.
[4] A.L. Besse, Einstein Manifolds, Erg. Math., vol. 10, Springer-Verlag, 1987.
[5] Y. Brenier, Polar factorization and monotone rearrangement of vector-valued functions, Comm. Pure Appl. Math. 44 (1991) 375–417.
[6] X. Cabré, Nondivergent elliptic equations on manifolds with non-negative curvature, Comm. Pure Appl. Math. 50 (1997) 623–665.
[7] M. do Carmo, Riemannian Geometry, Birkhäuser, Boston, 1992.
[8] D. Cordero-Erausquin, R. McCann, M. Schmuckenschläger, A Riemannian interpolation inequality à la Borell, Brascamp and Lieb, Invent.
Math. 146 (2001) 219–257.
[9] Ph. Delanoë, Gradient rearrangement for diffeomorphisms of a compact manifold, Diff. Geom. Appl. 20 (2) (2004) 145–165.
[10] J. Jost, Riemannian Geometry and Geometric Analysis, Universitext, Springer-Verlag, Berlin, Heidelberg, 1995.
[11] W. Klingenberg, Riemannian Geometry, de Gruyter, 1982.
[12] S. Kobayashi, K. Nomizu, Foundations of Differential Geometry, Interscience Tracts in Pure Appl. Math., vol. 15, John Wiley & Sons, 1963,
vol. I.
[13] V.V. Lychagin, Contact geometry and nonlinear second order differential equations, Russian Math. Surveys 34 (1) (1979) 149–180.
338 Ph. Delanoë / Differential Geometry and its Applications 26 (2008) 327–338[14] V.V. Lychagin, V.N. Rubtsov, I.V. Chekalov, A classification of Monge–Ampère equations, Ann. Sci. Ec. Norm. Sup. 26 (1993) 281–308.
[15] R. McCann, Polar factorization of maps on Riemannian manifolds, Geom. Funct. Anal. 11 (2001) 589–608.
[16] J. Moser, On the volume elements on a manifold, Trans. Amer. Math. Soc. 120 (1965) 286–294.
[17] G. de Rham, Variétés Différentiables, Public. Inst. Math. Univ. Nancago, vol. III, Hermann, 1960, 3rd ed. 1973.
[18] H. Whitney, Differentiable manifolds, Annals of Math. 37 (1936) 645–680.
