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Abstrat
Let X be a linear diusion and f a non-negative, Borel measurable
funtion. We are interested in nding onditions on X and f whih
imply that the perpetual integral funtional
IX∞(f) :=
∫ ∞
0
f(Xt) dt
is idential in law with the rst hitting time of a point for some other
diusion. This phenomenon may often be explained using random
time hange. Beause of some potential appliations in mathematial
nane, we are onsidering mainly the ase when X is a Brownian
motion with drift µ > 0, denoted {B(µ)t : t ≥ 0}, but it is obvious
that the method presented is more general. We also review the known
examples and give new ones. In partiular, results onerning one-
sided funtionals∫ ∞
0
f(B
(µ)
t )1{B(µ)t <0}
dt and
∫ ∞
0
f(B
(µ)
t )1{B(µ)t >0}
dt
are presented.
This approah generalizes the proof, based on the random time
hange tehniques, of the fat that the Dufresne funtional (this or-
responds to f(x) = exp(−2x)), playing quite an important rle in the
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study of geometri Brownian motion, is idential in law with the rst
hitting time for a Bessel proess. Another funtional arising naturally
in this ontext is ∫ ∞
0
(a+ exp(B
(µ)
t ))
−2 dt,
whih is seen, in the ase µ = 1/2, to be idential in law with the rst
hitting time for a Brownian motion with drift µ = a/2.
The paper is onluded by disussing how the Feynman-Ka for-
mula an be used to nd the distribution of a perpetual integral fun-
tional.
Keywords: Time hange, Lamperti transformation, Bessel proesses,
RayKnight theorems, Feynman-Ka formula.
AMS Classiation: 60J65, 60J60, 60J70.
1 Introdution and summary of the results
Let B(µ) = {B(µ)t := Bt + µt : t ≥ 0} be a Brownian motion with drift
µ > 0 and f a non-negative measurable funtion. Enouraged by a number
of examples listed below, we wish to gain better understanding when an
integral funtional of the type
I∞(f) :=
∫ ∞
0
f(B(µ)s ) ds
is idential in law with the rst hitting time of a point for some other diusion.
Clearly, we an pose an analogous question for an arbitrary diusion instead
of B(µ). In fat, the results in Setion 2 are fairly easily extended for arbitrary
transient diusions determined by a stohasti dierential equation. Our
interest in the partiular ase with B(µ) is motivated by the numerous studies
and results assoiated to the funtional∫ ∞
0
exp(−2B(µ)s ) ds. (1)
This funtional was rst onsidered by Dufresne in [12℄ where it is seen,
among other things, how the funtional (1) arises as a perpetuity after a
limiting proedure in a disrete model.
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We now review some ases of perpetual integral funtionals whih are
idential in law with the rst hitting time. Let
Ha(Z) := inf{t : Zt = a}
denote the rst hitting time of the point a for a diusion Z.
1) In Yor [45℄ (see [47℄ for an English translation) it is shown that for the
Dufresne funtional (1) we have∫ ∞
0
exp(−2B(µ)s ) ds
(d)
= H0(R
(δ)), (2)
where R(δ) is a Bessel proess of dimension δ = 2(1−µ) started at 1, and (d)=
reads "is idential in law with". Reall also that∫ ∞
0
exp(−2B(µ)s ) ds
(d)
=
1
2γµ
, (3)
where γµ is a gamma-distributed random variable with parameter µ. We
refer to Szabados and Székely [41℄ for a disussion of Dufresne's funtional
for random walks.
2) The CiesielskiTaylor identity:∫ ∞
0
1{R(δ+2)s <1} ds
(d)
= H1(R
(δ)), (4)
where R(δ) and R(δ+2) are Bessel proesses of dimension δ > 0 and δ + 2,
respetively, started at 0. For a proof, see Williams [42℄ p. 159 and 211, and
Yor [43℄, [44℄ p. 50; in the ase δ = 1 there is a pathwise explanation due to
D. Williams. We refer also to Getoor and Sharpe [17℄ p. 98, and to Biane
[2℄ for a generalization to a vast lass of pairs of diusions.
3) The identity due to Biane [2℄ and Imhof [19℄:∫ ∞
0
1{B(µ)s <0} ds
(d)
= Hλ(B
(µ)), (5)
where λ is a random variable independent of B(µ) and exponentially dis-
tributed with parameter 2µ and B
(µ)
0 = 0.
4) The identity due to Donati-Martin and Yor [10℄ p. 1044:∫ ∞
0
ds
exp(2R
(3)
s )− 1
(d)
= Hπ/2(R
(3)). (6)
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where R(3) is a three-dimensional Bessel proess started from 0. See [10℄ also
for a probabilisti explanation of (6).
In Setion 2 of this paper we present a general method based on It's and
Tanaka's formulae and random time hange tehniques whih onnets the
distribution of a perpetual integral funtional to the rst hitting time. This
method gives us the identity (2) and also the following (whih ould be alled
the reeting ounterpart of (2)):∫ ∞
0
exp(−2aB(µ)s ) 1{B(µ)s >0} ds
(d)
= H1/a(R
(δ)), δ = 2µ/a. (7)
where the Bessel proess R(δ) is started at 0 and, in the ase 0 < δ < 2,
reeted at 0. However, the simplest ase emerging from our approah leads
us to the identity∫ ∞
0
(a + exp(B(1/2)s ))
−2 ds
(d)
= Hr(B
(a/2)), (8)
where a > 0, B
(a/2)
0 = 0 and r =
1
a
log(1 + a). The reeting ounterpart of
(8) is ∫ ∞
0
1{B(1/2)s >0}
(a+ exp(B
(1/2)
s ))2
ds
(d)
= Hr(B˜
(a/2)), (9)
where a > 0, B˜(a/2) is reeting Brownian motion with drift a/2 started from
0 and r is as above. In Setion 3.3, when analyzing the funtional on the left
hand side of (8), we also nd the diusion with the rst hitting time idential
in law with the funtional∫ ∞
0
(a+ exp(B(µ)s ))
−2 ds,
where µ > 0 is arbitrary. The Laplae transform of this funtional an be
expressed in terms of Gauss' hypergeometri funtions (see [4℄).
We have not investigated or onstruted a disrete model (as is done in [12℄
for the funtional in (1)) whih would lead to the funtional in (8). Notie,
however, that∫ ∞
0
(1 + exp(B(µ)s ))
−2 ds =
∫ ∞
0
exp(−2B(µ)s )(1 + exp(−B(µ)s ))−2 ds
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and, hene, this funtional an be onsidered as a modiation of Dufresne's
funtional suh that the disounting is bounded (we all this modied fun-
tional a translated Dufresne's funtional). In fat, using the results in Salmi-
nen and Yor [40℄, where the integrability properties of perpetual funtionals
are disussed, it is seen that while Dufresne's funtional does not have mo-
ments of order m ≥ µ (f. (3)), whih is perhaps unrealisti from an eo-
nomial point of view, the funtional in (8) has some exponential moments -
being in this respet more appropriate.
For funtionals restrited to the negative half line we annot in general
have similar desriptions in terms of rst hitting times. A typial example is
the identity (5) above. However, the Lamperti transformation allows us to
onnet exponential funtionals to the oupation times for Bessel proesses.
In Setion 3.1 we show the identity∫ ∞
0
exp(−2aB(µ)s ) 1{B(µ)s <0} ds
(d)
=
∫ ∞
0
1{R(δ2)s >1/a} ds, (10)
where R(δ2) is a Bessel proess of dimension δ2 = 2(1 − µa ) started at 1/a.
Notie that R(δ2) hits 0 in nite time, and, in ase 0 < µ < a, we take 0 to
be a killing boundary point. Further, also by the Lamperti time hange, we
have ∫ ∞
0
exp(2aB(µ)s ) 1{B(µ)s <0} ds
(d)
=
∫ ∞
0
1{R(δ3)s <1/a} ds, (11)
where R(δ3) is a Bessel proess of dimension δ3 = 2(1+
µ
a
) started at 1/a. This
identity was rst observed and proved in Yor [46℄ ([47℄ p. 133) by dierent
methods.
Finally, we reall the reent works by the seond author, jointly with H.
Matsumoto, see [29℄, [30℄, [31℄, in whih the variable∫ t
0
exp(−2B(µ)s ) ds, µ > 0, (12)
plays an essential role in obtaining a variant of Pitman's theorem. Indeed, it
is proved that the proess
Z
(µ)
t := exp(B
(µ)
t )
∫ t
0
exp(−2B(µ)s ) ds, t > 0,
is a time homogeneous diusion. Other properties of the funtional in (12)
are studied in the papers [28℄, [6℄, [7℄, [8℄, [9℄. See also Dufresne [13℄ and
Matsumoto and Yor [32℄.
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The paper is organized as follows: In the next setion a general method
onneting the distribution of a perpetual integral funtional to a hitting
time is presented. Examples of the method are presented in Setion 3. In
partiular, we disuss the funtionals (and their reeted ounterparts) ap-
pearing in (2) and (8). Further, using the Lamperti transformation we derive
the identity (4) from (7) and give a new derivation (for another one, see [39℄)
for the joint Laplae transform of the funtionals∫ ∞
0
1{B(1/2)s >0}
(a+ exp(B
(1/2)
s ))2
ds, L0∞(B
(1/2)),
∫ ∞
0
1{B(1/2)s <0}
(a+ exp(B
(1/2)
s ))2
ds,
where L0∞(B
(1/2)) is the ultimate value of loal time at 0 of B(1/2). Espeially,
this latter omputation has interesting onnetions to some earlier works. We
also prove in Setion 3 the identities (5), (46) and (47) (see the table below).
In Setion 4, we modify the Feynman-Ka formula to be diretly appliable
for omputing the Laplae transform of a perpetual funtional and disuss a
haraterization due to Biane [2℄ for one-sided funtionals. We nish with a
short Appendix ontaining the RayKnight theorems used in the paper.
To summarize the disussion made throughout this work, we use system-
atially random time hanges in a set-up whih a priori enompasses the
sale and speed Feller type representations of one-dimensional diusions (for
whih, see, e.g. the reent paper by MKean [33℄) as well as Lamperti's trans-
formation and RayKnight theorems. Of ourse, this stohasti approah
and the results it allows to derive agree with the more analyti Feynman-
Ka approah of solving ODE's, and performing for them the orresponding
(deterministi) hanges of variables.
We onlude this introdution with a table ontaining (most of) the fun-
tionals and the assoiated hitting times disussed in this paper. We use the
notation B(µ) for a Brownian motion with drift µ > 0, R(δ) for a Bessel
proess of dimension δ, and B˜(µ) for a reeted Brownian motion with drift
µ > 0. All the proesses in the table, if nothing else is said, are started from 0.
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Ref. Functional (a > 0, µ > 0) Hitting/occupation time
(2)
∫∞
0
exp(−2aB(µ)s ) ds H0(R(2−2µ/a)),
R
(2−2µ/a)
0 = 1/a
(7)
∫∞
0
exp(−2aB(µ)s ) 1{B(µ)s >0} ds H1/a(R(2µ/a))
(10)
∫∞
0
exp(−2aB(µ)s ) 1{B(µ)s <0} ds
∫∞
0
1{R(2−2µ/a)s >1/a} ds,
(11)
∫∞
0
exp(2aB
(µ)
s ) 1{B(µ)s <0} ds
∫∞
0
1{R(2+2µ/a)s <1/a} ds,
R
(2+2µ/a)
0 = 1/a
(8)
∫∞
0
(a+ exp(B
(1/2)
s ))−2 ds Hr(B(a/2)),
r = 1
a
log(1 + a)
(5)
∫∞
0
1{B(µ)s <0} ds Hλ(B
(µ)), λ ∼ Exp(2µ)
(4)
∫∞
0
1{R(δ+2)s <1} ds H1(R
(δ)), δ > 0
(6)
∫∞
0
(exp(2R
(3)
s )− 1)−1 ds Hπ/2(R(3))
(46)
∫∞
0
exp(−2R(3)s ) ds H1(R(2))
(47)
∫∞
0
(1 +R
(3)
s )−2γ ds, γ > 1 H1/(γ−1)(R((2γ−1)/(γ−1)))
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2 Perpetual integral funtionals as rst hitting
times
Let {B(µ)t : t ≥ 0} be a Brownian motion with drift µ > 0 and f a non-
negative loally integrable funtion. Then (see Engelbert and Senf [16℄ and
Salminen and Yor [40℄)
I∞(f) :=
∫ ∞
0
f(B(µ)u ) du <∞ a.s. ⇔
∫ ∞
f(x) dx <∞. (13)
In our rst proposition it is stated, under some additional assumptions on
f, that there exists a diusion onstruted in the same probability spae as
B(µ) suh that the perpetual integral funtional I∞(f) is a.s. equal to the
rst hitting time of a point for this diusion.
Proposition 2.1 Let f : R 7→ R be a monotone, twie ontinuously dier-
entiable funtion suh that r := limx→∞ f(x) exists. Introdue the additive
funtional
Is :=
∫ s
0
(f ′(B(µ)u ))
2 du.
Assume further that f ′(x) 6= 0 and∫ ∞
(f ′(x))2dx <∞.
Let Z be a diusion given by
Zt := f(B
(µ)
αt ),
for t ≥ 0 suh that
αt := inf{s : Is > t} <∞.
Then a.s. ∫ ∞
0
(f ′(B(µ)s ))
2 ds = inf{t : Zt = r}. (14)
Moreover, Z is a solution of the SDE
dZt = dβt +G ◦ f−1(Zt) dt, Z0 = f(0),
where β is a Brownian motion and
G(x) :=
1
(f ′(x))2
(1
2
f ′′(x) + µ f ′(x)
)
. (15)
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Proof To x ideas, take f to be inreasing. By Ito's formula
f(B(µ)u )− f(0) =
∫ u
0
f ′(B(µ)s ) dB
(µ)
s +
1
2
∫ u
0
f ′′(B(µ)s ) ds
=
∫ u
0
f ′(B(µ)s ) dBs +
∫ u
0
(f ′(B(µ)s ))
2G(B(µ)s ) ds.
Replaing u by αt we obtain
Zt − Z0 =
∫ αt
0
f ′(B(µ)s ) dBs +
∫ αt
0
(f ′(B(µ)s ))
2G(B(µ)s ) ds.
Beause
I ′s = (f
′(B(µ)s ))
2 and α′t =
1
I ′αt
= (f ′(B(µ)αt ))
−2
it follows from Lévy's theorem that
βt :=
∫ αt
0
f ′(B(µ)s ) dBs, t ≥ 0,
is a Brownian motion, and we obtain the laimed SDE:
Zt − Z0 = βt +
∫ t
0
(f ′(B(µ)αs ))
2G(B(µ)αs ) dαs
= βt +
∫ t
0
G ◦ f−1(Zs) ds.
Beause B
(µ)
t →∞ as t→∞ we have
lim
t→∞
f(B
(µ)
t ) = r, a.s.
It follows now from
ZIt = f(B
(µ)
t ) < r
by letting t→∞ that
I∞ = Hr(Z) a.s.,
ompleting the proof. 
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Remark 2.2 Let f and Z be as in Proposition 2.1. Then, modifying the
proof above, it is seen for x > 0 that∫ Hx(B(µ))
0
(f ′(B(µ)s ))
2 ds = inf{t : Zt = f(x)} a.s. (16)
We onsider next perpetual integral funtionals restrited on R+. For
simpliity we take f to be dereasing, and leave the ase f inreasing to
the reader. Further, we use the notation
M
(−µ)
t := sup{B(−µ)s : s ≤ t} := sup{Bs − µ s : s ≤ t}, µ > 0.
Reall that
{ρ(µ)t := M (−µ)t − B(−µ)t : t ≥ 0} (17)
is idential in law to a reeting Brownian motion with drift µ, i.e., the
solution of Skorokhod's reetion equation driven by
−B(−µ)t = (−Bt) + µ t, t ≥ 0.
Proposition 2.3 Let f and G be as in Proposition 2.1. Assume moreover
that f is dereasing and let ρ(µ) be as given in (17). Let
A+t :=
∫ t
0
(f ′(ρ(µ)s ))
2 ds, and α+t := inf{s : A+s > t}.
Dene a proess Z via
Zt := f(0)− f(ρ(µ)α+t )
for t ≥ 0 suh that α+t <∞. Then
I+∞ :=
∫ ∞
0
(f ′(B(µ)s ))
2
1{B(µ)s >0} ds
(d)
= inf{t : Zt = r⋆}, (18)
where r⋆ := f(0)− r. The proess Z is a solution of the reeted SDE
dZt = dβt −G ◦ f−1(f(0)− Zt) dt+ L0t (Z), Z0 = 0,
where β is a Brownian motion, {L0t (Z) : t ≥ 0} is a non-dereasing proess
whih inreases only on the zero set of Z, and G is as in Proposition 2.1.
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Remark 2.4 In omparison with the statement (14) in Proposition 2.1, no-
tie that the equality in (18) holds only in distribution.
Proof The starting point is the observation
I+∞
(d)
= A+∞,
and, hene, we nd the law of A+∞. As in the proof of Proposition 2.1 we use
It's formula
f(0)− f(ρ(µ)t )
= −
∫ t
0
f ′(ρ(µ)s ) (dM
(−µ)
s − dB(−µ)s )−
1
2
∫ t
0
f ′′(ρ(µ)s ) ds
=
∫ t
0
f ′(ρ(µ)s ) dBs − f ′(0)M (−µ)t −
∫ t
0
(1
2
f ′′(ρ(µ)s ) + µf
′(ρ(µ)s )
)
ds.
Consequently, for t ≥ 0 suh that α+t <∞
Zt =
∫ α+t
0
f ′(ρ(µ)s ) dBs − f ′(0)M (−µ)α+t −
∫ α+t
0
(f ′(ρ(µ)s ))
2 G(ρ(µ)s ) ds
= βt −
∫ t
0
G ◦ f−1(f(0)− Zs) ds+ L0t (Z),
where L0t (Z) := −f ′(0)M (−µ)α+t determines a non-dereasing proess whih
inreases only on the zero set of {Zt : t ≥ 0}. It holds also that
0 ≤ Zt < r∗ := f(0)− r
for all t ≥ 0 suh that α+t <∞. To onlude the proof, observe that
ZA+∞ = limt→∞
(
f(0)− f(ρ(µ)t )
)
= r∗
giving (18). 
Remark 2.5 The method of random time hange is also used by Getoor
and Sharpe [17℄ Setion 5 as a tool to ompute the distributions of stopped
funtionals of Brownian motion. Their idea is similar to the one in Propo-
sitions 2.1 and 2.3, that is, to identify the funtional with the rst hitting
time of a point for some other diusion.
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3 Detailed studies of some perpetual funtion-
als
3.1 Dufresne's funtional
As a very partiular ase of our method, we study now the identity (2) (or
(19) below) and its various one-sided variants. For more details onerning
(2), we refer to [47℄ p. 16. For the joint distribution of the funtionals in (21)
and (22), see Salminen and Yor [39℄. In Setion 4 Example 4.7 an additional
haraterization is derived for the funtionals in (22).
Proposition 3.1 Let B(µ) with µ > 0 be started from 0. Then for a > 0
the following 5 identities hold
a: (f. (2)), ∫ ∞
0
exp(−2aB(µ)s ) ds
(d)
= H0(R
(2−2µ/a)), (19)
where R(2−2µ/a) is a Bessel proess of dimension 2− 2µ/a started at 1/a.
b: (f. (7)), ∫ ∞
0
exp(−2aB(µ)s ) 1{B(µ)s >0} ds
(d)
= H1/a(R
(2µ/a)), (20)
where R (2µ/a) is started at 0 and, in the ase 0 < µ < a, reeted at 0.
: (f. (7)),∫ ∞
0
exp(−2aB(µ)s ) 1{B(µ)s >0} ds
(d)
=
∫ ∞
0
1{R(2−2µ/a)s <1/a} ds, (21)
where R(2−2µ/a) is started at 1/a and killed when it hits 0.
d: (f. (10) and (69)),∫ ∞
0
exp(−2aB(µ)s ) 1{B(µ)s <0} ds
(d)
=
∫ ∞
0
1{R(2−2µ/a)s >1/a} ds, (22)
where R(2−2µ/a) is started from 1/a and killed when it hits 0.
e: (f. (11)),∫ ∞
0
exp(2aB(µ)s ) 1{B(µ)s <0} ds
(d)
=
∫ ∞
0
1{R(2+2µ/a)s <1/a} ds, (23)
where R
(2+2µ/a)
0 = 1/a.
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Remark 3.2 In fat, as is lear from the proofs below, the identities (19),
(21), (22), and (23) hold a.s., i.e., the Bessel proesses appearing therein an
be onstruted in the same probability spae where B(µ) is given.
Proof
a: We let a = 1; the ase with arbitrary a an be treated using the sal-
ing property (however, see the proof of (20) where we work with arbitrary
a). Apply Proposition 2.1 with f(x) = exp(−x). Now f is dereasing, and
straightforward omputations show that
G(x) = (
1
2
− µ) exp(x).
The proess Z is given by the SDE
dZt = d βt +
1− 2µ
2Zt
dt, Z0 = f(0) = 1.
Consequently, Z is a Bessel proess of dimension δ = 2 − 2µ, as laimed in
(19).
b: Here we use Proposition 2.3 with f(x) = a−1 exp(−ax) whih leads us
to onsider the additive funtional
A+t :=
∫ t
0
exp(−2a ρ(µ)s ) ds
where ρ(µ) is a reeting Brownian motion with drift µ > 0 (see (17)). By
Proposition 2.3 the proess Z given by
Zt :=
1
a
(1− exp(−a ρ(µ)
α+t
))
satises the SDE
Zt = βt + (
µ
a
− 1
2
)
∫ t
0
(
1
a
− Zs)−1 ds+ L0t (Z), Z0 = 0.
Reall that α+ is the inverse of A+, and L0(Z) is a non-dereasing proess
whih inreases only on the zero set of Z. Proposition 2.3 yields now∫ ∞
0
exp(−2aB(µ)s ) 1{B(µ)s >0} ds
(d)
=
∫ ∞
0
exp(−2a ρ(µ)s ) ds
(d)
= H1/a(Z).
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It remains to show (f. (20)) thatH1/a(Z) is idential in law withH1/a(R
(2µ/a)).
One way to do this is to ompute the Laplae transform of H1/a(Z) by using
the standard diusion theory (see It and MKean [20℄ or [3℄ II.10 p. 18). A
slightly shorter way is to observe that {1/a−Zt : t ≥ 0} is a Bessel proess
of dimension 2−2µ/a started at 1/a, reeted at 1/a and killed when it hits
0, denoted R˜(2−2µ/a). This gives us
H1/a(Z)
(d)
= H0(R˜
(2−2µ/a)).
Finally, the laim
H0(R˜
(2−2µ/a))
(d)
= H1/a(R
(2µ/a)), (24)
where the Bessel proess R(2µ/a) is started at 0, an be veried by straightfor-
ward but lenghty omputations with Laplae transforms. (As seen in Setion
3.2, the CiesielskiTaylor identity follows easily from (24)).
 & d: To prove (21) and (22) we use the Lamperti transformation (see
Lamperti [23℄) as in the proof of Dufresne's identity in Yor [45℄. Notie that
the Lamperti transformation is used (and proved) impliitly also in the above
proof of (19). To reall the transformation, let
A
(1)
t =
∫ t
0
exp(−2aB(µ)s ) ds
and
α
(1)
t := inf{s : A(1)s > t}.
Then the (rst) Lamperti transformation says that the proess
{1
a
exp(−aB(µ)
α
(1)
t
) : t ≥ 0} (25)
is a Bessel proess of dimension 2 − 2µ/a started at 1/a and killed when it
hits 0. Letting R(2−2µ/a) denote this Bessel proess we obtain∫ ∞
0
exp(−2aB(µ)s ) 1{B(µ)s >0} ds
=
∫ ∞
0
exp(−2aB(µ)
α
(1)
s
) 1{B(µ)
α
(1)
s
>0} dα
(1)
s
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=∫ H0(R(2−2µ/a))
0
1{R(2−2µ/a)s <1/a} ds (26)
=
∫ ∞
0
1{R(2−2µ/a)s <1/a} ds.
For (22) we have similarly∫ ∞
0
exp(−2aB(µ)s ) 1{B(µ)s <0} ds
=
∫ ∞
0
exp(−2aB(µ)
α
(1)
s
) 1{B(µ)
α
(1)
s
<0} dα
(1)
s
=
∫ H0(R(2−2µ/a))
0
1{R(2−2µ/a)s >1/a} ds. (27)
=
∫ ∞
0
1{R(2−2µ/a)s >1/a} ds.
e: The identity (23) an be proved using the Lamperti transformation (25)
with negative µ. This an also be formulated for µ > 0 by dening
A
(2)
t :=
∫ t
0
exp(2aB(µ)s ) ds
and
α
(2)
t := inf{s : A(2)s > t}.
Then the (seond) Lamperti transformation states that
{1
a
exp(aB
(µ)
α
(2)
t
) : t ≥ 0} (28)
is a Bessel proess of dimension 2 + 2µ/a, denoted R(2+2µ/a), started at 1/a.
Consequently, as in the proofs of  and d above,∫ ∞
0
exp(2aB(µ)s ) 1{B(µ)s <0} ds =
∫ ∞
0
1{R(2+2µ/a)s <1/a} ds.

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Remark 3.3 (1) Notie that in ase a = 1 and µ = 1/2 the identity (20)
(see also (26)) takes the form∫ ∞
0
exp(−2B(1/2)s ) 1{B(1/2)s >0} ds
(d)
= H1(ρ)
(d)
=
∫ H0(B)
0
1{Bs<1} ds
where ρ is a reeting Brownian motion started at 0. Similarly, (27) an be
written as ∫ ∞
0
exp(−2B(1/2)s ) 1{B(1/2)s <0} ds =
∫ H0(B)
0
1{Bs>1} ds.
From [3℄ formula 1.2.4.1 p. 200, for γ ≥ 0
E1
(
exp
(
− γ
∫ H0(B)
0
1{Bs>1} ds
))
=
1
1 +
√
2γ
.
By the well known formula (f. [3℄ formula 1.2.0.1 p. 198)
Ex
(
exp(−γH0(B))
)
= exp(−x
√
2γ), x > 0, γ ≥ 0,
and, therefore, ∫ ∞
0
exp(−2B(1/2)s ) 1{B(1/2)s <0} ds
(d)
= Hλ(B),
where B is started at 0 and λ is an exponentially (with parameter 1) dis-
tributed random variable independent of B.
(2) By the Lamperti time hanges (25) and (28), a general perpetual inte-
gral funtional of geometri Brownian motion an be expressed in terms of
Bessel proesses as follows:∫ ∞
0
f(exp(aB(µ)s )) ds =
∫ ∞
0
(aR(2+2µ/a)s )
−2 f(aR(2+2µ/a)s ) ds
=
∫ ∞
0
(aR(2−2µ/a)s )
−2 f
( 1
aR
(2−2µ/a)
s
)
ds,
where R(2−2µ/a) is killed when it hits 0.
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3.2 CiesielskiTaylor identity
The identity (20) (f. also (24)) is now applied to dedue the well known
and puzzling CiesielskiTaylor identity (4) (or (29) below), see Ciesielski and
Taylor [5℄, and also Yor [43℄ and [44℄, Chap. IV.
Proposition 3.4 The following identity in law holds:∫ ∞
0
1{R(δ+2)s <1/a} ds
(d)
= H1/a(R
(δ)), ∀ δ > 0 (29)
where the Bessel proesses are started at 0.
Proof By Proposition 3.1 b and 
H1/a(R
(2µ/a))
(d)
=
∫ ∞
0
1{R(2−2µ/a)t <1/a}
dt,
where R(2−2µ/a) is started from 1/a. Using the standard time reversal argu-
ment (see Pitman and Yor [34℄ p. 341) we obtain∫ ∞
0
1{R(2−2µ/a)t <1/a}
dt
(d)
=
∫ ∞
0
1{R(2+2µ/a)t <1/a}
dt,
where R(2+2µ/a) is started at 0. Letting δ = 2µ/a gives now the laimed
identity (29). 
3.3 Translated Dufresne's funtional
An interesting ase emerging from Proposition 2.1 is when the funtion G in
(15) is equal to a onstant c, say. Straightforward omputations show that
this yields us the funtional∫ ∞
0
(
c
µ
+ A exp(2µB(µ)s ))
−2 ds,
where A is a free onstant. It is natural to assume that c > 0 and A > 0. By
the saling property of Brownian motion,∫ ∞
0
(
c
µ
+ A exp(2µB(µ)s ))
−2 ds
(d)
=
1
4µ2
∫ ∞
0
(
c
µ
+ A exp(B(1/2)s ))
−2 ds
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indiating that we are, in fat, obtaining information only about Brown-
ian motion with drift µ = 1/2. Choosing the onstants appropriately, this
funtional, whih in [39℄ is alled Dufresne's translated perpetuity, an be
expressed in the form ∫ ∞
0
(a exp(B(1/2)s ) + 1)
−2 ds
where a > 0. In [39℄ we derive the joint Laplae transform for the one sided
variants of this funtional, that is, for the funtionals in (31) and (32) be-
low. Here we give a new derivation of this Laplae transform based on the
RayKnight theorem for Brownian motion stopped at the rst hitting time.
However, before this, we haraterize the funtional and its one-sided variants
via hitting times.
Proposition 3.5 Suppose that B
(1/2)
0 = 0. Then the following 3 identities
hold
a: ∫ ∞
0
(a exp(B(1/2)s ) + 1)
−2 ds
(d)
= Hr(β
(1/2)), (30)
where a > 0, r = log((1 + a)/a), and β(1/2) is a Brownian motion with drift
1/2 started at 0.
b: ∫ ∞
0
(
a exp(B(1/2)s ) + 1
)−2
1{B(1/2)s >0}ds
(d)
= Hr(β˜
(1/2)), (31)
where a and r are as above, and β˜(1/2) is reeting Brownian motion with
drift 1/2 started at 0.
: ∫ ∞
0
(
a exp(B(1/2)s ) + 1
)−2
1{B(1/2)s <0}ds
(d)
= Hλ(β
(1/2)), (32)
where a > −1, λ is exponentially distributed with parameter (1 + a), and
β(1/2) is as in (30).
Proof
a: Instead of simply refering to Proposition 2.1, it is perhaps more instru-
tive to go through the omputation; in this way we also gain better under-
standing why the ase µ = 1/2 is a speial one. Dene
f(x) := log
( a
a+ exp(−x)
)
,
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and observe that
f ′(x) = (a exp(x) + 1)−1.
By It's formula
log (a + exp(−B(µ)t ))− log(a + 1) = −
∫ t
0
dBs
a exp(B
(µ)
s ) + 1
+(
1
2
− µ)
∫ t
0
ds
a exp(B
(µ)
s ) + 1
− 1
2
∫ t
0
ds
(a exp(B
(µ)
s ) + 1)2
. (33)
Introdue
At :=
∫ t
0
ds
(a exp(B
(µ)
s ) + 1)2
,
and
Zu := f(B
(µ)
αu ) = log
( a
a+ exp(−B(µ)αu )
)
,
where α is the inverse of A. We have Z0 = log(a/(1+a)) < 0, and Zu < 0 for
all u suh that αu < ∞. Moreover, from (33) it is seen that Z is a solution
of the SDE
Zu = Z0 + β
(1/2)
u + (µ−
1
2
)
∫ u
0
ds
1− exp(Zs) ,
where β(1/2) is a Brownian motion with drift 1/2 starting from 0. Conse-
quently, beause Zu → 0 as u → ∞ we obtain, as explained in the proof of
Proposition 2.1, ∫ ∞
0
ds
(a exp(B
(µ)
s ) + 1)2
= H0(Z),
and, in partiular, for µ = 1/2 we have (30).
b: The identity (31) an be proved by diretly applying Proposition 2.3,
and we leave the details to the reader.
: Consider now the identity (32). Our proof of this relies on the Ray
Knight Theorem 5.2 given in Appendix at the end of the paper. Firstly, for
arbitrary µ > 0 we have by the oupation time formula∫ ∞
0
(
a exp(B(µ)s ) + 1
)−2
1{B(µ)s <0}ds =
∫ 0
−∞
(
a exp(y) + 1
)−2
Ly∞(B
(µ)) dy,
where Ly∞(B
(µ)) is the total loal time of B(µ) at level y. By Theorem 5.2,∫ 0
−∞
(
a exp(y) + 1
)−2
Ly∞(B
(µ)) dy,
(d)
=
∫ ∞
0
(
a exp(−y) + 1
)−2
Zy dy,
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where Z satises the SDE
dZy = 2
√
Zy dBy − 2µZy dy.
The distribution of Z0 is the distribution of L
0
∞(B
(µ)), i.e., the exponential
distribution with parameter µ. Consider
(a exp(−y) + 1)−1 Zy − (a+ 1)−1 Z0
= 2
∫ y
0
(a exp(−u) + 1)−1
√
Zu dBu
−
∫ y
0
2µ+ (2µ− 1) a exp(−u)
(a exp(−u) + 1)−2 Zu du. (34)
Dene
Cy :=
∫ y
0
(a exp(−u) + 1)−2Zu du, y ≥ 0,
and let c denote the inverse of C. From (34) we obtain for µ = 1/2
(a exp(−cy) + 1)−1Zcy − (a+ 1)−1 Z0 = 2 βy − y,
where β is a Brownian motion. It follows, beause Zt → 0 as t→∞, that∫ ∞
0
(
a exp(B(1/2)s ) + 1
)−2
1{B(1/2)s <0}ds
(d)
= inf{y : β(1/2)y = ξ},
where ξ = Z0/2(a + 1) is exponentially distributed with parameter (a + 1).

Remark 3.6 The formula (16) in Remark 2.2 gives∫ Hp(B(1/2))
0
ds
(a exp(B
(1/2)
s ) + 1)2
= Hq(β
(1/2)),
where p > 0, and q = log
(
(a+ 1)/(a+ exp(−p))
)
.
We proeed by omputing the joint Laplae transform of the funtionals
appearing in (31) and (32). This Laplae transform is also given in [39℄ but
here we give a new derivation whih from our point of view has independent
interest. Dene
∆(±)a :=
∫ ∞
0
1{B(1/2)s ∈R±}
(a exp(B
(1/2)
s ) + 1)2
ds.
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Proposition 3.7 For non-negative k,K and c
F (k, c,K) := E0
(
exp
(
− k∆(+)a − c L0∞(B(1/2))−K∆(−)a
))
(35)
=
√
8k + 1 exp( r
2
)√
8k + 1 cosh( r
2
√
8k + 1) + (2c(a+ 1) +
√
8K + 1) sinh( r
2
√
8k + 1)
.
where r = log((a + 1)/a). In partiular, with the notation as in Proposition
3.5,
F (k, 0, k) = E0
(
exp
(
− k
∫ ∞
0
(a exp(B(1/2)s ) + 1)
−2 ds
))
= E0
(
exp
(
− kHr(β(1/2))
))
= exp
(
− r
2
(
√
8k + 1− 1)
)
,
F (0, 0, K) = E0
(
exp
(
−K
∫ ∞
0
1{B(1/2)s <0}
(a exp(B
(1/2)
s ) + 1)2
ds
))
= E0
(
exp
(
−KHλ(β(1/2))
))
=
1 + a
a+ 1
2
+
√
2K + 1
4
,
and
F (k, 0, 0) = E0
(
exp
(
− k
∫ ∞
0
1{B(1/2)s >0}
(a exp(B
(1/2)
s ) + 1)2
ds
))
= E0
(
exp
(
− k Hr(β˜(1/2))
))
=
√
8k + 1 exp( r
2
)√
8k + 1 cosh( r
2
√
8k + 1) + sinh( r
2
√
8k + 1)
.
Moreover, ∆
(+)
a and ∆
(−)
a are onditionally independent given L0∞(B
(1/2)).
Proof We begin as in [39℄ and express the funtionals ∆
(±)
a in terms of a
Brownian motion without drift. Firstly, notie that
∆(+)a
(d)
=
∫ ∞
0
exp(2B
(−1/2)
s ) 1{B(−1/2)s <0}
(a + exp(B
(−1/2)
s ))2
ds,
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and
∆(−)a
(d)
=
∫ ∞
0
exp(2B
(−1/2)
s ) 1{B(−1/2)s >0}
(a + exp(B
(−1/2)
s ))2
ds.
We apply the Lamperti transformation (28) with µ = −1/2 and a = 1 on the
left hand sides of these identities. Realling that R(1) is, in fat, a Brownian
motion killed when it hits 0 we obtain
∆(+)a
(d)
=
∫ H0(B′)
0
1{B′s<1}
(a+B′s)2
ds, ∆(−)a
(d)
=
∫ H0(B′)
0
1{B′s>1}
(a +B′s)2
ds,
where B′ is a Brownian motion started at 1. Instead of working with a
Brownian motion B′ starting at 1 we introdue a new Brownian motion
B = 1−B′ starting at 0. Using spatial homogeneity of Brownian motion we
obtain ∫ H0(B′)
0
1{B′s<1}
(a+ B′s)2
ds
(d)
=
∫ H1(B)
0
1{Bs>0}
(a+ 1− Bs)2 ds =: ∆
+,
and ∫ H0(B′)
0
1{B′s>1}
(a+ B′s)2
ds
(d)
=
∫ H1(B)
0
1{Bs<0}
(a+ 1− Bs)2 ds =: ∆
−.
By the oupation time formula
(∆(+)a , L
0
∞(B
(1/2)), ∆(−)a )
(d)
= (∆+, L0H1(B), ∆
− )
=
( ∫ 1
0
L1−yH1 (B)
(a+ y)2
dy , L0H1(B) ,
∫ ∞
1
L1−yH1 (B)
(a+ y)2
dy
)
,
where L1−yH1 (B) is the loal time of B at 1− y up to H1(B). From the proof
of (32) in Proposition 3.5 we know
E0
(
exp
(
−K∆−
)
| L0H1(B) = u
)
= E0
(
exp
(
−K∆(−)a
)
| L0∞(B(1/2)) = u
)
= exp
(
− u
4(1 + a)
(
√
8K + 1− 1)
)
.
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From the RayKnight Theorem 5.1 it now follows
E0
(
exp
(
− k∆(+)a − c L0∞(B(1/2))−K∆(−)a
))
= E0
(
exp
(
− k
∫ 1
0
X
(2)
s
(a+ s)2
ds − cX(2)1 −
X
(2)
1
4α
(
√
8K + 1− 1)
))
= E0
(
exp
(
− k
∫ 1
0
X
(2)
s
(a+ s)2
ds − γ X(2)1
))
, (36)
where X(2) denotes the 2-dimensional squared Bessel proess started at 0 and
γ = c +
1
4 (a+ 1)
(
√
8K + 1− 1). (37)
Next, reall from Pitman and Yor [35℄ or Revuz and Yor [36℄ Exerise 1.34
p. 453 that for a general squared Bessel proess X(δ), δ ≥ 2, and for any
positive Radon measure m on [0,∞), we have for x ≥ 0 and t > 0
Ex
(
exp
(
− 1
2
∫
(0,t]
X(δ)s m(ds)
))
= φ(t)δ/2 exp
( x
2
φ ′(0)
)
where v 7→ φ(v) is a unique positive, ontinuous and non-inreasing funtion
satisfying for 0 ≤ u ≤ v ≤ t
φ′(v)− φ ′(u) =
∫
(u,v]
φ(s)m(ds), φ(0) = 1, (38)
and whih is a onstant for v ≥ t. By φ ′ we mean the right hand side
derivative of φ. Notie from (38) that φ is onvex in (0,∞). Choosing
m(A) =
∫
A
2k ds
(a+ s)2
+ 2γ ε{1}(A),
where A is a Borel set in (0,∞) and ε{1} is the Dira measure at 1, yields
E0
(
exp
(
− 1
2
∫
(0,1]
X(2)s m(ds)
))
= E0
(
exp
(
− k
∫ 1
0
X
(2)
s
(a+ s)2
ds − γ X(2)1
))
= φ(1). (39)
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To nd the funtion φ, we proeed in a similar manner as in [35℄ Example 1
p. 432. It follows from (38) that φ(v) for v ≤ t is the (ontinuous) solution
of
φ′′(v) =
2k
(a+ v)2
φ(v), (40)
satisfying the onditions (notie that φ′(1) = 0)
φ(0) = 1, φ′(1−) = −2γφ(1). (41)
It is elementary to hek that y(v) = (a+ v)α is a solution of (40) if and only
if α(α− 1) = 2k, that is
α =
1
2
(1±
√
8k + 1) =: α±.
Introduing
y+(v) := (1 +
v
a
)α+ and y−(v) := (1 +
v
a
)α− ,
our task is to nd onstants A and B suh that
φ(v) := Ay+(v) +B y−(v),
fulllls (41). We skip the detailed omputations and state only the result
needed in (39):
φ(1) = w
(
y ′+(1) + 2γy+(1)− (y ′−(1) + 2γy−(1))
)−1
,
where w =
√
8k + 1/a is the Wronskian. The desired formula (35) in Propo-
sition 3.7 results now from (36) and (39) by realling the denition of γ in
(37) and substituting r = log((a+ 1)/a). 
Remark 3.8 It is seen from the proof above (take γ = 0) that for a > 0
E0
(
exp
(
−k
∫ 1
0
X
(δ)
s
(a+ s)2
ds
))
=
(√
8k + 1
a
)δ/2 (
y ′+(1)− y ′−(1)
)−δ/2
.
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This formula is valid also for 0 < δ < 2 when the boundary point 0 is taken
to be reeting. In partiular, X(1) is a Brownian motion squared. Similarly,
for a > 1
E0
(
exp
(
−k
∫ 1
0
X
(δ)
s
(a− s)2 ds
))
=
(√
8k + 1
a
)δ/2 (
x ′−(1)− x ′+(1)
)−δ/2
, (42)
where for v < a
x+(v) := (1− v
a
)α+ and x−(v) := (1− v
a
)α−.
The formula (42) is derived in Mansuy [27℄ for squared Brownian motion
using dierent tehniques (but it is also indiated therein that the result an
be obtained in the way presented above). See also Mansuy [26℄ for losely
related results.
3.4 An identity due to Biane and Imhof
Next we onsider the identity (5) (renumbered (43) below) found by Biane
[2℄ and Imhof [19℄. This identity is also observed in [38℄ in onnetion with
a storage proess. The distribution of the random variable Hλ featuring on
the right hand side of (43) is in this ontext alled the RBrownian motion-
equilibrium-time-to-emptiness distribution, see Abate and Whitt [1℄.
We give two proofs of the BianeImhof identity (43). The rst one is based
on the RayKnight Theorem 5.2 and the random time hange tehniques.
Given these tools the proof itself is very short. In fat, we repeat the idea
of the proof of (32) in Proposition 3.5. The seond proof is also based on
random time hanges but now we work via Tanaka's formula. This latter
presentation is lose to the one in [11℄ (see also Biane [2℄), but we wish
to give it anyway to demonstrate the onnetions between oupation and
hitting times.
Proposition 3.9 For µ > 0∫ ∞
0
1{B(µ)s ≤0} ds
(d)
= Hλ(B
(µ)), (43)
where B(µ) is started at 0 and λ is an exponentially (with parameter 2µ)
distributed random variable independent of B(µ).
25
Proof 1 (based on the RayKnight Theorem 5.2.) We use the notation and
the struture of the proof of (32) in Proposition 3.5. Firstly, by the oupa-
tion time formula and Theorem 5.2∫ ∞
0
1{B(µ)s <0}ds =
∫ 0
−∞
Ly∞(B
(µ)) dy
(d)
=
∫ ∞
0
Zy dy,
where Z satises
dZy = 2
√
Zy dBy − 2µZy dy. (44)
The distribution of Z0 is the distribution of L
0
∞(B
(µ)), i.e., the exponential
distribution with parameter µ. For the random time hange, introdue
Cy :=
∫ y
0
Zu du
and let c denote the inverse of C. It follows from (44)
Zcy − Z0 = 2 βy − 2µ y,
where β is a Brownian motion. Consequently, beause Zy → 0 as y →∞ we
obtain (43).  Proof 2 (based on the Tanaka formula). Consider
(B
(µ)
t )
− = −
∫ t
0
1{B(µ)s ≤0} dB
(µ)
s +
1
2
L0t (B
(µ)),
where L0(B(µ)) is the loal time of B(µ) at 0 (with respet to the Lebesgue
measure). Introdue
A−t :=
∫ t
0
1{B(µ)s ≤0} ds, and α
−
t := inf{s : A−s > t}.
Then letting ℓ
(µ)
t =
1
2
L0t (B
(µ))
(B
(µ)
α−t
)− = −B(µ)
α−t
= −
∫ α−t
0
1{B(µ)s ≤0} dB
(µ)
s + ℓ
(µ)
α−t
= −
∫ α−t
0
1{B(µ)s ≤0} dBs − µ
∫ α−t
0
1{B(µ)s ≤0} ds+ ℓ
(µ)
α−t
= −
∫ α−t
0
1{B(µ)s ≤0} dBs − µ t+ ℓ
(µ)
α−t
.
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It is a straightforward appliation of the result due to Dambis, and Dubins
and Shwarz (see Revuz and Yor [36℄ p. 181) that the proess given by
βt :=
∫ α−t
0
1{B(µ)s ≤0} dBs
is an Fα−t Brownian motion. Notie that beause B
(µ)
α−t
≤ 0 we have for all
t ≥ 0
ℓ
(µ)
α−t
≥ βt + µ t. (45)
Clearly, A−t = A
−
Λ0
for t ≥ Λ0 := Λ0(B(µ)) := sup{t : B(µ)t = 0}. Conse-
quently, {B(µ)
α−t
: t ≥ 0} is dened only for t < A−Λ0 and
lim
t→A−Λ0
B
(µ)
α−t
= B
(µ)
Λ0
= 0.
Beause α− is the inverse of A− and ℓ(µ) does not inrease after Λ0 we obtain
0 = −βA−Λ0 − µA
−
Λ0
+ ℓ
(µ)
Λ0
= −βA−Λ0 − µA
−
Λ0
+ ℓ(µ)∞ .
From (45) it now follows that
A−∞ = A
−
Λ0
= inf{t : βt + µt = ℓ(µ)∞ }.
Beause β is a Brownian motion and the P0distribution of ℓ
(µ)
∞ is exponential
with parameter 2µ it remains to prove that β and ℓ
(µ)
∞ are independent. To
do this, let
A+t :=
∫ t
0
1{B(µ)s ≥0} ds, and α
+
t := inf{s : A+s > t},
and proeed as above to obtain
(B
(µ)
α+t
)+ = B
(µ)
α+t
=
∫ α+t
0
1{B(µ)s ≥0} dB
(µ)
s + ℓ
(µ)
α+t
= γt + µt+ ℓ
(µ)
α+t
,
where {γt : t ≥ 0} is a Brownian motion. Beause B(µ)α+t is well dened and
non-negative for all t ≥ 0 we dedue from Skorokhod's reetion equation
that
ℓ
(µ)
α+t
= sup
0≤s≤t
{−γs − µs},
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and letting t→∞ gives
ℓ(µ)∞ = sup
s≥0
{−γs − µs}.
From the extended form of Knight's theorem (see [36℄ p. 183) we know that
β and γ are independent and, therefore, also ℓ
(µ)
∞ and β are independent. 
3.5 LeGall's identity
From a representation formula in LeGall [24℄ we an dedue the result in
(46) below, see Donati-Martin and Yor [10℄ p. 1044 and 1052. In this setion
we prove (46) using time reversal argument and time hanges. This nie
appliation of the lassial time reversal result was pointed out to us by Y.
Hariya (in the ontext of (47)).
Proposition 3.10 The following formula holds:∫ ∞
0
exp (− 2R (3)s ) ds
(d)
= H1(R
(2)), (46)
where the Bessel proesses are started from 0.
Proof For x > 0 let Λx(R
(3)) := sup{t : R (3)t = x}. Then∫ Λx(R (3))
0
exp (− 2R (3)s ) ds
(d)
=
∫ H0(B)
0
exp (− 2Bs) ds,
where B is a standard Brownian motion started from x. Let for t > 0
At :=
∫ t
0
exp (− 2Bs) ds
and, as usual, αt is its inverse. By the Lamperti transformation (25), the
proess {Zt : t ≥ 0} where Zt := exp(−Bαt) is a 2-dimensional Bessel
proess. Clearly,
Z0 = exp(−x) and 0 < Zt < 1 ∀ t < AH0 .
Consequently,
AH0
(d)
= H1(Z),
and letting x→∞ proves (46). 
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3.6 Hariya's identity
We learned the identity in the next proposition from Y. Hariya [18℄ and oer
here a proof whih diers from Hariya's proof and is in the spirit of the
present paper.
Proposition 3.11 The following identity holds:∫ ∞
0
(1 +R (3)s )
−2γ ds
(d)
= H1/(γ−1)(R
(δ)), (47)
where γ > 1, δ = (2γ−1)/(γ−1) and the Bessel proesses are started from 0.
Proof By the saling property of Bessel proesses and the oupation time
formula the right hand side of (47) an be written as
H1/(γ−1)(R(δ))
(d)
= (γ − 1)−2H1(R(δ))
(d)
=
1
(γ − 1)2
∫ 1
0
LyH1(R
(δ)) dy.
Consequently, by Theorem 5.3 in Appendix (with the notations as therein),
(47) is now equivalent with∫ ∞
0
Z
(2)
y
(1 + y)2γ
dy
(d)
= (δ − 2)
∫ 1
0
Ẑ
(2)
yδ−2
yδ−3
dy. (48)
In partiular, when γ = 2 (and δ = 3) the identity (48) takes the simple form∫ ∞
0
Z
(2)
y
(1 + y)4
dy
(d)
=
∫ 1
0
Ẑ(2)y dy. (49)
To prove (47) via (48) we use the well known fat that
{Z(2)s : s ≥ 0}
(d)
= {(1 + s)2Ẑ(2)1/(1+s) : s ≥ 0}. (50)
Notie that (49) follows diretly from (50). However, to obtain (48) we have
to work little more. Substituting x = yδ−2 on the right hand side of (48)
shows that (48) is equivalent with∫ ∞
0
Z
(2)
y
(1 + y)2γ
dy
(d)
=
∫ 1
0
x2(γ−2)Ẑ(2)x dx. (51)
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By the representation (50) the left hand side of (51) takes the form∫ ∞
0
Z
(2)
y
(1 + y)2γ
dy
(d)
=
∫ ∞
0
Ẑ
(2)
1/(1+y)
(1 + y)2γ−2
dy,
and substituting here x = 1/(1 + y) leads to the right hand side of (51),
ompleting the proof. 
Remark 3.12 Consider the CiesielskiTaylor identity (4):∫ ∞
0
1{R(δ+2)s <1} ds
(d)
= H1(R
(δ)), (52)
where R(δ) is a Bessel proess of dimension δ > 0 started at 0. It is possible
to express (52) in alternative forms using Hariya's identity and some simple
transformations. Indeed, by Theorem 5.2 (b) we rewrite (52) rst in the form
(see Yor [44℄ p. 52)
1
δ − 2
∫ 1
0
Ẑ
(2)
yδ−2
yδ−3
dy
(d)
=
1
δ
∫ 1
0
Z
(2)
yδ
yδ−1
dy. (53)
Applying (48) on the left hand side of (53) yields
1
(δ − 2)2
∫ ∞
0
Z
(2)
y
(1 + y)2γ
dy
(d)
=
1
δ
∫ 1
0
Z
(2)
yδ
yδ−1
dy. (54)
Making the hange of variables x = yδ on the right hand side of (54) and
realling that γ = (δ − 1)/(δ − 2) leads to
1
(δ − 2)2
∫ ∞
0
Z
(2)
y
(1 + y)2(δ−1)/(δ−2)
dy
(d)
=
1
δ2
∫ 1
0
Z
(2)
x
x2(δ−1)/δ
dx. (55)
Further, substituting on the right hand side of (55) y = 1/x and using the
time inversion property of Bessel proesses we obtain
1
(δ − 2)2
∫ ∞
0
Z
(2)
y
(1 + y)2(δ−1)/(δ−2)
dy
(d)
=
1
δ2
∫ ∞
1
y2/δ Z
(2)
1/y dy
(d)
=
1
δ2
∫ ∞
1
Z
(2)
z
z2(δ−1)/δ
dz
(d)
=
1
δ2
∫ ∞
0
Y
(2)
u
(1 + u)2(δ−1)/δ
du,
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where Y (2) denotes the proess Z(2) started with an exponential distribution
with parameter 1/2 (whih is the distribution of Z
(2)
1 when started from 0).
4 Feynman-Ka approah to perpetual integral
funtionals
In this setion we show how the Feynman-Ka formula an be used to nd the
Laplae transform of a perpetual integral funtional I∞(f) where f satises
the integrability ondition (13):∫ ∞
f(y)dy <∞.
We remark also that in speial ases one an nd the law of a perpetual fun-
tional by limiting proedures but for a general haraterization the problem
has to be analyzed more arefully.
For treatments of Feynman-Ka formula, we refer to Durrett [14℄ and
Karatzas and Shreve [22℄. See also Jeanblan, Pitman and Yor [25℄ for on-
netions with exursion theory.
Consider for γ > 0 (and µ > 0) the funtion
x 7→ Ψγ(x) = Ex
(
exp(− I∞(γf))
)
= Ex
(
exp
(
− γ
∫ ∞
0
f(B(µ)s ) ds
))
.
By the simple Markov property it is seen that the proess{
Ψγ(B
(µ)
t ) exp
(
− γ
∫ t
0
f(B(µ)s ) ds
)
: t ≥ 0
}
is a bounded martingale.
Proposition 4.1 The funtion Ψγ is non-dereasing and satises for all x
and t ≥ 0
Ψγ(x) = Ex
(
Ψγ(B
(µ)
t ) exp
(
− γ
∫ t
0
f(B(µ)s ) ds
))
. (56)
Moreover,
lim
x→∞
Ψγ(x) = 1. (57)
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Proof The formula (56) is immediate from the martingale property. Let
x < y and apply the optional stopping theorem to obtain
Ψγ(x) = Ex
(
Ψγ(B
(µ)
Hy
) exp
(
− γ
∫ Hy
0
f(B(µ)s ) ds
))
(58)
≤ Ψγ(y),
whih shows that Ψγ is non-dereasing. Next notie that
Ψγ(B
(µ)
t ) exp
(
− γ
∫ t
0
f(B(µ)s ) ds
)
= E
(
exp
(
− γ
∫ ∞
0
f(B(µ)s ) ds
)
| Ft
)
.
Consequently, by the martingale onvergene theorem,
Ψγ(∞) exp
(
− γ
∫ ∞
0
f(B(µ)s ) ds
)
= exp
(
− γ
∫ ∞
0
f(B(µ)s ) ds
)
showing (57). 
Remark 4.2 Notie from (58) that for x ≤ y
Ex
(
exp
(
− γ
∫ Hy
0
f(B(µ)s ) ds
))
=
Ψγ(x)
Ψγ(y)
.
In many ases the funtion Ψγ an be found by solving a seond order
ODE. This is formulated in the following
Proposition 4.3 Assume that f is pieewise ontinuous and satises the
integrability ondition (13). Then x 7→ Ψγ(x) is the unique positive, non-
dereasing and ontinuously dierentiable solution of the problem
1
2
v′′(x) + µ v′(x)− γ f(x) v(x) = 0, (59)
lim
x→∞
v(x) = 1.
Proof Notie that B(µ) killed aording to the additive funtional
It(γf) = γ
∫ t
0
f(B(µ)s ) ds
is a linear diusion B• (in the sense of Ito and MKean [20℄), and its basi
harateristis (speed measure, sale funtion and killing measure) an be
determined expliitly (see [3℄ No. II.9 p. 17). From (56) it follows that
Ψγ is an invariant funtion for B
•. It is well known that invariant funtions
of a linear diusion are ontinuous (see Dynkin [15℄ Vol. II p. 7), and
dierentiable when the sale funtion is dierentiable (see Salminen [37℄ p.
93). From the representation theory of exessive funtions we know that
for B• there exist two invariant funtions, denoted ϕγ and ψγ and alled
fundamental solutions or extreme invariant funtions, suh that if h is an
arbitrary invariant funtion then there exists onstants c1 ≥ 0 and c2 ≥ 0
suh that h = c1 ψγ + c2 ϕγ . Moreover, we have
Px(Hz(B
•) <∞) =

ϕγ(x)
ϕγ(z)
, x ≥ z,
ψγ(x)
ψγ(z)
, x ≤ z,
.
From this representation it follows that ϕ and ψ solve (59) on the intervals
of ontinuity of f. Next notie that, beause µ > 0,
lim
z→−∞
Px(Hz(B
•) <∞) = 0
giving ϕγ(z)→ +∞ as z → −∞. Consequently, all invariant non-dereasing
funtions are multiples of ψγ . In partiular, Ψγ is a multiple of ψγ and, hene,
the ondition (57) determines Ψγ uniquely. 
Remark 4.4 At the points of disontinuity of f the funtion Ψγ usually fails
to be two times dierentiable.
Example 4.5 We ompute the Laplae transform of the funtional∫ ∞
0
(a + exp(B(1/2)s ))
−2 ds
appearing in (8). Consider, for a moment, the ase with general µ > 0.
Taking
f(x) = (a + exp(x))−2
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in (59) gives us the equation
1
2
v′′(x) + µ v′(x)− γ (a + exp(x))−2 v(x) = 0.
Putting here x = ln y and g(y) = v(ln y) yields
1
2
y2 g′′(y) + (µ+
1
2
) y g′(y)− γ (a+ y)−2 g(y) = 0, (60)
whih is, of ourse, the orresponding equation for geometri Brownian mo-
tion. By Kamke [21℄ 2.394 p. 497 this equation an be solved for µ = 1/2 by
making the substitution
η(ξ) = g(y), ξ =
√
2γ
a
ln(
y
y + a
),
whih transforms (60) to the following√
2γ η′′ + a η′ =
√
2γ η. (61)
Letting β := a/2
√
2γ the general solution of (61) an be written as
η(ξ) = A exp
(
− (
√
1 + β2 + β)ξ
)
+B exp
(
(
√
1 + β2 − β)ξ
)
.
Consequently, the inreasing solution of (60) is
ψ(y) = exp
(
(
√
1 + β2 − β) 1
2β
ln(
y
a+ y
)
)
=
( y
a+ y
)2−1(√1+β−2−1)
.
Notie that ψ(∞) = 1, and it follows
Ex
(
exp
(
− γ
∫ ∞
0
(a+ exp(B(1/2)s ))
−2 ds
))
=
( exp(x)
a+ exp(x)
)(2 a)−1 (√a2+8γ−a)
. (62)
For a geometri Brownian motion X with X0 = x > 0 dened via
Xs = exp(B
(1/2)
s ), B
(1/2)
0 = x,
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the formula (62) takes the form
Ex
(
exp
(
−γ
∫ ∞
0
1
(a+Xs)2
ds
))
=
( x
a+ x
)(2 a)−1 (√a2+8γ−a)
. (63)
The identity in law in (8) an be dedued from (62) (or (63)). Notie also
that substituting in (62) x = 0 and letting a→ 0 we obtain a speial ase of
the identity (2):
E0
(
exp
(
−γ
∫ ∞
0
e2Bs−s ds
))
= e−
√
2γ ,
i.e., ∫ ∞
0
e2Bs−s ds
(d)
=
(
2Z1/2
)−1
,
where Z1/2 is a Γdistributed r.v. with parameter 1/2.
Using Propositions 4.1 and 4.3 we derive an interesting result due to Biane
[2℄ whih haraterizes the law of a perpetual integral funtional of B(µ), µ >
0, restrited onR− in terms of the same but unrestrited funtional of another
diusion stopped at the rst hitting time. We remark that in [2℄ a more
general situation (not only B(µ)) is onsidered. However, the main interest in
[2℄ is foused on oupation times, the aim being to generalize the Ciesielski
Taylor identity (4). The result in our Proposition 4.6 is extrated from
Remarque p. 295 in [2℄ and formulated for B(µ).
Proposition 4.6 Let f be a positive C1-funtion suh that∫
−∞
f(y) e−2µy dy =∞, (64)
and X a diusion with the generator
1
2
d2
dx2
+
(
µ− 1
2
f ′(x)
f(x)
) d
dx
.
Then H0(X) <∞ a.s. if X0 < 0, and, moreover,
I−∞(f) :=
∫ ∞
0
f(B(µ)s ) 1{B(µ)s <0} ds
(d)
=
∫ H0(X)
0
f(Xs) ds
where X0 is taken to be exponentially distributed on (−∞, 0) with parameter
2µ.
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Proof Notie that the ondition (64) means that the sale funtion SX of
X given by (f. [3℄ II.9 p. 17)
SX(x) =
∫ x
f(y) e−2µy dy
satises
lim
x→−∞
SX(x) = −∞.
This implies H0(X) < +∞ a.s. when X0 < 0. From Proposition 4.3 we know
Ψγ(x) := Ex
(
exp
(
− γI−∞(f)
))
is the unique, non-dereasing funtion suh that
1
2
Ψ′′(x) + µΨ′(x) = γ1(−∞,0)(x) f(x) Ψ(x) (65)
and limx→+∞Ψ(x) = 1. For x > 0 we learly have
Ψγ(x) = Px(H0(B
(µ)) = +∞) +Px(H0(B(µ)) < +∞) Ψγ(0),
and, hene, it is enough to ompute Ψγ(x) for x ≤ 0. For this, onsider the
equation
1
2
u′′(x) + µ u′(x) = γ f(x) u(x). (66)
Let ψγ and ϕγ denote the fundamental non-dereasing and non-inreasing,
respetively, solutions of (65), and, similarly, ψ̂γ and ϕ̂γ are the fundamen-
tal non-dereasing and non-inreasing, respetively, solutions of (66). Notie
that f does not have to satisfy the integrability ondition (13). However,
for (66), we an still argue as in the proof of Proposition 4.3 that all in-
variant non-dereasing funtions are multiples of ψ̂γ . Using ontinuity and
dierentiability requirements, ψγ an be expressed in terms of ψ̂γ as follows
ψγ(x) =

ψ̂γ(x), x ≤ 0,
S(x)
ψ̂ ′γ(0)
S ′(0)
+ ψ̂γ(0)−
S(0) ψ̂ ′γ(0)
S ′(0)
, x ≥ 0,
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where S(x) = − exp(−2µ x) is the sale funtion of B(µ). Consequently, for
x ≤ 0
Ψγ(x) =
ψγ(x)
ψγ(+∞) =
2µ ψ̂γ(x)
2µ ψ̂γ(0) + ψ̂ ′γ(0)
,
and, in partiular, for x = 0
E0
(
exp
(
− γ
∫ ∞
0
f(B(µ)s ) 1{B(µ)s <0} ds
))
=
2µ ψ̂γ(0)
2µ ψ̂γ(0) + ψ̂ ′γ(0)
. (67)
To proeed, dene for y ≤ 0
ψ˜γ(y) := 2µ ψ̂γ(y) + ψ̂
′
γ(y),
and notie that ψ˜ ′′γ exists and is ontinuous beause f ∈ C1. Using the fat
that ψ̂γ solves (66) it is straightforward to verify that ψ˜
′
γ > 0, i.e., ψ˜γ is
inreasing, and that ψ˜γ is a solution of the ODE
1
2
u′′(x) +
(
µ− 1
2
f ′(x)
f(x)
)
u′(x) = γ f(x) u(x), x ≤ 0.
By It's formula, the proess{
ψ˜γ(Xt∧H0(X)) exp(−γ
∫ t∧H0(X)
0
f(Xs) ds) : t ≥ 0
}
is a martingale and, further, beause it is bounded, we obtain for X0 = x < 0
by the dominated onvergene theorem
Ex
(
exp
(
− γ
∫ H0(X)
0
f(Xs) ds
))
=
ψ˜γ(x)
ψ˜γ(0)
. (68)
Observe that∫ 0
−∞
ψ˜γ(x) 2µ e
2µx dx = 2µ
∫ 0
−∞
(2µψ̂γ(x) + ψ̂
′
γ(x)) e
2µx dx = 2µψ̂γ(0).
Consequently, if X0 is exponentially distributed on (−∞, 0) with parameter
2µ, (67) and (68) lead to∫ 0
−∞
2µ e2µxEx
(
exp
(
− γ
∫ H0(X)
0
f(Xs) ds
))
dx
= E0
(
exp
(
− γ
∫ ∞
0
f(B(µ)s ) 1{B(µ)s <0} ds
))
,
as laimed. 
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Example 4.7 Consider the funtional
I :=
∫ ∞
0
exp(−2B(µ)s ) 1{B(µ)s <0} ds.
Reall from (22), that there exists a Bessel proess R(2−2µ) started from 1
suh that
I =
∫ ∞
0
1{R(2−2µ)s >1} ds a.s.
As an appliation of Proposition 4.6 we derive a new haraterization of the
distribution of I. Taking f(x) = e−2x it is seen that the diusion X in
Proposition 4.6 is a Brownian motion with drift µ+ 1. Consequently,
I
(d)
=
∫ H0(B(µ+1))
0
exp
(−2B(µ+1)s ) ds,
where B
(µ+1)
0 is exponentially distributed on (−∞, 0) with parameter 2µ. To
develop this further, let x > 0 and assume that B
(µ+1)
0 = −x < 0. We have∫ H0(B(µ+1))
0
exp
(−2B(µ+1)s ) ds
(d)
=
∫ Hx(Bˆ(µ+1))
0
exp
(
−2 (Bˆ(µ+1)s − x)
)
ds
= e2x
∫ Hx(Bˆ(µ+1))
0
exp
(
−2 Bˆ(µ+1)s
)
ds
(d)
= e2x inf{t : R(−2µ)t = e−x},
where Bˆ(µ+1) is a Brownian motion with drift µ + 1 started from 0 and in
the last step Remark 2.2 is applied. Using the saling property of Bessel
proesses we obtain
inf{t : R(−2µ)t = e−x} = inf{t : exR(−2µ)t = 1}
= inf{e−2x t : exR(−2µ)e−2x t = 1}
(d)
= e−2x inf{t : Rˆ(−2µ)t = 1},
where the Bessel proess Rˆ(−2µ) is started from ex. Consequently,∫ ∞
0
exp(−2B(µ)s ) 1{B(µ)s <0} ds.
(d)
= H1(Rˆ
(−2µ)), (69)
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where Rˆ
(−2µ)
0 is distributed as e
ξ
with ξ exponentially distributed with pa-
rameter 2µ. Elementary omputations show that
P(Rˆ
(−2µ)
0 > z) = z
−2µ, z ≥ 1. (70)
It is interesting to notie that the right hand side of (70) when extended to
a measure on the whole of R+ an be viewed as the speed measure of Rˆ
(−2µ)
(see, e.g., [3℄ A1.21 p. 133).
5 Appendix on RayKnight theorems
For an easy referene, we reall here the RayKnight theorems used in this
paper (see Yor [44℄ and [3℄ for more omplete statements).
Theorem 5.1 Let B be a standard Brownian motion started from 0 and
LyH1(B)(B) its loal time (with respet to the Lebesgue measure) at level
y ≤ 1 up to H1(B). Then the loal time proess {L1−yH1 (B) : y ≥ 0} is a
solution of the SDE
Xy = 2
∫ y
0
√
Xs dβs + 2( y ∧ 1 ),
in other words,
(i) {L1−yH1(B)(B) : 0 ≤ y ≤ 1} is a 2-dimensional squared Bessel proess
starting from 0,
(ii) {L1−yH1(B)(B) : y ≥ 1} is a 0-dimensional squared Bessel proess with
the starting value L0H1(B) obtained from (i).
Theorem 5.2 Assume that B
(µ)
0 = 0 and let L
y
t (B
(µ)) be the loal time of
B(µ) at level y (with respet to the Lebesgue measure) up to time t. Dene
the total loal time of B(µ) at level y via
Ly∞(B
(µ)) := lim
t→∞
Lyt (B
(µ)).
Then
{L−y∞ (B(µ)) : y ≥ 0}
(d)
= {Z(0,2µ)y : y ≥ 0}, (71)
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and
{Ly∞(B(µ)) : y ≥ 0}
(d)
= {Z(2,2µ)y : y ≥ 0}, (72)
where Z(δ,2µ), δ = 0, 2, are solutions of the SDE
dXt = 2
√
Xt dBt + (δ − 2µXt) dt,
respetively, with the initial value X0 exponentially distributed with param-
eter µ. In fat, the identities (71) and (72) hold jointly, with Z
(0,2µ)
0 = Z
(2,2µ)
0
but otherwise Z(0,2µ) and Z(2,2µ) are independent.
Our nal RayKnight theorem is for Bessel proesses. The rst part is
formulated only for 3-dimensional Bessel proess, and in the seond part we
take the dimension parameter δ > 2. Let Ly∞(R
(δ)) denote the total loal time
at y of the Bessel proess R(δ) (taken with respet to the Lebesgue measure).
Theorem 5.3 a: Assume that R(3) is started at 0. Then
{Ly∞(R(3)) : y ≥ 0}
(d)
= {Z(2)y : y ≥ 0},
where Z(2) denotes the squared Bessel proess of dimension 2, started from
0, i.e., Z(2) satises the SDE
dXy = 2
√
Xy dBy + 2 dy.
b: Assume that δ > 2 and R
(δ)
0 = 0. Then
{LyH1(R(δ)) : 0 ≤ y ≤ 1}
(d)
=
{ 1
(δ − 2)yδ−3 Ẑ
(2)
yδ−2
: 0 ≤ y ≤ 1
}
where Ẑ(2) denotes the 2-dimensional squared Bessel bridge (from 0 to 0 and
of length 1).
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