Abstract. The canonical join complex of a semidistributive lattice is a simplicial complex whose faces are canonical join representations of elements of the semidistributive lattice. We give a combinatorial classification of the faces of the canonical join complex of the lattice of biclosed sets of segments supported by a tree, as introduced by the third author and McConville. We also use our classification to describe the elements of the shard intersection order of the lattice of biclosed sets. As a consequence, we prove that this shard intersection order is a lattice.
Introduction
In [9] , McConville introduced a lattice of biclosed sets as a tool for studying the lattice structure of Grid-Tamari orders. The class of these lattices of biclosed sets includes the weak order on permutations. As the weak order on permutations appears in many mathematical contexts, including (and certainly not limited to) geometric combinatorics [12] [8] and representation theory of preprojective algebras [10, 14] , it is natural to study the lattice-theoretic aspects of biclosed sets.
In subsequent work by McConville and the third author [4] [5] [6] , biclosed sets were used to understand the lattice structure and other lattice-theoretic questions about Grid-Tamari orders and oriented flip graphs. Futhermore, in [5] [6] , the authors describe the lattice-theoretic shard intersection order, in the sense of [7] , of the Grid-Tamari order and of oriented flip graphs. The goal of this paper is to gain a combinatorial description of this lattice-theoretic shard intersection order of the lattice of biclosed sets appearing in [5] .
To understand this shard intersection order, it is very useful to understand the canonical join complex of the lattice of biclosed sets. The canonical join complex is defined for any semidistributive lattice L. The lattices of biclosed sets that we consider in this paper are all congruence-uniform, which implies that they are semidistributive. The canonical join complex is the simplicial complex whose faces are canonical join representations of elements of L. The shard intersection order of L, denoted ΨpLq, is an alternative partial order on the elements of L that is constructed using the data of canonical join representations of elements of L. We remark that if L is not congruence-uniform, then ΨpLq may not be partially ordered.
Our approach is to, first, describe the join-irreducible biclosed sets (see Proposition 3.7) . After that, we use this description to classify the faces of the canonical join complex of biclosed sets (see Theorem 4.1). We are then in a position describe the elements of the shard intersection order (see Theorem 5.1) and the lattice structure of the shard intersection order (see Theorem 5.13 ). In particular, we prove that the shard intersection order of biclosed sets is a lattice.
The paper is organized as follows. We remind the reader of the lattice theory that we will use throughout the paper in Section 2.1. We describe the lattices of biclosed sets we will work with in Section 2.2. In Section 3, we construct a special labeling of the covering relations in lattices of biclosed sets and use this labeling to index the join-irreducible and meet-irreducible biclosed sets. We then describe the faces of the canonical join complex of biclosed sets in Section 4. Lastly, we study shard intersection order of biclosed sets in Section 5.
Preliminaries

2.1.
Lattices. Let pL, ď L q be a finite lattice. For x, y P L, if x ă y and there does not exist z P L such that x ă z ă y, we write x Ì y. Let CovpLq :" tpx, yq P L 2 | x Ì yu be the set of covering relations of L. We let0,1 P L denote the unique minimal and unique maximal elements of L, respectively.
A set map λ : CovpLq Ñ Q, where pQ, ď Q q is some poset is called an edge labeling. We review the concepts of join-and meet-irreducibility in order to discuss an important type of labeling.
We say that an element j P L is join-irreducible if j ‰0 and whenever j " x _ y, either j " x or j " y holds. Meet-irreducible elements m P L are defined dually. We denote the subset of join-irreducible (resp., meet-irreducible) elements by JIpLq (resp., MIpLq). For j (resp., m) in JIpLq (resp., MIpLq), we let j˚(resp., m˚) denote the unique element of L covered by (resp., that covers) j (resp., m).
For A Ď L, the expression Ž A :" Ž aPA a is irredundant if there does not exist a proper subset A 1 Ĺ A such that Ž A 1 " Ž A. Given A, B Ď JIpLq such that Ž A and Ž B are irredundant and Ž A " Ž B, we set A ĺ B if for a P A there exists b P B with a ď b. In this situation, we say that Ž A is a refinement of Ž B. If x P L and A Ď JIpLq such that x " Ž A is irredundant, we say Ž A is a canonical join representation of x if A ĺ B for any other irrendundant join representation x " Ž B, B Ď JIpLq. Dually, one defines canonical meet representations.
We define the canonical join complex of L, denoted ∆ CJ pLq, to be the abstract simplicial complex whose vertex set is JIpLq and whose faces are sets of join-irreducibles whose join is a canonical join representation of some element of L.
Now we assume that L is a semidistributive lattice. This means that for any three elements x, y, z P L, the following properties hold:
‚ if x^z " y^z, then px _ yq^z " x^z, and ‚ if x _ z " y _ z, then px^yq _ z " x _ z.
It is known that a lattice L is semidistributive if and only if each element of L has a canonical join representation and a canonical meet representation [3, Theorem 2.24] . In this case, there is a canonical bijection L Ñ ∆ CJ pLq sending x Þ Ñ A where Ž A is the canonical join representation of x.
With these notions in hand, we arrive at the notions of CN-and CU-labeling, the latter of which plays a prominent role in this paper. Definition 2.1. A labeling λ : CovpLq Ñ Q is a CN-labeling if L and its dual L˚satisfy the following: given x, y, z P L with pz, xq, pz, yq P CovpLq and maximal chains C 1 and C 2 in rz, x_ys with x P C 1 and y P C 2 , (CN1) the elements x 1 P C 1 , y 1 P C 2 such that px 1 , x _ yq, py 1 , x _ yq P CovpLq satisfy λpx 1 , x _ yq " λpz, yq, λpy 1 , x _ yq " λpz, xq;
(CN2) if pu, vq P CovpC 1 q with z ă u, v ă x _ y, then λpz, xq, λpz, yq ă Q λpu, vq; (CN3) the labels on CovpC 1 q are pairwise distinct. We say that λ is a CU-labeling if, in addition, it satisfies (CU1) λpj˚, jq ‰ λpj 1 , j 1 q for j, j 1 P JIpLq, j ‰ j 1 , and (CU2) λpm, m˚q ‰ λpm, m 1˚q for m, m 1 P MIpLq, m ‰ m 1 . If L admits a CU-labeling, it is said to be congruence-uniform. Remark 2.2. For completeness, we include the more standard definition of a congruence-uniform lattice.
Given px, yq P CovpLq, we let conpx, yq denote the most refined lattice congruence for which x " y. Such congruences are join-irreducible elements of the lattice of lattice congruences of L, denoted ConpLq. When L is a finite lattice, the join-irreducibles (resp., meet-irreducibles) of ConpLq are the congruences of the form conpj˚, jq (resp., conpm, m˚q). We thus obtain surjections
If these maps are bijections, we say that L is congruence-uniform. It follows from [5, Proposition 2.5] that this definition and the one given in Definition 2.1 are equivalent.
We conclude this section by mentioning some general properties of CU-labelings and the definition of the lattice-theoretic shard intersection order of L. Given a edge labeling λ : CovpLq Ñ Q, one defines λ Ó pxq :" tλpy, xq : y Ì xu, λ Ò pxq :" tλpx, zq : x Ì zu.
Lemma 2.3. [5, Lemma 2.6] Let L be a congruence-uniform lattice with CU-labeling λ : CovpLq Ñ P . For any s P P , there is a unique join-irreducible j P JIpLq (resp., meet-irreducible m P MIpLq) such that λpj˚, jq " s (resp., λpm, m˚q " s). Moreover, this join-irreducible j (resp., meet-irreducible m) is the minimal (resp., maximal) element of L such that s P λ Ó pjq (resp.,
Later, in Propositions 3.7 and 3.8, we use Lemma 2.3 to characterize join-and meet-irreducible elements of BicpT q, the lattice of biclosed sets defined in the next section.
One can also use CU-labelings to determine canonical join representations and canonical meet representations of elements of a congruence-uniform lattice. We state this precisely as follows.
Lemma 2.4. [5, Proposition 2.9] Let L be a congruence-uniform lattice with CU-labeling λ. For any x P L, the canonical join representation of x is Ž D, where D " tj P JIpLq : λpj˚, jq P λ Ó pxqu. Dually, for any x P L, the canonical meet representation of x is Ź U , where U " tm P MIpLq :
Given a lattice L with a CU-labeling, one can define a new partial order on the elements of L known as the shard intersection order of L. Reading introduced this concept in [7] . . Acyclic paths r1, 3s, r5, 4s, and r7, 10s are segments, but acyclic path r4, 10s is not.
Definition 2.5. Let L be a congruence-uniform lattice with CU-labeling λ : CovpLq Ñ P . Let x P L and let y 1 , . . . y k be the elements of L satisfying py i , xq P CovpLq. We denote the set tλpy i , xqu by λ Ó pxq. Define the shard intersection order of L, denoted ΨpLq, to be the collection of sets of the form
partially ordered by inclusion. At times, we may refer to the interval r Ź k i y i , xs as a facial interval.
Remark 2.6. The shard intersection order was originally defined by Reading in [13] when L " PospA, Bq is the poset of regions of a simplicial hyperplane arrangement A with base region B. If, in addtion, L is congruence-uniform, it follows from [7, ] that these two definitions of the shard intersection order produce the same partial order.
Biclosed sets.
A tree is a finite connected acyclic graph. The degree-one vertices of a tree are called leaves. We can always embed a tree T into the disk D 2 so that exactly the leaves lie on the boundary. Unless stated otherwise, a tree is assumed to be equipped with such an embedding. Non-leaf vertices of T are thus in the interior of D 2 , and we call these interior vertices. We also assume that the interior vertices of T have degree at least 3.
An acyclic path is a sequence of pairwise distinct vertices pv i 1 , . . . , v in q of T such that there is an edge connecting v i j and v i j`1 for all 1 ď j ď n´1. Since an acyclic path is uniquely determined by its endpoints, we can denote the path pv i 1 , . . . , v in q by rv i 1 , v in s.
Observe that the embedding of T in D 2 determines are cyclic ordering of the edges of T that are incident to a given vertex. An acyclic path pv i 1 , . . . , v in q is called a segment if, for each 1 ď j ď n´2, rv i j`1 , v i j`2 s is immediately clockwise or counterclockwise from rv i j , v i j`1 s with respect to the cyclic ordering on the edges incident to v i j`1 . The set of all segments supported by a tree T is denoted by SegpT q. Figure 1 shows some examples and non-examples of segments. Given two segments
. . , v in q P SegpT q that share an endpoint v i k but differ at all other vertices, we define their composition to be the acyclic path s 1˝s2 :" pv i 1 , . . . , v i k , . . . , v in q. We say that two segments s 1 and s 2 are composable if s 1˝s2 P SegpT q. A subset B Ă SegpT q is closed if for all composable s 1 , s 2 P B, s 1˝s2 P B. B is biclosed if both B and its complement, B c :" SegpT qzB, are closed. We will also often say that B is coclosed when B c is closed. Additionally, if B Ă SegpT q, we define B to be the smallest closed set containing B.
The poset structure of BicpT q is studied in [5] , where the following result is proved: Theorem 2.7. [5, Theorem 4.1] The poset BicpT q is a semidistributive, congruence-uniform, and polygonal lattice. Moreover, the BicpT q has the following properties:
(1) for any X, Y P BicpT q, if X Ĺ Y , then there is a segment y P Y such that X\tyu P BicpT q; (2) for any W, X, Y P BicpT q with W ď X X Y , the set W Y pX Y Y qzW is biclosed; (3) the edge-labeling λ : CovpBicpTÑ SegpT q defined by λpX, Y q " s if Y zX " tsu is a CN-labeling.
Example 2.11. Let T be the tree shown in Figure 2 with the indicated labeling of the interior vertices. Define a map that sends a segment s to pi, jq P N 2 with i ă j where i and j are the vertex labels of the endpoints of s. This induces a map on biclosed sets that sends each biclosed set to the inversion set of a permutation in S n . Moreover, it induces a poset isomorphism BicpT q Ñ WeakpS n q where the latter denotes the weak order on permutations.
Additionally, it follows from [7, Theorem 10-3.1] that WeakpS n q is isomorphic to PospA, Bq where A is Coxeter arrangement of S n and B is the region of the Coxeter arragement containing the identity permutation. Now it follows from Remark 2.6 that the class of lattices of the form ΨpBicpTincludes the shard intersection orders of type A Coxeter arrangements.
Using the following lemma, one obtains an explicit description of the facial intervals of BicpT q. One can find a proof of the following lemma, in [6, Lemma 4.14].
Lemma 2.12. Given B, Bzts 1 u, . . . , Bzts k u P BicpT q, we have that
In [5] , the authors prove that BicpT q is congruence-uniform, and thus it admits a CU-labeling. In this section, we explicitly construct such a labeling.
We say a segment s P SegpT q is a split of a segment t if s is a proper subsegment of t, and s and t share an endpoint. A break of a segment ra, cs is a pair of splits of ra, cs, denoted Figure 2 . A tree whose biclosed sets are identified with permutations in S n .
{s 2 } Figure 3 . A tree T and the corresponding poset of labels S T . The shortest segments of T are labeled s 1 , s 2 , and s 3 .
tra, bs, rb, csu, for some vertex b of segment ra, cs lying between a and c. We say that b is the faultline of the break tra, bs, rb, csu. Define a poset S T whose elements are of the form ps, ts 1 , s 2 , . . . , s m uq P SegpT qˆ2 SegpT q with the following properties:
‚ s " pv 0 , v 1 , . . . , v m`1 q has m breaks, ‚ each s i is a split of s, and ‚ two distinct splits s i and s j do not appear in the same break of s. We will typically denote ps, ts 1 1 is a subsegment (resp., is not a subsegment) of s. We will refer to elements of S T as labels.
Example 3.1. Let T be the tree shown in Figure 3 . In this same figure, we show the poset of labels S T of the covering relations of BicpT q.
Definition 3.2. Define a map r λ : CovpBicpTÑ S T by r λpB, B \ tsuq " s ts 1 ,s 2 ,...,s k u where s 1 , s 2 , . . . , s k are the splits of s which are contained in B. It is clear that r λ is an edge-labeling of BicpT q. If we let λ : CovpBicpTÑ SegpT q denote the first coordinate function of r λ, we have that λ is the CN-labeling of BicpT q from Theorem 2.7 (3).
Example 3.3. Let B denote the biclosed set shown in Figure 4 . One checks that r λpBztr9, 8su, Bq " r9, 8s tr9,2s,r9,4s,r6,8s,r3,8s,r7,8su . . The join irreducible biclosed set Jpr9, 8s tr9,2s,r9,4s,r6,8s,r3,8s,r7,8su q where the tree shown here is the same tree from Figure 1 .
Proof of Theorem 3.4. We first verify axioms (CN1), (CN2), and (CN3). Note that it is enough verify these axioms for BicpT q since BicpT q is self-dual. Let B 1 , B 2 P BicpT q and assume that they both cover some biclosed set B. By Theorem 2.7, there exists s, t P SegpT q such that B 1 " B \ tsu and B 2 " B \ ttu. The interval rB, B 1 _ B 2 s has one of the two forms shown in Figure 5 where the left (resp., right) figure occurs when s and t are not composable (resp., when s and t are composable). One deduces axioms (CN1), (CN2), and (CN3) from Figure 5 .
We now verify axioms (CU1) and (CU2). (CU2): Consider two meet-irreducibles M 1 , M 2 P JIpBicpTwhich are covered by M1 and M2 , respectively. Assume for the sake of contradiction that r λpM 1 , M1 q " r λpM 2 , M2 q, and denote this label by s D . Thus M1 " M 1 \ tsu and M2 " M 2 \ tsu. Note that s P M 1 _ M 2 so there exists s 1 , . . . , s k P M 1 Y M 2 such that s " s 1˝¨¨¨˝sk . Without loss of generality, assume that s 1 P M 1 , and that
Next, since r λpM 1 , M1 q " r λpM 2 , M2 q, sets M 1 and M 2 both contain the same split s 1 or s 2 from a given break ts 1 , s 2 u. We know that s 1 is a split of s so We conclude this section by classifying the join-and meet-irreducible biclosed sets. We do this by choosing a label s D P S T and constructing the minimal biclosed set B where r λ Ó pBq " ts D u and by constructing the maximal biclosed set where r
where Sptq " Spt, Dq Ă SegpT q is defined to be the set of all splits s 1 of t satisfying the following:
is not a split of s, and ii) segment s 1 is not composable with any segment in D.
B 2 {s • t} Figure 5 . The two forms of the interval rB, B 1 _ B 2 s of BicpT q. The labels on the covering relations as defined by the labeling r λ : CovpBicpTÑ S T are in blue. The set D 1 (resp., D 2 ) consists of all splits of s (resp., t) belonging to B. Similarly, the set D consists of all splits of s˝t that belong to B.
Example 3.5. We give an example of a set Jps D q in Figure 4 . Here we have that Proof. We show that Jps D q is closed by showing that no two elements are composable. For any element t P D, no two elements of tsu \ D \ Sptq are composable. Thus it is enough to show that given t 1 , t 2 P D, any two segments s 1 P Spt 1 q and s 2 P Spt 2 q are not composable.
Suppose Proof. By Lemma 3.6, Jps D qztsu is biclosed so s D P r λ Ó pJps D qq. Also, the set Jps D qzttu is not coclosed for any t ‰ s so r λ Ó pJps D" ts D u. Thus Jps D q P JIpBicpT qq. Let B P BicpT q be such that s D P r λ Ó pBq. This implies that tsu \ D Ă B. Now let s 1 P Sptq for some t P D and suppose that s 1 R B. Since B P BicpT q, there exists s
1 is a split of s. This means that the set of splits of s that belong to B is strictly larger than D. This contradicts that s D P r λ Ó pBq. We conclude that Jps D q ď B.
The remaining assertions now follow from Lemma 2.3.
Next, we classify the meet-irreducible biclosed sets. Given
where Rptq " Rpt, Dq Ă SegpT q is defined to be the set of all splits Figure 6 . A tree T and the canonical join complex ∆ CJ pBicpT qq. The shortest segments of T are labeled s 1 , s 2 , and s 3 .
Canonical join complex of BicpT q
In this section, we describe the faces of the canonical join complex of BicpT q. In [1, Theorem 1.1], it is shown that the canonical join complex of a finite semidistributive lattice L is a flag complex. That is, the minimal nonfaces of ∆ CJ pLq have size two. Thus, it is enough to classify the pairs of elements of JIpBicpTthat join canonically. The rest of this section focuses on proving the lemmas used in the proof of Theorem 4.1. The next two results will be used in several places in the remainder of the paper, whereas Lemmas 4.5 and 4.6 are only used directly in the proof of Theorem 4.1. 
This completes the proof. Lemma 4.4. Given a biclosed set B P BicpT q and distinct covering relations pB 1 , Bq, pB 2 , Bq P CovpBicpT qq, the segment s 1 " λpB 1 , Bq is not a split of s 2 " λpB 2 , Bq and s 1 ‰ s 2 .
Next, suppose for the sake of contradiction s 1 " λpB 1 , Bq is a split of s 2 " λpB 2 , Bq. Then B 1 " Bzts 1 u and B 2 " Bzts 2 u. Now let t P SegpT q denote the segment satisfying s 1˝t " s 2 . Observe that since s 1 R B 1 , we have t P B 1 . This implies that t P B and so t P B 2 . However, this means that s 1 , t P B 2 , but s 2 " s 1˝t R B 2 , which contradicts that B 2 is closed. 
We verify Case 2), and the proof of Case 1) and 3) is similar to that of Case 2).
Case 2): We show that t 
q where the latter is irredundant. We will show that Jps D q ď Jpt i D i q for some i " 1, . . . , k, and one uses the same strategy to prove that Jps
. . , such that s " t i 1˝¨¨¨˝t i . By possibly factoring the segments t i j further and by the fact that Jps D q _ Jps 
Shard intersection order
In this section, we describe elements of ΨpBicpTusing our CU-labeling of BicpT q. After that, we use this description to show that ΨpBicpTis a lattice.
5.1.
Elements of the shard intersection order. Let B P BicpT q be a biclosed set that covers exactly the following biclosed sets: B 1 , B 2 , . . . , B k . Let s iD i " r λpB i , Bq for i " 1, . . . , k and λ Ó pBq " ts 1 , s 2 , . . . , s k u where s i " λpB i , Bq for i " 1, . . . , k. Now fix a segment s P λ Ó pBq expressed as s " s i 1˝s i 2˝. . .˝s i with each s i j P λ Ó pBq. If t P SegpT q is a split of s that can be expressed as either t " s i 1˝¨¨¨˝s i j for some j " 1, . . . , ´1 or t " s i j˝¨¨¨˝s i for some j " 2, . . . , , we say that t is a faultline split of s. Otherwise, we say that t is a non-faultline split of t. Additionally, we refer to ts i 1˝¨¨¨˝s i j , s i j`1˝¨¨¨˝s i u as a faultine break. with s i j P λ Ó pBq where s i 1˝s i 2˝¨¨¨˝s i is any element of λ Ó pBq and where D is any set of segments that satisfies the following properties: (i) |D| " |tbreaks of s i 1˝s i 2˝¨¨¨˝s i u|, (ii) each segment t P D is a split of s i 1˝¨¨¨˝s i , (iii) no two distinct splits t 1 , t 2 P D appear in the same break of s i 1˝¨¨¨˝s i , and (iv) whenever t P D is a non-faultline split of s i 1˝¨¨¨˝s i , we have that t " s i 1˝¨¨¨˝s i j´1˝t j for some j " 1, . . . , and some t j P D i j or t " t j˝si j`1˝¨¨¨˝s i for some j " 1, . . . , and some t j P D i j . In the former case if j " 1, we mean t " t 1 , and in the latter case, if j " , we mean t " t .
Example 5.2. Let T be the tree on the left in Figure 7 , and let T 1 be the tree on the right. In Figure 8 , we show the shard intersection order of BicpT q. The atoms in this lattice are the 9 labels in S T . The presence of a purple segment s indicates that both labels s D and s D 1 belong to the corresponding set ψpBq. This indicates that given B P BicpT q, one has |ψpBq| " |tdark red segments in ψpBqu|`2|tpurple segments in ψpBqu|.
The shard intersection order of biclosed sets fails to be graded in general, although ΨpBicpTis graded of rank 3. We show that ΨpBicpT 1is not graded by producing two maximal chains of ΨpBicpT 1with different lengths. The first maximal chain is as follows:
H tps 1˝s2 q ts 1 u u tps 1˝s2 q ts 1 u , ps 1˝s4 q ts 1 u u tps 1˝s2 q ts 1 u ps 1˝s4 q ts 1 u , ps 3˝s4 q ts 3 u u tps 1˝s2 q ts 1 u , ps 1˝s4 q ts 1 u , ps 3˝s4 q ts 3 u , ps 2˝s3 q ts 3 u u S T 1 .
The second maximal chain is as follows: That ΨpBicpTgenerally fails to be graded was already observed in [2, Remark 6.12] . The trees T and T 1 in this example belong to the one parameter family of trees that are completely determined by the choice of degree on their central vertex. In [2, Conjecture 6.13], the first and second authors conjectured that for this one parameter family of trees ΨpBicpTis graded if and only if n is odd.
We use the following lemma in the proof of Theorem 5.1.
Lemma 5.3. Given a biclosed B P BicpT q where B 1 , . . . , B k P BicpT q are all of the biclosed sets covered by B and where s j " λpB j , Bq for j " 1, . . . , k, we have that 
Since B is closed and B " p Ź k i"1 B i q \ ts 1 , . . . , s k u, we have that s˝s j P B. Therefore, we can assume that s˝s j R Ź k i"1 B i . Write s˝s j " s i 1˝¨¨¨˝s i where s i 1 , . . . , s i P ts 1 , . . . , s k u, and we can assume that ě 2. By Lemma 4.4, we see that s j " s i 1 or s j " s i . We conclude that s P ts 1 , . . . , s k u, a contradiction.
Next, we show that pp
i qzts j u are composable, then s˝t P p
However, this contradicts that s˝t " s j . We conclude that s P ts 1 , . . . , s k u or t P ts 1 , . . . , s k u. We assume s P ts 1 , . . . , s k u, without loss of generality. Write s " s i 1˝¨¨¨˝s i for some s i 1 , . . . , s i P ts 1 , . . . , s k u. Since s˝t " s j , we have s i 1˝¨¨¨˝s i ˝t " s j . This implies that s i 1 is a split of s j , and this contradicts Lemma 4.4.
Proof of Theorem 5.1. We know that the set ψpBq consists of labels of the form ps i 1˝¨¨¨s i q D where D is some subset of SegpT q and s i 1 , . . . , s i P λ Ó pBq. Since any biclosed set It remains to show that given a segment s i 1˝¨¨¨˝s i , the subsets D appearing on labels ps i 1˝¨¨¨˝s i q D are exactly those sets of splits of s i 1˝¨¨¨˝s i with the properties appearing in the statement of the theorem.
First, given a label ps i 1˝¨¨¨˝s i q D P ψpBq, we show that D has the desired properties. It is clear from the definition of r λ that D satisfies properties (i), (ii), and (iii). Thus, we proceed by induction on to prove property (iv). Assume that " 1 so we consider labels of the form ps i 1 q D . Observe that there are no nontrivial faultline splits of s i 1 so D contains no faultline splits. If ps i 1 q D i 1 is another label appearing on a covering relation in
Next, suppose that for any label ps j 1˝¨¨¨˝s j 1 q D 1 P ψpBq where s j 1 , . . . , s j 1 P ts i 1 , . . . , s i u and 1 ă the subset D 1 satisfies property (iv). Now consider ps i 1˝¨¨¨˝s i q D P ψpBq and let t P D be a non-faultline split of s i 1˝¨¨¨˝s i . Without loss of generality, t " s i 1˝¨¨¨˝s i j´1˝t j . Since t j is a non-faultline split of s i j , by induction, t j P D i j .
To prove the converse, it is enough to show that any family F Ă ts i 1 , . . . , s i u of ´1 faultline splits of s i 1˝¨¨¨˝s i satisfying the properties in the statement of the theorem belongs to a set Figure 8 . The shard intersection order ΨpBicpTwhen T is the tree on the left in Figure 7 .
The set Dpf q is defined analogously when f " s i j˝¨¨¨˝s i . By construction, Dpf q and ts i 1 , . . . , s i uzDpf q are closed subsets of ts i 1 , . . . , s i u.
Now observe that Ť f PF Dpf q and ts i 1 , . . . , s i uz
ı is a biclosed set. Moreover, the only (necessarily) faultline splits of s i 1˝¨¨¨˝s i in Ť f PF Dpf q are the elements of F. Thus, setting
ps i 1˝¨¨¨˝s i q F \N where N is the set of non-faultline splits of s i 1˝¨¨¨˝s i that appears in every label of the form ps i 1˝¨¨¨˝s i q D .
As a consequence of Theorem 5.1, we now show that the segment s appearing in a label s D P ψpBq may be expressed in a unique way as a composition of segments in ts 1 , . . . , s k u.
Lemma 5.4. Given B P BicpT q and any s D P ψpBq, there is a unique way to express s as a composition of some subset of the segments s i :" λpB i , Bq with i " 1, . . . , k where B 1 , . . . , B k are all of the biclosed sets covered by B. In particular, for any s D , t D 1 P ψpBq where s " t˝t 1 , we have that t
Proof. We know from Theorem 5.1 that s may be expressed as a composition of the elements s i :" λpB i , Bq. Now suppose s " s i 1˝¨¨¨˝s i l and s " s j 1˝¨¨¨˝s jm for some s i 1 , . . . , s i 1 , s j 1 , . . . , s jm P ts 1 , . . . , s k u. If s i l Ď s jm , then s jm " s i l˝t 1 for some segment t 1 P SegpT q. However, such an equation contradicts Lemma 4.4. The analogous argument shows s jm is not properly contained in s i l . We conclude that s jm " s i l . By repeating this argument and removing pairs of equal segments s jn " s ir with n ď m and r ď l, we either obtain an equation s j 1˝¨¨¨˝s j n´1 " s i 1 or s j 1 " s i 1˝¨¨¨˝s i m´1 . In either case, we reach a contradiction. Remark 5.5. As is mentioned in the proof of Theorem 5.1, given any two labels s D , s D 1 P ψpBq, the sets D and D 1 contain exactly the same non-faultline splits of s. In addition, for any biclosed set B P BicpT q, the set r λ Ó pBq consists of exactly the elements s D P ψpBq with the property that there does not exist s 1 D 1 P ψpBq where s " s 1˝t1 for some t 1 P SegpT q.
5.2.
Lattice structure of the shard intersection order. Let ψpBq, ψpB 1 q P ΨpBicpTand let B 1 , . . . , B k P BicpT q (resp., B 1 1 , . . . , B 1 l P BicpT q) be all of the biclosed sets covered by B (resp., B 1 ). As in the previous section, set s j :" λpB j , Bq for j " 1, . . . , k and t j :" λpB 1 j , B 1 q for j " 1, . . . , l. Consider ψpBq X ψpB 1 q, and let SegpψpBq X ψpB 1denote the set of segments that appear in some label in the set ψpBq X ψpB 1 q. We will prove that ΨpBicpTis a lattice by showing that ψpBq X ψpB 1 q is the meet of ψpBq and ψpB 1 q. This also shows that ΨpBicpTis a meet-subsemilattice of the Boolean lattice on the elements of S T . We first use Lemma 5.4 and Remark 5.5 to make the following important observation. 1 are also faultline splits of s in terms of its expression as a composition of segments in tt 1 , . . . , t l u. In particular, t, t 1 P ts 1 , . . . , s k u X tt 1 , . . . , t l u. We now show that t Dptq P ψpBq X ψpB 1 q where Dptq :" ts 1 P Jps D q : s 1 is a split of tu. This contradicts that s D is a minimal element of the subposet ψpBq X ψpB 1 q and therefore completes the proof. We show that t Dptq P ψpBq and an analogous argument shows that t Dptq P ψpB 1 q so we omit the latter.
First, consider the biclosed sets
We know that In these cases, t r is a split of t jr , t r 1 is a split of t j r 1 , t is a split of s i , and t 1 is a split of s i 1 .
In the degenerate case when r " r 1 (resp., " 1 ), we mean that s piq is proper subsegment of t jr (resp., s i ) that is not a split of t jr (resp., s i ). Theorem 5.13. The shard intersection order ΨpBicpTis a lattice.
Proof. The shard intersection order ΨpBicpTis finite. So, to prove that it is a lattice, we show that it has a unique maximal element and that for any ψpBq, ψpB 1 q P ΨpBicpTone has ψpBq X ψpB 1 q P ΨpBicpT qq. The latter is a consequence of Lemma 5.12. Next, the shard intersection order of BicpT q has a unique maximal element. The set SegpT q is the top element of BicpT q, and the coatoms of BicpT q are the sets of the form SegpT qztra, bsu where a and b are interior vertices connected by an edge of T. Thus the meet of all coatoms of BicpT q is the empty set. Now, using the definition of ΨpBicpTand Proposition 3.7, we see that ψpSegpT" r λpCovpBicpT" S T . This implies that ψpSegpTis the unique maximal element of ΨpBicpT qq. 
