Aftershocks are the response of a damaged rock surrounding large earthquake ruptures to the stress perturbations produced by the large events. Lyakhovsky et al. (1997a) developed a damage rheology model that provides a quantitative treatment for macroscopic effects of evolving distributed fracturing with local crack density represented by a damage state variable. A thermodynamically-based equation for damage evolution accounts for both degradation and healing of rock as a function of on-going deformation. The governing material properties are constrained by analyses of stress-strain and acoustic emission laboratory data during deformation leading to brittle failure of rocks. For analysis of aftershocks, we consider the relaxation process of a material following the application of a strain step associated with the occurrence of a main shock. The coupled differential equations governing the damage evolution and stress relaxation processes are written in non-dimensional form by scaling the elastic stress to its initial value and the time to characteristic time of damage evolution τ d . With this, the system behavior is controlled by the single non-dimensional ratio R representing the ratio between damage time scale to the Maxwell relaxation time (R = τ d /τ M ). For very small R there is no relaxation and the response consists of constant elastic strain leading to constant rate of damage increase until failure. For very large R there is rapid relaxation without significant change to the level of damage. For intermediate cases the equations are strongly coupled and nonlinear. The analytical solution for the damage evolution can be fitted well for various values of R with a power law similar to the modified Omori law for aftershocks. This also holds for 3-D numerical simulations of aftershock sequences in a multi-layered lithosphere model. Analytical and numerical results suggest that high values of R, corresponding to low viscosity material, produce diffuse aftershock sequences, while low values of R, corresponding to more brittle material, produce clear aftershock sequences.
INTRODUCTION
Rocks exhibit a wide variety of rheological behaviors ranging from ductile plastic flow and viscoelastic deformation in the earth mantle and lower crust, to fracture processes controlling the mechanical response and stability of rock mass in the seismogenic zone. A great challenge of theoretical geodynamic studies is to incorporate the interaction between mantle and lower crust into models that simulate deformational processes in the upper crust. Fundamental nonlinear aspects of rock deformation, such as microcrack and flaw nucleation and development of process zones at rupture tips do not have at present accepted quantitative theoretical framework. These aspects are of crucial importance for evolutionary self-organization of faults at various spatio-temporal domains. Lyakhovsky et al. (1997a) developed a thermodynamically-based version of damage rheology, which holds a potential for providing a framework for understanding realistic processes of rock deformation such as those mentioned above. The theoretical results are written in terms of macroscopic variables that can be measured directly in the laboratory. Ben-Zion et al. (1999) , Lyakhovsky et al. (2001) and Ben-Zion & Lyakhovsky (2002) showed that the above damage rheology model can be used to understand deformation associated with large earthquake cycles, evolving fault geometries, frequencysize statistics of earthquakes, accelerated seismic release and more.
In the flowing sections we briefly list some manifestations of distributed damage in natural rocks and rock samples which form the experimental basis for our theoretical damage approach. Then we present the main equations of the damage rheology model. Finally we give a 1-D analytical solution and 3-D numerical simulations that indicate a decay of seismic activity after brittle failures in a form similar to the modified Omori law for aftershocks. Pioneering studies of fractures and faults treated the crust as an infinite, perfectly elastic medium (e.g., Anderson, 1951) . Subsequent studies accounted for the finite length of faults, and the perturbation to the regional stress field due to the proximity of additional faults (e.g., Chinnery, 1966) . Field mapping often shows that the density of faults depends on the scale of the map, so higher resolution increases the number of faults in a given domain (Scholz, 1990) . This complexity limits the use of methods that specify the positions of isolated cracks in fault zones. Field observations suggest that the size of the process (damage) zone grow with the size of the fracture, in violation of the premises of the critical stress intensity factor approach (Scholz et el., 1993; Vermilye and Scholz, 1998) . This is decisively documented around dikes that form by the injection of magma into fractures (Delaney et al., 1986; Weinberger et al., 1995 Weinberger et al., , 2000 Hoek, 1995; Rubin, 1995) .
Damage in the form of microcracks profoundly affects rock strength and rock elastic parameters (Nishihara, 1957; Zoback and Byerlee, 1975; Schock, 1977; Schock and Louis, 1982; Lockner, and Byerlee, 1980; Alm et al., 1985; Reches and Lockner, 1994; Pestman and Munster, 1996) and leads to vanishing elastic moduli at large stresses just before failure (e.g., Lockner and Byerlee, 1980; Lockner et al., 1992; Hamiel et al., 2004) . The investigations of fracturing of rocks (Yukutake, 1989; Lockner et al., 1991; Reches and Lockner, 1994) show that this process can not be described in terms of singlecrack propagation. While linear elastic fracture mechanics assumes the size of the inelastic zone at the crack tip to be negligibly small the experiments show that this zone has a significant size. The finite size effect of the fracture process zone is often treated with models which specify a cohesive zone near the crack tip within the plane of the crack (Dugdale, 1960; Barenblatt, 1962 Barenblatt, , 1996 Ida, 1972; Palmer and Rice, 1973, Rubin, 1993; Willemse and Pollard, 1998) . This approach eliminates an unphysical crack-tip singularity and is useful when the crack geometry is well defined. In most engineering and rock-like materials a propagating crack is preceded by an evolving damage zone around its tip (e.g., Bazant and Cedolin, 1991; Lockner et al., 1991) , which controls the macro-crack trajectory and growth rate (Huang et al., 1991; Chai, 1993, Zietlow and Labuz, 1998) . Thus it is desirable to account explicitly for the distribution of damage in simulations of fault evolution.
THEORY
We briefly present here the physical basis of continuum damage mechanics. Detailed explanations and comparisons with rock mechanic experiments may be found in Lyakhovsky et al. (1997a) and Hamiel et al. (2004) . The damage parameter provides a measure of the effect that distributed microcracks have on the macroscopic response of rocks on applied deformation. A volume-averaged measure of damage represents the density of microcracks at a length scale much larger than the length of a typical crack, yet much smaller than the linear size of the volume considered. In a specimen deformed in a rock-mechanics experiment, microcrack density can be measured over a sub-centimeter scale where it is considered as distributed damage. On the other hand, at the crustal length scale, individual faults shorter than the dominant through-going structure can be considered as distributed damage. For any system with a sufficiently large number of cracks, one can define a representative volume in which the crack density is uniform. Following Kachanov (1986) the damage variable is related to the reduction of the elastic moduli of a spatial domain relative to those of an ideal crack free solid. Rabotnov (1988) related the damage variable to a reduction of the effective cross-section area that supports the load. Fiber-bundle models of damage (Newman & Phoenix, 2001; Turcotte et al., 2003) share the same idea, where cracks are equivalent to torn fibers.
The present damage rheology model (Lyakhovsky et al., 1997a) treats two aspects of the physics of damage: (1) A mechanical aspect -sensitivity of the macroscopic elastic shear modulus to distributed cracks and to the sense of loading, and (2) a kinetic aspect -the evolution of damage (degradation/recovery of elasticity) in response to loading. The cumulative effect of distributed microcracks and flaws in the elastic material leads to non-linearity, which is described by an energy potential equation are two strain invariants of the strain tensor ε ij . This is the simplest mathematical expression for the elastic energy that expands the classical form with two Lame constants λ and µ, being a non-analytical second order function of two strain invariants I 1 and I 2 and additional modulus γ. Lyakhovsky et al. (1997b) show that non-linear elastic deformation of rocks including dilation is fitted well with stress-strain relations derived from the potential (1). In opposite to the Murnaghan (1951) expression, who added a higher order term to the elastic energy, the present approach preserves its non-linear features even for small deformation.
The kinetic aspect of the damage rheology model is introduced by making the Lame parameters λ, µ and the additional modulus γ functions of the damage parameter 0≤α≤1. The amount of damage α evolves in time as a result of an applied load. Using the balance equations of the energy and entropy, and accounting for irreversible changes related to viscous deformation and material damage, the equation of damage evolution has the form (Lyakhovsky et al., 1997a) ∂α ∂ α
where the positive constant or function of state variables C provides the non-negative local entropy production related to damage evolution. This approach describes not only damage increase, but also a process of material recovery associated with healing of microcracks, which is favored by high confining pressure, low shear stress and high temperature. Agnon and Lyakhovsky (1995) chose the moduli µ and γ to be linear functions of α and modulus λ be constant. Later analysis of laboratory acoustic emission and stress-strain data (Hamiel et al., 2004) show that the quality of data fitting may be improved assuming power law relation between damage and elastic moduli. However, a linear relation is still very reasonable approximation for conditions in the seismogenic zone. Increasing the third modulus γ from zero for damage free Hookean material to its maximum value at critical damage amplifies the non-linearity of rock elasticity with damage accumulation. Using the elastic energy (1) the equation for kinetic of damage accumulation is (Lyakhovsky et al., 1997a) :
where 2 1 I I = ξ is the strain invariant ratio. Equation (3) includes a parameter ξ 0 that indicates the transition stage from strengthening to degradation. Agnon and Lyakhovsky (1995) and Lyakhovsky et al. (1997a) related this parameter to the angle of internal friction by considering the critical shear stress for Mohr-Coulomb sliding. They received ξ 0 =-0.8 for typical ratios of elastic moduli for damage free material λ/µ~1 (Poisson's ratio of 0.25) and internal friction angle ~40 0 (Eq. 37 and Fig.3 of Lyakhovsky et al., 1997a) . This value varies little for different rocks with Poisson ratios between 0.2 and 0.3 and is used for the following up numerical simulations. The parameter C d is the damage rate constant for positive damage evolution (degradation), which defines the time needed to achieve failure after the onset of damage at ξ=ξ 0 . C d is assumed to be a material property and its value has been estimated to vary from 0.5 to 5s
-1 for different rocks tested at more than 20 MPa confining pressure and room temperature (Lyakhovsky et al., 1997a) . Detailed recent analysis of laboratory data (Hamiel et al., 2004 ) also shows that with the onset of acoustic emission and damage evolution, there is non-reversible deformation before the final macroscopic failure. This can be accounted for using a damage-related viscosity η, which for positive rate of damage is
The viscosity value increases with decreasing damage rate and is infinity large (no any irreversible deformation) for negative rate of damage (healing). The damage-related viscosity accounts for irreversible deformations at the length scale below the length scale of a representative volume for which the average damage parameter was defined.
DECAY OF ACTIVITY (ANALYTICAL SOLUTION)
The fully 3-D model formulation is significantly simplified in a one-dimensional case. In spite of the non-linearity of the general stress-strain relations based on the elastic potential (1), a corresponding 1-D stress-strain still has a linear form
with the damage parameter α evolving according to the 1-D version of the damage rate equation (2) 
Equations (5, 6) describe evolving elastic strain and damage as a result of ongoing deformation. Equation (6) differs from the 3-D equation (3) by a factor (ξ−ξ 0 ), which relates the rate of damage increase with the 3-D structure of the deformation. Viscous relaxation gradually reduces the deviatoric component of the elastic strain leading to decreasing the ξ value. When the factor (ξ−ξ 0 ) approaches zero, the rate of damage evolution decreases and the system achieves a static state. The fully coupled evolution is simulated numerically and discussed in the next section. Here we assume that the factor (ξ−ξ 0 ) is of the order of one, which allows analytical analysis of the system behavior. The irreversible strain component before the final macroscopic failure is given by e η σ 2
where e is the rate of gradual irreversible strain and the viscosity η is defined in equation (4). The set of equations (4-7) governs the 1-D behavior of the system. A similar set of equations with constant viscosity, excluding eq. 4, was previously analyzed by Lyakhovsky et al. (1997a) to describe a stickslip motion under a constant rate of applied deformation. The solution of equations (5, 6) without irreversible strain accumulation prior to the final brittle failure gives a power-law time-to-failure relation consistent with the power-law seismic activation prior to some large earthquakes (Ben-Zion and Lyakhovsky, 2002; Turcotte et al., 2003) . The analytical power-law scaling was obtained for a constant applied stress that mimics natural boundary conditions for a system at the stage of accelerating seismic release. This result was confirmed by numerical simulations in a model of rheologically layered lithosphere governed by damage rheology (Ben-Zion and Lyakhovsky, 2002) . Here we analyze the system behavior with constant total strain boundary condition. Such a condition is appropriate for a region where aftershock series are collected after a strong event.
We scale the elastic strain to its initial value ε 0 and time to the damage time scale After elimination the elastic strain and integration, the damage evolution is described by the equation
The solution (10) shows that the system does not follow a power-law scaling. However for a given Rvalue, the calculated rate of damage can roughly be approximated by a power-law function similar to that used for the Omori law. The solution (10) can also be used to estimate the time needed for α to grow from 0 to 1, which roughly increases as exp(R). Thus, we expect a faster decay of the fracture process corresponding to shorter aftershock series for small R-values, and long-lasting series or even swarms of events for high R-values.
DECAY OF ACTIVITY (3-D NUMERICAL SIMULATIONS)
We present results of 3-D numerical simulations of the coupled evolution of earthquakes and faults in a model consisting of a seismogenic upper crust governed by damage rheology over a viscoelastic layered substrate. Ductile flow in the lower crust and upper mantle is governed by power-law temperature-dependent rheology. Our three dimensional numerical simulations use the Fast Lagrangian Analysis of Continua (FLAC) algorithm (Cundall and Board, 1988; Cundall, 1989; Poliakov et al., 1993) . The formulation is explicit-in-time, using an updated Lagrangian scheme to provide the capability for large strains. The FLAC algorithm offers advantages over conventional finite element schemes in case where material instability occurs. Physical instability is modeled without numerical instability if inertial terms are included in the equilibrium equations.
The simulated aftershock statistics depend on the parameter R responsible for the stress relaxation in the seismogenic zone and chosen temperature gradient. The results indicate that model realizations with low R-values and low temperature gradient (relatively cold lower crust) has clear aftershock record. In contrast, stress relaxation is very fast in model realizations with high R-values and hot lower crust, producing diffuse swarm-like patterns. The analyses of the synthetic aftershock catalogs show that the temporal aftershock distribution can be fitted well for various values of R with a power law similar to the modified Omori law.
