ABSTRACT Time difference of arrival (TDOA) localization technology, which does not require the time stamp of the source signals, is playing an increasingly important role in passive localization. Besides TDOA measurement noise and receiver position errors, another factor affecting TDOA positioning accuracy is the synchronization clock bias between different receivers. In this paper, the problem of TDOA source localization is considered under the condition that the TDOA measurements from multiple disjoint sources are subject to the same receiver position displacements and synchronization clock bias. First, based on the orthogonal projection matrix, the Cramér-Rao lower bounds of unknown parameters are derived in the presence of synchronization clock bias. Subsequently, according to the maximum likelihood (ML) criterion and Taylor series (TS) positioning method, the estimates obtained by ignoring the clock bias are shown to be biased, and the mean square error is found to increase quadratically with the 2-norm of the clock bias vector. To suppress the effect of synchronization clock bias, two dimension-reduction TS algorithms are proposed, and their asymptotically optimal performance is demonstrated under first-order error analysis. In addition, an ML-based closed-form solution for the clock bias vector is provided. Finally, simulation results verify the validity of the theoretical derivation and show the superiority of the proposed algorithms compared to the existing closed-form method.
I. INTRODUCTION
Source localization technologies can be divided into active localization and passive localization [1] . For a passive localization system, receivers themselves do not transmit signals, and determine source positions only through receiving radiated signals from targets [2] . Compared with active localization, passive positioning technology has the advantages of stronger concealment and a greater detection distance. The most widely used localization technology is the two-step method in which receivers receive radiated signals and extract (or estimate) the positioning parameters before determining the source position according to these estimated parameters. The most common positioning parameters are the angle of arrival (AOA) [3] , [4] , time of arrival (TOA) [5] , [6] , time difference of arrival (TDOA) [7] - [11] , frequency of arrival (FOA) [12] , [13] , frequency difference of arrival (FDOA) [14] , [15] , and received signal strength (RSS) [16] , [17] . Among these, TDOA is one of the most frequently used parameters. With the rapid development of modern communication technology and TDOA measurement technology, the superior positioning performance of TDOA techniques mean this is one of the most popular localization approaches.
The algebraic characteristics of the TDOA measurement equations have been used to develop a number of TDOA localization methods. The Taylor series (TS) method starts with an initial guess and improves the solution estimate at each iteration using local linear least-sum-square-error corrections [10] , [18] . Two-step weighted least-squares (TWLS) positioning algorithms have been implemented by solving two pseudo-linear equations sequentially, resulting in a closed-form solution [7] , [15] , [19] . Besides, representative TDOA localization algorithms also include quadratic constrained weighted least-squares [20] , total least-squares (TLS) [11] , constrained total least-squares (CTLS) [8] , and structural total least-squares [21] . According to the solution process, we can divide the above methods into two categories: iterative methods (e.g., TS and CTLS) and closedform solution methods (e.g., TWLS and TLS). The above methods can attain the Cramér-Rao lower bound (CRLB) under small levels of Gaussian noise, although the noise endurance threshold of iterative methods is higher than that of closed-form solution methods, which is why we concentrate on iterative algorithms in this paper.
The above localization algorithms assume that the receiver positions are accurately known, but this is rarely the case. For instance, the receivers (or sensors) are installed on aircrafts or vessels, or are randomly deployed in a certain area, causing the true receiver positions to be compromised by receiver position errors. These receiver position errors can degrade TDOA positioning performance significantly [15] , [22] . Therefore, we need to take the receiver position errors into consideration. In recent years, many TDOA localization methods that suppress receiver position errors have been proposed. These existing methods can be divided into two categories according to their implementation schemes. In the first category, the statistical characteristics of receiver position errors are integrated into the positioning method, and a robust source location solution is obtained [9] , [15] . Although this method has a lower computational burden, the receiver positions cannot be further refined. The second approach is to jointly estimate the source and receiver locations [7] , [10] , [18] . This method has relatively high computational complexity, but more accurate receiver positions can be obtained. Furthermore, the noise endurance threshold of the second approach is higher than that of the first.
Another challenge for TDOA localization is the synchronization clock bias among receivers. In practice, it is relatively simple to realize local clock synchronization in the receivers. For example, when the receivers are close to each other, we can use a single piece of hardware with multichannel acquisition capabilities to perform synchronous sampling. However, it is very challenging to achieve strict clock synchronization in all receivers, especially when the receivers are far away from each other. Indeed, the problem of joint synchronization and localization has been intensively studied in recent years. For the problem of node localization in wireless sensor networks, the locations of the source nodes and the clock parameters are jointly estimated through algebraic equations relating the anchor node positions to the source node positions and the clock parameters (i.e., time skew and time offset) [23] - [27] . In the field of passive localization, a TOA-based method for joint source localization and synchronization has been proposed [28] , [29] . An asynchronous TDOA-based positioning method can be employed to moderate the effect of asynchronous receiver clocks [30] . Note that these joint estimation methods assume that the receiver locations are exactly known. To extend the application scenario, a new joint synchronization and source localization algorithm that considers the presence of receiver position errors and synchronization clock bias simultaneously has been developed [31] . This method assumes that the known clock bias has random errors, but in practice, such prior information about the clock bias is not readily available. To overcome the drawback of this algorithm, a novel closed-form solution method that considers the clock bias as a deterministic parameter was designed [32] , enabling the algebraic solutions of the source location, receiver positions, and synchronization offsets to be obtained sequentially. This method can achieve the CRLB under small noise levels; however, as a closed-form solution method, its noise endurance threshold is relatively low.
Note that most of the methods mentioned above are for a single source location. This paper considers the problem of localizing multiple disjoint sources [7] , [33] - [35] , i.e., sources whose emissions do not interfere with each other. This disjointedness can be achieved by limiting the source signals to different frequency bands and/or time intervals [36] - [38] . In addition to the practical consideration that multiple disjoint sources exist in some specific location scenes, the measurements from different sources are assumed to contain the same number of displacements in the receiver position and synchronization clock. This helps to improve the localization performance, allowing a lower CRLB to be obtained. This method is also called self-calibration in DOA estimation [36] - [40] .
In this paper, we develop two dimension-reduction TS algorithms for locating multiple disjoint sources in the presence of synchronization clock bias and receiver position errors. Similar to [32] , we consider a positioning scenario in which the receivers are divided into many groups, those within each group are synchronized, and synchronization timing offsets occur among different groups. First, we derive the effect of clock bias on the estimation accuracy of the source and receiver positions from the perspective of CRLB and mean square error (MSE). The results show that the MSE increases quadratically with the 2-norm of the clock bias vector. Two dimension-reduction TS algorithms that can suppress synchronization clock bias are then proposed, and a maximum likelihood (ML)-based closed-form solution for the clock bias vector is derived. Moreover, we strictly prove that the theoretical performance of the two proposed methods coincides with the CRLB under first-order error analysis. Finally, simulation results verify the validity of the theoretical derivation and the superiority of the new algorithms. To the best of our knowledge, no TS algorithms have been developed in this localization scenario. This paper aims to fill this gap by proposing a dimension-reduction TS algorithm for passive object location in the presence of synchronization clock bias, which furthermore develops performance analysis and extends to multiple sources localization. Our major contributions in this paper include the following.
1) Based on the orthogonal projection matrix, we derive the CRLBs of unknown parameters in the presence of synchronization clock bias and receiver position errors; in particular, the CRLB expression of source positions is more closed than that of [32] .
2) For existing TDOA-based TS positioning methods that do not take the synchronization errors into account, the effect of clock bias on positioning accuracy is derived, and it is proved that the estimates obtained by ignoring the clock bias are biased and that the MSE increases quadratically with the 2-norm of the clock bias vector. Thus, the necessity to suppress the clock bias is confirmed.
3) We propose two dimension-reduction TS algorithms that can effectively suppress synchronization clock bias. Simulation results show that the two proposed estimators have a higher noise endurance threshold than that of the existing closed-form solution method.
4) Using the properties of the orthogonal projection matrix, it is strictly proved that the two proposed algorithms are asymptotically optimal under first-order error analysis, and their estimation variances can achieve the corresponding CRLBs for all the source positions, receiver positions, and clock bias. 5) Different from most existing TDOA localization methods for single source location [41] - [44] , the proposed methods can realize the co-location of multiple disjoint sources. For the multiple source scenario, because the measurements from different sources contain the same number of displacements in the receiver position and synchronization clock, the proposed estimators can achieve better performance than the general single source localization.
The remainder of this paper is organized as follows. The TDOA-based measurement model in the presence of synchronization clock bias is described in Section II. In Section III, the CRLB in the presence of synchronization clock bias and the MSE assuming no synchronization clock bias are developed in detail. Section IV proposes two dimension-reduction TS algorithms for locating multiple disjoint sources. Section V demonstrates the asymptotically optimal performance of the two proposed algorithms with the aid of small error analysis. Simulation results are presented in Section VI, and Section VII gives the conclusions to this article. The details of some formulas and proofs of the main results are given in the Appendixes. The main notation and two matrix inversion formulas used in this paper are listed in TABLEs 1 and 2, respectively.
II. MEASUREMENT MODEL IN THE PRESENCE OF SYNCHRONIZATION CLOCK BIAS
Our study aims at line-of-sight passive localization, in which no message is passed between receivers. Consider a positioning scenario composed of M receivers with known locations, denoted by s 1 , · · · , s M , which are applied to determine the positions of unknown sources u j , j = 1, 2, · · · J . Similar to [32] , the receivers are separated into N groups according to their reference clock. The receivers in each group share a common local clock. However, the local clocks in different receiver groups are not the same, and so clock offsets exist among the groups. Assume that the n-th receiver group contains M n receivers, so we have M = The receiver grouping diagram is shown in Fig. 1 . The reference receiver is receiver 1, and the clock offset of group n with respect to group 1 is τ n , n = 1, 2, . . . , N , where τ 1 = 0. Multiplying the TDOA measurements by the signal propagation speed c gives range difference of arrival (RDOA) measurements. Hence, the RDOAs for the j-th source can be modeled aŝ
(1) VOLUME 6, 2018 wherer j m1 is the RDOA measurement, r j m1 is the true value, ε j m1 represents the measurement noise and δ n = cτ n (δ 1 = 0). We define the range difference equation for the j-th source as
where
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The measurement noise vector ε follows a zero-mean Gaussian distribution with covariance matrix Q 1 . δ is the clock bias vector, which is modeled as a deterministic variable. Moreover, it can be proved that is a column full-rank matrix, that is, rank[ ] = (N − 1)J .
Similar to [7] , [9] , [10] , [15] , [18] , and [22] , the receiver positions cannot be obtained exactly. The available position of receiver m isŝ m , and we defineŝ = [ŝ 
. Additionally, the measurement noise ε and receiver position error ξ are independent of each other for different origins.
III. PERFORMANCE ANALYSIS OF TDOA LOCALIZATION IN THE PRESENCE OF SYNCHRONIZATION CLOCK BIAS
In this section, the performance of TDOA localization in the presence of synchronization clock bias is analyzed. The following two aspects are elucidated: 1) Based on the orthogonal projection matrix, we derive the CRLBs of unknown parameters in the presence of clock bias. Furthermore, an expression for the increase in CRLB due to the presence of synchronization clock bias is derived.
2) The MSE of the conventional TDOA localization method is obtained for the case in which clock bias exists but is neglected. A comparison of MSE assuming no clock bias and CRLB in the presence of clock bias highlights the need for a novel localization algorithm that considers the synchronization clock bias to improve the localization accuracy.
A. CRLB
CRLB is regarded as the lower bound of an arbitrary unbiased estimation. Given that the measurement noise vector ε and receiver position error vector ξ are Gaussian distributions that are independent of each other, the logarithm of the joint probability density function (pdf) ofr andŝ parameterized on
The CRLB of ρ is
Note that (14) uses the property
Moreover, based on (8) and the matrix identity II, (10) can be expressed as (15) , as shown at the top of this page.
According to [15] , the CRLB of the joint unknown parameters u and s in the absence of synchronization clock bias can be expressed as
Substituting (16) into (9) and using the matrix identity II yields (17) , as shown at the top of this page.
Substituting (10) into (17), this expression can be further simplified as (18) , as shown at the top of this page.
For the derivation of the CRLB in this subsection, three remarks are provided:
Remark 1: From (11) and (15), we can conclude that CRLB u s and CRLB(δ) are not related to the value of the clock bias vector δ, and only depend on the constant matrix .
Remark 2:
From (15), it is clear that the larger the modulus of the constant matrix , the smaller the trace of CRLB(δ), and vice versa. (18) represents the increase in CRLB in the presence of synchronization clock bias.
B. MSE ANALYSIS OF THE CONVENTIONAL TS LOCALIZATION METHOD
In this subsection, we deduce the MSE of the conventional TDOA-based TS localization method in the case where the clock bias is neglected. The TS method has asymptotically optimal performance and can achieve the CRLB under Gaussian noise, which is why we have chosen this method for analysis in this paper. Without clock bias, the ML-based optimization model of the joint unknown parameters u and s can be expressed as
Similar to [18] , the TS iteration formula for solving (19) is (20) , as shown at the top of the next page.
If there is no '' δ'' in the measurement vectorr, the iterative convergence of (20) can achieve the CRLB (i.e., the CRLB given by (16) ). However, whenr contains the term '' δ,'' the result will be different. Assuming that (20) converges to û ô s o , taking the limit on both sides of (20) yields (21), as shown at the top of the next page. VOLUME 6, 2018
Substituting (3) and (5) into the second term in (21), and ignoring the second-order error term, yields (22) , as shown at the top of this page, where u o = u −û o and s o = s −ŝ o denote the estimation errors of the source position vector and receiver position vector, respectively. Applying (16), we can reformulate (22) as
The right-hand side of (23) contains two terms. The first is the deterministic error and the second is the random error, which indicates that the above estimator is biased (i.e., the expected value is not equal to the true value). As the mean of the random error is equal to zero, the expected value of the joint estimate can be expressed as
Multiplying (23) by its transpose and taking the expectation yields the following MSE (25) , as shown at the top of the next page.
Based on (25), the following two points can be inferred. 
Similarly, the threshold values λ 1 and λ 2 that satisfy tr(MSE(û o )) = tr(CRLB(u)) and tr(MSE(ŝ o )) = tr(CRLB(s)), respectively, can be derived as (27) and (28) , as shown at the top of this page.
IV. TWO DIMENSION-REDUCTION TS ALGORITHMS
According to the analysis in Part B of Section III, when ||δ|| 2 > λ, a new localization method that can achieve the CRLB is needed to moderate the effect of the synchronization clock bias. The corresponding closed-form solution method has been deduced in [32] . Although this method is more computationally efficient, it usually has a lower noise endurance threshold. In this section, we propose two dimension-reduction TS algorithms that can achieve the CRLB and have a higher noise endurance threshold than the closed-form solution method.
A. DIMENSION-REDUCTION TS METHOD I
When the synchronization clock bias is taken into account, the ML-based optimization model becomes min u,s,δ
Obviously, (29) can also be solved using a TS iterative formula similar to (20) , but the clock bias vector δ must be involved in the iterative operations, which will increase the computational burden. To reduce the dimensionality of the variables involved in the iteration, a dimension-reduced TS localization algorithm is given below. Note that the objective function in (29) is a quadratic function of the vector δ, so the optimal closed-form solution of δ can be obtained aŝ
where u and s are unknown. Substituting (30) into (29) yields the following optimization model containing only the unknown parameters u and s:
The TS iteration formula for solving (31) can be expressed as (32) , as shown at the top of the next page. VOLUME 6, 2018
Using (32), we can obtain a joint estimate of the unknown parameters u and s. The steps of the dimension-reduction TS method I are summarized in Algorithm 1. 
] using (12) and f (û k ,ŝ k ) using (4); 4: solve optimization model (31) using formula (32); For the above dimension-reduction TS iteration method I, we state the following four remarks.
Remark 6: It is not hard to obtain the initial values of the iteration. The initial valuesŝ 0 can be replaced by their prior measurementŝ, and the initial valuesû 0 can be given by the first-step weighted least-squares estimate in [32] . Numerous numerical experiments have shown that the above iteration formula quickly converges to the expected value.
Remark 7: In (32), the matrix block ''Q
'' appears six times. This can be replaced by
where B ∈ R (M −N )× (M −1)J is the row full-rank matrix, which satisfies B = O (M −N )× (N −1) . The proof of (33) is given in Appendix A. Note that the most common method of constructing matrix B is singular value decomposition, but this increases the computational burden. The structural features of mean that the matrix B can be constructed as (34) , as shown at the top of this page. Additionally, the matrix B constructed by (34) has a sparse structure, which can be used to reduce the computational complexity of (33) .
Remark 8:
The converged values given by (32) are denoted byû a andŝ a . In Part A of Section V, it is proved that the joint estimatesû a andŝ a are asymptotically unbiased estimations, and their joint estimation variance can achieve the CRLB given by (11) .
Remark 9: Substitutingû a andŝ a into (30), we can obtain the closed-form solution of the clock bias vector aŝ
In Part B of Section V, we prove thatδ a is an asymptotically unbiased estimation, and its estimation variance can achieve the CRLB given by (15) .
B. DIMENSION-REDUCTION TS METHOD II
In practice, people may only be interested in the estimate of the target location. Thus, it may not be necessary to jointly estimate the unknown parameters u and s, but simply to estimate u alone. However, we still need to suppress the random error ξ in the measurement valueŝ. To the best of our knowledge, Yang et al. [9] and Ho et al. [15] work in this manner. However, the synchronization clock bias is not taken into account in these previous studies. Next, we present a second TS positioning formula that can suppress the clock bias and receiver position errors simultaneously:
The second term in the matrix E(û k ,ŝ) suppresses the effect of the receiver position errors. The converged value given by (36) is denoted byû b . The steps of the dimensionreduction TS method II are summarized in Algorithm 2.
Algorithm 2
The Dimension-Reduction TS Method II Input:
m1 } : TDOA measurements; {ŝ m }: receiver positions; Q 1 : covariance matrix of the measurement noise; Q 2 : covariance matrix of the receiver position error; 1: obtain the initial source location estimateû 0 (see Remark 6); 2: let k := 0 and set the threshold ξ = 10 −10 ; 3: compute (F 1 (û k ,ŝ)) using (D.1), E(û k ,ŝ)) using (37) and f (û k ,ŝ) using (4); 4: obtainû k+1 using formula (36); 5: if û k+1 −û k < ξ , pause the iteration; otherwise, let k := k + 1 and turn to Step 3; Output: source location estimateû b =û k .
In Part C of Section V, it is proved that the estimateû b is an asymptotically unbiased estimation, and its estimation variance can achieve the CRLB given by (14) .
Remark 10: Although the two proposed methods using TDOAs only, after proper modifications, both algorithms can also be extended to other localization scenarios, as long as the measurement model contains a linear term.
V. ASYMPTOTICALLY OPTIMAL PERFORMANCE OF THE DIMENSION-REDUCTION TS LOCALIZATION ALGORITHMS
In this section, using the properties of the orthogonal projection matrix, we analyze the asymptotic performance of the two dimension-reduction TS localization algorithms described in Section IV. It is strictly proved that the estimatesû a ,ŝ a ,δ a , andû b derived in the previous section are asymptotically unbiased under first-order error analysis, and that their estimation variance can achieve the corresponding CRLBs.
A. ASYMPTOTICALLY OPTIMAL PERFORMANCE OF THE JOINT ESTIMATESû a ANDŝ a
Taking the limit on both sides of (32) yields (38) , as shown at the top of the next page.
Substituting (3) and (5) into the second term in (38) , and ignoring the higher-order error terms, then yields (39) , as shown at the top of the next page, where u a = u −û a and s a = s −ŝ a denote the estimation errors of the source position vector and receiver position vector, respectively. Note that the third equation of (39) uses the property
. Applying (11), the joint estimation error can be expressed as
From (40), we can see that the mean of the joint estimation error u a s a is equal to zero, so the joint estimatesû a andŝ a are asymptotically unbiased. Furthermore, multiplying (40) by its transpose and taking the expectation yields the MSE of the joint estimatesû a andŝ a as (41), as shown at the top of the next page.
In conclusion, the joint estimatesû a andŝ a have asymptotically optimal performance and can achieve the CRLB for moderate noise levels.
B. ASYMPTOTICALLY OPTIMAL PERFORMANCE OF THE ESTIMATEδ a
In this subsection, it is proved that the estimateδ a has asymptotically optimal performance. Substituting (3) into (35) , and ignoring the second-order error term, yieldŝ
The mean of the estimation error δ a is equal to zero, so the estimateδ a is asymptotically unbiased. Moreover, multiplying (42) by its transpose and taking the expectation yields the MSE of the estimateδ a as follows:
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The equality
is proved in Appendix B. Thus, we have
Furthermore, according to (15) and (44), (43) can be further simplified as
This proves the asymptotically optimal performance of the estimateδ a .
C. ASYMPTOTICALLY OPTIMAL PERFORMANCE OF THE ESTIMATEû b
Taking the limit on both sides of (36) yields (46), as shown at the bottom of the next page. Substituting (3) into the second term in (46) , and ignoring the second-order error term, then yields (47), as shown at the bottom of the next page, where u b = u −û b denotes the estimation error of the source position vector. Note that the third equation of (47) uses the property
. Based on (47), the estimation error can be further expressed as (48), as shown at the bottom of the next page.
We can see that the mean of the estimation error u b is equal to zero, so the estimateû b is asymptotically unbiased. In addition, the MSE of the estimateû b can be obtained as follows:
We now state the following equation, which is proved in Appendix C.
According to (14) , (49) and (50), we have
This proves the asymptotically optimal performance of the estimateû b .
VI. SIMULATIONS
This section presents the results of several simulation experiments that were conducted to verify the superiority of the dimension-reduction TS algorithms and the validity of the theoretical derivation. We conduct 5000 Monte Carlo (MC) experiments and evaluate the estimation accuracy in terms of the root mean square error (RMSE):
The proposed methods are compared with two other algorithms. The first is a TS positioning method [18] that does not take the synchronization errors into account. The experimental results verify that the estimated RMSE is consistent with the theoretical value derived from (25) . The second algorithm is a closed-form solution method [32] in which the synchronization clock bias is taken into account. This method has the same model, conditions and purpose as the proposed algorithms. The experimental results verify that the noise endurance threshold of this approach is lower than that of the proposed dimension-reduction TS methods. 
A. STUDY OF ASYMPTOTICALLY OPTIMAL PERFORMANCE FOR THE DIMENSION-REDUCTION TS METHODS
Consider a three-dimensional scenario with 16 available receivers that can receive and locate the radiated signals. The receiver locations are listed in Table 3 . There are two sources, located at u o 1 = [−400, −500, −600] T (m) and u o 2 = [−2100, 2200, 2300] T (m). The localization geometry is shown in Fig. 2 . Moreover, according to the local clock differences, the receivers are separated into five groupŝ
VOLUME 6, 2018 FIGURE 2. The localization geometry. (group 1 consists of receivers 1-5; group 2 has receivers 6-9; group 3 has receivers 10-12; group 4 has receivers 13-14; group 5 has receivers 15-16). The following simulation results describe the estimated RMSEs of the two dimensionreduction TS methods (see Section IV) and the existing TS positioning method [18] in the presence of synchronization clock bias. To verify the theoretical derivation in the text, the following graphs also show the theoretical performance curve derived from (25) and the corresponding CRLB. The RDOA measurements and receiver positions are contaminated by zero-mean Gaussian noise with covariance matrices Q 1 = σ 2 RDOA R and Q 2 = σ 2 s I, where R is equal to unity in the diagonal elements and 0.5 otherwise. From these figures, the following conclusions can be stated. 1) The RMSE for the TS positioning method proposed by Kovavisaruch and Ho [18] is coincident with the theoretical value calculated by (25) , which verifies the theoretical derivation in Part B of Section III.
2) The RMSEs of the source and receiver positions for the two proposed dimension-reduction TS methods coincide with the corresponding CRLB derived in Part A of Section III perfectly, which validates the theoretical derivation in Parts A and C of Section V.
3) The RMSE of the clock bias vector calculated by (35) coincides with the CRLB derived in Part A of Section III perfectly, which verifies the theoretical derivation in Part B of Section V. 4) From Figs. 11-13 , we can see that the RMSEs of the two proposed dimension-reduction TS methods are not related to the value of the clock bias vector δ, which is consistent with Remark 1 in Section III. However, the RMSE for the TS positioning method proposed by Kovavisaruch and Ho [18] increases with the 2-norm of the clock bias vector ||δ|| 2 .
5) Under these simulation conditions, we can calculate the threshold value λ 1 = 21.2, which is consistent with the threshold value in Fig. 11 . Furthermore, when ||δ|| 2 > 21.2, the source position estimation accuracy of the proposed methods is higher than that of the algorithm proposed in [18] , and the improvement in accuracy becomes more evident as ||δ|| 2 continues to increase. However, when ||δ|| 2 < 21.2, the estimation accuracy of the proposed methods is slightly lower than that of the algorithm in [18] . These results are consistent with the theoretical analysis in Part B of Section III. In the same way, we can calculate the threshold value λ 2 = 19.97. Similar conclusions can be obtained, and are not repeated here. VOLUME 6, 2018 The reason for the above phenomena is that, when ||δ|| 2 is small, the effect of the clock bias on the positioning accuracy is also small; at this time, ''ignoring it'' may produce a smaller RMSE than ''taking it as an unknown parameter to estimate,'' because additional estimated parameters increase the uncertainty of the entire parameter estimation system. However, the estimates obtained by ignoring the clock bias are biased, as the following numerical experiments verify. For the simulation conditions described above, Figs. 14-19 show the mean value of the estimated source position in the X-, Y-, and Z-directions, respectively, with respect to the 2-norm of the clock bias vector ||δ|| 2 .
As expected, the source position estimates given by the two proposed dimension-reduction TS methods are asymptotically unbiased in the X-, Y-, and Z-directions; however, the source position estimates given by the TS method in [18] are biased, and the position deviation increases linearly with the 2-norm of the clock bias vector ||δ|| 2 .
B. COMPARISON OF LOCALIZATION PERFORMANCE WITH THE CLOSED-FORM SOLUTION METHOD
To highlight the superiority of the two proposed dimensionreduction TS methods, we compare their localization performance with that of the closed-form solution method proposed Table 4 . The following simulation results show the estimated RMSEs of the two dimension-reduction TS methods (see Section IV) and the closed-form solution method [32] in the presence of synchronization clock bias. We first fix the noise level of the receiver position to σ s = 2(m) and let σ 2 RDOA vary from −10 (dB) to 30 (dB) From these figures, the following two conclusions are given.
1) All three methods can achieve the CRLB under moderate noise, which again verifies the theoretical derivation in Section V.
2) As the noise power of the RDOAs or receiver positions increases, the closed-form solution method suffers from the thresholding effect. However, the two dimension-reduction TS methods always overlap with CRLB within the range of the given noise power. This difference demonstrates that the noise endurance threshold of the closed-form solution method [32] is lower than that of the proposed dimensionreduction TS methods.
C. COMPARISON OF LOCALIZATION PERFORMANCE FOR A SINGLE SOURCE AND MULTIPLE SOURCES
In this subsection, the superiority of the proposed method in a multiple source scenario is demonstrated. For simplicity, we consider a two-source scenario in which the sources are located at u o 1 = [3000, 4000, 5000] T (m) and u o 2 = [−3000, −3000, −3000] T (m). The other simulation conditions are as described in Part B of Section VI, and only From these simulation results, two conclusions are stated as follows.
1) Compared with the single-source localization scenario, it is clear that the proposed algorithms can achieve a lower CRLB in the multiple-source scenario, that is, better optimal performance is obtained. The significant gain in the source position, receiver position, and clock bias vectors may be attributed to the measurements from source u 2 with the same receiver position displacements and synchronization clock bias. 2) From Figs. 31-33 , we can see that when the measurement noise is certain, some separation appears between the dimension-reduction TS method-a and dimension-reduction TS method-b as the receiver position error increases. This separation indicates that when the public receiver position displacements of measurements from different sources increase, the cooperative gain becomes greater. These simulation results demonstrate that, for the multiple-source scenario, when only one source position is of interest, the proposed algorithms can explore the TDOAs from other unknown sources with the same receiver position displacements and synchronization clock bias to improve the estimation accuracy. However, the performance improvement comes at the cost of increasing the computational burden from the joint estimation of multiple sources.
VII. CONCLUSION
Based on the localization model in the presence of synchronization clock bias, this study first derives the CRLB and MSE to demonstrate that the estimates obtained by ignoring the clock bias are biased and that the MSE increases quadratically with the 2-norm of the clock bias vector. Thus, the necessity to take synchronization errors into consideration is demonstrated. Subsequently, we propose two dimension-reduction TS algorithms to suppress the effect of synchronization clock bias. As a byproduct, an ML-based closed-form solution for the clock bias vector is presented. Moreover, we strictly prove that the theoretical performance of the two proposed algorithms can attain the CRLB under first-order error analysis. Finally, several simulation experiments are conducted to verify the validity of our theoretical derivations and the superiority of the new algorithms. Several important conclusions can be drawn from the simulation results. (i) All estimates from the two proposed methods have asymptotically optimal performance and their RMSEs can achieve the corresponding CRLBs under moderate noise levels. (ii) compared with the existing closed-form solution method, the two proposed algorithms can tolerate higher noise levels before encountering the thresholding effect. (iii) For the multiple-source scenario, when only one source position is of interest, the proposed algorithms can still exploit the same receiver position displacements and synchronization clock bias of TDOAs from other unknown sources to improve the localization performance.
Currently, the proposed method only uses the TDOA information of the radiated signals from targets in passive location scenario. In the future work, we will extend the proposed method to the following aspects: 1) Hybrid TDOA/AOA (or FDOA) localization 2) Localization in the message passing scenario.
APPENDIX

A. PROOF OF (33)
Because B is a row full-rank matrix, Q From (40), we have (B.1), as shown at the bottom of this page.
Further, multiplying both sides of (B.1) by Q −1 yields (B.2), as shown at the bottom of this page.
This completes the proof.
C. PROOF OF (50)
Note that the column spaces of (E(u, s)) 1 
