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Introduction
Un the´ore`me bien connu d’A.D. Alexandrov dit que toute me´trique sur la sphe`re, plate excepte´ en un
nombre fini de points pour lesquels elle admet des singuarite´s coniques de courbure positive, se re´alise
comme la me´trique induite sur un polye`dre convexe1 compact de l’espace euclidien R3, et ce polye`dre est
unique, aux isome´tries globales pre`s [Ale42].
Ce the´ore`me peut servir par exemple a` exprimer de fac¸on simple la relation entre certains orbifolds
hyperboliques re´els [BG92] et certains orbifolds hyperboliques complexes [Thu98], voir [Fila].
Le but de ce travail est de ge´ne´raliser le the´ore`me d’Alexandrov a` des surfaces de genre supe´rieur
(en fait de genre > 1). Avant d’e´noncer les re´sultats nous rappelons quelques de´finitions et le contexte
habituel du proble`me. Ceux-la` peuvent aussi se situer, selon les cas, dans des contextes plus ge´ne´raux,
qui seront indique´s tout au long du texte, voir en particulier les pages 92 et 107. On peut consulter
[Sab92, Sch98a, Sch00, Sch03, Zeg05] pour des survols plus larges.
Pre´sentation des re´sultats
Me´triques sur les polye`dres compacts convexes
On noteM+K l’espace riemannien de dimension 3 simplement connexe (complet) de courbure constante
K. Le + indique que dans ces espaces les coˆnes (polye´draux) convexes sont de courbure positive, c’est-a`-
dire que l’angle autour du sommet est compris -strictement- entre 0 et 2π (section 1.4.1).
Soit P un polye`dre convexe compact de M+K .
La me´trique induite sur P est isome´trique a` une me´trique de courbure K sur la sphe`re S2, sauf en
n points (correspondants aux sommets). La me´trique au voisinage de ces n points est isome´trique a` la
me´trique induite sur le voisinage du sommet d’un coˆne convexe de M+K .
Une telle me´trique est dite une me´trique (plate) a` singularite´s coniques de courbure positive. La
question qui vient naturellement est : e´tant donne´ une telle me´trique g sur la sphe`re, existe-t-il un
polye`dre convexe (force´ment dans M+K) tel que la me´trique induite sur le polye`dre soit isome´trique a` g ?
Si c’est le cas, on dit que le polye`dre re´alise la me´trique g. Si le polye`dre est unique modulo les isome´tries
globales, on dit que la re´alisation est unique. On a alors ces fameux re´sultats des anne´es 1940/1950 (dans
tout le texte, K ∈ {−1, 0, 1}) :
The´ore`me (Alexandrov). Une me´trique de courbure K a` singularite´s coniques de courbure positive sur
la sphe`re se re´alise comme un unique polye`dre convexe compact de M+K (modulo les isome´tries globales).
L’hypothe`se de convexite´ est essentielle pour deux raisons : d’abord parce que sans elle on perd
e´videmment l’unicite´, et ensuite, comme on le verra, les preuves reposent fortement dessus.
Courbures singulie`res ne´gatives
Les me´triques a` singularite´s coniques de courbure positive e´taient aussi parfois appele´es me´triques
polye´drales convexes, car, comme on vient de le voir, la positivite´ de la courbure singulie`re est donne´e
1Dans cette introduction, selon la confusion habituelle, le terme polye`dre convexe de´signe soit une intersection de demi-
espaces, soit le bord de cette intersection. Le contexte permet toujours de savoir facilement si l’on parle de l’un ou de
l’autre.
5par la convexite´ dans les espaces riemanniens. Mais cette appelation est rendue caduque par l’e´tude des
polye`dres convexes dans les espaces lorentziens (c’est-a`-dire des varie´te´s munies d’une forme biline´aire
non-dege´ne´re´e de signature (1, n− 1) sur leur tangent, voir section 3.1).
En effet, il est aussi possible de re´aliser des me´triques riemanniennes comme des me´triques induites sur
des hypersurfaces (polye´drales ou re´gulie`res) d’espaces lorentziens. L’exemple le plus connu est certaine-
ment la re´alisation du plan hyperbolique comme une quadrique dans l’espace de Minkowski de dimension
3. Quand la me´trique induite sur une hypersurface d’un espace lorentzien est riemannienne, on dit que
l’hypersurface est de type espace.
Il y a trois espaces mode`les lorentziens de dimension 3 : l’espace de Minkowski (de courbure 0),
l’espace de Sitter (de courbure 1) et l’espace anti-de Sitter (de courbure −1). On les note M−K . Le K est
la courbure sectionnelle, et le − se rapporte au fait que, dans ces espaces, la courbure au sommet d’un
coˆne (polye´dral) convexe est ne´gative (section 3.9).
On peut donc chercher a` re´aliser des me´triques a` singularite´s coniques a` courbure ne´gative. Le premier
re´sultat en ce sens est
The´ore`me (Rivin–Hodgson, [Riv86, RH93]). Une me´trique a` courbure 1 sur la sphe`re a` singularite´s
coniques de courbure ne´gative (et dont la longueur des ge´ode´siques contractiles est > 2π) se re´alise comme
un unique polye`dre convexe home´omorphe a` la sphe`re dans l’espace de Sitter.
On ne peut pas parler directement de polye`dres compacts car le deuxie`me groupe fondamental de
l’espace de Sitter n’est pas trivial (voir page 36). La condition sur la longueur des ge´ode´siques contractiles
est typique de l’espace de Sitter, voir la section 5.3. Une me´trique avec une telle condition sera dite large
dans cette introduction.
De plus, d’apre`s les formules de Gauss–Bonnet (voir la section 5.2), il n’existe pas d’autre me´trique
de courbure constante a` singularite´s coniques de courbure de signe constant sur la sphe`re.
Genre supe´rieur
On se demande maintenant comment ge´ne´raliser les re´sultats ci-dessus aux surfaces (compactes) de
genre supe´rieur. Il faut d’abord bien de´finir la notion de re´alisation. En effet, on imagine mal comment
trouver un plongement convexe d’un tore dans un espace a` courbure constante. En fait on va chercher un
plongement isome´trique (convexe) du reveˆtement universel de la surface.
On appelle un polye`dre invariant un couple (P, F ), ou` P est un polye`dre de M ǫK , ǫ ∈ {−,+}, et F est
un groupe discret d’isome´tries de M ǫK tel que F (P ) = P , et F agit librement sur P .
On dit que (P, F ) re´alise une me´trique g (a` singularite´s coniques) sur une surface S si la me´trique
induite sur P/F est isome´trique a` g. On retrouve bien la de´finition que l’on avait donne´e dans le cas de
la sphe`re, le groupe F est alors le groupe trivial. (Ces de´finitions sont aussi valables pour des surfaces
lisses).
Maintenant nous supposons que le genre des surfaces est > 1 (le cas du tore sera e´voque´ plus loin).
Un groupe d’isome´tries (qui pre´servent l’orientation) de l’espace hyperbolique est dit fuchsien si il
laisse globalement invariant un plan totalement ge´ode´sique, sur lequel il agit de fac¸on cocompacte (sans
points fixes). Une surface (ou un polye`dre) invariante sous l’action d’un groupe fuchsien est dite une
surface fuchsienne. Le quotient d’une surface fuchsienne par le groupe fuchsien est alors home´omorphe a`
une surface compacte de genre > 1. Remarquons qu’un polye`dre fuchsien a un nombre infini de sommets,
mais il n’y a qu’un nombre fini de sommets dans chaque domaine fondamental pour l’action du groupe
fuchsien.
On e´tend de fac¸on naturelle la de´finition aux espaces lorentziens : un groupe fuchsien est un groupe
qui laisse invariant une surface hyperbolique ombilique contenue dans le coˆne-futur d’un point donne´
(voir la section 3.4 pour l’existence de telles surfaces) sur laquelle il agit de manie`re cocompacte — et
on demande que les surfaces ou polye`dres fuchsiens soient bien suˆr de type espace. De telles surfaces ont
de´ja` e´te´ e´tudie´es [Gro86, Lab92, LS00], voir plus bas pour certains re´sultats.
6E´nonce´ des re´sultats
Comme on vient de le voir, le candidat ide´al pour re´aliser une me´trique a` singularite´s coniques sur
une surface de genre > 1 est un polye`dre fuchsien convexe. On de´montre d’abord le cas hyperbolique, ce
qui occupe tout le chapitre 6 :
The´ore`me (6.1). Une me´trique hyperbolique a` singularite´s coniques de courbure positive sur une surface
compacte de genre > 1 est re´alise´e par un unique polye`dre fuchsien convexe de l’espace hyperbolique (a`
isome´tries globales pre`s).
Ce chapitre correspond essentiellement a` la pre´publication [Filb].
Puis on de´montre les cas lorentziens, ce qui occupe tout le chapitre 7 :
The´ore`me (7.1). i) Une me´trique plate a` singularite´s coniques de courbure ne´gative sur une surface
compacte de genre > 1 est re´alise´e par un unique polye`dre fuchsien convexe de l’espace de Minkowski.
ii) Une me´trique sphe´rique large a` singularite´s coniques de courbure ne´gative sur une surface compacte
de genre > 1 est re´alise´e par un unique polye`dre fuchsien convexe de l’espace de Sitter.
iii) Une me´trique hyperbolique a` singularite´s coniques de courbure ne´gative sur une surface compacte
de genre > 1 est re´alise´e par un unique polye`dre fuchsien convexe de l’espace anti-de Sitter.
On trouve la partie ii) de ce the´ore`me dans [Scha].
Toujours d’apre`s les formules de Gauss–Bonnet, il n’existe pas d’autre me´trique de courbure constante
a` singularite´s coniques de courbure de signe constant sur les surfaces compactes de genre > 1.
La partie ii) de ce the´ore`me peut eˆtre e´nonce´e d’une manie`re totalement hyperbolique (the´ore`me 7.4
page 107), en utilisant une dualite´ naturelle entre l’espace hyperbolique et l’espace de Sitter (voir section
3.8.1).
La partie ii) de ce the´ore`me peut aussi servir a` montrer une ge´ne´ralisation du the´ore`me d’Andreev
[And70, RHD06] au genre supe´rieur, de la meˆme fac¸on que le the´ore`me d’Andreev peut eˆtre de´duit du
the´ore`me de Rivin–Hodgson [Hod92].
Me´thode employe´e
Me´thode d’Alexandrov
La me´thode employe´e ici est dite me´thode d’Alexandrov, qui a de´ja` e´te´ utilise´e pour montrer de
nombreux re´sultats, y compris la plupart de ceux cite´s dans cette introduction.
Montrer un the´ore`me de re´alisation revient a` montrer que l’application “me´trique induite”, qui va
naturellement d’un espace de polye`dres a` un espace de me´triques, est une bijection. L’ide´e d’Alexandrov
est de munir chacun de ces espaces d’une topologie ade´quate, puis, avec des arguments topologiques, de
montrer que l’application “me´trique induite” est un home´omorphisme. Dans la plupart des cas les choses
suivantes sont montre´es :
1) l’espace des polye`dres et celui des me´triques conside´re´es sont des varie´te´s de meˆme dimension ;
2) l’application “me´trique induite” est un home´omorphisme local, ce qui est e´quivalent a` un e´nonce´
de rigidite´ infinite´simale des polye`dres, voir plus bas ;
3) cette application est propre ;
4) l’espace des polye`dres est connexe et celui des me´triques est connexe et simplement connexe.
Ces quatre faits impliquent que l’application “me´trique induite” est un home´omorphisme.
Il y a quelques le´ge`res entorses a` ce programme dans certains cas, par exemple on ne montre pas (ou :
on ne sait pas montrer) la connexite´ et la simple connexite´ de l’espace des me´triques sphe´riques larges a`
singularite´s coniques a` courbure singulie`re ne´gative.
Applications de Pogorelov
D’une manie`re ge´ne´rale, le point de´licat est de montrer la rigidite´ infinite´simale (voir section 2.1 pour
les de´finitions) des polye`dres, ce qui donnera l’injectivite´ locale de l’application “me´trique induite”.
7L’e´tude de la rigidite´ infinite´simale est conside´rablement simplifie´e par l’existence des applications
de Pogorelov infinite´simales (section 4.2), qui permettent de ramener des proble`mes de de´formation
(infinite´simale) de surfaces dans les espaces a` courbures constantes a` des proble`mes dans des espaces
plats (notamment l’espace euclidien), pour lesquels les re´sultats sont plus faciles a` obtenir.
Il y a plusieurs fac¸ons de se servir de ces applications dans notre cas (voir page 97 et page 109). Au
final on obtient une sorte de “va et vient” entre les diffe´rents re´sultats de rigidite´ infinite´simale, et je ne
pense pas qu’on puisse de´gager un “chemin” qui soit meilleur qu’un autre dans la fac¸on d’enchaˆıner les
preuves.
Il existe aussi des applications de Pogorelov globales (section 4.1) qui donnent des re´sultats de rigidite´
globale. Ce type de re´sultat est beaucoup plus puissant, de notre point de vue, que les re´sultats obtenus
en utilisant des applications de Pogorelov infinite´simales, puisqu’ils montrent l’injectivite´ de l’application
“me´trique induite”— notamment, cela permet de se passer de prouver la simple connexite´ des ensembles
de me´triques. Ces applications globales semblent avoir e´te´ sous-utilise´es jusqu’a` pre´sent. Il est vrai qu’elles
sont moins maniables que leurs analogues infinite´simales. On verra plus bas des applications potentielles.
Pour aller plus loin
Me´triques a` singularite´s coniques sur le tore - Vers un re´sultat ge´ne´ral
On sait que la me´trique induite sur une horosphe`re de l’espace hyperbolique est euclidienne. Il en
est de meˆme pour l’espace de Sitter, dans lequel on peut de´finir des horosphe`res de manie`re “duale” au
cas hyperbolique. Un groupe d’isome´tries agissant de manie`re cocompacte sur une horosphe`re (sans point
fixe) sera dit parabolique. Une surface parabolique est une surface (ou un polye`dre) invariante sous l’action
d’un groupe parabolique. Il vient que le quotient d’une surface parabolique par le groupe parabolique est
une surface home´omorphe au tore.
Il est raisonnable de penser que
E´nonce´ 1. Une me´trique hyperbolique sur le tore a` singularite´s coniques de courbure positive est re´alise´e
par un unique polye`dre parabolique convexe de l’espace hyperbolique.
E´nonce´ 2. Une me´trique sphe´rique large sur le tore a` singularite´s coniques de courbure ne´gative est
re´alise´e par un unique polye`dre parabolique convexe de l’espace de Sitter.
Et les formules de Gauss–Bonnet indiquent qu’il n’y a pas d’autres me´triques de ce type sur le tore.
Si ces e´nonce´s sur le tore sont montre´s, alors on aura le re´sultat ge´ne´ral suivant, pour K ∈ {−1, 0, 1} :
E´nonce´ ge´ne´ral 1. Toute me´trique de courbure K a` singularite´s coniques a` courbure de signe ǫ ∈ {−,+}
(large si K = 1, ǫ = −) sur une surface compacte peut eˆtre re´alise´e par un unique polye`dre convexe de
M ǫK , invariant sous l’action de la repre´sentation du groupe fondamental de la surface dans un groupe
d’isome´tries de dimension 3.
Les images des repre´sentations sont triviales pour le genre 0, paraboliques pour le genre 1 et fuchsiennes
pour le genre > 1.
On re´sume ces diffe´rents e´nonce´s dans le tableau suivant.
Fig. 1 – Re´alisations de me´triques a` singularite´s coniques sur les surfaces compactes par des polye`dres
convexes (les me´triques sont suppose´es larges pour (K, ǫ) = (1,−)).
8Me´trique Polye`dre Re´fe´rence
g K ǫ Type espace ambiant
0 0 + compact Euclidien Alexandrov
0 1 + compact Sphe`re Alexandrov
0 −1 + compact Hyperbolique Alexandrov
0 1 − “compact” de Sitter [RH93]
1 −1 + parabolique Hyperbolique non prouve´
1 1 − parabolique de Sitter non prouve´
> 1 −1 + fuchsien Hyperbolique The´ore`me 6.1 page 92, [Filb]
> 1 0 − fuchsien Minkowski The´ore`me 7.1 page 106
> 1 −1 − fuchsien Anti-de Sitter The´ore`me 7.1 page 106
> 1 1 − fuchsien de Sitter [Scha] ; The´ore`me 7.1 page 106
Un cas e´tendu : me´triques hyperboliques comple`tes
Un polye`dre ge´ne´ralise´ de l’espace hyperbolique est, dans le mode`le de la boule de Klein, un polye`dre
dont les sommets sont dans la boule ou en-dehors de la boule (e´ventuellement sur la sphe`re) de telle sorte
que toutes les areˆtes rencontrent l’inte´rieur de la boule. La me´trique induite sur (la partie hyperbolique)
de tels polye`dres est une me´trique hyperbolique a` singularite´s coniques (pour les sommets dans la boule),
a` cusps (pour les sommets sur la sphe`re) et a` bouts hyperboliques d’aire infinie (pour les faces ayant leurs
sommets en-dehors de la boule).
La premie`re ge´ne´ralisation dans ce sens est
The´ore`me (Rivin, [Riv96]). Une me´trique hyperbolique a` n cusps sur la sphe`re est re´alise´e par un
unique polye`dre (force´ment convexe) de l’espace hyperbolique ayant ses n sommets sur le bord a` l’infini.
Les me´triques sur les polye`dres ayant (un nombre fini de) sommets a` l’exte´rieur de la boule (ils sont dits
hyperide´aux ) ont e´te´ e´tudie´s, notamment dans [BB02], mais sous le point de vue de leur caracte´risation
par leurs angles die`dres, et non pas par leur me´trique induite. A ma connaissance il n’existe pas d’e´nonce´
sur la de´termination par la me´trique induite des polye`dres ge´ne´ralise´s convexes de l’espace hyperbolique
ayant un nombre fini de sommets re´dige´ en tant que tel. Mais on retrouve ce re´sultat comme cas particulier
des the´ore`mes de [Sch98b].
On peut espe´rer obtenir le re´sultat ge´ne´ral suivant :
E´nonce´ ge´ne´ral 2. Une me´trique hyperbolique comple`te (i.e. avec des singularite´s coniques de courbure
positive, des cusps et des bouts hyperboliques d’aire infinie) sur une surface est re´alise´e par un unique
polye`dre ge´ne´ralise´ convexe de l’espace hyperbolique, invariant sous l’action de la repre´sentation du groupe
fondamental de la surface dans un groupe d’isome´tries de dimension 3.
Les images des repre´sentations sont triviales pour le genre 0, paraboliques pour le genre 1 et fuchsiennes
pour le genre > 1.
Certaines parties de l’e´nonce´ 2 ont de´ja` e´te´ montre´es pour le genre > 1, par des techniques diffe´rentes
de celles employe´es ici, voir l’annexe A.
On montre aussi dans cette annexe la partie de cet e´nonce´ qui concerne les me´triques hyperboliques
surfaces de genre > 1 ayant des singularite´s coniques et des cusps. En particulier on obtient un e´nonce´
de re´alisation pour les me´triques hyperboliques n’ayant que des cusps.
On pre´sente aussi (the´ore`me A.8 page 129) un e´nonce´ “dual” de l’e´nonce´ hyperbolique a` coˆne et a`
cusps dans l’espace de Sitter (genre > 1), qui avait de´ja` e´te´ demontre´ dans [Scha, Rou04].
De plus, en utilisant le i) du the´ore`me 7.1 et une application de Pogorelov globale, on obtient la partie
“unicite´” de l’e´nonce´ ge´ne´ral 2, pour le genre > 1.
9Me´triques lisses
Dans un espace riemannien, la courbure extrinse`que d’une surface (lisse) strictement convexe est
strictement positive. Donc, d’apre`s la formule de Gauss, une surface strictement convexe dans M+K est a`
courbure sectionnelle > K. Si de plus la surface est compacte dans M+K , la re´ciproque est donne´e par :
The´ore`me (Alexandrov). Une me´trique a` courbure > K sur la sphe`re se re´alise de fac¸on unique comme
une surface compacte strictement convexe de M+K.
Dans un espace lorentzien M−K , la courbure de Gauss d’une surface (lisse de type espace) strictement
convexe est toujours strictement positive, mais la formule de Gauss lorentzienne indique que sa courbure
sectionnelle est < K. Le premier re´sultat qui ge´ne´ralise le the´ore`me d’Alexandrov aux espaces lorentziens
est (il peut se voir comme l’analogue lisse du the´ore`me de Rivin–Hodgson)
The´ore`me (Schlenker, [Sch96]). Une me´trique large a` courbure < 1 sur la sphe`re se re´alise de fac¸on
unique comme une surface (ferme´e de type espace) strictement convexe de l’espace de Sitter.
Et, a` cause des forumles de Gauss–Bonnet, il n’y a pas d’autres me´triques sur la sphe`re du type de
celles de´crites dans les deux the´ore`mes au-dessus.
Les surfaces fuchsiennes ont aussi e´te´ e´tudie´es, ce qui donne un analogue lisse du the´ore`me 7.1 :
The´ore`me (Labourie–Schlenker, [LS00]). i) Une me´trique a` courbure < 0 sur une surface compacte
de genre > 1 se re´alise de fac¸on unique comme une surface fuchsienne strictement convexe de
l’espace de Minkowski.
ii) Une me´trique large a` courbure < 1 sur une surface compacte de genre > 1 se re´alise de fac¸on
unique comme une surface fuchsienne strictement convexe de l’espace de Sitter.
iii) Une me´trique a` courbure < −1 sur une surface compacte de genre > 1 se re´alise de fac¸on unique
comme une surface fuchsienne strictement convexe de l’espace anti-de Sitter.
Le cas hyperbolique (i.e. l’analogue lisse du the´ore`me 6.1) n’a encore jamais e´te´ re´dige´ a` ma connais-
sance, mais il est de´montre´ dans [Sch06] comme cas particulier d’un re´sultat beaucoup plus ge´ne´ral sur
les varie´te´s hyperboliques a` bords convexes (voir page 92).
Le principe ge´ne´ral des preuves des e´nonce´s lisses est analogue au cas polye´dral (en particulier on
cherche a` montrer la rigidite´ infinite´simale des surfaces). Une diffe´rence est que les espaces qui inter-
viennent (par exemple les espaces de me´triques) sont de dimension infinie, ce qui complique un peu les
arguments topologiques.
Remarquons que les preuves de rigidite´s (infinite´simales) qui sont donne´es ici sont valables aussi pour
les surfaces lisses.
Comme dans le cas polye´dral, il est raisonnable de penser que
E´nonce´ 3. Une me´trique a` courbure > −1 sur le tore se re´alise de fac¸on unique comme une surface
parabolique strictement convexe de l’espace hyperbolique.
E´nonce´ 4. Une me´trique large a` courbure < 1 sur le tore se re´alise de fac¸on unique comme une surface
parabolique strictement convexe de l’espace de Sitter.
Les horosphe`res fournissent des exemples de re´alisation pour les me´triques plates. Si on utilise des
applications de Pogorelov globales pour montrer la rigidite´ dans le cas du tore, le fait d’obtenir imme´-
diatement l’injectivite´ de l’application “me´trique induite” peut peut-eˆtre e´viter certains des proble`mes de
topologie e´voque´s au-dessus.
Si ces deux re´sultats sur le tore e´taient de´montre´s, on obtiendrait le re´sultat ge´ne´ral suivant, pour
K ∈ {−1, 0, 1} :
E´nonce´ ge´ne´ral 3. Toute me´trique de courbure k telle que ǫk > ǫK, ǫ ∈ {−,+}, (large si K = 1, ǫ = −)
sur une surface compacte peut eˆtre re´alise´e par une unique surface strictement convexe de M ǫK, invariante
sous l’action de la repre´sentation du groupe fondamental de la surface dans un groupe d’isome´tries de
dimension 3.
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Les images des repre´sentations sont triviales pour le genre 0, paraboliques pour le genre 1 et fuchsiennes
pour le genre > 1.
On re´sume ces diffe´rents e´nonce´s dans le tableau suivant.
Fig. 2 – Re´alisations de me´triques lisses sur les surfaces compactes par des hypersurfaces strictement
convexes (les me´triques sont suppose´es larges pour (K, ǫ) = (1,−)). Dans le tableau, pour plus de visibilite´,
pour les valeurs de ǫ, on remplace + par > et − par <.
Me´trique Hypersurface Re´fe´rence
g ǫ K Type espace ambiant
0 > 0 compacte Euclidien Alexandrov
0 > 1 compacte Sphe`re Alexandrov
0 > −1 compacte Hyperbolique Alexandrov
0 < 1 “compacte” de Sitter [Sch96]
1 > −1 parabolique Hyperbolique non prouve´
1 < 1 parabolique de Sitter non prouve´
> 1 > −1 fuchsienne Hyperbolique conse´quence de [Sch06]
> 1 < 0 fuchsienne Minkowski [LS00]
> 1 < −1 fuchsienne Anti-de Sitter [LS00]
> 1 < 1 fuchsien de Sitter [LS00]
Me´triques lorentziennes sur les surfaces
Quand on a introduit les polye`dres ge´ne´ralise´s, on a regarde´ la me´trique induite uniquement sur la
partie hyperbolique du polye`dre. Or il se trouve que, dans le mode`le de Klein, l’exte´rieur de la boule est
un mode`le de l’espace de Sitter. On peut ainsi regarder la me´trique induite sur des polye`dres de R3 muni
de la me´trique hyperbolique-de Sitter (voir section 3.7). Ces me´triques sont assez de´licates a` de´finir, ne
serait-ce que parce qu’elles peuvent eˆtre en partie riemanniennes et en partie lorentziennes. On peut alors
chercher des the´ore`mes de re´alisation pour de telles me´triques. C’est ce qui a e´te´ fait dans [Sch98b] pour
les polye`dres home´omorphes a` la sphe`re.
Pour le genre supe´rieur (> 1), il est possible d’e´tendre la de´finition de polye`dre fuchsien ge´ne´ralise´ en
enlevant la condition qui dit que les areˆtes doivent rencontrer la boule. Pour ces polye`dres, le the´ore`me
qui donne l’unicite´ dans l’e´nonce´ ge´ne´ral 2 (a` savoir le the´ore`me A.1 page 125) donne aussi l’unicite´ de
la me´trique induite pour de tels polye`dres.
On pourrait aussi chercher a` e´tudier une ge´ne´ralisation de la de´finition de polye`dre fuchsien dans
l’espace de Minkowski a` des polye`dres qui ne sont pas force´ment de type espace — comme cela a e´te´ fait
pour les polye`dres ayant un nombre fini de sommets dans [Sch01], mais on a aucun re´sultat de rigidite´ a
priori pour ce type de cas.
Me´thode variationnelle
Il existe une me´thode diffe´rente de celle d’Alexandrov pour montrer des re´sultats de re´alisation de
me´triques.
L’ide´e est de partir d’une triangulation ge´ode´sique d’une me´trique a` singularite´s coniques (les sommets
de la triangulation sont exactement les points singuliers) et de construire un prisme a` partir de chacun
de ces triangles dans un espace M ǫK ade´quat. Si ces prismes sont recolle´s deux a` deux le long des faces
correspondantes, il sera obtenu une “coiffe convexe ge´ne´ralise´e”, ayant une singularite´ autour de chacune
des areˆtes de recollement. Si les courbures de ces singularite´s sont nulles, alors la me´trique est re´alisable
(car la coiffe convexe ge´ne´ralise´e peut alors se plonger dans M ǫK).
Il suffit donc d’e´tudier la valeur de ces courbures singulie`res en fonction de la variation de la “hauteur”
des prismes. Cette me´thode vient des travaux de Volkov (voir les annexes de [Ale05]), qui a e´te´ consi-
de´rablement ame´liore´e dans [BI, Izm] par l’introduction d’une fonctionnelle, dont les de´rive´es partielles
sont les courbures singulie`res.
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Or il semble que dans le cas des me´triques sur le tore, cette fonctionnelle est concave et l’ensemble
des hauteurs convexe, ce qui ame`nerait directement a` l’existence et l’unicite´ de la me´trique.
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Chapitre 1
Ge´ome´trie des surfaces
1.1 Ge´ome´trie riemannienne
Quelques de´finitions classiques de ge´ome´trie riemannienne sont d’abord rappele´es [dC76, dC92, GHL90].
Pour la troisie`me forme fondamentale, on renvoie a` [Spi79b].
Soit S une surface plonge´e dans une varie´te´ riemannienne M de dimension 3.
Connexion. La connexion (de Levi–Civita`) de M est une connexion (a,b) sans torsion (c) compatible
avec la me´trique (d) :
a ∇fXY = f∇XY ,
b ∇X(fY ) = f∇XY + (X.f)Y ,
c ∇XY −∇YX = [X,Y ],
d X.g(Y, Z) = g(∇XY, Z) + g(∇XZ, Y ),
ou` [, ] est le crochet de Lie de M .
Premie`re et deuxie`me formes fondamentales. La premie`re forme fondamentale de la surface S,
note´e I, est la me´trique induite sur S par celle de M . L’application de Gauss est l’application qui a` un
point s de S fait correspondre le point N(s) ∈ S2, ou` N est la normale unitaire a` la surface. L’ope´rateur
de forme (ou ope´rateur de Weingarten) note´ B est l’application
B : TxS → TxS : X 7→ −∇XN. (1.1)
La deuxie`me forme fondamentale de S est de´finie comme
II(X,Y ) := I(BX, Y ). (1.2)
Lemme 1.1. On a que II(X,Y ) = I(∇XY,N) et l’ope´rateur B est syme´trique, i.e. II(X,Y ) = I(BY,X).
De´monstration. D’abord I(∇XY,N) = X.I(Y,N)−I(Y,∇XN) = I(−∇XN,Y ) = II(X,Y ). Ensuite, pour
X,Y une base de TxS : I(X,BY ) = I(N,∇XY ) = I(N,∇YX − [X,Y ]) = I(N,∇YX).
Lemme 1.2. Dans R3, la deuxie`me forme fondamentale de´crit le comportement infinite´simal de la surface
par rapport a` son plan tangent.
De´monstration. Soit (h, U) un parame´trage de la surface au voisinage d’un point p, avec h(q) = p.
Supposons que h(0, 0) = p et notons q = (0, 0). Alors le de´veloppement
h(u, v)− h(0, 0) = ∂
∂u
h(q)u+
∂
∂u
h(q)v (1.3)
+
1
2
(
∂
∂u
∂
∂u
h(q)u2 + 2
∂
∂u
∂
∂v
h(q)uv +
∂
∂v
∂
∂v
h(q)v2) +O(u2 + v2)3/2 (1.4)
16
CHAPITRE 1. GE´OME´TRIE DES SURFACES 17
donne
〈h(u, v)− h(0, 0), N(p)〉 = II(X,X) +O(u2 + v2)3/2, (1.5)
ou` X est le vecteur tangent en p de coordonne´es (u, v).
Courbures moyennes et principales. Les courbures principales de S sont les valeurs propres de B.
La courbure moyenne H est la moitie´ de la trace de B et la courbure de Gauss KG est le de´terminant de
B, soit le produit des courbures principales.
Si KM est la courbure sectionnelle de M et KS celle de S, alors la Formule de Gauss est :
KS = KM +KG. (1.6)
Troisie`me forme fondamentale. La troisie`me forme fondamentale de S est de´finie comme
III(X,Y ) := I(BX,BY ). (1.7)
Comme B est syme´trique, cette valeur est aussi e´gale a` I(B2X,Y ) := I(BBX, Y ). On pourrait ainsi
de´finir la quatrie`me forme fondamentale comme I(B3X,Y ), et ainsi de suite. Il est malheureusement
impossible de de´finir la nie`me forme fondamentale puisque il n’y a aucune moyen de repre´senter le nie`me
nombre en chiffre romain [Spi79c] ! Plus se´rieusement, toutes ces formes sont relie´es entre elles :
Lemme 1.3. Si H est la courbure moyenne et K la courbure de Gauss, alors
III− 2HII+KI = 0. (1.8)
De´monstration. Par le the´ore`me de Cayley-Hamilton, l’application line´aire −∇N annule son polynoˆme
caracte´ristique, qui est exactement λ2 − 2Hλ+K.
Si l’ope´rateur de forme n’est pas de´ge´ne´re´, la troisie`me forme fondamentale est une me´trique sur
la surface, contrairement a` la seconde forme fondamentale qui n’est une me´trique que si la surface est
strictement convexe (voir plus loin). Elle caracte´rise :
Lemme 1.4. Dans R3, la troisie`me forme fondamentale de´crit la rotation du plan tangent de la surface.
De´monstration. La rotation du plan tangent est aussi de´crite par la rotation du champ normal a` la
surface. Cette rotation est donne´e, le long du chemin c(t), par le vecteur N(c(0))−N(c(t)). La variation
de ce vecteur est donne´e par le vecteur ∇c′(t)N(c(t)), et si on inte`gre la valeur de ce vecteur pour I on
trouve exactement la longueur de c(t) pour la me´trique III.
On verra plus loin des cas ou` III correspond a` la me´trique induite sur le “dual” d’une surface donne´e.
Surfaces ombiliques.
De´finition 1.5. Si en un point d’une surface les courbures principales sont e´gales, ce point est dit point
ombilique.
Un surface dont les points sont ombiliques et dont la valeur de la courbure principale est la meˆme en
chaque point est une surface ombilique.
En un point ombilique la deuxie`me forme fondamentale est e´gale a` la premie`re forme fondamentale
a` multiplication par un re´el pre`s, qui est la valeur de la courbure principale en ce point, soit II = λI. Et
par le lemme 1.3, on obtient :
III = λ2I. (1.9)
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1.2 Espaces convexes
1.2.1 Surfaces lisses
Les notations Rn, Hn et Sn de´signent respectivement l’espace euclidien, l’espace hyperbolique et la
sphe`re de dimension n. La notation ge´ne´rique pour ces trois ensembles est Xn.
De´finition 1.6. Un sous-espace de Xn est une copie de Xi, pour 0 ≤ i ≤ k plonge´e de telle manie`re que
l’image soit totalement ge´ode´sique. L’espace Xn−1 se´pare Xn en deux composantes connexes et chacune
est un demi-espace de Xn. Il est dit ferme´ si on le conside`re avec son bord, ouvert sinon. L’espace Xn−1
est appele´ un plan de Xn.
Par exemple un sous-espace de dimension 0 de S est une paire de points antipodaux.
De´finition 1.7. Un sous-ensemble A (connexe) de Xn est un ensemble convexe si pour tout couple de
points (p,q) de A, la ge´ode´sique reliant p a` q est entie`rement contenue dans A.
Une hypersurface de Xn est une hypersurface convexe si elle est (connexe et) contenue dans le bord
d’un ensemble convexe de Xn.
Une hypersurface M de Xn est dite localement convexe en un point p de M si il existe un voisinage
V de p dans M qui est entie`rement contenu dans un des demi-espaces ferme´s de Xn de´limite´s par un
hyperplan totalement ge´ode´sique qui a pour tangent le plan tangent a` M en p. On dit alors que M reste
d’un coˆte´ de son plan tangent en p.
L’hypersurface M est localement strictement convexe en p si de plus p est le seul point commun entre
le voisinage V et le plan tangent a` M en p.
Elle est strictement convexe si elle est convexe et partout localement strictement convexe.
Dans la cas de la sphe`re, la ge´ode´sique qui relie deux points est la plus courte —on conside`re qu’un
ensemble convexe de la sphe`re ne contient pas de points antipodaux.
Proposition 1.8 ([Spi79a, Prop. 10]). Si une surface compacte de R3 est toujours du meˆme coˆte´ de son
plan tangent, alors elle est convexe.
Proprie´te´ 1.9 (Hadamard). i) Une surface M de R3 est localement strictement convexe en p si et
seulement si la courbure de Gauss en p KG(p) est strictement positive (les courbures principales
sont de meˆme signe et non nulles).
ii) Si KG(p) est strictement ne´gative (les courbures principales sont de signe oppose´ et non nulles),
alors M n’est pas localement convexe en p.
Autrement dit, si M est localement convexe en p, alors sa courbure de Gauss en p est positive ou
nulle.
De´monstration. i) Soit q un point d’un voisinage de p sur M . Le signe de 〈Np, pq〉, ou` pq de´signe le
segment de R3 joignant p a` q, donne l’appartenance de q a` l’un ou l’autre des demi-espaces de´limite´s
par TpM . Pour que la surface soit strictement convexe en p, il faut donc que ce signe soit constant
sans annulation.
L’e´quation (1.5) indique que le signe de 〈Np, pq〉 ne de´pend que du signe de II pour les vecteurs
de norme e´gale a` 1 (il suffit de sortir la norme du vecteur). Et ce signe est constant : en effet si
la courbure de Gauss est strictement positive, les courbures principales, qui sont le maximum et le
minimum des valeurs de II sur le cercle, sont de meˆme signe.
La re´ciproque est alors imme´diate.
ii) Inversement, si la courbure est strictement ne´gative, les courbures principales sont de signe oppose´,
et donc le signe de l’angle entre le segment et la normale varie, c’est-a`-dire que la surface n’est pas
localement convexe en ce point.
Le fait que KG(p) ≥ 0 n’implique pas la convexite´ de M en p, par exemple on peut trouver des de
surfaces non-convexes en un point mais qui contiennent un morceau de droite passant par ce point.
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Remarque 1.10. A changement d’orientation pre`s, une surface localement strictement convexe est une
surface dont la seconde forme fondamentale est de´finie positive. Dans ce cas, elle de´finit une me´trique
sur la surface.
1.2.2 Polye`dres
De´finition 1.11. Un polye`dre convexe (au sens standard) de Xn est une intersection finie non vide de
demi-espaces ferme´s.
De´finition 1.12. Un polye`dre convexe (au sens standard) de Xn est l’enveloppe convexe d’un nombre
fini de points points de Xn, c’est-a`-dire la plus petite partie convexe de la varie´te´ de de´part contenant les
points en question.
Ces deux de´finitions sont e´quivalentes si on suppose, dans la premie`re, que le polye`dre est compact,
c’est-a`-dire puisque la dimension est finie, borne´.
Si le polye`dre est non vide et compact le terme polytope de´signe l’inte´rieur du polye`dre. Un polye`dre
est une union (connexe) de polytopes.
La dimension d’un polye`dre est la dimension du plus petit sous-espace affine le contenant, soit par
exemple Xk. L’angle die`dre entre deux faces (de codimension 1) d’un polye`dre est l’angle entre les deux
normales exte´rieures des faces.
Un polye`dre ouvert est l’inte´rieur d’un polye`dre ferme´ de dimension k au sens de la topologie de Xk.
Un polye`dre de dimension 2 est un polygone. Une intersection finie de polye`dres convexes est toujours un
polye`dre convexe. La combinatoire d’un polye`dre est sa de´compostion cellulaire selon ses k-faces. Deux
polye`dres convexes ferme´s sont combinatoirement e´quivalents s’ils induisent deux cellulations de la sphe`re
isotopes (via l’home´omorphisme naturel entre le polye`dre et la sphe`re).
En fait le terme “polye`dre” de´signe habituellement trois choses : l’inte´rieur de l’intersection des demi-
espaces, la fermeture de l’intersection des demi-espaces ou le bord de l’intersection des demi-espaces. Nous
ferons parfois la confusion, mais en ge´ne´ral, le mot polye`dre de´signera la fermeture (ou l’inte´rieur), et le
bord sera appele´ une surface polye´drale.
Nous utiliserons une de´finition un peu plus ge´ne´rale, puisque certains polye`dres auront un nombre
infini de sommets et de faces, mais ressemblerons localement a` des polye`dres tels que de´finis au-dessus.
De´finition 1.13. Soit p un sommet d’un polye`dre P . On regarde le polygone donne´ par l’intersection de
P avec une petite sphe`re centre´e en p, de telle sorte que p soit le seul sommet de P contenu dans la boule
de´limite´e par la sphe`re.
Le link (ou sphe`re normale) de P en p est l’image de ce polygone par une homothe´tie qui envoie la
petite sphe`re sur la sphe`re unite´.
De´finition 1.14. Un polye`dre convexe de Xn est une intersection (e´ventuellement infinie) non vide de
demi-espaces ferme´s, telle que le link de chaque sommet soit un polye`dre sphe´rique au sens standard, et
telle que chaque face soit un polye`dre de Xn−1 au sens standard.
Un polye`dre est une union connexe de polye`dres convexes.
Formule de Gauss–Bonnet.
The´ore`me 1.15 ([Spi79b, chap. 6 cor. 7]). Soit S une surface riemannienne oriente´e, de courbure
sectionnelle K et d’e´le´ment de volume dA. Soit P un polygone convexe de S (les areˆtes de P sont des
morceaux de ge´ode´siques de S) et θ1, . . . , θn les angles inte´rieurs de P . Alors∫
P
KdA =
n∑
i=1
θi + (2 − n)π. (1.10)
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Corollaire 1.16. Soit P un polygone de X2 comme au-dessus, alors, en notant Aire(P ) l’aire de P :
X2 = R2 :
n∑
i=1
θi = (n− 2)π; (1.11)
X2 = S2 :
n∑
i=1
θi = Aire(P ) + (n− 2)π; (1.12)
X2 = H2 :
n∑
i=1
θi = (n− 2)π −Aire(P ). (1.13)
1.3 Ge´ome´trie de la sphe`re
1.3.1 Me´trique canonique de la sphe`re
On rappelle brie`vement comment on trouve les principales proprie´te´s de la me´trique induite sur la
sphe`re unite´ S2 de R3 (qui sont les meˆmes pour la sphe`re unite´ S3 de R4). Des proprie´te´s analogues seront
alors imme´diates pour les espaces lorentziens que nous conside´rerons dans la suite, car ils seront de´crits
comme des pseudo-sphe`res d’un espace ambiant.
On note de la meˆme manie`re un point x de la sphe`re et le vecteur unitaire de l’espace euclidien qui le
de´finit.
Remarquons d’abord que comme par de´finition ‖x‖2 = 1, alors l’espace tangent a` la sphe`re en x est
l’ensemble des vecteurs orthogonaux au vecteur x (il suffit de prendre un chemin c(t) sur la sphe`re et de
de´river l’expression 〈c(t), c(t)〉 = 1).
Comme S2 est munie de la me´trique induite, ses isome´tries sont simplement les isome´tries de l’espace
euclidien qui pre´servent la sphe`re, soit les isome´tries qui pre´servent le produit scalaire : il s’agit du groupe
orthogonal O(3), et son action est e´videmment transitive. Un e´tude simple montre que le groupe des
isome´tries pre´servant l’orientation provient des isome´tries euclidiennes fixant les droites vectorielles, soit
SO(3) [Sco83]. Le groupe des isome´tries fixant la droite passant par 0 et un point x ∈ S2 est isomorphe
a` SO(2), ainsi S2 est l’espace homoge`ne SO(3)/SO(2) [GHL90, 1.100 ;2.33]. En particulier S2 est de
courbure constante puisque le groupe des isome´tries agit aussi transitivement sur les repe`res orthonorme´s
de l’espace tangent.
Comme un vecteur tangent v a` la sphe`re en x est orthogonal a` x (vu comme vecteur de l’espace
ambiant), l’intersection de la sphe`re avec un plan vectoriel engendre´ par x et v s’e´crit
c : s 7→ (sin s)v + (cos s)x (1.14)
pour s ∈ [0, 2π[, et cette courbe est parame´tre´e par la longueur d’arc. C’est une ge´ode´sique puisqu’il
s’agit d’un ensemble de points fixes pour une isome´trie, en l’occurrence la re´flexion par rapport au plan
engendre´ par x et v.
De plus toutes les ge´ode´siques s’e´crivent de cette fac¸on pour la meˆme raison.
L’application qui a` x associe le vecteur normal unitaire N en x est l’identite´, donc si e1, e2 est une
base orthonorme´e du plan tangent au point (0, 0, 1) alors ∇eiN = ei et ainsi la courbure de Gauss de la
sphe`re est e´gale a` 1, et donc la courbure sectionnelle aussi par la formule de Gauss.
La distance entre deux points x et y est la longueur de la plus petite ge´ode´sique entre x et y, c’est
donc l’angle entre les vecteurs x et y de R3. Il existe ainsi une relation entre le produit scalaire de l’espace
euclidien et la distance sur la sphe`re :
cos d(x, y) = 〈x, y〉. (1.15)
L’angle entre deux segments ge´ode´siques de la sphe`re est e´videment π moins l’angle die`dre entre les
deux plans qui de´finissent les segments.
Lemme 1.17. Si canS2 de´signe la me´trique induite sur la sphe`re unite´, It et IIt la premie`re et deuxie`me
forme fondamentale induite sur la sphe`re de rayon t, alors
It = t
2canS2 , (1.16)
IIt = tcanS2 . (1.17)
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De´monstration. La premie`re e´quation est e´vidente puisque la longueur d’une courbe se trouve multiplie´e
par t. La deuxie`me e´quation vient du fait que la sphe`re de rayon t est ombilique, donc IIt =
1
t
It.
1.3.2 Un mode`le projectif de la sphe`re de dimension 3
On va de´finir une application projective de S3+ (la partie supe´rieure de la sphe`re) dans l’espace eucli-
dien, ce qui ne change rien a` l’e´tude des surfaces convexes, puisque par de´finition elle n’ont pas de points
antipodaux.
Dans tout le texte, les expressions espace projectif et application projective de´signent un espace plat
complet et une application qui envoie les ge´ode´siques sur les droites de cet espace plat.
L’application projective est donne´e par la projection standard sur le plan {x4 = 1} dans R4 :
ϕS : S
3
+ → R3
x 7→ x/x4 (1.18)
(l’hyperplan affine R3 × {1} est identifie´ avec l’espace euclidien).
Le point de coordonne´es (0, 0, 0, 1) est note´ xN (le poˆle nord). Il est envoye´ sur lui-meˆme, et correspond
a` l’origine de l’espace projectif.
On peut aussi utiliser l’application projective qui identifie R3 × {0} avec l’espace euclidien :
x 7→ x− 〈x, xN 〉xN〈x, xN 〉 =
x
x4
− xN (1.19)
dont l’inverse s’e´crit, en identifiant y ∈ R3 et (y, 0) ∈ R4 :
y 7→ y + xN√
1 + ‖y‖2
. (1.20)
Ensembles convexes de S3. L’application projective envoie les ge´ode´siques sur les ge´ode´siques. Ainsi,
on peut de´finir (de manie`re e´quivalente a` la de´finition de´ja` donne´e), un ensemble convexe de S3 comme
l’image re´ciproque par l’application projective d’un ensemble convexe de R3.
De´finition 1.18. Le coˆne d’une surface S de S3, note´ C(S), est la surface de R4 obtenue en reliant
chaque point de S a` l’origine.
Lemme 1.19. Une surface S de S3 est une surface localement (strictement) convexe si et seulement si
C(S) est une hypersurface localement (strictement) convexe de R4.
De´monstration. Cela vient du fait que les ge´ode´siques de S3 sont donne´es par les hyperplans vectoriels
de R4.
Lemme 1.20. Une surface de S3 est strictement localement convexe si et seulement si sa courbure de
Gauss est strictement positive.
De´monstration. Soit S une surface localement strictement convexe de S3. La normale de S est note´e
N , IS est sa premie`re forme fondamentale et IIS sa seconde forme fondamentale. La premie`re forme
fondamentale est note´e IC(S) et IIC(S) est la seconde forme fondamentale du coˆne de S. On remarque que
N (comme vecteur de R4) est aussi la normale de C(S) aux points de S.
En notant ∇S3 la connexion de S3, pour un vecteur tangent X de S, IIS(X,X) s’e´crit IS(∇S3XX,N). Si
∇ est la connexion de R4, alors pour deux vecteurs tangents de S3 U et V , ∇UV −∇S3U V est un vecteur
normal a` S3 —en prenant des extensions de U et V a` R4 (voir par exemple [GHL90, 2.56]).
Donc on obtient IIS(X,X) = IS(∇XX,N), et cette quantite´ est e´gale a` IC(S)(∇XX,N) = IIC(S)(X,X),
puisque pour S et C(S) le produit scalaire est celui de R4.
La solution est alors donne´e par la proposition 1.9 (avec des vecteurs de R4 au lieu de vecteurs de R3,
ce qui ne change absolument rien).
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Sphe`res de S3. On appelle sphe`re de rayon θ de S3 l’ensemble des points a` distance θ de xN . Par la
de´finition meˆme de l’application tangente, un point a` distance θ de xN est envoye´ sur un point a` distance
tan(θ) de l’origine, donc
Lemme 1.21. Une sphe`re de rayon θ dans S3 est envoye´e sur une sphe`re de rayon tan(θ) par l’application
projective.
Lemme 1.22. On note gθ la me´trique induite sur une sphe`re a` distance θ de xN . Alors
gθ = sin
2(θ)canS2 , (1.21)
ou` canS2 la me´trique canonique de la sphe`re ronde.
De´monstration. Une sphe`re a` distance θ de xN est donne´e par l’intersection de la sphe`re avec l’hyperplan
affine d’e´quation {x4 = cos(θ)}. Alors dans l’hyperplan l’e´quation de la surface est
x21 + x
2
2 + x
2
3 = 1− cos2(θ) = sin2(θ), (1.22)
il s’agit d’une sphe`re de rayon sin(θ), donc sa me´trique induite est sin2(θ)canS2 .
Proposition 1.23. Les surfaces intersections de S3 avec des hyperplans affines sont des surfaces ombi-
liques.
De´monstration. Les hyperplans affines sont de´finis par un vecteur normal constant. Comme il existe un
sous-groupe des isome´trie R4 qui fixe S3 et un vecteur (car O(4) fixe la sphe`re et agit transitivement sur
les repe`res orthonorme´s), alors il existe des isome´tries de S3 qui fixent globalement la surface donne´e par
l’hyperplan affine. Comme les isome´tries agissent transitivement sur les repe`res orthonorme´s, et que la
surface est laisse´e invariante par des isome´tries, alors les restrictions de ces isome´tries a` la surface sont
des isome´tries de la surface, qui envoient les directions principales sur les directions principales, et en tout
points, ainsi les courbures principales sont e´gales en tout point, la surface est ombilique.
Ce qui permet de montrer
Lemme 1.24. On fixe un re´el t et on note θ = tan−1(t), Iθ et IIθ les premie`res et secondes formes
fondamentales de la sphe`re de rayon θ dans S3, et It et IIt les premie`res et secondes formes fondamentales
de la sphe`re de rayon t dans R3. Alors on a
Iθ = cos
2(θ)It, IIθ = cos
2(θ)IIt. (1.23)
De´monstration. Si on note canS2 la me´trique canonique de la sphe`re ronde, le lemme pre´ce´dent donne
It = t
2canS2 = tan
2(θ)canS2 et IIt = tcanS2 = tan(θ)canS2 . Le parame´trage de la sphe`re donne que
Iθ = sin
2(θ)canS2 . Donc la courbure sectionnelle de la sphe`re est 1/ sin
2(θ), sa courbure de Gauss est
(tan2(θ))−1, et comme il s’agit d’une surface ombilique alors IIθ = (tan(θ))
−1
Iθ = sin(θ) cos(θ)canS2 .
1.3.3 Dualite´ polaire en dimension 2
Pour ces questions de dualite´, on renvoie a` [Ber77, 18.6,18.7] ou a` [Thu97, 2.4].
Soit P un polygone convexe de la sphe`re S2, de sommets (x1, . . . , xn). On note ei le segment ge´ode´sique
reliant xi et xi+1. On note P
∗ le polygone dual (polaire) de P construit de la manie`re suivante : chaque
areˆte ei est de´finie comme l’intersection de la sphe`re avec un 2-plan vectoriel Ei de l’espace euclidien.
Le dual de ei, note´ e
∗
i est de´fini comme e´tant l’intersection de la sphe`re avec le vecteur normal (en 0) a`
Ei. On prend la normale telle que e
∗
i soit dans le meˆme demi-espace que P , c’est-a`-dire que pour tout k
diffe´rent de i et i+ 1, on a 〈e∗i , xk〉 > 0.
Ainsi les e∗i sont de´finis par le syste`me suivant
〈e∗i , xi〉 = 〈e∗i , xi+1〉 = 0, 〈e∗i , xk〉 > 0, ∀i, k /∈ {i, i+ 1} (1.24)
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(on adopte une notation cyclique, par exemple xn+1 := x1 etc.) ; on remarque qu’il est impossible que
〈e∗i , xk〉 = 0 si k /∈ {i, i+1}, car cela signifierai que xi, xi+1 et xk sont dans le meˆme plan, ce qui contredit
le fait qu’il s’agisse de sommets de P . On peut aussi de´crire e∗i comme e´tant le point a` distance constante
π/2 de ei (le centre du grand cercle contenant ei).
On de´finit alors P ∗ comme le bord de l’enveloppe convexe des e∗i . Par syme´trie des e´quations, on
de´duit imme´diatement que (P ∗)∗ = P , et ainsi l’areˆte x∗i entre e
∗
i et e
∗
i+1 peut eˆtre de´finie comme duale
du sommet xi (x
∗
i est une partie du grand cercle a` distance π/2 de xi).
Ceci indique aussi que P ∗ est un polygone convexe dont les sommets sont exactement les e∗i (i.e. aucun
e∗i n’est contenu dans l’enveloppe convexe des autres sommets) : sinon le dual du dual aurait une areˆte
de moins que le polygone de de´part.
On note l(ei) la longueur de l’areˆte ei : il s’agit de l’angle dans l’espace euclidien entre les vecteurs xi
et xi+1.
On note θ(xi) l’angle inte´rieur du polygone P en xi. Il s’agit de π moins l’angle die`dre entre les 2-plans
de´finissant ei−1 et ei. Et comme l’angle die`dre entre ei−1 et ei donne la longueur de x
∗
i :
l(x∗i ) + θ(xi) = π, (1.25)
et par involution
l(ei) + θ(e
∗
i ) = π. (1.26)
En particulier, par la formule de Gauss–Bonnet on de´duit imme´diatement
Lemme 1.25. La somme des longueurs des areˆtes d’un polygone convexe de S2 est infe´rieure a` 2π.
1.3.4 Dualite´ polaire en dimension 3
En ge´ne´ralisant le cas de la dimension 2, on peut de´finir le dual d’un polye`dre convexe de la sphe`re de
dimension 3 S3 de la fac¸on suivante. Soit P un polye`dre convexe dont on note les faces fi. Celles-ci sont
les intersections de la sphe`re avec des hyperplans vectoriels, et leur normale fournit un point de la sphe`re
note´ f∗i . On demande de plus que f
∗
i soit dans le meˆme demi-espace que P , ce qui donne le syste`me
d’equations suivant, en notant xi, yi et zi trois sommets concourants de fi et si d’autres sommets de P
〈f∗i , xi〉 = 〈f∗i , yi〉 = 〈f∗i , zi〉 = 0, 〈f∗i , si〉 > 0. (1.27)
On note P ∗ le polye`dre convexe obtenu en prenant le bord de l’enveloppe convexe des f∗i . Par sy-
me´trie la dualite´ est involutive, et ainsi aucun des f∗i n’est dans l’enveloppe convexe des autres (sinon il
manquerait un sommet a` P ).
Le dual d’un sommet est alors un face, et si on de´finit le dual d’une areˆte comme le 2-plan comple´-
mentaire du 2-plan qui de´finit l’areˆte, on a
Lemme 1.26. Le dual d’une areˆte est une areˆte du dual.
Plus pre´cisement, si on note e une areˆte de sommets x et y entre deux faces f et g, alors e∗ est une
areˆte de sommets f∗ et g∗ entre les faces x∗ et y∗.
De´monstration. Il suffit de lire les e´quations
〈f∗, x〉 = 〈f∗, y〉 = 0, (1.28)
〈g∗, x〉 = 〈g∗, y〉 = 0, (1.29)
〈e∗, x〉 = 〈e∗, y〉 = 0; (1.30)
qui nous disent que f∗ et g∗ sont dans le 2-plan e∗, lui-meˆme contenu dans les 3-plans x∗ et y∗.
Lemme 1.27. Soit α l’angle en un sommet x d’un polye`dre P sur une face f entre deux areˆtes e1 et e2.
Alors l’angle au sommet f∗ du polye`dre P ∗ sur la face x∗ entre les areˆtes e∗1 et e
∗
2 est (π − α).
De´monstration. L’angle (π − α) est l’angle die`dre entre les 2-plans e1 et e2, donc l’angle die`dre entre les
2-plans e∗1 et e
∗
2 est (π − (π − α)).
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Lemme 1.28. La longueur de l’areˆte entre deux sommets x1 et x2 est e´gal a` π moins l’angle die`dre entre
les faces x∗1 et x
∗
2.
De´monstration. L’angle entre les vecteurs x1 et x2 est par de´finition l’angle die`dre entre les hyperplans
x∗1 et x
∗
2, qui est π moins l’angle die`dre entre les faces x
∗
1 et x
∗
2 du polye`dre sphe´rique.
1.4 Polygones sphe´riques et polye`dres
1.4.1 Coˆnes convexes
La notationM+K (K ∈ {−1, 0, 1}) de´signe l’espace riemannien simplement connexe complet de dimen-
sion 3 de courbure K.
De´finition 1.29. Un coˆne convexe (polye´dral) de sommet x est un polye`dre convexe de M+K ayant au
moins trois areˆtes et pour seul sommet x. En particulier il est stable par toutes les homothe´ties de centre
x et de rapport λ > 0.
Un coˆne convexe ferme´ (ou tronque´) est le bord de l’intersection d’un coˆne convexe avec un demi-
espace de´fini par un plan totalement ge´ode´sique qui est tel que la projection sur ce plan de la partie du
coˆne qui est du meˆme coˆte´ que le sommet est strictement contenue a` l’inte´rieur du polygone (convexe)
forme´ par l’intersection du plan avec le coˆne.
L’angle du coˆne convexe est la somme des angles entre les areˆtes sur les faces du coˆne convexe.
Proposition 1.30. L’angle d’un coˆne convexe de M+K est (strictement) infe´rieur a` 2π (et strictement
positif).
De´monstration. Un polygone sphe´rique convexe est l’intersection de S2 avec un coˆne convexe de R3 de
sommet l’origine. La longueur d’une areˆte est e´gale a` l’angle en l’origine de la face du coˆne convexe qui
de´finit l’areˆte en question. Le re´sultat pour R3 vient alors du lemme 1.25.
Dans le mode`le de la boule de Poincare´ de l’espace hyperbolique, qui est connu pour eˆtre conforme,
si on ferme le coˆne on voit imme´diatement que l’angle entre deux segments eulidiens est plus grand que
l’angle entre les deux ge´ode´siques hyperboliques reliant le meˆme triplet de points, d’ou` le re´sultat.
Soit un coˆne de S3 ayant n faces a` son sommet x, que l’on ferme. D’apre`s le lemme 1.27, l’angle
du coˆne est e´gal a` nπ moins la somme des angles inte´rieurs du polygone x∗. Celle-ci e´tant strictement
supe´rieure a` (n− 2)π par la formule de Gauss–Bonnet, on obtient alors le re´sultat.
La courbure singulie`re au sommet du coˆne est 2π moins l’angle. Ainsi dansM+K , la courbure au sommet
d’un coˆne convexe est strictement positive.
1.4.2 Me´trique duale d’un polye`dre
Soit P une surface polye´drale convexe de M+K et p un sommet de P .
On note l(p) le link de P en p. C’est un polygone sphe´rique convexe, et on note l(p)∗ son dual. Si p′
est un sommet de P adjacent a` p, alors en particulier p et p′ sont les sommets de deux faces de´limite´es
par l’areˆte entre p et p′. Et l’angle die`dre de ces deux faces donne la longueur d’une areˆte de l(p)∗ et
d’une areˆte de l(p′)∗.
On peut donc recoller le long des areˆtes se correspondant de cette fac¸on les links de tous les sommets
de P . Il s’agit d’un recollement de polygones sphe´riques, il est donc munit d’une me´trique sphe´rique en
dehors des sommets, et les voisinages des sommets sont isome´triques a` des voisinages de sommets de
coˆnes de M+1 .
Une telle me´trique est appelle´e la me´trique duale de P ou encore la troisie`me forme fondamentale de
P .
Nous e´tudierons plus en de´tail la me´trique duale des surfaces polye´drales de l’espace hyperbolique.
Chapitre 2
De´formations
2.1 Dans R3
Pour cette partie —volontairement e´le´mentaire comme la partie pre´ce´dente, on renvoie a` [Spi79c,
Bus58, Sab92].
2.1.1 De´formations isome´triques
SoitM une surface munie d’une me´trique δ et f un plongement de M dans R3. Si f est une isome´trie,
f(M) = C est appele´e une re´alisation de M . On note 〈, 〉 la me´trique induite de f(M).
De´finition 2.1. Soit C′ une autre re´alisation de (M, δ). Elles sont dites congruentes s’il existe une
isome´trie euclidienne I : C → C′.
De´finition 2.2. Le plongement f est de´formable discre`tement (warpable) s’il existe un plongement g :
M → R3 tel que f∗〈, 〉 = g∗〈, 〉 et g n’est pas de la forme A ◦ f , avec A une isome´trie euclidienne.
Une surface n’ayant aucun plongement de´formable discre´tement est dite uniquement de´termine´e par
sa me´trique.
De´finition 2.3. Une de´formation d’un plongement f :M → R3 est une application lisse α : [0, 1]×M →
R3 telle que :
(a) Chaque application αt :M → R3 : p 7→ α(t, p) est un plongement ;
(b) αt de´pend diffe´rentiablement de t ;
(c) α0 = f .
Une de´formation isome´trique (bending) du plongement f est une de´formation de f telle que α∗t 〈, 〉 = α∗0〈, 〉
pour tout t ∈ [0, 1].
Une de´formation isome´trique est triviale si chaque αt est de la forme At ◦ f ou` At est une isome´trie
euclidienne.
Le plongement f est un plongement flexible (ou de´formable) (bendable) s’il existe une de´formation
isome´trique de f qui ne soit pas triviale. Sinon la surface est dite (globalement) rigide.
Comme nous nous inte´resserons principalement a` la me´trique induite sur les surfaces, on utilisera le
terme globalement rigide dans un sens plus fort que la de´finition au-dessus, c’est-a`-dire que cette expression
sera e´quivalente a` la de´finition de “uniquement de´termine´e par sa me´trique”.
De´finition 2.4. On de´finit le champ de vecteurs variationnel d’une de´formation α, note´ Z, comme e´tant
le champ de vecteurs le long de f tel que Z(p) soit le vecteur tangent en ze´ro de l’application t 7→ α(t, p),
c’est-a`-dire :
d
dt
αt(p)|t=0 = Z(p) (2.1)
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(“le long de f” signifie que l’on conside`re la restriction d’un champ de vecteurs de R3 a` f(M)) ; Z(p) est
parfois note´ f˙(p).
Le champ de vecteurs variationnel d’une de´formation isome´trique est appele´ une variation isome´trique.
2.1.2 Analogue infinite´simal de la de´formation isome´trique
Un champ de vecteurs de R3 de´fini le long de f est une de´formation infinite´simale de f(M). En
particulier, le champ de vecteurs variationnel d’une de´formation αt est une de´formation infinite´simale
(tous les champs de vecteurs sont suppose´s lisses). On peut toujours trouver un tel αt en posant αt(p) =
f(p) + tZ(p), mais il n’est pas unique (en particulier αt n’est pas force´ment la courbe inte´grale de Z).
De´finition 2.5. Un champ de vecteurs Z le long de f est une de´formation isome´trique infinite´simale
(ou infiniment petite ou inextentionnelle ou flexion pure (line´arise´e)) (infinitesimal bending) s’il satisfait
l’une de deux relations e´quivalentes suivantes :
〈dZ(df(X)), df(X)〉 = 0 ∀X ∈ TmM ; (2.2)
〈dZ(df(Y )), df(X)〉+ 〈dZ(df(X)), df(Y )〉 = 0 ∀X,Y ∈ TmM, (2.3)
ce que l’on note, par un abus d’e´criture classique
〈dZ(X), df(X)〉 = 0. (2.4)
De´finition 2.6. Une de´formation pre´serve la me´trique au premier ordre (ou : la me´trique est inchange´e
au sens line´arise´) si
α∗t 〈, 〉 = f∗〈, 〉+ o(t). (2.5)
Lemme 2.7. Le champ de vecteurs variationnel d’une de´formation qui pre´serve la me´trique au premier
ordre est une de´formation isome´trique infinite´simale.
Re´ciproquement, si le champ de vecteurs variationnel d’une de´formation est une de´formation isome´-
trique infinite´simale, alors la de´formation pre´serve la me´trique au premier ordre.
De´monstration. Si Z est le champ de vecteurs variationnel d’une de´formation α, alors :
αt(p) = f(p) + tZ(p) + o(t). (2.6)
On a alors les e´quivalences suivantes, si X et Y sont des vecteurs tangents a` la surface au point p : “αt
pre´serve la me´trique au premier ordre” est e´quivalent a`
⇔ 〈dαt(X), dαt(Y )〉 = 〈df(X), df(Y )〉+ o(t) (2.7)
⇔ 〈df(X) + tdZ(X) + o(t), df(Y ) + tdZ(Y ) + o(t)〉 = 〈df(X), df(Y )〉+ o(t) (2.8)
⇔ 〈df(X), df(Y )〉+ t〈df(X), dZ(Y )〉+ t〈df(Y ), dZ(X)〉+ t2〈dZ(X), dZ(Y )〉+ o(t) (2.9)
= 〈df(X), df(Y )〉+ o(t) (2.10)
⇔ t〈df(X), dZ(Y )〉+ t〈df(Y ), dZ(X)〉 = 0 (2.11)
⇔ 〈df(X), dZ(Y )〉+ 〈df(Y ), dZ(X)〉 = 0 (2.12)
ce qui est e´quivalent a` “le champ de vecteurs variationnel de α est une de´formation isome´trique infinite´-
simale”.
Cas triviaux. On peut toujours trouver une de´formation isome´trique infinite´simale en conside´rant une
de´formation isome´trique triviale α qui s’e´crit :
α(t, p) = B(t)f(p) + v(t), (2.13)
avec B(t) ∈ O(3), B(0) = I, v(t) ∈ R3, v(0) = 0. Alors
Z = B′(0)f(p) + v′(o), (2.14)
avec B′(t) ∈ o(3), l’alge`bre de Lie de O(3).
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De´finition 2.8. Un champ de vecteurs V de R3 est un champ de Killing (ou de´placement rigide infinite´-
simal) si c’est en chaque point le champ variationnel d’une isome´trie de R3, ou, de manie`re e´quivalente,
si c’est la restriction a` la surface d’un e´le´ment de l’alge`bre de Lie du groupe des isome´tries de l’espace,
c’est-a`-dire s’il est de la forme
Z(p) = Bf(p) + v (2.15)
⇔ Z(p) = a ∧ f(p) + v, (2.16)
ou` a est un vecteur fixe´.
De´finition 2.9. On dit que la de´formation isome´trique infinite´simale Z est triviale si c’est la restriction
a` la surface d’un champ de Killing de l’espace.
Le plongement est infinite´simalement rigide (ou : a` flexion pure inhibe´e) si toutes ses de´formations
isome´triques infinite´simales sont triviales, sinon il est dit infinite´simalement flexible.
On peut trouver le terme rigide utilise´ a` la place d’infinite´simalement rigide, confusion que l’on ne
fera pas ici.
Exemple 2.10. On conside`re un plan dans R3, par exemple le plan (x, y, 0). Soit Z = (Z1, Z2, Z3) une
de´formation isome´trique infinite´simale. On suppose d’abord qu’elle est horizontale. D’apre`s les e´quations
donne´es par la de´finition, on a ddxZ1 =
d
dyZ2 =
d
dyZ1 +
d
dxZ2 = 0, c’est-a`-dire que Z est trivial. Donc les
seules de´formations isome´triques infinite´simales non triviales sont celles normales au plan. Elles modifient
visiblement la longueur, mais pas au premier ordre. Le plan est rigide mais pas infinite´simalement rigide.
2.1.3 Le champ de rotation
Proprie´te´ 2.11. Pour tout point p de M , si Z est une de´formation isome´trique infinite´simale, il existe
un unique vecteur Y (p) de R3 tel que :
dZ(X) = df(X) ∧ Y (p), ∀X ∈ TpM. (2.17)
De´monstration. Soient X1 et X2 deux champs de vecteurs line´airement inde´pendants de M . On a
〈dZ(Xi), df(Xi)〉 = 0 donc il existe un Yi avec dZ(Xi) = df(Xi) ∧ Yi. On a aussi 〈dZ(X1), df(X2)〉 +
〈dZ(X2), df(X1)〉 = 0, ce qui nous donne
〈df(X1) ∧ Y1, df(X2)〉+ 〈df(X2) ∧ Y2, df(X1)〉 = 0 (2.18)
⇔ 〈Y2 − Y1, df(X1) ∧ df(X2)〉 = 0. (2.19)
Donc Y2−Y1 ∈ df(TpM), d’ou` Y2−Y1 = adf(X1)+bdf(X2). On pose Y (p) = Y2−adf(X1) = Y1+bdf(X2)
et alors dZ(Xi) = df(Xi) ∧ Yi = df(Xi) ∧ Y (p).
De´finition 2.12. Le champ de vecteurs Y est appele´ le champ de rotation de la de´formation isome´trique
infinite´simale Z.
Lemme 2.13. Une de´formation isome´trique infinite´simale est triviale si et seulement si son champ de
rotation est constant.
De´monstration. Le sens de gauche a` droite vient de la de´finition de trivial.
Conside´rons que Y est constant, e´gal a` Y0 : dZ(X) = df(X)∧Y0, ∀X ∈ TpM . Soit c une courbe trace´e
sur M , avec c(0) = p0 :
dZ(c(t))
dt
= dZ(c′(t)) = df(c′(t)) ∧ Y0 = df(c(t))
dt
∧ Y0. (2.20)
On inte`gre le long de c :
Z(c(t))− Z(p0) = [f(c(t))− f(p0)] ∧ Y0 (2.21)
Z(c(t)) = f(c(t)) ∧ Y0 + ω0, (2.22)
et ω0 est une constante qui de de´pend pas de c, donc Z est trivial.
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Ce dernier re´sultat permet de montrer le lemme suivant :
Lemme 2.14. Si le champ de vecteurs variationnel d’une de´formation isome´trique est trivial en chaque
t, alors elle est triviale.
De´monstration. Par de´finition on a Zt(p) =
d
dtα(t, p), et comme Zt est trivial en chaque t, on a d’apre`s
le lemme pre´ce´dent : Zt(p) = α(t, p) ∧ Yt + ωt. On calcule alors :
d
dt
‖α(t, p1)− α(t, p2)‖2 = 2〈α(t, p1)− α(t, p2), Zt(p1)− Zt(p2)〉 (2.23)
= 2〈α(t, p1)− α(t, p2), [α(t, p1)− α(t, p2)] ∧ Yt〉 = 0, (2.24)
donc ‖α(t, p1)− α(t, p2)‖2 est une quantite´ constante par rapport a` t : chaque αt diffe`re donc de α0 par
une isome´trie euclidienne, la de´formation αt est triviale.
Lemme 2.15. Soit S une surface qui s’e´crit comme un graphe F (x, y) = (x, y, f(x, y))t au-dessus du
plan horizontal. Une de´formation isome´trique infinite´simale de S dont la composante verticale est nulle
est triviale.
De´monstration. Le champ Z est de la forme (Z1(x, y), Z2(x, y), 0). On utilise le champ de rotation Y de
Z. Comme dZ = dF ∧ Y : (Z1)′x(Z2)′x
0
 =
 10
f ′x
 ∧
Y1Y2
Y3
 =
 −f ′xY2Y3 − f ′xY1
Y2
 (2.25)
on en de´duit que Y2 = 0. De meˆme, de :(Z1)′y(Z2)′y
0
 =
 01
f ′y
 ∧
Y10
Y3
 =
 Y3−Y1f ′y
Y1
 (2.26)
on de´duit que Y1 = 0.
En voyant chaque coordonne´e d’un champ de vecteurs comme une 0-forme, on a
[dZ = df ∧ Y ]⇒ [ddZ = d(df ∧ Y ) = 0]⇒ [df(X1) ∧ dY (X2)− df(X2)) ∧ dY (X1) = 0], (2.27)
et en prenant les vecteurs (X1, X2) ade´quats, on obtient :
F ′x ∧ Y ′y − F ′y ∧ Y ′x =
 01
f ′y
 ∧
 00
(Y3)
′
x
−
 10
f ′x
 ∧
 00
(Y3)
′
y
 =
 (Y3)′x−(Y3)′y
0
 = 0. (2.28)
Donc Y est constant et par le lemme 2.13 Z est trivial.
2.1.4 De´formations de polye`dres
L’histoire des de´formations des polye`dres de R3 (the´ore`me de Cauchy–Legendre, polye`dre flexible de
Connelly, conjecture du souﬄet etc.) a souvent e´te´ expose´e, voir par exemple [Con93, Ghy02, Sch04a].
Une surface polye´drale convexe est de´finie par ses sommets, on peut donc de´finir les de´formations etc.
uniquement a` partir des sommets.
De´finition 2.16. Une de´formation infinite´simale (polye´drale) est la donne´e d’un vecteur de l’espace pour
chaque sommet de la surface polye´drale.
De´finition 2.17. Une de´formation isome´trique infinite´simale (polye´drale) d’une surface polye´drale est
la donne´e de :
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– une triangulation de la surface polye´drale donne´e par une triangulaion des faces, telle qu’aucun
nouveau sommet n’apparaisse (les areˆtes de la triangulation ne se coupent pas),
– la restriction d’un champ de Killing a` chaque face de la triangulation, de telle sorte que deux champs
se correspondent sur les areˆtes communes.
Les areˆtes de la triangulation qui n’e´taient pas des areˆtes de la surface polye´drale sont appele´es areˆtes
additionnelles.
Cette de´finition est un cas particulier d’une “de´formation isome´trique infinite´simale” telle qu’on l’avait
de´finie dans le cas lisse : si la longueur d’un courbe est pre´serve´e au premier ordre sur chaque face qui
contient un morceau de la courbe, la longueur totale de la courbe est conserve´e au premier ordre. Ici
on demande en plus que la restriction de la de´formation a` chaque face soit triviale, puisqu’on voudra
de´former des surfaces polye´drales “parmi” les surfaces polye´drales, ce qui implique que les faces ne soient
pas “de´forme´es”.
Et une de´formation isome´trique infinite´simale est triviale si c’est la restriction a` la surface polye´drale
d’un champ de Killing global.
Lemme 2.18. Une de´formation isome´trique infinite´simale Z est une de´formation infinite´simale telle que
pour les sommets v et v′ d’une meˆme face, on ait
〈v − v′, Z(v)− Z(v′)〉 = 0. (2.29)
De´monstration. Par ce qui pre´ce`de, Z est le champ variationnel d’une de´formation qui pre´serve la me´-
trique au premier ordre, et qu’il suffit de de´finir aux sommets αt := v+ tZ(v)+o(t). Il suffit alors d’e´crire
que les distances extrinse`ques sont pre´serve´es au premier ordre, c’est-a`-dire :
‖ αt(v)− αt(v′) ‖2=‖ v − v′ ‖2 au premier ordre (2.30)
⇔ d
dt
‖ αt(v)− αt(v′) ‖2 |t=0 =‖ v − v′ ‖2 (2.31)
⇔ d
dt
‖ v + tZ(v)− v′ − tZ(v′) ‖2 |t=0 =‖ v − v′ ‖2 (2.32)
⇔ 〈v − v′, Z(v)− Z(v′)〉 = 0. (2.33)
2.1.5 Rigidite´ infinite´simale des coiffes convexes polye´drales qui peuvent
avoir un nombre infini de sommets s’accumulant sur le bord
Une coiffe convexe polye´drale est une surface polye´drale convexe C, avec un bord ∂C, dans l’espace
euclidien, home´omorphe au disque (ferme´), telle que ∂C est dans un plan, et telle que la projection
orthogonale sur le plan est une bijection entre C et le domaine du plan qui est a` l’inte´rieur de ∂C
(modulo une isome´trie globale, on suppose que ∂C est dans le plan horizontal).
On montre dans cette partie :
Proposition 2.19. Si la composante verticale d’une de´formation isome´trique infinite´simale d’une coiffe
convexe polye´drale s’annule au bord, alors la de´formation est triviale.
On remarque que notre de´finition permet des coiffes convexes polye´drales ayant une infinite´ de sommets
qui s’accumulent sur le bord, ainsi que des de´formations infinite´simales qui peuvent diverger au bord.
La preuve n’est pas tre`s e´loigne´e des re´sultats standards analogues [Pog73].
Comme C est convexe, le link d’un sommet est un polygone convexe sphe´rique (dont certains angles
inte´rieurs sont peut-eˆtre e´gaux a` π, a` cause des areˆtes additionnelles de C).
On note u la composante verticale d’une de´formation isome´trique infinite´simale de C. La de´finition de
de´formation isome´trique infinite´simale implique qu’il s’agit d’un champ de vecteurs continu sur l’inte´rieur
de C. En particulier, u est continue sur l’inte´rieur de la coiffe convexe.
Modulo une isome´trie euclidienne, on conside`re qu’en un sommet p, u(p) = 0. Donc, si la valeur de
u est positive (resp. ne´gative) pour un point qui est sur une areˆte concourante a` p, cela signifie que la
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p− p−
zi
zi+1
zi−1
ri+1
βi βi+1
ri−1
ri
αi
li−1 li
Fig. 2.1 – Quelques notations pour le link en p.
composante verticale de la de´formation en ce point est plus grande (resp. plus petite) qu’en p. Cela ne
de´pend pas du choix du point sur l’areˆte. En particulier, c’est le cas pour le point qui est envoye´ par une
homothe´tie sur un sommet du link.
Dans ce cas, on dit que le sommet du link monte (resp. descend).
Proposition 2.20. Le link ne peut pas monter ou descendre, i.e. tous les sommets du link ne peuvent
pas monter ou descendre en meˆme temps.
On construit un coˆne convexe polye´dral sphe´rique a` partir du link en joignant tous les sommets du
link au poˆle sud - que l’on note p− - de la sphe`re qui contient le link. On note (z1, . . . , zn) les sommets
du link, βi les angles en p− entre les segments (sphe´riques) p−zi et p−zi+1, αi l’angle en p− entre les
segments (sphe´riques) p−zi et p−zi+2 et ri la longueur du segment (sphe´rique) entre p− et zi (voir la
figure 2.1).
Sans perte de ge´ne´ralite´, on conside`re que tous les sommets du link montent. Par de´finition, la de´-
formation isome´trique infinite´simale est isome´trique sur les faces de la coiffe convexe polye´drale, ce qui
implique que les longueurs (l1, . . . , ln) des areˆtes du link ne changent pas pendant la de´formation : chaque
βi est une fonction de ri−1 and ri.
On rappelle la fameuse “loi des cosinus sphe´rique”. Soit a, b, c les longueurs des areˆtes d’un triangle
sphe´rique, et α l’angle au sommet qui est du coˆte´ oppose´ a` l’areˆte de longueur a. Alors
cos a = cos b cos c+ sin b sin c cosα.
Lemme 2.21 (Corollaire du lemme de Cauchy, [Ber77, 18.7.16],[Sab04]). Si un quadrilate`re (convexe) de
la sphe`re est de´forme´ de telle sorte que les longueurs des areˆtes restent constantes pendant la de´formation
et telle que deux angles oppose´s augmentent, alors les deux autres angles de´croissent (un angle peut eˆtre
e´gal a` π).
Lemme 2.22. Si ri−1 et ri+1 sont fixe´s, alors
∂βi
∂ri
(ri−1, ri) +
∂βi+1
∂ri
(ri, ri+1) < 0.
De´monstration. On appelle θ l’angle en zi−1 du triangle (p−, zi, zi−1). La “loi des cosinus sphe´rique”
applique´e a` ce triangle dit que
cos ri = cos li−1 cos ri−1 + sin li−1 sin ri−1 cos θ.
Comme li−1 et ri−1 sont suppose´s eˆtre fixe´s, et comme les sinus sont positifs, on de´duit de cette
formule que θ est une fonction strictement croissante de ri.
De la meˆme fac¸on, l’angle en zi+1 du triangle (p−, zi+1, zi) est une fonction strictement croissante de
ri.
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Dans ce cas, le corollaire du lemme de Cauchy dit que les angles en p− et zi du quadrilate`re
(p−, zi+1, zi, zi−1) de´croissent. Le premier de ces angles avait e´te´ appele´ αi, et c’est la somme de βi
et βi+1. Cela montre que cette somme de´croit (strictement) si ri (et seulement ri) augmente, ce qui est
e´quivalent a` l’e´nonce´ du lemme.
Preuve de la proposition 2.20. On conside`re (r˙1, . . . , r˙n), ou` r˙i est
d
dtri(t)|t=0, c’est-a`-dire une de´fomation
(de´finie sur chaque sommet) du link telle que les sommets montent, i.e. r˙i > 0 ∀i. Comme la somme des
angles βj fait le tour de p on a
n∑
j=1
βj = 2π
et ceci reste vrai pendant la de´formation :
n∑
j=1
β˙j = 0. (2.34)
Mais d’un autre coˆte´
β˙j =
∂βj
∂rj−1
r˙j−1 +
∂βj
∂rj
r˙j ,
et on obtient une contradiction avec le lemme 2.22, en remplac¸ant dans l’e´quation (2.34) (en prenant une
notation cyclique βn+1 = β1) :
0 =
n∑
j=1
(
∂βj
∂rj−1
r˙j−1 +
∂βj
∂rj
r˙j
)
=
n∑
k=1
∂βk
∂rk−1
r˙k−1 +
n∑
i=1
∂βi
∂ri
r˙i
i=k−1
=
n−1∑
i=−1
∂βi+1
∂ri
r˙i +
n∑
i=1
∂βi
∂ri
r˙i =
n∑
i=1
∂βi∂ri + ∂βi+1∂ri︸ ︷︷ ︸
<0
 r˙i︸︷︷︸
>0
.
Corollaire 2.23. La fonction u n’atteind pas d’extre´mum local dans l’inte´rieur de la coiffe convexe.
De´monstration. Supposons qu’un extre´mum local est atteind en un sommet p (comme la de´formation
est isome´trique, un extre´mum local ne peut pas eˆtre atteint en un point qui est sur une face ou sur une
areˆte). Cela signifie que les valeurs de u aux points qui sont sur les areˆtes qui partent de p sont toutes
plus grandes (ou plus petites) que u(p). Cela implique que le link en p monte (ou descend), ce qui est
impossible d’apre`s la proposition pre´ce´dente.
Si on fait l’hypothe`se que u s’annule au bord, ce corollaire implique que u s’annule pour tous les
sommets de la coiffe convexe, et ceci montre la trivialite´ de la de´fomation isome´trique infinite´simale
associe´e a` u. En effet, si la composante verticale d’une de´formation isome´trique infinite´simale de l’espace
euclidien s’annule, alors la de´formation est triviale (lemme 2.15 page 28). La proposition 2.19 est alors
prouve´e.
Remarque 2.24. Ce dernier argument fait appel a` la notion de champ variationnel, qui est de´fini a`
l’aide de la diffe´rentielle du plongement, chose que l’on ne peut pas faire avec un plongement polye´dral,
a` cause des areˆtes et des sommets. Il suffit de remarquer que l’inte´rieur d’une face est lisse, et donc
une de´formation isome´trique infinite´simale polye´drale peut eˆtre vue comme un ensemble de de´formations
isome´triques infinite´simales restreintes chacune a` l’inte´rieur d’une face. En effet, si on connait la de´-
formation sur l’inte´rieur d’une face, on la connait force´ment sur les areˆtes et le bord. Ainsi le champ
rotationnel est bien defini sur chaque face.
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2.2 Ge´ne´ralisation
Les de´finitions pre´ce´dentes ont e´te´ donne´es pour R3, mais elles se ge´ne´ralisent sans proble`me pour
une hypersurface plonge´e dans une varie´te´ riemannienne de dimension quelconque f : S → (M, g). On
note h la me´trique induite sur f(S). On se restreindra au cas ou` M est un espace a` courbure constante.
De´finition 2.25. Un champ de vecteurs Z le long de f(S) est une de´formation isome´trique infinite´simale
s’il satisfait la relation :
h(∇XZ, Y ) + h(∇Y Z,X) = 0, ∀X,Y ∈ TmS (2.35)
ou` ∇ est la connexion de Levi-Civita` associe´e a` la me´trique h.
On constate que la restriction de cette de´finition au cas de R3 euclidien correspond bien a` la de´finition
qu’on avait donne´ page 26, puisqu’alors la connexion est la de´rive´e directionnelle. Les de´finitions des
sous-sections 2.1.1 et 2.1.2 (jusqu’aux cas triviaux) se ge´ne´ralisent sans proble`me.
La preuve de la proposition suivante est exactement la meˆme que dans le cas de R3.
Proposition 2.26. Un champ de vecteur Z est une de´formation isome´trique infinite´simale si et seulement
si Z est le champ variationnel d’une de´formation de f qui pre´serve la me´trique au premier ordre.
Champs de Killing. Soit Z un champ de vecteurs sur une varie´te´ riemannienne (M, g).
De´finition 2.27. La de´rive´e de Lie de la me´trique g suivant le champ de vecteurs Z est :
(LZg)(X,Y ) := g(∇XZ, Y ) + g(∇Y Z,X) (2.36)
= Z.g(X,Y ) + g([Z,X ], Y ) + g([Z, Y ], X). (2.37)
Cette de´finition provient d’une de´finition plus ge´ne´rale de la de´rive´e de Lie, voir par exemple [GHL90,
1F4] ; LZg est une forme biline´aire et on dit que l’on de´forme g suivant Z.
De´finition 2.28 (A). Un champ de Killing sur (M,g) est un champ de vecteur Z tel que LZg = 0.
Un autre de´finition possible est de conside´rer un groupe G agissant par multiplication a` gauche sur
la varie´te´ M . On note cette action, pour un point m de M fixe´ Rp : G→M : p 7→ pm.
La diffe´rentielle en le neutre de cette application est une application line´aire qui a` chaque vecteur Z
de l’alge`bre de Lie de G fait correspondre un vecteur tangent de M en m, que l’on note Z(m) :
(dRp)p=e : TeG→ TmM
Z 7→ Z(m). (2.38)
Si on a un chemin pt d’e´le´ments de G dont le vecteur tangent en l’origine est Z, alors Z(m) =
d
dt (ptm)|t=0.
Pour un autre point m′, on a Z(m′) = ddt(ptm
′)|t=0. On appelle Z le champ de vecteurs fondamental
(gauche) associe´ a` Z.
De´finition 2.29 (B). Dans le cas ou` G est un groupe agissant par isome´tries sur la varie´te´ riemannienne
M , le champ fondamental est appelle´ champ de Killing.
Proposition 2.30. Les de´finitions A et B sont e´quivalentes a` : un champ de vecteur Z sur une varie´te´
riemannienne est un champ de Killing si et seulement si le groupe local a` 1-parame`tre engendre´ par Z est
constitue´ d’isome´tries locales.
De´monstration. L’e´quivalence est e´vidente pour la de´finition B, il faut prendre θt = pt, ou` θt est le groupe
a` un parame`tre associe´ a` Z.
Comme dans le cas de R3, LZg = 0 est e´quivalent a` dire que le flot de Z pre´serve la me´trique au
premier ordre, ce qui s’e´crit
d
dt
(θ∗t gθt(x))|t=0 = 0. (2.39)
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Donc θ∗t g est constante pre`s de 0, et comme θ
∗
0 = g, alors θ
∗
t g = g pre`s de 0. Cette e´galite´ est vraie en
tout point de la varie´te´, par exemple en y = θt(x) :
d
dt
(θ∗t gθt(x))|t=t1 = 0, (2.40)
ainsi θ∗t1g = g, d’ou` θ
∗
t g = g pout tout t : les θt sont des isome´tries locales. Ce calcul est une ge´ne´ralisation
de celui effectue´ au lemme 2.14, page 28.
La re´ciproque est imme´diate.
Proprie´te´ 2.31. – Tout champ de Killing Z sur M est un champ de Jacobi le long de n’importe quelle
ge´ode´sique de M.
– Le crochet de Lie de deux champs de Killing est aussi un champ de Killing.
De´monstration. – Comme Z est un champ de Killing, il engendre un groupe local a` 1-parame`tre
d’isome´tries, qui envoient les ge´ode´siques sur les ge´ode´siques, il engendre donc une variation de
ge´ode´siques, c’est un champ de Jacobi.
– L[Z,Z′] = LZ ◦ LZ′ − LZ′ ◦ LZ = 0 [GHL90, 1.112].
Un champ de Killing est donc une “approximation d’une isome´trie au premier ordre”, c’est pour
cela qu’on l’appelle aussi parfois isome´trie infinite´simale. Les champs de Killing sont en particulier des
de´formations isome´triques infinite´simales de toute la varie´te´ (la proposition 2.30 montre qu’une telle
de´formation de´finie sur toute la varie´te´ est force´ment triviale) mais pour e´viter les confusions, ils ne
seront jamais appele´s comme c¸a.
Soit f un plongement d’une hypersurface S dans une varie´te´ riemannienne (M, g). On note h la
me´trique induite sur f(S) et Z un champ de vecteurs sur S. On a vu que :
Z est une de´f. infinite´simale isom. de (f(S), h)⇔ (LZh)(X,Y ) = 0, ∀X,Y ∈ TsS,
Z est un champ de Killing de (M, g)⇔ (LZg)(X,Y ) = 0 ∀X,Y ∈ TmM.
Si la de´formation infinite´simale isome´trique Z de f(S) est la restriction a` f(S) d’un champ de Killing de
M , alors on dit qu’elle est triviale. Cette terminologie, restreinte au cas ou` M = R3, est e´quivalente a`
celle que l’on avait donne´.
Chapitre 3
Ge´ome´tries hyperbolique et
lorentzienne
3.1 Ge´ne´ralite´s
Pour l’essentiel de ce chapitre, on renvoie a` [O’N83, GHL90, BEE96, Rat94].
De´finitions Une me´trique riemannienne sur une varie´te´ est la donne´e d’une forme biline´aire syme´trique
de´finie positive (i.e. un produit scalaire) sur le tangent de la varie´te´ en chaque point. On ge´ne´ralise cette
notion :
De´finition 3.1. Une me´trique pseudo-riemannienne (pseudo-riemannian ou semi-riemannian) sur une
varie´te´ est la donne´e en chaque point d’une forme biline´aire syme´trique non de´ge´ne´re´e sur l’espace tan-
gent. Si la signature de la forme est (n− 1, 1) ((+,−)), la me´trique sera dite lorentzienne.
Une me´trique riemannienne est une me´trique pseudo-riemannienne de signature (n, 0).
Les principaux outils de la ge´ome´trie riemannienne existent de manie`re analogue en ge´ome´trie pseudo-
riemannienne. En effet, la plupart des de´finitions ne font pas intervenir la signature de la me´trique, en
particulier celle de la connexion de Levi–Civita`, voir [Bes87]. On en de´duit les de´finitions de courbure
sectionnelle, ge´ode´siques, champs de Jacobi, application exponentielle, deuxie`me forme fondamentale et
courbure de Gauss pour les hypersurfaces etc.
Par contre les proprie´te´s ne sont plus force´ment les meˆmes, par exemple une ge´ode´sique n’est pas
force´ment minimisante pour la distance, elle peut meˆme eˆtre maximisante (d’ailleurs les me´triques lo-
rentziennes n’induisent pas de “distance” au sens habituel). Ne´anmoins, localement la donne´e d’un point
et d’un vecteur tangent donne une unique ge´ode´sique (il s’agit d’un re´sultat d’e´quation diffe´rentielle qui
ne fait pas intervenir la signature).
La partie sur les champs de Killing est la meˆme en lorentzien ou en riemannien.
La notation Rq+pp de´signe l’espace R
q+p muni d’une forme quadratique
qq,p(x) := x
2
1 + . . .+ x
2
q − x2q+1 − . . .− x2q+p (3.1)
de signature (q, p), qui provient de la forme biline´aire
〈y, z〉q,p :=
q∑
j=1
yjzj −
p∑
i=q+1
yizi. (3.2)
L’espace Rq+pp est parfois aussi note´ R
q,p. Pour cette me´trique, la connexion de Levi–Civita` est la
connexion canonique de Rn, et la courbure sectionnelle est nulle (comme dans le cas riemannien, les
symboles de Christoffel sont tous nuls).
L’espace Rn1 est l’espace de Minkowski de dimension n.
Par de´finition, l’espace tangent d’une varie´te´ lorentzienne est isome´trique a` l’espace de Minkowski.
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De´finition 3.2. Soit u un vecteur et F un sous-espace vectoriel de Rq,p de dimension a moins 2.
– u est de type espace si q(u)>0.
– u est de type temps si q(u)<0.
– u est de type lumie`re si q(u)=0.
– F est de type espace si q|F est de´finie positive.
– F est de type temps si q|F est inde´finie et non-de´ge´ne´re´e.
– F est de type lumie`re si q|F est de´ge´ne´re´e.
EspaceEspace
Temps
TempsLu
mi
ere
Lum
iere
Ces de´finitons sont e´videmment aussi valables pour des vecteurs d’un espaces tangent, et on peut les
e´tendre a` des objets qui ne sont pas vectoriels. Par exemple dans le cas type espace :
De´finition 3.3.
– Une sous-varie´te´ N ⊂M est de type espace si TxN est de type espace ∀x ∈ N ;
– Une courbe c(t) est de type espace si c′(t) est de type espace.
Formule de Gauss lorentzienne. On note M une varie´te´ lorentzienne, KM sa courbure sectionnelle,
N une hypersurface de courbure de Gauss KG et de courbure sectionnelle KS , le tout en un point x. Si
la normale en x est de type temps, alors [O’N83, 4.20]
KS = KM −KG, (3.3)
et si la normale en x est de type espace, alors
KS = KM +KG. (3.4)
3.2 Pseudo-sphe`res de l’espace de Minkowski
On note
Snp := {x ∈ Rn+1p \ {0}, q(x) = 1}, (3.5)
Hnp := {x ∈ Rn+1p+1 \ {0}, q(x) = −1}, (3.6)
qui sont des quadriques de Rn+1. Ce sont des pseudo-sphe`res de dimension n de rayon respectivement 1
et i. L’ensemble {x ∈ Rnp , q(x) = 0} est l’espace isotrope (ou coˆne de lumie`re) de Rnp .
La plupart des proprie´te´s de base de ces hypersurfaces se de´duisent de la meˆme fac¸on que celles de la
sphe`re dans l’espace euclidien (dont on redonne en fait les proprie´te´s ici puisqu’il s’agit de Sn0 ).
On identifie toujours un point x de Hnp ou S
n
p avec le vecteur correspondant dans l’espace ambiant.
L’espace tangent en x est donc l’orthogonal x⊥. Comme Snp est forme´ de vecteurs de type espace, alors
la me´trique induite sur son espace tangent est de signature (n− p, p) (on perd une direction positive) et
comme Hnp est forme´ de vecteurs de type temps, alors la me´trique induite sur son espace tangent est de
signature (n− p, p) (on perd une direction ne´gative). Ainsi dans la notation Snp et Hnp l’indice p de´signe
le nombre de directions ne´gatives de la me´trique induite.
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3.3 Isome´tries, ge´ode´siques, courbures
Isome´tries de Rnp . Le groupe des isome´tries de R
n
p est O(n − p, p)⋉ Rn, ou` O(n − p, p) est le groupe
des e´le´ments de GL(n,R) qui pre´servent la forme quadratique de signature (n−p, p), soit le groupe semi-
orthogonal : {A|qn−p,pA = qn−p,p} = {A|AJ tA = J, J = diag(+1, . . . ,+1,−1, . . . ,−1)} (il suffit d’e´crire
qn−p,p(x, y) = qn,0(Jx, y)). En particulier, toute matrice semi-orthogonale est de de´terminant e´gal a` +1
ou −1.
Isome´tries des pseudo-sphe`res. Les isome´tries des pseudo-sphe`res de l’espace de Minkowski sont les
restrictions des isome´tries de l’espace ambiant qui fixent les pseudo-sphe`res, donc celles qui pre´servent la
forme biline´aire : ce sont les O(n+1−p, p) pour les quadriques Snp , et les O(n+1−p, p+1) pour les Hnp .
Son action sur les quadriques est transitive pour les points mais aussi pour les repe`res orthonorme´s de
l’espace tangent (puisque les points de la quadrique sont des vecteurs de l’espace ambiant, orthogonaux
aux espaces tangents). Ce sont donc des espaces homoge`nes de courbure constante.
Le groupe d’isotropie d’un point d’une quadrique est un sous-groupe de O(q, p) qui pre´serve le vecteur
correspondant au point. Ainsi il est isome´trique a` O(q, p− 1) si le vecteur en question est de type temps,
et a` O(q − 1, p) si il est de type espace. Pour les quadriques de type Snp et Hnp , ces groupes d’isotropie
sont respectivement O(n− p, p) et O(n+ 1− p, p).
Ge´ode´siques. Les groupes d’isome´tries contiennent les re´flexions par rapport aux plans vectoriels. Par
de´finition, les pseudo-sphe`res sont invariantes par les re´flexions donne´es par les plans vectoriels de´finis
en prenant n coordonne´es nulles (cela inverse juste le signe de ces coordonne´es). Et il est facile de voir
qu’il existe toujours un hyperplan de ce type tel que l’intersection avec la sphe`re soit non-vide. Il s’agit
donc d’une ge´ode´sique, et il en est alors de meˆme pour les intersections de Snp et H
n
p avec n’importe quel
plans vectoriels (quand elles sont non-vides), et ce sont les seules (pour n’importe quel vecteur tangent v
prendre le plan passant pas v et 0). Les sous-varie´te´s totalement ge´ode´siques sont donc les intersections
des pseudo-sphe`res avec des hyperplans vectoriels.
Courbures. Comme la normale unitaire en chaque point est le point lui-meˆme (comme vecteur de
l’espace ambiant) et que la connexion de l’espace de Minkowski est la meˆme que celle de l’espace euclidien,
alors Snp et H
n
p sont de courbure de Gauss e´gale a` 1. D’apre`s la formule de Gauss (e´quations 3.3 et 3.4),
Snp est de courbure sectionnelle 1 et H
n
p est de courbure sectionnelle −1.
Lemme 3.4. L’espace Snp est diffe´omorphe a` S
n−p × Rp et l’espace Hnp est diffe´omorphe a` Sp × Rn−p.
De´monstration. L’image de l’application de Sn−p × Rp dans Rn+1−p × Rpp = Rn+1p
φS(x, y) 7→ ((1 + ‖y‖2)1/2x, y) (3.7)
(la norme est la norme euclidienne) est Snp , et cette application est un diffe´omorphisme avec
φ−1S (x, y) 7→ ((1 + ‖y‖2)−1/2x, y). (3.8)
Meˆme chose pour Hnp en prenant la meˆme application, mais cette fois-ci a` valeur dans R
n−p×Rp+1p+1 =
Rn+1p+1 .
Espaces mode`les. On appelle l’espace lorentzien simplement connexe S31 l’espace de Sitter et on le
note dS3. Il est home´omorphe a` R× S2 et s’e´crit comme espace homoge´ne sous la forme O(3, 1)/O(2, 1).
Par contre son deuxie`me groupe fondamental n’est pas trivial, ce qui signifie entre autre qu’une sphe`re
plonge´e dans l’espace de Sitter ne borde pas force´ment un ensemble compact.
On utilisera aussi la surface lorentzienne S21 nomme´e plan de Sitter et note´e dS
2. Il est home´omorphe
a` R× S1 et s’e´crit comme espace homoge´ne sous la forme O(2, 1)/O(1, 1).
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On appelle l’espace lorentzien H31 l’espace anti-de Sitter , et on le note AdS
3. Il est home´omorphe
a` R2 × S1 (il n’est donc pas simplement connexe) et s’e´crit comme espace homoge´ne sous la forme
O(2, 2)/O(2, 1).
On reconnaˆıt une composante connexe de Hn0 comme l’espace hyperbolique H
n. Dans la suite on
utilisera souvent la terminologie plan hyperbolique pour H2 et espace hyperbolique pour H3.
On notera M−K pour de´signer celui de ces trois espace lorentzien qui est de courbure K. On rappelle
que l’on note M+K l’espace riemannien simplement connexe de courbure K.
Orientation et orientation temps. Un e´le´ment de O(n− 1, 1) s’e´crit comme une matrice
(
ae b
c at
)
ou` at est une matrice 1 × 1 (la partie temps) et ae est une matrice (n− 1)× (n − 1) (la partie espace).
Le groupe O(n − 1, 1) est un groupe de Lie non-compact et a quatre composantes connexes (O(n) est
compact et a 2 composantes connexes) que l’on de´crit de la fac¸on suivante : on dit qu’un e´le´ment de
O(n − 1, 1) pre´serve (resp. renverse) l’orientation temps si det at > 0 (resp. < 0) et qu’il pre´serve (resp
renverse) l’orientation espace si det as > 0 (resp. < 0). On note O
++(n − 1, 1) (resp. O+−(n − 1, 1),
O−+(n− 1, 1), O−−(n− 1, 1)) l’ensemble des e´le´ments qui pre´servent l’orientation temps et espace (resp.
pre´servent l’orientation temps et renversent l’orientation espace, etc.).
La terminologie vient du fait que, dans un espace lorentzien, une isome´trie peut pre´server l’orientation
(ce qui est indique´, pour l’espace de Minkowski, par le signe du de´terminant de la matrice associe´e), mais
ceci ne dit rien quand au fait de savoir si l’isome´trie pre´serve ou renverse la direction temps.
On note SO(n − 1, 1) (groupe spe´cial orthogonal) le sous-groupe des e´le´ments de O(n − 1, 1) de
de´terminant e´gal a` 1, i.e. SO(n − 1, 1) = O++ ∪ O−− ; il est compose´ de la composante connexe de
l’identite´ et de celle de diag(1, . . . , 1,−1). C’est le groupe des isome´tries pre´servant l’orientation de l’espace
de Minkowski.
Groupe de Lorentz. On note O+(n − 1, 1) le sous-groupe des e´le´ments de O(n − 1, 1) ayant leur
premie`re coordonne´e (at) positive, i.e. O
+(n− 1, 1) = O++(n− 1, 1)∪O+−(n− 1, 1) et SO+(n− 1, 1) =
O+(n− 1, 1)∩ SO(n− 1, 1) = O++(n− 1, 1) (appele´ groupe de Lorentz pour n = 3). On note parfois PG
pour une notation du type G+. Cette notation signifie que l’on quotiente le groupe G par son centre.
Le groupe O+(n− 1, 1) pre´serve la nappe supe´rieure de l’hyperbolo¨ıde hyperbolique (changer l’orien-
tation temps revient a` changer de nappe). C’est le groupe d’isome´trie de l’espace hyperbolique, et le
stabilisateur d’un point est isomorphe a` SO(n). Le groupe SO+(n − 1, 1) est le sous-groupe du groupe
des isome´tries constitue´ de celles qui fixent l’orientation.
Il y a une autre fac¸on de voir le groupe des isome´tries de l’espace hyperbolique, si on regarde le mode`le
du demi-espace (ou de la boule de Poincare´). Elles sont alors constitue´es de l’extension au demi-espace
des transformations de Mo¨bius de l’hyperplan a` l’infini (ou, de l’extension a` la boule des transformations
de Mo¨bius de la sphe`re). On peut donc montrer que le groupe des isome´tries de Hn est isomorphe a`
GM(Rˆn−1), le groupe de Mo¨bius ge´ne´ralise´, qui est le groupe des inversions par rapport a` des hyperplans
et des sphe`res dans Rˆn := Rn ∪ ∞. Le groupe des isome´tries pre´servant l’orientation est M(Rˆn−1),
le groupe de Mo¨bius (le sous- groupe du groupe de Mo¨bius ge´ne´ralise´ forme´ des transformations qui
pre´servent l’orientation).
On note SL(2,C) = {A ∈ GL(n,C)| detA = 1} le groupe line´aire spe´cial complexe, que l’on voit
comme le groupe des automorphismes complexes : {z 7→ az + b
cz + d
, ad − cd = 1, z ∈ C} et SL(2,R) =
{A ∈ GL(n,R)| detA = 1} le groupe line´aire spe´cial re´el que l’on voit comme le automorphismes re´els :
{x 7→ ax+ b
cx+ d
, ad− cd = 1, z ∈ R}. On peut alors montrer que PSL(2,C) := SL(2,C)/± Id est isomorphe
a` M(Rˆ2) et PSL(2,R) := SL(2,R)/± Id est isomorphe a` M(Rˆ), qui sont respectivement Isom+(H3) et
Isom+(H2). Leurs alge`bres de Lie sont respectivement sl(2,C) = {A ∈ GL(n,C)|TrA = 0} et sl(2,R) =
{A ∈ GL(n,R)|TrA = 0}.
Ainsi le groupe de Lorentz SO+(2, 1) est isomorphe a` PSL(2,R).
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Distance et longueurs. La distance (lorentzienne) entre deux points d’un espaceM−K est la “longueur”
de la ge´ode´sique reliant ces deux points.
Comme le carre´ de la norme d’un vecteur peut-eˆtre ne´gative, les “longueurs”peuvent eˆtre imaginaires
pures.
Mais dans la suite, pour la distance entre deux points sur une ge´ode´sique de type temps, nous appel-
lerons distance et longueur le module de la distance de´crite au-dessus (ou bien, de fac¸on e´quivalente, le
parame`tre de la ge´ode´sique entre les deux points, si elle est parame´tre´e a` vitesse unitaire).
3.4 Surfaces ombiliques
Proposition 3.5. Les hypersurfaces intersections de Snp ou H
n
p avec des hyperplans affines sont des
hypersurfaces ombiliques.
De´monstration. Les hyperplans affines sont de´finis par un vecteur normal constant. Comme il existe un
sous-groupe des isome´tries de l’espace de Minkowski ambiant qui fixe la pseudo-sphe`re et un vecteur
(car O(q, p) fixe les pseudo-sphe`res et agit transitivement sur les repe`res orthonorme´s), alors il existe
des isome´tries de Snp (resp. H
n
p ) qui fixent globalement l’hypersurface donne´e par l’hyperplan affine.
Comme les isome´tries agissent transitivement sur les repe`res orthonorme´s, et que l’hypersurface est laisse´e
invariante par des isome´tries, alors la restriction de ces isome´tries a` l’hypersurface sont des isome´tries de
l’hypersurface, qui envoient les directions principales sur les directions principales, et ceci en tout point,
ainsi les courbures principales sont e´gales en tout point, l’hypersurface est ombilique.
Corollaire 3.6. Soit P un plan totalement ge´ode´sique de H3 ou de M−K , et x0 n’appartenant pas a` P . Il
existe une unique surface ombilique contenant x0 a` distance constante de P .
De meˆme, si x est un point de H3 ou de M−K , et x0 diffe´rent de x, alors il existe une unique surface
ombilique contenant x0 a` distance constante de x.
De´monstration. La surface ombilique est donne´e par le plan affine paralle`le au plan vectoriel qui de´finit P
et qui contient le point x0 dans le premier cas. Dans le second, elle est donne´e par le plan affine orthogonal
a` la droite reliant l’origine au point x0 pour K ∈ {−1, 1}. Dans le cas de l’espace de Minkowski il s’agit de
l’unique hyperbolo¨ıde passant par x0. L’hypothe`se au sujet de la distance constante garanti l’unicite´.
3.4.1 Me´trique dans les coˆnes futurs
Dans ce paragraphe, on sous-entend que les surfaces ombiliques sont de type espace.
De´finition 3.7. Le coˆne temps d’un point x est l’ensemble des ge´ode´siques de type temps partant de
x. Le coˆne futur d’un point x est le choix d’une composante connexe du coˆne temps (pour l’espace de
Minkowski et les pseudo-sphe`res, le choix est conventionnel).
Pour chaque espace lorentzien, on fixe un point cK , ou` K est la courbure, qui est :
– c0 = (0, 0, 0) ∈ R31
– c1 = (1, 0, 0, 0) ∈ R41
– c−1 = (0, 0, 0, 1) ∈ R42.
Pour l’espace hyperbolique, on fixe le point ch = (0, 0, 0, 1).
On note TK le coˆne futur du point cK dans M−K , pour K = 0, 1, et on note T−1 l’intersection du coˆne
futur du point c−1 dans AdS
3 avec {x4 ≥ 0}.
Pour l’espace hyperbolique, on note Tc l’intersection de l’hyperbolo¨ıde avec {x1 ≥ 0}.
On note PH2 l’intersection de l’espace hyperbolique avec l’hyperplan {x1 = 0}.
Lemme 3.8. On note gc la restriction de la me´trique de l’espace hyperbolique a` Tc. Alors :
gc = cosh
2(t)canH2 + dt
2, (3.9)
ou` t est la distance a` PH2 (le long des ge´ode´siques orthogonales a` PH2).
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+
ch = (0, 0, 0, 1)
t
cosh(t)
sinh(t)
Fig. 3.1 – Surface ombilique dans l’espace hyperbolique (une dimension de moins sur les dessins).
De´monstration. On conside`re la surface totalement ge´ode´sique donne´e par l’intersection de l’hyperbolo¨ıde
avec l’hyperplan vectoriel {x1 = 0} et la surface ombilique est donne´e par l’intersection avec {x1 = r}.
Alors dans l’hyperplan {x1 = r} l’e´quation de la surface intersection est
x22 + x
2
3 − x24 = −(1 + r2), (3.10)
il s’agit d’une hyperbolo¨ıde de rayon
√
1 + r2, donc sa me´trique induite est (1+r2)canH2 , et le parame´trage
de l’hyperbolo¨ıde indique que r = sinh(t), d’ou` le re´sultat.
Corollaire 3.9. La projection sur une surface totalement ge´ode´sique est contractante dans l’espace hy-
perbolique.
Il s’agit de la projection qui se fait le long des ge´ode´siques orthogonales a` PH2 .
On note dS3+ l’intersection de dS
3 avec {x4 ≥ 0} et Ω1 l’intersection de dS3 avec {x1 ≥ 0} et avec
{x4 ≥ 0}.
Lemme 3.10. On note g1 la restriction de la me´trique de l’espace de Sitter a` T1. Alors T1 est contenu
dans Ω1 et
g1 = sinh
2(t)canH2 − dt2, (3.11)
ou` t est la distance a` c1.
De´monstration. Pour la premie`re assertion, il suffit de regarder pour quelles valeurs de c l’intersection
de l’hyperbolo¨ıde avec {x1 = c} donne une surface de type espace. En effet, comme ces surfaces sont a`
distance constante du point, les ge´ode´siques les reliant au point sont orthogonales aux surfaces, et si elles
sont de type espace les ge´ode´siques sont de type temps. On obtient x1 > 1, et comme l’intersection de
l’hyperbolo¨ıde avec {x4 = 0} est de type espace, le coˆne futur de x1 est contenu dans {x4 ≥ 0}.
La surface ombilique est de´finie par l’intersection de l’hyperbolo¨ıde avec l’hyperplan {x1 = r}, r > 1.
Alors dans l’hyperplan l’e´quation de la surface est
x22 + x
2
3 − x24 = 1− r2 = −(r2 − 1), (3.12)
il s’agit d’une hyperbolo¨ıde de rayon
√
r2 − 1, donc sa me´trique induite est (r2−1)canH2 . Le parame´trage
de l’hyperbolo¨ıde de Sitter indique que r = cosh(t), d’ou` le re´sultat.
Corollaire 3.11. Il existe une unique surface ombilique dans le coˆne futur de c1 telle que sa me´trique
induite soit hyperbolique (i.e. sa courbure sectionnelle est e´gale a` −1).
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c1 = (1, 0, 0, 0)
−
sinh(t)
cosh(t)
t
Fig. 3.2 – Surface ombilique dans l’espace de Sitter.
De´monstration. L’e´quation (3.12) donne imme´diatement que la surface hyperbolique est donne´e par l’in-
tersection de l’espace de Sitter avec l’hyperplan {x1 =
√
2}.
Lemme 3.12. On note g0 la restriction de la me´trique de l’espace de Minkowski sur T0. Alors :
g0 = t
2canH2 − dt2, (3.13)
ou` t est la distance a` c0.
De´monstration. L’e´quation de la surface a` distance t de c0 est
‖x‖2 = −t2, (3.14)
donc sa me´trique induite est t2canH2 .
On note AdS3+ l’intersection de AdS
3 avec {x3 ≥ 0} et Ω−1 l’intersection de AdS3 avec {x4 ≥ 0} et
avec {x3 ≥ 0}.
Lemme 3.13. On note g−1 la restriction de la me´trique de l’espace anti-de Sitter sur T−1. Alors T−1
est contenu dans Ω−1 et
g−1 = sin
2(t)canH2 − dt2, (3.15)
ou` t est la distance a` c−1.
De´monstration. Comme dans le cas de Sitter, on regarde l’intersection de l’hyperbolo¨ıde avec des hyper-
plans de´finis par {x4 = c}, ou` c est une constante. On ve´rifie facilement que l’intersection est une surface
de type espace si et seulement si x4 ≤ 1 (T−1 a e´te´ de´fini comme e´tant dans le demi-espace {x4 ≥ 0}),
et comme l’intersection de l’hyperbolo¨ıde avec x3 = 0 est de type espace, le coˆne futur de c−1 est dans
{x3 ≥ 0}.
Dans l’hyperplan {x4 = r} l’e´quation de la surface donne´e par l’intersection avec l’hyperbolo¨ıde est
x21 + x
2
2 − x23 = −1 + r2 = −(1− r2), (3.16)
il s’agit d’une hyperbolo¨ıde de rayon
√
1− r2, donc sa me´trique induite est√1− r2canH2 . Le parame´trage
de cette partie de l’espace anti-de Sitter indique que r = cos(t), d’ou` le re´sultat.
Corollaire 3.14. Il existe une unique surface ombilique dans le coˆne futur de c−1 telle que sa me´trique
induite soit hyperbolique.
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−
c−1 = (0, 0, 0, 1)
−
t
(0, 0, 1, 0)
cos(t)
sin(t)
Fig. 3.3 – Surface ombilique dans l’espace anti-de Sitter.
De´monstration. Meˆme chose que dans le cas de Sitter.
Lemme 3.15. Le sous-groupe des isome´tries qui pre´servent l’orientation et l’orientation temps de M−K
qui fixent un point est isomorphe a` PSL(2,R).
De´monstration. Si il fixe l’orientation temps, alors il fixe la branche d’hyperbolo¨ıde trouve´e dans les
preuves des lemmes ci-dessus, donc il agit sur le plan hyperbolique.
Cet isomorphisme sera de´taille´ plus loin.
3.4.2 Fonctions coordonne´es
On note t la distance au point cK .
Lemme 3.16. (Minkoswki) On note u := 12 t
2. Alors, en reprennant les notations du lemme 3.12 :
g0 = ucanH2 −
du2
u
, (3.17)
de plus,
Hess(u) = −g0. (3.18)
(Hyperbolique) On note u := sinh(t). Alors, en reprennant les notations du lemme 3.8 :
gc = (1 + u
2)canH2 +
du2
1 + u2
, (3.19)
de plus,
Hess(u) = −ug1. (3.20)
(De Sitter) On note u := cosh(t). Alors, en reprennant les notations du lemme 3.10 :
g1 = (u
2 − 1)canH2 −
du2
u2 − 1 , (3.21)
de plus,
Hess(u) = −ug1. (3.22)
(Anti-de Sitter) On note u := cos(t). Alors, en reprennant les notations du lemme 3.13 :
g−1 = (1 − u2)canH2 −
du2
(1 − u2)2 , (3.23)
de plus,
Hess(u) = ug−1. (3.24)
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De´monstration. Les expressions des me´triques sont e´videntes. L’expression du hessien dans l’espace de
Minkowski est directe puisque u est juste moins la norme au carre´. Pour les autres hessiens, les formules
viennent d’un calcul ge´ne´ral sur les restrictions a` des pseudo-sphe`res de formes line´aires (ce que sont
les fonctions u, puisqu’elles correspondent a` une coordonne´e des points dans les espaces ambiants), voir
[GHL90, Ex. 2.65,b)].
3.4.3 Me´triques sur l’exte´rieur des coˆnes futurs
Dans ce paragraphe, on sous-entend que les surfaces ombiliques sont de type temps.
Lemme 3.17. La restriction de la me´trique de l’espace de Minkowski a` l’exte´rieur du coˆne temps de c0
s’e´crit
t2candS2 + dt
2, (3.25)
ou` t est la distance a` c0 et candS2 la me´trique canonique de l’espace de Sitter de dimension 2.
De´monstration. L’e´quation de la surface a` distance t de c0 est
‖x‖2 = t2, (3.26)
donc sa me´trique induite est t2candS2 .
Lemme 3.18. La restriction de la me´trique de l’espace de Sitter a` l’intersection de {x1 ≥ 0} et de
l’exte´rieur du coˆne temps de c1 s’e´crit
sin2(t)candS2 + dt
2, (3.27)
ou` t est la distance a` c1 et candS2 la me´trique canonique de l’espace de Sitter de dimension 2.
De´monstration. Comme on l’a vu dans la preuve du lemme 3.10, l’intersection de l’exte´rieur du coˆne
temps et de la partie {x1 ≥ 0} est l’intersection de l’espace de Sitter avec {0 ≤ x1 < 1}. L’e´quation de la
surface intersection de l’espace de Sitter avec l’hyperplan {x1 = r, 0 ≤ r < 1} s’e´crit
x22 + x
2
3 − x24 = 1− r2, (3.28)
il s’agit d’une hyperbolo¨ıde de rayon
√
1− r2 > 0, donc sa me´trique induite est (1 − r2)candS2 . Le
parame´trage de l’hyperbolo¨ıde de Sitter indique que r = cos(t), d’ou` le re´sultat.
Lemme 3.19. La restriction de la me´trique de l’espace anti-de Sitter a` l’intersection de l’exte´rieur du
coˆne temps de c−1 et de Ω−1 s’e´crit
sinh2(t)candS2 + dt
2, (3.29)
ou` t est la distance a` c−1 et candS2 la me´trique canonique de l’espace de Sitter de dimension 2.
De´monstration. Comme on l’a vu dans la preuve du lemme 3.13, l’intersection de l’exte´rieur du coˆne
temps et de la partie {x4 ≥ 0} est l’intersection de l’espace anti-de Sitter avec {x4 > 1}. L’e´quation de
la surface intersection de l’espace de Sitter avec l’hyperplan {x4 = r, r > 1} s’e´crit
x21 + x
2
2 − x23 = −1 + r2, (3.30)
il s’agit d’une hyperbolo¨ıde de rayon
√−1 + r2 > 0, donc sa me´trique induite est (−1 + r2)candS2 . Le
parame´trage de l’hyperbolo¨ıde anti-de Sitter indique que r = cosh(t), d’ou` le re´sultat.
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3.5 Mode`les projectifs
3.5.1 Applications projectives de Klein
3.5.1.1 Hyperbolique-euclidien
La notation I3 de´signe la composante supe´rieure de la quadrique qui repre´sente l’espace hyperbolique
dans l’espace de Minkowski.
Si B3 est la boule unite´ de l’espace euclidien, on a le diffe´omorphisme classique
ϕH−E : I
3 → B3
x 7→ x/x4, (3.31)
ou` x4 est la coordonne´e ne´gative de x := (x1, x2, x3, x4) .
On voit cette application comme une application projective de l’espace hyperbolique dans l’espace
euclidien (l’hyperplan {x4 = 1} correspond au plan tangent de l’espace hyperbolique en ch, il est donc
naturellement munit d’une structure euclidienne).
L’application projective envoie ch sur 0 et le coˆne de lumie`re de ch sur la sphe`re unite´. Ce mode`le est
appele´ le mode`le projectif de Klein, et dans ce mode`le, la sphe`re unite´ est le bord a` l’infini de l’espace
hyperbolique.
Lemme 3.20. Si x est a` distance µ de ch dans I
3, alors ϕH−E(x) est a` distance tanh(µ) de ϕH−E(ch) = 0
dans R3.
De´monstration. Les coordonne´es de x sont (x1, x2, x3, x4) et on sait que x4 = cosh(µ), donc
x21 + x
2
2 + x
2
3 = −1 + cosh(µ)2 = sinh2(µ), (3.32)∥∥∥∥(x1x4 , x2x4 , x3x4
)∥∥∥∥
R3
=
1
x4
‖(x1, x2, x3)‖R3 =
sinh(µ)
cosh(µ)
= tanh(µ). (3.33)
Ce lemme peut se formuler aussi (une sphe`re de rayon µ dans I3 est l’ensemble des points a` distance
µ du centre ch) :
Lemme 3.21. Une sphe`re de rayon µ dans I3 est envoye´e sur une sphe`re de rayon tanh(µ) par l’appli-
cation projective.
La preuve peut aussi eˆtre donne´e par le the´ore`me de Thale`s, voir la figure 4.2 page 69.
Lemme 3.22. On fixe un re´el t et on note µ = tanh−1(t), Iµ et IIµ les premie`res et secondes formes
fondamentales de la sphe`re de rayon µ dans I3, et It et IIt les premie`res et secondes formes fondamentales
de la sphe`re de rayon t dans R3. Alors on a
Iµ = cosh
2(µ)It, IIµ = cosh
2(µ)IIt. (3.34)
De´monstration. Si on note canS2 la me´trique canonique de la sphe`re unite´, le lemme pre´ce´dent donne
It = t
2canS2 = tanh
2(µ)canS2 et IIt = tcanS2 = tanh(µ)canS2 . Le parame´trage de l’hyperbolo¨ıde donne
que Iµ = sinh
2(µ)canS2 . Donc la courbure sectionnelle de la sphe`re est 1/ sinh
2(µ), sa courbure de Gauss
est coth2(µ), et comme il s’agit d’une surface ombilique alors IIµ = coth
2(µ)Iµ = sinh(µ) cosh(µ)canS2 .
Lemme 3.23. L’image par l’application projective ϕH−E d’une surface ombilique a` distance µ d’une
surface totalement ge´ode´sique est une demi-ellipso¨ıde tangente a` la boule le long de l’e´quateur, de rayons
(1, 1, r), ou` r = tanh(µ) < 1.
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De´monstration. Sans perte de ge´ne´ralite´, supposons que l’e´quation du plan ombilique soit E = {x ∈
I3, x3 = ǫ}, ou` ǫ = sinh(µ) est une constante strictement positive. En remplac¸ant dans l’e´quation de
l’hyperbolo¨ıde, on obtient
x24 = x
2
1 + x
2
2 + ǫ
2 + 1, (3.35)
et en divisant par x24 et en re´ordonnant les termes,
1
ǫ2 + 1
(1 − x21 − x22) =
1
x24
, (3.36)
ou` xi =
xi
x4
est une composante de l’image de x par la projection ϕH .
On applique ϕH a` l’hyperbolo¨ıde :
1 =
1
x24
+ x21 + x
2
2 + x
2
3, (3.37)
et l’image de E est donne´e par :
1 =
1
ǫ2 + 1
(1− x21 − x22) + x21 + x22 + x23. (3.38)
En re´ordonnant les termes :
x21 + x
2
2 +
x23
r2
= 1, (3.39)
avec r =
ǫ√
ǫ2 + 1
= tanh(µ). Il s’agit bien de l’e´quation d’une ellipso¨ıde, de rayons (1, 1, r), donc tangente
a` la boule a` l’e´quateur. De plus l’image de E n’est qu’une demi-ellipso¨ıde, puisque x3 =
x3
x4
est de signe
constant (x3 est constant et x4 > 0).
3.5.1.2 De Sitter-euclidien
L’application projective pre´ce´dente peut aussi eˆtre applique´e a` l’espace de Sitter. On note C la sphe`re
de rayon 1 intersection de l’espace de Sitter avec l’hyperplan de´fini par x4 = 0 et le point c1 est toujours
(1, 0, 0, 0). On a la meˆme projection que dans le cas hyperbolique :
ϕdS−E : dS
3
+ → R3 \B3
x 7→ x/x4. (3.40)
Les points sur C, en particulier c1, sont envoye´s a` l’infini par la projection.
On de´finit le bord a` l’infini de l’espace de Sitter comme e´tant la sphe`re unite´ de l’espace euclidien
dans ce mode`le (aussi appele´ mode`le de Klein de l’espace de Sitter).
Dans ce contexte, on appelle une sphe`re de l’espace de Sitter une surface a` distance constante de C,
ou` la distance est donne´e par les ge´ode´siques de type temps orthogonales a` C (i.e. les intersections de dS3+
avec des hyperplans de la forme {x4 = cst}).
Lemme 3.24. Une sphe`re a` distance ν de C dans dS3+ est envoye´e sur une sphe`re de rayon coth(ν) dans
R3.
De´monstration. Soit un point x sur une telle sphe`re dans dS3+. On sait que x4 = sinh(ν), donc
x21 + x
2
2 + x
2
3 = 1 + sinh(ν)
2 = cosh2(ν) (3.41)∥∥∥∥(x1x4 , x2x4 , x3x4
)∥∥∥∥
R3
=
1
x4
‖(x1, x2, x3)‖R3 =
cosh(ν)
sinh(ν)
= coth(ν). (3.42)
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Lemme 3.25. Pour chaque t > 1, soit St la sphe`re de R
3 de centre 0 et de rayon t. Soit ν := coth−1(t), et
posons Sν := ϕ
−1
dS−E(St). Soient Iν , IIν , It, IIt les me´triques induites et deuxie`mes formes fondamentales
sur Sν et St. Alors
Iν = sinh
2(ν)It, IIν = sinh
2(ν)IIt. (3.43)
De´monstration. Si on note canS2 la me´trique canonique de la sphe`re ronde, le lemme pre´ce´dent donne
It = t
2canS2 = coth
2(ν)canS2 et IIt = tcanS2 = coth(ν)canS2 . Le parame´trage de l’espace de de Sitter
donne que Iν = cosh
2(ν)canS2 . En particulier, la courbure sectionnelle de la sphe`re est 1/ cosh
2(ν), donc
sa courbure de Gauss est tanh2(ν), et comme il s’agit d’une surface ombilique, on a IIν = tanh(ν)Iν =
cosh(ν) sinh(ν)canS2 .
Lemme 3.26. L’image par l’application projective ϕdS−E d’une surface ombilique a` distance ν de c1 est
un demi-ellipso¨ıde tangent a` la boule le long de l’e´quateur, de rayons (1, 1, r), ou` r = coth(ν) > 1.
De´monstration. Le calcul est exactement le meˆme que pour le cas hyperbolique (avec ǫ = cosh(ν) >
1).
3.5.2 Applications projectives de Minkowski
3.5.2.1 De Sitter-Minkowski
Dans la section pre´ce´dente, on a projete´ l’espace de Sitter sur l’hyperplan {x4 = 1} ou` x4 est la
direction ne´gative. On peut aussi projeter (par exemple) sur l’hyperplan {x1 = 1}, ou` x1 est une direction
positive. A ce moment la`, la direction ne´gative est projete´e sur un vecteur non-nul : on peut voir cette
application comme une application projective de l’espace de Sitter sur l’espace de Minkowski de dimension
3 :
ϕdS−M : Ω1 → R31
x 7→ x/x1, (3.44)
ou` Ω1 est l’intersection de dS
3 avec {x1 ≥ 0} et avec {x4 ≥ 0} (en fait il suffit de se restreindre a` l’inter-
section avec {x1 ≥ 0} pour atteindre tout l’espace de Minkowski, mais les deux parties se correspondent
par une isome´trie globale, et les surfaces que nous conside´rerons seront contenues dans Ω1).
Cet hyperplan peut aussi eˆtre vu comme l’hyperplan tangent a` l’espace de Sitter en c1 := (1, 0, 0, 0),
il est donc naturellement un espace R31.
Le point c1 est envoye´ sur l’origine de l’espace de Minkowski. On voit facilement que les ge´ode´siques
de types temps (resp. espace, lumie`re) sont envoye´es sur des ge´ode´siques de types temps (resp. espace,
lumie`re), ainsi les surfaces de type espace sont envoye´es sur des surfaces de type espace.
Dans ce mode`le, appele´ le mode`le projectif de Minkowsi de l’espace de Sitter, le bord a` l’infini est
l’hyperbolo¨ıde de´finie par a2 + b2 − c2 = −1, et dS3+ est envoye´ entre la nappe supe´rieure de cette
hyperbolo¨ıde et le coˆne de lumie`re.
Ici une sphe`re de l’espace de Sitter est une surface de Ω1 a` distance constante de c1 et une sphe`re
de l’espace de Minkowski est une surface a` distance constante de l’origine. Il y a des sphe`res de type
espace et des sphe`res de type temps, qui sont envoye´es par l’application projective sur respectivement
des sphe`res de type espace et des sphe`res de type temps (nous n’incluons pas le coˆne de lumie`re de c1
dans la de´finition de sphe`re).
Lemme 3.27. Une sphe`re de type espace et de rayon ν dans Ω1 est envoye´e par l’application projective
sur une sphe`re (de type espace) de rayon tanh(ν) dans R31.
De´monstration. Soit x un point sur la sphe`re dans l’espace de Sitter. Quitte a` changer de coordonne´es, on
peu conside´rer que la ge´ode´sique entre c1 et x est donne´e par le plan vectoriel engendre´ par les coordonne´es
x1 et x4. Ainsi x1 = cosh(ν), et alors
x22 + x
2
3 − x24 = 1− cosh(ν)2 = − sinh2(ν), (3.45)∥∥∥∥(x2x1 , x3x1 , x4x1
)∥∥∥∥2
R31
=
1
x1
‖(x4, x2, x3)‖2R31 = −
sinh2(ν)
cosh2(ν)
= − tanh2(ν). (3.46)
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Lemme 3.28. Une sphe`re de type temps et de rayon θ dans Ω1 est envoye´e par l’application projective
sur une sphe`re (de type temps) de rayon tan(θ) dans R31.
De´monstration. Soit x un point sur la sphe`re dans l’espace de Sitter. Quitte a` changer de coordonne´es, on
peu conside´rer que la ge´ode´sique entre c1 et x est donne´e par le plan vectoriel engendre´ par les coordonne´es
x1 et x2. Ainsi x1 = cos(θ), et alors
x22 + x
2
3 − x24 = 1− cos(θ)2 = − sin2(θ), (3.47)∥∥∥∥(x2x1 , x3x1 , x4x1
)∥∥∥∥2
R31
=
1
x1
‖(x4, x2, x3)‖2R31 = −
sin2(θ)
cos2(θ)
= − tan2(θ). (3.48)
Lemme 3.29. Pour chaque t > 1, soit St la sphe`re de type espace de R
3
1 de rayon t. Soit ν := tanh
−1(t), et
posons Sν := ϕ
−1
dS−M (St). Soient Iν , IIν , It, IIt les me´triques induites et deuxie`mes formes fondamentales
sur Sν et St. Alors
Iν = cosh
2(ν)It, IIν = cosh
2(ν)IIt. (3.49)
De´monstration. On note canH2 la me´trique hyperbolique. On sait que Iν = sinh
2(ν)canH2 (lemme 3.10
page 39) et que It = t
2canH2 = tanh
2(ν)canH2 . La courbure sectionnelle de la surface Sν est −1/ sinh2(ν),
donc sa courbure de Gauss est coth2(ν), et comme il s’agit d’une surface ombilique, on a IIν = coth(ν)Iν =
cosh(ν) sinh(ν)canH2 . De la meˆme fac¸on, IIt = tcanH2 = tanh(ν)canH2 .
Lemme 3.30. Pour chaque t ≤ 1, soit St la sphe`re de type temps de R31 de rayon t. Soit θ := tan−1(t), et
posons Sθ := ϕ
−1
dS−M (St). Soient Iθ, IIθ, It, IIt les me´triques induites et deuxie`mes formes fondamentales
sur Sθ et St. Alors
Iθ = cos
2(θ)It, IIθ = cos
2(θ)IIt. (3.50)
De´monstration. On sait que Iθ = sin
2(θ)candS2 (lemme 3.18) et que It = t
2candS2 = tan
2(θ)candS2 . La
courbure sectionnelle de la surface Sθ est 1/ sin
2(θ), donc sa courbure de Gauss est cot2(θ), et comme
il s’agit d’une surface ombilique, on a IIθ = cot(θ)Iθ = cos(θ) sin(θ)candS2 . De la meˆme fac¸on, IIt =
tcandS2 = tan(θ)candS2 .
3.5.2.2 Hyperbolique-Minkowski
L’application projective de´finie au-dessus donne un diffe´omorphisme entre (l’intersection avec le demi-
espace {x1 ≥ 0} de) l’hyperbolo¨ıde et une partie de l’espace de Minkowski :
ϕH−M : I
3 → R31
x 7→ x/x1. (3.51)
L’image est l’inte´rieur de la nappe supe´rieure de l’hyperbolo¨ıde de´finie par a2 + b2 − c2 = −1, hyper-
bolo¨ıde qui correspond au bord a` l’infini dans ce mode`le.
Lemme 3.31. Une sphe`re de rayon µ dans I3 est envoye´e par la projection sur une sphe`re de rayon
coth(µ) dans R31.
De´monstration. Soit x un point sur la sphe`re dans l’espace hyperbolique. Comme x1 = sinh(µ), alors
x22 + x
2
3 − x24 = −1− sinh(µ)2 = − cosh2(µ), (3.52)∥∥∥∥(x2x1 , x3x1 , x4x1
)∥∥∥∥2
R31
=
1
x1
‖(x2, x3, x4)‖2R31 = −
cosh2(µ)
sinh2(µ)
= − coth2(µ). (3.53)
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Lemme 3.32. Pour chaque t > 1, soit St la sphe`re de R
3
1 de rayon t. Soit µ := coth
−1(t), et posons
Sν := ϕ
−1
H−M (St). Soient Iν , IIν , It, IIt les me´triques induites et deuxie`mes formes fondamentales sur Sν
et St. Alors
Iµ = sinh
2(µ)It, IIµ = sinh
2(µ)IIt. (3.54)
De´monstration. On note canH2 la me´trique hyperbolique. On sait que Iµ = cosh
2(µ)canH2 (lemme 3.1
page 39) et que It = t
2canH2 = coth
2(µ)canH2 . La courbure sectionnelle de la surface Sµ est −1/ cosh2(µ),
donc sa courbure de Gauss est tanh2(µ), et comme il s’agit d’une surface ombilique, on a IIµ = tanh(µ)Iµ =
sinh(µ) cosh(µ)canH2 . De la meˆme fac¸on, IIt = tcanH2 = coth(µ)canH2 .
3.5.2.3 Anti-de Sitter-Minkowski centrale
On envoie la partie Ω−1 de l’espace anti-de Sitter AdS
3 sur l’espace de Minkowski via la projection
sur l’hyperplan {x4 = 1} (les coordonne´es ne´gatives sont x3 et x4) :
ϕcAdS−M : AdS
3 → R31
x 7→ x/x4. (3.55)
Cet hyperplan peut aussi eˆtre vu comme l’hyperplan tangent a` l’espace anti-de Sitter en c−1 :=
(0, 0, 0, 1), il est donc naturellement un espace R31. Cette application projective envoie c−1 sur l’origine, et
elle envoie le coˆne de lumie`re de R42 sur l’hyperbolo¨ıde a` une nappe et l’espace anti-de Sitter a` l’inte´rieur
de celle-ci et le coˆne futur de c−1 est envoye´ sur le coˆne futur de l’origine .
On appelle une sphe`re de type espace (resp. de type temps) de l’espace anti-de Sitter une surface de
type espace (resp. de type temps) dans Ω−1 a` distance constante de c−1 et une sphe`re de type espace
(resp. de type temps) de l’espace de Minkowski est toujours une surface a` distance constante de l’origine.
Lemme 3.33. Une sphe`re de type espace de rayon θ dans AdS3 est envoye´e par l’application projective
sur une sphe`re de rayon tan(θ) dans R31.
De´monstration. Prenons un point x sur une sphe`re a` distance θ de c−1. Alors x4 = cos(θ), ainsi
x21 + x
2
2 − x23 = −1 + cos(θ)2 = sin2(θ), (3.56)∥∥∥∥(x1x4 , x2x4 , x3x4
)∥∥∥∥
R31
=
1
x4
‖(x1, x2, x3)‖R31 =
sin(θ)
cos(θ)
= tan(θ). (3.57)
Lemme 3.34. Une sphe`re de type temps de rayon ν dans AdS3 est envoye´e par l’application projective
sur une sphe`re de rayon tanh(ν) dans R31.
De´monstration. Prenons un point x sur une sphe`re a` distance ν de c−1. Alors x4 = cosh(θ), ainsi
x21 + x
2
2 − x23 = −1 + cosh(ν)2 = sinh2(ν), (3.58)∥∥∥∥(x1x4 , x2x4 , x3x4
)∥∥∥∥
R31
=
1
x4
‖(x1, x2, x3)‖R31 =
sinh(ν)
cosh(ν)
= tanh(ν). (3.59)
Lemme 3.35. Pour chaque t > 0, soit St la sphe`re de type espace R
3
1 de rayon t. Soit θ := tan
−1(t), et
posons Sθ := ϕ
−1
AdS−M (St). Soient Iθ, IIθ, It, IIt les me´triques induites et deuxie`mes formes fondamentales
sur Sθ et St. Alors
Iθ = cos
2(θ)It, IIθ = cos
2(θ)IIt. (3.60)
De´monstration. On a vu que Iθ = sin
2(θ)canH2 (lemme 3.13 page 40) et que It = t
2canH2 = tan
2(θ)canH2 .
On a toujours IIt = tcanH2 = tan(θ)canH2 , et comme la courbure sectionnelle de Sθ est −1/ sin2(θ),
sa courbure de Gauss est cot2(θ), et comme il s’agit d’une surface ombilique, on a IIθ = cot(θ)Iθ =
cos(θ) sin(θ)canH2 .
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−
c−1 = (0, 0, 0, 1)
−
(0, 0, 1, 0)
t
sin(t)
cos(t)
Fig. 3.4 –
Lemme 3.36. Pour chaque 0 < t < 1, soit St la sphe`re de type temps de R
3
1 de rayon t. Soit ν :=
tanh−1(t), et posons Sν := ϕ
−1
AdS−M (St). Soient Iν , IIν , It, IIt les me´triques induites et deuxie`mes formes
fondamentales sur Sν et St. Alors
Iν = cosh
2(ν)It, IIν = cosh
2(ν)IIt. (3.61)
De´monstration. On a vu que Iν = sinh
2(ν)candS2 (lemme 3.19) et que It = t
2candS2 = tanh
2(ν)candS2 .
On a toujours IIt = tcandS2 = tanh(ν)candS2 , et comme la courbure sectionnelle de Sν est 1/ sinh
2(ν),
sa courbure de Gauss est coth2(ν), et comme il s’agit d’une surface ombilique, on a IIν = coth(ν)Iν =
cosh(ν) sinh(ν)candS2 .
3.5.2.4 Anti-de Sitter-Minkowski duale
On envoie la partie Ω−1 de l’espace anti-de Sitter AdS
3 sur l’espace de Minkowski via la projection
sur l’hyperplan {x3 = 1} (les coordonne´es ne´gatives sont toujours x3 et x4) :
ϕdAdS−M : AdS
3 → R31
x 7→ x/x3.
(3.62)
Cette application projective envoie c−1 a` l’infini, le coˆne de lumie`re sur l’hyperbolo¨ıde a` une nappe et
l’espace anti-de Sitter a` l’inte´rieur de celle-ci. L’unique surface ombilique hyperbolique contenue dans le
coˆne futur de c−1 est envoye´e sur le disque unite´ horizontal.
On note cd−1 le point (0, 0, 1, 0), qui est envoye´ sur l’origine de l’espace de Minkowski. L’hyperplan sur
lequel on projette peut eˆtre vu comme l’hyperplan tangent a` l’espace anti-de Sitter en cd−1, il est donc
naturellement un espace R31.
Dans ce paragraphe, une sphe`re de l’espace anti-de Sitter est une surface dans Ω−1 a` distance constante
de cd−1, et une sphe`re de l’espace de Minkowski est toujours une surface (de type espace) a` distance
constante de l’origine.
On remarque que les coordonne´es d’un point a` distance t de cd−1 sont les meˆmes que les coordonne´es
d’un point a` distance t de c−1 (comparer les figures 3.3 et 3.4).
Et comme x3 et x4 jouent des roˆles syme´triques dans la de´finition de l’espace anti-de Sitter, on a
exactement les meˆmes proprie´te´s pour les sphe`res que dans le paragraphe pre´ce´dent.
On aura aussi besoin de de´crire l’image des surfaces ombiliques (i.e. les surfaces de type espace a`
distance constante de c−1) dans ce mode`le :
Lemme 3.37. Avec l’application projective x 7→ x/x3, une surface ombilique a` distance t de c−1 est
envoye´e sur une demi-ellipso¨ıde de rayons (1, 1, cotan(t)).
Le calcul est analogue a` celui du cas hyperbolique.
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3.6 Ensembles convexes
Produit vectoriel Minkowski. On note 〈, 〉m la forme biline´aire de signature (3, 1). On rappelle que
J est la matrice de 〈, 〉m :
J =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1
 , (3.63)
c’est-a`-dire que 〈x, y〉m = 〈Jx, y〉 = 〈x, Jy〉, ou` 〈, 〉 est le produit scalaire usuel.
On de´finit le produit vectoriel Minkowski adapte´ a` 〈, 〉m de la fac¸on suivante :
(a ∧ b ∧ c)m := J(a ∧ b ∧ c), (3.64)
(le produit vectoriel de trois vecteurs de R4 est un vecteur de R4 dont le i¨ı¿12e coefficient est (−1)i+1 fois
le de´terminant de la matrice (a, b, c) moins sa ie`me ligne).
On remarque que l’on a
Ja ∧ Jb ∧ Jc = −J(a ∧ b ∧ c), (3.65)
et cette proprie´te´ permet de de´duire du cas euclidien l’e´galite´ suivante :
〈(a ∧ b ∧ c)m, (a′ ∧ b′ ∧ c′)m〉m = −〈(Ja ∧ Jb ∧ Jc), (a′ ∧ b′ ∧ c′)〉
= − det
〈a, a′〉m 〈a, b′〉m 〈a, c′〉m〈b, a′〉m 〈b, b′〉m 〈b, c′〉m
〈c, a′〉m 〈c, b′〉m 〈c, c′〉m
 . (3.66)
Convexite´. Les de´finitions d’ensembles et de polye`dres convexes pour les espaces mode`les lorentizens
sont exactement les meˆmes que pour les espaces riemanniens.
Dans l’espace de Minkowski, comme les ge´ode´siques sont les meˆmes que l’espace euclidien sous-jacent,
une surface est convexe dans R31 si et seulement si elle est convexe dans R
3.
Ainsi, un ensemble dans l’espace de Sitter ou anti-de Sitter (ou hyperbolique) est convexe si et seule-
ment si son image par l’application projective est convexe dans R31 (ou dans R
3 pour l’espace de Sitter
et l’espace hyperbolique).
Lemme 3.38. Un surface de M−K ou de l’espace hyperbolique est localement strictement convexe si et
seulement si sa courbure de Gauss est strictement positive.
De´monstration. On regarde d’abord le cas de l’espace de Minkowski. On note Nm la normale de la
surface pour la me´trique de Minkowski, et N la normale de la surface pour la me´trique euclidienne.
D’apre`s ce qui pre´ce´de, pour n’importe quel segment s, 〈s,Nm〉m = 〈s,N〉. Donc si le signe de 〈s,Nm〉m
est constant (pour des segments s ade´quats), alors la surface est localement strictement convexe. On peut
alors reprendre la preuve de la proposition 1.9 en utilisant la me´trique de Minkowski a` la place de la
me´trique euclidienne.
Pour les pseudo-sphe`re, la preuve est alors exactement la meˆme que pour la sphe`re (lemme 1.20).
3.7 La distance hyperbolique-de Sitter
Une e´tude comple`te de cette distance a e´te´ faite dans [Sch98b]. Bien suˆr tous les re´sultats de cette
partie sont vrais en toute dimension.
Distance dans l’espace hyperbolique. On note 〈., .〉 la forme biline´aire sur l’espace de Minkowski de
dimension 4 dans lequel on conside`re les pseudo-sphe`res qui donnent l’espace hyperbolique H3 et l’espace
de Sitter dS3.
Proposition 3.39 ([Thu97, 2.4.5]). Soient deux points x et y norme´s de l’espace de Minkowski (i.e. la
norme vaut 1 ou i). Alors
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1) soit (x, y) ∈ H3 ×H3 et alors 〈x, y〉 = − coshdH3(x, y) ;
2) soit (x, y) ∈ H3 × dS3 et alors 〈x, y〉 = ± sinhdH3(x, y⊥) (l’inde´termination est leve´e par le choix
d’une signature pour la distance) ;
3) soit (x, y) ∈ dS3 × dS3 et alors
a) soit le plan engendre´ par x et y est de type espace, et les ge´ode´siques de H3 donne´es par x⊥ et
y⊥ sont se´cantes et 〈x, y〉 = − cos∠(x⊥, y⊥) ;
b) soit le plan engendre´ par x et y est de type lumie`re, et les ge´ode´siques de H3 donne´es par x⊥ et
y⊥ sont ultraparalle´les et 〈x, y〉 = 1 ;
c) soit le plan engendre´ par x et y est de type temps, et les ge´ode´siques de H3 donne´es par x⊥ et
y⊥ sont paralle`les et 〈x, y〉 = coshdH3(x⊥, y⊥).
Distance dans l’espace de Sitter. Comme par de´finition la me´trique induite sur un plan de type
espace est riemannienne, et que l’espace de Sitter est l’ensemble des points de norme 1 on a imme´diatement
Lemme 3.40. Si (x, y) ∈ dS3 × dS3 engendrent un plan de type espace, alors 〈x, y〉 = cos ddS3(x, y).
En mettant ce re´sultat en paralle´le avec le cas 3.a de la proposition pre´ce´dente, on voit de´ja` apparaitre
une dualite´ entre les distances d’un espace et les angles de l’autre.
Lemme 3.41. Si (x, y) ∈ dS3 × dS3 engendrent un plan de type temps, alors 〈x, y〉 = cosh ddS3(x, y).
Si (x, y) ∈ dS3 × dS3 engendrent un plan de type lumie`re, alors ddS3(x, y) = 0.
De´monstration. Comme on le fait habituellement pour le cas hyperbolique, on peut voir que la ge´ode´sique
reliant x et y est donne´e par x cosh t+ v sinh t (avec v un vecteur tangent). La distance entre x et y est
donne´e par un t fixe´ et ainsi
〈x, y〉 = 〈x, x cosh t+ v sinh t〉 = cosh t = coshddS3(x, y). (3.67)
Dans le cas lumie`re, la proposition pre´ce´dente indique que 〈x, y〉 = 1, et la distance est donne´e comme
cas limite des deux autres.
Rappel sur la distance de Hilbert de la boule. On note B la boule unite´ ouverte de R3, et on
note x et y deux points de B. On note ∆(x, y) la droite reliant x et y, et qui coupe la sphe`re unite´ en
deux points a et b. On les choisit de telle manie`re que, si on prend un point p ∈ ∆(x, y) qui n’est ni dans
[a, b] ni dans [x, y] alors soit a et x sont plus pre`s de p que b et y respectivement, soit le contraire.
On note br(x, y; a, b) le birapport (cross-ratio) des quatre points, a` savoir :
br(x, y; a, b) =
ax
ay
yb
xb
. (3.68)
On appelle distance de Hilbert l’application
dH(x, y) = −1
2
log(br(x, y; a, b)). (3.69)
Et on a le re´sultat standard :
Lemme 3.42. La distance de Hilbert correspond a` la distance induite par la me´trique hyperbolique du
mode`le projectif de Klein.
De´monstration. Comme le birapport est projectivement invariant et que les transformations projectives
laissant la sphe`re invariante agissent transitivement sur les droites, il suffit de montrer que les deux
distances pour deux points sur une droite passant par 0 sont e´gales.
Si x et y sont a` distance η et ν (η < ν) de l’origine dans R3, alors ils sont a` distance tanh−1(η) et
tanh−1(ν) de l’origine pour la distance hyperbolique (lemme 3.20 page 43), donc la distance hyperbolique
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entre x et y est tanh−1(ν)− tanh−1(η), et il reste simplement a` calculer :
dH(x, y) = −1
2
log(br(η, ν;−1, 1)) (3.70)
= −1
2
log(
η + 1
ν + 1
.
ν − 1
η − 1 ) (3.71)
= −1
2
log(
η − 1
η + 1
) +
1
2
log(
ν − 1
ν + 1
) (3.72)
= tanh−1(ν) − tanh−1(η). (3.73)
Extension de la de´finition. On veut pouvoir e´tendre la distance dH pour des couples de points qui
sont hors de la boule. Le proble`me est que l’intersection de la droite ∆ avec la boule peut eˆtre vide. On
conside`re alors la droite complexe ∆(x, y) de C3 dont l’intersection avec R3 est ∆(x, y). Il est facile de
ve´rifier qu’il existe une unique quadrique S de C3 telle que son intersection avec l’espace euclidien re´el soit
la sphe`re unite´, et que ∆(x, y) rencontre toujours S en deux points, qui sont confondus si et seulement si
∆(x, y) est tangente a` la sphe`re unite´. On ordonne les points d’intersection a et b de la fac¸on suivante :
soit ils sont re´els et on les ordonne comme indique´ au-dessus, soit ils sont complexes conjugue´s, et alors
i(a− b) est paralle`le a` ∆(x, y), et on choisit a et b de manie`re a` ce que i(a− b) soit oriente´ comme y− x.
On peut alors de´finir la distance de Hilbert (ou distance hyperbolique-de Sitter) sur tout R3 prive´ de
la sphe`re :
dHS(x, y) = −1
2
log(br(x, y; a, b)). (3.74)
Dans cette formule (qui correspond exactement a` la distance de Hilbert usuelle quand on la restreind
a` la boule) le logarithme est complexe, donc cette “distance” est un nombre complexe de´fini modulo iπ si
x et y sont en-dehors de la boule. Et, de fac¸on analogue au cas hyperbolique, on a :
Lemme 3.43. i) Si ∆(x, y) rencontre la sphe`re en deux points non confondus qui ne se´parent pas
x et y, alors la ge´ode´sique reliant x a` y est de type temps (si x et y sont se´pare´s, il n’y a pas de
ge´ode´sique qui les relie) ;
ii) si ∆(x, y) est tangent a` la sphe`re, alors la ge´ode´sique reliant x a` y est de type lumie`re ;
iii) si ∆(x, y) ne rencontre pas la sphe`re, alors la ge´ode´sique reliant x a` y est de type espace.
Dans tous les cas la restriction de dHS a` R
3 \B donne la distance entre les points correspondants dans
l’espace de Sitter, a` multiplication par −i pre`s.
De´monstration. Dans chaque cas la ge´ode´sique est bien suˆr l’intersection de R3 \ B et de ∆(x, y), et
la description dans l’e´nonce´ du lemme des diffe´rents types de ge´ode´siques est juste une proprie´te´ de la
projection. Il reste a` ve´rifier que dans chaque cas la distance est bien la meˆme que celle de l’espace de
Sitter.
Soit c la ge´ode´sique (parame´tre´e par la longueur d’arc) de l’espace de Sitter entre x et y. Modulo
une isome´trie, on conside`re qu’elle passe par le point (1, 0, 0, 0) et on la parame`tre de telle fac¸on que
c(0) = (1, 0, 0, 0). On note c(η) = x et c(ν) = y (η < ν).
i) Le plan qui rencontre l’espace de Sitter a une direction positive et une direction ne´gative. On
conside`re qu’il s’agit du plan forme´ par les coordonne´es (x1, x4) ((+,−)). La ge´ode´sique dans l’espace de
Sitter est projete´e sur la droite d’e´quation {x4 = 1} dans le plan de projection, et on cherche les points
d’intersection avec la quadrique {−x24 + x21 = 0} (le coˆne de lumie`re qui se projette sur la sphe`re), soient
les points d’abscisse ve´rifiant −1 + x21 = 0 : a et b valent respectivement 1 et −1.
D’apre`s le lemme 3.24 page 44, x est envoye´ par la projection sur un point a` distance coth(η) de
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l’origine et y sur un point a` distance coth(ν) de l’origine. On calcule
dHS(x, y) = −1
2
log(br(coth(η), coth(ν); 1,−1)) (3.75)
= −1
2
log(
coth(η)− 1
coth(ν) − 1 .
coth(ν) + 1
coth(η) + 1
) (3.76)
= −1
2
log(
coth(η) + 1
coth(η)− 1) +
1
2
log(
coth(ν) + 1
coth(ν) − 1) (3.77)
= ν − η (3.78)
qui est bien −i fois la distance entre x et y pour la me´trique de Sitter.
ii) Dans le cas ou` la droite est tangente a` la sphe`re, a et b sont confondus et donc la distance est nulle.
iii) Le plan qui rencontre l’espace de Sitter a deux directions positives, on conside`re qu’il s’agit du
plan forme´ par les deux premie`res coordonne´es x1 et x2.
Comme le birapport est un invariant projectif, on va utiliser la projection sur la premie`re coordonne´e.
La ge´ode´sique dans l’espace de Sitter est projete´e sur la droite d’e´quation {x1 = 1} dans le plan de
projection, et on cherche les points d’intersection avec la quadrique {x21+x22 = 0} (le coˆne de lumie`re qui
se projette sur la sphe`re), soient les points d’abscisse ve´rifiant 1 + x22 = 0 : a et b valent respectivement i
et −i. D’apre`s le lemme 3.28, x est envoye´ sur un point a` distance tan(η) de l’origine, et y sur un point
a` distance tan(ν) de l’origine.
Il ne reste qu’a` calculer
dHS(x, y) = −1
2
log(br(tan(η), tan(ν); i,−i)) (3.79)
= −1
2
log(
tan(η)− i
ν − i .
tan(ν) + i
tan(η) + i
) (3.80)
= −1
2
log(
tan(η) + i
tan(η)− i ) +
1
2
log(
tan(ν) + i
tan(ν) − i) (3.81)
= coth−1(i tan(ν)) − coth−1(i tan(η)) (3.82)
= −i(ν − η) (3.83)
qui est bien −i fois la distance entre x et y pour la me´trique de Sitter.
De plus cette “distance” indique la distance entre un point a` l’inte´rieur de la boule et un point a`
l’exte´rieur : dans ce cas on ve´rifie facilement que le birapport est un re´el ne´gatif, donc dHS est de la
forme i
π
2
+ r ou` r est un re´el. On peut aussi continuer a` parler de ge´ode´sique entre deux tels points en
conside´rant les ge´ode´siques de R3.
L’espace “me´trique” (R3 \ S2, dHS) est appele´ l’espace hyperbolique-de Sitter , note´ HS.
3.8 Dualite´s
3.8.1 La dualite´ hyperbolique-de Sitter
Il s’agit essentiellement de la meˆme chose que la dualite´ de la sphe`re dans elle-meˆme (sous-section
1.3.3 page 22), puisque l’espace de Sitter et l’espace hyperbolique sont des pseudo-sphe`res (de rayon
respectivement 1 et i) dans l’espace de Minkowski. Ainsi, dans le sens ou` on l’entend, le plan (resp.
l’espace) de Sitter est exactement le dual du plan (resp. de l’espace) hyperbolique, et vice versa ; c’est
pourquoi l’espace de Sitter est parfois appele´ espace co-hyperbolique.
On fera toujours la confusion qui consiste a` noter de la meˆme fac¸on un point d’une hyperbolo¨ıde et le
vecteur de l’espace ambiant qui le de´fini, un segment d’une hyperbolo¨ıde et le 2-plan de l’espace ambiant
qui le de´fini etc.
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3.8.1.1 Pour les polygones
Soit P un polygone convexe de H2. Un areˆte e est de´finie par l’intersection de l’espace hyperbolique
avec un 2-plan de type temps. Sa normale est un vecteur de type espace qui rencontre dS2 en un point
note´ e∗ (la normale est choisie de fac¸on a` ce que e∗ soit dans la partie supe´rieure de dS2, donne´e par
x4 > 0). On de´finit ainsi le polygone P
∗ du plan de Sitter dual de P , a` l’aide du meˆme syste`me d’e´quations
line´aires que dans le cas de la sphe`re de R3. Ainsi la dualite´ est involutive et le dual d’un polygone convexe
est un polygone convexe. Et exactement les meˆmes arguments indiquent que la longueur de l’areˆte x∗ est
π moins l’angle en x (si x est un point du plan hyperbolique, son plan normal est un plan de type espace.
Ainsi la longueur de x∗ est un re´el positif).
Ce re´sultat permet d’obtenir, a` partir des formules de trigonome´trie hyperbolique, un formulaire de
trigonome´trie de Sitter, mais il n’est valable que pour les droites de type espace. En fait ces formules sont
vraies que les areˆtes soient de type temps ou de type espace, voir [Sch04b, 6.3] pour une preuve.
Remarquons qu’on trouve dans [HOS00] une me´thode pour avoir simultane´ment tous les formulaires de
trigonome´trie pour les 9 surfaces de Kaley–Klein (surfaces de courbures constantes munies de me´triques
de signatures constantes, e´ventuellement de´ge´ne´re´es, comprenant en particulier la sphe`re, les espaces
euclidien, de Minkowski, hyperbolique, de Sitter et anti-de Sitter — ce qu’ils appellent anti-de Sitter
correspond a` notre espace de Sitter et vice-versa).
Hyperbolique De Sitter
cosha = cosh b cosh c+ sinh b sinh c cosA cos a = cos b cos c− sin b sin c coshA
cosh b = cosha cosh c− sinha sinh c cosB cos b = cos a cos c+ sin a sin c coshB
cosh c = cosha cosh b− sinh a sinh b cosC cos c = cos a cos b+ sin a sin b coshC
sinh a
sinA
=
sinh b
sinB
=
sinh c
sinC
sin a
sinhA
=
sin b
sinhB
=
sin c
sinhC
cosA = cosB cosC − sinB sinC cosha coshA = coshB coshC + sinhB sinhC cos a
cosB = cosA cosC + sinA sinC cosh b coshB = coshA coshC − sinhA sinhC cos b
cosC = cosA cosB + sinA sinB cosh c coshC = coshA coshB − sinhA sinhB cos c
A
Ba
b
c
C
La dualite´ et la formule de Gauss–Bonnet pour les polygones hyperboliques donnent :
Lemme 3.44. La somme des longueurs des areˆtes d’un polygone convexe de type espace de dS2 est
strictement supe´rieure a` 2π.
Dualite´ projective classique.
Lemme 3.45. La dualite´ de´finie au-dessus correspond dans le mode`le projectif de Klein a` la dualite´
projective classique.
De´monstration. Il faut ve´rifier que, dans le mode`le projectif de Klein, le birapport entre n’importe quel
point de l’image d’un plan totalement ge´ode´sique et l’image du dual du plan est −1 (dualite´ projective
classique).
Comme les isome´tries de l’espace hyperboliques et de l’espace de Sitter sont donne´es par des applica-
tions line´aires de l’espace de Minkowski ambiant, elles correspondent a` des applications projectives dans
l’espace projectif, et ne changent pas le birapport. Donc on peut se restreindre au cas du plan totalement
ge´ode´sique de l’espace hyperbolique donne´ par l’intersection avec l’hyperplan {x1 = 0}. Son dual est le
point de coordonne´es (1, 0, 0, 0). Il est envoye´ a` l’infini dans le mode`le projectif de Klein, et n’importe
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Fig. 3.5 – Triangle hyperbolique et son dual.
quel point x de l’image du plan est e´quidistant des points sur le cercle qui sont aussi sur la ge´ode´sique
reliant x et ∞. Donc il existe un nombre c non nul tel que le birapport soit e´gal a`
c
∞
−∞
c
= −1. (3.84)
En particulier, si on regarde la distance hyperbolique-de Sitter, la dualite´ s’exprime simplement en
disant que le dual d’un point de HS2 est l’ensemble des points a` distance i
π
2
de ce point (i.e. le birapport
est e´gal a` −1).
Exprime´e comme la dualite´ projective classique, c’est-a`-dire comme la dualite´ par rapport a` une
conique de la ge´ome´trie projective, la dualite´ hyperbolique-de Sitter peut se de´finir de la fac¸on suivante
(dans le mode`le projectif de Klein) :
– Le dual d’un segment ge´ode´sique du disque D est l’unique point de R2\D tel que les droites partant
de ce point et passant par le bord du segment soient tangentes a` D.
– Le dual d’un point de D est la droite de R2 \D forme´e des points de´finis comme les duaux de tous
les segments de D passant par ce point.
3.8.1.2 Pour les polye`dres
On de´finit toujours la dualite´ de manie`re analogue au cas de S3. Les justifications sont exactement
les meˆmes. Soit P un polye`dre (convexe) hyperbolique. Une face f est de´finie comme l’intersection de I3
avec un 2-plan de type temps. On de´finit son dual f∗ comme le point de l’espace de Sitter donne´ par
le vecteur de type espace orthogonal a` f . On le prend de manie`re a` ce qu’il soit contenu dans la partie
supe´rieure de l’espace de Sitter donne´e par x4 > 0. Le dual P
∗ est le bord de l’enveloppe convexe des f∗,
la dualite´ est involutive et aucun f∗ n’est contenu dans l’enveloppe convexe des autres.
De plus, la me´trique induite sur P ∗ est riemannienne, puisque chaque face de P ∗ est l’intersection de
l’espace de Sitter avec un hyperplan vectoriel de type espace. Ainsi sur chaque face les angles entre les
areˆtes sont bien de´finis et on a toujours :
Lemme 3.46. Soit α l’angle en un sommet x d’un polye`dre P sur une face f entre deux areˆtes e1 et e2.
Alors l’angle au sommet f∗ du polye`dre P ∗ sur la face x∗ entre les areˆtes e∗1 et e
∗
2 est (π − α).
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Comme pour le cas de la dimension 2, cette dualite´ est e´quivalente a` la dualite´ projective classique,
qui donne (dans le mode`le projectif de Klein) :
– Le dual d’un 2-plan totalement ge´ode´sique de la boule B3 est l’unique point de R3 \B3 tel que les
droites de partant de ce point et passant par le bord du plan soient tangentes a` la sphe`re.
– Le dual d’un point de B3 est le 2-plan de R3 \B3 forme´ des points de´finis comme les duaux de tous
les 2-plans de B3 passant par ce point.
– Le dual d’un segment de B3 est la droite de R3 \B3 forme´e des points de´finis comme les duaux de
tous les 2-plans de B3 contenant cette droite.
Lemme 3.47. Dans le mode`le projectif de Klein, les ge´ode´siques qui partent de x et qui rencontrent x∗
sont orthogonales a` x∗.
De´monstration. Ces ge´ode´siques sont donne´es par les intersections des pseudo-sphe`res avec des plans
vectoriels dans l’espace de Minkowski. Ces plans contiennent le vecteur qui de´finit le point x, ils sont
donc orthogonaux a` l’hyperplan affine qui de´finit x∗.
Nous avons de´fini la me´trique duale d’une surface polye´drale de l’espace hyperbolique dans la sous-
section 1.4.2 page 24. Il se trouve que :
Lemme 3.48. La me´trique duale d’une surface polye´drale convexe P de l’espace hyperbolique est isome´-
trique a` la me´trique induite sur son dual.
De´monstration. Il suffit de remarquer que, pour un sommet p de P , la face p∗ de P ∗ est isome´trique a`
l(p)∗, le dual du link de P en p. Et cela est e´vident avec la description de la me´trique sur p∗ faite ci-dessus
et de celle sur l(p)∗ (sous-section 1.4.2) : les longueurs des areˆtes et les valeurs des angles de ces deux
polygones se calculent de la meˆme fac¸on a` partir des angles die`dres et des angles sur les faces de P .
3.8.1.3 Pour les surfaces lisses
On de´finit le dual d’une surface (lisse) Σ de l’espace hyperbolique comme l’ensemble Σ∗ des points de
l’espace de Sitter qui sont les duaux des plans oriente´s tangents a` Σ (et vice-versa). Plus pre´cisement, soit
une surface S et φ une immersion a` valeurs dans H3. On de´finit le dual de φ∗ de φ de la fac¸on suivante :
φ∗(s) est le dual du plan tangent de φ(S) en φ(s).
Proposition 3.49 ([Sch98b, 3.3]). 1) La dualite´ de´finie ci-dessus est bien involutive, c’est-a`-dire
(φ∗)∗ = φ.
2) Si l’ope´rateur de forme associe´ a` φ est non-de´ge´ne´re´, alors φ∗ est une immersion.
3) La me´trique induite sur φ∗(S) correspond a` la troisie`me forme fondamentale de φ(S), et vice-versa.
En particulier, si l’ope´rateur de forme associe´ a` φ est non-de´ge´ne´re´ alors φ∗(S) est de type espace.
4) Le dual d’une surface localement strictement convexe est une surface localement strictement convexe.
5) Le dual d’une surface convexe est une surface convexe.
De´monstration. 1) On utilise l’application
D : S × S → C
(x, y) 7→ (dHS(φ(x), φ∗(y)))2. (3.85)
On conside`re le chemin (x1(t), x2(t)) sur S × S, ou` x1(0) = x et x′1(0) = v et x2(t) est le che-
min constant e´gal a` x. Alors la diffe´rentielle de D au point (x, x) applique´e au vecteur (v, 0) est
simplement la de´rive´e en 0 de l’application ‖φ∗(x(t)) − φ∗(x)‖2. Comme par de´finition φ∗(x) est
orthogonal a` v, alors cette diffe´rentielle est nulle, et donc “φ∗(x) est dual a` l’hyperplan tangent a`
φ(S) en φ(x)” est e´quivalent a`
∀v ∈ TxS, (T(x,x)D)(v, 0) = 0. (3.86)
La de´finition de la dualite´ donne que, pour tout x de S, D(x, x) = (iπ/2)2, ce qui implique
∀v ∈ TxS, (T(x,x)D)(v, v) = 0, (3.87)
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et ces deux e´quations donnent
∀v ∈ TxS, (T(x,x)D)(0, v) = 0, (3.88)
ce qui signifie que “φ(x) est dual a` l’hyperplan tangent a` φ∗(S) en φ∗(x)”.
2) A un point s de S on associe Φ(s) = (x,N(x)), ou` x = φ(s) et N(x) est la normale unitaire en x.
L’application Φ est a` valeur dans UH3, le fibre´ unitaire tangent de H3. On de´finit une application
ψ telle que la composition de ψ avec Φ corresponde a` φ∗ :
ψ : UH3 → UdS3
(x, v) 7→ (P ∗, u) (3.89)
ou` P ∗ est le dual de l’hyperplan orthogonal a` v en x et u est le vecteur unitaire orthogonal au plan
dual de x. Quand v = N , P ∗ est bien φ∗(x).
On e´tudie la diffe´rentielle de ψ
dψ : T(x,v)UH
3 → T(P∗,u)UdS3
(x˙, v˙) 7→ (P˙ ∗, u˙) (3.90)
ou` x˙ = ∂∂txt|t=0, avec x0 = x, et v˙ = ∇ ∂∂txtvt|t=0, avec v0 = v. Dans le cas ou` v = N , cette dernie`re
quantite´ correspond a` −B(x˙), B e´tant l’ope´rateur de forme de φ.
Ainsi, si B est non-de´ge´ne´re´, si p1 est la projection sur le premier facteur, φ
∗ = p1 ◦ ψ ◦ Φ est une
immersion.
3) Avec ce qui a e´te´ dit au-dessus, il ne reste qu’a` voir que
I
dS3(P˙ ∗, P˙ ∗) = IUdS
3
((P˙ ∗, 0), (P˙ ∗, 0)) (3.91)
= IUH
3
((0, v˙), (0, v˙)) (3.92)
= IH
3
(v˙, v˙) (3.93)
= IH
3
(B(x˙), B(x˙)) = IIIH
3
(x˙, x˙), (3.94)
et vice-versa.
4) On note B∗ l’ope´rateur de forme de φ∗.
II
dS3(P˙ ∗, P˙ ∗) = IdS
3
(B∗(P˙ ∗), P˙ ∗) (3.95)
= IdS
3
(u˙, P˙ ∗) (3.96)
= IUdS
3
((0, u˙), (P˙ ∗, 0)) (3.97)
= IUH
3
((x˙, 0), (0, v˙)) (3.98)
= IH
3
(x˙, v˙) (3.99)
= IH
3
(x˙, B(x˙)) = IIH
3
(x˙, x˙), (3.100)
et l’un est strictement positif si et seulement si l’autre l’est.
5) Si la surface est convexe, on peut de´finir son dual comme (le bord de) l’intersection des plans duaux
des points de la surface, et le caracte`re involutif de la dualite´ donne le re´sultat.
3.8.2 L’autodualite´ de l’espace anti-de Sitter
Un point de l’espace anti-de Sitter correspond a` un vecteur v de R42 de norme au carre´ e´gale a`
−1, il correspond a` une direction ne´gative. Ainsi la me´trique induite sur l’hyperplan orthogonal a` v est
de signature (1, 2) ((−,+)), et l’intersection de cet hyperplan avec l’espace anti-de Sitter est un plan
totalement ge´ode´sique de type espace. On l’appelle le dual de v.
On peut ainsi de´finir le dual d’une surface lisse strictement convexe ou d’une surface polye´drale convexe
de AdS3, de la meˆme fac¸on que pour la sphe`re S3 ou que pour le cas hyperblique-de Sitter. Les diffe´rentes
proprie´te´s se montrent de la meˆme fac¸on.
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3.9 Coˆnes convexes
On donne un re´sultat analogue au cas riemannien (proposition 1.30 page 24). La diffe´rence est que
l’angle d’un coˆne (riemannien) est supe´rieur a` 2π dans les espaces lorentziens.
De´finition 3.50. Un coˆne convexe (polye´dral) de sommet x est un polye`dre convexe de type espace deM−K
ayant au moins trois areˆtes et pour seul sommet x. En particulier il est stable par toutes les homothe´ties
de centre x et de rapport λ > 0.
L’angle du coˆne convexe est la somme des angles entre les areˆtes sur les faces du coˆne convexe.
Proposition 3.51. L’angle d’un coˆne convexe de M−K est (strictement) supe´rieur a` 2π.
De´monstration. On de´finit un coˆne ferme´ comme dans le cas riemannien, et l’argument est le meˆme
dans le cas de Sitter que dans le cas de S3 : le dual d’un coˆne ferme´ est un coˆne ferme´ dans l’espace
hyperbolique, et l’angle du coˆne est nπ moins la somme des angles inte´rieurs du polygone hyperbolique
dual du sommet du coˆne. La formule de Gauss–Bonnet donne imme´diatement le re´sultat.
Dans le cas de Minkowski, il suffit de conside´rer l’intersection du coˆne avec l’espace de Sitter, ce
qui donne un polygone convexe (dont les areˆtes sont de type espace) dont les longueurs des areˆtes sont
exactement les angles entre les areˆtes du coˆne, et d’utiliser le lemme 3.44 (ou alors on peut on utiliser
une “dualite´” entre R31 et H
2 comme dans [Isk00, 6.1], ce qui est une autre fac¸on de formuler la dualite´
entre les plans de Sitter et hyperbolique).
Dans l’espace anti-de Sitter, on conside`re le dual d’un coˆne convexe ferme´. Le polygone dual du sommet
du coˆne est dans un sous-espace totalement ge´ode´sique de type espace isome´trique au plan hyperbolique,
il est donc isome´trique a` un polygone hyperbolique, et le the´ore`me de Gauss–Bonnet couple´ avec l’auto-
dualite´ de l’espace anti-de Sitter donne la solution.
Chapitre 4
Les applications de Pogorelov
Les applications de Pogorelov (globales) permettent de ramener des proble`mes de de´formations dans
des espaces (riemanniens ou lorentziens) a` courbure constante a` des proble`mes de de´formations dans des
espaces plats. Dans le cas riemannien, Pogorelov s’en sert pour ramener des proble`mes de de´formations
dans la sphe`re de dimension 3 ou dans l’espace hyperbolique a` des proble`mes de de´formations dans
l’espace euclidien (dans [Pog56], voir [Spi79c, p. 343]). Voir [Pog73, V, 3],[Pog56] pour le cas de la sphe`re.
F. Labourie et J.-M. Schlenker ont remarque´ que ces applications s’adaptent quasi-directement aux
cas lorentziens, ce qui sert a` ramener des proble`mes de de´formations dans l’espace hyperbolique, de Sitter
ou anti-de Sitter a` des proble`mes de de´formations dans l’espace de Minkowski de dimension 3, ou de
ramener des proble`mes de de´formations dans l’espace de Sitter a` des proble`mes de de´formations dans
l’espace euclidien.
Il existe un analogue infinite´simal de l’application de Pogorelov, qui provient au de´part de la de´rivation
de l’applications de Pogorelov (globale) au voisinage de la diagonale (la restriction de l’application de
Pogorelov globale a` la diagonale correspond a` l’application projective usuelle), voir [Pog73, V, 5] pour le
cas sphe`re-euclidien et [LS00, Rou04] pour les cas lorentziens.
On a pre´fe´re´ une approche plus directe mise a` jour dans [Sch06], qui rend l’e´tude des applications
de Pogorelov infinite´simales inde´pendante de celle des applications de Pogorelov globales — quand a`
celles-ci, elles s’adaptent directement de celles de´couvertes par Pogorelov.
Il ne fait aucun doute que ces constructions et leurs proprie´te´s se ge´ne´ralisent de fac¸on directe aux
espaces a` courbures constantes de dimensions supe´rieures et de signatures diffe`rentes (voir par exemple
[Sch98b]). Nous n’aurons pas besoin de l’application de Pogorelov globale anti-de Sitter-Minkowski.
4.1 Applications de Pogorelov globales
4.1.1 Sphe`re-Euclidien
L’application de Pogorelov globale de la sphe`re dans l’espace euclidien est l’application de S3+× S3+ ⊂
R4 × R4 a` valeur dans (R3 × {0})× (R3 × {0}) de´finie par
ΦS−E(x, x
′) = 2
(
x− 〈x, xN 〉xN
〈x+ x′, xN 〉 ,
x′ − 〈x′, xN 〉xN
〈x+ x′, xN 〉
)
(4.1)
ou` S3+ est la demi-sphe`re supe´rieure et xN = (0, 0, 0, 1) est le poˆle nord. C’est un diffe´omorphisme d’inverse
S(y, y′) = (p(y, y′)(y + xN (1− ‖y‖2 + ‖y′‖2)), p′(y, y′)(y′ + xN (1− ‖y′‖2 + ‖y‖2))) (4.2)
ou` p et p′ sont tels que la norme de chaque composante soit e´gale a` 1.
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4.1.1.1 Distances
Lemme 4.1 (Proprie´te´ fondamentale de l’application de Pogorelov). Soient S et S′ deux surfaces (e´ven-
tuellement polye´drales) dans S3+. La me´trique induite est la meˆme sur S et S
′ si et seulement si la me´trique
induite est la meˆme sur ΦS−E(S, S
′)1 et ΦS−E(S, S
′)2.
De plus, si il existe une isome´trie globale qui envoie S sur S′, alors il existe une isome´trie globale qui
envoie ΦS−E(S, S
′)1 sur ΦS−E(S, S
′)2.
De´monstration. On veut montrer, en suivant [Sch98c, LS00], que si X et X ′ sont deux vecteurs tangents
de S3+, alors
[(‖X‖
S3
= ‖X ′‖
S3
)⇔ (
∥∥d(x,x′)ΦS−E(X,X ′)1∥∥R3 = ∥∥d(x,x′)ΦS−E(X,X ′)2∥∥R3)] (4.3)
⇔ [(‖X‖
R4
= ‖X ′‖
R4
)⇔ (∥∥d(x,x′)ΦS−E(X,X ′)1∥∥R4 = ∥∥d(x,x′)ΦS−E(X,X ′)2∥∥R4)]. (4.4)
Pour avoir la premie`re partie du lemme, il suffit de conside´rer des vecteurs tangents aux surfaces, et pour
la seconde il suffit de conside´rer la distance extrinse`que entre deux points d’une surface.
On calcule directement que
1
2
〈x+x′, xN 〉2d(x,x′)ΦS−E(X,X ′)1 = (X−〈X,xN 〉xN )〈x+x′, xN 〉−〈X+X ′, xN 〉(x−〈x, xN 〉xN ), (4.5)
dont la norme est
1
4
〈x+ x′, xN 〉4
∥∥d(x,x′)ΦS−E(X,X ′)1∥∥2 (4.6)
= 〈x+ x′, xN 〉2(‖X‖2 − 〈X,xN 〉2) + 〈X +X ′, xN 〉2(‖x‖2 − 〈x, xN 〉2) (4.7)
−2〈x+ x′, xN 〉〈X +X ′, xN 〉(〈X,x〉 − 〈X,xN 〉〈x, xN 〉). (4.8)
Comme on est sur la sphe`re unite´ de R4 on a ‖x‖ = 1 et 〈x,X〉 = 0 :
1
4
〈x + x′, xN 〉4
∥∥d(x,x′)ΦS−E(X,X ′)1∥∥2 (4.9)
= 〈x+ x′, xN 〉2(‖X‖2 − 〈X,xN 〉2) + 〈X +X ′, xN 〉2(1− 〈x, xN 〉2) (4.10)
+2〈x+ x′, xN 〉〈X +X ′, xN 〉〈X,xN 〉〈x, xN 〉 (4.11)
= 〈x+ x′, xN 〉2 ‖X‖2 + 〈X +X ′, xN 〉2 − (〈x + x′, xN 〉〈X,xN 〉 − 〈X +X ′, xN 〉〈x, xN 〉)2(4.12)
= 〈x+ x′, xN 〉2 ‖X‖2 + 〈X +X ′, xN 〉2 − (〈x′, xN 〉〈X,xN 〉 − 〈x, xN 〉〈X ′, xN 〉)2. (4.13)
Cette dernie`re quantite´ est syme´trique par rapport a` l’e´change de (x,X) et de (x′, X ′) si et seulement si
‖X‖ = ‖X ′‖.
4.1.1.2 Ge´ode´siques
Lemme 4.2. L’application de Pogorelov envoie un couple de ge´ode´siques (isome´triques) de S3 sur un
couple de ge´ode´siques (isome´triques) de R3 et un couple de plans ge´ode´siques (isome´triques) de S3 sur un
couple de plans ge´ode´siques (isome´triques) de R3.
De´monstration. On va montrer le lemme pour les plans, pour les ge´ode´siques il suffit de les conside´rer
comme des intersections de plans.
Soit (P, P ′) un couple d’hyperplans ge´ode´siques de R4 qui de´finissent le couple de plans ge´ode´siques
de la sphe`re. On e´crit P comme l’ensemble des vecteurs x (de R4) tels que
〈A, x〉 = 0, (4.14)
ou` A est un vecteur fixe´.
Avec la re´ciproque (4.2) de l’application de Pogorelov, l’e´quation au-dessus indique que les points de
ΦS−E(P, P
′)1 ve´rifient l’e´quation
〈A, y + xN (1− ‖y‖2 + ‖y′‖2)〉 = 0 (4.15)
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ou` (y, y′) ∈ ΦS−E(P, P ′). Mais deux plans ge´ode´siques sont congruents, et, par la proprie´te´ fondamentale
de l’application de Pogorelov, ΦS−E(P, P
′)1 et ΦS−E(P, P
′)2 sont congruents. En particulier, il existe une
isome´trie E de R3 telle que y′ = Ey. L’isome´trie peut se de´composer en une rotation et une translation :
y′ = Ry + T , et on calcule
‖y′‖2 = 〈Ry + T,Ry + T 〉 = ‖y‖2 + 2〈Ry, T 〉+ ‖T ‖2 (4.16)
et l’e´quation (4.15) donne alors
〈A, y + xN (2〈Ry, T 〉+ ‖T ‖2)〉 = 0, (4.17)
⇔ 〈A, y + 2xN 〈Ry, T 〉〉+ 〈A, xN ‖T ‖2〉 = 0, (4.18)
ce qui est bien l’e´quation d’un plan affine de (R3 × {0}).
On remarque que ce lemme montre, avec le fait qu’un couple d’espaces tangents est envoye´ sur un
couple d’espaces tangents (on ve´rifie facilement que la distance entre chaque surface et le plan correspon-
dant est toujours de meˆme ordre [Pog73]), qu’un couple de surfaces re´gulie`res (i.e. dont l’ensemble des
vecteurs tangents est un plan) est envoye´ sur un couple de surfaces re´gulie`res.
Une surface de S3 est dite centre´e en xN si chaque demi-ge´ode´sique partant de xN intersecte en au
plus un point la surface. Une surface de R3 est dite centre´e en 0 si chaque demi-ge´ode´sique partant de 0
intersecte en au plus un point la surface.
Lemme 4.3. L’application de Pogorelov envoie un couple de surfaces centre´es en xN sur un couple de
surfaces centre´es en 0.
De´monstration. Un couple de ge´ode´siques partant de xN est donne´ par (dans R
4 × R4)
1√
1 + λ2
(xN + λu, xN + λu
′) (4.19)
avec u et u′ deux vecteurs unitaires de R4 orthogonaux a` xN . On ve´rifie facilement que ce couple est
envoye´ sur
λ(u, u′) (4.20)
qui est bien un couple de ge´ode´siques de R3 × {0} partant de l’origine (car par orthogonalite´ avec xN , u
et u′ sont dans R3 × {0}). Le reste du lemme est donne´ par le fait que l’application de Pogorelov est une
bijection.
4.1.1.3 Convexite´
On montre alors :
Proposition 4.4. Un couple de surfaces (S1, S2) localement strictement convexes isome´triques de S
3
centre´es en xN est envoye´ sur un couple de surfaces localement strictement convexes de R
3 centre´es en
0.
En particulier dans le cas des surfaces compactes, un couple de surfaces isome´triques strictement
convexes est envoye´ sur un couple de surfaces strictement convexes.
On sait de´ja` que les images de ces deux surfaces sont isome´triques et centre´es en 0. On oriente les
surfaces en prenant la normale qui est toujours du meˆme coˆte´ de la surface par rapport a` xN (ou a` 0).
On va montrer que la deuxie`me forme fondamentale des surfaces dans R3 est strictement du meˆme signe
en chaque point, ce qui montre la stricte convexite´ locale. La preuve est exactement celle donne´e par
Pogorelov. On a d’abord besoin d’un petit rappel sur les courbes dans S3 ⊂ R4.
Soit g une ge´ode´sique trace´e sur une surface dans S3 (suppose´e parame´tre´e par la longueur d’arc). Le
plan tangent de R4 en un point g(t) est engendre´ par les vecteurs (g(t), g′(t), N(g(t)), N(g(t))∧ g′(t)), ou`
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N est la normale unitaire de la surface dans S3. Comme g est une ge´ode´sique dans S3, g′′(t) appartient
au plan tangent engendre´ par g(t) et N(g(t)), donc il existe λ et k(t) tels que
g′′(t)− λg(t) = k(t)N(g(t)). (4.21)
Mais λ = −1, en effet
(〈g(t), g(t)〉 = 1)⇒ (〈g′(t), g(t)〉 = 0)⇒ (〈g′′(t), g(t)〉+ 〈g′(t), g′(t)〉 = 0), (4.22)
et 〈g′(t), g′(t)〉 = 1 puisque g est une ge´ode´sique. Donc une ge´ode´sique de S3 ⊂ R4 peut s’e´crire, pour t
suffisament petit, si g(0) = p et g′(0) = τ
g(t) = r(t)(p + tτ + t2(kN + p) +O(t3)), (4.23)
ou` r(t) est tel que la norme de g(t) soit e´gale a` 1.
On aura aussi besoin du lemme suivant :
Lemme 4.5. Soient P1 et P2 deux plans tangents, en respectivement a0 et b0, de deux surfaces isome´-
triques de S3+ centre´es en xN . On suppose que l’isome´trie envoie P1 sur P2 et a0 sur b0.
On note Q = ΦS−E(P1, P2)1 le plan image et d0 = ΦS−E(a0, b0)1 ∈ Q. On note aussi a3 et b3 les
normales unitaires de P1 et P2 en a0 et b0, prise chacune du meˆme coˆte´ par rapport a` xN .
On note a1 et a2 deux vecteurs tangents unitaires orthogonaux de P1 en a0, on note b1 et b2 ceux
de P2 en b0 leur correspondant pour l’isome´trie et d1, d2 ceux de Q correspondants par l’application de
Pogorelov. On note d3 la normale a` Q en d0.
Alors les valeurs suivantes
A = 〈d3, a3 − 〈xN , a3〉d0〉 (4.24)
B = −〈xN , b3〉〈d0, d3〉 (4.25)
sont strictement positives.
De´monstration. On remarque d’abord que les plans P1 et P2 sont centre´s en xN , i.e. aucun vecteur de
Pi ne de´finit une ge´ode´sique joignant a0 ou b0 et xN .
Les de´finitions du lemme donnent
a3 = a0 ∧ a1 ∧ a2, b3 = b0 ∧ b1 ∧ b2, d3 = xN ∧ d1 ∧ d2, (4.26)
car les di sont des e´le´ments de R
3 × {0}. Les vecteurs d1 et d2 sont les images des vecteurs tangents de
P1 et P2 par la diffe´rentielle de
x1 − 〈x1, xN 〉xN
〈x1 + x2, xN 〉 , (4.27)
avec x1 (resp. x2) un point sur une ge´ode´sique partant de a0 (resp. b0) et de´finie par un vecteur de Pi.
En posant
λ0 = 〈a0 + b0, xN 〉, λ1 = 〈a1 + b1, xN 〉, λ2 = 〈a2 + b2, xN 〉 (4.28)
(remarquons que λ0 > 0) on calcule facilement que
d1 =
1
λ20
(a1λ0 − a0λ1) + xN [. . .], (4.29)
d2 =
1
λ20
(a2λ0 − a0λ2) + xN [. . .]. (4.30)
Et comme d3 = xN ∧ d1 ∧ d2, on calcule que
d3 =
1
λ30
(λ0(xN ∧ a1 ∧ a2)− λ1(xN ∧ a0 ∧ a2)− λ2(xN ∧ a1 ∧ a0)). (4.31)
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Par de´finition,
d0 =
a0
λ0
+ xN [. . .] (4.32)
et par (4.31) on obtient
〈d0, d3〉 = − 1
λ30
det(xN , a0, a1, a2). (4.33)
D’un autre coˆte´, 〈xN , b3〉 = det(xN , b0, b1, b2), donc
B = −〈xN , b3〉〈d0, d3〉 = 1
λ30
det(xN , a0, a1, a2) det(xN , b0, b1, b2) > 0, (4.34)
puisque les plans P1 et P2 sont oriente´s de la meˆme fac¸on par rapport a` xN , det(xN , a0, a1, a2) et
det(xN , b0, b1, b2) sont de meˆme signe. Et ces deux de´terminants ne s’annulent pas, car a0, a1, a2 (resp.
b0, b1, b2) sont orthogonaux, et xN n’appartient pas au sous-espace vectoriel engendre´ par ces trois vec-
teurs. En effet, P1 est centre´ en xN , donc, pour tout µ, le vecteur (xN − µao) pris en ao n’appartient pas
au plan engendre´ par a1 et a2 (idem pour les bi).
On va maintenant calculer 〈d3, a3〉. En remplac¸ant ces deux termes par (4.31) et (4.26) on obtient
〈d3, a3〉 = 1
λ30
(λ0〈xN∧a1∧a2, a0∧a1∧a2〉−λ1〈xN∧a0∧a2, a0∧a1∧a2〉−λ2〈xN∧a1∧a0, a0∧a1∧a2〉) (4.35)
et en utilisant le fait que le produit scalaire des produits vectoriels est un de´terminant de produits scalaires,
et que les ai sont orthonorme´s, on a
〈d3, a3〉 = 1
λ30
(λ0〈xN , a0〉+ λ1〈xN , a1〉+ λ2〈xN , a2〉), (4.36)
et en mettant les valeurs des λi :
〈d3, a3〉 = 1
λ30
(〈xN , a0〉2 + 〈xN , a1〉2 + 〈xN , a2〉2
+ 〈xN , a0〉〈xN , b0〉+ 〈xN , a1〉〈xN , b1〉+ 〈xN , a2〉〈xN , b2〉). (4.37)
De l’ine´galite´ (〈xN , ai〉 − 〈xN , bi〉)2 ≥ 0 qui donne
1
2
(〈xN , ai〉2 + 〈xN , bi〉2) ≥ −〈xN , ai〉〈xN , bi〉 (4.38)
on tire
〈d3, a3〉 ≥ 1
2λ30
(〈xN , a0〉2 + 〈xN , a1〉2 + 〈xN , a2〉2 − 〈xN , b0〉2 − 〈xN , b1〉2 − 〈xN , b2〉2). (4.39)
Et comme les ai (resp. bi) forment une base orthonorme´e de R
4 :
〈xN , a0〉2 + 〈xN , a1〉2 + 〈xN , a2〉2 + 〈xN , a3〉2 = 〈xN , b0〉2 + 〈xN , b1〉2 + 〈xN , b2〉2 + 〈xN , b3〉2 (4.40)
on a finalement
〈d3, a3〉 ≥ 1
2λ30
(〈xN , b3〉2 − 〈xN , a3〉2) (4.41)
=
1
2λ30
(det(xN , b0, b1, b2)
2 − det(xN , a0, a1, a2)2). (4.42)
Comme A = 〈d3, a3〉 − 〈xN , a3〉〈d0, d3〉 et que, par (4.26) et (4.33)
−〈xN , a3〉〈d0, d3〉 = 1
λ30
det(xN , a0, a1, a2)
2 (4.43)
alors
A ≥ 1
2λ30
(det(xN , b0, b1, b2)
2 + det(xN , a0, a1, a2)
2) > 0. (4.44)
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Preuve de la proposition 4.4. On conside`re deux ge´ode´siques g1 et g2 sur S1 et S2 qui se correspondent
par l’isome´trie entre S1 et S2 :
g1(t) = r1(t)(p1 + tτ1 + t
2(k1N1 + p1) +O(t
3)) (4.45)
g2(t) = r2(t)(p2 + tτ2 + t
2(k2N2 + p2) +O(t
3)), (4.46)
ou` ri(t) est tel que la norme de gi(t) soit e´gale a` 1, et r1(0) = r2(0) = 1. La ge´ode´sique correspondante
γ(t) sur Q := Φ(S1, S2)1 se´crit
p1 + tτ1 + t
2(k1N1 + p1) +O(t
3)− xN 〈xN , p1 + tτ1 + t2(k1N1 + p1) +O(t3)〉
〈xN , p1 + r2(t)r1(t)p2 + t(τ1 +
r2(t)
r1(t)
τ2) + t2(k1N1 + k2
r2(t)
r1(t)
N2 + p1 + p2) +O(t3)〉
. (4.47)
On veut connaitre une approximation de γ(t) − γ(0). Cette expression n’a pas de terme de degre´ 0,
et on calcule son terme de degre´ 1 en de´rivant une fois l’expression au-dessus en t = 0, et on calcule son
terme de degre´ 2 en de´rivant deux fois l’expression au-dessus en t = 0. Ce calcul donne, avec γ(0) = q :
γ(t)− γ(0) = 1〈xN , p1 + p2〉 [t(−q〈xN , τ1 + τ2〉) + τ1 − xN 〈xN , τ1〉) (4.48)
−2〈xN , τ1 + τ2〉t2(−q〈xN , τ1 + τ2〉) + τ1 − xN 〈xN , τ1〉) (4.49)
+t2(−q〈xN , k1N1 + k2N2〉+ k1N1 − 〈xN , k1N1〉xN )] +O(t3). (4.50)
On note n la normale de Q en γ(0). Comme le coefficient de t dans l’expression au-dessus est la valeur de
γ(0)′, il est orthogonal a` n, et on remarque qu’il en est de meˆme pour la deuxie`me ligne de l’expression
ci-dessus. Donc
〈n, γ(t)− γ(0)〉 = t
2k1
〈xN , p1 + p2〉 〈−q〈xN , N1〉+N1, n〉 (4.51)
− t
2k2
〈xN , p1 + p2〉 〈xN , N2〉〈q, n〉+O(t
3). (4.52)
Il suffit de montrer que les coefficients de t2 sont non-nuls et de meˆme signe (quelque soit le point q)
pour montrer la stricte convexite´ locale. Les coefficients
k1
〈xN , p1 + p2〉 et
k2
〈xN , p1 + p2〉 sont non-nuls et
de meˆme signe (car les ki sont la courbure de ge´ode´siques sur deux surfaces isome´triques et strictement
convexes : ils sont non-nuls et de meˆme signe), il ne reste qu’a` le ve´rifier pour 〈−q〈xN , N1〉 + N1, n〉 et
〈xN , N2〉〈q, n〉, ce qui est donne´ par le lemme 4.5.
4.1.1.4 Cas des polye`dres
On dit qu’une surface localement (strictement) convexe de S3 centre´e en xN est vue de l’inte´rieur
(sous-entendu par rapport a` xN ) si xN est du coˆte´ convexe de xN . Elle est dite vue de l’exte´rieur si xN
est du coˆte´ concave de xN . On a les meˆmes de´finitions pour une surface localement (strictement) convexe
de R3 par rapport a` l’origine.
Lemme 4.6. Un couple de surface vues de l’inte´rieur (resp. de l’exte´rieur) est envoye´ sur un couple de
surfaces vues de l’inte´rieur (resp. de l’exte´rieur).
De´monstration. En reprenant les meˆmes notations que dans le lemme 4.5, on a
d0 =
1
λ0
(a0 − 〈a0, xN 〉xN ), (4.53)
d3 =
1
λ0
(xN ∧ λ0a1 − a0λ1 ∧ a2λ0 − a0λ2), (4.54)
ce qui permet de calculer
〈d0, d3〉 = 1
λ30
det(xN , a0, a1, a2) = − 1
λ30
〈a3, xN 〉. (4.55)
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Or si la surface de S3 est vue de l’inte´rieur, cela signifie que
〈a0 − xN , a3〉 > 0 (4.56)
et comme a3 ∈ Ta0S3 est orthogonal a` a0, on a
〈xN , a3〉 < 0 (4.57)
et dans ce cas 〈d0, d3〉 > 0, ce qui signifie que la surface de R3 est vue de l’inte´rieur.
L’argument est exactement le meˆme pour une surface vue de l’exte´rieur.
On veut de´duire de ce re´sultat et de la proposition 4.4 qu’un couple de surfaces polye´drales isome´triques
vues de l’inte´rieur est envoye´ sur un couple de surfaces polye´drales isome´triques vues de l’inte´rieur.
En particulier, dans le cas ou` les surfaces sont ferme´es :
Proposition 4.7. L’application de Pogorelov envoie un couple de polye`dres compacts convexes isome´-
triques (centre´s en xN ) sur un couple de polye`dres compacts convexes (isome´triques et centre´s en 0).
En fait ce re´sultat est vrai pour n’importe quel couple de “surfaces ge´ne´ralise´es” ferme´es isome´triques
convexes, [Pog56, Pog73].
Comme un couple de plans ge´ode´siques est envoye´ sur un couple de plans ge´ode´siques, un couple de
polye`dres est envoye´ sur un couple de polye`dres. On suppose que les polye`dres sont vus de l’inte´rieur, la
preuve est la meˆme pour des polye`dres vus de l’exte´rieur.
Comme la combinatoire des polye`dres n’est pas force´ment la meˆme, il faut e´tudier les diffe´rents cas
de couples de points (p1, p2) se correspondant par l’isome´trie entre les deux polye`dres.
1) Si p1 et p2 sont tous les deux a` l’inte´rieur d’une face, alors comme on l’a de´ja` signale´, ils sont
envoye´ sur un couple de points sur une face.
2) Si p1 et p2 sont chacun sur l’inte´rieur d’une areˆte. Alors
a) Soit l’isome´trie envoie une areˆte sur l’autre, et alors l’image du couple d’angles die`dres (i.e. une
intersection de deux plans) est un couple de deux plans qui s’intersectent, soit un couple d’angles
die`dres ;
b) Soit les deux areˆtes ne se correspondent pas par l’isome´trie. Alors on trace sur chaque angle
die`dre l’image par l’isome´trie de l’areˆte de l’autre angle die`dre. Chaque membre du couple image
est alors forme´ de quatre plans qui s’intersectent en un point (qui est une composante de l’image
de (p1, p2)) : ce sont des coˆnes polye´draux a` quatre faces.
3) Si p1 est sur une areˆte et p2 a` l’inte´rieur d’une face, alors en trac¸ant sur la face l’image de l’areˆte
par l’isome´trie, on en de´duit que comme en 2), a) que l’image par l’application de Pogorelov est un
couple d’angles die`dres.
4) Si p1 et p2 sont des sommets alors comme en 2), b) l’image est un couple de coˆnes polye´draux.
Pour chacun de ces cas, on peut approcher les angles die`dres et les coˆnes par des suites surfaces lisses
strictement convexes isome´triques vues de l’inte´rieur. Par la proposition 4.4 et le lemme 4.6 les images de
ces suites sont convexes et vues de l’inte´rieur. Il en est donc de meˆme de leurs limites, qui sont les images
du couple de polye`dre de de´part. Il s’agit donc bien de polye`dres convexes.
On remarque que dans le cas d’un couple de polye`dres ayant chacun un nombre infini de sommets, les
e´le´ments du couple image par l’application de Pogorelov sont toujours des polye`dres (i.e. sont localement
finis).
4.1.2 De l’espace Hyperbolique-de Sitter dans un espace plat
4.1.2.1 Dans l’espace euclidien
Hyperbolique. On de´finit l’application de Pogorelov Hyperbolique-Euclidien, note´e ΦH−E , qui envoie
H3×H3 sur R3×R3, en voyant l’espace hyperbolique comme une pseudo-sphe`re de l’espace de Minkowski
de dimension 4 :
(x, x′) 7→ 2
(−x− 〈x, ch〉mch
〈x + x′, ch〉m ,
−x′ − 〈x′, ch〉mch
〈x+ x′, ch〉m
)
, (4.58)
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avec ch := (0, 0, 0, 1) ∈ R41, et ou` 〈, 〉m est la forme biline´aire de signature (3, 1) (on peut remarquer qu’en
utilisant le produit scalaire usuel, note´ 〈, 〉, cette formule est exactement celle utilise´e pour la sphe`re).
On rappelle que J est la matrice de 〈, 〉m :
J =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1
 , (4.59)
c’est-a`-dire que 〈x, y〉m = 〈Jx, y〉 = 〈x, Jy〉, et on remarque que Jch = −ch.
Cette application a les meˆmes proprie´te´s que l’application de Pogorelov qui envoie la sphe`re dans
l’espace euclidien. Pour les lemmes 4.1 et 4.2, les preuves sont exactement les meˆmes.
Pour la preuve de la proposition 4.4, elle est quasiment la meˆme, aux diffe´rences de signe pre`s. D’abord
on remarque que l’e´criture du de´veloppement d’une ge´ode´sique sur une surface de H3 est le meˆme que
pour S3. Et en reprenant les meˆmes notations, on trouve que
γ(t)− γ(0) = 1〈ch, p1 + p2〉m [t(−q〈ch, τ1 + τ2〉m)− τ1 − ch〈ch, τ1〉m) (4.60)
−2〈ch, τ1 + τ2〉mt2(q〈ch, τ1 + τ2〉m) + τ1 − ch〈ch, τ1〉m) (4.61)
+t2(−q〈ch, k1N1 + k2N2〉m − k1N1 − 〈ch, k1N1〉m)ch] +O(t3). (4.62)
D’ou`, avec les meˆmes conside´rations :
〈n, γ(t)− γ(0)〉 = t
2k1
〈ch, p1 + p2〉m 〈−q〈ch, N1〉m −N1, n〉 (4.63)
− t
2k2
〈ch, p1 + p2〉m 〈ch, N2〉m〈q, n〉+O(t
3). (4.64)
Il suffit donc de ve´rifier que 〈−q〈ch, N1〉m −N1, n〉 et −〈ch, N2〉m〈q, n〉 ont meˆme signe.
On peut alors montrer l’analogue du lemme 4.5. La preuve ne repose que sur de le´ge`res adaptations
du cas de la sphe`re :
Lemme 4.8. Soient P1 et P2 deux plans tangents, en respectivement a0 et b0, de deux surfaces isome´-
triques de H3 centre´es en ch. On suppose que l’isome´trie envoie P1 sur P2 et a0 sur b0.
On note Q = ΦH−E(P1, P2)1 le plan image et d0 = ΦH−E(a0, b0)1 ∈ Q. On note aussi a3 et b3 les
normales de P1 et P2 en a0 et b0, de´finies chacune du meˆme coˆte´ par rapport a` ch.
On note a1 et a2 deux vecteurs tangents unitaires orthogonaux de P1 en a0, on note b1 et b2 ceux
de P2 en b0 leur correspondant pour l’isome´trie et d1, d2 ceux de Q correspondants par l’application de
Pogorelov. On note d3 la normale a` Q en d0.
Alors les expressions
A = 〈d3,−a3 − 〈ch, a3〉md0〉 = 〈d3,−a3 + 〈ch, a3〉d0〉, (4.65)
B = −〈ch, b3〉m〈d0, d3〉 = 〈ch, b3〉〈d0, d3〉 (4.66)
sont strictement ne´gatives.
De´monstration. On remarque que les expressions de A et B sont au signe pre`s les meˆmes que dans le cas
de la sphe`re, qui e´taient strictement positives. Pour montrer ce lemme, il suffit de reprendre la preuve
dans le cas de la sphe`re en prenant en compte les diffe´rences de signe : les λi et les di, i = 0, 1, 2, sont de
signe oppose´ a` ceux du cas de la sphe`re. La ve´rification est laisse´e au lecteur.
De Sitter. L’application de Pogorelov de Sitter-Euclidien ΦdS−E qui envoie dS
3
+ × dS3+ (dS3+ est la
partie de l’espace de Sitter de´finie par x4 > 0) sur R
3 × R3, s’e´crit
(x, x′) 7→ 2
(−x− 〈x, ch〉ch
〈x + x′, ch〉 ,
−x′ − 〈x′, ch〉ch
〈x+ x′, ch〉
)
, (4.67)
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avec ch := (0, 0, 0, 1) ∈ R41.
Les proprie´te´s et les de´monstrations sont exactement les meˆmes que dans le cas hyperbolique. Il faut
juste pre´ciser ce que signifie centre´ en ch, puisque le point ch n’appartient pas a` l’espace de Sitter. Une
surface de l’espace de Sitter est dite centre´e en ch si elle a au plus un point d’intersection avec chaque
ge´ode´sique de´finie par l’intersection de l’espace de Sitter avec le plan vectoriel passant par ch. On ve´rifie
(exactement comme dans le cas hyperbolique) qu’un couple de telles ge´ode´siques est envoye´ sur un couple
de ge´ode´siques (qui se prolongent en des ge´ode´siques) passant par l’origine.
Dans les deux cas (hyperbolique et de Sitter), de la meˆme fac¸on que pour la sphe`re, un couple de
polye`dres convexes est envoye´ sur un couple de polye`dres convexes.
Extension a` l’espace hyperbolique-de Sitter Les applications de Pogorelov hyperbolique-euclidien
et de Sitter-euclidien sont injectives sur leur image, leur re´ciproque est de la meˆme forme que pour la
sphe`re (4.2). Comme cette application s’e´crit de la meˆme fac¸on pour les deux espaces, et qu’elle est
bien de´finie, les images des applications de Pogorelov hyperbolique-euclidien et de Sitter-euclidien ne
s’intersectent pas.
On rappelle que l’espace hyperbolique-de Sitter HS est R3 moins la sphe`re unite´, muni de la distance
hyperbolique-de Sitter (section 3.7 page 49). Un polye`dre de type HS est un polye`dre dans cet espace. Dans
l’espace de Minkowski de dimension 4, un polye`dre de type HS correspond a` une intersection d’hyperplans
vectoriels.
On note HS×HS l’espace constitue´ des couples de la forme (x, y) ou` x et y appartiennent tous les deux a`
l’espace hyperbolique ou a` l’espace de Sitter. L’application de Pogorelov hyperbolique-de Sitter–euclidien
ΦHS−E va de HS×HS dans R3 × R3 et a la meˆme forme que (4.58). On montre d’abord que
Lemme 4.9. Pour la topologie donne´e par la distance euclidienne de R3×R3, si un couple de points (x, x′)
a` l’inte´rieur de la boule unite´ ouverte est proche d’un couple point (y, y′) a` l’exte´rieur de la boule unite´
ferme´e, alors les images de ces couples par la composition de π−1 × π−1 avec l’application de Pogorelov
sont proches, ou` π est la projection de l’espace hyperbolique et de l’espace de Sitter sur R3 qui de´finit le
mode`le de Klein.
De´monstration. On note (X,X ′) ∈ H3 × H3 ⊂ R41 × R41 et (Y, Y ′) ∈ dS3 × dS3 ⊂ R41 × R41 les images
re´ciproques de respectivement (x, x′) et (y, y′) par rapport a` π× π. Si x et y (resp. x′ et y′) sont proches
pour la topologie de R3, i.e. dans une meˆme boule ouverte de rayon ǫ, alors il est clair que X et Y (resp.
X ′ et Y ′) sont dans un meˆme coˆne de R4, dont l’angle de´pend de ǫ.
De plus si x (resp. y) est a` distance ǫ′ (resp. ǫ′′) de la sphe`re unite´, c’est-a`-dire ‖x‖2 = 1 − ǫ′2 (resp.
‖y‖2 = 1 + ǫ′′2), alors on calcule facilement que
X4 =
1
ǫ′
, Y4 =
1
ǫ′′
, (4.68)
c’est-a`-dire que si x est proche de y, alors ǫ′ est proche de ǫ′′ et donc X est proche de Y , toujours pour
la topologie euclidienne (idem pour x′, y′, X ′ et Y ′).
Alors il est clair que les images de (X,X ′) et (Y, Y ′) par l’application de Pogorelov, donne´es par
ΦHS−E(X,X
′)1 = 2
X −X4ch
X4 +X ′4
, ΦHS−E(Y, Y
′)1 = 2
Y − Y4ch
Y4 + Y ′4
(4.69)
sont proches.
Proposition 4.10. Les couples de polye`dres de type HS convexes sont envoye´s par l’application de Po-
gorelov HS− E sur des couples de polye`dres convexes de l’espace euclidien.
De´monstration. Un polye`dre convexe de type HS est de´fini par des intersections d’hyperplans de l’espace
de Minkowski de dimension 4. Les couples de tels hyperplans sont envoye´s sur des couples d’hyperplans
affines de R3 (la preuve est exactement la meˆme que dans le cas de la sphe`re). Le lemme pre´ce´dent
indique que l’image d’un couple de polye`dres de type HS est bien de´finie par continuite´ aux endroits ou`
les polye`dres rencontrent la sphe`re unite´.
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La proprie´te´ fondamentale de l’application de Pogorelov se montre exactement comme dans les cas
pre´ce´dents, et pour la convexite´ il suffit d’appliquer la proprie´te´ de convexite´ successivement a` la partie
hyperbolique et a` la partie de Sitter du polye`dre.
4.1.2.2 Dans l’espace de Minkowski
On de´finit l’application de Pogorelov Hyperbolique-Minkowski, note´ ΦH−M , qui envoie le produit de
l’intersection de l’espace hyperbolique (comme quadrique de l’espace de Minkowski de dimension 4) avec
le demi-espace {x1 > 0} sur R31 × R31 :
(x, x′) 7→ 2
(
x− 〈x, c1〉mc1
〈x + x′, c1〉m ,
x′ − 〈x′, c1〉mc1
〈x+ x′, c1〉m
)
, (4.70)
avec c1 := (1, 0, 0, 0) ∈ R41.
L’application de Pogorelov de Sitter-Minkowski, note´e ΦdS−M , qui envoie le produit de l’intersection
de l’espace de Sitter avec le demi-espace {x1 > 0} sur R31 × R31, s’e´crit de la meˆme fac¸on.
On ve´rifie exactement comme dans les cas pre´ce´dents que la proprie´te´ fondamentale est pre´serve´e, que
les ge´ode´siques sont envoye´es sur des ge´ode´siques, qu’une surface centre´e en c1 est envoye´e sur une surface
centre´e en 0 (eˆtre centre´e en c1 pour une surface de l’espace hyperbolique est la de´finition analogue a` eˆtre
centre´ en ch pour une surface de l’espace de Sitter).
Mais comme Jc1 = c1, cette application s’e´crit aussi
(x, x′) 7→ 2
(
x− 〈x, c1〉c1
〈x + x′, c1〉 ,
x′ − 〈x′, c1〉c1
〈x+ x′, c1〉
)
, (4.71)
et donc pour montrer qu’elle envoie un couple de surfaces isome´triques convexes centre´es en c1 sur un
couple de surfaces isome´triques convexes centre´es en 0, la preuve est exactement la meˆme que dans le cas
de la sphe`re. De la meˆme fac¸on un couple de polye`dres convexes est envoye´ sur un couple de polye`dres
convexes.
De plus, en prenant des vecteurs de type temps dans la preuve du lemme 4.3, on a imme´diatement :
Lemme 4.11. L’application de Pogorelov de Sitter-Minkowski envoie le produit du coˆne temps de c1 par
lui-meˆme sur le produit du coˆne temps de l’origine par lui-meˆme.
Cette application a aussi une proprie´te´ de commutation avec les isome´tries. On note φ l’application
projective de H3 dans R31 ou l’application projective de dS
3 dans R31. Un isome´trie qui fixe c1 dans l’espace
de Sitter est une isome´trie de R41 qui fixe le vecteur c1 et les pseudo-sphe`res, c’est donc une isome´trie de
l’espace hyperbolique qui fixe une surface totalement ge´ode´sique (l’intersection de l’espace hyperbolique
avec l’hyperplan orthogonal a` c1).
Lemme 4.12. L’application de Pogorelov (de l’espace hyperbolique ou de Sitter) commute aux isome´tries
pre´servant c1, c’est-a`-dire que, si f est une telle isome´trie, alors
Φ ◦ (f × f) = [(φ ◦ f ◦ φ−1)× (φ ◦ f ◦ φ−1)] ◦ΦS−E , (4.72)
et φ ◦ f ◦ φ−1 est une isome´trie qui fixe l’origine de l’espace de Minkowski.
De´monstration. Il est imme´diat que φ ◦ f ◦ φ−1 est une isome´trie qui fixe l’origine. Quand a` l’e´quation,
elle se montre directement avec un calcul explicite [LS00, Rou04].
Et on de´finit une extension a` l’espace hyperbolique-de Sitter de ces deux applications de Pogorelov
exactement comme dans le cas euclidien, et de la meˆme fac¸on on obtient
Proposition 4.13. Les couples de polye`dres de type HS convexes sont envoye´s par l’application de Po-
gorelov HS−M sur des couples de polye`dres convexes de l’espace de Minkowski.
Et la proprie´te´ de commutation aux isome´tries de´crite dans le lemme pre´ce´dent est e´videmment
pre´serve´e.
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4.2 Applications de Pogorelov infinite´simales
4.2.1 Dans l’espace euclidien
4.2.1.1 Hyperbolique-Euclidien
De´finition 4.14. Pour un point x de l’hyperbolo¨ıde hyperbolique I3 ⊂ R41, il existe une unique ge´ode´sique
reliant ch et x. La de´rive´e de cette ge´ode´sique au point x fournit un vecteur de TxI
3 qu’on appelle la
direction radiale. On appelle late´ral un vecteur orthogonal a` la direction radiale.
Tout vecteur se de´compose en une composante radiale et une composante late´rale. La direction radiale
est la projection de la direction ne´gative de R31 sur l’hyperbolo¨ıde. La direction late´rale est donc tangente
a` une sphe`re horizontale trace´e sur l’hyperbolo¨ıde.
L’application projective ϕH−E qui envoie l’espace hyperbolique a` l’inte´rieur de la boule unite´ a la
proprie´te´ d’envoyer les ge´ode´siques de I3 sur les segments euclidiens, donc en particulier une direction
radiale de I3 correspond par dϕH−E a` une direction radiale de la boule unite´ de R
3.
On peut alors de´finir un application de Pogorelov infinite´simale :
De´finition 4.15. On de´finit l’application de Pogorelov infinite´simale (Hyperbolique-Euclidien) Φ′H−E :
T I3 → TB3 comme e´tant l’application qui a` (x, Z) ∈ T I3 fait correspondre (ϕH−E(x), u), ou` :
ul, la composante late´rale de u, est l’image par dϕH−E de Zl, la composante late´rale de Z ;
ur, la composante radiale de u a la meˆme direction (via la projection) et la meˆme norme que Zr, la
composante radiale de Z.
Nous ferons l’abus de notation qui consiste a` laisser deviner en quel point on e´value le champ de
vecteurs.
On note ‖.‖
H3
la norme hyperbolique et ‖.‖
R3
la norme euclidienne.
Lemme 4.16. Si L est un vecteur late´ral de l’espace hyperbolique, alors
‖dϕH−E(L)‖R3 =
‖L‖
H3
cosh(µ)
, (4.73)
et si R est un vecteur radial, alors
‖dϕH−E(R)‖R3 =
‖R‖
H3
cosh2(µ)
, (4.74)
ou` µ = dH3(ch, x).
De´monstration. Pour un vecteur late´ral vl, de´fini en un point x d’ordonne´e x4 = cosh(µ), ou` µ est la
distance hyperbolique de ch a` x, le the´ore`me de Thale`s nous donne le re´sultat (voir figure 4.1). On peut
aussi la calculer directement en conside´rant sans perte de ge´ne´ralite´ que Zl est de la forme (0, ‖Zl‖ , 0, 0).
Pour le cas radial, il suffit de de´river l’image par ϕH−E d’une ge´ode´sique parame´tre´e par (sinh(µ), 0, 0, cosh(µ)),
ce qui revient a` de´river tanh(µ) (Lemme 3.20 page 43).
Ainsi on peut e´crire l’application de Pogorelov sous les formes suivantes, si R est le vecteur radial
unitaire de B3 :
Φ′H−E(Z) = dϕH−E(Zl) + cosh
2(µ)dϕH−E(Zr) = dϕH−E(Zl) + ‖Zr‖H3 R. (4.75)
Lemme 4.17. On a les e´galite´s
‖Zr‖H3 = ‖ur‖R3 , (4.76)
‖Zl‖H3 = cosh(µ) ‖ul‖R3 , (4.77)
ou` µ = dH3(ch, x).
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Fig. 4.1 – ‖Zl‖ = cosh(µ) ‖ul‖ (les dessins ont une dimension de moins que le texte).
cosh(µ)
sinh(µ)
1
0
t
µ
Fig. 4.2 –
De´monstration. La premie`re e´galite´ vient de la de´finition, la seconde du lemme pre´ce´dent.
Proposition 4.18 (Proprie´te´ fondamentale de l’application de Pogorelov infinite´simale). Soit S une
surface lisse de H3, et Z un champ de vecteurs de H3 de´fini sur S. Alors Z est une de´formation isome´-
trique infinite´simale de S si et seulement si Φ′H−E(Z) est une de´formation isome´trique infinite´simale de
ϕH−E(S).
Un champ de vecteurs Z de H3 est un champ de Killing de H3 si et seulement si Φ′HE(Z) est un
champ de Killing de R3.
On remarquera que la preuve de la proposition est toujours valable quelque soit la courbure (constante)
de l’espace ambiant ou la signature de la me´trique a` condition d’avoir un re´sultat analogue au lemme
3.22, c’est-a`-dire que le rapport entre les deux premie`res formes fondamentales soit le meˆme que celui
entre les deux deuxie`mes formes fondamentales.
De´monstration [Sch06]. Pour avoir la seconde partie du re´sultat, il suffit de remplacer S par H3.
On note h la me´trique de H3 et 〈, 〉 celle de R3, ∇ la connexion associe´e a` h, X et Y deux vecteurs
tangents a` S, et x = dϕH−E(X) et y = dϕH−E(Y ) deux vecteurs tangents a` ϕH−E(S). Il faut montrer
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que :
(LZh)(X,Y ) = h(∇XZ, Y ) + h(∇Y Z,X) = 0 (4.78)
⇔ (Lu〈, 〉)(x, y) = 〈du(x), y〉+ 〈du(y), x〉 = 0.
Par biline´arite´ de la de´rive´e de Lie, il suffit de le montrer quand X et Y sont non nuls, et chacun
radial ou late´ral.
X et Y sont tous les deux radiaux. On de´compose
(LZh)(X,Y ) = (LfR+Zlh)(X,Y ) = (LfRh)(X,Y ) + (LZl)(X,Y ). (4.79)
Comme X est radial, c’est le vecteur tangent d’une ge´ode´sique parame´tre´e a` vitesse constante : ∇XX =
0, ce qui implique h(∇XZl, X) = X.h(Zl, X)− h(∇XX,Zl) = 0, c’est-a`-dire que ∇XZl est late´ral. De la
meˆme fac¸on on a que ∇Y Zl est late´ral, et on en de´duit que (LZlh)(X,Y ) = 0.
Calculons maintenant LfRh(X,Y ). Le vecteur X (resp. Y ) est radial, il s’e´crit aR, et donc ∇XR = 0
(resp. ∇Y R = 0), d’ou`
(LfRh)(X,Y ) = h(∇XfR, Y ) + h(∇Y fR,X) (4.80)
= fh(∇XR, Y ) + fh(∇YR,X) + df(X)h(R, Y ) (4.81)
+df(X)h(R,X) (4.82)
= df(X)h(R, Y ) + df(X)h(R,X). (4.83)
Ces calculs se font de la meˆme manie`re dans le cas de R3. Les vecteurs X et x ont meˆme direction et
meˆme norme par de´finition, donc df(X) = df(x). L’e´quation (4.78) est vraie dans ce cas.
X et Y sont tous les deux late´raux. On peut conside´rer que les vecteurs X et Y sont tangents a`
un sphe`re dans H3, a` distance µ du centre ch. Selon le lemme 3.22 :
(LZlh)(X,Y ) = (LZlIµ)(X,Y ) (4.84)
= cosh2(µ)(LulIt)(x, y)
= cosh2(µ)(Lul〈, 〉)(x, y).
Voyons maintenant ce qu’il en est de la composante radiale de Z :
(LfRh)(X,Y ) = h(∇XfR, Y ) + h(∇Y fR,X) (4.85)
= fh(∇XR, Y ) + fh(∇YR,X) + df(X)h(R, Y ) (4.86)
+df(X)h(R,X) (4.87)
= fh(∇XR, Y ) + fh(∇YR,X) (4.88)
= −2fIIµ(X,Y ). (4.89)
Comme le meˆme calcul peut-eˆtre fait dans R3, le lemme 3.22 indique que
(LfRh)(X,Y ) = cosh
2(µ)(Lfr〈, 〉)(x, y). (4.90)
Les e´quations (4.84) et (4.90) donnent le re´sultat :
(LZh)(X,Y ) = cosh
2(µ)(Lu〈, 〉)(x, y). (4.91)
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X est late´ral et Y est radial. On choisit une extension de X (resp. Y ) qui reste tangente (resp.
orthogonale) a` la sphe`re {µ = constante}. On calcule :
(LZlh)(X,Y ) = h(∇XZl, Y ) + h(∇Y Zl, X) (4.92)
= h(−[Zl, X ] +∇ZlX,Y ) + h(−[Zl, Y ] +∇ZlY,X) (4.93)
= Zl.h(X,Y )− h([Zl, X ], Y )− h([Zl, Y ], X) (4.94)
= −h(X, [Zl, Y ]), (4.95)
car [Zl, X ] est tangent a` la sphe`re de rayon µ. Comme le crochet de Lie ne de´pend pas de la me´trique, le
lemme 3.22 indique que
(LZlh)(X,Y ) = −h(X, [Zl, Y ]) (4.96)
= − cosh2(µ)〈x, [ul, y]〉 (4.97)
= cosh2(µ)(Lu〈, 〉)(x, y). (4.98)
puisque les calculs sont les meˆmes dans R3. Comme X est late´ral et Y radial,
(LfRh)(X,Y ) = h(∇XfR, Y ) + h(∇Y fR,X) (4.99)
= fh(∇XR, Y ) + fh(∇Y R,X) + df(X)h(R,X) + df(X)h(R, Y ) (4.100)
= df(X) cosh2(µ)〈r, y〉 − 2fII(X,Y ) (4.101)
= cosh2(µ)(Lfr〈, 〉)(x, y), (4.102)
car les calculs sont toujours les meˆmes dans R3, ce qui permet de conclure :
(LZh)(X,Y ) = cosh
2(µ)(Lu〈, 〉)(x, y). (4.103)
4.2.1.2 De Sitter-Euclidien
De´finition 4.19. Pour un point x de dS3+ (l’intersection de l’espace de Sitter avec le demi-espace supe´-
rieur) on conside`re la ge´ode´sique lx de type temps entre x et C donne´e par l’intersection de dS3+ avec le
plan vectoriel passant par x et orthogonal a` l’hyperplan {x4 = 0}. La de´rive´e de cette ge´ode´sique au point
x fournit un vecteur de TxdS
3 qui est la direction radiale. On appelle late´ral un vecteur orthogonal a` la
direction radiale.
La direction radiale est la projection de la direction ne´gative de R41 sur dS
3
+, donc la direction late´rale
est tangente a` une sphe`re horizontale (i.e. contenue dans un hyperplan orthogonal a` la direction ne´gative)
trace´e sur dS3+.
L’application projective ϕdS−E qui envoie (la partie supe´rieure) l’espace de Sitter sur l’exte´rieur de la
boule unite´ a la proprie´te´ d’envoyer les ge´ode´siques de dS3+ sur les segments euclidiens, donc en particulier
la direction radiale de dS3+ correspond par dϕdS−E a` une direction radiale de R
3.
De´finition 4.20. On de´finit l’application de Pogorelov infinite´simale (de Sitter-euclidien) Φ′dS−E :
TdS3+ → TR3 \B
3
comme e´tant l’application qui a` (x, Z) ∈ dS3+ fait correspondre (ϕdS−E(x), u), ou` :
ul, la composante late´rale de u, est l’image par dϕdS−E de Zl, la composante late´rale de Z,
ur, la composante radiale de u a la meˆme direction et la meˆme norme que Zr, la composante radiale
de Z.
Lemme 4.21. On a les e´galite´s
‖Zr‖dS3 = ‖ur‖R3 ; (4.104)
‖Zl‖dS3 = sinh(ν) ‖ul‖R3 , (4.105)
ou` ν est la valeur absolue de la longueur de la ge´ode´sique lx qui relie le point a` C (i.e. la sphe`re intersection
de l’espace de Sitter avec l’hyperplan {x1 = 0}).
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Fig. 4.3 – ‖Zl‖ = sinh(µ) ‖ul‖.
De´monstration. La premie`re e´galite´ vient de la de´finition.
Pour un vecteur late´ral Zl, de´fini en un point x d’ordonne´e x4 = sinh(ν), le the´ore`me de Thale`s nous
donne le re´sultat (voir figure 4.4).
Proposition 4.22 (Proprie´te´ fondamentale de l’application de Pogorelov infinite´simale). Soit S une
surface lisse de dS3+, et Z un champ de vecteurs de dS
3
+ de´fini sur S. Alors Z est une de´formation iso-
me´trique infinite´simale de S si et seulement si Φ′dS−E(Z) est une de´formation isome´trique infinite´simale
de ϕdSE(S).
Un champ de vecteurs Z de dS3+ est un champ de Killing de dS
3
+ si et seulement si Φ
′
dS−E(Z) est un
champ de Killing de R3.
En particulier, un champ de Killing sur dS3+ peut-eˆtre prolonge´ sur tout l’espace de Sitter : une surface
infinite´simalement rigide dans dS3+ l’est aussi dans l’espace de Sitter. Cette remarque est aussi valable
pour les autres cas.
0
t
C
µ
1
sinh(µ)
cosh(µ)
Fig. 4.4 –
La preuve de la proposition est la meˆme que dans le cas hyperbolique, il suffit juste d’utiliser le lemme
3.25 a` la place du lemme 3.22. Elle est aussi donne´e dans [Sch05].
4.2.1.3 Sphe`re-Euclidien
Comme on l’a vu page 21, on a une application projective ϕS−E de la demi-sphe`re supe´rieure S
3
+ dans
R3.
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De´finition 4.23. Pour un point x de l’espace S3+ on conside`re l’unique ge´ode´sique entre x et xN =
(0, 0, 0, 1). La de´rive´e de cette ge´ode´sique au point x fournit un vecteur de TxS
3
+ qui est la direction
radiale. On appelle late´ral un vecteur orthogonal a` la direction radiale.
Au point xN , tous les vecteurs tangents sont la direction radiale.
De´finition 4.24. On de´finit l’application de Pogorelov infinite´simale (sphe`re-Euclidien) Φ′S−E : TS
3
+ →
TR3 comme e´tant l’application qui a` (x, Z) ∈ TS3+ fait correspondre (ϕS−E(x), u), ou` :
ul, la composante late´rale de u, est l’image par dϕS de Zl, la composante late´rale de Z ;
ur, la composante radiale de u a la meˆme direction et la meˆme norme que Zr, la composante radiale
de Z.
Proposition 4.25 (Proprie´te´ fondamentale de l’application de Pogorelov infinite´simale). Soit S une
surface lisse de S3+, et Z un champ de vecteurs de S
3
+ de´fini sur S. Alors Z est une de´formation isome´-
trique infinite´simale de S si et seulement si Φ′S−E(Z) est une de´formation isome´trique infinite´simale de
ϕS−E(S).
En particulier, Z est un champ de Killing de S3+ si et seulement si Φ
′
S−E(Z) est un champ de Killing de
R3.
La preuve pour montrer la proprie´te´ fondamentale de l’application de Pogorelov infinite´simale est
toujours la meˆme que dans le cas hyperbolique, il suffit juste d’utiliser le lemme 1.24 a` la place du lemme
3.22.
4.2.2 Dans l’espace de Minkowski
4.2.2.1 Hyperbolique-Minkoswki
On rappelle que ϕH−M est l’application projective de de l’espace hyperbolique dans l’espace de Min-
kowski.
Les de´finitions de directions radiale et late´rales sont les meˆmes que dans le cas ou` l’on projette dans
l’espace euclidien.
De´finition 4.26. On de´finit l’application de Pogorelov infinite´simale (Hyperbolique-Minkowski) Φ′H−M :
TdS3 → TR31 comme e´tant l’application qui a` (x, Z) ∈ TdS3 fait correspondre (ϕdS−M (x), u), ou` :
ul, la composante late´rale de u, est l’image par dϕH−M de Zl, la composante late´rale de Z ;
ur, la composante radiale de u a la meˆme direction et la meˆme norme que Zr, la composante radiale
de Z.
Lemme 4.27. On a les e´galite´s
‖Zr‖H3 = ‖ur‖R31 ; (4.106)
‖Zl‖H3 = sinh(µ) ‖ul‖R31 . (4.107)
ou` µ est la longueur de la ge´ode´sique γx qui relie ch et x.
De´monstration. La premie`re e´galite´ vient de la de´finition.
Soit un vecteur late´ral vl, de´fini en un point x qui est sur une ge´ode´sique donne´e par un plan vectoriel
orthogonal a` {x4 = 0} et {x1 = 0}. L’ordonne´e de x est alors x4 = cosh(µ), le the´ore`me de Thale`s nous
donne le re´sultat (voir figure 4.5).
Proposition 4.28 (Proprie´te´ fondamentale de l’application de Pogorelov infinite´simale). Soit S une
surface lisse de I3, et Z un champ de vecteurs de I3 de´fini sur S. Alors Z est une de´formation isome´-
trique infinite´simale de S si et seulement si Φ′H−M (Z) est une de´formation isome´trique infinite´simale de
ϕH−M (S).
Un champ de vecteurs Z de I3 est un champ de Killing de I3 si et seulement si Φ′H−M (Z) est un
champ de Killing de R31.
La preuve de la proprie´te´ fondamentale de l’application de Pogorelov infinite´simale est toujours la
meˆme que dans le cas hyperbolique, il suffit juste d’utiliser le lemme 3.32, a` la place du lemme 3.22.
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Fig. 4.5 – ‖Zl‖ = sinh(ν) ‖ul‖.
4.2.2.2 De Sitter-Minkowski
On rappelle que ϕdS−M est l’application projective de de Sitter dans l’espace de Minkowski.
La partie de l’espace de Sitter donne´e par {x1 > 1} a pour image par l’application projective l’inte´rieur
du coˆne de lumie`re de l’espace de Minkowski, celle donne´e par {x1 = 1} est envoye´e sur le coˆne de lumie`re
et le reste est envoye´ a` l’exte´rieur du coˆne de lumie`re.
De´finition 4.29. Pour un point x de l’espace de Sitter qui n’est pas sur le coˆne de lumie`re, on conside`re
la ge´ode´sique λx entre x et c1 donne´e par l’intersection de l’espace de Sitter avec le plan vectoriel passant
par x et c1. La de´rive´e de cette ge´ode´sique au point x fournit un vecteur de TxdS
3 qui est la direction
radiale. On appelle late´ral un vecteur orthogonal a` la direction radiale.
De´finition 4.30. On de´finit l’application de Pogorelov infinite´simale (de Sitter-Minkowski) Φ′dS−M :
TdS3 → TR31 comme e´tant l’application qui a` (x, Z) ∈ TdS3 fait correspondre (ϕdS−M (x), u), ou`, si x
n’est pas sur le coˆne de lumie`re de c1 :
ul, la composante late´rale de u, est l’image par dϕdS−M de Zl, la composante late´rale de Z ;
ur, la composante radiale de u a la meˆme direction et la meˆme norme que Zr, la composante radiale
de Z.
Pour les points sur le coˆne de lumie`re, on prolonge par continuite´ l’image du champ de vecteurs.
Lemme 4.31. On a les e´galite´s
‖Zr‖dS3 = ‖ur‖R31 ; (4.108)
‖Zl‖dS3 = cosh(ν) ‖ul‖R31 . (4.109)
ou` ν est la longueur de la ge´ode´sique de type temps γx qui relie c1 et x.
De´monstration. La premie`re e´galite´ vient de la de´finition.
Soit un vecteur late´ral vl, de´fini en un point x qui est sur une ge´ode´sique donne´e par un plan vectoriel
orthogonal a` {x4 = 0} et {x1 = 0}. L’ordonne´e de x est alors x4 = sinh(ν), le the´ore`me de Thale`s nous
donne le re´sultat (voir figure 4.6).
Proposition 4.32 (Proprie´te´ fondamentale de l’application de Pogorelov infinite´simale). Soit S une
surface lisse de dS3, et Z un champ de vecteurs de dS3 de´fini sur S. Alors Z est une de´formation isome´-
trique infinite´simale de S si et seulement si Φ′dS−M (Z) est une de´formation isome´trique infinite´simale de
ϕdS−M (S).
Un champ de vecteurs Z de dS3 est un champ de Killing de dS3 si et seulement si Φ′dS−M (Z) est un
champ de Killing de R31.
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Fig. 4.6 – ‖Zl‖ = cosh(ν) ‖ul‖.
La preuve de la proprie´te´ fondamentale de l’application de Pogorelov infinite´simale est toujours la
meˆme que dans le cas hyperbolique, il suffit juste d’utiliser, a` la place du lemme 3.22, le lemme 3.29 pour
les points qui sont dans le coˆne temps, et le lemme 3.30 pour les points qui sont en-dehors du coˆne temps.
4.2.2.3 Anti-de Sitter-Minkowski
On rappelle que Ω−1 est l’intersection de l’espace anti-de Sitter avec les ensembles de´finis par x4 ≥ 0
et x1 ≥ 0.
On rappelle qu’on avait note´ ϕAdS−M l’application projective de l’espace anti-de Sitter dans l’espace
de Minkowski qui envoie c−1 sur l’origine.
De´finition 4.33. Pour un point x de l’espace Ω−1 qui n’est pas sur le coˆne de lumie`re de c−1 on conside`re
la ge´ode´sique γx entre x et c−1 donne´e par l’intersection de l’espace anti-de Sitter avec le plan vectoriel
passant par x et c−1. La de´rive´e de cette ge´ode´sique au point x fournit un vecteur de TxAdS
3 qui est la
direction radiale. On appelle late´ral un vecteur orthogonal a` la direction radiale.
De´finition 4.34. On de´finit l’application de Pogorelov infinite´simale (anti-de Sitter-Minkowski) Φ′AdS−M :
TAdS3 → TR31 comme e´tant l’application qui a` (x, Z) ∈ TAdS3 fait correspondre (ϕAdS(x), u), ou`, si x
n’est pas sur le coˆne de lumie`re de c−1 :
ul, la composante late´rale de u, est l’image par dϕAdS−M de Zl, la composante late´rale de Z ;
ur, la composante radiale de u a la meˆme direction et la meˆme norme que Zr, la composante radiale
de Z.
Pour les points sur le coˆne de lumie`re, on prolonge par continuite´ l’image du champ de vecteurs.
Proposition 4.35 (Proprie´te´ fondamentale de l’application de Pogorelov infinite´simale). Soit S une
surface lisse de AdS3, et Z un champ de vecteurs de AdS3 de´fini sur S. Alors Z est une de´formation
isome´trique infinite´simale de S si et seulement si Φ′AdS−M (Z) est une de´formation isome´trique infinite´-
simale de ϕAdS−M (S).
En particulier, Z est un champ de Killing de AdS3 si et seulement si Φ′AdS−M (Z) est un champ de Killing
de R31.
La preuve de la proprie´te´ fondamentale de l’application de Pogorelov infinite´simale est toujours la
meˆme que dans le cas hyperbolique, il suffit juste d’utiliser, a` la place du lemme 3.22, le lemme 3.35 pour
les points qui sont dans le coˆne temps, et le lemme 3.36 pour les points qui sont en-dehors du coˆne temps.
4.2.3 Euclidien-Minkowski
Il y a un moyen tre`s simple, de´couvert dans [GPS82], pour passer des proble`mes de de´formation
infinite´simales dans l’espace euclidiens a` ceux de l’espace de Minkowski (voir aussi [Sch01, Lemma 3.3]) :
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Lemme 4.36. Le champ de vecteurs V de coordonne´es (X,Y, Z) est une de´formation isome´trique infi-
nite´simale dans l’espace euclidien si et seulement si le champ de vecteurs V de coordonne´es (X,Y,−Z)
est une de´formation isome´trique infinite´simale dans l’espace de Minkowski.
De´monstration. C’est imme´diat :
〈df(X), dV (X)〉 = 〈df(X), JdV (X)〉m = 〈df(X), dV (X)〉m. (4.110)
On appelle l’application (X,Y, Z) 7→ (X,Y,−Z) l’application de Pogorelov infinite´simale euclidienne-
Minkowski. Avec les re´sultats correspondants dans le cas euclidien, on obtient imme´diatement :
Lemme 4.37. Une de´formation infinite´simale d’une coiffe convexe dans l’espace de Minkowski dont le
bord est dans le plan horizontal est triviale si sa composante verticale s’annule au bord.
TS3 TAdS3
TH3
TdS3
TR3 TR31
Fig. 4.8 – Les sept applications de Pogorelov infinite´simales.
4.2.4 Les the´ore`mes de Darboux–Sauer et Volkov
Un re´sultat bien connu et analogue aux proprie´te´s des applications de Pogorelov infinite´simales dit
que la rigidite´ infinite´simale est une proprie´te´ projective :
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The´ore`me 4.38 (Darboux–Sauer, [Dar93, Sau35], see [Sab92]). Soit S une surface de l’espace euclidien
et Z une de´formation isome´trique infinite´simale de S. Pour toute transformation projective P , la surface
P (S) admet une de´formation isome´trique infinite´simale “P (Z)” de´crite explicitement en fonction de Z,
et “P (Z)” est triviale si et seulement si Z l’est.
Ce the´ore`me ainsi que proprie´te´s des applications de Pogorelov infinite´simales sont contenus dans un
re´sultat plus ge´ne´ral de Volkov (qui m’a e´te´ communique´ par I. Izmestiev)
The´ore`me 4.39 ([Vol74]). Soit S une surface dans un espace (riemannien) M a` courbure constante et
Z une de´formation isome´trique infinite´simale de S. Pour toute application F de M dans R3 qui envoie
les ge´ode´siques sur les ge´ode´siques, la surface F (S) admet une de´formation isome´trique infinite´simale
“F (Z)” de´crite explicitement en fonction de Z et de F , et “F (Z)” est triviale si et seulement si Z l’est.
Cet e´nonce´ ne concerne que les applications a` valeurs dans l’espace euclidien, mais il serait e´tonnant
que la preuve (base´e sur les champs de Killing) ne s’adapte pas sans trop d’efforts a` des applications a`
valeurs dans des espaces lorentziens plats.
La question est de savoir si il existe une ge´ne´ralisation de ce type pour les applications de Pogorelov
globales.
4.2.5 Cas polye´draux
Comme pour passer d’un espace a` l’autre on n’utilise que des applications projectives, une surface
polye´drale est toujours envoye´e sur une surface polye´drale.
Une de´formation infinite´simale isome´trique Z d’une surface polye´drale est de´finie comme e´tant triviale
sur chaque face, et l’application de Pogorelov infinite´simale envoie les champs de Killing sur des champs
de Killing, donc l’image de Z est bien une de´formation infinite´simale isome´trique de l’image de la surface
polye´drale.
La proprie´te´ fondamentale de cette application dans le cas lisse indique de la meˆme fac¸on pour le cas
polye´dral que si la de´formation est triviale dans un cas, elle est triviale dans l’autre.
Il y a aussi une fac¸on plus directe pour de´finir et e´tudier les applications de Pogorelov infinite´simales
polye´drales [SW].
La question est de savoir si il existe aussi une approche plus directe dans le cas des applications de
Pogorelov globales polye´drales.
Chapitre 5
Ensembles de me´triques
5.1 Me´triques lisses
5.1.1 Rappels sur l’espace de Teichmu¨ller
On rappelle quelques re´sultats sur l’espace de Teichmu¨ller qui seront utiles a` divers endroits dans la
suite.
De´finition 5.1. Soit S une surface et g1 et g2 deux me´triques riemanniennes sur S. On dit que g1 et g2
sont conformes s’il existe u : S → R telle que g2 = e2ug1.
Une structure conforme sur S est une classe d’e´quivalences de me´triques modulo la relation d’e´quiva-
lence “est conforme a`”.
Si on note ∇1 et ∇2 les connexions compatibles avec respectivement g1 et g2, un calcul montre que
([GHL90, 2.55,c)], [Bes87, p. 58])
∇2XY = ∇1XY + du(X)Y + du(Y )X − g1(X,Y )∇u (5.1)
ou` ∇u est le gradient de u pour la me´trique g1. Ainsi, en calculant simplement en suivant la de´finition
(ou [Tay96, app. C, prop. 3.6]), on peut exprimer la courbure K2 de g2 en fonction de la courbure K
1 de
g1 :
K2 = e−2u(K1 −∆u) (5.2)
ou` ∆u est le laplacien de u pour la me´trique g1 (on trouve dans [Bes87, p. 58] une formule pour les
varie´te´s de dimension n).
On peut introduire l’espace de Teichmu¨ller de plusieurs fac¸ons diffe´rentes [Nag88, Bus92, IT92, Tro92].
Nous nous contenterons de la de´finition suivante : on note S une surface compacte de genre g. L’espace
de Teichmu¨ller de S, note´ Tg, est l’ensemble des structures conformes (ou complexes, ce qui est e´quivalent
en dimension 2) sur S, modulo les isotopies de S, c’est-a`-dire les home´omorphismes isotopes a` l’identite´.
Plus pre´cisement, l’espace de Teichmu¨ller de S est de´fini comme l’ensemble des couples (F, f), ou` F est
une surface compacte de genre g et f est un home´omorphisme de S vers f , avec la relation d’e´quivalence
suivante : (F1, f1) et (F2, f2) sont en relation si il existe un home´omorphisme h entre F1 et F2 tel que
f−12 ◦ h ◦ f1 soit homotope a` l’identite´.
The´ore`me 5.2. L’espace de Teichmu¨ller Tg est en bijection analytique avec un point pour g = 0, le
demi-plan supe´rieur pour g = 1 et une boule ouverte de dimension (6g − 6) pour g > 1.
Par le the´ore`me d’uniformisation, on sait qu’il existe une unique me´trique hyperbolique dans une
classe conforme de S, pour g > 1.
Corollaire 5.3. L’ensemble des me´triques hyperboliques sur une surface de genre > 1 est connexe et
simplement connexe.
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De´monstration. L’ensemble des me´triques hyperboliques sur S est par de´finition un fibre´ sur l’espace de
Teichmu¨ller de S, dont les fibres sont l’ensemble des isotopies de S. Cet ensemble est connexe (c’est par
de´finition la composante connexe de l’ensemble des home´omorphismes de S) et simplement connexe (il
est en fait contractile [Gra73]).
Coordonne´es de Fenchel–Nielsen de l’espace de Teichmu¨ller. Une surface hyperbolique com-
pacte peut-eˆtre de´crite comme un recollement de pantalons hyperboliques. Le choix des longueurs des
ge´ode´siques le long desquelles on recolle les pantalons, et le choix de l’angle de la torsion quand on les
recolle (le parame`tre de twist) donnent (6g − 6) nombres re´els qui de´crivent l’espace de Teichmu¨ller : ce
sont les coordonne´es de Fenchel–Nielsen, voir [Bus92]. On note l(x) la longueur de la courbe x. Il est
possible de calculer les parame`tres de twists en fonction de la longueur de certaines ge´ode´siques :
Proposition 5.4 ([Bus92, 3.3.12]). Soit γ la ge´ode´sique le long de laquelle sont recolle´s deux pantalons.
On note δ la ge´ode´sique librement homotope aux courbes ferme´es simples orthogonales a` γ. On effectue
un twist de parame`tre α autour de γ, et on note δα la ge´ode´sique image de δ par le twist. Alors il existe
des fonctions u et v > 0 a` valeurs re´elles de´pendant analytiquement de l(γ) telles que
cosh
1
2
l(δα) = u+ v cosh(αl(γ)). (5.3)
Convergence dans l’espace de Teichmu¨ller. On fixe une surface compacte S de genre > 1. On note
(Sk, gk)k une suite de (classes d’e´quivalences de) me´triques hyperboliques dans l’espace de Teichmu¨ller
— chaque Sk est une surface compacte de genre > 1. On note fk l’home´omorphisme entre S et Sk, et
lk(γ) est la longueur de la ge´ode´sique correspondant a` l’e´le´ment (fk)∗(γ) du groupe fondamental de Sk
(γ ∈ π1(S)) pour la me´trique gk.
Lemme 5.5. Si lk(γ) est uniforme´ment borne´e pour tout γ ∈ π1(S), alors (gk)k converge (quitte a`
extraire une sous-suite).
De´monstration. L’hypothe`se du lemme indique que les coordonne´es de Fenchel–Nielsen sont borne´es : la
suite de me´triques est contenue dans un compact de l’espace de Teichmu¨ller. En effet, les longueurs des
ge´ode´siques le long desquelles on de´coupe la surface pour obtenir des pantalons sont borne´es de fac¸on
e´vidente. Les parame`tres de twists sont aussi borne´s, sinon d’apre`s (5.3) il existerait une ge´ode´sique de
longueur arbitrairement grande.
Lemme 5.6. Si il existe une constante c > 0 telle que, pour tout γ ∈ π1(S), lk(γ) ≥ 1c l0(γ), alors (gk)k
converge (quitte a` extraire une sous-suite).
De´monstration. On va encore montrer que dans ce cas (gk)k est contenue dans un compact de l’espace
de Teichmu¨ller en utilisant les coordonne´es de Fenchel–Nielsen.
D’abord, les longueurs des ge´ode´siques le long desquelles on coupe pour obtenir des pantalons sont
borne´es supe´rieurement : si elles ne l’e´taient pas, a` cause de la formule de Gauss–Bonnet, il devrait
exister une autre ge´ode´sique dont la longueur devrait de´croitre (sinon l’aire de la surface deviendrait
arbitrairement grande), ce qui est impossible puisque les longueurs sont borne´es infe´rieurement.
Il reste a` prouver que les parame`tres de twist sont borne´s supe´rieurement. Prenons une ge´ode´sique γ
le long de laquelle un twist est fait. On suppose maintenant que le parame`tre de twist αk autour de γ
devient arbitrairement grand (quitte a` prendre un k suffisament grand, on peut supposer que la longueur
de γ ne varie pas). On conside`re la ge´ode´sique ferme´e simple orthogonale a` γ pour la me´trique gk, qui
correspond a` un e´le´ment δ de π1(S). Si on refait les twist a` l’envers pour revenir de la me´trique gk a` la
me´trique g0 (ce qui revient a` faire un twist de parame`tre −αk), alors par (5.3), l0(δ) est arbitrairement
plus grand que lk(δ).
Coordonne´es Z-V-C de l’espace de Teichmu¨ller. Pour plus de de´tails sur les coordonne´es de
Z-V-C (Z-V-C pour Zieschang–Vogt–Coldewey, [ZVC80]) on renvoie a` [Bus92, 6.7].
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De´finition 5.7. Soit g ≥ 2. Un polygone (ge´ode´siquement convexe) de l’espace hyperbolique d’areˆtes
(ordonne´es dans le sens direct) b1, b2, b1, b2, b3, b4, . . . , b2g et d’angles inte´rieurs θ1, θ1, . . . , θ2g, θ2g est dit
canonique (normal) si, en notant l(c) la longueur de la ge´ode´sique c,
i) l(bk) = l(bk), ∀k ;
ii) θ1 + . . .+ θ2g = 2π ;
iii) θ1 + θ2 = θ1 + θ2 = π.
Deux polygones P et P ′ d’areˆtes b1, . . . , b2g et b
′
1, . . . , b
′
2g sont dits e´quivalent si il existe une isome´trie
de P a` P ′ telle que b1 soit envoye´e sur b
′
1 et b2 sur b
′
2.
Si on identifie les areˆtes bi avec les areˆtes bi, on obtient une surface hyperbolique compacte de genre
g. Cette surface peut aussi s’e´crire H2/F , ou` F est un sous-groupe de PSL(2,R) = Isom+(H2) engendre´
par les translations le long des bi (la distance de la translation est la longueur de bi). L’inte´rieur du
polygone est un domaine fondamental pour l’action de F . Ceci ame`ne a` une description de l’espace de
Teichmu¨ller Tg :
Proposition 5.8 ([Bus92, 6.7.7]). Soit Pg l’ensemble des classes d’e´quivalence des polygones canoniques.
Un e´le´ment de Pg est de´crit par les (6g − 6) re´els (les coordonne´es de Z-V-C) :
(b3, . . . , b2g, θ3, θ3, . . . , θ2g, θ2g). (5.4)
Muni de cette topologie, Pg est en bijection analytique avec Tg.
5.1.2 Espace des me´triques.
On note M(M) l’ensemble des me´triques (riemanniennes lisses) sur une varie´te´ M de dimension n.
C’est naturellement un sous-ensemble de l’espace des sections lisses du fibre´ vectoriel des formes biline´aires
sur le tangent de M .
Dans la suite M sera une surface compacte, et on munit M(M) de la topologie Ck (forte ou faible, ce
qui revient au meˆme si la surface est compacte). Grossie`rement parlant, deux me´triques sur une varie´te´
M sont proches si leurs coefficients et ceux de leurs de´rive´es jusqu’a` l’ordre k sont proches dans n’importe
quelle carte sur M , voir par exemple [Hir94].
L’ensemble M(M) est en fait un coˆne convexe ouvert :
Lemme 5.9. L’ensemble M(M) est contractile.
De´monstration. Pour deux me´triques riemanniennes f0 et f1, chaque e´le´ment du chemin ft := tf0 +(1−
t)f1 continu est une me´trique riemannienne, d’ou` la connexite´.
On fixe un e´le´ment f0 dans M. L’application φ : M× [0, 1]→ M de´finie par φ(h, t) = (1− t)h+ th0 est
continue, ainsi l’application identite´ φ(h, 0) = h est homotope a` une application constante φ(h, 1) = h0 :
M est contractile.
Ensembles de me´triques a` courbures borne´es. On note, pour K ∈ {−1, 0, 1} :
– Met+K(g) l’ensemble des me´triques de courbure > K sur une surface compacte S de genre g ;
– Met−K(g) l’ensemble des me´triques de courbure < K sur une surface compacte S de genre g ;
et on munit ces ensembles de la topologie donne´e par celle de M(S).
La formule de Gauss–Bonnet donne ∫ ∫
S
KdA = 2πχ(S), (5.5)
ou` χ(S) est la caracte´ristique d’Euler de S, a` savoir χ(S) = (2 − 2g). Il vient que seuls les espaces
MetεK(g), ε ∈ {−,+} suivants sont non-vides (lire (g, ǫ,K)) :
(0,+,−1), (0,+, 0), (0,+, 1), (0,−, 1), (5.6)
(1,+,−1), (1,−, 1), (5.7)
(> 1,+,−1), (> 1,−,−1), (> 1,−, 0), (> 1,−, 1). (5.8)
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Lemme 5.10 ([RH93, Sch96, LS00, Sch06]). Pour (g, ǫ,K) dans la liste au-dessus, MetεK(g) est un
ensemble connexe et simplement connexe.
De´monstration. Dans toute la preuve, u est une fonction C∞ de la surface a` valeur dans R.
•Met+0 (0).
Comme il n’y a qu’une seule classe conforme pour la sphe`re, si on note canS2 la me´trique canonique
de la sphe`re, alors toutes les autres me´triques sur la sphe`re s’e´crivent g = e2ucanS2 . D’apre`s l’e´quation
(5.2), la courbure K de g est :
K = e−2u(1−∆u) (5.9)
et ∆u < 1 comme K > 0. Ainsi on a un chemin continu de me´triques gt = e
−2tucanS2 , t ∈ [0, 1] dont la
courbure est
e−2tu(1− t∆u) > 0, (5.10)
donc toutes les me´triques a` coubure > 0 peuvent eˆtre jointes a` la me´trique canonique dans Met+0 (0).
On va maintenant montrer que Met+0 (0) est simplement connexe. On conside`re un chemin ferme´ dans
Met+0 (0) : h : S
1 → Met+0 (0). Comme l’ensemble des me´triques sur la sphe`re est simplement connexe,
il existe une application continue f du disque D2 dans l’ensemble des me´triques sur la sphe`re telle que
f |S1 = h. De plus, il existe une constante c > 0 telle que la courbure de n’importe quelle me´trique de
f(D2) est plus grande que −c. Cela implique que, pour une me´trique e2u(y)canS2 de f(D2), avec y ∈ D2,
comme e2u(y) est aussi borne´ pout tout y, il existe C tel que
∆u < ce2u(y) + 1 < C. (5.11)
Ainsi la me´trique e2
u(y)
C canS2 est a` courbure strictement positive.
De plus, il existe un d0 tel que pour tout y a` distance au plus d0 du bord, la courbure de f(y) est
strictement positive.
On de´finit une nouvelle application continue
f t :=
{
e2(1+(
1
C
−1)d(S1,y)/d0)u(y)canS2 , d(S
1, y) ≤ d0,
e2
u(y)
C canS2 , d(S
1, y) ≥ d0
(5.12)
qui va du disque dans Met+0 (0) et qui est telle que f |S1 = h.
•Met+1 (0).
Soient h0 et h1 deux me´triques de Met
+
1 (0). D’apre`s ce qui pre´ce`de, on sait qu’il existe un chemin
continu ht := e
2u(t)canS2 de me´triques dans Met
+
0 (0).
Comme le chemin est continu, que ses extre´mite´s sont a` courbure strictement supe´rieure a` 1 et que la
surface est compacte, il existe une constante t0 > 0 telle que pour t ∈ [0, t0]∪ [1− t0, 1], ht est de courbure
strictement supe´rieure a` 1. Il existe aussi une constante C > 0 telle que toute me´trique ht est a` courbure
> C. Ainsi on de´finit un nouveau chemin continu
ht :=
 (1 + (C − 1)t/t0)ht, t ∈ [0, t0],Cht, t ∈ [t0, 1− t0],
(1 + (C − 1)(1− t)/(1− t0))ht, t ∈ [1− t0, 1]
(5.13)
dont on ve´rifie facilement que chaque e´le´ment est a` courbure > 1, ce qui montre queMet+1 (0) est connexe.
On va montrer maintenant que Met+1 (0) est simplement connexe. Soit h : S
1 → Met+1 (0) un chemin
continu ferme´ dans Met+1 (0). Comme l’espace des me´triques a` courbures positives sur la surface est
simplement connexe, il existe une application f : D2 → Met+0 (0) continue telle que f|S1 = h. Alors il
existe une constante C > 0 telle que pour tout y dans le disque, f(y) est de courbure K > C, et il existe
une constante d0 telle que pour chaque y dans le disque a` distance au plus d0 du cercle, f(y) est de
courbure strictement supe´rieure a` 1. On de´finit une nouvelle application continue
f t :=
{
(1 + (C − 1)d(S1, y)/ǫ)2f(y), d(S1, y) ≤ d0,
C2f(y), d(S1, y) ≥ d0 (5.14)
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du disque dans Met+1 (0) et telle que f |S1 = h, ce qui montre que Met+1 (0) est simplement connexe.
•Met−0 (> 1).
Soit g une me´trique sur une surface compacte de genre > 1. D’apre`s le the´ore`me de d’uniformisation,
g est conforme a` une unique me´trique hyperbolique g0 : g = e
2ug0. D’apre`s l’e´quation (5.2), la courbure
K de g est :
K = −e−2u(1 + ∆u) (5.15)
et ∆u > −1 comme K < 0. Ainsi on a un chemin continu de me´triques gt = e2tug0, t ∈ [0, 1] dont la
courbure est
−e−2tu(1 + t∆u) < 0, (5.16)
donc on peut joindre toute me´trique a` courbure < 0 a` une me´trique hyperbolique, et l’ensemble des
me´triques hyperboliques est connexe (corollaire 5.3).
On va maintenant montrer que Met−0 (> 1) est simplement connexe. On conside`re un chemin ferme´
dansMet−0 (> 1) : h : S
1 →Met−0 (> 1). Comme l’ensemble des me´triques sur la surface S est simplement
connexe, il existe une application continue f du disque D2 dans l’ensemble des me´triques sur S telle que
f |S1 = h. De plus, il existe une constante c > 0 telle que la courbure de n’importe quelle me´trique de
f(D2) soit plus petite que c. Cela implique que pour une me´trique f(y) = e2u(y)g0, y ∈ D2, ou` g0 est une
me´trique hyperbolique, comme e2u(y) est aussi minore´ sur f(D2), il existe une constante positive C telle
que
∆u > −ce2u(y) − 1 > −C. (5.17)
Ainsi la me´trique e
2u(y)
C g0 est a` courbure strictement ne´gative.
De plus, il existe un d0 tel que pour tout y a` distance au plus d0 du bord, la courbure de f(y) est
strictement positive.
On de´finit une nouvelle application continue
f t :=
{
e2(1+(
1
C
−1)d(S1,y)/d0)u(y)f(y), d(S1, y) ≤ d0,
e
2u(y)
C f(y), d(S1, y) ≥ d0
(5.18)
qui va du disque dans Met−0 (> 1), et qui est telle que f |S1 = h.
•Met+−1(g).
Soient h0 et h1 deux me´triques du Met
+
−1(g). On sait qu’il existe un chemin continu ht de me´triques
sur S reliant h0 a` h1. Comme le chemin est continu et que ses extre´mite´s sont a` courbure strictement
supe´rieure a` −1, et que la surface est compacte, il existe une constante C > 0 telle que la courbure de ht
est strictement supe´rieure a` −C, et une constante t0 > 0 telle que pour t ∈ [0, t0] ∪ [1 − t0, 1], ht est de
courbure strictement supe´rieure a` −1. Ainsi on de´finit un nouveau chemin continu
ht :=

(1 + (C − 1)t/t0)ht, t ∈ [0, t0],
Cht, t ∈ [t0, 1− t0],
(1 + (C − 1)(1− t)/(1− t0))ht, t ∈ [1− t0, 1]
(5.19)
dont on ve´rifie facilement que chaque e´le´ment est a` courbure > −1, ce qui montre que Met+−1(g) est
connexe.
On va montrer maintenant que Met+−1(g) est simplement connexe. Soit c : S
1 →Met+−1(g) un chemin
continu ferme´ dans Met+−1(g). Comme l’espace des me´triques sur la surface est simplement connexe, il
existe une application f : D2 → M(S) continue telle que fS1 = h. Alors il existe une constant C > 0 telle
que pour tout y dans le disque, f(y) est de courbure K > −C, et il existe une constante d0 telle que pour
chaque y dans le disque a` distance au plus d0 du cercle, f(y) est de courbure strictement supe´rieure a`
−1. On de´finit une nouvelle application continue
f t :=
{
(1 + (C − 1)d(S1, y)/ǫ)f(y), d(S1, y) ≤ d0,
Cf(y), d(S1, y) ≥ d0 (5.20)
qui va du disque dans Met+−1(g), et qui est telle que f |S1 = h.
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•Met−1 (g).
Soient h0 et h1 deux me´triques de Met
−
1 (g). On sait qu’il existe un chemin continu ht de me´triques
reliant h0 a` h1. Comme le chemin est continu et que ses extre´mite´s sont a` courbure strictement infe´rieure
a` 1, et que le surface est compacte, il existe une constante C > 0 telle que la courbure de ht est strictement
infe´rieure a` C, et il existe une constante t0 > 0 telle que pour t ∈ [0, t0] ∪ [1 − t0, 1], ht est de courbure
strictement infe´rieure a` 1. Cela nous permet de de´finir un chemin continu reliant h0 et h1 dans Met
−
1 (g)
exactement de la meˆme fac¸on que pour Met+−1(g).
De meˆme pour la simple connexite´.
•Met−−1(> 1).
Il suffit de faire l’analogue du casMet+1 (0), en utilisant la connexite´ et la simple connexite´ deMet
−
0 (>
1).
On aura besoin d’utiliser le sous-ensemble de Met−1 (g) constitue´ des me´triques telles que leurs ge´ode´-
siques ferme´es contractiles sont de longueur > 2π. On note Met−,>2π1 (g) cet ensemble.
Lemme 5.11. L’ensemble Met−,>2π1 (g) est une varie´te´ connexe et simplement connexe.
De plus, l’ensemble des me´triques de courbure ≤ 1 telles que leurs ge´ode´siques ferme´es contractiles
sont de longueur > 2π est aussi connexe et simplement connexe.
De´monstration. Il suffit de faire exactement la meˆme chose que pourMet−1 (g), en utilisant une constante
C telle que non seulement la courbure soit < C, mais la longueur des ge´ode´siques ferme´es contractiles
soit > 4π/C [Sch06].
Pour la seconde partie du lemme, il suffit de reprendre la meˆme preuve en remplac¸ant < par ≤.
L’ensemble Met−1 (g) \Met−,>2π1 (g) n’est pas vide : il suffit de prendre deux sphe`res de rayon < 1 et
de les relier par un long tube fin de rayon entre −1 et 0. Alors la ge´ode´sique ferme´e simple (contractile)
qui fait le tour du tube est de longueur < 2π.
5.2 Me´triques a` singularite´s coniques
Espace de Teichmu¨ller d’une surface a` points marque´s. On s’inte´ressera surtout a` l’espace de
Teichmu¨ller de S avec n point marque´s, note´ Tg(n). Si on note x1, . . . , xn les points marque´s, Tg(n) est
l’ensemble des structures conformes sur S \ {x1, . . . , xn} modulo les isotopies - ou, de fac¸on e´quivalente,
l’ensemble des structures conformes sur S modulo les isotopies qui fixent les points marque´s, c’est-a`-dire
que si (ht)t est une isotopie de la surface, alors pour tout t, ht fixe les points marque´s.
On a :
The´ore`me 5.12 ([Nag88, p. 150]). Pour 2g − 2 + n > 0, Tg(n) est en bijection analytique avec la boule
ouverte de R6g−6+2n.
5.2.1 De´finition
On rappelle que M+K est l’espace mode`le riemannien de dimension 3 de courbure K et que M
−
K est
l’espace lorentzien mode`le de dimension 3 de courbure K, et que la courbure singulie`re d’un coˆne convexe
est positive dans M+K et ne´gative dans M
−
K (proposition 1.30 page 24 et proposition 3.51 page 57). On
introduit ε ∈ {−,+}.
Une me´trique de courbure K a` singularite´s coniques de courbure singulie`re de signe ε sur une surface
compacte S est la donne´e de
– n points (x1, . . . , xn) de S
– d’une me´trique de courbure K sur S \ {x1, . . . , xn}
telle que le voisinage de chaque xi soit isome´trique au voisinage du sommet d’un coˆne convexe dans M
ε
K .
(Dans le cas ε = +, ces me´triques sont parfois appele´es me´triques polye´drales (convexes) ).
Les points xi sont les points singuliers, l’angle αi autour du sommet xi est appele´ le coˆne-angle en xi
et le nombre (2π−αi) est la courbure (singulie`re) en xi, note´e ki. On dit que la me´trique a une singularite´
conique en xi.
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Comme sur un coˆne le voisinage d’un point autre que le sommet est isome´trique a` un ouvert de M εK ,
alors le nombre de points singuliers d’une me´trique a` singularite´s coniques est discret, et comme la surface
est suppose´e compacte, il est fini.
5.2.2 Existence
Les conditions du type Gauss–Bonnet pour l’existence de telles me´triques sont donne´es par les the´o-
re`mes de Picard–Mc Owen–Troyanov.
On note ConeεK(g;n) l’ensemble des me´triques de courbure K a` n singularite´s coniques de courbure
singulie`re de signe ε sur une surface compacte de genre g, modulo les isotopies de la surfaces qui fixent
les points marque´s.
Me´triques plates.
The´ore`me 5.13 (Troyanov, [Tro91]). Soit S une surface de Riemann compacte. Soient (x1, . . . , xn) des
points de S et (α1, . . . , αn) des nombres positifs. Si
2πχ(S) +
n∑
i=1
(αi − 2π) = 0 (5.21)
alors il existe une me´trique conforme plate sur S avec des singularite´s coniques d’angles αi aux xi. Elle
est unique modulo homothe´ties.
Nous utilisons cet e´nonce´ avec la fonction constante e´gale a` 0 :
• Pour le genre g = 0, on a χ(S) = 2, et la formule (5.21) donne ∑ni=1 αi = 2(n − 2)π. Comme
la sphe`re a une unique structure conforme, Cone+0 (0;n) est en bijection avec le produit de l’ensemble
des configurations de points sur la sphe`re et de ]0, 2π[n−1×R+ (le coefficient re´el parame´tre le choix de
l’homothe´tie). Quand a` Cone−0 (0;n), il est vide.
• Pour le genre g = 1, on a χ(S) = 0, la formule (5.21) donne ∑ni=1 ki = 0, qui n’a pas de solution si
le signe des ki est constant : Cone
+
0 (1;n) et Cone
−
0 (1;n) sont vides.
• Pour le genre g > 1, on a χ(S) = (2−2g) et la formule (5.21) donne∑ni=1 ki = 2πχ(S) < 0, qui n’a de
solution que si les courbures sont ne´gatives : Cone−0 (> 1;n) est en bijection avec Tg(n)×]2π,∞[n−1×R+
et Cone+0 (> 1;n) est vide.
Me´triques hyperboliques.
The´ore`me 5.14 (Picard–Mc Owen–Troyanov, [McO88][Tro91, Theorem A]). Soit S une surface de Rie-
mann compacte. Soient (x1, . . . , xn) des points de S et (α1, . . . , αn) des nombres positifs. Supposons que
2πχ(S) +
n∑
i=1
(αi − 2π) < 0. (5.22)
Alors chaque fonction lisse ne´gative sur S est la courbure d’une unique me´trique conforme sur S ayant
en xi une singularite´ conique d’angle αi.
Nous utilisons cet e´nonce´ avec la fonction constante e´gale a` −1 :
• Pour le genre g = 0, χ(S) = 2, et la formule (5.22) donne ∑ni=1(ki) > 4π : Cone−−1(0;n) est vide
et Cone+−1(0;n) est en bijection avec le produit de l’ensemble des configurations de points sur la sphe`re
avec ]0, 2π[n.
• Pour le genre g = 1, χ(S) = 0, la formule (5.22) donne ∑ni=1 ki > 0 : Cone−−1(1;n) est vide et
Cone+−1(1;n) est en bijection avec le produit de T1(n) avec ]0, 2π[
n.
• Pour le genre g > 1, on a χ(S) = (2 − 2g) et la formule (5.22) donne ∑ni=1 ki > 4π(1 − g) :
Cone+−1(> 1;n) est en bijection avec Tg(n)×]0, 2π[n et Cone−−1(> 1;n) est en bijection avec Tg(n)×An,
ou` An = {(x1, . . . , xn) ∈ (R+ \ {0})n|
∑n
i=1 xi > 4π(1− g)} est un ouvert contractile de Rn.
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On en de´duit, en munissant les espaces de la topologie qui fait des bijections de´crites au-dessus des
diffe´omorphismes :
Proposition 5.15. Les espaces ConeεK(g;n) sont des varie´te´s contractiles de dimension (6g − 6 + 3n)
pour les triplets (g,K, ε) suivants :
(0, 0,+), (0,−1,+), (1,−1,+), (> 1, 0,−), (> 1,−1,+), (> 1,−1,−). (5.23)
Les choses ne sont malheureusement pas aussi simples dans le cas des me´triques sphe´riques.
Me´triques sphe´riques.
The´ore`me 5.16 ([Tro91, Theorem C]). Soit S une surface de Riemann compacte. Soient (x1, . . . , xn)
des points de S et α1 ≤ α2 ≤ . . . ≤ αn des nombres positifs. Si
0 < 2πχ(S) +
n∑
i=1
(αi − 2π) < min(4π, 2αi), (5.24)
alors toute fonction lisse sur S, positive en certains points, est la courbure d’une me´trique conforme ayant
en xi une singularite´ conique d’angle αi.
Le proble`me est qu’il n’y a pas de re´sultat d’unicite´ de la me´trique. En effet, prenons deux copies de
la sphe`re standard et coupons-les le long d’une ge´ode´sique de longueur t ∈]0, π[, et recollons-les le long
des bords des disques obtenus. Pour chaque t les me´triques sphe´riques obtenues ne sont pas isome´triques,
mais ce sont toutes des me´triques avec deux singularite´s coniques au meˆme endroit et de meˆme angle 4π.
En fait, il y a unicite´ dans le cas de courbure positive [LT92](dans cet article, les auteurs donnent une
preuve analytique du the´ore`me d’Alexandrov dans le cas sphe´rique). Toujours dans le cas de la sphe`re,
des conditions ne´cessaires et suffisantes sont connues si la me´trique admet trois singularite´s coniques dont
le signe de la courbure est quelconque [Ere04] — voir [UY00] pour un re´sultat partiel.
Conside`rons l’e´nonce´ du the´ore`me dans la cas ou` la fonction est constante e´gale a` 1. Pour n’importe
quelle surface de genre g, χ(S) = (2 − 2g) et on obtient comme condition de Gauss–Bonnet 0 < 4π(1 −
g)−∑ni=1 ki < min(4π, 2αi).
Si les courbures singulie`res sont ne´gatives, les αi sont plus grands que 2π et min(4π, 2αi) = 4π. Ainsi
la condition de Gauss–Bonnet devient
4π(g − 1) <
∑
|ki| < 4πg, (5.25)
et l’ensemble des solutions est non vide : les ensembles Cone−1 (g;n) sont en surjection sur le produit
Tg(n)×Bn, ou` Bn = {(x1, . . . , xn) ∈ (R+ \ {0})n|(g − 1) <
∑
xi < g} est un morceau d’un simplexe.
Si les courbures sont positives, on remarque que Cone+1 (g;n) est vide si g > 1.
5.3 Particularite´s de l’espace de Sitter
5.3.1 Longueurs des ge´ode´siques
Une ge´ode´sique (polye´drale) est une courbe sur une surface polye´drale correspondant a` une ge´ode´sique
pour la me´trique induite — en particulier sa restriction a` chaque face de la surface polye´drale est un
segment de ge´ode´sique de l’espace ambiant.
Proposition 5.17 ([RH93, 3.6],[Sch96]). Soit S une surface (strictement) convexe de type espace de l’es-
pace de Sitter (lisse ou polye´drale). Alors toutes les ge´ode´siques ferme´es sur S sont de longueur strictement
supe´rieure a` 2π.
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L’e´nonce´ de Rivin et Hodgson (pour le cas polye´dral) concerne les polye`dres compacts, mais la preuve
ne fait pas intervenir cette condition.
Avec le re´sultat sur les coˆnes convexes dans les espaces lorentziens (proposition 3.51 page 57), on
voit que la me´trique induite sur une surface polye´drale convexe de l’espace de Sitter a des singularite´s
coniques de courbure singulie`re ne´gative et la longueur de ses ge´ode´siques ferme´es est strictement plus
grande que 2π. De telles me´triques sont parfois dites larges .
Avec le lemme 3.48 page 55, cela peut se formuler comme :
Proposition 5.18. La me´trique duale d’une surface polye´drale convexe de l’espace hyperbolique de di-
mension 3 est large.
Ce re´sultat a e´te´ ge´ne´ralise´ en toute dimension par R. Charney et M. Davis [CD95, CD96].
La proposition 5.17 se traduit en un e´nonce´ sur les ge´ode´siques contractiles pour les quotients de
surfaces de l’espace de Sitter, puisque une ge´ode´sique γ sur une surface Σ est contractile si et seulement
si elle se rele`ve en une ge´ode´sique ferme´e de Σ˜ de meˆme longueur.
On devra donc conside´rer le sous-ensemble de Cone−1 (g;n) constitue´ des me´triques dont la longueur
des ge´ode´siques contractiles est strictement supe´rieure a` 2π. On note Cone−,>2π1 (g;n) cet ensemble et on
le munit de la topologie induite par celle de l’ensemble des me´triques sur S \ {x1, . . . , xn}.
L’ensemble Cone−1 (g;n) \ Cone−,>2π1 (g;n) n’est pas vide. En effet, on peut reprendre l’exemple lisse
des deux sphe`res relie´es par un long tube fin, qui avait une ge´ode´sique ferme´e simple (contractile) de
longueur < 2π.
On prend un nombre suffisant de points sur cette surface et on la triangule avec des triangles ge´ode´-
siques dont les points choisis sont les sommets. Si les triangles sont suffisament petits (c’est-a`-dire si le
nombre de sommets est suffisant), alors on remplace les triangles par des triangles sphe´riques ayant les
meˆmes longueurs d’areˆtes. Les angles de ces triangles sont plus grands que ceux des triangles d’origine,
donc la somme des angles autour de chaque sommet est > 2π, et la me´trique a` singularite´ conique ainsi
obtenue est “proche”de la me´trique de de´part, en particulier il y a toujours des ge´ode´siques contractibles
de longueur < 2π (voir par exemple [RH93, Lemma 9.15]).
5.3.2 Polye`dres ide´aux
On retrouve un re´sultat standard [RH93, Riv96, Scha].
Me´trique duale d’un polye`dre ide´al. Dans le mode`le projectif de Klein de l’espace hyperbolique,
un sommet ide´al d’une surface polye´drale de l’espace hyperbolique est un sommet qui est sur la sphe`re a`
l’infini.
Le link d’un tel sommet est le polygone euclidien intersection de la surface polye´drale et de l’horosphe`re
centre´e au sommet. Comme toutes les horosphe`res sont isome´triques, le link ne de´pend pas du choix de
celle-ci. On ve´rifie que
Lemme 5.19. Conside`rons une suite de coˆnes convexes de l’espace hyperbolique qui converge vers un
coˆne convexe de sommet ide´al. Alors la suite des links de chaque sommet de chaque coˆne tend vers le link
du sommet ide´al.
De´monstration. Le link de chaque sommet est donne´ par l’intersection de la surface polye´drale avec une
petite sphe`re centre´e en ce sommet. Il suffit de ve´rifier que ces sphe`res tendent vers l’horosphe`re quand leur
centre tend vers le bord a` l’infini. On peut le voir par exemple dans l’espace de Minkowski de dimension
4. Une sphe`re centre´e en un point x est l’intersection de l’espace hyperbolique avec un hyperplan affine de
type espace orthogonal au vecteur x (car les ge´ode´siques partant de x sont donne´es par les plans vectoriels
de type temps contenant le vecteur x, qui sont tous orthogonaux a` ces plans affines de type espace).
Un point sur le bord a` l’infini correspond a` un vecteur du coˆne de lumie`re et les horosphe`res centre´es
en ce point sont les hyperplans affines de type lumie`re paralle`les a` l’hyperplan vectoriel de type lumie`re
contenant le vecteur du coˆne de lumie`re.
Pour chaque point, on peut choisir comme sphe`re centre´e en ce point l’hyperplan passant par le point
de coordonne´e (0, 0, 0, t) pour un t fixe´. Si les vecteurs qui de´finissent les centres tendent vers un vecteur
du coˆne de lumie`re, les hyperplans de type espace tendent vers un hyperplan de type lumie`re.
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Le dual d’un polygone euclidien est de´fini de la meˆme fac¸on que pour les autres espaces : c’est
l’ensemble des vecteurs normaux unitaires du polygone. Le dual d’un polygone convexe euclidien est donc
le cercle unite´ (marque´ de n points ou` n est le nombre d’areˆtes du polygone euclidien). On peut donc
de´finir la me´trique duale d’une surface polye´drale ayant des sommets ide´aux : en effet, le cercle fournit un
he´misphe`re qu’il est possible de recoller avec les links des autres sommets, puisque la distance entre deux
points marque´s sur le cercle est donne´e par un angle die`dre entre deux faces de la surface polye´drales
ayant pour sommet le sommet ide´al.
On a donc que, pour toute suite (Pn)n de surfaces polye´drales convexes convergeant vers une surface
polye´drale convexe P ayant des sommets ide´aux, les me´triques duales des Pn convergent vers la me´trique
duale de P .
Dual d’un polye`dre ide´al. On se place toujours dans le mode`le projectif de Klein. Le dual d’un
sommet ide´al est un plan tangent a` la sphe`re en ce point, soit un plan de type lumie`re de l’espace de
Sitter (puisqu’un vecteur de type lumie`re est orthogonal a` lui-meˆme).
La proposition 5.18, le lemme 3.48 page 55 (i.e. la me´trique du dual d’un polye`dre hyperbolique est
la me´trique sur le dual) et le lemme pre´ce´dent impliquent que
Lemme 5.20. Soit (Pn)n une suite de surfaces polye´drales convexes de type espace de l’espace de Sitter
convergeant vers une surface polye´drale P convexe de type espace sauf en n faces de type lumie`re.
Alors la suite des me´triques induites sur les (Pn)n tend vers une me´trique sphe´rique a` singularite´s
coniques de courbure singulie`re ne´gative dont la longueur des ge´ode´siques contractiles est > 2π, sauf pour
n ge´ode´siques contractiles de longueur 2π bordant un he´misphe`re ne contenant pas de points singuliers.
De´monstration [Scha]. On note Q le polygone qui correspond a` une face de type lumie`re de P . On sait
de´ja` que la restriction a` Q de la me´trique induite limite h est isome´trique a` un he´misphe`re. Il reste a`
montrer que le bord ∂Q de Q est une ge´ode´sique pour h.
On va montrer que ∂Q est concave des deux coˆte´s pour h. Du coˆte´ de Q, comme la me´trique induite
limite est celle d’un he´misphe`re, son bord est une ge´ode´sique et donc en particulier concave.
Pour l’autre coˆte´, la me´trique induite sur n’importe quel Pn a des singularite´s coniques de courbure
singulie`re ne´gative sur la courbe polye´drale qui converge vers ∂Q. En particulier, l’angle autour des limites
de ces points pour h est au moins 2π. Comme la restriction de h a` Q est isome´trique a` un he´misphe`re,
du coˆte´ de Q l’angle entre deux segments concourants en un meˆme sommet est π, ce qui signifie que de
l’autre coˆte´ cet angle est au moins e´gal a` π, et que donc ce coˆte´ est concave pour h.
Comme la me´trique induite sur le dual d’une surface polye´drale de l’espace hyperbolique ayant un
sommet ide´al a une face munie d’une me´trique de´ge´ne´re´e, dans le cas ide´al la me´trique duale d’une surface
polye´drale dans l’espace hyperbolique n’est pas la me´trique induite sur le dual.
5.4 Triangulations
5.4.1 De´finition et existence
De´finition 5.21. Une cellulation d’une surface compacte S est une de´composition de S par des images par
des plongements de polygones convexes de R2, avec des identifications possibles d’areˆtes ou de sommets,
qui ve´rifie :
– les inte´rieurs des faces (resp. des areˆtes) sont disjoints.
– l’intersection de deux faces est une union disjointe d’areˆtes et de sommets.
Une triangulation ge´ne´ralise´e est une cellulation par des triangles.
Dans toute la suite on dira simplement triangulation pour signifier triangulation ge´ne´ralise´e.
Deux triangulations sont e´quivalentes si il existe une isotopie qui fixe les sommets qui permet de
passer de l’une a` l’autre. On appelle combinatoire d’une triangulation un telle classe d’e´quivalence de la
triangulation.
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Caracte´ristique d’Euler. On veut connaitre le nombre d’areˆtes a pour une triangulation avec n
sommets d’une surface compacte de genre g. La de´finition de la caracte´ristique d’Euler χ(g) = (2 − 2g)
nous indique que
f − a+ n = 2− 2g (5.26)
ou` f est le nombre de faces. Comme les faces sont suppose´es eˆtre des triangles, on a f = 2/3a et ainsi
a = 6g − 6 + 3n. (5.27)
En particulier pour la sphe`re g = 0 donc a = 3n− 6 et ainsi le nombre de sommets est au moins e´gal
a` trois. Pour les autres surfaces, il peut n’y avoir qu’un ou deux sommets.
Fig. 5.1 – Triangulation (ge´nee´ralise´e) d’un tore avec un seul sommet.
Existence de la triangulation.
Lemme 5.22. Soient s1 et s2 deux segments du plan qui se rencontrent en un point. Alors une des
extre´mite´s a d’un des deux segment (par exemple s1) est contenue dans tous les disques ayant sur leur
bord les extre´mite´s de s2.
De´monstration. On note x le point d’intersection des deux segments et (dans l’ordre cyclique) e1, e2, e3, e4
les extre´mite´s des segments, de telle fac¸on que d(x, e1) soit le minimum des longueurs d(x, ei). On note
y le point d’intersection entre le segment qui relie e2 a` e4 et la me´diatrice a` ce segment. Sans perte de
ge´ne´ralite´, on suppose que x est dans le segment reliant e2 et y. Les centres de tous les disques ayant e2 et
e4 sur leur bord sont contenus sur cette droite, et le plus petit des rayons de tout ces disque est d(y, e2).
Un disque A est inclu dans un disque B quand la somme de la distance entre les centres de A et B et
du rayon de A est infe´rieure au rayon de B. On a d(y, e2) = d(x, y) + d(x, e2) et d(x, e2) ≥ d(x, e1) donc
d(x, y) + d(x, e1) ≤ d(y, e2), ce qui veut dire que le disque de centre x de rayon d(x, e1) est contenu dans
le disque de centre y de rayon d(y, e2).
Lemme 5.23. Soit S une surface compacte et (x1, . . . , xn) n points sur S, avec n ≥ 3 si S est de genre
0 et n ≥ 1 sinon. Alors il existe une triangulation de S telle que les xi soient exactement les sommets de
la triangulation.
De´monstration. En fonction de son genre, la surface S admet une me´trique sphe´rique, plate ou hyperbo-
lique. On va montrer le cas ou` la surface admet une me´trique hyperbolique, la preuve est similaire pour
les autres cas.
Il existe donc une projection Π du plan hyperbolique sur S. Il suffit de montrer qu’il existe une triangu-
lation du plan hyperbolique dont les sommets sont exactement les points de l’ensemble Π−1({x1, . . . , xn})
(on les nomme des points marque´s).
La me´thode classique de la sphe`re vide de Delaunay permet de trianguler le plan (hyperbolique) :
on conside`re les disques ne contenant aucun point marque´ dans leur inte´rieur mais ayant au moins trois
points marque´s sur leur bord, appele´s voisinages de Voronoi . Soient p1, . . . , pn les points marque´s sur
le bord d’un voisinage de Voronoi, et on note D(p1, . . . , pn) celui-ci. On prend l’enveloppe convexe des
pi (qui est contenue dans le disque), et on triangule l’inte´rieur du polygone convexe ainsi obtenu. Si
f est une isome´trie hyperbolique donne´e par la repre´sentation du groupe fondamental de S dans le
groupe des isome´tries hyperboliques, alors D(f(p1), . . . , f(pn)) = f(D(p1, . . . , pn)), et on demande que
la triangulation dans f(D) soit l’image par f de la triangulation dans D.
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Les areˆtes ainsi obtenues dans le plan hyperbolique ne s’intersectent pas, car si deux areˆtes s’inter-
sectent, cela signifie que le sommet de l’une d’entre elle est contenue dans le voisinage de Voronoi borde´
par les sommets de l’autre, ce qui est impossible par de´finition des voisinages de Voronoi et par le lemme
pre´ce´dent.
La triangulation de S sera donne´e par l’image par Π de cette triangulation. Il faut juste ve´rifier que si
l’image par Π de deux areˆtes se coupent, alors elles sont confondues. On note e1, e2 les extremite´s d’une
areˆte, e3, e4 celles de l’autre areˆte et on note x le point d’intersection. Alors un releve´ de x, note´ x
1,
appartient a` une re´gion de Voronoi delimite´e par des releve´s de e1 et e2, et un autre releve´ de x, note´
x2, appartient a` une re´gion de Voronoi delimite´e par des releve´s de e1 et e2. Mais si on note f l’isome´trie
donne´e par le groupe fondamental de S qui envoie x2 sur x1, alors l’image par f de la re´gion de Voronoi
autour de x2 est une re´gion de Voronoi autour de x1. Par l’argument pre´ce´dent, les deux re´gions de
Voronoi autour de x1 sont confondues, et la seule possibilite´ pour que les deux areˆtent s’intersectent en
x2 est qu’elles soient confondues.
Et bien suˆr un triangle du plan hyperbolique est l’image d’un triangle euclidien par un home´omor-
phisme.
Avec des arguments similaires a` ceux du lemme pre´ce´dent, il est possible de montrer
Proposition 5.24 ([Thu98, ILTC01, Riv]). Une me´trique a` courbure constante a` singularite´s coniques
de courbure singulie`re de signe constant sur une surface compacte admet une triangulation ge´ode´sique
dont les sommets sont exactement les points singuliers.
Ce qui permet de voir une me´trique a` singularite´s coniques comme un recollement de triangles ge´ode´-
siques. Mais dans la suite nous n’aurons pas besoin de ce re´sultat, puisque nous pourrons nous restreindre
aux triangulations de me´triques induites sur des surfaces polye´drales convexes, la triangulation de la
me´trique est alors simplement donne´e par une triangulation des faces de la surface polye´drale.
Remarque : atlas sur l’ensemble des metriques. L’existence de triangulations dont les sommets
sont les points singuliers donne un parame´trage local des ensembles de me´triques a` singularite´s coniques.
Mais il doit eˆtre possible de montrer que ces triangulations peuvent donner un atlas de varie´te´ de
l’ensemble des me´triques. Localement l’ensemble des me´triques est de´crit par un de´placement des som-
mets de la triangulation tel que la combinatoire de la triangulation ne change pas (ce qui correspond
a` la description d’un ouvert). Les changements de cartes sont alors donne´s par des flips (i.e. le passage
d’une diagonale a` l’autre dans un quadrilate`re). Il faut alors montrer que toute les me´triques peuvent
eˆtre atteintes par des petits de´placements de sommets et des flips, et que les changement des cartes sont
des home´omorphismes (au minimum).
Il existe d’autres moyens de parame´trer par des longueurs de courbes par exemples certaines me´triques
hyperboliques a` singularite´s coniques [CP03].
5.4.2 De´scription locale des ensembles de me´triques a` singularite´s coniques
De´finitions des ensembles de me´triques. Soit S une surface compacte. On va ve´rifier que les
longueurs des areˆtes d’une triangulation d’une me´trique sur S de´crivent localement une topologie sur
l’ensemble des me´triques (ade´quates) sur S, qui est en fait la topologie dont on avait muni les ensembles
de me´triques dans les cas plats et hyperboliques.
On note
– M(n) l’ensemble des me´triques riemanniennes sur S moins n points. Il est munit de la topologie
Ck introduite auparavant, pour un k quelconque > 2.
– C˜oneεK(g;n) ⊂ M(n) l’ensemble des me´triques de courbure K sur S a` n singularite´s coniques de
courbure singulie`re de signe constant, que l’on voit comme des me´triques riemanniennes apre`s avoir
enleve´ les points singuliers (donc ConeεK(g;n) est le quotient de C˜one
ε
K(g;n)(n) par les isotopies
de S moins n points marque´s) ;
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– M˜T — ou` T est une triangulation ge´ode´sique d’un e´le´ment de C˜oneεK(g;n) — l’ensemble des
me´triques de C˜oneεK(g;n) qui admettent une triangulation ge´ode´sique homotope a` T ;
– Conf(n) l’ensemble des structures conformes sur S avec n points marque´s.
On note E˜dT l’application de M˜
T dans R6g−6+3n qui associe a` chaque e´le´ment de M˜T le carre´ des
longueurs des areˆtes de la triangulation. Le (carre´ de) la distance entre deux points marque´s de S est une
application continue de M(n) dans R.
Autour d’un point de M˜T , E˜dT a ses valeurs dans un ensemble ouvert de R
6g−6+3n : si on modifie un
petit peu la longueur des (6g− 6+ 3n) areˆtes, la me´trique que l’on obtient sera toujours dans M˜T , parce
que les conditions qui de´finissent un triangle totalement ge´ode´sique et celles sur les valeurs des angles
autour de chaque sommet sont des conditions ouvertes.
Me´triques plates et hyperboliques. Maintenant on munit C˜oneεK(g;n),K ∈ {−1, 0}, de la topologie
donne´e par le the´ore`me ade´quat de de Picard–Mc Owen–Troyanov.
Soit iT l’inclusion canonique de M˜
T (munit de la topologie de induite par celle de M(n)) dans
C˜oneεK(g;n).
La composition de iT avec la projection sur Conf(n) est l’application qui associe a` chaque me´trique
sa structure conforme, et c’est une application continue comme par de´finition Conf(n) est le quotient de
M(n) par l’ensemble des fonctions a` valeurs re´elles sur S moins ses points marque´s.
Dans le cas hyperbolique, la composition de iT avec la projection sur ]0, 2π[
n est e´videmment continue,
et dans le cas plat la composition de iT avec la projection sur ]0, 2π[
n−1×R est aussi continue.
Alors iT est continue et injective : c’est un home´omorphisme local et donc E˜dT est une application
continue sur M˜T ⊂ C˜oneεK(g;n). De plus, modulo les isotopies de la surface, l’application E˜dT devient une
application injective EdT entreM
T ⊂ ConeεK(g;n) (le quotient de M˜T par les isotopies) et R6g−6+3n. Et
comme elle prend ses valeurs dans un ensemble ouvert de R6g−6+3n et comme la dimension de ConeεK(g;n)
est (6g − 6 + 3n), EdT est un home´omorphisme local entre ConeεK(g;n) et R6g−6+3n.
Me´triques sphe´riques. On munit Cone−,>2π1 (g;n) de la topologie induite par la topologie de M(n).
Lemme 5.25. L’ensemble Cone−,>2π1 (g;n) est localement une varie´te´ de dimension (6g − 6 + 3n).
De´monstration. Avec les meˆmes arguments que pour les cas pre´ce´dents, on obtient que Cone−1 (g;n) est
localement une varie´te´ de (6g − 6 + 3n) en de´formant les areˆtes d’une triangulation.
De plus, la condition sur les longueurs des ge´ode´siques contractiles est une condition ouverte [RH93,
Theorem 6.3,Lemma 9.9].
Part II
Realisation of metrics
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Chapter 6
Metrics with posititive singular
curvatures in genus > 1
6.1 Definitions and statements
An invariant polyhedral surface is a pair (P, F ), where P is a polyhedral surface in M+K and F a discrete
group of isometries of M+K such that F (P ) = P and F acts freely on P . The group F is called the acting
group.
If there exists an invariant polyhedral surface (P, F ) in M+K such that the induced metric on P/F is
isometric to a metric h of curvature K with conical singularities on a surface S, we say that P realises
the metric h (obviously the singular points of h correspond to the vertices of P , and F is isomorphic
to the fundamental group of S). In this case we say that h is realised by a unique invariant polyhedral
surface (P, F ) if P is unique up to isometries of M+K .
Let P be the boundary of a convex compact polyhedron inM+K . The induced metric on P is isometric
to a metric of constant curvatureK with conical singularities of positive singular curvature on the sphere.
A famous theorem of A.D. Alexandrov asserts that each such metric on the sphere is realised by the
boundary of a unique convex compact polyhedron of M+K [Ale05, Bus58, Pog73] - in this case the acting
group F is the trivial one.
In this paper we prove
Theorem 6.1. A hyperbolic metric with conical singularities of positive singular curvature on a compact
surface S of genus > 1 is realised by a unique convex Fuchsian polyhedron in hyperbolic space (up to global
isometries).
A Fuchsian polyhedron is a polyhedral surface invariant under the action of a Fuchsian group of
hyperbolic space H3. A Fuchsian group of hyperbolic space is a discrete group of orientation-preserving
isometries leaving globally invariant a totally geodesic surface, on which it acts cocompactly and without
fixed points. The idea to use them comes from Gromov [Gro86]. Analog statement can be found in
[Scha], see further.
The general outline of the proof of Theorem 6.1 is very classical and has been used in several other
cases, starting from A.D. Alexandrov’s works. Roughly speaking, the idea is to endow with suitable
topology both the space of convex Fuchsian polyhedra with n vertices and the space of corresponding
metrics, and to show that the map from one to the other given by the induced metric is a homeomorphism.
The difficult step is to show the local injectivity of the map “induced metric”. This is equivalent to
a statement on infinitesimal rigidity of convex Fuchsian polyhedra. The section 6.1.1 is devoted to this
result.
Example of convex Fuchsian polyhedra. Consider the set of points at constant (hyperbolic) dis-
tance of a totally geodesic surface PH2 and denote by M the subset of points which are on one side of
PH2 .
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Obviously M is globally invariant under the action of any Fuchsian group F leaving PH2 invariant.
Moreover,M has the properties of being strictly convex and umbilic (an umbilic surface is a surface such
that its principal curvatures are the same for all points. There are other kinds of umbilic surfaces in
the hyperbolic space, but in all this text, the expression “umbilic surface” means a complete surface at
constant distance of PH2 and contained in one of the half-spaces bounded by PH2 ).
Take n points (x1, . . . , xn) on M , and let F act on these points. We denote by E the boundary of
the convex hull of the points fxi, for all f ∈ F and i = 1 . . . n. By construction, the convex polyhedral
surface E is globally invariant under the action F : it is a convex Fuchsian polyhedron.
Global rigidity of convex Fuchsian polyhedron. A polyhedral surface is called globally rigid if any
polyhedral surface that is isometric to it is in fact congruent. A direct consequence of the uniqueness of
the convex Fuchsian polyhedron realising the induced metric is
Theorem 6.2. Convex Fuchsian polyhedra in hyperbolic space are globally rigid among convex Fuchsian
polyhedra.
Hyperbolic manifolds with polyhedral boundary. Take a convex Fuchsian polyhedron (P, F )
and consider the Fuchsian polyhedron (P ′, F ) obtained by the reflection on the invariant surface PH2
of F . Then cut the hyperbolic space along P and P ′, and keep the component bounded by P and P ′.
The quotient of this manifold by F is a kind of hyperbolic manifold called Fuchsian manifold (with
convex polyhedral boundary): these are compact hyperbolic manifolds with boundary with an isometric
involution fixing a compact hyperbolic surface (the symmetry relative to PH2/F ), see Figure 6.1. In this
case we obtain a Fuchsian manifold with convex polyhedral boundary, and all the Fuchsian manifolds with
convex polyhedral boundary can be obtained in this way: the lifting to the universal cover of a component
of the boundary of the Fuchsian manifold gives a convex Fuchsian polyhedron in the hyperbolic space.
Then Theorem 6.1 says exactly that for a choice of the metric h on the boundary, there exists a unique
metric on the manifold such that it is a Fuchsian manifold with convex polyhedral boundary and the
induced metric on the boundary is isometric to h:
Theorem 6.3. The metric on a Fuchsian manifold with convex polyhedral boundary is determined by the
induced metric on its boundary.
Figure 6.1: From a Fuchsian polyhedron to a Fuchsian manifold.
This is a part of
Conjecture 6.4. Let h be a hyperbolic metric on a compact manifold M of dimension 3 such that ∂M is
polyhedral and convex. Then the induced metric on ∂M is a hyperbolic metric with conical singularities
with positive singular curvature. Each hyperbolic metric with conical singularities with positive singular
curvature on ∂M is induced on ∂M for a unique choice of h.
The statement of Conjecture 6.4 in the case where the boundary is smooth and strictly convex as been
proved in [Sch06] (the existence part was found in [Lab92]). Remark that A.D. Alexandrov’s theorem is
a part of Conjecture 6.4 for the case of the hyperbolic ball.
The smooth analog of Conjecture 6.4 provides a smooth version of Theorem 6.1. The existence part
of this smooth statement was done in [Gro86].
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6.1.1 Fuchsian polyhedra
We want to show that convex Fuchsian polyhedra are infinitesimally rigid among Fuchsian polyhedra.
As we will consider the Fuchsian polyhedra up to isometries of hyperbolic space, we consider that the
invariant totally geodesic surface in the definition is always the same. We choose the horizontal plane in
the Klein projective model, and we will denote it by PH2 . By pH2 we mean the orthogonal projection in
hyperbolic space onto the plane PH2 .
Global form of convex Fuchsian polyhedra. Let (P, F ) be a convex Fuchsian polyhedron in the
hyperbolic space.
Lemma 6.5. The polyhedral surface P has a boundary at infinity which is the same as the one of PH2 .
Proof. It is a general property of discrete subgroups of isometries of hyperbolic space that, for a point
x ∈ H3, the set of accumulation points of (fx)f∈F doesn’t depend on the choice of the point x. As F acts
on P and on PH2 , we deduce from this that the boundary at infinity of P is included in the boundary at
infinity of PH2 .
It remains to check that the fact that F acts cocompactly on PH2 implies that all the points of the
boundary at infinity of PH2 are reached by its action, and this is left to the reader.
Then, by convexity of P , P and PH2 have no intersection point in hyperbolic space (if we glue them
along their common infinite boundary, they bound a convex body - recall that in the Klein projective
model, PH2 is the intersection of a Euclidean plane with the unit ball) and, again by convexity of P , the
orthogonal projection on PH2 gives a homeomorphism between PH2 and P . Note that this implies that
for a convex Fuchsian polyhedron (P, F ), the genus of the surface P/F is inevitably > 1.
By cocompactness of the action of F on PH2 , the distance between points of P and points of PH2
(given by the orthogonal projection on PH2) is bounded: P is between two umbilic surfaces, realising the
extrema dmin and dmax of the distance between P and PH2 .
This leads to the fact that, if we see P in the Klein projective model, it is a convex polyhedral cap
(with infinite number of vertices accumulating on the boundary), lying between two half-ellipsoids of
radii (1, 1, rmin) and (1, 1, rmax), with 0 < rmin < rmax < 1 (a direct computation shows that in this
model, umbilic surfaces are half-ellipsoids of radius (1, 1, r) where r = tanh(d) < 1, with d the hyperbolic
distance between the umbilic surface and PH2 , see Lemma 3.23 page 43).
Fuchsian polyhedral embeddings. We will need to introduce another way to describe Fuchsian
polyhedra. In all the following, S is a compact surface of genus > 1.
Definition 6.6. A polyhedral embedding of S in hyperbolic space is a cellulation of S together with
a homeomorphism from S to a polyhedral surface of the hyperbolic space H3, sending polygons of the
cellulation to geodesic polygons of H3.
A Fuchsian polyhedral embedding of S in the hyperbolic space H3 is a couple (φ, ρ), where
• φ is a polyhedral embedding of the universal cover S˜ of S in H3,
• ρ is a representation of the fundamental group Γ of S in the group of orientation-preserving isome-
tries of H3,
such that φ is equivariant under the action of Γ := π1(S):
∀γ ∈ Γ, ∀x ∈ S˜, φ(γx) = ρ(γ)φ(x),
and ρ(Γ) leaves globally invariant a totally geodesic surface in H3, on which it acts cocompactly (without
fixed points).
The number of vertices of the Fuchsian polyhedral embedding is the number of vertices of the cellu-
lation of S.
The Fuchsian polyhedral embedding is convex if its image is a convex polyhedral surface of the hyper-
bolic space.
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We consider the Fuchsian polyhedral embeddings up to homeomorphisms and up to global isometries:
let (φ1, ρ1) and (φ2, ρ2) be two Fuchsian polyhedral embeddings of two surfaces S1 and S2. We say that
(φ1, ρ1) and (φ2, ρ2) are equivalent if there exists a homeomorphism h between S1 and S2 and a hyperbolic
isometry I such that, for a lift h˜ of h to S˜1 we have
φ2 ◦ h˜ = I ◦ φ1.
As two lifts of h only differ by conjugation by elements of Γ := π1(S), using the equivariance property of
the embedding, it is easy to check that the definition of the equivalence relation doesn’t depend on the
choice of the lift.
As we see the Fuchsian polyhedral embeddings up to global isometries, we consider that the invariant
surface is always PH2 .
Definition 6.7. The genus of a Fuchsian group F of hyperbolic space is the genus of the quotient of the
invariant totally geodesic surface (for the action of F ) by the restriction of F to it.
The genus of a Fuchsian polyhedron is the genus of the Fuchsian group of hyperbolic space acting on
it.
The number of vertices of a Fuchsian polyhedron (P, F ) is the number of vertices of P in a fundamental
domain for the action of F .
As S is a compact surface of genus g > 1, it can be endowed with hyperbolic metrics, and each of
them provides a cocompact representation of Γ in the group of orientation-preserving isometries of the
hyperbolic plane. The images of such representations are usually called Fuchsian groups (of H2), that
explains the terminology used. Moreover, there is a bijection between the cocompact representations of
Γ in Isom+(H2) and the Fuchsian groups of H2 of genus g.
Lemma 6.8. There is a bijection between the cocompact representations of the fundamental group of S
in Isom+(H2) and the Fuchsian groups of H3 of genus g (which leave invariant PH2).
Proof. It suffices to prove that there is a bijection between the Fuchsian groups of H2 and the Fuchsian
groups of H3 (with same genus).
The restriction of a Fuchsian group of H3 to PH2 obviously gives a Fuchsian group of H
2.
Reciprocally, a Fuchsian group F acting on PH2 canonically gives a Fuchsian group of the hyperbolic
space: for a point x in the hyperbolic space, an element f ∈ F sends pH2(x) on a point z ∈ PH2 . The
image y of x by the element of Isom+(H3) extending f is the unique point of the hyperbolic space such
that its projection on PH2 is z (and is in the same half-space delimited by PH2 than x). This application
is effectively a hyperbolic isometry: the corresponding map of the ambiant Minkowski space sends an
orthogonal unit basis of a plane (formeb by the vector pH2(x) and the unit tangent vector of the orthogonal
geodesic at x) to an orthogonal unit basis of anther plane (formed by the vector z and the unit tangent
vector of the orthogonal geodesic at z).
And there is no other such subgroup of Isom+(H3) (because if there is, each elements of both groups
sends a geodesic segment orthogonal to PH2 to the same geodesic segment, then they are equal).
Lemma 6.9. There is a bijection between the convex Fuchsian polyhedra of genus g with n vertices and
the convex Fuchsian polyhedral embeddings with n vertices of S.
Proof. Obviously, the image of S by a convex Fuchsian polyhedral embedding is a convex Fuchsian
polyhedron. Reciprocally, the canonical embedding in H3 of a convex Fuchsian polyhedron P invariant
under the action of a group F gives a convex Fuchsian polyhedral embedding of the surface P/F in H3.
We have seen that this surface is homeomorphic to PH2/F , which is homeomorphic to S.
Fuchsian deformations. Let (S, φ, ρ) a convex polyhedral Fuchsian embedding.
Let (φt)t be a path of convex polyhedral embeddings of S˜ in H
3, such that:
- φ0 = φ,
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Figure 6.2:
- the induced metric is preserved at the first order at t = 0,
- there are representations ρt of Γ = π1(S) in Isom
+(H3)
such that
φt(γx) = ρt(γ)φt(x)
and each ρt(Γ) leaves globally invariant a totally geodesic surface, on which it acts cocompactly without
fixed points (up to global isometries, we consider that the surface is always PH2).
We denote by
Z(φ(x)) :=
d
dt
φt(x)|t=0 ∈ Tφ(x)H3
and
ρ˙(γ)(φ(x)) =
d
dt
ρt(γ)(φ(x))|t=0 ∈ Tρ(γ)φ(x)H3.
The vector field Z has a property of equivariance under ρ(Γ):
Z(ρ(γ)φ(x)) = ρ˙(γ)(φ(x)) + dρ(γ).Z(φ(x)). (6.1)
This can be written
Z(ρ(γ)φ(x)) = dρ(γ).(dρ(γ)−1ρ˙(γ)(φ(x)) + Z(φ(x))) (6.2)
and dρ(γ)−1ρ˙(γ) is a Killing field of H3, because it is the derivative of a path in the group of isometries
of H3 (we must multiply by dρ(γ)−1, because ρ˙(γ) is not a vector field). We denote this Killing field by
~ρ(γ). Equation (6.2) can be written, if y = φ(x),
Z(ρ(γ)y) = dρ(γ).(~ρ(γ) + Z)(y). (6.3)
A Fuchsian deformation is an infinitesimal isometric deformation Z on a Fuchsian polyhedron which
satisfies Equation (6.3), where ~ρ(γ) is a Fuchsian Killing field , that is a Killing field of the hyperbolic
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plane extended to the hyperbolic space along geodesics orthogonal to the plane. More precisely, for a
point x ∈ H3, let d be the distance between x and pH2(x). We denote by pd the orthogonal projection
onto PH2 of the umbilic surface which is at constant distance d from PH2 (passing through x). Then the
Killing field K at pH2(x) is extended as dp
−1
d (K) at the point x.
A Fuchsian polyhedron is Fuchsian infinitesimally rigid if all its Fuchsian deformations are trivial (i.e.
are restriction to the Fuchsian polyhedron of Killing fields of hyperbolic space).
We want to prove
Theorem 6.10. Convex Fuchsian polyhedra are Fuchsian infinitesimally rigid.
By the fundamental Property of the infinitesimal Pogorelov map, to prove Theorem 6.10 it suffices to
prove that, for each Fuchsian deformation Z, the vertical component of the image of Z by the infinitesimal
Pogorelov map vanishes at the boundary, because in this case Proposition 2.19 provides the result.
Remarks about the method employed. There is a non-direct way to prove the statement of Theo-
rem 6.10, using another infinitesimal Pogorelov map. This way is pointed out in [Filc] (the next chapter).
Moreover, it may be possible that the method employed to prove Proposition 2.19 leads to a direct
proof of Theorem 6.10 in hyperbolic space, without using the infinitesimal Pogorelov map.
It may be possible that the method used here can be extended to prove infinitesimal rigidity results
for ideal and hyperideal Fuchsian polyhedra (that means that some vertices could be on the sphere or
out of the ball for the Klein projective model), but it seems to be a more direct way (see the Appendix).
Note that the following proof is also true without any change for strictly convex smooth Fuchsian
surfaces (using a smooth analog of Proposition 2.19).
Proof of Theorem 6.10. Recall that pH2 is the orthogonal projection on the totally geodesic surface
PH2 . At a point x of a convex Fuchsian polyhedron P , the derivative of the geodesic which realises this
projection is called the vertical direction at x, and the directions orthogonal to this one are horizontal
directions. So a Fuchsian deformation Z can be decomposed in a vertical component Zv and in a horizontal
component Zh. We denote by (Zr)h the horizontal component of the radial component of Z, etc. We
have
Zr = (Zr)h + (Zr)v = (Zh)r + (Zv)r.
The first one is obvious and the second one comes from the linearity of the orthogonal projection.
Proposition 6.11. The vector field Zv is invariant under the action of ρ(Γ), i.e. ∀x ∈ P :
Zv(ρ(γ)x) = dρ(γ).Zv(x).
Proof. From Equation (6.3), it suffices to check that ~ρ(γ) has no vertical component, that is true by
definition of a Fuchsian Killing field.
And as ρ(Γ) acts cocompactly on P
Corollary 6.12. There exists a constant cv such that, for all x ∈ P ,
‖Zv(x)‖ 6 cv.
Moreover
Corollary 6.13. The vector field Zh is equivariant under the action of ρ(Γ).
Proof. Equation (6.1) says that
Zv(φ(γx)) + Zh(φ(γx)) = ρ˙(φ(x)) + dρ(γ).Zv(φ(x)) + dρ(γ).Zh(φ(x)),
and the preceding proposition gives the result.
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Recall that pd is the orthogonal projection on PH2 of the umbilic surface which is at constant distance
d from PH2 (passing through x). We call radial-horizontal the component of Z (at x) in the direction
dp−1d (r(pH2 (x))), where r(pH2 (x)) is the radial direction of PH2 at the point pH2(x). This component is
noted Zrh, and it’s a horizontal vector.
We denote by W the projection on PH2 of the horizontal component of Z (it is equivariant under
the action of ρ(Γ)). We denote by Wr its radial component. Then dp
−1
d (Wr) is the radial-horizontal
component of the horizontal component of Z.
The determining fact is:
Proposition 6.14. Let H be a vector field of H2 equivariant under the action of ρ(Γ). Then there exists
a constant cm˙ such that
‖Hr(x)‖H2 ≤ cm˙dH2(ch, x).
The point ch is always the origin in the Klein projective model.
Proof. We deform the hyperbolic metric m along H , that is m˙ = LHm, where L is the Lie derivative:
m˙(X,Y ) = (LHm)(X,Y ) = m(∇XH,Y ) +m(∇YH,X)
= H.m(X,Y ) +m([X,H ], Y ) +m(X, [Y,H ]).
Let c : [0, η]→ H2, c(0) = ch, , c(η) = x, ‖c′‖ = 1 a geodesic (then η = dH2(ch, x) and c′(η) is the radial
direction at the point x). Up to adding a Killing field, we can suppose that H(ch) = 0. Then
∫ η
0
m˙(c′(t), c′(t))dt = 2
∫ η
0
m(∇c′(t)H(c(t)), c′(t))dt
= 2
∫ η
0
c′(t).m(H, c′(t))dt
= 2m(H, c′(η))
= 2m(Hr +Hl, c
′(η))
= 2m(Hr, c
′(η))
= 2m(Hr,± Hr‖Hr‖H2
),
that leads to ∫ η
0
m˙(c′(t), c′(t))dt = ±2 ‖Hr‖H2 . (6.4)
As H is equivariant under the action of ρ(Γ), the elements of ρ(Γ) preserve the bilinear form m˙, because,
up to an isometry, H(ρ(γ)x) is written as H(x) plus a Killing field.
Formally, using Equation (6.3)
H(ρ(γ)x) = dρ(γ).(~ρ(γ) +H)(x),
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and we develop
m˙(dρ(γ)X(x), dρ(γ)Y (x)) := m(∇dρ(γ)X(x)H(ρ(γ)x), dρ(γ)Y (x))
+m(∇dρ(γ)Y (x)H(ρ(γ)x), dρ(γ)X(x))
= m(∇dρ(γ)X(x)dρ(γ)(~ρ(γ)(x) +H(x)), dρ(γ)Y (x))
+m(∇dρ(γ)Y (x)dρ(γ)(~ρ(γ)(x) +H(x)), dρ(γ)X(x))
= m(∇X(x)(~ρ(γ)(x) +H(x)), Y (x))
+m(∇Y (x)(~ρ(γ)(x) +H(x)), X(x))
= m(∇X(x)H(x), Y (x)) +m(∇Y (x)H(x), X(x))
+m(∇X(x)~ρ(γ)(x), Y (x)) +m(∇Y (x)~ρ(γ)(x), X(x))
= m(∇X(x)H(x), Y (x)) +m(∇Y (x)H(x), X(x))
+L~ρ(γ)m(X(x), Y (x))
= m˙(X(x), Y (x))
(L~ρ(γ)m(X,Y ) = 0 because ~ρ(γ) is a Killing field).
Then m˙ is a bilinear form on PH2/ρ(Γ), which is compact, then |m˙| is bounded by a constant cm˙, and
by Equation (6.4):
‖Hr(x)‖H2 ≤ cm˙η = cm˙dH2(ch, x).
Corollary 6.15. There exists a constant crh such that:
‖(Zh)rh(x)‖H3 ≤ crhdH3(ch, x).
Proof. A simple computation in Minkowski space shows that the induced metric on the umbilic surface
at constant distance d of PH2 (passing through x) is cosh(d)h where h is the hyperbolic metric, then
‖(Zh)rh(x)‖H3 = cosh(d) ‖Wr(pH2(x))‖H2 ,
and as d is bounded for all x ∈ P , and with the preceding proposition, there exists a constant crh such
that:
‖(Zh)rh(x)‖H3 ≤ crhdH2(ch, pH2(x)). (6.5)
Classical hyperbolic trigonometry applied to the rectangular triangle with edge length dH3(ch, x) (the
long edge), dH3(x, pH2(x)) and dH2(ch, pH2(x)) gives:
cosh(dH3(ch, x)) = cosh(dH3 (x, pH2(x))) cosh(dH2 (ch, pH2(x))),
and as the values of the hyperbolic cosine are greater than 1:
cosh(dH3 (ch, x)) ≥ cosh(dH2(ch, pH2(x))),
and the hyperbolic cosine is an increasing function for positive values, then:
dH3(ch, x) ≥ dH2(ch, pH2(x)).
This together with Equation (6.5) gives the result.
The vertical plane is the vector space of TxH
3 spanned by the orthogonal vectors Zv and Zrh (Zrh is
in the horizontal plane by definition, then it is orthogonal to the vertical direction).
We can see the vertical plane as the tangent plane (at x) to the totally geodesic surface passing
through ch and x and orthogonal to PH2 .
We denote by Zlv the image of the projection on the vertical plane of the lateral component of Z.
The vector Zr belongs to the vertical plane, because it can be decomposed in a horizontal component,
which is in the radial-horizontal direction, and a vertical component.
The lateral component is orthogonal to the radial component, then the vector Zlv is orthogonal to Zr
in the vertical plane.
In all the following, we denote by µ := dH3(ch, x), and vector fields are evaluated at the point x ∈ P .
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Lemma 6.16. Let V be the projection of a component of Z on the vertical plane. Then there exists a
constant c such that
‖V ‖
H3
≤ c(1 + µ).
Proof. We denote by ΠV the projection on the vertical plane, considered as spanned by the orthogonal
vectors Zrh and Zv. We can write ΠV (Z) = Zrh + Zv. As V is already in the vertical plane, and as we
project a component of Z, we can write:
‖V ‖
H3
= ‖ΠV (V )‖H3 6 ‖ΠV (Z)‖H3
6 ‖Zrh‖H3 + ‖Zv‖H3
6 ‖(Zh)rh‖H3 + ‖(Zv)rh‖H3 + ‖Zv‖H3
6 ‖(Zh)rh‖H3 + 2 ‖Zv‖H3 ,
and as the overestimation of these two last norms are known (by Corollaries 6.12 and 6.15) we get
‖V ‖
H3
6 crhµ+ 2cv,
that is, if c is greater than crh and 2cv,
‖V ‖
H3
6 c(1 + µ).
For convenience, we denote by u be the image of Z by the infinitesimal Pogorelov map.
The decompositions of tangent vectors defined above (vertical, horizontal,. . . ) occur in Euclidean
space. We want to show that the vertical component of u goes to 0 at the boundary. As uv is in the
vertical plane, if α is the angle between uv and ulv, we get
uv = cos(α)ulv + sin(α)ur , (6.6)
because, for the same reason as for Z, ur and ulv give an orthogonal basis of the vertical plane.
By Lemma 6.16 we get, as Zr and Zlv are in the vertical plane,
‖Zr‖H3 6 c(1 + µ),
‖Zlv‖H3 6 c(1 + µ),
and as the infinitesimal Pogorelov map preserves the norm of the radial component and crushes by a
coefficient cosh(µ) the norm of the lateral direction (Lemma 4.17 page 68), these two inequalities rise to
‖ur‖R3 6 c(1 + µ),
‖ulv‖R3 6 cosh(µ)−1c(1 + µ).
Starting from (6.6) we get
‖uv‖R3 6 ‖ulv‖R3 + sin(α) ‖ur‖R3
6 c cosh(µ)−1(1 + µ) + c sin(α)(1 + µ)
6 c(1 + µ)(cosh(µ)−1 + sin(α)).
We call δ the Euclidean distance between a point x on P and PH2 (in the Klein projective model),
and we see easily that we have sin(α) ≈
0
δ when we go near the boundary of the ball:
c(1 + µ)(cosh(µ)−1 + sin(α)) ≈
0
c(1 + µ)(cosh(µ)−1 + δ).
We denote by Smax the umbilic surface which realises the maximum of the distance between P and
PH2 , xmax the intersection of Smax with the geodesic joining x and ch, µmax for dH3(ch, xmax), δmax the
distance in R3 between xmax and PH2 . Guess analog definitions of Smin, xmin, µmin, δmin for the surface
realising the minimum of the distance between P and PH2 .
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Lemma 6.17. Near the boundary of the ball, we have the approximations
µmax ≈
δmax→0
−cmax ln(δmax),
µmin ≈
δmin→0
−cmin ln(δmin),
where cmax and cmin are positive constants.
Proof. We prove the lemma in the case max, the proof for min is the same. It is easy to check that
µmax = dH3(ch, xmax) = tanh
−1(‖xmax‖R3), that is
µmax = ln
(
1 + ‖xmax‖R3
1− ‖xmax‖R3
)
≈
‖xmax‖R3→1
− ln(1− ‖xmax‖R3).
As the image of Smax in the projective Klein model is an ellipsoid, δmax satisfies the equation
(xmax)
2
1 + (xmax)
2
2 +
δ2max
r2
= 1,
where r is a positive constant strictly less than 1. Adding and removing a δ2max and reordering we get:
1− ‖xmax‖R3 = δ2max
1− r2
r2
,
as δ2max = (xmax)
2
3, and this gives the result.
As obviously
µmin ≤ µ ≤ µmax and δmin ≤ δ ≤ δmax,
we get
‖uv‖R3 ≤ c(1 + µ)(cosh(µ)−1 + δ)
≤ c(1 + µmax)(cosh(µmin)−1 + δ),
and when x goes near the boundary, cosh(f(x)) ≈
∞
exp(f(x)), where f is a function going to ∞ when x
goes near the boundary. Then:
c(1 + µmax)(cosh(µmin)
−1 + δ)
≈
0
c(1− cmax ln(δmax))(cosh(−cmin ln(δmin))−1 + δ)
≈
0
c′(1− ln(δmax))(δmin + δ).
At the end, as
c′(1− ln(δmax))(δmin + δ) ≤ c′(1− ln(δmax))(δmax + δmax)
and as when δ goes to 0, δmax goes to 0, then ‖uv‖R3 goes to 0.
Theorem 6.10 is now proved.
6.2 Set of Fuchsian polyhedra
We denote by P(n) the set of convex Fuchsian polyhedral embeddings with n vertices of a compact surface
S in H3, modulo isotopies of S fixing the vertices of the cellulation and modulo the isometries of H3.
More precisely, the equivalence relation is the following: let (φ1, ρ1) and (φ2, ρ2) be two convex
Fuchsian polyhedral embeddings of S. We say that (φ1, ρ1) and (φ2, ρ2) are equivalent if there exists
• a homeomorphism h of S isotopic to the identity, such that if ht is the isotopy (i.e. t ∈ [0, 1], h0 = h
and h1 = id), then ht fixes the vertices of the cellulation for all t,
• a hyperbolic isometry I,
such that, for a lift h˜ of h to S˜ we have
φ2 ◦ h˜ = I ◦ φ1.
Here again, the definition of the equivalence relation doesn’t depend on the choice of the lift.
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Surjection on the Teichmu¨ller space with marked points. Recall that to each element of the
Teichmu¨ller space Tg(n) is associated a canoncial hyperbolic polygon, see page 79 - actually we saw that
to each element of Tg is associated a canonical polygon, but to get an element of Tg(n) is suffices to
consider n points in the interior of each canonical polygon.
The Teichmu¨ller space of Fg,n (i.e. of a compact surface of genus g > 1 with n > 0 marked points),
denoted by Tg(n), can be defined as the set of hyperbolic metrics on Fg,n modulo isotopies of Fg,n, such
that each isotopy ht fixes the marked points for all t.
Let (φ1, ρ1) and (φ2, ρ2) be two equivalent convex Fuchsian polyhedral embeddings of S with n vertices.
Recall that h is an isotopy of S and h˜ its lift to S˜. As h is homotopic to the identity, ∀x ∈ S˜, ∀γ ∈ Γ, we
get:
φ2(h˜(γx)) = I(φ1γx)
⇔ φ2((h)∗(γ)x) = I(ρ1(γ)(φ1(x))
⇔ φ2(γx) = I(ρ1(γ)(φ1(x))
⇔ ρ2(γ)(φ2(x)) = I(ρ1(γ)(φ1(x))
⇔ ρ2(γ)(I(φ1(x))) = I(ρ1(γ)(φ1(x)).
But if two orientation-preserving isometries of the hyperbolic space are equal on an open set of
a totally geodesic surface (a face of the Fuchsian polyhedron), they are equal, then for all γ ∈ Γ,
ρ2(γ) = I ◦ ρ1(γ) ◦ I−1. As ρ1 and ρ2 are also representations of Γ in PSL(2,R) (modulo conjuga-
tion by an element of PSL(2,C) = Isom+(H3)), we deduce that ρ1 and ρ2 are the same element of
Hom(Γ,PSL(2,R))/PSL(2,R).
Then in the hyperbolic plane PH2 , the canonical polygons associated to these two representations are
equal, and, up to an isometry, the projection of the vertices of the Fuchsian polyhedra φ1(S˜) and φ2(S˜)
on PH2 gives the same n marked points in this canonical polygon: we have described a map S which to
each element of P(n) associates an element of Tg(n).
And as we have seen that from any Fuchsian group and any n points on the plane, we can build a
convex Fuchsian polyhedron with n vertices (it is enough to take n points at same distance from the
plane), S is surjective.
Manifold structure on P(n).
Lemma 6.18. Let [h] ∈ Tg(n). Then S−1([h]) is diffeomorphic to the open unit ball of Rn.
Proof. We will show that S−1([h]) is a contractible open subset of (R+)n.
We fix an element of Tg(n), that is the action of a cocompact Fuchsian group F on PH2 and n points
(y1, . . . , yn). We denote by (x1, . . . , xn) n points of the hyperbolic space such that their projection on the
plane PH2 is exactly (y1, . . . , yn). We look at the Klein projective model of the hyperbolic space, and the
coordinates of the points are those of R3. The orthogonal projection, Euclidean or hyperbolic, of a point
on the horizontal plane gives the same point.
We want the vertices of the polyhedron obtained as the boundary of the closure of the convex hull
of the points fxi, for any f ∈ F and i = 1 . . . n, to be exactly the set of points of the form fxi, for any
f ∈ F and i = 1 . . . n. This is the same as saying that no point of the form fxi is in the interior of
the convex hull of the others points of this form; that means, for all fx (x ∈ {x1, . . . , xn}), and for all
fixi, fjxj , fkxk such that pH2(fx) is contained in the triangle formed by the points pH2(fixi), pH2(fjxj)
and pH2(fkxk), then the plane generated by fixi, fjxj , fkxk (strictly) separates fx from PH2 .
Actually, it suffices to verify this condition only for the points (x1, . . . , xn), because if the plane
generated by
fixi, fjxj , fkxk
separates fx from PH2 , then the plane generated by
f−1fixi, f
−1fjxj , f
−1fkxk
CHAPTER 6. METRICS WITH POSITITIVE SINGULAR CURVATURES IN GENUS > 1 103
separates x from PH2 (as F acts by isometries, it sends the convex polyhedron with vertices
fixi, fjxj , fkxk, fx, pH2(fixi), pH2(fjxj), pH2(fixi), pH2(fx)
on the convex polyhedron of vertices
f−1fixi, f
−1fjxj , f
−1fkxk, x, pH2(f
−1fixi), pH2(f
−1fjxj), pH2(f
−1fixi), pH2(x)).
Then, if x is projected in the triangle (pH2(fixi), pH2(fjxj), pH2(fkxk)), we have a condition which
can be written
det(fixi − fjxj , fixi − fkxk, fixi − x) > 0.
(we choose an orientation such that this det is > 0, but we could take the other orientation, it will change
nothing, the important fact is that the condition is open).
For each equation, the set of solution is an open half-space delimited by an affine hyperplane: the
possible set of heights for the vertices (x1, . . . , xn) is given by the intersection (of an infinite number) of
open half-spaces.
This is a contractible open set. We want the vertices to stay in the unit ball, then we must add for
each vertex the condition that its height must be (strictly) greater than 0 and less than (1 − a2i − b2i ),
where ai and bi are the horizontal coordinates of each xi (they are fixed by hypothesis): we intersect the
contractible open set with other open half-spaces, and the intersection remains a contractible open set.
This set is non-empty, as we built examples of convex Fuchsian polyhedra.
An open set of Tg(n) is parameterised by a (small) deformation of a canonical polygon in the hyperbolic
plane and a displacement of the marked points inside this polygon. With a fixed height for the vertices,
a small displacement of a convex Fuchsian polyhedron (corresponding to a path in Tg(n)), is always
convex (the convexity is a property preserved by a little displacement of the vertices) and Fuchsian (by
construction).
So we can endow P(n) with the topology which makes it a fiber space based on Tg(n), with fibers
homeomorphic to the open unit ball of Rn:
Proposition 6.19. The space P(n) is a contractible manifold of dimension (6g − 6 + 3n).
Because Tg(n) is contractible manifold of dimension (6g − 6 + 2n), see e.g. [Nag88].
Local description of the space of polyhedra. Take a subdivision of each face of a convex Fuchsian
polyhedron P in triangles (such that the resulting triangulation has no more vertices than the polyhedron,
and is invariant under the action of ρ(Γ)). For such a triangulation on P , we get a map EdP which sends
each convex Fuchsian polyhedron in a neighbourhood of P in P(n) to the square of the length of the
edges of the triangulation in a fundamental domain for the Fuchsian group action. As this triangulation
of P provides a triangulation of the surface S, the map EdP has its values in R
6g−g+3n.
The map EdP associates to each Fuchsian polyhedron a set of (6g − g + 3n) real numbers among all
the dH3(γxi, µxj)
2, where γ, µ ∈ ρ(Γ), i, j = 1, . . . , n and (x1, . . . , xn) are the vertices of the polyhedron.
It is in particular a C1 map (the description of the topology of P(n) says that for a neighbourhood of P
in P(n) the vertices belong to open sets of the hyperbolic space).
By the local inverse theorem, Theorem 6.10 says exactly that EdP is a local homeomorphism.
Realisation of metrics. We denote by I(n) the map from P(n) to Cone(n), which associates to each
convex Fuchsian polyhedral embedding in hyperbolic space its induced metric. This map is well defined,
because the induced metric on the quotient of a convex Fuchsian polyhedron (by ρ(Γ)) is isometric to a
hyperbolic metric with conical singularities with positive singular curvature on S.
Let P be a convex Fuchsian polyhedron, and m its induced metric. We consider a triangulation of m
given by a subdivision of the faces of P in triangles. Obviously, the (square of) the lengths of the edges
of the triangulation of P are the same that the (square of) the lengths of the edges of the triangulation
of m := I(n)(P ).
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Recall EdT , the map which associates the square of the lengths of the edges of a triangulation of an
element of Cone(n) (Subsection 5.4.2 page 89).
It means that locally (recall that the maps EdP and EdT are defined only locally around P and m):
EdT ◦ I(n) ◦ Ed−1P = id.
P(n) I(n)−−−−→ Cone(n)
EdP
y yEdT
R6g−6+3n R6g−6+3n
From this we deduce immediately that I(n) is continuous and locally injective. Moreover, the map I(n)
is proper: this will be proved in the next paragraph.
Then I(n) is a covering map. But as P(n) and Cone(n) are connected and simply connected, it is a
homeomorphism.
Let Mod(n) be the quotient of the group of the homeomorphisms of S minus n points by its subgroup
of isotopies.
Then the homeomorphism I(n) gives a bijection between P(n)/Mod(n) and Cone(n)/Mod(n), and
this is exactly the statement of Theorem 6.1.
Properness of I(n). We will use the following characterisation of a proper map: I(n) is proper if, for
each sequence (Pk)k in P(n) such that the sequence (mk)k converges in Cone(n) (with mk := I(n)(Pk)),
then (Pk)k converges in P(n) (maybe up to the extraction of a sub-sequence).
Suppose that (mk)k converges to m∞ ∈ Cone(n). As each mk is a hyperbolic metric with n conical
singularities with positive singular curvature on S, the convergence implies:
i) a uniform bound on the distance between every pair of singular points of the surface for all k;
ii) a uniform bound on the values of the angles at the singular points for all k, strictly between 0 and
2π;
iii) a uniform bound on the lengths of the closed geodesics for all k;
iv) a uniform bound on the areas of the metrics for all k.
From this we deduce the following assertions (all supposed for a k sufficiently big, and recall that we
call the height of a vertex its distance from PH2 ):
If the height of one vertex of the polyhedra goes to infinity, the heights of all the vertices go to infinity.
Suppose there exists a vertex which height doesn’t go to infinity, incident to a vertex which height
goes to infinity. Then the length of the geodesic between them goes to infinity, that is impossible by i).
The heights of all the vertices can’t go to infinity.
By iv), on each Pk there is a subset R, homeomorphic to a closed disc, bounding a fundamental
domain for the action of ρk(Γ) and which area is fixed for all k. We consider the projection Dk of R on
the umbilic surface realising the minimum dk of the distance between Pk and PH2 . By orthogonality of
the projection, the area of Dk is less than the area of R. The projection of Dk on PH2 is a closed set
Dk bounding a fundamental domain for the action of ρk(Γ) on PH2 . The area of Dk is the area of Dk
times (cosh2)−1(dk), then it is less than the area of R, which is constant, times (cosh
2)−1(dk) (recall that
the induced metric on an umbilic surface at distance d from PH2 is cosh
2(d)canH2 , where canH2 is the
hyperbolic metric induced on PH2).
If the heights of all the vertices goes to infinity, it implies that dk goes to infinity, then the area of Dk
goes to zero, and so the area of the fundamental domain for the action of ρk(Γ) in PH2 goes to zero. This
is impossible by the Gauss–Bonnet Theorem: the area of a fundamental domain on PH2 for the action of
a ρk(Γ) is constant for all k (equal to minus the Euler characteristic of S).
The lengths of the edges of the canonical polygons associated to the Pk and the distances between the
marked points inside it don’t diverge.
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The distance between two vertices of the canonical polygon associated to Pk in PH2 is less than the
distance on Pk between the points which are projected onto these vertices (because by orthogonality of
the projection the distance in PH2 is smaller than the distance between the points of Pk in H
3, which is
itself smaller than the induced distance on Pk), and this distance is bounded by i), so it converges (maybe
after extracting a sub-sequence). The same argument shows that the distance between two marked points
inside the canonical polygon converges.
The distance between two marked points inside a canonical polygon can’t go to 0.
If it occurs, it implies that the two vertices sk and s
′
k of Pk go to two points on the geodesic joining
sk and pH2(sk) (because we have seen that the heights of the vertices are bounded). These limit points
are distinct, because the distance between two singular points is bounded. Then one is lower than the
other, say sk for example. As there is an infinite number of vertices on each polyhedron accumulating
on the entire boundary at infinity of PH2 , there exists at least three vertices lower than sk and such that
their projection on PH2 forms a triangle containing the projection of sk: sk is contained in the interior
of the convex hull of these vertices. Then there exists a k′ such that for each k > k′, sk is in the convex
hull of the others vertices: Pk would be not convex, that is false.
No length of the edges of the canonical polygon goes to 0.
It is as above: if it occurs, there are two vertices of the canonical polygon which collapse. The cor-
responding points on the polyhedra can’t collapse, because the geodesic (on the polyhedron) between
them corresponds to a closed geodesic for the induced metric on S and the lengths of closed geodesics
are bounded by iii). Then these two points go to two points on the same horizontal geodesic, and again
it is in contradiction with the convexity of the polyhedra.
These assertions prove that the sequence of canonical polygons associated to the Pk converges to a
compact polygon of PH2 , with exactly 4g edges and n marked points. As the definition of a canonical
polygon shows that the limit of a converging sequence of canonical polygons is a canonical polygon, then
S(Pk) converges in Tg(n). We denote by [h] its limit.
For k sufficiently big, we can consider that all the S(Pk) are in a neighbourhood of [h] sufficiently
small to trivialise the fibration P(n). That means that we can write the Pk as couples ([h]k, Hk), where
Hk is the heights of the vertices of Pk, and we have already seen that these heights converge.
Then (Pk)k converges to a Fuchsian polyhedron. It remains to check that it is convex with n vertices:
by convexity of the Pk, no vertex converges to a point inside the convex hull of the other vertices, and
no one converges to a point on the boundary of the convex hull of the other vertices, because the angles
at the singularities of m∞ are all less than 2π by ii).
Chapter 7
Metrics with negative singular
curvature in genus > 1
7.1 Fuchsian polyhedra in Lorentzian space-forms
7.1.1 Definitions and statements
The aim of this section is to prove the analog to the theorem proved in the preceding chapter for negative
singular curvature:
Theorem 7.1. Let S be a compact surface of genus > 1.
1) A spherical metric with conical singularities of negative singular curvature on S such that the lengths
of its closed contractible geodesics are strictly greater than 2π is realised by a unique convex Fuchsian
polyhedron in the de Sitter space.
2) A flat metric with conical singularities of negative singular curvature on S is realised by a unique
convex Fuchsian polyhedron in the Minkowski space.
3) A hyperbolic metric with conical singularities of negative singular curvature on S is realised by a
unique convex Fuchsian polyhedron in the anti-de Sitter space.
We have already looked at the condition on the lengths of the closed contractible geodesics in the de
Sitter case (see page 85).
A Fuchsian group of M−K is a group of orientation-preserving and time orientation-preserving isome-
tries fixing a point cK and acting cocompactly (without fixed points) on the umbilical hyperbolic surface
OK lying in the future cone of cK (see Section 3.4 page 38 for the existence of such a surface). Note that
such a group also leaves invariant and acts cocompactly on all the surfaces in the future cone of cK which
are at constant distance from cK .
A Fuchsian polyhedron ofM−K is a space-like polyhedral surface invariant under the action of a Fuchsian
group of M−K and contained in the future cone of cK .
The analog of Theorem 7.1 for smooth metrics is proved in [LS00]. The part 1) of Theorem 7.1 was
already done in [Scha, thm 4.22]. The other parts are new from what I know.
Actually the general outline of the proof is very classical, starting from Alexandrov’s work, and it is
very close to the one used for the hyperbolic case. Roughly speaking, the idea is to endow with suitable
topology both the space of Fuchsian polyhedra of M−K and the space of corresponding metrics, and to
show that the map from one to the other given by the induced metric is a homeomorphism.
The difficult steps are (always) to show local injectivity and properness of the maps “induced metric”.
The local injectivity is equivalent to statements about infinitesimal rigidity of convex Fuchsian polyhedra.
The section 7.1.2 is devoted to these results. Actually, due to the so-called infinitesimal Pogorelov maps,
it suffices to prove the infinitesimal rigidity in the de Sitter space (and this proof uses an infinitesimal
Pogorelov map itself).
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Examples of convex Fuchsian polyhedra. Consider a space-like surface M at constant distance of
a point cK ofM
−
K . ObviouslyM is globally invariant under the action of isometries fixing cK . Moreover,
M has the properties of being strictly convex and umbilical.
Take n points (x1, . . . , xn) onM , and let a Fuchsian group F act on these points. We denote by E the
boundary of the convex hull of the set of points fxi, for all f ∈ F and i = 1 . . . n. By construction, the
convex polyhedral surface E is globally invariant under the action F : it is a convex Fuchsian polyhedron.
Immediate corollaries of Theorem 7.1.
Global rigidity of Fuchsian polyhedron. A direct consequence of the uniqueness of the convex
Fuchsian polyhedron realising the induced metric is
Theorem 7.2. Convex Fuchsian polyhedra in Lorentzian space-forms are globally rigid among convex
Fuchsian polyhedra.
Dual statement of de Sitter case. The dual of a (space-like) convex polyhedral surface in hyper-
bolic space (resp. in de Sitter space) is a (space-like) convex polyhedral surface in de Sitter space (resp.
in hyperbolic space) (see section 3.8.1 page 52), and
Lemma 7.3. The dual of a convex Fuchsian polyhedron is a convex Fuchsian polyhedron.
Proof. A Fuchsian polyhedron in the hyperbolic space is invariant under the action of a group F of
isometries which leaves invariant a totally geodesic surface. In the Minkowski space of dimension 4, this
totally geodesic surface is given by the intersection of the hyperbolic space with a time-like hyperplane
V . The group F is given by isometries of Minkowski space leaving invariant this plane. These isometries
also fix the unit space-like normal vector v to this hyperplane (which corresponds to a point of the de
Sitter space), and they also fix the de Sitter space. Moreover these isometries act cocompactly on all
the hyperplanes at constant distance from V , in particular the one who gives the umbilical hyperbolic
surface. It follows that the restrictions of these isometries to the de Sitter space are Fuchsian isometries.
The converse holds in the same manner.
We already know that the dual of a (space-like) convex polyhedral surface is a (space-like) convex
polyhedral surface. From above, we know that the dual of an invariant (convex) polyhedral surface is an
invariant (convex) polyhedral surface.
Moreover, we saw that the dual metric of a polyhedral surface in hyperbolic space is isometric to the
metric induced on its dual, see Lemma 3.48 page 55.
For these reasons, part one of Theorem 7.1 can be reformulated as a purely hyperbolic statement:
Theorem 7.4. Let S be a compact surface of genus > 1 with a spherical metric h with conical singularities
of negative singular curvature such that its closed contractible geodesics have lengths strictly greater than
2π.
There exists a unique convex Fuchsian polyhedral embedding of S in the hyperbolic space such that its
dual metric is isometric to h.
Hyperbolic manifolds with polyhedral boundary. Take a convex Fuchsian polyhedron P and
consider the Fuchsian polyhedron P ′ obtained by a symmetry relative to the plane PH2 . Next cut the
hyperbolic space along P and P ′, and keep the component bounded by P and P ′. The quotient of this
manifold by ρ(Γ) is a kind of hyperbolic manifold called Fuchsian manifold (with convex polyhedral
boundary): they are compact hyperbolic manifolds with convex boundary with an isometric involution
fixing an hyperbolic surface (the symmetry relative to PH2/ρ(Γ)). All the Fuchsian manifolds can be
obtained in this way: the lifting to the universal covers of the canonical embedding of a component of
the boundary in the Fuchsian manifold gives a Fuchsian polyhedral embedding in the hyperbolic space.
Theorem 7.4 says exactly that for a choice of the dual metric g of the boundary, there exists a unique
metric on the Fuchsian manifolds such that the dual metric of the induced metric of the boundary is
isometric to g:
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Theorem 7.5. The metric on a Fuchsian manifold with convex polyhedral boundary is determined by the
dual metric of its boundary.
This is a part of
Conjecture 7.6. Let g a hyperbolic metric on a compact manifold M of dimension 3 with boundary ∂M ,
such that the induced metric on ∂M is a convex polyhedral metric. Then the dual metric of the induced
metric on ∂M is a spherical metric with conical singularities with negative singular curvature such that
the lengths of its closed contractible geodesics are > 2π. Each such dual metric on ∂M is induced on ∂M
for a unique choice of g.
The statement of Conjecture 7.6 in the case where the boundary is smooth and strictly convex has
been proved in [Sch06].
It is also possible to do analogous statements for “anti-de Sitter manifolds with convex boundary”,
related to so-called maximal globally hyperbolic anti-de Sitter manifolds, see [Sch03].
7.1.2 Fuchsian infinitesimal rigidity
Description of Fuchsian polyhedra. As a Fuchsian group acts cocompactly on a surface at constant
distance from cK , the distance from cK to a Fuchsian polyhedron P is bounded, and P is contained
between two surfaces realising the minimum and the maximum of this distance. We denote them by
Smin and Smax (without specifying in which M
−
K). They are umbilical surfaces in the future cone of cK .
For example, if c0 is the origin of the Minkowski space, a Fuchsian polyhedron is contained between the
upper-branches of two hyperboloids.
As OK is at constant distance from cK , the time-like geodesics from cK are orthogonal to OK , then
they define an orthogonal projection onto OK that will be denoted by pK .
Definitions. The definitions about Fuchsian embeddings in Lorentzian spaces and their correspondence
with definitions of Fuchsian polyhedra are exactly the same as for the hyperbolic case, after replacing
“totally geodesic surface” by “umbilical hyperbolic surface”, see page 94.
We denote by φK a convex Fuchsian polyhedral embedding of a compact surface S of genus > 1 in
M−K , and ρK its associated representation.
The definition of Fuchsian deformation in M−K is the same than in hyperbolic space, see page 95. It
is a vector field on a convex Fuchsian polyhedron P invariant under the action of ρ(Γ) and satisfying:
Z(ρ(γ)y) = dρ(γ).(~ρ(γ) + Z)(y), (7.1)
where ~ρ(γ) is a Fuchsian Killing field, that is a Killing field of the hyperbolic surface OK extended toM
−
K
along geodesics orthogonal to OK . More precisely, for a point x ∈ M−K , let d be the distance between
x and pK(x), where pK is the orthogonal projection onto OK . We denote by pd the restriction of the
projection pK to the umbilical surface which is at constant distance d from OK (passing through x - this
surface is at constant distance from cK). The Killing field ~ρ(γ) at x is extended as dpd(x)p
−1
d (~ρ(γ)).
A Fuchsian polyhedron is Fuchsian infinitesimally rigid if all its Fuchsian deformations are trivial (i.e.
are restriction to the polyhedral surface of a Killing field of M−K).
We want to prove
Theorem 7.7. i) Convex Fuchsian polyhedra in de Sitter space are Fuchsian infinitesimally rigid;
ii) Convex Fuchsian polyhedra in Minkowski space are Fuchsian infinitesimally rigid;
iii) Convex Fuchsian polyhedra in anti-de Sitter space are Fuchsian infinitesimally rigid.
We will first prove the part i) in a way close to the one used in the hyperbolic case.
In the Klein projective model of the de Sitter space, an umbilical surface (in the future cone of c1)
is sent to a half-ellipsoid contained in the upper half-space, which boundary is the unit circle in the
horizontal plane, Lemma 3.26 page 45. In this model, a convex Fuchsian polyhedron lies between two
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such hyperboloids, and in particular its closure is the same as the closure of the half-ellipsoids. Such
closure is called the boundary at infinity of the surface, and in this case it is the horizontal unit circle.
Moreover
Lemma 7.8. The maps pK are homeomorphisms between each convex Fuchsian polyhedron and OK .
Proof. We will prove it in the de Sitter case, the others cases follow immediately using the projective
maps, see Subsection 3.5.2 page 45.
First, the orthogonal projection of P onto the horizontal plane is injective, as the convex hull of P is
the union of P and the closed unit disc of the horizontal plane. It follows that this horizontal projection
is a homeomorphism.
Moreover, as O1 is a polyhedral convex cap, its orthogonal projection onto the horizontal plane is a
homeomorphisms. And it suffices to compose these projections to get p1.
It implies that in the Klein projective model, a convex Fuchsian polyhedron looks like a polyhedral
convex cap (with infinite number of vertices accumulating on the boundary).
It remains to check that the vertical component of the image of Z by the infinitesimal Pogorelov map
(see Subsubsection 4.2.1.2) vanishes at the boundary, and the conclusion will be given by Proposition
2.19 page 29.
After that, we use infinitesimal Pogorelov maps from de Sitter space to Minkowski space to have the
part ii), and from anti-de Sitter space to Minkowski space to have the part iii) (the key point will be
that these infinitesimal Pogorelov maps send Fuchsian deformations to Fuchsian deformations).
Remarks about the method employed. Theorem 7.7 is not new, because the case of the Minkowski
space was done in [Sch04b, Thm 6.2] (see [Isk00, Thm B] for a partial result) — using a completely
different method than the one used here, and the other cases can be easily deduced using the infinitesimal
Pogorelov maps (as it has been used for the de Sitter case in [Scha, Rou04], and as we will do, starting
from the de Sitter case instead of the Minkowski one).
They could also be treated as a direct consequence of the Fuchsian infinitesimal rigidity in the hyper-
bolic space proved in the preceding chapter, using the infinitesimal Pogorelov map from the hyperbolic
space to the Minkowski space.
In a counter point of view, the Fuchsian infinitesimal rigidity in the hyperbolic space itself can be
seen as a consequence of the Fuchsian infinitesimal rigidity in the Minkowski space.
It is not excluded that it is possible to have a direct proof for the infinitesimal rigidity, without using
any infinitesimal Pogorelov map.
It may be possible to use the method presented here and in the hyperbolic case to give a more direct
proof of the infinitesimal rigidity in the anti-de Sitter case, this is explained at the end of this section.
I don’t know if there is a possible adaption of the method used here for the Minkowski case to get a
more direct proof than the one in [Sch04b].
Also note that the present proof of Theorem 7.7 is also true without any change for strictly convex
smooth Fuchsian surfaces, using a smooth analog of Proposition 2.19.
Proof of part i) of Theorem 7.7. Let P be a convex Fuchsian polyhedron of the de Sitter space.
The derivative at a point x ∈ P of the geodesic from c1 and orthogonal to O1 is called the vertical
direction at x, and the directions orthogonal to this one are horizontal directions. So Z can be decomposed
into a vertical component Zv and into a horizontal component Zh. We denote by (Zr)h the horizontal
component of the radial component of Z, etc. We have
Zr = (Zr)h + (Zr)v, Zr = (Zh)r + (Zv)r.
The first one is obvious and the second one comes from the linearity of the projectors.
Exactly as in the hyperbolic case (see the begining of the proof of Theorem 6.10 page 97):
CHAPTER 7. METRICS WITH NEGATIVE SINGULAR CURVATURE IN GENUS > 1 110
Lemme 7.9. The vector field Zv is invariant under the action of Γ, i.e. ∀x ∈ P :
Zv(ρ(γ)x) = dρ(γ)Zv(x).
There exists a constant cv such that, for all x ∈ φ(S˜),
‖Zv(x)‖ 6 cv. (7.2)
Moreover the vector field Zh is equivariant under the action of Γ.
Recall that pd is the restriction of the orthogonal projection onto O1 to the umbilical surface which
is at constant distance d from O1.
In the Klein projective model, we denote by xo the intersection of O1 with the geodesic passing
through the origin of the Klein projective model and c1 (see Figure 7.1). The radial direction of O1 at a
point y ∈ O1, denoted by rad(y), is the tangent vector at y of the geodesic of O1 joining xo and y.
For a point x on a Fuchsian polyhedron, at distance d from O1, we call radial-horizontal the component
of Z (at x) in the direction dp−1d (rad(p1(x))). This component is denoted by Zrh, and it is a horizontal
vector.
We denote by W the projection onto O1 of the horizontal component of Z (it is equivariant under the
action of ρ(Γ)). We denote byWr its radial component. Then dp
−1
d (Wr) =: (Zh)rh is the radial-horizontal
component of the horizontal component of Z.
Recall from the preceding Chapter
Proposition 7.10 (Proposition 6.14 page 98). Let H be a vector field of H2 equivariant under the action
of a Fuchsian group. There exists a constant cg˙ such that
‖Hr(x)‖H2 ≤ cg˙dH2(p, x),
where p is any fixed point of the hyperbolic plane.
We apply this result to the vector field W on O1 with p = xo. As the hyperbolic metric is the metric
induced by the de Sitter one on O1, we get ‖Wr‖H2 = ‖Wr‖dS3 , and from Lemma 3.10 page 39:
‖(Zh)rh(x)‖dS3 = sinh(r) ‖Wr(pdS2(x))‖dS3 ,
where r is the length of the geodesic joining x and c1 in dS
3, and r is bounded. It follows that there
exists a constant crh such that:
‖(Zh)rh(x)‖dS3 ≤ crhµ, (7.3)
where µ = dH2(xo, p1(x)).
The vertical plane is the vector space of TxdS
3 spanned by the orthogonal vectors Zv and Zrh (Zrh is
in the horizontal plane by definition, then orthogonal to the vertical direction).
We can see the vertical plane as the tangent plane (at x) to the totally geodesic plane passing through
c1 and x (and orthogonal to O1).
We denote by Zlv the projection onto the vertical plane of the lateral component of Z.
The vector Zr belongs to the vertical plane, because it can be decomposed in a horizontal component,
which is in the radial-horizontal direction, and a vertical component.
The lateral component is orthogonal to the radial component, thus the vector Zlv is orthogonal to Zr
in the vertical plane.
Lemme 7.11. Let V be the projection of a component of Z onto the vertical plane. There exists a
constant c such that
‖V ‖dS3 ≤ c(1 + µ).
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Figure 7.1: Notations in the Klein projective model of the de Sitter space
Proof. We denote by ΠV the projection onto the vertical plane, considered as spanned by the orthogonal
vectors Zrh and Zv. We can write ΠV (Z) = Zrh + Zv. As V is already in the vertical plane, and as we
project a component of Z, we can write:
‖V ‖dS3 = ‖ΠV (V )‖dS3 6 ‖ΠV (Z)‖dS3
6 ‖Zrh‖dS3 + ‖Zv‖dS3
6 ‖(Zh)rh‖H3 + ‖(Zv)rh‖dS3 + ‖Zv‖dS3
6 ‖(Zh)rh‖dS3 + 2 ‖Zv‖dS3 ,
and as the overestimation of these two last norms are known (by Formulas (7.2) and (7.3)) we get
‖V ‖dS3 6 crhµ+ 2cv,
that is, if c is greater than crh and 2cv,
‖V ‖dS3 6 c(1 + µ).
We denote u := Φ′dS−E(Z), where Φ
′
dS−E is the de Sitter-Euclidean infinitesimal Pogorelov map
(Subsubsection 4.2.1.2), and we denote by α the angle between uv and ulv (the definitions of the decom-
positions of u are the same as for Z, in particular, ur and ulv form an orthogonal basis of the vertical
plane).
We denote by ν the distance between the point and C in the de Sitter space (C is the intersection of
dS3 with the hyperplane {x1 = 0} in the Minkowski space of dimension 4). From the properties of the
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infinitesimal Pogorelov map (see Lemma 4.21 page 71) and Lemma 7.11 (Zlv and Zr lie on the vertical
plane):
uv = cos(α)ulv + sin(α)ur,
‖uv‖R3 6 ‖ulv‖R3 + sin(α) ‖ur‖R3
6 sinh(ν)−1 ‖Zlv‖dS3 + sin(α) ‖Zr‖dS3
6 sinh(ν)−1c(1 + µ) + sin(α)c(1 + µ),
and at the end we get
‖uv‖R3 6 c(1 + µ)(sinh(ν)−1 + sin(α)). (7.4)
We denote by PH2 the hyperbolic surface obtained by the intersection of the hyperbolic space and
the hyperplane {x1 = 0} in the Minkowski space of dimension 4. It corresponds to the horizontal disc
in the Klein projective model. The point ch ∈ PH2 has coordinates (0, 0, 0, 1) in Minkowski space, and
corresponds to the origin in the Klein projective model. The orthogonal projection in the projective space
gives an isometry between O1 and PH2 . We denote by pHS this projection.
Let δ′ be a positive real number such that the half-ellipsoid (1, 1, δ′) is contained in the upper-part of
the unit ball of the Euclidean space. We denote by Sδ′ this surface seen in the hyperbolic space (Klein
projective model), and obviously:
µ := dO1(xo, p1(x)) = dPH2 (ch, pHS(x)) ≤ dH3(ch, y)
where y is a point of Sδ′ , preimage of pHS(x) by the orthogonal projection of Sδ′ onto PH2 . Going on
from (7.4):
‖uv‖R3 6 c(1 + µ)(sinh(ν)−1 + sin(α))
6 c(1 + dH3(ch, y))(sinh(ν)
−1 + sin(α)).
A straightforward adaptation of Lemma 6.17 page 101 gives:
dH3(ch, y) ≈
δ′→0
−cδ′ ln(δ′), (7.5)
where cδ′ is a positive constant.
We denote by δ the Euclidean distance between the point of the Fuchsian polyhedron P and PH2 .
Obviously, δ 7→ 0 if and only if δ′ 7→ 0. Near the infinite boundary, using an easy equivalence between
the sine and δ, together with Formula (7.5):
c(1 + dH3(ch, y))(sinh(ν)
−1 + sin(α)) ≈
δ→0
c(1− ln(δ′))(sinh(ν)−1 + δ),
Remember that Smin is the umbilical surface realising the minimum of the distance between P and
c1. We denote by xmin the intersection of Smin with the geodesic joining x and C, and we denote by νmin
the distance in dS3 between xmin and C and δmin the distance in R3 between xmin and PH2 (guess the
definition of δmax). We have
νmin ≤ ν
δ′ ≤ δmax ≤ δ ≤ δmin.
Lemme 7.12. When xmin goes near the boundary, we have the approximation
νmin ≈
δmin→0
−cmin ln(δmin),
where cmin is a positive constant.
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Proof. First recall that a sphere at distance d of C in dS3+ is sent by the projective map to a sphere of
radius coth(d) in R3 (Lemma 3.24 page 44). It follows that νmin = coth
−1(‖xmin‖R3), that means
νmin = ln
‖xmin‖R3 + 1
‖xmin‖R3 − 1
≈
‖xmin‖R3→1
− ln(‖xmin‖R3 − 1).
As the image of Smin in R
3 is a half-ellipsoid, δmin verifies the equation
x21 + x
2
2 +
δ2min
r2
= 1,
where r is a positive constant, strictly greater than 1. Adding and removing a δ2min, and reordering the
terms, we get
‖xmin‖R3 − 1 = δ2
r2 − 1
r2
,
because δ2min = x
2
3, and this gives the announced result.
We have
c(1 − ln(δ′))(sinh−1(ν) + δ) ≤ c(1− ln(δ′))(sinh−1(νmin) + δ)
and, using the equivalence between the exponential and the hyperbolic sine,
c(1− ln(δ′))(sinh−1(νmin) + δ) ≈
δ→0
c(1− ln(δ′))(δmin + δ),
and as
c(1 − ln(δ′))(δmin + δ) ≤ c(1− ln(δmax))(δmin + δmin),
and as this last term goes to 0 when δ (and then δmin and δmax) goes to 0, it follows that ‖uv‖R3 goes
to zero when the point goes near the infinite boundary.
It was that we had to check to prove part i) of Theorem 7.7.
Proof of part ii) and iii) of Theorem 7.7. Recall that we have defined projective maps from de
Sitter and anti-de Sitter spaces to Minkowski space, which send respectively c1 to c0 and c−1 to c0, see
Section 3.5 page 43.
Lemma 7.13. A convex polyhedral surface contained in the future-cone of c0 in the Minkowski space and
invariant under the action of a Fuchsian group is a convex Fuchsian polyhedron, i.e. it is space-like.
Proof. Suppose that the polyhedral surface is not space-like. It has a time-like (or light-like) face. But
such a face is contained in a plane which must intersect the space-like umbilical surfaces realising the
minimum and the maximum of the distance from cK (because as these hyperboloids are asymptotic to
the light-cone of cK , they must meet the light-cone of any point lying between them, see Figure 7.2).
Moreover by convexity the polyhedral surface is contained in one of the half-space delimited by this
time-like (or light-like) plane.
But this is impossible by the property of invariance of the polyhedral surface: As the Fuchsian group
acts cocompactly on H2, there always exists a point in the orbit of this group such that the line from the
origin of the Minkowski space passing through it is as close as we want (for the Euclidean topology) of
any line of the light cone. As the vertices of the Fuchsian polyhedron are lying on such lines, it follows
that any point of a time-like or light-like face would be sent by the action of the Fuchsian group to both
sides of the face, that is a contradiction.
Lemme 7.14. The projective maps from de Sitter and anti-de Sitter spaces to Minkowski space send
convex Fuchsian polyhedra to convex Fuchsian polyhedra.
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Figure 7.2:
Proof. We already know that these projective maps send convex polyhedral surfaces contained in the
future-cone of c1 (or c−1) to convex polyhedral surfaces contained in the future-cone of c0. We will see
that they also act on the representations of Γ. This, together with Lemma 7.13, will prove the statement.
We denote by Isomc1dS
3 the group of orientation-preserving and time orientation-preserving isome-
tries of dS3 which fix the point c1. We claim that: The projective map ϕdS−M : dS
3 → R31 induces
an isomorphism G : Isomc1(dS
3) → Isomc0(R31) which commutes with the projective map, that is, if
f ∈ Isomc1(dS3), then
ϕdS−M (f(x)) = G(f)(ϕdS−M (x)).
The projective map ϕAdS−M : AdS
3 → R31 has the same property.
Now we prove the claim.
For the de Sitter–Minkowski case, by definition of the projective map, the Minkowski space R31 is
seen as the intersection of R41 with the hyperplane {x1 = 1}. It allows us to extend the isometries of the
Minkowski space of dimension 3: an isometry of R31 sending x to y can be prolonged to an isometry of
R41 which sends the point (t, tx) to the point (t, ty). Furthermore, these isometries of R
4
1 preserve the de
Sitter space: there restrictions to the hyperboloid are isometries of the de Sitter space. It follows that
the isometries of R31 which fix the origin correspond to isometries of de Sitter space which fix the point
c1.
It is the same thing in the anti-de Sitter case, isometries which send x to y are prolonged to isometries
sending (tx, t) to (ty, t).
The properties of commutations are then obvious. And by construction, a cocompact group is sent
to a cocompact group.
To prove the rest of Theorem 7.7, it suffices to show that:
Lemme 7.15. The de Sitter-Minkowski and anti-de Sitter-Minkowski infinitesimal Pogorelov maps send
Fuchsian deformations to Fuchsian deformations.
Proof. A Fuchsian deformation Z verifies
Z(φ(γx)) = dρ(γ)(~ρ(γ) + Z)(φ(x)),
and, on one hand the infinitesimal Pogorelov maps sends Killing fields to Killing fields, and on the other
hand, considering the radial component or applying the projection onto the lateral component are linear
operations. These arguments and Lemma 7.14 suffice to prove this lemma, but here are the details. We
do them for the de Sitter case, it is word by word the same for the anti-de Sitter space.
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We denote by R the radial direction of the de Sitter space, and r the radial direction of the Minkowski
space of dimension 3, φ the Fuchsian embedding of the compact surface S in dS3, ρ its associated
representation and ϕ the projective map from dS3 to R31.
The proof of Lemma 7.14 gives the existence of a morphism G between Isomc1(dS
3) and Isomc0(R
3
1)
such that
ϕ(ρ(γ)φ(x)) = G(ρ(γ))(ϕ(φ(x))).
If Φ′ is the infinitesimal Pogorelov map from de Sitter to Minkowski, then:
Φ′(Z)(ϕ ◦ φ(γx)) = dϕ(Zl)(φ(γx)) + ‖Zr(φ(γx))‖R(ϕ(φ(γx)))
= dϕ(dρ(γ)(~ρl(γ) + Zl))(φ(x))
+ ‖dρ(γ)(~ρr(γ) + Zr)(φ(x))‖R(ϕ(ρ(γ)φ(x)))
= d(G(ρ(γ)))dϕ(~ρl(γ) + Zl)(ϕ ◦ φ(x))
+ ‖(~ρr(γ) + Zr)(φ(x))‖R(ϕ(ρ(γ)φ(x)))
= d(G(ρ(γ)))dϕ(~ρl(γ) + Zl)(ϕ ◦ φ(x))
+ ‖(‖~ρr(γ)‖ r + ‖Zr‖ r)(φ(x))‖R(G(ρ(γ))(ϕ ◦ φ(x)))
= d(G(ρ(γ)))dϕ(~ρl(γ) + Zl)(ϕ ◦ φ(x))
+ ‖~ρr(γ)‖R(G(ρ(γ))(ϕ ◦ φ(x)))
+ ‖Zr‖R(G(ρ(γ))(ϕ ◦ φ(x)))
= d(G(ρ(γ)))dϕ(~ρl(γ) + Zl)(ϕ ◦ φ(x))
+d(G(ρ(γ)))(‖~ρr(γ)‖R(ϕ ◦ φ(x)) + ‖Zr‖R(ϕ ◦ φ(x)))
= d(G(ρ(γ)))(dϕ(~ρl(γ)) + ‖~ρr(γ)‖R+ dϕ(Zl) + ‖Zr‖R)(ϕ ◦ φ(x))
= d(G(ρ(γ)))(Φ′(~ρ(γ)) + Φ′(Z))(ϕ ◦ φ(x)).
Note that we used the fact that the isometries fix the point from which the radial direction is defined to
write:
R(G(ρ(γ))(ϕ ◦ φ(x))) = d(G(ρ(γ)))R(ϕ ◦ φ(x)). (7.6)
This proves that a Fuchsian deformation in dS3 orAdS3 is sent to a Fuchsian deformation of the Minkowski
space.
Proving that a Fuchsian deformation of the Minkowski space is sent to a Fuchsian deformation of dS3
or AdS3 is exactly the same, as the inverse of the Pogorelov map sends the lateral component to its image
by the inverse of the projective map and it sends the radial component to a radial vector having the same
norm.
We must take care that the projective map from de Sitter space doesn’t reach all the Fuchsian surfaces
in the Minkowski space, because the projective map sends surfaces to the part of the Minkowski space
bounded by the light-cone and the upper branch of the hyperboloid. But we can obtain all the Fuchsian
surfaces inside the light cone by simple homotheties.
Another possible proof of part ii) of Theorem 7.7. For the anti-de Sitter space, there exists
a projective model for which c−1 is sent to infinity, O−1 is sent to the horizontal disc, and umbilical
surfaces at constant distance from c−1 are sent to half-ellipsoids with boundary the unit circle in the
horizontal plane (Lemma 3.37 page 48). In this model, a convex Fuchsian polyhedron lies between two
such hyperboloids. It can occur that one of these half-ellipsoids is contained in the lower-space and
the other in the upper-space. But if the Fuchsian polyhedron is convex, it must stay in one of the two
half-spaces delimited by the horizontal plane. Up to an isometry, we consider that it is the upper one
(i.e. c−1 is in the concave side of the Fuchsian polyhedron). It follows that in this model, a convex
Fuchsian polyhedron looks like a polyhedral convex cap (with infinite number of vertices accumulating
on the boundary), see Figure 7.3.
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Lemma 7.16. A convex Fuchsian polyhedron in AdS3 lies between c−1 and O−1.
Proof. In the projective model described above, the Fuchsian polyhedron lies above the horizontal plane
which contains O−1, and below a half-ellipsoid, as c−1 is sent to infinity in this projective model and as
the distance to c−1 can’t be 0 (otherwise by convexity the induced metric on the polyhedral surface must
be light-like, see the proof of Lemma 7.24 further).
O−1
∂∞AdS
3
∞ = c−1
Figure 7.3: A projective model of the anti-de Sitter space.
It is possible to define an infinitesimal Pogorelov map from the projective map described above -
actually, it is exactly as the infinitesimal Pogorelov that we have already computed, as x3 and x4 play
symmetric roles (Subsubsection 4.2.2.3).
Moreover, the polyhedral convex caps in the Minkowski space have the same property of infinitesimal
rigidity than in the Euclidean space (see Lemma 4.37 page 76).
It follows that it would be possible to prove the infinitesimal rigidity of convex Fuchsian polyhedra
in the anti-de Sitter space by proving that the image of a Fuchsian deformation by this infinitesimal
Pogorelov map has its vertical component going to 0 near the boundary.
7.1.3 Set of Fuchsian polyhedra
We denote by PK(n) the set of convex Fuchsian polyhedral embeddings with n vertices of a compact
surface S in M−K , modulo isotopies of S fixing the vertices of the cellulation and modulo the isometries
of M−K - remember that we have defined the number of vertices of a Fuchsian polyhedron as the number
of vertices in a fundamental domain.
Surjection on the Teichmu¨ller space with marked points. Recall that to each element of the
Teichmu¨ller space Tg is associated a canonical hyperbolic polygon, see Z-V-C coordinates page 79.
The Teichmu¨ller space of Fg,n (i.e. of a compact surface of genus g > 1 with n > 0 marked points),
denoted by Tg(n), can be defined as the set of hyperbolic metrics on Fg,n modulo isotopies ht of Fg,n
such that ht fixes the marked points for all t.
Let (φ1, ρ1) and (φ2, ρ2) be two equivalent convex Fuchsian polyhedral embeddings of Fg,n (see page
101 for a recall of the definition of “equivalent”). It implies that ρ1 and ρ2 are the same element of
Hom(Γ,PSL(2,R))/PSL(2,R), where Γ is the fundamental group of S.
In the hyperbolic surface OK , the canonical polygons associated to these two representations are
equal, and, up to an isometry, the projection of the vertices of the Fuchsian polyhedra on OK gives the
same n marked points inside this canonical polygon: we have described a map SK which to each element
of PK(n) associates an element of Tg(n).
And as we have seen that from any Fuchsian representation and any n points on the plane, we can
build a convex Fuchsian polyhedron with n vertices (it is enough to take n points at the same distance
from cK): SK is surjective.
To recall an element of PK(n) from the data of its projection onto OK , it remains to know the distance
of the vertices from cK . Such a distance is called the height of a vertex.
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Manifold structure on PK(n). In the Minkowski and anti-de Sitter spaces, if the vertices of a poly-
hedral surfaces are all in the future-cone of cK , then the polyhedral surface is entirely contained in the
future-cone of cK . It is not true in the de Sitter space: for example in the Klein projective model, some
faces can intersect the closed ball: they are time-like or light-like (in case of tangency), but the vertices
stay in the future-cone of c1.
Lemma 7.17. Take [h] ∈ Tg(n). For K ∈ {−1, 0}, S−1K ([h]) is diffeomorphic to the open unit ball of Rn.
Proof. We will prove that S−1K ([h]) is a contractible open subset of (R+)n. We fix a fundamental domain
for the action of ρK(Γ) on OK , with n marked points, which will be the projection of the vertices of
the polyhedra along the geodesics from cK (i.e. we fix [h]). We have to find the possible heights of the
vertices for the resulting invariant polyhedral surface to be convex. Recall that we have built examples
of convex Fuchsian polyhedra for any number of vertices: the spaces considered below are all non-empty.
In the anti-de Sitter space. We consider the projective model of the anti-de Sitter space, where c−1 is
a point at infinity and O−1 is the unit disc in the horizontal plane. We consider the Euclidean coordinates
of this model. We have seen that in this model, the convex Fuchsian polyhedra are polyhedral convex
caps. It follows that we can apply exactly the same proof as in the hyperbolic case (Lemma 6.18, page
102) to obtain that the set of possible (Euclidean) distances from O−1 of the n vertices of a fundamental
domain is a (non-empty) contractible open set.
If (a, b, z) are the Euclidean coordinates of a vertex, with z the Euclidean distance form O−1, by
Lemma 3.37 page 48, the anti-de Sitter distance from c−1 is cot
-1(
z√
1− a2 − b2 ), where a and b are fixed
by hypothesis. The set of heights is homeomorphic to the set of Euclidean distance from O−1: it is a
contractible set.
In the Minkowski space.
As we know that the projective maps preserve the convexity and the property of invariance, we can
use the other projective model of the anti-de Sitter space, which sends c−1 to the origin. The proof for
the anti-de Sitter space above says that the set of possible anti-de Sitter distances between c−1 and the
vertices of the polyhedral surfaces for the polyhedral surface to be convex forms a contractible set. And
this is always true in the Minkowski projective model, for which c−1 corresponds to the origin. If t is
such an anti-de Sitter distance, by Lemma 3.33 page 47, the corresponding Minkowski distance is tan(t):
the set of possible Minkowski heights is also a contractible set.
A (small) open set of Tg(n) is parametrised by a (small) deformation of a canonical polygon in OK
and a displacement of the marked points inside this polygon. With a fixed height for the vertices, a small
displacement of a convex Fuchsian polyhedron (corresponding to a path in Tg(n)), is always convex (the
convexity is a property preserved by a little displacement of the vertices) and Fuchsian (by construction).
So we can endow PK(n) with the topology which makes it a fiber space based on Tg(n), with fibers
homeomorphic to a connected open subset of Rn, and as Tg(n) is a contractible manifold of dimension
(6g − 6 + 2n):
Proposition 7.18. For K ∈ {−1, 0}, the space PK(n) is a contractible manifold of dimension (6g− 6+
3n).
For K = 1, PK(n) is locally a manifold of dimension (6g − 6 + 3n).
Proof. It remains to prove it for the de Sitter case. Actually the description is the same than for the
other topologies: PK(n) can be parametrised by little transformations of the canonical polygon, a little
displacement of the marked points inside it and a little variation of their heights.
Local description of the sets of metrics. Take a subdivision of each faces of a convex Fuchsian
polyhedron P in triangles (such that the resulting triangulation has no more vertices than the cellulation
of the polyhedron, and is invariant under the action of ρK(Γ)). For the data of such a triangulation on
P , we get a map EdK which sends each Fuchsian polyhedron in a neighbourhood of P in PK(n) to the
square of the length of the edges of the triangulation in a fundamental domain for the Fuchsian group
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action. As this triangulation of P provides a triangulation of the surface S, the map EdK has its values
in R6g−g+3n.
The map EdK associates to the n vertices x1, . . . , xn a set of (6g − g + 3n) real numbers among all
the dM−
K
(fxi, gxj)
2, i, j = 1, . . . , n, f, g ∈ ρK(Γ). It is in particular a C1 map.
By the local inverse Theorem, Theorem 7.7 says exactly that the map EdK is a local homeomorphism
around P .
Final step for the Minkowski and anti-de Sitter cases. We denote by IK(n) the map “induced
metric” between PK(n) and Cone−K(g;n) (the space of cone metrics, see page 83).
In this paragraph we suppose that K ∈ {−1, 0}.
Let m be the induced metric on P ∈ PK(n). We consider a triangulation of m given by a subdivision
of the faces of P in triangles. Obviously, the (square of) the lengths of the edges of the triangulation
of P are the same that the (square of) the lengths of the edges of the triangulation of m := IK(n)(P ).
It means that locally, if EdT is the local homeomorphism which gives the (square of) the length of the
edges of the triangulation of a metric (see page 89), then:
EdT ◦ IK(n) ◦ Ed−1K = id. (7.7)
From this we deduce immediately that IK(n) is continuous and locally injective. In the next section we
will show that it is proper: IK(n) is a covering map on its image.
We know that PK(n) and Cone−K(g;n) are connected and simply connected for K ∈ {−1, 0} (Propo-
sition 5.15 page 85 and Proposition 7.18). It follows that IK(n) is a homeomorphism.
Let Mod(n) be the quotient of the group of the homeomorphisms of S minus n points by its subgroup
of isotopies.
The homeomorphism IK(n) gives a bijection between PK(n)/Mod(n) and Cone−K(g;n)/Mod(n), and
this is exactly the statement of parts 2) and 3) of Theorem 7.1.
Final step for the de Sitter case. As already noted, the image of I1(n) is contained in Cone−,>2π1 (g;n),
g > 1 (the set of spherical metrics on a compact surface of genus g with n conical singularities of negative
singular curvature such that the lengths of its contractible geodesics are > 2π, see Section 5.3 page 85).
Recall that Cone−,>2π1 (g;n), endowed with the topology coming from the one of the space of Riemannian
metrics, is a manifold of dimension (6g − 6 + 3n) near the image of any convex Fuchsian poyhedron
(Lemma 5.25 page 90).
With the same considerations than above about triangulations of the polyhedral surfaces and trian-
gulations of the metrics, it follows that I1(n) is continuous and locally injective.
We want to show that I1(n) is a homeomorphism between P1(n) and Cone−,>2π1 (g;n). But we don’t
know anything about the connectedness of this space: the conclusion is less straightforward than in
Minkowski or anti-de Sitter spaces. In [Riv86, RH93] there is a result on a kind of “connectedness” for
Cone−,>2π1 (0;n), and J.-M. Schlenker has noted [Scha] that the genus doesn’t intervene in the proof.
Proposition 7.19. Each metric m1 ∈ Cone−,>2π1 (g;n) can be joined to a metric m0 := I1(n)(P ), for a
P ∈ P1(n), by a continuous path (mt)t, with mt ∈ Cone−,>2π1 (g;N), N ≥ n, t ∈]0, 1[, and such that mt
is realisable for t near 0.
Sketch of the proof. For a suitable neighbourhood of the cone points of m0 and m1, it is possible to
(continuously) smooth each cone point [RH93, 9.2] to obtain continuous paths (mt)t, t ∈ [0, t1] and
(mt′)t′ , t
′ ∈ [t2, 1], wheremt1 andmt2 are smooth metrics with curvatureK ≤ 1 and length of contractible
geodesics L > 2π (obviously, m0 = m0 and m1 = m1). We have seen that the space of such metrics is
path-connected (Lemma 5.11 page 83). It comes that m0 and m1 can be joined by a continuous path of
(smooth or with conical singularities) metrics such that K ≤ 1 and L > 2π.
Now take a geodesic cellulation of m0 such that the cone points are the vertices, and subdivide
each cell with as many (geodesic) triangles as necessary to each triangles to have a diameter strictly
less than a given constant δ. We denote by N the number of vertices resulting of such a triangulation
T0. The deformation (mt)t gives a continuous family Tt of geodesic triangulations, and T1 is a geodesic
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triangulation ofm1. Afterward we replace each triangle by a spherical triangle with the same edge length,
and this gives us the announced path mt between m0 and m1 (this new path can be taken very close to
(mt)t, such that its cone angles are > 2π and the length of its closed geodesics is > 2π).
It remains to prove that for t sufficiently small, mt is realisable. The triangulation of m0 gives a
triangulation of P , and eachmt, t ∈ [0, ǫ] is obtained by pushing outward each vertex (of the triangulation)
contained inside a face of P . The way to push each vertex is given by the change of the length of the
edges of the triangulation. This technique is also used in [Ale05].
Note that in our case we must consider the metrics up to isotopies, that changes nothing.
In the next section, we will show that I1(n) is proper, and thus:
Corollary 7.20. The map I1(n) is surjective.
Proof. With the same notations than above, we already know that mt is realisable for t ∈ [0, ǫ[. By
properness of I1(n), mt is realisable for t ∈ [0, ǫ]. By local injectivity and the fact that Cone−,>2π1 (g;n)
is locally an open manifold, the invariance of domain Theorem gives that the map I1(N) is open: mt is
realisable for t ∈ [0, ǫ′[, with ǫ′ > ǫ, and so on. At the end, mt is realisable for t ∈ [0, 1[, and again by
properness of I1(N), m1 is realisable.
There is two ways to conclude that I1(n) is a homeomorphism. The first is short but uses heavy tools:
Proposition 7.21. The map I1(n) is injective, i.e. convex Fuchsian polyhedra are rigid among convex
Fuchsian polyhedra.
Proof. As we have proved above the part 2) of Theorem 7.1, it implies that convex Fuchsian polyhedra
in the Minkowski space are globally rigid. To conclude it remains to invoke the global Pogorelov map
from de Sitter space to Minkowski space, see Subsection 4.1.2.2.
The second way, proposed in [Scha], is more direct. We know that I1(N) is a covering on the entire
Cone−,>2π1 (g;n). To conclude that I1(N) is a homeomorphism, it remains to check that each fiber
contains only one element. This is equivalent to prove that the covering of a loop is a loop, using a
kind of “simple connectedness” of Cone−,>2π1 (0;n), and this is given by a straightforward adaptation of
Proposition 7.19:
Proposition 7.22. For each c : S1 → Cone−,>2π1 (g;n) there exists a disc D ⊂ Cone−,>2π1 (g;N), N ≥ n,
t ∈]0, 1[, such that ∂D = c(S1).
Note that we know now that all the metrics involved in this lemma are realisable.
Sketch of the proof. The proof is step by step the same as for Proposition 7.19, using the fact that the
space of smooth metrics with curvature ≤ 1 and length of contractible geodesics > 2π is simply connected
(Lemma 5.11 page 83).
7.2 Properness
We will use the following characterisation of a proper map: IK(n) is proper if, for each sequence (Pk)k
in PK(n) such that the sequence (gk)k converges in Cone−K(g;n) (with gk := IK(n)(Pk)) to g∞ ∈
Cone−K(g;n), then (Pk)k converges in PK(n) (may be up to the extraction of a sub-sequence).
Note that (this will be used in the appendix) the proof below actually proves a slightly more general
property of properness: it proves that each sequence (Pk)k in PK(n) such that the sequence (gk)k =
IK(n)(Pk) converges to g∞ ∈ ConeK(N), with N ≤ n, then (Pk)k converges to an element of PK(N). It
means that some conical singularities may disappear, i.e. their cone angle may go to 2π.
We denote by dk the restriction to Pk of the distance from cK .
In the paragraphs below, γk is a geodesic on Pk given by an element of the fundamental group of S
or by a geodesic between two vertices. We denote by π the orthogonal projection onto OK , and by lk the
length of γk. By convergence of the sequence of induced metrics, lk is bounded from above and below for
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all k. We denote these bounds by lmin ≤ lk ≤ lmax. Note that this argument will avoid the collapsing of
two marked points.
We will suppose that the geodesics γk(t) are parametrised by the arc-lenght, i.e. gk(γ
′
k(t), γ
′
k(t)) = 1.
For each M−K , we call uk the restriction of the coordinate function to Pk, that is
uk :=

1
2 (dk)
2, K = 0;
cos(dk), K = −1;
cosh(dk), K = 1.
(7.8)
Lemme 7.23. For K ∈ {0, 1}, for each k, for each geodesic γ(t) on Pk, (uk ◦ γ)′ has a positive jump at
its singular points (which correspond to points where γ(t) crosses an edge of Pk).
Proof. Consider an edge e of Pk. We denote by f1and f2 its adjacent faces, and we look at a geodesic
γ(t) (for the induced metric) on f1 ∪ f2. We denote by γi the part of γ which lies on fi, and t0 is such
that γ(t0) ∈ e. We denote by γ1 the prolongation of γ1 on the plane containing the face f1. Let d be the
distance from cK . The graph of d ◦ γ1 is smooth, and, until t0, the graph of d ◦ γ is also smooth.
As Pk is convex and cK lies in the concave side of Pk, d ◦ γ2 is greater than d ◦ γ, and therefore the
jump of d ◦ γ at t0 is positive.
As the geodesic lies on Pk, we can write that the jump of dk ◦ γ at t0 is positive, and as the functions
involved in (7.8) are increasing for K ∈ {0, 1}, this is true for uk.
Lemme 7.24. For all k, the distance dk is bounded from below.
Proof. We see the de Sitter and anti-de Sitter spaces in the Minkowski projective model. For each M−K
and for each Fuchsian polyhedron Pk, we take a vertex xk which realises the minimum of the distance
with cK . Up to global isometries, we consider that xk lies on the vertical geodesic from cK , see Figure
7.4.
If the distance dk is not bounded from below, xk goes to cK , and up to compose each Pk with a global
isometry, we can suppose that it is along the geodesic mentioned above.
But the Pk are space-like and convex, that means that they must stay out of the time cone of each
of their points, in particular out of the time cone of xk. If xk goes to cK , the light cone of xk becomes
close to the light cone of cK : (Pk)k would converge to a polyhedral surface having all its vertices on a
light cone, the distance between the vertices would go to 0, and this is impossible as the sequence of the
induced metrics converges.
cK
xk
Figure 7.4: A light-cone converging to a light-cone.
Lemme 7.25. If the projection of the Pk on a space-like umbilical surface N at constant distance from
cK is a dilating function, then the associated sequence of representations converges.
Proof. The curvature of the induced metric on N is constant and strictly negative. For each k, ρk(Γ) acts
on N , and the quotient is isometric to a hyperbolic metric (up to a homothety) on the compact surface
S. We denote by hk this hyperbolic metric on S.
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By hypothesis, the induced metrics gk on Pk converge to g∞. For n sufficiently large, there exists
a constant c′ such that gk ≥ 1c′ g∞. As the surface is compact, there exists a constant c such that
1
c′ g∞ ≥ 1ch0. And as the projection is dilating, we have, if Lg(γ) is the length of the geodesic corresponding
to γ ∈ π1(S) for the metric g:
Lhk(γ) ≥ Lgk(γ) ≥
1
c
Lh0(γ),
and Lemma 5.6 page 79 leads to the conclusion.
Properness in the anti-de Sitter space. In the future-cone of c−1, the anti-de Sitter metric can be
written sin2(t)canH2 − dt2, where t is the distance to c−1 (Lemma 3.13 page 40). As in the projective
model for which c−1 is sent to infinity, all the Pk lie above O−1 (Lemma 7.16), this means that the
projection onto O−1 is dilating and by Lemma 7.25, the sequence of representations associated to the Pk
converges.
Moreover, in this model, all the Pk lie below the umbilical surface realising the minimum of the
distance to c−1: up to extract a subsequence, the vertices of the Pk converge.
The sequence (Pk)k converges to a Fuchsian polyhedron, and this one must be convex with n vertices
as the Pk are convex and as sequence of the induced metrics converges.
Properness in the de Sitter space. Almost of this part was done in [Scha].
Lemma 7.26. The sequence of the representations associated to (Pk)k converges (up to extract a subse-
quence).
Proof. We will prove that the lengths of the images by the projection onto O1 of the geodesics of Pk are
uniformly bounded from above, and Lemma 5.5 page 79 will lead to the conclusion.
We denote by gk the induced metric on Pk, which can be written, by Lemma 3.16 page 41:
gk = (u
2
k − 1)canH2 −
du2k
u2k − 1
,
and if we compute the length Lk of the image by the projection onto O1 of a geodesic γk of Pk:
Lk =
∫ lk
0
√
canH2(dπ(γ
′
k(t)), dπ(γ
′
k(t)))dt =
∫ lk
0
√
gk(γ′k(t), γ
′
k(t))
u2k(t)− 1
+
du2k(γ
′(t))
(u2k(t)− 1)2
dt
=
∫ lk
0
√
1
u2k(t)− 1
+
u′2k (t)
(u2k(t)− 1)2
dt =
∫ lk
0
√
1
u2k(t)− 1
+ (cotanh-1(uk(t))′)2dt
≤
∫ lmax
0
√
1
u2k(t)− 1
+ (cotanh-1(uk(t))′)2dt
≤
∫ lmax
0
√
1
u2k(t)− 1
dt+
∫ lmax
0
|(cotanh-1(uk(t)))′|dt
≤ lmax√
u20 − 1
+
∫ lmax
0
|(cotanh-1(uk(t)))′|dt
(we have used the facts that uk > 1 = cosh(0) and that uk is bounded from below by u0 > cosh(0) = 1,
Lemma 7.24).
It remains to check that the variation of cotanh-1(uk) over [0, lmax] is bounded from above by a
constant which does not depend on k. For this, we can decompose [0, lmax] into a finite number of
subsets of the form [x, y], where x is a local minimum (of uk) and y a local maximum, which immediately
follows x in the list of local extrema, and into a finite number of subsets of the form [y, x], where y is a
local maximum and x a local minimum, which immediately follows y in the list of local extrema.
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First we consider a subset of the kind [x, y], where x is a local minimum and y a local maximum,
which immediately follows x in the list of local extrema. We want to study the variation∫ y
x
|(cotanh-1(uk(s)))′|ds = | cotanh-1(uk(x)) − cotanh-1(uk(y))|. (7.9)
There exists a brutal overestimation which is:
| cotanh-1(uk(x)) − cotanh-1(uk(y))| ≤ cotanh-1(u0),
but it is not satisfying: as the number of subsets in the decomposition of [0, lmax] actually depends on
k, the bound may become very large together with k. We will use the above bound only in the case
|y−x| ≥ π/4, and we will compute another bound in the other case (the term π/4 has no particular role,
the important thing is that the other case verifies |y − x| < π/2).
As y is a local maximum, together with Lemma 7.23, we have u′k(y) = 0. By Lemma 3.16 page 41,
u′′k = −uk on the regular points, and, again by Lemma 7.23, the derivative has a positive jump at the
singular points. With these facts, it is easy to check that, for s ∈ [x, y],
uk(y) ≥ uk(s) ≥ uk(y) cos(yj − s),
and with this we compute
| cotanh-1(uk(x))− cotanh-1(uk(y))| ≤
∫ uk(y)
uk(x)
dt
t2 − 1 ≤
uk(y)− uk(x)
uk(x)2 − 1
≤ uk(x)
uk(x)2 − 1
(
1
cos(y − x) − 1
)
≤ 4(y − x)2 uk(x)
uk(x)2 − 1 ≤
4(y − x)2u0
u20 − 1
.
The bound is the same in the case where a local minimum immediately follows a local maximum, by
the symmetry in Equation (7.9). At the end we have the wanted bound:∫ lmax
0
|(cotanh-1(uk(t)))′dt| ≤ 4lmax(cotanh
-1(u0)− 1)
π
+
4u0l
2
max
u20 − 1
.
It remains to check that the height of no vertex of the Pk goes to infinity. If it is, by convexity the
face containing such a vertex will become tangent to the sphere. If it occurs, the sequence of induced
metrics will converge to a metric having a geodesic of length 2π (Lemma 5.20 page 87), that is impossible
as the induced metrics are supposed to converge in Cone−,>2π1 (g;n).
Note that this argument avoids too some vertices to collapse at infinity.
Properness in the Minkowski space. By Lemma 3.16 page 41, the induced metric gk on Pk can be
written:
gk = ukcanH2 −
du2k
uk
.
If we compute the length Lk of the image by the projection π onto the hyperbolic plane of a geodesic γk
of Pk, we get:
Lk =
∫ lk
0
√
canH2(dπ(γ
′
k(t)), dπ(γ
′
k(t)))dt =
∫ lk
0
√
gk(γ′k(t), γ
′
k(t))
uk(t)
+
du2k(γ
′
k(t))
u2k(t)
dt
=
∫ lk
0
√
1
uk(t)
+
(
u′k(t)
uk(t)
)2
dt ≤
∫ lmax
0
√
1
uk(t)
+
(
u′k(t)
uk(t)
)2
dt
≤
∫ lmax
0
1√
uk(t)
+
∣∣∣∣u′k(t)uk(t)
∣∣∣∣ dt. (7.10)
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We first want to check that, as in the de Sitter case, this length is bounded from above. A uk is
bounded from below by u0 > 0 (Lemma 7.24), we get
Lk ≤ lmax√
u0
+
∫ lmax
0
| ln(uk(t))′|dt,
and it remains to check that the variation of ln(uk(t)) over [0, lmax] is bounded from above by a constant
which does not depend on k.
We introduce the same decomposition of [0, lmax] than for the de Sitter case: we decompose [0, lmax]
into a finite number of subsets of the form [x, y], where x is a local minimum (of uk) and y a local
maximum, which immediately follows x in the list of local extrema, and into a finite number of subsets
of the form [y, x], where y is a local maximum and x a local minimum, which immediately follows y in
the list of local extrema.
Without loss of generality, we suppose that u0 > 1.
First we consider a subset of the kind [y, x], where x is a local minimum and y a local maximum,
which immediately follows x in the list of local extrema. We want to study the variation∫ x
y
| ln(uk(t)))′|dt = ln(uk(y))− ln(uk(x)). (7.11)
By Lemma 7.23, u′k(y) = 0. Furthermore, u
′′
k = −1 on the regular points (Lemma 3.16 page 41).
Moreover, u′k has a positive jump at certain points. From these facts, it is easy to check that, for
s ∈ (0, x− y):
uk(y + s) ≥ uk(y)− s
2
2
,
in particular,
uk(y)− uk(x) ≤ (x− y)
2
2
.
From this we compute
ln(uk(y))− ln(uk(x)) ≤
∫ uk(y)
uk(x)
dt
t
≤ uk(y)− uk(x)
uk(x)
≤ (x− y)
2
2u0
. (7.12)
The bound is the same in the case where a local maximum immediately follows a local minimum, by
the symmetry in Equation (7.11). It implies that∫ lmax
0
|(ln(uk(t)))′|dt ≤ (lmax)
2
2u0
.
We have proved that the lengths of the image by the projections onto H2 of the geodesics of Pk are
bounded from above, and Lemma 5.5 page 79 says that in this case the sequence of representations
converges. It also means that the distance between two marked points inside a fundamental domain
converges.
Moreover from (7.10) and (7.12) we can write:
Lk ≤ lmax√
mink
+
(lmax)
2
2mink
,
where mink is, for each k, the minimum of the uk(x), where x is a local minimum for the restriction
of uk to γk (it may be not unique). If mink becomes big, Lk will be close to 0. In particular, all the
mink (for all the γk for γ ∈ π1(S)) can’t be too much large, because if it is, the area of a fundamental
domain on H2 for the action of the Fuchsian representations will be close to 0, that is impossible by the
Gauss–Bonnet Formula.
This implies that the height of no vertex can go to infinity. Effectively, from the considerations above,
for each k there exists a point xk on each Pk such that the heights of the xk remain bounded for all k.
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For each k, consider the convex hull of xk together with the orbits of xk under the action of the Fuchsian
group. As Pk is convex and as c0 lies in the concave side of Pk, all the vertices of Pk lie outside this
convex hull, and, as the sequence of representation converges, all the vertices (in a fundamental domain)
of Pk lie inside a cone, which is bounded for all k.
The sequence of polyhedra converges to a Fuchsian polyhedron, and this one must be convex with n
vertices as the sequence of induced metrics converges.
Appendix A
Complete hyperbolic metrics
As a direct consequence of the preceding results (especially the Minkowski case), we can deduce more
general statements in hyperbolic space.
A.1 Definitions and rigidity
Consider the Klein projective model of the hyperbolic space. A polyhedral surface has usually its vertices
inside the ball, and they are called finite (without precision, a vertex is a finite vertex). A vertex on the
infinite boundary (i.e. on the sphere) is called ideal (or sometimes infinite), and a vertex outside the ball
is called hyperideal . The hyperideal case covers the ideal case, and a vertex which is hyperideal but not
ideal is called strictly hyperideal.
For a polyhedral surface, we say that it is (see Figure A.1)
1) finite if all its vertices are finite;
2) ideal if all its vertices are ideal;
3) semi-ideal if its vertices are finite or ideal;
4) hyperideal if all its vertices are hyperideal such that all its edges intersect the open ball;
5) strictly hyperideal if all its vertices are strictly hyperideal such that all its edges intersect the open
ball;
6) semi-generalised if the vertices are finite or strictly hyperideal such that all its edges intersect the
open ball;
7) generalised if the vertices are finite or hyperideal and such that all its edges intersect the open ball.
There exists an intrinsic characterisation of a strictly hyperideal vertex: it is the same as asking that
there exists a totally geodesic plane in hyperbolic space which has an orthogonal intersection with all the
edges coming from the vertex. This plane is the dual of the hyperideal vertex (which lies in the de Sitter
space), see Lemma 3.47, page 55.
There exists studies of hyperideal convex polyhedra (with finite number of vertices), which aim is to
characterise them by their dihedral angles [BB02]. This kind of characterisation is studied for Fuchsian
hyperideal convex polyhedra in [Rou04] and [Schb].
Thanks to the global Pogorelov map and the global rigidity of convex Fuchsian polyhedra in the
Minkowski space, we get:
Theorem A.1. A convex generalised Fuchsian polyhedron of hyperbolic space is (globally) rigid among
convex Fuchsian polyhedra.
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Figure A.1: Hyperbolic cases.
Proof. The part 2) of Theorem 7.1 implies that convex Fuchsian polyhedra in Minkowski space are
globally rigid among convex Fuchsian polyhedra. It follows that to prove Theorem A.1 we have only to
check that the global Pogorelov map sends couples of isometric convex generalised Fuchsian polyhedra to
couples of isometric convex generalised Fuchsian polyhedra.
As generalised polyhedral surfaces are particular cases of HS-polyhedra (see Proposition 4.13 page 67),
a pair of convex isometric invariant polyhedral generalised surfaces are sent to a pair of convex isometric
invariant polyhedral surfaces contained inside the future cone of the origin of the Minkowski space (the
invariance is given by the property of commutation of the Pogorelov map with the isometries, see Lemma
4.12 page 67).
It remains to use Lemma 7.13 page 113 to get that the polyhedral surfaces in the Minkowski space
are space-like too, and thus Fuchsian.
Note that we used a particular case of this statement to prove the injectivity of I1(n) (page 118).
A.2 Realisation of finite area hyperbolic metrics
Let S be a compact surface of genus > 1. We denote by S the surface S with n marked points. We
denote by
• PH(g;n,m) the set of semi-ideal convex Fuchsian polyhedral embeddings of S in the hyperbolic
space with n finite vertices and m ideal vertices, modulo isotopies of S fixing the marked points
and modulo isometries of H3;
• MetH(g;n,m) the set of hyperbolic metrics on S with n conical singularities with positive singular
curvature and m hyperbolic cusps, modulo isotopies of S fixing the marked points.
We denote by IH(g;n, 0) the map“induced metric” from PH(g;n, 0) to MetH(g;n, 0). In Chapter 6, we
proved that IH(g;n, 0) (which was called I(n)) is a homeomorphism, with the topology on MetH(g;n, 0)
given by the product Tg(n)×]0, 2π[n, where Tg(n) is the Teichmu¨ller space and ]0, 2π[n the values of the
cone-angles (see page 84).
A hyperbolic cusp can be seen as a cone of cone-angle 0, and even more:
Theorem A.2 (Converting cones to cusps, [Jud98]). A hyperbolic metric with cusps on a compact surface
can be obtained as a (unique) conformal deformation of a hyperbolic metric with conical singularities (with
positive singular curvature) on the surface, and this deformation is analytically parametrised by the values
of the cone-angle.
That means that, for each element m of MetH(g;n,m) with the topology Tg(n)×]0, 2π[n×{0}m, there
exists a (conformal) sequence of elements of MetH(g;n + m, 0) (with the topology Tg(n)×]0, 2π[n+m)
converging to m.
We denote by IH(g;n,m) the prolongation by continuity of IH(g;n+m, 0) to PH(g;n,m). It is clear
that IH(g;n,m) has its values in MetH(g;n,m).
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Lemma A.3. Let (Pk)k be a sequence of elements of MetH(g;n + m, 0) such that the sequence of the
induced metrics converges to an element of MetH(g;n,m). Thus, up to extract a subsequence, (Pk)k
converges to an element of PH(g;n,m).
Proof. We denote by ρk the Fuchsian representation associated to each Pk. Recall that the projection on
the hyperbolic plane PH2 leaved invariant by the action of the Fuchsian representations is contracting.
It implies that the fundamental domains for the action of ρk remain bounded, otherwise the area of the
Fuchsian polyhedra must go to infinity, that is impossible as the sequence of induced metrics converges
to a finite area metric. Thus, up to extract a subsequence, the sequence of representations converges.
Moreover, the minimum of the distance from PH2 to Pk is bounded, otherwise, as the sequence of ρk
converges, the area of the associated fondamental domains in PH2 will go to 0, that is impossible by the
Gauss–Bonnet Formula.
It follows that (Pk)k converges to a Fuchsian polyhedron, which must be convex, as all the Pk are
convex, and the limit must have n finite vertices and m ideal vertices because of the limit of the induced
metrics.
Now we can easily prove:
Theorem A.4. The map IH(g;n,m) is a bijection between PH(g;n,m) and MetH(g;n,m), with g > 1.
Proof. Let h∞ be an element of MetH(g;n,m). Due to the theorem of Judge, there exists a sequence (hk)k
in MetH(g;n+m, 0) converging to h∞. For each hk, we have proved that there exists a unique (finite)
convex Fuchsian polyhedron Pk such that its induced metric is isometric to hk, and by the preceding
lemma, the sequence (Pk)k converges to a semi-ideal convex Fuchsian polyhedron such that its induced
metric is isometric to h∞.
This implies that IH(g;n,m) is surjective, and Theorem A.1 says that it is injective.
This theorem gives immediately, if n = 0:
Theorem A.5. A hyperbolic metric of finite area (i.e. with n cusps) on a compact surface of genus > 1
is realised as a unique ideal Fuchsian polyhedron.
(Note that an ideal polyhedral surface is always convex). This last statement has been found in [Scha],
using a different method involving the Schla¨fli Formula and variation of volume of ideal simplicies.
A.3 A dual statement
The following definitions are dual of the hyperbolic ones: a face of a polyhedral surface in (the Klein
projective model of) the de Sitter space is said to be (see Figure A.2):
1) finite if it doesn’t intersect the ball (i.e. is space-like);
2) ideal if it is tangent to the ball (i.e. is light-like), and the point of tangency is not a vertex;
3) hyperideal if it intersects the ball (i.e. is time-like), with edges and vertices lying outside the closure
of the ball.
A polyhedral surface in the de Sitter space is said:
1) finite if all the faces are finite;
2) ideal if all the faces are ideal;
3) semi-ideal if some faces are finite and others are ideal;
4) hyperideal if some faces are ideal and other hyperideal;
5) strictly hyperideal if the faces are hyperideal;
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6) semi-generalised if the faces are finite or hyperideal;
7) generalised if the faces are finite, ideal or hyperideal.
Note that as the geodesics containing the edges never intersect the ball, all the edges are space-like.
Let P be a generalised convex Fuchsian polyhedron with n vertices, m ideal faces and p strictly
hyperideal faces. The case n = m = p = 0 is not possible as the surface has genus > 1. Actually, for
the quotient of a Fuchsian polyhedron by the Fuchsian group, if a the number of edges, f the number of
faces and n the number of vertices, the Euler Formula gives f − a+ n = 2− 2g. Moreover, as we need at
least three edges to define a face, we have m+ p ≤ f ≤ 23a. From this it comes the necessary condition:
n = 2− 2g + a− f ≥ 2− 2g + 3
2
f − f ≥ 2− 2g + 1
2
(m+ p).
1) 2) 3)
Figure A.2: Three kinds of faces in the de Sitter space.
As the induced metric on a hyperideal polyhedral surface in de Sitter space is not (everywhere) a
Riemannian one, to study them would drive us too far form our problem concerning the realisation
of Riemannian metrics. But it is possible to characterise some Riemannian metrics with semi-ideal
polyhedral surfaces.
Let S be a compact surface of genus > 1. We denote by S the surface S with n marked points. We
denote by
• PdS(g;n,m) the set of semi-ideal convex Fuchsian polyhedral embeddings of S in the de Sitter
space with n vertices and m ideal faces, modulo isotopies of S fixing the marked points and modulo
isometries of dS3;
• MetdS(g;n,m) the set of spherical metrics on S with n conical singularities with negative singular
curvature such that the lengths of contractible geodesics is > 2π, except for m geodesics of lengths
2π bounding hemispheres containing no singular points, modulo isotopies of S fixing the marked
points.
We denote by IdS(g;n, 0) the map “induced metric” from PdS(g;n, 0) to MetdS(g;n, 0). In Chapter 7
we proved that IdS(g;n, 0) (which was called I1(n)) is a homeomorphism.
We denote by IdS(g;n,m) the prolongation by continuity of IdS(g;n, 0) to PdS(g;n,m). We saw
(Lemma 5.20 page 87) that IdS(g;n,m) has its values in MetdS(g;n,m).
The proof of the following theorem is exactly the same as the proof of Theorem A.1, because a
generalised polyhedral surface in the de Sitter space is also a HS-polyhedron:
Theorem A.6. A convex generalised Fuchsian polyhedron of the de Sitter space is (globally) rigid among
convex Fuchsian polyhedra.
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In particular, IdS(g;n,m) is injective. Moreover
Lemma A.7. Let (Pk)k be a sequence of elements of MetdS(g;n, 0) such that the sequence of the induced
metrics converges to an element of MetdS(g;n,m). Thus, up to extract a subsequence, (Pk)k converges to
an element of PdS(g;n,m).
Proof. The proof of the properness of the map I1(n) (page 121) says that (Pk)k converges to a convex
Fuchsian polyhedron. Moreover we know that the only way for the limit of the induced metric to have
contractible geodesics of lengths 2π is that the limit polyhedral surface has some light-like faces.
From this, it is easy to obtain:
Theorem A.8 ([Scha, Rou04]). The map IdS(g;n,m) is a bijection between PdS(g;n,m) and MetdS(g;n,m),
with g > 1.
Proof. Take a metric h∞ ∈ MetdS(g;n,m) on a compact surface S. As remarked in [Scha], it is easy to
find a sequence (hk)k, hk ∈ MetdS(g;n, 0) converging to h∞: If we decrease slightly the length of the
geodesic between two singular points on a contractible geodesic of length 2π, the hemisphere bounded
by this geodesic will become a convex spherical polygon and we obtain an open continuous path of
MetdS(g;n, 0) with endpoint h∞. On this path we take a sequence converging to h∞.
By part 1) of Theorem 7.1 page 106, for each k there exists a unique convex Fuchsian (finite) polyhe-
dron Pk in dS
3 such that its induced metric is hk.
Moreover, the preceding lemma says that (Pk)k converges to a semi-ideal convex Fuchsian polyhedron.
It follows that IdS(g;n,m) is surjective, and we we already know by the preceding theorem that it is
injective.
The proof presented in [Rou04] is more direct than the one presented here, as M. Rousset has found
a simple topological trick which allow to use only the infinitesimal Pogorelov map instead of the global
one.
A.4 Proposition for a general statement
Let S be a compact surface of genus g > 1. We denote by S the surface S with n marked points, m
deleted points and p deleted discs. We define
• PH(g;n,m, p) the set of generalised convex Fuchsian polyhedral embeddings of S in hyperbolic
space with n finite vertices, m ideal vertices and p strictly hyperideal vertices, modulo isotopies of
S fixing the marked points and modulo isometries of H3;
• MetH(g;n,m, p) the set of hyperbolic metrics with n conical singularities with positive singular
curvature, m hyperbolic cusps and p hyperbolic ends of infinite area on S, modulo isotopies of S
fixing the marked points;
• IH(g;n,m, p), the map “induced metric” from PH(g;n,m, p) to MetH(g;n,m, p).
We would like to prove:
General Statement (2). The map IH(g;n,m, p) is a bijection between PH(g;n,m, p) and MetH(g;n,m, p),
with g > 1, n,m, p ≥ 0.
Note that Theorem A.1 gives the unicity of the polyhedral surface: it remains only to prove the
surjectivity of IH(g;n,m, p).
We already know four cases:
• (n,m, p) = (0, 0, 0): the convex Fuchsian polyhedron such that its quotient by the Fuchsian group
is a smooth hyperbolic metric on a compact surface is a totally geodesic plane;
• (n,m, p) = (n, 0, 0), it is Theorem 6.1 page 92;
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• (n,m, p) = (n,m, 0) and
• (n,m, p) = (0,m, 0), are contained in Theorem A.4.
Using the following statement
Theorem A.9 (Hulin–Troyanov, [HT92, Theorem C]). On each (open) Riemannian surface there exists
a unique conformal hyperbolic metric with cusps and hyperbolic ends with infinite area.
in the case with only hyperbolics ends with infinite area, it would be possible to prove the case (0, 0, p).
Actually the case (0,m, p) has already be obtained by different techniques than the ones used here in
[Schb].
We think that it would suffice to have a version of the theorem of Judge (Theorem A.2) for open
riemannian surfaces (which is only for compact ones) to prove General Statement 2. Effectively, if such
a statement would exist, we could deduce from the theorem of Hulin–Troyanov a result of existence and
unicity about hyperbolic metrics with cone singularities and hyperbolic ends of infinite area.
Up to prove the properness of the corresponding map “induced metric” (the proof would be very close
to the other cases), the case (n, 0, p) of General Statement 2 would follow.
From this, to conclude the general case it would suffice to use again the “Judge theorem for open
surfaces” in a way analog to the proof of Theorem A.4.
Hyperbolic metrics with geodesic boundary. Let P be a convex polyhedral surface of the hyper-
bolic space, with (strictly) hyperideal vertices. We denote by x such a hyperideal vertex. We denote by
P t the polyhedral surface obtained by cutting out of P the part of P contained in the same side of the
dual plane x∗ than x. The resulting polyhedral surface is called truncated .
We have already seen that x∗ is orthogonal to all the faces of P having x has a vertex, it follows that
boundary of P t defined by x∗ is smooth for the induced metric on P t.
The metric induced on the quotient of P t by the Fuchsian group is isometric to a hyperbolic metric
(possibly with cone singularities, cusps and hyperbolic ends with infinite area) with geodesic boundaries
on a surface of genus > 1.
Moreover, up to the results about properness, all the considerations in this appendix does not depend
on the genus of the surface. Thus we ask:
Question A.10. Is a complete hyperbolic metric on a surface realised by a unique convex (truncated
generalised) polyhedron of the hyperbolic space, invariant under the action of the representation of the
fundamental group of the surface on a group of isometries of dimension 3?
The image of the representation would be trivial for genus 0, parabolic for genus 1 and Fuchsian for
genus > 1.
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Re´alisation de me´triques sur les surfaces compactes
Re´sume´
Un polye`dre fuchsien de l’espace hyperbolique est une surface polye`drale invariante sous l’action d’un
groupe fuchsien d’isome´tries (c.a.d. un groupe d’isome´tries qui laissent globalement invariante une surface
totalement ge´ode´sique et sur laquelle il agit de manie`re cocompacte). La me´trique induite sur un polye`dre
fuchsien convexe est isome´trique a` une me´trique hyperbolique avec des singularite´s coniques de courbure
singulie`re positive sur une surface compacte de genre > 1. On de´montre que ces me´triques sont en fait
re´alise´es par un unique polye`dre fuchsien convexe (modulo les isome´tries globales). Ce re´sultat e´tend un
the´ore`me ce´le`bre de A.D. Alexandrov.
On montre aussi que chaque me´trique a` courbure constante avec des courbures singulie`res ne´gatives
sur une surface compacte de genre > 1 peut-eˆtre re´alise´e par un unique polye`dre “fuchsien” convexe dans
un espace mode`le lorentzien.
Finalement on pre´sente des extensions possibles de ces re´sultats, ce qui ame`ne a` des e´nonce´s ge´ne´raux
sur la re´alisation de me´triques sur les surfaces.
Mots-cle´s : Alexandrov, convexe, fuchsien, polye`dres, re´alisation, rigidite´ infinite´simale, singularite´s
coniques, Pogorelov.
Realisation of metrics on compact surfaces
Abstract
A Fuchsian polyhedron in hyperbolic space is a polyhedral surface invariant under the action of a
Fuchsian group of isometries (i.e. a group of isometries leaving globally invariant a totally geodesic
surface, on which it acts cocompactly). The induced metric on a convex Fuchsian polyhedron is isometric
to a hyperbolic metric with conical singularities of positive singular curvature on a compact surface of
genus > 1. We prove that these metrics are actually realised by exactly one convex Fuchsian polyhedron
(up to global isometries). This extends a famous theorem of A.D. Alexandrov.
We also prove that any constant curvature metric with conical singularities of negative singular cur-
vature on a compact surface of genus > 1 can be realised by a unique convex “Fuchsian” polyhedron in a
Lorentzian space-form.
Finally we present some possible expansion of these results, and this leads to general statements about
realisation of metrics on surfaces.
Key-words: Alexandrov, conical singularities, convex, Fuchsian, infinitesimal rigidity, Pogorelov,
polyhedra, realisation.
