Introduction
Generalized linear models are being widely used as a standard tool in modern regression analysis. Successful modeling based on generalized linear models relies on correctly specified model components including the random part and the systematic part. In a classical generalized linear model, the random part requires specification of a distribution from the exponential family. This distribution assumption can be relaxed through the specification of a variance function by Wedderburn's (1974) ship between covariates and means. We note that consistency of the regression parameter estimates depends on a correctly specified link function, while efficiency depends on a correctly specified variance function. The importance of choosing a correct link function has been noted in the literature; see, e.g. Zhang (1999 Zhang ( , 2000 Zhang ( , 2001 . On the other hand, the price of mis-specifying the variance function is not only loss of efficiency of the regression parameter estimates but also incorrect confidence regions and test results. Chiou & Müller (1998) proposed a modified quasi-likelihood regression method where link and variance functions are unknown and are estimated nonparametrically. They obtained consistency results for the link and the variance function estimates as well as the asymptotic distribution of the regression coefficients. If the single index assumption is correct, this QLUE (Quasi-Likelihood with Unknown link and variance function Estimation) model requires nothing more from the user than specification of the predictor variables, and thus is as easy to use as a classical multiple linear regression model. However, as the successful modeling for increasingly large and complex data requires even more flexible models, the single index assumption may prove to be too restrictive for some applications.
While the choice of a suitable link function allows to include nonlinear relationships with a single index, a single index is still a limiting factor which may lead to inadequate results. One approach to increase flexibility is to include nonlinear components in the linear predictor. For instance, Carroll, Fan, Gijbels & Wand (1997) proposed generalized partially linear single-index models by adding a nonparametric component to the single linear predictor for the case of known link and variance functions. Hastie & Tibshirani (1986 , 1990 proposed a generalized additive model which is different from the conventional generalized linear model in that the linear predictor is replaced with additive predictors, each coupled with an arbitrary univariate function. However, the assumption of additive action of various predictors can be limiting, and this method is not particularly suitable for discrete predictor variables, which are common in applications. Another approach to move beyond a single index is projection pursuit regression (PPR). A standard algorithm for PPR was first proposed by Friedman & Stuetzle (1981) , and Roosen & Hastie (1994) provided an alternative algorithm for PPR where the smooth functions are estimated using smoothing splines. More recently, Lingjaerde & Liestøl (1998) proposed the generalized projection pursuit regression model which is an extension of PPR to exponential family distributions and allows multiple responses and nonlinear projections of the variables. In practice, it is not easy to justify the assumption on the exponential family distribution under complex situations, especially for the variance function. Moreover, asymptotic distributions for the estimates of model components remain to be developed for statistical inference.
In this study, we propose a MUltiple-index SEmi-parametric quasi-likelihood (MUSE) model that includes an unknown nonparametric variance function, allowing dependence of the variance on the means with an unknown form. This is an extension of and repeatedly makes use of the single index quasi-likelihood regression model with unknown link and variance functions (QLUE model) of Chiou & Müller (1998) This article contains not only new methodology with theoretical results on identifiability and asymptotic distributions, but also several data analyses and discussion of practical issues, thus demonstrating both theoretical and practical facets of the proposed methods.
It is organized as follows. The proposed model and assumptions are described in section 2, including a discussion of identifiability. Details of the estimation procedure for the model components are provided in section 3. The method of constrained estimation of the regression parameters is the theme of section 4. Section 5 contains data analyses regarding the effect of folates on growth rates and the effect of various feeding schemes on medfly reproduction. Asymptotic properties for the estimated model components are presented in section 6. Concluding remarks are in section 7, while details and proofs are compiled in the appendices.
The proposed MUSE model

Model and assumptions
The proposed multiple-index semi-parametric quasi-likelihood (MUSE) model includes M indices which are linear combinations of the predictor variables. We assume there are n independent observations y i of a response variable with associated p-variate predictors x i , p ≥ 1, and M link functions g k (·) and regression parameter vectors
When M = 1, this is a single-index model, corresponding to the QLUE model proposed by Chiou & Müller (1998) . A second important assumption is that there exists a variance
The variance of the observations is assumed to be solely a function of the means; this function is referred to as the variance function, as is customary in generalized linear models.
We assume that the link and variance functions g k (·), k = 1, . . . , M, and σ 2 (·) are unknown but smooth. More precisely, we require the following technical assumptions. Additional requirements for data and designs are:
(M3) There exists a R > 0 such that max
We assume that {x 1 , . . . , x n } form a sequence of designs such that for each k, the linear predictors η k i = x T i β k are generated by a "design density" f η k which is assumed to satisfy the following conditions:
The design points {x 1 , . . . , x n } are chosen in such a way that the values
(M5) There exist positive definite matrices Σ k , k = 1, . . . , M , such that, as n → ∞,
where D k is the n × p matrix of full rank with elements (
and V is a diagonal matrix with elements
We note that (M1) and (M4) imply that there exists a design density f µ for the means
For technical assumptions on the kernel function and the smoothing parameters of the QLUE approach, we refer to assumptions (K1)-(K3) in Chiou & Müller (1998) .
We refer to such conditions as regularity conditions for smoothing. We further note that when M = 1 with correctly specified link and variance functions, McCullagh (1983) showed that the quasi-likelihood estimateβ 1 of the regression parameters β 1 is then asymptotically normally distributed under mild regularity conditions,
Identifiability
Additional assumptions are required to ensure that our proposed model is identifiable.
The following condition is sufficient.
(M6) The parameters β 1 , . . . , β M are linearly independent p-vectors, 1 ≤ p ≤ M, and satisfy β k = 1, where · denotes the Euclidean norm. Furthermore, for any linearly independent set of vectors
We note that the parameter vectors do not contain an intercept, as this would not be identifiable in view of the nonparametric link functions g k (·), k = 1, . . . , M. Furthermore, condition (M6) implies identifiability of the multiple-index model. The proof is in Appendix A.
As an illustration of the identifiability condition (M6), consider the case where p = 2,
Setting α 1 = (α 11 , α 12 ) T , assume without loss of generality that α 11 = 0, and consider the additional constraint,
for a constant c 1 . We can substitute x 1 by x 2 from (3). Settingã = (β 12 − α 12 β 11 /α 11 ) 2 ,
The assumptions that α 1 , α 2 form a different basis from β 1 , β 2 and α i = β i , i = 1, 2, immediately imply thatã = 0. By calculation we find that equation (4) 
This means that the MUSE model is identifiable in this example, illustrating a special case of the identifiability condition (M6).
Estimating the model components
The estimation of the model components, β k , g k (·) and σ 2 (·), are based on the QLUE approach which serves as a building block. Starting values for estimating the model component may be obtained by first estimating the regression coefficients β k via sliced inverse regression (SIR) by Li (1991) . We start with a brief review of the basic QLUE approach for the case where M = 1.
Quasi-likelihood with unknown link and variance functions
Given the observations y i and the predictors x i , the first two moments of the response variable are then given by E(
The estimation procedures for this model include estimation of nonparametric components, namely link function g 1 (·) and variance function σ 2 (·), and of the parametric component, the regression parameter vector β 1 . To simplify the notation, let
ν ≥ 0, be a generic notation for a nonparametric estimator or a one-dimensional smoothing method, targeting the νth derivative of a function,
Here the w i 's are design points, y i 's are the raw measurements to be smoothed, b denotes a bandwidth or a smoothing parameter, and w is a target point at which the function is evaluated. Let g (ν) 1 denote the νth derivative of the link function g 1 .
In the QLUE three-stage iterative estimation procedure, the parametric and nonparametric estimation steps are alternated. The procedure can be summarized as follows (for further details see Chiou & Müller, 1998 
1 , ν = 0, 1, are updated bŷ
nonparametric variance function estimateσ 2 (·) is obtained bŷ
are squared residuals which serve as the "raw" variance estimates and are based on the current model fit.
1 (·) andσ 2 (·),β 1 is updated by solving the following estimated estimating equation with respect to β 1 :
where
Denoting the root of (7) byβ 1 , we then obtain the updatedβ 1 =β 1 / β 1 .
The iteration continues until some convergence criterion is met. To simplify the notation, we denote the estimated vector of regression parameters and the estimated link and variance functions by
Initial estimation step
Turning to the MUSE model, we sequentially apply the basic QLUE algorithm to each of the M indices (M > 1).
(I.1) For the first index k = 1, we fit the following approximate model with a single index:
by the QLUE algorithm, obtaining estimates (8).
as current pseudo-observations, and fit the model:ε
again based on the QLUE algorithm, obtaining estimates (
We note that the resulting estimates might not be efficient because the fitted models at each step may not be close to the true model, thus allowing contamination of the subsequent parameter estimates. We therefore consider additional iteration steps using backfitting.
Backfitting algorithm
We observe that
suggests backfitting to control for biases as it is always based on residuals for which the assumed model holds. Define for i = 1, . . . , n, and j = 1, . . . , M,
where k , k = 1, . . . , M , the backfitting estimation procedure then proceeds as follows.
from the previous iteration steps. Then, fit model (11) by the QLUE algorithm to obtain the QLUE estimates (
3) Repeat steps (B.1) and (B.2) until some convergence criterion is met. The convergence criterion we use in our implementation is
where the superscript (τ ) indicates the τ -th backfitting loop and is a small threshold.
We note that the variance function is updated at each backfitting step for all indices based on the squared residuals as the raw variance estimates.
Bandwidth selection
When applying QLUE, which is the basic building block of the proposed method, the link and variance functions are estimated nonparametrically via smoothing techniques. Therefore, bandwidth selectors are required when applying the proposed methods. In previous work, Chiou & Müller (1998) demonstrated that bandwidth selectors based on the "nonparametric" quasi-deviance or the Pearson chi-square statistic work reasonably well in practice within the quasi-likelihood regression model with unknown link and variance functions and a single predictor. In this paper, we propose two alternative methods for bandwidth selection, which are based on extended quasi-likelihood (Nelder & Pregibon, 1987) respectively pseudo-likelihood (Ruppert & Carroll, 1988) . Replacing link (mean) and variance functions µ(·) and σ 2 (·) with their respective estimatesμ(·) andσ 2 (·), we define a "nonparametric" extended quasi-likelihood as
is the "nonparametric" quasi-deviance. The bandwidths b µ and b σ , respectively, for link and variance functions, are then obtained as
Pseudo-likelihood is motivated by a log-likelihood based on the normality assumption, and we adapt this concept by defining a "nonparametric" pseudo-likelihood
is the "nonparametric" Pearson statistic. The selected bandwidths are then
When the variance function is unknown and needs to be estimated from the data, the quasi-deviance D (14) and Pearson's statistics P (17), that respectively appear in the second term of Q + (15) and P L (18), both increase as variances decrease. The influence of the bandwidth on the variance function estimate thus negotiates a compromise between the first and the second terms in both Q + (15) and P L (18). A more general interpretation is that these criteria amount to a penalized deviation.
In the estimation procedure for the MUSE model components, the link and the variance functions are estimated alternatingly. Thus both the above two criteria for bandwidth selection can be used for estimating the link and the variance functions, and these two criteria can be used alternatively; for instance, the bandwidth selector for link function estimation could be based on maximizing extended quasi-likelihood, treating variance function estimates as fixed, while the bandwidth selector for variance function could be based on maximizing pseudo-likelihood, treating link function estimates as fixed.
Since both the "nonparametric" extended quasi-likelihood and pseudo-likelihood are highly nonlinear in the bandwidths, a heuristic approach by grid search is used for practical implementation. Alternative bandwidth selectors include AIC-or BIC-like criteria.
Previous finite sample studies of QLUE reveal that these criteria lead to similar results.
Choice of number of indices M
For the choice of M , the number of indices within the MUSE model, we propose an ad hoc sequential data-driven approach based on a penalized sum of squared errors (PSE).
Given a number of indices m ≥ 1, PSE is defined as
and MSE(m) = SSE(m)/n. The second term penalizes against larger numbers of indices in the model. In analogy to Mallow's Cp statistic, the penalty could also be doubled, leading to the alternative criterion
The chosen number of indices M is then the minimizer of P SE(m) or P SE * (m).
An obvious alternative criterion is cross-validation or leave-one-out squared prediction error. However, these criteria are considerably more computing intensive than those discussed above.
Constrained estimation in a MUSE model with orthogonal indices
In the proposed algorithm, the regression parameter vectors β 1 , . . . , β M defining the indices are estimated iteratively with backfitting. The estimates of the regression parameter vectors satisfy β k = 1, according to (M6). In some applications, additional restrictions such as orthogonality of the parameter vector estimates may be appropriate, either from the nature of the problem at hand or for enhancing the stability of the estimates, especially in the case of highly correlated indices. Formally, an additional orthogonality constraint is (M7) The regression parameter vectors β k in (1) are orthogonal to one another, i.e.,
To facilitate the notation, let
columns represent the coefficients of a linear constraint on the parameter vectors β k ,
The solution of the estimating equations U (β k ;ĝ
k ,σ 2 (·)) = 0 (7) under constraints (21) for β k and also the asymptotic variance of the constrained estimates, differ from the unconstrained case. In the cases of orthogonality constraints, the column vectors of the matrices
as in (M5). We note that i β k is the expected information matrix for β k in the estimating
. Under linear constraints (21), consider projection matrices
For M = 1, under correct link and variance function specification as in the conventional quasi-likelihood model satisfying the linear constraints (21), the projected estimator is ob- Heyde & Morton (1993) referred to this method as "projection of free parameters" and showed that using the projection matrix (23) leads to the
However, in the MUSE model the situation is more complex, as both link and variance functions are unknown and need to be estimated nonparametrically. The unknowns g k (·) and σ 2 (·) in i β k (22) are replaced by the estimatesĝ k (·) andσ 2 (·) (5) and (6), leading tô
whereV is a diagonal n × n matrix with the ith diagonal elementσ 2 (μ i ) andD k is a n × p matrix with the (i, r)th
where theβ k 's are the solutions of the estimating equations U (β k ;ĝ k (·),σ 2 (·)) = 0 (7). Consequently, the projection matrices
and the projected estimatesβ * k are obtained fromβ k bŷ
for k = 1, . . . , M .
The covariance matrix of the estimatesβ * k is obtained by applying the delta method, which will be discussed in section 6. In the MUSE model, the projection steps are embedded in the QLUE procedure while updatingβ k , for 1 < k ≤ M , so that link and variance functions as well as the (projected) regression coefficients are updated at each QLUE iteration.
Data applications
The proposed MUSE model and estimation procedures are illustrated with two real data sets: one from a food folate experiment in a rat growth bioassay and the other from a medfly reproduction experiment with various feeding schemes.
Folate bioassay
The folate data were previously analyzed by Müller et al. (1996) for M = 2 is presented in Table 2 and Fig. 1 . We note that in the backfitting algorithm, the value of the tolerance in step (B.3) was = 0.001 and convergence occurred after 3 iterations.
The left panel of Fig. 1 reveals that the effect of the first index, which is essentially an average over all three folate sources (see Table 2 ), reflects a saturation effect. Such effects are common in nutritional studies. The inclusion of nonparametric link function estimates is essential here for the detection of this effect. The right panel of Fig. 1 demonstrates that the second index, which is essentially a contrast between bean and liver folate levels (see Table 2 ), has as smaller modulating effect, enhancing growth for smaller index levels that correspond to a higher liver folate/bean folate ratio. in the first index, they figure in the second index with opposite signs. The second index therefore can be viewed as a contrast between BF on one and FA, LF on the other side. An implication is that bean folate (BF) and liver folate (LF) interact adversely, thus confirming the earlier conclusion that food folates generally are not exchangeable.
Insert Table 1 (14) and the Pearson statistic P as in (17). Details about these statistics can be found in Chiou & Müller (1998) . Their asymptotic expected values are the same, and in a good model fit these values should be similar. This indeed seems to be the case here.
Medfly reproduction in response to diet
Our second data example is from a medfly (Ceratitis capitata) reproduction experiment in which a variety of protein-sugar feeding schemes were applied to 645 medflies (three outliers were excluded from the analysis). The medfly data were previously analyzed by Carey et al. (2002) . The purpose of this experiment is to examine the influence of various dietary schemes on the reproduction of medflies as measured in terms of total number of eggs produced, which serves as a proxy for evolutionary fitness. A factor that needs to be taken into account as well is the lifetime of a medfly, which will obviously have an effect on the number of eggs produced, as longer living flies are enabled to produce more eggs.
The various feeding schemes of the experiment are listed in Table 3 . The relevant variables are listed in Table 4 . Treatment 1 is viewed as the baseline and we define the other treatments by a set of indicator variables.
Insert Table 3 about here!
Insert Table 5 , indicating the optimal choice is M = 4 for all criteria. The resulting fitted model with M = 4 is presented in Table 6 and Fig. 2 . We note that the iteration over the backfitting steps terminates after four iterations. As in the first example, the orthogonality constrained version of the algorithm was implemented.
Insert Table 5 about here! Insert Table 6 about here!
The estimated regression coefficients defining the indices as shown in Table 6 reveal that the first index increases with diets that contain protein, and the second index increases is closely tied to the full protein diet. The third index becomes negative for more sporadic protein treatments and increases for the regular protein treatments. Finally, the fourth index in a zig-zag pattern becomes larger for the 1:3 and 1:10 protein diets, and declines for the 1:5 and 1:20 protein diets.
The effects of increasing each of the four indices on medfly reproduction can be seen from the link functions that are shown in Fig. 2 . We find that increasing the value of the first index leads to a steady increase in reproduction up to a certain level of the index, while increasing the second index leads to a steadily increasing and then decreasing response.
Increasing the third index leads to an initially flat and then strongly increasing response.
The fourth index behaves differently in that an increase in that index is associated with a decline in egg output. This index represents a decline in reproduction for long lived flies who are fed small amounts of protein, hinting at a trade-off between reproduction and longevity.
Insert 
Asymptotic properties
We aim to show that the link function estimates of g k (·), k = 1, . . . , M, and the variance function estimate of σ 2 (·) are consistent, and that the resulting estimates of the regression parameters as well as the "projected" regression parameter estimates are asymptotically normally distributed, as in conventional quasi-likelihood regression models when link and variance functions are correctly specified. Let B j n = {β j :
B for some B with 0 < B < ∞}, for j = 1, . . . , M , where · is the Euclidean norm in R p .
for k = 1, . . . , M, and i = 1, . . . , n, 
. , M, and for an arbitrary index
, and δ n → 0 as n → ∞, where z j i andz j i are defined in (11) and (27) 
then under (M1)-(M6) and the regularity conditions for smoothing, for
and b kν is the bandwidth used for the nonparametric estimation ofĝ (ν)
k , as defined in (5).
Theorem 2
If there exist sequencesβ k =β kn such that
. . , M , then under (M1)-(M6) and the regularity conditions for smoothing,
where α n = {log n/nb} 1/2 + b 2 , γ n0 and δ n are defined in theorem 1, and b is the bandwidth used for nonparametric estimation ofσ 2 (·), as defined in (6).
The main results demonstrating the asymptotic efficient adaptive estimation for the regression parameter vectors and also for the estimates under orthogonal constraint (M7) are presented in the following theorem. We note that because of the assumption β k = 1 in (M6) and the normalization step in the estimated vector of regression parameters, the constrained p-vectors β k are actually in R p−1 , and therefore the covariance matrix of the estimated parameter vectorβ k is of rank (p−1). The adjustment of the estimated covariance matrix forβ k andβ * k is therefore included in the following theorem.
To facilitate the notations, we define functions
Furthermore, we define a p × (p − 1) matrix (Df )(u) as
Based on the notations defined above, the asymptotic distribution of f (
Theorem 3
In the MUSE model, under (M1)-(M6) and the regularity conditions on smoothing, if the link function and its first derivative are estimated byĝ (ν)
k in (5), and the variance function is estimated byσ 2 (·) in (6) which is truncated below so that it is bounded away from 0, then for a given arbitrarily small ζ > 0, the following holds on an event with probability 1 − ζ:
There exists a QLUEβ k of (7), and f (β k ) is asymptotically normally distributed such that,
where (M6) 
Theorem 3 implies the following result which is of practical importance.
Corollary 1
Under the assumptions in theorem 3, where (Df )(β k ) and (Df )(β * k ) are defined according to (30), letΣ
where P * k is as in (24), (25) 
for large n. Similarly,
for large n.
To have a closer look at the estimated asymptotic covariance matrix in (33) above,
T with elements v rs for 1 ≤ r, s ≤ (p − 1). The elements can be expressed explicitly as
whereσ ij is the (i, j)th element ofΣ −1 . In the proposed estimation scheme, the regression parameter estimates are normalized to one at each iteration of the QLUE method. The "adjusted" covariance estimates of the estimated vector of regression coefficients can then be calculated easily. We note that the expression in (35) 
Concluding remarks
We have introduced a highly flexible semi-parametric regression model which includes multiple indices and provides a general modeling framework for regression data. The classical backfitting method of Hastie & Tibshirani (1990) , along with its modifications, has been used as the main tool for fitting a variety of additive models. It is intuitive, easy to implement and works well in simulation studies and applications with real data.
However, the classical backfitting method may not be design-adaptive, especially when the covariates are highly correlated, as was pointed out by Mammen, Linton & Nielsen (1999) .
These authors proposed a new backfitting-type estimator for additive nonparametric regression, which they proved to be design-adaptive, and it would be of interest in future work to explore the implementation of this new algorithm for the MUSE model.
The proposed MUSE model serves as a tool for dimension reduction; in most applications only few indices will be needed. In addition to the P SE (19) and P SE * (20) First assume that M = 1 and that there exists a link functiong 1 and a vectorβ 1 ∈ R p ,
, a contradiction. Since the design is asymptotically dense according to (M3) and (M4), the true parameter vector β is identifiable. Since β = 1, the true link function is also identifiable. For M ≥ 2, we assume
i (x Tβ i ) for an alternative set of parametersβ i and link functionsg i , which satisfy all conditions. Then we use (M1) to conclude as above that
, where c is adapted toβ 1 , . . . ,β M , and
), whence we again have a contradiction.
Appendix B. Proof of theorems
The link function estimatesĝ
(t;β k ) are the weight functions corresponding to the locally weighted least squares smoother, andβ k andz k i satisfy the conditions in theorem 1. Define the variables:
with z k i andz k i as in (11) and (27).
Lemma 1
Given the weight function G
in (36) and t ∈ I η k corresponding to the support of the kernel
, then under (M4) and the regularity conditions on smoothing, sup
Lemma 2
Under (M4) and the regularity conditions on smoothing, max
, where δ n and γ n0 as in
k (t)|. By the Cauchy-Schwarz inequality and lemma 1 and lemma 2, under (M4) and the regularity conditions on smoothing, we have Chiou & Müller (1998) with the results for I, II and III, the proof is complete.
For the consistency result for the variance function, writê
where W i (u; (μ s ) s=1,...,n ) are the weight functions corresponding to the locally weighted least squares smoother with "design" pointsμ s = M k=1ĝ k (x T sβk ).
Lemma 3
Given the weight function
under (M4) and the regularity conditions on smoothing,
Proof of theorem 2. The result follows along the same lines as lemma 3 and theorem 2 in Chiou & Müller (1998) .
By theorems 1 and 2 as well as the asymptotic distribution result in theorem 3 of Chiou
o p (1) and thus, by Slutsky's theorem, the remainder term can be ignored. We find that We note that sup
by theorems 1 and 2, and theorem A.1 of Chiou & Müller (1998) . It follows that under (M7) (
, and accordingly,
), along with (31), which implies the asymptotic result (32). Lifetime of a female medfly (days). X 2 , . . . , X 7 Indicator variables for the 7 treatments in Table 3 .
Treatment 1 is defined as the baseline by setting X i = 0 for i = 2, . . . , 7. For Treatment k, 2 ≤ k ≤ 7, we set X k = 1 and X i = 0 for i = k and 2 ≤ i ≤ 7. ,673,328 75,815 49,734,740 50,796,148 3 50,240,633 78,256 51,884,018 53,527,385 4 45,115,547 70,273 47,083,204 49,050,385 5 45,707,587 71,195 48,199,434 50,691,237 6 44,781,166 69,752 47,710,775 50,640,334 
