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The current paper deals with the asymptotic behavior of a gen-
eralized time dependent Markov manpower planning model. This
model, on the one hand takes into account the need of the em-
ployees for eternal training, and on the other hand its workforce
demand at each time period is satisﬁed through internal mobil-
ity and two streams of recruitment; the ﬁrst originating from the
outside environment and the second from a supplementary auxil-
iary system. For the model under discussion we provide two sets
of conditions concerning the existence and the speciﬁcation of its
expected limiting structure. Anumerical application illustrating the
present results in a typical manpower system follows.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
During the last 40 years, the ﬂexible tool of the Markov chain, either homogeneous or
non-homogeneous, has been extensively utilized in thedevelopment ofmathematical human resource
planningmodels, being emblematic of the so-called pushmodels [1,2]. Ever since Seal [3] ﬁrst applied
the principles of Markov chains to describe the behavior of a manpower structure, there has been
enormous development and utilization of thesemodels. In all cases, the initial targetwas the adequate
description of system’s population dynamics, such as hiring, attrition, promotion and retirement, as
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well as of the inﬂuences of the environment in which the system operates. In turn, these models
assist in the successful planning and control of manpower interrelated activities, thus improving the
system’s capability to meet its strategic objectives over time. In these models, the population of the
organization is disaggregated into several homogeneous groups [4,5], named classes, according to
various characteristics and attributes. In most cases [1,6], the different grades of the company in the
hierarchy form these classes, transforming the model into hierarchical one. The latter is quite realistic
in organizations where the whole population is homogeneous to some extend and there are no posts
that the employer cannot offer to an already existingmember i.e. organizations such as the university,
themajority of the civil services of the public sector in Greece, the army, etc. Then, the sameprobability
is assigned to every employeeof a certain class tomove to another class.When the system is considered
open there is also a probability for each member of a class to leave the enterprise and a probability
for a newcomer to be allocated in a certain class of the organization. An extensive list of references as
well as an extended discussion on related material can be found in Bartholomew [1], Bartholomew et
al. [2], Ugwuowo and McClean [4], Wang [7] and De Feyter [5].
Lately, new ground has been broken in the area of mathematical models for manpower planning.
An interesting study was made by Guerry [8] who investigated the evolution of the stock vectors of an
integer-valuedmodel based on a regular Markov chain. The use of integer-valuedmodels reveals extra
perspectives in examining the effects of manpower policies. In [5], De Feyter proposed the division of
thestudiedsystem’spopulation inseveralmorehomogeneoussubgroups.NilakantanandRaghavendra
[9] suggested a “proportionality" policy to a Markov manpower system, i.e. the recruitment to every
level of the hierarchy (except the bottom most level) to be in strict proportion to the promotions
into that level. Another idea was presented by Georgiou and Tsantas [10] who enriched the NHMS
[11] framework with an external state next to the original/active internal classes. The meaning of this
new class, called trainee class, was to give mathematical meaning to a proportion of newcomers who
receive training for a transient period before they become active members of the system. In their
proposed Augmented Mobility Model (AMM), they went on studying cost optimization policies using a
goal programming approach. More recently, Dimitriou and Tsantas [12] employed a newmodeling ap-
proach called Generalized Augmented Mobility Model (GAMM [12]) which constitutes an enhancement
of the Augmented Mobility Model (AMM [10]) and incorporates the next factors into a Markov chain
manpower planning model:
• Firstly, the fact that inmany companies the employeesmay attend a training course or a seminar,
before being promoted. This is the case especially in Europe, where since the late nineties, the
EuropeanUnionhasbeenpromoting regional and local governmental assistanceprograms. These
programs have been exploited by ﬁrms mainly to improve the skills and knowledge of their
existing personnel.
• Secondly, the problem many organizations confront, especially at periods of excessive demand,
of not ﬁnding available speciﬁcally skilled and/or experienced persons for hiring. In this sense
there is in GAMM an additional personnel’s preparation classwhich is treated as an inventory of
potential available recruits.
• Finally, the possibility of the members of the preparation class to abort their preparation. Think
for instance, an individual of the preparation class that ﬁnds a job in another organization while
he/she was waiting to be hired by the system.
In the following section,we concisely describe thenotionof theGAMM[12].Wegive theparameters
characterizing it, the basic relations among these parameters and the difference equations that deter-
mine its expected population structure at any time t ∈ N. In the third sectionwe probe the asymptotic
behavior [1,2,11,13,14,8], of the GAMM, that is the evaluation of the limit of its expected structure as
t → ∞ under certain manpower planning strategies. As the current economic environment is rather
precarious (think the current recession) the organizations have an extra need to foresee which may
be the population structures the system may end up under various policies (which are unpredictable
from now). In these circumstances, a ﬁrst step in forecasting would be to study what will happenwith
the personnel structure if the current trends continue. Thus, it is rational to assume that the manager
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of the company will keep the model parameters unchanged. This is exactly the issue of investigating
the limiting behavior of a system. Moreover, this investigation is of big importance in practice since
it provides in advance valuable information to about the intrinsic tendencies in the system. In this
respect, the manpower planner will be able to take the necessary measures so as to avoid possible
personnel structures which will not allow the company to get all the work done (satisfy the current
demand).
As far the limiting behavior of the GAMM is concerned in the third section, we determine two
different sets of conditions under which this limiting structure exists and in these cases this structure
is speciﬁed. Then, Section 4 follows with a numerical illustration which demonstrates the application
of the theoretical results of the preceding sections. Finally, Section 5 contains a summary of current
paper and presents some ideas for further research.
2. The Generalized Augmented Mobility Model [12]
Assume that the population of a manpower system is stratiﬁed into 2k − 1 internal classes denoted
by the set S = I ∪ S = {I1, I2, . . . , Ik−1} ∪ {1, 2, . . . , k} which are considered to be exclusive and ex-
haustive. Classes S = {1, 2, . . . , k}, called active classes, represent the k hierarchical states (grades)
of the system (k the top hierarchy grade), while I = {I1, I2, . . . , Ik−1} form the classes associated
with the training courses the system offers to its already existing employees in order to enhance
their career prospects. There exists no training class Ik , because it logically follows that there is no
point in training a member of class k being in the top of the hierarchy, as it is implied that the
main training’s objective is the acquisition of the sufﬁcient knowledge and qualiﬁcations for pro-
motion. In addition to the system with classes S, named internal system, there exists an auxiliary
external system that operates along with the internal one, providing the latter with available, suitable
candidates possessing the prescribed qualiﬁcations and experience. In this respect, an extra class is
employed, namely the preparation class I0, to embody these well prepared candidates. Then, using
a discrete time scale, the expected population structure of both systems is described by the 1 × 2k
vector NG(t) = [NI0(t)| NI1(t) . . . NIk−1(t) N1(t) . . . Nk(t)] := [NI0(t)| NA(t)] for any time t ∈ N;
its elementsNj(t), j = I0, . . . , Ik−1, 1, . . . , k stand for the expected number of persons occupying states
j = I0, . . . , Ik−1, 1, . . . , k, respectively.
In order to understand the way each system evolves in the course of time, we provide separately
their operational characteristic features.
2.1. Internal system
Assume that the internal mobility of the organization is governed by a non-homogeneous Markov
chain, represented by the sequence of substochasticmatrices PA(t), t ∈ N, having the special form (1).
PA(t) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
I1 I2 . . . Ik−1 1 2 . . . k
I1 pI1I1(t) 0 . . . 0 0 pI1 ,2(t) . . . 0
I2 0 pI2I2(t) 0 0
. . .
...
...
...
. . .
...
. . . 0
Ik−1 0 · · · 0 pIk−1Ik−1(t) 0 · · · 0 pIk−1 ,k(t)
1 p1,I1(t) 0 · · · 0 p11(t) p12(t) · · · p1k(t)
2 0 p2,I2(t) 0 p21(t)
. . . p2k(t)
...
...
. . . 0
...
. . .
...
0 pk−1,Ik−1(t)
k 0 · · · 0 pk1(t) · · · pkk(t)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1)
According to PA(t), each member that belongs to a grade i ∈ S at time t, may at time t + 1:
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Fig. 1. The two streams of recruitment in the GAMM.
• attend a training course in class Ii, with corresponding probability pi,Ii(t) > 0,• move to grade l ∈ S with probability pil(t).
Furthermore, amember justentered inclass Iν , ν = 1, . . . , k − 1,at time t, has the followingoptions
for its next transition at the end of the tth time interval:
• remain for further training in state Iν with probability pIν Iν (t) > 0,• be promoted to the state ν + 1 with probability pIν ,ν+1(t) > 0.
Besides the internal ﬂows, departures also take place from the internal classes S¯ to the outside
environment represented by a hypothetical k + 1 class. The related row vector of the wastage proba-
bilities is given bypA,k+1(t) = 1 − PA(t)1′, with 1 = [1 . . . 1]. Let TA(t)denote the expected number
of the members of the internal system at time t ∈ N, i.e. TA(t) = ∑j∈S Nj(t), which is considered to
be pre-determined by the internal system’s management. At any time point t the internal system is
expanded,withTA(t) = TA(t + 1) − TA(t)depicting thenumber of newposts created in the tth time
interval [t, t + 1). In this time interval, vacancies that arise due to wastage rates as well as new posts
established due to the expansion of the system, are ﬁlled eitherwith individuals possessing the desired
qualiﬁcations, being available in the outside environment at time t, or with potential recruits prepared
suitably in preparation class I0 (see Fig. 1). More speciﬁcally, there exist two streams of recruitment
towards the {NA(t)pA,k+1(t) + TA(t)} in number vacancies or empty posts created at time t ∈ N,
synchronized by two distribution rules:
• Firstly, by recruitment coming from the outside environment, that is addressed to new or
empty posts (active classes) according to the substochastic row vector pA0(t) = [ 0︸︷︷︸
1×k−1
p0(t)︸ ︷︷ ︸
1×k
] =
[0 p01(t) . . . p0k(t)], where 0 = [0 . . . 0]; its element p0i(t), i ∈ S expresses the probability
that a recruit that was available for hiring in the outside environment, will reside in active class i
at the end of the time interval [t, t + 1). Note that new entrances occur only towards the active
classes S of the system. This is justiﬁed by the fact thatwe presume that an employeemay attend
a training course only through the internal system and only after being hired in an active grade.
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• Secondly, by recruitment stemming from the preparation class I0. Since is pA0(t) is considered
substochastic there will remain {NA(t)pA,k+1(t) + TA(t)} × {1 − pA0(t)1′}︸ ︷︷ ︸
:=pI0 ,S(t)
in number uncov-
ered posts which will be offered to the potential recruits residing the external system. Then
these recruits will be distributed to the uncovered posts on the basis of the 1 × (2k − 1) condi-
tional trainees’ distribution vectorpI0 ,S(t) = [0 pI0 ,1(t) . . . pI0 ,k(t)]; its element pI0 ,i(t), i ∈
S represents the conditional probability t that a recruit originating from I0 will occupy active class
i at the end of the time interval [t, t + 1) given that there will be empty posts offered to individuals
of I0, i.e. pI0 ,S(t) /= 0. Obviously, the unconditional probability of a person residing in I0 at time
t, to occupy post i ∈ S at time t + 1 will be pI0 ,S(t)pI0 ,i(t). In this logical framework, the vector
pI0 ,S(t)pI0 ,S(t) deﬁnes the unconditional distribution of the recruits originated from the external
system.
2.2. External system
It is assumed that this supplementary system is also open, in the sense that at any time t ∈ N new
persons attend the preparation course which I0 corresponds, whilst individuals that fulﬁlled their
preparation may abort the personnel inventory class in the case that the do not have the luxury of
time towait until being hired by the internal system. In this respect, R(t) denotes the expected number
of newcomers in I0 at time point t ∈ N. These newcomers, after staying for at least one time unit in I0
theybecomesufﬁciently skilledpotentialmembers for the internal system.Atany timepoint t however,
any of these potential recruits may abort the preparation class with probability 0 pI0 ,k+1(t) < 1. The
remaining ones will patiently anticipate to be hired in the active classes S of the internal system. The
overall probability that a vacancy or an empty post created at time twill be admitted to amember of I0
equals pI0 ,S(t) = 1 − pA0(t)1′. Then, given that a person of I0 will be absorbed by the internal system
at time t, he/she will be allocated to the active class i ∈ S with probability pI0 ,i(t). These probabilities
gathered form the conditional trainees’ distribution vector pI0 ,S(t) referred to the previous paragraph.
The above framework, consisted of the parallel performance of the external and internal system
discussed above (see Fig. 1), is known as the Generalized Augmented Mobility Model (GAMM) [12]. Its
expected structure NG(t) = [NI0(t)| NA(t)] at time t, is given by a set of two difference equations
describing the evolution of the internal and the external system separately [12]:
NA(t) = NA(t − 1)PA(t − 1) +
{
NA(t − 1)p′A·k+1(t − 1) + TA(t − 1)
}
pA0(t − 1)
+
{
NA(t − 1)p′A·k+1(t − 1) + TA(t − 1)
}
pI0 ,S(t − 1)pI0 ,S(t − 1) (2)
NI0(t) = NI0(t − 1)
(
1 − pI0 ,k+1(t − 1)
)
−
{
NA(t − 1)p′A·k+1(t − 1) + TA(t − 1)
}
pI0 ,S(t − 1) + R(t − 1) (3)
However, the two difference equations (2) and (3) will describe the GAMM successfully, if and only
if
• the workforce demand in the internal system is met on time,
• the potential recruits accommodated in I0 are plenty enough at every time point t ∈ N, so as to
cover the needs for new personnel imposed by the internal system.
The latter makes imperative the need for a mathematical constraint that will guarantee the ade-
quacy of persons residing in I0, in order to satisfy the demand for new entries in the internal system.
This constraint has the form
NI0(t)
(
1 − pI0 ,k+1(t)
)

{
NA(t)p
′
A·k+1(t) + TA(t)
}
pI0 ,S(t) ∀ t ∈ N (4)
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and protects the personnel inventory position NI0(t) from ever becoming negative before inﬂow R(t)
takes place.
Relation (2) can be evenly written as
NA(t)=NA(t − 1)
{
PA(t − 1) + p′A·k+1(t − 1)pA0(t − 1)
+ p′A·k+1(t − 1)pI0 ,S(t − 1)pI0 ,S(t − 1)
}
+TA(t − 1) {pA0(t − 1) + pI0 ,S(t − 1)pI0 ,S(t − 1)} (5)
By setting
• D(t) := PA(t) + p′A·k+1(t)pA0(t) + p′A·k+1(t)pI0 ,S(t)pI0 ,S(t) ∀ t ∈ N and• r(t) := pA0(t) + pI0 ,S(t)pI0 ,S(t) ∀ t ∈ N
the difference equation (5) (i.e. (2)) can be given in the next condensed form,which ismore convenient
than (2) for the work that follows:
NA(t) = NA(t − 1)D(t − 1) + TA(t − 1)r(t − 1) (6)
It should be also noted that the matrix D(t) is a stochastic one and that r(t) is a stochastic vector for
each t. This can be easily seen, by noticing that D(t) and r(t) are the sum of non-negative quantities
and by taking into account the fact that pI0 ,S(t) = 1 − pA0(t)1′.
The GAMM, exhibited in this section, can be employed to delve into the future operation of a
manpower system in relation to its mobility parameters. As a result, it can be utilized not only to
foresee the system’s reaction to various policies e.g. concerning the allocation and the origin of new
recruits (vectors pA0(t − 1) and pI0 ,S(t − 1)pI0 ,S(t − 1), respectively) in the near future, but also to
gain an insight into its performance in the distant future under certain circumstances. Mathemati-
cally speaking, the latter corresponds to the limiting behavior of the GAMM which will be examined
analytically in the next section.
3. Limiting behavior of the Generalized Augmented Mobility Model
One of the most useful things to be aware of in manpower planning models is the direction toward
which the structure is changing in the course of time [1,2,11,13,14,8]. The acknowledge of the long run
structure of a system under certain policies can help the system’s management to avoid undesirable
situations that the system may be led if the current trends in promotions or recruitment were kept
constant. Thus, the investigation of the asymptotic behavior gives a snapshot of the long term impacts
of certain actions or decisions in a ﬁrm. In this respect, our interest is concentrated in the present
section on the behavior of the expected structure, NG(t) = [NI0(t)| NA(t)], of the GAMM as t tends to
inﬁnity. Our attention focuses on the determination of the conditions under which NG(t) converges,
and the speciﬁcation of the limt→∞ NG(t) as a function of the basic parameters of the GAMM. In order
to achieve this, we investigate separately the behavior ofNA(t) andNI0(t) as t → ∞, through relations
(6) and (3), respectively, provided that restraint (4) is satisﬁed.
To have a common basis, we start by giving some necessary mathematical tools, results and deﬁ-
nitions for the accomplishment of our goal.
Deﬁnition 1 [15]. Let A = {aij} ∈ Mn(R). Then
‖A‖r = sup
i
∑
j
∣∣aij∣∣
denotes the matrix norm ‖ · ‖r of A.
If u = {ui}i∈S is a real vector, the quantities
‖u‖∞ = max
i∈S
|ui|
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‖u‖1 =
∑
i∈S
|ui|
denote the vector norms ‖ · ‖∞ and ‖ · ‖1, respectively.
Then the matrix norm has the following properties:
1. ‖A + B‖r  ‖A‖r + ‖B‖r ,
2. ‖AB‖r  ‖A‖r · ‖B‖r ,
3. ‖uB‖∞  ‖u‖∞ · ‖B‖r ,
4. ‖A‖ = 1 for any stochastic matrix A.
Deﬁnition 2. If k andm are two positive integers (k < m) and {U(t)}∞t=0 is a sequence of matrices we
deﬁne U(k, m) := U(k)U(k + 1) . . .U(m).
Deﬁnition 3. A stochastic matrixU is called regular if and only if it has no eigenvalue ( /= 1) ofmodule
1; and 1 is a simple root of its characteristic equation ([16]). Equivalently, U is regular if and only if is
irreducible and aperiodic ([17]).
Proposition 4 [18]. Let {U(t)}∞t=0 be a sequence of matrices and suppose that limt→∞ U(t) = U where
U is a regular matrix. Then it follows that limt→∞ U(k, m) = U∞ ∀m ∈ N, with U∞ = limt→∞ Ut .
Proposition5 [19].Assume thatU is a regularmatrix. ThenU∞ = limt→∞ Ut is a stablematrix (identical
rows).
Proposition 6 [20]. Let {Ak}∞k=0 a sequence of matrices inRm×n. The sequence converges coordinatewise
to A if and only if ‖Ak − A‖ → 0 as k → ∞ in any norm.
Proposition 7 (Bounded Convergence Theorem, [21]). Let {pm}∞m=0 be a sequence of non-negative
numbers and assume that for the numbers anm, n, m = 0, 1, . . . the limit
lim
n→∞ anm = am
exists for every m = 0, 1, . . . Then if there is a ﬁnite number M > 0 such that |anm|M ∀ n, m and∑∞
m=0 pm < ∞, it follows that
lim
n→∞
∞∑
m=0
anmpm =
∞∑
m=0
pm
(
lim
n→∞ anm
)
=
∞∑
m=0
ampm
Proposition 8 (Matrix form of Proposition 7). Let B(m), m ∈ N be a sequence of non-negative matrices
of ﬁnite dimensions and assume that for the double sequence of matrices A(m, n), m, n ∈ N of ﬁnite
dimensions the limit
lim
n→∞A(m, n) = A(m) < ∞
exists for every m ∈ N. Then if there is a ﬁnite number M > 0 such that ‖A(m, n)‖M ∀ m, n ∈ N and
B = ∑∞m=0 B(m), with ‖B‖ < ∞, it follows that
lim
n→∞
n∑
m=0
B(m)A(m, n) =
∞∑
m=0
B(m)
(
lim
n→∞A(m, n)
)
=
∞∑
m=0
B(m)A(m).
Proof. It can be proved with the aid of Theorem 7. 
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Proposition 9 [18]. Let {ak}∞k=0 be a sequence of numbers with 0 ak  1. Then
∏∞
k=0 (1 − ak) = 0 if
and only if
∑∞
k=0 ak = ∞.
Proposition 10 [22]. Every absolutely convergent series is convergent. Moreover, a series is absolutely
convergent if and only if the series formed from its positive terms and the series formed from its negative
terms both converge.
We are now in position to probe for the limiting expected structure of the GAMM. For the sake
of mathematical convenience, we begin with the examination of the asymptotic behavior of the
internal system, namely limt→∞ NA(t), given that (4) ismet. This is succeededwith the aid of recursive
relation (6).
Lemma 11. Letw = {wi}a rowvector inRk andp = {pi}, q = {qi} stochastic or substochastic rowvectors
with k elements. Then it holds:
(i) ‖w′p‖r  ‖w‖∞,
(ii) ‖w′(p − q)‖r  k‖w‖∞‖p − q‖∞.
Proof
(i) It is true thatw′p =
⎛
⎜⎜⎝
w1p1 . . . w1pk
...
...
wkp1 . . . wkpk
⎞
⎟⎟⎠. Hence, we obtain
∥∥∥w′p∥∥∥
r
= sup
i
∑
j
∣∣wipj∣∣ = sup
i
⎛
⎜⎜⎝|wi|
 1︷ ︸︸ ︷∑
j
pj
⎞
⎟⎟⎠ sup
i
|wi| = max
i
|wi| = ‖w‖∞
(ii) Similarly,
∥∥∥w′ (p − q)∥∥∥
r
= sup
i
k∑
j=1
∣∣wi (pj − qj)∣∣ = sup
i
⎛
⎝|wi|
k∑
j=1
∣∣pj − qj∣∣
⎞
⎠
 sup
i
(|wi| k ‖p − q‖∞) = k sup
i
(|wi|) ‖p − q‖∞ = k ‖w‖∞ ‖p − q‖∞ . 
Lemma 12. Let PA(t) = {pij(t)}, i, j ∈ S, deﬁned as in (1). Assume that
lim
t→∞ PA(t) = PA =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
pI1I1 0 . . . 0 0 pI1 ,2 . . . 0
0 pI2I2 0 0
. . .
...
...
. . .
...
. . . 0
0 . . . 0 pIk−1Ik−1 0 . . . 0 pIk−1 ,k
p1,I1 0 . . . 0 p11 p12 . . . p1k
0 p2,I2 0 p21
. . . p2k
...
. . . 0
...
. . .
...
0 pk−1,Ik−1
...
...
0 . . . 0 pk1 pk2 . . . pkk
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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with pIν Iν > 0, pν ,Iν > 0, pIν ,ν+1 > 0 for ν = 1, 2, . . . , k − 1 and the block matrix P = {pnm}, n, m ∈ S
being regular. Then PA = {pij}, i, j ∈ S, is also regular.
Proof. Since the matrix P is regular and pIν Iν > 0, pν ,Iν > 0, pIν ,ν+1 > 0 for ν = 1, 2, . . . , k − 1 the
incidence matrix of PA has such a form that it can be shown easily through a path diagram [17, pp.
12–14]), that PA is irreducible and that its classes constitute a closed aperiodic set. In other words, PA
is regular. 
Lemma 13. If limt→∞ PA(t) = PA as in Lemma 12 then limt→∞ p′A,k+1(t) = p′A,k+1 = (I − PA)1′.
Proof. From Proposition 6 follows that lim
t→∞ PA(t) = PA ⇔ limt→∞ ‖PA(t) − PA‖r = 0. Thus, we get∥∥∥p′A,k+1(t) − p′A,k+1
∥∥∥∞=
∥∥∥(I − PA(t))1′ − (I − PA)1′
∥∥∥∞
=
∥∥∥(PA(t) − PA) 1′
∥∥∥∞
=max
i∈S
∣∣∣∣∣∣
∑
j∈S
(
pij(t) − pij)
∣∣∣∣∣∣
max
i∈S
∑
j∈S
∣∣pij(t) − pij∣∣ = ‖PA(t) − PA‖r t→∞→ 0
The last result in combination with Proposition 6 completes the proof. 
Lemma 14. If limt→∞ pA0(t) = pA0 then limt→∞ pI0 ,S(t) = pI0 ,S = 1 − pA01′.
Proof. It holds that
∣∣pI0 ,S(t) − pI0 ,S∣∣=
∣∣∣1 − pA0(t)1′ −
(
1 − pA01′
)∣∣∣
=
∣∣∣(pA0(t) − pA0) 1′
∣∣∣
=
∣∣∣∣∣∣
∑
i
(
p
(A0)
i (t)−p(A0)i
)∣∣∣∣∣∣

∑
i
∣∣∣p(A0)i (t) − p(A0)i
∣∣∣ = ‖pA0(t) − pA0‖1 t→∞→ 0
where the last norm tends to zero due to Proposition 6. 
Lemma 15. Let that
(i) limt→∞ PA(t) = PA as in Lemma 12,
(ii) limt→∞ pA0(t) = pA0 = [0 p0] with p0 being a substochastic vector 1 × k,
(iii) limt→∞ pI0 ,S(t) = pI0 ,S = [0 pI0 ,1 . . . pI0 ,k] with pI0 ,S stochastic.
Then limt→∞ D(t) = D = PA + p′A,k+1pA0 + p′A,k+1pI0 ,SpI0 ,S , where D is a regular matrix.
Proof. It is true that
‖D(t) − D‖r=‖PA(t) − PA + p′A,k+1(t)pA0(t) − p′A,k+1pA0
+ p′A,k+1(t)pI0 ,S(t)pI0 ,S(t) − p′A,k+1pI0 ,SpI0 ,S‖r
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 ‖PA(t) − PA‖r
+
∥∥∥p′A,k+1(t)pA0(t) − p′A,k+1(t)pA0 + p′A,k+1(t)pA0 − p′A,k+1pA0
∥∥∥
r
+‖p′A,k+1(t)pI0 ,S(t)pI0 ,S(t) − p′A,k+1(t)pI0 ,S(t)pI0 ,S
+ p′A,k+1(t)pI0 ,S(t)pI0 ,S − p′A,k+1pI0 ,SpI0 ,S‖r
 ‖PA(t) − PA‖r
+
∥∥∥p′A,k+1(t) (pA0(t) − pA0)
∥∥∥
r
+
∥∥∥(p′A,k+1(t) − p′A,k+1
)
pA0
∥∥∥
r
+
∥∥∥p′A,k+1(t)pI0 ,S(t) (pI0 ,S(t) − pI0 ,S)
∥∥∥
r
+
∥∥∥(p′A,k+1(t)pI0 ,S(t) − p′A,k+1pI0 ,S
)
pI0 ,S
∥∥∥
r
according to Lemma 11 we have for above quantity,
‖PA(t) − PA‖r
+ (2k − 1) ∥∥pA,k+1(t)∥∥∞ ‖pA0(t) − pA0‖∞ + ∥∥pA,k+1(t) − pA,k+1∥∥∞
+ pI0 ,S(t) (2k − 1)
∥∥pA,k+1(t)∥∥∞ ∥∥pI0 ,S(t) − pI0 ,S∥∥∞
+ ∥∥pA,k+1(t)pI0 ,S(t) − pA,k+1pI0 ,S∥∥∞
‖PA(t) − PA‖r + (2k − 1) ‖pA0(t) − pA0‖∞ +
∥∥pA,k+1(t) − pA,k+1∥∥∞
+ (2k − 1) ∥∥pI0 ,S(t) − pI0 ,S∥∥∞
+ ∥∥pA,k+1(t)pI0 ,S(t) − pA,k+1pI0 ,S(t)∥∥∞ + ∥∥pA,k+1pI0 ,S(t) − pA,k+1pI0 ,S∥∥∞
‖PA(t) − PA‖r + (2k − 1) ‖pA0(t) − pA0‖∞ +
∥∥pA,k+1(t) − pA,k+1∥∥∞
+ (2k − 1) ∥∥pI0 ,S(t) − pI0 ,S∥∥∞
+ ∥∥(pA,k+1(t) − pA,k+1) pI0 ,S(t)∥∥∞ + ∥∥pA,k+1 (pI0 ,S(t) − pI0 ,S)∥∥∞
‖PA(t) − PA‖r + (2k − 1) ‖pA0(t) − pA0‖∞ +
∥∥pA,k+1(t) − pA,k+1∥∥∞
+ (2k − 1) ∥∥pI0 ,S(t) − pI0 ,S∥∥∞
+ ∥∥pA,k+1(t) − pA,k+1∥∥∞ + ∣∣pI0 ,S(t) − pI0 ,S∣∣ ∥∥pA,k+1∥∥∞ (7)
From the hypotheses of the lemma, the fact that k is ﬁnite, limt→∞ p′A,k+1(t) = p′A,k+1 due to
Lemma 13 and limt→∞ pI0 ,S(t) = pI0 ,S in accordance with Lemma 14, the quantity in (7) tends to 0 as
t → ∞. As a consequence, limt→∞ D(t) = D.
Furthermore, since PA is regular (Lemma 12) andD = PA + p′A,k+1pA0 + p′A,k+1 × pI0 ,SpI0 ,S , the in-
cidence matrix of D has at least as many non-negative elements as PA. As a result D is also
regular. 
Corollary 16. From Propositions 4, 5 and Lemma 15 it is evident that limk→∞ D(m, k) = D∞, ∀ m ∈ N,
where D∞ = limt→∞ Dt is a stable stochastic matrix.
Lemma 17. If the following are true
(i) limt→∞ PA(t) = PA as in Lemma 12,
(ii) limt→∞ pA0(t) = pA0 = [0 p0] with p0 being a substochastic vector 1 × k,
(iii) limt→∞ pI0 ,S(t) = pI0 ,S = [0 pI0 ,1 . . . pI0 ,k] with pI0 ,S stochastic.
Then limt→∞ r(t) = r = pA0 + pI0 ,SpI0 ,S and r is stochastic.
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Proof. We have that
‖r(t) − r‖∞=
∥∥pA0(t) − pA0 + pI0 ,S(t)pI0 ,S(t) − pI0 ,SpI0 ,S∥∥∞
 ‖pA0(t) − pA0‖∞
+ ∥∥pI0 ,S(t)pI0 ,S(t) − pI0 ,S(t)pI0 ,S + pI0 ,S(t)pI0 ,S − pI0 ,SpI0 ,S∥∥∞
 ‖pA0(t) − pA0‖∞
+pI0 ,S(t)
∥∥pI0 ,S(t) − pI0 ,S∥∥∞ + ∣∣pI0 ,S(t) − pI0 ,S∣∣ ∥∥pI0 ,S∥∥∞ (8)
Again, from the hypotheses of the current lemma and since limt→∞ pI0 ,S(t) = pI0 ,S due to Lemma
14, the quantity in (8) tends to 0 when t → ∞. Thus, limt→∞ r(t) = r. Moreover, the hypotheses (ii)
and (iii) as well as the fact that pI0 ,S = 1 − pA01′ (Lemma 14) lead to r being stochastic, completing
the proof. 
Here is our ﬁrst main result concerning the asymptotic behavior of the GAMM.
Theorem 18. Assume that the next conditions hold for the GAMM:
(i) limt→∞ PA(t) = PA as in Lemma 12,
(ii) limt→∞ pA0(t) = pA0 = [0 p0] with p0 being a substochastic vector 1 × k,
(iii) limt→∞ pI0 ,S(t) = pI0 ,S = [0 pI0 ,1 . . . pI0 ,k] with pI0 ,S stochastic,
(iv) limt→∞ TA(t) = TA, with TA(t) 0 (i.e. the internal system is expanding),
(v) NI0(t)(1 − pI0 ,k+1(t)){NA(t)p′A·k+1(t) + TA(t)}pI0 ,S(t)∀ t ∈ N (see constraint (4))
Then, the internal structure of the GAMM converges for t → ∞ to the vector TAd∞, namely
NA(∞) = lim
t→∞NA(t) = TAd
∞
where d∞ is the common row of the stable matrix D∞ = limt→∞ Dt .
Proof. Using (6) recursively we get
NA(t) = NA(0)D(0, t − 1) +
t∑
τ=1
TA(τ − 1)r(τ − 1)D(τ , t − 1) (9)
with D(t, t − 1) := I ∀ t ∈ N.
From Corollary 16 limt→∞ D(τ , t − 1) = D∞ ∀ τ ∈ N. SinceD(τ , t − 1) is stochastic it holds that‖D(τ , t − 1)‖r  1 ∀ t, τ ∈ N. In addition, ‖∑∞τ=1 TA(τ − 1)r(τ − 1)‖∞ = ‖TAr − TA(0)r(0)‖∞
 TA + TA(0) < ∞ (r, r(0) are stochastic vectors). Hence the conditions of Proposition 8 are met for
the convergence of the second term of (9). Thus, from (9), Corollary 16 and Proposition 8 we deduce
that:
lim
t→∞NA(t) = NA(0)D
∞ + lim
t→∞
t∑
τ=1
TA(τ − 1)r(τ − 1)D(τ , t − 1)
Proposition 8= NA(0)D∞ +
∞∑
τ=1
TA(τ − 1)r(τ − 1)
(
lim
t→∞D(τ , t − 1)
)
= NA(0)D∞ +
∞∑
τ=1
TA(τ − 1)r(τ − 1)D∞ (10)
= NA(0)D∞ +
∞∑
τ=1
TA(τ − 1)d∞ (11)
= NA(0)1′d∞ + TAd∞ − TA(0)d∞
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= TA(0)d∞ + TAd∞ − TA(0)d∞
= TAd∞ (12)
where the equality between (10) and (11) is justiﬁed as follows. FromCorollary 16 the stochasticmatrix
D∞ is stable andeachof its rowsd∞ is the left eigenvector that corresponds to eigenvalue1 [18].Hence,
since r(τ − 1) is stochastic (Lemma 17) it is true that
r(τ − 1)D∞ = d∞ ∀ τ ∈ N.  (13)
In the sequel, in order to derive the limiting expected structure of the GAMM, we concentrate our
attention to the evaluation of limt→∞ I0(t) under the condition of non-negativity of the personnel’s
inventory class (4). In this respect, for reasons of mathematical convenience, we deﬁne
K(t) :=
{
NA(t)p
′
A·k+1(t) + TA(t)
}
pI0 ,S(t) ∈ R+
Then (3) takes the compact form
NI0(t) = NI0(t − 1)
(
1 − pI0 ,k+1(t − 1)
)− K(t − 1) + R(t − 1) (14)
From (14) we get
• For t = 1
NI0(1) = NI0(0)
(
1 − pI0 ,k+1(0)
)+ {R(0) − K(0)}
• For t = 2
NI0(2)=NI0(1)
(
1 − pI0 ,k+1(1)
)+ {R(1) − K(1)}
= [NI0(0) (1 − pI0 ,k+1(0))+ {R(0) − K(0)}] (1 − pI0 ,k+1(1))
+{R(1) − K(1)}
=NI0(0)
(
1 − pI0 ,k+1(0)
) (
1 − pI0 ,k+1(1)
)
+{R(0) − K(0)} (1 − pI0 ,k+1(1))+ {R(1) − K(1)}
• For t = 3
NI0(3)=NI0(2)
(
1 − pI0 ,k+1(2)
)+ {R(2) − K(2)}
= [NI0(0) (1 − pI0 ,k+1(0)) (1 − pI0 ,k+1(1))
+ {R(0) − K(0)} (1 − pI0 ,k+1(1))+ {R(1) − K(1)}]
× (1 − pI0 ,k+1(2))+ {R(2) − K(2)}
=NI0(0)
(
1 − pI0 ,k+1(0)
) (
1 − pI0 ,k+1(1)
) (
1 − pI0 ,k+1(2)
)
+{R(0) − K(0)} (1 − pI0 ,k+1(1)) (1 − pI0 ,k+1(2))
+{R(1) − K(1)} (1 − pI0 ,k+1(2))+ {R(2) − K(2)}
Continuing similarly, it can be easily shown by means of mathematical induction that
NI0(t) = NI0(0)
t−1∏
j=0
(
1 − pI0 ,k+1(j)
)+ t−1∑
n=0
⎛
⎝{R(n) − K(n)} t−1∏
i=n+1
(
1 − pI0 ,k+1(i)
)⎞⎠ (15)
provided that we deﬁne
∏i
j=i+1 (1 − pI0 ,k+1(j)) := 1.
Lemma 19. If the conditions (i)–(v) of Theorem 18 are true, then
lim
t→∞ K(t) = TApI0 ,Sd
∞p′A·k+1 := K
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Proof. We have
|K(t) − K|=‖K(t) − K‖∞
=
∥∥∥{NA(t)p′A·k+1(t) + TA(t)
}
pI0 ,S(t) − TAd∞p′A·k+1pI0 ,S
∥∥∥∞
=
∥∥∥NA(t)p′A·k+1(t)pI0 ,S(t)− TAd∞p′A·k+1(t)pI0 ,S(t) + TA(t)pI0 ,S(t)
+ TAd∞p′A·k+1(t)pI0 ,S(t) − TAd∞p′A·k+1pI0 ,S
∥∥∥∞

∥∥∥NA(t)p′A·k+1(t) − TAd∞p′A·k+1(t)
∥∥∥∞ +
∣∣TA(t)pI0 ,S(t)∣∣
+
∥∥∥TAd∞
(
p′A·k+1(t)pI0 ,S(t) − p′A·k+1pI0 ,S
)∥∥∥∞

∥∥∥(NA(t) − TAd∞) p′A·k+1(t)
∥∥∥∞ + (TA(t + 1) − TA(t)) pI0 ,S(t)
+
∥∥∥TAd∞p′A·k+1(t) (pI0 ,S(t) − pI0 ,S)
∥∥∥∞
+
∥∥∥TAd∞
(
p′A·k+1(t) − p′A·k+1
)
pI0 ,S
∥∥∥∞ (16)
For the rest of this proof we use the following notation: NA(t) − TAd∞ = {aj(t)}, pA·k+1(t) ={wj(t)}, pA·k+1 = {wj} and TAd∞ = {bj} for j = 1, 2, . . ., 2k − 1. Then (16) is less than or equal to∣∣∣∣∣∣
2k−1∑
j=1
aj(t)wj(t)
∣∣∣∣∣∣+ (TA(t + 1) − TA(t)) pI0 ,S(t) +
∣∣pI0 ,S(t) − pI0 ,S∣∣
2k−1∑
j=1
bjwj(t)
+ pI0 ,S
2k−1∑
j=1
bj
∣∣wj(t) − wj∣∣
Since wj(t) 1, by settingM1 = max{bj} the above relation is less than

2k−1∑
j=1
∣∣aj(t)∣∣+ (TA(t + 1) − TA(t)) pI0 ,S(t)
+ ∣∣pI0 ,S(t) − pI0 ,S∣∣M1
2k−1∑
j=1
1 + pI0 ,SM1
2k−1∑
j=1
∣∣wj(t) − wj∣∣
=∥∥NA(t) − TAd∞∥∥1 + (TA(t + 1) − TA(t)) pI0 ,S(t)
+ ∣∣pI0 ,S(t) − pI0 ,S∣∣M1(2k − 1) + pI0 ,SM1
∥∥∥p′A·k+1(t) − p′A·k+1
∥∥∥
1
(17)
On the grounds of the conditions of the lemmawe have that limt→∞ NA(t) = TAd∞ (Theorem 18),
limt→∞ pI0 ,S(t) = pI0 ,S (Lemma14), limt→∞ p′A·k+1(t) = p′A·k+1 (Lemma13) and limt→∞ TA(t) = TA.
Hence, according to Proposition 6 and since k is ﬁnite, (17) tends to zero for t → ∞ ending up the
proof. 
We are now capable of stating the second main result of this section.
Theorem 20. If it holds
(a) The conditions (i)–(v) of Theorem 18,
(b) limt→∞ pI0 ,k+1(t) = pI0 ,k+1 with 0 < pI0 ,k+1(t), pI0 ,k+1 < 1 ∀ t ∈ N,
(c) limt→∞ R(t) = R < ∞ such that R(1 − pI0 ,k+1) K,
(d) R(t), K(t) < ∞ ∀ t ∈ N
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Then
lim
t→∞NI0(t) =
R − K
pI0 ,k+1
Proof. Remind that the personnel’s inventory level is provided via relation (15), i.e.
NI0(t) = NI0(0)
t−1∏
j=0
(
1 − pI0 ,k+1(j)
)+ t−1∑
n=0
⎛
⎝{R(n) − K(n)} t−1∏
i=n+1
(
1 − pI0 ,k+1(i)
)⎞⎠
Condition (b) implies that
∑∞
t=0 pI0 ,k+1(t) = ∞. As consequence, we get from Proposition 9 that∏∞
j=0 (1 − pI0 ,k+1(j)) = 0. Thus, for the ﬁrst term of (15) we have
lim
t→∞NI0(0)
t−1∏
j=0
(
1 − pI0 ,k+1(j)
) = NI0(0) × 0 = 0 (18)
Now, for ﬁxed t > t0 + 2 and a = max
i∈N {(1 − pI0 ,k+1(i))} it is true that
t−1∑
n=0
∣∣∣∣∣∣{R(n) − K(n)}
t−1∏
i=n+1
(
1 − pI0 ,k+1(i)
)∣∣∣∣∣∣
t−1∑
n=0
|R(n) − K(n)| at−1−(n+1)+1 (19)
where
∑t−1
n=t0+1 |R(n) − K(n)|at−1−(n+1)+1 is a series with non-negative terms. Since 0 < pI0 ,k+1(i),
pI0 ,k+1 < 1 ∀ i ∈ N, from (b), it is obvious that limt→∞(1 − pI0 ,k+1(t)) = 1 − pI0 ,k+1 ∈ (0, 1) and
more importantly that 0 < a < 1.
On the basis of condition (d), there existsM > 0 such that ∀ n > t0
R(n)M
K(n)M
}
⇒ |R(n) − K(n)| 2M ∀ n t0 (20)
As a result, (19) is less than
2M
t−1∑
n=0
at−n−1 (21)
At this point, we deﬁne ν := ν(n) = t − n − 1. Since dν
dn
= −1 < 0, we infer that ν(n) is a strictly
decreasing function of n, and thus, for ﬁxed t, there is “1-1” correspondence between ν and n. After
that, by noticing that
• for n1 = t − 1 ⇒ ν1 = t − (t − 1) − 1 = 0, and• for n2 = 0 ⇒ ν2 = t − 1
we deduce that
t−1∑
n=0
at−n−1 =
t−1∑
ν=0
aν (22)
Eq. (22) reﬂects in fact a rearrangement of the series
∑t−1
n=0 at−n−1 on the grounds of the “1-1”
correspondence between ν and n (see also [22]). Hence, from (22) and (21) we obtain that for ﬁxed t
t−1∑
n=0
∣∣∣∣∣∣{R(n) − K(n)}
t−1∏
i=n+1
(
1 − pI0 ,k+1(i)
)∣∣∣∣∣∣ 2M
t−1∑
ν=0
aν (23)
By letting now t → ∞ in (23) we have
lim
t→∞
t−1∑
n=0
∣∣∣∣∣∣{R(n) − K(n)}
t−1∏
i=n+1
(
1 − pI0 ,k+1(i)
)∣∣∣∣∣∣ 2M
∞∑
ν=0
aν < ∞ (24)
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where
∑∞
ν=0 aν is the geometric series which converges, since 0 < a < 1. In view of (24) we conclude
that the series
lim
t→∞
t−1∑
n=0
⎛
⎝{R(n) − K(n)} t−1∏
i=n+1
(
1 − pI0 ,k+1(i)
)⎞⎠
is absolutely convergent and thus from Proposition 10 is convergent.
Next, relations (15), (18), (24) and Proposition 10 lead us to the fact that limt→∞ NI0(t) exists and
equals
lim
t→∞NI0(t) = 0 + limt→∞
t−1∑
n=0
⎛
⎝{R(n) − K(n)} t−1∏
i=n+1
(
1 − pI0 ,k+1(i)
)⎞⎠ < ∞ (25)
Suppose now that limt→∞ NI0(t) =  < ∞. Then, by taking t → ∞ in (14) we obtain
 =  (1 − pI0 ,k+1)− K + R ⇒
 = R − K
pI0 ,k+1
(26)
which completes the proof. 
Remark 1. Weshall nowdelve into the physicalmeaning of the restraint R(1 − pI0 ,k+1)  K appearing
in condition (c) of Theorem 20. This constraint emerges from the need to secure the sufﬁciency
of persons residing in the personnel’s inventory class, in order to satisfy the requirements of the
internal system for recruits as t → ∞. More analytically, note that condition (v) of Theorem 18,
i.e. NI0(t)(1 − pI0 ,k+1(t)) K(t), ensures the adequacy of members of I0 to cover the demand of the
internal system for new personnel at any time point t ∈ N. Given that the limits of NI0(t), pI0 ,k+1(t)
and K(t) exist, condition (v) will take the following form as t → ∞

(
1 − pI0 ,k+1
)
 K (27)
However, as it was seen in the proof of Theorem 20, if the limit of NI0(t) exist, it should be equal to
 = (R − K)/pI0 ,k+1 in accordance with (26). By substituting this value into (27) we get
R − K
pI0 ,k+1
(
1 − pI0 ,k+1
)
 K
⇒ R − RpI0 ,k+1 − K + KpI0 ,k+1  KpI0 ,k+1
⇒ R (1 − pI0 ,k+1) K
which is exactly condition (c) of Theorem 20.
Corollary 21. Provided that the conditions of Theorems 18 and 20 hold true, the limiting structure of the
GAMM will be given, due to these theorems, by the vector
lim
t→∞NG(t) =
[
R−K
pI0 ,k+1
∣∣∣∣ TAd∞
]
(28)
A logical continuation in inquiring the asymptotic behavior of the GAMM, would concern the case
where pI0 ,k+1 = 0, that is, eventually, after a long period of operation of the GAMM, every member of
the external systemwould compulsorily be absorbed by the internal one. This case is examined in the
next pages. Thus, we proceedwith the determination of another set of stipulations under whichNI0(t)
will converge, and consequently the structure of the GAMM will also converge. We embark on giving
some useful deﬁnitions, lemmas and results towards this objective.
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Deﬁnition 22 [23]. A sequence of matrices {An}∞n=0 converges with geometrical rate to a matrix A, if
there exist c > 0 and 0 < b < 1 such that ‖An − A‖ cbn, n = 0, 1, . . . in any norm.
Lemma 23. Assume that limt→∞ pA0(t) = pA0 = [0 p0] where p0 is a substochastic vector and
limt→∞ pI0 ,S(t) = pI0 ,S = [0 pI0 ,1 . . . pI0 ,k] where pI0 ,S is stochastic, both with geometric rate
of convergence. Then limt→∞ r(t) = r = pA0 + pI0 ,SpI0 ,S geometrically fast, with r stochastic.
Proof. From hypothesis, there exist constants c1, c2 > 0 and 0 < b1, b2 < 1 such that it holds‖pA0(t) − pA0‖∞, ‖pA0(t) − pA0‖1  c1bt1 and ‖pI0 ,S(t) − pI0 ,S‖∞  c2bt2. Simultaneously, we have
from the proof of Lemma 17 that
‖r(t) − r‖∞  ‖pA0(t) − pA0‖∞ +
∥∥pI0 ,S(t) − pI0 ,S∥∥∞ + ∣∣pI0 ,S(t) − pI0 ,S∣∣
which together with the proof of Lemma 14 gives
‖r(t) − r‖∞‖pA0(t) − pA0‖∞ +
∥∥pI0 ,S(t) − pI0 ,S∥∥∞ + ‖pA0(t) − pA0‖1
c1bt1 + c2bt2 + c1bt1  c3bt3
where c3 = 2c1 + c2 > 0 and b3 = max{b1, b2} ∈ (0, 1). Moreover, from Lemma 17 r is stochastic.

Proposition 24. Let the structure of the internal system of a GAMM that meets restraint (4), be described
by the difference equation (6), that is
NA(t) = NA(t − 1)
{
PA(t − 1) + p′A·k+1(t − 1)r(t − 1)
}
+ TA(t − 1)r(t − 1)
Suppose that limt→∞ PA(t) = PA, limt→∞ pA0(t) = pA0 = [0 p0]where p0 is a substochastic vector
and limt→∞ pI0 ,S(t) = pI0 ,S = [0 pI0 ,1 . . . pI0 ,k] where pI0 ,S is stochastic, with the rate of con-
vergence be geometric for the sequences of PA(t), pA0(t) and pI0 ,S(t). Assume also that D is regular,
TA(t) TA(t − 1) and {TA(t)/TA(t)}∞t=0 converges to zero geometrically fast. Then the sequence
NA(t)TA(t) converges to d
∞ geometrically fast.
Proof. It can be proved following the steps in [24]. Notice also that the above conditions imply
that it holds limt→∞ r(t) = r (Lemma 17) and limt→∞ pA,k+1(t) = pA,k+1 with geometric rate of
convergence. 
Lemma 25 [24]. If the sequence {TA(t)/TA(t)}∞t=0 converges to zero geometrically fast (TA(t) TA(t −
1)), then {TA(t)}∞t=0 converges geometrically fast.
Lemma 26 [25]. The next statements are equivalent.
(i) Sequence {TA(t)}∞t=0 converges to zero with geometrical rate.
(ii) Sequence {TA(t)}∞t=0 converges to TA with geometrical rate.
Corollary 27. If the conditions of Proposition 24 are met, then the sequence of the expected structure of the
internal system NA(t) converges to TAd
∞ geometrically fast.
Proof. From Proposition 24 there exist c1 > 0 and 0 < b1 < 1 such that∥∥∥∥∥
NA(t)
TA(t)
− d∞
∥∥∥∥∥∞  c1b
t
1 ⇒
∥∥NA(t) − TA(t)d∞∥∥∞  TA(t)c1bt1 (29)
However, since {TA(t)/TA(t)}∞t=0 converges to zero geometrically fast, from Lemmas 25 and 26,
wededuce that {TA(t)}∞t=0 converges to TA geometrically fast, that is there exist c2 > 0 and 0 < b2 < 1
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such that |TA(t) − TA| c2bt2.Moreover, since {TA(t)}∞t=0 is convergent, is bounded and therefore there
isM > 0 for which TA(t)M ∀ t ∈ N. As a necessity, (29) becomes∥∥NA(t) − TA(t)d∞∥∥∞ Mc1bt1 = c3bt1 (30)
Afterwards, it holds
∥∥NA(t) − TAd∞∥∥∞=∥∥NA(t) − TA(t)d∞ + TA(t)d∞ − TAd∞∥∥∞

∥∥NA(t) − TA(t)d∞∥∥∞ + |TA(t) − TA| ∥∥d∞∥∥∞
 c3bt1 +
∥∥d∞∥∥∞ c2bt2  cbt
with c = c3 + ‖d∞‖∞c2 > 0 and b = max{b1, b2} ∈ (0, 1). 
We will give another lemma which is mandatory for the accomplishment of our target.
Lemma 28. Assume that the conditions of Proposition 24 are true. Then limt→∞ K(t) = K =
TApI0 ,Sd
∞p′A·k+1 with geometric rate of convergence.
Proof. According to Lemma 19 limt→∞ K(t) = K and from (17) we have that
|K(t) − K|∥∥NA(t) − TAd∞∥∥1 + (TA(t + 1) − TA(t))
+ ∣∣pI0 ,S(t) − pI0 ,S∣∣M1(2k − 1) + M1
∥∥∥p′A·k+1(t) − p′A·k+1
∥∥∥
1
withM1 > 0 being a constant. The above relation due to the proof of Lemma 14 becomes
|K(t) − K|∥∥NA(t) − TAd∞∥∥1 + (TA(t + 1) − TA(t))
+‖pA0(t) − pA0‖1 M1(2k − 1) + M1
∥∥∥p′A·k+1(t) − p′A·k+1
∥∥∥
1
(31)
Combining Proposition 24, Corollary 27 and Lemmas 25 and 26, we infer that there exist c1, c2, c3,
c4 > 0 and 0 < b1, b2, b3, b4 < 1 such that ‖NA(t) − TAd∞‖1  c1bt1, |TA(t)| c2bt2, ‖pA0(t)−pA0‖1  c3bt3 and ‖p′A·k+1(t) − p′A·k+1‖1  c4bt4. Hence, since k is ﬁnite, (31) lead us to
|K(t) − K|c1bt1 + c2bt2 + M1(2k − 1)c3bt3 + M1c4bt4cbt
where c = c1 + c2 + M1(2k − 1)c3 + M1c4 > 0 and b = max{b1, b2, b3, b4} ∈ (0, 1). 
After the above intermediate steps, we can now formulate our third main result.
Theorem 29. Assume that
(i) The conditions of Proposition 24 aremet, implying thatNA(t) → TAd∞ geometrically fast (Corollary
27) and K(t) → K geometrically fast (Lemma 28),
(ii) limt→∞ pI0 ,k+1(t) = 0 with 0 < pI0 ,k+1(t) < 1 ∀ t ∈ N,
(iii) limt→∞ R(t) = K having geometric rate of convergence,
(iv) R(t), K(t) < ∞ ∀ t ∈ N.
Then the limt→∞ NI0(t) exists and equals
• 0, if∑∞t=0 pI0 ,k+1(t) = ∞,
• NI0(0)
∏∞
j=0(1 − pI0 ,k+1(j)) +
∑∞
n=0({R(n) − K(n)}
∏∞
i=n+1(1 − pI0 ,k+1(i))) < ∞,
if
∑∞
t=0 pI0 ,k+1(t) < ∞.
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Proof. For t → ∞ the ﬁrst term of (15) equals
NI0(0)
∞∏
j=0
(
1 − pI0 ,k+1(j)
)
(32)
From hypothesis, there exist c1, c2 > 0 and 0 < b1, b2 < 1 such that |R(t) − K| c1bt1 and|K(t) − K| c2bt2. For this reason we have that
t−1∑
n=0
|R(n) − K(n)|
t−1∑
n=0
|R(n) − K| +
t−1∑
n=0
|K(n) − K|
t−1∑
n=0
c1b
n
1 +
t−1∑
n=0
c2b
n
2 (33)
By letting t → ∞ in (33) we get that∑∞n=0 R(n) − K(n) is absolutely convergent, since c1∑∞n=0 bn1
< ∞ and c2∑∞n=0 bn2 < ∞ are geometric series that converge. Let also,
R+(n) − K+(n) =
{
R(n) − K(n), if R(n) − K(n) > 0
0, if R(n) − K(n) 0
R−(n) − K−(n) =
{
R(n) − K(n), if R(n) − K(n) < 0
0, if R(n) − K(n) 0
As a result we get for the second term of (15) that for every t ∈ N
t−1∑
n=0
⎛
⎝{R(n) − K(n)} t−1∏
i=n+1
(
1 − pI0 ,k+1(i)
)⎞⎠
=
t−1∑
n=0
⎛
⎝{R+(n) − K+(n)} t−1∏
i=n+1
(
1 − pI0 ,k+1(i)
)⎞⎠
−
t−1∑
n=0
⎛
⎝∣∣∣R−(n) − K−(n)∣∣∣ t−1∏
i=n+1
(
1 − pI0 ,k+1(i)
)⎞⎠ (34)
Now, fromProposition 10, since
∑∞
n=0(R(n) − K(n)) is absolutely convergent, it follows that the se-
ries
∑∞
n=0(R+(n) − K+(n)) and
∑∞
n=0(R−(n) − K−(n)) are also convergent. Next, notice that the two
series
∑∞
n=0(R+(n) − K+(n)) and
∑∞
n=0 |R−(n) − K−(n)| have non-negative elements and converge
because
∑∞
n=0(R−(n) − K−(n)) < ∞.Moreover it holds that
∏t−1
i=n+1 (1 − pI0 ,k+1(i)) 1,∀ n, t ∈ N.
The limt→∞
∏t−1
i=n+1 (1 − pI0 ,k+1(i)) exists for every i = i(n). Thus, from Proposition 7 we obtain
that
lim
t→∞
t−1∑
n=0
⎛
⎝{R(n) − K(n)} t−1∏
i=n+1
(
1 − pI0 ,k+1(i)
)⎞⎠
=
∞∑
n=0
⎛
⎝{R+(n) − K+(n)} lim
t→∞
t−1∏
i=n+1
(
1 − pI0 ,k+1(i)
)⎞⎠
−
∞∑
n=0
⎛
⎝∣∣∣R−(n) − K−(n)∣∣∣ lim
t→∞
t−1∏
i=n+1
(
1 − pI0 ,k+1(i)
)⎞⎠
=
∞∑
n=0
⎛
⎝{R+(n) − K+(n)} ∞∏
i=n+1
(
1 − pI0 ,k+1(i)
)⎞⎠
−
∞∑
n=0
⎛
⎝∣∣∣R−(n) − K−(n)∣∣∣ ∞∏
i=n+1
(
1 − pI0 ,k+1(i)
)⎞⎠
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=
∞∑
n=0
⎛
⎝{R(n) − K(n)} ∞∏
i=n+1
(
1 − pI0 ,k+1(i)
)⎞⎠ (35)
Since limt→∞ pI0 ,k+1(t) = 0 it follows, depending of the rate of convergence, that either
• ∑∞t=0 pI0 ,k+1(t) = ∞, or
• ∑∞t=0 pI0 ,k+1(t) < ∞.
Case 1. Assume that
∑∞
t=0 pI0 ,k+1(t) = ∞.
Then it will be true that
∑∞
t=n+1 pI0 ,k+1(t) = ∞∀ n ∈ N. Consequently, Proposition 9 ensures that∏∞
i=n+1 (1 − pI0 ,k+1(i)) = 0 ∀ n ∈ N. Hence, from (15), (32) and (35) we have
lim
t→∞NI0(t)=NI0(0)
∞∏
j=0
(
1 − pI0 ,k+1(j)
)+ ∞∑
n=0
⎛
⎝{R(n) − K(n)} ∞∏
i=n+1
(
1 − pI0 ,k+1(i)
)⎞⎠
=NI0(0) × 0 +
∞∑
n=0
({R(n) − K(n)} × 0) = 0
Case 2. Suppose that
∑∞
t=0 pI0 ,k+1(t) < ∞.
Then, obviously
∏∞
i=n+1 (1 − pI0 ,k+1(i)) = λ(n) ∈ (0, 1) ∀ n ∈ N. Hence, from (15), (32) and (35)
we obtain
lim
t→∞NI0(t)=NI0(0)
∞∏
j=0
(
1 − pI0 ,k+1(j)
)
+
∞∑
n=0
⎛
⎝{R(n) − K(n)} ∞∏
i=n+1
(
1 − pI0 ,k+1(i)
)⎞⎠ < ∞. 
All in all, the next corollary outlines in condense form the second fundamental result concerning
the asymptotic behavior of the GAMM.
Corollary 30. Assume that the conditions of Proposition 24 and Theorem 29 are satisﬁed. Then the limiting
structure NG(∞) of the GAMM will be provided by the vector⎡
⎣NI0(0)
∞∏
j=0
(
1 − pI0 ,k+1(j)
)+ ∞∑
n=0
⎛
⎝{R(n) − K(n)} ∞∏
i=n+1
(
1 − pI0 ,k+1(i)
)⎞⎠
∣∣∣∣∣∣ TAd
∞
⎤
⎦
4. Numerical application
In the present section,we provide an arithmetical illustration of the preceding results by employing
hypothetical data considered to be representative of the type of data found extensively in manpower
planning literature.
Suppose that a ﬁrm has two grades, one training class and one personnel’s inventory class. Let the
transition probability matrices for the internal system be
PA(0) =
⎛
⎝0.70 0.00 0.300.05 0.80 0.04
0.00 0.01 0.85
⎞
⎠ PA(1) =
⎛
⎝0.65 0.00 0.250.10 0.75 0.03
0.00 0.03 0.87
⎞
⎠
PA(2) =
⎛
⎝0.55 0.00 0.400.15 0.70 0.02
0.00 0.02 0.89
⎞
⎠ PA(t) =
⎛
⎝0.60 0.00 0.350.20 0.70 0.01
0.00 0.01 0.90
⎞
⎠ , t  3
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Assume also that the corresponding sequences of the internal recruitment vectors and the condi-
tional trainees’ distribution vectors are
pA0(0) = [0.00 0.45 0.30] pI0 ,S(0) = [0.00 0.95 0.05]
pA0(1) = [0.00 0.42 0.25] pI0 ,S(1) = [0.00 0.92 0.08]
pA0(2) = [0.00 0.40 0.20] pI0 ,S(2) = [0.00 0.90 0.10]
pA0(t) = [0.00 0.40 0.10], t  3 pI0 ,S(t) = [0.00 0.85 0.15], t  3
The sequence of the magnitude of the internal system is
TA(0) = 510, TA(1) = 550, TA(2) = 580 and TA(t) = 600 for t  3.
Last, we presume that the initial structure of the persons in the ﬁrm is
NG(0) = [NI0(0)| NI1(0) N1(0) N2(0)] = [100| 48 312 150]
Obviously,
limt→∞ PA(t)=
⎛
⎝0.60 0.00 0.350.20 0.70 0.01
0.00 0.01 0.90
⎞
⎠, limt→∞ pA0(t)=[0.00 0.40 0.10], limt→∞ pI0 ,S(t)
= [0.00 0.85 0.15] and limt→∞ TA(t) = 600 and thus, in accordance with the results of Sec-
tion 3, it will be D =
⎛
⎝0.6 0.04125 0.358750.2 0.77425 0.02575
0.0 0.08425 0.91575
⎞
⎠ and d∞ = [0.127074 0.254148 0.618778].
Remember thatd∞ is the stochastic left eigenvector ofD, corresponding to eigenvalue 1 of the stochas-
tic matrix D [18]. As a consequence, the limiting structure of the internal system limt→∞ NA(t) =
TAd
∞ = [76.244 152.489 371.267] and the limiting expected number of individuals of I0 being
absorbed by the internal system equals limt→∞ K(t) = K = TApI0 ,Sd∞p′A·k+1 = TA(1 − pA01′)
× d∞(1 − PA1′)′ = 25.4751.
Consider now, two cases:
Case I. R(t) = 50 + 25/2t and pI0 ,k+1(t) = 1/3 − 1/3t .
The requirementsofCorollary21aremet, and thus the limitingvalueK shouldequalTApI0 ,Sd
∞p′A·k+1= 25.4751 and the structure of the ﬁrm ought to converge to
NG(∞)=
[
R−K
pI0 ,k+1
∣∣∣∣ TAd∞
]
=
[(
50−25.4751
1/3
)∣∣∣ 76.2443 152.489 371.267]
= [73.5747| 76.2443 152.489 371.267] (36)
By applying Eqs. (2) and (3) for t = 100 timeunits,we obtain Table 1 depicting at certain timepoints
the structureof theﬁrmNG(t), thenumberofpersonsK(t) the internal systemrequires fromperson-
nel’s inventory class, and the differenceNI0(t)(1 − pI0 ,k+1(t)) − {NA(t)p′A·k+1(t) + TA(t)}pI0 ,S(t)
checking at each time whether restraint (4) is satisﬁed or not. We indicate with bold notation the
time pertinent sequences reach their limit.
As we can see from Table 1, the structure of the ﬁrm, after time point t = 40, coincides with the
theoretical limiting structure of (36). Moreover, K(t) equals K = 25.4751 as time reaches the 27th
step which is in agreement with the theoretical result of Lemma 19. Finally, constraint (4) is not
violated, due to fact that NI0(t)(1 − pI0 ,k+1(t)) − K(t) 0 at every time point of the illustration.
Case II. R(t) = 25.4751 + 40(1/2)t and pI0 ,k+1(t) = (1/3)t
(∑∞
t=0 pI0 ,k+1(t) < ∞
)
.
Evidently, the hypothesis of the geometrical rate of convergence in Proposition 24 is satisﬁed, since
the convergence of the relevant sequences is succeeded in four steps. Hence, taking into account
the form of R(t) and pI0 ,k+1(t), we may easily infer that the suppositions of Corollary 30 are met,
and therefore the structure of the ﬁrm should converge. As before, the description of the evolution
of the ﬁrm’s structure is accomplished through Eqs. (2) and (3) for t = 100 steps. The results of the
application are depicted in Table 2, in which is employed the same notation as in Table 1.
Apparently, from Table 2 we obtain that
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Table 1
Illustration of the evolution of a GAMM represented by the ﬁrst case of the numerical application.
Time t Structures K(t) NI0 (t)(1 − pI0 ,k+1(t)) − K(t)
NG(t) = [NI0 (t) |NI1 (t) N1(t) N2(t)]
2 [250.1970 | 63.6432 309.088 207.269] 32.8071 161.7900
4 [181.1880 | 105.3880 242.211 252.401] 24.8922 98.1368
6 [126.4300 | 109.6340 192.817 297.549] 24.8073 59.6530
8 [98.6949 | 98.3822 169.490 332.128] 25.0324 40.7793
10 [85.4966 | 88.4100 159.209 352.381] 25.2318 31.7674
12 [79.2383 | 82.2532 154.956 362.791] 25.3549 27.4707
14 [76.2612 | 78.9923 153.309 367.399] 25.4202 25.4207
16 [74.8434 | 77.4215 152.720 369.859] 25.4516 24.4440
18 [74.1697 | 76.7176 152.531 370.751] 25.4656 23.9808
20 [73.8514 | 76.4216 152.482 371.096] 25.4716 23.7627
22 [73.7022 | 76.3050 152.476 371.219] 25.4739 23.6609
24 [73.6328 | 76.2624 152.479 371.258] 25.4748 23.6138
26 [73.6009 | 76.2483 152.483 371.268] 25.4750 23.5923
27 [73.5923 | 76.2456 152.485 371.270] 25.4751 23.5864
30 [73.5799 | 76.2436 152.487 371.269] 25.4751 23.5781
32 [73.5770 | 76.2438 152.488 371.268] 25.4751 23.5762
34 [73.5757 | 76.2440 152.488 371.268] 25.4751 23.5753
36 [73.5751 | 76.2442 152.489 371.267] 25.4751 23.5749
38 [73.5748 | 76.2443 152.489 371.267] 25.4751 23.5748
t  40 [73.5747 | 76.2443 152.489 371.267] 25.4751 23.5747
NI0(0)
∞∏
j=0
(
1 − pI0 ,k+1(j)
)+ ∞∑
n=0
⎛
⎝{R(n) − K(n)} ∞∏
i=n+1
(
1 − pI0 ,k+1(i)
)⎞⎠≈52.78
As a consequence the results of Table 2 concerning the asymptotic behavior of the ﬁrm in the
second case, accord with these of Corollary 30. Last but not least, notice that restriction (4) was not
overcome.
5. Conclusions and further research
In the current paper, we employed an enhanced hierarchical manpower planning model, called
GAMM [12] to study its asymptotic behavior. The motivation for the utilization of this model lied in
the fact that it incorporates situations concerning not only the tendency of the employees to attend
seminar courses so as to improve their career prospects and get promoted, but also the organizations’
intention to avoid circumstances associated with the unavailability of skilled individuals for hiring.
After providing shortly the parameters describing GAMM, we investigated its limiting behavior under
certain manpower planning strategies. As the current economic environment is eternal changing and
the future needs for employees is rather unpredictable, it rational to assume that the manager of the
company will keep the model parameters unchanged. Thus, a ﬁrst step in forecasting is to study what
will happenwith the personnel structure if the current trends continue. In this context, we delineated
two sets of conditions under which the limiting population structure of the GAMM existed and was
stipulated.
Then, the manpower planner is in position to assess the information associated with the long term
effects of particular policies drawn fromthe studyof the system’s limitingbehavior, and in combination
with a wider range of quantitive and qualitive factors, conclude in the most prudent decisions about
meeting the desired needs of the system.
An area of extension of this research might consider the examination of the asymptotic behavior
of the GAMM in the case when the Markov chain of the internal system PA(t) is periodic or cyclic, as
well as in the case when the limit of R(t) takes different values from the ones studied in this paper.
Another extensionmight deal with the formulation of a model, analogous to GAMM, via the use of the
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Table 2
Illustration of the evolution of a GAMM represented by the second case of the numerical application.
Time point t Structures K(t) NI0 (t)(1 − pI0 ,k+1(t)) − K(t)
NG(t) = [NI0 (t) |NI1 (t) N1(t) N2(t)]
5 [47.0954 | 111.6751 213.144 275.181] 24.7665 22.1351
10 [51.9379 | 88.4100 159.209 352.381] 25.2318 26.7052
15 [52.6855 | 78.0571 152.936 369.007] 25.4389 27.2466
20 [52.7780 | 76.4216 152.482 371.096] 25.4716 27.3064
27 [52.7861 | 76.2456 152.485 371.270] 25.4751 27.3110
30 [52.7861 | 76.2436 152.487 371.269] 25.4751 27.3110
38 [52.7859 | 76.2443 152.489 371.267] 25.4751 27.3108
40 [52.7859 | 76.2443 152.489 371.267] 25.4751 27.3108
45 [52.7858 | 76.2443 152.489 371.267] 25.4751 27.3107
50 [52.7857 | 76.2443 152.489 371.267] 25.4751 27.3106
55 [52.7857 | 76.2443 152.489 371.267] 25.4751 27.3106
60 [52.7856 | 76.2443 152.489 371.267] 25.4751 27.3105
65 [52.7855 | 76.2443 152.489 371.267] 25.4751 27.3104
70 [52.7855 | 76.2443 152.489 371.267] 25.4751 27.3104
75 [52.7854 | 76.2443 152.489 371.267] 25.4751 27.3103
80 [52.7854 | 76.2443 152.489 371.267] 25.4751 27.3102
85 [52.7853 | 76.2443 152.489 371.267] 25.4751 27.3102
90 [52.7852 | 76.2443 152.489 371.267] 25.4751 27.3101
95 [52.7852 | 76.2443 152.489 371.267] 25.4751 27.3100
100 [52.7851 | 76.2443 152.489 371.267] 25.4751 27.3100
embedded Semi-Markov chain, instead of theMarkov one. In such a case, the distribution of the length
of stay of an individual in a class will not be restricted to the geometric as in the Markov models.
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