In recent literature, a new class of unbiased Monte Carlo estimators have been proposed, which is based on truncating and weighting a telescopic representation of the expectation of a functional of the stochastic process at an independent random level. The generality of the method lies in that it can translate any sequence of asymptotically unbiased estimators into a truly unbiased estimator. However, since any independent truncation level can lead to an unbiased estimator, its optimal choice is crucial for the successful implementation of this unbiased Monte Carlo method in financial engineering applications. We develop a novel efficient algorithm to locate the optimal distribution of the random truncation level in general, which
Introduction
The Monte-Carlo simulation method has been widely applied in the generation of random objects including stochastic processes, and it has been successful in solving financial engineering problems that arise in practice. Examples range from the equity market (see Broadie and Kaya (2006) ) and the fixed-income market (see Glasserman and Zhao (2000) ) to the credit derivatives market (see Glasserman et al. (2008) ). For a survey of a wide range of applications of Monte Carlo methods in financial engineering, please refer to Glasserman (2013) and the references therein.
In the setting of diffusion processes modeled through stochastic differential equations (SDEs), the samples of the random object are usually challenging to be generated exactly, thus one usually resorts to the approximation of the target random object. A popular approximation procedure is based on the discretization of the time space, and the resulting numerical schemes are referred to as the time-stepping schemes (see Kloeden and Platen (2013) ), e.g., Euler scheme, Milstein scheme, etc. Recently, Cui et al. (2018b) introduced an alternative computational scheme based on discretizing the state space of the process while preserving the continuity in time, and they utilize the continuous-time Markov chains (CTMCs) to facilitate the simulation. These two distinct types of approximating schemes have one commonality: they introduce bias into the simulation scheme, which is challenging to quantify and control.
Whenever possible, it is desirable to obtain unbiased estimators with finite variance, as they enjoy many desirable theoretical properties including but not limited to the recovery of the canonical square root convergence rate (see Glynn and Whitt (1992) ). We quote the following from the first paragraph of Liu and Brown (1993) : "Unbiasedness has always been one of the most popular criteria for an estimator to be reasonably good in many studies (either in an asymptotic sense or in the finite sample case)."
Unbiasedness is also important in financial engineering applications, and has attracted significant recent efforts in the literature, e.g. in the simulation of asset prices when they follow (jump) diffusion processes or stochastic (local) volatility models (see, e.g., Broadie and Kaya (2006) ; Chen and Huang (2013) ; Giesecke and Smelov (2013) ; Kang et al. (2017) ; Cai et al. (2017) ; Kang and Lee (2019) ; ), and also in the simulation of default times (see, e.g., Giesecke et al. (2011b,a) ; Zhao (2013, 2017) ; ), where there have been significant efforts in the literature seeking for unbiased simulations or methods to reduce the bias.
In previous literature, unbiased estimators are mostly obtained in a case by case setting, and there seems no unified approach to systematically obtain unbiased estimators. Responding to this challenge, there is a recent breakthrough in a seminal paper Rhee and Glynn (2015) , where the authors propose a novel randomization idea, which constructs an unbiased estimator based on random truncating and weighting of a telescopic representation of the quantity that needs to be estimated. Such a class of unbiased estimator is constructed based on a finite but random sample size, and this feature distinguishes it from traditional unbiased estimators in classical statistics, which are based on a finite and deterministic sample size.
More specifically, Rhee and Glynn (2015) consider the problem of estimating the parameter α := E [f (X)], where X = (X (t) : t 0) is the solution to the SDE dX (t) = µ (X (t)) dt + σ (X (t)) dB (t) ,
where B (t) is an l-dimensional standard Brownian motion, and µ : it is challenging to generate X exactly and one often chooses to approximate X using the Euler discretization:
X h ((j + 1) h) = X h (jh) + µ (X h (jh)) + σ (X h (jh)) (B ((j + 1) h) − B (jh)) ,
where X h (·) is defined at equi-distant time intervals: 0, h, 2h, . . .. Then f (X h ) is a proposed estimator of α, and f (X h ) − f (X) 2 → 0 as h → 0, where the L 2 -norm is defined as
In most situations, f (X h ) is a biased estimator of α within a finite sample setting, although it is asymptotically unbiased from classical statistics theory. In the finite sample case relevant to practice, one may consider some debiasing techniques, however, it is hard to completely eliminate the bias except in some very special cases. Note that the proposed class of estimators in Rhee and Glynn (2015) are all unbiased for any independent random truncation level, and also that they are different merely through the different randomization level applied, thus the natural question arises:
"What is the optimal truncation level for each specific problem at hand? " This question has been addressed in details in Section 3 on page 1031 of Rhee and Glynn (2015) .
One of the main results of Rhee and Glynn (2015) is Theorem 3 on page 1033, which reduces the problem of finding the optimal truncation level to that of solving a "combinatorial problem".
That is, they need to find a certain sequence {J * m }, and a corresponding dynamical programming algorithm is proposed for achieving such a task (see their Algorithm 1 on page 1033). The algorithm and denote the positive integers upon which the optimal distribution for N is supported. Similarly,
is the optimal "m-truncated" sequence. Readers can refer to pages 1032 and 1033 of Rhee and Glynn (2015) .) Furthermore, we extend our algorithm to be applicable to a related (convex) optimization problem that arises in contextual areas in operations research, and more specifically, to the "optimal reorder interval problems" arising in supply chain and production management.
Related Literature. The approach of constructing a coupled-sum unbiased Monte Carlo estimator was first introduced around the same time independently by McLeish (2011) and Rhee and Glynn (2012) , where McLeish (2011) considered the coupled-sum estimator in general and did not focus on the SDE applications as Rhee and Glynn (2015) did. Furthermore, in the paper of Rhee and Glynn (2015) , the authors additionally introduced the single-term estimator and the independentsum estimator. They explicitly compute the second moments for these three types of estimators and provide sufficient conditions for the sum-type estimators (i.e., the coupled-sum estimators and the independent-sum estimators) to converge in L 2 . Besides that, Rhee and Glynn (2015) demonstrate that these types of unbiased estimators achieve the canonical square root convergence rate (see Glynn and Whitt (1992) ), as any unbiased Monte Carlo estimator will do. They propose a dynamic programming algorithm to find the optimal distribution for the truncation time N in O m 3 operations for the coupled-sum estimators.
There is a closely related literature on the multilevel Monte Carlo (MLMC) method, which is quite similar to the "debiased Monte Carlo" method; see Giles (2008 Giles ( , 2015 and references therein.
Essentially, the debiased Monte Carlo method can be thought of as a randomized generalization of the multilevel Monte Carlo method. In Vihola (2017), the author studied the debiasing technique from the perspective of multilevel Monte Carlo, and summarized the three types of unbiased estimators into the form of a generalized estimator. Additionally, the author proposed some new unbiased estimators using different sampling techniques, i.e., stratified sampling, residual sampling and systematic sampling (or stochastic universal sampling). Recently, there is a study on theoretical properties of the debiased multi-level Monte Carlo (debiased MLMC); see notably Zheng et al.
(2016), where they developed related central limit theorem (CLT) results.
In this paper, we focus on the application of the randomized unbiased Monte Carlo method to the setting of simulations from an SDE, which is in line with the original application proposed in Rhee and Glynn (2015) . A related work Cui et al. (2018a) consider the determination of the optimal randomized truncation level in the problem of estimating the expected infinite-horizon cumulative discounted costs (see Fox and Glynn (1989) ). The two optimization problems are corresponding to different contexts and their solution methodologies are completely different.
The problem of finding the optimal randomized truncation level can be cast as minimizing the variance of averaged i.i.d. replications of estimators under a certain computational budget. It can be formulated as minimizing the product of the variance of the estimator and the expected computational effort for generating each replication of the estimator (see Rhee and Glynn (2015) ; Glynn and Whitt (1992) ), which is an infinite-dimensional functional optimization problem with monotonicity constraints. After reformulation, we observe that such a problem is closely related to the class of optimization problems arising in the economic reorder interval problem, which originates from the classic Harris' economic order quantity problem for supply chain and inventory management. For related references, please refer to the book Muckstadt and Roundy (1993) . We reveal that there is a connection between the optimization problem arising in the economic lot sizing application and that of Rhee and Glynn (2015) . Thus the algorithm proposed in this paper can be applicable to both classes of problems, which arise in contextual areas in operations research, in a unified fashion.
Contribution. The contributions of the paper are two-fold:
1. The optimal choice of the random truncation level lies at the heart of successful application of the unbiased Monte Carlo method. We address an open problem posted in Rhee and Glynn (2015) , and provide an efficient optimization algorithm to search for the optimal random truncation level. Our proposed algorithm has a complexity of O(m), which improves upon the currently available algorithm with a complexity of O(m 3 ).
2. We generalize the proposed algorithm to handle a class of separable convex optimization problems with monotonicity constraints, which arise in supply chain management. This provides new insights into the classical optimal reorder interval problem (see Muckstadt and Roundy (1993) ), and our numerical experiments illustrate its superior performance over the existing alternative methods based on built-in solvers of standard mathematical softwares (e.g., MATLAB).
Organization. The remaining of the paper is organized as follows. In Section 2, we propose a new algorithm for finding the distribution of the optimal random truncation level, and establish the convergence and optimality of the algorithm. We also demonstrate its application to the economic reorder interval problem arising in supply chain management. Section 3 presents numerical examples that compare our algorithm with that of Rhee and Glynn (2015) and also other benchmark methods including the built-in solver in MATLAB. In particular, we show that our proposed algorithm significantly improves the existing algorithm. Section 4 concludes the paper with discussions of future research directions. Technical proofs are collected in the Appendix A.
2 New algorithm for optimal distribution of the randomized truncation level
In this section, we address the open problem mentioned in Rhee and Glynn (2015) , which is related to finding the optimal randomized truncation level. In doing so, we propose a new algorithm and establish the optimality and convergence of the algorithm.
For the convenience of comparison, we adopt the same notations as in Rhee and Glynn (2015) .
Denote Y n as a sequence of L 2 approximation for some square integrable random variable Y , i.e., Y n − Y 2 → 0 as n → ∞. We also denote ∆ n := Y n − Y n−1 for n 0 with Y −1 := 0. Rhee and Glynn (2015) provides the coupled sum estimatorZ defined as
where N is a finite-valued nonnegative integer random variable with P (N n) > 0 for n 0.
the coupled sum estimatorZ is an element of L 2 , is an unbiased estimator of α := EY , and
; see Theorem 1 of Rhee and Glynn (2015) . Now, we focus on the problem of finding the distribution of the optimal randomized truncation level N , which Rhee and Glynn (2015) studied. Consider the computational effort for generating the estimatorZ. Suppose we need to generate Y n , then we need to simulate X 2 −n first, which takes the number of steps 2 n . Since when N = n,Z = n k=1
. . , Y n , and the expectation of the number of steps for simulatingZ is given
which can be interpreted as the total number of steps needed for generating the replications of Z, let Γ (c) be the number of replications ofZ, then Γ (c) ∼
. Thus our goal is to minimize the variance of the average of the Γ (c) replications ofZ under the given computational budget c, where the variance is given by
Hence our objective to minimize is Var Z ∞ n=0 2 n P (N n), where
One can refer to Rhee and Glynn (2015) and Glynn and Whitt (1992) for the formal definitions and proofs.
Lett n denote an expected incremental effort required to calculate Y n , wheret n = O (2 n ) in this case, and also letβ 0 :=v 0 − α 2 ,β n :=v n , andF n := P (N n). The problem (16) in Rhee and
Glynn (2015) for finding the distribution of the optimal randomized truncation level N is given by minimizing the product of the variance ofZ and the expected effort for generating each replication ofZ:
, for all i 0,
whereβ n ,t n 0. In practice, instead of designing an algorithm for an infinite dimensional problem (i.e., n = 0, 1, . . .), we consider the following m-truncated problem (i.e., n = 0, 1, . . . , m):
The main idea is: we will (a) relax the original Problem (P1); (b) solve the relaxed problem; and (c) use the solution back to the original optimization problem.
First, we consider the following relaxed version of Problem (P1), which is denoted as Problem
We will show later in Section 2.1 that to solve (P1), it indeed suffices to solve the relaxed problem (PR1).
Second, by setting m n=0t nFn = a, we obtain an equivalent problem through conditioning:
where the admissible set is given by X 0 := F :
These two problems are equivalent in the following sense. DenoteF (1) := F (1) 0 , . . . ,F
(1) m as the solution for (PR1), and F (2) , a (2) as the solution for (PR1b), whereF
m .
Since
. We also note thatF (2) is feasible for (PR1), and thenḡ
(1) n is optimal for (PR1b), andF (2) is optimal for (PR1).
Third, we denote the sub-problem of (PR1b) as the Problem (PR2) below:
and its Lagrangian is given by
Since the objective function is convex and the feasible set is a convex set, the Problem (PR2) is convex. If there exists a pair F * , µ * such that it is the saddle point of the Lagrangian, i.e. for
then (F * , µ * ) satisfies the first order optimality conditions (see Ruszczyński (2006) ), which means thatF * is a global minimum of the Problem (PR2).
Its dual function is given by
and its saddle point can be found by solving the dual problem max µ∈R L D (µ). However, note that when µ 0, Lagrangian is a decreasing function ofF n , and then we can multiply any feasibleF by a large number and let the number go to infinity. This means that for
i.e. the dual problem is infeasible under µ < 0, and for µ = 0 we have L D (µ) = 0. In both cases we cannot find a saddle point sinceF * goes to positive infinity, therefore, we shall restrict to the situation that µ > 0 and focus on solving the following sub-problem of the dual formulation:
Our solution strategy is thus to focus on characterizing the optimal solution to Problem (D1), and then link the solutions back to the original optimization problems step by step.
Remark 2.1. Note that the Problem (D1) has a similar structure as the optimal reorder interval problem of a serial system. More precisely, the problem in (Muckstadt and Roundy, 1993, pg.69) can be reduced to the following form:
where
2 λ i h i , and λ i > 0 is a demand rate, h i > 0 is an inventory holding cost for one year, and N (G) denotes the set of nodes in the directed graph G representing the production and distribution system. It is clear that the objective function is continuous and strictly convex, and there is also a monotonicity constraint.
Before we proceed to solve the optimization Problem (D1) (or equivalently (D2)), we first show that it is possible to generalize the objective function to be a summation of convex functions. Then we shall solve this generalized optimization problem first and then restrict it to the case of Problem (D1) to obtain the optimal solution. In the Appendix B, we consider a further generalization of the optimization problem with the constraint being the summation of convex and linear functions.
Generalization of the objective function
For a fixed non-degenerate interval I ⊆ R, suppose f n is convex and differentiable on I, for any 0 n m. Consider the optimization problem:
Note that the challenge in the optimization problem above lies in the constraint x n x n+1 , n = 0, . . . , m − 1. Without this constraint, it is clear that the optimizers for the unconstrained optimization problem are given bŷ
Ifx 0 x 1 · · · x m , then they coincide with the true optimizers for the constrained optimization problem (D). Therefore, the main challenge is to find the solution to the case such that for some n ∈ {0, . . . , m − 1},x n <x n+1 . For the sub-problem with two variables:
such thatx n <x n+1 , if we impose x n = x n+1 , then the solution is x * n = x * n+1 = x * , where x * is the solution of the one dimensional problem:
It motivates us to solve the sub-problems by solving the corresponding one dimensional problem, when the constraints are violated as we solve it independently.
We first define the sub-problems of the Problem (D) in the following way.
Definition 2.1. For 0 s t m, the restricted problem (of Problem (D)) from s to t is formulated as:
x n ∈ I, n = s, . . . , t.
The following lemma and proposition will be useful in the later proof.
Lemma 2.1. Suppose f n is differentiable in the interval I. If there exist V 1 , V 2 ∈ I such that
Proposition 2.1. Suppose f n is convex and differentiable in the interval I for any n. If the solution of the restricted problem from s to t is given by x n = V 1 ∈ I, n = s, . . . , t, and the solution of the restricted problem from t + 1 to l is given by x n = V 2 ∈ I, n = t + 1, . . . , l, where V 1 V 2 and
The solution of the restricted problem from s to l is given by x n =Ṽ , n = s, . . . , l.
Suppose one can identify the optimal solutions to two consecutive restricted optimization problems on the set {s, . . . , t} and the set {t + 1, . . . , l}, where the solutions are identical within each set, and the solutions are non-decreasing. Then, the main implication of Proposition 2.1 is that one can also solve the optimization problem restricted to the union of the two sets, i.e. {s, . . . , l} = {s, . . . , t} ∪ {t + 1, . . . , l} by restricting the solution to be identical within the set {s, . . . , l}.
Given the above preparations, we are in a position to propose the following Algorithm 1 (summarized in Figure 1 below) . The next main result (Theorem 2.1) justifies that Algorithm 1 indeed yields the optimal solution to Problem (D), and also establishes the exact complexity of the algorithm. This is the main result of the paper. 
Also, L 0 = 0, R K = m, where K is the last index of the sets, and V k is the value of the k-th set,
. . , R k ) being the optimal solution of the following problem:
x n ∈ I, n = 1, . . . , m.
Then we can find adjacent sets such that V k V k+1 , and merge them as {L k , . . . , R k } ← {L k , . . . , R k+1 } := {L k , . . . , R k } ∪ {L k+1 , . . . , R k+1 }. In this way, the number of sets K + 1 decreases until the sequence {V k } becomes a strictly decreasing sequence, thus the monotonicity constraint is satisfied.
Theorem 2.1. Assume f n is convex and differentiable in interval I for any 0 n m.
• (Optimality) If for any 0 n m there exists V n ∈ I such that f n (V n ) = 0. Then, Algorithm 1 yields the global optimal solution for the Problem (D).
• (Complexity) The Algorithm 1 takes finitely many steps to converge. More precisely, the time complexity of the Algorithm 1 is O(mI), where I is the arithmetic operations in searching each V k .
It is also possible to generalize Problem (D) the constraints to summation of convex and linear functions, for the generalization of the constraint, one can refer to Appendix B.
Solution to Problem (P1)
With the above discussions of the generalized optimization problem, we propose the following Algorithm 2 to solve the optimization Problem (D1).
The next result establishes that Algorithm 2 indeed yields the optimal solution to the Problem (D1).
Theorem 2.2. Ifβ n andt n are positive for all n, then the global solution of the Problem (D1) exists and is obtained by Algorithm 2. Furthermore, Algorithm 2 has a total complexity of O(m). Corollary 2.1. The optimal solution of the Problem (D1) has the following form:
where L k , R k and V k are given by Algorithm 2.
Corollary 2.2. Suppose there exists µ * > 0 such that the output of Algorithm 2F * (µ * ) is feasible for the Problem (PR2). Then F * , µ * is a saddle point of the Lagrangian of the Problem (PR2), andF * is a global optimal solution of the Problem (PR2). By setting µ > 0 as one of the input of Algorithm 2,F * has the following form:
Since the order of V k and V k+1 is independent of µ for any k (i.e., V * k V * k+1 if and only if
, it forces the test sentence "if V k V k+1 " to yield the same output in each iteration.
Followed by the induction principle, the final L k and R k are unchanged when we apply any µ > 0.
Thus we can substituteF * back into the constraint and solve for µ * ,
from which
This ensures the existence of µ * . Combined with Corollary 2.2, we have the existence of the optimal solutionF * for Problem (PR2).
Lastly, we shall connect the solution of the relaxed Problem (PR2) to that of the original Problem (P1) in the following result.
Theorem 2.3. The solution of the Problem (P1) is given bȳ
whereF is the output of Algorithm 2 for any µ > 0.
The above result presents the final solution to Problem (P1), which is the m-truncated problem considered in Rhee and Glynn (2015) . From Theorem 2.2, the Algorithm 2 has a complexity of O(m), which significantly improves existing results in the literature. Furthermore, the output L = (L k : L k ∈ {0, . . . , m}) is exactly the optimal "m-truncated" sequence J * m = (i * k : i * k ∈ {0, . . . , m}), and thus it is a solution to the open problem. Section 3 presents numerical experiments confirming this finding.
Numerical Comparison
In this section, we compare the algorithm "optimalJ" introduced in Rhee and Glynn (2015) with the Algorithm "optimalP" (see Algorithm 2) proposed in this paper. We also generalize Algorithm 2 to solve other separable convex objective functions (e.g., the Problem (D2), that arises in supply chain management), and carry out corresponding numerical experiments to illustrate its superior performance to the built-in solver in MATLAB.
First, we compare the two algorithms "optimalJ" and "optimalP" under the optimization Problem (P1). Recall that (P1) is the m-truncated problem for determining the optimal distribution of N for the coupled-sum estimators. In Rhee and Glynn (2015) Also recall that at each level n, the number of time steps for generating Y n is 2 n , so that the computational cost is set as t n = 2 n for optimization.
Since generating samples of Y n is time consuming especially when n is large, in order to compare these algorithms under various parameter settings, we choose to simulateβ n ,t n from a uniform distribution on [0, 1], and take m ranging from 5 to 100 with an incremental step size of 5. Furthermore, at each step, we compute the average of 100 computational times from the corresponding replications; see the left panel of Figure 3 .
We report the CPU times of both algorithms and their ratios in Table 1 . Observe that the computational times, as measure in CPU times, of Algorithm 2 "optimalP" is much smaller and close to 0, as compared to those of "optimalJ" algorithm in Rhee and Glynn (2015) .
We further examine the complexity of the Algorithm 2 in m; we increase m from 100 to 10,000
(with an incremental step size of 100), and plot the average of computational times from 1,000 numerical experiments. The right panel of Figure 3 shows that the growth rate of the computational time is roughly linear in m.
Remark 3.1. From Table 1 , it can be observed that our proposed algorithm has a uniformly small computational time when m increases. Also note that the relative efficiency of our algorithm to the Algorithm "optimalJ" in Rhee and Glynn (2015) , which is reported in the third column, is increasing as m increases.
Next, we examine the application of the algorithm in the contextual area of supply chain management, and more specifically to the optimal reorder interval problem as described in Problem (D2). We compare the Algorithm 1 "optimalX" with the MATLAB built-in function "fmincon", for which the associated gradients are specified by MATLAB, and also compare with the "fmincon" function under the user-supplied gradient. (For some optimization problems, such as this, it is possible to calculate the gradient function in closed-form, and such information can be coded/supplied to the "fmincon" function, which yields a computational performance improvement.) Similar as before, we assume K i , g i follow the uniform distribution on [0, 1], and let n range from 5 to 100 (with an increment of 5). The left panel of Figure 4 plots the average of 100 computational times. Notice that "optimalX" outperforms the built-in function "fmincon" with MATLAB-generated gradient, and the "fmincon" with the user-supplied gradient. Under the same parameter setting, we further investigate the associated complexity by increasing n from 100 to 10,000, which is displayed on the right panel of Figure 4 .
Lastly, we consider the optimization Problem (D3) in Appendix B and conduct similar performance comparison. The left panel of Figure 5 illustrates a superior performance of Algorithm 1 "optimalX" to the MATLAB built-in functions "fmincon" with MATLAB-generated gradient, and also to the "fmincon" with user-supplied gradient (that is, the gradient function can be found in closedform in this case). The numerical experiments are under the setting:
and n ranges from 5 to 100 (with incremental size 5). We further test the computational complexity by increasing n from 100 to 10,000 (with incremental size 100). The right panel of Figure 5 displays that their computational times grow roughly linearly in n.
Conclusion and Future Research
We propose a new algorithm for finding the optimal randomized truncation level, which is highly efficient in the practical implementation of the unbiased Monte Carlo algorithm. The proposed algorithm is shown to have a significantly reduced complexity than that in Rhee and Glynn (2015) .
The proposed algorithm is also applied to contextual problems in economic reorder interval problems arising in supply chain management, and is shown to be much more efficient when compared to the built-in solvers of MATLAB.
There is a well-developed theory on unbiased estimation of sensitivity of performance functions 
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A Technical Proofs
A.1 Proof of Lemma 2.1
Proof. Since f n is differentiable, then t n=s f n exists for any s and t in I, and we have 
A.2 Proof of Proposition 2.1
Proof. By Lemma 2.1, there exists V 1 Ṽ V 2 such that l n=s f n (Ṽ ) = 0. Then we can form the Lagrangian of the restricted problem from s to t as
Since the constraints are linear, by the first order optimality condition, there exists λ 1
Similarly for the restricted problem from t + 1 to l, there exists λ 2
SinceṼ satisfies the first order optimality condition of the one dimensional problem
we can rewrite it into
ThenṼ satisfies the first order optimality condition for this problem, and
. . , l, by comparing these optimal conditions, we have
Summing up the first j inequalities, where j = 1, . . . , t − s + 1, we have λ 1 n λ n , n = s, . . . , t − 1,λ t 0.
Summing up the last j inequalities, where j = 1, . . . , l − t, we havẽ λ n λ 2 n , n = t + 1, . . . , l − 1,λ t 0.
Thenλ n 0, n = s, . . . , l − 1.
Note that the first order optimality condition for the restricted problem from s to l is given by
x n x n+1 , λ n 0, n = s, . . . , l − 1,
If we set x n =Ṽ , n = s, . . . , l, λ n =λ n , n = s, . . . , l − 1, then the first order optimality condition is satisfied, and by the convexity of the problem, it is also the global optimal solution. This completes the proof.
A.3 Proof of Theorem 2.1
Proof. (Optimality):
Since the algorithm solves the restricted problem from L n to R n , where L n = R n = n, n = 0, . . . , m,
by Proposition 2.1, the optimality of the restricted problem from L k to R k holds for any k at the end of each iteration. Thus the algorithm solves the relaxed problem:
x n ∈ I, n = 0, . . . , m.
Since the algorithm finishes when V 1 > V 2 > · · · > V K , where K is the last index of V , it also satisfies the constraint of Problem (D), and thus optimal.
(Complexity):
Let K be the last index of V , and d the distance from the current index k to the last index K, i.e.,
In each step at the "while" loop, we take one of the two possible actions:
The algorithm finishes when d = 0, K 0, and at the initial state we have d = K = m. Thus the total number of steps is the summation of these two actions, so it must be between m and 2m.
Then the total complexity is O(m) times the complexity in searching each V k . This completes the proof.
A.4 Proof of Theorem 2.2
Proof. If we set f i =β
+ µt iFi in Algorithm 1, whereβ n andt n are positive for all n, then
uniquely exists in I = R + , and it reduces to Algorithm 2. By Theorem 2.1, Algorithm 2 yields a global optimal solution for Problem (D1), and the time complexity of Algorithm 2 is O (mI), where I is the arithmetic operations in searching each V k .
To achieve the total complexity O(m), we need to argue that the number of operations for finding V k requires only a work of O(1). Notice that in the implementation we can set
, whereB i := i n=0β n ,T i := i n=0t n , i = 0, . . . , m are initialized at the beginning of the algorithm, which is indeed outside of the "while loop". Hence, we are able to guarantee that it takes an effort of O(1) for the assignment of V k . This completes the proof.
A.5 Proof of Theorem 2.3
Proof. Recall that there exists an optimal solution of Problem (PR2), which has the form
SubstitutingF * back to the equivalent formulation of Problem (PR1), and since only µ * depends on a, one can apply the change of variable from a to µ * and have
Owing to the homogeneity of the objective function, i.e.ḡ αF =ḡ F , where α is any positive real number, we can set µ * to be any positive value without changing the value of the objective function. Setting
whereF n (µ) is the output of Algorithm 2 for any µ > 0. This solution also satisfies the last constraint for the Problem (P1):F * 0 = 1, and thus solves the Problem (P1). This completes the proof.
B Generalization of the Constraint
In this appendix, we consider the optimization problem with the constraint being summation of convex and linear functions. Note that this is the most general optimization problem that we consider, and the previous optimization problems are all special cases of this Problem (G) given below.
LetX 0 := {x : x n x n+1 , n = 0, . . . , m − 1; x n ∈ I, n = 0, . . . , m} and consider:
n (x n ) , i = 0, . . . , p, and
n (x n ) , j = 0, . . . , q. Here g The corresponding Lagrangian is given by:
Then the dual function of the Lagrangian is given by:
Next we can formulate the following sub-problem within the dual function:
Suppose that we have found λ * 0, µ * ∈ R q+1 such that there exists V n ∈ I with f n (V n ) +
n (V n ) = 0 for any n = 0, . . . , m. Then from Theorem 2.1, a global solution of the Problem (GR) can be found from Algorithm 1 with x * = x * (λ * , µ * ). Furthermore, if the solution satisfies the constraints and complementary conditions, i.e.,
which implies that (x * , λ * , µ * ) is a saddle point of the Lagrangian. Since Problem (G) is convex, and the first order optimality condition is satisfied at the point, then x * is the global solution to Problem (G).
From the above arguments, it is clear that the Problem (G) reduces to finding λ * 0, µ * ∈ R q+1
such that the output of Algorithm 1 satisfies the constraints and complementary conditions. In some cases we know an explicit form of the dual function just as in Problem (PR2), and in other cases we know the active constraints before we take them into the optimization problem, which means g (i) (x * ) = b i for i = 0, . . . , p. Thus we only need to solve the system g (i) (x * (λ * , µ * )) = b i , h (j) (x * (λ * , µ * )) = c j , i = 0, . . . , p, j = 0, . . . , q, subject to λ * 0, µ * ∈ R q+1 . In cases when we can not solve for λ * , µ * explicitly, we may either need to solve the dual problem max λ 0,µ∈R q+1 L D (λ, µ) by solver or other numerical methods such as the projection method. If we apply the projection method, then in each iteration it takes the following two steps (see Ruszczyński (2006) ):
• Find x k by Algorithm 1 given λ k , µ k , i.e. x k = arg min x∈X 0 L x, λ k , µ k ;
• Update λ k , µ k by setting
where τ is the step size.
In this paper, we only consider the problems that can be solved in explicit form. We know that the output of the Algorithm 1 is x n = V k , n = L k , . . . , R k , where
n (V k )) = 0, k = 0, . . . , K. Then, the output has the following form:
(0) , n = L k , . . . , R k , k = 0, . . . , K.
Note that the challenging situation is when the structure of the optimal sets (i.e., {L k , . . . , R k }, k = 0, . . . , K) changes as the multipliers λ, µ changes. The procedures could be substantially simplified when the optimal intervals do not change for any λ 0, µ ∈ R q+1 . This will be indeed the case if the order of V k and V k+1 are independent of λ and µ, which forces the test sentence "if V k V k+1 "
in Algorithm 1 to yield the same output at each iteration. It is straightforward to check that this is indeed the case for Problem (D1).
For the purpose of illustrating the general optimization Problem (G), here we consider yet another example that has the aforementioned property, i.e., the optimal intervals are unchanged for any multipliers. α n x n = a,
whereX 0 = {x : x n x n+1 , n = 0, . . . , m − 1, x n ∈ R, n = 0, . . . , m}, and β n , α n , γ > 0. β n e −γxn + µα n x n − µa .
Here, L D (µ) = −∞ when µ < 0, and L D (µ) = 0 when µ = 0. Thus we shall restrict to the case that µ > 0.
In this example, since the objective function is strictly convex and (f n + µα n ) −1 (0) = 1 γ ln γβn αn − 1 γ ln µ exists in I = R for any µ > 0, we can explicitly write down the formula for the optimal V * k in terms of L k , R k , where x * n = V * k , L k n R k .
Suppose µ * > 0 is at the saddle point, which is unknown, and µ > 0 is the initial value we set for the Algorithm 1. Then we have
where C = 1 γ ln µ − 1 γ ln µ * is a constant. Note that the order of V k and V k+1 is independent of µ and µ * , i.e., V * k V * k+1 if and only if V k V k+1 . This implies that the optimal L k , R k are unchanged when we replace µ * with an arbitrary µ > 0. Hence the optimal solution is the solution from Algorithm 1 with µ replaced by adding some constant value to it. That constant can be calculated from the constraint, i.e., α n ln µ * = a, which implies
