Many software systems today are designed for deployment on a range of architectures. However, in formal models it is typically assumed that the architecture is known and fixed; for example, that the software is sequential or concurrent, that the communication environment is synchronous or asynchronous but ordered, etc. In order to specify and analyze models which range over different deployment scenarios, it is interesting to lift aspects of low-level deployment variability to the abstraction level of the modeling language. In this paper, we propose a technique for introducing explicit resource constraints on concurrent objects in a timed extension of Creol, a formally defined high-level object-oriented modeling language. The technique is demonstrated by examples concerning rate restrictions on communication between objects. These restrictions are compositional and non-invasive: no change to the functional parts of the model is required, and restrictions can be selectively applied to parts of the model. In fact, the rate restrictions are captured by parameters in the model, which allows timed simulations to be performed with varying rate restrictions. We demonstrate the usefulness of explicit rate restrictions on communication in the model by a case study of wireless sensor networks. In this domain, rate restrictions may be understood as an abstraction over the collision patterns of broadcast data packets. Simulation results with different rate restrictions show how the timed throughput of data to the sink node in the network varies depending on the available rates.
Introduction
Software systems today are often designed for a range of different deployment scenarios, which may even evolve over time. Examples of such systems range from operating systems which may be deployed on sequential, multicore, or distributed architectures, to sensor-based monitoring systems which may be deployed using various means of inter-sensor communication, such as wired, radio, or even acoustic communication channels. Depending on the deployment scenario, a distributed system may vary in the available processing power or memory provided to its nodes, as well as in the available bandwidth of the communication channels between nodes. In modern architectures such as cloud solutions, virtual infrastructures allow aspects of the deployment scenario to be configured to the needs of the software.
In order to model and reason about such highly configurable software systems, one cannot assume a uniform underlying architecture with given properties. Rather, it is desirable to capture this deployment variability at the abstraction level of the modeling language and subsequently to reason about the model's behavior in the context of different deployment scenarios. In this paper, we develop a general model of resource restrictions between observable time intervals in the executions of the object-oriented modeling language Creol. The restrictions are expressed inside the language itself, and are used to impose rate restrictions on the communication environment of concurrent objects in Creol. The communication environment of a Creol model is parametric in its rate restriction, which allows the rate to be set without altering the functional part of the model. Creol is a high-level executable modeling language [14, 21] based on asynchronously communicating concurrent objects. The language abstracts from specific scheduling strategies inside the concurrent objects, and from particular properties of the communication environment. Creol has a formal semantics given in rewriting logic [25] , which can be used directly as a language interpreter in the rewrite system Maude [13] . In order to observe variations in behavior depending on rate restrictions between observable time intervals in the execution, we work with a timed extension to this semantics [6] , which allows the timed behavior of Creol models to be simulated using Maude. This enables us to see the temporal effect of rate restrictions in the model, and compare the timed behavior of the model varying in rates.
We demonstrate by examples how rate restrictions in Creol models can be used to capture properties of radio-based message broadcast as well as of pointto-point communication channels. Channel-based communication concerns itself with communication between two objects, modeling e.g. a low-bandwidth connection between two hardware systems. Arrival-based restrictions describe a single component with its limits of accepting communication from anyone, capturing interference and resending in the context of radio communication.
We further show how we can simulate the system behavior, ranging over rate restrictions, using Maude as an interpreter for Creol models.
The paper is structured as follows: Section 2 introduces Timed Creol, a timed extension of the Creol modeling language and illustrates the language by an example of client server communication. Section 3 proposes a modeling pattern for resource-constrained behavior and introduces a rate restricted point-to-point communication channel for the client server example. Section 4 develops a Creol model of a bandwidth restricted wireless sensor network. Section 5 discusses related work and Section 6 concludes the paper.
Concurrent Objects in Creol
Creol is an abstract behavioral modeling language for distributed active objects, based on asynchronous method calls and processor release points. In Creol, objects conceptually have dedicated processors and live in a distributed environment with asynchronous and unordered communication between objects. Communication is between named objects by means of asynchronous method calls; these may be seen as triggers of concurrent activity, resulting in new activities (so-called processes) in the called object. This section briefly introduces Creol (for further details see, e.g., [14, 21] ). Creol objects are dynamically created instances of classes, their declared attributes are initialized to some arbitrary type-correct values. An optional init method may be used to redefine the attributes. Active behavior, triggered by an optional run method, is interleaved with passive behavior, triggered by method calls. Thus, an object has a set of processes to be executed, which stem from method activations. Among these, at most one process is active and the others are suspended on a process queue. Process scheduling is by default non-deterministic, but controlled by processor release points in a cooperative way. Creol is strongly typed: for well-typed programs, invoked methods are supported by the called object (when not null), such that formal and actual parameters match. This paper assumes that programs are well-typed. Figure 1 gives the syntax for a core subset of Timed Creol (omitting, e.g., class inheritance Statements. Assignment x := rhs, sequential composition s 1 ; s 2 , and if, skip, while, and return constructs are standard. The statement suspend unconditionally releases the processor by suspending the active process. In contrast, the guard g controls processor release in the statement await g, and consists of Boolean conditions b and return tests x? (see below). If g evaluates to false, the current process is suspended and the execution thread becomes idle. In that case, any enabled process from the pool of suspended processes may be scheduled. Explicit signaling is therefore redundant.
Expressions rhs include declared variables x, object identifiers o, Boolean expressions b, and object creation new C(e) and null. The specially reserved read-only variable this refers to the identifier of the object and now refers to the current clock value (explained below). Note that pure expressions are denoted by e and that remote access to attributes is not allowed. (The full language includes a functional expression language with standard operators for data types such as strings, integers, lists, sets, maps, and tuples. These are omitted in the core syntax, and explained when used in the examples.)
Communication in Creol is based on asynchronous method calls, denoted o!m(e), and future variables. (Local calls are written this!m(e).) After making an asynchronous call x := o!m(e), the caller may proceed with its execution without blocking on the call. Here x is a future variable, o is an object expression, and e are (data value or object) expressions. A future variable x refers to a return value which has yet to be computed. There are two operations on future variables, controlling external synchronization in Creol. First, the guard await x? suspends the active process unless a return to the call associated with x has arrived (allowing other processes in the object to be scheduled). Second, the return value is retrieved by the expression x.get, which blocks all execution in the object until the return value is available. The statement sequence x := o!m(e); v := x.get encodes a blocking call, abbreviated v := o.m(e) (often referred to as a synchronous call), whereas the statement sequence x := o!m(e); await x?; v := x.get encodes a non-blocking, preemptable call. Synchronous self-calls this.m(e) are handled specially in the semantics to avoid the trivial deadlock case.
Time. In this paper we work with an extended version of the language Creol which includes an implicit time model [6] , comparable to a system clock which updates every n milliseconds. In this extension, a datatype Time is included in the language. A value of type Time can be obtained by evaluating the expression now, which returns the current time, i.e., the value of the global clock in the current state. Time values form a total order, with the usual lessthan operator. Hence, two time values can be compared with each other, resulting in a Boolean value suitable for guards in await statements. While all other time values are constant, the result of comparing the expression now with another time value will change with the passage of time. From an object's local perspective in this model of timed behavior, the passage of time is indirectly observable via await statements, and time is advanced when no other activity may occur. Note that a global clock is not mandatory in the time model, but is employed in this work to make bandwidth measurements across objects possible. (I.e., in our case the clock models "real" time, not a physical clock that is subject to drift.) The semantics of this model of time, combined with Creol's blocking and non-blocking synchronization semantics, are powerful enough to express both activity and progress of time.
Example: Channel-Based Communication
This subsection illustrates how client-server communication may be modeled in Creol. This model will be extended to capture rate restricted communication in Sec. 3, without changing the functionality of the model. The interfaces of the client and server are given in Figure 2 (top). The getData method of the Server interface returns some data, the method authenticate of the Client interface represents an abstraction of an authentication handshake protocol (in the implementation, this would be based e.g. on a shared key, but in this model we are only concerned with the communication patterns).
The implementations of the Client and Server classes are given in Figure 2 (bottom). We see that objects of class IClient are active: upon creation they will request three packets from the server, assembling them in the client. Objects of class IServer are passive. They respond to getData calls by challenging the caller to authenticate itself, and then return a data packet. Running a simulation with one client and one server object will result in the client object containing the string "0 1 2". This section presents a technique to capture time-sensitive resource-constrained behavior. The technique consists of imposing explicit resource constraints on concurrent objects in Timed Creol. These resource constraints are expressed by a modeling pattern which extends a given model with a class that is parametric in the available resources per time interval. This class contains an active behavior which resets the consumed resources when time has advanced, captured by the run method. In the examples of this paper, we apply this technique in order to impose rate restrictions on communication between objects (see Sec. 2.1 and Sec. 4). Figure 3 depicts the class introduced by the proposed modeling pattern; the parameter resourceLimit represents the number of available resources per time interval for the restricted resource and the variable resourceUsed represents the number of resources consumed within the current time interval. The latter variable will never exceed the value of the resourceLimit parameter and it is reset to its initial value by the run method when time advances (see Fig. 3, Line 14) .
Each behavior which needs to be constrained with respect to the resource consumption is modeled by a method which checks the availability of the constrained resource by means of an await-statement (Fig. 3, Line 19) , and increments the number of consumed resources within the time interval appropriately when it proceeds (Fig. 3, Line 20) . Following this technique, it is straightforward to extend a given model with resource constraints.
We now show how the example of Sec. 2.1 may be extended using the proposed technique in order to add a rate restricted communication channel behavior. The basic idea is to model the channel using the proposed modeling pattern and to leave the original client and server objects unchanged and unaware of the rate restriction imposed on their communication. Figure 4 gives the channel class modeled using the proposed pattern, where rate limits are imposed on all communication between the client and the server. The Channel interface extends both Client and Server interfaces, since channel objects will act in both roles.
Objects of class IChannel are initialized with a parameter rate denoting the "resource limit" per time interval that the channel is prepared to handle; the variable nMessages denotes the "consumed resources" within a time interval. Here, the run method resets the channel capacity when time advances (see Fig. 4 , Line 23). The proxy methods implementing the interfaces, starting at Line 24, pass on the method call if the channel has enough capacity left in the current time interval. Otherwise, the call must wait for time to advance. Note that a proxy method is introduced for every method that is restricted by the channel (as explained above). It may sometimes be desirable to fine-tune the bandwidth consumption for the different methods; e.g., a higher bandwidth may be needed in order to transmit data than for completing an authentication handshake. This can be done easily by using the desired values in the proxy methods. Figure 5 (right) shows how to initialize the constrained model. Note that the only difference with respect to the unconstrained model (left) is in the object initialization phase, where the client is connected to the channel instead of directly to the server.
Example: Wireless Sensor Networks
This section presents an extended case study to illustrate the technique introduced in Section 3. We illustrate the effects of arrival-based communication restriction on model behavior by a model of a wireless sensor network (WSN). A typical WSN consists of a number of sensor nodes, equipped with wireless transmitters, and a sink which collects data. The sensors record some sort of data and send it towards the sink. Since wireless sensors can be very small, or deployed in inaccessible terrain, not every sensor will be able to reach the sink directly. Hence, sensors have the additional duty of routing messages from other nodes towards the sink. Wireless sensor networks use scheduling algorithms for channel access and bandwidth management, and routing algorithms for power-and bandwidth-efficient transmitting of messages.
For channel access, there are two different choices when operating on a single shared channel (e.g. multiple senders operating on the same frequency): the Time Division Multiple Access (TDMA) model and the Carrier Sense Multiple Access (CSMA) model with Collision Avoidance (CA). The CS-MA/CA scheme is somewhat simpler for ad-hoc networks, but cannot provide bounded channel access delay and guaranteed fairness, which is unacceptable for time-critical applications. The TDMA scheme, on the other hand, has (after an initial setup / negotiation phase) zero overhead and zero collision during data transmission, and can increase the efficiency of the network [12] . Using TDMA, sensor nodes share the same frequency channel and transmit in succession, each using its own time slot.
Routing of messages towards the sink may be done in many different ways to optimize for time consumption, energy consumption, number of messages sent, etc. The model in this chapter uses a very simple Flooding algorithm; a more involved WSN model in Creol implementing the AODV routing algorithm can be found in [24] .
Structure of the Model
In our model, the objects representing nodes are not directly connected to each other. Instead, each node object has a reference to a Network object which models the behavior of the transmission medium between nodes, following the idea of TDMA. This structure makes it possible to model collisions, message loss, selective retransmission, and the node topology (which nodes can be reached from each node) without local knowledge of the topology inside the node objects, by modifying the behavior of the network object. This object also implements the resource restriction pattern described in Section 3 in order to model limited bandwidth. Figure 6 shows the interfaces of both the nodes and the network. The broadcast method of the network gets called by nodes when they wish to broadcast data; the receive method of a node is called by the network with data that is broadcast by another node.
When an object of class SensorNode (see Figure 7) is generated, its run method triggers the two behaviors senseTask and routeTask. Until the sensor has made the number of sensings it is supposed to do (set via parameter maxSensings), the senseTask generates a data packet to be sent off. The sensor data, which for simplicity is just a counter, is added to the sendqueue list together with the sensor's id. The sendqueue list contains all messages waiting to be sent by the sensor. If there are elements in the sendqueue list, Figure 7 . The implementation of the sensor nodes the sensor's routeTask will broadcast the first message in the sendqueue list by a call to the broadcast method of the network object.
When a sensor receives a message from another sensor, a call to the receive method is made by the network. If the sensor has not seen this message before, it is added to the received set, and queued for re-sending. This unconditional resending implements a simple flooding routing algorithm: when a sensor senses data, it broadcasts it to all other nodes within range; when a sensor receives a message that it has not seen before, it rebroadcasts this message to all its neighbors. More involved routing algorithms exist where sensors selectively rebroadcast messages depending on whether they are on the path to the sink, but this simple algorithm suffices to illustrate our approach.
The initialization block of the model (not shown) configures the sensor network by first creating all Sensor objects and one Network object. The network topology is defined by a call nw.setTopology(...); that describes which sensors should be able to send to which other sensors. The topology is not necessarily symmetrical; it is possible for a sensor to receive messages from another sensor but not be able to send to it in return. Finally, the nodes start their active behavior once they can see the initialized network (modeled via a call to setNetwork).
Timed behavior of the sensor nodes is modeled in the routeTask method. When executing that method, the current time is stored. The model assumes that sending a message takes time; after broadcasting, routeTask waits until a period of time has passed before continuing execution.
The SinkNode class given in Figure 8 implements the same interface as Figure 9 . The implementation of the network the sensor nodes, but has a different behavior. The major difference is that the sink has no run method, and hence no activity of its own. The receive method of the sink counts the number of unique messages received and records the time when the last message was received. Figure 9 shows the implementation of the network. Its behavior is implemented by the broadcast method. The bandwidth is the number of time slots in a channel. In general, nodes are scalable in sending the messages, but they are limited by the bandwidth of the sinks or gateways. In addition, the number of sent messages may become limited by the transformation strategy regarding to the power efficiency. Since transmission is the biggest source of energy drain in WSNs, having control over bandwidth consumption is important for the efficient power consumption and longevity of the nodes [15] .
Simulation and Analysis
Creol's rewriting logic semantics allows the Maude rewrite engine to be used as a language interpreter in order to execute Creol models. We run a series of simulations of the WSN, obtained by varying the message arrival rate restriction and the topology of the Network object. The number of nodes was constant, with four sensor nodes and one sink node. The results of these simulations are given in Figure 10 . We selected two "outlier" topologies: a star topology with every node directly connected to the sink, minimizing message travel distance, and a linear topology where the nodes form a chain with the sink at one end, maximizing average message travel time.
We further simulated a series of randomly-generated network topologies with constant four sensor nodes and six connections. Each network contained four sensor nodes, where each node was initialized to create and send three data packets. As expected, the time for all messages to reach the sink goes up as available bandwidth (as modeled by the network arrival rate restriction) goes down. Also, the performance characteristics of the random networks can be observed to lie between those of the two chosen extreme topologies, potentially allowing reasoning about timing behaviors of arbitrary sensor networks of given connectedness based on the behavior of the boundary cases.
Simulation performance has been satisfactory for small to medium-sized models (a few dozen objects). Note that a Creol model contains less instances than the modelled system, since objects are not used as data containers and a Creol object models functionality of a system's component or subsystem.
Related Work
The concurrency model provided by concurrent objects and Actor-based computation, in which software units with encapsulated processors communicate asynchronously, is increasingly attracting attention due to its intuitive and compositional nature (e.g., [1] [2] [3] 9, 14, 18, 32] ). A distinguishing feature of Creol is the cooperative scheduling between asynchronously called methods [21] , which allows active and reactive behavior to be combined within objects as well as compositional verification of partial correctness properties [2, 14] . Creol's model of cooperative scheduling has recently been generalized to concurrent object groups in Java [30] by restricting to a single activity within each group.
In this paper, we work with Timed Creol [6] , a timed extension of Creol in which the passage of time may be observed by means of the await-statements. This allows timing aspects of a model's behavior to be simulated and related to non-functional properties of the model.
Techniques and methodologies for predictions or analysis of non-functional properties are based on either measurement or modelling. Measurement-based approaches apply to existing implementations, using dedicated profiling or tracing tools such as JMeter or LoadRunner. Model-based approaches allow abstraction from specific system intricacies, but need parameters provided by domain experts [16] . A survey of model-based performance analysis techniques is given in [5] . Experimentation and simulations is the major source for obtaining an initial understanding of non-functional behavior in distributed networks. In the domain of wireless sensor networks, experiments are performed using simulators such as NS-2 and Omnet+. However, different simulators may give vastly different results, even for simple protocols [8] , because the simulators make different assumptions about medium access control and physical layers [4] . In contrast, we have shown in this paper that abstract simulations give initial insights into the behavior of distributed algorithms without having to consider particular assumptions about the lower-level layers. Furthermore, formal models allow a more systematic, in-depth exploration of the execution space not only in terms of model-checking and theorem proving techniques, but also in terms of flexibility with respect to the simulation scenarios [27] .
Formal approaches using process algebra, Petri Nets, game theory, and timed automata (e.g., [7, 10, 11, 17, 19] ) have been applied in the embedded software and multimedia domains. A family of routing tree discovery algorithms for network diffusion protocols has been specified in TLA [26] , where the specification is executable (by generating execution traces) and used to simulate individual runs as well as runs for a given set of parameters. The main performance measure of that paper is the cost of data dissemination during a data interval.
Here, we use Maude [13] to simulate Creol models by executing Creol's rewriting logic [25] semantics. Maude provides a high-level framework in which flexible and domain-specific communication forms can be specified. Maude and its real-time extension have been used to model and analyze a wide range of protocols (e.g., [27, 29, 31] ), but has to our knowledge not been used to capture parametric resources for, e.g., communication rates. In the domain of WSNs, Ölveczky and Thorvaldsen have shown that simulations in RealTime Maude can provide fairly accurate performance results compared to NS-2 simulations using high-level formal models which provide greater flexibility than traditional simulators in defining appropriate simulation scenarios [27] .
Work on modelling object-oriented systems with resource constraints is more scarce. Using the UML SPT profile for schedulability, performance and time, Petriu and Woodside [28] informally define the Core Scenario Model (CSM) to solve questions that arise in performance model building. CSM has a notion of resource context, which reflects the set of resources used by an operation. CSM aims to bridge the gap between UML specifications and techniques to generate performance models [5] . Closer to our work is Hooman and Verhoef's extension of VDM++ for simulation of embedded real-time systems [20] , in which architectures are explicitly modelled using CPUs and buses. Objects are deployed on CPUs and communication between CPUs takes place over buses which impose a delay for message delivery, but no restriction on the amount of messages that can be delivered concurrently.
In previous work [22, 23] , the authors have developed a framework based on concurrent object groups [30] using the technique of resource-constrained deployment components which are parametric in the amount of concurrent activity they allow within a time interval. The work reported here complements that work and will be integrated with it in the future.
Conclusions and Future Work
In this paper we present a modeling technique which formalizes patterns for time-sensitive resource-constrained concurrent objects, applied to the modeling of communication rate restrictions. With this technique aspects of lowlevel deployment variability are lifted to the abstraction level of the modeling language, as illustrated here with the Creol language. The examples show how different forms of rate restricted communication can be modeled inside Timed Creol and how simulation techniques in Creol's simulation environment in the Maude rewrite system can be used to observe the effects of parametric rate restrictions on non-functional properties of models, such as message arrival times, throughput, and abstractions of packet collisions in a network of cooperating nodes. The examples illustrate how both broadcast and channelbased communication models can be modeled with parametric rate restrictions using the proposed technique. The examples capture different network behaviors, e.g., collision patterns for broadcasted data packets, and allow the timed throughput of data in high-level models of radio-based message broadcast as well as of point-to-point communication channels to be observed.
In order to observe the effects of different deployment restrictions, a timed model for Creol is utilized; simulation and testing techniques can be used to gain insights into model behavior and how the effect of the parametric rate restrictions affect non-functional properties of the models.
The technique described in this paper allows communication rate restrictions for single objects to be fully expressed in terms of Timed Creol itself. However, the modeling pattern for resource constraints is not limited to expressing rate restrictions. In future work, we plan to apply the proposed technique to other kinds of resources, e.g., in order to capture resource availability. However, the approach seems best suited for restrictions on single objects. Modeling rate-restricted communications for groups of object in a natural way requires an extension to the semantics of the Creol language similar to deployment components [23] . A thorough investigation of communication rate restrictions within the framework of deployment components remains future work. Furthermore, it is interesting to investigate stronger analysis techniques than the simulations presented in this paper by combining symbolic analysis with simulations. For example, by using state abstractions a single simulation run can capture a whole class of concrete runs but evades full model checking.
