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ABSTRACT
For th e  d i s t r ib u t io n  problem in  p r o b a b i l i s t i c  l in e a r  
programming, no method e x is t s  f o r  rank ing  th e  v a r io u s  f e a s ib le  
b ases  in  accordance w ith  t h e i r  re s p e c t iv e  p r o b a b i l i t i e s  o f  
be ing  o p tim al; hence, no s u i ta b le  approxim ation  o f  th e  cumula­
t i v e  d i s t r ib u t io n  o f  th e  maximum v a lu e  o f  th e  o b je c t iv e  fu n c tio n  
i s  p o s s ib le .  P re se n t tech n iq u es  g e n e ra te  th e  b a se s  only  in  a 
con tiguous manner and r e q u ire  ex te n s iv e  p r o b a b i l i ty  c a lc u la t io n s  
f o r  each b a s is .  For a c la s s  o f  m u lt iv a r ia te  d e n s i ty  fu n c tio n s , 
t h i s  d i s s e r ta t io n  p ro v id es  two s o lu t io n  methods f o r  rank ing  
th e  op tim al p r o b a b i l i t ie s  o f  th e  bases  w ithou t perform ing  any 
p r o b a b i l i ty  com putations. A f r in g e  b e n e f i t  o f  th e s e  methods 
i s  t h a t  fo r  PLP problems re q u ir in g  a co n s ta n t s t r a t e g y ,  r a th e r  
than  an approxim ation o f  th e  CDF, th e  s o lu t io n  i s  ra p id ly  
o b ta in e d .
Both s o lu t io n  methods a re  geom etrica l and based on an 
embedded hypersphere concep t. Both methods a re  ex ac t fo r  n = 2 
and when c e r ta in  c o n d itio n s  a re  s a t i s f i e d ,  th e  f i r s t  method i s  
a ls o  exact fo r  n > 2. While s u f f ic ie n c y  cannot be shown fo r  
th e  second method fo r  n > 2 , i t  has w ithstood  s e v e ra l  a ttem p ts  
to  f in d  a counterexam ple. E ith e r  method can be a p p lie d  in  a 
h e u r i s t i c  sense to  any s iz e  problem to  ach ieve n e a r  optim al
iv
r e s u l t s .  In a d d it io n  to  th o se  PLP problem s having a p p ro p ria te  
d i s t r i b u t io n s ,  th e se  s o lu t io n  methods w i l l  a lso  p ro v id e  u sab le  
r e s u l t s  over a wide range  o f  jo in t  p r o b a b i l i ty  d e n s ity  fu n c tio n s . 
A f te r  ap p ro p ria te  th e o ry  and th e  two methods have been developed, 
bo th  techn iques a re  th e n  ap p lied  to  th e  same example problem.
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The assum ption made in  l in e a r  programming th a t  th e  
c o e f f ic ie n t s  a re  c o n s ta n ts  i s  seldom s a t i s f i e d  in  p r a c t ic e .
S ince adequate s t a t i s t i c a l  in fo rm atio n  about th e se  c o e f f ic ie n ts  
g e n e ra lly  e x is t s  and w il l  su p p o rt an assum ption o f  random 
v a r i a t io n ,  much e f f o r t  has been expended in  d es ig n in g  a lg o rith m s 
which in c o rp o ra te  t h i s  n o n -d e te rm in is t ic  b eh av io r. These 
random c o e f f ic ie n ts  a re  g e n e ra lly  reg ard ed  as independent and 
may o r  may not have id e n t ic a l  d i s t r i b u t io n s .  T his type  o f  
problem w il l  h e r e a f te r  be r e f e r r e d  to  as p r o b a b i l i s t i c  l in e a r  
programming, th ereb y  sav in g  th e  s to c h a s t ic  d e s c r ip t io n  fo r  th o se  
cases where th e  p ro b a b i l i ty  d i s t r i b u t io n  fu n c tio n  o f  th e  c o e f f i ­
c ie n ts  may change w ith  tim e . The l i t e r a t u r e  i s  somewhat lack in g  
in  th a t  t h i s  d i s t in c t io n  between p r o b a b i l i s t i c  and s to c h a s t ic  
programming i s  u su a lly  no t made.
V arious p r o b a b i l i s t i c  programming problems have been 
in v e s t ig a te d ,  each w ith  th e  obvious in te n t  o f  ach iev ing  a mathe­
m a tica l s ta tem en t reg a rd in g  th e  op tim al va lue  o f  th e  o b je c t iv e  
fu n c tio n . In  o rd e r  to  i l lu m in a te  e x is t in g  techn iques and a re a s  
o f  i n t e r e s t ,  co n s id e r th e  s tan d a rd  l in e a r  programming problem :
1
n
maximize z(x) = ^ c .x .  ( I)
j= l   ^ J
su b je c t to
n
i l  " " j  '
x^^. = b ^ , i  = 1 ,2 , . . . ,  m (2)
Xj a 0 , j  = 1 ,2 ,  . . . ,  n , n+1, . . . ,  n+m (3)
In  th e  above problem some, o r  a l l ,  o f  th e  C j 's ,  b ^ 's ,  o r  a ^ j 's  may 
be p r o b a b i l i s t i c .  I t  i s  no ted  th a t  i f  on ly  th e  c y 's  o r  b u 's  
a re  random, then  th e  dual problem has e s s e n t ia l ly  th e  same form 
as th e  p rim al and th e  tre a tm e n t would be q u as i-an a lo g o u s . In 
th e  even t a  s ig n i f ic a n t  number o f  a ^ ^ 's  a re  random v a r ia b le s ,  
a ttem p ts  to  e s ta b l is h  s o lu t io n  methods a re  g e n e ra lly  u n su ccessfu l 
s in c e  th e  convex space w i l l  have a  p o s i t iv e  p ro b a b i l i ty  o f  being  
empty o r  unbounded [8 ].
The i n i t i a l  e f f o r t s  in  p r o b a b i l i s t i c  l in e a r  programming 
were th o se  o f  D antzig and Ferguson [1 2 ], under th e  c o n d itio n  th a t  
a d i s c r e te  demand d i s t r ib u t io n  e x is te d .  L a te r  e f f o r t s  by 
Elmaghraby [15,16] t r e a te d  th e  case  where th e  d i s t r ib u t io n  o f  th e  
b . ' s  was continuous fo r  th e  same m u ltip e rio d  a l lo c a t io n  problem . 
O ther a p p lic a t io n s  in c lu d e  management d e c is io n  problems [2 9 ], 
c a p i ta l  budgeting  [27], and t r a n s p o r ta t io n  problems [3 6 ,4 2 ].
In  th e  event the  random c o e f f ic ie n ts  c o n s is t  on ly  o f  
a ^ j 's  o r  b . ' s ,  th e  term ch an ce-co n s tra in ed  programming has been 
used to  d e sc r ib e  th e  PLP problem . For t h i s  case  th e  c o n s tr a in ts  
in  (2) become
Pr y a . . X ,  < b . > a . ,  i  = 1 ,2 , . . . ,  m
where e i t h e r  th e  o r  th e  a re  g iven by some p r o b a b i l i ty  d i s ­
t r ib u t io n  and 0 s < 1. T h is  ty p e  o f  problem  was f i r s t  i n t r o ­
duced by Cham es and Cooper [10] and l a t e r  expanded by o th e rs  [11 , 
2 0 ,2 5 ,3 5 ]. R ecen tly , Seppala [33] showed how to  c o n s tru c t s e ts  
o f  un ifo rm ly  t i g h t e r  l in e a r  c o n s tr a in ts  to  r e p la c e  a chance con­
s t r a i n t ,  in  o rd e r  to  so lv e  th e  problem by th e  sim plex te c h n iq u e . 
A nother su b o rd in a te  ty p e  o f  PLP i s  c a l le d  a s p i r a t io n  c r i t e r io n  
programming [1 9 ], and in  t h i s  in s ta n c e  (1) becomes
n
max P r[z (x )  = y c .x .]>  z where z i s  c o n s ta n t.
j= l  J J o °
In g e n e ra l,  th e  s o lu t io n  o f  any PLP problem  w il l  be in  
accordance w ith  one o f  two ap p ro ach es, a c t iv e  o r  p a s s iv e . The 
term inology  h e re  i s  due to  T in tn e r  [3 8 ]. The same two c a te g o r ie s  
a re  d e sc rib ed  by Madansky 122] a s  th e  "here-and-now " o r  "w a it-  
an d -see"  approaches. The a c t iv e  approach i s  c h a ra c te r iz e d  by a 
b a s is  be in g  s e le c te d  and f ix e d  b e fo re  th e  v a lu e s  o f  th e  random 
c o e f f ic ie n t s  a re  observed  o r  known. Thus, a b a s ic  s o lu t io n  may 
become nonoptim al o r  in f e a s ib le ,  depending on w hether th e  c ^ 's  
o r  b u 's  a re  p r o b a b i l i s t i c .  The p a ss iv e  approach allow s th e  b a s is  
to  change w ith  v a r ia t io n s  in  th e  random v a lu es  o f  th e  c j ' s  o r  
b u 's ,  th e reb y  a ssu rin g  th a t  an op tim al b a s is  i s  s e le c te d .
The a c t iv e  approach u s u a lly  lead s  to  th e  development o f  
n o n lin e a r  programming problem s, which can be d e sc rib e d  as " d e te r ­
m in is t ic  e q u iv a le n ts "  and s e rv e  as  approxim ations to  th e  o r ig in a l
PLP problem . The s o lu t io n  tech n iq u e  in v o lv e s  th e  s e le c t io n  o f  
some c r i t e r i o n ,  u s u a lly  o p tim iz in g  th e  expected  v a lu e  o f  th e  
o b je c t iv e  fu n c tio n , and th e n  in c lu d in g  a p e n a lty  fu n c tio n  th a t  
re p re s e n ts  th e  c o s t a s s o c ia te d  w ith making an in c o r re c t  d e c i­
s io n  [3 2 ) . In th e  even t some a .^  may be p r o b a b i l i s t i c ,  t h i s  
approach may lead  to  a form f o r  (1) and (2) such a s :
k where E tF (y ) l  im p lie s  th e
max I  c X .  E [F (y ) l , y
j= l  ^ expected v a lu e  o f  F(y) w rt y .
s u b je c t  to
k n
E ^ ~ ^ 1 * ^ ~ 1 *2 , , m,
j= l  J j=k+l J 1
where th e  a .^ ,  j  = k+1, — , n , o r  th e  b . ' s  may be random v a r i a ­
b le s .  For examples u s in g  th e  a c t iv e  approach , see  (1 3 ,1 4 ,2 3 ,3 9 , 
4 0 ,4 1 ,4 3 ,4 4 ,4 6 ] .
The p ass iv e  approach g iv es  r i s e  to  a  s p e c i f ic  type o f  p ro b ­
lem which c o n s is ts  o f  de term in in g  th e  d i s t r i b u t io n  o f  th e  op tim al 
v a lu e  o f  th e  o b je c tiv e  fu n c tio n  when th e  d i s t r ib u t io n s  o f  th e  
random v a r ia b le s  a re  known. The d i s t r ib u t io n  problem was f i r s t  
in tro d u ced  by T in tn e r  [38] as "p a ss iv e  s to c h a s t ic  programming".
The DP does no t belong e x c lu s iv e ly  to  th e  p a s s iv e  approach s in c e ,  
in  e i th e r  c a se , th e  o b je c t iv e  i s  to  f in d  a  m athem atical ex p ress io n  
fo r  max z (x ) .  S engupta, T in tn e r ,  and M orrison [31] g iv e  r e l a ­
t io n s h ip s  between max z(x ) f o r  th e  a c t iv e  and max z(x) fo r  th e  
p a ss iv e  approaches. A lso th e  d i s t r ib u t io n  problem  i s  s ta te d  f o r  
th e  n o n s ta tio n a ry  s to c h a s t ic  case  by Bereanu ( s ] .
The r e a l i z a t i o n  o f  th e  d i s t r ib u t io n  o f  o b je c t iv e  fu n c tio n  
v a lu es  in  c lo sed  form has been very  e lu s iv e .  A pproxim ation te c h ­
n iques rang ing  from th e  "method o f  sample p o in ts "  [31] to  enumera­
t io n  o f  extrem e p o in ts  (coupled w ith  s im u la tio n )  by Bracken and 
Soland [9] have been  o f fe re d . C losed forms have been o b ta in ed  
f o r  se v e re ly  r e s t r i c t e d  cases  by Babbar [ l ]  and Prekopa [2 8 ].
The most s ig n i f i c a n t  c o n tr ib u tio n s  were by B ereanu, who in  [ 4 ] 
o b ta in ed  a c lo sed  form e x p ress io n  fo r  th e  d i s t r i b u t io n  o f  max z(x) 
f o r  PLP problems having a s in g le  random v a r ia b le ,  and in  [6 l 
u t i l i z e s  the  L aplace tra n sfo rm  to  f in d  th e  approxim ate d i s t r i b u ­
t io n  o f  max z (x ) .  In a re c e n t p ap er [ ? ] ,  Bereanu o f fe r s  a  r a ­
th e r  u n r e s t r ic te d  s o lu t io n  method and in c lu d e s  an example u s in g  
th re e  random v a r ia b le  c o e f f ic ie n t s .  The tech n iq u e  employed i s  
based  on a C a r te s ia n  m ultid im ensional q u ad ra tu re  form ula (see  
S troud and S e c re s t [ 3 4 l) ,  which in  th e  l im i t  becomes an ex ac t 
ex p ress io n  fo r  th e  i t e r a te d  in te g r a ls  i t  r e p re s e n ts .  S ince th e  
l im i t  i s  a p p a re n tly  no t approached, th e r e  i s  some doubt reg a rd in g  
th e  exac tness  o f  th e  c lo sed  form d i s t r ib u t io n  th u s  o b ta in ed .
Two re c e n t d i s s e r ta t io n s  by Zinn [47] and Ewbank [17] 
have a ttack ed  th e  DP d i r e c t ly :  Zinn d e s c r ib e s  an a lg o rith m
th a t  g en e ra te s  o n ly  th e  op tim al sim plex b a s e s ,  which ( in  th e  case 
o f  random c y 's )  means th o se  f e a s ib le  b ases  having  a  p o s i t iv e  
p ro b a b i l i ty  o f  be in g  o p tim a l, and Ewbank shows how to  c a lc u la te  
th e  exact o b je c t iv e  fu n c tio n  cum ulative d i s t r i b u t io n  when given  
th o se  "op tim al"  b a s e s . Thus, Ewbank has accom plished a s i g n i f i ­
can t b reak th rough  in  th a t  th e  i t e r a t e d  in te g ra l  p ro b a b i l i ty
s ta te m e n ts , which have p reven ted  d e te rm in a tio n  o f  th e  exact d i s ­
t r ib u t io n  h e re to fo re ,  can now be so lv ed  using  th e  Jaco b ian  t r a n s ­
form ation  o f  v a r ia b le s  te c h n iq u e . N e ith e r  paper t r e a t s  th e  case 
o f  random a^^ and Ewbank*s method i s  weak f o r  th o se  problems in ­
vo lv ing  b o th  random c ^ 's  and b u 's ,  b u t a s o l id  beg inn ing  has f i ­
n a l ly  been made.
S tatem ent o f  Problem 
The problem to  be t r e a te d  in  t h i s  th e s is  i s  an outgrow th 
o f  th e  work by Zinn [47] and Ewbank [1 7 ]. Assume th e  same p a ss iv e  
p r o b a b i l i s t i c  programming problem in  th e  fo llo w in g  form:
n
max z(x) = y c .x .
j= l  J J
su b je c t to
n
Xj a 0 , j  = 1 ,2 , . . . ,  n ,  n+1, . . . ,  n+m
where th e  v a lu es  o f  e i th e r  th e  c y 's  o r  b u 's  a re  g iven  in  term s o f  
random v a r ia b le s ,  and th e  d i s t r i b u t io n  o f  max z(x ) as a fu n c tio n  
o f  a l l  v a lu es  o f  th e  random c o e f f ic ie n ts  i s  d e s ir e d .  The f e a s ib le  
reg io n  i s  assumed non-empty and bounded, o r  in  th e  case  o f  random 
b u 's ,  th e  p ro b a b i l i ty  o f  such must be p o s i t iv e .  A lso , th e  jo in t  
d e n s ity  fu n c tio n  o f  th e  c ^ 's  o r  b ^ 's  i s  d e fin ed  everywhere over 
a p p ro p ria te  domain and assumed to  be p iece -w ise  con tin u o u s.
Ewbank*s method must then  be p rov ided  th e  d i s t i n c t ,  "op tim al"  
bases  and th e  cum ulative d i s t r i b u t io n  fu n c tio n  o f  max z(x) can 
be c a lc u la te d . Z in n 's  tech n iq u e  can be used to  enum erate th o se
re q u ire d  b a s e s , b u t in  th e  i t e r a t i v e  sim plex a lg o rith m , many 
p r o b a b i l i t i e s  in v o lv in g  th e  o p tim a li ty  c r i t e r io n  must be c a lc u la ­
te d .  Furtherm ore, th e  i t e r a t i v e  a lg o rith m  produces th e  bases  
in  a contiguous manner [4 7 ], in s te a d  o f  by a p r i o r i t y  de term ina­
t io n  in  accordance w ith  t h e i r  r e s p e c t iv e  p r o b a b i l i t i e s  o f  being  
o p tim a l.
C onsider th e  case o f  random c . ' s  and l e t  c be th e  row
J —
v e c to r  ( c , , c_, . . . ,  c ) and c* = ( c ,0 ,0 ,  . . . ,  1 . D efine
c_ as th e  v e c to r  (c , ,c _ ,  . . . ,  c ) such th a t  c . = c . i f  x . i s  th e  —D 1  /  m 1  J J
i—  elem ent o f  th e  b a s is  fo r  i s n and c . = 0 i f  x . i s  in  th e
1 J
b a s is  f o r  j  > n . Denote by x^ th e  extrem e p o in t correspond ing  
to  b a s is  t ,  where t  = 1 ,2 , — , h fo r  h < (”***') and x i s  d efin ed  
as th e  column v e c to r  (x^,X 2 , . . . ,  x^ , x^+1, . . . ,  ' » where a t
l e a s t  n elem ents a re  zeros and th e  rem aining m x^ elem ents form
th e  b a s is  x^. The extrem e p o in ts  x^ a re  f ix e d  in  th e  case  o f
p r o b a b i l i s t i c  C j 's  and th e  d i s t r ib u t io n  o f  max z (x ) i s  a fu n c tio n
o f  c over th e  s o lu t io n  space . I t  i s  expressed  a s :
z(£) = max[z(x)|cj , 
and fo r  th e  t —  b a s is  becomes
z^(c) = [ z ( £ ) | c ]  .
A ssocia ted  w ith  each b a s is  i s  a  p ro b a b i l i ty  P. th a t  th e  t —  b a s is
*^ t
i s  op tim al (o p tim a li ty  and f e a s i b i l i t y  c r i t e r io n  s a t i s f i e d ) . Then 
th e  d i s t r ib u t io n  o f  th e  o b je c t iv e  fu n c tio n  i s  g iven  by
where q re p re s e n ts  th e  number o f
z (c ) = I  z ^ ( c ) .£) * ?  a
t= l  t  f e a s ib le  b a s e s , and where I  P. = 1.
t= l  ■'t
Since th e  number o f  bases  i s  f i n i t e ,  t h i s  sum presum ably e x is t s  
and i s  lik ew ise  f i n i t e .
In o rd e r  to  g e n e ra te  th e  q b a s e s ,  1471 u ses  th e  sim plex 
tech n iq u e  and re q u ire s  e x te n s iv e  p r o b a b i l i ty  c a lc u la t io n s .  A lso , 
th e re  i s  no assu ran ce  th a t  th o se  b a se s  having th e  g r e a te r  w ill  
no t be g en era ted  l a s t .  Thus, t h i s  p ap er w i l l  develop  tech n iq u es  
to  p ro v id e  [17] th e  re q u ire d  bases  by u t i l i z i n g  a  more e f f i c i e n t  
m ethod, and more im p o rta n tly , to  g e n e ra te  f i r s t  th o se  bases  having 
th e  l a r g e s t  P^. For many problem s where a sm all number o f  bases 
com prise th e  m ajor p o r tio n  o f  th e  op tim al p r o b a b i l i ty  sp ace , i t  
i s  h ig h ly  d e s ir a b le  to  determ ine th e  CDF o f  max z(x ) based  on 
ju s t  th o se  few.
CHAPTER I I
CONCEPTUAL REQUIREMENTS
Geometry o f  P o lyhedra l Subspaces 
D efine P  ^ as  th e  column v e c to r  a^^j)'
a s s o c ia te d  w ith  th e  d e c is io n  v a r ia b le  x . ,  j  = 1 ,2 ,  n , n+1,
n+m. Denote as B th e  mxm b a s is  m a trix  co n ta in in g  th e  o rdered  
Pj a s so c ia te d  w ith  x^ . For b a s is  t ,  d e f in e  A  ^ as th e  mxn m atrix  
c o n ta in in g  th o se  P  ^ columns correspond ing  to  th e  n o n -b as ic  x ^ , and 
denote  as  c^ , th e  Ixn row v e c to r  o f  t h e i r  o b je c t iv e  fu n c tio n  co- 
e f f i c i e n t s .  An "unprim ed" t  deno tes  q u a n t i t ie s  a s so c ia te d  w ith  
b a s ic  X j. Then, f o r  d e te r m in is t ic  l i n e a r  programming, two condi­
t io n s  must be met in  o rd e r  to  r e a l i z e  th e  op tim al s o lu t io n :
( 1 ) th e  p roduct must be % 2  th e  b a s ic  s o lu t io n  Xg to  be 
f e a s ib l e ,  and (2) th e  o p tim a lity  c r i t e r i o n  ( fo r  b e s t  x^) r e q u ire s  
th e  q u a n t i t i e s  (c^ B ^^A ^,-c^,j to  be non -n eg a tiv e  f o r  th e  maximi­
z a tio n  problem .
C onsider th e  ca se  o f  p r o b a b i l i s t i c  C j 's  and l e t  f (c )  be 
th e  continuous j o in t  p r o b a b i l i ty  d e n s ity  fu n c tio n  o f  th e  c . ' s .  
Assuming a b a s is  t  such th a t  B^^b i  £ ,  i s  an op tim al s o lu tio n
i f  and on ly  i f  {Cg B^^A^,-c^,} 2  £ .  But s in c e  th e  C j 's  a re  random, 
th e  n o n n e g a tiv ity  o f  th e  o p tim a lity  c r i t e r i o n  can o n ly  be measured
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in  a p r o b a b i l i s t i c  sen se . D efine = ^ c ^ l > £|>,
then  assuming f e a s i b i l i t y ,  th e  p ro b a b i l i ty  th a t  th e  t —  b a s is  i s  
optim al i s  g iven by
Pr = p[{Cg i  ^  = f l - ' f  f (£ )d C j,d c 2 , . . .  dc^ . (5)
Thus, th e  problem becomes th a t  o f  f in d in g  th o se  b ases  a s so c ia te d  
w ith  la r g e s t  P^, w ith o u t u s in g  Z in n 's  s im plex  a lg o rith m  which 
must i t e r a t e  over a l l  f e a s ib le  b a s e s , and w herein  p r o b a b i l i t i e s  
s im ila r  to  (5) must be c a lc u la te d  each tim e th e  b a s is  i s  changed 
to  determ ine th e  e n te r in g  . To develop  such a  te ch n iq u e  r e ­
q u ire s  f i r s t  an in v e s t ig a t io n  o f th e  geom etry o f  th e  space  over
which (5J i s  in te g ra te d  to  o b ta in  th e  {P. }. In (4) i t  was s ta te d
* t
th a t  th e  ^ P. = 1 ;  t h i s  i s  on ly  t ru e  i f  th e  "o p tim al"  p ro b ab i-  
t= l  t
l i t i e s  a s so c ia te d  w ith  th e  f e a s ib le  b ases  re p re s e n t  m u tu a lly  ex c lu ­
s iv e  and ex h au stiv e  e v e n ts . For th e  t —  b a s is  th e  n q u a n t i t i e s  
g iven by (c^  B^^A^,-c^, = £} c o n s t i tu te  hy p erp lan es  in  r”  sp a ce .
a re  con-where n = dim £  = d i m | c g s i n c e  a l l  e lem ents in  £
ta in e d  in  U - t ' } '  n=3 th e  r e s u l t in g  th re e  h y p e rp lan es ,
re g a rd le s s  o f  th e  s iz e  o f  m, can be reg ard ed  as a convex polyhedron 
in  which c o n s is ts  o f  th re e  s id e s  p lu s  p o s s ib le  a d d it io n a l  ones 
imposed by D [f(£ )]=  D(c^) x DfCg) x D (C j), th e  C a r te s ia n  product 
o f  th e  g iven  domains o f  th e  random v a r ia b le s .  S ince  th e  hyper­
p lan es  d e fin ed  by (cg  B’ ^A ^,-c^ , = £ ) a re  homogeneous, i . e . ,
subspaces o f  r" ,  a d e s c r ip t io n  as "p o ly h ed ra l subspace" i s  appro­
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p r ia te .  We a re  assu red  th e  subspace i s  convex s in c e  (c^  B^^A^,-c^,
i  £} a re  l in e a r  in e q u a l i t i e s  ( h a l f - s p a c e s ) ,  and th e  in te r s e c t io n  
o f  h a lfsp a c e s  i s  convex (45 , p . 26 ].
I t  i s  assumed th a t  C y  j  = 1 , 2 , . . . ,  n , may have v e c to r  
r e p re s e n ta t io n .  For exam ple, i f  dim £  = 3 , th en  th e  s ta n d a rd  
b a s is  u n i t  v e c to rs  w i l l  be  used to  span R^; th u s ,  th e  d i r e c t io n  
Cj would be denoted by th e  column v e c to r  ( 1 , 0 , 0 ) ' ,  Cg by ( 0 , 1 , 0 ) ' ,  
and Cg by (0 , 0 , 1 ) ' ,  and a  r ig h t-h a n d  c o o rd in a te  system  would be 
employed. For i l l u s t r a t i v e  p u rp o ses , th e  ca se  f o r  n=3, w ith  non­
n eg a tiv e  domains on th e  c ^ 's  and w ith  two d i s t i n c t  subspaces 
formed by a p p ro p ria te  h y p e rp la n es , cou ld  ( f o r  a  s p e c i f ic  problem) 
appear as shown below :
The p o s s i b i l i t y  o f  a  d eg en era te  polyhedron would e x i s t  
on ly  f o r  th o se  cases  where th e  subspace g en era ted  in  r”  c o n f l ic t s
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w ith  th e  D [ f ( c ) ] .  At l e a s t  two o f  th e  th r e e  h y p erp lan es ,
{Co B T ^ A .,-c ., = 0 }, f o r  each b a s is  t ,  c o n ta in  e x c lu s iv e  c . ' s  and— t  t  ' —t  ' — J
a re  th e r e fo re  l in e a r ly  ind ep en d en t. In  f a c t ,  by u sin g  v e c to r  te c h ­
n iq u e s , th e  hyperp lanes a s s o c ia te d  w ith  any b a s is  ( re g a rd le s s  o f  
f e a s i b i l i t y )  w il l  be shown as  l in e a r ly  independent and th u s  span­
ning — (see  Theorem 5 ) .  I f  th e  b a s is  c o n ta in s  th e  nonslack  
v a r ia b le s ,  th e  argument f o r  l in e a r  independence i s  based on th e  
f a c t  th a t  A^, i s  made up o f  u n i t  b a s is  v e c to r s ,  so th a t  th e  p ro ­
duct B~^A^, cannot y ie ld  p ro p o r tio n a l  v e c to r s .  However, " t r i v i a l "  
cases  may be  c o n s tru c te d  where a d eg en e ra te  polyhedron does 
e x i s t .  For exam ple, g iven  th e  " s t a r t i n g  s o lu t io n "  made up o f  a l l  
s lac k  v a r ia b le s  th en  (c^  B ^ ^ A ^ ,-^ ,}  becomes { -c ^ ,-C 2 ,-Cg} and i f
th e  D (f(£ )]  i s  r e s t r i c t e d  to  nonnegative  v a lu e s ,  th en  th e  subspace 
formed i s  (ic j-c^ .-C g .-C g  z 0 ) ,  which c o n ta in s  on ly  th e  p o in t 
(0 , 0 , 0) .
The mutual e x c lu s iv e n ess  o f  th e  q polyhedrons i s  s ta t e d  
as a theorem  in  C hapter I I I .  This does no t mean e x c lu s iv e  in  th e  
s t r i c t  se n se ; to  be no ted  i s  th a t  a common boundary, e i t h e r  a 
h yperp lane o r  th e  in te r s e c t io n  o f  ed g es , i s  shared  by a t  l e a s t  
every  two sub sp aces . But th e s e  m utual p o in ts  a re  o f  p r o b a b i l i ty  
measure ze ro  s in c e  a subspace cannot e x i s t  o r  be d e fin ed  i f  any 
CgB"^Pj-Cj i s  id e n t ic a l ly  equal to  z e ro . As p rev io u s ly  d e f in e d , 
l e t  = |c |{ C g ^ B ;^ A ^ ,-c ^ ,)  > o |  and = { ç |{ ç g ^ B ; \ , - Ç g ,}  > o | ;
then  i t  must be  shown th a t  S and S in t e r s e c t  only  in  s e t s  o fr  s
zero  co n ten t [3 ] ,  im plying th o se  common boundary p o in ts  f o r  ad ja ce n t
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subspaces (see  Theorem 3 ) . Zero c o n te n t means th a t  r"  w il l  not 
be spanned by which means th e  dim (S^A S^) < n . To
dem onstrate  t h i s  ex c lu s iv e n ess  p ro p e r ty ,  c o n s id e r  th e  fo llo w in g  
example:
max z(x) = CjXj + CgXg + c^x^
su b je c t to
Xj ♦ 2x^ t  Xj i  430 x . , x „ x ,  Ï  0,
3Xj * 2Xj s 460  ^ e R.
Xi + 4Xg < 420
1 ' 2 ' 3 
' 1  *^2**^3
The i n i t i a l  ta b le a u  becomes
* 1  ^ 2  *3 *4 *5 * 6
-C j -Cg -C j 0  0  0
X .  1 2 1 1 0 0 4304
Xg 3 0 2 0  1 0 460
x^ 1 4 0 0 0 1 420D
For th e  f e a s ib le  b a s is  (x^ . x^ rX ^ ) ',  th e  p o ly h ed ra l subspace i s  
d e fin ed  by th e  l in e a r  in e q u a l i t i e s
( 3 / 2 c 3 - C j . - C 2 , 1 / 2 c 3  > 0 )  ( 6 )
For th e  f e a s ib le  b a s is  (Xg^Xg.Xg)', th e  p o ly h ed ra l subspace i s  
d efin ed  by th e  l in e a r  in e q u a l i t i e s
( 1 / 4 0 2 - 0 ^+1 / 2 0 3 , 0 3 , I / 4 C2 - I / 2 C3  & 0) (7)
Note th a t  ( 6 ) d e f in e s  a  subspace e x c lu s iv e  o f  th e  subspace d e fin ed  
when th e  b a s is  i s  ,  ex cep t f o r  boundary p o in ts  when
C3  = 0 . C onsider now th e  subspaces (6 ) and (7) and n o te  th a t  th e  
bases a re  no t s e q u e n tia l  by th e  sim plex g e n e ra tio n  te ch n iq u e . To
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show th e se  subspaces in te r s e c t  o n ly  in  s e ts  o f  zero  c o n te n t,  l e t  
th e  v e c to r  re p re s e n ta tio n  o f  th e  l in e s  o f  in te r s e c t io n  f o r  each 
s e t  be exp ressed  as  ( 0 ,0 ,0 ) ' + t . ( ^ ) ,  where e R*. To o b ta in  
th e se  v e c to rs  r e q u ire s  th e  sim u ltaneous s o lu t io n  o f  each p a i r  o f  
in te r s e c t in g  hyperp lanes to  d e te rm in e  the  v e c to rs  (o f  a r b i t r a r y  
len g th ) which r e p re s e n t  th e  l in e s  o f  in te r s e c t io n .  The a p p ro p ri­
a te  d i r e c t io n  f o r  each v e c to r  i s  determ ined by f i r s t  combining 
th e  hyperp lane normal v e c to rs  to  o b ta in  a p o in t s a t i s f y in g  th e  
l in e a r  i n e q u a l i t i e s ,  and th en  eq u a tin g  t h i s  p o in t w ith  a l in e a r  
com bination o f  th e  " in te r s e c t io n "  v e c to rs  having nonzero s c a la r  
c o e f f ic ie n ts  :
( 6 ) 3 /2C j-C j k 0
-C2  a 0
S/ZCg-c^ k 0  
I / 2 C3  & 0
-C2  ^ 0
I / 2 C3  > 0
im p lie s  a |o  
im p lies  y | i
im p lies  b | o
Let Pjj deno te  a  p o in t s a t i s f y in g  th e  in e q u a l i t ie s  as determ ined 
by th e  normal v e c to r s ;  th en  a l i n e a r  com bination y ie ld s
('iJ ' - Ï - B
so th a t
“ I  '  4 }  * ‘  I ;  :  I -
and the  v e c to rs  re p re s e n tin g  o f  th e  l in e s  o f  in te r s e c t io n  f o r  (6 ) 
a re  g iven  as
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(7) In  an analogous manner th e  subspace v e c to rs  a s s o c ia te d  
w ith  th e  f e a s ib le  b a s is  (XgfXgfXg)' a re  o b ta in e d  as
I f  an i n t e r i o r  p o in t  in  subspace^ can be C  su b sp ace^ , th e n  any 
p o in t in  subspacey, must be e x p re s s ib le  as a l i n e a r  com bination o f  
v e c to rs  d e f in in g  subspace^. Such an a r b i t r a r y  b u t f ix e d  i n t e r i o r  
p o in t i s  ( 1 /3 ,2 ,1 /3 ) ' and co n s id e rin g
we f in d  th a t  tg  < 0 » in d ic a t in g  th a t  th e  in te r s e c t io n  o f  p o ly h ed ra l 
subspaces (6 ) and (7) i s  empty r e l a t i v e  to  i n t e r i o r  p o in ts  s in c e
T. e R*.
C onsider now th e  l i n e a r  in e q u a l i t i e s  f o r  th e  in f e a s ib le  
b a s is  (X g ,X j,x ^ ) ',  which a re  (C j-C j, 2 c j-C 2 ,C jiO ) . The subspace 
th ey  d e f in e  in c lu d es  i n t e r i o r  p o in ts  in  subspace^; f o r  exam ple, 
th e  p o in t  ( - 1 , - 1 ,1 ) '  i s  i n t e r i o r  to  b o th . T h e re fo re , th e  ex c lu ­
s iv e  p ro p e r ty  does n o t e x i s t  when in f e a s ib le  b a se s  a re  p e rm itte d , 
even though th e y  may have a p o s i t iv e  p r o b a b i l i ty  o f  th e  o p tim a li ty
c r i t e r i o n  be ing  s a t i s f i e d .  For ^ P. = 1, t  can o n ly  index over
t  t
subspaces a s so c ia te d  w ith  f e a s ib le  b a se s .
Even though th e  x ^ 's  a re  norm ally  r e s t r i c t e d  to  nonnegative  
v a lu e s ,  t h i s  i s  no t n e c e s s a r i ly  th e  ca se  f o r  th e  c ^ 's .  The g iven
16
j o i n t  d e n s ity  fu n c tio n  f (c )  must s t a t e  th e  a p p ro p r ia te  domain, and 
when accum ulated over a l l  £  v a lu e s , th e  sum w il l  equal u n i ty .
In th e  preced ing  example problem th e re  were subspaces gen era ted  
by f e a s ib le  bases which included  b o th  p o s i t iv e  and n e g a tiv e  do­
mains f o r  C j. T hus, f o r  a  s p e c i f ic  problem , th e r e  may be some
f e a s ib le  bases w ith  a s so c ia te d  P, = 0; b u t th o se  rem ain ing  w il l
* t
d e f in e  th e  d e s ire d  e x c lu s iv e  subspaces over D [f(c )]  which have 
a s so c ia te d  p o s i t iv e  p r o b a b i l i ty  o f  be in g  o p tim a l.
Subspaces and O p tim a lity  P r o b a b i l i t i e s  
Since we a re  now d i r e c t ly  in te r e s te d  in  o b ta in in g  th o se  
b ases  having th e  la r g e s t  p ro b a b i l i ty  o f  b e in g  o p tim a l, r e c a l l  
t h a t  f o r  th e  t —  f e a s ib le  b a s is
i  o] = / / g  • /  . . .  dc^ .
And i t  i s  obvious th a t  th e  e f f e c t  o f  f ( c )  must now be considered
j o i n t l y  w ith  th e  w e ll d e fin ed  p o ly h ed ra l su b sp aces . I t  would be
h ig h ly  d e s ira b le  to  develop a  g en e ra l a lg o rith m  which would g e n e ra te
th e s e  b ases  independen tly  o f  th e  g iven  j o i n t  d e n s ity  fu n c tio n .
But i t  i s  shown in  C hapter IV th a t  such an a lg o rith m  i s  only
p o s s ib le  f o r  a p a r t i c u la r  c la s s  o f  p r o b a b i l i ty  d e n s ity  fu n c tio n s .
In  th e  c a lc u la t io n  o f  {P. } u s in g  Ewbank's tra n s fo rm a tio n  o f
‘' t
v a r ia b le s  te c h n iq u e , th e  l im i ts  on th e  in te g r a ls  become com plicated  
i f  f ( c )  changes fu n c tio n a l form o v er d i f f e r e n t  p o r tio n s  o f  r” , 
th e reb y  causing  m u ltip le  in te g ra t io n s  over each o f  th e  re g io n s .
Most d e s ir a b le  ( i f  indeed  no t n ecessa ry ) i s  a  s in g le  fu n c tio n a l 
form fo r  f (c )  over D [ f ( c ) ] . T h is  i s  no t to  be in te rp r e te d  as
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h ig h ly  r e s t r i c t i v e  s in c e  r e a l i s t i c  problem s meet t h i s  req u irem en t, 
e . g . ,  th e  m u lt iv a r ia te  normal over a l l  o f  r ” , o r  th e  n e g a tiv e  
ex p o n en tia l o v er { £ c  r ” | £  > 0 ) .  But d i f f i c u l t i e s  do a r i s e ,  
even f o r  f ( c )  o f  a  s in g le  fu n c tio n a l form , when th e  D [ f ( c ) ] i s  
g iven  upper bounds such as {£ c R^ I 2  -  2  -  '  The e f f e c t s  o f
v a r io u s  f (c )  and D [ f ( c ) ] w i l l  be made c le a r e r  in  th e  example 
problem  which w i l l  now be in v e s t ig a te d .
For ease  o f  i l l u s t r a t i o n ,  c o n s id e r  th e  fo llo w in g  sim ple 
two v a r ia b le  PLP problem  so lv ed  by th e  tech n iq u e  o f  [4 7 ]:
f^ ll  - 1 /lO c^
max z(x) = J *  where: f ( c , )  = 1 / 1 0  eV
- l / l O c ,
ffC g) = 1 / 1 0  e
C j,C 2  i  0
s . t .  f l  2\ /'X-'v flO
1; il G)‘ 19
X, X_ x_ X. X.1 2 5 4 _5
- c .  -c_  0  0  0
1 2 1 0 0
2  1 0  1 0
1 1 0  0 1
Pj = P [-c ^ ,-C 2  i  0 ] = 0
0  C1 / 2 -C 2  0  * 1 / 2
0 3 /2  1 -1 /2  0
1 1/2  0 1/2  0
0 1/2  0 - 1/2  1
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?2 -
1*2 = f(C 2 ) r  f(C j)dC jdC 2  = 1/3
^ 1 * 2  *3 ^  *5
0 0  0 C1 -C2  2 =2 -Cl
0 0  1 1 -3
1 0  0 1  - 1
0 1  0 - 1  2
P3 = P[Cj-C 2 , 2 c 2 --Cj i  0 ]
2 c -
P3  = f*  fCc^) /  f ( c p d c j d c 2  = 1 / 6
0  C2
0 0  C2 -Cj 0  2 Cj-C2
0 0  1 . 1 -3
1 0  - 1 0  2
0 1  1 0  - 1
^4 = P[C2 -C ^ ,2 C^'-C2  i  0 ]
2 c ,
P4  = f (C j)  /  fCCgDdCgdc^ = 1 / 6  
^ 1
^2 /2~^l ° ^2/2 0  0
3/2 0  - 1 / 2 1  0
1 / 2 0  - 1 / 2 0  1
1 / 2 1  1 / 2 0  0
**5 ^ ^ ^ 2 / 2 ' ^ V ^ 2 / 2  ^
P5  =  Ç  f (C l)  r  f(C 2 )d c 2 dCj = 1/3
2Ci
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Note th e  e n te r in g  fo r  each i t e r a t i o n  was determ ined as  th e
one hav ing  th e  g r e a te s t  p r o b a b i l i ty  o f  i t s  z (x)  c o e f f ic ie n t  being
n o n p o s it iv e . T h is  i s  a r e l a t iv e ly  s im p le  problem in  t h a t  th e
o p tim a li ty  p r o b a b i l i t i e s  (and th e  cum ulative  d i s t r i b u t io n  o f
max z (x ))  can be c a lc u la te d  w ith o u t need o f  [17] . We a ls o  know
5
th e re  a re  no o th e r  f e a s ib le  b ases  s in c e  Y P, = 1 .  In  a cco r-
t= i  \
dance w ith  th e  theorem s o f  C hapter I I I ,  th e  p o ly h ed ra l su b sp aces , 
which in  t h i s  example problem  a re  p la n a r  a re a s ,  can be  d e p ic ­
te d  on th e  given  D [f(c ) ]  as  fo llo w s:
C_=2C
To s a t i s f y  th e  problem  s ta te d  by t h i s  t h e s i s ,  th e  s o lu ­
t io n  tech n iq u e  to  be developed would f i r s t  g en e ra te  b a se s  2  and 
5, s in c e  th ey  have th e  g r e a te s t  p r o b a b i l i ty  o f  be in g  o p tim a l. 
S ince la r g e r  v a lu es  o f  P^ can presum ably be o b ta in ed  from th e  
subspaces having th e  la r g e r  D [ f ( c ) ] r e g io n s , we f i r s t  de term ine 
th a t  b a s is  f o r  which th e  subspace an g le  i s  a maximum. The mea­
surem ent tech n iq u e  i s  th e  s c a la r  p ro d u c t w herein th e  hy p erp lan es
20
( l in e s )  a re  re p re se n te d  as v e c to r s .  For th e  two v a r ia b le  p ro b ­
lem, we a re  concerned w ith  one an g le  6 . f o r  each subspace.
Let Cj = (J) and e^ = ( ^ ) ; th e  f iv e  v e c to rs  f o r  th e  exam­
p le  problem  a re  then  s ta te d  as  e^ , Ze^+eg, e ^ -e g , e^+ZCg, and 
The 0 ^ a re  c a lc u la te d  to  be
02 = 85 = c o s ' l  2/v'S’ % 26.5°
0 3  = 0 ,  = c o s '*  3 / / ÏÔ  % 18.5°
And, a t  l e a s t  f o r  t h i s  p a r t i c u l a r  PLP problem , th e  l a r g e r  ang les 
do correspond  to  th e  la r g e r  P^. To see  what f a c to r s  c o n tro l 
such an outcom e, c o n s id e r  th e  same b a s ic  problem , only  t h i s  tim e , 
l e t  th e  d e n s ity  fu n c tio n s  be changed so th ey  a re  no lo n g er 
id e n t i c a l .  To ge t a pronounced e f f e c t ,  l e t  f (c ^ )  = l /2 e  
w hile  th e  d e n s ity  fu n c tio n  o f  Cg rem ains f fc g )  = l / 1 0 e~^^^®*'2 . 
The f e a s ib le  bases rem ain th e  same and th e re fo re  th e  subspaces 
a re  a ls o  unchanged. But th e  (P^ } i s  a l te r e d  s ig n i f i c a n t ly :
t
“ <• \ ’ 7 - I \  -
i. 5 4 5 t=2 t
Thus, we see  th a t  th e  l a r g e s t  0^ (Og and 8 g) no lo n g er c o r r e s ­
pond to  th e  l a r g e s t  P. (P. and P. ) .  The in te r v a ls  o f  in te g ra -K Kg
t io n  s t i l l  have t h e i r  " f u l l e s t  e x te n t"  fo r  P. and P. , b u t th eK2  Kg
new d e n s i ty  fu n c tio n  f (c ^ )  now has more p r o b a b i l i ty  co n cen tra ted  
fo r  sm all v a lu es  o f  Cj th a n  i t  d id  p re v io u s ly . (N ote: A ll p ro ­
b a b i l i t i e s  a re  c a lc u la te d  assum ing th e  random v a r ia b le s ,  c^ and 
Cg, a re  in d ep en d en t.)
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Combining d is s im i la r  d e n s ity  fu n c tio n s  i s  no t th e  only
way t h i s  same e f fe c t  i s  p roduced. Changing th e  D [ f ( c ) ] can
c re a te  th e  same s h i f t  in  op tim al p r o b a b i l i t i e s .  To see  t h i s ,
we change th e  domain D(Cj) from {Cj e R | Cj > 0} to  {c^ e R | 0
i  Cj s 10}, so th e  d e n s ity  fu n c tio n  becomes f (C j)  = 0.158e
The p ro b a b i l i ty  th a t  b a s is  2 i s  optim al (P. ) now d ecrease s  from
*2
0.333 o t  0 .1 8 5 , and a g a in , P, i s  g r e a te r  th an  P. even though
*^ 4 2
Gg i s  g r e a te r  th an  0^. In  f a c t ,  by r e s t r i c t i n g  c^ to  {c^ c R |
0  s Cj < 5 ) ,  f o r  which f (c ^ )  = 0.415e'^^^^*^l, th e  p r o b a b i l i ty  
th a t  b a s is  2  i s  optim al i s  z e ro .
CHAPTER I I I
DEVELOPMENT OF BASIC THEORY
As p re v io u s ly  d e f in e d , assume B^^A^,-c^,}
 ^ r
i  joj- and Sg = Bg^Ag,-Cg,} 2  £ |  e x i s t  as  two subspaces
a s so c ia te d  w ith  f e a s ib le  b ases  r  and s .  Then, p ro v id in g  and 
a re  nonempty, th e  b a s ic  s o lu t io n s  re p re se n te d  by and 
w i l l  have a p o s i t iv e  p r o b a b i l i ty  o f  be ing  o p tim a l. In v e s t ig a t io n  
o f  se v e ra l p e r t in e n t  a re a s  i s  n ecessa ry  p r io r  to  p rov ing  e x is ­
te n c e , nonem ptiness, and t h a t  = * f o r  a l l  i n t e r i o r  p o in ts .
An unbounded f e a s ib le  re g io n  may e x i s t  f o r  a  s p e c i f ic  
problem , b u t depending on th e  D [ f ( c ) ] ,  th e  op tim al v a lu e  fo r  z(x ) 
may s t i l l  be f i n i t e .  R eca ll t h a t  th e  a t t i t u d e  numbers o f  th e  
o b je c t iv e  fu n c tio n  hyperp lane  de term ine i f  z (x ) i s  bounded in  
th e  event th e  s o lu t io n  space  i s  n o t.
Theorem 1: I f  z (x ) i s  unbounded f o r  some p a r t i c u la r  £ ,
z(x) need no t be unbounded fo r  a l l  £ .
P ro o f: Suppose z (x ) i s  unbounded f o r  a  s e le c t io n  o f
C j 's  form ing th e  v e c to r  £ .  Then a s s o c ia te d  w ith  a non-
b a s ic  X. i s  a  z(x) c o e f f ic ie n t  c^B "^P .-c . < 0 and th e
3 ” * * 3  3
column B"*Pj < £ .  L et th e r e  be a change in  £ ,  changing
c to  c ' .  Then th e  c o e f f i c i e n t  cIB”^ P .-c !  may become
— — ” « 3  3
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no n negative , w h ile  th e  column B“ ^P^ rem ains n o n p o s itiv e
s in c e  i t s  v a lu e  does not depend on c_. T h e re fo re , i f
th e  s o lu t io n  space  i s  unbounded z{x) need not be fo r  a l l
v a lu es  o f q .e .d .
The tre a tm e n t f o r  t h i s  case  i s  s tr a ig h tfo rw a rd . I f  f o r
any f e a s ib le  b a s is  t ,  B~^P. < 0  f o r  some j  th en  th e  p ro b a b i l i ty
t  J —
o f  Cg B^*Pj-Cj b e in g  n o n p o s itiv e  must be c a lc u la te d . I f
P[(Cg BT^Pj-Cj) < 0 ] > 0 , then  th e  a s so c ia te d  v a lu e  o f  z(x) would
be unbounded. However, i f  th e  p r o b a b i l i ty  equals  z e ro , th e  con­
s t r a i n t s  on th e  domain o f  f (c )  have in te rv e n ed  and th e  i t e r a t i o n  
o f  f e a s ib le  bases may co n tin u e .
Degeneracy fo r  d e te rm in is t ic  LP c re a te s  no sp e c ia l  d i f f i ­
c u l t i e s  s in c e  th e  op tim al value  o f  z(x) rem ains co n s ta n t even 
though th e  "op tim al"  b a s is  i s  n o t un ique . However, in  PLP un iq u e­
ness  must e x is t  e l s e  th e  ex c lu s iv e n ess  o f  = * would not
o ccu r. Thus, i f  more than  m c o n s tr a in ts  pass through  th e  same 
p o in t ,  no t a l l  elem ents o f  B" ]^b w i l l  be nonzero . To p rev en t t h i s ,  
some o f  th e  b . ' s ,  (b . , b . , . . . ,  b . ) ,  k < m, must be changed by
1  i j  ±2 1 %
a r b i t r a r i l y  sm all numbers (e . , e . , . . . ,  e . ) ,  so th a t  each op-
^ 1  ^ 2
tim a l b a s is  t  w i l l  y ie ld  x^ >£. P roof o f  th e  s u f f ic ie n c y  o f  t h i s  
tech n iq u e  i s  o b v io u s. S ince th e  v a lu es  o f  th e  x . e Xg depend
d i r e c t ly  on th e  m agnitude o f  th e  b . e b ,  changing some b . 
v a lu es  w i l l  p ro v id e  a  B^^W w ith  nonzero v a lu es  fo r  x^ .
A lte rn a t iv e  optim al s o lu t io n s  a ls o  p rev en t th e  d e s ire d  
un iqueness o f th e  f e a s ib le  b a se s . However, u n lik e  degeneracy .
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th e re  i s  no conven ien t tech n iq u e  f o r  p rev en tin g  such o ccu rren c e . 
For a g iven s e le c t io n  o f  c y 's  which form th e  v e c to r  i f  z (x ) 
i s  th en  p a r a l l e l  to  an a c t iv e  c o n s t r a in t ,  th e  b a s is  may be changed 
w ithou t a f f e c t in g  th e  op tim al v a lu e  o f  z ( x ) .  Thus, th e  subspaces 
d e f in e d  by and would both  c o n ta in  such p o in ts  £ .  S in ce  th e  
C j 's  a re  random v a r ia b le s ,  i t  i s  n o t p o s s ib le  to  m odify t h e i r  
v a lu es  by a r b i t r a r i l y  sm all numbers as  in  th e  d eg en era te  c a s e .
As shown by th e  fo llo w in g  theorem , th e  lo c a tio n  o f  such p o in ts  
r e l a t iv e  to  th e  subspaces i s  most f o r tu n a te .
Theorem 2 : I f  f o r  f e a s ib le  b a s is  r ,  a p a r t i c u la r
s e le c t io n  o f  c^  r e s u l t s  in  an a l t e r n a t iv e  op tim al z(x)
over f e a s ib le  b a s is  s ,  th e n  such p o in ts  c^cS^AS^ a re
confined  to  th e  common b o u n d aries  o f  th e  subspaces
d e fin ed  by S and S .r  s
P ro o f: Assume a p a r t i c u la r  v a lu e  fo r  c^  which y ie ld s
id e n t ic a l  v a lu e s  fo r  z(x) o v er f e a s ib le  bases  r  and s .
S ince th e  b ases  a re  d i s t i n c t ,  one o r more x . e x„
J -B
d i s t i n c t  from th o se  in  ^  . Then
"®s
:r(% ) = £b i s  = £ b ÏB  =r  r  s  s
so th a t
£ b = £ b  •r  s
C onsider th e  change in  z(x ) when bases  r  and s  a re  
ad jacen t and n o n -b asic  v a r ia b le  Xj i s  s e le c te d  fo r  
e n try :
a re  
r
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. J . where 5 c R* and chosen
a s su re  f e a s i b i l i t y .
So on ly  i f  th e r e  e x i s t s  some no n b asic  Xj fo r  which 
c_ B ~^P.-c. = 0 would th e  v a r ia b le  x be  a b le  to  e n te r
y  r  J J J
th e  b a s is ,  th e re b y  a s su r in g  t h a t  th e  c o n d itio n
c_ B” ^b = c_ B"^b i s  s a t i s f i e d .—o _  r  — — S — 
r  s
T h e re fo re , f o r  an assumed v a lu e  o f  £ ,  i f  th e r e
e x i s t s  in  one b a s is  one o r  more n o nbasic  x^ f o r  which
CgB"*Pj-Cj = 0 , th en  th e r e  e x i s t s  a d i f f e r e n t  b a s is
having  th e  same z(x ) v a lu e , and {£ |cg  B"^A ^,-£^, & 0 }
k
w i l l  in c lu d e  o n ly  th o se  p o in ts  £  lo c a te d  on th e  bound­
a r i e s .  q . e .d .  (Because th e s e  p o in ts  have p r o b a b i l i ty  
m easure z e ro , t h e i r  in c lu s io n  in  more th an  one subspace 
i s  o f  no p e r t in e n t  consequence.)
The two p reced in g  theo rem s, coupled  w ith  th e  p re s c r ib e d  
tre a tm e n t f o r  degeneracy , en ab le  th e  p ro o f  o f  th e  e x c lu s iv e n e ss  
theorem .
Theorem 3 : I f  and re p re s e n t  th e  subspaces a s so ­
c ia te d  w ith  f e a s ib le  b ases  r  and s ,  th e n  = * f o r
a l l  i n t e r i o r  p o in ts  £ .
P ro o f; Assume th e  s o lu t io n  space  i s  bounded o v e r  a l l  
f e a s ib le  x .  The p ro o f  i s  by c o n tr a d ic t io n :  assume
f o r  a  p a r t i c u la r  v a lu e  o f  £  e th a t  th e  o p t i ­
m a lity  c o n d itio n s  ( l in e a r  in e q u a l i t i e s )  f o r  b o th  
and Sg a re  s a t i s f i e d ,  so t h a t  z^(x ) = Z g(x). But by 
Theorem 2 , t h i s  e q u a li ty  im p lie s  a l t e r n a t iv e  o p tim al
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s o lu t io n s ,  and £  would be sim ply a common boundary p o in t
in  th a t  ev en t.
Let ^  be an m+n component v e c to r  o f  th e  s p e c i f ic
v a lu e s  o f  £  a s so c ia te d  w ith  b a s is  r .  And, s im i la r ly
d e f in e  x fo r  b a s is  s .  Then, z (x) = z (x) i f  and on ly
i f  £ '  ^  = £ '  Xg. T h is r e q u ire s  t h a t  x,. = 2^ (ex cep t fo r
a l t e r n a t iv e  o p tim a ls ) , which i s  n o t p o s s ib le  s in c e  r
a n d  s  a r e  d i s t i n c t  b a s e s ,  a n d  t h u s ,  a n d  Xg c o n t a i n
r  s
d i f f e r e n t  nonzero components.
For £  £ S^A Sg, a  t h i r d  p o s s i b i l i t y  i s  th a t  ^  and
X e a c h  c o n t a i n  <m n o n z e r o  e l e m e n t s ,  i . e . ,  x .  a n d  x„- s  -B^ -Bg
each co n ta in  a t  l e a s t  one zero  component. But t h i s
i s  th e  d eg en era te  case  which i s  p rev en ted  by changing
b^  as  p re v io u s ly  shown.
The only rem aining a l t e r n a t iv e  i s  th a t  Xg and Xg
r  s
do n o t re p re se n t extrem e p o in t s ,  b u t r a th e r  a c o in c i ­
d en t convex p o in t w ith in  th e  f e a s ib le  re g io n . The 
p ro o f  th a t  th e  optimum must occu r a t  an extrem e p o in t 
f o r  random c y 's  i s  g iven  in  (4 7 , p . 7 ] .
T h e re fo re , s in c e  £  i s  a r b i t r a r y  bu t f ix e d ,  and 
s in c e  r  and s a re  a r b i t r a r y  f e a s ib le  b a s e s , th e  o r ig in a l  
assum ption th a t  £  e i s  c o n tra d ic te d  excep t in  th e
case  o f  boundary p o in ts ;  th u s ,  = * fo r  a l l
i n t e r i o r  p o in ts ,  q .e .d .
An e q u iv a le n t s ta tem en t o f  th e  p reced in g  r e s u l t  i s  found 
in  [ 5 ] ,  and u t i l i z i n g  the  n o ta t io n  o f  t h i s  t h e s i s ,  i t  would be
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ex p ressed  as P ({ c jc  e S f ) S  }] = 0 . T h is  s ta tem en t i s  c o r re c t
s in c e  th e  s e t  o f  boundary p o in ts  in  common has zero  c o n te n t .
The e x c lu s iv e n e ss  o f  S^/1 proved in  Theorem 3 t a c i t l y  assumed
th a t  dim £  = n . The fo llo w in g  c o r o l la ry  can a ls o  be  s t a t e d :
C o ro lla ry  3 .1 :  Let S , = { c |c  e S _ /IS _} where dim c = n;' '      1  ^  — r  s
th en  a l l  i n t e r i o r  p o in t s C S j  w i l l  have d im ension < n
o r  S j w i l l  be empty.
P ro o f: By Theorem 3 , = * fo r  r”  s p a c e , b u t
S rH ^ s  may be nonempty f o r  T h e re fo re , s in c e
S n s  cannot c o n ta in  an n -cu b e , S , = 6  o r  c o n s t i tu t e s  r  s 1
a s e t  o f  zero  c o n te n t ,  t h a t  i s ,  dim (S ^ ^ S ^ )  < n . q .e .d .
A more u s e fu l  r e s u l t  o f  th e  e x c lu s iv e n e ss  theorem  i s  p ro ­
v ided  by th e  nex t c o r o l la ry :
C o ro lla ry  3 .2 : S in ce  th e  convex subspaces a s s o c ia te d
w ith  th e  unique f e a s ib le  b a se s  a re  e x c lu s iv e , th e
P[an op tim al b a s is  e x i s t s ]  = ^ P. .
t= l  *^ t
P roo f : D efine 0^ as th e  even t th e  t —  b a s is  i s  o p tim a l, 
so th a t  P. = P(0 ) .  The p r o b a b i l i ty  o f  a t  l e a s t  oneKt t
op tim al b a s i s ,  in  accordance w ith  e x is t in g  laws o f  
p r o b a b i l i ty ,  i s  g iv en  as
S ?  P(Oj) [21, p . 7]
t= l
By assum ption (Theorem 3) th e  subspaces o v er t  a re  
e x c lu s iv e  so
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and th e re fo re ,  th e  e q u a l i ty  ho lds and we have
P[an op tim al b a s is  e x i s t s ]  = P[ U ? , 0 . ]  = ^  PV . q .e .d .
t= i  r  t= l  *^ t
The even ts o f  op tim al b ases  a re  e x h a u s tiv e  s in c e  th e  num­
b e r  o f p o s s ib le  f e a s ib le  b a se s  i s  f i n i t e  and w i l l  o c cu r . A lso , 
th e  p o ly h ed ra l subspaces in  r"  have con tiguous lo c a tio n s  over
D [ f (c ) ] .  Thus, ^ P. = 1 - P[no b a s is  i s  o p tim a l] = 1 -  P. 
t= l  \
The q u a n ti ty  F  could be p o s i t iv e  fo r  a s p e c i f i c  problem , due to  
e i th e r  th e  r e s t r i c t io n s  on D [f(c ) ]  o r  th e  lack  o f  any f e a s ib le  
b ases . S ince  such p r o b a b i l i ty  i s  p r im a r ily  f id u c ia l  and would 
always be zero  fo r  a p r a c t i c a l  problem , no ex tended tre a tm e n t o f
P w il l  be undertaken . In  o rd e r  th a t  2, P t ~ th e  summation
t= l  t
i s  r e s t r i c t e d  to  in c lu d e  on ly  th o se  P^ a s s o c ia te d  w ith  f e a s ib le  
b a se s . T his requirem ent i s  due to  th e  fo llo w in g  theorem :
Theorem 4 : I f  b a se s  r  and s a re  f e a s ib le  and in f e a s ib le ,
r e s p e c t iv e ly ,  th en  { £ |£  e may be nonempty r e l a t iv e
to  i n t e r i o r  p o in ts .
P ro o f : By example (see  pp. 1 3 -1 5 ).
Let be th e  s e t  o f  p o in ts  £  c o n ta in ed  in  th e  p o ly h ed ra l 
subspace a s so c ia te d  w ith  b a s is  t ,  so th a t  = |£ U £ g  B ^^A ^,-c^,]
> D efine the  p r o b a b i l i ty  subspace fo r  b a s is  t  to  be d eg en e ra te
(does not e x i s t )  i f  i s  empty o r co n ta in s  on ly  boundary p o in ts .
The f a c t  th a t  may be an open s e t  due to  i n f i n i t e  domains on 
Cj does n o t c o n s t i tu te  degeneracy , and we c o n s id e r  th o se  p rob ­
lems having empty due to  a  p ro h ib i t iv e  domain D [ f ( c ) ] as
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sp e c ia l  c a se s . For an c o n ta in in g  on ly  boundary p o in ts ,  th e  
po lyhedral suhspace would be d e fin ed  by a t  l e a s t  two l in e a r ly  
dependent in e q u a l i t i e s  fo f  o p p o s ite  s ig n s )  g ;{C g B^^A^,-c^,
> £ } . Thus, to  prove th e  e x is te n c e  o f  th e  subspaces f o r  any 
b a s is  t ,  we must show th a t  th e  d e f in in g  h y p erp lan es  in  r"  a re  
l in e a r ly  independent and th a t  th e  r e s u l t in g  subspace i s  nonempty. 
The fo llo w in g  e x is te n c e  theorem  can now be s ta t e d :
Theorem 5 : I f  th e  domain D(Cj) = R, j = l ,  . . . »  n ,
3  a nondegenerate  p o ly h ed ra l subspace V  b a s is .
P ro o f : (P a rt I , L in ea r Independence): Let th e  s e t
o f  hyperp lanes f o r  th e  c u r re n t b a s is  t  be g iven as 
Ht = {Cg B“^A ^,-c^ ,  = £  I t = l , 2 , . . . , h ) .  I t  must be
shown th a t  each i s  a  l in e a r ly  independent s e t ,  and
th e n , s in c e  a l l  c .C { C p  U c ^ , ) ,  we know th a t  r”  w i l l  
3 — —t
be spanned fo r  any b a s is  t .  Let {c^ | j = l ,  —  ,n )  be
regarded  as  u n i t  b a s is  v e c to r s ,  a  maximal l in e a r ly
independent s e t  in  r” .
For any b a s is  t ,  l e t  th e  mxn m a trix  A^, and th e
correspond ing  Ixn row v e c to r  £  be o rd e re d , 3  th e  i n i t i a l
columns C  A = { P ^ |j r e p re s e n ts  a  n o n b a s ic , nonslack  x^},
so th a t  th e  i n i t i a l  elem ents C  c . , w i l l  be  th e  c . co e f-
-<  J
f i c i e n t s  o f  th e  same X j. Then, fo r  a  " s t a r t i n g  s o lu ­
t i o n ,"  A j, = (P^, P2 » •••»  Pj|) I -  (C j, Cg, •••»  c ^ ) ,
and i f  m=n ( fo r  a  b a s is  t  c o n ta in in g  a l l  n o n s la c k s) ,
A^, = I and c . , would be a  row v e c to r  o f  z e ro e s , t  ' mxm —t
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In g e n e ra l ,  l e t  j .  and denote n onslack  and s la c k  v a r i a ­
b le s ,  r e s p e c t iv e ly .  Then w i l l  be g iven  as
,£b (P . , P . , . . . , P -  , I * » I _ ) ~
t  J l  Jk ^n
( c . , c . , . . . ,  c . , 0  , . < • ,  0  ) ,
where P. 5  mxl column v e c to r  a s so c ia te d  w ith  n o n b asic .
J i
nonslack  ,
I = mxl i d e n t i ty  v e c to r  a s s o c ia te d  w ith  non- 
=i
b a s ic ,  s la c k  X j,
and 2  1  = n .
S ince {c. I i = l , 2 , . . .  ,k } 0  {c . | c .  c c_ } = * , th e
h  1  J
hyperp lanes re p re se n te d  by {c,. B"^P. - c .  = 0  | i = l , 2 , . . . , k }
- » t  ^ J i  J i
w i l l  be l in e a r ly  independent due to  th e  ex c lu s iv e  c y 's .  
Thus, we need to  in v e s t ig a te  only  th o se  n-k hyperp lanes 
g iven  as (Cg B"^I = 0  | i= k+ l,k+ 2 , . . . ,n } , a l l  o f  which- « t  t  S j
have id e n t ic a l  c . ' s  s in c e  c„ , c o n s is ts  o f  zero  elem ents j  '
f o r  i  > k .
We know th a t  th e  m columns o f  m a trix  B  ^ a re  l in e a r ly
V I -1independent V  s e le c te d  b a s is .  A lso s in c e  B  ^ and B^B^
a re  n o n s in g u la r , so i s  B^^ n o n s in g u la r (1 8 , p . 9 0 ].
C le a r ly , a l l  hyperplanes<%{c_ B | i= k + l,k + 2 ,. . . ,n )
" ^ t  ®i
w i l l  have c^ c o e f f ic ie n ts  p rovided  by d i s t i n c t  columns
o f B~^, which i s  s u f f i c i e n t  fo r  l i n e a r  independence
i f  Ç- i s  composed o f  a l l  nonzero e le m en ts . D if f ic u l ty  
t
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i s  suspected  i f  ^  con ta in s  c  1 and s lack  v a r i -
a b le s . To see  t h i s ,  c o n s id e r  th e  fo llo w in g  example fo r  
n = m = 3 and l e t  Xg = (x ^ ,X j,X g ) ',  so th a t  Cg = (C j.O .c^) 
Then
'13
^21 ^22 *^ 23 
^31 ^32 ^33 
»-l





where th e  m a trix  deno tes  B and th e  m a trix  o p era ­
t io n s  y ie ld  two hyperp lanes w ith  th e  same C j, b^gC^ + 
b j jC j  and b j jC j  4  b j jC j .  Now i f  b j^  = ^ 1 3  >"<1 b j 2  = 
- b j j ,  th e  p o ly h ed ra l subspace would have zero  co n ten t 
( c o n s is t  o n ly  o f  boundary p o in t s ) .  The o p p o s ite  s ig n s  
may o c c u r, b u t due to  th e  n o n s in g u la r i ty  o f  B, g iven  as
I b i 2  I f  I I and I I f  I |®11  ^ ®13
^ 2 1  ® ^23
®31 ® *33
Checking; [b^gl = l^ j^ l im p lie s  a^g = agg , and jb^gl = Ib^^l 
im p lies  a^^ = a^^ , which i s  p rev en ted  s in c e  th e  l a s t  two 
rows o f  B cannot be p ro p o r t io n a l .  Thus, f o r  n=3, we a re  
a ssu red  o f  l in e a r  independence fo r  {H^} due to  th e  non­
s in g u la r i ty  o f  th e  B m a tr ix .
T h is same r e s u l t  ho ld s  f o r  n=4 (where x_ c o n ta in s  &1
t
and <3 s la c k  v a r i a b le s ) , b u t th e  c a lc u la t io n s  a re  te d io u s  
and p r o h ib i t  t h i s  method o f  p ro o f  f o r  th e  genera l c a se .
So f o r  n>4, th e  argument i s  s im i la r  to  th a t  o f  Theorem
8  (see  p . 4 7 ) . Assuming th e  extrem e p o in t (£  )
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e x i s t s ,  i t  i s  defined  by a  p a r t i c u la r  s e t  o f  th e  o r ig in a l  
l in e a r ly  independent c o n s t r a in t s .  These c o n s tr a in ts  a c t 
as bounds on th e  m agnitude o f  r iS ^  i f  mapped on to  th e  £  
sp ace . When c e r ta in  c o n d itio n s  and o p e ra tio n s  a re  s a t i s ­
f ie d  (see  pp . 48 -50), th e s e  o r ig in a l  c o n s tr a in ts  can 
d e f in e  a sp ace  e q u iv a len t t o  S^. S ince th e s e  s e ts  o f  
c o n s tr a in ts  a re  independent o v e r t  f o r  a r b i t r a r y  n , th e  
su p p o rtin g  hyperp lanes f o r  {S^} a re  a ls o .  T h e re fo re , th e  
a re  l in e a r ly  independent and r"  i s  spanned fo r  any 
b a s is  t .
(P a r t I I ,  N onem ptiness): We know th a t  i s  convex
and, from P a r t  I ,  th a t  th e  hyperp lanes a re  l in e a r ly  
in d ependen t. Let (£j^ | i = l , . . . , n }  be s e le c te d  p o in ts
s a t i s f y in g  )  {£.} c o n s t i tu t e s  a b a s is  f o r  S^. Let
n n
c = y A .C ., where J X. = 1 and X. > 0 fo r  a l l  i .
i = 0   ^  ^ i = 0  '  ^
To prove th a t  i s  nonempty, we must now show th a t  £  
l i e s  in  th e  i n t e r i o r  o f  S^. (A s im ila r  p ro o f  i s  r e ­
q u ire d  by th e  e x e rc ise s  on p . 17 o f  B. Grtinbaum, Convex 
P o ly to p es . W iley, 1967).
S ince i s  a subspace by d e f in i t io n ,  l e t  c^ = 0
and th e  c . f o r  i  > 1  w i l l  th e n  c o n s t i tu te  th e  b a s is .
— 1
Hence every  p o in t £  in  i s  a  unique l in e a r  combina­
t io n  o f  th e  c ^ ' s .  Suppose £  i s  not in  i n t  S^ ( in t e r i o r  
o f  S ^ ); th e n  th e re  i s  a sequence (z ^ )  ( k = l , 2 , . . . )  o f  
p o in ts  n o t i n t e r i o r  to  S 3  lim  z. = c .  E xpressing
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n k k= I  a .  £ . im plies  th a t  fo r  each 1 < i  < n.
i= l
If
S ince  z^ i s  n o t in  S^, some a .  = 0 fo r  i n f i n i t e l y  many 
k . T his im p lie s  th e  c o n tra d ic t io n  th a t  some X. = 0. 
Thus, "c e i n t  S . .— L
T h e re fo re , s in c e  th e  a re  l in e a r ly  independent and 
s in c e  i s  nonempty, we conclude th a t  a  nondegenerate 
p o ly h ed ra l subspace e x i s t s  V b a s i s . q .e .d .
CHAPTER IV 
PROBABILITY SPACE SOLUTION METHOD
The in te n t  o f  t h i s  c h a p te r  i s  to  develop a s o lu t io n  te c h ­
n iq u e  when th e  p o ly h e d ra l subspaces a re  d e fin ed  by th e  known 
l i n e a r  in e q u a l i t ie s  a s s o c ia te d  w ith  each f e a s ib le  b a s i s .  A 
p o ly h ed ra l convex s e t  i s  d e f in e d  as th e  in te r s e c t io n  o f  a f i ­
n i t e  c o l le c t io n  o f  c lo se d  h a l f - s p a c e s .  ( In  th e  even t t h i s  s e t  
i s  bounded, th e  p o in ts  co n ta in ed  in  th e  in te r s e c t io n  o f  h a l f ­
sp aces  would d e f in e  a  convex p o ly to p e  [2 4 ] .)  S ince  th e  h a l f ­
sp aces  we a re  concerned w ith  a re  th e  s e t  o f  l i n e a r  in e q u a l i t i e s  
(Cg B^^A^,-c^, 2  £ ) ,  th e  term  p o ly h ed ra l subspace i s  most appro­
p r i a t e .  And s in c e  th e r e  i s  a d i s t i n c t  s e t  o f  l i n e a r  in e q u a l i ­
t i e s  a s so c ia te d  w ith  each b a s is  t ,  th e  p r o b a b i l i ty  space  denoted 
by r ”  i s  a  f i n i t e  c o l le c t io n  o f  p o ly h ed ra l sub sp aces .
The subspaces w i l l  be unbounded prov ided  th e r e  a re  no 
domain D [ f (c ) ] r e s t r i c t i o n s .  T h is w i l l  be th e  g en era l framework 
f o r  th e  fo llow ing  developm ent s in c e  th e  ty p ic a l  j o i n t  p r o b a b i l i ty  
d e n s ity  fu n c tio n s , e . g . ,  th e  m u l t i -v a r ia te  normal o r  e x p o n e n tia l, 
have e i th e r  no bounds o r  sim ply a  n o n n e g a tiv ity  requ irem en t on 
th e  random v a r ia b le  dom ains. ( In  th e  case  o f  th e  normal d i s t r i ­
b u t io n ,  th e  domain i s  r" ,  w h ile  th e  domain o f  th e  ex p o n en tia l i s
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r e s t r i c t e d  to  r”* .)  S ince  th e  v e r te x  o f  th e  po ly h ed ra l subspace 
i s  th e  o r ig in  in  a l l  c a s e s ,  th e  n o n negative  domains o f  th e  
ex p o n en tia l d e n s ity  fu n c tio n  could a f f e c t  on ly  th e  geom etry o f  
th e  subspace, n o t th e  unboundedness.
In  accordance w ith  th e  co n cep ts  s ta t e d  in  C hapter I I ,  
th e  o b je c t iv e  i s  to  o b ta in  t h a t  subspace having  th e  l a r g e s t  r e l a ­
t i v e  i n t e r i o r ,  denoted by r iS ^ ,  and th e n  de term ine th e  c la s s  o f  
d e n s ity  fu n c tio n s  f o r  which t h i s  p a r t i c u la r  subspace a ls o  has
th e  la r g e s t  p ro b a b i l i ty  (P. ) o f  b e in g  o p tim a l. (The term  r e l a -
t
t iv e  i n t e r i o r  i s  used s in c e  a convex s e t  does no t have an i n t e r i o r  
in  th e  sense  o f  th e  whole m e tric  sp a c e , b u t r a th e r  an i n t e r i o r  
r e l a t iv e  to  i t s  convex h u l l . )  Thus, th e  o b je c t iv e  i s  to  rank 
th e  v a rio u s  P^ by o rd e r  o f  m agnitude w ith o u t r e q u ir in g  any 
p r o b a b i l i ty  c a lc u la t io n s .
Form ulation o f  Subspace H yperspheres 
As b e fo re , l e t  deno te  th e  s e t  o f  su p p o rtin g  hyperp lanes 
f o r  r iS ^ ,  th e  r e l a t iv e  i n t e r i o r  o f  th e  p o ly h ed ra l subspace a sso ­
c ia te d  w ith  f e a s ib le  b a s is  t ,  where = (c^  B^*A^,-c^, = 0 }^ and
S t = {£ 1 Cg s e t  Ht c o n s is ts  o f  n homogeneous
eq u a tio n s  in  the  n random v a r ia b le s .  Let th e  c^ c o e f f ic ie n t s  be
denoted  by b^^; then  th e  l in e a r  i n e q u a l i t i e s  may be exp ressed  as 
n
as  th e  Ixn row v e c to r2 b . . c .  > 0,  i = l , . . . , n .  D efine b . 
j= l  J
( b ^ j ,  b . g ,  •••* b . ^ ) ,  so th a t  in  term s o f  th e  s c a la r  p ro d u c t [3 0 ], 
th e  l in e a r  in e q u a l i t ie s  become ^ , b ^  > 0 , i  = 1, . . . ,  n .  The
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subspace th u s  d e fin ed  i s  an a re a  f o r  n = 2 , volume fo r  n = 3 , and 
hypervolume f o r  n > 3.
Assuming Cj e R, j  = 1 , . n , th e  subspaces have i n f i ­
n i t e  r e l a t i v e  i n t e r i o r s ;  co n seq u en tly , a  r e l a t i v e  volume m easure 
between subspaces must be d e f in e d . The u n i t  sphere  w ith  c e n te r
n 2
a t  th e  o r ig in  i s  given by ^ c . = 1 . Let denote th e  s u rfa c e  
a re a  o f  th e  sp h ere  and A  ^ denote th e  sp h ere  su rfa c e  a re a  f o r  th e  
now bounded S^. Then th e  r e l a t iv e  volume m easure fo r  i s  d e fin ed  as
— f o r  a  p a r t i c u la r  n  and b a s is  t .  T h is  r a t i o  w il l  be r e f e r r e d  to
as r e l a t i v e  p o r tio n  o f  r”  f o r  a  p a r t i c u la r  subspace and denoted
by rpk” . Thus, f o r  exam ple, i f  rpR’™ ■ 1 f o r  b a s is  t ,  th en  r iS ^  = r” .
To be n o ted  i s  th a t  th e  q u a n ti ty  rpR" i s  th e o r e t ic a l  s in c e
i t s  v a lu e  cannot be c a lc u la te d .  A i s  analogous to  th e  s o l id
®t
an g le  and would p ro v id e  a  com parative m easure over t  o f  th e  
v a r io u s  rpR ", b u t a g a in , i t  cannot be determ ined  s in ce  th e  d i f ­
f e r e n t i a l  elem ent (dA), say  fo r  n=3, would be t r ia n g u la r  r a th e r  
th an  fo u r-s id e d  a s  re q u ire d  fo r  th e  s o l id  a n g le . In  what fo llo w s , 
i t  i s  conven ien t to  c o n s id e r  r iS ^  as synonymous w ith  rpR”  f o r  
any b a s is  t .
As p re v io u s ly  s ta te d  th e n , th e  b a s is  t  having a s so c ia te d
subspace w ith  l a r g e s t  r iS ^  a lso  d e f in e s  th e  l a r g e s t  rpR^.
The approxim ate m easure o f  A to  be used  i s  r  , th e  ra d iu s  o f
®t ^
th e  hypersphere  co n ta in ed  by th e  p o ly h ed ra l subspace r e l a t iv e  to  
th e  v e r te x . Then th e  w ith  l a r g e s t  r^  w i l l  be th e  subspace
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having l a r^ c s t  riS^ anil th e  f e a s ib le  bases nuiy be ranki-i! accur(lin% ly 
For com parative p u rp o ses, th e  v a rio u s  r^ must be determ ined  a t  th e  
same fix e d  d is ta n c e  from th e  v e r te x  fo r  a l l  sub sp aces .
Theorem 6 : Under th e  c o n d itio n s  s ta t e d  by P a r t  I I  o f
th e  p r o o / ,  th e n  g iv en  {S|. j t * l , . .  . ,q }  such th a t  3  { r^ } , i f  
th e  r a d iu s  Tg i  s u p { r ^ | t = l , . . . , q ,  t f s } ,  th e n  r iS g  > 
s u p { r i S ^ | t = l , . . . , q ,  t ^ s ) .
P ro o f : G eom etrica lly  in s c r ib e  a  c lo se d  hypersphere  in
p o ly h ed ra l subspace S^. Let be th e  v e c to r  from th e  v e r ­
te x  p a ss in g  through th e  c e n te r  o f  th e  sp h e re . Let p^ be 
th e  p o in t  on one u n i t  from th e  v e r te x  and l e t  H^, e H^.
Then r^  = | |H^ ,  -  P g | | ,  th e  J_ d is ta n c e  from th e  p o in t p^ 
to  th e  p o in ts  o f  tangency w ith  Let th e  tan g en t p o in ts
be deno ted  by h^^, i  = 1 , n . The p ro o f  i s  in  two
p a r t s .
P a r t  I (n=2 ) :  Let (Guj i  = 1, q) be th e  v e r te x
an g les  formed by th e  two hyperp lanes ( l in e s )  a s so c ia te d  
w ith  each b a s is .  The hypersphere  fo r  n=2 i s  sim ply a 




The riS g  i s  d i r e c t ly  p ro p o rtio n a l  to  th e  m agnitude o f  0 ^ fo r
each b a s is  s .  The v e c to r  w b is e c ts  0 and th e  ra d iu s  o f  th es s
hy p ersp h ere  i s  determ ined  by r^  “ ll^'sl 2  ” Pgl l "  For th e  
90® t r i a n g l e ,  Op^h^j, r^  i s  th e  len g th  o f  th e  s id e  o p p o s ite  
th e  v e r te x  ang le  0 ^ /2 . Thus any change in  th e  m agnitude 
o f  0 g i s  r e f le c te d  by co rrespond ing  change in  r ^ ,  and s in c e  
riS g  i s  p ro p o rtio n a l to  0 ^ ,  th e  la r g e r  r^  im p lies  th e  
la r g e r  r iS ^ .  T h e re fo re , i f  r^  > s u p { r ^ | t = l , . . . , q ,  t^ s } ,  then  
riS g  > s u p { r i S ^ | t = l , . . , , q ,  t f s } .  q . e . d .
P a r t  11 (n > 2 ): As p re v io u s ly  d e f in e d , { b ^ | i = l , . . . ,n}
a re  th e  normal v e c to rs  t o  th e  a s so c ia te d  s e t  o f  su p p o rtin g  
hy p erp lan es  fo r  th e  subspace S^. Let ( a . ^ ,  | i f i '  and i i *
= i * i }  be th e  Q ) an g le s  determ ined by th e  s c a la r  p ro d u c ts  
o f  th e  normal v e c to rs  f o r  b a s is  s .  The fo llo w in g  th r e e  cases 
may a r i s e :  ( 1 ) th e  (g) an g les  rem ain c o n s ta n t over t ;
(2) any (") -  1 o f  rem ain co n s ta n t over t ;  o r  (3)
le s s  th an  -  1 o f  remain c o n s ta n t.  Note th a t
r o ta t io n  o f  th e  subspaces in  r"  i s  p e rm itte d  by th e se  c a se s ; 
th e  a n g u la r  requ irem en ts  on ly  a f f e c t  th e  geometry o f  ( S^ ) .
The f i r s t  case i s  t r i v i a l  s in c e  a l l  would have equal 
r iS ^ .  Due to  th e  l in e a r  independence o f  each H^, a conve­
n ie n t  check e x is t s :  f o r  a  p a r t ic u la r  t ,  determ ine 
and th e n , i f  any n - 1  o f  th e se  ang les re p e a t over t  where 
e i th e r  th e  i  o r  i* v a lu e  appears in  a l l  n - 1  an g les  fo r  
each t ,  th e  riS ^  rem ains c o n s ta n t.
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The second case p e rm its  only  one o f  to  vary over
t , where th e  d i s t i n c t  a . . ,  in  each s e t  has a r b i t r a r y  i , i ' .  
C onsider a c ro s s - s e c t io n  p a ss in g  th ru  th e  h y p ersp h ere , 
(hg^},  and bounded by th e  in te r s e c t io n  w ith  I t  could
appear as fo llow s fo r  n=3:
When only one v a r i e s ,  th e  c ro s s - s e c t io n  v e r te x  ang les
re m a in .c o n s ta n t. S ince  th e  a reas  o f  th e  c ro s s - s e c t io n s  over 
t  a re  a d i r e c t  m easure o f  { r iS ^ } , and s in c e  th e  m agnitude o f  
tg  changes d i r e c t ly  w ith  th e  c ro s s - s e c t io n  a re a  fo r  f ix e d  
v e r te x  a n g le s , i f  r^  > su p {r^} , th en  r iS ^  > s u p tr iS ^ } .
For th e  t h i r d  c a s e , when le s s  than  -  1 o f  th e  
a re  c o n s ta n t, we cannot show in  g en e ra l th a t  in c re a s in g  r^ 
im p lie s  in c re a s in g  r iS ^  over t .  The changes now p e rm itted  
in  th e  geometry o f  th e  subspaces make a ttem p ts  a t  q u a n t i f i ­
c a t io n  most d i f f i c u l t .  I t  must be assumed by c o n je c tu re  
th a t  th e  theorem  as s ta te d  i s  t r u e  in  t h i s  case  so th a t  i f
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> su p fr^  I t  = 1, . . . .  q ,  t  f  s)  then  r iS ^  > sup{riS^
I t  = 1 , q ,  t  ^ s} .
A p p licab le  J o in t  P ro b a b il i ty  D ensity  F unctions 
S ince th e  p o ly h ed ra l subspaces can be ranked accord ing  
to  r iS ^ ,  t = l , . . . , q ,  we now determ ine  under what c o n d itio n s  th e  
la r g e s t  r iS ^  co rresponds to  th e  b a s is  t  hav ing  th e  la r g e s t  p ro ­
b a b i l i t y  o f  be ing  o p tim a l. The domain D ( f ( c ) ]  i s  id e n t i c a l ly  
{S^}, so  th a t  th e  l a r g e r  r iS ^  im p lie s  g r e a te r  domain fo r  th e  
v a lu es  o f  th e  random v a r ia b le s .
The p r o b a b i l i ty  th a t  th e  f e a s ib le  b a s is  t  i s  op tim al i s  
g iven  by
Pj^  = / / . . . /  f ( c ) dCj  . . .  dc 
t  i n
where th e  p roduct dc^ . . .  dc^ i s  a  d i f f e r e n t i a l  elem ent o f  volume 
and 5^ d e f in e s  th e  subspace o v er which dV i s  accum ulated . S ince 
th e  subspaces a re  co n tig u o u sly  lo c a te d  w ith  v e r t ic e s  a t  th e  
o r ig in  in  r” , th e  subspace w ith  g r e a te r  rpR^ would always have 
la rg e r  P^ only  i f  th e  p roduct f(£ )d C j . . .  dc^ i s  c o n s ta n t f o r  a 
g iven d is ta n c e  from th e  o r ig in .  To i l l u s t r a t e  t h i s  co n s id e r  th e  
case  fo r  n=3, and s in c e  th e  subspaces a re  unbounded, tran sfo rm  
th e  problem  in to  th e  e q u iv a le n t one u s in g  s p h e r ic a l  c o o rd in a te s . 
Then th e  p r o b a b i l i ty  th a t  £O S ^ i s  g iven  a l t e r n a t iv e ly  by
P. = / / /  f ( r , 8 ,* ) r ^ s in 8 d8 d*dr ,
*^ t v o l ;
2where r  s in 8 d8 d*dr i s  th e  d i f f e r e n t i a l  volume in  s p h e r ic a l  co o r­
d in a te s .  We see  th a t  f o r  th e  l a r g e r  P. to  co rrespond  to  th e
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subspace having l a r g e r  v o l^ , th e  fu n c tio n a l v a lu es  o f  f ( r , 8 ,* ) 
must be independent o f  th e  an g les  ( 8 ,*) and th u s  a fu n c tio n  o f  
r  o n ly . Then th e  subspace w ith  l a r g e s t  in te g r a t io n  in te r v a ls  on 
( 8 ,* ) w il l  y ie ld  th e  l a r g e s t  P^. For n>3, w herein  an a d d it io n a l  
ang le  re p re s e n ts  each a d d it io n a l  d im ension , th e  argument i s  ana­
logous. The fo llo w in g  theorem  can now be s ta te d :
Theorem 7 : For unbounded p o ly h ed ra l su b sp aces , i f  f ( c )
i s  independent o f  th e  co n ten t o f  S^, which im p lies  f (c )  
co n sta n t f o r  a  f ix e d  d is ta n c e  from th e  o r ig in ,  then
la r g e s t  P. co rresponds to  t h a t  b a s is  t  having  la r g e s t  
* t
r iS ^ .
P ro o f; Assume a j o i n t  d e n s ity  fu n c tio n  o f  th e  form
f (c )  = , where k j ,  k^
a re  nonzero c o n s ta n ts ,  p e R*, and c .  c R, th en  f (c )  i s  
s p h e r ic a l ly  sym m etric s in c e  i t  can be ex p ressed  as
-k ,( rZ )P
f ( r , 8 ,*,  . . . )  = f ( r )  = k^e . Thus, s in c e  th e
2
d e n s ity  fu n c tio n a l v a lu es  depend on ly  on r ,  dV = r  s in 8 d8 d*dr
2
and dP, = f ( r ) r  s in ed ed ^ d r, where th e  v a lu es  o f  th e  domain 
t
D(r) a re  id e n t i c a l  over a l l  b ases  t .  The d i f f e r e n t i a l  s o l id
dAangle i s  g iv en  by dft = —^  = s in 8 d8 d*. T h is  im p lies  th a t
r
th e  la r g e s t  r iS ^  w i l l  be th a t  subspace hav ing  la r g e s t  domain 
0 ^ ( 8 ,* ) ,  s in c e  th e  d if f e re n c e  in  v a lu es  o f  th e  v a rio u s  P^ 
i s  dependent only  on th e  d if fe re n c e s  in  t h e i r  r e sp e c tiv e  
domains D(8 , * ) .  T h e re fo re , th e  l a r g e s t  P. corresponds to
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la rg e s t  r iS ^  f o r  unbounded su b sp aces , q .e .d .
N otice th a t  th e  j o i n t  d e n s ity  fu n c tio n  in  Theorem 7 cannot 
be allow ed u t i l i z i n g  Z in n 's  tech n iq u e  [4 7 ] , and even though i t  i s  
th e o r e t ic a l ly  covered by Ewbank's s o lu t io n  method [1 7 ] ,  i t  i s  
co m p u ta tio n a lly  in f e a s ib le  (see  p . 54). As p re v io u s ly  d isc u sse d , 
Z i n n ' s  techn ique  r e q u ire s  p r o b a b i l i ty  c a lc u la t io n s  in  o rd e r  to  
g e n e ra te  th e  bases  in  a  con tiguous manner. V a ria b le  l im i ts  a re  
re q u ire d  on some o r  a l l  o f  th e  in te g r a ls  a t  each i t e r a t i o n ,  and 
f o r  th e  m u lt iv a r ia te  normal d i s t r i b u t i o n ,  t h i s  p re v e n ts  exact 
e v a lu a tio n . The same d i f f i c u l t y  e x i s t s  u s in g  Ewbank's method, 
even though th e  Jaco b ian  tra n s fo rm a tio n  en ab les  c o n s ta n t l im its  
on th e  in te g r a ls .  The r e s u l t in g  in te g ra n d  th en  c o n ta in s  n o t only 
squared  term s b u t a ls o  c ro ss  p ro d u c t term s in  most c a s e s . Nu­
m erica l in te g ra t io n  tech n iq u es  would be re q u ire d  f o r  e v a lu a tio n , 
b u t s in c e  i n f i n i t e  l im i ts  a re  in v o lv e d , th e  u s e fu ln e s s  o f  any such 
approxim ation would be h ig h ly  q u e s tio n a b le . Thus, t h i s  d i s s e r ­
t a t io n  enab les a new c la s s  o f  PLP problem s to  be t r e a te d .
As in d ic a te d  by th e  p reced in g  d is c u s s io n . Theorem 7 ( fo r
p=l)  holds fo r  th e  sym m etrical m u l t iv a r ia te  normal d i s t r ib u t io n
w herein th e  Cj a re  independen t. T hus, we have a w ell q u a n tif ie d
jo i n t  d e n s ity  fu n c tio n  fo r  which th e  P. may always be ranked
* t
accord ing  to  m agnitude w ith o u t making any p r o b a b i l i ty  c a lc u la ­
t io n s .  Also th e  s ta n d a rd  ex p o n en tia l d e n s ity  fu n c tio n , where th e  
Cj > 0 , could e a s i ly  be adap ted  to  ta k e  advantage o f  Theorem 7, 
s in c e  the  b a s ic  d if f e re n c e  betw een f (£ )  = e
and f ( c )   ----- -— 7 7  e " ( c i^  * * •••  + Cn^) jg  on ly  th e  r a te
"  ( x / 2 ) " / 2
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o f  decay fo r  in c re a s in g  c^ v a lu e s . C onsequently , th e  requ irem en ts 
o f  Theorem 7 a re  n o t viewed as r e s t r i c t i v e  p ro v id in g  th e  random 
v a r ia b le s  have no upper bounds. So in  l i e u  o f  e x te n s iv e  p ro b ab i­
l i t y  com putations we can use th e  conven ien t g eo m etrica l techn ique  
o f  determ in ing  th e  embedded hy p ersp h ere  ra d iu s  r ^ .
S o lu tio n  Method I
P r io r  to  s ta t i n g  the  g en e ra l a lg o rith m , th e  case fo r  n=2 
i s  t r e a te d  s e p a ra te ly .  The su p p o rtin g  hyperp lanes fo r  a g iven
2
subspace (b a s is  t )  become = (< £ ,b j>  , = 0}. The rpR
between subspaces i s  sim ply m easured by th e  ang le  0 ^ formed by th e  
two l in e a r  in e q u a l i t i e s  d e f in in g  each S^, so th a t  la r g e r  0 ^ c o r­
responds to  la r g e r  r iS ^ .  Denote th e  v e c to r  re p re s e n ta t io n s  o f  th e  
two l in e s  (H^) as u^ and y ^ , where th e  m agnitude i s  a r b i t r a r y  
and th u s  u^ and y^ may be regarded  as extrem e ray s  ( h a l f - l in e s  
em anating from th e  o r ig in ) .  We th en  c a lc u la te  0 ^ f o r  each b a s is
= cos - 1
t  by
t IlHtlMIVt
and rank th e  subspaces acco rd in g ly  (see  example, pp . 17-20).
For th e  g e n e ra l ca se , d e f in e  ^  as a p a r t i c u la r  p o in t e
and d e f in e  h^^,  i  = 1,  . . . ,  n ,  as th e  i —  hyperp lane c As
b e fo re , denote b . , i  = 1 , . . . ,  n ,  as  in  th e  i—  row v e c to r  o f 
“ ^ t
th e  Cj c o e f f ic ie n t s .  Suppressing  th e  s u b s c r ip t  t ,  d e f in e  d ^ i
1as th e  d is ta n c e  from th e  p o in t c, to  th e  hyperp lane h . This 
d is ta n c e  i s  g iven  by
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  - / !  'V ' T i ï T i ï - ' / j ! ,  "‘j
Note th a t  | 1 * 1 ,  . . . ,  n} a re  th e  re sp e c tiv e  normal v ec to rs
fo r  {h^ I 1 = 1 , . . . »  n ) .  D efine c as th e  p o in t e q u id is ta n t  from
j.a l l  h and lo c a te d  one u n i t  from th e  o r ig in .  As b e fo re ,  l e t  w be
th e  ray  from th e  o r ig in  which r e p re s e n ts  th e  lo cu s  o f  p o in ts  equ i­
d i s t a n t  from a l l  h ^ , so th a t  c e w. Then th e  d e s ire d  ra d iu s  o f
^  ith e  u n i t  hypersphere I s  th e  d is ta n c e  from c^ to  any h , th a t  I s ,
r .  = d . f o r  b a s is  t .
‘  l e - t  _ _ _
L et c^ = (C j,C 2 * . , c^) e be a p a r t i c u la r  p o in t equ i­
d i s t a n t  from (h^ I 1 * 1 ,  n} fo r  b a s is  t .  Then f o r  each
f e a s ib le  b a s is ,  the  s te p s  o f the  a lg o rith m  can be s ta t e d  a s :
S tep 1 : To determ ine th e  p o in t c ,  equate
{dchl I i  = 1 » n} given by ( 8 ) as fo llo w s :
< c,b .>  <c,b > <c,b >
l l ^ i l l  ■  I f e l l  ■  ■■■ “  1 1 ^ 1 1
T his  y ie ld s  n eq u a tio n s  In  th e  unknowns (Cj^,C2 ». . .  ,c ^ ,y )  .
The number o f unknowns exceeds th e  nuinber o f  e q u a tio n s ; how­
e v e r , s in c e  Ic i s  co n ta in ed  by th e  locus o f  p o in ts  e q u id is ta n t  
from a l l  h^» a  p a r t i c u la r  c^ may be ass ig n ed  a v a lu e  c o n s is te n t  
w ith  th e  s e t  o f  l i n e a r  i n e q u a l i t i e s .  I f  t h i s  ch o ice  i s  no t 
obv ious, a  l in e a r  com bination o f  w i l l  y ie ld  a  p o in t 
e s ,  from which an a r b i t r a r y  c^ may be chosen . Thus, 
th e r e  a re  n nonhomogeneous eq u a tio n s  in  n unknowns, which 
can be so lved  by numerous e x is t in g  te c h n iq u e s . In  th e  
ev en t a  s o lu t io n  o f  t h i s  system  does n o t e x i s t ,  one o r  more
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o f  th e  n eq u a tio n s  would be ig n o re d , th e reb y  cau sin g  th e  
method to  become h e u r i s t i c .  (Dropping an eq u a tio n  would 
correspond to  ramoving one o f  th e  hyperp lanes d e f in in g  
th e  subspace S .)
S tep  2 : The ray  w = rC lc^.c^, c ^ ) , so t h a t  c ^ , th e
p o in t one u n i t  from th e  o r ig in ,  i s  g iven  ( fo r  t = 1 )  by
7  1
—e n ,1 1/2
r  = .. ; f or  an a r b i t r a r y  i ,
S tep  3 : The com parative m easure o f  r iS ,  th e  ra d iu s  r
o f  th e  hypersphere one u n i t  from th e  o r ig in ,  i s  now c a lc u la ­
te d .  S ince ^  i s  e q u id is ta n t  from a l l  h ^ , r  i s  id e n t ic a l  
fo r  a l l  h ^ ; thus
U t i l  I
S tep  4 : Repeat s te p s  1 , 2 , and 3 f o r  each b a s is  t  and
th en  rank th e  r^  by o rd e r  o f  m agnitude. As p re v io u s ly  i n ­
d ic a te d , t h i s  rank ing  w i l l  have th e  same o rd e r  as would 
(P. }, th e  p r o b a b i l i t i e s  th a t  th e  v a rio u s  bases  a re  o p tim a l.
The degree o f  d i f f i c u l t y  in  perform ing th e  c a lc u la t io n s  
re q u ire d  by the  a lg o rith m  i s  very  low; only  th e  f i r s t  s te p  p re se n ts  
some involved a lg e b ra ic  o p e ra t io n s .  Programming t h i s  a lg o rith m  
to  handle  la rg e  problems w i l l  be a r e l a t i v e ly  easy ta s k .  These 
same comments apply  to  S o lu tio n  Method I I  p re se n ted  in  C hapter V.
CHAPTER V
FEASIBLE SPACE SOLUTION METHOD
T his c h ap te r  develops a s o lu t io n  tech n iq u e  u t i l i z i n g  th e
su p p o rtin g  hyperp lanes f o r  th e  f e a s ib le  sp a c e , r a th e r  th an  th e
hy p erp lan es  which d e f in e  th e  p ro b a b i l i ty  sp a c e . The prem ise i s
th a t  f o r  P. = / / • • • /  f ( c ) d c .  . . .  do , and fo r  a p p ro p ria te  f ( c ) , 
t  S^
th e  b a s is  t  having la r g e s t  P. w i l l  be th a t  b a s is  fo r  which th e
* t
in te r v a ls  o f  in te g ra t io n  a re  a  maximum. Such an event would r e ­
l a t e  to  th a t  extrem e p o in t ,  x^ , where th e  o b je c t iv e  fu n c tio n  has 
maximum freedom o f  an g u la r  r o ta t io n  p r io r  to  a  d i f f e r e n t  extrem e 
p o in t becoming o p tim a l. The an g u la r deg rees o f freedom fo r  th e  
l in e a r  fu n c tio n a l r o ta t io n  equals  n , s in c e  th e  number o f  c o n s tr a in t  
hy p erp lan es  n ecessary  to  d e f in e  an extrem e p o in t  in  r"  i s  e x a c tly  
n . (The co n tex t w i l l  make i t  c le a r  w hether r”  r e f e r s  to  th e  p ro ­
b a b i l i t y  o r  f e a s ib le  sp a c e .)
Analogous to  S o lu tio n  Method 1, th e  techn ique now being  
developed i s  based on th e  same rpR^ co n cep t, and th e r e fo r e ,  a p p lie s  
to  th o se  problems having an f (c )  in  accordance w ith  th e  r e q u ir e ­
ments o f  Theorem 7. However, th e  p o s s ib le  ex ac tn ess  o f  S o lu tio n  
Method 1 , due to  th e  ex c lu s iv e n e ss  o f  ( S^ ) ,  can on ly  be shown fo r  
th e  p re se n t method f o r  n=2. Perhaps t h i s  tech n iq u e  should  be
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t i t l e d  as a h e u r i s t i c ,  b u t s in c e  no counterexam ple has been found,
th i s  techn ique  w il l  be r e f e r r e d  to  as S o lu tio n  Method I I .
The l in e a r  in e q u a l i t i e s  we a re  now concerned w ith  a re  
n
given by - ^ a . . x .  + b . > 0 , i  = 1 , . . . ,  m, and x . > 0 , i = 1 ,
j ^ l  iJ  3 1  -  J
 , n . I t  i s  assumed th e  f e a s ib le  space  th u s  d e fin ed  i s  nonempty
and c lo se d . S ince each x^ i s  considered  in d ep en d en tly , th e  i n t e r ­
s e c t io n  o f  n l in e a r  in e q u a l i t i e s  w ith  v e r te x  x^ c o n s t i tu te s  a  
p o ly h ed ra l space in  r”  p ro v id in g  th e  domain D(x^) = R fo r  a l l  j .  
Thus, th e  nonnegative r e s t r i c t i o n s  on th e  x^ a re  dropped, and s in c e  
we a re  in te r e s te d  in  th e  geom etry o f  x^ and n o t i t s  lo c a t io n ,  we 
perform  a t r a n s la t io n  to  th e  o r ig in  by s e t t i n g  a l l  b . to  ze ro . 
T h e re fo re , each s e t  o f  n l i n e a r  in e q u a l i t i e s  a s so c ia te d  w ith  each 
x^ may now be d e sc rib e d  as a  po ly h ed ra l su b sp ace , unbounded and 
c o n ta in in g  th e  a p p ro p ria te  p o in ts  _x. Let th e  s e t  o f  n hyperp lanes
w ith  v e rte x  x^ be d e fin e d  by = P^U Q^, where
n
P_ = ( -  y a . X .  = 0 | s = l , . . . , k }  and = {x. = 0 |s = k + l, . . . ,n } .
s > 1  ig J 3 s 3s
Then d e f in e  = {3c |£  c > 0 ) ,  th e  unbounded convex subspace 
a s so c ia te d  w ith  b a s is  t  w herein  th e  Jt have no requ irem en t f o r  be­
ing  f e a s ib le .
R ec a llin g  th a t  = (c^lçg B^^A^,-c^, > £ } , co n s id e r  th e
riP ^  in  th e  same sense  as th e  p re v io u s ly  d e f in e d  r iS ^ ,  th a t  i s ,  
th e  m easure o f th e  r e l a t iv e  i n t e r i o r  be in g  th e  ra d iu s  o f  th e  em­
bedded hypersphere lo c a te d  one u n i t  from th e  v e r te x . The fo llo w ­
ing theorem  can be s ta te d :
Theorem 8 : Given and a s so c ia te d  w ith  f e a s ib le  b a ­
s i s  t ,  then  r iS ^  i s  in v e rs e ly  p ro p o rtio n a l to  r iF ^ .
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P ro o f: Let th e  n an g u la r degrees o f  freedom about
f o r  th e  l i n e a r  fu n c t io n a l ,  z^C£) = Iz(x * ')j£ ] = + . . .  +
c^x^, be re p re se n te d  by = {*. | i  = 1 , . . . ,  n} , where * .
i s  th e  i n t e r i o r  ang le  betw een z^ (c ) and g . e and 0  < * . < n.
n
(The domain D[z (c )]  would be f o r  % *. = nil, s in c e  F 
^ ~  i= l 1
would th en  have zero  c o n te n t .)
n
The m agnitude o f  2 f o r  b a s is  t  i s  bounded by G ,
i= l  ^ ^
th e  su p p o rtin g  hy p erp lan es  f o r  F . Thus, i f  r iF  i s  la r g e ,
n
th e  D[z ( c ) l  i s  l im ite d  s in c e  ^ * . w i l l  be r e s t r i c t e d .
^ i= l  ^
n
In f a c t ,  i f  J  * . = 0 , th e n  x v a n ish e s . T h e re fo re , s in c e
i= l  ^ ~
D [Z t(c )l i s  a d i r e c t  m easure o f  r iS ^ ,  th e  q u a n t i t ie s  r iF ^  
and r iS ^  a re  in v e rse ly  p ro p o r t io n a l ,  q .e .d .
An e x te n s io n  o f  th e  p reced in g  theorem i s  n ec e ssa ry . As­
suming we have a s u i ta b le  mapping fu n c tio n  o : u”-»^r" ,  so th a t  r iS ^  
can be measured on th e  same space  as r iF ^ ,  can be e x a c tly  s ta te d .  
The an g u la r  r o ta t io n  o f  z (c )  about x^ i s  bounded by G^; th u s ,  th e re  
would be no re g io n  a l l o t t e d  co n ta in ed  by e i t h e r  F^ o r i t s  m irro r  
image. Let F^ = {x | £  e G^ < £ } , th en  th e  e q u iv a le n t r iS ^  would 
be e x a c tly  equal to  % ri(F^ V  f ^ , ) ,  denoted  h e r e a f te r  as riS® .
S ince r iS ^  and r iF ^  a re  in v e rs e ly  r e l a t e d ,  i t  would appear
a ready tech n iq u e  i s  a v a i la b le  fo r  rank ing  th e  v a rio u s  P. . Let
*^ t
r^  deno te  th e  hypersphere  ra d iu s  a s so c ia te d  w ith  F^ in  th e  p re se n t 
developm ent. Then, where d e c re a s in g  r^  over f e a s ib le  t  in  S o lu tio n  
Method I co rresponds to  d e c rea s in g  P. , th e  same rank ing  shou ld
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now be o b ta in ed  by a rran g in g  th e  v a lu e s  o f  in  in c re a s in g  o rd e r . 
T h is i s  not th e  ca se  s in c e  {F^} a r e  obv iously  not e x c lu s iv e , i . e . ,
^  F <j). T hus, S o lu tio n  Method I I  co n c e n tra te s  on ran k in g  
t= l
(S u l, th e  s e t  e q u iv a le n t o f  {S }. The rank ing  o f  th e  P. w i l l  th en
t
be in  accordance w ith  d ec re a s in g  v a lu e s  o f  th e  r^  b e lo n g in g  to  {S^}. 
And as e x h ib ite d  by th e  example in  C hapter V I, th e re  i s  no r e q u ir e ­
ment th a t  {S®} be n e c e s s a r i ly  e x c lu s iv e .
Form ulation  o f  Extreme P o in t H yperspheres
C onsider th e  two v a r ia b le  problem  where (x ^ } a re  d e fin ed  
by th e  in te r s e c t io n  o f  two c o n s t r a in t s .  Then fo r  a p a r t i c u la r  
x^, w i l l  c o n ta in  two hyperp lanes ( l in e s )  and r iF ^  w i l l  be an 
unbounded p la n a r  subspace. I f  e i t h e r  one o f  th e  l in e a r  inequa­
l i t i e s  d e f in in g  F^ i s  th en  re v e rs e d , th e  r e s u l t in g  subspace i s  
th e  d e s ire d  S®. For t h i s  s im ple  c a se , we see  th a t  r iS ^  = r iS ^ ;  
however, fo r  n>2 , th e  tech n iq u e  to  be used i s  more complex.
D efine ^  as th e  normal v e c to r  to  th e  i—  l in e a r  inequa­
l i t y  a s so c ia te d  w ith  x^, so th a t  (su p p ress in g  th e  t  n o ta tio n )  
a^ = (a^ I i = l , . , . , n > .  Thus £ .  = (-a ^  j» , - a .  ^ ) , s = l , . . . , k ,
and au = (1^ ) f o r  s = k+1, . . . »  n . Let ( 8 ^^, | i  ^ i* and i i '  =
i ' i )  be th e  (” ) an g le s  formed by th e  normal v e c to rs  and c a lc u la te d  
by th e  s c a la r  p ro d u c t The p rocedure again  i s  to  re v e rs e
one o f th e  n l i n e a r  in e q u a l i t ie s  to  o b ta in  S®, bu t th e  ch o ice  o f
which one i s  determ ined  by th e  fo llo w in g  s e q u e n tia l r u le s :
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Rule 1: I f  any y ie ld s  8 .^ ,  = n/2, re v e rs e  th e  g.
e > 0  o f  g r e a te r  d im ension . I f  no = n/2,  
s e le c t  Rule 2 o r  3 as a p p ro p ria te .
Rule 2: I f  E8 ^^, > , r e v e rs e  th e  g . , g . , e > 0 o f
g r e a te r  dim ension a s s o c ia te d  w ith  l a r g e s t  8 . . , .
Rule 3: I f  Z8 ^^, < » r e v e rs e  th e  g ^ ,g . ,  e G  ^ > 0 o f
g r e a te r  dim ension a s so c ia te d  w ith  s m a lle s t  8 . . , .
*Using th e  a p p ro p ria te  r u l e ,  i f  a  t i e  e x is t s  reg a rd in g  dimen­
s io n ,  th e  ch o ice  o f  which in e q u a l i ty  to  re v e rs e  i s  a r b i t r a r y .  
Using th e  p reced in g  s e le c t io n  r u l e s ,  th e  cho ice  o f  which g . c G  ^ > 0 
to  re v e rse  i s  determ ined  and S® i s  o b ta in ed . Thus, i f  g^ i s  
re v e rs e d , then  = (x | g^ > 0 , i = l ,  . . .  s - 1 , s+ 1 , — , n and
-g s  > 0}.
S ince S® and a re  analogous as p o ly h ed ra l su b sp aces , 
and s in c e  dim = dim 8 ^ = n f o r  a l l  f e a s ib le  b a s e s ,  th e  develop­
ment o f  th e  embedded hypersphere  concept i s  th e  same as b e fo re  
(se e  Ch. 4 , pp . 3 5 - 3 7 ) .  The m easure fo r  riS® w i l l  be r ^ ,  th e  
ra d iu s  o f  th e  hypersphere  w ith  c e n te r  on the  locus o f  p o in ts  e q u i­
d i s t a n t  from G^, th e  su p p o rtin g  h y p erp lan es . J u s t i f i c a t i o n  o f  t h i s  
te ch n iq u e  re q u ire s  only t r i v i a l  m o d ific a tio n  o f  Theorem 6 .
S o lu tio n  Method I I
S ince th e  case  f o r  n=2 in v o lv es  only  th e  com parison o f  
t  a n g le s , i t  w i l l  no t be s ta te d  s e p a ra te ly  (see  p . 43) fo r  an a lo ­
gous tre a tm e n t) .  D efine ^  as a p a r t ic u la r  p o in t  e S®; as  p re ­
v io u s ly  d e fin ed  l e t  a î  denote th e  i—  row v e c to r  o f  th e  x . co ef-
— 1  J
f i c i e n t s .  Let h^ deno te  th e  i—  su p p o rtin g  hyperp lane  e G  ^ > 0 ,
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th en  su p p ressin g  th e  s u b s c r ip t  t ,  th e  d is ta n c e  from th e  p o in t £  
to  h^ i s  g iven by
 ' w i . / T  '
V ' T S T i '
D efine t x ,  rcR*, as th e  ray  e q u id is ta n t  from a l l  h ^ , where
7  e s f  = (7, ,7 _ , 7  ) ,  and 7_ e x7, 3  7  i s  lo c a te d  one u n i tt  1 2  n —e —e
from th e  o r ig in .  Then r  = d_  . fo r  b a s is  t  and a r b i t r a r y  i .
The s te p s  o f  th e  a lg o rith m  f o r  each b a s is  t  may be s ta t e d  as 
fo llo w s :
S tep  1: Xj) im p lie s  th e  m odified  a c t iv e  c o n s tra in ts C G  > 0.
Reverse th e  g^ e > 0 , where s e le c t io n  o f  th e  p a r t i ­
c u la r  gj^  i s  in  accordance w ith  th e  p re v io u s ly  s ta te d
r u le s  (see  p . 5 0 ), Let denote th e  s e t  o f  inequa-
i  s e t
l i t i e s  a f t e r  th e  r e v e r s a l ;  then  {h } = = 0 ,
S tep  2: To determ ine th e  ra y , t x ,  equate  {d_ . |  i = l , — ,n}
xh^
as given by (9 ) ,  where 7^ i s  chosen to  s a t i s f y  G  ^ > 0 . 
(See S tep  1, p . 4 4 .)
S tep  3: Determine th e  p o in t ^  by o b ta in in g  7  as a  u n i t  vec­
to r .  (See S tep  2 , p . 4 5 .)
S tep  4: C a lc u la te  r ^ ,  th e  r e l a t iv e  m easure o f  riS® , by
d . = ------------ , where i  i s  now a r b i t r a r y .  (See
le» *  l l l i l l
S tep 3 , p . 4 5 .)
S tep  5: Repeat s te p s  1 , 2 , 3 , and 4 fo r  each b a s is  t  and then
rank th e  r^  by o rd e r  o f  m agnitude. As in  S o lu tio n
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Method I ,  t h i s  rank ing  should  y ie ld  th e  same o rd e rin g
o f  {P. I t = l , . . . , q } ,  th e  p r o b a b i l i t i e s  th e  v a rio u s  
t
bases a re  o p tim a l.
CHAPTER VI
JACOBIAN TRANSFORMATION AND EXAMPLE PROBLEM
The two s o lu t io n  methods (C hap ters  IV and V) a re  now 
i l l u s t r a t e d  by a p p l ic a t io n  to  an example problem  where th e  d i s ­
t r ib u t io n  o f  th e  random v a r ia b le s  i s  g iv en  by th e  m u l t iv a r ia te  
normal d e n s ity  fu n c tio n . The r e s u l t s  a re  v e r i f i e d  by s im u la tio n
to  o b ta in  e s tim a te s  o f  th e  v a rio u s  P. . S im u la tio n  i s  re q u ire d
* t
s in c e  exact e v a lu a tio n  o f  th e  i t e r a t e d  in te g r a ls  r e p re s e n tin g  {P. }
*^ t
i s  n o t p o s s ib le .  S in c e , in  g e n e ra l ,  some o f  th e  l im i t s  o f  i n t e ­
g ra t io n  f o r  a p a r t i c u l a r  S^ a re  v a r i a b le ,  we o b ta in  c o n s ta n t
l im i ts  by using  th e  Jaco b ian  tra n s fo rm a tio n  o f  in te g r a ls  (see
n
(3 , pp . 335-336]). E xpressing  ^ b . c .  > 0 , i = l , . . . , n ,  in
j= l  J
m atrix  n o ta t io n ,  we have
B£ = £  > £
so  th a t
-1
£  = ® 1*
R ec a llin g  th a t  Pj^  = / / • • • /  fÇçydc^dCg . dc^  ^ (10)
^ ^ t
th e  tra n sfo rm a tio n  y ie ld s











Thus, i f  p o s s ib le ,  ( I I )  would be used  f o r  each b a s is  t  f o r  exact 
v e r i f i c a t i o n  o f  th e  s o lu t io n  m ethods. Note in  th e  fo llo w in g  
example problem th a t  e v a lu a tio n  o f  th e  in te g r a l  ex p ress io n s  i s  not 
p o s s ib le .  T h e re fo re , i t  i s  ty p ic a l  o f  a  c la s s  o f  problem s which 
can now be so lved  due to  th e  te ch n iq u es  o f  t h i s  d i s s e r t a t i o n .
I t  i s  shown th a t  th e  o b ta in ed  ran k in g s  o f  th e  v a rio u s  a re  iden ­
t i c a l  u s in g  e ith e r s o lu t io n  method. The PLP problem i s  s ta te d  as : 
max z(x ) = CjXj + CgXg + CjX^
s . t .  Xj + 2Xg + Xj < 430
3x, +2Xg < 460
Xj + 4Xg < 420
Xj > 0 ;  Cj random independent v a r ia b le s  (NML;0,o)
The jo in t  p r o b a b i l i ty  d e n s ity  fu n c tio n  i s  g iven by [26, 
p . 211] as
f ( c )  = 1 -1 /2  c V * c
where V i s  th e  co v arian ce  m a tr ix , w hich, f o r  independent Cj and
sym m etrical f ( £ ) ,  im p lie s  o^^ = o^^ = 
i  ^ j . Thus, f o r  o u r example problem




0 ‘^ l l 0
0 0 o 11
and (10) becomes
1 . 2  2 2 . -(c,+c„+c_), 2o / ‘'I  "2 '■3'
and (11) becomes
1 f i f e
_ J .
2o11
" t  ( 2 n o ,,)3 /2  5>o
|jJdS idS 2< lS 3
The p e r t in e n t  d a ta  f o r  each o f  th e  e ig h t f e a s ib le  b ases
a re  as fo llo w s where a =
(2 n a^ P 372
and b = 20 11
’^ 4 ' 430 -C j i  0
= *5
= 460 S i = ( c j  a  ' -C2  > 0
X. 420 -c_ > 0
I 6j I  -  i
^1 "®1
" 2
= I J j I  = 1
*^ 3 "®3
d s jd s ,d .3  % 0.118
*2 105 -4 c  + c ,  > 0
*4 = 220 Sg = {£} 3  ■ - C 3 > 0
*5 460 ^2 -  0
f-VSj * t e j l
- s .
| J , | =  1 /4
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4 ■'o 'o 0 1 Z 3
/ ) 
* 1
1533/10 2 c ,  _ 3 C3  > 0
*4 = 2767/10 S3  = {£} 3  ■ -C2  > 0
* 6




■ ^ 1 1 ^ 3 1  = 1 /3
^3 - I / 3 S2 +2 / 3 S3
P  =  f  r  r  j » / ^ ^ ^ 3 ^ ® i " ( 2 / 3 s 3 - 1 / 3 s 2 )  ]  ^  0 . 1 7 5
kg 3 «'o 0 0
^3 230 - 2 c , +3 C3  > 0
= *4 = 2 0 0 S4  = {c} 3  ■ -C j > 0





| J J  = 1/2
\ = t r c (  =
-b [(3 /2 s3 - l/2 S j)^ + s2 + s^ J
ds^dsgdsg % 0.206
* 2
1 0 0 -4 c ,  -  ^2 * ^^3  - 0
*3
= 230 Sg = {£> 3  - - C2  + 2 C3  i  0
* 6




| J , | =  1 /8
'  f  Ç Ç Ç
-b [ (-?is J+ÎSS2 +3 / 4 S3 ) ^ +$2 + ( hs 2*hs^)  ^  ]
d s^d s 2 d s 3  % 0.146
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X 105 -4 c . + C2 + 2c_ > 0
= = 220 Sg = {c} 3
*5 20 a 03
2s 2*Sj | J , |  .  1/4
P. .  I  r / T  c 'b lt - fS l+ S z + tS s )  * ( 282+53) J ^ 0.042
\  4 0^ ^  ' 0
* 1
1533/10 4^1 -  ^ 2  -  "^=3 -  ®
=
^ 2
= 667/10 S7  = {c} 3 4Ci -  C2  > 0
*4 1434/10 c~ > 0   ^ z  /
%=2+%:3
-l/ÔS^+l/ÔSg
|J ? | = 1/24
ds^dSgdSg % 0 .142
* 1
1 0 -4Cj + Cg + 6 C3  > 0
* 2
205/2 Sg = {c}  3 . 4 c j  -  ^ 2  " ^ ^ 3   ^ ®
*3 215 4 c j  + Cg -  6 C3  > 0
1 ^ 3 ;




|J« | = 1/32
-b[(?*S j+ |s2+ |«3) ^ +(%Sj^+%S3)^+(%Sj+î*S2)^J
d sid s2 d s3
% 0 .0 0 9
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The values o f  (P. | t = l , . . . , 8 } l i s t e d  above were o b ta in ed
by s im u la tio n , w herein 2 0 0 0  random t r i p l e s  b e lo n g in g  to  th e  given 
d e n s ity  fu n c tio n s  were g en e ra te d . Boundary p o in ts  were no t 
counted in  o rd e r th a t  th e  2 0 0 0  t r i p l e s  would re p re s e n t  on ly  i n t e r ­
i o r  po in tsC l{S ^} . The rank ing  o f  th e  subspaces by th e  m agnitude 
o f  t h e i r  re sp e c tiv e  P^ y ie ld s  S^, S ^ , S^, S^, S j ,  S^, Sg.
Note th a t  th e  ex ac t p r o b a b i l i ty  fo r  P. i s  0 .1 2 5 , whereas th e  simu-
*1
l a t io n  produced 0 .118 . In  th e  two s o lu t io n  methods which fo llo w ,
S j i s  p laced  in  th e  fo u rth  p o s i t io n  and th i s  r e p re s e n ts  th e  on ly  
change from the  s im u la tio n  ran k in g .
S o lu tio n  Method I
B asis  1
S tep  1: {d_ .}  under e q u a l i ty  im p lies  -c^ = -c_  = - c ,
ch I z Ô
Let c^ j = -1 ,  th en  Cg = = -1 .
S tep  2: w = T c  = t ( - 1 , - 1 , - 1 )
^  = ( -0 .5 7 6 ,-0 .5 7 6 ,-0 .5 7 6 ) .
S tep  3: r ,  = d . = 0 .576 .
B asis  2
-d c .+ c ,  _  _
S tep  1 : {d .}  under e q u a li ty  im p lies  -------------   -c_  = c-
/ I 7  * 2
Let ^ 2  = 1, th en  Cj = -1 ,  = -0 .7 8 .
S tep  2: w = TC = x ( - 0 . 7 8 , l , - l )
^  = (0 .4 8 2 ,0 .6 2 ,-0 .6 2 ) .




S tep  1; {d_ .}  under e q u a li ty  im p lies
ch
/ Ï 3
Let Cj = 1 , th en  Cg = - 1 ,  = -0 .5 3 5 ,
S tep  2: w = T C  = x ( l , -1 ,-0 .5 3 5 )
c = (0 .6 6 ,-0 .6 6 ,-0 .3 5 3 )
S tep  3: r_  = d , = 0 .66
B asis  4
S tep  1: {d_ .}  under e q u a li ty  im p lies
ch
-2C j +3c3 _ _
= -C2 = C3 .
Let C3  = 1, then  Cg = - 1 ,  = -0 .3 0 3 .
S tep  2: w = TC = t ( -0 .3 0 3 , -1 ,1)
c = ( -0 .2 1 ,-0 .6 9 2 ,0 .6 9 2 ) .
S tep  3: r .  = d . = 0 .692 .
“ T h *—e
B asis  5
S tep  1: (d__ .} under e q u a l i ty  im p lies
ch^
---------------------  = - = C_
/5 3  /5  2
Let Cg = 1, th en  C3  = 1 .618 , Cj = 0.355
S tep  2: w = t c  = t ( 0 . 3 5 5 ,1 ,1 .6 1 8 )
c = (0 .1 8 3 ,0 .5 1 6 ,0 .8 3 5 ) .
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S tep  3: r_ = d . = 0.516.
'  i a ' ’ '
B asis  6
S tep  1: (d  .}  under e q u a li ty  im p lie s
ch^
-4Ci+C2+2Cj C2-2Cg _
------------------- =    c_
/2 T  /5
Let Cg = 1, th en  = 4.236,  Cj = 0.414.
S tep  2: w = TC = t (0 .414,4.236,1)
^  = (0 .095 ,0 .97 ,0 .229) .
Step 3: r ,  = d . = 0.229.
B asis  7
S tep  1: fd _  .}  under e q u a li ty  im p lie s
ch
/IT
Let C2  = 1 , th en  c^ = 1 .2 8 , c^ = -2 .2 3 .
S tep  2: w = TC = t (1 .28 ,1 , -2 .23)
^  = (0 .4 6 4 ,0 .3 6 2 ,-0 .8 0 8 ) .
S tep  3: Ty = 0 .3 6 2 .
B asis  8
S tep  1: (d _  .} under e q u a li ty  im p lie s
ch^
- 4 c i * v S  ^ ^ l ^ V S
✓ 5 3  / 2 Î  /53
Let Cj = 20, th en  Cj = 30 , C2  = 49.
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*Since an a r b i t r a r y  v a lu e  fo r  a p a r t i c u la r  c . i s  not 
obvious in  t h i s  c a se , th e  v a lu e  o f  2 0  f o r  c^ was 
determ ined  by form ing a l i n e a r  com bination o f  th e
v e c to rs  normal to  {hg}. The p o in t o b ta in e d  in  t h i s  
manner (Cg) must be e Sg.
S tep  2: w = TC = t (30,49,20)
^  = (0 .4 9 4 ,0 .8 0 5 ,0 .3 2 9 ) .
S tep  3: Tg = 0 .1 1 2 .
The ran k in g  o f  th e  subspaces by d ec reasin g  m agnitude o f  
t h e i r  re s p e c t iv e  r^  i s  S^, S^, S ^ , S ^ , Sg, S^, S^, Sg. And th e  
p o s i t io n  o f  S j ,  r e l a t i v e  to  th e  v a r io u s  , i s  th e  fo u r th  r a th e r
th an  th e  s ix th  p o s i t io n  as p re d ic te d  by s im u la tio n  o f  th e  p roba­
b i l i t y  fu n c tio n s . Theorem 6  does n o t re so lv e  t h i s  d isc re p a n c y , 
r a th e r  we a re  only  assu red  th a t  { S j,S 2 ,Sg,S^} i s  c o r r e c t ly  ranked 
by S^, Sg, S^, S j .
S o lu tio n  Method I I
B asis 1
S tep  1: Xg =
*4 XjiO
*4 im p lies  = ■XjiO
®12 ~ ®13 “ ®23 “ n /2 , so  r e v e rs a l  by R ule 1
i s  a r b i t r a r y  and y ie ld s
GJ =
X j  > 0
X  ^ 2 0 
1*3 i  0
S tep  2: {d .} under e q u a l i ty  im p lie s  x\ = x_ = x_.
xh^  ^ ^ ^
Let Xg = - 1 ,  th en  x^ = x^ = 1.
62
S tep  3: TX = t (1 ,1 , - 1 ) ;  x  = (0 .5 7 6 ,0 .5 7 6 ,-0 .5 7 6 ) .
S tep  4 : r .  = d . = 0 .576 .
B asis  2
*2 -Xj -  4Xg > 0
= ^4 im plies  Gg = - *1 - 0
*5 X3  2 0
®13 ~ n /2 , so r e v e rs a l  by Rule 1 y ie ld s
Xj + 4%2 ^ 0
Xj > 0
X3  i  0
S tep  2: (d _  .} under e q u a l i ty  im p lies
xh^
Let Xj = 1, then  x^ = 0 .7 8 , x^ = 1
S tep  3: TX = T (1 ,0 .7 8 ,1 ) ;  x = (0 .6 2 ,0 .4 8 3 ,0 .6 2 )
S tep  4 : r_ = d . = 0 .6 2 .
B asis 3
* 1
-3Xj - 2 X3  > 0
s te p  1 : Xg = *4 im p lies  Gj = • Xg i  0
* 6
x_ % 0  3
0 J 2  = n /2 , so r e v e r s a l  by Rule 1 y ie ld s
<=3 =
3Xj + 2Xj i  0 
Xg i  0
X j  i  0




Let Xg = 1 , th en  x^ = 1, x^ = 0 .535 .
S tep  3: TX = t ( 0 . 5 3 5 , 1 , 1 ) ; x = (0 .3 5 3 ,0 .6 6 ,0 .6 6 )
S tep  4 : r_  = d . = 0 .6 6 .
B asis 4
*3 -3Xj - 2Xj > 0
S tep  1: Xg = 
“ ®4 *4
*6
im p lie s  = ■ x^ 5: 0
Xg i  0
®13 ~ n /2 ,  so  re v e rs a l  by Rule 1 y ie ld s
=4 =
3x, + 2Xg 2 0 
2 0 
2 0
S tep  2: {d_ .} under e q u a l i ty  im p lies
xh^
3x.+2x_
Let x^ = 1 , th en  Xg = 1, Xg = 0 3025.
S tep  3: TX = t ( 1 , 1 ,0 .3 0 2 5 ); x = (0 .6 9 2 ,0 .6 9 2 ,0 .2 0 9 )
S tep  4: r .  = d . = 0 .692 .
B asis 5
*2 - Xj - 2xg -  Xg a 0
S tep  1: Xg = *3 im p lies  Gg = ■-3Xj -  2Xg 2 05
. *1 ^ 0.
0 jg  = 5 5 .5 ° , 0 , ,  = 114°, 0 , ,  = 146 .4°;13 23
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E0  = 315.9* > 270®, so r e v e rs a l  by Rule 2 y ie ld s
S ' 3x, * 2*5 i  0
a 0
S tep  2; {d .} under e q u a li ty  im p lies
a , '
-Xj -2X2-*3 3x,+2x.
- i — i  = 3T.
/6  / Ï ?  *
Let 3Cj = 1 , th en  = 0 .3025 , = -1 .8 7 4 .
S tep  3: T X = t ( 1 , -1 .8 7 4 , 0 .3 0 2 5 ); ^  = (0 .4 6 6 ,-0 .8 7 2 ,0 .1 4 1 ) 
S tep  4 : r_ = d . = 0 .466 .
B asis  6
X., —X - — 2 x . ,  — x _  > 0
2 1  2 3 -
*3 im p lies  = • - * i  -  " ' 2 2: 0
*5 ■ * 1 i  0.
012 = 27*, 6 j 3  = 114®, 023 = 104“ ;
E0 = 245® < 270®, so re v e rs a l  by Rule 3 y ie ld s
S '
X j  +  2 X g  +  X g  % 0
- X .  -  4 x . ,
S tep  2: {d__ .} under e q u a li ty  im p lies
xh
x.+2x»+x_ - X  -4x_
J — = - J — I  = 7 ,
/6 /IT
Let 7 j  = 1 ,  th en  Xg = - 1 . 2 8 ,  X3  =  4 . 0 1  
S tep  3 :  TX =  t ( 1 , - 1 . 2 8 , 4 . 0 1 ) ;  7  =  ( 0 . 2 3 1 , - 0 . 2 9 5 , 0 . 9 2 6 ) .
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S tep  4: r ,  = d . = 0.231
—e
Basis 7
S tep  1: ^  =
7
*1 -ÎX , - 2Xj > 0
*2 im p lie s  Gy = • -  Xj -  4X; 2 0
*4 x_ > 3 0
®23 ” n /2 ,  so  re v e rs a l  by Rule 1 y ie ld s
-3x ,
X, ♦ 4 x ,
-  2Xj > 0 
2 0 
Xj > 0
S tep  2: {d_ .} under e q u a l i ty  im p lies
xh^
-3x^-2Xg x^+4îr^ _
---------------     X
Let Xg = 1, th en  x^ = 1 .497 , Xj = -1 .8 6 8 .
S tep  3: TX = t ( - 1 .8 6 8 ,1 .4 9 7 ,1 ) ;  ^  = ( -0 .7 2 ,0 .5 7 6 ,0 .3 8 6 )




-  Xj -  2 x 2  - Xg .  0
Step 1: Xn = 
8
*2 im p lie s  Gg = ■-3Xj 2 x3  ^ 0  .
*3 -  Xj -  4 x 2 i  0
0J2 = 5 5 .5 » , 0 jg  = 27», 023 = 77 .6» ;
E0  = 160.1» < 270», so r e v e rs a l  by Rule 3 y ie ld s
Xj + 2 X2  + Xg 2 0
-3Xj 
-  Xj -  4 x3
-  2Xj X 0 
> 0
S tep  2: {d__ .} under e q u a l i ty  im p lies
xh^
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x^+ZXg+Xg -Sx^-ZX g - x ^ - 4 x 2
/ n
Let x^ j = - 1 ,  th en  x^ = 0.087 ,  x^ = 1.215.
S tep  3: TX = t ( - 1 , 0 .0 8 7 ,1 .2 1 5 ) ;  ^  = ( -0 .6 3 5 ,0 .5 5 1 ,0 .4 5 1 )
Step 4: To = d . = 0.1006
The rank ing  o f  th e  su b sp aces , ( s f ) ,  by d e c re a s in g  magni­
tude o f  r^  y ie ld s  th e  s o lu t io n  S^, S^, S^, S^, S^, S^, S^, Sg, 
which i s  th e  same rank ing  o b ta in ed  by S o lu tio n  Method I .  Thus,
w ithout any p r o b a b i l i ty  c a lc u la t io n s ,  th e  {P. } may be o rd ered  ac-
* t
c o rd in g ly .
SELECTION OF THE SOLUTION METHOD
There a re  th re e  p rim ary  f a c to r s  a f fe c t in g  th e  cho ice  o f  
which s o lu t io n  method to  u se  f o r  a  p a r t i c u la r  problem :
1. The j o i n t  p r o b a b i l i ty  d e n s ity  fu n c tio n  o f  th e  random 
v a r ia b le s .
2. The s iz e  o f  th e  problem , im plying  th e  r e l a t iv e  m agnitude 
o f  m+n.
3. The s iz e  o f  th e  m r e l a t iv e  to  n ,  re g a rd le s s  o f  th e  m agnitude 
o f  m+n.
When th e  g iven  d e n s ity  fu n c tio n  belongs to  th e  c la s s  
s ta te d  by Theorem 7 , th e  l a s t  two f a c to r s  w il l  de term ine th e  
s o lu t io n  method to  be u sed . However, even when th e  d e n s ity  
fu n c tio n  does n o t b e lo n g , th e  ch o ice  may s t i l l  be a r b i t r a r y .
The example problem  (p . 1 7 ), f o r  which th e  p r o b a b i l i ty  fu n c tio n  
i s  th e  j o i n t  e x p o n e n tia l,  i s  c o r r e c t ly  so lved  by e i t h e r  method. 
(This may be  s l i g h t l y  m islead in g  s in c e  th e  jo in t  ex p o n en tia l i s  
e s s e n t i a l ly  sym m etric and could  be  c l a s s i f i e d  as  a  quasi-member 
o f  th e  s e t  in  Theorem 7 .)  R egard less  o f  such c a s e s , though, i t  
i s  noted  th a t  s in c e  S o lu tio n  Method 1 i s  shown to  be ex ac t under 
c e r ta in  c o n d itio n s  f o r  n>2 , i t  would be th e  b e s t  ch o ice  when a 
p a r t i c u la r  p r o b a b i l i ty  d i s t r i b u t io n  does no t belong to  th e  
c la s s  covered by Theorem 7.
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Using e i t h e r  tech n iq u e  fo r  la rg e  problem s, say  m>6 , n>12, 
a com puter program should  be used to  g e n e ra te  th e  re q u ire d  d a ta  
(which i s  s im i la r  f o r  b o th  m ethods). B a lin sk i [2] d e s c r ib e s  such 
a program , w hich, f o r  an LP problem  o f  65 v a r ia b le s  and 35 con­
s t r a i n t s ,  re q u ire d  o n ly  496 p iv o t o p e ra tio n s  to  g e n e ra te  th e  31 
extrem e p o in ts .  T hus, i f  th e  problem i s  la rg e  and a com puter i s  
a v a i la b le ,  th e  p o s s ib le  ex ac tn ess  o f  S o lu tio n  Method 1 makes i t  
most d e s ir a b le .  I f  th e  s iz e  o f  th e  problem  i s  r e l a t i v e ly  sm a ll, 
how ever. S o lu tio n  Method I I  i s  b e s t  s in c e  few er num erical c a lc u la ­
t io n s  a re  re q u ire d  t o  determ ine th e  n l in e a r  i n e q u a l i t i e s ;  th a t  
i s ,  th e  in e q u a l i t i e s  a re  immediate f o r  Method I I ,  w h ile  in  Method 
I they  a re  ob ta in ed  from th e  m atrix  o p e ra tio n s  re q u ire d  by 
CpB'^A -  c > 0 .
C onsidering  th e  t h i r d  f a c to r ,  th e re  i s  a c l e a r  ch o ice  i f  
m i s  s ig n i f i c a n t ly  le s s  th an  n , say m < ^n , r e g a rd le s s  o f  th e  
s iz e  o f  th e  problem . The re fe re n c e  h e re  i s  to  th e  dim ension o f  
th e  n l in e a r  in e q u a l i t i e s .  For S o lu tio n  Method I I  in  t h i s  c a se , 
a t  l e a s t  h a l f  o f  th e  in e q u a l i t ie s  f o r  each b a s is  would be o f  
dim ension one, th e re b y  g r e a t ly  s im p lify in g  th e  c a lc u la t io n s  to  
o b ta in  th e  r a d i i  o f  th e  u n i t  h y p ersp h eres .
CONCLUSION AND RECOMMENDATIONS FOR FURIHER RESEARCH
The th eo ry  and s o lu t io n  methods developed in  t h i s  d i s s e r ­
t a t i o n  apply  to  th o se  PLP problem s having  random o b je c t iv e  func­
t i o n  c o e f f ic ie n t  v e c to rs  (£ ) ,  o r  random re so u rce  v e c to rs  ( y .
(The p rim a l-d u a l eq u iv a len cy  p ro p e r t ie s  would be used  to  r e s t a t e  
th e  problem  in  case  o f  random F u r th e r  re se a rc h  to  extend 
e x is t in g  concepts shou ld  be d i r e c te d  toward a s o lu t io n  method 
f o r  th o se  problems having  c^ and b . as sim ultaneous random v a r ia ­
b l e s ,  and f in a l ly  to  p erm it th e  in c lu s io n  o f  some o r  a l l  random
* i j '
F u r th e r  re se a rc h  to  enhance th e  s tre n g th  o f  t h i s  d i s s e r ­
t a t i o n  should  c o n c e n tra te  on th e  ra m if ic a t io n s  o f  Theorems 6  and
7. E x is tin g  m athem atical th e o ry  reg a rd in g  th e  in te n t  o f  Theorem 
6  i s  s e v e re ly  l im ite d . The embedded hypersphere te ch n iq u e  should 
alw ays be a  good method fo r  p ro v id in g  an o rd in a l ran k in g  o f  th e  
i n t e r i o r s  o f  p o ly h ed ra l spaces in  r ” , b u t in te n s iv e  re se a rc h  may 
d is c lo s e  a method f o r  which a  s tro n g e r  r e s u l t  could  be proved.
At th e  v ery  l e a s t ,  t h i s  re se a rc h  shou ld  extend  th e  ca se s  covered 
by Theorem 6 .
Regarding Theorem 7 , i n i t i a l  re se a rc h  e f f o r t s  should  be 
d i r e c te d  toward in c lu s io n  o f  th e  g e n e ra l case o f  th e  m u lt iv a r ia te  
normal d e n s ity  fu n c tio n . Assuming o n ly  th a t  th e  c^ a re  independent,
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eq u als  (OjZj + | j = l , . . . ,n } , where i s  th e
s ta n d a rd iz e d  normal d e v ia te  w ith  u = 0 , o = 1 , and th e  z . a re
3 3 '
in d ep en d en t. The o b je c t iv e  fu n c tio n  i s  th e n  th e  m axim ization  o f
n
^ ( o .z .  + u . ) x . ,  and S (analogous to  C hapter IV ), g iv en  by
n
y b . c .  > 0 , i = l , . . . , n ,  o r  B £ >  £  in  m a trix  n o ta t io n ,  becomes 
j= l  ^
> K^. i s  th e  mxm m atrix  unchanged by th e  z .  s u b s t i tu t io n s .
V* =
Oj 0 . . 0
0 @2 ' ' 0
n
and 1C i s  a  nxl column v e c to r  o f  l i n e a r  com binations o f  th e  v a rio u s
" r
To o r ie n ta te  t h i s  d is c u s s io n  w ith  th e  th eo ry  in  C hapter 
I I I ,  we know th a t  i s  a  convex space in  and i n t e r e s t  now
concerns th e  rpR^ o f  each sp ace . To ease  th e  c a lc u la t io n  o f  th e  
h y p ersp h ere  r a d iu s ,  and t o  form th e  su b sp ace , t r a n s l a t e  th e  v e r ­
te x  o f  th e  polyhedron to  th e  o r ig in  by s e t t i n g  = £  to  o b ta in
B V»z > 0.
,nC onsidering  V  as  a l in e a r  map: R + R , i f  = O2  =
. . .  = o ^ , th en  V’ i s  c a l le d  a  homothety ( s t r e tc h in g ) ;  th u s  B^£ i  £  
and B^V*£ s 0 d e f in e  id e n t ic a l  sub sp aces . In  t h i s  ca se  {S^} a re  
unchanged by th e  tra n s fo rm a tio n  from th e  £  to  £  random v e c to r  space. 
T h e re fo re , th e  th e o ry  developed re g a rd in g  {S^> a p p lie s  and {B^V'£) 
a re  e x c lu s iv e . I f  o . /  a .  f o r  i  /  j ,  then  V’ i s  s t i l l  co n s tan t
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over a l l  t ,  bu t i s  transfo rm ed  and n o t n e c e s s a r i ly  e q u iv a le n t 
to  B ^V . Even though th e  tra n sfo rm a tio n  i s  in v a r ia n t  on t ,
{B^V*^} w i l l  not n e c e s s a r i ly  be e x c lu s iv e  and th e  m agnitude o f  
th e  r e l a t iv e  in t e r io r s  may have changed; hence , we have id e n t i f i e d  
th e  f i r s t  a rea  fo r  in v e s t ig a t io n .
Then n o tic e  th a t
\  '  - -  " ' n  't  — t --------<
where f ( ^ )  s a t i s f i e s  th e  requ irem ents  o f  Theorem 7 s in c e  p = 0
^3
and a = 1  fo r  j = l ,  ,n .  However, f o r  th e  l a r g e s t  P, to  c o r-z .
respond to  th a t  b a s is  t  having la r g e s t  r i(B ^ V '£  , th e  theorem
re q u ire s  th a t  th e  subspace be unbounded. S ince may e f f e c t
bounds on we have th e  second a re a  f o r  in v e s t ig a t io n .  Re­
sea rch  should  d is c lo s e  th e  c o n d itio n s  n ecessa ry  f o r  S o lu tio n  
Method I to  p rov ide  op tim al o r  n ea r op tim al r e s u l t s  f o r  t h i s  
g en e ra l case  o f  th e  m u l t iv a r ia te  norm al.
F in a l ly ,  f u r th e r  in v e s t ig a t io n  shou ld  be conducted to  
enum erate th e  d e n s ity  fu n c tio n s  fo r  which t h i s  d i s s e r ta t i o n  w il l  
p ro v id e  u seab le  r e s u l t s .  In  t h i s  c o n te x t ,  a  measure o f  e f f i ­
c iency  should  th en  be d ev ised  to  g ive  some assu ran ce  reg a rd in g  th e  
accuracy  o f  th e  ran k in g s  o b ta in ed .
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