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Abstrak—Pada sebuah penelitian sangat penting 
untuk dilakukannya analisis sebuah prediksi atau peramalan, 
sehingga penelitian yang dilakukan akan lebih terarah dan 
tepat. Seperti halnya dalam memprediksi penyakit, mengingat 
pentingnya mengetahui kondisi kesehatan agar tidak 
berdampak kedepannya. Sehingga, diperlukan prediksi atau 
peramalan dengan tujuan memperkecil suatu masalah yang 
akan terjadi dikemudian hari. Dari beberapa jurnal yang telah 
di baca sebagai referensi, penulis memilih melakukan 
penelitian untuk memprediksi dua penyakit dengan memilih 
salah satu  metode didalam ANN yaitu Algoritma 
Backpropagion (BP) dengan tujuan dilakukannya penelitian 
untuk mengetahui tingkat akurasi Algoritma Backpropagation 
(BP). Hasil penelitian menunjukkan bahwa prediksi  penyakit 
kanker payudara dengan dataset sebanyak 569 data dan 
memiliki  31 at ribut menghasilkan nilai akurasi sebesar 97.70 
% sedangkan prediksi penyakit liver sebanyak 583 d ata dan 
memiliki  11 at ribut menghasilkan nilai akurasi sebesar 
70.84% dari sumber pengambilan dataset yaitu KAGGLE 
dengan waktu komputasi yang sama selama 3 sekon. 
 
Kata kunci—Mesin Learning, Prediksi, dan 
Backpropagation 
 
Abstract—In a st udy, it is very important to do a 
prediction or forecast analysis, so t hat the research will be 
more directed and precise. As is the case in predicting disease, 
given the importance of knowing health conditions so as not to 
impact the future. Thus, predictions or forecasting are needed 
in order to minimize a problem that will occur in the future. 
From several journals that have been read as references, the 
authors chose to conduct research to predict two diseases by 
choosing one of the methods in ANN, namely the 
Backpropagion Algorithm (BP) with the aim of conducting 
research to determine the accuracy of the Backpropagation 
Algorithm (BP). The results showed that the prediction of 
breast cancer with a dataset of 569 data and had 31 attributes 
resulted in an accuracy value of 97.70% while the prediction of 
liver disease as m any as 583 d ata and had 11 at tributes 
resulted in an accuracy value of 70.84% from the source of the 
dataset, KAGGLE with computational time. the same for 3 
seconds. 
 
Keywords—Learning Machines, Predictions, and 
Backpropagation 
 
 
I. PENDAHULUAN 
Prediksi atau peramalan merupakan sesuatu yang 
penting dilakukan sebelum dilakukanya suatu penelitian hal 
itu dikarenakan untuk memperkecil masalah yang akan 
terjadi di kemudian hari [1], salah satunya dalam 
memprediksi penyakit di bidang kesehatan. Mengingat 
betapa pentingnya kita mengetahui kondisi kesehatan agar 
tidak berdampak di masa yang akan datang. Menjaga 
Kesehatan itu hal yang harus diperhatikan karena kesehatan 
adalah hal utama yang perlu dijaga agar semua kegiatan 
dapat terlaksanakan dengan baik serta kita dapat terbebas 
dari segala penyakit. Berdasarkan hasil penelitian pada 
tahun 2007 yang telah dilaksanakan oleh dinas kesehatan, 
menjelaskan hasil bahwa perbandingan pada kasus penyakit 
dikelompokkan menjadi penyakit menular, tidak menular, 
perinatal atau maternal, disabilitas, dan cidera dengan hasil 
persentase masing-masing penyakit yaitu, 28,1% untuk 
penyakit  menular, 59,5% penyakit tidak menular, 6 % 
gangguan perinatal atau maternal, 6.5% disabilitas dan 
cidera (Kemenkes, 2012). Berdasarkan hasil presentase 
diatas terlihat bahwa adanya penurunan pada penyakit 
menular, dan peningkatan pada penyakit tidak menular dari 
perbandingan SKRT pada tahun 2001 (Kemenkes, 2012). 
Peningkatan dan penurunan yang terjadi merupakan hasil 
dari penelitian oleh departemen kesehatan pada tahun 2001 
hinggan tahun 2007. Setelah di analisis dari data kesehatan 
diatas terlihat jelas bahwa memerlukan waktu yang cukup 
lama untuk dapat memprediksikan penyakit dengan waktu 
yang cepat, oleh karena itu masalah ini memerlukan solusi 
prediksi yang tepat sehingga dapat meningkatkan efektifitas 
untuk memprediksi permasalahan penyakit yang 
meghasilkan prediksi cepat, tepat dan akurat. Dalam kasus 
permasalahan prediksi teknik yang tepat untuk digunakan 
dalam melakukan prediksi adalah Algoritma 
Backpropagation yang merupakan salah satu metode dari 
jaringan saraf tiruan. Dengan adanya Algoritma 
Backpropagation sehingga dapat mengurangi kesulitan yang 
tergantung pada sinapsis dengan menggunakan plastisitas 
lonjakan waktu [2]. Algoritma Backpropagation merupakan 
lanjutan dari Algoritma least mean square dengan tujuan 
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untuk melatih jaringan dengan beberapa lapisan. Algoritma 
ini mempunyai kinerja dengan index mean square error 
(MSE) menggunakan pendekatan steepest index [3]. 
Kegunaan dan penerapan Algoritma Backpropagation ini 
termasuk dalam Algoritma pelatihan yang bersifat 
supervised. Pada proses pelatihan Algoritma 
Backpropagation berdasarkan dari hubungan sederhana 
dimana yaitu jika hasil output yang dikeluarkan salah nama 
bobot ketika pengoreksian  da pat memeperkecil kesalahan 
sehingga hasil yang didapat mendekati hasil yang benar [4]. 
Berdasarkan dari beberapa jurnal yang telah penulis baca 
sebagai referensi tentang prediksi penyakit serta penjelasan 
tentang metode Backpropagation, maka dirancang 
penelitian  “Memprediksi Penyakit Menggunakan Algoritma 
Backpropagation” implementasi yang dilakukan ialah 
memprediksi penyakit kanker payudara dan penyakit liver 
dengan menggunakan Algoritma Backpropagation dalam 
jaringan syaraf tiruan. Diharapkan penggunaan Algoritma 
Backpropagation dapat menghasilkan prediksi dengan 
tingkat akurasi yang cukup baik , serta dengan adanya 
penelitian ini penulis berharap dapat membantu memberikan 
informasi kepada masyarakat dan khususnya pekerja di 
bidang kesehatan dalam memprediksi penyakit kanker 
payudara dan penyakit liver dengan mudah, cepat dan 
akurat.. 
 
II. DASAR TEORI 
 
2.1. Backpropagation 
Backpropagation adalah  metode yang ada dalam 
jaringan saraf tiruan. Metode jaringan saraf tiruan dapat 
mencontoh tindakan linear dan non-linear melalui proses 
neuron. Di beberapa penelitian sebelumnya Algoritma 
Backpropagation telah banyak digunakan dalam 
melakukan prediksi atau peramalan dalam pada 
kecerdasan buatan. Ciri khas pada Algoritma 
Backpropagation ialah melibatkan tiga lapisan, yaitu 
lapisan masukan, lapisan tersembunyi, dan lapisan 
keluaran. Dimana pada lapisan masukan data akan 
diperkenalkan ke jaringan. Pada lapisan tersembunyi data 
akan diproses, sedangkan pada lapisan keluaran 
merupakan hasil dari masukan yang diberikan oleh lapisan 
masukan ( input layer) [5]. 
 
2.2. Prediksi  
Prediksi merupakan suatu proses 
memperkirakan  atau menduga-duga sesuatu secara 
sistematis yang paling mungkin akan terjadi di waktu  
mendatang berdasarkan berbagai informasi yang relavan 
di masa lalu dan sekarang dengan menggunakan proses 
metode ilmiah. Dengan tujuan adanya proses prediksi 
ialah untuk memperoleh informasi  yang akan terjadi di 
masa yang akan datang dengan kemungkinan 
memperkecil masalah yang akan terjadi.  Ada dua cara 
untuk melakukan metode prediksi atau peramalan yaitu, 
dapat dilakukan secara kualitatif dan kuantitatif. Secara 
Kualitatif metode prediksi diambil melalui pendapat para 
ahli sedangkan metode prediksi dengan cara kuantitatif 
yaitu menggunakan perhitungan secara matematis. 
Sebagai contoh salah satu yang dapat digunakan dalam 
metode prediksi kuantitatif ialah dengan menggunakan 
analisis deret waktu (time series) [6].   
 
III. METODE PENELITIAN  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar  1 Flowchart Sistem 
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Gambar  2 Flowchart  Tahapan Backpropagation     
 
3.1. Input Data 
Pada penelitian ini mengguanakn sumber 
data sekunder. Dimana data sekunder berasal dari 
data yang sudah ada, yaitu menggunakan data set 
yang bersumber dari KAGGLE. Pada penelitian ini 
menggunakan data dari dua penyakit yang terdiri 
dari penyakit kanker payudara dan penyakit liver. 
Penyakit kanker payudara sebanyak 569 da ta dan 
memiliki  31 a tribut, sedangkan penyakit liver 
memiliki 583 data dan 11 atribut. 
 
3.2. Split Data 
Proses yang dilakukan pada tahap ini 
adalah membagi data secara acak untuk 
mendapatkan data training dan data testing. Data 
training yang dilakukan pada tahap ini adalah untuk 
melatih algoritma Backpropagation sedangkan data 
testing akan dilakukan pada tahap ini yaitu untuk 
menguji hasil dari pelatihan  Backpropagation. 
 
3.3.   Backpropagation 
 
Salah satu bagian dari jaringan syaraf 
tiruan adalah Algoritma Backpropagation. 
Algoritma backpropagation melakukan proses 
kerjanya dengan cara propagasi balik. Dimana pada 
lapisan output menuju ke lapisan input melakukan 
proses pembaharuan nilai pada lapisan lapisan yang 
tersembunyi berdasarkan hasil nilai error yang 
didapat. Adapun tahapan cara kerja dari Algoritma 
Backpropagation [7], yaitu:  
1. Hal pertama dilakukan pada lapisan input, 
kemudian menghitung output pada setiap 
anggota pemrosesan melalui lapisan 
output.  
2. Menghitung error di setiap lapisan output 
yang berasal dari selisih antara data aktual 
dan target. 
3. Proses selanjutnya yaitu transformasikan 
error pada setiap bagian sisi input anggota 
pemrosesan. 
4. Error pada output propagasi balik di setiap 
anggota pemrosesan ke bagian error yang 
terdapat pada input, lakukanlah 
pengulangan sampai input tercapai. 
5. Lakukan perubahan pada sebuah bobot 
menggunakan kesalahan pada anggota 
input dan output dari pemrosesan yang 
terhubung. Berikut terlampir persamaan 
proses menghitung neuron di lapisan 
tersembunyi. 
 
Berikut terlampir persamaan proses menghitung neuron di 
lapisan tersembunyi. 
∑
=
+=
n
i
ijiojj VXVinY
1
_                                                  (1) 
)_( jj inYfY =                                                                
(2) 
 
n = jumlah input, V = bobot, X = nilai input 
 
Berikut terlampir persamaan proses menghitung neuron di 
lapisan output. 
∑
=
+=
n
i
ijiojj WYWinZ
1
_                                     (3) 
)_( jj inZfZ =                                    (4) 
n = jumlah input, W= bobot, Y = nilai input 
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Berikut terlampir persamaan proses untuk menghitung nilai 
error. 
 
jjj Zt −=δ                              (5)
     
i = besar target 
Z = nilai output 
 
Persamaan untuk fungsi aktivasi :   
 
)(1
1
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xf −+
=                  (6) 
)](1)[(' xfxff −=                                      (7) 
 
Persamaan untuk mengubah bobot :   
ijij YW αδ=∆                                          (8) 
ijjkjk WoldWnewW ∆+= )()(          (9) 
iJij XV αδ=∆                                           (10) 
∆+= )()( oldVnewV jkjk ijV                     (11) 
 
3.4. Pengujian dan Analisis 
Berdasarkan hasil pengujian yang telah dilakukan 
dengan menggunakan metode jaringan saraf tiruan dengan 
Algoritma Backpropagation untuk memprediksi penyakit 
kanker payudara dan penyakit liver. Hasil pengujian dengan 
menggunakan dataset penyakit kanker payudara sebanyak 
569 data dan memiliki  31 a tribut yang bersumber dari 
KAGGLE menghasilkan nilai akurasi sebesar 97.70 %, 
precision sebesar 97.56 %, dan recall sebesar 94.34 % 
dengan waktu komputasi sebesar 3 sekon. Sedangkan hasil 
pengujian dengan menggunakan dataset penyakit liver 
sebanyak 583 data dan memiliki  11 atribut yang bersumber 
dari KAGGLE menghasilkan nilai akurasi sebesar 70.84%, 
Recall sebesar 95.43 % dan precision sebesar 72.45%. 
dengan waktu komputasi yang sama sebesar 3 sekon. Dapat 
dilihat pada tabel 1. 
 
 
 
Accuracy  = 
FNFPTNTP
TNTP
+++
+
× 100 %     (12) 
 
Recall  = 
FNTP
TP
+
×100%                            (13) 
 
Precision = 
FPTP
TP
+
×100%                             (14) 
 
Tabel 1 Hasil Pengujian 
dataset TP FP F
N 
TN Accurac
y 
prepocisio
n 
Recall  
Kanker 
Payudar
a 
20
0 
5 12 35
2 
97.70% 97.56% 94.34
% 
Penyakit 
Liver 
39
7 
151 19 16 70.84% 72.45% 95.43
% 
 
 
IV. KESIMPULAN 
Berdasarkan hasil pengujian yang telah dilakukan di 
atas dapat diambil kesimpulan bahwa Algoritma  
Backpropagation lebih baik digunakan untuk memprediksi 
penyakit kanker payudara dengan dataset sebanyak 569 data 
dan memiliki  3 1 atribut dari sumber KAGGLE terlihat 
bahwa data pada penyakit kanker payudara memiliki lebih 
banyak atribut  di bandingkan pada penyakit liver dengan 
dataset sebanyak 583 data dan memiliki  11 a tribut dari 
sumber KAGGLE dengan atribut yang lebih sedikit. Pada 
penelitian ini terlihat bahwa banyak sedikitnya atribut dapat 
mempengaruhi hasil akurasi. 
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