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Kyushu Institute of Technology
のメモリの一部を提供する．このようにメインホストとサ
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変換




















































































































































































D-CRES を用いて分割メモリ VM のライブチェックポ
イント・リストアの性能について調べる実験を行った．メ
インホストとサブホストにはそれぞれ Intel Core i7-7700
のCPU，8GBのメモリ，ギガビットイーサネットを持つマ
シンを用いた．これらのマシンのOS として Linux 4.4.169
を動作させ，仮想化ソフトウェアとしてQEMU-KVM 2.4.1
を動作させた．また，VM には 1 個の仮想 CPU，4GB の
メモリを割り当てた．
5.1 従来手法との比較























































































































ブ VM とバックアップ VM の 2 台の VM を用意し，ア
クティブ VM の状態の差分をバックアップ VM に転送し
て同期を行う．ネットワーク送信やディスク書き込みは同
期が完了するまでバッファリングされる．障害によりアク
ティブ VM が停止してしまっても，バックアップ VM に
切り替えることで透過的にVM の実行を継続することがで
きる．Kemari [9] は VM からネットワーク送信やディス
ク書き込みを行う際にだけ同期をとることにより，同期の
頻度を減らしている．COLO [10]はアクティブ VM が受
信した要求パケットをバックアップ VM にも配送し，両方
のVM からの応答が一致するまで待機させることで同期を



























VMCoupler[13] や D-MORE[14] は従属関係にある２つ
のVM の同期をとりながらマイグレーションを行う．VM-
Couplerは監視対象 VM と IDS のオフロード先 VM を同
時にマイグレーションし，監視を正常に継続できるように
移送元の VM の停止・終了，移送先での VM の作成・再
開の際に同期をとる．D-MORE は管理対象 VM と帯域外
リモート管理用 VM を同時にマイグレーションし，管理
を正常に継続できるようにより多くの箇所で同期をとる．
D-CRES は VM 間ではなく，VM とメモリサーバ間で同
期をとりながらチェックポイント・リストアを行うため，
同期をとる箇所は少なくて済む．
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