Abstract-Pathology reports are a main source of data for cancer surveillance programs. Manual coding of pathology reports is labor-intensive but necessary for obtaining labeled data to train automated information extraction systems. In this study, we investigated semi-supervised deep learning, improving the performance of a multitask information extraction system for automated annotation of pathology reports. We used a set of over 374,000 pathology reports from the Louisiana Tumor Registry and a novel convolutional attention-based auto-encoder. We performed a set of experiments comparing supervised training augmented with unlabeled data at 1%, 5%, 10%, and 50% of the original data size. We also compared the impact of extending text processing to include unlabeled tokens. We find that semi-supervised training consistently improved individual performance with increased micro-averaged F-scores between 0.012 and 0.064 and increased macro-averaged F-scores of up to 0.158. This demonstrates that semantic information learned via unsupervised learning can be used to improve supervised clinical task performance.
I. INTRODUCTION
In 2019 over 1.7 million new cancer diagnoses are estimated in the United States alone [1] . Over the course of a patient's treatment, large quantities of individualized and highly detailed data are produced as text pathology reports. The time and expertise needed to manually annotate each report is unfeasible for population-scale data. This motivates biomedical informatics researchers to utilize natural language processing (NLP) techniques to automate information extraction.
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classification, but also for language modeling tasks including text translation and summarization [5] , [6] .
NLP networks often follow an encoder-decoder framework, in which initial "encoder" layers convert text data into a representation vector, which is fed separately into task-specific layers [7] . Multiple classification layers can be trained simultaneously resulting in improved individual task performance due to more generalized encoded representation [8] . In addition to labeled classification tasks, decoders can be trained to reconstruct the original input data as an unsupervised task resulting in an "autoencoder" network [7] . Training the encoder to comprehensively summarize the data results in a more robust encoding and improving supervised task performance [7] , [9] .
Networks utilizing sequential data can be categorized into two categories based on their encoding mechanism. Recurrent neural networks (RNNs) utilize data sequentially by updating an internal state vector [10] . RNNs utilized as decoders are seeded with an encoded vector, then output sequential data in an iterative fashion [11] . Conversely, convolutional neural networks (CNNs) train filters to respond to localized data segments, encoding features into a response vector [12] , [13] . CNN encoders are frequently paired with a decoder utilizing neural deconvolution, which first coarsely up-sample a latent vector to original feature dimensions, then train filters to interpolate individual values more finely [13] . Though RNN reconstruction is described as more coherent or natural sounding compared to CNN reconstruction, iterative recursive decoding results in compounding decoding errors known as "Exposure Bias" [13] , [14] . Because CNN-based autoencoders do not decode features sequentially, reconstruction errors are evenly distributed, resulting in more comprehensive summaries.
In this paper, we perform a set of experiments utilizing an attention-based convolutional autoencoder for semi-supervised clinical information extraction. We demonstrated that joint autoencoder training can successfully utilize unlabeled data to improve supervised task performance utilizing varying quantities of labeled training data.
II. MATERIALS AND METHODS

A. Pathology Report Data and Preprocessing
Our corpus contains 374,899 cancer pathology reports obtained in May 2018 from the Louisiana SEER cancer registry.
Each report depicts a pathologist's descriptions and analysis of an individual tumor with unique ID. Each unique tumor ID is associated with certain key characteristics derived by coding experts using information sources such as pathology documents and clinical abstracts. These characteristics served as the ground truth for developing and evaluating our information extraction algorithms. All reports associated with the same tumor ID were assigned the same ground truth. Each report was processed to extract information about six key cancer characteristics: cancer primary site (70 classes), subsite (306), laterality (7), histology (516), behavior (4) and grade (9) . To approximate real world performance in which a model with older training data would predict future cases, we designated all reports time-stamped 2017 or later as our test set. From the remaining reports we randomly sampled 20% for our validation set, leaving the rest as our final labeled training set. This resulted in a test set of 78,856 reports, a validation set of 59,241 reports, and a training set of 236,519 reports.
To prepare our pathology report corpus for our neural encoder, each document is first standardized by setting all alphabetical characters to lowercase and removing non-alphanumeric symbols. To manage numeric tokens, we mapped all decimal tokens to a "float" token and consecutive integer strings to a "large integer token" We then finalized our vocabulary by mapping all tokens occurring in less than 5 documents to a singular "rare and unknown words" token. We then initialize an embedding matrix W ∈ R v×k where v is the vocabulary size and k is the word embedding latent dimension size -commonly set at 300. Finally, we pad each document to the approximate 99 th percentile length -1500 tokens, then map each document's tokens to the corresponding embedding matrix row. This results in a final document representation as a 1500 × 300 matrix.
B. Convolutional Attention Network Encoder
A convolution is a feature generation technique which trains small regional filters to extract features. Applied across the span of a document matrix, convolutional filters encode the sequential into a vector of filter responses [15] , [16] . Formally, a convolution is a linear filter with weight matrix c ∈ R h×k with h corresponding to a context length of h word vectors or an h-gram. A convolution with weight matrix c applied to h-gram context of document A starting from the i th word vector of A can be represented by feature map
where f is a non-linear activation function and b is a bias term. The ultimate output of a convolutional filter over a document matrix A can be expressed as c = {c 1 , c 2 , · · · , c n } known as a feature mapping [17] .
Though prior CNNs for NLP utilized pooling for feature selection by down-sampling, a recent improvement is to instead use the attention mechanism, which trains a layer of attention weights to identify an input's most relevant sections [1] , [18] . For our attentive convolutional encoder we utilized the additive attention mechanism adopted from [6] which takes as input concatenated feature mappings produced by convolutional filters. Additive attention consists of an initial dense fully connected tanh layer, then a second sequencelength spanning softmax layer. Together, these two layers project the feature mappings into a latent embedding space which is used to predict positional importance weights, then project the weighted document into a latent embedding space. For our multitask supervised learning, the encoded document is simultaneously fed into a task-specific classification layer for joint prediction.
C. Deconvolutional Decoder
To transform an encoded document L back into the original document matrix space, we utilize neural deconvolutionalso known as a convolutional transpose [19] . Though using multiple deconvolutional layers for gradual up-sampling is necessary for high quality language modeling, a single layer is sufficient for improving encoder performance, as we found multiple layers did not improve supervised task performance but increased computational complexity. We use a single deconvolutional layer which up-samples each document encoding value to the original document length -stride along the encoded document's latent dimension, such that deconv(encoder(A)) =Â. whereÂ = {ŵ 1 ,ŵ 2 , · · · ,ŵ n } andŵ i is the predicted vector for the ith word embedding in document matrix A.
To obtain our unsupervised reconstruction loss, we consider that the goal of the autoencoder is to maximize the semantic likelihood that a reconstructed word vector corresponds to the correct original word embedding vector. This is specified as the probability that the i th word reconstruction defined asŵ i refers to correct word vector w j such that
Where τ >= 0 is a temperature parameter which controls the spread of the probability distribution [20] and cosine similarity as the word vector semantic distance metric defined between two vectors x and y as Cossim(x, y) = x·y ||x||||y|| . Therefore, the complete document-level reconstruction loss is expressed as
The unsupervised autoencoder improves the generalizability of the supervised task by incorporating semantic information learned from unlabeled data into the encoder layers. To optimize this learning, we jointly train the supervised and unsupervised tasks in a multitask fashion using the following objective function L Autoencoder defined as:
Where L supervised is averaged cross-entropy loss for all labeled tasks, L unsupervised is our autoencoder loss and a is an annealing parameter used to control the balance between supervised and unsupervised loss. During training, a linearly decays each training step from 1 to a small positive value a min . Scheduled annealing allows the joint training to initially focus on learning text representations, gradually transitioning to identifying the most task salient features.
D. Experimental Design
To demonstrate the effectiveness of utilizing unlabeled data, we compared the multitask classification performance between the jointly trained semisupervised and supervised only networks at various scales of labeled training data. We randomly designated 1, 5, 10, and 50 percent of our original training data for supervised training, treating the remaining portion of data as unlabeled by exclusion from the supervised training set. Our validation and holdout testing set contained the same documents, though a greater proportion of tokens may be be mapped to the rare and unique token at lower data percentages.
To control for increased model complexity resulting from a larger embedding matrix, we compared the effect of vocabulary initialization with and without incorporating the unlabeled data. The size of our experimental training sets and vocabulary sizes can be seen in table 1.
We trained both the supervised only and semisupervised networks for 10 epochs, but set the unlabeled annealing coefficient to a min = 0.0001 by the end of the 5 th epoch. We monitored the validation set's average supervised task loss for over-fitting and utilizing the optimal epoch's network weights for test set evaluation. We used a mini-batch size of 8 for both supervised and unsupervised training. This is comparatively small due to the large memory footprint of the autoencoder. To evaluate each network's predictive capability we use task-specific micro-averaged and macro-averaged F score, precision, and recall [21] .
III. RESULTS AND DISCUSSION
For all tasks and both micro and macro averaged F-scores we observed that our jointly trained semisupervised network outperformed the supervised only network across all scales of training data. We found that the auto-encoder performance gains were more consistent under micro-averaged metrics with score increases between 0.012 and 0.064 compared to the large range of macro-averaged F-score improvements from 0.002 to 0.158.
The Macro-F gains were most prominent for the two tasks with the most numerous labels, subsite and histology, while using 50 percent of the training data. In contrast, Macro-F improvements tend to be very small for all tasks except laterality at the 1% labeled data, where underrepresented classes likely would not have appeared in the supervised training set. This suggests that the unsupervised autoencoder can significantly improve performance for underrepresented classes given a minimum number of training cases.
We also observed that vocabulary size had a weak impact on classification performance. This indicates that the performance gains utilizing unlabeled data originates from the autoencoders improved representation learning. With the exception of laterality, for semisupervised network, incorporating unlabeled cases into vocabulary initialization tends to improve Micro-F scores at the smaller 1% and 5%, but had an inconclusive task-specific impact on Macro-F results. 
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