Flood propagation and duration in large river basins: a data-driven analysis for reinsurance purposes by Serinaldi F et al.
ORIGINAL PAPER
Flood propagation and duration in large river basins:
a data-driven analysis for reinsurance purposes
Francesco Serinaldi1,2 • Florian Loecker3,4 • Chris G. Kilsby1,2 •
Hubert Bast3
Received: 10 September 2017 / Accepted: 22 May 2018
 The Author(s) 2018
Abstract Duration is a key characteristic of floods influencing the design of protection
infrastructures for prevention, deployment of rescue resources during the emergency, and
repartition of damage costs in the aftermath. The latter financial aspect mainly relies on the
insurance industry and allows the transfer of damage costs from the public sector to the
private capital market. In this context, the cost of catastrophes affecting a large amount of
insured properties is partly or totally transferred from insurance companies to reinsurance
companies by contracts that define the portion of transferred costs according to the tem-
poral extent of the flood events synthesized in the so-called hours clause. However, hours
clauses imply standard flood event durations, such as 168 h (1 week), regardless of the
hydrological properties characterizing different areas. In this study, we firstly perform a
synoptic-scale exploratory analysis to investigate the duration and magnitude of large flood
events that occurred around the world and in Europe between 1985 and 2016, and then we
present a data-driven procedure devised to compute flood duration by tracking flood peaks
along a river network. The exploratory analysis highlights the link of flood duration and
magnitude with flood generation mechanism, thus allowing the identification of regions
that are more or less prone to long-lasting events exceeding the standard hours clauses. The
flood tracking procedure is applied to seven of the largest river basins in Central and
Eastern Europe (Danube, Rhine, Elbe, Weser, Rhone, Loire, and Garonne). It correctly
identifies major flood events and enables the definition of the probability distribution of the
flood propagation time and its sampling uncertainty. Overall, we provide information and
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analysis tools readily applicable to improve reinsurance practices with respect to spa-
tiotemporal extent of flooding hazard.
Keywords Flood propagation  Flood duration  Data-driven methods  River
network  Excess of loss reinsurance  Hours clause  European basins
1 Introduction and motivation
Natural disasters such as hurricanes, earthquakes, and floods can cause large losses at
regional and national scales and can also affect financial markets because of their con-
sequences on society, economy, and finance (insurance, catastrophe bonds, etc.). Among
natural disasters occurring between 1994 and 2013, floods were the main threat in terms of
the number of events (43%; 2937 events) and affected people (55%; 2.4 billion of people),
and the third most expensive type of disaster in terms of recorded lost assets (US$ 636
billion) after storms (US$ 936 billion) and earthquakes (US$ 787 billion) (UNISDR-CRED
2015). Similarly, 1816 worldwide inland flood events affected more than 2.2 billion per-
sons in the period 1975–2001, indicating the enormous impacts of flood disasters on a
worldwide scale (Jonkman 2005).
Effective flood management strategies must account for key flood characteristics such
as their inherent spread over many administrative/physical regions (Barredo 2007;
Kundzewicz et al. 2013), causing simultaneous collective losses, and their temporal
clustering, resulting in flood-rich and flood-poor periods (Glaser et al. 2010; Montanari
2012; Hall et al. 2014; Serinaldi and Kilsby 2016). More integrated flood risk management
strategies comprise both structural flood protection assets such as dikes, levees, resilience-
improved residences, and upstream retention areas (Zhou et al. 2012) and non-structural
solutions such as property level protection, land use planning, and insurance arrangements
(Bouwer et al. 2007; Botzen and Van Den Bergh 2008; Bubeck et al. 2017; Prettenthaler
et al. 2017; Serinaldi and Kilsby 2017).
Among non-structural measures, reinsurance basically plays a twofold role, spreading
the risk related to (1) the occurrence of one or more very large individual losses, or an
accumulation of losses arising from one event, relative to premium income and reserves of
insurance companies, and (2) the fluctuation of the annual aggregate claims around the
expected value (Carter 1983, p. 7). Reinsurance contracts can be either proportional or
non-proportional, where the former implies that the reinsurer accepts a fixed share of
liabilities (premium and claims recovery) assumed by the primary insurer, whereas in the
latter, which is also known as excess of loss reinsurance, the reinsurer only becomes liable
to pay if the losses incurred by the ceding company exceed some predetermined value
(Carter 1983, p. 70).
An excess of loss reinsurance designed to protect the reinsured against an accumulation
of losses arising from one event (or occurrence) of a particularly severe or catastrophic
nature is defined as catastrophe cover (Carter 1983, p. 185) or catastrophe excess of loss
cover (CatXL) reinsurance (Cipra 2010, p. 266). In fact, for each loss occurrence there is
potentially a payout on the reinsurance treaty. The definition of ‘event’ is one of the key
factors determining the extent of a reinsurer’s liability under a CatXL treaty. When the
treaty is arranged on an individual occurrence basis, it is highly desirable for the parties to
specify in the treaty the meaning of ‘any one event’, ‘happening’, ‘occurrence’, or
whatever other phrase is used (Carter 1983, p. 294). In fact, a portfolio covering natural
perils is exposed to the risk of accumulation of losses that may occur over a wide area
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during a period of perhaps several days, as is the case of storms (Thornes 1991), a series of
earthquake shocks (Pucci et al. 2017; De Guidi et al. 2017), or floods (Barredo 2007;
Glaser et al. 2010; Pin´skwar et al. 2012; Kundzewicz et al. 2013, 2017), causing simul-
taneous collective losses such as damages both to property and to vehicles (Speight et al.
2017).
To cope with spatiotemporal variability of natural hazards in CatXL treaties as well as
the lack of a unique and shared definition of what qualifies as a severe event, reinsurers
usually introduce time and/or geographical limits in order to determine what constitutes an
event or occurrence. These limits are defined in the so-called n-hour clause, such that the
reinsurer covers only losses that accumulate within n hours for a given loss event (Cipra
2010, p. 266). Most hours clauses in reinsurance contracts are fairly standard: a hurricane,
typhoon, windstorm, rainstorm, hailstorm and/or tornado, earthquake, seaquake, tidal
wave, and/or volcanic eruption has 72 consecutive hours limit. The same holds for riots,
civil commotions, and malicious damage within the limits of one city, town, or village.
(These events have also a geographical limit.) All other catastrophes, including floods and
forest fires, have 168 consecutive hours (7 days) (see, e.g., Carter 1983, pp. 360–361;
Thornes 1991).
Therefore, no individual loss from whatever insured hazard that occurs outside these
periods or areas is included in that ‘loss occurrence’. Usually, the reinsured may choose the
time and date when any such period of consecutive hours starts. If any catastrophe spans
longer periods, the reinsured may divide that catastrophe into two or more ‘loss occur-
rences’, provided no two periods overlap and provided no period starts earlier than the time
and date of the occurrence of the first recorded individual loss to the reinsured in that
catastrophe (Carter 1983, pp. 360–361). The possibility of choosing the starting date to be
used to aggregate individual losses occurring during a period of n consecutive hours along
with the option of splitting longer events in different non-overlapping periods is introduced
to deal with the intrinsic difficulty uniquely defining an ‘event’. For example, Thornes
(1991) highlighted this problem discussing storms that affected the UK in October 1987,
and January/February 1990. In particular, the storm of October 15/16, 1987, was regarded
as one event, whereas the flooding in Wales on 17/18/19 October involved a separate
frontal system and could not be added to the damage of the previous storm.
Focusing on floods, the effectiveness of a 168-h clause strongly depends on multiple
factors, including the duration and spatial extent of meteorological forcing, the antecedent
soil moisture conditions of the interested areas as well as topological and geomorpho-
logical properties of the drainage basins, land use, and water management and the presence
of flood mitigation measures (Haraguchi and Lall 2015). For example, the 2013 Alberta
flood was triggered by heavy rainfall with large spatial coverage which commenced on 19
June and continued for three days, thus causing convergence of the nearly synchronous
floodwaters downstream in the South Saskatchewan River system (Pomeroy et al. 2016;
Liu et al. 2016; Teufel et al. 2017). Therefore, the initial damage occurred during the first
week even if some areas remained flooded for several weeks. On the other hand, the 2011
Thailand floods were more problematic as they lasted 2–3 months and many reinsurance
contracts did not have aggregate caps to limit the number of losses (Courbage et al. 2012;
Haraguchi and Lall 2015). In this case, intense rainfall events did not span few days, but
affected the northern regions of Thailand early in the monsoon season (March and April).
Then, above-average rainfall continued throughout the 6-month summer monsoon season.
This situation was further exacerbated by heavy rainfall from four tropical storms, which
consequently doubled runoff (Komori et al. 2012; Ziegler et al. 2012; Gale and Saunders
2013; Takahashi et al. 2015).
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These examples from heterogeneous regions are paradigmatic and indicate the impor-
tance of defining flood events and their duration or propagation time along a river network
in order to set up more effective and efficient mitigation strategies along with clear and fair
(re)insurance policies helping avoid legal controversies (England and Wales High Court
2013; Lees 2014). However, as highlighted by Ward et al. (2016), flood duration received
quite limited attention despite its consequences in terms of indirect losses and health-
related issues due to business interruptions and disruption of local to global supply chains
(Haraguchi and Lall 2015; Koks et al. 2015), or negative influence on clean water supply
and sanitation (Dang et al. 2011), for instance. As further discussed in Sect. 4, Uhlemann
et al. (2010), Gvozˇdı´kova´ and Mu¨ller (2017), and Morrill and Becker (2017) proposed
alternative methods, based on similar principles, devised to identify flood events at a basin
scale for flood risk management and reinsurance purposes.
In this paper, we introduce a numerical algorithm to track floods along a river network
in order to provide an assessment of flood propagation time and therefore flood duration.
The methodology is purely data-driven and requires minimal information which is usually
provided by stream flow repositories as meta-data, and its rationale differs from previous
approaches. To put our analysis in a wider context and compare our results with observed
flood durations, we also perform an exploratory analysis of the statistical properties of
flood events recorded by the Global Active Archive of Large Flood Events of the Dart-
mouth Flood Observatory (DFO Archive; Brakenridge 2017). The algorithm is validated
by analyzing the flood propagation across the river networks of seven major European
basins. It should be further stressed that the focus here is on flood events at a basin scale,
and flood duration does not refer to persistence of flooding conditions at a specific site,
which in turn impacts on magnitude of losses and claims at that specific location (Thieken
et al. 2005).
The paper is organized as follows: Sect. 2 introduces the data sets used in this study and
the proposed algorithm for flood tracking. Section 3 describes the results of the exploratory
analysis of DFO data, and the output of the application of flood tracking procedure to the
seven European basins considered in this study. Discussion and concluding remarks are
reported in Sect. 4.
2 Data and methods
2.1 Analyzed data sets
As the flood tracking algorithm relies on daily stream flow records, we used daily stream
flow time series recorded across seven of the largest river basins in Central and Eastern
Europe (Danube, Rhine, Elbe, Weser, Rhone, Loire, and Garonne) provided by the Global
stream flow Data Centre (GRDC; Federal Institute of Hydrology (BfG), Koblenz, Ger-
many). For each gauge station, stream flow data and corresponding dates are comple-
mented with the identification number of the downstream station provided by GRDC in the
meta-data available at the Web site http://www.bafg.de/GRDC/EN/02_srvcs/21_tmsrs/
211_ctlgs/catalogues_node.html. As further discussed in Sect. 2.2, this is the only addi-
tional information required by the flood tracking procedure together with daily flow
records. In fact, identification numbers of downstream stations are sufficient to build the
connected network of available gauges within each basin. The resulting networks are
reported in Fig. 1. Stations that do not appear in the downstream catalog are the most
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upstream in the mainstream or tributaries, while the station with no downstream gauges is
considered as the outlet station, even though it is not generally the physical outlet of the
basin. Of course, the accuracy of the resulting flood propagation time increases as the
temporal resolution of input data available is finer (e.g., sub-daily) and the coverage of
stream gauge network increases (i.e., the network is very dense).
In order to give a more general picture, and put our results in a wider context, we also
provide an exploratory analysis of large flood events occurred in the last 32 years. This
analysis relies on the DFO database (Brakenridge 2017), which represents a unique source
of information exclusively devoted to documentation of flood events worldwide. DFO
database results from merging news reports and orbital remote sensing, which is used to
define maps of affected areas. Referring to Kundzewicz et al. (2013, 2017) and DFO
archive notes (available at the Web site http://www.dartmouth.edu/*floods/Archives/
ArchiveNotes.html) for a detailed description of the DFO data, we recall some key
properties. Among other flood characteristics, the DFO archive includes flood causation,
duration D in days, severity S, affected area in km2, ‘flood magnitude’ M, and georefer-
enced information (GIS polygon of affected area, and latitude and longitude of polygon
centroids). Flood causation comprises 11 categories: heavy rain, tropical cyclone, extra-
tropical cyclone, monsoonal rain, snowmelt, rain and snowmelt, ice jam/breakup, dam/
levee break or release, brief torrential rain, tidal surge, and avalanche-related. Of course,
tropical storms and monsoonal rain do not cause European floods. Severity is a discrete
index classifying flood events in three categories based on the concept of return period (RP,
i.e., average elapsed time between occurrences of critical events; Serinaldi 2015): Class 1
corresponds to floods with RP in the range 10–20 years, class 2 to events with RP in the
range 20–100 years, and class 3 to events with RP  100 years. The affected area is not
the inundation area, but the geographical area affected by reported flooding, which is a
geographical envelope around the areas affected by intense precipitation and flooding
0° 5°E 10°E 15°E 20°E 25°E 30°E
42
°
N
44
°
N
46
°
N
48
°
N
50
°
N
52
°
N
54
°
N
Longitude
La
tit
ud
e
0 200 400 km
Weser
Elbe
Rhine
Danube
Loire
Rhone
Garonne
Fig. 1 Stream gauge networks built by using the pairs of upstream–downstream IDs available from GRDC
meta-data. Note that as the density of gauging stations with simultaneous data increases, so the constructed
network better resembles the real river network, and the estimation of flood duration D becomes more
accurate
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rivers. Flood magnitude M is a continuous index combining three flood characteristics by
the relationship Magnitude ¼ log10ðDuration Severity Affected area). Brakenridge
proposed this index to provide a more realistic representation of the overall flood severity
by accounting for multiple critical aspects.
2.2 Flood tracking procedure
As mentioned in Sect. 1, the proposed flood tracking algorithm requires minimal input data
consisting of daily stream flow records and a network plan of the river network. The latter
is summarized by a simple two-column table reporting all possible pairs of adjacent
upstream and downstream gauges labeled as ‘From’ and ‘To’. For example, if water flows
between two gauges A and B, without any intermediary gauges, then the From–To rela-
tionship would be From ¼ fAg and To ¼ fBg. If we have two further gauges, C and D,
and both are directly upstream from A, then From ¼ fC;D;Ag> and To ¼ fA;A;Bg>
(see Fig. 2). This From–To table is readily available for GRDC gauging stations, and it
needs to be created from meta-data when it is not provided by data repositories.
In order to track flood-generating flow pulses through the river system, we assume an
additive model for the discharge Q. Referring, for example, to the above small (four-
station) river system, we assume that:
QBðtÞ ¼ QAðt  sABÞ þ eB
QAðtÞ ¼ QCðt  sCAÞ þ QDðt  sDAÞ þ eA;
ð1Þ
where QXðtÞ denotes the flow value at a generic site X and time t (formally,
QX : R
þ ! Rþ), sXY is a characteristic propagation time (delay) of the flow pulses trav-
eling between a generic From–To pair of locations X and Y, and eY is the residual
difference between the downstream discharge, QY, and the upstream contributions,
P
QX,
due to inter-site basin dynamics, including possible missing tributaries, natural or artificial
diversions, flow coming from the inter-site contributing area, and any phenomenon
occurring between the two gauges of each From–To pair.
We assume that sXY is approximately constant for a given From–To pair for a suffi-
ciently large discharge. Under this hypothesis, a first-order approximation of sXY is esti-
mated by the time lag minimizing the sum of squared differences between the squared
standardized flow values Q0X and Q
0
Y, where Q
0 ¼ ½ðQ mÞ=s2, and m and s are the sample
median and standard deviation. Note that squaring the standardized flows amplifies the
weight of large discharges and facilitates the least squares optimization. Once we have sXY,
time series are shifted to a common pseudo-time so that all flow pulses are synchronized.
Of course, sXY values are also additive. In fact, focusing on the network in Fig. 2, we have,
for instance, sCB ¼ sCA þ sAB. The daily values of the resulting (synchronized) time series
flow
flow
flow
C
D
A B
FromTo
C A
D A
A B
Fig. 2 Scheme of a simple four-node network used to illustrate the flood tracking procedure (see text for
further details)
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are then summed up in order to obtain a unique benchmark sequence (master series) whose
local minima are used to identify flow pulses (master events). Then, an ID is assigned to
each sequence of pseudo-dates between two local minima, thus introducing a unique
identification for each master event. Shifting back the pseudo-date sequence (by adding
sXY) for each location, we can assign IDs to flow pulses of each time series in the original
(true) time frame. In this way, flow pulses occurring at different dates (due to traveling
time) across the river system are identified by a unique ID denoting a single event (cor-
responding to the master event in the synchronized master series) propagating downstream
along the river network.
This ID labeling implies that every local maximum corresponds to a flow pulse, which,
however, can be a nonsignificant event. For each peak ID, we can then filter for significant
events by selecting gauges showing Q values above a given threshold corresponding, for
instance, to a specified annual probability of exceedance or RP. For each peak ID, this
procedure yields a map of gauges where we observe a sufficiently large discharge. The
flood propagation time is therefore estimated as the maximal temporal difference between
the peak times across all these gauges. Of course, this value can be increased by a suit-
able factor accounting for the fact that the flood may begin before the first peak and end
after the last peak. However, for our purposes, time lags between flood events’ peaks
provide a satisfactory representation of flood durations.
As the proposed methodology is purely data-driven, some aspects deserve further dis-
cussion. The additive model in Eq. 1 can be an oversimplified description of nonlinear
dynamics of basin response to hydrometeorological forcing at fine (sub-daily) timescales.
However, it provides a satisfactory approximation at daily scale. Moreover, the additive
scheme is introduced only to highlight the role of the time lag sXY used in the synchro-
nization procedure, and it is not applied to perform any computation of downstream flow
from upstream records.
The residuals eX summarize the effect of every factor different from the linear com-
bination of the upstream flow contributions. For example, the missing contribution of an
ungauged tributary located between two gauges can result in a non-centered sequence of
residuals (systematic bias), which can be modeled if required. On the other hand, when the
residuals are centered around zero, we can conclude that no systematic water contribution
is missed and the differences between upstream and downstream records reduce to (ran-
dom) fluctuations due to the superposition of multiple factors acting across the basin area
between the gauge stations.
The proposed approach assumes that some factors influencing the basin response can
arguably be considered unchanged over the period of record. This is a strong assumption
for anthropized areas showing significant changes in land use and cover, and interventions
including flood defense infrastructures, reservoirs, etc. Obviously, if these changes sub-
stantially modify the stream flow regime, these effects can be accounted for only if we
have additional information on such factors. However, these changes can have a limited
impact on the tracking procedure as it focuses on the synchronization of flow records
minimizing a specified metric rather than the exact matching of the absolute flow values
recorded at adjacent gauges.
The tracking procedure basically yields the differences of times of concentration for any
pair of adjacent gauges in the river network. Therefore, after identifying flood events by an
over-threshold criterion, and selecting the subset of gauges exceeding that threshold, then
the maximal time difference between the peaks observed at these ‘flooded’ gauges is a
good approximation of the timing of the flood event.
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3 Empirical results
3.1 Synoptic overview of flood duration, magnitude, and generating
mechanism
3.1.1 Spatial and temporal patterns of worldwide floods
In order to contextualize the flood tracking results based on GRDC daily flow records
(Sect. 3.2), we firstly perform an analysis at global and European level of the main
properties of major floods reported in the DFO archive. We focus on flood magnitude (as
defined in Sect. 2.1) and duration, which is of primary interest in the hours clause context.
Stratifying information according to the main flood-generating processes, Fig. 3a shows
that heavy rain globally causes more floods than the other driving factors combined
(62.01% of cases), followed by brief torrential rain (13.75%), tropical storms (9.98%), and
monsoonal rain (8.74%). These four factors account for the 94.48% of flood events
worldwide. Figure 3b shows that the longer events correspond to meteorological causes
evolving at a seasonal scale (i.e., monsoonal rain, snowmelt, and rain and snowmelt), thus
generating floods lasting several days or weeks. Excluding avalanche-related floods, the
probability that the flood duration D exceeds seven days (i.e., the 168-h clause),
P½D[ 7 days , is always greater than 10% (for floods due to tidal surge and extra-tropical
storms), reaching 67, 66, and 57%, for monsoonal rain, snowmelt, and rain and snowmelt,
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Fig. 3 a Frequency of worldwide flood events stratified by main generating mechanism according to
identification provided by DFO archive. b Box plots summarizing the distribution of flood duration D
corresponding to the main causes of flood events. The relative frequency of events with duration D[ 7days
(corresponding to the 168-h clause) is also reported. c Box plots describing the distribution of flood
magnitude M (as defined in the text) for each main flood-generating mechanism. The relative frequency of
events with magnitude M[ 4 and M[ 6 is also reported
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respectively. These classes of floods also tend to be the most severe, showing a probability
of exceeding magnitude M ¼ 6, P½M[ 6, of 48, 49, and 41%, respectively (Fig. 3c).
Figure 4a shows that the first decade of the twenty-first century was a flood-rich period
in terms of the number of events, while the last 6 years are similar to the period
1985–2000. Moreover, the number of events shows an evident seasonality with concen-
tration in the summer season (Fig. 4b). Flood duration shows neither evident changes in the
annual variability (Fig. 4c), nor an evident seasonal pattern (Fig. 4d), meaning that there is
no preferential season/month for long or short floods. Flood magnitude shows an oscil-
lating behavior across the period of record with relatively high values around 1994–1999
and 2008–2016 (Fig. 4e). Since both the severity of the experienced negative consequences
and the timing of the previous event play an important role in risk perception (Bubeck
et al. 2012), we argue that the overall increasing trend in the global flood magnitude
recorded in the last 16 years along with the higher number of events in the period
2000–2010 may contribute to an overall perception of increasing flood risk. However, the
first half of the series shows that large events (and some of the largest) already occurred
between 1985 and 1999. At the global scale, flood magnitude does not show any seasonal
pattern (Fig. 4f).
3.1.2 Spatial and temporal patterns of European floods
Focusing on European floods (Fig. 5a), heavy rain is still the main cause of floods (67.46%
of cases) followed by brief torrential rain (19.38%) and snowmelt (7.89%). Floods due to
snowmelt have a higher probability to last more than seven days (55 and 69%; Fig. 5b), in
agreement with the worldwide data set. Of course, monsoonal rain and tropical storms are
not included among the possible causes of floods in Europe. As for the global data set,
snowmelt is also the cause of the major floods in terms of magnitude, with 45–46% of
chance of generating floods with M[ 6 (Fig. 5c).
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Fig. 4 a Temporal evolution of the number of worldwide flood events along the period of record (1985–
2016). b Seasonal pattern of the number of worldwide flood events recorded between 1985 and 2016. c
Box plots showing the evolution of the annual distributions of flood duration D during the period of record.
d Box plots summarizing the seasonal variation of the distribution of D. Reference duration D ¼ 7days is
also reported (red lines). e, f Similar to panels (c, d), but for the flood magnitude M (reference values M ¼ 4
and M ¼ 6 are shown as red and dark red lines)
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In agreement with global results, the first years of the twenty-first century correspond to
a flood-rich period also for Europe (Fig. 6a). The seasonality of the flood occurrence in
Europe is, however, less clear than that of the global data set. Local maxima in July,
October, and January (Fig. 6b) likely reflect the specific seasonality of the factors trig-
gering floods across the continent. For example, the Mediterranean area is prone to
autumn–winter floods related to heavy and/or persistent rain, while spring floods due to
snowmelt tend to affect the Alpine region and the Central–Eastern Europe, which in turn is
also prone to summer floods related to heavy rain. The variability of the duration of
European floods does not show any evident pattern over time (Fig. 6c), while there is a
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Fig. 5 Similar to Fig. 3, but for European flood events. The same interpretation applies
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Fig. 6 Similar to Fig. 4, but for European floods. The same interpretation applies
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seasonal pattern indicating that longer events likely related to snowmelt occur in the spring
months (especially March and April; Fig. 6d). Analogously, the inter-annual variability of
the flood magnitude shows no particular patterns (Fig. 6e), while the largest floods tend to
occur in spring (March and April).
These results along with those concerning the flood typology (Fig. 5) confirm that the
longest and most severe flood events across Europe are related to spring snowmelt (with
and without rain). However, snowmelt accounts for a small fraction of the total number of
European floods, whereas the majority of events are due to heavy rain and brief torrential
rain occurring in summer and in the late autumn or early winter, thus resulting in shorter
and less severe floods. Nevertheless, rain-related floods have a non-negligible probability
of lasting more than seven days (31% for heavy rain; Fig. 5b), and of being very severe
(P½M[ 6 ¼ 15% for heavy rain; Fig. 5c).
Based on DFO data, Kundzewicz et al. (2017) updated a previous analysis of the
evolution of the number of severe European floods with S 1:5 and M 5 during the
period of record (Kundzewicz et al. 2013), recognizing an increasing tendency in the
number of these classes of event and strong inter-annual variability. Therefore, Kundze-
wicz et al. (2017) suggest caution when using flood hazard projections under considerable
uncertainty. We further investigate these aspects by including two additional cases: (1) all
flood events and (2) floods with D[ 7 days. We also attempt to refine the analysis of
Kundzewicz et al. (2017) quantifying the slowly varying (low-frequency) long-term trend
by a local scatter plot smoothing (LOESS) curve (Cleveland and Devlin 1988) instead of
using a less justifiable linear regression. Moreover, we assess the consistency of the
observed long-term trends with those resulting from surrogate data simulated by the
iterative amplitude adjusted Fourier transformation (IAAFT; Schreiber and Schmitz 1996),
which yields stationary sequences preserving both marginal distribution and power spec-
trum (autocorrelation) of the observed series. In this way, we can account for the variance
inflating effect of persistence, bearing in mind that the actual variability of the underlying
process is inevitably underestimated when dealing with short time series as in this case.
Figure 7 shows the observed trends and the 95% confidence intervals (CIs) based on 104
LOESS curves corresponding to IAAFT surrogates. Only the number of floods with S 1:5
exhibits a low-frequency incremental behavior, whereas the number of events corre-
sponding to the other classes of floods shows a non-monotonic behavior with a local
maximum during the first years of the twenty-first century. It should be noted that all the
curves fall within the CIs apart from the portion corresponding to the period 1985–1989,
for which it is possible that less media-based information was available (Kundzewicz et al.
2013). Thus, bearing in mind the known lack of homogeneity of DFO data and the
difficulty in assessing the actual variability of the underlying process from short time
series, we cannot exclude the possibility that the observed trends are still consistent with a
reference stationary process. This does not mean that possible systematic changes are not
in action, but only that the available information is not enough to support such a conclusion
excluding any other reasonable explanation. These findings further support the cautionary
recommendation of Kundzewicz et al. (2017) regarding flood management and decision
making under high uncertainty.
Figure 8 provides a picture of the spatial distribution of the number of European floods
belonging to different classes of interest. Figure 8a refers to the entire data set and indi-
cates that England is the most flood-prone area along with the northeastern Romania
(corresponding to the middle-lower part of the Danube basin), southeastern Germany (i.e.,
the Rhine and upper Danube), and the flash-flood-prone southern French Mediterranean
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regions (Nuissier et al. 2008). Focusing on events with D[ 7 (Fig. 8b), the most affected
areas include the middle-lower Danube and basins in the Central–Eastern Europe (i.e., the
Rhine and Elbe Rivers in the central Germany and the Oder and Vistula Rivers in southern
Poland), while England is no longer the most prominent hotspot likely because of the
smaller area of its basins and faster flood propagation. As shown in Fig. 8c, d and already
discussed by Kundzewicz et al. (2017), selecting large events in terms of severity ðS 1:5Þ
and magnitude ðM 5Þ yields similar spatial distributions of flood hotspots: England is
still the most critical area along with southern Germany and northeastern Romania.
As mentioned before such results should be used with caution, bearing in mind that they
rely on news reports. In particular, news in languages different from English can be missed,
whereas UK media give extensive coverage of flood events. This can introduce some bias
in the catalog of floods, over-emphasizing for instance the England hotspot. Nevertheless,
the overall picture of the spatial distribution of severe floods seems to be credible if we
recall that the UK is regularly affected by seasonal extra-tropical storms often producing
local or extensive flood events.
3.2 Flood tracking analysis
The exploratory analysis in Sect. 3.1 synthesizes information concerning the evolution of
the flood occurrences along the years and the flood-prone hotspots across Europe. This
information can be used to refine flood management strategies and to tailor (re)insurance
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Fig. 7 Temporal evolution of the annual number of European flood events belonging to different classes: all
events (a), and events with duration D[ 7 (b), severity S 1:5 (c), and magnitude M 5 (d). Each panel
shows the observed series (dots), LOESS curves describing low-frequency long-term patterns (blue lines),
and the 95% CIs of LOESS curves resulting from 104 IAAFT surrogate series (shaded areas). Circles
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contracts on a geographical basis accounting for the alternation of flood-rich and flood-
poor periods. However, such a synoptic description does not shed light on the distribution
of the flood duration across a basin, which is paramount to assess the financial risk related
to the application of a hours clause. In other words, the question is: What is the probability
that a flood affecting a given basin lasts more than n hours? The data-driven procedure
described in Sect. 2.2 provides a realistic first approximation answer with minimal input
data readily available from accessible flow data repositories.
3.2.1 Identification of historical events
Before analyzing the flood propagation time, we need to check the ability of the proposed
procedure to recognize historical floods and their propagation across the network. For the
sake of illustration, Fig. 9 illustrates the cases of the 1995 flood of the Rhine River
(Fig. 9a), the 2002 Elbe floods (Fig. 9b), and the trans-basin events affecting Germany in
1970 (Fig. 9c). In all cases, maps report the dates (as colors) in which the peak flow
Fig. 8 Spatial distribution of the frequency of European flood events belonging to different classes: all
events (a), and events with duration D[ 7 (b), severity S 1:5 (c), and magnitude M 5 (d). The maps
allow for the identification of flood-prone hotspots for each class of events. Note that the DFO data set used
to construct these maps is based on media reports which may be biased toward reports in English, thus over-
emphasizing flood frequency in the UK
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(corresponding to the event ID identified by the master series resulting from the syn-
chronization procedure) occurred for each station. The color scales clearly highlight that
the peak flow dates move forward along the time axis as we move downstream along the
network. In other words, downstream flow peaks coherently follow the upstream flow
peaks corresponding to the same event ID.
Although the flood tracking method relies on intra-basin connected networks, this does
not prevent the identification of trans-basin events (Uhlemann et al. 2010; Gvozˇdı´kova´ and
Mu¨ller 2017) such as the 1970 Germany events. In fact, the identified intra-basin events
can be combined by checking their chronological overlap to obtain trans-basin events.
Figure 9c shows not only that flow peaks coherently propagated downstream in each basin,
but also that the events evolved from southwest to northeast, starting in the upper Rhine
and progressively affecting the Weser and then the Elbe, where the flow peak in the most
downstream gauging station is recorded at the end of the event.
It should be noted that the flood tracking procedure identifies the flow peaks in all
locations for every event ID. However, some of these peaks may be not extreme. There-
fore, actual flood events are usually selected by using some criterion such as a peak-over-
threshold approach (POT; Uhlemann et al. 2010; Gvozˇdı´kova´ and Mu¨ller 2017; Morrill
and Becker 2017). The threshold can be chosen according to the aim of the study, but
common values are the at-site discharge values exceeded with annual probability of 0.5 or
0.1 (i.e., the 2- and 10-year RP levels, Q2 and Q10, respectively), where the former option
provides a good approximation of the bankfull discharge, while the latter is commonly
used to delineate the first class of flood-prone areas in risk mapping as well as the areas
within which assets are usually considered as not insurable (Kron 2005; Uhlemann et al.
2010, and references therein). Higher thresholds can be used bearing in mind the lack of
reliability of the estimates of extreme quantiles for the available sample sizes.
Focusing on gauges where the peak flow exceeds at-site Q10, Fig. 9a, b shows that the
1995 Rhine events impacted the middle-lower part of the basin, while the 2002 Elbe floods
affected the entire river basin. The 1995 Rhine flood propagated in about one week
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Fig. 9 Examples of flood events identified by the proposed flood tracking procedure: Rhine flood in January
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(January 23–31, 1995), while the 2002 Elbe event in two weeks (i.e., from August 13,
2002), which is in good agreement with historical documentation (Barredo 2007) and
studies on flood extent identification (Uhlemann et al. 2010; Gvozˇdı´kova´ and Mu¨ller
2017). For the 1970 trans-basin event, we highlight the sites with peak flow exceeding at-
site Q2 to allow for a comparison with results provided by Uhlemann et al. (2010). Our
results confirm that the flood event mainly affected the Rhine and Weser and only mar-
ginally the Elbe basin. Combining the information concerning the magnitude with the
remarks regarding the event evolution, Fig. 9c shows the trans-basin flood started in the
lower part of Rhine basin with no critical peaks, then evolved toward the northeast, and
finally ended with no critical flow peaks traveling along the mainstream of the Elbe River
located in the eastern part of the basin.
3.2.2 Distribution functions of flood propagation time
The cases discussed above are only three examples of a set of events identified by the flood
tracking procedure for each basin along the time interval with simultaneous records across
the gauging network. These sets can be used to compute the probability of D exceeding the
n hours of the hours clause. Figure 10 shows the output of this analysis for our seven
European basins and the two thresholds Q2 and Q10. Figure 10a–g, o–u shows the
empirical cumulative distribution function (ECDF) of propagation times computed by
considering only the stations experiencing peak flows exceeding Q2 and Q10, respectively.
These propagation times are specifically related to extreme events as they consider only the
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Fig. 10 a–g Distribution functions of flood duration D resulting from events with flow peaks greater than
at-site Q2 identified by the flood tracking algorithm. Each panel shows the empirical distribution, the NB
distribution fitted to data, and the corresponding 98% Monte Carlo CIs. h–n Scatter plots of D versus the
number of stations showing flood peaks greater than at-site Q2. o–u and v–ad are similar to a–g and h–n,
respectively, but refer to flood events with flow peaks exceeding at-site Q10
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‘critical’ sites for each event and they are close to the quantity of interest for reinsurance
purposes. Obviously, these distributions are also influenced by the number of stations with
available data. In fact, short propagation times can be related to events occurred in years
where only few time series are available (e.g., only few time series cover the first half of
the twentieth century). In these cases, the propagation time corresponds to observations
recorded in two or three stations, other data being unavailable. However, Fig. 10h–n, v–ad
shows that there is a weak relationship between duration and the number of sites when
looking at POT events. Of course, the more dense the network of gauges with data
covering long periods, the more accurate the reconstruction of the entire propagation
process is; otherwise, we have only a partial picture.
To quantify the uncertainty of ECDFs and provide a parametric model useful for further
analysis and simulation, we fit a two-parameter negative binomial distribution (NB; see
Appendix) whose cumulative distribution functions are reported in Fig. 10a–g, o–u along
with the 98% confidence intervals (CIs) obtained by simulating 104 samples of length
equal to the number of events used to build ECDFs (see, e.g., Serinaldi 2009). The NB
distribution describes the frequency of data very well, and the relatively narrow CIs
indicate a good reliability of such estimates. When the number of events is small, as for the
case of Danube and Q10 POT events, the width of CIs communicates the lack of infor-
mation and thus the high uncertainty affecting the point estimates. For each basin and POT
class, Table 1 reports some summary statistics of event duration D, the maximum likeli-
hood point estimates of NB parameters, and the probability P½D[ 7 days  resulting from
the fitted NB distributions. All point estimates are complemented with their 95% Monte
Carlo CIs. The NB models can be used, for instance, to compute the probability to observe
events lasting more than seven days (i.e., the standard hours clause), or the expected flood
duration. For example, focusing on Q10 POT events, the point estimates of the average
flood duration are approximately four days for the Rhine, eight days for the Elbe, and one
day for the Garonne, while the probabilities of D exceeding seven days are  17% for the
Rhine,  55% for the Elbe, and  1% for the Garonne.
Concerning the extreme events exceeding Q10, the propagation times are generally
shorter than those corresponding to Q2 events because only a smaller number of stations
experiences high flows, even in large events. For example, only the middle-lower part of
the basin was affected by Q10 exceedances in the 1995 Rhine flood (Fig. 9a), while almost
the entire basin experienced Q2 exceedances in the 1970 event. To check the robustness of
these results, we performed an analysis based on a leave-one-out (jackknife) procedure on
four of the seven basins, for the sake of illustration. It consists of repeating the flood
tracking procedure by excluding one station at a time as if it were not available. This
approach allows for testing the flood tracking output when a node of the network is
missing. ECDFs in Fig. 11 show that the results are rather insensitive to node removal, and
the variability generally falls within the CIs quantifying the sampling uncertainty, thus
confirming the overall robustness of the proposed procedure.
4 Discussion and conclusions
In this study, we have investigated the problem of defining flood event duration from a
reinsurance perspective in order to improve the current practices based on the ‘one-size-
fits-all’ hours clauses. We tackled the problem from two different perspectives in order to
provide (1) a spatiotemporal synoptic picture of flood duration and magnitude resulting
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from an exploratory analysis of the DFO archive comprising flood events recorded
worldwide in the period 1985–2016 and (2) a practical tool to explore the flood propa-
gation time and its distribution in a given river basin with minimal readily available
information.
The exploratory analysis allows the identification of general spatiotemporal patterns of
the frequency of flood exceeding a given duration or magnitude. It highlights, for instance,
the alternation of flood-poor and flood-rich periods, and hotspot areas prone to long-lasting
events, as well as the relationship between duration/magnitude and flood generation pro-
cess. In particular, floods triggered by seasonally evolving processes, such as monsoonal
rain and snowmelt, have more than 55% of chance to last more than the seven days
characterizing standard hours clauses. This result can help in quantifying the recognized
inadequacy of the hours clauses when applied to areas prone to this kind of events.
However, we find that the probability of exceeding 7-day duration is not negligible also for
events caused by heavy rain (42% worldwide and 31% in Europe) or brief torrential rain
(24% worldwide and 16% in Europe), which is less expected and highlights the necessity
of more accurate and empirically based criteria to define clauses in reinsurance contracts.
Snowmelt-related events also exhibit the highest probability to be large in terms of
magnitude (as defined in Sect. 2.1) both in Europe and worldwide. At a global scale,
monsoonal rain and tropical storms (which cannot affect Europe) should be considered as
additional causes often generating flood with high magnitude. This information can allow
for the definition of region-tailored duration clauses according to the dominating flood
generation process.
The DFO data analysis also reveals that the number for flood events and their duration
and magnitude show no particular evolution along the period of record. The values of these
parameters fluctuate resulting in an alternation of periods with less/more, shorter/longer,
and smaller/bigger events. On the other hand, on a global scale, there is a clear seasonal
pattern in the number of floods, with higher frequency in the summer months. No seasonal
patterns emerge in terms of duration and magnitude. Focusing on Europe, the number of
flood events shows higher frequencies in January, June, July, and October, corresponding
to the seasonality of the main weather systems characterizing the European climatic zones.
In agreement with the analysis of flood-generating processes, longer and larger events tend
to occur in spring (March and April) as a consequence of snowmelt or combination of
snow and rainfall.
Despite the simplicity of this analysis and the intrinsic limits of DFO data (see
Kundzewicz et al. (2017) and Sect. 2.1), it should be noted that these results agree with
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Fig. 11 Distribution functions of flood duration D corresponding to events with flow peaks greater than at-
site Q10. Each panel shows the ECDF obtained by using all gauging stations, ECDFs obtained by the leave-
one-out procedure, and the 98% Monte Carlo CIs of the NB distribution
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those reported by Hundecha et al. (2017), which rely on a more refined procedure based on
a pan-European hydrological model. In particular, Hundecha et al. (2017) identified four
main flood-generating mechanisms for Europe (i.e., short rain, long rain, snowmelt, and
rain on snow) that broadly correspond to the main causes recognized in Fig. 5a, and
showed that the snowmelt-related events generally last more than rainfall-related floods
(Fig. 5b). Hundecha et al. (2017) also highlighted how the different types of events tend to
cluster across European regions based on seasonality, thus reflecting the weather condi-
tions characterizing different climatic zones. Emphasizing the role of the sampling
uncertainty and persistence, our results in Fig. 7 also confirm the lack of monotonic trend
in the total number of European flood events (Hundecha et al. 2017) as well as in the
number of events exceeding given duration or magnitude (Kundzewicz et al. 2017).
Previous studies tackled the problem of the identification of flood events affecting wide
areas (Uhlemann et al. 2010; Gvozˇdı´kova´ and Mu¨ller 2017; Morrill and Becker 2017;
Hundecha et al. 2017). Leaving aside specific differences, these approaches comprise a
preliminary POT selection, which identifies potential flood peaks over a set of locations,
and a subsequent clustering procedure that gathers together sites showing POT excee-
dances within a given time window. This time window can be constant, resulting from
consideration of the hydrology of the studied area (Uhlemann et al. 2010; Gvozˇdı´kova´ and
Mu¨ller 2017; Hundecha et al. 2017), or site specific, reflecting the characteristic travel time
of a flood wave through a given transect/location (Morrill and Becker 2017). Our approach
differs from these methods in several respects. We reverse the procedure of POT selection
and spatial clustering. In fact, we firstly apply a synchronization procedure allowing for the
identification of flood events on a smoothed auxiliary master series and then we identify
the at-site flow peaks corresponding to master events in the original time frame. In this
way, all peaks are flagged as belonging to a specific event and then labeled as critical or not
according to POT criteria. The synchronization procedure explicitly exploits the rela-
tionship between the entire discharge series recorded at nearby upstream and downstream
locations (stylized by Eq. 1), thus automatically retrieving the characteristic time of
propagation between each pair of upstream–downstream locations. The spatial extent is
defined at the second stage by checking which peaks belonging to the same master event
exceed a prescribed critical value, thus automatically identifying clusters of critical sites
(Fig. 9). This procedure has an additional advantage. In fact, the relevance of the hours
clause also depends on the geographical extension of the insurer’s portfolio. In other
words, if only properties in a small part of the basin are insured, the travel time for the
whole basin might not matter. In this context, the proposed methodology accounts for this
problem by allowing the computation of the flood travel time between two arbitrary points
of interest or for a specific part of the river network.
Of course, the larger the number of sites with available data covering the same period
and the finer the temporal resolution of records, the more the tracking procedure is
accurate. However, the proposed method also automatically accounts for missing data or
low-density networks, yielding the number of locations whose data are available in each
master event. Our flood tracking approach also differs from previous methods as it relies on
the nodes of a connected river network. Even though this seems a limitation, it allows for a
more realistic flood tracking, attempting to follow (albeit in a simple way) the basin
response dynamics. Moreover, as discussed in Sect. 3.2, trans-basin floods can also be
identified by checking the temporal overlap of the identified intra-basin floods, as for the
case of the 1970 Germany event.
From a reinsurance standpoint, the proposed flood tracking method provides funda-
mental information regarding the distribution of flood duration at both intra-basin and
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trans-basin scales (after merging chronologically overlapping intra-basin events). For the
cases analyzed in this study, such a distribution can be modeled by a two-parameter
negative binomial distribution that enables the assessment of the reliability of standard
hours clauses accounting for the sampling uncertainty, as well as simulation and further
analysis of possible interest. For example, regarding the Q10 POT events of the Danube,
where the lack of simultaneous observations across the network yields a small number of
available events, one can conclude that the probability that the Q10 floods last more than
seven days ranges between the 26 and 92% at the 95% confidence level (see Table 1), thus
highlighting the high uncertainty of these estimates and the need for additional data and
analysis. On the other hand, when the gauging network and available records have a good
spatial and temporal coverage, as for the Rhine basin, for instance, then the estimates are
obviously more reliable and robust and can be used with more confidence.
In both cases, this type of analysis allows for more informed decisions and commu-
nication, taking into account the current state of knowledge. In fact, the distribution of
flood duration can be used to assign a probability (or a range of probabilities) to standard
hours clauses (e.g., 7-h clause) or to adopt region-specific n-hour values corresponding to
fixed probabilities. Even though we are aware that the introduction of new provisions in
(re)insurance policies is not straightforward and requires time, our aim is to stimulate the
debate in the community of researchers and market operators, showing an option to
complement n-hour clauses with additional probabilistic information. We also hope that
this work will encourage multidisciplinary research involving hydrologists, econometri-
cians, and actuaries, thus enabling the design of improved financial procedures better
incorporating hydrological information.
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Appendix: Negative binomial distribution
The negative binomial (NB) probability mass function used in this study is defined as:
pNBðd; r; lÞ ¼P½D ¼ d ¼
r þ d  1
d
 
r
r þ l
 r l
r þ l
 d
¼ r þ d  1
d
 
prð1 pÞd;
ðA:1Þ
where d 2 f0; 1; 2; :::g, r[ 0, l ¼ rð1 pÞ=p is the mean of the NB distribution, and
p 2 ð0; 1.
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