Abstract-In many assignment problems, a set of documents such as research proposals, promotion dossiers, resumes of job applicants is assigned to a set of experts for ordinal evaluation, ranking, and classification. A desirable condition for such assignments is that every pair of documents is compared and ordered by one or more experts. This condition was modeled as an optimization problem and the number of pairs of documents was maximized for a given incidence relation between a set of documents and a set of experts using a set covering integer programming method in the Iiterature [5] . In this paper, we use a combinatorial approach to derive lower bounds on the number of experts needed to compare all pairs of documents and describe assignments that asymptotically match these bounds. These results are not only theoretically interesting but also have practical implications in obtaining optimal assignments without using complex optimization techniques.
I. INTRODUCTION
Ordinal document evaluation and ranking arises in several contexts that make use of collective or committee-based evaluation and ranking systems [2, 4, 8, 10, 12, 15] . Informally speaking, the evaluation of documents consists of two interrelated tasks: (a) assignment of documents to a set of experts, (b) ranking and selection of documents. The ranking and selection of documents typically relies on cardinal (quantitative) or ordinal (preference) -based comparisons as described in the context of research documents in [6, 13] . Cook et al. demonstrated that cardinal comparisons such as using average scores of documents could be unreliable especially when experts' scores are not normalized [5] [6] [7] . They suggested that quantifying the intrinsic values of documents may be difficult, and therefore it is more practical to rely on ordinal rankings. A set-covering integer programming approach was introduced in [5] to obtain as many comparisons as possible between the documents reviewed by a fixed set of experts. More recently, a maximum consensus algorithm based on complete rankings of a set of documents by a set of experts was presented in [3] , and dominance-based ordinal ranking and selection algorithms were presented in [1, 9, 14] . This paper is concerned with the assignment aspect of ordinal evaluations of documents that can be research proposals, promotion dossiers of academic personnel, resumes of job applicants, etc. In ordinal ranking, a limited coupling between such documents and experts may potentially divide documents into disjoint clusters and make it impossible to compare documents between clusters. The approach described in [5] fixes documents and experts together with an incidence relation to specify which documents can potentially be assigned to which experts.
In this paper, we consider assignment problems with only two parameters of interest: the number of documents, n, and the capacity of each expert, k, 2 .:s k.:s n, i.e., the maximum number of documents that can be reviewed by each expert. With these two parameters, we consider two related problems: (1) determine the minimum number of experts that ensures that each pair of documents is reviewed by at least one expert, (2) find an assignment of a set of n documents to the minimum number of experts as determined in (1) so that all pairs of documents are reviewed by at least one expert. Our interest in these problems is motivated by the fa ct that experts are generally selected to meet the evaluation needs of a set of documents rather than randomly assembled together. Thus, unlike in the assignment problems considered in [5, 7] , minimizing the number of experts is the main objective in the assignments of documents to experts in our work. We consider the assignments of documents to experts without specialties. That is, we assume that experts are interchangeable in terms of their expertise. This assumption generally holds for those document evaluation processes in which a small set of documents with identical topics is considered, or for those in which a large set of documents is pre-screened to identify a small set of documents for a second stage of a more intense review. In other document evaluation problems, experts with specialties may be required as in peer review panels in which documents with a multitude of subjects are put together and evaluated. The assignments described in this paper can be modified and applied to assignment problems that require experts with different specialties [16] .
The main contributions of the paper are (1) a general lower bound for the number of experts when the capacity of each expert is fixed to k, 2 .:s k.:s n, (2) tighter lower bounds when the capacity is fixed to n12, n13, and n14, (3) an assignment that matches the lower bound when the capacity of each expert is n12, and assignments that nearly match the lower bounds when the capacity of each expert is nl3 and n14, and (4) an assignment that matches the general lower bound within a fa ctor of 2 for any k.:s. nil that divides n.
The rest of the paper is organized as fo llows. Section II presents our lower bounds for the number of experts, and in Section III, our assignments fo r the three expert capacities as mentioned above are presented. The assignment for the arbitrary expert capacity case is given in Section IV. The paper is concluded in Section V.
II.

LOWER BOUNDS
Let D = {dJ, dz, ... ,dn} be a set of documents, n::: 2, and let E = {eJ, ez, ... ,em} be a set of experts. The experts in E are said to cover all n(n-1)/2 pairs of n documents if each pair of documents is reviewed by at least one expert in E. Suppose that each expert is willing to review k documents, where k, 2 S k S n. Then, for all n( n-1 )/2 pairs of documents to be covered by the m experts, the fo llowing inequality must clearly hold:
(1)
Simplifying this inequality gives the fo llowing lower bound on the number of experts:
In particular, when k = 2, i.e., when each expert reviews 2 documents, a minimum of n(n-1)/2 experts is required, and when k = n, one expert is required. Other constraints can be derived from this inequality. Table I lists the capacities of experts versus the minimum numbers of experts for various values of n. It is obvious that when k = n, and n 2: 2, one expert will suffice, and hence m = 1 is always achievable. For even n and k = n12, the table shows that m tends to 5 as n-oo. However, fo r n = 4, Eqn. (2) implies that m = 6. We strengthen the lower bound to 6 for other values of n as fo llows.
Theorem 1: For all even n = 2k 2: 4, if each expert is assigned k documents, at least 6 experts are needed to cover all pairs of n documents.
Proof: For n = 4, k = 2, each expert is assigned two documents, and can therefore cover only one pair. Since there are 6 pairs of documents in all, 6 experts are clearly necessary. For any even n 2: 6, without loss of generality, suppose that the first two experts are assigned k documents as shown below with u documents shared between them, where u is an integer between o and k, and the shaded areas represent the sets of documents assigned to the two experts:
Then we have the fo llowing sets of pairs of documents that remain to be covered:
If u = 0 then Band D vanish, and IAI = ICI = k so that the number of additional pairs of documents that remain to be covered is given by K. Furthermore, in order to cover these K pairs of documents, each additional expert must be assigned at least one document from each of A and C. Therefore, the number of additional experts cannot be less than r W( :�J where w denotes the number of documents in A and k-w denotes the number of documents in C. Since the denominator is maximized when w = k12, the number of additional experts cannot be l ess than 4 implying that 6 experts are necessary in this case.
On the other hand, if u = k then A and C vanish, and IBI = IDI = k so that the number of additional pairs of documents to be covered is given by K+k(k-1 )/2. But since each new expert can cover at most k(k-1)/2 documents, we need at least
more experts I . Therefore, at least 6 experts are needed to cover all pairs of n documents in this case as well.
To complete the proof, suppose that 1 S u < k. In this case, we must cover the pairs of documents in all the sets stated above.
In particular, we must cover the pairs of documents in the sets AxC, AxD, BxD, and CxD. This leads to the assignment pattern for the additional experts as fo llows:
Therefore, the number of additional experts cannot be less than
where w, x, y, z are the numbers of documents assigned to a new expert fr om the subsets, A, B, C, and D, respectively. It can be shown that, under the constraint w + x + Y + z = k, the denominator of the expression has a unique global maximum at x = 0, w = y = z = k13, and is given by K13. However, since u 2: 1, the value of x cannot be zero for all additional experts as th is will leave out one or more pairs of documents one of which belongs to B. Therefore, the maximum number of pairs generated by at least one of the additional experts must be less than K13, and hence the number of additional experts cannot be less than 4. Adding these to the first two experts shows that 6 experts are necessary in this case as well and this completes the
Corollary 1: For all odd n = 2k+ 1 2: 5, suppose that at most three experts can be assigned at most k+ 1 documents each, and other experts can be assigned at most k documents each. Then at least 6 experts are needed to cover all pairs of n documents.
Proof: Let n = 2k+ 1, where k 2: 2. Consider any 2k of the n documents, and let d be the document that is left out. By
Theorem 1, at least six experts must be used, with each assigned k documents, to cover all 2k(2k-l )/2 = k(2k-l) pairs of these 2k documents. This leaves
pairs of documents still to be covered. Suppose that one of the experts is removed and document d is assigned to three of the remaining five experts each, in addition to their k documents which they had been originally assigned. 
ASSIGNMENTS-UPPER BOUNDS
We first present an optimal assignment of n documents to experts with a capacity of about n/2.
Theorem 4:
(a) For any even integer n = 2k 2: 4, if fo ur experts are assigned k documents each, one expert is assigned 2r kl21 documents and one expert is assigned 2lkl2j documents, then six experts are sufficient to cover all pairs of n documents.
(b) For any odd integer n = 2k+ 1 > 5, if one half of experts are assigned r n/21 documents each, and the other half of experts are assigned In/2j documents each then six experts are sufficient to cover all pairs of n documents.
2 The statement can be extended to n = 3k+ I and n = 3k+2 using a similar argument as in Corollary I. Expert e.
lkl2j lkl2j
Proof: (a) For even n, we give one possible assignment that uses six experts as shown in Table II . That this assignment covers all n(n-l )/2 pairs of documents can be seen as fo llows. The first expert covers the k(k-l )/2 pairs of the first k documents and the second expert covers the k(k-l )/2 pairs of the second k documents, and they are disjoint. The third expert covers r kl21xr kl21 pairs of documents and clearly, these pairs are all different from those covered by the first two experts.
Likewise, the fo urth, fifth, and sixth experts, cover rkl21xlkl2j, lkl2jxrkl21, lk/2jxlk/2j pairs of documents which are all distinct from one another and those covered by the first three experts. Hence, the number of pairs covered by the 6 experts is given by 2 kC k -1 1 / 2 + f; 1 x f; 1 + f ; 1 x l; j + l; j x f; 1 + l; j x l; j = kC k-ll+f;l x U;l+l;J}+l;j x U;l+l;j} = kC k-ll+f;l x k+l;j x k as desired.
(b) The proof for odd n is similar and omitted. II Theorem 5: Suppose that n is divisible by 9, and let k = n/3. Then twelve experts are sufficient to cover all pairs of n documents.
Proof: Divide the set of n documents into three groups of k documents each, and use a different expert to review the k documents in each group. This covers 3k(k-1 )/2 pairs of documents with 3 experts and
pairs of documents remain. Now, divide each group of k documents into 3 disjoint groups of k/3 documents (see Table  III) .J{i = {Gi, 1,G;, 2 ,G; , 3},i = 1,2, 3
where IGi J I = k/3, 1 S i,j S3, and use nine experts to cover the remaining pairs of documents as fo llows: Assign the subsets of k/3 documents across H I . H2, and H3 to nine experts in such a way that (1) each expert is assigned exactly one subset of k/3 documents in each Hi, and (2) no two experts are assigned the same two subsets of k/3 documents from any two different groups, Hi and If.j, 1 S i;e j S 3. This ensures that the pairs of documents covered by the experts will be distinct. Moreover, each expert is assigned exactly k documents, one subgroup of k/3 documents fr om each of the inner three groups. That this can always be done is proved in [16] and illustrated in Table IV at the end of the paper. To complete the proof, it is sufficient to note that pairs of documents are covered by the nine experts, and adding it to the number of documents covered by the first three experts gives ( ) ( ) 3k(k-I)/2 + 3k 2= 3 ; = ; pairs of documents as desired. II Theorem 6: Suppose that n is divisible by 16, and let k = n/4. Then twenty experts are sufficient to cover all pairs of n documents.
Proof: See [16] . II The assignments described in Theorems 4, 5, and 6 will work effectively fo r small values of n. In particular, 6-expert assignments in Theorem 4 can handle up to 20 documents where each expert may be assigned up to 10 documents. However, for larger n, it will be impractical for experts to review n/2, n/3, or n/4 documents, and the number of documents assigned to each expert may have to be decreased as needed. To deal with larger numbers of documents, we present another assignment using an asymptotically minimum number of experts. The fo llowing theorem describes this assignment fo r any even k that divides n. The theorem is easily extended to odd k and omitted here.
Theorem 7: Let n and k be positive integers, where k is even and divides n. It is sufficient to have n(2n-k)/ � experts, each with capacity k to cover all n( n-1 )/2 pairs of n documents. TABLE HI. Assignment of n documents to 3+9 = 12 experts.
Proof: Divide the set of n documents into n/k groups, and use a different expert to review the k documents in each group.
This covers n { � I / k pairs with n/k experts. Now, use fo ur more experts tb tover the pairs of documents between every two groups of k documents as shown in Table V for one such pair of groups. This gives
more distinct pairs, making the total number of pairs equal to
as desired. Since there are ( n i k ) such pairs of groups, the number of experts we need to cover the pairs of documents generated by these pairs of groups is given by 4 ( n i k } Therefore, the total number of experts to cover all n(n-1 )/2 pairs of documents is given by
and the statement fo llows. II TABLE V. Assignment of n documents to n(2n-k)/ � experts, each with capacity k.
Corollary 2: The number of experts used in the assignment described in Theorem 7 is within a fa ctor of 2 of the lower bound given in Section II and therefore is asymptotically optimal.
Proof: Dividing the number of experts obtained in Theorem 7 by the lower bound on the number of experts given in Section II, we obtain
and the statement fo llows. II
Remark: For odd k, partition the n documents into n/k groups of k documents each as in Theorem 7 and assign each group to a different expert. Assign k+ 1 documents to each of the rest of experts and divide each group of k documents into two overlapping groups of (k+l)/2 documents as in the example below. The rest of the proof applies as it is.
Example 2 (Odd k): Let n = 6 and k = 3. By EC(n. (2), five experts are necessary and by Theorem 7, n(2n-k)/ � = 6 experts are sufficient as shown in Table VI(a). As seen in the table, the documents assigned to experts e3, e4, es, and e6 overlap. This results in some of the pairs of documents to be covered more than once but it does not increase the number of experts in the assignment. However, it also makes the assignment asymmetric with respect to the number of experts assigned to the documents (documents d2 and ds are reviewed by five experts whereas the rest of documents are reviewed by three experts each). This can be avoided by removing the last expert, and reassigning the documents to remaining experts as shown in 
IV. CONCLUDING REMARKS
We presented lower bounds on the number of experts with a prescribed capacity needed to cover all pairs of documents by one or more experts. We described an assignment that covers all pairs of n documents and matches the lower bound when the capacity of each expert is equal to n/2. We described two other assignments; one that covers all pairs of n documents using one more than the minimum number of experts fe asible (12 rather than 11) when the capacity of each expert is equal to n/3, and the other that uses two more than the minimum number of experts (20 rather than 18) when the capacity of each expert is equal to n/4. Finally, we derived a general lower bound on the number of experts for any expert capacity and described an assignment that matches this lower bound within a fa ctor of 2.
Our results have been stated with certain constraints on the number of documents. For example, we require that n (number of documents) be divisible by 9 in Theorem 5. If the actual number of documents is not divisible by 9, up to 8 dummy documents can be added to make the assignment given in the theorem to work. The only implication of this modification will be that some experts will be assigned one more document than others when the dummy documents are discounted. Theorem 6 can similarly be modified.
Also, we have not considered assignments where experts may be assigned more than n/2 documents each. This is explicitly assumed in most of our results except in Theorem 7, in which case, we require k (capacity of experts) to divide n. Clearly no capacity greater than n/2 can evenly divide n. Assignments with expert capacities exceeding n/2 will reported elsewhere.
We fu rther note that the results presented in this paper can be extended to ordinal covering assignment problems where documents need to be reviewed by experts with specialties. We state one such result here:
Suppose that a set of n documents can be partitioned into two specialty areas of n/2 documents, Dl and D2• Further suppose that, among some 6 experts, (a) one is able to review the documents in Dl and another is able to review the documents in D2, and (b) each of the other fo ur experts is able to review n/4 documents in each of Dl and D2• Then all pairs of n documents can be covered by the 6 experts with the side condition that each document is reviewed by three experts in its subject area. II
The proof fo llows directly from the assignment We note that the lower bounds on ordinal covering assignments without specialty constraints also apply to those with specialty constraints. Whether these lower bounds can be tightened and/or the upper bounds and assignments given in the paper would still apply under other specialty constraints remain open. Investigation of this and other related problems will be deferred to another place.
A more comprehensive account of the results presented in this paper with proofs and other extensions can be fo und in [16] . Other combinatorial assignments using balanced incomplete block designs (BlBDs) are also described in [17] . 
