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In Section 2 we extend (1.3) by showing that 
p(C) 23 lp(Co)l(i + 1)l (i 23 1). (1.4) 
The inequality (1.4) is equivalent to 
p(C,) =G p(C)(i + 1) + i (i 2 1). 
In Section 3 we show that when i = 1, equality can be realized in (1.5) no 
matter what the values of the covering radius p(C) and the codimension m of C 
provided only that the redundancy bound applied to CO is not contradicted. 
Moreover, we describe completely the range of values of p(C) and p(C,) for 
i = 1. In Section 4 we show that (1.5) can be improved for large i. The paper 
concludes with some questions for future research. 
2. An inequality for the covering radius 
We prove in this section the basic inequality (1.4) for the covering radius of a 
code C and one of its subcodes and then show that the inequality can be 
improved when C is a direct sum of smaller codes. 
Theorem 2.1. Let C be a binary code of length n and let Co be a subcode of 
codimension i of C. Then 
p(C) 2 lp(C,)l(i + 111 (i 3 1). (2.1) 
Proof. Let m be the codimension of C, and let t = p(C,) be the covering radius 
of CO. First suppose that m = 0. Then it follows from the redundancy bound that 
p(C) = 0 and P(G) < i. Hence (2.1) holds in this case, 
Now suppose m 3 1. Because CO is a subcode of codimension i of C, there is an 
m + i by n parity check matrix 
HcH)m 0 [ 1 HI >i 
for Co where H is a parity check matrix for C. For j = 1, . . . , n let h& be column j 
of Ho, let hj be column j of H, and let h’, be column j of HI. Because p(Co) = t, 
there is a syndrome so (a binary (m + i)-tuple) which is the sum of some set of t 
columns of Ho but is not the sum of any set of t - 1 or fewer columns of Ho. Let J 
be a subset of (1, . . . , n} with cardinality t such that 
so = c hi. (2.2) 
jd 
Let J1,.. . , Ji+l be a partition of J where lJrl = Lt/(i + l)] or [t/(i + l)] for 
r=l,...,i+l. 
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In this section we show that given positive integers s, t and m, C and C, can be 
chosen so that p(C) = s and p(CO) = I if and only if (3.1) holds. If s = 0, then 
m = 0 and C = V, and by the redundancy bound t c 1. 
Theorem 3.1. Let s, t, and m be positive integers atisfying 
sStSmin{m+1,2s+l) 
sSm. (3.2) 
Then there exist binary codes C and Co such that C has codimension m, C, is a 
subcode of codimension 1 of C, and p(C) = s and p(CJ = t. 
Proof. Let k and r be integers with 1 G r =S k and let Hk_-r+l be a parity check 
matrix for a Hamming code of codimension k - r + 1. Then the matrix 
is a parity check matrix for a code C(k, r) of codimension k and covering 
radius r. 
Now let i be a nonnegative integer. Then the 2i by 2i + 1 matrix 
1 
Bi = Zzi i 
[ 1 1 
is a parity check matrix for a code D(i) of codimension 2i and covering radius i. 
(When i = 0, B,, is assumed to be vacuous and D(0) is empty.) The code 
C(k, r, i) = C(k, r) @I D(‘) I is a code whose codimension equals k + 2i and whose 
covering radius equals r + i. 
Let 
The matrix 
is a parity check matrix for a subcode C(k, r, i)O of codimension 1 of C(k, r, i) 
and the covering radius of C(k, r, i),, equals r + 2i + 1. 
Now let s, 1, and m be positive integers satisfying (3.2). Let i = t -s - 1, 
r=b+l-t, andk=m-2(t-s+l). 
We observe that i 3 0 if and only if t > s, and r 3 1 if and only if t c 2s. It 
follows from (3.2) that t s m + 1 and hence r s k. 
First assume that 2s 2 C > s (and hence i G= 0 and r 3 1). Because we also have 
r s k, C(k, r, i) and C(k, r, i)O are defined. Moreover p(C(k, r, i)) = r + i = s and 
p(C(k, r, i)O) = r + 2i + 1 = t. 
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Now assume that f = s. By (3.2) s 6 m and the matrix 
[& A,,, ;] 
is a parity check matrix for a code C of codimension m and covering radius s. The 
matrix 
is a parity check matrix for a subcode Co of codimension 1 of C with covering 
radius s. 
Finally assume that t = 2s + 1. It follows from (3.2) that m >2s. Let 
ml,..., m, be integers with m=m,+*--+m, and mia2 (i=l,. . . ,s). Let 
H6 be the matrix obtained from the parity check matrix H,, of the Hamming 
code by deleting its column of all 1’s. Then 
H= 
I 
I 1 H;, 0 . . . 0 0 HA, . . - 0 . . . 0  -. . H&$ 1 
is a parity check matrix of a code C of codimension m and covering radius s (the 
successive amalgamation [3] of Hamming codes). Let 
Ho= 
H 1 1 o-.*0’ 
Because mi?=2 (i=l,..., s) Ho is a parity check matrix of a subcode Co of 
codimension 1 of C. Since the syndrome (0, . . . , 0,l)’ is not the sum of any set of 
2.r or fewer columns of Ho, it follows that p(C,) = 2.r + 1 = f. 0 
Let i be an integer with i 2 2. The exact range of values of p(C) and p(C,) in 
case C, is a subcode of codimension i of C appears to be a more difficult question. 
Evidence for this is given in the next section where we show that the inequality 
(2.5) can be improved for large i. 
4. An asymptotic inequality 
Let Co be a subcode of codimension i of a code C. Rewriting the inequality 
(2.5) we obtain 
p(G) c (o(C) + l)i + o(C). (4-l) 
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It follows from Theorem 3.1 that if i = 1, then (4.1) cannot be improved unless 
the codimension m of C is small. In this section we establish an inequality which 
improves (4.1) if i is large. 
Lemma 4.1. Let C be an [n, k]-binary code with codimension m = n - k, and let 
the covering radius of C equal r. Zf m is large enough, then n > 2mir. 
Proof. Because C has covering radius r, 
r n x0 3 2”. I=0 t (4.2) 
Suppose n C 2mJr. Upon replacing n with 2m’r, the left side of (4.2) becomes 
i 2” + (terms of order of magnitude smaller than 2”‘). (4.3) 
Hence if m is large enough, (4.2) does not hold. Cl 
Lemma 4.2. Let n be a positive integer and let S be a set of binary n-tuples whose 
mutual distances are at most 2. Zf n = 2, IS] G 4, while if n # 2, JS] s n + 1. 
Proof. The conclusion clearly holds for n 6 2, and we assume that n 3 3. Without 
loss of generality we also assume that the zero n-tuple belongs to S. The weight 
of each n-tuple of S is then at most 2. Suppose there is an n-tuple of weight 2 in 
S, say (1, l,O, . . . , 0). Then every other nonzero n-tuple in S is of the form (a) 
@,I, u) or (b) (I, 0, u) f or some binary (n - 2)-tuple u of weight at most 1. If S 
contains an n-tuple (0, 1, u’) of type (a), then (1, 0, u’) is the only possible 
n-tuple of type (b) in S and hence ISI < max(4, n} G n + 1. The same inequality 
holds when S contains an n-tuple of type (b). Hence the lemma holds when S 
contains an n-tuple of weight 2. If S has no n-tuple of weight 2; then 
JSJGn+l. 0 
Theorem 4.3. Let E be a positive real number and let m be a positive integer. For 
all but a finite number of positive integers i the following holds: Zf C is a binary 
code with codimension m and Co is a subcode of codimension i of C, then 
~-GO) < (KW + Eli. (4.4) 
Proof. Let C be a binary code of length n and codimension m with covering 
radius p(C) = r, and let Co be a subcode of codimension i of C with p(C,) = r,. 
Suppose that r. z (r + e)i. Let Ho be an (m + i) by n parity check matrix for Co 
whose first m rows determine a parity check matrix for C. Because p(C,) = r,, 
there is a syndrome so (a binary (m + i)-tuple) which is the sum of some set of r. 
columns of Ho but is not the sum of any set of fewer than r. columns of Ho. We 
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assume that sO is the sum of the first r. columns of Ho. It follows that the 
submatrix HI, of Ho determined by the first r. columns of Ho has rank equal to r,. 
Hence Ho has r. linearly independent rows. We choose a set S of r, linearly 
independent rows of HA which contains the largest number r, - j of rows from the 
first m rows. The integer j is nonnegative and S contains j rows from the last i rows 
of HA. By applying, if necessary, elementary row operations to Ho, we assume that 
0 
m 
HA= 
I_+ x 
[ 1 -+ I ’ 04 0 I i 
Let x be a column of Ho different from a column of HA, and write 
Wl 
U 
X= [I V WZ 
where u is an (r. - j)-tuple (the u-purr of x), v is a j-tuple (the v-part of x), and 
w= 
[ 1 z2 is an (m - r. + i)-tuple (the w-part of x). 
Suppose that two columns of Ho have the same w-part. Then their v-parts have 
distance at most 2, because otherwise these two columns along with at most r. - 3 
columns of Ht, would give the syndrome so as a sum of a set of fewer than r, 
columns of Ho. In a similar way we conclude that if two columns of Ho have the 
same v-part and the same w-part, then their distance is at most 2. It now follows 
from Lemma 4.2 that the number I of distinct columns of Ho satisfies 
1 G r. + 2m-Q+i(j + 2)(ro -j -t 2). (4.5) 
Hence from the ro-j rows of Ho corresponding to the w-part we obtain after 
deleting any zero columns or repeated columns, a code with length at most I, 
codimension r. - j, and covering radius at most r. Applying Lemma 4.1 we 
conclude that for i large 
1 > 2(a-iV (4.6) 
Combining (4.5) and (4.6) we calculate that for i large 
r. + 2”-“+’ (j + 2)(ro - j + 2) a 2(ro-i)” 3 
ro/y-a+i + (j + 2)(ro -j + 2) 3 2@0-iW . 2-(m-w+0, 
2(q-ri)lr 
r. + (i + 2)(ro + 2) 2 2”_‘0. (4.7) 
But our supposition r. 2 (r + e)i implies that for i large, (4.7) does not hold. This 
contradiction shows that in this case also, r. < (r + E)i. Cl 
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5. Concluding remarks 
In the preceding sections we have discussed some aspects of the relationship 
between the covering radius of a code and one of its subcodes. A more general 
topic of interest is the relationship among the covering radii of a chain of codes. 
A particular instance is the following. Let n be a positive integer and again let V 
be the binary n-tuple space. Let 
c, = v 1 C”_, 5> ** -3c13co3 ={O} (5.1) 
be a sequence of codes with dim Ci = i (i = 0, 1, . . . , n). Let p(Ci) = ri (i = 
0, 1, . . . ) n) so that 
0 = r, < r,_l C. - . S r, <r, = n. (5.2) 
It follows from the redundancy bound (1.1) and from (1.3) that 
c-1 
L I 
- <riSn-i 
2 
(i = 1, . . . ) n). (5.3) 
However, the inequalities (5.3) do not guarantee the existence of codes (5.1) with 
covering radii given by (5.2). For example, with n = 5 the sequence 
0,1,1,1,3,5 (5.4) 
satisfies (5.2) and (5.3) but there is no sequence of codes (5.1) whose covering 
radii are given by (5.4). This is because there is no code C2 of length 5 and 
dimension 2 with covering radius equal to 1. When is a sequence (5.2) realizable 
us the covering radii of a chain of codes (5. l)? 
Let rr and k be positive integers with k s II, and let r and s be integers with 
Oss<rsn. We define 
c(n, r, s) = maxMC0) - p(C)> 
where the maximum is taken over all binary codes Co and C of length rz satisfying 
CO~C,dimC=r,anddimCO=s.Wealsodefine 
ti(n, k)=max{c(n, r,s):OssCr6nn, r-s=k} 
and 
r?z(n, k) = min{E(n, r, s): 0 GS s r s n, r -s = k}. 
It follows that 
E(n, k, 0) = max{n -p(C): dim C = k} 
= n - min{p(C): dim C = k} 
= n - t(n, k) 
where t(n, k) is the smallest covering radius of a binary code of length n and 
dimension k[2, 31. 
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By choosing C to be the code consisting of all n-tuples which have 0 in the last 
n - r coordinates and Co to be the code consisting of all n-tuples which have 0 in 
the last n - s coordinates, we obtain 
E(n, r, s) > r - s. 
On the other hand using the redundancy bound we obtain 
E(n, n, n - r+s)=r-s. 
Hence, 
rE(n, k) = k 
with equality attained on an upper interval of size k where dim C = n and 
dimC,=n-k. 
ForwhichrandswithOSsSrSnandr-s=kisittruethat 
E(n, r, s) = fi(n, k)? 
More generally, it would be of interest to find further information about the 
numbers E(n, r, s). 
One may also define 
Q, I, s) = min{p(G) - p(C)> 
where the minimum is taken over all binary codes Co and C of length n satisfying 
C,GC, dimC=r,anddimC,=s. Wethenlet 
and 
m(n, k) = min{E(n, r, s): 0 c s 6 r =S n, r - s = k}. 
We have 
E(n, k, 0) = min{n - p(C): dim C = k} 
= n - i(n, k) 
where l(n, k) is the largest covering radius of a binary code of length n and 
dimension k; 
E(n, n, n - k) = min{p(&): dim Co = n - k} 
= t(n, n - k). 
It would be of interest to investigate the numbers E(n, r, s), A?(n, k), and m(n, k). 
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