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Abstract
The concept of lackadaisical quantum walk – quantum walk with self loops
– was first introduced for discrete-time quantum walk on one-dimensional
line [8]. Later it was successfully applied to improve the running time of the
spacial search on two-dimensional grid [16].
In this paper we study search by lackadaisical quantum walk on the
two-dimensional grid with multiple marked vertices. First, we show that
the lackadaisical quantum walk, similarly to the regular (non-lackadaisical)
quantum walk, has exceptional configuration, i.e. placements of marked
vertices for which the walk has no speed-up over the classical exhaustive
search. Next, we demonstrate that the weight of the self-loop suggested in
[16] is not optimal for multiple marked vertices. And, last, we show how to
adjust the weight of the self-loop to overcome the aforementioned problem.
1 Introduction
Quantum walks are quantum counterparts of classical random walks [9]. Similarly
to classical random walks, there are two types of quantum walks: discrete-time
quantum walks (DTQW), introduced by Aharonov et al. [1], and continuous-time
quantum walks (CTQW), introduced by Farhi et al. [4]. For the discrete-time
version, the step of the quantum walk is usually given by two operators – coin
and shift – which are applied repeatedly. The coin operator acts on the internal
state of the walker and rearranges the amplitudes of going to adjacent vertices.
The shift operator moves the walker between the adjacent vertices.
Quantum walks have been useful for designing algorithms for a variety of
search problems[10]. To solve a search problem using quantum walks, we intro-
duce the notion of marked elements (vertices), corresponding to elements of the
search space that we want to find. We perform a quantum walk on the search
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space with one transition rule at the unmarked vertices, and another transition
rule at the marked vertices. If this process is set up properly, it leads to a
quantum state in which the marked vertices have higher probability than the un-
marked ones. This method of search using quantum walks was first introduced
in [12] and has been used many times since then.
Most of the papers studying quantum walks consider a search space containing
a single marked element only. However, in contrary of classical random walks,
the behavior of the quantum walk can drastically change if the search space
contains more that one marked element. Ambainis and Rivosh [3] have studied
DTQW on two-dimensional grid and showed that if the diagonal of the grid is
fully marked then the probability of finding a marked element does not grow
over time. Wong [15] analyzed the spatial search problem by CTQW on the
simplex of complete graphs and showed that the placement of marked vertices can
dramatically influence the required jumping rate of the quantum walk. Wong and
Ambainis [17] analysed DTQW on the simplex of complete graphs and showed
that if one of the complete graphs is fully marked then there is no speed-up
over classical exhaustive search. Nahimovs and Rivosh [6, 5] studied DTQW
on two-dimensional grid for various placements of multiple marked vertices and
proved several gaps in the running time of the walk (depending on the placement
of marked vertices). Additionally the authors have demonstrated placements
of a constant number of marked vertices for which the walk have no speed-
up over classical exhaustive search. They named such placements exceptional
configurations. Nahimovs and Santos [7] have extended their work to general
graphs.
The concept of lackadaisical quantum walk (quantum walk with self loops)
was first studied for DTQW on one-dimensional line [8, 13]. Later on, Wong
showed an example of how to apply the self-loops to improve the DTQW based
search on the complete graph [14] and two-dimensional grid [16]. The running
time of the lackadaisical walk heavily depends on a weight of the self-loop. Saha et
al.[11] showed that the weight l = 4N suggested by Wong for two-dimensional grid
with a single marked vertex is not optimal for multiple marked vertices. They
have demonstrated that for a block of
√
m×√m marked vertices one should use
the weight l = 4
N(m+
√
m/2)
.
In this paper, we study search by discrete-time lackadaisical quantum walk
on two-dimensional grid with multiple marked vertices. First, we show that the
lackadaisical quantum walk, similarly to the regular (non-lackadaisical) quantum
walk, has exceptional configuration, i.e. placements of marked vertices for which
the walk have no speed-up over the classical exhaustive search. Next, we study
an arbitrary placement of m marked vertices and demonstrate that the weight l
suggested by Wong is not optimal for multiple marked vertices. The same holds
for the weight suggested by Saha et al., which seems to work only for a block
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of
√
m × √m marked vertices. Last, we analyze how to adjust the weight to
overcome the aforementioned problem. We propose two better constructions –
l = 4mN and l =
4(m−√m)
N – and discuss their boundaries of application.
2 Quantum walk on the two-dimensional grid
2.1 Regular (non-lackadaisical) quantum walk
Consider a two-dimensional grid of size
√
N × √N with periodic (torus-like)
boundary conditions. The locations of the grid are labeled by the coordinates
(x, y) for x, y ∈ {0, . . . ,√N − 1}. The coordinates define a set of state vectors,
|x, y〉, which span the Hilbert space HP associated with the position. Addition-
ally, we define a 4-dimensional Hilbert space HC , spanned by the set of states
{|c〉 : c ∈ {↑, ↓,  L,→}}, associated with the direction. We refer to it as the coin
subspace. The Hilbert space of the quantum walk is HP ⊗HC .
The evolution of a state of the walk (without searching) is driven by the
unitary operator U = S · (I ⊗ C), where S is the flip-flop shift operator
S|i, j, ↑〉 = |i, j + 1, ↓〉 (1)
S|i, j, ↓〉 = |i, j − 1, ↑〉 (2)
S|i, j,  L〉 = |i− 1, j,→〉 (3)
S|i, j,→〉 = |i+ 1, j,  L〉, (4)
and C is the coin operator, given by the Grover’s diffusion transformation
C = 2|sc〉〈sc| − I4 (5)
with
|sc〉 = 1√
4
(| ↑〉+ | ↓〉+ | L〉+ | →〉).
The system starts in
|ψ(0)〉 = 1√
N
√
N−1∑
i,j=0
|i, j〉 ⊗ |sc〉, (6)
which is uniform distribution over vertices and directions. Note, that this is a
unique eigenvector of U with eigenvalue 1.
To use quantum walk for search, we extend the step of the algorithm with a
query to an oracle, making the step
U ′ = U · (Q⊗ I4).
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Here Q is the query transformation which flips the sign at a marked vertex,
irrespective of the coin state. Note that |ψ0〉 is a 1-eigenvector of U but not
of U ′. If there are marked vertices, the state of the algorithm starts to deviate
from |ψ(0)〉. In case of a single marked vertex, after O(√N logN) steps the
inner product 〈ψ(t)|ψ(0)〉 becomes close to 0. If one measures the state at this
moment, he will find the marked vertex with O(1/ logN) probability [2]. With
amplitude amplification this gives the total running time of O(
√
N logN) steps.
2.2 Lackadaisical quantum walk
In case of lackadaisical quantum walk the coin subspace of the walk is 5-dimensional
Hilbert space spanned by the set of states {|c〉 : c ∈ {↑, ↓,  L,→,	}}. The Hilbert
space of the quantum walk is CN ⊗ C5.
The shift operator acts on a self loop as
S|i, j,	〉 = |i, j,	〉. (7)
The coin operator is
C = 2|sc〉〈sc| − I5 (8)
with
|sc〉 = 1√
4 + l
(| ↑〉+ | ↓〉+ | L〉+ | →〉+
√
l| 	〉).
The system starts in
|ψ(0)〉 = 1√
N
√
N−1∑
i,j=0
|i, j〉 ⊗ |sc〉, (9)
which is uniform distribution over vertices, but not directions. As before |ψ(0)〉
is a unique 1-eigenvector of U .
The step of the search algorithm is U ′ = U · (Q⊗ I5). As it is shown in [16],
in case of a single marked vertex, for the weight l = 4N , after O(
√
N logN) steps
the inner product 〈ψ(t)|ψ(0)〉 becomes close to 0. If one measures the state at
this moment, he will find the marked vertex with O(1) probability, which gives
O(logN) improvement over the loopless algorithm.
3 Stationary states of the lackadaisical quantum walk
In this section we will show that the lackadaisical quantum walk, similarly to
the regular (non-lackadaisical) quantum walk, has exceptional configurations,
i.e. placements of marked vertices for which the walk have no speed-up over the
classical exhaustive search.
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Consider a state |sa↑〉 = a(−(3+ l)| ↑〉+ | ↓〉+ | L〉+ | →〉+
√
l| 	〉)T . Similarly
one can define states |sa↓〉, |sa L〉 and |sa→〉. The defined states are orthogonal to|sc〉. Consider an effect of the coin transformation on |sa↑〉:
C|sa↑〉 = (2|sc〉〈sc| − I5) |sa↑〉 = −|sa↑〉.
As one can see, the coin transformation inverts a sign of the state.
Now, consider a two-dimensional grid with two marked vertices (i, j) and
(i + 1, j). Let |φastat〉 be a state where the coin part of all unmarked vertices is
|sac 〉 = a(| ↑〉+ | ↓〉+ | L〉+ | →〉+
√
l| 	〉)T , the coin part of (i, j) is |sa→〉 and the
coin part of (i+ 1, j) is |sa L〉 (see Fig. 1), that is,
Figure 1: Stationary state of two marked vertices (i, j) and (i+ 1, j).
|φastat〉 =
√
N−1∑
i,j=0
|i, j〉|sac 〉 − (4 + l)a (|i, j,→〉+ |i+ 1, j,  L〉) . (10)
We claim that this state is not changed by a step of the algorithm.
Lemma 1. Consider a grid of size
√
N ×√N with two adjacent marked vertices
(i, j) and (i + 1, j). Then the state |φastat〉, given by Eq. (10), is not changed by
the step of the algorithm, that is, U ′|φastat〉 = |φastat〉.
Proof. Consider the effect of a step of the algorithm on |φastat〉. The query trans-
formation flips the sign of marked vertices. The coin transformation has no effect
on |sac 〉 but flips the signs of |sa L〉 and |sa→〉. Thus, (I⊗C)(Q⊗I) does not change
the amplitudes of unmarked vertices and twice flips the signs of amplitudes of
marked vertices. Therefore, we have (I ⊗ C)(Q ⊗ I)|φastat〉 = |φastat〉. The shift
transformation swaps the amplitudes of near-by vertices. For |φastat〉, it swaps a
with a and −(3 + l)a with −(3 + l)a. Thus, we have S(I ⊗ C)(Q ⊗ I)|φastat〉 =
|φastat〉.
The initial state of the algorithm, given by Eq. (9), can be written as
|ψ0〉 = |φastat〉+ (4 + l)a(|i, j,→〉+ |i+ 1, j,  L〉), (11)
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for a = 1/
√
(4 + l)N . The only part of the initial state which is changed by the
step of the algorithm is
√
4 + l√
N
(|i, j,→〉+ |i+ 1, j,  L〉). (12)
Let us establish an upper bound on the probability of finding a marked vertex.
Lemma 2. Consider a grid of size
√
N ×√N with two adjacent marked vertices
(i, j) and (i + 1, j). Then for any number of steps, the probability of finding a
marked vertex pM is O
(
1
N
)
.
Proof. We have M = {(i, j), (i+ 1, j)}. The only part of the initial state |ψ(0)〉
changed by the step of the algorithm is |φ〉 = (4+ l)a(|i, j,→〉+ |i+1, j,  L〉). The
basis states |i, j,→〉 and |i+ 1, j,  L〉 have the biggest amplitudes of −(3 + l)a in
the stationary state. Therefore, the maximum probability of finding a marked
vertex is reached if the state |φ〉 becomes
|φ′〉 = −α|i, j,→〉 − β|i+ 1, j,  L〉, (13)
for α, β ≥ 0. Thus, pM is at most
pM ≤ 6a2 + 2(a
√
l)2 + (−(3 + l)a− α)2 + (−(3 + l)a− β)2 . (14)
Since the evolution is unitary, we have α2 + β2 = |||φ〉||2 = 2 ((4 + l)a)2. Due to
symmetry α and β should be equal, so the expression (14) reaches the maximum
when α = β =
√
2(4 + l)a.
We have l = 4N and a =
1√
(4+l)N
= 1√
4(N+l)
. Each of summands in the
expression (14) is O
(
1
N
)
and, therefore, we have pM = O
(
1
N
)
.
That is the probability of finding a marked vertex is of the same order as for the
classical exhaustive search.
Note that if we have a block of marked vertices we can construct a stationary
state as long as we can tile the block by the sub-blocks of size 1×2 and 2×1. For
example, consider M = {(0, 0), (1, 0), (1, 1), (1, 2)} for n ≥ 3. Then the stationary
state is given by
|φastat〉 =
n−1∑
i,j=0
|i, j〉|sac 〉 − (4 + l)a (|0, 0,→〉+ |1, 0,  L〉+ |1, 1, ↑〉+ |1, 2, ↓〉) .
For more details on constructions of stationary states for blocks of marked ver-
tices on two-dimensional grid see [7]. The paper focuses on the non-lackadaisical
quantum walk, nevertheless, the results can be easily extended to the lackadaisi-
cal quantum walk.
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4 Optimality of l for multiple marked vertices
In [16] Wong showed that in case of a single marked vertex, for the weight l = 4N ,
after O(
√
N logN) steps the inner product 〈ψ(t)|ψ(0)〉 becomes close to 0. If
one measures the state at this moment, he will find the marked vertex with O(1)
probability1. The suggested value of l, however, is optimal for a single marked
vertex only. Saha et al.[11] studied search for a block of
√
m × √m marked
vertices and showed that optimal weight in this setting is l = 4
N(m+
√
m/2)
.
In this section we study search for an arbitrary placement of multiple marked
vertices. The presented data is obtained from numerical simulations. The values
listed in the tables are calculated in the following way. The number of steps of the
algorithm T is the smallest t for which 〈ψ(t)|ψ(0)〉 reaches 0 (becomes negative).
By the probability we mean the probability of finding a marked vertex when
|ψ(T )〉 is measured.
Tables 1 and 2 give the number of steps and the probability of finding a
marked vertex for random placements of 2 and 3 marked vertices on 100 × 100
grid for l = 4N . As one can see the probability of finding a marked vertex is no
more close to 1 as it is for a single marked vertex.
Marked vertices T Pr
(0, 0), (23, 27) 153 0.586377681077719
(0, 0), (35, 68) 150 0.591030741055657
(0, 0), (30, 69) 151 0.588384716869901
(0, 0), (42, 4) 152 0.590451037529614
(0, 0), (84, 60) 151 0.584982804352049
Table 1: The number of steps and the probability of finding a marked vertex for
different placements of two marked vertices for 100× 100 grid for l = 4N .
Marked vertices T Pr
(0, 0), (34, 52), (93, 53) 117 0.440756928151790
(0, 0), (26, 12), (22, 32) 126 0.434581723157292
(0, 0), (40, 94), (13, 62) 119 0.430688837061525
(0, 0), (7, 44), (7, 98) 131 0.430029225026132
(0, 0), (80, 78), (28, 31) 118 0.454915029501263
Table 2: The number of steps and the probability of finding a marked vertex for
different placements of three marked vertices for 100× 100 grid for l = 4N .
1The numerical results in [16] show that probability of finding a marked vertex is close to 1
and approaches 1 then N goes to infinity.
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Table 3 shows the number of steps and the probability for 200 × 200 grid with
the set of marked vertices
Mm = {(0, 10i) | i ∈ [0,m− 1]} (15)
for weights of a self-loop suggested by Wong (the 2nd and the 3rd columns) and
by Saha et al. (the last two columns). As one can see for both weights the
probability goes down with the number of marked vertices.
l = 4N l =
4
N(m+
√
m/2)
m T Pr T Pr
1 602 0.987103466750771 602 0.9871034667507710
2 374 0.556471227830710 355 0.3290596740364150
3 320 0.393873564782729 307 0.1901285270921410
4 288 0.318205769345174 278 0.1362737798676850
5 266 0.269653054659757 258 0.1120867687513450
6 250 0.234725633256426 243 0.0963898188447711
7 235 0.205158185237765 229 0.0847091122232096
8 223 0.184324335272977 218 0.0764074018340319
9 213 0.168420810292804 208 0.0694735116911546
10 203 0.153267792359668 198 0.0634301283171891
Table 3: The number of steps and the probability of finding a marked vertex for
200× 200 grid with the set of marked vertices Mm for different l.
We tried to adjust the value of l to increase the probability of finding a marked
vertex. We searched for a better value of l in the form l = 4N a. The figures 2
and 3 show the probability of finding a marked vertex for 100 × 100 grid with
the sets of marked vertices M2 and M3, respectively, for different values of a.
Figure 2: Probability of finding a marked vertex for 100× 100 grid with the set
of marked vertices M2 for different values of a.
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Figure 3: Probability of finding a marked vertex for 100× 100 grid with the set
of marked vertices M3 for different values of a.
As one can see the optimal value of a for M2 is close to 2 and for M3 is close to
3. The similar results were obtained for bigger grids with larger sets of marked
vertices. Table 4 gives the optimal value of a and the corresponding number of
steps and the probability for 200× 200 grid with the set of marked vertices Mm.
m aopt T Pr
2 1.94 470 0.970784853767743
3 2.90 419 0.968156591210997
4 3.82 394 0.957428109231279
5 4.66 374 0.93524432034913;
6 5.44 358 0.910278544128265
7 6.17 329 0.884824083920976
8 7.06 301 0.884650346189075
9 8.00 295 0.891195819702051
10 8.86 292 0.889060897077511
Table 4: The number of steps and the probability of finding a marked vertex for
200× 200 grid with the set of marked vertices Mm for optimal a.
This raises a conjecture that the optimal weight of a self loop is l = 4(m−O(m))N .
The table 5 shows the number of steps and the probability for 200 × 200 grid
with the set of marked vertices Mm for the weight l =
4m
N (the 2nd and the 3rd
columns) and l = 4m−
√
m
N (the last two columns). As one can see l =
4m
N results
in a high probability of finding a marked vertices for a small number of marked
vertices, however, the probability goes down with the number of marked vertices.
On the other hand, l = 4(m−
√
m)
N gives a modest probability for a small number
of marked vertices, but the probability grows with the number of marked vertices
(and, moreover, seems to tend to a constant). Therefore, we would suggest to use
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the last of the proposed value of l, especially for bigger grids and large number
of marked vertices.
It worth noting, that the found values of l result in high probability not only
for Mi sets of marked vertices, but work equivalently well for other placements
of m marked vertices, including a random placement.
l = 4mN l =
4(m−√m)
N
m T Pr T Pr
1 602 0.987103466750771 421 0.138489015636136
2 480 0.973610115577208 358 0.368553562270952
3 426 0.970897595293325 326 0.474753065755793
4 400 0.957956584718826 305 0.541044821578945
5 376 0.933005243569973 288 0.593276362658860
6 352 0.904811189309431 277 0.633876384394702
7 312 0.885901799105365 268 0.661120674334215
8 300 0.891698403206386 260 0.678417412900138
9 296 0.892165251874117 254 0.694145864271432
10 293 0.884599315314024 250 0.709033853082403
Table 5: The number of steps and the probability of finding a marked vertex for
200× 200 grid with the set of marked vertices Mm for different l.
5 Conclusions
In this paper, we have demonstrated the existence of exceptional configurations
of marked vertices for search by lackadaisical quantum walk on two-dimensional
grid. We also numerically showed that weights of the self-loop l, suggested by
previous papers [16, 11], are not optimal for multiple marked vertices (both weight
seems to work in specific cases only). We proposed two values of l resulting in
a much higher probability of finding a marked vertex than previously suggested
weights. Moreover, for the found values, the probability of finding a marked
vertex does not decrease with number of marked vertices.
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