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a b s t r a c t
In this paper we investigate nonlinear matrix equations X ± A∗X−qA = Q where q ≥ 1.
We derive necessary conditions and sufficient conditions for the existence of positive
definite solutions for these equations. We provide a sufficient condition for the equation
X + A∗X−qA = Q to have two different positive definite solutions and several sufficient
conditions for the equation X−A∗X−qA = Q to have a unique positive definite solution.We
also propose iterative methods for obtaining positive definite solutions of these equations.
Numerical examples are given to illustrate the effectiveness of the methods.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In this work, we consider the nonlinear matrix equations
X + A∗X−qA = Q , X − A∗X−qA = Q (1)
where q ≥ 1, A is an arbitrary nonsingular matrix and Q is an n× n positive definite matrix.
These types of nonlinear matrix equations when q = 1, 2 often arise in the analysis of ladder networks, control theory,
dynamic programming, statistics, Kalman filtering andmany applications, see for example [1–4] and the references therein.
Eq. (1) can be viewed as a natural extension of the scalar equation x ± a2/xq = 1. Moreover, following [5], trying to solve
special linear systems leads to solving nonlinear matrix equations of the above types as follows: For a linear systemMx = f
with M =
(
Q A
±A∗ Q
)
positive definite, we can rewrite M = M˜ + diag[Q − Xq, 0] for M˜ =
(
Xq A
±A∗ Q
)
. Moreover, we can
decompose M˜ to the LU decomposition
M˜ =
(
Xq A
±A∗ Q
)
=
(
I 0
±A∗X−q I
)(
Xq A
0 X
)
. (2)
Such a decomposition of M˜ exists if and only if X is a positive definite solution of the matrix equations X ± A∗X−qA = Q .
Solving the linear system M˜y = f is equivalent to solving two linear systemswith a lower and upper block triangular system
matrix. To compute the solution ofMx = f from y, the Woodbury formula can be applied.
Thematrix equationsX±A∗X−1A = Q have been studied extensively bymany authors [1–15]. Different iterativemethods
for computing the positive definite solutions with linear and quadratic rate of convergence are proposed [3–12] and many
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perturbation analysis of positive definite solutions have been given [13–15]. The case when q is a positive integer have been
studied in Refs. [16–19]. Other researches are made for the equations X s ± A∗X−tA = Q [20,21]. Reurings [22], and Ran and
Reurings [23] investigate the general matrix equation
X + A∗F (X)A = Q (3)
where F is a map from the set of all positive semidefinite matrices into Cm×m and satisfies some monotonicity property.
The first attempt to solve Eq. (1) for q 6= 1 are made for q = 12 and Q = I by El-Sayed [24]. In [25], Ramadan investigate
the equation X + A∗X− 12m A = I . Then Hasanov investigates Eq. (1) for q = 1/n, n ∈ N [26]. Eq. (1) with arbitrary q ∈ (0, 1]
is considered in [27,28]. They derive necessary conditions and sufficient conditions for the existence of the positive definite
solutions for the equations. [29,30] treat iterative methods for X + A∗X−qA = I with two cases: q ≥ 1 and 0 < q < 1.
Zhenyun Peng and his coauthors [31,32] discuss the equation X + A∗X−qA = Q with q ∈ (0,+∞). They establish iterative
methods to obtain the positive definite solutions and obtain the convergence rates of the consideredmethods. In [33], Jing Li
and Yuhai Zhang consider the matrix X − A∗X−qA = Q for 0 < q ≤ 1. They show that there always exists a unique positive
definite solution to the equation. A perturbation bound and the backward error of an approximate solution to this solution
is also evaluated.
In this work, we continue to study matrix equations X ± A∗X−qA = Q with q ≥ 1. We derive a sufficient condition for
X + A∗X−qA = Q to have two different positive definite solutions and several sufficient conditions for X − A∗X−qA = Q to
have a unique positive definite solution.We also obtain somenewproperties of these solutions.Moreover, iterativemethods
for obtaining positive definite solutions for these equations are proposed. Numerical examples are given to illustrate the
effectiveness of our methods.
The following notations are used throughout the rest of the paper. The notation A ≥ 0 (A > 0)means that A is Hermitian
positive semidefinite (positive definite). For Hermitian matrices A and B, we write A ≥ B (A > B) if A − B ≥ 0 (>0). We
denote by σ1(A) and σm(A) the maximal and minimal singular values of A, respectively. Similarly, by λ1(A) and λm(A) we
denote the maximal and the minimal eigenvalues of A, respectively. For Hermitian matrices A, B, the sets [A, B] and (A, B]
are defined by
[A, B] = {X |A ≤ X ≤ B}, (A, B] = {X |A < X ≤ B}.
The norm used in this paper is the spectral norm of the matrix A, i.e., ‖A‖ = √ρ(AA∗) = σ1(A) unless otherwise noted.
2. The equation X + A∗X−qA = Q
In this section we concentrate on the equation
X + A∗X−qA = Q (4)
where q ≥ 1, A is an arbitrary nonsingular matrix and Q is an n× n positive definite matrix.
Consider the following function
f (x) = x(1− x)1/q
where x ∈ [0, 1]. It is not difficult to verify that
(i) f (x) is continuous in [0, 1] and is strict monotonically increasing in
[
0, qq+1
]
and strict monotonically decreasing in[
q
q+1 , 1
]
.
(ii) The maximum of f (x) in [0, 1] is q(q+ 1)− q+1q .
The next theorem gives a lower bound of the positive definite solutions of Eq. (4).
Theorem 2.1. If Eq. (4) has a positive definite solution X, then
λm(Q−1/2(AQ−1A∗)1/qQ−1/2) ≤ q(q+ 1)−(q+1)/q
and
X ≥ δQ
where δ is a solution of the equation x(1− x)1/q = λm(Q−1/2(AQ−1A∗)1/qQ−1/2) in
[
0, qq+1
]
.
Proof. Consider the sequence
δ0 = 0, δk+1 = λm(Q
−1/2(AQ−1A∗)1/qQ−1/2)
(1− δk)1/q , k = 0, 1, 2, . . . .
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Let X be a positive definite solution of Eq. (4). Then Q − X > 0 since A is nonsingular and X > δ0Q . Assume that X ≥ δkQ ,
then we have
X = [A(Q − X)−1A∗]1/q ≥
[
1
1− δk AQ
−1A∗
]1/q
= Q 1/2Q
−1/2(AQ−1A∗)1/qQ−1/2
(1− δk)1/q Q
1/2 ≥ λm(Q
−1/2(AQ−1A∗)1/qQ−1/2)
(1− δk)1/q Q = δk+1Q .
Hence X ≥ δkQ , k = 0, 1, 2, . . . . Obviously, the sequence {δk} ismonotonically increasing. Hence {δk} is convergent. Denote
δ = limk→∞ δk. Then
X ≥ δQ , and δ = λm(Q
−1/2(AQ−1A∗)1/qQ−1/2)
(1− δ)1/q
which means δ is a positive solution of the equation δ(1− δ)1/q = λm(Q−1/2(AQ−1A∗)1/qQ−1/2). It follows that
λm(Q−1/2(AQ−1A∗)1/qQ−1/2) ≤ max
x∈[0,1]
f (x) = f
(
q
q+ 1
)
= q(q+ 1)−(q+1)/q.
Now we prove that δ ∈
[
0, qq+1
]
. Since λm(Q−1/2(AQ−1A∗)1/qQ−1/2) ≤ q(q+ 1)−(q+1), then the equation
δ(1− δ)1/q = λm(Q−1/2(AQ−1A∗)1/qQ−1/2)
may have two solutions. One of these solutions is in the interval
[
0, qq+1
]
. In order to prove that the limit δ is in
[
0, qq+1
]
,
we assume that δk ≤ qq+1 . Then
δk+1 = λm(Q
−1/2(AQ−1A∗)1/qQ−1/2)
(1− δk)1/q ≤ (q+ 1)
1/qλm(Q−1/2(AQ−1A∗)1/qQ−1/2)
≤ q(q+ 1)1/q(q+ 1)−(q+1)/q = q
q+ 1 .
Therefore, δk ≤ qq+1 for each k = 0, 1, 2, . . . . It follows that δ ≤ qq+1 . 
To solve Eq. (4), we consider the following iteration.
X0 = γQ , Xk+1 = [A(Q − Xk)−1A∗]1/q, k = 0, 1, 2, . . . . (5)
Theorem 2.2. If Eq. (4) has a positive definite solution, then the sequence {Xk} in (5) for γ ∈ [0, δ] is monotonically increasing
and converges to the minimal positive definite solution Xs of Eq. (4).
Proof. Let X be an arbitrary positive definite solution of Eq. (4). For any γ ∈ [0, δ], we know that X ≥ δQ ≥ γQ = X0
according to Theorem 2.1. Suppose that Xk ≤ X , then
Xk+1 = [A(Q − Xk)−1A∗]1/q ≤ [A(Q − X)−1A∗]1/q = X .
Thus, we have Xk ≤ X for each k. Moreover, for all γ ∈ [0, δ], we have
X1 = [A(Q − X0)−1A∗]1/q = [A(1− γ )−1Q−1A∗]1/q
= Q 1/2Q
−1/2(AQ−1A∗)1/qQ−1/2
(1− γ )1/q Q
1/2
≥ λm(Q
−1/2(AQ−1A∗)1/qQ−1/2)
(1− γ )1/q Q ≥ γQ = X0.
We assume that Xk ≥ Xk−1, then
Xk+1 = [A(Q − Xk)−1A∗]1/q ≥ [A(Q − Xk−1)−1A∗]1/q = Xk.
Thus the sequence {Xk} is monotonically increasing and Xk ≤ X for each k = 0, 1, 2, . . . . Hence it converges to a positive
definite solution of Eq. (4), denoted by Xs. Then Xs ≤ X for any positive definite solution X , which follows that Xs is the
minimal solution. 
Lemma 2.1 ([34, TheoremX.3.8]). If 0 < r ≤ 1, and P andQ are positive definitematrices of the same orderwith P,Q ≥ bI > 0,
then ‖P r − Q r‖ ≤ rbr−1‖P − Q‖.
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Theorem 2.3. Let λ1(B) ≤ q(q + 1)−(q+1)/q, where B = Q−1/2(AQ−1A∗)1/qQ−1/2. Let δ be a solution of the equation
x(1 − x)1/q = λm(B) in
[
0, qq+1
]
and α1, α2 are solutions of x(1 − x)1/q = λ1(B) in
[
0, qq+1
]
and
[
q
q+1 , 1
]
, respectively.
Then
(i) if γ ∈ [0, δ], then the sequence {Xk} in (5) is monotonically increasing and converges to theminimal positive definite solution
Xs ∈ [δQ , α1Q ].
(ii) if γ ∈ [α1, α2], then the sequence {Xk} in (5) is monotonically decreasing and converges to a positive definite solution
X˜ ∈ [δQ , γQ ] of Eq. (4).
(iii) if γ ∈ (δ, α1) and ‖A‖2 < qδq−1(1− α1)2λq+1m (Q ), then the sequence {Xk} in (5) converges to the unique positive definite
solution Xs ∈ [δQ , α1Q ].
Proof. Since λm(B) < λ1(B) ≤ q(q+ 1)−(q+1)/q = maxx∈[0,1]f (x), then α1, α2 and δ exist and 0 < δ ≤ α1 ≤ qq+1 ≤ α2 < 1
according to the property of f (x).
(i) Let γ ∈ [0, δ]. Obviously, X0 = γQ ≤ α1Q . Suppose that Xk ≤ α1Q , then
Xk+1 = [A(Q − Xk)−1A∗]1/q
≤ Q 1/2Q
−1/2(AQ−1A∗)1/qQ−/2
(1− α1)1/q Q
1/2
≤ λ1(Q
−1/2(AQ−1A∗)1/qQ−/2)
(1− α1)1/q Q = α1Q .
Thus Xk ≤ α1Q for each k. From the proof of Theorem 2.2, we know that {Xk} is monotonically increasing. Combining with
Theorem 2.1, the sequence {Xk} converges to a positive definite solution Xγ ∈ [δQ , α1Q ] of Eq. (4). Applying Theorem 2.2,
we obtain that Xγ = Xs.
(ii) Let γ ∈ [α1, α2]. By analogy of the previous case, one can show by induction that the sequence {Xk} satisfies
δQ < Xk+1 ≤ Xk ≤ · · · ≤ X1 ≤ X0 = γQ . Hence the sequence {Xk} converges to a positive definite solution X˜ ∈ [δQ , γQ ]
of Eq. (4).
(iii) Let γ ∈ (δ, α1), i.e., X0 = γQ ∈ (δQ , α1Q ). Suppose that Xk ∈ (δQ , α1Q ), then for Xk+1, we have
Xk+1 = [A(Q − Xk)−1A∗]1/q > (AQ
−1A∗)1/q
(1− δ)1/q ≥
λm(B)
(1− δ)1/qQ = δQ ,
and
Xk+1 = [A(Q − Xk)−1A∗]1/q < (AQ
−1A∗)1/q
(1− α1)1/q ≤
λ1(B)
(1− α1)1/qQ = α1Q .
Hence Xk ∈ (δQ , α1Q ) for each k = 0, 1, 2, . . . .
Now we consider ‖Xk+1 − Xk‖. According to Lemma 2.1, we have
‖Xk+1 − Xk‖ = ‖[A(Q − Xk)−1A∗]1/q − [A(Q − Xk−1)−1A∗]1/q‖
≤ 1
q
[δλm(Q )]q(1/q−1)‖A(Q − Xk)−1A∗ − A(Q − Xk−1)−1A∗‖
≤ 1
q
· ‖A‖
2
[δλm(Q )]q−1 ‖(Q − Xk)
−1‖ · ‖(Q − Xk−1)−1‖ · ‖Xk − Xk−1‖
≤ 1
q
· ‖A‖
2
[δλm(Q )]q−1
[
1
(1− α1)λm(Q )
]2
‖Xk − Xk−1‖
= ‖A‖
2
qδq−1(1− α1)2λq+1m (Q )
‖Xk − Xk−1‖.
Since a = ‖A‖2
qδq−1(1−α1)2λq+1m (Q )
< 1, it follows that {Xk} is a Cauchy sequence in the Banach space [δQ , α1Q ]. Hence {Xk} has
a limit Xr in [δQ , α1Q ] and Xr is a unique solution of Eq. (4) in [δQ , α1Q ]. According to Theorem 2.3, Eq. (4) has minimal
positive definite solution Xs and Xs ∈ [δQ , α1Q ]. Therefore Xr = Xs. 
Remark 2.1. We point out that the cases (i) and (ii) has been partly proved in [31].
Remark 2.2. From Theorem 2.3, we obtain that Xs = δQ given λ1(B) = λm(B). In fact, this also can be show in the following
way:
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If λ1(B) = λm(B) = δ(1− δ)1/q, then A∗Q−qA = δq(1− δ)Q . Let X = δQ , then
X + A∗X−qA = δQ + A
∗Q−qA
δq
= δQ + (1− δ)Q = Q .
Applying Theorem 2.1 gives Xs = δQ .
We also propose the following inversion free of the basic fixed point iteration method:
Algorithm 2.1. Take X0 = γQ , Y0 = 11−γ Q−1. For k = 0, 1, 2, . . . , compute
Xk+1 = (AYkA∗) 1q ,
Yk+1 = 2Yk − Yk(Q − Xk)Yk.
Lemma 2.2 ([3]). If C and P are Hermitian matrices of the same order with P > 0, then CPC + P−1 ≥ 2C.
Theorem 2.4. Let λ1(B) ≤ q(q + 1)−(q+1)/q, where B = Q−1/2(AQ−1A∗)1/qQ−1/2. Then the sequence {Xk} determined
by Algorithm 2.1 for γ ∈ [0, δ] converges to the minimal positive definite solution Xs of Eq. (4).
Proof. Since λ1(B) ≤ q(q+ 1)−(q+1)/q = maxx∈[0,1] f (x), then α1, α2 and δ defined in Theorem 2.3 exist and 0 < δ ≤ α1 ≤
q
q+1 ≤ α2 < 1 according to the property of f (x) = x(1− x)1/q.
Since 0 ≤ γ ≤ δ ≤ α1, we have
X0 = γQ ≤ δQ ≤ α1Q , Y0 = 11− γ Q
−1 <
1
1− α1Q
−1.
Then
X1 = (AY0A∗)1/q =
[
AQ−1A∗
1− γ
]1/q
≤ (AQ
−1A∗)1/q
1− α1 ≤ α1Q
and
X1 =
(
AQ−1A∗
1− γ
)1/q
≥ λm(Q
−1/2(AQ−1A∗)1/qQ 1/2)
(1− γ )1/q Q ≥ γQ = X0.
Obviously, 11−α1Q
−1 ≥ Y1 = 2Y0 − Y0(Q − X0)Y0 = 11−γ Q−1 ≥ Y0. Thus we have X0 ≤ X1 ≤ α1Q , Y0 ≤ Y1 ≤ 11−α1Q−1.
Assume that
Xk−1 ≤ Xk ≤ α1Q , Yk−1 ≤ Yk ≤ 11− α1Q
−1,
we show the inequalities
Xk ≤ Xk+1 ≤ α1Q , Yk ≤ Yk+1 ≤ 11− α1Q
−1.
According to Lemma 2.2, we have
Yk+1 = 2Yk − Yk(Q − Xk)Yk ≤ (Q − Xk)−1 ≤ 11− α1Q
−1.
Since Yk = 2Yk−1 − Yk−1(Q − Xk−1)Yk−1 ≤ (Q − Xk−1)−1, we have Y−1k ≥ (Q − Xk−1) and then
Yk+1 − Yk = Yk − Yk(Q − Xk)Yk ≥ Yk − Yk(Q − Xk−1)Yk = Yk[Y−1k − (Q − Xk−1)]Yk ≥ 0.
Thus
Yk ≤ Yk+1 ≤ 11− α1Q
−1
and then
Xk+1 = (AYkA∗)1/q ≤
(
AQ−1A∗
1− α1
)1/q
≤ α1Q
Xk+1 − Xk = (AYkA∗) 1q − (AYk−1A∗) 1q ≥ 0.
Thus
Xk ≤ Xk+1 ≤ α1Q .
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Hence we have by induction that X0 ≤ X1 ≤ X2 ≤ · · · ≤ Xk ≤ α1Q and Y0 ≤ Y1 ≤ Y2 ≤ · · · ≤ Yk ≤ 11−α1Q−1 for all
k = 0, 1, 2, . . . . Taking limit in Algorithm 2.1 leads to Xγ = (A(Q − Xγ )−1A∗)1/q, i.e., Xγ = Q − A∗X−qγ A.
Now we show that Xγ = Xs: By Theorem 2.1, we have X0 = γQ ≤ δQ ≤ Xs and Y0 = (Q − X0)−1 ≤ (Q − Xs)−1. Then
by Lemma 2.2,
X1 = (AY0A∗) 1q ≤ [A(Q − Xs)−1A∗] 1q = Xs,
Y1 = 2Y0 − Y0(Q − X0)Y0 ≤ (Q − X0)−1 ≤ (Q − Xs)−1.
Similarly, one can show by induction that Xk ≤ Xs which gives Xγ ≤ Xs. Thus Xγ = Xs since Xs is the minimal positive
definite solution of Eq. (4). 
Next, we consider another iteration
X0 = γQ , Xk+1 = Q − A∗X−qk A. (6)
Lemma 2.3 ([29, Lemma 1]). For any Hermitian matrix X, Y ≥ bI > 0 and q > 0, we have
‖X−q − Y−q‖ ≤ qb−(q+1)‖X − Y‖.
Theorem 2.5. Suppose ‖A‖2‖Q−1‖q+1 ≤ qq
(q+1)q+1 . Then Eq. (4) has a positive definite solution XL ∈
[
q
q+1Q ,Q
]
. Moreover, if
‖A‖2‖Q−1‖q+1 < qq
(q+1)q+1 , the solution XL in
[
q
q+1Q ,Q
]
is unique, and XL can be obtained by iteration (6) for any γ ∈
[
q
q+1 , 1
]
.
Proof. Define
F(X) = Q − A∗X−qA, ϕ =
[
q
q+ 1Q ,Q
]
.
Obviously, a positive definite solution of Eq. (4) in ϕ must be a fixed point of F(X) in ϕ.
For any X, Y ∈ ϕ, we have q
(q+1)‖Q−1‖ I ≤ X ≤ Q , and
Q−1/2A∗AQ−1/2 ≤ λ1(Q−1/2A∗AQ−1/2)I ≤ λ1(A∗A)λ1(Q−1) = ‖A‖2‖Q−1‖I
then
F(X) = Q − A∗X−qA ≥ Q − A∗
(
q+ 1
q
)q
‖Q−1‖qA
= Q 1/2[I −
(
q+ 1
q
)q
‖Q−1‖qQ−1/2A∗AQ−1/2]Q 1/2
≥ Q 1/2
[
1−
(
q+ 1
q
)q
‖A‖2‖Q−1‖q+1
]
Q 1/2 ≥ q
q+ 1Q
which means F(ϕ) ⊆ ϕ. By Brouwer’s fixed point theorem, F(X) has a positive definite solution XL in ϕ.
Moreover, if ‖A‖2‖Q−1‖q+1 < qq
(q+1)q+1 , then for any X, Y ∈ ϕ, we have
q
(q+ 1)‖Q−1‖ I ≤ X ≤ Q ,
q
(q+ 1)‖Q−1‖ I ≤ Y ≤ Q .
By Lemma 2.3, we obtain that
‖F(X)− F(Y )‖ = ‖A∗X−qA− A∗Y−qA‖ ≤ (q+ 1)
q+1
qq
‖Q−1‖q+1‖A‖2‖X − Y‖.
Define by ρ = (q+1)q+1qq ‖Q−1‖q+1‖A‖2, then ρ < 1. Hence F(X) is a strict contraction mapping ϕ into ϕ. Using Banach’s
fixed point theorem, we know that F(X) has a unique fixed point XL in ϕ which can be find by iteration (6) and
‖Xk − XL‖ ≤ ρ
k
1− ρ ‖X1 − X0‖, ‖Xk − XL‖ ≤
ρ
1− ρ ‖Xk − Xk−1‖. 
Remark 2.3. Since
λ1(A∗Q−1A)λq1(Q
−1) ≤ λ1(A∗A)λq+11 (Q−1) = ‖A‖2‖Q−1‖q+1
then if ‖A‖2‖Q−1‖q+1 < qq
(q+1)q+1 , we have
λ1(B) ≤ λ1/q1 (A∗Q−1A)λ1(Q−1) < q(q+ 1)−(q+1)/q
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where B = Q−1/2(AQ−1A∗)1/qQ−1/2. Then α1, α2 and δ defined in Theorem 2.3 exist and 0 < δ ≤ α1 < qq+1 < α2 < 1
according to the property of f (x). Combining Theorem 2.5 with Theorem 2.3, we know that if ‖A‖2‖Q−1‖q+1 < qq
(q+1)q+1 ,
then Eq. (4) has at least two different positive definite solutions Xs ≤ α1Q < qq+1Q and XL ∈
[
q
q+1Q ,Q
]
.
3. The equation X − A∗X−qA = Q
In this section we consider the matrix equation
X − A∗X−qA = Q (7)
where q ≥ 1, A is nonsingular and Q is a positive definite matrix.
Theorem 3.1 ([23, Lemma 2.2]). Let F : P (m)→−P (m) be continuous on {X ∈ P (m)|X ≥ Q }.
(i) If Eq. (3) has a positive definite solution X˜ , then X˜ ≥ Q .
(ii) If there exists a B ≥ Q such that
Q − B ≤ A∗F (X)A ≤ 0 (8)
for all X ∈ [Q , B], then it has a solution in [Q , B]. Moreover, if (8) is satisfied for every X ≥ Q , then all solutions of Eq. (3) are
in [Q , B].
Corollary 3.1. Eq. (7)has a positive definite solutionX and all the positive definite solutions are in
[
Q ,Q +
[
λ1(Q )
λm(Q )
]q−1
A∗Q−qA
]
.
Proof. Consider Theorem 3.1 with F (X) = −X−q and B = Q +
[
λ1(Q )
λm(Q )
]q−1
A∗Q−qA. From (ii) of Theorem 3.1 we obtain the
request result. 
In the following theorem, we shall improve Corollary 3.1.
Theorem 3.2. For every positive definite solution X of Eq. (7), we have
Q + A
∗A
βq
≤ X ≤ Q + A
∗A
αq
(9)
where β is the maximal positive solution of equation
(x− λ1(Q ))
[
λm(Q )+ σ
2
m(A)
xq
]q
= σ 21 (A),
and α is the minimal positive solution of the equation
(x− λm(Q ))
[
λ1(Q )+ σ
2
1 (A)
xq
]q
= σ 2m(A).
Proof. Consider the sequences {αk} and {βk}
α0 = λm(Q ), β0 = λ1(Q )+ λ−qm (Q )σ 21 (A),
αk = λm(Q )+ β−qk−1(Q )σ 2m(A),
βk = λ1(Q )+ α−qk (Q )σ 21 (A), k = 1, 2, . . . .
(10)
Wewill show that the sequences {αk} and {βk} are, respectively,monotonically increasing andmonotonically decreasing.
Moreover, for any positive definite solution X, X ∈ [αkI, βkI], k = 0, 1, 2, . . . .
By definition 0 < α0 < β0. Thus,
α1 = α0 + σ 2m(A)β−q0 ≥ α0,
and
β1 = λ1(Q )+ σ 21 (A)α−q1 ≤ λ1(Q )+ σ 21 (A)α−q0 = β0.
Suppose that βk ≤ βk−1 and αk ≥ αk−1. Then
αk+1 = λm(Q )+ σ 2m(A)β−qk ≥ λm(Q )+ σ 2m(A)β−qk−1 = αk
and
βk+1 = λm(Q )+ σ 21 (A)α−qk+1 ≤ λ1(Q )+ σ 21 (A)α−qk = βk.
Thus {αk} is monotonically increasing and {βk} is monotonically decreasing.
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Now we show that for any positive definite solution X of Eq. (7), we have X ∈ [αkI, βkI] for each k = 0, 1, 2, . . . .
First notice that
α0I = λm(Q )I ≤ Q ≤ X = Q + A∗X−qA ≤ [λ1(Q )+ σ 21 (A)/λqm(Q )]I = β0I.
Assume that X ∈ [αkI, βkI]. Then we have
X = Q + A∗X−qA ≥ Q + β−qk A∗A ≥ [λm(Q )+ σ 2m(A)β−qk ]I = αk+1I,
X = Q + A∗X−qA ≤ Q + α−qk+1A∗A ≤ [λ1(Q )+ σ 21 (A)α−qk+1]I = βk+1I.
Hence X ∈ [αkI, βkI] for all k. Consequently, the sequences {αk} and {βk} are convergent.
Let
α = lim
k→∞αk, β = limk→∞βk.
Then X ∈ [αI, βI] and from X = Q + A∗X−qA, we obtain that
Q + A
∗A
βq
≤ X ≤ Q + A
∗A
αq
.
Taking limits in (10) yields{
α = λm(Q )+ σ 2m(A)β−q,
β = λ1(Q )+ σ 21 (A)α−q (11)
which gives
β = λ1(Q )+ σ
2
1 (A)
[λm(Q )+ σ 2m(A)/βq]q
i.e., β is a positive solution of the equation
(x− λ1(Q ))[λm(Q )+ σ 2m(A)/xq]q = σ 21 (A). (12)
Now we prove that β is the maximal positive solution of Eq. (12). Let
h(x) = λ1(Q )+ σ
2
1 (A)
[λm(Q )+ σ 2m(A)/xq]q
.
Then for any positive solution x of Eq. (12), we have
x = h(x) ≤ λ1(Q )+ λ−qm (Q )σ 21 (A) = β0.
By the monotonicity of the function h(x), x = h(x) ≤ h(β0) = β1. Proceeding in this way, we get x ≤ βk for k = 0, 1, 2, . . .
by induction on n. Letting n→∞, we obtain x ≤ β .
Similarly, one may show that α is the minimal positive solution of the equation
(x− λm(Q ))[λ1(Q )+ σ 21 (A)/xq]q = σ 2m(A). 
Remark 3.1. For any positive definite matrix X , from the prove of Theorem 3.2, we get
X ≤ Q + α−qA∗A ≤ [λ1(Q )+ α−qσ 21 (A)]I = βI,
and
X ≥ Q + β−qA∗A ≥ [λm(Q )+ β−qσ 2m(A)]I = αI.
Hence X ∈ [αI, βI]. That is, every positive definite solution X of Eq. (7) is in [αI, βI].
Remark 3.2. Theorem 3.2 is proven in [18, Corollary 2.4] for q = n and Q = I .
Theorem 3.3. If A is invertible, then there do not exist two comparable solutions to Eq. (7).
Proof. Suppose X and Y are two positive definite solutions of Eq. (7). If X ≤ Y , then
X = [A(X − Q )−1A∗]1/q ≥ [A(Y − Q )−1A∗]1/q = Y
which is a contradiction. Similarly X ≥ Y is impossible. 
Our next results are two iterative methods.
As first method we consider the iteration
X0 = γ I, Xk+1 = Q + A∗X−qk A, k = 0, 1, 2, . . . . (13)
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Similar to Theorem 2.5, we obtain that
Theorem 3.4. Suppose q‖A‖2 < αq+1. Then Eq. (7) has a unique positive definite solution X, and X can be obtained by
iteration (13) for any γ ∈ [α, β] where α, β are from Theorem 3.2. Moreover, define µ = q‖A‖2/αq+1 < 1, then
‖Xk − X‖ ≤ µ
k
1− µ‖X1 − X0‖, ‖Xk − X‖ ≤
µ
1− µ‖Xk − Xk−1‖.
Proof. Define
f (X) = Q + A∗X−qA, ϕ = [αI, βI]
where α, β are defined as in Theorem 3.2. Then by Remark 3.1, a positive definite solution of Eq. (7) must be a fixed point
of f (X) in ϕ.
For any X, Y ∈ ϕ, we have
f (X) = Q + A∗X−qA ≤ λ1(Q )I + σ
2
1 (A)
αq
I = βI,
f (X) = Q + A∗X−qA ≥ λm(Q )I + σ
2
m(A)
βq
I = αI,
which means f (ϕ) ⊆ ϕ.
Moreover, for any X, Y ∈ ϕ, by Lemma 2.3, we have
‖f (X)− f (Y )‖ = ‖A∗X−qA− A∗Y−qA‖ ≤ q‖A‖2‖X−q − Y−q‖ ≤ q‖A‖2α−(q+1)‖X − Y‖.
Define by µ = q‖A‖2/αq+1, then µ < 1. Hence f (X) is a strict contraction mapping ϕ into ϕ. Using Banach’s fixed point
theorem, we know that f (X) has a unique fixed point X in ϕ which can be find by iteration (13) and
‖Xk − X‖ ≤ µ
k
1− µ‖X1 − X0‖, ‖Xk − X‖ ≤
µ
1− µ‖Xk − Xk−1‖. 
Corollary 3.2. If q‖A‖2 < λq+1m (Q ), then Eq. (7) has a unique positive definite solution.
Proof. We get λm(Q ) ≤ α where α is from Theorem 3.2. Thus
q‖A‖2 < λq+1m (Q ) ≤ αq+1.
By Theorem 3.4, Eq. (7) has a unique positive definite solution. 
Remark 3.3. In [35], the author proved that the matrix equation X − A∗X−qA = Q has always a unique positive definite
solution for 0 < q ≤ 1. But unfortunately, this is not true for q > 1. See the following example.
Consider the matrix equation
X − A∗X−2A = Q
with
A =
−
2
√
5
3
0
0
3
√
5
2
 , Q =
109 0
0
3
4
 .
It is not difficulty to verify that q‖A‖2 = 22.5 > λq+1min (Q ) = 0.4219, and
X1 =
[
2 1
1 3
]
X2 =
[
2 −1
−1 3
]
are both positive definite solutions of the matrix equation above.
From the example above,we know that Eq. (7) does not always have a unique positive definite solution. Thus Corollary 3.2
gives a simple sufficient condition for it to have a unique positive definite solution which could not be eliminated.
We consider the second iterative method
X0 = γQ , Xk+1 = [A(Xk − Q )−1A∗]1/q, k = 0, 1, 2, . . . . (14)
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Theorem 3.5. Let η˜ > 1 be a solution of x(x− 1)1/q = λm(Q−1/2(AQ−1A∗)1/qQ−1/2). If there is a real η > 1 for which
(i) (AQ−1A∗)1/q ≥ η(η − 1)1/qQ ;
(ii) q
√
AQ−1A∗
η − 1 − η
−qA∗Q−qA ≤ Q ;
(iii) ‖A‖2 < qηq−1(η − 1)2λq+1m (Q )
then the sequence {Xk} defined in (14) for all γ ∈ [η, η˜] converges to a unique positive definite solution X ≥ ηQ of
X − A∗X−qA = Q .
Proof. Weconsider thematrix sequence {Xk}byγ = η, i.e.,X0 = ηQ . By (i),wehaveQ−1/2(AQ−1A∗)1/qQ−1/2 ≥ η(η−1)1/qI ,
then λm(Q−1/2(AQ−1A∗)1/qQ−1/2) ≥ η(η − 1)1/q and
X1 = [A(ηQ − Q )−1A∗]1/q
= Q 1/2Q
−1/2(AQ−1A∗)1/qQ−1/2
(η − 1)1/q Q
1/2
≥ λm(Q
−1/2(AQ−1A∗)1/qQ−1/2)
(η − 1)1/q Q ≥ ηQ = X0.
It follows that
X2 = [A(X1 − Q )−1A∗]1/q ≤ [A(X0 − Q )−1A∗]1/q = X1.
Using condition (ii), we get
X2 = [A(X1 − Q )−1A∗]1/q =
A
 q√AQ−1A∗
η − 1 − Q
−1 A∗
1/q
≥
[
A
(
A∗Q−qA
ηq
)−1
A∗
]1/q
= (ηqAA−1Q qA−∗A∗)1/q = ηQ = X0.
Consequently ηQ = X0 ≤ X2 ≤ X1.
Analogously one can prove by induction that
ηQ = X0 ≤ X2s ≤ X2s+2 ≤ X2k+3 ≤ X2k+1 ≤ X1 (15)
for any positive integers s, k.
Hence the subsequences {X2s} and {X2k+1} are convergent. These sequences have a common limit indeed. To prove this,
we consider ‖X2k+1 − X2k‖. Since
A(X2k − Q )−1A∗ = Xq2k+1 ≥ [ηλm(Q )]qI and A(X2k−1 − Q )−1A∗ = Xq2k ≥ [ηλm(Q )]qI.
Then combining (15) with Lemma 2.1, we get
‖X2k+1 − X2k‖ = ‖[A(X2k − Q )−1A∗]1/q − [A(X2k−1 − Q )−1A∗]1/q‖
≤ 1
q
[ηλm(Q )]q
(
1
q−1
)
‖A[(X2k − Q )−1 − (X2k−1 − Q )−1]A∗‖
≤ 1
q
[ηλm(Q )]1−q‖A‖2 1
(η − 1)2λ2m(Q )
‖X2k − X2k−1‖
= ‖A‖
2
qηq−1(η − 1)2λq+1m (Q )
‖X2k − X2k−1‖
< ‖X2k − X2k−1‖ (16)
k = 1, 2, . . . . The last inequality holds by (iii). Hence the two sequences {X2s} and {X2k+1} have the same limit which is a
solution of X − A∗X−qA = Q .
Next we prove the convergence of {Xk} for any γ ∈ [η, η˜]. We denote the elements of the sequence {Xk} for arbitrary γ
with X ′k.
Since X ′0 = γQ and γ ≤ η˜, then
X ′1 = [A(X ′0 − Q )−1A∗]1/q =
(AQ−1A∗)1/q
(γ − 1)1/q ≥
λm(Q−1/2(AQ−1A∗)1/qQ−1/2)
(γ − 1)1/q Q ≥ γQ = X
′
0.
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Thus X0 = ηQ ≤ γQ = X ′0 ≤ X ′1, and X1 = [A(X0 − Q )−1A∗]1/q ≥ [A(X ′0 − Q )−1A∗]1/q = X ′1. It follows that
X0 ≤ X ′0 ≤ X ′1 ≤ X1
and then
X2 ≤ X ′2 ≤ X ′1 ≤ X1.
Moreover, we get by induction that
X2k ≤ X ′2k ≤ X ′2k+1 ≤ X2k+1
and
X2k+2 ≤ X ′2k+2 ≤ X ′2k+1 ≤ X2k+1
for each k = 0, 1, 2, . . . .
From the convergence of {Xk}with X0 = ηQ , we know that {X ′k} is convergent. Hence the sequence {Xk} is convergent to
a positive definite solution X ≥ ηQ of Eq. (7) for any γ ∈ [η, η˜].
Now we prove the uniqueness of the solution.
Suppose Eq. (7) has two different solutions X ≥ ηQ and Y ≥ ηQ , i.e., X = [A(X−Q )−1A∗]1/q and Y = [A(Y−Q )−1A∗]1/q,
then analogous to the proof of (16), we get
‖X − Y‖ ≤ ‖A‖
2
qηq−1(η − 1)2λq+1m (Q )
‖X − Y‖ < ‖X − Y‖
which is a contradiction. 
Remark 3.4. Let q = n and Q = I in Theorem 3.5, we get Theorem 3.15 in [18].
Theorem 3.6. If there are numbers ξ ≥ 1 and η ≥ ξ for which the matrices A and Q satisfy the inequalities
(i) ξ(η − 1)1/qQ ≤ (AQ−1A∗)1/q ≤ η(ξ − 1)1/qQ ;
(ii) ‖A‖2 < qξ q−1(ξ − 1)2λq+1m (Q )
then Eq. (7) has a unique positive definite solution X in ϕ = [ξQ , ηQ ]. Moreover, the sequence {Xk} obtained by
iteration (13) converges to X for all γ ∈ [ξ, η].
Proof. Let f (X) = [A(X − Q )−1A∗]1/q. Then a solution of Eq. (7) in ϕ must be a fixed point of f (X) in ϕ.
For any X ∈ ϕ, since
f (X) = [A(X − Q )−1A∗]1/q ≥ (AQ
−1A∗)1/q
(η − 1)1/q ≥ ξQ ,
and
f (X) = [A(X − Q )−1A∗]1/q ≤ (AQ
−1A∗)1/q
(ξ − 1)1/q ≤ ηQ ,
then f (ϕ) ⊆ ϕ. Moreover, for arbitrary X, Y ∈ ϕ, we have
‖f (X)− f (Y )‖ = ‖[A(X − Q )−1A∗]1/q − [A(Y − Q )−1A∗]1/q‖
≤ 1
q
[ξλm(Q )]q(1/q−1) · ‖A[(X − Q )−1 − (Y − Q )−1]A∗‖
≤ ‖A‖
2
qξ q−1(ξ − 1)2λq+1m (Q )
‖X − Y‖
< ‖X − Y‖.
Thus f (X) is a strict contraction mapping ϕ into ϕ. Using Banach’s fixed point theorem, we know that f (X) has a unique
fixed point X in ϕ such that f (X) = X and X can be obtained by (14) for γ ∈ [ξ, η]. 
4. Numerical experiments
In this section, we carry out several numerical experiments to compute the positive definite solution of Eqs. (4) and (7).
All computations are performed on a PC with 1.7 GHz Pentium IV using MATLAB 7.1.
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Example 4.1. Consider Eq. (4) with the case q = 1.3, and the matrices A and Q as follows:
A =
0.01 0.02 0.03 0.040.01 0.225 0.12 0.020.02 0.09 0.07 0.03
0.12 0.01 0.02 0.19
 , Q =
1.01 0 0 00 1.02 0 00 0 1.03 0
0 0 0 1.04
 .
By computation, δ ≈ 0.815041×10−3, α1 ≈ 0.1676483, α2 ≈ 0.90733204, and ‖A‖2‖Q−1‖q+1− qq(q+1)q+1 = −0.1228 < 0.
We choose γ = 0.0005, using iteration (5), after 13 iterations, we get the minimal positive definite solution Xs of the matrix
equation X + A∗X−1.3A = Q :
Xs ≈ X13 =
0.0073 0.0171 0.0108 0.01930.0171 0.1322 0.0583 0.01650.0108 0.0583 0.0292 0.0198
0.0193 0.0165 0.0198 0.1057

with the residual ‖Xs + A∗X−1.3s A − Q‖ = 3.8151e − 011. By computing the minimum eigenvalue λm(Xk − Xk−1), k =
0, 1, 2, . . . , we see that {Xk} is increasing. Moreover, if we use Algorithm 2.1 for γ = 0.0005, then after 25 iterations, we
get the same result as X13.
Choose γ = 0.6, using iteration (6), then after 11 iterations, we get the positive definite solution XL:
XL ≈ X11 =
 0.9948 −0.0066 −0.0061 −0.0245−0.0066 0.9553 −0.0374 −0.0119−0.0061 −0.0374 1.0074 −0.0108
−0.0245 −0.0119 −0.0108 1.0000

with the residual ‖XL + A∗X−1.3L A − Q‖ = 9.8690e − 011. It is not difficult to verify that δQ ≤ Xs ≤ α1Q < qq+1Q and
q
q+1Q < XL < Q by computing the eigenvalues of Xs − α1Q and XL − qq+1Q , respectively.
Example 4.2. Consider Eq. (7) with the case q = 1.5, and the matrices A and Q as follows:
A =
 0.1 0.2 −0.06 −0.16−0.2 −0.3 0.16 0.330.1 0 0.02 0.1
0 0.1 0 0.03
 , Q =
1.01 0 0 00 1.02 0 00 0 1.03 0
0 0 0 1.04
 .
By computation, we have q‖A‖2 − λm(Q ) = −0.4932 < 0, α ≈ 1.0102, β ≈ 1.3793. We choose γ = 1.2, then after 8
iterations using iteration (13), we get the unique positive definite solution X of matrix equation X − A∗X−q = Q :
X ≈ X8 =
 1.0636 0.0708 −0.0321 −0.06590.0708 1.1451 −0.0539 −0.1181−0.0321 −0.0539 1.0569 0.0598
−0.0659 −0.1181 0.0598 1.0768

with the residual ‖X8 − A∗X−1.58 A− Q‖ = 1.3616e− 013.
5. Conclusions
In this paper, we give some sufficient conditions and necessary conditions for the existence of positive definite solutions
for X + A∗X−qA = Q (q ≥ 1) and some sufficient conditions for X − A∗X−qA = Q (q ≥ 1) to have a unique positive
definite solution. Moreover, iterativemethods for obtaining these positive definite solutions are proposed. The perturbation
analysis of the positive definite solutions when the parameter matrices A and Q are slightly perturbed remains a topic for
future research.
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