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INTRODUCTION
It is well-established in the finance-growth literature that financial development contributes to economic growth through both direct and indirect channels. Financial deepening increases the supply of capital and facilitates the allocation of financial resources to investment and other productive activities. On a broader level, well-functioning banks and capital markets contribute to a more efficient allocation of resources as well as to innovation and other dynamic efficiency gains over time. Furthermore, the finance sector directly provides valuable, growth-promoting, real services. In particular, it helps to identify profitable business opportunities and to improve corporate governance (Levine 2005, Roubini and Sala-i-Martin 1992) .
This study aims to examine the determinants of financial development in the Asia and Pacific region with a focus on institutional quality, trade openness, and economic growth. In terms of economic growth, over the last 20 years the region has outperformed other parts of the world and has also experienced major developments in its traditionally bank-dominated financial system since the 1997 Asian financial crisis. For example, bond and stock markets as well as institutional investors have become more important. Nevertheless, the role of capital markets still remains limited relative to banks. A few large companies account for most issuances of equities and bonds, and many secondary markets remain illiquid and shallow. A significant share of bond markets is accounted for by the public sector. Overall, in the global context, financial systems in the region remain less developed than those in advanced countries but more developed than those in Eastern Europe and Latin America.
The Asia and Pacific region comprises economies that are diverse in terms of financial development. Even among the region's developed economies, scores on different measures of financial development are quite different. For instance, according to the World Economic Forum's Financial Development Report, as of 2012, Hong Kong, China scored well in business environment and the size and efficiency of the banking system, but it performed relatively less well in aggregate macroeconomic indicators and in the management of its public debt. Singapore, for its part, scored well in financial stability and in addition boasted highly developed foreign exchange, derivatives, and equity markets. On the other hand, the country lacked a well-developed bond market. In addition, financial information disclosure was relatively weak. Japan enjoyed high scores for its banking and nonbanking financial services and financial markets. In contrast, its business environment and financial access were relatively weak for a developed country. The Republic of Korea performed well in financial access but poorly in institutional environment and financial stability.
The Asia and Pacific region has become the main growth driver of the global economy in recent decades. Furthermore, its share of world output is rapidly expanding, and for the foreseeable future, the region will continue to grow faster than the rest of the world. Nevertheless, it is still home to the largest number of poor people with more than 60% of the world's poor. Financial development, in particular broadening financial access, can make a substantial contribution to poverty reduction. In addition to poverty reduction, a sound and efficient financial system that allocates capital to productive investments and promotes innovation is vital for economic growth. Asia cannot take rapid growth for granted, especially in the more challenging postglobal economic crisis period when the region's growth has visibly slowed down. As such, identifying the key determinants of financial development is of great interest to Asian policy makers.
The central objective of our paper is to empirically examine the determinants of financial development in a sample of 26 countries in the Asia and Pacific region. Their financial systems play a large and growing role in the global financial system in tandem with their large and growing role in the world economy. We investigate whether trade openness, governance and institutional quality, and economic growth promote financial development. We contribute to the existing literature on determinants of financial development by (i) using advanced econometric methods for panel data estimations, (ii) employing a composite finance indicator in order to proxy financial development in a broad sense, and (iii) taking into account the role of governance and institutional quality in financial development, an issue that has not been studied thoroughly in the existing literature.
The second section of this paper reviews the literature on determinants of financial development. The third part presents the empirical framework and data used in this study. The fourth section reports and discusses the key findings that emerge from our analysis. The final section concludes the paper.
II. LITERATURE REVIEW
Our investigation of the possible determinants of financial development in the Asia and Pacific region centers on three factors: economic growth, trade openness, and governance and institutional quality.
We chose these variables due to well-established theories and findings from the literature as well as data availability.
Several models have been proposed to analyze the relationship between financial development and economic growth (e.g., Levine 2005; Law and Singh 2014; Cheng, Ho, and Hou 2014; Gaffeo and Garalova 2014) . The debate regarding the direction of causality between the two variables has been ongoing since the 19th century. The first view argues that financial development affects economic growth through accumulative and allocative channels. The accumulative channel refers to the finance-induced effects of physical and human capital accumulation on economic growth (e.g., Pagano 1993) . Meanwhile, the allocative channel denotes finance-induced gains in resource allocation efficiency (e.g., King and Levine 1993) . The second view contends that economic growth drives the development of the finance sector. For instance, when an economy is expanding, the private sector may demand new financial instruments and better access to external finance. In this regard, financial activities simply expand in step with general economic development (e.g., Robinson 1952) . The third view maintains that finance and growth may be mutually dependent. An expanding real sector provides the resources that the financial system needs for its own expansion. This eventually allows for financial economies of scale that in turn facilitate further economic development (e.g., Berthelemy and Varoudakis 1996) . Finally, the fourth view is more skeptical about the finance-growth nexus: Finance and growth may also evolve independently of each other, so no causality (or insignificant causation) exists between them (Chandavarkar 1992) .
With regard to the link between financial development and trade openness, countries with a relatively well-developed finance sector are shown to have a comparative advantage in industries and sectors that rely on external finance (Kletzer and Bardhan 1987) . Extending this argument and allowing one sector of a two-sector model to be more credit intensive due to increasing returns to scale, the level of financial development is found to affect the structure of the trade balance (Beck 2002) . Reforming the finance sector might have implications for the trade balance if the level of financial development is a determinant of a country's comparative advantage. On the other hand, the effect of trade reforms on the level and structure of the trade balance might depend on the level of financial development. More recently, in building a model with two sectors, one of which is financially extensive, Do and Levchenko (2004) found that trade openness will affect the demand for external finance and thus financial depth in the trading countries. In particular, their model predicts that greater openness in high-income countries should be related to faster financial development. On the contrary, in lowincome countries more trade can slow financial development because they tend to import financially intensive goods, which impedes the development of their own financial systems.
While the roles of economic growth and trade openness as sources of financial development are well documented in the existing literature, studies on the link between institutional quality and financial development are relatively scarce (e.g., Levine 1997 , Chinn and Ito 2006 , Roe and Siegel 2007 , Huang 2010 . Levine (1997) admits that institutions play an important role in the performance of financial markets. For example, unstable governments cannot credibly commit to policies that can encourage and foster entrepreneurial activity, savings, and the functioning of financial markets. Furthermore, political instability will likely lead to imprudent macroeconomic policy and hence, hamper the development of financial infrastructure (Roe and Siegel 2007) .
Huang (2010) also argues that political stability and institutional improvement promote the development of the finance sector. In addition, Chinn and Ito (2006) found that the relationship between trade openness and financial development was contingent on institutional quality. More specifically, increased trade openness promotes financial development only after institutional quality exceeds a certain threshold. Capasso (2004) emphasized that good institutions enable the financial markets to channel resources to productive activities and to minimize their waste and misuse. In summary, all of these arguments suggest that institutional quality could be an important foundation for financial development.
III. EMPIRICAL STRATEGY

A. Variables and Data
We use annual time-series data as they are sufficient to ensure the quality of the analysis (Hakkio and Rush 1991) ; the choice of the sample countries was subject to the availability of comprehensive data sets. The logarithm of per capita real gross domestic product (GDP) represents the level of economic growth (EG). For trade openness (TO), the logarithm of the sum of exports and imports to real GDP is used because this measure is a simple and common indicator of TO as suggested by Harrison (1996) . The data were taken from the World Bank's World Development Indicators (WDI) database. A large body of literature has discussed the extent and efficiency of possible measures for the level of financial development. In the financial development literature, creating indicators to measure cross-country data is a rather complex issue. The difficulty concerns the accuracy and comparability of the crosssectional data of economies.
Several indicators for measuring financial deepening have been suggested in finance-growth literature. For instance, money aggregates such as M2 or M3 as a ratio of GDP (e.g., Odhiambo 2008) are traditional proxies for financial development; however, there have been debates on the superiority of these indicators, particularly given the availability of foreign funds in the financial system. The second popular measure of overall financial development is the ratio of liquid liabilities to GDP (LLGDP) which is based on the liquid liabilities of the financial system (King and Levine 1993) . While this variable explains positive correlations between the size of the finance sector and the level of provision of financial services, it often overestimates economies with undeveloped financial markets. An additional popular proxy for financial development proposed by King and Levine (1993) is the ratio of commercial bank assets to the sum of commercial bank assets and central bank assets (DBACBA) which is used to measure the relative importance of commercial banks in the financial system. Another standard measure is the ratio to GDP of credit issued to the private sector by banks and other financial intermediaries (PCRDBOFGDP) which focuses solely on the claims on the private sector (Beck, Demirgüç-Kunt, and Levine 2000) .
This study employs an array of variables related to financial development and follows a recent method by Ang and McKibbin (2007) to construct a composite indicator of financial deepening that is as broad as possible. Specifically, logarithms of finance proxies including LLGDP, PCRDBOFGDP, and DBACBA are used to construct this financial development (FD) index via a principal component analysis. Since most financial systems in developing Asia are bank dominated, the financial indicators that are primarily associated with bank development are considered to represent the proper level of financial deepening.
Finance-growth literature focuses on financial intermediaries (Demirgüç-Kunt and Levine 1996a, 1996b) for two reasons. First, the vast majority of financial systems in emerging and developing economies-including most in our sample-is based on central and commercial banks. Second, statistics on central and commercial banks are readily available while data on stock markets in less developed economies have been scarce until recently. In addition, Demirgüç-Kunt and Levine (1996a) also noted that countries with better-developed stock markets often have better-developed banks and non-bank financial intermediaries.
Data for the individual finance indicators are taken from the updated and expanded version of the Financial Development and Structure Database as of 2013 (Beck, Demirgüç-Kunt, and Levine 2000) .The principal component analysis reduces data sets to lower dimensions while retaining as much information from the original sets as possible. This helps to deal with the problems of multicollinearity and overparameterization in modeling. In this case, the finance indicators are transformed into natural logarithms and only the first unrotated principal component is extracted as FD. Table 1 provides an overview of the results of the principal component analysis and a descriptive overview of the countries investigated. The index used in this study is usually the only component to show fitting characteristics. The first principal component adequately explains at least 50% of the variations of the three components of the FD index for all sample countries and is better than any other linear combination of explanatory variables. Furthermore, it exhibits an eigenvalue that is significantly larger than 1.
Another major challenge was to find an adequate indicator for the governance and institutional quality (GI). This study computed GI by averaging together six dimensions of governance obtained from the World Bank's Worldwide Governance Indicators (WGI): voice and accountability, political stability and absence of violence, government effectiveness, regulatory quality, rule of law, and control of corruption. These six have high intercorrelations as they appear to measure the same broad concept (Langbein and Knack 2010). Many studies in related literature also used the same approach to obtain a single, broader index (e.g., Easterly 2002 , Al-Marhubi 2004 , Bjornksov 2006 .
The details of the data sets are summarized in Table 2 .
B. Methodology
Based on the theoretical arguments presented above, this study specifies the following financial development relationship: We used a dynamic panel specification to allow a lagged dependent variable for the partial adjustment of FD to its long-run equilibrium value within 1 year. Since the time-series variance in financial development in modern times is significant, an empirical investigation of its determinants needs to consider its variation both across countries and over time (Baltagi, Demetriades, and Law 2009 ). Therefore, this study implements panel data techniques to investigate the determinants of financial development for 26 countries in the Asia and Pacific region from 1995 to 2011. In addition, in opposition to time-series and cross-sectional data, by controlling individual heterogeneity, panel data allow for more informative data, more variability, less collinearity among the variables, more degrees of freedom, and more efficiency (Baltagi 2005) . DBACBA = the ratio of commercial bank assets to the sum of commercial bank assets and central bank assets, GDP = gross domestic product, LLGDP = the ratio of liquid liabilities to gross domestic product (GDP), PCRDBOFGDP = the ratio to GDP of credit issued to the private sector by banks and other financial intermediaries, SD = standard deviation, US = United States. Source: Authors' calculations.
The first step in the analysis was to test cross-sectional dependence in order to decide appropriate unit root tests. Cross-sectional independence states that error terms are not crosscorrelated and that zero error covariance is a very important issue in panel unit root tests. Chang (2002) argued that the derived distributions of panel unit root tests could be invalid if this assumption is relaxed. It could be instead dependent on various nuisance parameters in a very complicated way that results in correlations across individual units. As noted in Cerrato (2001) , cross-sectional dependence can be caused by different factors such as model misspecification or common shocks. Failure to take into consideration cross-sectional dependence between the series may cause significantly biased results (Breusch and Pagan 1980, Pesaran 2004 ).
In terms of econometrics, cross-sectional dependency could be explained as individuals forming panels are related to error terms in the panel data model as indicated in Equation (2). That is, if individuals forming a panel are affected by a shock, other individuals in the panel are affected as well. Pesaran (2004) . A CD LM2 test is useful when T and N are large enough (Guloglu and Ivrendi 2008) . On the other hand, CD LM is better to use when N is larger and T is smaller, which is the case in this study. As such, this study employed the CD LM test to check cross-sectional dependency. All CD LM tests come with the null hypothesis of no cross-sectional dependency across units. For the second step, panel unit root tests were conducted.
Two groups of panel unit root tests are developed in literature. The first group consists of firstgeneration unit root tests that ignore cross-sectional dependence. The second group includes secondgeneration unit root tests that take cross-sectional dependence into account (e.g., Phillips and Sul 2003 , Moon and Perron 2004 , Smith et al. 2004 , Pesaran 2007 . Pesaran (2007) introduced a framework in which he allowed → for a positive real value. The small sample size properties of existing tests have been examined extensively. Following the approach in Pesaran (2007) , this study proposes a single factor structure for the error term to tackle cross-sectional dependence, while the test statistic proposed here is based on LM.
In a cross-sectional analysis, the error variance is likely to vary across the groups impacting the consistency of the estimators. Using the generalized least squares (GLS) method in the estimation could solve this problem; however, other sources of variance variability might still exist represented by the correlation of the squared residuals with the regressors in each group. There are two sources of within-group heteroscedasticity that could be given either by differences in the unconditional variance of the residual terms or by differences in the variance of the residual terms conditioned on the regressors. For this purpose, this study uses an efficient estimator which uses the generalized method of moments (GMM) to control for both heteroscedasticity sources. The GMM system estimator ensures orthogonality between the lagged endogenous variables and the residual term. The lagged variables are used as instruments, appropriately weighted.
Consider the model
, Y is a dependent variable,  is a constant, X is a vector of explanatory variables,  represents a vector of coefficients to be estimated, it  represents the residual terms, i  and t  are the cross-section and, respectively period fixed or random effects.
The GMM estimator is computed based on the following:
and solves the following minimization problem, function of  :
We first tested three different assumptions about the error process in order to explore the GMM model with the best fitted error process for the data. Contemporaneous correlation, serial correlation, and heteroscedasticity were tested, respectively, using Breusch and Pagan's LM test (1980) , the Wooldridge (2002) test and the Modified Wald test as proposed by Greene (2008) . The null hypotheses of the first and third tests are, respectively, that there is no contemporaneous correlation and there is homoscedasticity. The null hypothesis of the second test is that there is no serial correlation. Table 3 confirms the existence of serial correlation and heteroscedasticity at the 5% significance level. Given the result, we employed the GMM model with an error process that assumes contemporaneous correlation, serial correlation, and heteroscedasticity (Greene 2008) . In addition, desirable properties of the GMM and GMM estimators hold asymptotic for large N, which is particularly more suitable when N>T as in this study. Meanwhile, GLS is more suitable for samples with a small number of cross-sectional units. This gives rise to an important reason for choosing GMM as the main method in this study.
IV. EMPIRICAL RESULTS
In the first stage of the analysis, the study tested CD. Table 4 reports the results of conducting the CD LM test. The CD test statistic strongly rejects the null hypothesis of no cross-sectional dependence; in addition, the average absolute correlation is very high. Hence, there is enough evidence suggesting the presence of cross-sectional dependence under a fixed effect specification. Baltagi (2005) also reported the results of the model using the random effect estimator. Here, the finding is the same as the case of the fixed effect estimator. Thus, the study proceeded by conducting panel unit root tests that consider cross-sectional dependence, i.e. the Pesaran (2007) test; the results are reported in Table 5 . The unit root statistics reported are for the variables in level and in first difference. For the variables in level, there is not enough evidence to reject the null hypothesis of a unit root for all four variables. Meanwhile, when taking the first difference, the test rejects the null hypothesis at the 1% level for all the variables. This gives evidence of a panel unit root. It may thus conclude that all the series are nonstationary and integrated of order one. Table 6 presents the empirical results of the baseline model using the dynamic panel GMM approach. The financial development proxy employed in the estimations was a composite indicator; the institutional quality measure came from WGI. The study estimated the whole panel of 26 countries as well as subpanels of the five developed (high-income) countries (Australia, Japan, the Republic of Korea, New Zealand, and Singapore) and the 21 developing (low-and middle-income) countries. The lagged dependent variable is statistically significant in all panel estimations, which implies that the dynamic GMM is an appropriate estimator and the empirical results can be relied upon for statistical inference. The findings indicate that institutional quality indicators improve financial development for the whole panel as well as for the subpanel of developing economies although for the developed economies, the variable was an insignificant determinant. Most developing economies have low values for institutional quality which suggests that policies that help to improve governance and institutions would significantly enhance the financial depth in the region. Real GDP per capita is a statistically significant determinant of financial development for the whole panel as well as for the subpanel of developed economies.
For the subpanel of developing economies, however, the coefficient of EG is statistically insignificant. It is noted that governance and institutional quality as well as the level of financial development in most of developing economies are relatively low. This finding is consistent with existing literature that the strength of the relationship between finance and growth might be dependent on institutional quality and on financial depth (e.g., Andrianova 2004, Rioja and Valev 2004) . The coefficient of TO is only statistically significant and positive for the subpanel of developed economies. This finding suggests that for developed economies, policies that improve their openness to trade would strengthen the development of the finance sector. For the whole panel and the subpanel of developing economies, TO was found to be insignificant at all conventional significance levels.
Finally, this study conducted two checks for robustness. First, based on Chinn and Ito (2006) , the relationship between trade openness and financial development is contingent on institutional quality where increased openness to trade promotes financial development after institutions exceed a certain threshold. This study thus included a cross-product term between TO and GI in the baseline model to see if there was any major difference in the sign and the statistical significance of the coefficients. The results show that the coefficient of the TOxGI variable is not statistically significant at the 5% level for all the panels. Second, this study estimated all the panels using feasible generalized least square (FGLS) and regression with Driscoll-Kraay standard errors, but the results were qualitatively similar.
1 As such, it may thus be concluded that the findings of this study are robust with respect to reasonable changes in the baseline model as well as to different approaches used.
V. CONCLUSIONS AND POLICY IMPLICATIONS
Financial development has been well established in the literature as an important source for economic growth and development; implementing policies to promote the finance sector requires an understanding of the determinants of its development. There are, however, only a few studies on this subject, particularly for the Asia and Pacific region. In particular, although the role of governance and institutional quality on financial development has attracted attention in recent years, there is little empirical evidence that supports a link between institutional quality and financial development.
This study aims to fill these gaps in the existing literature. Specifically, dynamic panel GMM estimations were applied to a sample of 26 countries in the Asia and Pacific region. The estimations were done for the whole panel as well as for subpanels of developed and developing economies. The main findings are that (i) better governance and institutional quality foster financial development in developing economies and (ii) economic growth and trade openness are key determinants of financial depth in developed economies. These findings are consistent with existing literature.
The policy implications of our findings for developed countries are quite limited. Policies to foster economic growth are important because they promote economic growth; other benefits of such policies are secondary. With respect to trade openness, developed countries are likely to be already very open to trade, but above all, they are financially highly developed, so the benefits from further financial development are limited at best. In fact, the global financial crisis which was caused in part by new, complex financial products highlighted the risk that too much finance may lead to a crisis that adversely affects growth, sometimes even beyond the short-term.
In stark contrast, our evidence for developing economies has much more significant policy implications. Their financial systems tend to be underdeveloped and well inside the global finance frontier. Therefore, the risk of too much finance is much less for them than it is for New York or London, and there is plenty of scope for financial systems to improve their basic function of allocating capital more efficiently. Our central finding for developing countries-the importance of governance and institutional quality-is intuitively plausible and sensible. Governance and institutions matter for the banks that still dominate Asia's financial systems and for capital markets, i.e. equity and bond markets.
The banking sector may suffer from poor governance that is evident in, for example, relationship banking that favors loans to cronies and relatives at the expense of purely commercial lending to more productive and hence, profitable borrowers. A stronger financial regulatory framework would help improve the governance of banks and other financial institutions in developing countries. Similarly, in the equity markets, poor governance can breed inefficient and inequitable practices such as insider trading that benefit a privileged few at the expense of other shareholders. Again, the key to improving governance is a sound and effective regulatory framework. On a broader level, our findings suggest that a key ingredient of financial development in developing countries is good governance and institutions. 
