We explore an extension of nonatomic routing games that we call Markov decision process routing games where each agent chooses a transition policy between nodes in a network rather than a path from an origin node to a destination node, i.e. each agent in the population solves a Markov decision process rather than a shortest path problem. We define the appropriate version of a Wardrop equilibrium as well as a potential function for this game in the finite horizon (total reward) case. This work can be thought of as a routinggame-based formulation of continuous population stochastic games (mean-field games or anonymous sequential games). We apply our model to the problem of ridesharing drivers competing for customers. Classic routing games [1, 6, 16, 17, 19] are perhaps the best studied examples of continuous population potential games detailed by Sandholm[18]. The strategy choices for agents in the population of a nonatomic routing game are the various routes from their origin to their destination and each agent's goal is to find the shortest route. At the Wardrop or Nash equilibrium of the game, the population is divided up among the routes so the overall population distribution is consistent with the shortest path problem that each individual member is solving, i.e. no mass is allocated to a route with nonminimal latency. Indeed, the potential function is designed so that this is the case at its minimum.
It is well known that the shortest path problem can be formulated as a linear program. There are also similar linear programming formulations for solving Markov decision processes (MDP) [2, 14, 15] . This suggests that there may be a version of a continuous population potential game on a network where each agent seeks to solve an MDP as opposed to a shortest path problem. In this paper, we define such a game that we call a Markov decision process routing game. We define the appropriate Wardrop-type equilibrium concept and show how it can be found by minimizing a potential function in the finite horizon total reward case.
MDP routing games are a specific case of continuous population stochastic games, games where each infinitesimal agent in a population solves a Markov decision process with rewards determined by the actions of the other agents. These games were first introduced as anonymous sequential games by Rosenthal and Jovanovic [10] . Results have focused mostly on existence and uniqueness of equilibria [3] [4] [5] 20] and specific applications [21, 22] . Recently, stochastic population games have been studied in the mean-field game community starting with Lasry and Lions in 2006 [11] [12] [13] . Our formulation bears closest resemblance to mean-field games on graphs [7] [8] [9] . The standard mean-field model consists of a pair of coupled partial differential equations (PDEs): one backward time PDE that defines the value function or "cost-to-go" for the population of agents and one forward time PDE that defines the mass evolution of the population. As in our case, when the costs agents consider can be written as the gradient of some functional, the mean-field game is called a potential game and both PDEs can be solved by solving a single optimal control problem (similar to the finite-horizon optimization problem presented in Section 1). A significant difference between our formulation and mean-field games on graphs is that in our formulation the potential function derivative condition is defined with respect to the mass of the population taking a specific action as opposed to the mass of the population at a given node (compare Section 1 of this paper with the potential game formulations in [7, 8] ).
To illustrate an application of this game, we consider the problem faced by drivers who provide ridesharing services such as Uber or Lyft drivers. Ridesharing services are fast becoming a huge part of transportation in urban areas. As members in the transportation market, ridesharing drivers have a clear incentive to try to optimize their driving strategy in order to maximize their profits. In order to employ more than just heuristics in this optimization process, drivers must consider the jobs that they take over the entire time horizon, taking into account both the fare that they will receive on an individual trip as well as how the destination of that trip will position them to take advantage of the next job. For example, a driver in the downtown area of a city could have the option of taking a lucrative job that takes them out of the city to a residential area but they should also consider how easy it will be to find a job in the residential area or if they will have to waste time and money 2017 ACM/IEEE 8th International Conference on Cyber-Physical Systems driving back into the city with no passenger. In order to optimize their profits, drivers should optimize over the entire available time horizon.
Another source of complexity is that drivers are competing with each other for jobs. The reward a driver receives for a given trip depends on the fare they receive as well as the cost of fuel, the time they spend making the trip, and the time they spending waiting for a rider. If an individual area becomes crowded with drivers, they will have to wait significantly longer in order to get the job they want.
This competition naturally gives rise to a game where drivers seek to optimize their profits over some period of time by choosing a transition strategy throughout the network and their rewards depend on their own transition strategy as well as the transition strategies of the other drivers in the population. We return to this example in Section 2.
The body of the paper is organized as follows. In Section 1, we detail the MDP routing game in the finite horizon case. In Section 2, we use the model to solve a simulation of the ridesharing driver game and in Section 3, we conclude and comment on future work.
MARKOV DECISION PROCESS ROUTING GAMES -FINITE HORIZON CASE
We now define the Markov decision process (MDP) routing game in the finite-horizon total reward case. Let G = (N, E) be a graph structure with a set of nodes (or states) and edges . The game is played over the course of time horizon T divided into discrete intervals t ∈ {0, 1, . . . ,T }. Let A t j be the set of actions available at node j at time step t with associated transition probabilities denoted
We will use A = ∪ t, j A t j to refer to the set of all actions at all time steps with the understanding that a ∈ A is only available to agents at a specific node at a specific time. Let x t j refers to the portion of the population at node j at time t and x at j the subpopulation of x t j that choose action a ∈ A t j .
We will use x ∈ R |A | + to refer to the vector of all subpopulations x at j , i.e. the whole population distribution over the state space at all times.
We can compute the total population transitioning from j to i at time t as
Summing over all nodes j gives us the new population in node i at the next time step
In addition, the initial population in each node is given a priori.
We define reward functions on each action, R at j (x), and each transition, R t i j (x), at each time step that depend on the population distribution x. Note that this dependence of the reward functions on the population distribution introduces competition into the scenario.
Each individual agent in the population seeks to maximize their expected total reward over the entire time horizon which is the sum of the rewards they receive at each transition. At each transition, an agent must consider the immediate reward they expect from the action as well as the expected reward-to-go from the state they transition to. For a given population distribution x, let v t j (x) be the expected optimal reward-to-go (or value function) from node j at time t which can be defined backwards recursively from t = T as
Note that v t j (x) is dependent on x. We define the utility of taking action a from node j at time t as
We now define the appropriate Wardrop equilibrium concept for the finite-horizon MDP routing game.
Definition 1.1 (Finite-Horizon Wardrop Equilibrium).
We say that the population distribution x is a finite-horizon Wardrop equilibrium of the finite-horizon MDP routing game if at every node j at every time step t for any two actions a, a ∈ A t j such that x at j > 0
Note that this is the standard definition of Wardrop equilibria applied to the appropriate decision that agents make at each node and at each time step. Intuitively, no agent has an incentive to deviate from their chosen strategy at each transition. We now define the notion of a potential game for the finite-horizon MDP routing game.
Definition 1.2 (Finite-horizon potential game).
We say the finitehorizon MDP routing game is a potential game if there exists a C 1 function F :
for each element x at j of x.
The derivative of the potential function captures the immediate payoff of an action. If we write F (·) as a function of x t i j as well as x at j and satisfy
then, Condition (11) 
which bears distinct resemblance to the classic routing game potential. [7, 8] for details.)
Remark 2. This definition of a potential function is a substantial deviation from mean-field games on graphs where the potential function differentiation condition is defined with respect to the mass on the nodes as opposed to the mass taking a particular action. (See
We now show that a mass distribution x minimizes the potential function if and only if it is Wardrop-equilibrium for the finitehorizon game. 
s.t.
and
where π are the Lagrange multipliers associated with (15b) and (15c) and μ is associated with x ≥ 0. Computing the KKT firstorder necessary conditions given that F (x) is a potential function
μ at j ≥ 0, and μ at j x at j = 0. (In the following, we suppress the dependence of R t i j (x), R at j (x), u at j (x) and v t j (x) on x for notational simplicity.) Starting at t = T , we have that
For any two actions a 1 , a 2 ∈ A T j such that x 
Thus, we have that Condition (10) is satisfied at t = T . We also have that
We would have equality except for the possibility that x T j = 0 and thus 
Thus, we have that π T j is an upper bound on the optimal reward to go from node j at time T with equality achieved whenever x T j > 0. Moving on to t = T − 1 by Equation (17a), we have that (19) . It follows that
Thus we have that
which is Condition (10) at time t = T − 1. In addition we have that
with equality achieved whenever x T −1 j > 0. The result follows by induction.
(⇐) Conversely suppose x satisfies Condition (10). The primal feasibility conditions are satisfied a priori. We need to construct dual variables π t j and μ at j that satisfy dual feasibility, complementary slackness, and the gradient condition at each time step.
Starting from t = T for each j, define
By Condition (10), we have that π T j = u
satisfies dual feasibility, complementary slackness, and the gradient constraint for t = T . Moving on to t = T − 1, since π T j is the optimal reward-to-go from j at time T , we have that
satisfies dual feasibility and complementary slackness and by substituting Equation (28) 
RIDESHARING GAME SIMULATION
To illustrate the model, we run a simulation of the ridesharing driver game as it might be played in downtown San Francisco on a weekend night. We abstract the city as a set of neighborhoods (nodes) that ridesharing drivers travel between. We assume the graph is fully connected and that all transitions are fully deterministic. x t i j is the population of drivers transitioning from neighborhood j to neighborhood i at time t. The reward functions that drivers consider are influenced by multiple factors including the fare they receive, their fuel costs, the time they spend traveling, and the time they spend waiting for customers. We use linear transition rewards of the form
Since the transitions are deterministic, there is no need to define separate rewards on the actions (R at j (x) = 0). The monetary reward of a trip M t i j has the form
where k is the surge pricing multiplication factor. The travel cost of the trip consists of travel time plus fuel costs.
where τ is a time-money tradeoff parameter which we calculate by multiplying the ride rate ($/mi) times the average distance between neighborhoods times the length of one time interval (20 min), assuming one trip per time interval. The last portion of the reward is the cost of waiting for jobs that depends on the other ridesharing drivers attempting to make the same transition. The coefficient (C t i j ) wait has units of $ / driver and is defined as
The values that are not specifically edge dependent are listed in Table 1 .
We simulate the activity of ridesharing drivers in San Francisco over the course of a weekend evening from 7 pm to 1 am with every time step representing 20 min. A population of 20 drivers starts at each node.
The various neighborhoods (modeled as nodes, and divided loosely into downtown and residential neighborhoods) are shown in Figure 1 and are listed in Table 2 . We assume that throughout the night there are at least a few customers (10 customers/hr) who want to travel between any two nodes. During the first few hours, most customers are traveling from residential neighborhoods to downtown neighborhoods. As the evening progresses, more customers are looking for rides among downtown neighborhoods, and then towards the end of the evening, most customers are looking to travel back to residential neighborhoods. The demand for rides between each of the different types of neighborhoods is detailed in Table 3 . We also add a surge pricing factor of 2 between the downtown nodes from 9-11pm and a surge pricing factor of 3 from downtown to residential nodes from 11pm-1am. We note that all the values in this simulation could be chosen much more accurately given google maps data and driver demand data. We solve the game by optimizing the potential function given in (14) . In Figure 2 , we show the population of drivers in each neighborhood over the course of the evening. Low numbers of drivers in certain neighborhoods could indicate a need to adjust the fares in those neighborhoods to maintain service for all customers throughout the evening.
Given the population distribution at equilibrium, there are many optimal routes that drivers starting from each node can take over the course of the evening. In Figures 3 and 4 , we show the running reward and cumulative average reward for several optimal routes as well as several random routes starting from Node 1. Note that for the optimal routes, the instantaneous running reward that drivers experience might go down or even be negative at one time step in order to set up for a large reward in the future. We note also that while the cumulative averages for each optimal route vary separately over time, they all become equal at the final time step. This has to be true at equilibrium for any two optimal routes starting from the same node. Optimal routes starting at different nodes could have different total rewards. As expected, random routes achieve significantly less total reward over the time horizon. Two of the optimal traces are shown in Figures 5 and 6 .
Finally, we consider the decision that drivers make at an individual node at a specific time step. In Figures 7 and 8 , we show decision criteria that drivers face at node 7 (the Mission, Figure 1 ) at time steps t = 9 and t = 17. This decision criteria includes both the immediate reward for a specific transition and the expected reward-to-go. Notice that population mass is only distributed among transition choices that achieve the maximum expected reward.
CONCLUSION
We have presented a new kind of routing game that models agents solving a Markov decision process rather than a shortest path problem. This formulation provides clear connections between traditional routing games and continuous population stochastic games. In this paper, we present the finite-horizon total reward case and used our model to explore the decisions of ride-sharing drivers competing for customers. Future work includes exploring 
