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Abstract: The detection, monitoring, and forecasting of sea-ice conditions, including their extremes,
is very important for ship navigation and offshore activities, and for monitoring of sea-ice processes and
trends. We summarize here recent advances in the monitoring of sea-ice conditions and their extremes
from satellite data as well as the development of sea-ice seasonal forecasting capabilities. Our results
are the outcome of the three-year (2015–2018) SPICES (Space-borne Observations for Detecting
and Forecasting Sea-Ice Cover Extremes) project funded by the EU’s Horizon 2020 programme.
New SPICES sea-ice products include pancake ice thickness and degree of ice ridging based on
synthetic aperture radar imagery, Arctic sea-ice volume and export derived from multisensor satellite
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data, and melt pond fraction and sea-ice concentration using Soil Moisture and Ocean Salinity
(SMOS) radiometer data. Forecasts of July sea-ice conditions from initial conditions in May showed
substantial improvement in some Arctic regions after adding sea-ice thickness (SIT) data to the model
initialization. The SIT initialization also improved seasonal forecasts for years with extremely low
summer sea-ice extent. New SPICES sea-ice products have a demonstrable level of maturity, and with
a reasonable amount of further work they can be integrated into various operational sea-ice services.
Keywords: Arctic; sea ice; remote sensing; forecasting
1. Introduction
The detection, monitoring, and forecasting, both in short and seasonal time scales, of sea-ice
conditions and their extremes is very important for ship navigation and offshore activities, and also for
monitoring of sea-ice processes and trends. In the simplest case, operations of non-ice class vessels
require real-time observation and forecasts of sea-ice edge position only, but tactical navigation of
ice-strengthened ships needs detailed information such as sea-ice thickness (SIT) variability on a local
scale. Ships and structures are usually designed to resist typical forces induced by pack ice, but they
are not designed to resist extreme sea-ice conditions. Hence, also observations of the thickest and
strongest ice types, pressure ridges, thick windrow/brash ice layers, existence of multiyear ice (MYI),
and icebergs, which are considered local SIT extremes, become elementary monitoring parameters
for risk management in ice-covered waters. The aforementioned hazards for shipping are meters
to kilometre-scale features and can be avoided by an ice navigator. Anomalous ice conditions in a
certain region at a certain time can also give rise to extreme conditions that may impact navigation and
planning hereof. These events are larger in scale, 100–1000 kilometres in spatial scale and may last
months to seasons in their temporal impact.
Currently available sea-ice products for shipping and offshore activities and for monitoring of
sea-ice processes and trends can be categorized as follows: (1) Traditional ice charts showing ice
information with the World Meteorological Organization (WMO) sea-ice nomenclature [1]. The charts
are produced by national ice services and have typically regional coverage, e.g., surrounding Greenland.
(2) Global products showing sea-ice concentration (SIC), ice edge, SIT, ice types (e.g., first-year ice (FYI)
versus MYI), snow thickness on sea ice, melt pond fraction (MPF), or ice drift. The resolution of the
products is typically 5 to 30 km. They are mostly based on microwave radiometer, radar altimeter and
scatterometer data. In some products, like ice drift, also synthetic aperture radar (SAR) data are used.
(3) Regional or limited coverage products based mainly on the SAR imagery. During summertime also
fine resolution (~10–100 m) optical imagery can be utilized. These include ice type charts, ice drift,
degree of ice ridging, iceberg charts, MPF, and landfast ice extent. (4) Sea-ice forecast products for SIT,
SIC, ice drift, etc., with some of the sea-ice models assimilating satellite data [2–4]. The large-scale
products in the categories (1), (3) and (4) can be used for strategic planning of shipping and offshore
activities, whereas for tactical planning (e.g., ship routing) in the local scale (~100–1000 m) category (3)
and (4) products are needed.
For tactical planning several days ahead and for strategic planning months ahead, e.g., to decide
when it is possible to sail the Northern Sea Route with a specific ice class vessel, reliable sea-ice
forecasts are naturally required. Present numerical weather and climate prediction models include
representation of large-scale physical processes of sea ice [5,6]. This makes it possible in principle to
predict how sea-ice conditions will evolve in response to predicted weather patterns and seasonal
anomalies. These forecasts of ice conditions—from days to several months ahead of time—can provide
guidance for strategic and tactical planning of marine activities in the Arctic. Presently, these models
are often initialized using satellite observations of SIC, but other sea-ice parameters may be possible
to include for producing better forecasts. Recent advances in satellite observations of sea ice, like
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SIT, as well as MPF and snow properties on sea ice, have opened up exciting possibilities to improve
physical forecast models and their initial conditions [7,8].
In this paper, we summarize recent advances in detection of sea-ice conditions and their extremes,
both on global and regional scales, from satellite data, as well as development of relevant sea-ice seasonal
forecasting capabilities. They are the outcomes of the three-year (2015–2018) SPICES (Space-borne
Observations for Detecting and Forecasting Sea-Ice Cover Extremes) project, funded by the EU’s
Horizon 2020 programme [9]. The main objectives of the SPICES were to (1) develop new methods
to retrieve sea-ice parameters from existing (and forthcoming) satellite sensors to provide enhanced
products for polar operators and prediction systems, specifically addressing extreme and unexpected
conditions, and (2) improve capabilities to forecast seasonal sea-ice extremes. Previously, the SPICES
results have been presented in detail in 13 peer-reviewed articles and in project reports (available at the
European Commission (EC) Community Research and Development Information Service (CORDIS)
web-site [9]) focused on a specific SPICES scientific goal. Here, one of goals is to present how the
SPICES main results and new products can be interpreted in the context of previous studies and
existing products. Future research directions in the monitoring and forecasting of sea-ice conditions
are also highlighted. Abbreviations and symbols used in the paper are collected at the end of the paper.
2. New Products of Sea-Ice Conditions
New sea-ice products developed in SPICES are based on a wide variety of Earth Observation (EO)
data obtained from multiple satellite sensors, and numerical weather prediction (NWP) model data.
For sea-ice product development and validation, a wide variety of in situ snow and sea-ice data was
used, as well as some airborne remote-sensing data [10].
Firstly, two products, based on the SAR imagery, are presented, which measure the degree of
sea-ice ridging and estimate pancake ice thickness. Next, CryoSat-2 radar altimeter SAR Interferometer
Radar Altimeter (SIRAL) data are used to estimate the risk index outcome (RIO) of the International
Maritime Organization (IMO) Polar Code. This is followed by a SIT estimation using a combination
of the European Space Agency’s (ESA) Soil Moisture and Ocean Salinity (SMOS) and the National
Aeronautics and Space Administration (NASA) Soil Moisture Active Passive (SMAP) microwave
radiometer (MR) brightness temperature (TB) data, and furthermore, by a study where multi-sensor
satellite data is used to derive sea-ice volume and export. Next, MPF, melt stage, and SIC are estimated
using SMOS data which provides daily Arctic coverage unlike optical spectrometer data for the melt
parameters. Information on snow depth on sea ice is needed when retrieving SIT from the SIRAL
and laser altimeter data, for example. In SPICES, a new snow depth algorithm based on Bayesian
inversion of an empirical surface emission forward model was developed. Finally, we look into sea-ice
forecasting experiments where the use of the SPICES SIT observations constraining initial conditions
led to improved seasonal forecasts during years with extremely low summer sea-ice extents.
2.1. Degree of Sea-Ice Ridging Using Synthetic Aperture Radar (SAR)
One parameter that is important for ship navigation, but which is often not available is the
degree of ice ridging (DIR). The estimation of DIR was investigated using RADARSAT-2 C-band SAR
dual-polarized HH/HV imagery from the Baltic Sea in Jan–Mar 2013 [11]. Reference DIR values were
extracted from the Baltic Sea ice charts prepared by the Finnish Ice Service (FIS). In the charts DIR
quantifies ridging-induced navigational difficulty as a numeral estimated by an ice analyst and has the
following values: 1 (level ice, slightly rafted ice), 2 (heavily rafted ice, slightly ridged ice), 3 (ridged ice),
4 (heavily ridged ice), 5 (rubble fields, extremely ridged ice, brash ice barriers). Using Baltic Sea ice
surface profile data collected in March 2011 with a helicopter-borne lidar instrument, we obtained the
following correspondence between the DIR classes and the measured ridge density (0.4 m minimum
ridge height): for DIR = 3 on an average 12.7 ridges per 1 nautical mile (NM), and for DIR=4 on
average 21.5 ridges per 1 NM. The corresponding average SITs for these DIR categories were 0.76 m
and 1.08 m. The simultaneous SIT measurements were made by a helicopter-borne electromagnetic
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sensor (HEM). In total lines about 600 km long were measured over an ice area which is covered by the
2013 DIR charts.
The SAR classification procedure for DIR includes two stages. First, the SAR imagery is segmented
using the Markov random field paradigm. The sizes of the resulting segments exhibited high variation:
the segment sizes varied from 20 km2 to over 11,000 km2, the mean of them was about 1000 km2.
The goal is for the resulting segments to be mainly composed of one DIR category. For each segment a
feature vector is computed, that is, a set of SAR image texture features (here 14 features) related to
the ice ridging. The second stage classifies every segment using the feature vector and assigns one
DIR value to each segment; see an example DIR chart in Figure 1. The classification used a random
forest classifier that also assesses the efficiency of each feature in the discrimination. The eight most
informative segment-wise features in the classification were used. The training set consisted of charts
randomly selected from the three-month period, the rest were used to compare charted DIR values
pixel by pixel with the generated DIR classification. The proportions of the ice areas where DIR charts
agreed with ice charts varied month by month, being 83%, 63%, and 81% in January, February, and
March 2013, respectively.
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Figure 1. Degree of ice ridging extracted from the digitized Baltic Sea ice charts on 15 March 2013
(left figure). Result of stimated degree of ice ridging based on RADARSAT-2 synthetic aperture radar
(SAR) image segmentation an SAR texture classification usi g a random fore t classifier (right figure).
Figure from [11].
The method was developed and applied in the Baltic Sea due to the good reference DIR data
availabl . I pri ciple it could also b applied to the seasonal sea-ice regime in the Arctic Ocean.
Our plan is to test SAR-based DIR estimation in the Kara Sea using the Baltic Sea ice DIR reference
data in the training. The SAR-based DIR charts can be used by ships to aid navigation in the Baltic Sea.
2.2. Determination of Pancake Ice Thickness Using SAR
In fall, the pack ice in both the Antarctic and in critical regions of the Arctic advances by the
formation of a mass of floating crystals (frazil ice), which freeze together into pancakes with diameters
controlled by the wave field. At larger distances from the ice edge, where the waves are almost
completely attenuated by the pancake ice, the pancakes start to freeze together, eventually forming a
solid ice sheet. This frazil-pancake cycle is the main way in which the Antarctic ice cover expands.
This is also the case for the advancing Beaufort Sea ice edge, as observed in October–November 2015,
and for isolated regions of wind-driven coastal polynyas, where an offshore wind creates open water
on which frazil-pancake ice forms [12].
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The developed SAR-based method derives the thickness of a pancake icefield from the way in
which the pancake ice changes the dispersion relation of the waves, dampens the wave amplitude and
causes dissipation of the energy of the waves, i.e., it changes the wavelength of ocean waves as they
enter the ice [13]. Figure 2a shows an icefield observed from RV Sikuliaq, with a long swell present and
a small yellow wave buoy to provide scale. Figure 2b,c show a co-located COSMO-SkyMed X-band
SAR image of this ice field. Pancake ice is dark, and open water is the light-coloured area in the
centre. Having identified the main direction of the wave energy, a strip of SAR data is divided into
five imagettes, or short stretches of image (Figure 2d). For each imagette, a spatial Fourier analysis
yields a SAR wave number spectrum, which is inverted to give an energy spectrum [14]. Imagettes
1–3 present a strongly peaked spectrum giving the preferred wavelength and direction (Figure 2e).
Imagettes 4–5, extending into open water, have a much wider spectrum. From the change in shape of
the spectrum as the waves enter the ice, and by applying a viscous theory for wave propagation in
pancake ice, it was estimated that there was an ice thickness of 21 cm in this case, which agreed well
with in situ direct observations.
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Figure 2. Area of RV Sikuliaq field operations seen from (a) camera and (b) COSMO-SkyMed X-band
SAR on 11 October at 14:34 UTC; (c) a strip of SAR data extracted across the ocean-pancake edge along
the main direction of the wave energy, and (d) the five 7.68 km × 7.68 km imagettes into which the
strip was divided; (e) the observed SAR spectra for the extracted (left) sea-ice (1 to 3) and (right) open
water (4 and 5) imagettes. Units are wavenumber Kx/∆K and Ky/∆K with ∆K = pi/8 10−2 rad m−1.
The circles correspond to peak wavelength λ = 50 m and 100 m. The top of the images is not due north
but a direction at right angles to the incoming major wave vector.
This technique has been also tested for ESA Sentinel-1 SAR products [13], and adapted for Antarctic
coastal polynyas with excellent results [15]. Although it is evident that further validation activities
should be conducted, the technique could now be employed for mass flux estimates from coherent
icefields of frazil-pancake ice in the Arctic, along the Antarctic ice edge, and across coastal polynyas.
A processing scheme was also developed for rapid measurement of pancake ice size distribution
from aerial photographs [16]. This scheme comprises several steps, including a non-linear support
vector machine analysis, a marker-controlled watershed segmentation, and the final ice size distribution
computation. This tool is expected to be used for retrieving immediate information on pancake size
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distribution during field campaigns, and for improving the validation of the SAR-derived pancake
ice information.
2.3. Determination of Risk Index Outcome (RIO) of International Maritime Organization (IMO) Polar Code
with CryoSat-2 SAR Interferometer Radar Altimeter (SIRAL) Data
Traditionally, ice services provide information on SIT, SIC, degree of ridging, and the fraction of
different ice types. The ship operators then assess navigability using this information. A new product
developed in SPICES seeks to address navigability more directly. More precisely, it responds to the
requirements for a specific ship ice class in certain ice conditions as set by the International Code for
Ships Operating in Polar Waters formulated by the IMO (IMO Polar Code) [17,18]. The Polar Code
defines RIO as a numeral between –30 and 30 that represents the risk for ship of a given ice class to
suffer damage from sea ice [18] with a smaller number representing greater risk. The POLARIS system,
which belongs to the Polar Code, gives design rules for seven different polar classes (PC) of ships
ranging from the strongest, PC1, to the weakest, PC7. As the same ice conditions pose very different
risk to ships depending on their PC, the RIO numeral is a function of both PC and ice conditions.
For each PC, different ice types are assigned a risk value. Naturally similar ice will pose a larger risk
for weaker ships. A lookup table of risk values for different stages of ice development [1] used in
operational ice charts is given in [18], and the RIO numeral is defined to be mean risk value weighted
by partial SICs.
RIO is designed to be a decision-making tool with thresholds at RIO = 0 and RIO =−10. For tactical
navigation this means there are three outcomes—normal operations, restricted operations or operations
not permitted. We use the decisions “go,” “go with restrictions,” and “no-go” for the three cases
respectively. A positive RIO value indicates an acceptable level of damage risk (“go”). If the value is
from –10 to zero then the risk is too high unless compensated by other means, such as limiting the ship
speed or using icebreaker assistance “go with restrictions”. When RIO is below –10, the risk is too
large and the ship should not enter the ice (“no-go”). In other words, instead of trying to derive exact
RIO numeral from satellite data, our method provides a decision for different PCs.
The SPICES RIO product is based on the ice type classification by CryoSat-2 SIRAL waveform
data [19,20]. As presented in [19], the SIRAL echo waveform is sensitive to large scale surface roughness,
which in turn is correlated with the harshness of ice conditions and risk to ships. Young thin ice is
smooth, resulting in a narrow and peaky waveform whereas thick deformed ice will result in more
diffuse waveforms. Instead of the modified WMO ice types used in [19], we classify waveforms into
three RIO decision classes. We characterise the waveform using four parameters (pulse peakiness,
leading edge width, left tail to peak ratio and stack standard deviation) that we use as features in
our classifier.
RIO decision classes, as defined in the Polar Code, were calculated from operational ice charts.
As training material, RIO decision classes derived from Canadian Ice Service ice charts were used
here, and a k-nearest neighbours (kNN) classifier for the Polar Classes PC4–PC7 was built to derive
RIO decision class outside the training area and period. Here, PC4 is the strongest class suitable for
year-round navigation in Arctic FYI, while weaker PC6 and PC7 correspond reasonably well to the
Finnish–Swedish ice classes IA Super and IA applied in the Baltic Sea. Classes PC1–PC3 suitable for
MYI and second-year ice were excluded from our study, because it was hard to find enough training
data for the no-go class. The method is robust and applicable to other delay-Doppler radar altimeters,
most importantly those onboard Sentinel-3. An example RIO chart is shown in Figure 3.
The RIO decision classes are given in 25 km resolution along the CryoSat-2 orbit ground track for
the winter months of October–April (see RIO charts at http://ice.fmi.fi/). The results were validated for
January–April 2017 by comparing them with RIO decision classes calculated from the ice charts of the
Russian Arctic and Antarctic Research Institute (AARI). For PC5 the results from the classifier were
especially good and up to 0.95 correlations were found with the AARI ice charts in January, although
this grew worse over time, reaching a minimum of 0.7 in April [20]. For PC7 the correlation was at its
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best in April (0.8) and worst in February (0.6). However, the overall spatial distribution of heavy ice
was similar in both the AARI ice charts and our products.
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April 2017. Colour code: red = Operations not per itted, yellow = Operations restricted, green =
Operations allowed. White area shows the ice extent from EUMETSAT Ocean and Sea Ice Satellite
Application Facility (OSI SAF) SIC product on 1 March 2017.
The current RIO product can be used in the ship navigation. The quality of PC5 decision class
estimates in particular were found to be very good. However, there is still room for improvement
for weaker ice classes (PC6 and PC7). Importantly, large-scale anomalous ice conditions, such as
the outflow of heavy ice from the central Arctic towards the Siberian shelf in early 2017, are easily
detectable in our RIO product.
2.4. Thin Ice Thickness from Combined Soil Moisture and Ocean Salinity (SMOS) and Soil Moisture Active
Passive (SMAP) Data
Thin se ice occurs during the freeze-up season over large areas in th marginal ice zone and coastal
seas, in the midwint r season mo tly in astal polynyas and pack ice leads. Ice with a thickness
of less than half a meter produces strong heat and salt fluxes, and affects the weather and deep-water
circulation in the polar oceans. For ship navigation in sea ice-covered waters, the identification of thin
ice areas is naturally essential.
Thin ice thickness estimation in winter conditions can be conducted with the MR data. Algorithms
for thin ice thickness retrieval have been developed for high frequency (36 and 89 GHz) MR data in
many studies, e.g., [21], but they only apply for high SIC sea ice with up to 20 cm thickness and are
sensitive to ice type and ice surface conditions, like snow cover and presence of frost flowers [22,23].
Other studies have shown that MR measurements at low-frequency L-band from ESA’s SMOS
mission can be used to retrieve SIT of up to 0.5–1.0 m [24–26], where the maximum retrievable SIT
depends on ice temperature and salinity. Since 2015, NASA’s SMAP mission has been providing
TB data at the same frequency. Within the framework of SPICES, combining TB data from SMOS
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and SMAP for SIT retrieval was investigated [27]. The SIT retrieval follows [25] and is based on the
brigthness temperature intensity which is the average of the horizontally and vertically polarized
brightness temperatures, equal to 0.5(TBH + TBV). For the combined use of SMOS and SMAP TB data,
the multi-angular SMOS TB measurements were fit to a SMAP incidence angle of 40◦. We found that a
two-step regression fitting method by Zhao et al. [28] performs best, yielding a high accuracy even for
a small number of measurements. Generally, the two TB’s agree very well with correlations exceeding
0.99 over sea ice, but they show an intensity bias of about 2.7 K over both ocean and sea-ice regions.
When this bias was compensated using a linear fit, a very good agreement between the retrieved SITs
was attained, see Figure 4. The main advantages of a combined SIT product are the increased number
of daily overpasses leading to an improved data coverage, also towards lower latitudes, as well as a
continuation of retrieved time series if one of the sensors stops delivering data.
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Figure 4. (a) Sea-ice thickness (SIT) on 2 November 2015, derived using TB’s from Soil Moisture and
Ocean Salinity (SMOS) and (b) Soil Moisture Active Passive (SMAP). Grey areas denote saturation of
the signal. (c) The rectangle marks the zoom area of SMOS SIT, as well as (d) SIT differences between
SMOS and SMAP, and (e) between SMOS and SMAP with adjusted TB bias. (f) Histogram of SIT
differences for all thicknesses between 2 cm and saturation during the winter season of 15 October
2015–15 April 2016 in the Arctic. Figure from [27].
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Within the SPICES project, a combined daily SIT dataset from SMOS and SMAP has been produced
from 1 April 2015 (first available SMAP data) to 15 April 2015 and for the winter seasons (15 October–15
April) 2015/16 to 2017/18 [29]. Typical SIT uncertainties caused by TB uncertainties have been estimated
to be around 1 cm (or 5%) for 20 cm-thick ice and 4 cm (or 7%) for 65 cm-thick ice [30]. The median
maximum retrievable SIT ranges from about 95 cm for cold, low salinity sea ice to about 70 cm for sea
ice closer to the melting point.
2.5. Sea-Ice Drift, Thickness and Volume Fluxes Estimation Using Multi-Sensor Satellite Data
Since the 1990s, sea-ice radar backscatter maps have been produced using different scatterometers;
recently the Advanced Scatterometer (ASCAT) in the MetOp satellites. Daily data can be found at
the CERSAT centre at Ifremer which provides backscatter data and maps over sea ice since 1992 until
present using ERS-1/2 (European Remote Sensing satellite), QuikSCAT, NSCAT (NASA Scatterometer),
and the ASCATs sensor series [31]. Backscatter intensity over sea ice depends on scatterometer
incidence angle and frequency, and sea-ice properties like surface roughness, salinity, temperature,
water at the surface. As data from ASCATs are at several incidence angles, backscatter maps are
adjusted at a constant incidence angle to ease their interpretation [32]. These daily maps are available
at a 12.5 km × 12.5 km grid at [31]. In SPICES, the backscatter maps have been reprocessed over the
entire ASCAT/MetOp-A time series (Jan 2007 onwards), and by merging the MetOp-B data (Oct 2012
onwards).
The backscatter parameter is useful for detecting the sea-ice edge, in particular at the onset of
freeze-up. It is also a proxy of sea-ice type, and can be used to estimate sea-ice displacement at coarser
grid resolution (62.5 km) [33,34]. Sea-ice motion and type inferred from scatterometer data have been
used to estimate FYI and MYI sea-ice volume and export when combined with SIC from MR data and
SIT from the merging of the CryoSat-2 SIRAL and SMOS MR data [35].
The 2015–2016 season, with its record low winter ice extent, highlights how the Arctic sea ice
becomes more sensitive to climate anomalies due to the loss of MYI. The interannual variability of the
relative volume of FYI and MYI as estimated by Ricker et al. [36] highlighted the importance of winter
sea-ice growth as a key component. In March 2016 the average Arctic-wide thinning was found to be
10 cm in comparison to the last six-year average, while maximal regional values of 33 cm and 24 cm
occurred in the Beaufort Sea and Barents Sea, respectively, see Figure 5. These regional SIT anomalies
result from an interplay between ice dynamics and thermodynamics. The Barents Sea SIT reduction
seems to be a result of the air temperature increase according to 1948–2016 reanalysis data above 70◦N
(U.S. National Centers for Environmental Prediction (NCEP) data), whereas the Beaufort Sea reduction
seems to be associated with ice volume flux divergence.
This data has also been used to estimate sea-ice volume export through the Fram Strait for the
years 2010 to 2017 together with a new CryoSat-2 SIT dataset created by the Alfred Wegener Institute.
From these data, Ricker et al. [37] found that the monthly (Oct to Apr) export through the Fram
Strait varied between −21 and −540 km3. They also show that while the seasonal cycle of Arctic FYI
volume is driven by thermodynamic ice growth, 54% of the changes in the Arctic MYI volume over the
December–March period can be explained by the ice export through the Fram Strait.
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also used in a second, new retrieval of MPF and SIC based on the L-band SMOS radiometer data [40].
The aim of this retrieval is to improve the spatial and temporal coverage of the MPF retrievals beyond
that of optical data.
Here we focus on the SMOS retrievals. Due to high water absorption at microwave frequencies,
these cannot be used to distinguish melt ponds and open water. Therefore, a direct single pixel MPF
retrieval from SMOS is impossible when SIC is below 100%. However, using additional Ta and ice
drift data, and tracking a SMOS pixel throughout the whole summer accounting for its Ta history can
give the necessary boundary conditions and help separating melt ponds and open water in that pixel
throughout the given summer.
We use U.S. National Snow and Ice Data Center (NSIDC) v3 drift data to correct for sea-ice drift,
NCEP Ta at the surface to calculate the CMDD for each day along the drift track. CMDD is the sum of
daily NCEP Ta’s during all previous days of the year along the drift track since 1 May of the given
year. CMDD is set to zero when the Ta was negative for more than 1.5 days. SMOS TB’s and where
available optical MPF have been extracted for each day of the drift track as well. A sample of four
years of SMOS TB’s (2011–2014) in summertime (1 May to 15 Sep) extracted along the drift tracks of
selected locations in the Laptev Sea in the Transpolar drift, near point Barrow in the Beaufort gyre,
North Greenland, and Queen Elisabeth Islands have been used to study the variability of TB’s, and to
attribute it to lateral or surface melt or to open water for separate regions, months and CMDD ranges.
Among the factors affecting SMOS TB’s of the extracted drift tracks, melt pond evolution is the
most important one. The second important factor is the ice break-up and the lateral sea-ice melt,
which is the main reason for the gradual SIC decrease during the Arctic summer. The bottom sea-ice
melt does not affect SIC directly but increases MPF via the sea-ice freeboard change [41], which then
facilitates lateral sea-ice melt. The winds and ocean currents produce internal forces within the sea-ice
cover and are responsible for the ice drift and SIC change. This fluctuation of SIC is assumed to be
constant in this work.
In the course of summer, as the sea ice rejects brine and melts from below and from above, the brine
channels grow and the whole structure of the sea ice becomes porous. The water content within the
sea-ice body grows and affects the SMOS TB’s. The ice also becomes thinner and more prone to break
up. The brine is being rejected as the saline sea ice is melting, which makes the melt ponds in the
middle of summer become more saline as compared to the early melt ponds originating from the snow
meltwater. The percolation blockage [42] which allows melt pond formation in spring when the melt
pond water is fresh is not as effective during the extensive melt. Bottom melt reduces the freeboard
of the sea ice so that the flooding line moves up and MPF increases again [41]. This mechanism is
responsible for the second MPF peak on FYI. As these new melt ponds drain, the porosity of the sea
ice has become so high that FYI cannot hold the high MPF which is frequently reached in peak of the
melt onset. The increased water content in ice affects the H-polarized TB (TBH) as well, although not
directly connected to surface or lateral melt. At the last stage of melt, the melt ponds melt through and
technically become open water, ice floes break apart which increases lateral melt even more, and SIC
drops drastically.
We used the four years of the SMOS training data to derive seven categories of Melt Stage Index
(MSI), which were selected considering the above described mechanisms and the values of CMDD and
SMOS TB’s [40]:
1. Sea-ice disintegration after short melt period, end phase of thin ice melt: high water content
inside ice, high open water fraction, ponds melt through, high MPF.
2. Melt onset (if CMDD = 0 all the time before): water content inside ice is low, low lateral melt,
surface MPF increases; or melt after cold spell (if CMDD was positive before): water content in
ice high, high lateral melt, MPF potentially high.
3. Stable melt on dense sea ice: water content within ice low, moderate lateral melt, MPF is the main
cause of TB change.
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4. Stable melt after second MPF peak on porous ice: water content within sea ice higher, moderate
lateral melt, MPF moderate high.
5. Freeze up or cold spell during summer: most ponds frozen over, ocean assumed open, brine or
ocean water within ice present as before.
6. End stage of longer melt: water content in ice high, very strong lateral melt, high surface melt.
7. MYI or drastic melt onset: water content within sea ice low, low lateral melt, TBH reacts to
mostly MPF.
8. Open water: ocean or polynya.
This scheme is an extension of the four-stages scheme of Eicken et al. [43]. The numbering of the
stages does not indicate the sequence in time. The thresholds of the seven melt stages on CMDD and
TBH are shown in Figure 6a.
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Figure 6. Retrieval of melt pond fraction (MPF) and SIC from the SMOS L-band microwave radiometer
(MR) data: (a) thresholds on the TBH and cumulative melting degree day index (CMDD) for seven
different melt stages; (b) spatial distribution of retrieved melt stage index (top), SIC (middle), and
MPF (bottom) for beginning of melt (15 June), melt evolution (15 July) and end of melt (15 August
2017). (c) Time sequence of the MPF for a selected first-year ice (FYI) region from an optical Melt Pond
Detector 2 (MPD2) retrieval, (d) MPF time sequence for the same location from the SMOS retrieval.
The seven MSI categories are applied to determine the role of the surface melt, lateral melt, brine
content and sea-ice porosity in the observed TBH of the given ice parcel with the given Ta history. An
empirical function derived from summer 2011 of collocated cloud screened SMOS TBH’s of total ice
cover and MERIS MPF data [40]:
TBH = 252.3− 167.1·MPF, (1)
is then used to connect the TBH’s to the total water fraction of the pixel, and the determined MSI melt
stage is used to assign the percentage of the lateral vs. surface melt.
An example of the MSI distribution for the three characteristic melt regimes is shown in Figure 6b
together with the retrieved SMOS SIC and MPF. Gradual SIC decrease is visible throughout the summer,
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whereas the MPF reacts to local temperature changes, e.g., note the freeze-up in the MYI area at the
end of summer. A comparison of the SMOS MPF in Figure 6d to the optical MPF product from MERIS
for 2011 in Figure 6c shows generally good correspondence between these two MPF products in the
cloud-free areas, and an improved coverage of the SMOS MPF product in the areas where clouds
prevented optical MPF retrieval.
An extensive validation, comparisons to the existing optical MPF retrievals [44], and case studies
with the derived retrievals will enable a variety of applications of the obtained products, e.g., as input
to climate models and for the improvement of the existing MR retrievals of the Arctic summer
sea-ice surface.
2.7. Snow Depth on Sea Ice Using Microwave Radiometer (MR) Data and Optimal Estimation
Snow on sea ice constitutes an important uncertainty to current SIT retrievals from radar or laser
altimetry, yet its spatial and temporal variation remains poorly known. In addition, the snow has
important effects on the physical sea-ice system, since a layer of snow changes the sea-ice heat budget
by increasing the albedo and acting as an insulating layer. Better knowledge of the spatial and temporal
variation of the snow cover is likely to improve the performance of seasonal sea-ice forecasts, both due
to its physical effects as well as through its impact on assimilated SITs.
Algorithms for retrieving snow depth from MR data exist (e.g., [45]) but the results are often not
very accurate, especially for MYI [46]. Most algorithms are based on the spectral gradient between
vertically polarized TB’s at 19 and 37 GHz, which provide an estimate for the depth of the scattering
layer [47], assumed to be equivalent to the snow–ice interface. While this works for snow on FYI,
the low salinity and porosity of MYI results in significant penetration into the sea ice, and consequently
an overestimation of snow depth. Snow depth estimation over MYI and thick FYI with thick snow cover
has been demonstrated using low frequency MR data (SMOS L-band, 6.9 and 18.7 GHz TB’s) [48,49],
but operational and validated products do not yet exist.
In SPICES, a new approach for the snow depth retrieval from MR was developed, and the method
was applied to data from the Advanced Microwave Scanning Radiometer 2 (AMSR2). The approach
is based on Bayesian inversion of an empirical forward model of sea-ice microwave emissions at
multiple frequencies. The forward model consists of a regression-based set of equations containing
several physical parameters describing the properties of the sea-ice and snow cover, and extended
with an atmospheric component [50]. Regression coefficients were based on collocated spring-time
observations and optimized to fit the measured T′Bs at all available AMSR2 frequency bands (seven
frequencies ranging from 6.9 to 89.0 GHz) at V- and H-polarization. Output of the algorithm is a
consistent set of values for a range of sea-ice properties, including snow depth. Skill of the algorithm
for the snow depth retrieval was evaluated using a Round Robin Data Package containing collocated
sets of AMSR2 TB’s and Operation Ice Bridge (OIB) observations of snow depths along flight tracks [10],
with satisfactory agreement between the two.
Pan-Arctic snow depths in April were retrieved for the years 2013–2018. We focused on April snow
depths, since the forward model was obtained for spring conditions. Furthermore, spring snow depths
are believed to be an important predictor for the start of the sea-ice melt season, and hence for the
summer sea-ice extent. We observed significant inter-annual and spatial variability across the Arctic,
see Figure 7b, with MYI tending to have the thickest snow cover as it allows snow to accumulate during
the entire winter period, see Figure 7a. April snow depths over the last five years were significantly less
than the Warren climatological monthly mean [51]. This may, at least partly, result from the decreased
area of MYI. The large spatial and temporal variability in snow depth emphasizes the need for maps of
monthly snow depth observations, instead of snow depth climatology, when correcting for the snow
layer in satellite altimetry SIT retrievals.
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Figure 7. (a) Retrieved snow depths over sea ice on 1 April 2018. The thickest snow is found in
high-Arctic regions with multiyear ice (MYI). The two outlined regions are investigated separately
(yellow: region above 80N; red: Baffin Bay). (b) Average snow depths on April 1st during the period
2013–2018. The average value was calculated only for those areas where the sea-ice concentration was
above 95% (coloured lines). When calculating the snow-covered fraction of the sea ice (black dashed
line), areas with a snow depth less than 1 cm were considered as bare sea ice. The average snow depth
was also calculated over only those areas where snow was present (coloured dashed lines).
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to 2016 from observations, as well as from improved SPICES an reference forecasts initializ d in
July. Th SPICES forecasts are on average closer to the observati ns, which mea their overall skill is
imp oved with respect to the refe nc forecast. How ver, the largest difference between the for casts
is visible for the xtreme low in 2012. The observed value was 3.4·106 km2. The nsemble members of
the reference foreca t spread from 4.6 to 5.5·106 km2, and hence provide a very poor for cast of extreme
events. For the improved forecasts, ensemble members range from 3.3 to 4.3·106 km2, encompassing
the observed sea-ice extent of 3.4·106 km2.
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3. Discussion
The detection, monitoring, and forecasting (both in short and seasonal time scales) of sea-ice
conditions and their extremes is very important for ship navigation and offshore activities, and
for monitoring of sea-ice processes and trends. For ship navigation and offshore operations, sea-ice
information has been available mainly in the form of ice charts, which are based on manual interpretation
of available EO-data, mainly SAR imagery, and supporting data like in situ observations and sea-ice
models, by ice analysts at national ice services. The charts divide the ice cover into rather large
polygons (~10–100 km) to which ice types and properties are assigned. They do not explicitly show in
fine resolution the location of hazardous sea-ice conditions (e.g., MYI floes). In addition, the amount
of EO-data for sea-ice monitoring is now large, and will increase in the near future. Therefore, there
is a need for automated algorithms and systems to produce sea-ice information in fine scale and in
near-real-time. Previously, automated algorithms for the SAR data have mostly been developed for
ice typing (or stage of ice development), SIC or open water/sea-ice discrimination and sea-ice edge
identification [53]. In SPICES, we developed and demonstrated one new SAR product related to sea-ice
extreme conditions: estimation of degree of ridging [11], and one new SAR sea-ice product: estimation
of pancake ice thickness [13].
Currentl , an sc tter eter t is se t eri e l al operational sea-ice products
sho ing SI , F I a I i t , i , i rift. I I ES e co bined multi-sensor
satellite data (MR, scatteromet r and CryoSat-2) for the estimation of the sea-ic volume in, and export
from, he Arc ic [35,36]. The sea-ice export thr ugh the Fram Str it was found to have larg yearly
variation, and arou half of the changes in Arctic MYI volume in wintertime could be explained by
the ice export [37].
Previo sl , ice thickne s has been estimated using L-band SMOS MR data [24–26], and
daily products are delivered by the Univ rsities of Bremen and Hamburg, but they do not yet have
the same level f operational maturity as other sea-ice products (e.g., SIC, ice drift) from the coarse
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resolution (~10–25 km) satellite data. Here L-band TB data from the SMOS and SMAP sensors were
fitted together [27] and used for a new SIT product [29,30]. This SIT product is based on an increased
number of daily sensor overpasses compared to a SIT product from a single sensor, which allows
better data coverage at lower latitudes, and less data loss due to radio frequency interference in the
SMOS data.
Snow depth on sea ice can be retrieved operationally with the MR data [45], but the results are
often unreliable, especially for MYI [46]. In SPICES, a new method for snow depth retrieval with the
MR data was developed and tested. It is based on Bayesian inversion of an empirical forward model
of sea-ice surface emission [50]. Using the AMSR2 data, the average pan-Arctic snow depth in April
was retrieved. This is believed to be an important predictor for the start of the sea-ice melt season, and
hence for the sea-ice summer extent. The spring snow depths were significantly less than the Warren
climatological mean [51], which is partly due to the decreasing area of MYI in the Arctic. A large
spatial and temporal snow depth variability was observed and, thus, continuous snow depth mapping
is needed for the satellite altimetry SIT retrievals.
During the sea-ice melting season, surface wetness and melt ponds have a significant effect on the
MR TB data, decreasing the accuracy of the SIC retrievals. Using optical spectrometer data, MPF can
be estimated [39], but the temporal and spatial coverage is heavily restricted by cloud cover. In SPICES
we developed simultaneous retrieval of MPF and SIC from L-band SMOS data together with CMDD,
ice drift tracking, and a seven-category Melt Stage Index (MSI) [40]. The SMOS-based retrievals have
full daily Arctic coverage.
For safe ship navigation in the Arctic and Antarctic, IMO has adopted the Polar Code and related
amendments [17,18]. It includes the RIO value, which is a number between –30 and 30 representing the
risk of a ship getting damaged by sea ice. The RIO value for a ship can be further classified into “go,”
“no-go,” and “go with restrictions” cases. It is envisaged that RIO-based decision-making will become
a common practice in ship navigation in ice-covered waters. This requires integrating all available
sea-ice information to an operational product which summarizes ice conditions for ship navigation.
In SPICES we demonstrated RIO mapping for the Barents and Kara Seas based on the CryoSat-2 SIRAL
data. The next step is to add data from other sensors, like SAR and MR, and sea-ice models for RIO
maps, which are updated daily over an area of interest.
Currently at ECMWF, global sea-ice forecasts days to seasons ahead are routinely initialized
using MR-based SIC. In SPICES, a series of data assimilation and re-forecasting experiments were
carried out to demonstrate how seasonal forecasts could benefit from also using the weekly CS2SMOS
SIT product in the initialization [7,35]. Forecasts of July sea-ice cover from initial conditions in May
showed substantial improvements in some regions. The regions included the Kara and East Siberian
Seas, which demonstrate an improvement in forecasting the navigability in the Northern Sea Route.
The experiments also suggested that SIT initialization improves seasonal forecasts for years with
extremely low summer sea-ice extent.
4. Conclusions
We foresee a wide variety of potential end users for the new SPICES sea-ice products (both EO-based
products and sea-ice forecasts), ranging from scientific (sea-ice research and modelling, climate change
monitoring and modelling) to governmental (national ice services, numerical weather prediction,
icebreaker management, Arctic policy, search and rescue, environment protection, supporting Arctic
communities), and further to commercial ones (ship navigation, offshore operations, fishing, tourism).
The SPICES sea-ice products have a demonstration level of maturity, and with a reasonable amount of
further work, validation, and the setting up of operational product generation environments, they
can be integrated into operational service chains by the European Organisation for the Exploitation
of Meteorological Satellites (EUMETSAT), national ice services, the Copernicus Marine Environment
Monitoring Service (CMEMS), the Copernicus Climate Change Service (C3S), and so on. The new
SPICES algorithms can be applied to many forthcoming satellite sensors, e.g., Copernicus Imaging
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Microwave Radiometer (CIMR), and Copernicus Polar Ice and Snow Topography Altimeter (CRISTAL).
Possible scientific and commercial innovations are tied to the needs of different stakeholders using
polar sea-ice products in their operations.
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AMSR2 Advanced Microwave Scanning Radiometer 2
ASCAT Advanced Scatterometer in MetOp satellites of EUMETSAT
CS2SMOS combined sea-ice thickness product from CryoSat-2 and SMOS data
C3S Copernicus Climate Change Service
CIMR Copernicus Imaging Microwave Radiometer
CMDD cumulative melting degree day index
CMEMS Copernicus Marine Environment Monitoring Service
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CRISTAL Copernicus Polar Ice and Snow Topography Altimeter
DIR degree of ice ridging
ECMWF European Centre of Medium-Range Weather Forecast
EO Earth Observation
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EUMETSAT European Organisation for the Exploitation of Meteorological Satellites
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FYI first-year ice
HEM helicopter-borne electromagnetic sensor for sea-ice thickness measurement
IMO International Maritime Organization
JAXA Japan Aerospace Exploration Agency
kNN k-nearest neighbours classifier
MERIS Medium Resolution Imaging Spectrometer
MPF melt pond fraction
MPD2 Melt Pond Detector 2
MR microwave radiometer
MSI Melt Stage Index
MYI multiyear ice
NASA National Aeronautics and Space Administration
NCEP U.S. National lefts for Environmental Prediction
NSCAT NASA Scatterometer
NSIDC U.S. National Snow and Ice Data left
NWP numerical weather prediction
OIB Operation Ice Bridge
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RIO risk index outcome in IMO Polar Code
SAR synthetic aperture radar
SIC sea-ice concentration
SIRAL SAR Interferometer Radar Altimete
SIT sea-ice thickness
SMAP Soil Moisture Active Passive satellite
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SMOS Soil Moisture and Ocean Salinity satellite
SPICES
Space-borne observations for detecting and forecasting sea-ice cover extremes, project by
the EU’s Horizon 2020 programme
WMO World Meteorological Organization
Ta air temperature
TB brightness temperature
TBH H-polarized brightness temperature
TBV V-polarized brightness temperature
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