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SAMPLING AND RECONSTRUCTION IN DIFFERENT
SUBSPACES BY USING OBLIQUE PROJECTIONS
PETER BERGER AND KARLHEINZ GRO¨CHENIG
1. Introduction
We consider an approach, where sampling and reconstruction are done in differ-
ent subspaces of a Hilbert space H . Let U be a sampling subspace, and let G be a
reconstruction subspace. Let {uj}j∈N be a frame for U . Given the scalar products
{〈f, uj〉}j∈N of an element f ∈ H , we want to find a stable reconstruction f˜ of f ,
that is close to the unknown orthogonal projection of f onto the reconstruction
space G.
The main idea of our reconstruction method is explained in the following ex-
ample. Let H = R3, let G be a one dimensional subspace of H , and let U be the
linear span of two linearly independent vectors u1 and u2. We intend to reconstruct
f ∈ H from 〈f, u1〉 and 〈f, u2〉. From the measurements 〈f, u1〉 and 〈f, u2〉, we can
calculate PUf , the projection of f onto the plane U . Conversely, PUf determines
〈f, u1〉 and 〈f, u2〉.
Thus all the information we have about f is that f lies in the affine subspace
PUf +U
⊥, but we do not know the exact location of f in this affine subspace. Let
PGPU (G)⊥ denote the oblique projection with range G and kernel PU(G)⊥.
We assume that f , the element to be reconstructed, is close the reconstruction
space G. Naturally, we now want to find f˜ , the element of G (the reconstruction
space) closest to PUf + U
⊥. The two spaces PUf + U⊥ and G may, or may not
intersect. In both cases, the element of G closest to PUf+U
⊥ is exactly PGPU (G)⊥f .
If they intersect, then PGPU (G)⊥f = (PUf + U⊥) ∩ G, and 〈f, u1〉 = 〈f˜ , u1〉 and
〈f, u2〉 = 〈f˜ , u2〉. In this case f˜ is a so called consistent reconstruction of f .
One should remember that in this setup only the scalar products of f with
the frame sequence {uj}j∈N of U are given. Thus we analyse the operator Q :
{〈f, uj〉}j∈N 7→ PGPU (G)⊥f . An explicit formula for the mapping Q is given in
Theorem 2.6. We refer to the mapping PGPU (G)⊥ as frame independent sampling
to indicate that PGPU (G)⊥ does not depend on the frame sequences {uj}j∈N and
{gk}j∈N themselves, but only on their closed linear spans U and G.
This mapping Q is a generalisation of consistent sampling, which is treated
in [7–9]. If the frame sequence {uj}j∈N of the sampling space U is tight, this
reconstruction coincides with the generalized sampling introduced in [1–3]. In the
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following, we study this operator, and compare it with the generalized sampling
introduced in [1–3].
2. Stability and quasi-optimality
Let {uj}j∈N be a frame sequence in H , i.e., a frame for its closed linear span.
Setting U := span{uj}j∈N, this is equivalent to the statement that there exist
constants A,B > 0, such that
(1) A‖f‖2 6
∑
j∈N
|〈f, uj〉|2 6 B‖f‖2, for every f ∈ U.
The constant A is called lower frame bound and the constant B is called upper
frame bound. We call
U = span{uj}j∈N
the sampling space.
Let {gk}k∈N be a frame sequence in H . Setting U := span{gk}k∈N, this is equiv-
alent to the statement that there exist constants C,D > 0, such that
(2) C‖f‖2 6
∑
k∈N
|〈f, gk〉|2 6 D‖f‖2, for every f ∈ G.
We call
G = span{gk}j∈N
the reconstruction space. The operator
(3) U : l2(N)→ H, U{cj}j∈N =
∞∑
j=1
cjuj
is called the synthesis operator of the frame sequence {uj}j∈N. The adjoint operator
(4) U∗ : H → l2(N), U∗f = {〈f, uj〉}j∈N
is called the analysis operator of the frame sequence {uj}j∈N. The composition
(5) S : H → H, Sf = UU∗f =
∞∑
j=1
〈f, uj〉uj
is called the frame operator.
From now on we denote by U the synthesis operator, by U∗ the analysis operator,
and by S the frame operator of the frame sequence {uj}j∈N of the sampling space
U .
We denote by G the synthesis operator and by G∗ the analysis operator of the
frame sequence {gk}k∈N of the reconstruction space G.
In the following we denote by R(A) the range of the operator A and by N (A)
the nullspace of the operator A.
As mentioned in the introduction, we want to find a mapping
(6) Q : R(U∗)→ G,
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such that the mapping
(7) F := QU∗
(8) F : H → G, Ff = QU∗f,
has the property that Ff is a good approximation to f for every f ∈ H . Following
[3], we use two quantities to measure the quality of the reconstruction F = QU∗.
Definition 2.1. Let F : H → G be an operator. The quasi-optimality constant
µ = µ(F ) > 0 is the smallest number µ, such that
(9) ‖f − Ff‖ 6 µ‖f − PGf‖, for all f ∈ H,
where PG : H → G is the orthogonal projection onto G. If there does not exist a
µ ∈ R such that (9) is fulfilled, we set µ =∞.
We note that PGf is the element of G closest to f . Thus the quasi-optimality
constant µ(F ) is a measure of how well F performs in comparison to PG.
In order to measure stability of the reconstruction, we define the quantity η(F )
as the operator norm of Q|R(U∗).
Definition 2.2. Let F : H → G be an operator such that, for each f ∈ H,
Ff depends only on the measurements U∗f , i.e., F = QU∗ for some operator
Q : l2(N)→ G. We define η = η(F ) by
(10) η(F ) := sup
U∗f 6=0
‖QU∗f‖
‖U∗f‖ = ‖Q|R(U∗)‖.
If η(F ) is small, we call F a well-conditioned mapping, and otherwise ill-conditioned.
In section 7 we show that for both, the oblique projection PGPU (G)⊥ and for the
oblique projection PGS(G)⊥ , the mapping introduced in [1–3], η(F ) = ‖Q‖ holds.
In this case the following lemma applies.
Lemma 2.3. Let F : H → G be an operator that can be decomposed into the
form F = QU∗ for some operator Q : l2(N) → G. Let f ∈ H and c ∈ l2(N). If
η(F ) = ‖Q‖, then
(11) ‖PGf −Q(U∗f + c)‖ 6 ‖f − PGf‖
√
µ2 − 1 + ‖c‖η.
Proof. Using the Pythagorean theorem, Definition 2.1 and Definition 2.2 we obtain
‖PGf −Q(U∗f + c)‖ 6 ‖PGf − Ff‖+ ‖Qc‖
=
√
‖f − Ff‖2 − ‖f − PGf‖2 + η‖c‖
6
√
µ2‖f − PGf‖2 − ‖f − PGf‖2 + ‖c‖η
6 ‖f − PGf‖
√
µ2 − 1 + ‖c‖η.

Equation (11) bounds the distance between PGf and F (f), where F (f) is cal-
culated from the perturbed measurements U∗f + c. We can obtain a good error
estimate if f is not close to the reconstruction space, provided that ‖c‖ is small
and µ is close to one.
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Definition 2.4. Let S and W be closed subspaces of a Hilbert space H and let
PW : H → W be the orthogonal projection onto W . We define the subspace angle
ϕ = ϕSW ∈ [0, pi2 ] between S and W by
(12) cos(ϕSW ) = inf
s∈S
‖s‖=1
‖PWs‖.
Let S = UU∗ denote the frame operator of the frame {uj}j∈N, the frame for
the sampling space. In [3] it is shown for finite dimensional G, that if cos(ϕGU) >
0, then the oblique projection with range G and nullspace S(G)⊥, denoted by
PG S(G)⊥ , exists, and can be written in the form (see [3, section 4.4])
(13) PG S(G)⊥ = G(U∗G)†U∗.
Therefore if Q1 := G(U∗G)†, then the oblique projection factors as
PG S(G)⊥ = Q1U∗.
This shows that the oblique projection PG S(G)⊥f can be calculated from the
measurements {〈f, uj〉}j∈N.
Formula (13) is equivalent to
PG S(G)⊥f = Gcˆ,
where cˆ is the minimal norm element of the set
(14) arg min
c
‖U∗f − U∗Gc‖.
The following theorem can be found in [3, Theorem 6.2.].
Theorem 2.5. Let {uj}j=1,...,m and {gk}k=1,...,n be finite sequences in H, and
cos(ϕGU) > 0. Let F : H → G be a mapping that can be decomposed into F = Q2U∗
for some mapping Q2 : R(U∗)→ G. If F (f) = f for all f ∈ G, then
η(F ) > η(PG S(G)⊥).
If the quasi-optimality constant µ(F ) < ∞, then F (f) = f for all f ∈ G. In
this case Theorem 2.5 states that PG S(G)⊥ has the smallest possible η(F ) among
all F = QU∗.
The main theorems of this paper are Theorems 2.6 and 2.8.
Theorem 2.6. If cos(ϕGU) > 0, then PGPU (G)⊥ , the oblique projection with range
G and kernel PU(G) exists and
G
(
(U∗U) †2U∗G
)†
(U∗U) †2U∗ = PGPU (G)⊥ .
Equivalently,
PGPU (G)⊥f = Gcˆ,
where cˆ is the minimal norm element of the set
(15) arg min
c
‖(U∗U) †2U∗f − (U∗U) †2U∗Gc‖.
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Theorem 2.7. If cos(ϕGU) > 0, then
(16) ‖PGPU (G)⊥‖ =
1
cos(ϕGU)
and
(17) ‖f − PGf‖ 6 ‖f − PGPU (G)⊥f‖ 6
1
cos(ϕGU)
‖f − PGf‖.
The bound in (17) is sharp.
Theorem 2.8. Let cos(ϕGU) > 0. If the mapping F = QU∗ : H → H, satisfies
(18) ‖f − Ff‖ 6 α‖f − PGf‖, for all f ∈ H,
for some α > 0, then α > µ(PGPU (G)⊥).
Theorem 2.6 shows how the oblique projection PGPU (G)⊥f can be calculated from
the measurements {〈f, uj〉}j∈N. Specifically, setting
(19) Q := G
(
(U∗U) †2U∗G
)†
(U∗U) †2 ,
this projection is given by
PGPU (G)⊥ = QU∗.
Theorem 2.7 shows that the quasi optimality constant of this projection is 1
cos(ϕGU )
,
and Theorem 2.8 states that this is smallest possible quasi-optimality constant.
A key property of the mapping PGPU (G)⊥ is that µ(PGPU (G)⊥) and η(PGPU (G)⊥)
can be calculated. In section 7 we state explicit formulas for them.
3. Existence of the oblique projection
The following lemma follows from [11, Thm. 2.1] and [11, (2.2)].
Lemma 3.1. If S andW are closed subspaces of a Hilbert spaceH, then cos(ϕSW⊥) >
0 if and only if S ∩W = {0} and S ⊕W is closed in H.
The proof of the following lemma can be found in [4, Theorem 1].
Lemma 3.2. If S ∩W = {0} and H1 := S ⊕W is a closed subspace of H, then
the oblique projection PSW : H1 → S with range S and kernel W is well defined
and bounded.
The following theorem can be found in [3, Corollary 3.5].
Theorem 3.3. Let S and W be closed subspaces of H with cos(ϕSW⊥) > 0 and let
H1 := S ⊕W . If PSW : H1 → S is the oblique projection with range S and kernel
W , then
(20) ‖PSW‖ = 1
cos(ϕSW⊥)
and
(21) ‖f − PSf‖ 6 ‖f −PSW f‖ 6 1
cos(ϕSW⊥)
‖f − PSf‖,
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for all f ∈ H1. The upper bound in (21) is sharp.
We make use of the following well known lemma.
Lemma 3.4. Let L and H be Hilbert spaces, and let U : H → L be a bounded
operator. If there exists an A > 0, such that
(22) A‖c‖ 6 ‖Uc‖ for all c ∈ N (U)⊥,
then the operator U has a closed range.
In the following, we use the notation
PU(G) := {PUg : g ∈ G}.
Lemma 3.5. Let G and U be closed subspaces of a Hilbert space H. If cos(ϕGU) >
0, then the subspace PU(G) is closed. Furthermore
(23) cos(ϕGPU (G)) = cos(ϕGU).
Proof. From (12), it follows that
‖g‖ cos(ϕGU) 6 ‖PUg‖ for all g ∈ G.
The closedness of the subspace PU(G) follows from the fact that N (PU)⊥ =
(U⊥)⊥ = U = U , using Lemma 3.4. The second statement follows from
cos(ϕGPU (G)) = inf
u∈G
‖u‖=1
sup
v∈PU (G)
‖v‖=1
〈u, v〉 = inf
u∈G
‖u‖=1
sup
v∈PU (G)
‖v‖=1
〈PUu, v〉 =
inf
u∈G
‖u‖=1
‖PUu‖ = cos(ϕGU),
using (12) for the last equality. 
Theorem 3.6. If cos(ϕGU) > 0, then H = G⊕PU (G)⊥, and the oblique projection
PGPU (G)⊥ : H → G is well defined and bounded.
Proof. By assumption cos(ϕGU) > 0 and thus by Lemma 3.5
cos(ϕGPU (G)) = cos(ϕGU) > 0.
By Lemma 3.1 and Lemma 3.2 the oblique projection PGPU (G)⊥ is well defined and
bounded as a mapping from G⊕ PU(G)⊥ onto G. We prove that
G⊕ PU(G)⊥ = H.
Lemma 3.1 implies that G⊕PU(G)⊥ is closed. Consequently, it is sufficient to show
that (G⊕ PU(G)⊥)⊥ = {0}. By assumption cos(ϕGU) > 0 and thus by Lemma 3.5
PU(G) is closed, and
(G⊕ PU(G)⊥)⊥ = G⊥ ∩ PU(G) = G⊥ ∩ PU(G).
Let h ∈ G⊥ ∩ PU(G). Using that h = PUg for some g ∈ G and that h ∈ G⊥, we
conclude that for all s ∈ G
(24) 0 = 〈h, s〉 = 〈g, PUs〉.
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If g 6= 0, from (24), it follows that
inf
g∈G
‖g‖=1
sup
s∈G
‖PUs‖=1
〈g, PUs〉 = 0.
This is a contradiction to cos(ϕGPU (G)) > 0. Consequently g = 0 and h = PUg =
0. 
Lemma 3.7. Assume that {uj}j∈N is a frame sequence in H and {gk}k∈N is a Riesz
sequence in H. Then G ∩ U⊥ = {0} if and only if the operator U∗G is injective.
Proof. Let G ∩ U⊥ = {0}. This implies that for every g ∈ G with U∗g = 0, it
follows that g = 0. For every g ∈ G there exists a c ∈ l2(N) such that g = Gc,
and consequently for every c ∈ l2(N) with U∗Gc = 0, it follows that Gc = 0. Since
{gk}k∈N is a Riesz sequence, Gc = 0 if and only if c = 0, which shows that the
operator U∗G is injective.
Let the operator U∗G be injective. Using that {gk}k∈N is a Riesz sequence, we
conclude that for every c ∈ l2(N) with U∗Gc = 0, it follows that Gc = 0. Since
{gk}k∈N is a frame for G, this implies that for every g ∈ G with U∗g = {0}, it
follows that g = 0. Consequently G ∩ U⊥ = {0}. 
Lemma 3.7 implies, that for finite sequences {uj}j∈J and {gk}k∈K with gk, k ∈ K,
linearly independent, cos(ϕGU) > 0 if and only if U∗G is injective.
4. Frames and the Pseudoinverse
We make use of the following version of the spectral theorem.
Theorem 4.1. Let A be a bounded operator on H. If A is normal, there exists a
measure space (X,Σ, µ) and a real-valued essentially bounded measurable function
f on X and a unitary operator U : H → L2µ(X) such that
(25) U∗TU = A,
where
[Tg](x) = f(x)g(x)
and ‖T‖ = ‖f‖∞
For an essentially bounded function f ∈ L2µ(X) we use the notation Mf for the
multiplication operator
Mfg(x) := f(x)g(x) for g ∈ L2µ(X).
The following theorem can be found in [10, Theorem 2.1]
Theorem 4.2. Let f ∈ L2µ(X) be essentially bounded. Then Mf has a closed range
if and only if f is bounded away from zero on X\{x ∈ X : f(x) = 0}.
We need the definition of the pseudoinverse in a Hilbert space.
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Lemma 4.3. Let H and L be Hilbert spaces. If U : L→ H is a bounded operator
with a closed range R(U), then there exists a unique bounded operator U † : H → L
such that
N (U †) = R(U)⊥,(26)
R(U †) = N (U)⊥, and(27)
UU †x = x, x ∈ R(U).(28)
We call the operator A† the pseudoinverse of A. The proof of the following
lemma is straightforward and thus skipped.
Lemma 4.4. Let f ∈ L2µ(X) be an essentially bounded function. If f is bounded
away from zero on X\{x ∈ X : f(x) = 0}, then the pseudoinverse of the multipli-
cation operator Mf is a bounded function and given by
M
†
fg(x) =
{
g(x)
f(x)
for x ∈ X\{x ∈ X : f(x) = 0},
0 otherwise.
Lemma 4.5. If U : L→ H is an operator with a closed range, then the following
identities hold,
R(UU∗) = R(U), N (UU∗) = N (U∗),
R(U∗U) = R(U∗), N (U∗U) = N (U).
Proof. Obviously R(UU∗) ⊂ R(U). Let f ∈ R(U), f = Ud for some d ∈ L. Since
R(U∗) is closed (R(U) is closed if and onlay ifR(U) is closed), d can be decomposed
into d = dR(U∗) + dR(U∗)⊥ , where dR(U∗) = PR(U∗)c ∈ R(U∗) = R(U∗) = N (U)⊥
and dR(U∗)⊥ = d − PR(U∗)d ∈ R(U∗)⊥ = N (U). Consequently f = UdR(U∗) and
f ∈ R(UU∗). The proofs of the other statements are similar. 
We observe that (1) can be written in the form
A 6
〈Sf, f〉
〈f, f〉 6 B, for every f ∈ R(U).
Since by Lemma 4.5 R(U) = N (U∗)⊥ = N (UU∗)⊥ = N (S)⊥, this ensures that,
except of zero, the spectrum of the operator S is bounded away from zero. Using
Theorem 4.1, Theorem 4.2 and Lemma 4.4 we obtain that the pseudoinverse of the
operator S† exists and is a bounded operator on H . Since S > 0 also S† > 0. For
every positive operator there exists a unique positive square root. Therefore we
can define the operator
S †2 := (S†)
1
2 .
The following lemma can be found in [5, Lemma 5.4.5]
Lemma 4.6. Let {uj}j∈N be a sequence in H. The sequence {uj}j∈N is a frame
sequence with frame bounds A and B if and only if the synthesis operator U is well
defined on l2(N) and
(29) A‖c‖2 6 ‖Uc‖2 6 B‖c‖2 for all c ∈ N (U)⊥
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We observe, that (29) can be written in the form
A 6
〈U∗Uc, c〉
〈c, c〉 6 B for every c ∈ N (U)
⊥
.
Since by Lemma 4.5 N (U)⊥ = N (U∗U)⊥, this ensures that except of zero, the
spectrum of the operator U∗U is bounded away from zero. Using Theorem 4.1,
Theorem 4.2 and Lemma 4.4 we obtain that the pseudoinverse of the operator
(U∗U)† exists and is a bounded operator on l2(N). Since U∗U > 0 also (U∗U)† > 0.
For every positive operator there exists a unique positive square root. Therefore
we can define the operator
(U∗U) †2 :=
(
(U∗U)†
) 1
2
.
The following theorem is a slightly modified version of [5, Theorem 5.3.4] and
thus omitted.
Theorem 4.7. Let {uj}j∈N be a frame sequence in H. If S is the corresponding
frame operator, then
{S †2uj}j∈N
forms a tight frame for U with frame bound equal to 1. Let M = S †2U denote the
synthesis operator of the tight frame sequence {S †2uj}j∈N. Then
(30) PU =MM
∗ = S †2SS †2 .
Lemma 4.8. Let {uj}j∈N be a frame sequence in H. The operator (U∗U) †2U∗ is
the analysis operator of the frame sequence {S †2uj}j∈N. Equivalently,
(31) (U∗U) †2U∗ = U∗(UU∗) †2 .
Proof. Obviously for k ∈ N
(U∗U)kU∗ = U∗(UU∗)k.
Therefore
γ(U∗U)U∗ = U∗γ(UU∗)
for every polynomial γ. Taking limits, it follows that
f(U∗U)U∗ = U∗f(UU∗)
for every continous function f , in particular for
f(A) = A
†
2 .

Lemma 4.9. If cos(ϕGU) > 0, then
(32) N (G) = N ((U∗U) †2U∗G),
and
(33)
√
C cos(ϕGU)‖c‖ 6 ‖(U∗U)
†
2U∗Gc‖ 6
√
D‖c‖ for all c ∈ N (G)⊥.
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Proof. We define
(34) L := U(U∗U) †2 .
By Theorem 4.8, the operator L∗ is the analysis operator of the tight frame sequence
{S †2uj}j∈N with frame bound equal to one. Therefore
(35) ‖L∗f‖ = ‖f‖ for all f ∈ U.
Clearly PUU = U and consequently
(36) U∗ = U∗PU .
Using (36), (35) and (29), we obtain
(37) ‖L∗Gc‖ = ‖L∗PU(Gc)‖ = ‖PU(Gc)‖ 6 ‖Gc‖ 6
√
D‖c‖.
Using the definition of cos(ϕGU) and (29), it follows that for c ∈ N (G)⊥
(38) ‖PU(Gc)‖ > cos(ϕGU)‖Gc‖ > cos(ϕGU)
√
C‖c‖,
which proves (33).
Trivially N (G) ⊂ N (L∗G). Let c ∈ N (L∗G). We decompose c into c = c1 + c2,
with c1 := PN (G)c ∈ N (G) and c2 := c− PN (G)c ∈ N (G)⊥. Using (33), we obtain
that
0 = ‖L∗Gc‖ = ‖L∗Gc2‖ >
√
C cos(ϕGU)‖c2‖,
which implies that c2 = 0, and consequently c ∈ N (G). 
The following lemma is a part of [5, Lemma 2.5.2].
Lemma 4.10. Let U : L → H be a bounded operator. If U has a closed range
R(U), then the following holds:
(1) The orthogonal projection of H onto R(U) is given by UU †.
(2) The orthogonal projection of L onto R(U †) is given by U †U .
(3) The operator U∗ has closed range, and (U∗)† = (U †)∗.
The following Lemma can be found in [6, Corollary 1.]
Lemma 4.11. If U : L→ H is a bounded operator with a closed range, then
(39) N (U †) = N (U∗)
and
(40) R(U †) = R(U∗).
Proof. By (26),
N (U †) = R(U)⊥ = N (U∗).
Since R(U) is closed, if and only if R(U∗) is closed, by (27),
R(U †) = N (U)⊥ = R(U∗) = R(U∗).

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5. Proofs
Proof of Theorem 2.6. We set R := G
(
(U∗U) †2U∗G
)†
(U∗U) †2U∗. We show
(1) R is well defined,
(2) R(R) = G,
(3) N (R) = PU(G)⊥ and
(4) R2 = R.
(1.) The lower bound of (33) ensures that the operator (U∗U) †2U∗G has a closed
range. The upper bound of (33) shows that the operator (U∗U) †2U∗G is bounded
and by Lemma 4.3 this proves the existence of the operator
(
(U∗U) †2U∗G
)†
. There-
fore R is a well defined operator from H to G.
(2.) ClearlyR(R) ⊂ G. The lower bound in Lemma 4.9 implies thatR((U∗U) †2U∗G)
is closed. From Lemma 4.10 (2.) and Lemma 4.11, it follows that
RG = G
(
(U∗U) †2U∗G
)†
(U∗U) †2U∗G = GP
R
(
((U∗U) †2 U∗G)∗
)
= GP
N
(
(U∗U) †2 U∗G
)⊥ = GPN (G)⊥.
(3.) Let L be defined by (34). From Theorem 4.7 and Lemma 4.8, we deduce that
PU = LL
∗ = U(U∗U)†U∗. Since {gk}k∈N is a frame for G and G is the corresponding
synthesis operator, it holds R(G) = G and consequently
PU(G)
⊥ =R (U(U∗U)†U∗G)⊥ = N ([U(U∗U)†U∗G]∗)(41)
=N (G∗U(U∗U)†U∗).(42)
From (39), it follows that
(43) N
(
((U∗U) †2U∗G)†(U∗U) †2U∗
)
= N (G∗U(U∗U)†U∗).
Combining (41) and (43), we obtain
PU(G)
⊥ ⊂ N
(
G
(
(U∗U) †2U∗G
)†
(U∗U) †2U∗
)
= N (R).
In Theorem 3.6, it is shown that G⊕PU (G)⊥ = H . Let f ∈ N (R). We decompose
f into f = f1 + f2, where f1 ∈ G and f2 ∈ PU(G)⊥. Since f ∈ N (R) and
PU(G)
⊥ ⊂ N (R),
0 = Rf = R(f1 + f2) = Rf1 = f1,
and consequently f = f2 ∈ PU(G)⊥.
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(4.) Using Lemma 4.10 (2.), we obtain
R2 = G
(
(U∗U) †2U∗G
)†
(U∗U) †2U∗G
(
(U∗U) †2U∗G
)†
(U∗U) †2U∗
= GP
R
(
((U∗U) †2 U∗G)†
)
(
(U∗U) †2U∗G
)†
(U∗U) †2U∗.
= G
(
(U∗U) †2U∗G
)†
(U∗U) †2U∗ = R.
Proof of Theorem 2.7. The statement follows by combining (23) and Theorem
3.3.
Proof of Theorem 2.8. Let g ∈ G. Every element f ∈ g + U⊥ has the same
value U∗g, and thus
(44) Ff = QU∗g for all f ∈ g + U⊥.
From (18), it follows that
(45) Fh = h for all h ∈ G,
otherwise µ =∞, and consequently QU∗g = g. From (44), we deduce that
F (g + u⊥) = g for all g ∈ G and u ∈ U⊥.
This means that F|G⊕U⊥ = PGU⊥. From (21), it follows that
µ(F|G⊕U⊥) =
1
cos(ϕGU)
,
which implies that µ(F ) > 1
cos(ϕGU )
.
6. An abstract definition of our reconstruction
The oblique projection PGPU (G)⊥ is characterized as follows. Most part of this
proof is similar to the proof of [3, Theorem 4.2].
Theorem 6.1. Let cos(ϕGU) > 0. The mapping PGPU (G)⊥ is the unique operator
F that satisfies the equations
(46) 〈PUFf, gk〉 = 〈PUf, gk〉, j ∈ N, f ∈ H.
Proof. In Theorem 3.6 it is shown that H = G ⊕ PU(G)⊥ and that the oblique
projection F = PGPU (G)⊥ : H → G is well defined and bounded. We show next
that PGPU (G)⊥ satisfies equation (46). From the self adjointness of PU , and the fact
that {gj}j∈N is a frame sequence for G, it follows that (46) is equivalent to
(47) 〈Ff,Φ〉 = 〈f,Φ〉 for all Φ ∈ PU(G), f ∈ H.
We have to show that
〈PGPU (G)⊥f,Φ〉 = 〈f,Φ〉 for all Φ ∈ PU(G), f ∈ H.
Using thatH = G⊕PU(G)⊥, every f ∈ H can be decomposed into f = fG+fPU (G)⊥ ,
where fG ∈ G and fPU (G)⊥ ∈ PU(G)⊥. Thus
〈PGPU (G)⊥(fG + fPU (G)⊥),Φ〉 = 〈fG,Φ〉 = 〈fG + fPU (G)⊥ ,Φ〉 = 〈f,Φ〉.
SAMPLING AND RECONSTRUCTION BY OBLIQUE PROJECTIONS 13
Next we show the uniqueness. We assume that there are two mappings F1, F2 :
H → G that satisfy (47). This means for all f ∈ H and Φ ∈ PU(G)
(48) 〈F1f,Φ〉 = 〈f,Φ〉 = 〈F2f,Φ〉.
From (48), it follows that R(F1 − F2) ⊂ PU(G)⊥. We know that R(F1) ⊂ G
and that R(F2) ⊂ G and thus R(F1 − F2) ⊂ G ∩ PU(G)⊥. From Lemma 3.5 in
combination with Lemma 3.1, it follows that G∩PU(G)⊥ = {0}, and consequently
F1 = F2. 
7. Stability and quasi optimality of PGPU (G)⊥
In this section we give formulas for the calculation of η(PGPU (G)⊥) and µ(PGPU (G)⊥).
We also estimate the condition number of the operator (U∗U) †2U∗G (see (15)) in
terms of the condition number of G and cos(ϕGU).
The following theorem is similar to [2, Lemma 2.13], but for the convenience we
include a proof.
Theorem 7.1. Let {uj}nj=1 and {gk}mk=1 be finite sequences in H. If the vectors
gk, k = 1, . . .m, are linearly independent, then
cos2(ϕGU) = λmin((G∗G)−1G∗UU †G).
Proof. By definition
cos(ϕGU) = inf
c 6=0
‖PU(Gc)‖
‖Gc‖ .
From P 2U = PU and the self adjointness of PU , it follows that
(49)
(‖PU(Gc)‖
‖Gc‖
)2
=
〈G∗UU †Gc, c〉
〈G∗Gc, c〉 .
Since the vectors gk, k = 1, . . .m, are linearly independent G∗G is invertible, and
so is (G∗G) 12 . Substituting a := (G∗G) 12 c in (49), we obtain(‖PU(Gc)‖
‖Gc‖
)2
=
〈(G∗G)− 12G∗UU †G(G∗G)− 12a, a〉
〈a, a〉 .
From the self adjointness of (G∗G)− 12G∗UU †G(G∗G)− 12 it follows that
cos2(ϕGU) = λmin((G∗G)− 12G∗UU †G(G∗G)− 12 ).
The two operators (G∗G)− 12G∗UU †G(G∗G)− 12 and (G∗G)−1G∗UU †G have the same
spectrum, because they are similar. This finishes the proof. 
Theorem 7.2. Set Q = G
(
(U∗U) †2U∗G
)†
(U∗U) †2 and Q1 := G(U∗G)†. Then
η(PGPU (G)⊥) = ‖Q|R(U∗)‖ = ‖Q‖, and(50)
η(PGS(G)⊥) = ‖Q1|R(U∗)‖ = ‖Q1‖,(51)
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Proof. Since by Theorem 2.6 PGPU (G)⊥ = QU∗, we have
η(PGPU (G)⊥) = supU∗f 6=0
‖QU∗f‖
‖U∗f‖ = ‖Q|R(U∗)‖.
Since R(U∗) is closed, every element in c ∈ l2(N) can be decomposed into cR(U∗) +
cR(U∗)⊥ with cR(U∗) := PR(U∗)c ∈ R(U∗) and cR(U∗)⊥ := c − PR(U∗)c ∈ R(U∗)⊥.
If we can prove R(U∗)⊥ ⊂ N (Q), then (50) follows. We show that R(U∗)⊥ =
N
(
(U∗U) †2
)
. Using Lemma 4.5 and (26) we obtain
N
(
(U∗U) †2
)
= N ((U∗U)†) = R(U∗U)⊥ = R(U∗)⊥.
The proof of (51) is similar. 
For the calculation of the coefficients cˆ of the least squares problem (15), it is
important to know the condition number of the operator (U∗U) †2U∗G. The following
statement gives some hints.
Theorem 7.3. If cos(ϕGU) > 0, then
(52) cos(ϕGU)‖Gc‖ 6 ‖(U∗U)
†
2U∗Gc‖ 6 ‖Gc‖ for all c ∈ l2(N),
and
(53) cos(ϕGU)κ(G) 6 κ((U∗U) †2U∗G) 6 1
cos(ϕGU)
κ(G).
Proof. Equation (52) follows from (37) and (38). Equation (53) is a direct conse-
quence of (52). 
The following Theorem and its proof is similar to [3, Corollary 4.7]
Theorem 7.4. Let cos(ϕGU) > 0. If Q is defined by (19), then
(54)
1√
B
6 η(PGPU (G)⊥) = ‖Q‖ 6
1√
A cos(ϕGU)
,
and
(55) µ(PGPU (G)⊥) =
1
cos(ϕGU)
Proof. Equation (55) follows from (17). From the definition of cos(ϕGU) we know
that
(56) ‖g‖ cos(ϕGU) 6 ‖PUg‖ for all g ∈ G
Furthermore, from the Cauchy-Schwarz inequality, and (46), it follows that for
f˜ = PGPU (G)⊥f
(57) 〈PU f˜ , f˜〉 = 〈PUf, f˜〉 6 〈PUf, f〉 12 〈PU f˜ , f˜〉 12 .
This yields
(58) ‖PU f˜‖ 6 ‖PUf‖.
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From the definition of a frame sequence,
(59) A‖u‖2 6 ‖U∗u‖2 6 B‖u‖2, for u ∈ U.
From (59), it follows that
(60)
√
A ‖PUf‖ 6 ‖U∗f‖l2.
We combine (56),(58) and (60) and obtain
(61) ‖f˜‖ cos(ϕGU) 6 ‖PU f˜‖ 6 ‖PUf‖ 6 1√
A
‖U∗f‖.
The lower bound of (54) follows from
(62) ‖f˜‖ > ‖PU f˜‖ > 1√
B
‖U∗PU f˜‖ = 1√
B
‖U∗f˜ ‖,
where we use (59) for the second inequality. 
8. Comparison with generalized sampling
We review some important properties of the oblique projection PG S(G)⊥ that
was introduced in [1–3], and we compare it with the oblique projection PGPU (G)⊥ .
Definition 8.1. Let cos(ϕGU) > 0. We call the oblique projection PG S(G)⊥ gener-
alized sampling.
We recall that calculating the coefficients for the oblique projection PGPU (G)⊥
amounts to computing the minimal norm element of (15). By contrast, for calcu-
lating the coefficients of generalized sampling, we have to calculate the minimal
norm element of (14). Thus generalized sampling does not require the additional
calculation of (U∗U) †2 .
While in general the oblique projections PGPU (G)⊥ and PG S(G)⊥ are rather dif-
ferent, they coincide in several situations.
The following Lemma can be found in [3, Lemma 3.7]
Lemma 8.2. Let G and U be finite dimensional subspaces of H with dim(G) =
dim(U). If cos(ϕGU) > 0, then G⊕ U⊥ = H.
The following Lemma can be found in [3, Lemma 4.1].
Lemma 8.3. Let G and U be finite dimensional with dim(G) = dim(U). If
cos(ϕGU) > 0, then
PG S(G)⊥ = PGU⊥,
i.e. the generalized sampling is exactly the consistent reconstruction.
Similarly to Lemma 8.3, we prove the following lemma.
Lemma 8.4. Let G and U be finite dimensional with dim(G) = dim(U). If
cos(ϕGU) > 0, then
PG PU (G)⊥ = PGU⊥,
i.e. the frame independent generalized sampling is exactly the consistent recon-
struction.
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Proof. From Lemma 8.2, we infer that PGU⊥ : H → G is a well defined and
bounded mapping. Clearly PU(G) ⊂ U . If PUg = 0 for some g ∈ G, then g = 0,
because otherwise cos(ϕGU) = 0. From the injectivity, it follows that PU(G) is
a n-dimensional subspace of U . Since the dimension of U is also n, we deduce
PU(G) = U . 
Lemma 8.5. Let {uj}j=1,...,n and {gk}k=1,...,m be finite sequences and H and let
cos(ϕGU) > 0. If {uj}j=1,...,m is a tight frame sequence, then PG S(G)⊥ = PG PU (G)⊥ .
Proof. Let S denote the frame operator of {uj}j=1,...,m and A the frame bound.
Since {uj}j=1,...,m is a tight frame sequence for U , we have
(63) Su = Au for u ∈ U.
Every element g ∈ G can be decomposed into g = gU + gU⊥ with gU := PUg ∈ G
and gU⊥ := g − PUg ∈ U⊥. From (63) we deduce that Sg = AgU . Consequently,
APUg = Sg and S(G) = PU(G). 
Lemma 8.3 in combination with Lemma 8.4 show that if dim(G) = dim(U),
then generalized sampling and frame independent generalized sampling coincide.
Lemma 8.5 shows that they coincide, whenever {uj}j=1,...,m is a tight frame se-
quence. This is important, because in this case the calculation of (U∗U) †2 is not
necessary.
In terms of cos(ϕGU), a bound for the quasi-optimality constant µ(PG S(G)⊥), is
stated in the following lemma, see [3, Corollary 4.3].
Lemma 8.6. If cos(ϕGU) > 0, then
(64) 1 6 µ(PG S(G)⊥) 6
√
B√
A cos(ϕGU)
.
In contrast to PG S(G)⊥, the nullspace of PGPU (G)⊥ does not depend on the frame
{uj}j∈N, and consequently µ(PGPU (G)⊥) is independent of the frame {uj}j∈N.
The following examples illustrate the difference between PGPU (G)⊥ and PG S(G)⊥ .
Let H = R2, u1 = (0, 1), u2 = (
4
5
, 1), g = (1, 0) and p = (3, 5). With that choice,
G is the x-axis, U is the whole space R2 and, consequently, PGPU (G)⊥ = PG, the
orthogonal projection onto G. The ellipse in Figure 1 is the set E = {x ∈ R2 :
‖U∗(p− x)‖ 6 1}. We recall, that
(65) η(PGPU (G)) = ‖Q|R(U∗)‖,
where Q is defined by (19). We observe that
‖Q|R(U∗)‖ = sup
‖U∗f‖=1
‖QU∗f‖ = sup
‖U∗f‖=1
‖QU∗p−QU∗(p− f)‖(66)
= sup
‖U∗(p−x)‖=1
‖QU∗p−QU∗(x)‖(67)
= sup
‖U∗(p−x)‖=1
‖PGPU (G)⊥p− PGPU (G)⊥x‖,(68)
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which shows that half of the length of PGPU (G)⊥(E) (red bold segment on the x-
axis) is η(PGPU (G)⊥). Similarly it is shown that half of the length of PG S(G)⊥(E)
(blue bold segment on the x-axis) is η(PG S(G)⊥).
The length of PGPU (G)⊥(E) is greater than the length of PG S(G)⊥(E), which
shows that
(69) η(PGPU (G)⊥) = ‖Q|R(U∗)‖ > ‖Q1|R(U∗)‖ = η(PG S(G)⊥).
The mapping PGPU (G)⊥ is closer to the orthogonal projection PU than PG S(G)⊥ (in
fact in this example PGPU (G)⊥ = PU), which shows that µ(PGPU (G)⊥) < µ(PG S(G)⊥).
In this example G ⊂ U , and consequently cos(ϕGU) = 1.
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(3,5)
PG S(G)⊥(3,5)
PG P
U
(G)⊥(3,5)
Figure 1. PGPU (G)⊥ versus PG S(G)⊥ for u1 = (0, 1) and u2 = (45 , 1)
η µ
PGPU (G)⊥ 1.77 1
PG S(G)⊥ 1.25 1.6
Table 1. The quantities η and µ of PGPU (G)⊥ and PG S(G)⊥ for u1 =
(0, 1) and u2 = (
4
5
, 1).
Since cos(ϕGU) = 1, Lemma 8.6 implies that the large µ(PG S(G)⊥) is only pos-
sible due to the large value of
√
B√
A
. A large value of
√
B√
A
need not cause a big
µ(PG S(G)⊥). This is illustrated in the following example. Let H = R2, u1 = (1, 0),
u2 = (1,
4
5
), g = (1, 0) and p = (3, 5). Like in the previous example cos(ϕGU) = 1.
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Figure 2. PGPU (G)⊥ versus PG S(G)⊥ for u1 = (0, 1) and u2 = (45 , 1)
η µ
PGPU (G)⊥ 1 1
PG S(G)⊥ 0.71 1.08
Table 2. The quantities η and µ of PGPU (G)⊥ and PG S(G)⊥ for u1 =
(0, 1) and u2 = (
4
5
, 1).
We observe that in this example the values µ(PG S(G)⊥), η(PG S(G)⊥) and η(PGPU (G)⊥)
are all smaller than in the previous example. This can be explained by the fact that
u1 and u2 are closer to G, and consequently the major axis of the ellipse rotates
into the direction of the y axis.
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