Abstract-We propose a new algorithm to detect facial points in frontal and near-frontal face images. It combines a regression-based approach with a probabilistic graphical model-based face shape model that restricts the search to anthropomorphically consistent regions. While most regression-based approaches perform a sequential approximation of the target location, our algorithm detects the target location by aggregating the estimates obtained from stochastically selected local appearance information into a single robust prediction. The underlying assumption is that by aggregating the different estimates, their errors will cancel out as long as the regressor inputs are uncorrelated. Once this new perspective is adopted, the problem is reformulated as how to optimally select the test locations over which the regressors are evaluated. We propose to extend the regression-based model to provide a quality measure of each prediction, and use the shape model to restrict and correct the sampling region. Our approach combines the low computational cost typical of regression-based approaches with the robustness of exhaustive-search approaches. The proposed algorithm was tested on over 7,500 images from five databases. Results showed significant improvement over the current state of the art.
The definition of the set of points to be detected depends on the desired application. The algorithm we present in this paper is regression-based and can detect an arbitrary set of facial points, the only requirement being that the target points have a distinctive local texture. Without loss of generality, in this work we use the minimal set of facial characteristic points needed for facial expression recognition [29] , [39] . This set of 20 points, defined as our target locations, is illustrated in Fig. 2 .
Two different sources of information are typically used to detect facial points: face appearance (i.e., texture) and shape information. The latter aims to explicitly model the spatial relations between the locations of facial points. Although some methods make no use of the shape information, it is common to combine the two sources of information. This can be done by using a face shape model to either restrict the search region (e.g., [14] ), which is the approach we follow, or by correcting the estimates obtained during the local search (e.g., [6] ).
We can further distinguish between different approaches by the methods they employ to search for the location of the facial points. Some approaches use exhaustive search (e.g., [9] , [42] ) through raster scan search in a region of interest determined by, e.g., a face detector. These methods typically use a classifier that indicates whether an image patch contains the target facial point or not. Instead, estimation-based approaches try to directly estimate the target location at each iteration/evaluation (e.g., [6] , [40] ). Such approaches typically employ regression techniques that, when evaluated over a patch, estimate the relative position of the target facial point with respect to the patch. Methods employing exhaustive search are inherently slower as they have to analyze every possible solution. Furthermore, since every location in a region of interest is analyzed, multiple target candidates are usually identified. Hence these methods have the added complexity of deciding the final output. Instead, regression-based methods typically yield a single output and are computationally more efficient. For these reasons, we follow an estimation-based approach.
Estimation-based approaches commonly perform an iterative sequential refinement of the estimate, where the previous target estimate becomes the test location at the next iteration. This includes gradient-based, Newton-like, and Taylor-based methods [1] , [5] . Another approach is to obtain the estimates from a regressor evaluation. Regressors are more general class-specific models, and the explicit construction of a loss function is not required [6] . This approach has been followed in the facial point detector presented in [40] , where regressor estimates are combined with a probabilistic graph-based shape model. The shape model is evaluated after each iteration, checks the shape of the predicted point locations and corrects them in case they do not form a consistent face shape. Overall, sequential estimation approaches present a series of drawbacks.
1. Sequential algorithms are very sensitive to the starting point. If it is not accurate enough, regressors will not yield good estimates and the algorithm may drift. 2. Sequential approaches suffer in case of wrong estimates, even when happening for a single iteration, e.g., due to partial occlusion. That is to say, they are sensitive to any errors in the estimation process. 3. Regression methods are not inherently capable of providing an early stop condition based on the quality of the estimate obtained. Instead, the stop criterion must be defined based on a lack of change between successive iterations or based on a preset maximum number of iterations. 4. Sequential approaches may converge even when still far from the target. 1 
5.
If textures far from the target location are included into the training set, the regressor will make fewer mistakes. However, this comes at a cost in the precision of the estimates, especially when evaluating test locations close to the target location. The reciprocal also holds. This is a precision-generality tradeoff. Since sequential approaches are not robust to poor estimates, regressors with high generality are required, reducing in turn the precision of the method. The facial point detection approach presented in this work aims to overcome these drawbacks. An overview of our method is shown in Fig. 1 . The method starts by detecting the face and initializing, for every point, a region from which to sample test locations. After sampling a test location, a set of regressors generates a prediction for the target location as well as a likelihood estimate of this prediction. Based on the predictions, the sampling region is refined and the target location distribution is updated. After each iteration, a Markov Random Field (MRF)-based shape model enforces consistency between the sampling regions of facial points to ensure that new test locations are sampled from regions forming a valid face shape. The algorithm stops when a preset confidence value is obtained or a maximum number of iterations have been reached. A diagram showing this flow can be seen in Fig. 1 .
The utilized shape model is based on that proposed in [40] . This shape model uses pairs of line segments, where a line segment is defined as the line connecting two facial points. For each pair of line segments, the shape model encodes their relative angles and their relative lengths. A Markov Network is used to combine the information from all pairs of line segments into a face shape model. This representation makes the shape model robust to scale changes and in-plane rotations.
We rely on regressors to translate the local appearance information to a prediction of the displacement vector relating the sampled test location to the target point location.
As local appearance descriptors we use Local Binary 1. Regression-based sequential approaches do not utilize a likelihood or a cost function. Therefore, even when the method converges far from the true target location, it cannot be called a local minima. However, a parallel can be drawn easily: The regressor might produce no change on an estimate when tested at a nontarget location, or produce a cyclic path. The input is an image where at least one face can be detected. A new test location is sampled according to a sampling distribution, and a prediction is obtained from it. The obtained prediction is added to the target distribution, which summarizes the target location knowledge so far. An early stop criterion is evaluated over the updated target distribution and, if not accepted, a shape correction procedure is applied and the sampling regions redefined. Patterns (LBP), together with a Correlation-based Feature Selection (CFS), to reduce the dimensionality of the appearance descriptors. We trained Support Vector Regressors (SVRs) to predict the horizontal and vertical components of the displacement vector and the euclidian distance to the target, which is used to determine the quality of a prediction.
The method applies regressors trained to be precise rather than general. Some possible test locations will not be represented on the training set. However, the target location is obtained by aggregating the estimates obtained in all previous iterations. Hence, a single erroneous estimate is not likely to affect the detection outcome whenever several correct estimates are obtained. In turn, the method can capitalize on precise estimates very efficiently. This is how we address the precision-generality tradeoff issue. Since the method relies on the accumulated evidence provided by all the estimates obtained up to iteration i, we refer to this algorithm as Local Evidence Aggregated Regression (LEAR).
The remainder of this work is organized as follows: In Section 2, we position our work relative to existing facial point detection techniques. In Section 3, we describe the facial point localization strategy. The novel sampling strategy and the facial shape model are explained in Sections 4 and 5, respectively. A comprehensive evaluation of the performance of our method, including comparison with the state of the art methods, is provided in Section 7. We close with concluding remarks in Section 8.
RELATED WORK
Regression-based approaches. Relatively few regression-based approaches to facial point detection have been proposed. Cristinacce and Cootes [6] presented a sequential regression-based approach to facial point detection. It combines a GentleBoost regressor with an Active Shape Model (ASM) used to correct the estimates obtained. Another sequential regression-based approach was presented in [40] , where an SVR was combined with a probabilistic MRF-based shape model.
In contrast to these methods, the work in [19] proposes an adaptation of the Implicit Shape Model [20] to the problem of facial point detection. A grid of regularly spaced point locations is defined within the detected face region. During training, textures local to each point are clustered, and a set of discrete target location estimates is assigned to each of the clusters found. For testing, the local textures are simply assigned to one of the clusters. The final output results from minimizing the MSE to all of the estimates. However, it is not clear how this work would adapt to expressive faces since most textures analyzed are uncorrelated with expressions.
The work proposed in [12] uses an extension of the sequential regression-based approach proposed at [10] in the context of general object pose estimation. In particular, a different regressor is evaluated at each iteration, so more general regressors are applied in the first stages, while more specific regressors are applied in the later stages. The sequence of regressors is defined entirely during training. On it, regressor i is chosen to minimize the average error over the set of training examples. Then, regressor i is applied to all the training examples, and its estimates are taken as the training examples for regressor i þ 1. This is a solution to the problem of generality versus precision alternative to ours. Through the use of shape regressors [44] , the authors achieve multipose facial point detection. However, this approach assumes a worst-case scenario since the examples defining the pace at which the regressors become more specific are those yielding the worst estimates. Furthermore, the regressors lack precision. In consequence, the number of iterations required is daunting: In [12] the algorithm runs for 800 iterations.
Shape models. One of the most common approaches to modeling the face shape is the use of an ASM (e.g., [6] ). A face shape representation is obtained for each of the training examples as the concatenation of the facial point coordinates. Then PCA is used to obtain a linear manifold of possible face shapes. Given a set of points expected to correspond to the target facial point locations, shapeconsistent estimates are obtained from projecting these points onto the manifold. Therefore, even if a single point is incorrect, the whole set of points will be transformed through the projection. In comparison, the face shape model used in this paper can pinpoint which of the facial points is inconsistent with the others and produce corrected point configurations that preserve well-estimated points.
Other works model the face shape using line segments between facial points. For example, Coşar and Ç etin [4] use the fact that the ratio of distances between colinear points is fixed under affine transformations to restrict the interframe change in facial point tracking. Liang et al. [21] use a condensation algorithm modified with spatial constraints. It considers the segments forming the contours delimiting facial components, and a shape model is used to constrain consecutive segments to have coincident limits (closing the contour) and to keep a valid angle between them. In [37] , an MRF models the spatial relations between points, and a hierarchy between what is called global and local shapes (i.e., component-level shape and global face shape) is defined to alleviate complexity of the optimal shape search.
The shape model used here follows the same idea of using line segments between points as the basic descriptors of the face shape. However, we go one step further. We learn the relations between any two line segments connecting two pairs of facial points.
Other facial point detection techniques. One of the most popular approaches to facial point detection consists of combining a face shape model based on ASMs with a local texture-based search. The local search produces candidates for the facial point locations which are corrected into a valid face shape using the face shape model. Examples include [6] , which presents classification-based and regressionbased variants for the local texture-based search, and [25] , which uses a refinement and tweaking of the ASM to further improve their performance. In [7] , the Constrained Local Models are introduced, 2 where a joint face shape and local face texture model is used. When a new estimate of the face shape is attained, the joint shape-texture model proposes adapted local templates for the local search in the next iteration.
Examples of classification-based sliding window approaches to facial point detection are given by Rapp et al. [33] , where very descriptive classifiers are trained using a Multiple Kernel Learning SVM and multiscale LBP features. In [2] , an SVM classifier using SIFT descriptors is trained, while the strength of that method comes from the constraints over the detection constellations, modeled nonparametrically using a very large set of annotations. In [9] , a Subclass Discriminant Analysis classifier is trained to learn local facial point texture and the texture of its surroundings, and the method includes the intermediate steps of face and facial component detection. Finally, [8] constructs a statistical model that combines Gabor feature responses and a prior shape model, and detects the facial feature location as its MAP. In Section 7, we compare our approach against these methods where possible.
FACIAL POINT DETECTION THROUGH LOCAL EVIDENCE AGGREGATION
A key aspect of our algorithm is to consider that each image patch evaluated by the regressors adds some evidence regarding the target location, instead of just considering the last estimate in the sequence of estimates and discarding the rest of them. The detection arises from the aggregation of different evidence. To make this process effective, we need a strategy to select the test locations from which local evidence is gathered. To this end, we also define a strategy to assess the quality of the estimate provided by the regressors.
Obtaining Target Estimates from Local Descriptors
Our approach relies on the ability to obtain an estimate of the target location from local image information. More precisely, given a test location in an image, a feature representation is extracted from a patch centered at it. This feature vector is used to approximately infer the true target location. That is, we perform regression to predict the horizontal and vertical components Áx and Áy of the displacement vector pointing from the test location to the true target location. In this paper we use Support Vector Regression as the regression algorithm, although other regression algorithms are also applicable. An SVR takes a feature vector as input and yields a 1D real-valued prediction as the output. Therefore, to estimate the displacement vector (a 2D vector), two regressors have to be trained, for every point. In our case, this results in 20 Á 2 ¼ 40 regressors used to obtain target estimates from local appearance descriptors. Formally, given an input gray valued image I, the true target location T , and a test location l, the regression problem is to estimate the vector vðlÞ ¼ l À T . Regressors r x and r y account for the estimation of Áx and the Áy, respectively, where vðlÞ ¼ ðÁx; ÁyÞ. Both regressors share the appearance description x l of a patch centered at the test location l as their input, denoted as
and in the following variable I will be omitted for simplicity. The output of the regressor is an estimate of v defined asv ðlÞ ¼ ðr x ðx l Þ; r y ðx l ÞÞ; ð2Þ
and an estimation of the true target location can be computed ast ¼ l þv.
To avoid confusion, we uset to denote the estimates as obtained from the evaluation of the regressor andT to denote the target location estimate as provided by the full algorithm. The feature representation and the details of the SVR used to obtainv are described in detail in Section 6.
Assessing the Quality of Local Evidences
One of the major drawbacks of SVR is that it does not provide a probability/likelihood of the estimate obtained. Some works have already tackled this problem. For instance, Williams et al. [43] use a regression method with probabilistic output as a Relevance Vector Machine to obtain the predictions. Similarly, [30] , [44] evaluate a classifier with probabilistic output at the estimated target location. In our case, the estimated target location is also analyzed. However, we use instead an SVR trained to estimate the distance between an image location and the true target location. More precisely, we compute the local appearance descriptor at the estimated target locationt and evaluate the distance regressor:
where xt ¼ f a ðtÞ. Finally, a likelihood based on the estimated distance can be computed as
where the variance 2 lik is a fixed parameter (see Section 7.3 for details on how its value is set).
Accumulating Local Information
Each iteration involves the evaluation of one test location per point. The observations over multiple iterations are combined, so the point detector builds upon multiple local evidences gathered. The estimate of the location of the facial point i at iteration k is then a function of the up-todate local evidences ft i j g j¼1:k . This information is combined and summarized through an unnormalized pdf, denoted as S acc , which accumulates the obtained evidence as an unnormalized mixture of Gaussian distributions. Each local evidence adds a component to it with predefined covariance as
where AE ev can be set depending on the regressor average error or empirically determined (see Section 7.3). Based on this definition, our method estimates the target location at step k asT
and, using an acceptance threshold acc , we can also provide a measure of confidence on the predictionT
Note that by taking the sum of the evidence in (5), it is unlikely that a single wrong estimate will have an impact on the peak location (i.e., will not affect the detection). This is in contrast to a multiplicative relation, where the effect of a wrong estimate can be dramatic.
One important consequence of this definition is that we have a criterion to stop the iterative process early, that is, as soon as the point has reliably been found according to (7).
EVIDENCE-DRIVEN SAMPLING
The selection of each new test location l i k is performed through a random sampling strategy. Due to the definition of the facial point estimates as the combination of different sources of local image information, it is important to use the most meaningful and uncorrelated information possible. In our case, meaningful locations are those that yield a high estimate likelihood, given by (4), and the benefit of using samples with high likelihood is obvious. Using maximally uncorrelated image information should help prevent shared biases on the local evidences. The use of correlated image information will result in correlated outputs, i.e., correlated predictions. Therefore, the accumulation of local evidences would not arise as a consequence of meaningful image patterns, but instead from the use of clustered test locations that might give poor but consistent estimates. Using maximally uncorrelated image information is the best way to increase the probability that coincident estimates are meaningful and that erroneous estimates will not group together.
In this section, we detail the sampling strategy used to select the test locations. The initial sampling region is defined by the face detection. Then, an evidence-driven sampling strategy is applied so that the sampling region is updated after each iteration. This strategy is aimed at enforcing two aspects. On the one hand, the evidence-driven sampling strategy uses previous local evidences to focus sampling on a region close enough to the target location to guarantee that the sampled test locations are represented in the training set with high likelihood. On the other hand, we perform what we call nonrepetitive sampling within this region, which enforces low correlation between the test locations sampled.
Initialization: Prior Distribution
The point detection process starts with face detection using the Viola&Jones face detection algorithm [41] . This process provides a normalized face box F fd containing the face (in our case normalized to 200 Â 280 pixels). The face location and scale can already provide some information regarding the location of facial points. In order to model this information, a normal distribution is fitted as
where the superindex indicates the facial point. The process to obtain the mean i 0 and covariance AE i 0 is as follows: First, a set of examples where a ground truth location for each point is manually annotated. Subsequently, F fd is obtained for every example image, and the manually annotated points are transformed into the face-box normalized space. This results in a set of scale-and-translation normalized examples. We fit a Gaussian distribution for each point i, which we call the prior distribution for point i.
For each test image I, F fd is computed and the sampling region of point i is initialized, depending on the distribution in (8), as
where D 0;i M is the Mahalanobis distance defined by the prior distribution and a can be selected so that the true target location would be included within the initial sampling region for any of the training examples, provided that the same initialization procedure is followed. It is otherwise possible to optimize it during training.
Evidence-Driven Sampling Region
Evaluating the SVRs at locations close to the true target location is fundamental. This is due to two reasons. First of all, for a given SVR, the prediction improves when the test location is closer to the true target location. Nearby test locations are more likely to yield good estimates. Second, it is possible to train more precise regressors rather than general ones so that the average regressor error is lower. We start the search based on the prior distribution, but keeping this as the sampling region becomes suboptimal as more information about the possible target location is obtained (see Section 7.4).
Consequently, in order to provide a more effective sampling region, all the acquired knowledge up to the current iteration is used. The initial sampling region, defined by (9) , is kept fixed for a certain amount of iterations. After that, the sampling region for iteration k is defined as
where the Mahalanobis distance D i;k M is defined using mean and covariance
where C is a normalization factor and I 2 is the diagonal identity matrix. Since the aim is to use different local information, allowing the region to shrink arbitrarily would be counterproductive. Hence, we introduce R min as a term to limit the sampling region shrinkage. This value can be set depending on the training radius so that the algorithm uses a sampling region large enough to adequately represent the training set. An example of this strategy is shown in Fig. 3 . It shows how increasingly accurate knowledge of the target location drives the sampling region to more informative areas.
Nonrepetitive Sampling
The sampling probability is not defined as uniform over the sampling region. Sampling from the sampling region with uniform probability would very likely lead to correlated inputs, and regions producing poor estimates might be sampled repeatedly. The sampling distribution is defined so as to guarantee that regions providing poor information are less likely to be sampled and that already sampled regions are less likely to be sampled from again. We call this strategy nonrepetitive sampling. Thus, the evidence-driven sampling region increases the chance of sampling close to the target, while the nonrepetitive sampling accounts for both avoiding poor test locations within the sampling region, and removing bias in the inputs as much as possible.
Previously sampled locations are used to modify the sampling probability. Therefore, the sampling distribution depends on the sampling region R 
We construct a function that summarizes the sampled locations so far and the estimated quality of their predictions as
where the covariance term is defined as e AE k ¼ 1 d i k I 2 and 2 ð0; infÞ. This way, test locations with low likelihoods have a larger covariance. The factor controls how much sparsity is enforced, and it is dynamically adjusted.
The sampling probability for location x is defined as
where the parameters of F With this definition, locations around already sampled ones will be less likely to be sampled again. Also, the estimated likelihood defines how large the region of reduced sampling probability is. The sampling probability can be interpreted as sampling from a uniform distribution, and then rejecting and sampling again with a probability given by the normalized version of F i r , each of the components of the mixture being centered at a test location, and their covariances being defined by the corresponding likelihood and the sparsity factor .
In practice, the factor can be initialized to 1. After some iterations, it will not be possible to sample from R i s anymore. At this stage, the value of is increased by one, thereby lowering the sparsity requirement. We use integer values for purely for computational reasons, and it would be possible to change the value of at each iteration for example using the integral of F i s instead. The point where sampling using ¼ 1 is not possible anymore is used in our algorithm to start the evidencedriven sampling region process. This typically happens between iterations 4 and 6, which ensures enough exploration over the initial sampling region. Fig. 3 shows in its left image an example of the samples drafted using the initial sampling region.
The aggregation to the target distribution of evidence in the form of a Gaussian with fixed covariance AE ev (5) relates to this sampling strategy. Since the estimate likelihood is used to modify the sampling probability, it already gives more importance to test locations with higher likelihoods since they are more likely to be sampled again. This introduces a bias in the potential estimates that we corrected by adding evidence with fixed covariances.
An example of the sampling procedure during one full run of the point detection algorithm is shown in Fig. 3 for the right-outer eye corner. Fig. 4 shows the effect of the nonrepetitive sampling.
PROBABILISTIC GRAPHICAL SPATIAL RELATION MODELING
Without a shape model, problems such as the presence of partial occlusions caused by, e.g., hair or glares on the glasses, are difficult to overcome. By using a face shape model it is also possible to identify erroneous estimates and provide valid alternatives. The spatial relations are modeled as proposed in [40] . However, instead of correcting the target estimates after each iteration, the face shape model is used to constrain the center of the search regions. Therefore, the input to the shape model is the set i k (see (11)). Throughout this section, we will omit the iteration subindex for clarity.
A
The construction of the spatial relations is depicted in Fig. 5 . Although a subset of spatial relations can be considered, in this work the whole set of spatial relations is considered.
In order to obtain a constellation with consistent spatial relations, we build a probabilistic model to encode their interactions. This is done using an MRF (see [3] ) with binary states s i;j , where s i;j ¼ 1 indicates that the relation r i;j is a valid shape (i.e., it is consistent within the trained models), and 0 indicates otherwise.
Therefore, each node of the network is associated with a spatial relation. We define pairwise relations between nodes, so the probability of the network is decomposed as
where Z is a normalization factor, ' i;j;k;l is a function that depends on a training stage and encodes the compatibility of s i;j and s k;l (which depends on the values of r i;j and r k;l ), and i;j is the observation potential or, in other words, how likely it is that s i;j ¼ 0=1 before considering the other nodes. The function ' is defined as follows: 
fitted to the training values. Finally, the other three values of ' i;j;k;l are equal and defined so that the values of ' sum up to 1.
We opted for this modeling instead of the more standard Gaussian distribution to prevent biasing in favor of more common configurations. That is to say, only those configurations that are not anthropomorphically possible should be penalized. Using a Gaussian distribution introduces a higher bias toward the mean and, in consequence, penalizes those configurations that are feasible but less common. For example, with our model, configurations at twice the standard deviation from the mean are penalized around three times less than using a Gaussian distribution, while more extreme values get a harsher penalization than with a Gaussian distribution. Also note that since the measures over the spatial relations are done in terms of their relative angle and ratio of lengths, these measures are invariant to isotropic scale changes and in-plane rotations.
The observation potential encodes the confidence on a spatial relation beforehand. It is defined as
where pðr i;j Þ ¼ pð i Þ Á pð j Þ, and pð j Þ is defined in (7). This is as opposed to [40] , where the observation model was noninformative (i.e., all spatial relations were equally likely a priori).
Finally, to test a facial point configuration, the joint MRF is maximized using a Belief Propagation (BP) algorithm [3] , [31] . BP consists of an iterative maximization of the posterior distribution (e.g., (16) ). To this end, the algorithm iteratively updates each node using messages from the other nodes which are basically their marginal distribution with respect to the other variables. The output is a belief for the state of each node, so a probability pðs i;j ¼ 0=1Þ is obtained. In our case, pðs i;j ¼ 1Þ is the probability of spatial relation r i;j being correct.
These probabilities refer to the spatial relations and have to be translated into a confidence over the input points. This can be done as
where N is the number of relations that include point i.
In order to provide an alternative facial point configuration when necessary, i.e., when pð j Þ is low, it is possible to predict j from each of the other facial points as i þr i;j , wherê r i;j ¼ X pðs k;l Þ arg max r i;j fðr i;j ; r k;l Þ: ð20Þ
Therefore, each spatial relation casts a prediction on r i;j , and its final estimated value,r i;j , is the weighted average. Finally, the point can be predicted combining all those predictions aŝ One drawback of this approach is how the complexity scales with the number of points. The number of spatial relations for N points is N Á ðN À 1Þ=2, and the number of edges likewise depends on the number of spatial relations. In our case, we opt to divide the point search into successive stages. Following [40] , we first detect seven stable points (points 1-4, 13, 14, and 20), which are those that do not move significantly due to facial expression, using a shape model restricted to these seven points. We use the estimated positions of such stable points to define the centers of the eyes and the nose (see Fig. 2 ), and to register the face based on these center points. The points belonging to different facial components are then detected separately (i.e., each eye, each brow, mouth, and chin). The shape model in these cases includes the detected points plus the estimated centers of the eyes and nose. This strategy limits the maximum number of points used in a shape model to 7.
Now that all the components of the LEAR algorithm have been explained, we provide a summary in Algorithm 5.1. 
APPEARANCE MODEL
The process of estimating the target location from a local patch relies on a feature descriptor to represent the patch, a feature selection procedure, and the SVR. We refer to these elements as the appearance model. In this section, we describe the different options considered for the appearance model.
Feature descriptors. We experimented with three popular dense local appearance descriptors: Haar filters, Local Binary Pattern histograms, and Local Phase Quantization (LPQ) histograms.
Haar filters have been used for many object detection and face analysis problems, e.g., for the detection of faces in the popular Viola & Jones face detector [41] or in [40] for facial point detection, from which we adopt the descriptor's parameter values.
Local binary patterns were introduced by Ojala et al. [26] , and proved to be a powerful means of texture description. By thresholding a 3 Â 3 neighborhood of each pixel with respect to the value of the central pixel, the operator labels each pixel. We use a lower dimensional version that only retains "strong" edges, called uniform local binary patterns [27] .
The frequency of occurrence of all possible patterns over a region is recorded by a histogram. This removes information about what pattern occurred where. To retain some of the shape information, the patches were divided into a 3 by 3 grid of subpatches. The LBP feature histograms are extracted from each subpatch separately and concatenated into a single feature vector, resulting in a 3 Â 3 Â 59 ¼ 531 dimensional descriptor.
Local phase quantization was originally proposed by Ojansivu and Heikkilä as a texture descriptor that is robust to image blurring [28] . The descriptor uses local phase information extracted using a short-term Fourier transform (STFT) computed over a rectangular M-by-M neighborhood at each pixel position x of an image patch. Again, histograms are calculated from a 3 by 3 grid of subpatches, resulting in a 2,304D feature vector.
Regression. The relation between the feature descriptor and the target location is learned by SVR. SVRs are capable of dealing with nonlinear problems and have a reportedly high generalization capability with few training data. We employ Epsilon-SVRs with a histogram intersection kernel. We thus need to optimize for the slack variable C and the error-insensitive margin . Parameter optimization is performed through exhaustive multiscale grid-search in a separate subject independent cross-validation loop during training, i.e., independently from the test data. We follow the same procedure to train r x , r y , and r dist .
Feature selection. SVR performance decreases when the dimensionality of the feature vector is too large. Our training set consists of some 800 images, so we are indeed in danger of overfitting to the training set. One way to overcome this problem is to reduce the number of features used for training using feature selection algorithms.
We considered using AdaBoost regression [11] for feature selection, where multiridge regression was used as the weak regressor. We observed that the performance of AdaBoost was not stable for all facial points, often selecting as few as two features. We therefore experimented with another basic feature selection technique called Correlationbased Feature Selection (CFS) [16] . CFS iteratively adds features to the set of selected features that correlate strongly with the label, but weakly with the set of features that have been selected so far.
EVALUATION
In this section, we present four sets of experiments. We first optimize the parameters used, including the feature representation, training example selection parameters, and internal parameters. We also experiment with the impact of different algorithm components in the performance and the variance between different runs. Second, we perform a set of database-independent experiments that include a comparison of our algorithm with other state-of-the-art methods. Third, we evaluate its performance on expressive data, both posed and spontaneous. Finally, we test the robustness of our system with respect to variations in head pose and illumination conditions. Some typical successful and failed point detections are shown in Fig. 6 . Table 1 gives an overview of the different experiments, and what data the algorithm was tested on. All systems were trained using the same set of core databases.
Databases
Each of the experiments conducted in this section requires different database characteristics. Below we list the databases used and describe their particularities.
The MMI facial expression database [38] contains posed activations of Action Units (AUs), as defined in the Facial Action Coding System (FACS) [13] , and is AU labeled per frame. It has high image quality, little variation in head pose, and frontal homogeneous illumination.
The FERET [32] and the XM2VTS [24] databases contain images of high quality, with frontal illumination, and with little or no expression. The ethnicity, gender, and age are varied. Many images display significant glare (see Fig. 9 ).
The bioID database [18] has been recorded using a lowcost web-cam placed in an office scenario. It has natural illumination conditions and head pose variation. The quality of the images is worse than XM2VTS and FERET, and expressions and speech are frequently displayed. As a drawback, the subjects are mostly Caucasian. This database is traditionally used for comparison against state-of-the-art methods in the facial point detection topic (see Fig. 11 ).
The SEMAINE database [23] contains sequences with spontaneous expressions in dyadic interactions. There are frequent speech-related poses, and face movements include in-and out-of-plane rotations. There is frontal illumination and the image quality is high.
The multiPIE Database [15] contains images taken in a controlled setting, where the subjects pose different facial expressions. Images are captured from different angles and 20 directional illumination conditions.
The only precondition for an image to be included in the experiments was that the face was correctly detected by a Viola& Jones face detector. For the BioID this resulted in 1,520 images, while from the MultiPIE database 3,360 images were used, containing 34 different subjects coming from the third partition (we considered the facial expressions displayed in this partition to be of more interest). In this case, we averaged the face detection over the 20 different illuminations. By doing so we avoid including the sensitivity of the face detector used to illumination conditions in the evaluation of our method, and guarantee that all images are used. The SEMAINE database consists of a number of partitions; we use here the solid-SAL partition, which is the most heavily annotated. We selected 20 frames from each of the 119 videos, resulting in 2,380 images. The selected frames were equidistant in time, and always included the first and last frame of the video. The selection of images from the MMI, XM2VTS, and FERET databases is described below.
Experimental Methodology
We created what we call the core dataset using a combination of 244 images taken from the MMI Facial Expression database, 518 from the FERET database and 184 from the XM2VTS database, totaling 946 images of 622 different subjects. All facial points were manually annotated. In Experiment 1, the core dataset was used to find the optimal parameters for our system (see Section 7.3) and to assess the variability of the detections over multiple runs. The results for these tests were obtained by splitting the core set into two subject-independent partitions, one for training of the algorithm and the other to test it. In Experiments 2-4, we trained the regressors on the entire core dataset. Please note that Experiments 2 and 4 are thus entirely database independent, and that Experiment 3 is partially database independent.
Throughout the experimental sections, we use the Interocular Distance (IOD)-normalized error, defined as
where p i m is the manually annotated location of point i, p i d is the automatically detected facial point location, and d IOD is the interocular distance, defined as the distance between the eye centers (see Fig. 2 ). In this way, the error measure does not depend on the size of the image analyzed.
Since there is a stochastic component in our algorithm, the performance should not only include the mean error but also its variance. However, we include an experiment that evaluates the variance of the detection error over 10 runs of the algorithm on the same set of images. Since the experiment showed very little variance for different runs, we spare the inclusion of the variance of the error in the remaining results.
We used the BioID database (see Fig. 11 ) for comparison against other methods. This is a procedure followed by most facial point detection works. The BioID database includes manual annotation for 20 facial points. However, our point definition differs slightly from that provided with the BioID database, most notably for the outer brow point and nostril points. We thus had to partially reannotate the BioID database. To guarantee reproducibility of the results, we provide our annotations on the group website http:// ibug.doc.ic.ac.uk/.
Experiment 1: Parameter Optimization
A number of parameters influence the performance of our method, which can be grouped as follows: On the appearance modeling side we have to decide on the type of dense appearance descriptor used (we tested Haar features, LBP, or LPQ descriptors) and the feature selection technique applied (AdaBoost or CFS). The selection of regressor training instances is controlled by two parameters: the radius of the circular area around a target point from which training elements are sampled (sampling radius), and the number of training elements sampled from that area per image (sampling density). For the internal parameters of the detection algorithm, we need to find the initial search area (a in (9)), the minimum radius of the sampling region (R min in (12)), the covariance of the Gaussian which is added to the target distribution for each tested location (AE ev in (5)), the acceptance threshold ( acc in (7)), and a parameter for transforming the predicted distance to a likelihood ( 2 lik in (4)). Appearance modeling. The appearance descriptor and feature selection technique are selected to minimize the Mean Square Error (MSE) of the predictions, measured in pixels in IOD-normalized image coordinates. They can therefore be optimized independently from the internal parameters of the full detection algorithm. To this end, we evaluate the regressors over all points at a distance to the facial point location smaller than the sampling radius. The test was carried out with the sampling radius set to 10 pixels, and the sampling density for training set to 20 examples per point per image for all tested combination. Fig. 7 shows the results for the three different appearance descriptors and two feature selection techniques we tested. The figure clearly shows that a combination of LBP with CFS performs best.
Selection of training instances. For simplicity's sake, we assumed that the sampling density and sampling radius were independent of the appearance model parameters, using the best performing LBP features and CFS feature selection combination. The selection of the ideal sampling density can be based only on the performance of the regressors trained. Fig. 8 shows the results for the To select the best sampling radius, however, we need to evaluate the performance of the full detection algorithm. Training a regressor with smaller radius will always yield lower MSE within the training area, understood as test locations at a lower distance than the training radius, since the learning task is simpler. In consequence, the adequate balance between accuracy and generality has to be decided in terms of the general algorithm performance.
Since this evaluation depends on the detection algorithm parameters, which have not yet been optimized, we set the parameters to a reasonable default value and optimize the radius using them. Doing so, we found that the optimal radius for determining Áx and Áy radius was 10 pixels in IOD-normalized coordinates, while for the distance regressor it was 20. From the distance regressor we need a roughly good estimate for all possible locations because large errors can erroneously focus the search in a wrong area. Thus, a wider radius of the region from which to include training instances is better. In turn, this makes the algorithm more robust to wrong estimates for the Áx and Áy regressors, as they will be assigned lower likelihood by the distance regressor.
The results obtained over the core dataset using the optimal parameters is shown in Table 2 .
Internal parameters. Some internal parameters of the detection algorithm have to be specified, some of them through a performance evaluation. The value of R min at (12) can be set to depend on the training radius used. Sampling in a region larger than the training radius would lead to potential test locations we did not train for. In practice, we use 2=3 of the training radius since the center of the sampling region will seldom be exactly over the true target location. The value of AE ev can be set in terms of the expected error of the regressor when tested at locations trained for. That is, AE ev ¼ covðktðx l Þk : kl À p i m k s r Þ Á I 2 , where s r is the sampling radius and p i m is the annotated target location. This yields a value of 14 (we restrict AE ev to be isotropic). We evaluated the influence of the performance for different values of these parameters in a grid search that also included the parameters acc , 2 lik , and a, but we found that the performance is not sensitive to the values of AE ev and R min .
We used the same grid search to optimize the parameters acc , 2 lik , and a. The experimental results show a very limited impact of the parameters, except for the initial search region a, for which we found the optimal value to be 2. Both the acceptance thresholds acc and 2 lik yielded almost no variation in the results. We decided to set acc to 0.2 to obtain an earlier stop of the process. 
Experiment 1: Importance of the Algorithm Components
In order to assess the importance of each of the algorithm components we performed an experiment using a set of images from the MultiPIE database. In total, 2,040 frontal images have been used. We computed the performance of the full algorithm, a version where the shape correction was deactivated, another where the evidence-driven sampling was deactivated, and a final one without nonrepetitive sampling. The results are shown in Table 3 in terms of average error, its standard deviation, and the median error. Fig. 9 . The first three images show the sampling region centers before (red) and after (yellow) shape correction. Green points were not corrected. The two last images show the stable point detection obtained with and without using the shape model. The results were obtained using 2,040 images of the MultiPIE database.
Experiment 1: Detection Stability
The detection process relies heavily on a stochastic sampling strategy. It is therefore necessary to analyze the variance of the results when the experiments are repeated in exact conditions. To this aim, we have run the full test on the core test set (403 images) 10 times.
For each image and for each point, we can consider the set of error vectors e k ¼ p k m À p k d , where k ¼ 1 : 10 is an index for the 10 runs, and the point coordinates are in the normalized facebox space. Over these values, we can compute the standard deviation on the x and y component.
Averaging these values for all the images and all the points we obtain a value of 0.92 and 0.74, respectively. This means that the average deviation of a point detection over 10 runs is less than 1 pixel in either direction. When considering the standard deviation per point, the chin shows the maximum of all points with a value of 1.49. This is due to the poor local image texture of this point. We also considered the variation of the error per image, measured as the IODnormalized error average over the 20 points. In this case, the standard deviation is 3:3 Á 10 À4 . When considering the stable and the unstable points separately, the typical deviation is kept in the same levels, 3:6 Á 10 À4 and 4:6 Á 10 À4 , respectively. It is worth remarking that while the point detection algorithm contains an important stochastic step inside, the effect of this random component is negligible in the final results. This indicates that the solution is almost entirely determined by the image properties and that the search strategy is effective. This desirable property is typical for exhaustive search approaches, and traditionally one of their main advantages over estimation-based approaches. We have now shown that the same property can hold for an estimation-based approach.
Experiment 2: Comparison with State of the Art
To compare our work with the current state of the art, we evaluated our method on the BioID database. This publicly available database is one of the benchmark databases for facial point detection methods. Methods recently evaluated on this dataset are a statistical coarse-to-fine Gabor wavelet method [8] , the Consensus of Exemplars method [2] , the multiple kernel Support Vector Machines (MK-SVM) method [33] , an ASM-like method and an ASM method ( [7] , [25] , denoted as CLM and Stacked Model, respectively), a subshape-based regression method [12] , and a regression-based sequential approach [40] . All systems shown in Fig. 11 are database independent, including ours, except for the work of Efraty et al. [12] , which used 104 images of BioID to train their system.
The results of this test are shown in Fig. 11 . It shows the cumulative error distribution of the m e17 error measure. The measure m e17 is defined in [7] as the mean error over all internal points, that is, all points that lie on facial features instead of the edge of the face. In our case, that would mean all points except for the point on the chin. However, neither the CLM nor the Stacked Model approaches detect the eyelids. So, to allow a fair comparison, we have excluded the four points on the eyelids as well when calculating m e17 .
A point concerning the validity of the performed comparison should be noted here: A completely objective comparison with other methods is not possible due to the difference in training sets. However, this is beyond our control, and we can assume that the authors have tried their best to gather as good a training set as possible.
Experiment 3: Robustness to Facial Expressions
We tested how robust our approach is under facial expression changes. The MMI database is used to show performance per action unit on posed facial expressions (database-dependent experiment), while the SEMAINE database is used to show performance under spontaneous facial expressions (database independent). Furthermore, the partition of the SEMAINE database used contains humanhuman dyadic interaction. Posed facial expressions. In this database, facial expressions are described in terms of Action Units, as defined in the Facial Action Coding System [13] . Table 4 gives the error per AU. The table shows the number of images that contained that AU, the average error over all points that change their position and appearance during the AU involved, as well as the error over all points for that image.
Spontaneous facial expressions. All the datasets used in the tests above are, to a large extent, posed in terms of the facial behavior shown. To test how well our system would perform in a real-world scenario of human-human, humanmachine, or human-robot interaction, we evaluated our system on the SEMAINE database. Fig. 12 shows the performance of LEAR on this dataset. As this is the first time facial point localization is applied to the SEMAINE database, we slightly modify the performance measure. We used the error measure me 19 , which is defined as a modification of the me 17 where the eyelids are included and the pupils are excluded. Fig. 12 shows the me 19 cumulative error distribution, while the right-hand side shows the median error per facial point in terms of the interocular distance.
Amount of training data required. We were interested to see how much training data is needed for expressive images versus nonexpressive images. To test this, we trained the point detector using a variable fraction of the training data. We then determined the performance on images of the core test set derived from the MMI database (expressive images) and from the FERET/XM2VTS databases (nonexpressive images) separately. Fig. 10 shows the results of this test, measured in terms of the area under the cumulative error curve and the median error. The area under the curve was obtained by taking the integral of the cumulative error for errors between 0 and 1 Â IOD. It indicates that approximately twice as much training data is needed to detect points in expressive images with the same accuracy as points in nonexpressive images.
Experiment 4: Robustness to Pose and Illumination
We used the MultiPIE database to test the performance of our algorithm with respect to variations in head pose and illumination conditions. Despite our algorithm being trained for near-frontal images with homogeneous frontal illumination, we wanted to test its robustness against these conditions. The MultiPIE database offers a discrete set of poses in combination with different illumination conditions and facial expressions. Head pose. Our algorithm can cope to some extent with out-of-plane rotations. Two components play a major role in the degradation of the performance with respect to head pose. The shape model becomes too restrictive and the textures are increasingly different from the ones used for training the regressors, thus degrading their performance. The tests were carried out over the third partition of the MultiPIE database since we considered the expressions displayed on it to be the most interesting ones. We restricted the tests to the examples at 0, 15, and 30 degrees (we assume the performance is symmetric, so it would perform equally well for À30 as for 30 degrees). We tested all illuminations and expressions within these parameters for a total of 2,040 images. The results are shown in Fig. 13 . It is clear from the graph that the algorithm performs well for 15 degrees, but degrades significantly for 30 degrees.
Illumination. The MultiPIE database includes 20 different illumination conditions for each of the faces (the images are actually taken within a 0.7 s time lapse using synchronized flashes). Fig. 13 shows the results obtained for a test conducted over 34 subjects and three different facial expressions per subject. Some of the illumination conditions are lateral, while index seven corresponds to frontal illumination. Illumination condition indices 0 and 19 correspond to no illumination, and illumination conditions with indices 1 and 13, the worst performing ones, have a 90 degree angle with respect to the frontal face pose. It is important to note that no illumination normalization has been performed, either to the face as a whole or to each of the analyzed patches individually. We presented a novel facial point detector algorithm that uses an estimation-based approach that employs Local Evidence Aggregated Regression. Extensive experimental results on images taken from six databases, picturing over 700 different people in over 7,000 images show that LEAR outperforms the current state of the art in terms of accuracy. We have also shown that the point detector performs well in the presence of facial expressions, although a performance drop of 10-30 percent is still observed. While the robustness to facial expressions is currently wholly due to learning the various appearances of facial points caused by expressions and by including faces with expressions in the shape model, we intend to explicitly address the detection of point in the presence of facial expressions in our future work. With regard to addressing arbitrary head-pose, the algorithm presented in its current form can only process near-frontal views. In particular, the experiments show robustness for a range of at least 30 degrees of head pose variation. We believe it can be extended to deal with arbitrary head pose given a modestly accurate pose detector. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
