This article documents differences between the Q-sensitivity of investment of stand-alone firms and unrelated segments of conglomerate firms. Unrelated segments exhibit lower Q-sensitivity of investment than stand-alone firms. This fact is driven by unrelated segments of conglomerate firms that tend to invest less than stand-alone firms in high-Q industries. This finding is robust to matching on industry, year, size, age, and profitability. The differences are more pronounced in conglomerates in which top management has small ownership stakes, suggesting that agency problems explain the investment behavior of conglomerates. (JEL D21, D23, G31)
in 2006 Kerr-McGee spun off its titanium dioxide business to become focused on E&P and was then sold to Anadarko. Was this because Kerr-McGee's diversified structure was inefficient?
This article analyzes the relationship between organizational form and efficiency by comparing the investment behavior of stand-alone businesses to the investment behavior of businesses that function as part of a diversified conglomerate. Williamson (1975) suggests that the internal capital market of diversified firms might allocate capital more efficiently than the external capital market because top management of a diversified firm is better informed about investment opportunities than external investors. Along these lines, Gertner, Scharfstein, and Stein (1994) and Stein (1997) present models that identify circumstances under which internal capital markets lead to more efficient investment decisions. In particular, Stein (1997) argues that managers of stand-alone firms will be reluctant to cut investment when they have no good investment opportunities. An internal capital market comprised of multiple business lines allows managers to redeploy capital from divisions with poor investment opportunities to those with good investment opportunities without compromising the overall capital budget.
There is also a theoretical literature that suggests just the opposite-that internal capital markets function less efficiently than the external capital market. Scharfstein and Stein (2000) argue that when firms are composed of divisions with good and bad investment opportunities, rent-seeking behavior on the part of divisional managers will lead top management to overinvest in the weak division and underinvest in the strong division. Meyer, Milgrom, and Roberts (1992) and Rajan, Servaes, and Zingales (2000) make similar predictions.
Given the competing theories, the answer is ultimately an empirical one. Thus, we compare the investment behavior of stand-alone businesses (such as Anadarko) with comparable business segments of diversified companies (such as Kerr-McGee's E&P business). We start by estimating the responsiveness of capital expenditures to industry investment opportunities, as measured by industry Q. Our basic finding is that the investment of stand-alone businesses is more responsive to industry Q than is the investment of "unrelated" segments of conglomerate firms. This finding is driven mainly by the fact that unrelated segments of conglomerate firms tend to invest less than stand-alone firms in high-Q industries. This fact is robust to careful matching of unrelated segments to stand-alone firms based on size, profitability, and age.
The lower investment of unrelated segments relative to stand-alone firms in high-Q industries could be a symptom of underinvestment by unrelated segments or overinvestment by stand-alone firms. To distinguish between these two interpretations, we examine whether this finding is more pronounced in diversified firms with low management ownership. If it is the unrelated segments that are investing inefficiently, and not the stand-alone firms, we should find more pronounced differences in diversified firms with low management ownership. This is indeed what we find. The finding is in line with the prediction of
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A number of other papers have presented evidence of inefficient internal capital markets. Lamont (1997) shows that when oil prices are high, the non-oil divisions of diversified oil producers seem to invest more than their industry peers. Shin and Stulz (1998) find similar evidence in a broader sample: small divisions of conglomerates invest more when other divisions have high cash flows, but the extent of their investment does not depend on Q. Rajan, Servaes, and Zingales (2000) find that when divisions are in low-Q industries relative to other divisions in a firm, they tend to invest more than their stand-alone counterparts, and they tend to invest less when they are in high-Q industries relative to others in the firm. Billett and Mauer (2003) find that firms that they deem to have more efficient internal capital markets are more highly valued. The results are also related to those of Gertner, Powers, and Scharfstein (2002) , who show that when divisions of diversified conglomerates are spun off, their investment becomes more sensitive to industry Q.
We see three main contributions of our article relative to the existing literature: the measurement of relatedness, our matching procedure, and the identification of the role of management incentives. With respect to relatedness, we are careful to identify segments of diversified firms that are truly unrelated to other segments by using information in the Input-Output Benchmark Surveys of the Bureau of Economic Analysis. The surveys provide data on the flow of goods and services among industries and allow us to identify significant vertical and horizontal industry relationships (Matsusaka 1993; Fan and Lang 2000) . 1 As we argue, it is important to identify segments that are unrelated to others to ensure that there are no transfer pricing and co-investment decisions that introduce more measurement error into the accounting data of diversified segments than those of stand-alone firms.
Our matching procedure is also an improvement over the existing literature, which typically just adds linear industry and profitability controls. Instead, we use matching estimators (as described by Abadie and Imbens 2007) to compare the investment behavior of diversified segments and stand-alone firms that are similar on the basis of size, age, and profitability. The advantage of this nonparametric approach is that unlike parametric approaches, it does not rely heavily on extrapolation-which is problematic when there is imperfect overlap in the covariate distributions of comparison groups, as there is with unrelated segments and stand-alone firms.
Finally, our article appears to be the first to show that there are differences in the functioning of internal capital markets based on management incentives. This finding provides support for the view that the results are not driven by spurious measurement issues but rather are tied to the workings of internal capital markets.
The rest of the article is organized as follows. In the next section, we describe our data sources and relatedness measure. In Section 2, we document the basic finding that stand-alone firms are more responsive to industry Q than are the unrelated segments of conglomerate firms. In Section 3, we show that this basic result is robust to industry, size, and age matching. In Section 4, we show that our findings are more pronounced for conglomerate firms in which management has only a small stake. Section 5 concludes the article.
Data
Our segment-level data come from Compustat segment files covering the period 1979-2006. For each segment, these files provide basic accounting information such as sales, assets, capital expenditures, operating profits, and depreciation along with a pair of Standard Industrial Classification (SIC) codes for the entire panel and a pair of North America Industry Classification System (NAICS) codes starting in 1990 and onward. As is standard practice, we cross-validate observations in the segment files with observations in the annual files and drop observations for which the sum of reported segment sales do not fall within 25% of total firm sales in the annual files. We further drop segments with (i) name "other," (ii) primary SIC code equal to zero, (iii) incomplete accounting data (sales, assets, capital expenditure, depreciation, operating profits), (iv) anomalous accounting data (zero depreciation, capital spending greater than sales or assets, capital spending less than zero), (v) sales less than $20 million in 1982 dollars using the Bureau of Labor Statistics producer price index for finished goods (WPUSOP3000). We also exclude from the analysis segments that operate in regulated industries, specifically Transportation (SIC codes 4000-4799), Telecommunication Service (4800-4899), Utilities (4900-4999), Banking (6000-6199), and Insurance (6300-6499).
To assess the functioning of internal capital markets, we compare unrelated segments of conglomerate firms with stand-alone (single segment) firms. We focus on the unrelated segments of conglomerate firms instead of their related segments for two reasons. First, the theories discussed in the introduction suggest that resource allocation inefficiencies will be greater in diversified firms. Second, from a practical empirical measurement perspective, transfer pricing and asset allocation make it difficult to accurately assign profits and capital to a particular segment. For example, a vertically integrated chemical manufacturer might source inputs for its downstream unit from its upstream unit at below market transfer prices (Eccles 1985) , thus inflating downstream profits and deflating upstream profits relative to stand-alone chemical firms. Or, the upstream unit might add production capacity to meet the specific input needs of the downstream unit, as shown by Mullainathan and Scharfstein (2001) in their study of the chemical industry.
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For the empirical validity of our approach, we need a reliable indicator of whether segments are related. The standard methodology classifies segments as unrelated if they are in different two-digit industries. However, there are many two-digit industries that are clearly related, and there are some three-and fourdigit industries within two-digit industries that are not related. For example, SIC 13, Oil and Gas Extraction, is certainly related to SIC 29, Petroleum Refining and Related Industries. And, although they are both in SIC 28, SIC 281, Industrial Inorganic Chemicals (such as chlorine), is arguably not related to SIC 283, Drugs.
We use an alternative method, which builds on the relatedness measure of Matsusaka (1993) and Fan and Lang (2000) . We first identify vertically related industries using data from the Input-Output Benchmark Surveys of the Bureau of Economic Analysis. Specifically, we assume that two input-output (I-O) industries are vertically related if one of the industries buys more than 10% of its inputs from the other industry or sells more than 10% of its outputs to the other industry (the Appendix provides further details). We then consider each segment within a firm and determine whether it is related to another segment within the firm by way of operating either in vertically related I-O industries or, alternatively, in the same I-O industry. Our unrelated sample consists of segments that we cannot relate to any other segment within the firm after systematically enumerating every possible within-firm pairwise connection. Table 1 provides descriptive statistics on sales, assets, cash flow, capital expenditures, capital expenditures divided by sales, cash flow divided by sales, and lagged industry Q (as a result, our sample effectively starts in 1980). We measure cash flow as operating profits plus depreciation. This measure of cash flow is standard in the literature and does not adjust cash flow for taxes, working capital investments, and other factors because those data are not available. We winsorize the ratio of cash flow to sales at the 1% level in both tails to deal with extreme values. We define industry Q as the median bounded Q of stand-alone firms within the same I-O industry. In calculating stand-alone Q's, we follow the data definition of Kaplan and Zingales (1997) , but bound it above at 10 to reduce the effect of potential measurement error in the book value of assets. Specifically, we compute bounded stand-alone
, where the book value of assets equals Compustat item 6 and the market value of assets equals the book value of assets plus the market value of common equity (item 25 times item 199) less the book value of common equity (item 60) and balance sheet deferred taxes (item 74).
2 Note that this simple market-to-book ratio definition of Q differs from the standard measure of Q in that we do not estimate the replacement cost of fixed assets nor adjust for taxes. Previous studies have shown that these adjustments are not essential (see Perfect and Wiles 1994) . Observations are by segment and year (Compustat segment files, 1980 (Compustat segment files, -2006 . Segment cash flow is defined as segment operating profits plus segment depreciation. Segment sales, assets, capital expenditure, and cash flow are in millions of dollars. Industry definitions follow the Input-Output Benchmark Surveys of the Bureau of Economic Analysis. Industry Q in a given year is the median bounded Q of stand-alone firms in the industry. A segment is defined to be unrelated if it is not related to any other segment of the firm. Two segments are related if they operate in vertically related industries or the same industry. Mean comparison tests between stand-alone firms and unrelated segments are performed without the assumption of equal variance. Asterisks indicate statistical difference at the 10% ( * ), 5% ( * * ), and 1% ( * * * ) levels using a two-tailed test.
As shown in Table 1 , stand-alone firms are smaller than unrelated conglomerate segments on the basis of both sales ($779 million vs. $1150 million) and assets ($773 million vs. $932 million). These differences are statistically significant at the 1% level. Stand-alone firms appear to be less profitable than unrelated segments as measured by the cash flow to sales ratio (12.1% vs. 13.9%). In addition, stand-alone firms appear to operate in industries with better investment opportunities than those of unrelated segments; the median industry Q of stand-alone firms is 1.42 as compared with 1.31 for unrelated segments. The difference is statistically significant at the 1% level. All of these differences exist within the subsample of segments in manufacturing industries (I-O industries 13-64 covering SIC codes 2000-3999).
Panel Analysis
Our main objective in this section is to determine whether there are systematic differences in the investment behavior of stand-alone firms and the unrelated segments of conglomerate firms. For this purpose, we use standard investment regressions and focus on the Q-sensitivity of investment. We estimate variants 586 
The dependent variable cxs i( j)t is the sales-normalized capital spending of segment i (operating in industry j) in year t. a j and b t are industry and year fixed effects, respectively. We follow the industry definitions of the InputOutput Benchmark Surveys. In some specifications, we include segment fixed effects instead of industry fixed effects. The purpose of including industry or segment fixed effects is to address the possibility that time-invariant (perhaps technology-driven) differences in investment levels among industries or segments may explain our results. We include year fixed effects to deal with changing tax regimes and changing state of the business cycle during our sample period.
In addition, U it is an indicator variable equal to one for unrelated segments. We include both the direct and interaction terms of U it . Our key explanatory variable Q j,t−1 , the median bounded Tobin's Q of stand-alone firms in industry j in year t − 1, proxies for investment opportunities. Because our sample provides us with a cross-section of segments facing similar investment opportunities in a given industry j and year t, we compute robust standard errors that allow for correlated error terms at the industry-year level. We also include c f s it , sales-normalized cash flow of segment i in year t. We normalize by segment sales instead of segment assets because firms may have more discretion in allocating assets across their segments than they have in allocating sales. Nevertheless, we obtain qualitatively similar results when we normalize our variables using segment assets instead. Table 2 presents the results of our panel analysis for the full sample (columns 1 and 3) and the restricted sample of manufacturing industries (columns 2 and 4). In column 1, unrelated segments exhibit lower Q-sensitivity of investment than stand-alone firms, as evidenced by a statistically significant negative value of c 2 (−0.017), the coefficient on Q j,t−1 * U it . This result continues to hold (−0.016) for the manufacturing subset in column 2. Moreover, c 0 is positive and statistically significant (0.017 and 0.010 in columns 1 and 2, respectively), indicating that unrelated segments invest more (less) than their stand-alone counterparts in sufficiently low-Q (high-Q) industries. These effects are also economically significant. Based on the estimates in column 1, at the means of all of the explanatory variables including Q j,t−1 at 1.40, unrelated segments are predicted to invest at a lower rate than standalone firms (0.062 vs. 0.072). More interestingly, this difference increases with Q j,t−1 . A one-standard-deviation (0.40) increase in Q j,t−1 to 1.80 increases the investment rate of unrelated segments by 0.003 to 0.065, while it increases the investment of stand-alone firms by 0.010 to 0.082. At this higher level of Q j,t−1 the difference in investment rates is 0.015, while the difference is 0.010 at the mean.
In column 2, which restricts the sample to manufacturing segments, the difference between stand-alone firms and unrelated segments in their Q-sensitivity is much larger in percentage terms. In particular, at the means of all the variables including Q j,t−1 at 1.40, unrelated segments invest at the rate of 0.047, while stand-alone firms invest at the rate of 0.058. At higher levels of Q j,t−1 the difference is even larger-a one-standard-deviation (0.40) increase in Q j,t−1 to 1.80 increases an unrelated segment's investment to 0.050, a modest increase of 0.003, while a stand-alone firm's investment increases by 0.010 to 0.068. At this increased level of Q j,t−1 , the difference of 0.018 is 26% of stand-alone investment.
In the rest of the article, we build on these results to address two further issues. First, we investigate whether the results are robust to matching on observable characteristics such as industry, size, and age. Second, we test whether agencybased theories such as that of Scharfstein and Stein (2000) can explain the observed low Q-sensitivity of investment of conglomerate firms. 
Matching Analysis
We know from Table 1 that the unrelated segments of conglomerate firms are on average larger than stand-alone firms. It is possible that larger segments exhibit lower Q-sensitivity of investment because they face larger technological adjustment costs for some reason. If this is the case, it would be a mistake to attribute differences in the Q-sensitivity of investment to a shortcoming of internal capital markets. Moreover, there may be differences in Q-sensitivities across industries (perhaps because of differences in adjustment costs or in the importance of physical capital). If unrelated segments are more prone to operate in industries with low Q-sensitivity of investment, it would be wrong to attribute our findings to the effects of internal capital markets. Similarly, there may be differences between young and old firms.
To address these problems, we form matched samples of unrelated segments and stand-alone firms based on observable characteristics such as industry, year, age, and size that are a priori important determinants of investment. These matched samples allow us to difference out a broad class of level and slope effects that might be driving our results.
To see the general form of confounding effects that our matching approach allows us to control, suppose that investments by unrelated segments and standalone firms are driven by the following two equations:
Taking the difference of matched pairs removes the potentially confounding effects of b jt (observable) and c jt (observable), whose functional forms are generally unknown and therefore difficult if not impossible to control directly. For example, if age and industry are the observable variables, the matching procedure will eliminate their effect on the intercept and slope terms, b jt and c jt :
In Table 3 , we run this differenced specification for matched samples of unrelated segments and stand-alone firms formed on the basis of industry, year, size, and age. Matching is always exact for industry and year, and without replacement. When matching on the basis of size, we require that matched segments have sales within 10% of each other. When matching on the basis of age, we require that matched segments be in the same age category where the three broad age categories are 1-5 years, 6-10 years, and 10+ years. We , 1980-2006) . In column 1, unrelated segments are matched with stand-alone firms based on industry and year. In column 2, unrelated segments are matched with stand-alone firms based on industry, year, and sales. In column 3, unrelated segments are matched with stand-alone firms based on industry, year, age, and sales. Age categories are 1-5, 6-10, and 10+ years. Size matching threshold is ±10% of sales. Repeat matches are not allowed. Dependent variable is the difference in the capital spending over sales ratio of the matched pair, unrelated segment minus stand-alone firm. Industry Q in a given year is the median bounded Q of stand-alone firms in the industry. Panel B restricts the sample to manufacturing industries. Panels C and D repeat the analysis in Panels A and B, respectively, with a relatedness threshold of 5% instead of 10%. Heteroskedasticity-robust standard errors are in brackets. Standard errors are corrected for clustering at the industry-year level. Asterisks indicate significance at the 10% ( * ), 5% ( * * ), and 1% ( * * * ) levels.
use three age categories due to sample size considerations. Using different size criteria to match segments (for example, assets rather than sales, matching threshold as small as 5% or as large as 20%) results in qualitatively similar results. In column 1 of Panel A, where matching is performed on the basis of industry and year, we find a coefficient on Q j,t−1 of −0.022, indicating that 590
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at Harvard University on August 4, 2010 http://rfs.oxfordjournals.org Downloaded from unrelated segments exhibit lower Q-sensitivity of investment than stand-alone firms. Also, the intercept is positive (0.021) and statistically significant, indicating as before that unrelated segments invest more (less) than their matched stand-alone counterparts in sufficiently low-Q (high-Q) industries. Column 2 reports results where we further match on the basis of size. 4 Both the coefficient on Q j,t−1 (−0.019) and the intercept (0.021) are statistically significant. Finally, in column 3, we match on the basis of industry, year, age, and size. Both the coefficient on Q j,t−1 (−0.012) and the intercept (0.014) are statistically significant. Restricting the sample to manufacturing industries in Panel B also yields similar results. Overall, the matching analysis confirms that our basic results are robust to heterogeneity in observable characteristics such as industry, size, or age. 5 In addition, we investigate the robustness of our relatedness methodology by lowering the 10% cutoff used to determine relatedness to 5%. This reduces the sample of unrelated segments by about three-fourths but yields similar results, which are reported in Panels C and D.
Recent work by Abadie and Imbens (2006) , however, shows that commonly used matching procedures like ours may entail a bias term that converges at a rate slower than N 1/2 . Abadie and Imbens (2007) propose a matching estimator to correct this bias, while taking account of inexact matching. We use this estimator to investigate the robustness of our results. In particular, we estimate average treatment effects, which in our context measure differences in capital spending between unrelated segments and observationally similar stand-alone firms.
Based on our prior results, we expect the average treatment effect to be positive in low-Q industries (where unrelated segments invest more than their stand-alone counterparts) and negative in high-Q industries (where unrelated segments invest less than their stand-alone counterparts). To accommodate this relation, we form two subsamples of segments with industry Q below and above the sample median industry Q in each year and estimate an average treatment effect for each subsample. We require matches to four other standalone firms in the sample because Abadie and Imbens (2007) find four matches to perform well in terms of mean-squared error in their simulations. We require an exact match on industry and year but allow for inexact matches on other attributes-namely, sales, age, and profitability (cash flow over sales ratio). The results in this analysis are reported in two panels of Table 4 . Panel A reports results based on the whole sample, whereas Panel B restricts the sample to manufacturing industries. In both panels, as predicted, we consistently find that unrelated segments in high-Q industries invest less than matched stand-alone firms-the estimates range from −0.0097 to −0.0031 depending on which set of matching variables is used and are always significant at conventional levels. In low-Q industries, we find somewhat mixed and usually insignificant treatment effects. This is not surprising in light of the fact that unrelated segments invest more than stand-alone firms only in very low-Q industries, well below the median of roughly 1.40. Indeed, when we define low-Q industries as those in the bottom quartile, we find consistently positive treatment effects (results not in table). Regardless, the difference in average treatment effects between high-Q and low-Q industries is always negative (ranging from −0.0063 to −0.0050) and statistically significant, as shown in the third column of Table 4 . This is consistent with our core finding that unrelated segments are more prone to invest less than stand-alone firms in high-Q than in low-Q industries.
Evidence of Agency
In this section, we explore whether agency problems could explain the differences in the investment behavior of conglomerates and stand-alone firms. Our tests are motivated by the multi-tier agency model of Scharfstein and Stein (2000) , which predicts that conglomerate firms will invest less than stand-alone
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Using our previously matched samples of unrelated segments and standalone firms, we estimate variants of the following specification:
where cxs i( j)t is the difference between the sales-normalized capital spending of unrelated segment i (operating in industry j) in year t and that of its matched stand-alone counterpart, Q j,t−1 is the median bounded Tobin's Q of standalone firms in industry j in year t − 1, MO it is management ownership by top officers of the conglomerate firm that owns unrelated segment i, and c f s i( j)t is the difference between the sales-normalized cash flow of unrelated segment i in year t and that of its matched stand-alone counterpart. As before, our differencing approach removes potentially confounding level and slope effects.
Columns 1-3 of Table 5 report results for the industry-year-, industryyear-size-, and industry-year-age-size-matched samples, respectively. Panel A uses the whole sample, whereas Panel B restricts the analysis to manufacturing industries. Overall, the results lend strong support to agency-based explanations for the observed investment behavior of conglomerate firms in their unrelated segments. Consistent with our earlier findings, the unrelated segments of conglomerate firms exhibit lower Q-sensitivity of investment than stand-alone firms, as evidenced by statistically significant negative coefficients on Q j,t−1 . The statistically significant positive intercept terms indicate that unrelated segments in sufficiently low-Q (high-Q) industries invest more (less) than stand-alone firms. More important, Table 5 demonstrates that, consistent with the agency view, unrelated segments of conglomerate firms with high management ownership appear to suffer less from this allocative inefficiency, as evidenced by statistically significant positive coefficients on the interaction term Q j,t−1 * MO it and negative coefficients on MO it . The only exception is column 2 in Panel B, where the coefficients of interest have the predicted signs but lack statistical significance.
The coefficient estimates in Panel A, however, imply unrealistically high levels of management ownership at which a conglomerate firm would have the same Q-sensitivity of investment and roughly the same level of investment as a stand-alone firm. For example, in Panel A, column 3, management ownership as high as 16.5% (about the 85th percentile in the distribution of management ownership) would erase the negative coefficient on Q j,t−1 (−0.040) given , 1980-2006) . The matching procedure is described in the positive coefficient on the interaction term Q j,t−1 * MO it (0.243) and at the same time almost offset the level effect in the intercept (0.059) given the negative coefficient on MO it (−0.349) . By comparison, the results in Panel B for manufacturing industries indicate that lower levels of management ownership (about 7.9% in column 3-about the 75th percentile in the distribution of management ownership) would achieve similar effects. Finally, we check the robustness of our results about managerial ownership using the bias-corrected matching estimator of Abadie and Imbens (2007) . The same rationale for estimating average treatment effects separately for low-Q and high-Q industries applies here as well. In addition, because our results suggest that the treatment effect is different depending on the level of managerial ownership, we estimate average treatment effects separately for low-and highmanagerial ownership subsamples comprising observations with managerial ownership below and above the sample median in each year. As before, we require four exact matches on industry and year. In addition, we add managerial ownership to the set of continuously matched covariates-namely, sales, age, and profitability (cash flow over sales ratio)-to address a potential concern that managerial ownership may proxy for unobserved firm characteristics that change the Q-sensitivity of investment (rather than treatment). Table 6 presents our results in two panels. Panel A uses the whole sample, and Panel B restricts the sample to manufacturing industries. In both panels, we continue to find that unrelated segments in high-Q industries invest less (−0.0085 in Panel A and −0.0159 in Panel B) than matched stand-alone firms. This is similar to Table 4 except that managerial ownership is added to the set of continuously matched covariates. Consistent with the agency explanation, the effect appears to be strong especially when managerial ownership is low (−0.0130 in Panel A and −0.0221 in Panel B) and disappears when managerial ownership is high. We find some evidence that unrelated segments in low-Q industries invest more than matched stand-alone firms when not conditioning on managerial ownership (statistically significant in Panel A, but not in Panel B). Strikingly, the results strengthen when managerial ownership is low (0.0222 in Panel A and 0.0090 in Panel B, both significant at conventional levels) and disappear when managerial ownership is high. Also, the difference between high-Q and low-Q industries is always significantly negative when not condi- In interpreting these results, it is important to keep in mind that we do not have exogenous variation in managerial ownership. It is possible that managerial ownership proxies for another factor that affects investment. One concern is that an unrelated segment of a high-managerial ownership firm may be large relative to the overall firm. In this case, there would be less scope for cross-subsidization in an internal capital market. As a result, the investment of unrelated segments of high-managerial ownership firms would appear to be more similar to standalone firms. However, we find that unrelated segments of high-managerial ownership firms account for 38% of firm sales, while unrelated segments of low-managerial ownership firms account for 35% of firm sales. The difference is small and therefore unlikely to explain our findings. Of course, it is possible that managerial ownership proxies for other factors that are themselves related to the difference in the investment of unrelated segments and stand-alone firms (after matching on size, age, industry, and profitability), but it is not apparent to us what these factors might be.
Conclusion
This article presents evidence of inefficiencies in internal capital markets. The investment of stand-alone firms is more sensitive to industry Q than the investment of unrelated segments of conglomerate firms. In addition, the unrelated segments of conglomerate firms tend to invest less than stand-alone firms in high-Q industries, and more than stand-alone firms in low-Q industries. These findings are robust to industry, size, and age matching. In addition, these findings are more pronounced in conglomerate firms in which managers have small ownership stakes, suggesting that the inefficient investment behavior of conglomerate firms is, at least in part, due to agency problems at the top of conglomerates.
There are a number of directions in which one can take the research question of this article. First, our findings point to inefficiencies in corporate resource allocation, but they do not provide nearly the full account that one would like. For example, our findings are consistent with there being agency problems among top managers. But theoretically, this is not sufficient to generate inefficient resource allocation. A good example of this is Stein (1997) . In his model, external capital markets ration resources to a CEO who is prone to overinvest. But because the CEO prefers managing a more profitable empire over a less profitable empire, resources flow from divisions with poor investment opportunities to divisions with good investment opportunities.
Stein's model is a useful benchmark in that it shows that agency problems lower down in the organization are necessary to generate inefficient resource allocation. Thus, one would like to know more about the nature of the agency problem lower down in the organization as well as the kinds of organizational processes and structure that firms use to mitigate agency problems within. Manager promotion and rotation policies across divisions may be one way to 596 (Xuan 2006) , as would more high-powered incentives for divisional managers (Palia and Ye 2003) . The formal and informal rules companies use to make capital allocation decisions are also likely to have an important impact on investment behavior (Bower 1970; Ozbas 2005; Stein 2002 ).
Second, our focus here has been on analyzing the effect of internal capital markets on capital investment. Yet, there are many other types of investments that firms undertake, such as research and development, marketing, and certain pricing policies. Analyzing these decisions in the context of internal capital allocation is also an important avenue for future research.
Finally, papers such as Berger et al. (2005) , Guedj and Scharfstein (2005) , Khanna and Tice (2001) , and Mullainathan and Scharfstein (2001) have shown the benefit of analyzing rich industry-specific data sets and also of having a specific industry context in which to interpret the results. More industry-focused work along these lines would be useful in identifying the costs and benefits of internal capital markets.
Appendix: Relatedness Measure
The standard two-digit SIC approach is somewhat limited when it comes to identifying vertical relationships because the SIC numbering system is organized horizontally. For example, drilling oil wells and other exploration services have the same two-digit SIC code, but the next vertical stage of petroleum refining does not. To establish vertical relationships that the two-digit SIC approach seems to miss, we use the Input-Output Benchmark Surveys conducted by the Bureau of Economic Analysis.
The Use Table of the Input-Output Benchmark Surveys is our main data source for identifying significant vertical relationships that are not captured by the two-digit SIC approach. Essentially, the Use Table is a matrix that contains the dollar value of commodity flows measured in producers' prices between what are called the Input-Output Accounts of the US economy. These I-O accounts are defined by the survey and represent industries that are significant enough to be classified as a separate account. While the number and definition of I-O accounts change from survey to survey, a table that lists I-O account numbers, titles, and associated SIC or NAICS codes is provided in each survey.
We identify significant vertical relationships first by looking at the Use Table from the perspective of a purchasing industry. We calculate use coefficients by dividing the purchases of an industry by its total purchases and keep the I-O pairs with use coefficients above 10%, which is the cutoff used by Matsusaka (1993) . We then look at the Use Table from the perspective of a selling industry. Similar to use coefficients, we calculate make coefficients by dividing the sales of an industry by its total sales and keep the I-O pairs with make coefficients above 10%.
The Bureau of Economic Analysis publishes a new Input-Output Benchmark Survey roughly once every five years to coincide with the Economic Census conducted by the US Census Bureau, and we draw on six different surveys (2002, 1997, 1992, 1987, 1982, and 1977 ) on a rolling basis to identify vertical relationships. We adopt this approach primarily to improve measurement accuracy because each survey provides a historical snapshot and thus may be inadequate for describing the structure of the US economy for our entire sample period from 1979 to 2006. We use data from a given survey until a new snapshot is provided by the following survey. Specifically, we rely on 1977 data between 1977 and 1981, 1982 data between 1982 and 1986 , and so on.
When calculating use and make coefficients, we exclude I-O accounts greater than 77 (1992, 1987, 1982, 1977) or labeled S (2002, 1997) . These are mainly government accounts without an associated SIC or NAICS code. Also excluded are accounts that are related to inventory adjustments, employee compensation, and industry value-added. These accounts have nothing to do with the vertical relationships we are trying to identify. Including them would introduce an unnecessary source of measurement error.
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