Abstract: Sustainable urban development is a focus of regional policy makers; therefore, how to measure and understand urban growth is an important research topic. This paper quantified the amount of urban growth on land use maps that were derived from multi-temporal Landsat images of Jiaxing City as a rapidly-growing city in Zhejiang Province from 2000-2015. Furthermore, a new approach coupled the heuristic bat algorithm (BA) and deep belief network (DBN) with the cellular automata (CA) model (DBN-CA), which was developed to simulate the urban expansion in 2015 and forecast the distribution of urban areas of Jiaxing City in 2024. The BA was proposed to obtain the best structure of the DBN, while the optimized DBN model considered the nonlinear spatial-temporal relationship of driving forces in urban expansion. Comparisons between the DBN-CA and the conventional artificial neural network-based CA (ANN-CA) model were also performed. This study demonstrates that the proposed model is more stable and accurate than the ANN-CA model, since the minimum and maximum values of the kappa coefficient of the DBN-CA were 77.109% and 78.366%, while the ANN-CA's values were 63.460% and 76.151% over the 200 experiments, respectively. Therefore, the DBN-CA model is a potentially effective new approach to survey land use change and urban expansion and allows sustainability research to study the health of urban growth trends.
Introduction
A scientific understanding of land use change and urban expansion is required for policy makers to strategize and facilitate sustainable urbanization development. Land use change is influenced by the interaction of many driving forces, including demographic change, socio-economic development, natural factors, human behavior and government policies [1, 2] . In this context, urban growth simulations have made an indispensably significant contribution towards facilitating sustainable development by urban planners, decision makers, economists and ecologists. Over the past several decades, a great deal of literature has focused on realizing the interactions between land use change and its driving forces using land use models. These include statistical approaches [3, 4] , system dynamics models [5] , conceptual models [6] , Markov chain [7, 8] , agent-based models [9] , cellular automata (CA) approaches and the integration of these methods [10, 11] .
CA models simulate and predict a spatial-temporal and nonlinear dynamic system by defining simple local transition rules. The CA models have been shown to be powerful and popular land use change simulation tools [12, 13] . The CA model was first applied to simulate and explore urban growth in Detroit (Tobler 1970) [14] . Since then, CA models have been widely utilized in research on land use by Yang (2010) [49] is proposed to obtain the best structure of the DBN, and the DBN training is used to achieve the best transition rules of non-urban change. The DBN-CA model involving data processing, DBN calibration, model validation and prediction is tested using a case study of urban growth for Jiaxing City, Zhejiang Province, China, in 2000, 2008, 2015 and 2024 . We compare it to the ANN-based CA (ANN-CA) and demonstrate the effective simulation ability of the DBN-CA for the study area.
This paper is organized into five sections. The next section gives an introduction to the CA framework, the BA and DBN models and the framework of DBN-CA. Section 3 describes the study area and data. Section 4 describes the model implementation and discusses the results. Finally, Section 5 gives the major conclusions.
Methods

CA for Urban Growth Model
The history of the CA dates back to Von Neumann and Stanislaw Ulam's study on the theory of self-reproducing automata in the 1940s [50] . A conventional CA consists of a dynamic discrete cell space, cell state, neighborhoods and transition rules. The future state of a cell is defined by a series of transition rules, which consider the cell's initial state, neighborhoods and other driving forces. It can be formulated as follows: 
where State t+1 ij is the state (urban/non-urban) of cell ij at time t + 1. p threshold is the threshold value generally predefined in the range of [0,1] [18] . By adjusting the threshold at each iteration, we can gradually approximate the total amount of non-urban land conversion demand during the simulation period. If p t ij > p threshold , the non-urban at time t changes to urban at time t + 1. Otherwise, the non-urban remains unchanged. The p t ij is related to all kinds of variables as shown in Equation (1) . Global t ij represents global driving factors, such as socio-economic development and natural environmental conditions, including distance variables, elevation, population and GDP. Constraint t ij is the constraint conditions for land use change, such as the ecological zone and farmland zone. Here, we set the water as constraint data. Neighbour t ij is the neighboring cells of cell ij defined as an extended Moore neighborhood as follows: 
where N t i , N t j are the coordinates of the neighboring cells at time t. N t j , N t j indicates the coordinates of the current cell. Num is the number of neighboring cells, and r represents the radius of the neighborhood.
f is the transition function that finds the best combination of transition rules, while the models of DBN and ANN are developed in this study.
Deep Belief Network
Hinton (2006) [35] first proposed the deep belief network (DBN). DBN is a generative model that contains multiple hidden layers. A classical DBN model is composed of several restricted Boltzmann machines (RBMs), which are used for pre-training, and a conventional back propagation (BP) network for fine-tuning. An example of a DBN architecture is shown in Figure 1 . An RBM is an undirected probabilistic graphical model that consists of a layer of visible units ( ) and a single layer of hidden units (ℎ). There are no internal connections among units of the visible layer or among those of the hidden layer, while the visible units and hidden units are fully connected (Hinton, 2010 ). An RBM's architecture is given in Figure 2 . When given the visible units = ( 1 , 2 , … … , ) and the hidden units ℎ = (ℎ 1 , ℎ, … … , ℎ ) , the energy function ( , ℎ) is defined as:
where is the connection weight between visible unit i and the hidden unit j, is the bias of visible unit i and is the bias of hidden unit j. Then, we get the joint probability distribution based on the specified energy function as follows:
is the partition function. Since there are no connections within the same layer, the activation probability of hidden unit j is shown in Equation (3) when given the visible units :
Since an RBM is symmetrical, given the hidden units ℎ, the activation probability of visible unit i is:
where
is the activation function.
The objective of the RBM is to find the best parameters = { , , ℎ, , } using the stochastic gradient ascent. Hinton (2002) [51] developed a fast learning algorithm for the RBM called contrastive divergence (CD). An RBM can be trained as follows. First, initialize the visible units' states as the training data and the parameters including the number of hidden units, learning rate and the training period. Second, calculate the binary state of each hidden unit using Equation (5) . Third, given the binary state of each hidden unit, calculate the probability of each visible unit using Equation (6) . Then, a "reconstruction" is produced, reconErr = reconErr + || -||, which An RBM is an undirected probabilistic graphical model that consists of a layer of visible units (v) and a single layer of hidden units (h). There are no internal connections among units of the visible layer or among those of the hidden layer, while the visible units and hidden units are fully connected (Hinton, 2010 ). An RBM's architecture is given in Figure 2 . When given the visible units v = (v 1 , v 2 , . . . . . . , v m ) and the hidden units h = (h 1 , h, . . . . . . , h n ), the energy function E(v, h) is defined as:
where w ij is the connection weight between visible unit i and the hidden unit j, b i is the bias of visible unit i and c j is the bias of hidden unit j. Then, we get the joint probability distribution based on the specified energy function as follows:
where Z = ∑ v,h e −E(v,h) is the partition function. Since there are no connections within the same layer, the activation probability of hidden unit j is shown in Equation (3) when given the visible units v:
Since an RBM is symmetrical, given the hidden units h, the activation probability of visible unit i is:
is the activation function. The objective of the RBM is to find the best parameters θ = {w, v, h, b, c} using the stochastic gradient ascent. Hinton (2002) [51] developed a fast learning algorithm for the RBM called contrastive divergence (CD). An RBM can be trained as follows. First, initialize the visible units' states as the training data and the parameters including the number of hidden units, learning rate α and the training period. Second, calculate the binary state of each hidden unit using Equation (5) . Third, given the Sustainability 2017, 9, 1786 5 of 19 binary state of each hidden unit, calculate the probability of each visible unit using Equation (6) . Then, a "reconstruction" is produced, reconErr = reconErr + ||v − v t ||, which represents the difference between the input data and the modeling data. Finally, output the connection weight w and bias b, c. The change in {w, b, c} is given by:
where v i h j data is the expectation of the observed data and v i h j model is the expectation of the modeled data.
According to the principle of minimum energy for the DBN architecture, the input of the next RBM is the output probability and states of the previous RBM. The fine-tuning procedure is that the conventional BP network received the output of the final RBM and took it as the input data for the supervised training. The RBM is used to optimize the initial weights and bias of the BP network, so the local optimum of BP can be effectively avoided. represents the difference between the input data and the modeling data. Finally, output the connection weight and bias , . The change in { , , } is given by:
where < ℎ > is the expectation of the observed data and < ℎ > is the expectation of the modeled data.
According to the principle of minimum energy for the DBN architecture, the input of the next RBM is the output probability and states of the previous RBM. The fine-tuning procedure is that the conventional BP network received the output of the final RBM and took it as the input data for the supervised training. The RBM is used to optimize the initial weights and bias of the BP network, so the local optimum of BP can be effectively avoided. 
Bat Algorithm for DBN
The bat algorithm (BA), developed by Yang (2010) , is a heuristic algorithm. It was inspired by the echolocation behavior of bats and has been proven to have better performance than the genetic algorithm (GA) and particle swarm optimization (PSO) in obtaining globally-optimal solutions [49] . Additionally, it is still difficult to automate DBN parameters' optimization, including the number of hidden units, learning rate, etc. The performance of the model is based on the suitability of these parameters. Therefore, we use the BA to obtain the optimal parameters of DBN.
In this paper, we set the RBM layer number to two and use the BA to obtain the optimized DBN parameters, including the number of hidden units (nHids), learning rate (α), sparsity and the dropout of each RBM layer. The objective function obtains the minimal error on the training data. The pseudocode of a conventional BA for DBN using MATLAB (MathWorks, Natick, MA, USA) is described as Algorithm 1: 
In this paper, we set the RBM layer number to two and use the BA to obtain the optimized DBN parameters, including the number of hidden units (nHids), learning rate (α), sparsity and the dropout of each RBM layer. The objective function obtains the minimal error on the training data. The pseudocode of a conventional BA for DBN using MATLAB (MathWorks, Natick, MA, USA) is described as Algorithm 1: A, Amax, Amin: loudness, the maximal and minimal loudness Q, Qmax, Qmin: frequency, the maximal and minimal frequency r: pulse rate Fitness: the prediction error on training data of all bats for t = 1: Step 1: Data processing: Collect all useful spatial data combined with GIS and remote sensing. Then, make the spatial references, resampling and normalization for all data uniform. Obtain the training and testing data using the stratified sampling method.
Step 2: DBN training: Get the optimal parameters using BA on the current training data and the best DBN structure using pre-training and BP fine-tuning.
Step 3: Simulation and validation: Simulate the urban expansion using the optimum DBN structure obtained in Step 2. The result is compared with the observed data to determine the simulation accuracy.
Step 4: Prediction: Predict the trend of urban expansion using the DBN structure obtained in Step 2 and the iteration obtained in Step 3.
The DBN-CA model will be described in detail in Section 4.1. 
Case Study
Study Area
Jiaxing, located in the northeast of Zhejiang Province and in the heart of the Hangzhou-Jiaxing-Huzhou Plain, is one of the most important cities in the Yangtze River delta. Jiaxing City contains the Xiuzhou and Nanhu districts and covers approximately 986.87 km 2 ( Figure 4 ). We chose Jiaxing City because it has experienced a period of rapid economic growth since 2000. As the regional political, economic and cultural center of Jiaxing, the city zone's population is larger than those of other counties. The urban population has grown rapidly. From 2000-2014, the non-agricultural population of the study area grew from 284,700-459,000. Furthermore, the area is experiencing rapid urbanization. The urbanization in the city zone reached 67.7% in 2013, compared with 51.2% in 2000, an increase of 16.5% over that 13-year period. In conclusion, rapid population growth and urbanization directly led to dramatic urban area expansion and land use structural change in Jiaxing City. 
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Data Collection
Studies have shown that some distance-based variables (e.g., distance to roads, railways, the city center, the town center, etc.), the number of neighborhoods and topographical variables are closely related to urban growth and can be used for simulations [20, 24, 28, 46, 52] . For example, a non-urban cell is more likely to develop into an urban cell when it is located along major transportation routes, is close to the city center or downtown, or is adjacent to the urban areas [18] . In this paper, to build the ANN-CA and DBN-CA, a series of datasets was developed that include land use data, topographic maps, zoning suitability data and transportation networks ( Table 1 , Figures 5 and 6 ). 
Studies have shown that some distance-based variables (e.g., distance to roads, railways, the city center, the town center, etc.), the number of neighborhoods and topographical variables are closely related to urban growth and can be used for simulations [20, 24, 28, 46, 52] . For example, a non-urban cell is more likely to develop into an urban cell when it is located along major transportation routes, is close to the city center or downtown, or is adjacent to the urban areas [18] . In this paper, to build the ANN-CA and DBN-CA, a series of datasets was developed that include land use data, topographic maps, zoning suitability data and transportation networks (Table 1 , Figures 5 and 6 ). , which were downloaded from the United States Geological Survey (USGS). To perform the supervised classification, we employed a decision tree classification method in conjunction with visual interpretation based on ENVI software (Exelis VIS, Blouder, CO, USA). We collected 500 validation samples from each classified image using stratified random sampling and visual interpretation based on the Landsat data and Google Earth maps from 2015. The datasets were classified into three types, including non-urban, water and urban (since there is no forest land in Jiaxing City). Accuracy assessment by means of calculating the overall accuracy (OA) statistic for classifications was used to ensure the accuracy of the maps for 2000, 2008 and 2015, with OA values of 88%, 87% and91%, respectively.
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Diswater
Euclidean distance from the cell to the nearest river calculated from land use maps in 2000, 2008 and 2015 Disrailway
Euclidean distance from the cell to the nearest railway Disroad Euclidean distance from the cell to the nearest road in 2008 and 2016 Distown Euclidean distance from the cell to the nearest town center Discounty Euclidean distance from the cell to the nearest county center Non-urban neighborhoods 
Natural Environmental Conditions
The second dataset is the topographic data, including the digital elevation model (DEM) and slope. DEM was derived from ASTER GDEM data, and the slope map was calculated from DEM using the ArcGIS (ESRI, Redlands, United States) tool.
Distance Variables
The distance variables obtained by the Euclidean distance tool of ArcGIS are the third dataset. These variables include the distance to the nearest railway, distance to the nearest water and distance to the nearest road. The railway and road data for 2016 were vectorized from the 2016 Google Earth map, and the transportation network maps for 2008 were modified according to the Landsat TM in 2008. Distance to the nearest town center and county center were selected as the other two distance variables. 
Neighborhood Variables
The neighborhood variables include both non-urban and urban neighborhoods. As 3 × 3, 5 × 5 and 7 × 7 windows have been generally used [18, 23] , we performed an experiment in which we found that the 7 × 7 window performed slightly better than the 3 × 3 or the 5 × 5 window. Therefore, in this paper, a three-cell radius of neighborhood data, namely the 7 × 7 window of the extended 
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Neighborhood Variables
The neighborhood variables include both non-urban and urban neighborhoods. As 3 × 3, 5 × 5 and 7 × 7 windows have been generally used [18, 23] , we performed an experiment in which we found that the 7 × 7 window performed slightly better than the 3 × 3 or the 5 × 5 window. Therefore, in this paper, a three-cell radius of neighborhood data, namely the 7 × 7 window of the extended Moore neighborhood, was selected.
Zoning Suitability Data
The development zoning suitability data were obtained from 2006-2020 land use planning maps from the Bureau of Land Resource of Jiaxing and the high quality prime farmland data were obtained from the Office of Land and Resources of Zhejiang Province. The land use planning data were split into two classes corresponding to built-up and non-built-up areas. According to the principle of arable land protection in China, high quality prime farmland is less likely to be transformed into built-up areas. Therefore, we divided all of the data, comprising the high quality prime farmland data in 2009 and 2015 and the land use planning data, into the following four categories:
(1) Category 1 comprised the built-up areas from land planning data and that are not high quality prime farmland; (2) Category 2 comprised the built-up areas in land planning data and that are high quality prime farmland; (3) Category 3 comprised the non-built-up areas in land planning data, but that are high quality prime farmland; (4) Category 4 comprised the non-built-up areas in land planning data and that are not high quality prime farmland.
All of the variables were constant except the neighborhood variables, which were updated after each iteration. All data were resampled and rasterized at a spatial resolution of 30 × 30 m with the WGS_84_UTM_Zone_50N coordination.
Implementation, Results and Discussion
Model Implementation
The ANN-CA and DBN-CA models were developed to simulate the urban growth of Jiaxing City based on the land use data from 2000, 2008 and 2015 along with other global driving forces, including topographic, zoning suitability, distance and neighborhood data. The difference between these two models is that the DBN-CA uses the DBN model to obtain the optimized transition rules, while the ANN-CA uses the ANN model. We describe only the DBN as follows.
As shown in Figure 7 , the initial year was 2000. Five thousand cells from 2000-2008 were selected by a stratified sampling method to serve as training data, while the ratio of developed/undeveloped cells in this sample was 2-3. Spatial variables including DEM, slope, Diswater, Disrailway, Disroad, Distown, Discounty, non-urban neighborhoods, urban neighborhoods and zoning suitability data were all used in the training, validation and prediction phases. Furthermore, the 2008-2015 validation process was used as an accuracy test, in which the majority of variables were calculated from the 2008 land use map and some from 2009; while in the 2015-2024 prediction phase, the 2015 land use map was considered as the fundamental image, in which zoning data were from 2015.
The architecture of the DBN-CA model is shown in Figure 3 . First, the experimental data were converted to the same spatial reference (WGS_84_UTM_Zone_50N coordinate) and the same resolution (30 × 30 m). We performed experiments based on the DBN-CA model using the linear (Equation (7)) and the sigmoidal (Equation (8)) normalization methods, which normalized the data into [0,1] respectively:
where x min is the minimum and x max is the maximum value of each variable. There were a total of 1,098,913 cells in the whole study area.
The simulation results of the experiments demonstrated that the linear normalization method is better than that of the sigmoidal normalization, since the linear normalization with a 78.366% kappa coefficient performs better than the sigmoidal one (with a 76.640% kappa coefficient). Therefore, the linear normalization method that is also commonly used in the literature [48, 53] was adopted in this paper.
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The simulation results of the experiments demonstrated that the linear normalization method is better than that of the sigmoidal normalization, since the linear normalization with a 78.366% kappa coefficient performs better than the sigmoidal one (with a 76.640% kappa coefficient). Therefore, the linear normalization method that is also commonly used in the literature [48, 53] was adopted in this paper. The second phase is DBN training, which aims to find the best DBN structure using the linear normalized training data. In this paper, we only discuss two RBM layers of DBN pre-training. The bat algorithm was performed to find the best architecture of DBN with training data. To implement The second phase is DBN training, which aims to find the best DBN structure using the linear normalized training data. In this paper, we only discuss two RBM layers of DBN pre-training. The bat algorithm was performed to find the best architecture of DBN with training data. To implement the bat algorithm, we randomly initialized 40 bats (40 groups of RBM parameters, including the number of hidden units, learning rate, sparsity and dropout). The maximal and minimal pulse rates, loudness and frequency are 1 and 0, 2 and 1, 1.5 and 0, respectively. In addition, the fitness function (Equation (9)) can be calculated as the accumulated errors between the simulated probability and the observations of training data by DBN. The process was stopped when it reached 200 iterations.
where m × n is the number of training data, p ij is 1 if the predicted probability by DBN is larger than the threshold, otherwise it is 0. y ij is the observation of the current cell. Otherwise, the learning rate of the fine-tuning phase was 0.01.
According to the above model parameters, we got the best fitness value of 1035 at the 55th iteration ( Figure 8 ). The numbers of hidden units for the two RBM layers were 12 and 15; the learning rates were 0.016 and 0.069; and the sparsity and dropout were 0.0053 and 0.0016, respectively. Then, the DBN training module was used to obtain the optimum weights and bias of the CA parameters using RBM pre-training and BP fine-tuning. The DBN contains ten inputs (i.e., global variables and neighborhood variables mentioned before) and one output (one or zero, corresponding to non-urban developed into urban and non-urban undeveloped, respectively). The parameters of DBN were discussed in the BA module, and the number of iterations of each RBM was 50. The loop termination criterion considered both the maximum number of iterations and the accuracy of the model.
According to the above model parameters, we got the best fitness value of 1035 at the 55th iteration (Figure 8 ). The numbers of hidden units for the two RBM layers were 12 and 15; the learning rates were 0.016 and 0.069; and the sparsity and dropout were 0.0053 and 0.0016, respectively. Then, the DBN training module was used to obtain the optimum weights and bias of the CA parameters using RBM pre-training and BP fine-tuning. The DBN contains ten inputs (i.e., global variables and neighborhood variables mentioned before) and one output (one or zero, corresponding to non-urban developed into urban and non-urban undeveloped, respectively). The parameters of DBN were discussed in the BA module, and the number of iterations of each RBM was 50. The loop termination criterion considered both the maximum number of iterations and the accuracy of the model. Third, the simulation and validation module was designed to obtain the transition probability matrix by predicting the testing data using the trained DBN, which was given in the DBN training module. In this research, we set the initial threshold ℎ ℎ at 0.8. The CA transition rules were defined as follows. First, the transition probability matrix was traversed to estimate if the transition probability is bigger than ℎ ℎ and if the land use type changed from non-urban to urban in current cell ij. If it did not, it remained non-urban. Second, the neighborhood data were updated after each iteration, and the threshold was decreased by 0.002 if the total number of cells in the urban growth number was less than 100. The loop was repeated until the number of simulated urban units was almost identical to the observed data. Finally, a cell-by-cell comparison method was used to obtain the confusion matrix and kappa coefficient between the simulated map and the observed map, which was built to evaluate the result. In this paper, while calculating the kappa coefficient and confusion matrix, water was incorporated into the non-urban category. Third, the simulation and validation module was designed to obtain the transition probability matrix by predicting the testing data using the trained DBN, which was given in the DBN training module. In this research, we set the initial threshold p threshold at 0.8. The CA transition rules were defined as follows. First, the transition probability matrix was traversed to estimate if the transition probability p ij is bigger than p threshold and if the land use type changed from non-urban to urban in current cell ij. If it did not, it remained non-urban. Second, the neighborhood data were updated after each iteration, and the threshold was decreased by 0.002 if the total number of cells in the urban growth number was less than 100. The loop was repeated until the number of simulated urban units was almost identical to the observed data. Finally, a cell-by-cell comparison method was used to obtain the confusion matrix and kappa coefficient between the simulated map and the observed map, which was built to evaluate the result. In this paper, while calculating the kappa coefficient and confusion matrix, water was incorporated into the non-urban category.
The prediction phase was repeated as the third phase. It stopped once it reached the maximum iteration gained in the previous stage, and there was no validation.
The ANN and DBN training module and all the models' simulation and validation were implemented using MATLAB software.
Analysis of the Observed Data
Tremendous non-urban areas were converted into urban areas between 2000 and 2015. Concurrently, water was relatively stable. Table 2 
A Comparison of the Simulation Results between DBN-CA and ANN-CA
To reduce the error caused by random initialization in the weights and biases of ANN, we repeated the process 200 times to test the ANN-CA. Additionally, after obtaining the optimum structure of DBN using BA, we conducted 200 tests on the DBN-CA. Exploratory data analysis methods were used to explore the five-number summary of the ANN-CA and DBN-CA simulation results, including the minimum, maximum, median, upper quartile and lower quartile values of the kappa coefficient and overall accuracy of these two models over the 200 experiments ( Figure 9 ). The minimum kappa coefficient of the DBN-CA and ANN-CA was 63.460% and 77.109%, respectively, while the maximum of the DBN-CA was 78.366%, almost 2.215% larger than the value for the ANN-CA. The lower-quartile, median and upper-quartile kappa coefficient of the proposed model and compared model were 77.931%, 78.050% and 78.187% and 70.610%, 72.001% and 73.966%, respectively. The overall accuracy values from the five-number summary of the DBN-CA and ANN-CA were 90.533%, 90.916%, 90.971%, 91.019% and 91.100% and 84.971%, 87.913%, 88.457%, 89.294% and 90.191%, respectively.
From the data summarized in Figure 9 , we see that the simulation results of the proposed model are much more stable than those obtained using the ANN-CA model, since the difference between the minimum and maximum values of overall accuracy and kappa coefficient were 0.567% and 1.257%, while the ANN-CA's values were 5.220% and 12.691%, respectively. Furthermore, the DBN-CA model has, on average, a higher accuracy and kappa coefficient than the ANN-CA.
We have performed a general analysis of the 200 tests' simulation results for the DBN-CA and ANN-CA models using the five-number summary approach above. Next, we chose the best results of these two models to compare and analyze. Table 3 summarizes the simulated data on land use types obtained using the DBN-CA and ANN-CA models for the research area in 2015. Compared with the observed datasets, the simulation errors compared with the observed values for the non-urban, water and urban areas using the DBN-CA model were 0.564%, 7.663% and 0.209%, respectively, while the errors of the ANN-CA model simulation results were 0.523%, 7.663% and 0.115%, respectively. For the whole study area, we obtained the average error of 2.812% in the DBN-CA and 2.767% in the ANN-CA model respectively, which were acceptable. However, we need further analysis since the high precision of the whole area might not lead to the high simulation accuracy of the models due to contingencies.
simulation errors compared with the observed values for the non-urban, water and urban areas using the DBN-CA model were 0.564%, 7.663% and 0.209%, respectively, while the errors of the ANN-CA model simulation results were 0.523%, 7.663% and 0.115%, respectively. For the whole study area, we obtained the average error of 2.812% in the DBN-CA and 2.767% in the ANN-CA model respectively, which were acceptable. However, we need further analysis since the high precision of the whole area might not lead to the high simulation accuracy of the models due to contingencies. Furthermore, the confusion matrix tables between the simulated results and the observed data permit us to evaluate the precision of the DBN-CA and ANN-CA models (Tables 4 and 5 ). In the DBN-CA model, the correct simulated number of non-urban areas (including water) reaches 731,808 cells, while the urban land area reaches 269,292 cells. Table 4 shows that the correct simulated numbers of non-urban (including water) and urban areas are 726,966 cells and 264,151 cells, respectively, which were observed in the ANN-CA model. In addition, the simulation results were good for the ANN-CA and DBN-CA since the kappa coefficients for these two models were greater than 75% and the overall accuracies were higher than 90%. However, the DBN-CA with a 78.366% kappa coefficient performed much better on the urban expansion simulation than the ANN-CA with a 76.151% kappa coefficient since the kappa coefficient was 2.215% higher. Furthermore, the confusion matrix tables between the simulated results and the observed data permit us to evaluate the precision of the DBN-CA and ANN-CA models (Tables 4 and 5 ). In the DBN-CA model, the correct simulated number of non-urban areas (including water) reaches 731,808 cells, while the urban land area reaches 269,292 cells. Table 4 shows that the correct simulated numbers of non-urban (including water) and urban areas are 726,966 cells and 264,151 cells, respectively, which were observed in the ANN-CA model. In addition, the simulation results were good for the ANN-CA and DBN-CA since the kappa coefficients for these two models were greater than 75% and the overall accuracies were higher than 90%. However, the DBN-CA with a 78.366% kappa coefficient performed much better on the urban expansion simulation than the ANN-CA with a 76.151% kappa coefficient since the kappa coefficient was 2.215% higher.
Rapid urban expansion has brought a series of ecological and resource problems to the study area, so an effective approach to simulate urban growth can provide strong support for ecological protection and urban planning. Although the DBN-CA cannot perfectly reproduce the real world, it has been shown that DBN is more capable and stable in mining the transition rules than the ANN in Jiaxing City during 2000-2015. Rapid urban expansion has brought a series of ecological and resource problems to the study area, so an effective approach to simulate urban growth can provide strong support for ecological protection and urban planning. Although the DBN-CA cannot perfectly reproduce the real world, it has been shown that DBN is more capable and stable in mining the transition rules than the ANN in Jiaxing City during 2000-2015. 
Prediction
After simulation and validation, in order to estimate the non-urban loss during urbanization in the next decade, we predicted urban expansion for the year 2024. As we demonstrated that the DBN-CA model was more stable and had better performance than the ANN-CA model in 2015, it was used to simulate urban expansion based on the 2015 land use map and other global or constraint variables, as well as the 7 × 7 window Moore neighborhoods. Figure 11 shows the potential non-urban areas that were more likely to be converted into urban land in 2024. According to the statistics, there will be almost 8946.36 hectares (13.513%) of non-urban land that may be lost over the next ten years, and these are located along the border of each town. The results also showed the outward expansion trend of Jiaxing City. 
Conclusions
This paper made a brief quantitative analysis of non-urban land conversion of Jiaxing City in Zhejiang Province from 2000-2015. The historical data showed that 18.175% of the non-urban land was converted to urban areas, and the urban areas had increased from 10.282%-28.925%. Furthermore, an integrated model by associating the bat algorithm, the deep belief network, cellular automata and GIS was developed to model non-urban land use changes and understand the processes of urban growth. The DBN-CA model framework was proposed, which included spatial data processing, DBN training, urban growth simulation, validation and effective prediction. The DBN-CA model framework with high simulation precision and strong self-adaptive ability was built for the public. This paper obtained the urban growth transition rules from 2000-2008 in Jiaxing City based on the bat algorithm, unsupervised learning (pre-training) and the supervised learning (BP fine-tuning) of DBN. Land use from 2008-2015 was used to simulate and validate the optimum DBN structure. To reduce the random error of the models, 200 iterations of the DBN-CA and ANN-CA model simulations were conducted. The five-number summary of the simulation overall accuracy and kappa coefficient showed that the DBN-CA model was much more stable than the ANN-CA model. Analyzing the best results of these two models, the kappa coefficients are all greater than 75%, but the one for the DBN-CA model is 2.215% higher than that for the ANN-CA model. This demonstrates that DBN-CA and ANN-CA are both able to simulate complex and nonlinear urban growth. This also demonstrated that the DBN-CA is a new promising approach to simulate urban growth due to its higher simulation accuracy and stability. Finally, according to the prediction of urban growth of Jiaxing City for 2024, it will still present an expansion trend for 
This paper made a brief quantitative analysis of non-urban land conversion of Jiaxing City in Zhejiang Province from 2000-2015. The historical data showed that 18.175% of the non-urban land was converted to urban areas, and the urban areas had increased from 10.282%-28.925%. Furthermore, an integrated model by associating the bat algorithm, the deep belief network, cellular automata and GIS was developed to model non-urban land use changes and understand the processes of urban growth. The DBN-CA model framework was proposed, which included spatial data processing, DBN training, urban growth simulation, validation and effective prediction. The DBN-CA model framework with high simulation precision and strong self-adaptive ability was built for the public. This paper obtained the urban growth transition rules from 2000-2008 in Jiaxing City based on the bat algorithm, unsupervised learning (pre-training) and the supervised learning (BP fine-tuning) of DBN. Land use from 2008-2015 was used to simulate and validate the optimum DBN structure. To reduce the random error of the models, 200 iterations of the DBN-CA and ANN-CA model simulations were conducted. The five-number summary of the simulation overall accuracy and kappa coefficient showed that the DBN-CA model was much more stable than the ANN-CA model. Analyzing the best results of these two models, the kappa coefficients are all greater than 75%, but the one for the DBN-CA model is 2.215% higher than that for the ANN-CA model. This demonstrates that DBN-CA and ANN-CA are both able to simulate complex and nonlinear urban growth. This also demonstrated that the DBN-CA is a new promising approach to simulate urban growth due to its higher simulation accuracy and stability. Finally, according to the prediction of urban growth of Jiaxing City for 2024, it will still present an expansion trend for towns. The predicted land use map indicated that 8946.36 hectares of non-urban areas will be converted to urban areas in 2015.
The proposed model used to simulate the urban growth in the example of Jiaxing City led to a new and effective land use change and urban expansion simulation approach. The DBN-CA model can be considered as a useful tool for urban planning and its related personnel, ecologists and resource managers who are committed to sustainable development. However, the bat algorithm requires more than 10 hours to optimize the DBN for 40 bats and 200 iterations on a personal computer with a 3.60-GHz CPU and 8 GB RAM. Therefore, a future study direction may be to investigate methods of improving the calculation speed. Moreover, as the "non-urban" category in this paper is very widely defined, a more refined classification would enable us to understand which type of land is more suitable to develop into urban land.
