An integrable model subjected to a periodic driving gives rise generally to a non-integrable Floquet Hamiltonian. Here we show that the Floquet Hamiltonian of the integrable Lieb-Liniger model in presence of a linear potential with a periodic time-dependent strength is instead integrable and its quasi-energies can be determined using the Bethe ansatz approach. We discuss various aspects of the dynamics of the system at stroboscopic times and we also propose a possible experimental realisation of the periodically driven tilting in terms of a shaken rotated ring potential.
I. INTRODUCTION
Floquet theory is a powerful tool to study differential equations whose coefficients are time-periodic functions [1] and, for this reason, it is widely used in Quantum Mechanics in presence of a time-periodic Hamiltonian [2, 3] . If the system is initially in state χ(t = 0) and subjected to a periodic driving, then the Floquet Hamiltonian H F is the operator that formally gives the state of the system at multiples of the period T :
nT H F χ(t = 0) .
H F depends on the parameters of the original driven Hamiltonian, H, and of course on the time-dependent perturbation. The eigenvalues of the Floquet Hamiltonian are the quasi-energies E F . Often referred as Floquet engineering [4, 5] , time-periodic driving allows to construct interesting effective H F with novel physical properties as, for instance, dynamic localization effects [6] , suppression of inter-well tunneling in a Bose condensate subjected to a strongly driven optical lattice [7] [8] [9] [10] [11] [12] (see [4] for more references), topological Floquet phases [13, 14] , time crystals [15] [16] [17] [18] [19] [20] [21] [22] , dynamics in driven systems [23] [24] [25] and Floquet prethermalization [26, 27] . Within this framework, a natural question is whether one can have an integrable non-trivial Floquet Hamiltonian perturbing an interacting model with a time-periodic perturbation. Despite exactly solvable time-dependent Hamiltonians can be constructed [28, 29] , the problem of finding an integrable Floquet Hamiltonian H F from undriven interacting (possibly integrable) Hamiltonian H is in general a challenging one. Our scope is to present explicitly an interacting many-body system whose Floquet Hamiltonian is indeed integrable and therefore exactly solvable by means of integrability techniques [30, 31] . This implies, in particular, that we can have access to the exact spectrum of the quasi-energies and also to the wavefunctions of the system at stroboscopic times (multiples of the period of the driving). It is useful to stress that one of the difficulties in identifying integrable Floquet Hamiltonians is that the integrability of these Hamiltonians is not at all guaranteed by the integrability of the original time-independent undriven model (see, for instance, [32] where starting from the original BCS model the corresponding BCS gap equation in presence of a periodic driving is derived and solved numerically).
The original time-independent system that we consider in the following is the Lieb-Liniger (LL) model which describes the δ-contact repulsion between bosons in one dimension [33] : this model is exactly solvable using Bethe ansatz techniques [33, 34] , and routinely used to describe (quasi) one-dimensional bosonic gases realized in ultracold atoms experiments (see the reviews [35] [36] [37] ). Interestingly enough, this quantum model remains exactly solvable also when it is perturbed by an external time-periodic potential linear in the coordinates x i of the particles, as it happens for its classical counterpart given by the non-linear Schrödinger equation which remains solvable also in presence of an external linear time-dependent potential [38, 39] . Our system is then the quantum analog of a classical mechanics problem consisting of a body (subjected to the gravity force) put on a slide which changes periodically its slope by rotating around a pin posed at the origin. Before addressing the many-body Floquet Hamiltonian of the LL model, it is interesting to discuss preliminarily two instructive cases of 1D systems subjected to time-periodic linear potential: (a) the case of one particle and (b) the case of two interacting particles.
II. ONE PARTICLE
The Schrödinger equation for a particle of mass m in a linear time-periodic potential in 1D reads
where f (t) = f (t + T ). Eq. (2) has been studied and solved in several different ways [40] [41] [42] [43] . Here we derive and discuss the results coming from Floquet theory in order to study the behaviour of the system at stroboscopic times, i.e. at multiples of the period T . To this aim, we perform a gauge transformation on the wavefunction
where y(t) = x − ξ(t), with ξ(t) and θ(x, t) to be determined. Substituting (3) into (2), we find that if dξ/dt = ( /m)∂θ/∂x and − ∂θ/∂t = ( 2 /2m)(∂θ/∂x) 2 +xf (t), then η(y, t) satisfies the Schrödinger equation with no external potential in the new spatial variables, i
Once θ(x, t) has been fixed (see Appendix A), the solution of (2) comes from (3) where η(y, t) is readily determined from the free dynamics. To simplify the subsequent formulas let's consider here the condition
(referring to Appendix A when T 0 f (τ ) dτ = 0). In this case the gauge phase θ at times multiple of T does not depend any longer on the spatial variable, i.e. θ(x, nT ) ≡ θ(nT ). We can now determine the Floquet Hamiltonian H F according to the definition (1) and one gets
where the term linear in the momentum operator determines the motion of the center of mass with constant velocity ξ(nT )/nT , as we're going to show. Notice that if the expectation value p of the momentum vanishes at t = 0, then at each stroboscopic time we have p = 0 as well, despite of the fact that the system moves between two successive stroboscopic times. This can be seen from Eq. (3) sincep commutes with the kinetic energy term, and given the fact that θ at stroboscopic times does not depend on x. More generally, the expectation value ofp at stroboscopic times takes the initial t = 0 value. Introducing now the periodic function F(t) such that
where I ≡ T 0 F(t)dt and I ≡ do not depend on the time step n. One may also rewrite the Hamiltonian in (5) as
2 , and applying the unitary transformation on the HamiltonianH F ≡ e iax/ H F e −iax/ with a = mξ(T )/T , we finally getH F =p 2 2m + C. It is interesting to establish a connection between our system and the phenomena of suppression of tunneling for shaken periodic lattices [4] , where a renormalization of the tunneling parameter [i.e. of the mass] is induced by the driving: to this aim, let's formally rewrite the Floquet Hamiltonian (5) with a renormalized effective mass as
where the effective mass depends on the momentum operator as
1 being the identity operator. Considering as wavefunction at the initial time a planewave χ(x, 0) ∝ e ikx , the effective mass depends on k , i.e. the initial momentum of the particle and, at stroboscopic times, the expectation value of the momentum operator is equal to the initial momentum p (nT ) = k . As a particular example let's consider
with ω = 2π T and is a parameter having dimension of energy divided by length. One gets
Notice that for / ωk < 4/3, then m eff (k) > m. Therefore m eff increases for largek: this behaviour has to be compared with the one of shaken lattices [4] , where the effective mass always increases (and the momentum in the lattice is bounded to be in the Brillouin zone).
III. TWO PARTICLES
Let us now consider a 1D system of two interacting particles in a linear time-periodic potential, described by the Schrödinger equation
where V 2b (x 2 − x 1 ) is a generic interacting potential between the two particles, while V (x j , t) = x j f (t) is the external oscillating potential (for the LL model one has V 2b (x 2 − x 1 ) = λ δ(x 2 − x 1 ), where λ is the coupling strength [33] ).
To solve this Schrödinger equation, we employ the same method discussed before: assuming once again the condition (4), we perform the gauge transformation
where y j (t) = x j − ξ(t). The wavefunction η(y 1 , y 2 , t) satisfies the Schrödinger equation for two interacting particles but no longer with the external potential
while ξ(t) and θ(x j , t) obey Eqs. (A.4) in Appendix A. The Floquet Hamiltonian, defined by the condition
As an example, let's use this Floquet Hamiltonian to study the stroboscopic time evolution of a Gaussian wavepacket subject to a time periodic linear potential
where C is the normalization factor and the variance of the initial wavepacket is ∝ σ. We choose f (t) given by Eq. (9), obeying the conditions (4) and f (nT ) = 0, for n = 0, 1, . . .. While the details of the calculation are in Appendix B, here in Fig. 1 we plot the diagonal density matrix ρ(x, nT ) = 2
times for several values of the coupling constant for V (x) = λδ(x). We see that the center of mass moves with constant velocity − /m ω, in this case towards the left, while the effect of the interaction is to split the wave-packet in two pieces. It is also interesting to study the time evolution of the variance of the coordinates x j , given in Fig. 1 d , where one can see that the higher the interaction strength, the more pronounced is the spreading of the wave-packet. In this case, such a spreading at stroboscopic times for finite coupling λ can be well approximated as
where B ≈ 1.23. Notice that for λ = 0 one retrieves the expression of the spreading of the wavepacket in the free
2 , while for λ = ∞, the Tonks-Girardeau gas, one has a divergent value for any n since the tail of the density matrix decay ∝ x 2 even starting from a Gaussian. The analysis done so far can be generalized to the case of a d-dimensional system made of two-body interacting particles with an external linear time-dependent potential (see Appendix C).
IV. LIEB-LINIGER MODEL IN A TIME-PERIODIC LINEAR POTENTIAL
Let's now consider the integrable Lieb-Liniger model in a time-periodic linear potential V (x, t) = xf (t), where we are going to show the integrability of the corresponding Floquet Hamiltonian. The Lagrangian density in second quantization reads where ψ(x, t) and ψ † (x, t) are the bosonic annihilation and creation operators, while h.c. denotes the hermitian conjugate of the first term. Proceeding as before, we can solve the Schrödinger equation of the many-body interacting LL model. First of all, performing the transformation (3) for the fields
with y(t) = x − ξ(t), we can rewrite the Lagrangian density (13) in terms of ϕ(y, t) which involves no longer the external potential f (τ ) dτ = 0, at stroboscopic times θ depends also on x but nevertheless one can always eliminate the resulting linear term. Notice that this procedure also works for a more general potential of the form V (x, t) = xf (t) + g(t).
A multiparticle state |ψ of the periodically driven LL model can be written as
with χ solution of the Schrödinger equation i 
V. FLOQUET HAMILTONIAN
The Floquet Hamiltonian ruling the stroboscopic time evolution of the many-body wavefunction is then
This expression for H F can be written in terms of the effective mass m eff entering Eq. (8).
We can now apply the standard Bethe ansatz technique (see [30] ) to compute the quasi-energies: for instance, when f (t) = sin(ωt) their expression is
If the system is subjected to periodic boundary conditions (PBC), the pseudo-momenta k j are determined in terms of the Bethe equations [33] , i.e. they are solutions of the transcendental equation
for j = 1, . . . , N , where L is the circumference of the ring in which the system is confined. The total momentum is given by P = N j=1 k j and one can see that when T 0 f (τ ) dτ = 0, the expectation value of the momentum doesn't change at the stroboscopic times. The center of mass in the stroboscopic dynamics is moving with constant velocity, and the width and other quantities are given by the values obtained for V = 0.
Boundary conditions and a possible experimental realization. An acute reader may object to the use of PBC [implemented by Eq. (18)] in presence of an oscillating linear potential and, of course, he/she would have a good reason for that. Notice that confining the 1D Bose gas in a hard-wall potential and periodically moving the hard-wall potential back and forth [see Fig. 2-left, center] , the proper boundary conditions to impose on such a system are instead the open boundary conditions (OBC) (see the discussion in Appendix D). However, confining the gas in a 1D ring and periodically rotating the ring potential [see Fig. 2 -right], with the condition that at stroboscopic times f (t) vanishes, the proper boundary conditions of the system are the PBC. This suggests that a suitable way to experimentally realize a periodically tilted 1D LL model is to shake the confining waveguide (possibly ring-shaped to implement PBC for the LL models) in which the atoms are trapped.
VI. CONCLUSIONS
In this paper we have studied the effect of a time-periodic tilting in the Lieb-Liniger model with repulsive interactions and we have shown that the corresponding Floquet Hamiltonian is integrable. We discussed the spectrum of the quasi-energies and the dynamics of the system at stroboscopic times. We have shown that the Floquet Hamiltonian can be written in terms of a momentum dependent effective mass. Moreover, we have also proposed an experimental setting to implement a time-periodic tilting using ultracold atoms in confined in 1D traps. We finally observe that the analysis presented here for the Lieb-Liniger model can be extended to other 1D integrable models in time-periodic linear potentials as, for instance, the Gaudin-Yang model for fermions.
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Appendix A
The Schrödinger equation for a particle of mass m in a linear time-periodic external potential in 1D is given by
where f (t) = f (t + T ) is a time periodic function of period T . We put
with y(t) = x − ξ(t) and ξ(t) and θ(x, t) functions to be determined later. Then substituting (A.2) into (A.1), we find that η(y, t) satisfies the Schrödinger equation with no external potential in the new spatial variables:
Making the ansatz
one finds the conditions
which determine the functions ξ(t) and Γ(t) in terms of f (t). Solving the differential equations (A.6) with the initial conditions ξ(0) = dξ(0)/dt = 0 and Γ(0) = 0, we get the following expression for the gauge phase
which, together with (A.2) and (A.3), completely solves (A.1) since η(y, t) is simply the time-dependent solution of the free Schrödinger equation. Notice that, with our choices, θ(x, 0) = 0 and y(0) = x, therefore from (A.2) we have that
Since (A.1) is a differential equation with a periodic coefficient, we may employ the Floquet approach, according to which the Floquet Hamiltonian, H F , controls the time evolution of the wavefunction at stroboscopic times t = nT , with n ∈ N, as
The eigenvalues of the Floquet Hamiltonian will be denoted by E F . They are the time-like analogues of the quasimomenta in the study of crystalline solids. Let's now assume
The gauge phase (A.7) does not depend anymore on the spatial variable, i.e. θ(x, nT ) ≡ θ(nT ). One has
therefore from (A.9) we have the following identification for the Floquet Hamiltonian
To see that the ratios
do not depend on time, i.e. on n, let us define a function F(t) such that is n-independent. The same reasoning applies for the gauge phase, where we obtain
nT , nor θ(nT ) nT depends on n, the Floquet Hamiltonian (A.13) does not vary with time.
As an example we study the case in which 17) with ω = 2π T and the parameter has the dimension of energy divided by length. Substituting (A.17) in the expression for m eff (k) given in the main text, one obtains
plotted in Fig. 3 . Notice that for ωk < 4 3 and positive, the effect of the driving at stroboscopic times can be recast in a Hamiltonian of a single non-oscillating particle with a mass greater with respect to the physical one m eff (k) > m. In other words, if FIG. 3 : Ratio between the effective mass of a particle observed at stroboscopic times and the physical mass vs the dimensionless ratio ωk . The curve reaches its maximum at ωk = 2 3 for which the function is equal to 3, and remains larger than 1 for
. the frequency of the oscillating potential is large enough (not infinity) the system can be described as a non-oscillating system with a smaller kinetic energy due to the fast driving. The fact that for ω → ∞ one gets an equivalence between m and m eff can be proved as follows: From (A.9), for short T one can truncate the Magnus expansion [44] at the lowest level in order to write the time-evolution operator as
which implies
Inserting in the above equation the Hamiltonian of (A.1) with f (t) given by (A.17), we obtain
therefore m = m eff (k) if we look at the system after one short period of oscillation.
Appendix B
Let's consider a system of two-body interacting particles in oscillating time-periodic potential, described by the following Schrödinger equation
where
To work out the dynamics starting from a general initial wavepacket, we introduce as usual the relative and center of mass variables x = x 2 − x 1 and X = x2+x1 2
. The Floquet Hamiltonian reads then
where the Hamiltonian describing the center of mass of the system is simply
while the one about the relative motion reads
In this way we are able to write and study separately the time evolution of the wavefunction at stroboscopic times as
nT Hcom Φ(X, 0)e
where we denoted with Φ(X, t) the center of mass wavefunction and with ϕ(x, t) the wavefunction of the relative motion.
We are going to study the stroboscopic time evolution of a Gaussian wavepacket
where σ is the variance of the initial wavepacket. We have to describe the time evolution of each part of the wavefunction, i.e. relative and center of mass. For the latter, we have
where k = 4mE com / 2 as usual. Expanding the Gaussian Φ(X, 0) = Mechanics textbooks (see [45] as an example), at the end of the straightforward calculation, using f (t) = sin (ωt), we get the result Φ(X, nT ) = where erfc is the complementary error function
Then by numerically solving the integral in (B.10), together with (B.9), we know how the complete wavefunction χ(x 1 , x 2 , nT ) evolves starting from (B.7) for every n. In the case of hard-core interactions, λ = ∞, one can work out analytically the integral in (B.10) and the following expression is found
where erf(z) = 1 − erfc(z).
We studied the density matrix
and the time evolution of the variance and expectation values of x j , for j = 1, 2. We evaluated the density matrix (B.13) with respect to the center of mass and relative wavefunctions as
and we defined a length scale Λ with respect to which we can pass to dimensionless variables (denoted by tildas):
The results are reported in Fig. 1 for different times and values of the coupling strengthλ.
Moreover, defining 15) with N = 1, 2 and j = 1, 2, and ∆x
The motion of the wavepacket's center is controlled only by the center of mass motion, i.e. x (nT ) = 0, and therefore one can simply write x j (nT ) = X (nT ). The evolution of the variance is instead controlled both by the center of mass contribute, for which one has the usual free Gaussian spreading
and by the relative motion part which depends on λ. In particular one has
whose behaviour is reported in Fig. 1 
d for different interactions.
For λ = 0 also the relative motion spreading follows the free Gaussian one, therefore one may explicitly write
which is reported in Fig. 1 d in black solid line.
Appendix C
The analysis presented in the main text may be generalized to two-body interacting particles with an external linear time-dependent potential in d-dimensions, described by the following Schrödinger equation
where α = 1, . . . , d denotes the spatial dimension, x (α) i the coordinates of the i-th particle (i = 1, 2), and V 2b (| x 2 − x 1 |) is a generic interacting potential depending on the distance between the two particles
The kinetic energy term is written for the sake of brevity as
In (C.1) the external potential could have a different time dependence in different directions, due to the indexing of the functions f (t), which could be for example
as a generalization of (9) . Therefore, in order to generalize the gauge transformation in (3), one should introduce d different gauge phases and write the wavefunction as
Using (C.3) in (C.1), one has that the wavefunction η satisfies a similar Schrödinger equation but with no external potential, i.e.
if the following equations are satisfied for every α = 1, . . . , d
Let us first consider the case of a Schrödinger equation describing a moving hard wall box with one-particle inside
The function h(t) describes the motion of the box. For example in the case in which the box translates with constant acceleration a, then h(t) ∝ a t 2 2 , while if the box oscillates around the origin with a maximum amplitude of oscillation x 0 and frequency ω, then h(t) = x 0 sin(ω t). Because of the potential (D.2), the wavefunction will satisfy the following moving OBC
Let's describe the system in the comoving frame of reference. This can be done by changing the spatial variable from
thanks to which we pass from (D.1) to
and now the wavefunction satisfies the fixed boundary conditions
To get rid of the term ∝p in (D.5), we transform the wavefunction as
where β(t) is a function to be determined in order to eliminate the term linear in the momentum. Substituting (D.7) in the Schrödinger equation (D.5) and choosing β(t) = m dh dt , we get
If we now perform the following transformation of the wavefunctioñ
we arrive at the Schrödinger equation describing a particle enclosed in a fixed hard wall box and subjected to the action of a linear external potential, which reads
and the wavefunction fulfillsχ
The presence of the external potential linear inx is coming from the fact that passing to the comoving frame of reference [via the spatial transformation (D.4)], the particle feels the presence of an inertial force related to the second time derivative of h(t). The procedure described above can be extended for the 1D LL model of N atoms in a moving box of length L, where the many-body Schrödinger equation reads 12) with Hamiltonian
where the external potential is the same as in (D.2) for x = x j , and the wavefunction satisfies moving OBC
Passing to the comoving frame by changing the spatial variables as in (D.4), we get 15) and the OBC gets modified into
We then transform the wavefunction as
under which the Schrödinger equation (D.15) becomes
Finally, by performing the transformatioñ
we have the Schrödinger equation 20) with the external linear "fictitious" potential
and the boundary conditionsχ
i.e. fixed OBC. Therefore we can describe the LL model in a shaken hard wall box as a fixed one subjected to the action of a linear potential in the comoving frame. See Fig. 2 left and center for a visualization of the case in which h(t) = x 0 sin(ω t). In this case, (D.21) is a linear time-periodic potential
We now discuss the case of PBC starting from a single particle enclosed in a rotating ring of circumference
where ϕ is the angle variable such that in x-y coordinates one would have
and the wavefunction satisfies moving PBC
in whichF(t) represents the angular velocity under which the ring is rotating, see Fig. 2 right, and will coincide with the primitive of the driving f (t). Analogously to what we've done for the hard wall problem, we pass to the comoving frame of reference by changing the angle variables 27) under which the Schrödinger equation (D.24) becomes
and now we have fixed PBC
Next we transform the wavefunction
in such a way that the Schrödinger equation has aφ-linear dependent term
Notice that using transformation (D.30) in the fixed PBC (D.29), implies that the wavefunctionχ satisfies twisted boundary conditionsχ
Finally we perform the transformation on the wavefunctioñ 33) thanks to which the Schrödinger equation reads
while the boundary conditions remain the same for the new wavefunction
Let's now compare with the equations of the main text (18): There we studied the case of periodic driving, i.e. periodic angular velocityF(t), imposing PBC and we have the identification f (t) = m dF dt . Notice from (D.35) that in order to have PBC in the wavefunctionχ at stroboscopic times, we need to imposeF(nT ) = mLn , wheren is an integer number. Moreover at t = 0, becauseφ = ϕ and χ(ϕ, 0) =χ(ϕ, 0) =χ(ϕ, 0), then the Schrödinger equations (D.34) and (D.31) should both reduce to (D.24), and this happens ifF(0) = 0 and dF dt (0) = 0, which amounts to say that at stroboscopic times the driving function f (t) should vanishes, i.e. f (nT ) = 0, as well as nT 0 f (τ ) dτ = 0, sinceF(t) and its derivatives are periodic functions.
Let us now generalize to the case of LL model of N atoms enclosed in a ring of circumference L which is rotating with an angular velocityF(t). The following Schrödinger equation holds for the system
where ϕ i is the angle variable related to x-y coordinates via (D.25). We have then moving PBC, written as
As usual, we should pass to the comoving frame by changing the variables as (D.27), under which the Schrödinger equation becomes 38) and the PBC reads
If we now transform the wavefunction
then we arrive to a Schrödinger equation describing N bosons with contact interaction
which are subjected to a linear external time-dependent fictitious potential
and the wavefunction satisfies twisted boundary conditions
Using the same reasoning of the single particle problem, we see that in order to restore PBC at stroboscopic times we have to require thatF(nT ) = 0 as well as If we specify to the case LF(t) = mω [1 − cos(ω t)], we then describe a LL model enclosed in a periodically rotating ring as a LL model in a fixed (not moving) ring with PBC and a linear potential along the ring itself. This last model is the same one, once some subtleties are clarified as we are going to discuss now, as that studied in the main text.
Indeed, one may wonder if the method to solve the LL model in an external potential presented previously, would still be valid after we introduced a spatial variable (D.27) which now depends on time. We find that for the potential in (B.2), the function θ(x, t) does get modified, but actually only in the x-linear term, which do disappear anyway when T 0 f (τ )dτ = 0. To show this, we can repeat the same steps used previously in the solution of the Schrödigner equation with a x-linear term, taking into account the fact that now also the spatial variable has a time dependence. First of all it is convenient to pass from the angle variables to spatial one via (9), which is the case of interest. Notice that the potential (9) is zero at stroboscopic times, so that there are no problems for the PBC at these times.
We introduce the new spatial variableỹ(t) =x(t) − ξ(t) accordingly:
Therefore in the procedure leading from (13) to (15), we now need to change the conditions (A. Therefore notice that still θ(x, nT ) doesn't depend onx but only on time, if we require that PBC holds at stroboscopic times. Summarizing, when the condition (4) is satisfied and f (t) is vanishing at the stroboscopic times [as it happens for f (t) ∝ sin(ωt)], then the gauge phase term is not changed and the final results coming from the stroboscopic analysis are unchanged as well. One should then stress out the fact that in obtaining our results for the stroboscopic dynamics we can use PBC, simply because we work at times multiple of the period of oscillation.
