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Abstract
The concept of renormalized dissipative measures-valued (rDMV) solutions to a com-
plete Euler system for a perfect gas was introduced in [8] and further discussed in [9].
Moreover it was shown there that rDMV solutions satisfy the weak (measure–valued)–
strong uniqueness principle that makes them a useful tool. In this paper we prove
the existence of rDMV solutions. Namely, we formulate the complete Euler system
in conservative variables usual for numerical analysis and recall the concept of rDMV
solutions based on the total energy balance and renormalization of entropy inequal-
ity for the physical entropy presented in [8]. We then give two different ways how to
generate rDMV solutions. First via vanishing viscosity limit using Navier-Stokes equa-
tions coupled with entropy transport and second via the vanishing dissipation limit of
the two-velocity model proposed by H. Brenner. Finally, we recall the weak–strong
uniqueness principle for rDMV solutions proved in [8] and [9].
Keywords: Complete Euler system, measure–valued solutions, perfect gas, two-velocity
model
1 Introduction
In this paper we show how to generate renormalized dissipative measures-valued (rDMV)
solutions to a complete Euler system for a perfect gas by two different ways. Namely, we are
interested in the following problem.
Let Ω ⊂ RN be a physical domain occupied by the fluid. For simplicity we assume that
N = 3 and Ω is a bounded domain with a smooth boundary ∂Ω. The time evolution of
the mass density ̺ = ̺(t, x), the velocity field u = u(t, x), and the (absolute) temperature
ϑ = ϑ(t, x) is governed by the following system of partial differential equations expressing
the basic physical principles:
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• Conservation of mass
∂t̺+ divx(̺u) = 0; (1.1)
• Conservation of linear momentum
∂t(̺u) + divx(̺u⊗ u) +∇x(̺ϑ) = 0; (1.2)
• Conservation of total energy
∂t
(
1
2
̺|u|2 + cv̺ϑ
)
+ divx
[(
1
2
̺|u|2 + cv̺ϑ+ ̺ϑ
)
u
]
= 0, (1.3)
where cv > 0 is the specific heat at constant volume.
Moreover, in accordance with the Second law of thermodynamics, the entropy
s = s(̺, ϑ) = log(ϑcv)− log(̺)
should satisfy the equation
∂t
(
̺ log
(
ϑcv
̺
))
+ divx
(
̺ log
(
ϑcv
̺
)
u
)
= 0. (1.4)
It is easy to check that (1.4) follows from (1.1–1.3) as long as all quantities in (1.1-1.3) are
continuously differentiable.
As is well known, smooth solutions of (1.1-1.3) exist only for a finite lap of time after
which singularities develop for a fairly generic class of initial data. Therefore global-in-time
solutions may exist only in a weak sense, where the derivatives in (1.1-1.3) are understood in
the sense of distributions. In that case (1.4) is no longer automatically satisfied and it may
be added as an admissibility condition.
In view of recent results based on the theory of convex integration, see [18], weak solutions
of (1.1–1.3), even if supplemented by (1.4), are not uniquely determined by the initial data
as long as N > 1. As a matter of fact, for any piecewise constant initial density ̺0 and
temperature ϑ0, there exists u0 ∈ L∞(Ω;RN), N = 2, 3 such that the problem (1.1–1.4)
with (1.7) admits infinitely many weak (distributional) solutions on a given time interval
(0, T ). This kind of result indicates that we should look for a different approach to concept
of solutions to the Euler system.
In his pioneering work [14], DiPerna proposed a new concept of solution, known as
measure–valued solution, to nonlinear systems of partial differential equations admitting un-
controllable oscillations. In particular with focus on the compressible Euler system and other
related models of inviscid fluids. Although existence of a measure-valued solution to a given
problem is usually an almost straightforward consequence of a priori bounds, its uniqueness
in terms of the initial data can be seen as the weakest point of this approach. On the other
hand, Brenier et al. [2] proposed a new approach seeing the measure-valued solutions as
possibly the largest class in which the family of smooth (classical) solutions is stable. In
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particular, they show the so-called weak (measure-valued)–strong uniqueness principle for
the incompressible Euler system. Specifically, a classical and a measure–valued solution em-
anating from the same initial data coincide as long as the former exists. These results have
been extended to the isentropic Euler and Navier–Stokes systems by Gwiazda et al. [25] and
[16]. Following the philosophy of Brenier et al. [2], we focus on the concept of measure-
valued solutions in the widest possible sense. Accordingly, using the fundamental laws of
thermodynamics, we extract the minimal piece of information to be retained to preserve the
weak–strong uniqueness principle. To do so, we follow the approach advocated in [21], where
equations (1.1), (1.2) and (1.4) are supplemented with the total energy inequality
d
dt
∫
Ω
[
1
2
̺|u|2 + ̺e(̺, ϑ)
]
dx ≤ 0. (1.5)
Moreover, since integrability of the convective term in the entropy equality (1.4) is prob-
lematic, motivated by the work of Chen and Frid [12] we consider a “regularized” version of
(1.4) relaxed to inequality, in particular, we consider
∂t
(
̺χ
(
log
(
ϑcv
̺
)))
+ divx
(
̺χ
(
log
(
ϑcv
̺
))
u
)
≥ 0, (1.6)
for any increasing concave function χ satisfying χ(s) ≤ χ∞ for all s ∈ R.
The problem is closed by prescribing the initial data and slip boundary conditions
̺(0, ·) = ̺0, ϑ(0, ·) = ϑ0, u(0, ·) = u0, (1.7)
u · n|∂Ω = 0. (1.8)
The measure–valued solutions are natural candidates for describing the zero dissipation
limits of more complex systems of Navier–Stokes type. At this point it is rather disappointing
that we do not know how to construct rDMV solutions via some vanishing dissipation limit
of Navier–Stokes–Fourier system even though we have such result for other types of fluids
(see [9]). The issue is, as expected, to get good enough estimates to pass in the limit.
To overcome this difficulty we consider instead two other models to generate rDMV
solutions. Namely, Navier-Stokes with entropy transport and a two-velocity model proposed
by H.Brenner [3], [4], [5]. In particular it is interesting to see that Brenner’s model behaves
actually better in the vanishing dissipation limit and does not suffer the drawbacks of Navier-
Stokes-Fourier system.
The paper is organized as follows. In Section 2, we reformulate the problem in conservative
variables and define rDMV solutions with respect to the new formulation as in [8] and [9].
In Section 3, we prove the existence of rDMV solutions via vanishing viscosity limit using
Navier-Stokes equations with variable entropy. Actually the solutions will satisfy (1.6) as an
equality even for any continuous function χ. In Section 4, we show that rDMV solutions can
be also generated via vanishing dissipation limit using Brenner’s two velocity model. Finally,
in Section 5, we state the weak (measure-valued)–strong uniqueness principle and the ideas
behind its proof published in [8] and [9].
3
2 Measure-valued solutions
2.1 Conservative variables
To introduce the concept of measure–valued solution for complete Euler system, it is more
convenient to formulate the problem in the conservative variables :
̺, m = ̺u, E =
1
2
|m|2
̺
+ cv̺ϑ, cv > 0.
The reason for changing the phase space is the fact that the temperature ϑ as well as the veloc-
ity u may not be correctly defined on the (hypothetical) vacuum set. As the measure–valued
solutions are typically (see DiPerna [14]) generated as weak limits of suitable approxima-
tion schemes, the presence of vacuum zones cannot be a priori excluded. Moreover, such
formulation is common in numerical analysis, where we aim to utilize our results.
The system (1.1), (1.2), (1.5), (1.6) with (1.8) rewrites as
∂t̺+ divxm = 0,
∂tm+ divx
(
m⊗m
̺
)
+
1
cv
∇x
(
E − 1
2
|m|2
̺
)
= 0,
∂t
∫
Ω
E dx ≤ 0,
(2.1)
together with the associated “renormalized” entropy inequality
∂t
(
̺χ
(
cv log
(
E − 1
2
|m|2
̺
cv̺γ
)))
+ divx
[
χ
(
cv log
(
E − 1
2
|m|2
̺
cv̺γ
)
m
)]
≥ 0, (2.2)
for any increasing concave function χ satisfying χ(s) ≤ χ∞ for all s ∈ R and the slip boundary
condition
m · n|∂Ω = 0. (2.3)
Although the thermodynamic functions are well defined for regular values ̺ > 0, ϑ > 0
of the standard variables, where the latter condition corresponds in the conservative setting
to E− 1
2
|m|2
̺
> 0, we need them to be defined even for the limit values ̺ = 0, ϑ = 0. To that
end, we first define
1
2
|m|2
̺
=


1
2
|m|2
̺
for ̺ > 0,
0 if m = 0,
∞ otherwise.
Like that we get a lower semi–continuous convex function defined on the set {̺ ≥ 0, m ∈ R3}.
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Second, we introduce the renormalized total entropy
Sχ(̺,m, E) =


̺χ
(
cv log
(
E− 1
2
|m|2
̺
cv̺γ
))
if ̺ > 0, E > 1
2
|m|2
̺
,
0 if ̺ = 0, m = 0, E ≥ 0,
−∞ otherwise.
The total entropy Sχ defined this way is a concave upper semi–continuous function defined
on the set {̺ ≥ 0, m ∈ R3, E ≥ 0} for every non-decreasing concave function χ satisfying
χ(s) ≤ χ∞ for all s ∈ R (see [10]).
2.2 Renormalized dissipative measure–valued solutions
The following definition of the renormalized dissipative measure–valued (rDMV) solutions
was introduced in [8].
The initial state of the system is given through a parameterized family of probability
measures {U0,x}x∈Ω defined on the phase space
Q ≡
{
(̺,m, E)
∣∣∣ ̺ ≥ 0, m ∈ R3, E ≥ 0} ,
andit is assumed that the mapping x 7→ U0,x belongs to L∞weak−(∗)(Ω;P(Q)).
Similarly, an rDMV solution is represented by a family of probability measures
{Ut,x}(t,x)∈(0,T )×Ω, U ∈ L∞weak−(∗)((0, T )× Ω;P(Q)),
and the non-linearities in (2.1), (2.2) are replaced by their expected values whereas the
derivatives are understood in the sense of distributions.
Hereafter 〈Ut,x, g(̺,m, E)〉 denotes the expected value of a (Borel) function g defined on
Q.
Definition 2.1. A parameterized family of probability measures U ∈ L∞weak−(∗)((0, T ) ×
Ω;P(Q)) is called a renormalized dissipative measure–valued (rDMV) solution to the Euler
system (2.1–2.3) with the initial data U0 ∈ L∞weak−(∗)(Ω;P(Q)) if the following holds:
• ∫ T
0
∫
Ω
[〈Ut,x; ̺〉 ∂tϕ+ 〈Ut,x;m〉 · ∇xϕ] dx dt = −
∫
Ω
〈U0,x; ̺〉ϕ(0, ·) dx (2.4)
for any ϕ ∈ C∞c ([0, T )× Ω);
• ∫ T
0
∫
Ω
[
〈Ut,x;m〉 · ∂tϕ+
〈
Ut,x;
m⊗m
̺
〉
: ∇xϕ+ 1
cv
〈
Ut,x;E − 1
2
|m|2
̺
〉
divxϕ
]
dx dt
= −
∫
Ω
〈U0,x;m〉 · ϕ(0, ·) dx+
∫ T
0
∫
Ω
∇xϕ : dµC
(2.5)
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for any ϕ ∈ C∞c ([0, T )×Ω;R3), ϕ ·n|∂Ω = 0 and µC is a (vectorial) signed measure on
[0, T ]× Ω;
• ∫
Ω
〈Uτ,x;E〉 dx ≤
∫
Ω
〈U0,x;E〉 dx for a.a. τ ∈ (0, T ); (2.6)
• ∫ T
0
∫
Ω
[
〈Ut,x;Sχ(̺,m, E)〉 ∂tϕ+
〈
Ut,x;Sχ(̺,m, E)m
̺
〉
· ∇xϕ
]
dx dt
≤ −
∫
Ω
〈U0,x;Sχ(̺,m, E)〉ϕ(0, ·) dx
(2.7)
for any ϕ ∈ C∞c ([0, T ) × Ω), ϕ ≥ 0, and any increasing concave function χ satisfying
χ(s) ≤ χ∞ for all s ∈ R;
• ∫ τ
0
∫
Ω
d |µC | ≤ c(cv)
∫ τ
0
∫
Ω
[〈U0,x;E〉 − 〈Ut,x;E〉] dx dt for any 0 ≤ τ < T. (2.8)
Any “standard” weak solution (̺,m, E) to (2.1–2.3) may be identified with a measure–
valued solution U via
Ut,x = δ̺(t,x),m(t,x),E(t,x) for a.a. (t, x) ∈ (0, T )× Ω,
where δZ denotes the Dirac measure supported by Z.
The Definition 2.1 was motivated by previous works of others as well as by a result from
[8]. In particular, we showed in [8] that any cluster point of a family of ”standard” admissible
weak solutions to (1.1), (1.2), (1.4), (1.6) with uniformly bounded initial data is an rDMV
solution in the sense of Definition 2.1. We point out that our class of measure-valued solutions
includes all admissible weak solutions to the Euler system. Moreover, we showed that the
rDMV solutions enjoy certain minimum principle out of the vacuum set, that is
U0,x {s(̺,m, E) ≥ s0} = 1 implies Ut,x {s(̺,m, E) ≥ s0 | ̺ > 0} = 1 for a.a. (t, x).
To conclude, we remark that the family of rDMV solutions for a given initial data is
closed with respect to convex combinations. In particular, in view of the results obtained in
[18], there is a vast class of initial data for which the Euler system admits infinitely many
nontrivial rDMV solutions. Here nontrivial means that they do not consist of a single Dirac
mass.
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3 Existence of rDMV solutions via Navier-Stokes
In this section we show the existence of rDMV solutions via the vanishing viscosity limit for
a Navier-Stokes system with variable entropy
∂t̺+ divx(̺u) = 0,
∂t(̺u) + divx (̺u⊗ u) +∇xp = divxS(∇u),
∂t (̺s) + divx (̺su) = 0.
(3.1)
Here, p denotes the pressure; S is the viscous stress tensor
S(∇xu) = µ
(
∇xu+∇txu−
2
3
divxuI
)
+ ηdivxuI
with constants µ > 0 and η > 0; and s denotes the (specific) entropy.
The existence of finite energy weak solutions to (3.1) for appropriately regular initial
data has been established in [27] under the assumption that the equations are coupled by
the pressure in the form
p(̺, s) = ̺γT (s), γ ≥ 9
5
,
where T (·) is a given smooth and strictly monotone function from R+ to R+. In our case, we
aim to take T (s) = exp((γ − 1)s) with γ = 1+ 1
cv
to recover the state equations of a perfect
gas
p(̺, ϑ) = ̺ϑ and s(̺, ϑ) = log
(
ϑcv
̺
)
.
As we would like to have finite energy weak solutions to (3.1) satisfying the renormalized
equation for entropy for any cv > 0 we actually consider a pressure regularized ”version” of
(3.1) instead and based on the results and know-how of [27] we infer the existence of entropy
renormalized weak solutions to
∂t̺+ divx(̺u) = 0,
∂t(̺u) + divx (̺u⊗ u) +∇x(̺ϑ) + ε∇x(̺ϑ)
β
γ = εdivxS(∇xu),
∂t
∫
Ω
[
1
2
̺|u|2 + cv̺ϑ+ ε
β − 1(̺ϑ)
β
γ
]
dx+ ε
∫
Ω
S(∇xu) : ∇xu dx ≤ 0,
∂t
(
̺ log
(
ϑcv
̺
))
+ divx
(
̺ log
(
ϑcv
̺
)
u
)
= 0,
(3.2)
for some β >> 1 (depending on cv > 0) and any ε > 0. We then take the limit ε→ 0 based
on uniform a priori bounds on a sequence of solutions to (3.2) and recover an rDMV solution
to (2.1–2.3) in the sense of Definition 2.1. Actually, we get an rDMV solution that satisfies
(2.7) as an equality for any continuous function χ, see Theorem 3.3.
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3.1 Existence of weak solutions to (3.2)
To show the existence of entropy renormalized solutions to (3.2) we follow the idea borrowed
from [27] and first consider a pressure regularized isentropic Navier-Stokes system coupled
with transport equation for entropy that describes the evolution of the mass density ̺ =
̺(t, x), the velocity field u = u(t, x) and the pressure argument Z = Z(t, x), in particular,
∂t̺+ divx(̺u) = 0, (3.3)
∂t(̺u) + divx (̺u⊗ u) +∇xZγ + δ∇xZβ = divxS(∇xu), (3.4)
∂tZ + divx (Zu) = 0, (3.5)
with the complete slip boundary conditions
u · n|∂Ω = 0 and (S(∇xu) · n)× n|∂Ω = 0. (3.6)
The system (3.3–3.5) without the pressure ”regularizing” term δ∇xZβ naturally appears
in meteorology and astrophysics (see [26]). For detailed discussion on existence of solutions
see [27] and for singular limits see [17]. In general, the idea is that Zγ = p is the pressure and
under ”enough” regularity we can relate it to the entropy s and entropy transport equation
∂t(̺s) + divx (̺su) = 0
through p = ̺γT (s).
The following result on existence of finite energy weak solutions to (3.3–3.5) can be found
in [27, Proposition 1].
Proposition 3.1. Let γ > 1, β ≥ max(γ, 4) and δ > 0. Then, given initial data (̺0, Z0,u0)
satisfying
(̺0(·), Z0(·),u0(·)) ∈ C∞(Ω,R5),
0 < c⋆̺0 ≤ Z0 ≤ c⋆̺0 in Ω for some 0 < c⋆ ≤ c⋆ <∞,
(3.7)
there exists a finite energy weak solution (̺, Z,u) to problem (3.3)–(3.7) such that
(̺, Z,u) ∈ [L∞(0, T ;Lβ(Ω))]2 × L2(0, T ;W 1,20 (Ω,R3)),
0 ≤ c⋆̺ ≤ Z ≤ c⋆̺ a.e in (0, T )× Ω, (3.8)
and for any τ ∈ (0, T ) we have:
(i) ̺ ∈ Cw([0, T ];Lβ(Ω)) and the continuity equation (3.3) is satisfied in the weak sense∫
Ω
̺(τ, ·)ϕ(τ, ·) dx−
∫
Ω
̺0ϕ(0, ·) dx =
∫ τ
0
∫
Ω
(
̺∂tϕ + ̺u · ∇xϕ
)
dx dt (3.9)
for any ϕ ∈ C1([0, T ]× Ω);
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(ii) ̺u ∈ Cw([0, T ];L
2β
β+1 (Ω,R3)) and the momentum equation (3.4) is satisfied in the weak
sense∫
Ω
̺u(τ, ·) · ϕ(τ, ·) dx−
∫
Ω
̺0u0 · ϕ(0, ·) dx
=
∫ τ
0
∫
Ω
(
̺u · ∂tϕ+ ̺u⊗ u : ∇xϕ+ Zγdivxϕ+ δZβdivxϕ− S(∇xu) : ∇xϕ
)
dx dt
(3.10)
for any ϕ ∈ C1c ([0, T ]× Ω,R3), ϕ · n|∂Ω = 0;
(iii) Z ∈ Cw([0, T ];Lβ(Ω)) and equation (3.5) is satisfied in the weak sense∫
Ω
Z(τ, ·)ϕ(τ, ·) dx−
∫
Ω
Z0ϕ(0, ·) dx =
∫ τ
0
∫
Ω
(
Z∂tϕ+ Zu · ∇xϕ
)
dx dt (3.11)
for any ϕ ∈ C1([0, T ]× Ω);
(iv) the energy inequality∫
Ω
(
1
2
̺|u|2 + 1
γ − 1Z
γ +
δ
β − 1Z
β
)
(τ) dx+
∫ τ
0
∫
Ω
S(∇xu) : ∇xu dx dt
≤
∫
Ω
(
1
2
̺0|u0|2 + 1
γ − 1Z
γ
0 +
δ
β − 1Z
β
0
)
dx
(3.12)
holds for a.a τ ∈ (0, T ).
(v) Moreover, equations (3.3), (3.5) hold in the sense of renormalized solutions. That is,
(̺,u, Z), extended by zero outside of Ω, satisfy
∂tb(̺) + divx(b(̺)u) +
(
b′(̺)̺− b(̺))divxu = 0 (3.13)
and
∂tb(Z) + divx(b(Z)u) +
(
b′(Z)Z − b(Z))divxu = 0 (3.14)
in D′((0, T )× Ω) and D′((0, T )× R3), where
b ∈ C1(R), b′(z) = 0, ∀z ∈ R large enough.
We note that [27, Proposition 1] gives the existence result under the no-slip boundary
condition u|(0,T )×∂Ω = 0, however, the result stays valid even for the complete slip conditions
(3.6) after obvious modification.
Now we show that a finite energy weak solution to (3.3–3.6) obtained through Proposition
3.1 is actually an entropy renormalized weak solution of (3.2).
Let cv > 0 and set γ = 1 +
1
cv
with β ≥ max{γ, 4}. Then for any δ > 0 and initial data
(̺0, Z0,u0) satisfying (3.7) we get from Proposition 3.1 the existence of functions
(̺, Z,u) ∈ L∞(0, T ;Lβ(Ω))× L∞(0, T ;Lβ(Ω))× L2(0, T ;W 1,20 (Ω,R3))
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that satisfy (3.8–3.14). Now thanks to (3.8) and the regularity of (̺, Z) we can define a.e.
nonnegative function ϑ ∈ L∞(0, T ;L βγ−1 (Ω)) as
ϑ =


Zγ
̺
for ̺ > 0
0 for ̺ = 0.
Moreover, following the same steps as in [27, Section 8.1] we can show (since β ≥ 9
5
) that
c∗ ≤ Z
̺
≤ c∗ a.e. in (0, T )× Ω,
and
χ
(
T −1
((
Z
̺
)γ))
= χ
(
1
γ − 1 log
((
Z
̺
)γ))
= χ
(
log
(
ϑcv
̺
))
satisfies the equation∫ T
0
∫
Ω
[
̺χ
(
log
(
ϑcv
̺
))
∂tϕ+ ̺χ
(
log
(
ϑcv
̺
))
u · ∇xϕ
]
dx dt
= −
∫
Ω
̺0χ
(
log
(
ϑcv0
̺0
))
ϕ(0, ·) dx
(3.15)
for any ϕ ∈ C∞c ([0, T )× Ω), ϕ ≥ 0 and any χ ∈ C1(R) and hence by density argument for
any χ ∈ C(R). Finally we note that s = log
(
ϑcv
̺
)
∈ L∞((0, T )× Ω).
We have just showed the following existence result for (3.2).
Proposition 3.2. Let cv > 0 and γ = 1+
1
cv
. For any β ≥ max{γ, 4}, ε > 0 and initial data
(̺0, ϑ0,u0) satisfying
(̺0(·), ϑ0(·),u0(·)) ∈ C∞(Ω,R5),
0 < c⋆̺0 ≤ ϑcv0 ≤ c⋆̺0 in Ω for some 0 < c⋆ ≤ c⋆ <∞,
(3.16)
there exists an entropy renormalized weak solution (̺, ϑ,u) to (3.2) with (3.6) and (3.16)
such that
(̺, ϑ,u) ∈ L∞(0, T ;Lβ(Ω))× L∞(0, T ;L βγ−1 (Ω))× L2(0, T ;W 1,20 (Ω,R3))
and we have:
• ∫ T
0
∫
Ω
(
̺∂tϕ+ ̺u · ∇xϕ
)
dx dt = −
∫
Ω
̺0ϕ(0, ·) (3.17)
for any ϕ ∈ C∞c ([0, T )× Ω);
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•
∫ T
0
∫
Ω
(
̺u · ∂tϕ+ ̺u⊗u : ∇xϕ+ ̺ϑdivxϕ+ ε(̺ϑ)
β
γ divxϕ− εS(∇xu) : ∇xϕ
)
dx dt
= −
∫
Ω
̺0u0 · ϕ(0, ·) dx (3.18)
for any ϕ ∈ C∞c ([0, T )× Ω,R3), ϕ · n|∂Ω = 0;
• log
(
ϑcv
̺
)
∈ L∞((0, T )× Ω) and
∫ T
0
∫
Ω
[
̺χ
(
log
(
ϑcv
̺
))
∂tϕ+ ̺χ
(
log
(
ϑcv
̺
))
u · ∇xϕ
]
dx dt
= −
∫
Ω
̺0χ
(
log
(
ϑcv0
̺0
))
ϕ(0, ·) dx
(3.19)
for any ϕ ∈ C∞c ([0, T )× Ω), ϕ ≥ 0 and any χ ∈ C(R);
• [∫
Ω
(
1
2
̺|u|2 + cv̺ϑ+ ε
β − 1(̺ϑ)
β
γ
)
dx
]t=τ
t=0
+ ε
∫ τ
0
∫
Ω
S(∇xu) : ∇xu dx dt ≤ 0
(3.20)
holds for a.a τ ∈ [0, T ].
3.2 Existence of rDMV solutions
The goal of this section is to take a family of entropy renormalized weak solutions (̺ε, ϑε,uε)ε>0
to (3.17–3.20) with the initial data (̺0,ε, ϑ0,ε,u0,ε)ε generating a Young measure U0 in an ap-
propriate sense and show that as ε → 0 we recover an rDMV solution to the Euler system
(2.1–2.3) in the sense of Definition 2.1 with the initial data U0. A similar procedure has been
done in [8, Section 2.1] or [9, Section 3.5].
To this end, we have to discuss the following issues:
• Uniform bounds based on the energy estimates that will guarantee boundedness of the
state variables (̺ε,mε, Eε), where mε = ̺εuε and Eε =
1
2
̺ε|uε|2 + cv̺εϑε.
• Showing that the viscosity term vanishes in the asymptotic limit.
• Identifying the Young measure {Ut,x} associated to the family of (entropy renormalized)
weak solutions.
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Let the initial data (̺0,ε, ϑ0,ε,u0,ε)ε satisfy
(̺0,ε(·), ϑ0,ε(·),u0,ε(·)) ∈ C∞(Ω,R5),
0 < c⋆̺0,ε ≤ ϑcv0,ε ≤ c⋆̺0,ε in Ω for some 0 < c∗ ≤ c∗ <∞,∫
Ω
̺0,ε dx ≥M0 > 0,∫
Ω
[
1
2
̺0,ε|u0,ε|2 + cv̺0,εϑ0,ε + ε
β − 1(̺0,εϑ0,ε)
β
γ
]
dx ≤ e0,
(3.21)
and generate a Young measure U0 in the following sense∫
Ω
̺0,εφ dx→
∫
Ω
〈U0,x; ̺〉φ dx for any φ ∈ C∞c (Ω);∫
Ω
̺0,εu0,ε · φ dx→
∫
Ω
〈U0,x;m〉 · φ dx
for any φ ∈ C∞c (Ω;R3),φ · n|∂Ω = 0;∫
Ω
[
1
2
̺0,ε|u0,ε|2 + cv̺0,εϑ0,ε + ε
β − 1(̺0,εϑ0,ε)
β
γ
]
φ dx→
∫
Ω
〈U0,x;E〉φ dx for any φ ∈ C∞c (Ω);∫
Ω
̺0,εχ
(
log
(
ϑcv0,ε
̺0,ε
))
φ dx→
∫
Ω
〈U0,x;Sχ(̺,m, E)〉φ dx
for any φ ∈ C∞c (Ω), φ ≥ 0, and any χ ∈ C(R).
(3.22)
Then for any ε > 0 there exists an entropy renormalized weak solution (̺ε, ϑε,uε) to (3.17–
3.20) with the initial data (̺0,ε, ϑ0,ε,u0,ε) thanks to Proposition 3.2. For these solutions we
deduce the following uniform bounds.
3.2.1 Uniform bounds
The total energy balance (3.20) and (3.21) yield immediately
ess sup
t∈(0,T )
∫
Ω
[
Eε +
ε
β − 1(̺εϑε)
β
γ
]
dx+ ε
∫ T
0
∫
Ω
S(∇xuε) : ∇xuε dx dt ≤ e0. (3.23)
Further, if we take an appropriate ϕ = ψ(t), ψ ≥ 0 in (3.19) we get that∫
Ω
̺ε(τ, ·)χ
(
log
(
ϑcvε (τ, ·)
̺ε(τ, ·)
))
dx =
∫
Ω
̺0,εχ
(
log
(
ϑcv0,ε
̺0,ε
))
dx for a.a. τ ∈ (0, T ),
which together with the continuous function
χ(s)


= 0 for log c∗ ≤ s ≤ log c∗,
< 0 otherwise,
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gives us the bounds
c∗ ≤ ϑ
cv
ε (τ, ·)
̺ε(τ, ·) ≤ c∗ whenever 0 < ̺ε (3.24)
and thus
min[log c∗,log c∗]χ̺ε ≤ ̺εχ
(
log
(
ϑcvε
̺ε
))
≤ max[log c∗,log c∗]χ̺ε a.e. in (0, T )× Ω (3.25)
for any χ ∈ C(R).
Moreover, using (3.23), (3.24) and ̺u =
√
̺
√
̺u we conclude that
ess sup
t∈(0,T )
‖̺ε(t, ·)‖Lγ(Ω) ≤ c(e0, c∗) (3.26)
and
ess sup
t∈(0,T )
‖mε(t, ·)‖
L
2γ
γ+1 (Ω)
≤ c(e0, c∗), (3.27)
where 2γ
γ+1
> 1.
Note that the estimates are uniform with respect to ε > 0 and strong enough to pass to
the limit in the system (3.17–3.20) to generate an rDMV solution of the limit Euler system
as soon as we show that the dissipative term in (3.18) vanishes in the asymptotic regime.
However, that follows easily from (3.23).
In view of the uniform bounds (3.23), (3.26) and (3.27) and the fundamental theorem of
the theory of Young measures (see e.g. Ball [1]), there is a subsequence of (̺ε,mε, Eε)ε>0
(not relabeled here) that generates a Young measure {Ut,x}(t,x)∈(0,T )×Ω. Moreover, passing to
the limit in the total energy balance (3.20), we obtain[∫
Ω
〈Uτ,x;E〉 dx
]t=τ
t=0
+D(τ) = 0;
for a.a. τ ∈ (0, T ), where
D(τ) ≥ lim inf
ε→0
(∫
Ω
[
1
2
̺ε|uε|2 + cv̺εϑε + ε
β − 1(̺εϑε)
β
γ
]
(τ, ·) dx+ ε
∫ τ
0
∫
Ω
S(∇xuε) : ∇xuε dx dt
)
−
∫
Ω
〈Uτ,x;E〉 dx for a.a τ ∈ (0, T ).
(3.28)
To pass to the limit in (3.17) is straightforward and we obtain (2.4).
As already mentioned the dissipative term on the right-hand side of the momentum
balance (3.18) vanishes and hence we can pass to the limit to recover (2.5). Note that the
measure µC contains the concentration defect of the terms
̺εuε ⊗ uε, ̺εϑε and ε(̺εϑε)
β
γ ,
and, by virtue of (3.28), it is controlled by D exactly as required in (2.8).
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Finally, thanks to (3.25) it is easy to perform the limit in the entropy balance (3.19) to
obtain (2.7) even as an equality that holds for any χ ∈ C(R).
We have shown the following result.
Theorem 3.3. Let the transport coefficients satisfy µ > 0 and η > 0. Assume that (̺ε, ϑε,uε)ε>0
is a family of finite energy weak solutions to the Navier–Stokes system with entropy transport
(3.2) in the sense of Proposition 3.2 and the initial data (̺0,ε, ϑ0,ε,u0,ε)ε>0 satisfying (3.21)
generate a Young measure U0,x in the sense of (3.22).
Then (at least for a suitable subsequence)(
̺ε, ̺εuε,
1
2
̺ε|uε|2 + cv̺εϑε
)
ε>0
generates a Young measure {Ut,x}(t,x)∈(0,T )×Ω that represents an rDMV solution of the Euler
system (2.1), (2.2) in the sense of Definition 2.1. Moreover, Ut,x satisfies the entropy balance
(2.7) as an equality that holds for any χ ∈ C(R).
4 Generating rDMV solutions via Brenner’s model
In this section we show that rDMV solutions can be obtained via the vanishing dissipation
limit for a two-velocity model introduced by H. Brenner in [3]–[5]. In particular, we consider
the system
∂t̺+ divx(̺um) = 0, (4.1)
∂t(̺u) + divx (̺u⊗ um) +∇xp(̺, ϑ) = divxS(∇xu), (4.2)
∂t
(
1
2
̺|u|2 + ̺e(̺, ϑ)
)
+ divx
((1
2
̺|u|2+̺e(̺, ϑ))um)
+divx(p(̺, ϑ)u) + divxq = divx(S(∇xu) · u).
(4.3)
The main idea of (4.1–4.3) is to introduce two velocity fields - u and um - interrelated
through
u− um = K∇x log ̺, (4.4)
where K ≥ 0 is a purely phenomenological coefficient. Here, it is assumed that
q = −κ∇xϑ, (4.5)
S = µ
(
∇xu+∇Txu−
2
3
divxuI
)
+ ηdivxuI (4.6)
are the Fourier heat flux and the viscous stress tensor, respectively.
As a matter of fact, Brenner’s model has been thoroughly criticized and its relevance to
fluid mechanics questioned in Oettinger et al. [28]. On the other hand, it is mathematically
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tractable and yields essentially better theory than the standard Navier–Stokes–Fourier sys-
tem, see e.g. [23], Cai, Cao, Sun [11]. Recently, the interest in “two velocity models” has
been revived in Bresch et al. [6], [7].
Leaving apart the conceptual difficulties of the model, we show that it generates in the
vanishing dissipation limit an rDMV solution to the Euler system (2.1), (2.2) in the sense
of Definition 2.1. The crucial aspect of the analysis is a specific form of the coefficient K
in (4.4). Note that K is taken constant in [23] as well as in Cai et al. [11], while Brenner
proposed K = κ
cp̺
, see [4], where cp denotes the specific heat at constant pressure. On the
other hand, Guermond and Popov [24] argue that the choice
K =
κ
cv̺
, (4.7)
where cv > 0 denotes the specific heat at constant volume, should lead to an ”ideal” numerical
scheme for approximating the complete Euler system. During our analysis it turns out that
(4.7) works well and hence we assume (4.7) together with the Boyle-Mariotte law
p(̺, ϑ) = ̺ϑ, e = cvϑ. (4.8)
Under these circumstances, it is not difficult to show (see [9]) that the renormalized
entropy inequality associated with (4.1–4.7) reads
∂t(̺χ(s)) + divx (̺χ(s)um)− divx
[
κ
cv
∇xχ(s)
]
≥ χ
′(s)
ϑ
S(∇xu) : ∇xu+ κχ′(s)|∇x log ϑ|2 + χ′(s) κ
cv
|∇x log ̺|2 − χ′′(s) κ
cv
|∇xs|2
(4.9)
for any non-decreasing function χ ∈ C2(R), where s = s(̺, ϑ) is the physical entropy of the
system. In accordance with (4.8) we assume that the entropy s is given by
s(̺, ϑ) = cv log ϑ− log ̺. (4.10)
We further assume that the heat conductivity coefficient κ and the viscosity coefficients
µ and η satisfy
κ(̺, ϑ) ≈ ̺, µ(̺, ϑ) ≈ ̺, η ≡ 0. (4.11)
The problem is closed by prescribing the complete slip and no-flux boundary conditions
u · n|∂Ω = 0, (S(∇xu) · n)× n|∂Ω = 0, ∇x̺ · n|∂Ω = 0 and q · n|∂Ω = 0. (4.12)
As the existence of weak or strong solutions to (4.1–4.12) is not known at the moment
we simply assume the existence of strong solutions here.
The main goal of this section is to show that a family of classical solutions (̺ε,uε, ϑε)ε>0
to
u− um = ε κ
cv̺
∇x log(̺), (4.13)
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∂t̺+ divx(̺um) = 0, (4.14)
∂t(̺u) + divx (̺u⊗ um) +∇xp(̺, ϑ) = εdivxS(∇xu), (4.15)
∂t
(
1
2
̺|u|2 + ̺e(̺, ϑ)
)
+ divx
((1
2
̺|u|2+̺e(̺, ϑ))um)
+divx(p(̺, ϑ)u) + εdivxq = εdivx(S(∇xu) · u),
(4.16)
∂t(̺χ(s)) + divx (̺χ(s)um)− εdivx
[
κ
cv
∇xχ(s)
]
= ε
χ′(s)
ϑ
S(∇xu) : ∇xu+ εκχ′(s)|∇x log ϑ|2 + εχ′(s) κ
cv
|∇x log ̺|2 − εχ′′(s) κ
cv
|∇xs|2,
(4.17)
for χ ∈ C2(R), where s(̺, ϑ) = cv log ϑ − log ̺, generates an rDMV solution to the Euler
system (2.1) and (2.2). To this end, we first rewrite the system (4.14–4.17) using (4.5), (4.8),
(4.12) and (4.13) as
∂t̺+ divx(̺u) =
ε
cv
divx(κ∇x log ̺),(4.18)
∂t(̺u) + divx (̺u⊗ u)− ε
cv
divx (u⊗ κ∇x log ̺) +∇x(̺ϑ) = εdivxS(∇xu), (4.19)
∂t
∫
Ω
(
1
2
̺|u|2 + cv̺ϑ
)
dx = 0, (4.20)
∂t(̺χ(s)) + divx (̺χ(s)u)− ε
cv
divx (̺χ(s)κ∇x log ̺)− ε
cv
divx(κ∇xχ(s))
= ε
χ′(s)
ϑ
S(∇xu) : ∇xu+ εκχ′(s)|∇x log ϑ|2 + εχ′(s) κ
cv
|∇x log ̺|2 − εχ′′(s) κ
cv
|∇xs|2,
(4.21)
for χ ∈ C2(R), where s(̺, ϑ) = cv log ϑ − log ̺ and κ, µ and η are given by (4.11). Second,
we discuss the following issues:
• Uniform bounds based on the energy estimates that will guarantee boundedness of the
state variables (̺ε,mε, Eε), where mε = ̺εuε and Eε =
1
2
̺ε|uε|2 + cv̺εϑε.
• Showing that the dissipation terms vanish in the asymptotic limit.
• Identifying the Young measure {Ut,x} associated to the family of (renormalized) weak
solutions.
16
Let the initial data (̺0,ε, ϑ0,ε,u0,ε)ε satisfy
̺0,ε > 0,
∫
Ω
̺0,ε dx ≥ M0 > 0, ϑ0,ε > 0, log
(
ϑcv0,ε
̺0,ε
)
≥ s0 > −∞,∫
Ω
[
1
2
̺0,ε|u0,ε|2 + cv̺0,εϑ0,ε
]
dx ≤ e0,
(4.22)
and generate a Young measure U0 in the following sense∫
Ω
̺0,εφ dx→
∫
Ω
〈U0,x; ̺〉φ dx for any φ ∈ C∞c (Ω);∫
Ω
̺0,εu0,ε · φ dx→
∫
Ω
〈U0,x;m〉 · φ dx
for any φ ∈ C∞c (Ω;R3),φ · n|∂Ω = 0;∫
Ω
[
1
2
̺0,ε|u0,ε|2 + cv̺0,εϑ0,ε
]
φ dx→
∫
Ω
〈U0,x;E〉φ dx for any φ ∈ C∞c (Ω);∫
Ω
̺0,εχ
(
log
(
ϑcv0,ε
̺0,ε
))
φ dx→
∫
Ω
〈U0,x;Sχ(̺,m, E)〉φ dx
for any φ ∈ C∞c (Ω), φ ≥ 0, and any χ increasing concave satisfying χ(s) ≤ χ∞ for all s ∈ R.
(4.23)
Assume that for ε > 0 the trio (̺ε, ϑε,uε) represents a classical solution to (4.18–4.21)
with (4.11), (4.12) and the initial data (̺0,ε, ϑ0,ε,u0,ε) satisfying (4.22) and (4.23). For these
solutions we can deduce the following uniform bounds.
4.1 Uniform bounds
We get from the total energy balance (4.20) and (4.22) the bound
ess sup
t∈(0,T )
∫
Ω
Eε(t, ·) dx ≤ e0. (4.24)
For any χ such that χ′ ≥ 0 (non-decreasing) and χ′′ ≤ 0 (concave) we get by integrating
(4.21) over Ω and using (4.12) that
∂t
∫
Ω
̺εχ(sε) dx ≥ 0. (4.25)
In particular, taking χ in (4.25) such that
χ(s)


≥ 0 for s0 ≤ s,
< 0 for s < s0,
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gives us together with (4.22) the minimum principle
s0 ≤ sε(τ, x) whenever 0 < ̺ε for a.a. (τ, x) ∈ (0, T )× Ω.
In other words, we have
̺ε ≤ exp(−s0)ϑcvε for a.a. (τ, x) ∈ (0, T )× Ω
and hence from (4.24) it follows that
ess sup
t∈(0,T )
‖̺ε(t, ·)‖
L
1+ 1cv (Ω)
≤ c(e0, s0). (4.26)
Moreover, using ̺u =
√
̺
√
̺u, (4.24) and (4.26) we conclude that
ess sup
t∈(0,T )
‖mε(t, ·)‖
L
2cv+2
2cv+1 (Ω)
≤ c(e0, s0), (4.27)
where 2cv+2
2cv+1
> 1 for cv > 0.
Finally, as
̺ε| log ϑε|p ≤
{
c(s0)ϑ
cv
ε | log ϑε|p ≤ c(p, s0) if ϑε ≤ 1,
̺εϑε if ϑε ≥ 1,
we get from (4.24) and (4.26) that
ess sup
t∈(0,T )
∫
Ω
̺ε(t, ·)χ(sε(t, ·)) dx ≤ c(p, e0, s0) (4.28)
for any χ(s) ≈ sp, p ≥ 1 (independently of the χ class used elsewhere). Namely, we have it
for χ(s) = s here.
On the other hand, if we take χ such that χ′(s) ≥ c > 0 for all s ≥ s0, χ′′ ≤ 0 (for
example χ(s) = s) we get (using (4.28)) by integrating (4.21) over (0, T )× Ω that∫ T
0
∫
Ω
(
ε
1
ϑε
Sε(∇xuε) : ∇xuε + εκε|∇x log ϑε|2 + ε 1
cv
κε|∇x log ̺ε|2
)
dx dt ≤ c(e0, s0).
(4.29)
4.2 Estimates of dissipative terms
We must show that the following terms
εκε∇x log ̺ε, εκε(uε ⊗∇x log ̺ε), εSε(∇xuε), εκεχ(sε)∇x log ̺ε, εκε∇xχ(sε)
from (4.18), (4.19) and (4.21) vanish as ε → 0. Since we have no control over them from
energy inequality, we have to engage (4.29). To that end we use the following estimates:
• ∫ T
0
∫
Ω
εκε∇x log ̺ε dx dt ≤
√
ε(‖κε‖L1((0,T )×Ω) + ε‖
√
κε∇x log ̺ε‖2L2((0,T )×Ω)) (4.30)
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• ∫ T
0
∫
Ω
εκε(uε⊗∇x log ̺ε) dx dt ≤
√
ε
(‖√κεuε‖2L2((0,T )×Ω)+ε‖√κε∇x log ̺ε‖2L2((0,T )×Ω))
(4.31)
• ∫ T
0
∫
Ω
εSε(∇xuε) dx dt ≤
√
ε
(
‖ϑεµε(̺ε, ϑε)‖L1((0,T )×Ω)+
∫ T
0
∫
Ω
ε
1
ϑε
Sε(∇xuε) : ∇xuε dx dt
)
(4.32)
• ∫ T
0
∫
Ω
εκε∇x log ϑε dx dt ≤
√
ε(‖κε‖L1((0,T )×Ω) + ε‖
√
κε∇x log ϑε‖2L2((0,T )×Ω)) (4.33)
4.3 Vanishing dissipation limit
In view of the uniform bounds (4.24), (4.26), (4.27) and the fundamental theorem of the
theory of Young measures (see e.g. Ball [1]), there is a subsequence of (̺ε,mε, Eε)ε>0 (not
relabeled here) that generates a Young measure {Ut,x}(t,x)∈(0,T )×Ω. Moreover, passing to the
limit in the total energy balance (4.20), we obtain[∫
Ω
〈Uτ,x;E〉 dx
]t=τ
t=0
+D(τ) = 0 (4.34)
for a.a. τ ∈ (0, T ), where
D(τ) = lim
ε→0
∫
Ω
[
1
2
̺ε|uε|2 + cv̺εϑε
]
(τ, ·) dx−
∫
Ω
〈Uτ,x;E〉 dx for a.a τ ∈ (0, T ). (4.35)
To pass to the limit in the weak formulation of (4.18) to obtain (2.4) it is enough to
observe that the term on the right-hand side tends to 0 as ε→ 0 thanks to (4.30), (4.29) and
(4.26).
We can pass to the limit in the weak formulation of the momentum balance (4.19) to
recover (2.5) since the extra terms vanish thanks to (4.31), (4.32), (4.29) and (4.24). Note
that the measure µC contains the concentration defect of the terms
̺εuε ⊗ uε and ̺εϑε
and, by virtue of (4.35), it is controlled by D exactly as required in (2.8).
Finally, it remains to perform the limit in the entropy balance (4.21) to obtain (2.7). For
χ such that χ′(s) ≥ 0 and χ′′(s) ≤ 0 we see that (4.21) simplifies to
∂t(̺χ(s)) + divx (̺χ(s)u)− ε
cv
divx (̺χ(s)κ∇x log ̺)− ε
cv
divx(κ∇xχ(s)) ≥ 0. (4.36)
Hence for χ(s) ≤ χ∞ for all s ∈ R we can use the fact that χ′ is bounded and (4.30), (4.33),
(4.29), (4.26) to show that the dissipation terms vanish as ε→ 0.
We have shown the following result:
19
Theorem 4.1. Let the transport coefficients satisfy µ ≈ ̺, η ≡ 0 and κ ≈ ̺. Assume that
(̺ε, ϑε,uε)ε>0 is a family of classical solutions to the Brenner’s system (4.13–4.17) with the
initial data (̺0,ε, ϑ0,ε,u0,ε)ε>0 satisfying (4.22) generate a Young measure U0,x in the sense
of (4.23).
Then (at least for a suitable subsequence)(
̺ε, ̺εuε,
1
2
̺ε|uε|2 + cv̺εϑε
)
ε>0
generates a Young measure {Ut,x}(t,x)∈(0,T )×Ω that represents an rDMV solution of the Euler
system (2.1), (2.2) in the sense of Definition 2.1.
Remark 4.2. In our analysis we could also take µ(̺, ϑ) ≈ 1
ϑ
or µ(̺, ϑ) ≈ ̺+ 1
ϑ
.
5 Weak–strong uniqueness
The most notable property of rDMV solutions from Definition 2.1 is that they satisfy the weak
(measure-valued)–strong uniqueness principle, i.e., an rDMV solution and a strong solution
starting from the same initial data coincide as long as the latter exists. In particular, in that
case any sequence generating the rDMV solution must converge to the strong solution and
we can see rDMV solutions as a ”tool” to prove it. This has already been applied to show
the convergence of certain numerical schemes (see, e.g., [19], [20]) and we hope to progress
in that direction further.
To show the weak–strong uniqueness property for rDMV solutions we use the standard
method of relative energy and relative energy inequality (see [22]). Namely, we use that
the difference between a strong solution and an rDMV solution emanating from the same
initial data can be controlled by a coercive relative energy functional (5.1) and this functional
satisfies a relative energy inequality (5.2). Finally, using the fact that we work with a strong
solution and an rDMV solution we can show via the standard Gronwall argument that the
relative energy functional is identically zero.
5.1 Relative energy
Let
˜̺ ∈ C1([0, T ]× Ω), ˜̺> 0, ϑ˜ ∈ C1([0, T ]× Ω), ϑ˜ > 0, u˜ ∈ C1([0, T ]× Ω;R3),
be given. Following [22], we introduce the ballistic free energy
Hϑ˜(̺, ϑ) = cv̺ϑ− ϑ˜̺ log
(
ϑcv
̺
)
,
and the relative energy
E
(
̺, ϑ,u
∣∣∣ ˜̺, ϑ˜, u˜) = 1
2
̺|u− u˜|2 +Hϑ˜(̺, ϑ)−
∂Hϑ˜(˜̺, ϑ˜)
∂̺
(̺− ˜̺)−Hϑ˜(˜̺, ϑ˜).
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We showed in [10] that E can be written in the conservative variables as
E
(
̺,m, E
∣∣∣ ˜̺, m˜, E˜)
= −ϑ˜
[
S(̺,m, E)− S(˜̺, m˜, E˜)
− ∂̺S(˜̺, m˜, E˜)(̺− ˜̺)−∇mS(˜̺, m˜, E˜) · (m− m˜)− ∂ES(˜̺, m˜, E˜)(E − E˜)
]
,
(5.1)
where S is the total entropy without any normalization while m˜ = ˜̺u˜ and E˜ = 1
2
˜̺|u˜|2+cv ˜̺ϑ˜.
It is interesting to see that the relative energy E is related to the relative entropy a` la
Dafermos [13] via a multiplicative factor proportional to the absolute temperature.
We showed in [8] that rDMV solutions satisfy the following relative energy inequality
[ ∫
Ω
〈
Ut,x; E
(
̺,m, E
∣∣∣ ˜̺, m˜, E˜)〉 dx]t=τ
t=0
+
∫
Ω
[〈U0,x;E〉 − 〈Uτ,x;E〉] dx
≤−
∫ τ
0
∫
Ω
[
〈Ut,x;Sχ(̺,m, E)〉 ∂tϑ˜+
〈
Ut,x;Sχ(̺,m, E)m
̺
〉
· ∇xϑ˜
]
dx dt
+
∫ τ
0
∫
Ω
[
〈Ut,x; ̺u˜−m〉 · ∂tu˜+
〈
Ut,x;
(̺u˜−m)⊗m
̺
〉
: ∇xu˜
]
dx dt
− (γ − 1)
∫ τ
0
∫
Ω
[〈
Ut,x;E − 1
2
|m|2
̺
〉
divxu˜
]
dx dt
+
∫ τ
0
∫
Ω
[
〈Ut,x; ̺〉 ∂tϑ˜ log
(
ϑ˜cv
˜̺
)
+ 〈Ut,x;m〉 · ∇xϑ˜ log
(
ϑ˜cv
˜̺
)]
dx dt
+
∫ τ
0
∫
Ω
[
〈Ut,x; ˜̺− ̺〉 1
˜̺
∂t(˜̺ϑ˜)− 〈Ut,x;m〉 · 1
˜̺
∇x(˜̺ϑ˜)
]
dx dt
+
∫ τ
0
∫
Ω
∇xu˜ : dµC ,
(5.2)
with some suitably chosen fixed χ determined by (˜̺, ϑ˜, u˜) (see [8] for more details). We point
out that the relation (5.2) holds for any trio of differentiable functions (˜̺, ϑ˜, u˜), ˜̺, ϑ˜ > 0.
5.2 rDMV–strong uniqueness
As a corollary of the relative energy inequality, we showed the weak–strong uniqueness prin-
ciple in the class of rDMV solutions in [8].
The idea is to show that the terms on the right-hand side of (5.2) can be absorbed by the
time average of the left-hand side and hence by the means of standard Gronwall argument,
the left-hand side must be identically zero on (0, T ). To this end, we use the coercivity
properties of E following from (5.1) and the fact that S is a concave function on its effective
domain (see [10]). We have obtained the following result in [8].
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Theorem 5.1. Let cv > 0. Suppose that the Euler system (1.1–1.3) admits a continuously
differentiable solution (˜̺, ϑ˜, u˜) in [0, T ]× Ω emanating from the initial data
˜̺0 > 0, ϑ˜0 > 0 in Ω.
Assume that {Ut,x}(t,x)∈(0,T )×Ω is an rDMV solution of the system (2.1), (2.2) in the sense
specified in Definition 2.1, such that
U0,x = δ ˜̺0(x), ˜̺0u˜0(x), 12 ˜̺0(x)|u˜0(x)|2+cv ˜̺0ϑ˜0(x)
for a.a. x ∈ Ω.
Then
Ut,x = δ ˜̺(t,x), ˜̺u˜(t,x), 1
2
˜̺(x)|u˜(x)|2+cv ˜̺ϑ˜(t,x)
for a.a. (t, x) ∈ (0, T )× Ω.
Theorem 5.1 was given for periodic boundary conditions, that is on Ω = [0, 1]3|{0,1},
however it is easy to see that it stays valid even for the slip condition u · n|∂Ω = 0.
In view of Theorems 3.3 (or 4.1) and 5.1, we immediately obtain the following corollary
that can be seen as a version of the result in [15].
Corollary 5.2. In addition to the hypotheses of Theorem 3.3 (or 4.1) suppose that the limit
Euler system (2.1), (2.2) admits a smooth (C1) solution (̺,m, E) in [0, T ]× Ω.
Then
̺ε → ̺, ̺εuε → m, 1
2
̺ε|uε|2 + cv̺εϑε → E in L1((0, T )× Ω).
Indeed the fact that the limit DMV solution is represented by the Dirac masses implies
(up to a subsequence) strong a.a. pointwise convergence. In addition, the limit defect D
vanishes which implies strong convergence in the L1−norm.
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