ABSTRACT Owing to many appealing properties, neural networks provide a natural basis for solving different kinds of problems. The performance of neural networks greatly depends on whether they can provide appealing solutions to the problems of the parameter learning (i.e., the connecting weights in each layer) and the structure learning (i.e., the network structure). These two kinds of learning can be performed simultaneously or separately. In this paper, we proposed the Jacobian matrix-based learning machine (JMLM) to provide an appealing solution to the aforementioned two kinds of learning. The network structure of a JMLM can be incrementally constructed and a Jacobian-matrix-based learning method is proposed to efficiently estimate the corresponding network parameters. Furthermore, we can provide physically meaningful explanations to help human analyzers to make decisions based on the parameters embedded in a trained JMLM. One 2-D artificial data set, one benchmark medical data set, and an intensive care unit survival prediction data set were used for demonstrating the performance of the proposed JMLM.
I. INTRODUCTION
Function approximation or pattern recognition problems usually play an important role in many computer-based systems. One of the promising approaches to solving these kinds of problems is the use of neural networks or learning machines. The primary goal of a neural network or a learning machine is to construct an input-output mapping from a set of training data. The performance of a neural network or learning machine greatly depends on whether it can successfully learn the corresponding mapping from a training data set. There are two kinds of learning involved in applying neural networks to solve a variety of problems: 1) the parameter learning and 2) the structure learning [1] . While the parameter learning involves in the updating of the connecting weights in a neural network, the structure learning focuses on the determination of the network structure such as the number of layers and the neural nodes in each layer. These two kinds of learning problems can be either solved simultaneously or separately. Each kind of approaches has its own appealing properties and limitations.
Most neural networks (e.g., multi-layer perceptrons and RBF networks) start from a small network size and then use an off-line updating rule to update the connecting weights of the network to achieve some kind of performance criteria. If the performance criteria cannot be achieved for the pre-specified network size then the network size will be increased and the network will be re-initialized and re-trained. Although it is a straightforward solution to the determination of an appropriate network size it does not guarantee that it works all the time. The problems of weight initializations, the network size, the learning rules, and the complexity of the data mapping always mingle so the increase of network size does not mean that the performance of network with a larger network size can definitely outperform a network with a smaller size. The other approach is first to use structure learning algorithms to find appropriate network size and then use parameter learning rules to fine-tune the connecting rules. The fuzzy adaptive learning control network (FALCON) is one of the typical neuro-fuzzy systems which adopt the aforementioned approach [2] . Since the FALCON cannot work well for cases when training data are generated on-line, the FALCON-ART which combines the backpropagation algorithm for parameter learning and the fuzzy ART for structure learning was proposed to endow the network with the on-line learning capability [3] . In some applications, systems should be able to learn new information without destroying previously acquired knowledge. This capability is referred to the incremental learning capability. Learning new information without forgetting the previously acquired knowledge; however, raises the so-called stabilityplasticity dilemma [4] . Neural networks with the incremental learning capability provide a possible solution to the dilemma. The fuzzy ARTMAP systems [5] , fuzzy min-max neural networks [6] , and the HS-ARTMAP network [7] are three kinds of neural networks with the incremental learning capability.
Recently, Huang et al. proposed an ''extreme learning machine (ELM)'' to quickly generate a single-hidden layer of feedforward neural network [8] - [13] . The ELM provides an appealing solution to solve the parameter learning and the structure learning. In ELM, the number of hidden nodes and the weights of the activation functions are randomly chosen but the output weights (linking the hidden nodes to the output nodes) are analytically determined by using the Moore-Penrose generalized inverse operator. The ELM can significantly reduce the amount of time needed to train a single-hidden layer of feedforward neural network; however, ELMs may need higher number of hidden nodes due to the random determination of the input weights and hidden biases than conventional tuning-based learning algorithms [14] , [15] .
In this paper, we propose another simple but efficient solution to solve the problems of the parameter learning and the structure learning. The basic idea behind the proposed solution is the use of a Taylor series expansion to build the input-output mapping function from a set of training data. It is well known that a scale-valued function can be approximated by a finite number of terms that are calculated from the values of the function's derivatives at a single sampling point. If an input variable is very close to that particular sampling point then its corresponding function value can be approximated by a first-order Taylor series expansion at that particular point. The Taylor series expansion can be generalized to vector-valued functions except the first derivative is named as Jacobian matrix for the vector-valued function case. The basic idea of the proposed Jacobian Matrix-based Learning Machine (JMLM) is to incrementally search for a set of appropriate sampling points in such a way that their function values are known and corresponding first-order derivatives are computed. Then the input-output mapping function value at any location can be approximated by the first-order Taylor series expansion at the sampling point which is the nearest sampling point to that particular location. The performance of the proposed JMLM fully depends on the selection of the sampling points and the successful computations of the Jacobian matrices at the selected sampling points.
As we know, another serious problem usually encountered by a neural network (e.g., multi-layer perceptrons) is that it is not easy to meaningfully interpret the learned knowledge from the parameters of a trained neural network.
In some applications (e.g., medical applications), the lack of physically meaningful explanations would make data analyzers or decision makers (especially doctors) hesitate to make any important decisions simply based on the information provided by a black box. One of the appealing properties of the proposed JMLM is that we can provide physically meaningful explanations from the parameters embedded in a trained JMLM. This paper is organized as follows. Following this introduction is a brief review of the Taylor series expansion. Section III explains the detailed descriptions of the proposed JMLM. Simulation results are given in Section IV. Section V is the discussion section. The final section contains a summary of the proposed JMLM.
II. BRIEF REVIEW OF Taylor SERIES EXPANSION
In mathematics, a scale-valued function, f(x), can be represented by an infinite sum of terms that are calculated from the values of the function's derivatives at a single point, p, which is close to x as follows:
If the point p is very close to x then the higher-order derivatives can be omitted. The function, f(x), can then be linearly approximated as follows:
The linear Taylor polynomial can be generalized to vectorvalued function cases as follows:
where x and p are n-dimensional vectors, F (x) : R n → R m is a vector-valued function, and J is the Jacobian matrix. The Jacobian matrix J is the matrix of the all first-order partial derivatives of the vector-valued function F (x) as follows:
The following problem needed to be solved is the estimation of the Jacobian matrix at a point, p. Assume we have
There are two methods to estimate the Jacobian matrix from the N + 1 data pairs.
A. METHOD 1: THE LEAST-MEAN-SQUARE (LMS) ALGORITHM
Eq. (3) can be rewritten compactly as follows:
where
The objective of the LMS algorithm is to find a matrix J such that the following cost function is minimized:
According to the steepest decent method, we have the following updating formula for J:
We rewrite Eq. (5) as follows:
Since we have N + 1 data pairs, ( (9) can be expanded to be as follows:
We apply the transpose operator on both sides of Eq. (11) and we get the following equation:
The solution of the matrix (J m×n ) T can be represented as follows:
is the Moore-Penrose generalized inverse of the matrix p n×N T . We apply the transpose operator on both sides of Eq. (13) and we get the solution of the matrix J m×n as follows:
A fast method for the computation of the Moore-Penrose generalized inverse can be found in [16] .
III. THE PROPOSED Jacobian MATRIX-BASED LEARNING MACHINE
According to Eq. (3) or (5), we find that the function value of a data point x can be approximated by the linear Taylor expansion at a data point p which is very close to the data point x. Therefore, if we can collect a set of sampling points in such a way that their corresponding function values and Jacobian matrices are known then the input-output mapping function value at any location in the input space can be approximated by the linear Taylor expansion at the particular sampling point which is the nearest sampling point to that test location.
The performance of the approximation via the linear Taylor expansions depends on the estimates of the Jacobian matrices and the selections of the sampling points. We may either use the LMS algorithm as shown in Eq. (8) or the Moore-Penrose generalized inverse as shown in Eq. (14) to compute the corresponding Jacobian matrix. While the LMS algorithm requires a large amount of iterations, the Moore-Penrose generalized inverse method can compute the Jacobian matrix simply via some matrix operations. As for the selection of the sampling points, we have several observations. First of all, the larger amount of the sampling points the better the approximation performance. Secondly, the larger amount of the sampling points the heavier the computational load. Therefore, we need to take a trade-off between the performance and the computational load. In this paper, we propose to adopt the simplest way by incrementally adding a new sampling point until some kind of approximation performance is satisfied or a termination criterion is met.
Suppose we have N training input-output pairs, (
for a given function approximation problem or pattern recognition problem. The training objective of the JMLM is to find a function, F (x) : R n → R m that satisfies the interpolation condition:
The training algorithm starts with the cluster center of the training data and then incrementally adds new sampling points into the learning machine to improve its performance. The training algorithm for the JMLM is given as follows:
Step 1: Initialization-Specify the minimum performance criteria, θ and the maximum number of sampling points, K max . Initialize the index K (i.e., the number of the present sampling points or clusters in the training data set) to be one.
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Step 2: Clustering-Use the K -means algorithm to cluster the input data set,
For cluster C i , its cluster center is replaced by the input data which is closest to it and we use p i to denote the ith replaced cluster's center. Assign that input data's desired output to be the replaced cluster center's desired output and is denoted as d p i . These K replaced cluster centers can serve as the sampling data points for the computation of the Jacobian matrices.
Step 3: Computations of the Jacobian matrices-For the ith cluster C i , p i , and their corresponding desired outputs (i.e.,
, and (14) to compute its corresponding Jacobian matrix J i . According to many simulation results, the Moore-Penrose generalized inverse method is preferred because it could more quickly and effectively compute the Jacobian matrices than the LMS algorithm did.
Step 4: Performance Computation -For input data, x i , we find the cluster of which replaced cluster center (e.g., p i * ) is closed to the input data, x i . The predicted output of the trained JMLM with the K sampling data points is computed as follows:
The function, F (x i ), gives an algebraic measure of the distance from the data point, x i , to the hyperplane defined by F (x i ) = 0. If the data point, x i , is on the positive side of the hyperplane (i.e., the same side of the hyperplane of its corresponding normal vector) then the value of the function, F (x i ) is positive and vice versa. If the training problem is a function approximation problem, then the average squared error is adopted to validate the performance of the trained JMLM:
If the training problem is a pattern recognition problem then either the average squared error or the overall recognition rate can be adopted to validate the performance of the trained JMLM. Suppose the learning problem is to solve a P-class pattern recognition problem. We need to discretize the output value of the F i * (x i ) into P intervals and assign the pattern, x i , to the class if F i * (x i ) falls inside the interval which corresponds to that class.
Step 4: Termination-Terminate the training procedure if either the average squared error is less than the pre-specified threshold θ or the number of sampling points has reached its maximum value, K max . Otherwise, K = K + 1 and go to Step 2.
IV. SIMULATION RESULTS
To test the performance of the proposed JMLM, an artificial 2-dimensional data set, the Wisconsin breast cancer data set, and an ICU survival prediction data set were adopted. The use of a 2-dimensional data set was to provide a visual examination about the representation of the knowledge embedded in a trained JMLM. The Wisconsin breast cancer data set was downloaded from the repository of the Machine Learning Databases (UCI) [17] . It is a well-known benchmark data set.
As for the ICU survival prediction data set, it was a realworld data set collected from 1660 ICU patients in the Cathy General Hospital in 2012.
For the comparison purpose, we used the ten-fold cross validation procedure to test the proposed JMLM. The dataset was randomly divided into ten equal sized subsets. Of the ten subsets, a single subset is retained as the validation data for testing the model, and the remaining nine subsets are used as training data. The averaged performance of the ten runs was reported. For the comparison purpose, we used the same validation procedure to test the MLP, the RBF, and the ELM. The software of ELM was downloaded from the ELM web portal [18] . To make the comparisons fair, the number of hidden nodes for MLP, RBF, and the ELM (with the linear hidden nodes and the RBF hidden nodes) were set to be the same as the JMLM.
A. DATA SET ONE: THE ARTIFICIAL 2-DIMENSIONAL DATA SET This data set shown in Fig. 1(a) contains 579 2-D data points consisting of three classes. After sufficient training, the JMLM generated 3 sampling points under the case of setting the threshold θ = 0.1. The information (e.g., the Jacobian matrix and the coordinates of the sampling point) about the three generated sampling points is as follows:
If x is close to (3.185, 3.113) 
The three Voronoi cells generated from the three sampling points, (3.185, 3.113) T , (1.038, 1.042) T , and (0.381, 3.486)
T , are shown in Fig. 1(b) . Each data point can only lie in only one Voronoi cell. A linear equation defined by VOLUME 5, 2017 F i (x) = 0 is attached to a Voronoi cell. Each data point will be assigned to a particular class depending on the distance between the data point and the line attached to the Voronoi cell in which the data point lies. In order to explain how the trained JMLM classifies data points, we plot the seven linear equations, Fig. 1(b) . One may note that the linear equation, F i (x) − i = 0, represents the line passing through the i th sampling point.
Since the problem is a 3-class pattern recognition problem, we dichotomized the values of F i (x) into three intervals, (−∞, 1.5] corresponding to class 1, (1.5, 2.5] corresponding to class 2, and (2.5, ∞) corresponding to class 3. By viewing Fig. 1(b) , we find that there are nine data points (marked by black star symbols) which are incorrectly classified. Within the Voronoi cell assigned to class 1, there are two data points, (1.898, 3.726)
T and (1.997, 4.338) T which are incorrectly assigned to class 1 because F 1 (1.898, 3.726) = 1.233 < 1.5 and F 1 (1.997, 4.338) = 1.318 < 1.5.
Within the Voronoi cell assigned to class 2, while the data point, (1.859, 1.628) T , belonging to class 1 was incorrectly classified to be class 2 because F 2 (1.859, 1.628) = 1.568 > 1.5, the remaining data points belonging to class 1 are still correctly classified to class 1 because these data points result in F 2 (x) < 1.5. Within the Voronoi cell assigned to class 3, the data point, (1.620, 2.594) T , belonging to class 1 but it is incorrectly classified to be class 3 because F 3 (1.620, 2.594) = 2.856 > 2.5. The three data points, (0.090, 2.268) T , (−0.315, 2.316) T , and, (−0.428, 2.089) T , are incorrectly classified to be class 3 because F 3 (0.090, 2.268) = 2.823 > 2.5, F 3 (−0.315, 2.316) = 2.807 > 2.5, and F 3 (−0.428, 2.089) = 2.801 > 2.5. For a fair comparison, the hidden nodes for the MLP, the RBF, and the ELM were also set to be three. Table 1 tabulates the simulation results. Obviously, the proposed JMLM outperformed the RBF, and the ELM based on the comparisons of the recognition rates but it was 1% worsen than the MLP.
B. DATA SET TWO: THE Wisconsin BREAST CANCER DATA SET
The Wisconsin breast cancer problem is to predict a tissue sample taken from a patient's breast is malignant or benign. There are two classes, nine numerical attributes, and 699 observations. Sixteen instances are removed because they contain a missing attribute value. Surprising, the JMLM generated only 2 nodes after sufficient training under the case of setting the threshold θ = 0.1. The information (e.g., the Jacobian matrix and the coordinates of the sampling point) about the two generated sampling points is as follows: (21)- (22) can be summarized as follows:
Eq. (21) reveals that a patient with 1) uniformity of cell size is 1, 2) cell shape is 1, 3) bare nuclei is 1, 4) normal nucleoli is 1, and 5) mitoses is 1 may have a high probability of being benign since the value of F 1 (x) will be apt to be smaller than 1.5.
Eq. (22) reveals that a patient with 1) clump thickness larger than 7.035, 2) uniformity of cell size larger than 6.628, 3) bare nuclei larger than 8.407, 4) bland chromatin larger than 6.151, and 5) normal nucleoli larger than 5.876 may have a high probability of being predicted to be malignant since the value of F 2 (x) will be apt to be larger than 1.5. For a fair comparison, the hidden nodes for the MLP, the RBF, and the ELM were also set to be 2. Table 2 tabulates the simulation results. Obviously, the proposed JMLM outperformed the MLP, the RBF, and the ELM based on the comparisons of the recognition performance.
C. DATA SET THREE: THE ICU SURVIVAL PREDICTION DATA SET
This data set was used to test whether the proposed JMLM could be applied to predict the survival rate of critically ill patients who were admitted to an intensive care unit (ICU). As critically ill patients are admitted to the ICU, their many physiological parameters will then be continuously monitored to evaluate their functions and outcomes via some disease severity index scoring systems, such as the Acute Physiology And Chronic Health Evaluation (APACHE), the Simplified Acute Physiology Score (SAPS), the Mortality Probability Model (MPM) and the Sequential Organ Failure Assessment (SOFA) score [19] - [22] . One serious problem associated with these scoring systems is the need for frequent blood sampling for laboratory tests. Although these scoring systems provide good indicators, the need for frequent blood sampling for laboratory tests usually results in many side effects (e.g., general phlebotomy complications, unnecessary resource utilization, risk of infection, the increase of physiological and psychiatric burden of critically ill patients and their families, etc.) in the current ICU practice [23] - [25] .
To avoid unnecessary blood tests, physiological parameters (e.g., blood pressures, heart rate, oxygenation and urinary output, etc.) may serve as a potential severity index to predict the prognosis of critically ill ICU patients. Recently, many approaches to reducing unnecessary lab testing in the ICU have been proposed [24] - [26] . In addition, several different approaches to predicting survival or mortality in ICU have also been proposed [27] - [35] . Lemeshow et al. claimed that the predictive model would be useful to physicians for determining aggressiveness of care through discussions with families, determining utilization of ICU facilities and objectively comparing different ICUs [32] .
In our previous work in [35] , the prediction model was based on a PSO-based Fuzzy Hyper-Rectangular Composite Neural Network (PFHRCNN) which integrates three computational intelligence tools such as hyper-rectangular composite neural networks, fuzzy systems, and particle swarm optimization (PSO). The prediction input variables were based on the first 24 hours admission physiological data of ICU patients to forecast whether the final outcome was survival or not. The performance of the proposed prediction model was evaluated on the data set collected from 300 ICU patients in the Cathy General Hospital in 2012. There were 10 input variables in total for the prediction model. The nine input variables included the hourly sampled systolic arterial blood pressures (S-ABP), diastolic ABP (D-ABP), mean ABP (M-ABP), systolic non-invasive blood pressures (S-NBP), diastolic NBP (D-NBP), mean NBP (M-NBP), respiratory rate (RR), heart rate (HR) and body temperature (BT) during the 24 hours admission in ICU. The last variable is patient's age. In [35] , we adopted the average real variability (ARV) index for measuring the prognostic significance of the nine physiological features. The idea of the ARV was first proposed in [36] , [37] . We applied the ARV to extract the features from the 24 samples for each physiological variable. The ARV for each physiological variable in our prediction model was computed as follows:
where x i (h) represents the hth sampled value for the ith physiological variable and x i is the ARV for the ith physiological variable, which was inputted into the prediction model. The ten-fold cross validation procedure was adopted to test the VOLUME 5, 2017
prediction model. The PFHRCNN-based prediction model could achieve a 96% and 86% correct rate for the training data and testing data, respectively. Zimmerman et al. analysed the unique relative contribution of each risk factor in APACHE to hospital mortality prediction and found that acute physiology score (APS) is the major contribution (65.6%) and age provided the 3 rd priority (9.4%) in hospital mortality prediction [38] . Since the age feature provided only 9.4% contribution in hospital mortality prediction, we then decided to delete the age feature and used only the 9 physiological variables to train the JMLM. In addition, the amount of the data points in the data set was increased from 300 to 1660. We used the ten-fold cross validation procedure to verify the performance of the JMLM. After sufficient training, the JMLM generated 7 nodes on average under the case of setting the threshold θ = 0.05. For the fair comparison purpose, the hidden nodes for the MLP, the RBF, and the ELM were also set to be 7. The PFHRCNN proposed in [35] was also adopted to test the enlarged data set. The simulation results were tabulated in Table 3 . Obviously, the proposed JMLM outperformed the MLP, the RBF, the ELM, and PFHRCNN based on the comparisons of the recognition performance. To illustrate how to interpret the knowledge embedded in the trained JMLM, the information (e.g., the Jacobian matrix and the coordinates of the sampling point) about the six most important sampling points is given as follows. Note that the variable with a weighting factor larger than 0.03 is represented in bold and considered to play an important role in class classification. Since the problem is a 2-class pattern recognition problem, we dichotomized the values of F i (x) into two intervals, (−∞, 0.5) corresponding to the dead class and (0.5, ∞) corresponding to the survival class. Some observations from the six extracted linear equations given in (24)- (29) can be summarized as follows:
We found that the nine physiological parameters could serve as effective features in the mortality perdition model since the correct recognition rates for the training and testing data sets were 89% and 87%, respectively.
Eq. (24) .84 may have a high probability of being predicted to be alive after he or she discharges from ICU since the value of F 2 (x) will be apt to be larger than 0.5.
Eq. (25) .69 may have a high probability of being predicted to be dead in ICU since the value of F 7 (x) will be apt to be smaller than 0.5.
V. DISCUSSIONS
Similar to the ELM, the JMLM also adopt the Moore-Penrose generalized inverse operator to estimate structure parameters. The major difference between the JMLM and the ELM are as follows. The ELM adopts the same network structure as the RBF and its final network output is the weighted sum of the hidden nodes. In the ELM, the network structure is pre-specified by the user and the weights of the activation functions are then randomly chosen. In the following, the ELM adopts Moore-Penrose generalized inverse operator to analytically determine the output weights (linking the hidden nodes to the output nodes). In our JMLM, the network structure is more similar to a decision tree with two levels. The structure of a JMLM is incrementally increased until some performance criterion (e.g., the average squared error or the recognition rate) is satisfied. Then the Moore-Penrose generalized inverse operator is adopted to estimate the Jacobian matrix for each sampling point. The final output is computed based on the decision tree constructed by the trained JMLM rather than the weighted summation of the hidden nodes in the ELM. From the simulation results, the JMLM outperformed the ELM based on the comparisons tabulated in Tables 1-3. The k-NN classifier is one of the most robust and popular classifiers; therefore, it serves as a good benchmark to compare with more complex classifiers. The JMLM uses the k-means algorithm to search appropriate sampling points, therefore, it will dichotomize the data space into several disjoint Voronoi cells. The k-NN classifier also partitions the data space into disjoint Voronoi cells. While the k-NN classifier adopts some kind of distance measure (e.g., the Euclidean distance, the Mahalanobis distance, etc), the JMLM uses the distance from a point to the hyperplane defined by linear Taylor expansion in (3) . Therefore, to the k-NN classifier, a Voronoi cell corresponds to a pure decision but a Voronoi cell may create many different parallel decision regions in the JMLM. We use Fig. 2 (a)-(c) to demonstrate the difference between the k-NN classifier and the JMLM. In this example, we adopted the 2-D data set to test the 1-NN classifier and we used the same three sampling point selected by VOLUME 5, 2017 the JMLM. Fig. 2(a) shows the classification result created by the 1-NN classifier. Obviously, the k-NN classifier incorrectly classified more data points than the JMLM did. The decision regions created by the 1-NN classifier and the JMLM are shown in Fig. 2(b)-(c) . One may find that decision regions created by the JMLM are more complex than those created by the 1-NN classifier. In a Voronoi cell, the JMLM can create many parallel strip-like decision regions so that the JMLM can deal with more complex problems than the 1-NN classifier if these two classifiers use the same number of sampling points.
In our JMLM, we only utilize the information about the first derivative of the function. In fact, we can further improve the performance of a JMLM by adding the second derivative of the function in the model; however, an immediate problem needed to be solved is the estimate of the second derivative of the function. Therefore, we need to take a trade-off between the model performance and the computational complexity. That is the main reason why we just include the Jacobian matrix in our model.
VI. CONCLUSIONS
This paper introduces a Jacobian Matrix-based Learning Machine called JMLM. The learning capability of the JMLM comes from the approximation characteristic of the linear Taylor expansion. The machine structure can be incrementally constructed until some performance criterion is satisfied. Simulation results demonstrated that the proposed JMLM outperformed several existing neural networks based on one 2-D artificial data set and two real-life medical data sets. Furthermore, a trained JMLM can be physically interpreted in the following way. The real-valued parameters in each linear equation may be regarded as the weighting factors for corresponding variables. The larger the absolute value of the parameter the more important role played by the variable. The Wisconsin breast cancer data set and the ICU survival prediction data set served as an example for demonstrating how to provide physically meaningful interpretation from trained JMLMs.
