The problem of joint feature selection across a group of related tasks has applications in many areas including biomedical informatics and computer vision. We consider the 2,1 -norm regularized regression model for joint feature selection from multiple tasks, which can be derived in the probabilistic framework by assuming a suitable prior from the exponential family. One appealing feature of the 2,1 -norm regularization is that it encourages multiple predictors to share similar sparsity patterns. However, the resulting optimization problem is challenging to solve due to the non-smoothness of the 2,1 -norm regularization. In this paper, we propose to accelerate the computation by reformulating it as two equivalent smooth convex optimization problems which are then solved via the Nesterov's method-an optimal first-order black-box method for smooth convex optimization. A key building block in solving the reformulations is the Euclidean projection. We show that the Euclidean projection for the first reformulation can be analytically computed, while the Euclidean projection for the second one can be computed in linear time. Empirical evaluations on several data sets verify the efficiency of the proposed algorithms.
Introduction
Multi-task learning [1, 2, 3, 7, 17, 18, 19, 26, 28] has recently received increasing attention in machine learning, artificial intelligence, and computer vision. It aims to learn the shared information among related tasks for improved performance, and has been successfully employed in applications including medical diagnosis [3, 18, 26] , handwritten character recognition [17, 18] , conjoint analysis [1, 28] , and text classification [28] .
The underlying assumption behind many multi-task learning algorithms is that the tasks are related to each other. Thus, a key issue is how to capture the task relatedness and take this into account in the learning formulation [2] . Existing multi-task learning formulations employ various strategies to capture the task relatedness.
Evgeniou and Pontil [7] assumed that all the tasks are related so that the true models (for all the tasks) are close to a given (unknown) common model. They proposed to solve the multi-task models by the 2 -norm regularization analogous to SVMs [4] . Obozinski et al. [17, 18, 19] proposed to penalize the sum of the 2 -norms of the blocks of coefficients associated with each feature across tasks, leading to an 2,1 -norm regularized nonsmooth convex optimization problem. Obozinski et al. proposed to solve the problem by the blockwise boosting scheme [29] that follows the regularization path. However, there is no known convergence rate for the blockwise boosting scheme. Argyriou et al. [1] assumed that the tasks share a small subset of features (via the feature matrix), and formulated the problem as the squared 2,1 -norm regularized non-convex optimization problem. If the feature matrix is not learned (set to an identity matrix), the problem reduces to the squared 2,1 -norm regularized convex optimization problem, which is similar to the one proposed in [17, 18] . Xiong et al. [26] proposed a probabilistic framework by imposing the automatic relevance determination prior on the parameters across different tasks. Zhang et al. [28] proposed a unified probabilistic framework, where the task parameters share a common structure through latent variables.
Multi-task feature learning via the 2,1 -norm regularization has been studied in [1, 17, 18, 19] . One appealing property of the 2,1 -norm regularization is that it encourages multiple predictors from different tasks to share similar parameter sparsity patterns. The 2,1 -norm regularization has also been successfully employed in the group Lasso [27] , the logistic group-lasso [13] , and the generalized linear models [21] . When the loss is convex, the 2,1 -norm regularized problem is convex, and admits a globally optimal solution. Previous approaches [1, 17, 18, 19] for solving the 2,1 -norm regularized problem apply an iterative procedure, which may converge slowly. To the best of our knowledge, no known global convergence rate has been established for these algorithms.
In this paper, we propose to solve the 2,1 -norm regularized problem using the first-order black-box methods [14, 16] , which evaluate at each iteration the function value and (sub)gradient only. One major challenge lies in the nonsmoothness of the 2,1 -norm regularization term. It has been shown [14, 15] that the lower complexity bound for smooth convex optimization is significantly better than that of nonsmooth convex optimization. Moreover, Nesterov's method [14, 16] is an optimal first-order black-box method for smooth convex optimization.
Due to the superior convergence rate of the smooth convex optimization over the nonsmooth one, we propose to reformulate the non-smooth 2,1 -norm regularized problem as its equivalent smooth convex optimization problem. More specifically, we consider two smooth reformulations in this paper: 1) the reformulation by the introduction of additional variables; and 2) the 2,1 -ball constrained optimization. When applying Nesterov's method for solving both reformulations, a key building block is the Euclidean projection onto the constraint. We show that the Euclidean projection for the first reformulation can be computed analytically, while the projection for the second one can be computed in linear time. With the equivalent reformulations, we can solve the 2,1 -norm regularization problem with a smooth loss function in a time complexity of O(
, where m, n, k and ε denote the total number of training samples, the sample dimensionality, the number of tasks, and the desired accuracy, respectively. Empirical evaluations on several data sets verify the efficiency of the proposed algorithms.
Notations: Scalars are denoted by lower case italic letters, vectors by lower case bold face letters, and matrices by capital italic letters. Let · denote the Euclidean ( 2 ) norm, · 1 the 1 -norm, · F the Frobenius norm of a matrix, and · 2,1 the 2,1 -norm of a matrix.
Organization:
In Section 2, we introduce the 2,1 -norm regularized multi-task feature learning in the probabilistic framework; in Section 3, we present the proposed method for solving the equivalent smooth reformulations; in Section 4, we detail how to efficiently solve the Euclidean projection problems; in Section 5, we report empirical results; and we conclude this paper in Section 6.
A Probabilistic Framework for Multi-task Feature Learning
In multi-task learning, we are given a training set of k tasks {(a T ∈ R mj , and y = [y
In this paper, we consider linear models:
where w j ∈ R n is the weight vector for the j-th task. The weight vectors for all k tasks form the weight matrix W = [w 1 , . . . , w k ] ∈ R n×k , which needs to be estimated from the data.
Assume that, given the value of a j ∈ R n , the corresponding target y j ∈ R for the j-th task has a Gaussian distribution with mean f j (a j ) and precision σ j > 0 as
Denote σ = [σ 1 , . . . , σ k ] T ∈ R k and assume that the data {A, y} is drawn independently from the distribution in Eq. (2), then the likelihood function can be written as
To capture the task relatedness, a prior on W is defined as follows. The i-th row of W , denoted as w i ∈ R 1×k , corresponds to the i-th feature in all tasks. Assume that w i is generated according to the exponential prior:
where δ i > 0 is the hyperparameter. Note that when k = 1, the prior in Eq. (4) reduces to the Laplace prior [8, 22] .
T ∈ R n , and assume that w 1 , . . . , w n are drawn independently from the prior in Eq. (4) . Then the prior for W can be expressed as
It follows that the posterior distribution for W , which is proportional to the product of the prior and the likelihood function [4] , is given by:
Taking the negative logarithm of Eq. (6) and combining with Eqs. (1-5) , we obtain the maximum posterior estimation of W by minimizing
For simplicity of discussion, we assume that σ = σ j , ∀j = 1, . . . , k and δ = δ i , ∀i = 1, 2, . . . , n. We then obtain from Eq. (7) the following 2,1 -norm regularized least squares regression problem:
where ρ = δ/σ and W 2,1 = n i=1 w i is the 2,1 -norm of the matrix W .
Discussion:
The problem in Eq. (8) can be generalized to the following 2,1 -norm regularization problem:
where ρ > 0 is the regularization parameter, and loss(W ) is a smooth convex loss function such as the least square loss in Eq. (8) and the logistic loss.
When the number of tasks equals to one, the prior in Eq. (4) reduces to the Laplace prior distribution [8, 22] . It is easy to show that in this case the problem in Eq. (9) reduces to the 1 -norm regularized optimization problem. In particular, the problem in Eq. (8) reduces to the Lasso [23] . When there are multiple tasks, the weights corresponding to the i-th feature are grouped together via the 2 -norm of w i . Thus, the 2,1 -norm regularization tends to select features based on the strength of the input variables of the k tasks jointly rather than on the strength of individual input variables as in the case of single task learning [1, 17, 18, 19] .
Two Equivalent Smooth Reformulations
In this section, we propose to employ the Nesterov's method [14, 16] to solve the nonsmooth optimization problem in Eq. (9) by optimizing its equivalent smooth convex reformulations.
Definition 1. The optimization problem
min x∈G g(x)(10)
is called a constrained smooth convex optimization problem if G is a closed convex set and g(x)
is a convex and smooth function defined in G.
Constrained Smooth Convex Reformulations
The objective function in Eq. (9) is nonsmooth, since W 2,1 is non-differentiable. It is known that the subgradient method [14, 16] (9) is equivalent to the following constrained smooth convex optimization problem:
where
is close and convex. 
z ≥ 0 1 is the radius of the 2,1 -ball, and there is a one-toone correspondence between ρ and z.
Remark: For the reformulation aMTFL 2 , it is difficult to give an analytical relationship between ρ and z. However, such relationship is not critical, as in most cases the optimal values for ρ and z are both unknown, and they are usually tuned using cross-validation. It follows from Theorems 1 and 2 that we can solve Eq. (9) by the equivalent reformulations in Eqs. (11) and (13) . For simplicity of presentation, we focus on solving the general problem (10), which is a constrained smooth convex optimization problem.
The Main Algorithm
We propose to employ the Nesterov's method [14, 16] for solving (10) . Recall that the Nesterov's method has a much faster convergence rate than the traditional methods such as subgradient descent and gradient descent. Specifically, the Nesterov's method has a convergence rate of O( 
where α i is the combination coefficient. The approximate solution x i+1 is computed as a "gradient" step of s i as
where π G (v) is the Euclidean projection [5, Chapter 8.1, page 397] of v onto the convex set G:
1 γi is the stepsize, and γ i is determined by the line search according to the Armijo-Goldstein rule so that γ i should be appropriate for s i (details are given in Appendix F). A sequence of {x i } and {s i } is illustrated in Figure 1 in which s i and x i+1 are computed recursively according to Eqs. (15) and (16) 
. We assume that x 6 = x 7 = x * , and x * is an optimal solution. 
, and R g is the distance from the starting point to the optimal solution set.
Time Complexity
We first analyze the time complexity of the problem in Eq. (11). When loss(W ) is either the least squares loss or
Set
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end if 10: end for 11: Set
if convergence then 13: x = x i , terminate 14: end if 15: end for the logistic loss, it costs O(mn) floating point operations (flops) for evaluating the function value and gradient of the objective function of (11) at each iteration. Moreover, as shall be shown in Section 4.1, the Euclidean projections onto D can be analytically computed in a time complexity of O(nk). Therefore, through the equivalent reformulation (11), we can solve the 2,1 -norm regularized problem in Eq. (9) with a time complexity of O(
, where m, n, k and ε denote the total number of training samples, the sample dimensionality, the number of tasks, and the desired accuracy, respectively. Following a similar analysis, the time complexity for solving Eq. (9) via the reformulation in Eq. (13) is also O(
Efficient Euclidean Projections
A key building block of Algorithm 1 is the Euclidean projection onto the convex set G. In this section, we propose efficient algorithms for computing the Euclidean projection onto both D in Eq. (12) and Z in Eq. (14).
Euclidean Projection onto D
The Euclidean projection of a given point (v, U) onto the set D is defined as:
where v, t ∈ R n and U, W ∈ R n×k . Denote the ith row of U as u i ∈ R 1×k , i = 1, 2, . . . , n, and
T . We show in the following theorem that the problem in Eq. (19) admits an analytical solution (proof given in Appendix C). 
Theorem 4. Denote the optimal solution to the problem in Eq. (19) byW andt, and the i-th row ofW andt bȳ w i andt i , respectively. Then the problem has a unique solution given by:
The Euclidean projection in Eq. (19) can be interpreted from a geometrical perspective as shown in Figure 2 . We denote the point to be projected as (v, u). When We analyze the time complexity of this projection as follows. It costs O(nk) flops to compute u i , for i = 1, 2, . . . , n, and O(nk) flops to obtainW andt from Eqs. (20) and (21) . Therefore, the Euclidean projection onto D can be computed in O(nk) time.
Euclidean Projection onto Z
The Euclidean projection of U ∈ R n×k onto the domain Z is defined as:
We use the standard Lagrangian method to solve the problem in Eq. (22) . Introducing the Lagrangian variable λ for the inequality constraint W 2,1 ≤ z, we can write the Lagrangian of Eq. (22) as:
LetW be the primal optimal point andλ be the dual optimal point and denote the i-th row ofW byw i ∈ R k . It is clear that the primal and dual optimal points satisfy the following conditions:
In Eq. (22), both the objective and the constraints are convex. When W is a zero matrix, we have W 2,1 − z < 0 since z > 0. Therefore, the Slater's condition [5] for strong duality holds and the complementary slackness conditions [5] follows:λ
We show in the following theorem (proof given in Appendix D) that when the dual optimal pointλ is known, the primal optimal pointW can be computed analytically. Theorem 5. When the dual optimal pointλ is known, the primal optimal pointW is given bȳ
for i = 1, . . . , n, where u i ∈ R 1×k is the i-th row of U .
Next, we show how to compute the dual optimalλ in the following theorem (proof given in Appendix E). Theorem 6. For the Euclidean projection in Eq. (22) , if U 2,1 ≤ z, the dual optimal is given bȳ
and if U 2,1 > z, the dual optimalλ > 0 is the unique root of the following function:
Theorems 5 and 6 suggest the following procedure for solving Eq. (22) . First, we compute the dual optimalλ, which is either zero or the unique root of Eq. (29); and then we analytically obtainW from Eq. (27) . We employ the improved bisection [12] for computing the root of ω(·) in Eq. (29) .
We analyze the time complexity of this projection as follows. It costs O(nk) flops to compute u i , for i = 1, 2, . . . , n, O(n) flops to computeλ as the root of Eq. (29) by the improved bisection [12] , and O(nk) flops for obtainingW by Eq. (27) . Therefore, the overall time complexity for solving Eq. (22) is O(nk), which scales linearly with the size of U ∈ R n×k to be projected.
Experiments
In this section, we demonstrate the efficiency of the proposed algorithms using the following two data sets: School 2 and Letter [17, 18] . The School data set consists of scores of 15,362 students from 139 secondary schools in London during the years 1985, 1986, and 1987, with each sample containing 28 attributes. The School data set has 139 tasks of predicting student performance in each school. The Letter data set was collected by Rob Kassel at the MIT Spoken Language Systems Group. This data set consists of 8 default tasks of two-class classification problems for the handwritten letters: c/e, g/y, m/n, a/g, i/j, a/o, f/t, h/n. The writings are collected from over 180 different writers, with the letters being represented by 8 × 16 binary pixel images. The Letter data set has a total number of 45,679 samples.
Convergence Analysis
We solve the 2,1 -norm regularized least squares regression problem (8) by the proposed algorithms in Section 3, and report the results on both data sets (including all samples) in Figure 3 . The horizontal axis denotes the number of iterations and the vertical axis denotes the objective function value. For the reformulation aMTFL 1 , we report results for ρ = 0.1 and ρ = 0.001 on the School data set; and ρ = 1 and ρ = 0.1 on the Letter data set. For the reformulation aMTFL 2 , we set z = W 2,1 , whereW is the solution obtained by aMTFL 1 . We can observe form the figures: i) the objective function values for both reformulations decrease rapidly at the first few iterations; and ii) the function values for both reformulations become stable after about 30 iterations with the specific ρ and z on these two data sets. This confirms the fast convergence rate of the prosposed algorithms due to the use of the Nesterov's method.
Comparison with Competing Algorithms
To demonstrate the efficiency of the proposed algorithms in Section 3, we compare them with the gradient descent (GD) that solves the reformulation in Eq. (13) . We also compare the proposed algorithms with MTL- 
which is slightly different from the optimization problem in Eq. (8) discussed in this paper. Before the comparison, we note that it is very difficult, if not possible, to carry out a fair comparison among the different methods, due to the issue of implementation, the choice of algorithm parameters, and the different stopping criterion, and thus the results should be interpreted with caution. To conduct a relatively fair comparison, for a given γ, we first run the MTL-FEAT to obtain the solutionW ; then apply the algorithms proposed in Section 3 for solving (11) with ρ = γ W 2,1 /2 and (13) with z = W 2,1 . For MTL-FEAT, we use the following settings: "epsilon init=0", "iterations=20", and "method=3". For our proposed algorithms and GD, we terminate the program after they achieve an objective function value smaller or equal to that of MTL-FEAT in term of Eq. (30). On the School data set, we test the efficiency under different values of the regularization parameter γ, and report the results in Table 1 ; on the Letter data set, we test the efficiency with a varying number of training samples (denoted by m) under a given γ (set to 0.001), and report the results in Table 2 . We can observe from these two tables that the proposed algorithms are much more efficient than both MTL-FEAT and GD. 2 We compare the two reformulations aMTFL 1 and aMTFL 2 for solving the 2,1 -norm regularized least squares regression. For a given regularization parameter ρ, we first run aMTFL 1 to obtain the solutionW , where the program is terminated when the relative gap of the adjacent approximate solutions is less than 10 −4 ; and then run aMTFL 2 with z = W 2,1 , where the program is terminated when it achieves an objective function value smaller than or equal to that of aMTFL 1 in terms of Eq. (11). We conduct experiments on the School data with different values of the regularization parameter ρ, and report the results in Table 3 . We can observe from the table that, when ρ is relatively large, aMTFL 1 is comparable to (or more efficient than) aMTFL 2 ; and when ρ is relatively small, aMTFL 2 is more efficient than aMTFL 2 . Similar phenomenon can be observed from Table 1 .
Next, we analyze the underlying difference between these two reformulations based on the parameters involved in (18) of Theorem 3: i) the Lipschitz gradient of loss(W ) + ρ n i=1 t i is identical to that of loss(W ), thus both reformulations have the same Lipschitz gradient L g ; ii) due to the additional variable t, aMTFL 1 usually has a larger R g (the distance from the starting point to the optimal solution set) than aMTFL 2 ; and iii) from the discussion in Section 4, When ρ is relatively large, the solution is sparse. Thus, the value of R g for aMTFL 1 is comparable to that for aMTFL 2 . This, together with the efficient computation of the Euclidean projection for aMTFL 1 , explains why aMTFL 1 is competitive with aMTFL 2 when ρ is relatively large. When ρ is relatively small, the solution is less sparse. In this case, the value of R g for aMTFL 1 is much larger than that for aMTFL 2 . This explains why aMTFL 1 is less efficient than aMTFL 2 in this case.
Computing a Sequence of Solutions
In most applications, the optimal values for ρ and z are both unknown. One common approach for estimating these valies is to compute the solutions corresponding to a sequence of values of the parameter
from which the optimal one is chosen by evaluating certain criteria. This can be done by simply applying the proposed algorithms to solving the s independent problems (called "cold-start"). However, a more efficient approach is through the so-called "warm-start", which uses the solution of the previous problem as the warm-start of the latter. Indeed, both aMTL 1 and aMTL 2 can benefit from the warm-start technique, since the solution corresponding to ρ i (or z i ) lies in the feasible domain of ρ i+1 (or z i+1 ). We conduct experiments on the School data set and report results in Figure 4 . The horizontal axis denotes a sequence of values of the parameter ρ 1 > ρ 2 > . . . > ρ s (left plot) or z 1 < z 2 < . . . < z s (right plot), and the vertical axis denotes the number of iterations for computing the solution for a given ρ i (or z i ) with the cold-start and warmstart. For the cold-start, all problems are solved independently; for the warm-start, the solution corresponding to ρ i (or z i ) is employed as the initialization for the solution corresponding to ρ i+1 (or z i+1 ). From the results in this figure, we can observe that the warm-start can significantly outperform the code-start. non-smoothness of the 2,1 -norm. To accelerate the computation, we propose to firstly reformulate it as two equivalent smooth convex optimization problems, and then solve the reformulations by the Nesterov's method. In solving the reformulations, a key building block is the Euclidean projection. We show that the Euclidean projection for the first reformulation can be analytically computed, while the projection for the second one can be computed in linear time. Empirical evaluations on several data sets demonstarte the efficiency of the proposed algorithms.
We plan to improve the practical performance of the proposed algorithms using the adaptive line search proposed in [11] , and apply the proposed algorithms for solving the 2,1 -norm regularized problems including the group Lasso [27] , the logistic group-lasso [13] , and the group-lasso for generalized linear models [21] . We also plan to compare the proposed algorithms with the coordinate gradient descent method [25] , which has a locally linear convergence rate under certain conditions [25, Theorem 4] . Finally, we plan to apply the proposed algorithms to real-world applications including association analysis of quantitative trait network [9] , image classification [20] , brain-computer interfacing [24] , and biomarker identification [10] .
