Reweighting from the mixture distribution as a better way to describe
  the Multistate Bennett Acceptance Ratio by Shirts, Michael R.
Reweighting from the mixture distribution as a better way to describe the Multistate Bennett
Acceptance Ratio
Michael R. Shirts1, ∗
1Department of Chemical and Biological Engineering, University of Colorado Boulder, Boulder, CO 80309
(Dated: December 20, 2017)
The multistate Bennett Acceptance ratio is provably the lowest variance unbiased estimator of both
free energies and ensemble averages, and has a number of important advantages over previous meth-
ods, such as WHAM. Despite its advantages, the original MBAR paper was rather dense and math-
ematically complicated, limiting the extent to which people could expand and apply it. We present
here a different way to think about MBAR that is much more intuitive and makes it clearer why the
method works so well.
I. INTRODUCTION
Several years ago, we derived the multistate Bennett
Acceptance ratio (MBAR) [1], an approach to compute
free energies and expectation averages computed from
samples from multiple thermodynamics states. Based
on results in statistical inference, [2–5], this method is
provably the lowest variance unbiased estimators of
both free energies and ensemble averages. Addition-
ally, it has a number of important advantages over pre-
vious methods. Multiple histogram techniques, such as
WHAM, rely on histograms of width sufficient to con-
tain many samples, which introduces a bias that can
be substantial and often difficult to assess [6]. Addi-
tionally, using multiple histogram techniques makes it
very difficult to compute error estimates in the free en-
ergies or ensemble averages obtained. MBAR uses no
histograms, estimating quantities using the samples di-
rectly, and thus has no histogram bias. It is important to
note that equation for free energies itself was derived by
Souaille and Roux in 2001 [7] as the limit of WHAM as
bins go to zero width, so the equation itself was not new,
but the context, connection to statistics, proofs of mini-
mum variance, and useful formula for uncertainties in
the free energies and observables were novel.
MBAR reduces exactly to Bennett’s acceptance ratio
formula in the case of only two states [8], motivating
our original name. BAR, therefore, does have provably
lowest variance for the free energy calculation between
two states, suffers no histogram bias, and has a robust
variance estimate. However, it cannot be used to di-
rectly compute free energies using samples for multiple
states all together (only in pairs), and cannot be used to
compute ensemble averages in its standard formulation.
MBAR, as we showed in our original paper, follows the
same general mathematical derivation as BAR, yielding
provably lowest variance free energies as well as robust
variance estimates, but extended to multiple states, and
the mathematical framework allows computing the ex-
pectation values of observables as well.
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Despite all these advantages, the original MBAR pa-
per was rather dense and mathematically complicated,
somewhat suppressing the understanding of the ap-
proach and therefore, its use by other researchers for
practical problems. We present here a different way to
think about MBAR that is hopefully much more intu-
itive and makes it clearer why it works well.
II. ORIGINALMATHEMATICAL DEFINITION OF
MBAR
First, some definitions. Suppose we obtain Ni uncor-
related equilibrium samples [9] from each of K thermo-
dynamics states within the same class of ensemble (such
as all NVT, all NPT, all µVT, etc.). Each state is charac-
terized by a specified combination of inverse tempera-
ture, potential energy function, pressure, and/or chem-
ical potential(s), depending upon the ensemble. We de-
fine the reduced potential function ui(x) for state i to be
ui(x) = βi[Ui(x) + piV (x) + µ
T
i n(x)] (1)
where x ∈ Γ denotes the configuration of the system
within a configuration space Γ, with volume V (x) (in
the case of a constant pressure ensemble) and n(x) the
number of molecules of each of M components of the
system (in the case of a grand or semigrand ensemble).
For each state i, βi is the inverse temperature, Ui(x) the
potential energy function (which may include biasing
weights), pi the external pressure, and µi the vector of
chemical potentials of the M system components. This
formalism allows a very large number of different situ-
ations to be described by the same mathematics.
In all of these situations, configurations {xin}Nin=1
from state i are sampled from the probability distribu-
tion
pi(x) = c
−1
i qi(x) ; ci =
∫
Γ
dx qi(x) (2)
where qi(x) is here nonnegative and represents an un-
normalized density function. ci is the (generally un-
known) normalization constant (which of course, in
statistical mechanics is simply the partition function).
In samples obtained from standard Metropolis Monte
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2Carlo or molecular dynamics simulations or from ex-
periment, this unnormalized density qi(x) is simply the
Boltzmann weight exp[−ui(x)] but the general math
allows it to be an arbitrary probability distribution,
such as found in simulations employing non-Boltzmann
weights, such as multicanonical simulations [10] or Tsal-
lis statistics [11].
What we want is an efficient and simple estimator for
the difference in dimensionless free energies
∆fij ≡ fj − fi = − ln cj
ci
= − ln
∫
Γ
dx qj(x)∫
Γ
dx qi(x)
(3)
where the fi are related to the dimensionalized free en-
ergies Fi by fi = βiFi.
We would also like to have useful estimators of the
equilibrium expectations of some observable (energy,
volume, pair distances, etc.) of the coordinates O(x).
〈O〉i ≡
∫
Γ
dx pi(x)O(x) =
∫
Γ
dxO(x) qi(x)∫
Γ
dx qi(x)
. (4)
The original MBAR paper [1] presented a way to es-
timate these ratios of normalization constants through
the identity
ci 〈αijqj〉i =
∫
Γ
dx qi(x)αij(x) qj(x) = cj 〈αijqi〉j (5)
which holds for arbitrary choice of functions αij(x), pro-
vided the ci are nonzero. It is possible to construct the
αij(x) which leads to minimum variance in the free en-
ergies, and obtain a self-consistent nonlinear equation
for the ci that has a unique solution, up to a multiplica-
tive constant:
cˆi =
N∑
n=1
qi(xn)
K∑
k=1
Nk cˆ
−1
k qk(xn)
, (6)
where N =
∑K
k=1Nk. One can also construct an esti-
mate of the asymptotic error of the estimate of ci(x). [1]
In terms of free energies, this becomes.
fˆi = − ln
K∑
j=1
Nj∑
n=1
exp[−ui(xjn)]
K∑
k=1
Nk exp[fˆk − uk(xjn)]
(7)
Again, because the normalization constants are only de-
termined up to a multiplicative constant, the estimated
free energies fˆi are determined uniquely only up to an
additive constant, so only differences ∆fˆij = fˆj− fˆi will
be meaningful. Estimators of the uncertainties in ∆fˆij
can again be derived and are given in a previous pa-
per [1].
For a free energy fi of a state from which no sam-
ples are collected, then we can use the same equation,
but we note that the denominator does not contain that
potential, so the free energy does not require any self-
consistent iteration, but instead only requires running
through once, using precomputed denominators.
Once one has computed the normalizing constants
(and therefore the free energies), then one can estimate
the equilibrium expectation of any observable O(x) that
depends only on configuration x is given by Eq. 4. This
expectation can be computed as a ratio of “normaliza-
tion” constants cO/ca by defining the additional func-
tion
qO(x) = O(x) q(x) (8)
While qO(x) may no longer be strictly nonnegative, we
may still make use of the equation as long as it does not
appear in the denominator [12], which is the case, since
we are not calculating from this distribution. It’s robust
and works well, but is a bit convoluted. But as we see,
there are simpler ways to think about these expectations
(more on that in a bit).
We can write this ratio of integrals as:
〈Oi〉 =
∑
n
Oi(xn)Win (9)
where:
Wni = cˆ
−1
i qi(xn)/
K∑
k=1
Nk cˆ
−1
k qk(xn). (10)
Or, for the Boltzmann distribution:
Wni =
exp[fˆi − ui(xn)]
K∑
k=1
Nk exp[fˆk − uk(xn)]
(11)
Note that we are now indexing the weights by a single
index n = 1, . . . , N , rather than a separate index for each
state, as, surprisingly, the association of which samples
xn came from which distribution pi(x) does not enter
into the calculation! We could literally forget which state
each sample came from, and get the same answers. Why
is this?
III. MBAR AS IMPORTANCE SAMPLING FROM THE
MIXTURE DISTRIBUTION
A much simpler way to interpret MBAR which pro-
vides significant insight is as reweighting from a mix-
ture distribution. To describe this well, we first need to
review the idea of importance sampling.
One can calculate averages of any observable O(~x)
with respect to a normalized probability distribution
pi(~x) by integrating over the support of that distribu-
tion.
〈O〉i =
∫
Γ
O(~x)pi(~x)d~x
3Where the subscript i indicates that the average is with
respect to the distribution pi(~x), and Γ is the phase space
volume we integrate over. If we pick samples ~x propor-
tional to their probability pi(~x), then we can calculate
the same averages by Monte Carlo integration.
〈O〉i = 1
N
N∑
n=1
O(~xn)
where N is the number of samples collected.
We can divide and multiply by pj(~x) to find that:
〈O〉i =
∫
Γ
O(~x)
(
pi(~x)
pj(~x)
)
pj(~x)d~x
Given a well-behaved pj(~x), if we can generate sam-
ples from the normalized distribution pj(~x), then we
have:
〈O〉i = 1
N
N∑
n=1
O(~xn)
(
pi(~xn)
pj(~xn)
)
This equation gives us expectations in state i, but with
samples from state j.
Note that to do this, we assumed that pj(~x) is nonzero
in any finite volume of interest in pi(~x). In most cases,
this will not be relevant, because if pj(~x) = 0, we will not
collect samples from it anyway, so it doesn’t matter that
the ratio is undefined, and because with standard pair
potentials (Coulomb’s law, Lennard-Jones, etc.), pj(~x) =
0 is only true at single points with zero total volume.
There are some complications with hard spheres with
changing radii, but we will not explore the issues there
at this time.
If pj(~x) is almost zero where pi(~x) has substantial
probability density, then the integrals will eventually
converge, but it will take a very large number of sam-
ples. An example of this latter case is in the insertion of
a Lennard-Jones sphere in a dense fluid, with pj(~x) the
distribution with a zero potential and pi(~x) is the distri-
bution with the Lennard-Jones potential present. Only
with configurations with other fluid particles at the ex-
act center of the Lennard-Jones sphere is pj(~x) = 0, but it
is very nearly zero for a substantial number of configu-
rations with fluid particles near the center of the sphere,
resulting in an insertion is very inefficient. A number
of alternative techniques have been developed (such as
soft core approaches and staged insertion) to improve
the convergence of integrals in this situation.
If we know our distributions pi(~x) and pj(~x) only up
to unknown constants ci and cj , so that pi(~x) = c−1i qi(~x),
then it seems we are stuck; how can we deal with the un-
known ratio ci/cj? We can introduce a trick; we choose
for the observable O(~x) = 1, which yields (for samples
collected from the unnormalized distribution qi(~x)):
〈1〉i = 1
N
N∑
n=1
(1)
cj
ci
(
qi(~xn)
qj(~xn)
)
1 =
1
N
N∑
n=1
cj
ci
(
qi(~xn)
qj(~xn)
)
ci
cj
=
1
N
N∑
n=1
(
qi(~xn)
qj(~xn)
)
(12)
since the expectation of 1 is always 1, and 1=1 no matter
what state we are in. In the case of Boltzmann-form dis-
tributions, then ci = e−fi , the generalized free energy,
and qi(~x) = e−ui(~x), which reduces to
fj − fi = − ln 1
N
N∑
n=1
e−(ui(~xn)−uj(~xn))
= − ln
〈
e−(ui(~x)−uj(~x))
〉
j
(13)
where 〈〉j indicates ensemble average over the sampled
distribution j, which is of course the standard one-state
reweighting method for free energy calculations first in-
troduced by Zwanzig.
Now, here’s the key step. Assume we have col-
lectedNk samples from each ofK different distributions
pk(~x) = c
−1
k qk(~x). We construct a new probability distri-
bution where we simply throw all N =
∑K
i=1Nk into
the same pot. The probability of drawing a sample from
this mixture of distributions is going to be simply
pm(~x) =
1
N
K∑
k=1
Nkpk(~x) (14)
because there is a NkN chance of getting a sample from
each of the K distributions. Once we have a sample
from that distribution, the probability distribution is just
pk(~x), as we have seen.
We call this entire set of samples, together, a mixture
distribution, since it involves mixing together samples
from all K distributions. If each of the individual pk(~x)
distributions is normalized, then it is easy to verify that
the overall mixture distribution pm(~x) must also nor-
malized.
A visual example
Let’s look at a visual example of how one constructs
this mixture distribution (Fig. 1). Let’s say we have a
one-dimensional degree of freedom, and we collect an
equal amount of data from a series of distributions pK
that span this degree of freedom. We gather data from
all five distributions (Fig. 1a), and pool them together
(Fig. 1b) into our mixture distribution. If there are an
uneven number of samples from each distribution, we
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FIG. 1. (a) Five normalized probability distributions, that together span the entire coordinate range of interest. (b) a mixture
distribution pm(x) with even number of samples of each of five distributions. (c) a mixture distribution pm(x) with distribution
of samples with ratio 1:1:1:2:4. The mixture distributions have nonnegligible sampling across the entire configuration range of
interest, meaning that we can easily reweight to samples at any of these configurations. All distributions are normalized.
simply weight each distribution by the number of sam-
ples from that distribution (Fig. 1c).
How do we calculate the normalizing constants ci and
free energies fi so we can reweight observables? As-
sume again that we only know our distributions pi(~x)
up to an unknown normalizing constant ci. The mixture
distribution can then be expressed by:
pm(~x) =
1
N
∑
Nkc
−1
k qk(~x)
If each of the individual distributions is normalized
(i.e. we solve for ck), then clearly the mixture distribu-
tion pm(~x) must be normalized. If we reweight from the
mixture distribution to distribution i, defined by pi(~x)
and use the observable O(~x) = 1 again, then we have:
1 =
1
N
N∑
n=1
1
ci
(
qi(~x)
pm(~x)
)
=
1
N
N∑
n=1
c−1i qi(~x)
N−1
∑
kNkc
−1
k qk( ~xn)
=
N∑
n=1
c−1i qi(~xn)∑
kNkc
−1
k qk(~xn)
ci =
N∑
n=1
qi(~xn)∑
kNkc
−1
k qk(~xn)
(15)
Where the last equation is simply an algebraic relation-
ship. There will be K equations, one for each of the K
distributions. We then have a system of K equations
that can be solved for the ck. Although there are K
equations, there are only K − 1 independent equations.
This can be seen by noting that the equations are equiv-
alent if all ck are multiplied by the same constant, so we
must set one number (often c1, though it could be any of
them) to some value (usually 1). In terms of the Boltz-
mann distribution, this becomes.
e−fi =
N∑
n=1
e−ui(~xn)∑
kNke
fk−uk(~xn)
Which is exactly the same as the MBAR equations for fi
previously published.
We can also write this system of equations as:
1 =
N∑
n=1
Win
where:
Win =
c−1i qi(~xn)∑
kNkc
−1
k qk(~xn)
which is true for each i, but more simply can be seen as:
Win =
1
N
pi(~xn)
pm(~xn)
(16)
And is simply an expression of the fact that the weights
for any of the ensemble must be normalized.
We can then calculate reweighted expectations of ob-
servables at any state from the mixture distribution,
which can be written in a number of ways
〈O〉i = 1
N
N∑
i=1
O(~xn)
pi(~xn)
pm(~xn)
=
N∑
n=1
O(~xn)
c−1i qi(~xn)∑
Nkc
−1
k qk(~xn)
=
N∑
n=1
O(~xn)
efi−ui(~xn)∑
Nkefk−uk(~xn)
=
N∑
n=1
O(~xn)Win (17)
5which can be seen as reweighting (or importance sam-
pling) to state i from the mixture distribution pm(~x)
This, again, is exactly the same equation as the previ-
ously published MBAR estimator for observables.
It then becomes clear why we don’t need to know
which state each sample is from. If we are reweight-
ing from the mixture distribution, we throw out all the
information from which state each sample comes from;
the calculation only cares about whether the normalized
probability for each individual sample is known.
The idea of reweighting from a mixture distribution
is not original to us; Geyer appears to be the first to in-
troduced this idea in 1994 in the case of the mixture of
two distributions [13] in a technical report which did not
really appear in published journal or conference litera-
ture; this may explain why the idea never caught hold,
especially outside of the statistics community.
Hopefully, this discussion helps demystify the MBAR
equations for free energy, helps make it clearer where
they come from, and what they mean.
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