Brigham Young University

BYU ScholarsArchive
Faculty Publications
1997-09-01

Azimuthal Modulation of C-Band Scatterometer Over Southern
Ocean Sea Ice
David G. Long
david_long@byu.edu

David S. Early

Follow this and additional works at: https://scholarsarchive.byu.edu/facpub
Part of the Electrical and Computer Engineering Commons

Original Publication Citation
Early, D. S., and D. G. Long. "Azimuthal Modulation of C-Band Scatterometer Ïƒ Over Southern
Ocean Sea Ice." Geoscience and Remote Sensing, IEEE Transactions on 35.5 (1997): 121-9
BYU ScholarsArchive Citation
Long, David G. and Early, David S., "Azimuthal Modulation of C-Band Scatterometer Over Southern Ocean
Sea Ice" (1997). Faculty Publications. 662.
https://scholarsarchive.byu.edu/facpub/662

This Peer-Reviewed Article is brought to you for free and open access by BYU ScholarsArchive. It has been
accepted for inclusion in Faculty Publications by an authorized administrator of BYU ScholarsArchive. For more
information, please contact ellen_amatangelo@byu.edu.

IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 35, NO. 5, SEPTEMBER 1997

1201

Azimuthal Modulation of C-Band
Over Southern Ocean Sea Ice
Scatterometer
David S. Early, Student Member, IEEE, and David G. Long, Member, IEEE

Abstract— In a continuing evaluation of the ERS-1 C-band
scatterometer as a tool for studying polar sea ice, we evaluate the
azimuthal modulation characteristics of Antarctic sea ice. ERS-1
AMI scatterometer mode data sets from several study regions
dispersed in the Antarctic seasonal sea ice pack are evaluated
for azimuthal modulation. When appropriate, the incidence angle
dependence is estimated and removed in a study region before
determining whether azimuthal modulation is present in the
data. Other comparisons are made using the fore and aft beam
measurement difference. Our results show that over the ice pack,
azimuthal modulation is less than 1 dB at the scale of observation
of the ERS-1 C-band scatterometer.

I. INTRODUCTION
PACEBORNE scatterometers are currently used to monitor and study near-surface ocean winds on a global
scale. The temporal and spatial resolution of the spaceborne
scatterometer make it a useful instrument for studying these
atmospheric processes. The scatterometer has also been used
to study nonocean surface conditions (e.g., [1]–[5]). However,
while the temporal coverage of the scatterometer is good
for rapid repeat coverage of the earth’s surface, the nominal
spatial resolution of 25–50 km may be too coarse for detailed
classification of nonocean surface conditions in some studies.
In order to improve the resolution of the scatterometer data,
a resolution-enhancement technique has been developed to
exploit the frequent, overlapping coverage of the spaceborne
scatterometer [6]. The algorithm was originally developed
for studies of the Amazon, where azimuthal modulation is
assumed negligible [1]. The algorithm has subsequently been
applied successfully to the Greenland ice sheet [2]. Azimuthal
modulation of
over sea ice could, if present, introduce
errors in the enhanced-resolution imagery.
In this paper, we study azimuthal modulation of the Cband microwave signature of Southern Hemisphere sea ice
and compare this with azimuthal modulation in the microwave
signature of the Antarctic ice sheet in ERS-1 C-band scatterometer data. Azimuthal modulation has previously been
observed over the Antarctic ice sheet using the SEASAT Kuband scatterometer and is generated by wind induced ripples
on the ice sheet surface [7]. However, given the dynamic
nature of the Antarctic sea ice pack, we do not expect
significant azimuth modulation over Antarctic sea ice at the
scale of a spaceborne scatterometer. Such an assumption is

S

Manuscript received April 9, 1996; revised January 9, 1997. This work was
supported in part by a NASA Global Change Research Fellowship and in part
by the NASA Polar Research Program under Dr. R. Thomas.
The authors are with Brigham Young University, Provo, UT 84601 USA
(e-mail: earlyd@newt.ee.byu.edu; long@ee.byu.edu).
Publisher Item Identifier S 0196-2892(97)04112-0.

consistent with previous observations of little or no azimuthal
modulation in airborne SAR and scatterometer data from
Arctic sea ice in the Labrador Sea [8].
The data used in this study is obtained by the ERS-1
active microwave instrument (AMI) scatterometer, a fanbeam scatterometer with three beams on the right side of
the spacecraft with a nominal resolution of 50 km. The fore
and aft beams are oriented to give identical incidence angles
but azimuth angles 90 apart for corresponding measurement
cells [9]. Originally designed as an instrument to measure near
surface wind speeds over the ocean, the mid beam provides a
measurement with a third azimuth angle to help discriminate
wind speed and direction.
II. SOUTHERN OCEAN ICE CHARACTERISTICS
In order to understand the azimuthal modulation of
over Antarctic sea ice at large scale (50 km), we require
an understanding of the general surface characteristics of sea
ice in that region. Although the volume of in situ and radar
measurements in the Antarctic is much smaller than similar
Arctic measurements, there is sufficient data to make a large
scale characterization of Antarctic sea ice [4], [10].
A. Surface Characteristics
In general, the Antarctic ice pack can be divided into two
regimes—an outer ice pack and an inner ice pack—and for this
study, we use the definitions of these regimes as presented
in [11]. Each regime has distinct physical properties that
modulate microwave signatures of the ice as described below.
The outer ice regime has two distinct phases: one during the
winter freeze up and another during the summer melt.
The outer ice regime consists of the Marginal Ice Zone
(MIZ), which is the extreme edge of the sea ice pack with
a seasonally dependent makeup consisting of sea ice floes (up
to several meters) surrounded by open water or slush [11]. The
first phase of the outer ice regime occurs during early winter
through early spring, when thermodynamic growth causes a
rapid advance of the sea ice pack. The outer ice pack, and
particularly the MIZ, are, by definition, regions of unsolidified
or uncoalesced ice during winter freeze up; therefore, wave
action in this region makes pancake ice predominant in early
winter [12], [13]. A photograph of pancake ice taken at the
edge of the ice pack is shown in Fig. 1 and illustrates the
development of pancake ice in the outer ice regime. Oscillatory
wave action pushes grease ice, new ice, and slush together,
and eventually, thermodynamic cooling causes the pancakes
to solidify. Before pancake ice fields coalesce, the spaces
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Fig. 1. Photograph of pancake ice taken near the Antarctic ice pack edge.
Note the edges on the pancakes that are formed by wind and wave action
forcing pancakes together and piling up the edge. (Courtesy of Dr. Mark
Drinkwater, JPL).

surrounding the pancakes are either open water, frazil, or
grease ice. Thermodynamic effects will eventually cause the
pancake field to coalesce into a solid ice pack. The second
phase of the outer ice zone occurs during the spring and
summer melt and break up of the sea ice pack. With the spring
and summer warming, the pack ice begins to break up and
melt, resulting in the MIZ containing large volumes of small,
broken floes and brash ice.
The inner ice pack is typically thin to thick first-year
ice. Evidence from passive microwave systems shows that
multiyear ice can survive in the Antarctic, and it tends to
be concentrated in the western Weddell Sea along the eastern
edge of the Antarctic Peninsula [14]. Ridging, which is a major
contributor to large-scale deformation in Arctic sea ice, is in
general much less intense in the Antarctic than in the Arctic
with a lower average ridge height and lower frequency in the
main body of the sea ice pack [15], [16]. In addition, as the
ice ages, floes in the pack can be laden with snow to cause a
negative freeboard condition, flooding the snow-ice interface.
The existence of this wet slush layer changes the microwave
properties of the sea ice, as does the subsequent refreezing of
this slush layer [4].
B. Azimuthal Modulation in the Antarctic
Azimuthal modulation of
has been observed over the
Antarctic ice sheet. Using Ku-Band SEASAT scatterometer

data, Remy et al. [7] demonstrated that observed azimuthal
modulation over the Antarctic ice sheet is related to the
katabatic winds on the continent. Further, any oriented scatterers, including sastrugi, wind-oriented drifts, and crevasse
fields, may create azimuthal modulation in the satellite data.
Ice sheets, even without significant oriented scatterers on the
surface, can create azimuth modulation if there is a significant
surface slope (e.g., a glacier in a mountain valley).
Sea ice, on the other hand, has surface characteristics that
are very different from land ice sheets. Small-scale waves such
as millimeter, capillary, or gravity waves are absent in the
outer ice regime and the rest of the sea ice pack because of
the presence on the ocean surface of either solidified pack ice,
pancake ice in its various forms, or grease ice, which prevent
the formation of these small scale waves, eliminating one
source of oriented scatterers in the ice pack. Additionally, the
presence of water in the upper snow layer in some areas of the
sea ice pack will change the structure of wind-etched surface
features such as sastrugi. To further reduce the effects of any
oriented scatterers that do develop on the sea ice surface, the
dynamic motion of the ice surface causes a randomization of
the scatterers over a large scale, reducing the cumulative effect
of scatterers on the return signal.
Since the sea ice floats on the surface of the ocean, we
expect no inherent large-scale surface slope associated with
sea ice that would induce azimuthal modulation. However,
because the ice in the outer ice regime is defined as uncoalesced ice, long wavelength swell waves are capable of
traveling through these outer regions of the sea ice pack [17]
and inducing some surface slope. In the Southern Ocean, long
wavelength swell waves, with wavelengths of several hundred
meters and amplitudes of up to several meters, are capable of
traveling hundreds of kilometers into the sea ice pack through
pancake ice regions [22]. Once the pancakes have begun to
coalesce and solidify, however, the waves are quickly damped
out by the increasingly rigid sea ice pack.
In the absence of significant wave action, any slope in the
sea ice must result from ridging or stacking of ice floes. However, the divergent nature of the sea ice pack causes break up,
rotation, and refreezing of sections of the ice that effectively
randomizes small-scale ridges, and other oriented scatterers
may form on the surface of the sea ice. This study concentrates
on microwave scattering characteristics of Antarctic sea ice on
the scale of the ERS-1 AMI scatterometer (50 km), and we
postulate that over the majority of the sea ice pack, relatively
small structure variations in the sea ice surface will not
introduce substantial azimuthal variation in the scatterometer
data due to the randomizing effects of the sea ice pack
motion. We shall also establish that long-wavelength swell
wave penetration in the MIZ will not introduce substantial
azimuthal modulation in the scatterometer signature.
III. PROCEDURES
Sea ice surface characteristics have significant spatial and
temporal variation over a basin-wide area [3]. As a result,
small study regions are used. Additionally, there is a dependence of
on incidence angle that must be accounted for.
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Further, correlation between azimuth and incidence angles
for a given cell resulting from the orbit geometry can bias
azimuthal modulation evaluation. In the following section,
dependence on incidence angle is discussed, and a method for
removing the dependence based on a linear model is presented.
This is followed by a discussion of study region selection
methodology that addresses the issues of spatial and temporal
variation of the surface.
A. Removal of Incidence Angle Dependence
Since the radar return may have both incidence and azimuth
angle dependence, the separation of any incidence angle dependence from the data is crucial for proper interpretation of
any azimuthal modulation observed in the plots. Data collected
over several days may have many different incidence angles,
and direct comparison of all measurements in a data set
necessitates the removal of incidence angle dependence for
some analyses.
To aid in this removal, we use a very simple model. Over a
limited incidence angle range of 25–55 , the incidence angle
dependence of the ERS-1 C-band scatterometer backscatter is
approximately linear in decibels. Although the actual incidence
angle dependence of
in decibels is nonlinear, the linear
model works very well for the midrange incidence angles,
as observed in the actual and theoretical backscatter results
illustrated in [8], [18], and [19]. The linear model is given by
(1)
is the received backscatter in decibels, and is
where
the incidence angle of the measurement. Although 40 is used
here, the data can be normalized to any incidence angle value.
represents the slope of the data with respect to the incidence
angle . An estimate of the parameter , which is denoted ,
is determined from a linear regression of the
measurements
for each study region. With a estimated for a given study
for each backscatter measurement
region, the estimate
in the study region is given by
(2)
The resulting
values represent incidence angle normalized
backscatter values, i.e., the value of
at
40 .
B.

Error

measurement in a study region data set
Note that each
represents a unique backscatter measurement from a single
radar footprint. The surface area of the footprint is smaller than
the total area in each study region; therefore, it is reasonable to
assume that due to spatial variability within the study region,
each
measurement may have a unique associated with
it. Error is introduced by using a single estimate of the
parameter to determine all of the incidence angle normalized
backscatter estimates
in a given study region, and although
the linear model in (1) is a good approximation of the
incidence angle dependence, some error is realized from using
the linear model.

A

Fig. 2. Plot of the maximum error in caused by a worst-case B error. This
graph shows an example where the measurements are normalized to 40 . Note
that the error for the worst case is less than 0.5 dB for an incidence angle
range of 62 around the normalization angle. It is expected that the error will
be considerably less in practice than the worst-case error.

Suppose that for a given measurement
,
is given by

, the true value of
(3)

represents the true value for the th measurement
where
. If is not exactly equal to the true value , the error in
is given by
the estimate

(4)
Introducing similar notation for the error in , let
. If we assume that
is bounded by some maximum
becomes
value, the maximum error in
(5)
For the purposes of evaluating error, we can assume, based
on the average in Tables I and II for the regions evaluated
is approximately 0.2 with
in this study, that the mean
a worst-case range of 0.0 to 0.4, making
.
is plotted versus incidence angle in Fig. 2.
Because the data can be normalized to any angle, the error
introduced by removing incidence angle dependence can be
minimized by normalizing the data to an angle in the middle
of the incidence range of the data. Note that the graph in
Fig. 2 shows the worst-case error for the assumptions in the
previous paragraph; in practice, the error will be much smaller.
We conclude that the error introduced by faulty estimates is
negligible when a small range of incidence angles is used and
the normalization angle is in the middle of the incidence angle
range of the data. Assuming a narrow incidence angle range
(less than 6 ), the error will not adversely affect evaluation of
azimuthal modulation of 1 dB or more.
C. Study Region Selection
As part of an evaluation of basin-wide characteristics, study
regions in several areas of the Antarctic sea ice pack are
used. Relatively small study regions and short study intervals
are used so that areas of relatively constant temporal and
spatial variation can be studied. Selecting areas that are
spatially and temporally homogeneous avoids creating study
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Fig. 3. Polar stereographic projection image of Antarctica. The image is generated from six days of ERS-1 data from JD 126 to JD 131, 1993. The hash
marks in the periphery of the image are a result of the rapidly changing azimuthal response of the open ocean surface.

TABLE I
STUDY REGION LOCATIONS

AND

STATISTICS

regions with many different ice surfaces that might skew
any azimuthal modulation evaluation. Study regions from
several areas in the Southern Ocean are used to evaluate
azimuthal modulation over many different sea ice surfaces.
The scatterometer requires three to five days to collect enough
readings for each study region to have good azimuth angle
diversity. The surface conditions in each study region must be
assumed constant over the data collection interval.
Study regions are chosen such that the regions are homogeneous in time and space over the data collection interval. To aid
in the selection of homogeneous regions, we use a time series
of enhanced-resolution images of Antarctic land and sea ice [3]
to identify the largest possible regions where the spatial surface
response is visually homogeneous. The spatial homogeneity of

TABLE II
MARGINAL ICE ZONE STUDY REGION LOCATIONS AND STATISTICS

the
measurements in a study region reduces the variance of
the measurements, ensuring accurate assessment of low-level
(
dB) azimuthal modulation for a given sea ice surface.
Study regions that represent several different types of sea
ice are selected in order to evaluate azimuthal modulation
over different sea ice surfaces. An example of an enhancedresolution Antarctic image is shown in Fig. 3. An explanation
of the SIRF algorithm for generating the enhanced-resolution
images is found in [20].
An additional criterion for selecting viable study regions is
adequate diversity of azimuth angles. Azimuth angle diversity
is required in order to properly evaluate azimuthal modulation,
and this diversity is affected by the location and size of a
study region and the number of days in the study interval.
The scatterometer requires several days of data to generate
data with good azimuthal angle diversity. If too many days of
data are included, the dynamic nature of the Antarctic sea ice
increases the probability that the surface will change within the
study interval. However, if too few days of data are used, there
will not be enough measurements to yield sufficient azimuthal
diversity for modulation assessment or sufficient incidence
angles to properly estimate the incidence angle dependence
of the data in the study region.

Authorized licensed use limited to: Brigham Young University. Downloaded on February 2, 2009 at 16:26 from IEEE Xplore. Restrictions apply.

EARLY AND LONG: AZIMUTHAL MODULATION OF C-BAND SCATTEROMETER

1205

Fig. 4. Example histogram of azimuthal angles over Antarctic sea ice (Study
Region I10). Note that the gaps are caused by the instrument geometry.

The successful tradeoff between study region size (spatial
homogeneity) and the number of days (temporal homogeneity)
in the data set is evaluated by manually examining data in
each study region. An evaluation of each study region is
made to determine whether the data is spatially and temporally
homogeneous and whether it has sufficient azimuth angle
diversity to show azimuthal modulation. The evaluation for
homogeneity is done by plotting the
values versus incidence
angle and evaluating the data visually for
spread and
versus incidence angle plot, plotting the
variance in the
evolution of the
values versus time (to evaluate temporal
stability), and examining the statistics of the data. The data
statistics are illustrated in Tables I and II.
To evaluate the data for azimuth angle diversity, a histogram
of azimuth angles for several incidence angle ranges is plotted.
An example azimuth angle histogram of ERS-1 scatterometer
data over Antarctic sea ice is given in Fig. 4 for the incidence
angle range 40–45 . The ERS-1 data over sea ice shows
a limited range of azimuth angles. Notice the groupings of
azimuth angles in the example histogram in Fig. 4. These
groupings are evident in all the data used in this study and are
a consequence of the ERS-1 instrument geometry and orbit. In
addition, ERS-1 instrument geometry and orbit provide very
few readings at azimuth angles above 270 or below 90 .
Histograms for each incidence angle range are evaluated for
each study region for adequate azimuthal diversity. Incidence
angle ranges of 2.5 and 1.5 are examined for each study
region over the incidence angles from 25 to 55 . Ranges
of 1.5 around the average incidence angle of 40 provide
good azimuth angle diversity with an acceptably narrow range
of incidence angles.
A total of 14 study regions near the edge of the sea ice pack
are selected to study azimuthal modulation in the MIZ during
the winter freeze up. The penetration of long wavelength swell
waves into the uncoalesced MIZ sea ice may result in enough
surface slope to induce azimuthal modulation not coupled
to sea ice surface characteristics. The MIZ study regions
are selected based on enhanced-resolution imagery and are
selected to include regions where wave penetration is likely.
Note in Fig. 3 the bright area near the ice pack edge. The
subresolution scatterers in the MIZ cause a brighter microwave
signature than other parts of the sea ice pack and have been
observed in the Labrador Sea MIZ [8].
Although the manual evaluations provide only a crude
consistency check of the data, the check is sufficient for
reviewing time periods and parameter ranges suitable for
evaluating azimuthal modulation. A total of 19 study regions
in the Antarctic sea ice pack at various times of the year

Fig. 5. Study regions used with the ERS-1 data. The boxes indicate the
location of the data. Different time periods are used for the various boxes.
All data is from 1993. Regions I10 through I21 are overlapping regions in
the Weddell sea.

Fig. 6. MIZ study regions used with the ERS-1 data. The boxes indicate the
location of the data. Different time periods are used for the various boxes.
All data is from 1993. These regions were selected to be near the sea ice
pack edge.

in 1993 are selected and used in this study, as well as 14
additional regions selected near the ice edge. The study regions
are illustrated in Fig. 5, and statistics for each region are given
in Table I. The 14 MIZ areas are illustrated in Fig. 6, with
statistics in Table II. The study regions in the Weddell Sea
are large and overlapping to provide a better picture of the
characteristics of the sea ice pack in this highly dynamic
region. The julian day (JD) in Tables I and II reflect the
time period for which data was extracted in each region. In
practice, smaller day ranges are used in evaluating azimuthal
modulation to better approximate constant surface conditions.
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Fig. 7. Representative  o versus azimuth angle plot for sea ice. This region
is in the Weddell Sea region I1 in Fig. 5. , which is the incidence angle
normalized  o , is plotted.

A

Fig. 8. Representative  o versus azimuth angle plot for sea ice. This region
is in the Weddell Sea region I8 in Fig. 5. , which is the incidence angle
normalized  o , is plotted.

A

IV. ANALYSIS
The data is analyzed using two different methods. First, by
assuming that the data in each study region is representative
of a single type of sea ice, the diversity of azimuth angles
in each study region data set leads to a natural test for
azimuthal modulation: plotting
versus azimuth angle. If
the
spread in the data is low, any azimuthal modulation
should be apparent in these plots. Using small incidence angle
ranges reduces error introduced by the necessary correction
for incidence angle dependence.
Second, the fore-aft beam difference is examined. Because
the fore and aft beams are 90 apart in azimuth, any significant
difference in azimuth response is likely to appear as a difference between the fore and aft beam measurements. In addition,
because the fore and aft beams have identical incidence angles,
no correction for incidence angle dependence is necessary, thus
eliminating a potential source of error in the analysis.
A.

versus Azimuth

Figs. 7 and 8 show representative plots of versus azimuth
angle for small incidence angle ranges (37–39 ) over sea ice.
For comparison, Fig. 9 shows a representative plot of versus
azimuth angle for a small incidence angle range over the
Antarctic ice sheet. The range of
is relatively high in the
ice sheet regions but is comparable to the spread found in
plots of ice sheet response in Remy et al. [7]. These plots are
representative of the graphs produced in this study for all land
and sea ice regions.
Based on the discussion in Section III-B, we can ignore
incidence angle dependence when the data is taken over a
3–4 range. A comparison of corrected and uncorrected plots
over small incidence angle ranges shows little difference if
the normalization angle is chosen to be within the incidence
angle range.

Fig. 9. Representative  o versus azimuth angle plot for Antarctic glacial ice.
, which is the incidence angle normalized  o , is plotted.

A

An examination of Figs. 7 and 8 shows negligible azimuth
angle modulation over sea ice. In all sea ice regions studied,
the observed variation in azimuth angle of
was less than 1
dB. Note that the plot in Fig. 9 shows significant modulation
in azimuth in microwave signatures over land ice sheets.
B. Fore-Aft Pair Analysis
Because the fore and aft beams have nearly identical incidence angles and azimuth angles 90 apart, it is probable
that azimuthal modulation will be displayed in the difference
between the fore and aft beam measurements. In this analysis,
the simple difference between fore and aft beam measurement
pairs are calculated, and bulk statistics for each study region
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Fig. 10. Histogram of the difference of the fore and aft beams from the raw
scatterometer data for region I10. The dotted line is a Gaussian curve based
on the mean and standard deviation of the actual histogram.

are examined. In addition, the fore–aft difference over a limited
azimuth range is examined over sea ice and land ice.
The difference between the fore and aft beam measurements
may be modeled by

Fig. 11. Histogram of the difference of the fore and aft beams from the sea
ice region I12. These graphs are over small azimuth angle ranges as noted
over each graph and illustrate the stability of the histogram mean in azimuth.
If the data set does not have measurements in an azimuth range, that azimuth
range is not illustrated in the figure.

(6)
and
are independent Gaussian noise terms assowhere
ciated with the fore and aft beam measurements, respectively.
We can predict
over an azimuthally isotropic medium.
For an azimuthally isotropic medium,
since
the incidence angles for each measurement are equal, and
becomes the difference of the noise terms:
(7)
Since the sum of two independent Gaussian random variables
is a Gaussian random variable, we expect the fore–aft beam
measurement difference to be a Gaussian random variable.
Assuming the noise terms are zero mean, a histogram of
fore–aft beam measurement differences will be a zero mean
Gaussian distribution if the observed surface is isotropic in
azimuth.
Fig. 10 shows an example histogram of the sea ice regions studied. The histogram is over all available azimuth
angles. The dotted Gaussian curve fitted to the example
sea ice azimuth angle histogram is based on the mean and
standard deviation of the data in the histogram. As predicted, the data is Gaussian with a nearly zero mean. For
all the regions studied, the mean is less than 0.2 dB in
every case. Fig. 11 shows similar histograms for the same
region but over 10 azimuth angle ranges. Note that the
mean remains constant in each azimuth angle bin, which
is not the case over land ice [6], as illustrated in Fig. 12,
which shows a histogram from a land ice region. Over the
bulk of the data in this land ice region, there is a nonzero
difference between the fore and aft beams, suggesting that
there is modulation in the ice sheet microwave signature.
Fig. 13 shows the same data but with histograms over 10
incidence angle ranges (compare with Fig. 11). Note the

Fig. 12. Histogram of the difference of the fore and aft beams for scatterometer data from glacial region G2. The inset is a histogram of azimuth angles
from the fore beam only to illustrate the diversity of azimuth angles in this
study region.

progression of mean from positive at lower azimuth to negative
at higher azimuth. A plot of the mean fore–aft difference for
5 azimuth bins versus azimuth angle is shown in Fig. 14.
The double sinusoid plot is similar to the Ku-band results
of Remy et al. [7] and is very similar to the geophysical
model function used for retrieving near surface ocean winds
illustrated in [21].
C. Marginal Ice Zone
Of special concern are regions of sea ice near the periphery
of the sea ice pack. Unlike areas of open ocean, we do not
expect gravity or capillary waves to form and create azimuthal
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V. SUMMARY
A detailed analysis of C-band ERS-1 scatterometer data
reveals that there is no significant azimuthal modulation (less
than 1 dB) evident in data taken over Antarctic sea ice at the
scale of the ERS-1 scatterometer measurements (nominally 50
km). Similar results have been recently obtained for Ku-band
NSCAT data. The consistency of the analysis methods used
in this study was established by comparing sea ice results
with land ice sheet results. Using the same methodologies for
both land and sea ice, azimuthal modulation is shown to be
negligible in the sea ice regions studied. In contrast, land
ice study regions exhibit significant azimuthal modulation.
This result is consistent with the results of previous studies
of azimuthal modulation over land ice sheets. Areas in the
MIZ, where long wavelength swell waves can penetrate deep
into the ice pack, also displayed negligible levels of azimuthal
modulation in the ERS-1 scatterometer measurements.
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