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Abstract
This thesis faces the problem of 3D interaction by means of touch and mouse
input. We propose a multitouch enabled adaptation of the classical mouse
based trackball interaction scheme.
In addition we introduce a new interaction metaphor based on visit-
ing the space around a virtual object remaining at a given distance. This
approach allows an intuitive navigation of topologically complex shapes en-
abling unexperienced users to visit hard to be reached parts.
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Chapter 1
Introduction
Simple and intuitive interaction with 3D content has been a challenging
problem since the dawn of computer graphics. At first, when realtime 3D
rendering wasn’t possible, it was common practice to programmatically de-
fine the position and orientation for the objects to be rendered oﬄine. Later,
when interactive rendering rates became common, the problem of mapping
interactively 2D device input to 3D transformations became critical.
Today interactive manipulation of 3D objects/environment is a funda-
mental part for all modeling and animation software but also for medical
applications, videogames, CAD, Virtual Reality, etc. Despite being an im-
portant research topic for the last 30 years, the problem is still actively
discussed (see Chapter 2).
Conventionally the interaction is performed with devices providing two
degree of freedom input, like the mouse. The core problem is how to map
this limited interaction to 3D transformations, that have at least 6 degrees
of freedom. More importantly, is the design of an interaction scheme that
will result intuitive and natural for the user, even with limited input capa-
bilities. Despite all the studies performed, this is not an easy task because
for 3D interaction there are no obvious techniques that allows this. Over
the years several solution were proposed and many of them became the de
facto standard for interaction in specific application contexts.
In this thesis we face two aspects of this problem: how to design 3D
1
CHAPTER 1. INTRODUCTION 2
interaction techniques adapted to the touch paradigm and how to realize
efficient and intuitive metaphors to easily inspect 3D virtual objects.
1.1 Touch Interaction
In the last years we have witnessed a growing interest in mobile computing.
Multitouch enabled devices such as smartphones and tablets are every day
more affordable and powerful. Currently they offer almost the same capa-
bilities of a traditional desktop computer providing a user interface that
benefits from touchscreen technology and is far more simple and immedi-
ate. We can safely say that these devices have revolutionized the way people
interact with machines.
Traditional desktop application that makes use of 3D interaction can
be extremely complicated. Softwares for modeling and animation are often
developed and improved during decades adding more and more features.
The resulting user interface offers a lot of powerful instruments but it is
often quiet difficult to learn how to use it (e.g. Blender software [1]).
For these kind of application users expect this situation and know that
before getting to grips with the instruments offered they have to learn how
to use them. Conversely, for mobile devices software, this is unacceptable.
With multitouch interaction, people use fingers and expect to perform the
interaction in the same way they would do for everyday real tasks. That’s
because touch technology allows to directly operate on the screen, produc-
ing a sensation of naturalness that must be reflected to the interaction tech-
nique. For this reason, when designing a multitouch-enabled application,
an easy and intuitive interaction scheme is a must. Users want to open the
application and start using it with little or no training required, also for 3D
applications.
1.2 Extended Trackball
What we want to realize is a set of 3D interaction techniques that improves
the current state of the art. We will focus in particular to camera manipula-
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tion (section 2.2) for reviewing and inspecting complex 3D virtual objects.
Taking into account the consideration made for multitouch-enabled devices,
we want to provide innovative and easy to use interaction modes that pro-
duce an enhanced user experience for both mouse-based and touchscreen
interfaces.
Starting from the classical trackball approach for 3D manipulation, we
want to provide a multitouch enabled version that is simple and easy to
use. In addition, we want to extend the trackball interface concept to real-
ize an advanced method that enables 3D surface navigation in a way that
feels natural and provides the sense of space that is required during camera
manipulation. This would allow to inspect 3D models at different scales,
to review them comprehensively or inspect their details at close distance,
focusing always on the object surface. To summarize, our final goal is to
provide effective techniques that would enable anyone to review and analyze
3D objects without any training phase, even people that have absolutely no
confidence with 3D interaction.
From these techniques would benefit both expert and unexperienced
user. The latter would be provided with a usable manipulation scheme that
virtually eliminates the computer-machine barrier, especially for touch en-
abled implementation. The former would benefit as well from an enhanced
interaction technique that increases the performance for camera manipula-
tion tasks.
1.3 Outline
In Chapter 2 we will review the current state of the art regarding 3D inter-
action and, more in depth, what are the best techniques to realize touch-
based implementations. During the discussion we will categorize the differ-
ent kinds of 3D manipulation, focusing on aspects that are clearly the most
challenging for both touch- and mouse-based interaction.
In Chapter 3 we will describe the Virtual Trackball, a quite old mecha-
nism which has now become the de facto standard for rotation of 3D virtual
objects using only 2 degrees of freedom input. We will describe also a state
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of the art mouse-based solution for virtual object inspection that uses the
Trackball. At last, we will propose an innovative and user friendly technique
that implements the same approach adapted to multitouch paradigm.
In Chapter 4 we will show how we realized MeshLab for iOS, a full
featured mobile application for viewing 3D object that uses the multitouch
interaction interface shown in the previous chapter. We will analyze in detail
what are the major problems that arise building this kind of application. In
addition we will highlight all the features that we implemented and provide
some of the technical details for the rendering infrastructure.
In Chapter 5 we will propose the Generalized Trackball technique, an
interaction scheme that allows unexperienced users to inspect topologically
complex 3D models with extremely simple and intuitive gestures. We are
going to explain the concept idea and the designed approach from a geomet-
ric point of view. At last, we will show how we realized a very sophisticated
implementation that achieves realtime performance.
Chapter 2
State of The Art
In this chapter we will discuss the state of the art regarding touch-driven
3D interfaces. In order to help the reader understanding possibility and
limitation of this kind of interfaces we will provide further examples of state
of the art techniques not strictly related to touch environment. For the same
purpose we will also provide a minimum overview of background knowledge
related to 3D Manipulation.
While early studies on multitouch devices date back to the 1980s, re-
search effort focusing this kind of interfaces increased only recently due
to the massive spread of handheld touch-based devices (namely smart-
phones and tablets). Beside this aspect, while 2D interaction techniques
for touch/multitouch environments have been widely explored in literature,
3D touch interfaces have been investigated for few years only. As a conse-
quence, it is really difficult to give a comprehensive overview of state of the
art. The major problems arise due to the lack of uniform terminology and
to the fact that most papers focus on limited aspects of 3D touch interaction
only.
Please note that most of the work done in this field is very different from
our solution. A large part of recent research studies are typically aimed to
provide touch-based interfaces for 3D object manipulation tasks (i.e. trans-
lation, rotation, scale). Our aim is to provide an intuitive and straightfor-
ward interface for visualize and precisely inspect 3D models, manipulating
5
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the view rather than the object examined.
2.1 3D Manipulation
Apart from touch related issues, 3D interaction keeps being a challenging
argument for User Interface (UI) designers. The major problem lies in the
different Degrees Of Freedom (DOFs) between inputs and desired manipula-
tion, or rather, interactively mapping input with limited DOFs into a higher
dimension 3D transformation. While in general we refer to 3D manipula-
tion it is important to distinguish between proper Object Manipulation
and Camera Manipulation. Given a coordinate system we can define an
affine transformation for the object (commonly a 3D mesh) with 7 degrees
of freedom:
• Position
3 DOFs determining location of the object (i.e. translation along X,
Y and Z axes).
• Orientation
3 DOFs determining orientation of the object (i.e. rotation around X,
Y and Z axes).
• Scale
1 DOF determining the dimension of the object (extensible to 3 DOFs
for non-uniform scaling).
Object manipulation consists in controlling the transformation above and
is often referred as Rotation, Scaling and Translation operations (RST, as
in [2]).
Camera manipulation is the dual approach with respect to object 3D ma-
nipulation: instead of manipulating the object itself we modify the way we
look at it. Similarly, we can build a representation for an ideal perspective
camera1
1An ideal lense-less camera with no intrisic parameters other than focal length (e.g.
a Pinhole Camera).
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• Position
3 DOFs determining location of the observer (the eye).
• Orientation
3 DOFs determining the view direction and up vector.
• Focal length
1 DOF determining the angular extent of the vision (the field of view).
Camera manipulation consists in controlling the transformation above. Con-
sidering a single 3D embedded object, if we fix a camera field of view it can
be easily proved that manipulation of either camera or object transforma-
tion permit to obtain the same results in terms of object visualization. That
said, the two approaches are conceptually very different but they are also
complementary and can be used together. Object manipulation is very
useful to perform transformation with relation to the world the object is
embedded in, while camera manipulation is used for object(s) visualization
and/or inspection purposes. A very real example of the combined use of
different manipulation system is provided with any 3D modeling/animation
software where is common practice to switch between the two modes to
alternatively change the point of view and modify a 3D model.
Most of the research works done on such topics focus on one mode
only and provide interaction techniques mapping user inputs to complex
3D manipulation. Much of the effort is actually focused on alternative
touch/multitouch interfaces for RST transformation. Usually, in 3D desk-
top software, the standard paradigm to perform such operations is the use
of one or more widget. A widget is a proxy object embedded in 3D space
that allows an indirect user interaction. Widgets are composed of handles
or more complex gizmos and each one enables a constrained transformation
for the object, typically one for each DOF (see fig. 2.1). For instance, as
an object is selected a widget will appear; if the user moves the handle for
X-axis translation the 2D screen-space inputs are mapped into constrained
translation, thus the handle moves along the desired direction and the object
with it. The same happens for gizmos related to other axes and transfor-
mations. All 3D desktop software has widgets that behave greatly in the
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same way. While it seems natural to implement such widgets on touch-
screen environment, like any other mouse-input designed interface they do
not perform well ([3]). This is mostly due to occlusion clutter caused by the
fingers acting above the screen surface. Moreover, for precision tasks, con-
ventional mouse pointing outperforms finger interaction. For these reasons
it is necessary to redesign each interface for tactile capabilities, especially
ones involving 3D manipulation.
Figure 2.1: The 3D transformation widget of the Blender software [1].
2.2 Camera Manipulation
For camera manipulation it is possible to make a further classification based
on interaction metaphors, each referring to common concepts. As ssen in
early studies (e.g. [4]), there are three kind of interaction for camera ma-
nipulation: egocentric, exocentric and point-of-interest (POI).
The egocentric paradigm allows to manipulate camera position and ori-
entation as if the user is actually into the camera, looking out to the world.
An example of this approach is the classical flying vehicle metaphor: user
sits in an hypothetic aircraft that can be moved and reoriented in possibly
any way. Another example for this kind of interaction is present in all First
Person Shooter videogames (FPS) in which the player controls an avatar in
first person. To be more precise, the user sees the virtual world through the
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eyes of the avatar he controls (fig. 2.2a). Taking this concept to extremes,
we can borrow an optimally suited example from virtual reality (VR). A
VR 3D simulation with head mounted display(s) and sensors to detect head
orientation/position is the perfect match (fig. 2.2b). In this case egocentric
aspect of camera manipulation is enhanced by natural interaction of VR
since there are no explicit input devices to interact with: as the user move
his head the camera is transformed accordingly within the 3D environment.
(a) (b)
Figure 2.2: Egocentric camera samples: a First Person Shooter videogame (a), A
VR immersive 3D simulation using a head mounted display (b).
The exocentric paradigm is the dual approach with respect to egocentric
interaction. The camera is outside the world looking into it. The focus shifts
from the camera itself to the observed world (generally, but not exclusively,
a single 3D object) so that camera manipulation occurs with relation to the
object under examination. An interesting example of such interaction is
the way we observe an environment trough a mirror: we move our head to
examine the world as if we were external to the environment. A very popular
technique implementing this pattern is the orbiting camera: camera looks
always at a fixed target and can be orbited around it. This technique is
commonly implemented in 3D applications with a Virtual Trackball (see
section 3.1). This kind of approach is found also in many videogames (e.g.
Third Person Shooter genre (TPS)): basically the camera always look at the
playing character and can orbit around it to explore the world (fig. 2.3).
For further examples see sections 2.7 and 2.8.
CHAPTER 2. STATE OF THE ART 10
Figure 2.3: An example of Third Person Shooter videogame. Note the camera look-
ing at the character.
The third and last paradigm is quite different from the previous ones.
Egocentric and exocentric techniques often implies a functional mapping
between the input DOFs and camera transformations. Point-of-interest
techniques, instead, use the inputs to point out some portions of the 3D
scene so that the camera can automatically transform in a proper way and
provide optimal look for the specified location. This is a form of indirect
camera manipulation as it offers controls with a higher level of interaction
and it is often combined with one egocentric or exocentric approach as in
[5] (see section 2.6).
From a psychological point of view is fascinating how well the human
brain adapts to different paradigms of interaction. As far as inputs system
is chosen consistently, after a little training people can easily interact us-
ing any paradigm. The proof for this statement comes from 3D videogame
world. Even if they are often not aware, gamers have to deal with many
different camera manipulation techniques and yet most people have no prob-
lem playing a flight simulator, a FPS, a TPS etc. Moreover many games
mixes multiple interaction mode and yet users can still appreciate and play
naturally. The real problems to deal with camera manipulation are two:
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(a) which (combination of) paradigm fits better for the application needs,
(b) how to map inputs to transformation to provide efficient and natural
interaction.
In the following sections we provide state of the art examples of 3D ma-
nipulation techniques. The first three sections (2.3, 2.4 and 2.5) refer to
touch-driven implementation of 3D object manipulation, while the remain-
ing sections provide some significant examples of 3D Camera manipulation.
Along with techniques description we will explain, in the order they appear,
many of the technical aspects that are needed to fully understand certain
type of 3D interaction. Similarly, we will focus also on most general ones,
that apply to whole 3D manipulation argument.
2.3 tBox
Cohe´ et al. [6] proposed the tBox, a 3D object manipulator widget specifi-
cally designed for touch-screen devices. As we can see in fig. 2.4a, a classic
widget doesn’t suit well for tactile interaction because: (a) it is hard to se-
lect with precision a specific manipulation gizmo with a finger (the fat-finger
problem), especially when all 9 interaction handles are visualized, and (b)
the finger itself occlude the visual. The tBox is a cube shaped transfor-
mation widget that enables to separately control 9 DOFs (axis-constrained
RST operations) in a simple and natural way. The widget is embedded in
3D space and is always visible on top of model (fig. 2.4b).
Rotation is typically the most difficult operation to implement, thus for
this purpose Cohe´ et al. conducted a study to evaluate how touch-screen
gestures can best approximate rotation for their proxy object (a cube).
They found out that for rotating a cube around a specified axis users flick a
finger crossing an edge parallel to that axis, so they adapted the interface to
match this behavior. After the finger displacement is detected the algorithm
converts it to a screen-space vector ~v and checks if ~v continuation intersects
one edge E. If so the algorithm get the axis A parallel to E and checks if
~v is approximately tangent to A-axis rotation. In this case rotation around
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(a) (b)
Figure 2.4: A classical widget for 3D transformation (a) and the tBox widget (b)
overlayed on a 3D model.
axis A is detected and screen-space finger movement is linearly mapped to
constrained rotation amount.
Translation activates instead with edge selection: to overcome fat-finger
problem a coarse area around the edge is used for touch detection. Once the
edge is selected, a 3D cylindrical slider appears and can be moved along the
axis-constrained direction relative to the edge. To prevent sudden trans-
lations the slider lies into a dead-zone as big as the edge. Once the slider
reaches one edge border, the entire tBox move in that direction along with
the model (fig. 2.5). This approach is very efficient: for a desired transla-
tion in most cases there are two or three edges displayed, so the user can
select and translate the model using the more convenient one.
Scaling interaction makes use of multitouch capabilities. As is common
practice among tactile interfaces, even the tBox use the pull apart and shrink
two-fingers gestures to respectively scale up or down. To uniformly resize
an object is sufficient to trigger one of the two gesture inside the tBox. To
perform a scale operation constrained to an axis it is sufficient to select two
opposite edges on a cube face, each one with a finger, and move either one
finger or both to shrink/expand the model along the axis orthogonal to the
edges an parallel to the cube face containing both of them. Like translation,
scaling too is very comfortable since most of the times there are one or two
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(a) (b)
Figure 2.5: tBox translation interaction: the user selects an edge (a) and moves
the slider. As soon as the slider touches an edge border (b) translation
begins.
pairs of edges the user can utilize to resize the model along a desired axis.
In order to provide a complete tool a camera manipulation system is im-
plemented. With pull-apart and shrink multitouch gestures user can zoom
the camera. With two-finger-drag it is possible to pan the camera: move
the eye on the plane orthogonal to view direction (egocentric paradigm).
Fixing a finger on a 3D point P and moving another finger on the screen
orbits the camera around P (exocentric paradigm). Although with such
instruments camera manipulation is crucial to allow change of view to a
comfortable location, in tBox ([6]), as in many others papers, this aspect
seems overlooked.
In conclusion Cohe´ et al. had their interface tested by eight subjects
without any training phase. It has been observed that most of them discov-
ered by themselves almost all the capabilities of the tBox, giving proof of
the “natural” interaction of their approach.
2.4 Depth-Separated Screen-Space (DS3)
In [7] Martinet et al. performed an in-depth study taking into account
several aspect of tactile interaction and theory of 3D object manipulation.
In their work they proposed the Depth-Separated Screen-Space technique
(DS3), a 3D object manipulation approach designed for multitouch interac-
tion and evaluated the latter against two other state of the art techniques:
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Sticky Tools ([8]) and Screen-Space ([9]). For the research, rotation and
translation transformations only has been taken into account: as a result
3D object manipulation has 6 DOFs.
Starting from previous studies (e.g. [10, 11]), they examined the con-
cepts of perceptual structure of a task, control structure and the input
device structure. It has been shown that each of this structure can be
integral and/or separable. Integrality and separability are to be intended
relatively to structure DOFs in the broadest sense: for perception consid-
eration integral means that two or more DOFs are part of the same per-
ceived operation, while for control and input consideration integral expresses
whether is natural to move diagonally in an euclidean space determined by
two or more DOFs. Separability refers to the opposite concept.
Human perception of 3D object manipulation is composed of two integral
aspects: orientation and position. That is because we don’t consider the
rotation transformation as a combination of three different operations; and
that is the same for translations. Moreover, in the real world, we are able
to perform them altogether; in fact, according to some studies, rotation and
translation can be considered a whole integral operation. Input structure
integrality or separability is more objective matter because is constrained
by the specific device capabilities and possible human interactions with it.
Control structure is a rather abstract concept laying in-between the two
former: its characteristics depends on the mapping between DOFs of input
to actual manipulation operations. On this point it is possible to operate
creating different techniques for a pair manipulation ↔ device.
As for now, it is unclear which one between integrality or separability
strategy is the best. Having perceptual structure that matches input and
control structure should naturally lead to better performance, but there
are contrasting researches retaining that separating control structure DOFs
that are naturally integral may, in some cases, be the optimal solution.
From now on we’ll be focusing on 3D manipulation task performed with
multitouch capable input device. One major aspect taken into account for
this setup is the finger interaction directness. A finger interacting on the
multitouch display is direct if its contact point on the screen keeps being
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coherent to the screen-projection of the model as the finger move. For
instance, a single finger-drag gesture over a 3D model that moves and keeps
being under the finger, is a direct interaction (fig. 2.6a). A finger moving
vertically that changes the z-position of the model is an indirect interaction
(figs. 2.6b and 2.6c).
(a) (b) (c)
Figure 2.6: Finger directness: a direct interaction performing x-axis translation (a),
an indirect interaction performing z-axis translation (b)→(c).
Starting from the work of Card et al. [12] Martinet and al. built a tax-
onomy to classify 3D object manipulation using multitouch displays. The
system can represent the number of fingers touching the screen, their di-
rectness, the manipulation DOFs controlled, and whether the interaction is
performed in an integral or separable way. All this information fits well in a
table (figs. 2.7, 2.8 and 2.9): in the first column we have the entries showing
the number of finger touching the screen and their directness, d for direct
and i for indirect. We call each of these entries an interaction mode. Next
we have 6 columns, each representing one DOF for 3D object manipulation:
Tx, Ty, Tz for translation transformations along each axis and Rx, Ry, Rz for
rotation. To avoid ambiguity let us fix the Cartesian orthogonal coordinate
system: x-axis belongs to screen plane and is oriented toward right, y-axis
belongs to the screen plane too and is up-oriented, z-axis is orthogonal to
the screen plane and points towards the user. Corresponding to each mode
and DOF a circle is present if that mode controls that DOF; if the circle
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is empty the interaction is direct otherwise an i is present indicating the
finger interactions are indirect. Within each row circles connected with lines
represent integral interactions: if two circles belongs to the same connected
component they are integral otherwise they are separate.
Screen-Space technique is conceived starting from 2D touch-screen ob-
ject manipulation: this type of interaction, as noted before, has been widely
explored and 2D RST became the de facto standard. With one finger drag-
ging the object translation is obtained. With two fingers instead it is pos-
sible to rotate, translate and as well scale the object: this is achieved by
binding each finger to its initial contact point on the underlying object.
As the fingers move the contact points are constrained by fingers position
resulting in the desired 2D transformation. The Screen-Space technique ex-
tends this concept to 3D. For each finger 2D position Fi on the screen a ray
is casted onto the model, obtaining the visible point Pi. If we project Pi
to screen-space we obtain a 2D point P ′i that matches Fi. As the fingers
(Fis) move a solver builds a 3D transformation that minimizes the distance
between P ′i and Fi in screen-space. This algorithms basically aims to manip-
ulate a 3D object as if it was stuck under the fingers touching the display.
Hanckock et. al in their formulation did not pose any constraint to the
DOFs to be solved for, so it is possible to force each mode (i. e. 2-fingers,
3-fingers, etc.) to adjust a limited subset of 3D transformations (rotation or
translation for specific axes). The Screen-Space technique instance used by
Martinet et. al to compare against their solution is illustrated in fig. 2.8.
Sticky Tools technique is developed as the combination of three tools:
sticky finger, opposable thumbs and virtual tools. Sticky finger is the evo-
lution of 2D RST transformation: with one finger drag gesture 3D object
can be translated along x- and y-axis. With two fingers the behavior is a
special case of the screen-space technique above. Transformations are lim-
ited to 4 DOFs: translation along all three axes (Tx, Ty and Tz) and z-axis
rotation (Rz). Compared to standard 2D RST manipulation the behav-
ior is the same, except for scale transformation which is replaced by z-axis
translation (fig. 2.7). Opposable thumbs refer to the human ability to use
thumbs to flip-over objects in our hand around x- or y-axis. The actual
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Translation Rotation
Mode Tx Ty Tz Rx Ry Rz
i i
i i
Sticky Tools
1d
2d
1d +
1i
2d +
1i
Figure 2.7: Taxonomy for the Sticky Tools manipulation technique [8].
Translation Rotation
Mode Tx Ty Tz Rx Ry Rz
Screen-
space
1d
2d
3d
Figure 2.8: Taxonomy for a Screen-Space manipulation technique [9].
Translation Rotation
Mode Tx Ty Tz Rx Ry Rz
i
i
DS3
1d
≥ 2d
1d +
1i
≥ 2d +
1i
Figure 2.9: Taxonomy for the Depth-Separated Screen-Space manipulation tech-
nique [7].
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implementation introduces an indirect finger (not necessarily a thumb) to
achieve x- or y-axis rotation that can be used together with sticky finger
1d and 2d mode. As the indirect finger moves rotation is performed along
the axis orthogonal to finger movement. Virtual tools is a set of tools for
physics-based interactions between 3D objects and is not of much interest
for the purposes of this thesis.
Depth-Separated Screen-Space technique (DS3) is the solution proposed
by Martinet et. al as an improvement over the previous approaches. This
solution relies on two main ideas:
(a) use indirect finger interaction to control z-axis translation,
(b) separate control of translation and rotation with different modes.
Both expedients hypothesize an improvement over performance and coordi-
nation. The first one is achieved with the Z-technique ([13]), constraining
z-axis translation to an indirect finger. Other interactions are implemented
as a special case of screen-space solution that fulfilling their requirements.
With one finger it is possible to manipulate Tx and Ty DOFs only. With two
or more fingers manipulation is instead constrained to rotation (Rx, Ry and
Rz), achieved as for screen-space solution with a 3D transformation solver
algorithm. Taxonomy for this technique is illustrated in fig. 2.9.
Figure 2.10: Screenshot of the peg-in-hole task.
An experiment has been conducted in order to evaluate performance for
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DS3 technique compared to Screen-Space and Sticky Tools solutions. A
classic peg-in-hole docking task has been performed (fig. 2.10) by several
subject under different conditions. The trials were performed varying:
• TECHINQUE: Screen-Space, Sticky Tools or DS3
• PRESENCE OF DEPTH: whether the task required z-axis translation
• ROTATION LEVEL: simple (1 axis) or complex (multiple axes) ro-
tation
• ROTATION AMOUNT: large or small rotations required (120 and 30
degrees respectively)
The evaluation occurred analyzing task completion time, translation coor-
dination, rotation coordination, and most importantly DOF coordination
for which they used different metrics to achieve a complete analysis (see [7]
for details).
In conclusion, results saw DS3 technique outperforming the others under
almost any aspect. They effectively showed that DOF separation, along
with indirect control of z-axis translation, actually improves performance,
coordination and overall user satisfaction. Although Martinet et al.’s work is
very detailed, there are other aspects to be considered fulfill a comprehensive
survey.
2.5 Multitouch gestures for 3D object
manipulation
Recently Au et al. [14] introduced a very clever technique for 3D object
manipulation that makes use of simple and intuitive multitouch gestures.
The approach allows separated control of 9 DOFs of RST transformation
(rotation, scale and translation along x-, y- and z-axis). The key idea is to
use two indirect finger gestures to seamlessly perform any axis-constrained
operation. As for widget based manipulation there are three steps involved
to obtain the desired transformation: axis selection, operation selection and
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amount selection (i.e., in reversed order, 45 degrees rotation around x-axis).
Differently from widget based manipulation there are no gizmos on screen,
but only candidates axes to select among. Axes are not handles and are
used for visualization purpose only (fig. 2.11a and 2.11f). All interactions
are performed with just two contact points on screen.
Axis selection is obtained putting two fingers on the touchscreen: di-
rection vector ~d between the fingers contact points is calculated, then axes
direction projected to screen-space P 2Da | a ∈ {x, y, z} are compared to ~d,
finally the axis a with a projected direction closest (parallel) to ~d is se-
lected. Besides, there is no need to place the fingers onto the desired axis
since interaction is indirect and the algorithm works for any screen loca-
tion (fig. 2.11b). Once the two fingers are in place and the axis is selected
Figure 2.11: Multitouch interaction: (a) user interface with object axes visualized,
(b) axis selection, (c) translate gesture, (d) rotate gesture, (e) scale
pull-apart gesture, (f) user interface with all candidate axes visualized.
the subsequent gesture determines the type of operation (rotation, scale
or translation). With a fingers moving parallel to selected axis, transla-
tion is performed (fig. 2.11c). Translation amount is proportional to finger
displacement and changes interactively when fingers move. Translation is
actually activated within a displacement threshold to avoid interference with
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other gesture in presence of small finger movements. A similar threshold
technique is implemented for rotation and scaling. Similarly to transla-
tion, rotation is activated with fingers moving orthogonal to selected axis
direction (fig. 2.11d). Rotation amount is as well proportional to fingers
displacement. Scaling is instead activated with the classic shrink and pull-
apart gestures (fig. 2.11e). Scale amount is determined calculating the ratio
of current distance between fingers to the initial distance.
Besides classical object axes, world-space and screen-space axes can be
selected for different coordinate system manipulation. When all this candi-
date axis are present on screen, selecting among them become more difficult
because screen projected direction may be very similar (fig. 2.11f). To over-
come this problem object axes, which are commonly the most used, have
priority over the others during selection.
This technique uses indirect interaction leveraging one of the advantages
of touch-screen technology, that is, the strict coupling between finger and
3D model. Despite this weakness, the technique proved to be very efficient
because it greatly reduces visual clutter during model manipulation and,
since the visual feedback is interactive, virtually eliminates finger related
imprecision in amount adjustment.
In addition to classic axis constrained manipulation the approach pro-
vides plane constrained manipulation. Plane selection activates tapping the
screen with two fingers once and then rapidly touching and holding the
screen again. The algorithm is the same as for axis selection but instead, as
the axis a is obtained from fingers position, selects the plane orthogonal to
a. Subsequent fingers movement activates translation mode, mapping dis-
placement into plane constrained translations. With shrink and pull-apart
gestures scale mode is activated. As for single axis-scale, finger distance
control scale amount but transformation is applied to both axes defining
the selected plane.
Another impressive feature implemented is a context sensitive snapping
tool which provides an easy to use technique for positioning objects rela-
tively to each other. Drawing on the touch screen a free-form curve from
one object to another snaps the first one to the second. Curve derivatives
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on starting point (on the first object) and end point (on the second object)
are used to select object’s planes to be snapped, with an algorithm similar
to plane selection for plane constrained transformation. The first object is
then positioned and reoriented in order to match the two planes associated
to respective objects. Since the technique relies on axis orientation only,
objects faces to be snapped don’t need to be visible from current camera
point of view, thus reducing camera manipulation effort. This type of ma-
nipulation is not interactive, it is actually planned. Besides that, it keeps its
effectiveness since visual feedback is provided by the curve drawn on screen.
A rich set of support operations complete the user interface: one finger
tap on a 3D object selects the object, while tapping outside deselects all.
Five finger pinch gesture (shrink or pull-apart) performs uniform scaling of
currently selected object(s). A two finger rotate gesture, executed with any
of x or y screen-space axis selected, achieves a 3D model rotation around
view direction. A three finger pan gesture clone current selected object(s)
and at the same time translate the newly made copy along the object axis
that better matches fingers displacement. More importantly we have the
one finger pan gesture which, performed outside any object, controls the
camera with a trackball-like interaction (see section 3.1).
To evaluate the goodness of the user interface Au et al. implemented a
widget based interface to compare their solution against. The widget ma-
nipulator is a classic handle-based interface: for each axis one axis-oriented
segment is present with two 3D spherical gizmos at each of its ends and two
bars gizmos. Sphere movement along its axis direction performs translation,
while moving two opposites spheres cause scaling constrained to the axis.
Dragging a bar orthogonal to its axis performs a rotation around that axis.
An experiment was performed submitting to test subjects a docking task.
The participants were required to reposition, reorient, and rescale an object
in order to match a transformed dummy present in the scene. The test was
performed with both widget-based interface and the newly proposed one.
Results proved that multitouch widget-free interface outperformed widget
based one. Completion time and mean time spent editing the object were
both lower. The average number of manipulation interactions performed
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during the task was lower too: for rotation, translation and interestingly
even for camera manipulation, which was implemented in the same way for
both interfaces.
This solution is an optimal example for tactile based 3D interaction be-
cause it shows how important is to design an interface targeting specifically
the touch-screen devices, thus exploiting all the potential. As a plus, it
uses only two finger gestures to achieve every transformation in a continu-
ous way, with no virtual button required nor gizmos to manipulate. Beside
the indirectness of control, which is indeed useful to prevent visual clutter,
for most interactions the control structure matches the perceptual structure
(feedback), providing a very natural experience.
2.6 Navidget
Hachet et al. [5] proposed a camera manipulation interface called Navid-
get. The technique allows easy and fast camera positioning using a widget
implemented for the purpose. Navidget implements the point-of-interest
paradigm (section 2.2) but, differently from standard “go to” techniques, it
enables specific camera control at the destination target.
POI techniques are usually targeted for environment navigation and
present many advantages. Concerning input requirements a simple point-
ing interface is sufficient, allowing implementation with a range of devices
(mouse pointer, touch-screen, pen stylus, etc.). Besides, they are fast and
incredibly easy to use: with just a single click the desired camera trans-
formation is performed. Another interesting property is lag independence:
that is, computing camera transformation does not require real-time per-
formance. After user interacts, indicating the point on interest, immediate
feedback is not a must; a little lag is tolerated before the camera transitions
(or moves immediately) to the target.
Other than advantages this kind of techniques have also drawbacks. The
main limitation is surface dependency: camera can point to object surfaces
only (exocentric approach), thus preventing a full camera control (i.e., ob-
taining a view framing two side by side objects is almost impossible). More-
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over, there are other issues limiting the camera possibilities. Surfaces that
result occluded from the current point of view cannot be targeted as point-
of-interest. In addition, for many implementations, user doesn’t manipulate
directly the distance of the camera from the target, nor the angle of view
direction, nor how the camera moves from one position to the desired one.
Differently from conventional point-of-interest techniques, which try to
guess where user wants to focus starting from a point, Navidget allows to
exactly specify which region to look at and how, all with a simple widget
based interface. With any 2-DOF input device (mouse, touch-screen, pen
stylus, etc.) and a sequence of push, move, release actions it is possible to
perform any surface-focused camera manipulation. The technique described
in the following assumes mouse based interaction but all the operations may
be performed with touch based input too.
With Navidget pointing operation is achieved with a really intuitive
metaphor. A circling gesture allows the user to point out a region of interest
drawing a circle around it. Once the region is selected camera move towards
the center of the circle. A policy must be defined to decide at what distance
to stop. The first naive approach uses the 3D point on the center of the
circled region, unfortunately the surface at that location may not exist (i.e.
a hole). Another alternative procedure takes into account the most common
depth value within the selected region and moves the camera to target that
value. In this case many details enclosed in the circle that are closer to the
camera will results out of frame after the POV changes. In the end the
policy chosen for Navidget technique is the most conservative: the nearest
depth value within the circled area is considered for camera movement.
This makes sure that everything inside the highlighted region will fit the
new camera frame.
Classical POI techniques allow the user to specify a target and try to
guess the best view direction, generally using surface normals. Navidget
instead uses a 3D widget to let the user change the view direction at the
destination point. The 3D widget appears if the user, after a pointing
operation, hold the finger on the screen (for touch based interface).
The widget is composed by a 3D hemisphere facing the camera with its
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Figure 2.12: The Navidget.
external surface, a border ring, four size actuators, and a virtual camera
(fig. 2.12). Moving the cursor on the hemisphere surface adjust the point of
view with a trackball style interaction (section 3.1). Virtual camera moves
along providing visual feedback for the desired camera shot; in this way user
can easily prevent occluded views. The border ring is introduced to easily
place the camera orthogonal to current view direction: placing the cursor
over the border ring is equivalent to put the cursor over the hemisphere
border. Another interesting feature provides camera placing behind the
region of interest. With a simple outside-inside gesture over the widget the
hemisphere rotates behind the point of interest, allowing camera placement
to observe the rear of 3D object(s).
Size actuators serves to resize the widget and altogether the camera-
target distance of the desired point of view. Once the cursor is captured in-
side left or right (top or bottom) actuators, horizontal (vertical) movements
result in resizing while vertical (horizontal) movements quit the resize mode.
Once a release event occurs within the hemisphere or the border ring,
the viewpoint is smoothly moved from current location to the desired one. If
release events occurs outside, the operation is canceled. Camera movement
always lasts 3 seconds independently to the the distance to cover, providing
to the user feedback over the distance traveled.
An additional feature inserted after a pilot study is a preview window.
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While the user adjust the viewing direction using the 3D widget a picture-
in-picture interactively show the 3D scene as seen by the current virtual
camera. The preview window offers inspection from the distance without
the need to actually move the camera. Besides, it offers an interactive
selection of the new point of view with an immediate feedback.
An experiment was performed to compare different POI techniques. The
test subject were asked to inspect a scene filled with 3D cubes. The cubes
have one face highlighted and users had to count some letters present on
each face of these cube. Experiment results confirmed the value of Navidget
approach. Users had no major problems using the interface and especially
appreciated the circling gesture. Although the POI techniques are well
suited for inspection purpose only, Navidget represents a major improve-
ment with respect to classical approaches, providing a fast, easy and more
precise interaction.
2.7 HoverCam
In this section we describe HoverCam, a quite innovative camera manipu-
lation technique proposed by Khan et al. [15]. The following approach is
very similar to a newly proposed technique that represents a large part of
this work (Chapter 5).
HoverCam is an exocentric camera manipulation technique for navigat-
ing around 3D objects at close proximity. Classical camera manipulation
system implemented in almost any 3D Modeling/Animation software con-
sists of three operations: orbiting (trackball-like interaction), panning (cam-
era movement orthogonal to view direction) and zooming (camera movement
along view direction). The main idea is to provide camera manipulation
merging these three camera control modes in a single operation, allowing
the user to focus on model inspection without the risk of have the camera
losing targeting on the model.
The three control modes maps to 6 DOFs in a contex unaware manner.
One example of context aware camera manipulation technique can be found
in FPS videogames: here, control is implemented with a walking metaphor
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and egocentric manipulation allows the player (camera) to move within
an environment. The context expresses with the concept of ground, up
direction, height from the ground, and also with collision detection that
avoid crossing 3D surfaces. The HoverCam approach aims to move the
camera at a fixed distance from a 3D object while keeping it within the field
of view, the authors called it camera inspection metaphor. To achieve this
result with a limited 2 DOFs mouse based input some constraints need to be
added to reduce the 6 DOFs to be manipulated. First constraint force the
camera eye to have a fixed distance from the 3D model surface, that is, the
closest point on the surface is always at the same distance throughout the
whole manipulation. Second constraint keeps camera view direction normal
to the observed surface. These creates a space of possible cameras that
resembles to a shell around the object. This camera space can be explored
with classical controls but not in a smooth way, as it is needed to switch
interaction mode several times.
HoverCam implements a solution with an algorithm that moves the cam-
era like a satellite orbiting around an object. Given an initial camera with
an eye point E0 and, at distance δ0, a look-at target L0 on the surface of 3D
model M the algorithm performs the following steps:
(a) Interprets mouse input vector i to generate new eye location E1 starting
from the initial one,
(b) search on M the closest point C to new eye E1,
(c) turn the camera to look at C that becomes the new target L2,
(d) correct the eye-target distance δ1 between E1 and L2 to match initial
distance δ0 displacing E1 only, thus obtaining E2,
(e) clip the distance traveled to avoid sudden camera movements (read fur-
ther for explanations).
This technique gives the feeling of hovering above object surface. It can
be seen as center based camera manipulation, which focus exocentrically on
a point (i.e. a trackball), extended to the surface.
HoverCam, as said earlier, provides proximity inspection so the tech-
nique is used only at a certain distance from an object, while at higher
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Figure 2.13: HoverCam algorithm to compute new eye-target from an input move-
ment.
distance classical control is provided. In order to manage a graceful switch
HoverCam implements a camera blending technique to seamlessly smooth
from traditional camera control to proximity navigation. A field of influence
is present within a certain distance from the object. When the camera is
within this range, it is captured by the field and slowly falls into a much
restrained region closer to the object. This region spans from an inner to an
outer distance limit, where HoverCam controls are fully activated. Once the
camera has changed mode, the mouse wheel can control distance level from
the surface; as soon as distance exceeds outer limit, camera slowly returns
to classic control mode.
Camera eye and target are not enough to define a view. Although POV
and view direction are defined, camera tilt value is unconstrained as up-
vector is missing. Khan et al. developed four policies to define an up
direction:
• Global
Keeps viewport up direction aligned to a globally defined up-vector.
• Local
An egocentric mode that defines up-vector in a view dependent man-
ner. Up changes with relation to camera movement.
CHAPTER 2. STATE OF THE ART 29
• Driving
Up direction is considered as forward : while camera is moved, up
vector tends to align to movement direction.
• Custom
Much like global policy, viewport up direction tends to align to vector
values in a pre-authored up-vector field in order to provide the best
view orientation according to camera position.
Input mapping can be either egocentric (push) or exocentric (pull). With
push mode, moving the mouse from left to right moves the camera to the
right. With pull mode instead, a similar movement moves the camera to-
wards left, achieving a model movement to the right. The better interaction
is pull as the mouse, due to the distance from the model, rests almost un-
der the same portion of the model throughout the operation, giving a more
natural feedback to the user. To avoid locking in model areas with high
up-vector variance (e.g. the north pole of a sphere when using global up
vector), internally the implementation keeps always a local up-vector to
perform camera movement, while the policy chosen is applied separately to
adjust view orientation.
The algorithm exposed works well with convex and slightly concave sur-
faces, but with serious cavities, hole or protrusion fails to achieve smooth
camera motion. This happens because after a camera move, closest query
of step (b) may find a point very distant from the previous one. The step
(e) in the algorithm serves to avoid this sudden motion, clipping to an input
dependent value both the distances between old and new target L0L1 and
between old and new eye E0E1. There are still some cases in which this
approach may fail, e.g. the interior of an hemisphere with camera in the
center, as closest point query doesn’t have an unique solution. To overcome
this issue step (b) search is restricted to a volumetric wedge extended in
direction of the input vector i (fig. 2.14).
Issues still remains when camera approaches surface corners. The vol-
ume restricting closest point search cannot detect points on the surface
approaching on the side, leading to strange camera path which breaks the
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Figure 2.14: Closest point search is restricted to two volumes depending on input
vector i: a trianglular wedge volume to limit search on a model sur-
face region not too distant with respect to desired movement, and an
obstacle detecting FOV aligned to i to anticipate surface approching
on out-of-view sides.
motion continuity. To overcome this problem closest point query is extended
to search within an additional obstacle FOV pointing in the input vector
direction (fig. 2.14).
The closest point search is the most expensive operation for the algo-
rithm, so it is crucial to have an efficient implementation. The query makes
use of a precomputed hierarchical structure called sphere-tree, generated
ad-hoc for each 3D model. The structure is very similar to an octree but
subdivides the space in spheres rather than boxes. Spherical volumes are
used because allow very fast distance computation, which results in rapid
tree traversal. Spheres at each level become smaller and leaves of the tree
structure are very small spheres wrapping one or very few primitives. Once
the tree traversal reaches one of the leaves, ordinary closest point compu-
tation is performed using geometrical primitives. A great benefit of this
data structure is that can handle different geometric primitives other than
triangles. With the same algorithm, navigation is allowed for point cloud
or lines, as the only requirement is to change the distance function.
One of the limitation of this technique arises when moving too fast.
Since camera movement depends on mouse movements a very fast mouse
move could lead the camera to miss some feature (e.g. jumping over a large
hole) or to go across the model surface. Besides, despite the efficiency of
the sphere-tree structure, for very big 3D models (e.g. counting millions of
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primitives) closest point queries might take a significant amount of time.
Since the queries have to be performed for each mouse interaction, this
slowness may result in a bottleneck that compromises interactive frame
rates.
The technique has been tested by experienced users of 3D software.
They had no problem to understand and use the interface and the overall
impressions were that HoverCam provides better control than switching
between classical pan-zoom-orbit modes. Despite that, users complained
about the shakiness of the camera when inspecting low resolution models.
This is a strong usability issue arising when a surface is too faceted : when
the user look to the flat portion of a surface (a triangle) camera movement is
equivalent to panning. When encountering an edge, instead, camera orbits
around it. Spanning through a surface such as a triangular mesh, at a certain
distance results in a rapid sequence of interleaved panning and orbiting
operations which is perceived as camera shakiness. Besides, this issues is
enhanced at great distance from the object because panning and orbiting
sequences results in two different visualization feedbacks. With panning
the model move on the screen, while orbiting keeps the object in the same
position but changes the POV. Alternating large amount panning (at a
significant distance) with rotation breaks camera motion smoothness. In
Chapter 5 we analyze this aspect further and provide a smart solution to
obtain a usable interaction technique.
2.8 Multiscale 3D navigation
McCrae et al. in [16] proposed a camera manipulation technique tailored
to multiscale 3D navigation of large environment. Inspired by the grow-
ing availability of large 3D dataset (e.g. Google Earth1) they developed a
smart solution to enable seamless context aware navigation of very large
environment.
Many authors proposed multiscale navigation solutions mimicking real
navigation experience like egocentric flying vehicle control, or ad-hoc solu-
1http://www.google.com/earth
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tion like exocentric scene-in-hand metaphor ([4]). Others, to speed-up nav-
igation and provide sense of orientation, introduced navigation aids such as
overlaid maps of the environment or reference landmarks.
Many others used approaches limiting user control freedom, stating that
authors know best what are the interesting parts of an environment. Au-
thored solutions provide assisted navigation guiding the user to focus on
certain areas of interest. This is usually achieved with authored viewpoints,
path-based, or content-constrained movement. Other non authored solution
such as the ViewCube (Khan et al. [17]) offers exocentric navigation of an
object with a cube-shaped widget that let the user choose among 27 pre-
defined views. Other research works focus instead on path-guided camera
manipulation taking into account obstacles using collision detection.
Solution proposed by McCrae et al. puts together both egocentric and
exocentric camera manipulation providing at the same time a context de-
pendent control to fit multiscale navigation needs.
Most context-aware camera manipulation techniques use classic CPU-
based geometrical computation to calculate camera transformation. Dif-
ferently from them, McCrae et al. introduced an image-space GPU based
technique to probe the environment around camera position. The idea is
to use the graphics hardware to rasterize the distance from the surround-
ing environment into a compact image-based representation, the cubemap.
For this purpose a GPU fragment shader is used to rasterize 3D geome-
try distance from the camera view plane. The fragment distance values
are normalized to the [0.0 − 1.0] range corresponding to near-far clipping
planes of the view frustum (a depth buffer is rendered). The cubemap is
composed by six layers (textures) that are rendered using six perspective
cameras located in the POV, each one facing one of the six canonical direc-
tions. To cover the entire surrounding the cameras have a 90 degrees FOV,
so that each image maps to a cube face (hence the name cubemap). For
each texel of the cubemap it is possible to retrieve its relative position with
respect to camera eye point, and therefore the distance. Cubemap sam-
pling resolution has to be tuned in order to provide significant data. The
samples dimension for objects at distance d are determined by the equation
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2d/cubeSampleResolution. In the implementation the value chosen for the
cubemap resolution is 64 × 64 that produces a sample dimension of 10cm
for objects at distance 3.2m, which is enough for the purpose. Moreover,
64 × 64 resolution yields a very fast rendering of the scene and generate a
manageable amount of samples. The cubemap strength is that it doesn’t re-
quire any additional data structure nor pre-computation over the 3D scene.
It is sufficient to update the cubemap at every frame or just when there is
camera movement.
One of the application of the cubemap is scale detection. Tuning speed
of the movement, like in a walking metaphor navigation technique, usually
requires a previous knowledge of the environment. Cubemap, instead, al-
lows real-time scale detection so that movement speed can be dynamically
updated in relation to environment closeness. A very simple and robust ap-
proach is to consider the minimum value present in the cubemap (the closest
sample) and use the retrieved distance to estimate the scale. McCrae et al.
also tried to use some smart averaging techniques to yield a more global
estimate of the scale. Unfortunately the behavior is far less predictable so
they stick to the conservative solution which is the best where there’s little
or no previous information available.
For navigation purpose, it is crucial to prevent collisions. Rather than
using classical collision detection algorithm, the cubemap information is
exploited to prevent it. All the samples within a scale dependent radius
δ are used to create a soft penalty force field to avoid obstacles during
navigation. Geometrically, a sphere of radius δ centered in the camera eye
is used as collision proxy producing a soft penalty force vector depending
on where the sphere intersects the 3D environment.
Another aspect to consider is distance value precision. As said earlier
cubemap faces are basically GPU depth buffers, and so to avoid precision
loss for perspective projections, it is important to choose accurately distance
value for near and far clipping planes. Besides, keeping static values for
the two planes may result in unwanted clipping of near or far objects. To
overcome the two issues the cubemap uses a dynamic view frustum that
attempt to keep the distance of visible scene within a threshold between
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near and far planes.
At loading time scene object shape is detected and a proxy low-polygonal
object best approximating original shape is assigned to it (box, cylinder,
cone, etc.). This feature can have multiple purposes. For cubemap gener-
ation object at a significant distance can be rendered with their respective
proxy objects instead of the original geometry, speeding-up the process.
Figure 2.15: Mouse-driven interaction scheme for multiscale 3D navigation.
We now describe the interaction techniques which are all based on mouse
input (fig. 2.15). Left Mouse Button (LMB) click on a scene object initiate
look-and-fly mode, flying the camera toward selected point on the model.
Moving the mouse in this mode allows the user to look around the scene
while still following the fly trajectory set. Subsequent LMB click retar-
get the fly on newly selected objects. Right Mouse Button (RMB) click
stops camera and exit the mode. When stationary, a LMB drag initiates
HoverCam mode (Section 2.7), allowing the user to perform exocentric in-
spection of geometry in the scene. A RMB drag enables instead egocentric
look-around operation.
For look-around operation during fly, mouse movement are subject to a
dead-zone in the center of the screen viewport. As mouse cursor exit this
region, egocentric camera rotation is performed along the direction from
screen center to the cursor and with speed proportional to the distance
between the two points. Flying velocity is instead bounded to the scale of
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the surrounding environment. After setting a target point Ptarget the vector
displacement for camera position PCam over a frame interval ∆t is:
∆Cam = (Ptarget − PCam) ·∆t · cubeDistMin
2
where cubeDistMin is the non-normalized distance of the closest point to in
the scene, extracted from the cubemap. The camera trajectory is not always
straight because is influenced by the penalty force field to avoid obstacles.
As a complement to look-and-fly they implemented the push-out tech-
nique to perform the opposite behavior. Activated with a RMB click, the
push-out operation sets the collision detection distance δ = 3.0·cubeDistMin
so that the collision force field pushes the camera away from the geometry.
This works well for open space, or in closed space with a single aperture
(a room with a window), but fails to find an exit camera path within more
complex geometry.
Concerning exocentric navigation, McCrae et al. implemented an im-
proved version of HoverCam (Section 2.7) that relies entirely on the cube-
map. HoverCam navigation is performed with a LMB drag over a 3D object.
The new implementation uses the cubemap to retrieve the closest point on
the object, without explicitly testing his geometry. The shakiness issue
highlighted in Section 2.7 is solved by using a mean-filter (smoothing) over
the cubemap texels. This cuts off high frequency values and allows a con-
tinuous camera movement. To be precise there are many situations that
can still be problematic, but the overall camera shakiness is mitigated.
The last feature is framed zooming, a classical POI technique that uses
surface normals to achieve zooming over the selected point. Holding shift
on the keyboard and dragging over a 3D object an overlaid gizmo appears.
A green arrow, normal to the pointed surface, provides feedback for the
camera position and orientation when the LMB is released. In addition,
a circular highlight area indicates the region that will be framed, and its
radius (zoom factor) is controlled by mouse movement.
As for HoverCam, even for multiscale navigation camera up-vector is an
important parameter that has to be tweaked to achieve appropriate envi-
ronment views. For a large dataset like the earth the idea is to keep a global
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north pole up-vector for long distance exploration, shifting to earth surface
normal as the camera approach the ground.
The set of tools put together by McCrae et al. proved to be a very com-
plete instrument for object/environment inspection/exploration. It proves
that egocentric, exocentric and point-of-interest techniques can be effec-
tively combined.
Chapter 3
Touch-based Virtual Trackball
The Virtual Trackball (also known as Arcball or simply Trackball) repre-
sents a milestone for the 3D interaction techniques. Since 1988, when Chen
et al. [18] proposed the idea and the first implementation, it has been
the standard interaction technique to achieve rotation transformation, es-
pecially for camera manipulation. It is currently used in almost any 3D
modeling/animation software, ranging from Maya to Blender. Before track-
ball was proposed one of the methods to perform object rotation consisted
of sliders, each controlling x-, y- or z-axis rotation. Other view-based inter-
action solution presented 3 views of the object with orthogonal projection
corresponding to xy, xz and yz planes: within each view only a single axis
rotation is possible, reflecting changes in the other views. There were also
techniques, not specifically targeted to traditional mouse input, that allow
multiple degrees of freedom manipulation using non conventional devices.
Sensor embedded in devices such as gloves, physical handles, joysticks, etc.
allow direct mapping of multiple input DOFs to object affine transforma-
tion. The trackball, instead, proposed a new technique to accomplish ar-
bitrary rotation in a natural and straightforward way, using only 2 DOFs
input devices. The solution stand out among other techniques because it
only requires one view of the object, thus it can save screen real estate. It
works with commonly available 2-DOFs device such as the mouse and, most
importantly, provides direct and natural interaction.
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Figure 3.1: A trackball device.
The trackball concept idea is to simulate with mouse input the behavior
of a real trackball device (fig. 3.1). The transformation is achieved map-
ping the 2D mouse movement over a virtual spherical surface, constraining
the initial point of contact on the sphere to be stuck under mouse cur-
sor. The spherical surface is often overlaid on the object, so the perceived
behavior is that the object is bound to the sphere and mouse movement
control the sphere rotation, which is then reflected to the object. Beside the
sphere-object indirectness, the trackball is a direct method: it is an handle
based interaction that uses a sphere instead of simpler gizmos. Using the
model provided in Section 2.4, the trackball has 2 integral DOFs directly
manipulating the 3 rotation DOFs.
Actually several implementation exists for the trackball: the first and
most known is the one proposed by Chen et al. [18] which achieve rotation
using a screen space projected sphere and 2D vector based rotation. The
second implementation came with Shoemake [19] which enhanced the pre-
vious version introducing quaternion rotations (for a quaternion overview
see [20]). The third almost unheard version is the unpublished Bell’s im-
plementation [21]. Despite the latter came before Shoemake version, this
technique is the closest implementation to the state of the art.
In the following section we will only describe the most up to date im-
plementation, remarking some of the issues found in [18] and [19]. For a
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comparison and in-depth analysis of the three techniques see [22].
In the remaining part of the chapter we will describe a standard tech-
nique to utilize the virtual trackball for camera manipulation interaction.
Finally we will propose the adaptation of this approach for multitouch input,
evidencing the choices made to obtain the best user experience.
3.1 Virtual Trackball
The original trackball implementation maps 2D screen-space points to a
simple spherical surface. More precisely: a screen-space 2D input point
pa = (xa, ya)
T can be thought as a 3D point pa = (xa, ya, 0)
T . The latter
is then unprojected, using a function m : R3 → R3, to a 3D space embed-
ded surface (a sphere fig. 3.2) obtaining a point Pa. When the user press
the mouse button over the surface at point p0 a 3D point P0 = m(p0) is
obtained. As the mouse move to a new position p1 a new 3D point P1 on
the surface is computed. Once we have P0 and P1 the ideal transformation
should perform a rotation that maps the initial point to the new point. If
we consider the arc that connects P0 to P1 the rotation to be performed has
to match that arc which, in all cases, lies on a great circle passing through
both points. Explicitly, a rotation axis A and an angle θ must be found to
form a rotation transformation RA(θ) such that P1 = RA(θ) · P0.
There are basically four aspects that defines the trackball behavior:
• the unprojection function m (usually a ray casting operation),
• the surface to project to in 3D space,
• the choose of the axis A of rotation,
• the amount of rotation θ (the angle).
The function m is basically an unprojection trasformation and can be
performed considering orthogonal or perspective projection. It is pretty
obvious to choose the projection that fits the intrinsics of the camera look-
ing into the 3D scene so that cursor position always corresponds to the
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Figure 3.2: Scheme for the basic trackball projection operation. xy screen-space
points pa are mapped to XY Z 3D points Pa.
same point on the virtual 3D surface. Solution in [18] considers only or-
thogonal projection because calculation is perfomed using 2D screen-space
coordinates, while implementation in [19], despite quaternion calculation is
performed, does the same for simplicity sake.
The surface considered for 2D to 3D point projection is normally an
hemisphere with the outer surface facing the camera. In [18] points that
map to the surface only are considered for trackball interaction. In [19] a
point pa that doesn’t have a match onto the 3D surface maps to the point Pa
that lies on the plane passing through the center of the sphere and parallel
to the image plane (the trackball plane of figure 3.5, see also fig 3.3a). Bell’s
trackball and so state of the art implementation use instead a G1 surface
(continuous and derivable) to extend the mapping to all possible points of
the screen. The surface is defined by a function that is a combination of
the hemisphere used in the other techniques (fig. 3.3a) and an hyperbolic
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sheet (fig. 3.3b). Given the radius r, the hemisphere function is z(x, y) =√
r2 − (x2 + y2), while the hyperbolic sheet is defined as z(x, y) = r2/2√
x2+y2
.
The combined surface is:
z(x, y) =

√
r2 − (x2 + y2) if x2 + y2 ≤ r2
2
r2/2√
x2+y2
otherwise
(3.1)
with the trackball centered in origin.
Considering an orthographic projection the surface is an hemisphere near
the center of the screen while degrades to a plane getting far from it (fig.
3.3c). At the crossover locus (the set of points that satisfy the equation
x2 + y2 = r
2
2
) the surface can easily proved to be G1 continuous. Knowing
that axis A calculation is computed using the initial contact point P0 and the
varying point P1 (resulting from mouse movement), the trackball interaction
benefits greatly from the continuity of the surface. Having P1 that moves
over a smooth surface results in a space of computed rotation axis that is
C1 continuous, which, for instance, is not happening for the Shoemake’s
solution.
In details, the optimal rotation axis is obtained from the vectors V0 =
~OP0 and ~OP1, with O being the center of the sphere in 3D space (fig. 3.2).
If we consider for simplicity O = (0, 0, 0)T the normalized vectors Vi become
Ni =
Pi
|Pi| . The axis of rotation A is then obtained from the cross product
between the two normalized vectors N0 and N1: A = N0 × N1. If we
consider the sphere surface only it can be easily seen that the resulting axis
is exactly orthogonal to great circle that contains the arc between P0 and
P1. Shoemake solution, which uses quaternion implementation, does obtain
this ideal axis, while Chen et al. technique, which solves the problem in 2D
image space, doesn’t.
The choose of the rotation angle θ is a trivial matter. Shoemake and
Bell use basically the same implementation: θ is exactly the angle between
the two normalized vectors N0 and N1: θ = arccos(N0 ·N1) or equivalently,
as in [19], θ =
(
|V0×V1|
V0·V1
)
(fig. 3.4). Once we have the axis and the angle a
quaternion can be generated to perform the desired rotation:
Q = (cos
θ
2
, A sin
θ
2
)
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Figure 3.3: Projection surfaces for trackball interaction: (a) the hemispherical sur-
face adopted by Chen et al. and Shoemake, (c) the surface used by
Bell’s trackball, combining surface (a) within a radius from the center
and (b) for the rest of the space. The red line shows the crossover locus
between the two surfaces.
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Figure 3.4: A side view scheme for the virtual trackball showing unprojection oper-
ation and the angle θ used to rotate the point P0 onto P1.
This works well for both the sphere surface and the combined surface illus-
trated in fig. 3.3c. In the latter case though, since the user can perform
continuous rotation moving the cursor all over the screen, one would ex-
pect that cursor displacement to be proportional to the amount of rotation.
This is not true because for points pi that are unprojected far from the
sphere center onto the hyperbolic sheet, the corresponding normalized vec-
tors Ni are very close to each other. For these regions the rotation to point-
displacement ratio is really low if compared to the screen region that maps
near the center of the trackball. To overcome this problem, a state of the
art solution, implemented in software like MeshLab [23], provides a rotation
amount (angle) that is almost proportional to the cursor displacement. The
calculated rotation axis remains the same, while the angle is computed in
a different way. When the two points P0 and P1 lies on the sphere surface,
the angle θ is the exact length of the arc that connects them (divided by
sphere radius r). To maintain the spherical region rotation/displacement
ratio all over the surface, rotation angle is chosen as
θ =
|P0 − P1|
r
with r being the sphere radius. Within the sphere-mapped region the angle
CHAPTER 3. TOUCH-BASED VIRTUAL TRACKBALL 44
θ is approximated with the length of the chord connecting P0 to P1 which
is fine, since arc and chord have almost the same length. For the rest of
the surface the behavior is more natural with respect to Bell’s solution. For
instance, if the user press the mouse over the center of the trackball and
moves the cursor towards right, the resulting rotation amount around y-axis
is quasi proportional to the displacement performed.
3.2 Camera manipulation with Trackball
The Virtual Trackball proposes an exocentric camera manipulation tech-
nique that performs greatly for object/environment inspection. With just
2 DOFs it is possible to orbit the camera around an object or an object
detail, seeing them from all angles. Despite that, for inspection purposes,
the trackball rotation interaction is not enough. A typical scenario sees an
object centered on the screen with camera orbiting around its center. 3D
objects with a relatively simple shape are pleasant to inspect in this way,
but in most scenarios, such as cultural heritage application, more complex
topologies like human figures statues, vases, high relief, etc. require a more
articulated analysis that cannot be performed with simple camera orbiting.
To accomplish such analysis a collection of additional camera manip-
ulating tools can be combined along with a virtual trackball to provide
full object inspection in a simple and straightforward way. The set of tools
described in the following paragraphs are often altogether referred as Track-
ball, whose are implemented greatly in the same way across all kind of 3D
software, either commercial or not. More specifically, we will describe a min-
imum subset of the most commonly used Trackball features implemented
in the open-source software MeshLab [23] referring, for simplicity’s sake, to
mouse enabled interaction only.
A Trackball view state can be defined in many ways: although the track-
ball can be condensed in a single affine transformation matrix, we provide
an explicit representation that is convenient to describe the additional in-
teraction techniques. The parameters are (fig. 3.5):
• the Trackball center C, a 3D point that represent the camera look-at
CHAPTER 3. TOUCH-BASED VIRTUAL TRACKBALL 45
point,
• a quaternion Q that implicitly represent which is the camera view
direction and up-vector,
• the distance d from the camera eye point to the center C,
• the trackball radius r, that is used along with C to define the surface
for unprojection operation.
C
Eye
r
d
Trackball plane
Figure 3.5: Visual representation for Trackball parameters.
Taking into account perspective camera orbiting interaction, it must be said
that the radius r is actually defined parametrically as function of d: r =
f(d). This aspect is important considering that the trackball sphere must
fit the camera viewport in a consistent way; no matter how close or far the
camera eye is from the the trackball center, the interaction provided must
be the same at any scales. For an orthogonal camera instead, r parameter
can be fixed.
Orbiting trackball interaction is achieved with a left mouse button drag
operation and is implemented as explained in Section 3.1. The additional
tools extending the virtual trackball technique are three: panning, zooming
and focus.
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With a center mouse button drag panning is performed. The operation
is actually a simple translation of the trackball center over the trackball
plane (the plane passing through C and orthogonal to camera view direc-
tion). The user in this way can move the look-at point C over the 3D object.
The interaction is performed with a pull strategy that perceptually results
in moving the 3D object with the mouse cursor.
Zooming is performed using the mouse wheel notch, providing visual
scaling feedback: for perspective camera the operation modifies the eye-
target distance d, while for orthogonal camera, since d parameter is mean-
ingless, a scaling factor is modified to enlarge or shrink the viewing frame.
Note the zooming is geometric, which means modification of distance or
scale factor is proportional to current zooming degree. For instance, with a
perspective projection, if the camera eye is close to trackball center distance
modification is small, conversely it is bigger when far from the center.
The focus operation is instead a point of interest technique that allows
to move the trackball center C to a user specified point on the 3D object
surface. With a simple left mouse button double click on the model, the
trackball center is moved to the 3D point under mouse cursor, while the
camera keeps its view direction. This operation is extremely useful because
to accomplish a similar result many pan+orbit operations are often required.
As noted in Section 2.1, camera manipulation models are totally equiv-
alent to 3D object manipulation when dealing with single 3D object. As
a matter of facts the camera affine transformation matrix can be simply
applied for object transformation, so that if we fix a standard camera the
visual result is the same. Thanks to this property, to achieve a convenient
implementation, internally MeshLab actually uses a 3D object manipulation
system to apparently modify the camera. Actually the camera is static and
has the view direction aligned to the negative z-axis, the look-at point in
the coordinate system origin and the eye at a fixed distance. Internally the
object affine transformation can be splitted into 3 components:
• a quaternion Q representing object rotation,
• a scalar value S providing uniform scale factor,
• a three-component translation vector T .
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The orbit operation simply modifies the quaternion Q, achieving 3 rota-
tional DOFs manipulation. The panning operation has to move the object
applying an absolute translation over the xy-plane (2 DOFs). Since the
translation is the first transformation applied, T is modified taking into ac-
count scale and rotation post-transformation. The same applies to focus
operation that translates the object to take the user-specified point onto
the coordinate system origin (the look-at point). Lastly, zooming operation
modifies the scale component to achieve visually shrink/enlarge feedback
that works for both orthogonal and perspective projection.
While the trackball is properly an exocentric camera manipulation sys-
tem, the way it is implemented shouldn’t surprise. Let us think how a
human inspects a little object: the head stays in a fixed position while the
hands manipulate the object orientation and position to provide different
views for the object. This is the exact perceptual feeling that the Trackball
attempts to transmit.
3.3 Multitouch based extension
This section explains how we managed to adapt the Trackball set of tools
to multitouch enabled devices. With respect to the mouse enabled inter-
faces, the multitouch capability can effectively reduce the human-machine
barrier. Our goal was to adapt the trackball interaction with the purpose
of improving the user experience, retaining the same control possibilities of
mouse-based interaction scheme.
To provide a good interaction we focused on the the single object inspec-
tion task, trying to exploit at best the directness allowed by touch-screen in-
teraction. Designing our solution, we choose as target device a portable mul-
titouch tablet device, like the iPad. This was mainly because of its massive
diffusion compared to old-school tabletop installment, along with the fact
that is extremely cheap. Moreover, if compared to the smartphone devices,
which nowadays comes all equipped with multitouch technology, tablets
have a much larger screen that is ideal for object inspection/reviewing task.
Once we decided the setup, we analyzed usability issues. When it comes
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to actually use a tablet, since it is a device designed for extreme mobility,
many times users hold it with one hand and interact with the other. This
limits greatly the multitouch interaction possibilities. In one hand we have
five fingers, but for physical and coordination limitations we cannot move
each one independently from each other. Because of this we decided to keep
interaction gestures as simple as possible, enabling anyone to perform them
without awkward movements and with one hand only.
3.3.1 Techniques and implementation
We will now show which are the interaction techniques designed for multi-
touch Trackball adaptation providing, for each one, the gesture, the resulting
DOF(s) modified and implementation details.
With the one-finger-drag gesture classic trackball orbit manipulation is
achieved (fig. 3.6a). Two DOFs input controls the three rotational DOFs.
The technique is implemented with the state of the art technique described
in section 3.1, using combined unprojection surface (fig. 3.3c), quaternion
implementation and rotational angles proportional to finger displacement
on the screen. The unprojection operation to obtain the 3D virtual point Pi
starting from screen-space point pi deserves a little attention. For perspec-
tive cameras, touch contact point pi is unprojected to the trackball virtual
surface using a ray casting operation. The ray starts from camera eye point
E and is directed to p′i, which is the 3D point on the near projection plane
corresponding to the 2D screen-space point pi. For orthogonal camera in-
stead the operation is very simple. X and Y coordinates of Pi are the same
of pi. Z value is instead obtained substituting the former in the equation
(3.1).
With the two-finger-drag gesture x- and y-axis translation is performed
(fig. 3.6b). The implementation is actually very simple. The centroid point
pM of the two contact points p1 and p2 is calculated. Subsequently a ray
casting operation is performed using eye point E and pM , intersecting the
trackball plane in the point PM (fig. 3.5). As fingers move, the point PM
changes. The variation vector ∆PM is then used to translate the object. Ray-
casting operations for both one- an two-finger interaction are illustrated in
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(a) orbit (b) pan (c) scale
(d) z-rotation (e) focus
Figure 3.6: Samples for the proposed multitouch Trackball controls. (a) one-finger
drag gesture achieves orbit operation. (b) two-finger drag results in
xy-plane translation. (c) two-finger shrink/pull-apart gesture performs
uniform scaling. (d) two-finger rotate gesture achieves local z-axis ro-
tation. (e) single finger double-tap performs focus operation on the
specified point.
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Figure 3.7: Unprojection ray-casting operation with perspective cameras for: (a)
one-finger and (b) two-finger interaction.
fig. 3.7.
With two-finger-pinch (shrink or pull-apart) gesture object scale factor
is modified (fig. 3.6c). Actually the gesture performs a scaling around one
point. During the whole gesture the distance df = |−−→p1p2| between touch
point is computed. The scale factor in each instant is given by s =
df
d′f
, with
d′f being the initial distance between the fingers contact point. The centroid
point pM of touch points is calculated too and then used for ray casting, as
for two-finger-drag gesture, to obtain PM , which is used as pivot point for
scale transformation.
In a similar fashion, two-finger rotate gesture achieves what we’ve called
the Z-rotation (fig. 3.6d). In detail, rotation of the 3D object occurs around
the axis Zloc, passing through point PM , parallel to and directed as the pos-
itive z-axis. The rotation angle is calculated with the following algorithm.
At first, when fingers touch the screen, the vector ~F ′ =
−−→
p′1 p
′
2 is computed.
Then, for every finger movement, a new vector ~F = −−→p1 p2 is calculated and
the resulting rotation amount θ is given by the angle between ~F ′ and ~F .
In addition we introduced the same point of interest technique available
in MeshLab, which is executed with a one-finger double-tap gesture on the
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3D surface (fig. 3.6e).
Note that all the gestures uses at most two fingers and can be easily
performed with one hand. Z-rotation was the only addition to MeshLab
implementation of the Trackball. Although a similar transformation can
be obtained combining the other manipulation tool, it feels natural to per-
form it with the rotation gesture. Besides, users expect that, in particular
when they need to adjust the view up-vector. We preferred to reserve the
one-finger drag gesture to the orbit manipulation to match MeshLab’s inter-
action scheme and, more importantly, because is the interaction technique
most used for the inspection purpose. For perceptual reasons, when in-
specting 3D rendered objects, users need to move the camera and see how
light-surface interaction changes to better comprehend the virtual object
shape.
3.3.2 Directness, integration and separation of DOF
With the interface proposed we managed to exploit at best the directness of
a multitouch screen. Actually in our approach the interaction techniques are
direct only if we refer to the unprojection virtual surface and the trackball
plane. Despite that, for object well placed near the trackball center direct-
ness perceptually extends to 3D model surface. The basic requirement is to
have fingers contact point that are reasonably coherent to the rendered 3D
object image. Obviously a plane and the virtual surface are not even closely
the 3D model approximation, but the interaction proposed, especially the
two-finger gestures, actually transmit the feeling of having the object stuck
under the fingers. Observing the users utilizing the interface, we can con-
clude that perceptual structure match perfectly the control structure, which
is exactly what we wanted to achieve to improve performance (coherently
with [10]).
If we consider the Trackball as an object manipulation technique, we can
take advantage of the taxonomy developed by Martinet et al. (section 2.4).
Illustrated in fig. 3.8 we present the taxonomy for the solution proposed. By
now we made no mention for the integrality or separability aspect of the pro-
posed technique. Attempting to create an optimal interaction scheme, we
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Figure 3.8: Taxonomy for the multitouch Trackball interaction, interpreted like an
object manipulation technique.
come to a solution conforming to Martinet et al.’s theory. In our solution
there are basically two modes: rotation and scale-translation. The rota-
tional DOFs are all integrated in a single mode that is basically the virtual
trackball interaction. Separated from that we decided to integrate alto-
gether the remaining DOFs in just one two-finger mode. We could trigger
each gesture separately activating selectively the first one detected. Instead
we merged them all together to provide a natural 3D extension to the RST
technique for 2D touch interaction, which is the de facto state of the art
technique when it comes to 2D touch manipulation. Combining altogether
our pan, scale and Z-rotation operations, we replicated the same behavior
on the trackball plane, which becomes the 3D virtual canvas for 2D-like ma-
nipulation. Even if our solution explores exocentric camera manipulation,
is focused on inspection rather than object manipulation, we noticed as in
[7] that separability of rotation from translation can effectively improve per-
formance. With respect to conventional object manipulation techniques, we
leaved out the z-translation DOF. Once scaling is introduced, for visual in-
spection purpose the z-axis translation operation is useless, but sometimes,
when several translation and rotation operations are performed, may be-
come essential to bring back the object to the trackball plane (i.e. when the
object ends up far behind the trackball). To reset the object position we
didn’t need a specific technique as the focus operation will achieve the same
result and, as a plus, will place the specified point on the object exactly in
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the trackball center.
3.3.3 Improvements and results
Before the final solution exposed in this work was complete, we conducted
many informal pilot studies to anticipate possible flaws in usability. Even
when the interaction scheme was complete, we added a couple of features
to further improve the user experience.
For what we described so far, the interface is composed by just a 3D
model rendered on the screen and the dominant hand as the actuator. The
whole concept is designed to be widget-free to improve the naturalness and
make the user feel like he’s actually controlling the 3D virtual object. De-
spite that, we come to a compromise on order to refine a flaw in the inter-
face. Much like MeshLab, we had to add a 3D gizmo representing a simple
sphere-like skeleton that appears during orbiting interaction, matching with
the trackball sphere position/rotation. This was necessary to help the user
better understand what rotation he is performing, and also provides a visual
indication to perceive where the rotational pivot point is located. This is
critical to detect all the situations when the user will need a focus opera-
tion, basically when the object is distant from the trackball center. With
the 3D gizmo moving along with the object he can perceive why the rotation
achieved is different from the one he is intended to do. To reduce the visual
clutter and always get a clear interface, as soon as the user stops using the
orbiting mode the gizmo fades away.
Another minor improvement concerns animation for two interaction modes.
During orbiting manipulation we calculate the angular velocity ω = dθ
dt
and
as soon as the finger performing the interaction leaves the screen surface,
we continue to spin the model at the computed speed performing physical
friction based deceleration. Although may seem irrelevant, introducing this
momentum-like animation is a realism factor that greatly improves the user
experience.
The focus operation is fundamental and experienced users use it a lot;
the only flaw is that, after one focus operation, the 3D object bumps out
from the original position to the center of the screen. This can be really
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annoying for some subjects as normally in real world objects don’t change
position within a blink of an eye. To mitigate this drawback we introduced
a quadratic ease-out interpolation for the operation, so the object smoothly
translates to the new position providing a pleasant visual continuity.
For this kind of interfaces normally a user study is conducted to evalu-
ated performance improvement and eventual drawback. For our proposed
multitouch trackball adaptation this wasn’t needed. If compared to the
classical mouse based interaction, our solution outperforms it, and the in-
crease is so impressive that any in-depth comparative test would show the
same results. Other than the good input to control mapping, this is due to
human proprioception which helps to place the fingers with accuracy and
speed. The approach completely cuts out the mouse indirectness step in
human-machine interface.
For experienced users, who deal a lot with 3D interaction instruments,
the interaction scheme proposed is a huge improvement. In addition, unex-
perienced user who has no confidence with 3D manipulation benefit greatly
from the newly proposed technique. Interaction gestures can be easily dis-
covered rather than learned. Everything feels so natural that little or no
training at all is necessary. We even have proved that children are able to
use it.
The touch trackball implementation is specifically designed for object
reviewing/inspection of a wide variety of 3D objects. Still there are some
cases in which the trackball is not the best choice. Open field 3D environ-
ments are not best inspected with the interaction scheme proposed and, for
instance, the approach doesn’t work at all for indoor navigation of architec-
tural model. These cases are basically all the situation where an egocentric
camera manipulation system performs better.
For completeness we have even tested the technique on smartphone de-
vices. Needless to say, the user experience is quiet affected by the small
screen size, mostly because of visual clutter increasing when screen dimen-
sion shrinks. This effect is almost negligible on tablet device and, even
when is noticeable, it is sufficient to move the hand off the screen. That’s
because, differently from proper object manipulation systems, the trackball
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doesn’t require a complete visually synchronous interaction: viewing the
model can be performed at any time and not strictly during the interaction.
Moreover, despite the fact that this kind of manipulation doesn’t require
precision finger movements, when the trackball is forced to fit a smaller
screen the fat-finger problem may be an issue, since resulting movement is
proportional to screen space displacement. The smaller the screen, the big-
ger the precision required. Since our finger accuracy is constant, on small
screens the trackball technique lose precision. Even considering this draw-
back, the technique performs pretty well even on smartphone devices, but
not as good as for tablets.
Chapter 4
MeshLab for iOS
To develop our multitouch trackball implementation we used as test setup
the Apple iPad 2. The choice was almost obligated because when we began
our work the device was the best tablet available, for both performance and
development tools offered. iOS, the Apple mobile operating system, has the
best APIs to implement multitouch capable applications and provides, dif-
ferently from competitors, a unix-compliant environment that allows seam-
less integration of pre-existing C and C++ code base. In particular our
solution use the powerful VCGLib [24], a multiplatform open-source 3D
processing library written in C++. The library is the same used to build
many popular projects including the most famous and already mentioned
MeshLab [23]. Aside from Qt1 based modules, the library can be easily
included for use in any iOS equipped device.
Once we had a functional trackball prototype running on the iPad we
evaluate it against the many others 3D viewer applications available for the
iOS platform. We realized that none of them provided the intuitive and
precise manipulation system that we realized. So we took the prototype
and decided to make a full featured mobile application out of it. We called
it MeshLab for iOS even if internally is also known as MeshPad. We
intentionally borrowed the name and many interface characteristics from
the popular MeshLab processing tool, thus enforcing the fact that this is
1Nokia. Qt Framework. http://qt.nokia.com
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the mobile counterpart of the desktop software.
The short term objective is to create a simple and straightforward mobile
application that allows to review, analyze and inspect 3D meshes on mobile
devices with the best performance achievable. We didn’t manage, at least
by now, to port all features of MeshLab to the mobile environment. Maybe
this will become a future project.
MeshLab for iOS was developed with the collaboration of the Visual
Computing Laboratory1 of the ISTI - CNR2, the same research group that
brought us, among others projects, the VCGLib and MeshLab.
The application was published on the AppStore3 on September 2011 and
is currently available as a free download from the store. More information
are available at the url: http://www.meshpad.org.
The release of the application gave us the opportunity to exploit the
multitouch trackball manipulation for real use cases, obtaining at the same
time a large scale feedback from the people who downloaded it.
In the following we will describe the interface design at first and then
we will briefly give an overview of the application features. Subsequently,
we will discuss the rendering engine implementation, the problems we faced
and how we solved them. In conclusion we show the feedback received from
the user base, the possible improvements and future development for the
application.
4.1 User Interface
MeshLab for iOS is a tool designed to be a simple 3D model viewer. It offers
viewing capability like a simple image viewer would provide for images. We
implemented the application interface using iOS native GUI elements and
standard control gestures in order to match the overall look and feel of the
Apple operating system. Coherently with the principle and guidelines for a
mobile iOS application we designed the interface to support both landscape
1http://vcg.isti.cnr.it/
2Istituto di Scienza e Tecnologie dellInformazione “A. Faedo”, an institute of the of
the National Research Council of Italy (CNR).
3The official virtual marketplace for Apple devices.
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(a) Landscape orientation interface. (b) Landscape orientation inter-
face with pop-up list showed.
(c) Landscape orientation interface with
model list hidden.
(d) Portrait orientation inter-
face.
Figure 4.1: MeshLab for iOS - screenshots of the landscape and portrait orientation
interfaces.
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and portrait orientation of the device (fig. 4.1). For landscape orientation
we realized a very simple layout for a 3D object inspection tool (fig. 4.1a).
On the left side, we put a scrolling list of the user 3D mesh files. On the
right side, we have the main visualization canvas where 3D mesh can be
viewed and analyzed.
The model list contains all the 3D mesh files that were opened with the
application, with each entry showing the file name and its format. Mesh
files can be sent to the application either attaching the tablet to the PC or,
more conveniently, having the files sent to MeshLab using an application
installed on the device (e.g. the web browser, the mail client, Dropbox,
etc.). Within the list, a tap on the upper left button enters editing mode
that allows files deletion. The same result can be otherwise obtained with
a finger-swipe gesture on the list entry to be deleted.
Once a model within the list is tapped the actual file mesh is loaded
and showed on the right side canvas. Here the 3D geometry is rendered
in realtime and can be inspected with the trackball technique described in
Chapter 3. On the canvas bottom edge we put a bar with some utility
buttons. On left side we have the reset button that moves the camera to
its original position, framing the object on the center of the canvas. The
same result is achieved with a single finger long-press gesture on the canvas.
In the middle portion of the bottom bar we placed a segmented button
to interactively change the rendering mode for the 3D geometry: namely
smooth, flat and points. On the right side we put an on/off button to
enable or disable the light-mode. The rendering modes and the light-mode
are described in details in section 4.2.
On the top side of the canvas we have put another bar showing in the
middle the name of the file opened. On the right side we have added a fur-
ther button (with a consistent arrow icon) enabling a very useful feature. If
tapped it hides the 3D model list on the left, and enlarge the model viewing
canvas to cover the entire screen (fig. 4.1c). Conversely, when tapped again
it brings the list back, shrinking the 3D viewing area. When the canvas cov-
ers the full screen the top and bottom bars keeps being visible. Although
they are dark and semitransparent and partially show the 3D rendered ge-
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ometry underneath, they can be annoying if the user wants only the model
on screen. For this reason we added another gesture, very common to many
iOS application, to hide the bars. A single-finger tap on the canvas make
the bars fade out; another tap brings them back. That works also if the
model list is not hidden.
The portrait orientation layout is identical to the landscape interface
with model list hidden, except for the aspect ratio which is obviously in-
verted (fig. 4.1d). On the top bar left side, the hide/show button is substi-
tuted by a Home button which brings on the screen the model list inside a
modal pop-up window (fig. 4.1b).
Within the application, device orientation awareness is not just a char-
acteristic to allow the user to hold the device in the way the prefer. Other
than being coherent to physical device orientation is useful to provide more
screen real estate to visualize models with different extent, either vertical or
horizontal with respect to their natural up-vector. For instance, a 3D mesh
of a column is better viewed using portrait orientation, while a sedan sport
car 3D model is better accommodated in landscape orientation.
The model list pane described so far is actually a tabbed control window.
On the bottom edge, tab buttons are present allowing to switch windows
among the model list, general information page and a help menu. The
latter shows iconic representation for the trackball manipulation controls,
explaining for each one the resulting transformation.
Using iOS native interface allows to easily create what Apple calls Uni-
versal applications. That means that the same application can run on iPad,
iPhone and even iPod Touch device. With a minimum effort we managed
to have the same binary that runs on a wide variety of devices. On the
iPhone/iPod though, there is not enough screen space to fit the entire in-
terface, so we adopted a standard solution for iOS application which is a
navigation metaphor. As soon as the application opens, it presents to the
user the model list along with the tabbed controls below. When a model is
tapped the interface navigates to the 3D canvas where the selected object is
visualized. Actually the new interface is put on the top of a stack of views
which can be navigated back and forth. When viewing the 3D geometry, on
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(a) Model list. (b) 3D visualization window.
Figure 4.2: MeshLab for iOS - iPhone/iPod Touch interface.
the left side of the top bar an automatically placed button allows the user to
return to the model list. As for the iPad interface, even the iPhone version
supports device orientation. The model list is always displayed vertically
while the 3D visualization canvas adapts to both landscape and portrait
orientation.
MeshLab for iOS is available as a free download from the AppStore:
http://itunes.apple.com/us/app/meshlab-for-ios/id451944013?ls=1&mt=8
The currently published application requires at least the iOS firmware 4.2.1
and is compatible with most Apple mobile products: in particular all iPad
models, iPhone 3GS version and later, iPod Touch 3rd gen. and later.
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4.2 Features
On the AppStore exist many 3D viewers but none of them offers the fast
and straightforward user experience that we provided with our software.
Still, there are also good applications which have more features than the
ones we implemented. For instance ViewShape1 is an a iPhone only 3D
viewer application that includes riches model visualization options but, like
many others, fails to provide a fast rendering and implements a multitouch
trackball-like manipulation system which is less performing and intuitive
than the one we proposed.
We will now describe some of the features that characterize our applica-
tion focusing mainly on the uniqueness and the implementation details.
Needless to say, the main feature is the trackball implementation that
is fully described in Chapter 3. MeshLab for iOS, differently from the com-
petitors, supports several standard 3D mesh file formats: OBJ, PLY, STL,
OFF and the recently implemented CTM. That was achieved thanks to
the VCGLib, which is the underlying library used to process models and
perform all geometric computations.
Another useful feature is the detail view. Beside every file entry in the
model list a little blue arrow button is present (fig. 4.2a). If the user taps
on it, a detail view of the related file appears in place of the model list (fig.
4.3a). The view shows many details for the mesh including:
Name the name of the mesh (usually the file name)
Size the size of the 3D mesh file
Vertices the number of vertices primitives
Faces the number of faces (triangles)
BBox the minimum and maximum values for the mesh bounding box,
which gives an indication for the actual scale of the geometry
Attributes the list of per-vertex attributes (e.g. Color, Normal, Texture
Coordinates, etc.)
1http://viewshape.com/iphone/
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Consistently with the majority of 3D desktop and mobile softwares, we
introduced three render modes, which basically define how the 3D geome-
try is rendered (shaded) on the screen. The modes are: Points, Flat, and
Smooth. In details, Points mode draws on the screen only the geome-
try vertices using points, which are lit consistently with their normal. If
the per-vertex normal attributes is absent, we generate it automatically for
each vertex, inferring the information from the incident faces. The Flat
mode instead results in a simple faceted look for the mesh. It is basically
flat shading and enables to properly distinguish differently oriented faces
on the model surface. The third and last technique implements Gouraud
shading model and smoothly shades each face interpolating the diffuse color
computed for each of their vertices.
(a) Detail view. (b) Light-mode.
Figure 4.3: MeshLab for iOS - advanced features showed for iPhone/iPod Touch
interface.
CHAPTER 4. MESHLAB FOR IOS 64
Within the 3D canvas we enlight the model using a single directional
light, using the standard lighting equation. Moreover, rather than adding
an ambient color, we use a dimmed backlight which illuminates the model
from the opposite direction with respect to the main light. This is a stan-
dard technique, often referred as double-sided lighting, which enhances the
shape perception of the model examined and at the same time offers a nicer
look. To control light direction we introduced an interaction mode called
the light-mode (fig. 4.3b). Within the bottom bar, on the right side, a but-
ton activates or deactivates the mode. When light-mode is on the canvas
background changes and a simplified virtual trackball interaction allows to
interactively change the light direction. One-finger-drag gesture manipu-
lates the 3 rotation DOFs of the light direction vector, while a double-tap
gesture on the model aligns light direction to the normal of the point spec-
ified with the finger.
Another feature we implemented enables to control the FOV angle of the
camera. With light-mode enabled, shrink or pull-apart two-finger gestures
respectively decrease or increase the FOV angle. Normally the effect would
augment or reduce the region of the model framed, but we have managed
to counterbalance this effect moving the camera towards or away from the
trackball center in order to have a coherent visualization of the model scale
with different FOVs set.
4.3 Rendering
A few years ago the idea to render high-resolution 3D model in realtime on
mobile devices such as smartphones or palmtops sounded almost impossible.
Fortunately thanks to incredible technological advances this is more than
real. Apple lead the way for mobile computing and if we take the AppStore
ecosystem, the bigger mobile apps market, we can notice that a large part
of it consists of 3D games, which in some cases have an impressive visual
impact. Despite that, realtime graphics on such devices continues to be
a challenging aspect for many reasons. First of all, the GPU capabilities
of mobile devices are extremely limited, if compared to latest generation
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desktop graphics accelerator. They serve their purpose optimally but they
are essentially like high-end accelerator of nearly fifteen years ago. Besides,
on mobile devices, power consumption is a constantly limiting factor that
has to be taken into account. This result in two main effects: on one
side chip manufacturers must limit the performances to achieve low power
consumption; on the other end we have software developers which have to
exploit the hardware with extreme efficiency to obtain good performance
and avoid to drain unnecessary battery power. The same argument applies
for mobile CPU-side computation.
The API that allows graphic acceleration on most mobile devices is
OpenGL for Embedded System (OpenGL ES1) which is a specification stan-
dard to interface the application software with the GPU hardware. OpenGL
ES is a stripped version of OpenGL, the popular multi-platform specifica-
tion used in desktop environment. On Apple devices, as in most mobile
chips, both OpenGL ES 1.1 and 2.0 are supported. The latter is the lat-
est specification and, with respect to 1.1 version, eliminates fixed-pipeline
support. In addition, it provides programmable pipeline capabilities with
shaders, computer programs written in GLSL language that runs on the
GPU and replace the fixed-function pipeline stages for vertex and fragment
processing. This is part of the effort of the Khronos Group, the authority
that controls OpenGL specification, to simplify and uniform the APIs across
desktop and embedded systems.
Our rendering engine uses the 2.0 specification to be both forward-
compatible with future devices and, most importantly, to take advantage
of the programmable GPU capabilities offered. The engine we use within
MeshLab for iOS is actually an adaptation of a desktop version developed
at Visual Computing Lab by Dott. Marco Di Benedetto. The resulting
software is a highly customizable mesh visualization tool that runs in both
desktop and mobile environment. Along with the trackball interaction tool,
the engine is written in standard C++ to allow portability of the application
core features on a wide variety of devices.
Within the application, the engine is able to render mesh models taking
1http://www.khronos.org/opengles/
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into account per-vertex color and normal attributes. We also implemented
multiple texture support that will be available in the next version of the
software, to be released in the next months.
The engine works in three stages:
• File loading stage
• CPU to GPU loading stage
• Rendering phase
The file loading stages exploits the VCGLib capabilities and manages
to open the file and build into system memory an object-oriented represen-
tation of the mesh, made of vertices and triangular faces. As noted in the
previous section, if per-vertex normal attribute is missing it is automati-
cally generated; the same happens for color attribute, which is by default
set to white. Starting from the mesh, the engine creates a commodity data
structure that is organized to map directly to the video memory. Specifi-
cally several arrays of data are created, each one for every vertex attribute
(position, normal, color, etc.) for all vertex primitives of the mesh. These
data structures are directly stored into video memory when required for
rendering. Along with that, faces indices array is built, which contains con-
nectivity information for each triangle primitive (which points define each
triangle). In a simplified graphic pipeline model, these are used by the GPU
in the primitive assembly stage, after vertex transformation stage and right
before rasterization. Transferring geometry information to the GPU, one of
the limitation of OpenGL ES specification emerged. The index information
for primitive geometry is a 16-bit field that can only address 216 = 65536
vertices, while the mesh we want to visualize often includes millions of ver-
tices. To overcome this problem, before transferring geometry data to the
GPU, we split the mesh into several chunks, each one counting no more than
216 vertices. There exists a number of methods to find optimized partitions
for the mesh that reduces the number of chunks. For simplicity we used
a conservative approach that overestimates the number of vertices: to be
certain that every chunk contains less than 65536 vertices we assign to each
partition no more than b216
3
c faces taken with an unspecified order. Once
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we have the partitioning, every chunk is considered as a separate mesh and
we build over it another vertex ordering. In the worst case, when every
vertex belongs to one triangle only (e.g. a triangle soup), this method en-
sures that every chunk respects index format restriction. The method is fast
but doesn’t provide optimal performance during rendering because we need
to make several call to graphics hardware for each chunk. We didn’t put
much effort to find an optimized solution because it exists an OpenGL ES
extension (OES element index uint1) that allows to use 32-bit indices for
vertex primitives and then makes the split useless. For Apple devices that
are able to run our application, the extension support has been recently
added with iOS 5 firmware update. Because of this, in the next version, we
will drop the splitting method. The following explanation refers to chunk
implementation but is equally valid for one chunk only.
At loading time another critical processing operation is required to sup-
port per-wedge texture coordinates. Within a triangular mesh a wedge
attribute is a property that is associated to a vertex, considering only the
cuneiform area delimited by two edges incident to that vertex. Every tri-
angle has three wedges, one for each vertex. In a triangular mesh for every
vertex exists as much wedges as the faces incident on it. Since the graphic
pipeline supports only per-vertex attributes, we have to replicate every ver-
tex to support per-wedge behavior. If exist w wedges incident to a vertex
and n different texture-coordinates associated to different subset of wedges,
the vertex is replaced by n copies, each one provided with unique texture
coordinates.
When it comes to rendering, since OpenGL ES 2.0 doesn’t provide fixed-
pipeline capabilities, we must always provide a GLSL shader program com-
posed by a Vertex Shader and Fragment Shader. For the vertex shader
we basically reimplemented fixed-pipeline vertex processing functionalities,
supporting only the vertex transformation that we needed. The fragment
shader that we used calculates only diffuse illumination modeled with a
simple Lambert lighting equation.
1http://www.khronos.org/registry/gles/extensions/OES/OES_element_
index_uint.txt
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We now overview the implementation for the three render modes offered
in our application. Given the mesh already partitioned, in order to render
the whole model we submit OpenGL calls to separately draw each of the
chunk composing the mesh. Before rendering, we have all data stored in
video memory so we basically supply to OpenGL where data is present
and how to use it. In every mode, we always notify first where to find
data structures for each attribute of the chunk vertices: position, normal,
color and, optionally, texture coordinates. To achieve Points mode, which
renders only mesh vertices, we simply submit an OpenGL glDrawArrays
call specifying to draw point primitives only. For Smooth mode we perform
the draw additionally indicating the faces index structure, and signaling to
draw triangles with the glDrawElements call. The same applies for Flat
mode.
The Flat mode original implementation used a CPU based approach to
achieve flat shading capabilities. OpenGL ES only allows per-vertex at-
tributes which, in the shading step, are interpolated over the face surface.
For the flat mode we needed to specify a single normal attribute per trian-
gle, and use it throughout its surface. The rendering engine achieves that
building an alternative representation of the mesh. Each original triangle is
represented using three distinct vertices with their normal attribute set to
the face normal. This creates a number of triangles nearly triple with re-
spect to the original mesh, requires a pre-processing step when the mode is
activated for the first time, increases the memory footprint and, most impor-
tantly, has a major impact on rendering speed. We managed to overcome
this problem using a GPU based approach that uses a custom fragment
shader and will be present in next software release. To shade each frag-
ment we need to approximate the normal of the surface it belongs to, which
is impossible using only local fragment information. In this case a useful
OpenGL extension (OES standard derivatives 1) serves the purpose and
it is supported on all Apple devices. Without describing the details of the
implementation, the extension allows to retrieve differentiated values of a
1http://www.khronos.org/registry/gles/extensions/OES/OES_standard_
derivatives.txt
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fragment attribute for x and y displacement. For each fragment, we applied
this to view-space position and retrieved two vectors tangent to the surface
(the triangle) in that point. With the cross product of the two, we obtain a
view-space normal which is then used to perform lighting calculation. This
results in approximate flat shading and doesn’t require vertex replication.
Another aspect that we took into account is power consumption: we
used a couple of expedients to limit the GPU workload without sacrificing
performance. The inspected model is actually rendered only when needed,
that is, when interaction is detected. Conversely when everything is still the
canvas presents the last rendered frame which is constantly stored in video
memory. To further decrease the GPU load we limit rendered frame rate to
display refresh rate (60 Hz), which prevents calculation of frames that will
never be shown on screen.
In table 4.1 we present some of the result we obtained for rendering
performance. The frames per second is shown for four mesh models at
different resolutions, displayed fullscreen on both iPad 2 and iPhone 4S
devices. Note that 60 FPS value means that rendering is limited to display
refresh rate.
Model Triangles iPhone 4S iPad 2
Gargoyle 200k 60 60
Diadumenos 500k 57 60
Horse 1M 28 38
Arringatore 2M 17 24
Table 4.1: Frames per second performance of MeshLab for iOS v. 1.0
4.4 Feedback & future work
MeshLab for iOS is an ongoing project. We still haven’t clear in what di-
rection it will evolve: so far, our goal is to provide a visualization tool for
mobile devices, tablets in particular. Due to massive requests from the users
community, at Visual Computing Laboratory, we decided to make a generic
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MeshLab mobile version, porting the software on multiple platforms. Even
if Apple has the largest share in the tablet market, Google’s Android and
RIM tablets have a significant user base. For iOS version, to reach the
maximum performance, we used native iOS API and Objective-C++ lan-
guage to implement the interface while, as noted in the previous section,
the rendering engine and the trackball manipulation system is all standard
C++. That allowed to implement a multiplatform version of the software
using the Qt framework. Andrea Bernabei, in collaboration with the re-
search group, realized the porting as part of his bachelor’s degree thesis.
The software runs smoothly on a wide variety of tablets as the Qt based
interface porting was performed without sacrificing performance. The An-
droid version will soon appear on the Google Play Store, while MeshLab
for BlackBerry Playbook is currently available as a free download at the
URL: http://appworld.blackberry.com/webstore/content/96796/.
MeshLab for iOS was a huge success. Since release date it has been
downloaded by nearly 10000 users and is currently the top rated 3D viewer
on the AppStore. Most of the feedback comments we received were enthusi-
astic. The most appreciated features are the multitouch trackball interface
and the speed of the rendering engine.
To provide a more complete tool and being always competitive, for the
future, we have planned to upgrade the application introducing several new
features along with general improvements. Here is a list of some:
Additional File Formats Support additional mesh file types.
Thumbnails Introduction of a simple indicative snapshot image of the 3D
model to appear beside every file entry in the model list.
Shading Effects We are planning to add multiple shading effects to pro-
vide:
realistic rendering of different materials (e.g. Phong shading);
special shading effects to enhance model shape perception;
non photorealistic rendering techniques to achieve fancy model visu-
alization.
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Wireframe mode Introduction of an additional mode that displays mod-
els as wireframe, which is a very popular visualization technique present
in all 3D software. This a very challenging technique to implement
using OpenGL ES 2.0, for which we already have an almost complete
solution.
Additional interaction techniques Other than the trackball we will im-
plement multiple camera manipulation schemes to adapt user interac-
tion to differently shaped 3D models. Among them we have exocentric
turntable-like interaction that will be extremely useful to visualize ob-
jects like statues or vases, and also an egocentric flying vehicle-like
technique which will allow to navigate 3D environments, both indoor
and open field.
Multiresolution To visualize extremely high resolution models, it is usual
to recur to multiresolution techniques that allows visualization of
model details in a view-dependent manner. On mobile devices this
is critical because of the limited GPU capabilities. We planned to in-
troduce the support for this technology using a multiresolution engine
developed at Visual Computing Laboratory [25].
Beside these few examples there are still some in-depth optimization to
be performed within the engine, along with an interface redesign to accom-
modate all the new features.
Chapter 5
Generalized Trackball
The trackball tool for camera manipulation is a remarkable system to in-
spect and review 3D objects. The state of the art implementation for mouse
input and the multitouch adaptation proposed in this work (sections 3.1 and
3.3) provide to both experienced and novice users a powerful instrument to
visualize 3D models in the desired way. In particular, multitouch implemen-
tation realizes an extremely natural interface that, even for unexperienced
users, often doesn’t require any training and, with respect to traditional
mouse based interface, dramatically increases the performance.
Still, for this kind of interaction, we left out some of the aspects that
may compromise the user experience. If we further analyze the trackball
manipulation, regardless of the input control mechanism, we find some flaws.
Focusing the analysis on the exocentric inspection task, we can notice that
after a series of orbit + pan operation user can get lost. This happens be-
cause the trackball center (the camera look-at point) can be considerably
distant from the virtual object surface. We managed to solve the issue
introducing the focus operation. Experienced users know when to reset
the trackball center to a convenient location, but a novice may found the
circumstances extremely disorienting. Moreover, we thought that in many
situations during inspection task user wants to precisely analyze object mov-
ing the camera and always targeting its surface. With the trackball tools
the typical way of performing this kind of inspection is to continuously per-
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forms a series of pan, orbit, focus and zoom operations. With pan operation
the user moves the camera in the xy-plane to frame another portion of the
object, then he has to orbit the camera to look at the surface with a com-
fortable angle. At this point he may need to perform a focus operation to
retarget the region of interest. Finally with the zoom he can adjust the
distance from the object, depending on inspection level of detail required.
To completely review an object surface, this sequence of operation has to
be iterated several times which breaks the continuity of inspection process.
Besides, for topologically complex objects presenting many cavities and pro-
trusions, this modus operandi can often take the camera eye to cross object
surface, resulting in an undesirable effect.
These issues occur because the interaction interface operates on cam-
era affine transformation only while doesn’t take into account the object
shape. We designed the multitouch trackball interaction reasoning on real
object manipulation task, for which context awareness is a natural aspect.
Instead, for a human-machine interface that controls the camera in a virtual
environment this sense of space perception is extremely difficult to achieve.
For this reason, we proposed an innovative manipulation technique called
Generalized Trackball. We introduce additional constraints that limit
camera freedom but at the same time avoid the drawbacks reported above
and provide an improved user experience. The camera keeps the virtual
object surface always framed and at a fixed distance. Orbit, pan and focus
operation are all merged in single panning operation that smoothly moves
the camera as if it’s hovering above the surface (very similarly to HoverCam
solution described in section 2.7). The technique allows unexperienced users
to explore with accuracy every detail of a generic 3D model, with just 2
DOFs input interface.
In the following sections we will give a brief overview of the basic idea
that brought us to conceive such technique, providing a naive solution pro-
posal. Then we will formalize the problem and explore the implementation
alternatives, focusing on challenging aspects. Next we will describe the im-
plementation details of our solution and finally we will show the results and
discuss limitations and possible improvements.
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5.1 Concept
Object
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Figure 5.1: Bidimensional schematic view for the alternative trackball interpretation.
In blue the surface of possible camera eye positions. In red the surface
of corresponding camera targets.
When analyzing an almost spherical object, using trackball’s orbit and
zoom operations only, we notice that the interaction is extremely intuitive.
Orbiting the trackball allows the camera to focus on any surface region
while zooming operation controls how close to look at it. Starting from this
trackball interaction scheme we can provide an alternative interpretation for
the manipulation technique, involving two parametric surfaces and camera
eye and target points (fig. 5.1).
Referring to the interaction scheme above we define SE as the spherical
surface with radius rE which is the space of possible camera eye points E.
ST as the spherical surface of radius rT of possible camera target points
T , that wraps the 3D model. We also define a one-to-one correspondence
between each point E and the associated target T , obtaining a function
f that for each point on SE returns one point on ST . For every camera
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position the distance between E and T is d = rE−rT . We can then redefine
the orbit operation: displacement of screen-space input maps to movement
of eye point E over the surface SE; as E point changes, the target is set to
T = f(E). Zooming operation instead changes the radius rE of surface SE,
thus modifying the distance d between eye and target.
This interpretation is easy to formalize for spherical surfaces. Our goal
is to extend this design to arbitrarily complex objects: this means that we
have to define a generic surface ST that optimally approximates the model
shape, a new space of possible eye points SE and a function that maps E
to T .
Object
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d
Figure 5.2: Alternative trackball interpretation for a generic convex object.
A simple and straightforward solution consists in defining ST equal to
the 3D model surface. Then we define SE as the offset surface of distance
d for the 3D model (the locus of points whose minimum distance from the
model geometry is exactly d). The new f maps each point E to the closest
point on the surface T . With this solution every eye-target vector
−→
ET is
normal to both ST and SE surfaces (when normal is defined).
This technique is ideal for convex shapes (fig. 5.2) but for generic 3D
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models presenting cavities it just won’t work.
5.2 Curvature Constrained Surface
Let’s take as example the simple concave shape of fig. 5.3 and try to im-
plement the approach previously described. We can notice that the surface
SE presents some singularities (the highlighted regions) where the normal
is undefined and there is no obvious mapping from the camera eye point to
a camera target on ST . With the HoverCam technique ([15], section 2.7),
Khan et al. solved this issue using an algorithmic solution that is based on
local input movement and geometric calculations. We propose instead a for-
mal approach relying on a well defined parametric surface that is continuous
and derivable (C1): the Curvature Constrained Surface.
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Figure 5.3: Naive trackball
generalization
for a concave
object surface.
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Figure 5.4: Curvature Constrained
Surface (green) generated
for the surface in fig. 5.3.
In order to define such surface it is useful to recall some concepts.
Distance field Given a 3D closed simple surface M we can build over it
a signed distance field. For each point P in the 3D space the field
contains the minimum distance from P to M . Let’s say that we have
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a point P at a distance d from M : since the distance field is “signed”,
if P is inside M the field in that point actually evaluates to −d, vice
versa if it’s outside the value remains d.
Isosurface Given a distance field, the isosurface with distance d is the locus
of points which evaluates to a fixed value d in the field.
Offset We define the operator offset(d,M) which take a distance d and a
surface M and returns the isosurface of value d evaluated in the M
distance field. The latter is often referred as offset surface.
Our Curvature Constrained Surface (CCS) for a 3D model is defined as:
CCSM(d) = offset(−d
2
, offset(d,M)) (5.1)
where d is the distance and M is the 3D model surface. The offset function
used to obtain the surface is a Mathematical Morphology operator [26].
These instruments are more conventionally used for image or signal pro-
cessing but they can be utilized for 3D processing too. The basic operators
can be applied to 3D mesh surfaces by simply setting to a 3D volume the
structuring element for each morphological operation (a sphere in our case).
Using the 2D image processing terminology our CCS is obtained in two
steps: starting from M , the surface is obtained with a dilate operation of
distance d followed by erode operation of distance d
2
.
The CCS has a lot of useful properties. First and most importantly the
CCS for a surface M at distance d has the curvature upper-bounded by
the value c = 2
d
since the curvature radius cannot be less than d/2. This
implies that the surface is G1: continuous and derivable in every point. The
continuity is obvious since every offset surface is continuous. It is derivable
because gradient discontinuity points have an infinite curvature, while our
CCS has upper-bounded curvature.
As a consequence every point on the CCS has a defined normal. More-
over, given the parametric surface CCSM(d), a point P on it and his asso-
ciated normal ~NP , the point
P ′ = P + ~NP · d
2
(5.2)
CHAPTER 5. GENERALIZED TRACKBALL 78
lies on the offset surface of M with distance d. Besides, it can be proved
that P ′ is the point on the isosurface closest from P .
Thanks to these properties we can define our final Generalized Track-
ball to take advantage of the CCS. Given a 3D mesh model with its surface
M we define the space of possible camera eye point as SE = offset(d,M)
and the surface of associated target points as ST = CCSM(d). Differently
from our previous proposal, with this technique we map screen-space input
movement to displacement of target point T over ST , instead of E. When
T changes, we retrieve the new eye point E using the equation 5.2 which
becomes:
E = f−1(T ) = T + ~NT · d
2
(5.3)
Basically the f proposed in the naive solution is inverted to make it a proper
function defined for all values T ∈ ST .
Object
M
SE
ST = CCSM(d)
d
Figure 5.5: Camera eye-target vectors for the Generalized Trackball. The CCS is
the space of possible targets.
Moreover, given a point P and a model surface M , ∃ d¯ | P ∈ CCSM(d¯).
At this point we can define a CCS field that for every point returns the
value d¯ of the corresponding CCS surface.
We can now provide an algorithm for the Generalized Trackball tech-
nique. With the extended orbit operation (pan) we move the target T over
the corresponding isosurface of distance d¯. With the zoom operation, we
change the value of d¯ to d′. To find the corresponding T ′ ∈ CCSM(d′), we
perform an ascent (or descent) along the CCS field gradient until we found
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the value d′ and thus the point T ′. For each value of T , we compute the
corresponding eye point E using the formula 5.3.
5.3 Implementation
The Generalized Trackball formalized so far provides an exocentric cam-
era manipulation technique extremely robust and coherent. When it comes
to actual implementation thought, there are some limitations to take into
account. Above everything, we must consider that all the processing that
achieves camera manipulation from interface input requires realtime perfor-
mance.
The ideal implementation would need a CCS field representation that
can be queried for values, normals (gradient) and isosurfaces. Even if we
limit the field to have only value queries, the task is not easy at all. This
is due to the fact that CCS field (CCS surfaces) doesn’t have a closed form
that defines it as direct function of M surface, but it relies on the distance
field (offset surface, see equation 5.1).
Implementing a distance field with realtime performance is a challenging
task too. There are some state of the art algorithms and spatial indexing
structures that can fulfill such requirements (e.g. [27]), but it is not obvious
how to obtain the CSS field behavior using the former.
Starting from a model surface, one idea is to generate a series of offset
surfaces and compute the corresponding CSS for each one them. Along
with this procedure we could take a number of samples from each of the
isosurfaces and set the obtained values into an optimized spatially indexed
structure that will become our CCS field. Unfortunately, we have seen that
this kind of structures are not optimal for our purposes: that is because
the actual data, with different strategies and adaptive techniques, is always
discretized to voxels. In this cases, it is extremely difficult to retrieve G1
continuous isosorface and, even if we could, the gradient (surface normals)
would present noise. For visual representation (shading), having slightly
noisy normals is tolerable, but our technique use them as view directions
and therefore even subtle variations can result in significant changes of the
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framed object region.
In addition to the problems highlighted so far, we must also consider
that such data structures for distance fields, even if compressed, occupy a
substantial amount of memory. Moreover the CCS field need to be computed
for each model in a preprocessing phase, which is not negligible in terms of
computational time.
For these reasons we decided not to use this kind of approaches and
to conceive a new strategy from scratch to better address performance re-
quirements. We observed that we didn’t need to exactly implement the
formalized mathematical model. Actually, the only requirement is to pro-
vide to the user visual continuity during the interaction. In the following
we will show how we managed to overcome the performance issues and how
we approximated the model using more convenient data structures and op-
erations.
5.3.1 kd-Tree distance field & normal field
Given a 3D mesh model M the key idea is to have, for each point in space,
a distance value from M and a normal directed to the closest region of M .
In other words, we need an approximate distance field and a continuous and
derivable vector field of normals that is coherent with the former. To realize
both, we used a clever auxiliary data structure which is basically a kd-tree.
Given a 3D model, in the preprocessing step, we create a point cloud
that approximates its surface with uniformly distributed point samples. The
point generation is performed with a poisson-disk sampling strategy, which
ensures that the distance between any two points is greater than a given
sample radius r (see [28] for more information). The algorithm initially
uses a Montecarlo strategy to sample a large amount of random points on
the model surface, then a second pass eliminates some of them until the
poisson-disk condition is verified for the entire point cloud. To accelerate
the last step a kd-tree is used to perform nearest-neighbor query for each
point so that, even for high resolution mesh, the point cloud computation
time is negligible with respect to file loading time. In the end we obtain a
point cloud PCr with poisson-disk distribution that approximates the model
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(a) original (b) Poisson-disk sampling
Figure 5.6: Poisson-disk sampling of 3D model.
surface with a sampling radius r (fig. 5.6).
We can now exploit the kd-tree structure build over PCr to approxi-
mate a distance field with an implicit representation, we called it kd-tree
distance field.
For every point in space, we can perform on the kd-tree the nearest-
neighbor query (NN ), get the closest point within PCr, and return the
distance from it. Despite the fact that this approach is really fast, if we
analyze the isosurfaces close to the model we can notice that the point
sampling discretization produce many singularities (fig. 5.7). The latter
are also present, as for classic distance field, for concave surface regions (as
in fig. 5.3). To eliminate the issue, we propose an alternative distance field
approximation that smooths all singularities and produces G1 isosurfaces.
Instead of getting the closest point within the PCr we perform a k-nearest-
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surface
Figure 5.7: Singularities (in yellow) on the offset surface generated from a kd-tree
distance field.
neighbors (k-NN ) query to get k closest sample points. To compute the
field values, we average the distances di from each of the k points with a
gaussian based method. Precisely:
d =
√∑k
i=1 ωi · d2i∑k
i=1 ωi
(5.4)
ωi is the gaussian-like weight for each of the k distances, and is defined as:
ωi = e
−g·
((
di
dmin
)2−1)
(5.5)
where dmin is the minimum distance among all di value, and g is the scale
factor used to tweak the gaussian weighting.
In our implementation we use k = 16 because it provides a good trade-off
between performance and results. With this value the field query gathers
sufficient points to achieve appreciable smoothing for undefined gradient
areas, and is small enough to avoid performance drop. For simplicity we
set g = 1 because the results were good with this value an so we didn’t
require any adjustment. In figure 5.8 is illustrated a section of an isosurface
generated with the kd-tree distance field using 16-NN queries, compared to
the same obtained with simple NN procedure.
Similarly we implemented a kd-tree normal field that approximates
the gradient of the distance function. To be exact, we didn’t provide a vector
field consistent with the distance field gradient, but we created an ad-hoc
CHAPTER 5. GENERALIZED TRACKBALL 83
16-NN isoline
1-NN isoline
Samples
Figure 5.8: Isosurface sections generated with NN (red) and 16-NN queries (green).
continuous function that for each point returns a vector directed towards the
closest region of the PCr. In practice, we take the k closest point from the
query point Q, we average them obtaining the centroid Pavg, and finally we
yield the normalized vector ~PavgQ. The function that computes the average
is the following:
Pavg =
∑k
i=1 ωˆi · Pi∑k
i=1 ωˆi
(5.6)
For normal calculation we couldn’t use the same weighting strategy with
respect to distance field. Since each of the k points contribute to normal
evaluation, the most distant point must have a null contribution. That’s
because, varying the query point Q the k-NN points changes discretely: in
particular the most distant point is dropped in favor of a new different one.
For the query point in which the transition occurs we will have a normal
discontinuity, since a point is exchanged in the normal evaluation function,
while his weight and all other terms remains the same. Weights ωˆi needs to
be different to solves this issue:
ωˆi = 1−
(
d2i − d2min
d2max − d2min
)
(5.7)
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For this reason we have inconsistency of normal field with respect to the
isosurfaces normal generated by the distance field. This is not a problem as
we observed that the mismatch is not appreciable.
Moreover, notice that for weighting and value computation, in both dis-
tance and normal field, we used the squared value as much as possible.
This is useful because, for point-to-point distance di, this avoids to perform
a square root for each of the k retrieved points.
In general, these are the only operation we have available on such data
structure so we managed to optimized them a lot choosing, as seen before,
functions that are not exact from a mathematical point of view. As a result,
for a kd-tree structure indexing 20k points we are able to perform hundreds
of thousands of field queries per second on a normal PC. Considering that
the actual performance depends on the location of query point, the results
may be different; in any case the approach has a great potential leaving to
us a wide margin to build effective higher level operations.
5.3.2 Approximated CCS
Once we defined our supporting data structure, we want to implement a
technique that simulates the CCS-enabled approach using the approximate
distance and normal field discussed above.
Let’s remember that the camera eye space is the distance field isosurface
with distance d which in our case is:
SEd = {E | Dfield(E) = d}
with Dfield being the kd-tree based distance field function. The camera tar-
get space is then defined by an approximate version of the Curvature Con-
strained Surface C˜CSM(d) for which we don’t have an explicit definition.
So we define it in terms of our distance and normal field:
STd = C˜CSM(d) = {P | P = Q−Nfield(Q) · d/2 and Q ∈ SEd}
with Nfield being the kd-tree based normal field function. Since we elimi-
nated the singularity issue with the approximate fields implementation, we
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can now have for the Generalized Trackball a proper function f : R3 → R3
that maps each camera eye point in a corresponding target point:
f(E) = T = E −Nfield(Q) · Dfield(E)
2
5.3.3 Interaction
Now that we have an efficient algorithm to retrieve target points from eye
points, we can describe how we actually implemented the interaction oper-
ations for the Generalized Trackball technique.
Pan
The pan operation basically moves the camera remaining at a fixed distance
d from the object surface. The idea is to have the camera floating above
the 3D mesh and looking always at the surface. In detail the operation is
the following: given a camera eye point E ∈ SEd and a corresponding target
T = f(E), for a mouse based (or touch) drag input we want to obtain a
new eye point E ′ ∈ SEd and target T ′ = f(E ′) such that the vector ~TT ′ is
consistent with input displacement vector.
We need to map this input to movement of the target along the CCS.
If we perform simple displacement of E on the SEd isosurface, small move-
ments in the regions corresponding to 3d model concavities will result in the
camera changing abruptly its orientation, that produces an evident visual
discontinuity.
Since there is no direct method that given a displacement vector allows
to move T point along the implicit CCS surface STd , we developed a smart
iterative algorithm to found the new eye point E ′ that maps to the desired
camera target T ′ = f(E ′).
Before showing the solution we must note that in our case d values aren’t
the actual distances from the model surface but are the approximate values
retrieved from the kd-tree based distance field. As explained previously, the
field computes the values averaging the distances from k distinct points, the
closest one and other more distant, so the obtained function overestimates
the real values. As a consequence the very basic properties of a distance field
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are no longer guaranteed. That’s because the field is somewhat compressed
with different degrees depending on the point cloud distribution of samples
in space. In the following we will need a very simple operation that is easy
to perform on a traditional distance field but in our case needs to be handled
differently.
Due to performance reason, we cannot have a mesh representation of
isosurface SEd , so we need an operator that allows to retrieve points on
it using distance field queries only. We then introduced a distance field
ray-casting operator that performs a linear search within the field until
the d value is found, which allows to retrieve points on the isosurface of
distance d. For an exact distance field the implementation is easy. Let’s say
we want to find a point at distance d¯ starting from a ray with origin P0 and
direction ~D. Iteratively, the algorithm evaluates d = Dfield(Pi); if
∣∣∣ d¯−dd¯ ∣∣∣ < 
the Pi point is returned. Else, Pi+1 = Pi + ~D ·
∣∣d¯− d∣∣ is computed and a
new iteration is performed. If after a fixed number of iterations the relative
error keeps increasing, the ray casting operation is assumed to be divergent
and is then stopped. This algorithm is conservative: doesn’t use derivatives
of the field and always find, if present, the first point in ray direction that
evaluates to d in the field. It is faster when ray direction is quasi aligned
with field gradient, but extremely inefficient when this condition doesn’t
apply. Therefore it has to be used with caution to avoid performance drop.
The algorithm works exploiting the triangular inequality property of the
distance field, which is not guaranteed in our kd-tree implementation.
For this reason we created an alternative version for the operation specif-
ically targeted for our solution. The ray casting is only possible from lower
to higher distance values of d (Dfield(P0) < d). We basically changed the
advance factor of the linear search:
the step
Pi+1 = Pi + ~D ·
∣∣d¯− d∣∣
becomes
Pi+1 = Pi + ~D ·
∣∣d¯− d∣∣ · Dmin(Pi)
d
whereDmin is the distance field value computed using single nearest neighbor
query. This solution accounts for field compression: basically it rescales
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the increment for search point along ray direction exploiting the fact that
compression factor of the field decreases with growing values of d. Let’s
call this newly introduced operation ray(origin, direction, d), where d is the
distance value of the isosurface to be intersected.
Now that we have defined all the tools, we can exactly describe how
input is processed to achieve panning for Generalized Trackball technique.
For convenience, we will now describe the implementation for mouse based
interaction but the same algorithm applies to touch paradigm.
For simplicity’s sake, assume to start from a situation in which we have a
camera point E, a corresponding target T = f(E) and Dfield(E) = d. With
a mouse drag movement the user translates the cursor from a screen-space
point P1 to another P2. Let’s define this translation as ~∆P = P2−P1. Let’s
fix the X and Y axes to be always aligned to screen-space x and y axes
(the Z-axis will result identical for both world- and screen-space and it is
directed from the screen surface towards the user).
We want to translate the target T to a T˜ position such that ~∆T =
T ′ − T˜ is consistent with screen space translation ~∆P . For an orthogo-
nal projection the vectors are basically the same (only scaling factor be-
tween screen-space and world space coordinates must be considered). For
a perspective projection instead, considering screen-space x coordinate ∈
[−aspect ratio,+aspect ratio] and y coordinate ∈ [−1,+1], the translation
vector is computed with this formula:
~∆T = ~∆P · d
2
· tan
(
FOVy
2
)
where FOVy is the field of view angle of the camera along zy-plane and
d
2
is
the distance between E and T . With this computation, we scale screen-space
translation to achieve a perceptually coherent world-space displacement lo-
cated on the plane orthogonal to view direction and passing through the
camera target T . We can now compute the T˜ = T + ~∆T . At this point we
have an approximated value for the new camera target point; the problem
is that T˜ is not guaranteed to be on the surface STd and also we cannot
invert the f function to retrieve the corresponding new eye point.
The final and most important step is an optimized space research algo-
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rithm that finds the desired eye pointE ′ ∈ SEd such that T˜ = E ′ − s·Nfield(E ′)
for some value of s, or better, the point E ′ for which its corresponding target
point is closest to T˜ .
z
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Figure 5.9: The space of points Oi used to perform ray casting operations.
We take the plane orthogonal to view direction which includes both T
and T˜ and creates on it a space of points defined as:
Oi = T + ~∆i
where ~∆i = (x, y, 0)
T is a space of bidimensional displacement vectors. For
every point on the plane we can perform a ray casting operation to obtain
a point on SEd isosurface:
Ei = ray(Oi, Nfield(E), d)
Then, given the candidate Ei, we can obtain the corresponding target Ti =
f(Ei). Now we can transform the space-search into a minimization problem:
min
i
(|T˜ − Ti|) where Ti = f(ray(Oi, Nfield(E), d)) (5.8)
To solve the problem above and obtain the optimal value T¯i = T
′ we
took advantage from the NEWUOA software [29]. The latter solves un-
constrained minimization problems without derivatives achieving very good
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Figure 5.10: A simplified 2D section for the searching algorithm.
performance. Internally, the optimization is performed using a quadratic
model. For this reason we feed the program with an almost quadratic func-
tion to be minimized:
F (x, y) = |T˜ − Ti|2 (5.9)
which is the squared distance between candidate and reference target points.
x and y variables are the displacement values that define the vector ~∆i.
Once the program solves the problem we obtain the optimal (x,y) pair that
minimizes the F . From these values we can retrieve the new eye point
E ′ = ray(T + (x, y, 0)T , Nfield(E), d) and the new target T ′ = f(E ′).
During the optimization process NEWUOA evaluates the function pro-
vided for a large set of values. Sometimes the ray casting operation may
fail because the algorithm search range has been widened too much and the
resulting ray doesn’t intersect the SE isosurface. To constrain the range to
lower displacement values, we intercept these situation and return for the
function to be minimized larger values with growing displacement amounts
| ~∆i|.
Another situation that may reduce the algorithm precision or prevent
at all the chances of finding a solution occurs when the input displacement
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is excessive. This occurs, for instance, when the user performs a very fast
mouse move. The solution described so far works very well for local dis-
placement only and rarely tolerates the situation presented here. We easily
overcome this issue splitting great movements in a series of length-bounded
displacements, launching sequentially the procedure for each one of them.
Figure 5.11: A series of camera eye-target vectors generated with fixed step panning
operations along one direction.
Zoom
From the user point of view the zoom out functionality allows to gracefully
change the camera position to have a more comprehensive view of the object
without losing the focus on it. The zoom in provides instead a valuable
inspection instrument that move the camera closer to the region visualized in
smart way, allowing to focus with increasing level of detail, on the 3D region
of interest framed, even if its surface presents a very complex topology.
The idea behind the zoom operation is actually very simple: the distance
d defining the distance from the model surface is varied; as a consequence
camera eye and target points are moved to the newly obtained parametric
surfaces SEd and STd .
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Similarly to the state of the art trackball implementation, the zoom is
geometric and the d value is changed with the mouse wheel notch to the
new value d′. The new camera points E ′ and T ′ are computed using with
the same procedure used by the panning algorithm. The only difference
is that reference target point T˜ is equal to T and ray casting operation is
performed using the distance d′ to retrieve intersection points Ei on the
isosurface SEd′ .
Zoom operation, like panning, works only locally : when d values changes
too much the iterative procedure cannot find precisely the new camera po-
sition. As for pan, we split distance displacement into a sequence of smaller
operation, and launch the procedure for each of them.
Z-rotation
During panning operation the view direction vector ~ET , moving along
curved surface, may vary significantly. As seen in [15] (section 2.7), this di-
rection changes require an up-vector policy to be defined. In our technique
we used the local up-vector mode, in which screen-space displacement vec-
tor tries to always match world-space translation along camera movement,
resulting in up-vector drifting due to this constrain. We preferred this so-
lution among the others because feels more natural and works flawlessly in
every situation. Obviously the pre-authored up-vector field would be the
ideal solution but it requires customized tweaking for every 3D model to be
inspected. This won’t exclude the possibility of implementing other policies,
as the technique is flexible enough to support all the ones proposed in the
HoverCam solution.
The Generalized Trackball technique described so far, in order to pro-
vide a better experience to user, limits the degrees of freedom for the camera
manipulation. In particular, for every possible camera position E in space,
we have a predefined view direction that cannot be changed and is exactly
−Nfield(E). For this reason the user lose the three rotational DOFs that
describes camera orientation (actually two DOFs and fixed and the other
cannot be controlled directly). To provide a little more control we im-
plemented for the technique an additional operation to guarantee at least
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another degree of freedom: the z-rotation. This allows, similarly to the
multitouch trackball technique (3.1), to rotate the up vector around the
view-space z-axis. The operation activates with right mouse button drag
and maps screen-space x coordinate displacement to rotation amount.
This allows the user to reorient the up direction whenever is needed, to
observe the object with a preferred orientation or, more frequently, to adjust
camera up direction to match coherently with natural object orientation.
5.3.4 Scale dependency
The implementation we proposed for pan and zoom operation proved to be
very robust and allows realtime performance despite the iterative calcula-
tions. For close object inspection the method delivers exactly the feeling
that the user would expect: other than being extremely intuitive the interac-
tion technique produces smooth camera movements and results perceptually
coherent with the user interaction.
Regarding far object inspection, when for instance the object is fully
framed within camera viewport, the interaction expected for panning inter-
action should be similar to the virtual trackball technique, with the camera
eye moving along a quasi spherical surface. Reality is different because the
kd-tree distance field implementation provides uniform smoothing strength
at all scales, so even the isosurfaces that it generates for values distant from
the object surface are smoothed exactly as the closest ones. This issue re-
sults in a shakiness effect, that was noted for the HoverCam implementation
in section 2.7 and is present at medium distances too. Moreover, at great
distances the kd-tree queries become slower because the nearest-neighbor
algorithm must visit a consistent portion of the tree. Then, due to the fact
that the distance field query is performed even hundreds of time for each
frame, CPU utilization increases and performance may not fulfill realtime
requirement.
For this reason we introduced a very clever technique that solves both
the performance issue and the disturbing camera movement for distant ob-
servation. We improved the distance field implementing a scale dependent
kd-tree distant field. The main difference from our previous solution is
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that we use different poisson-sampled mesh surfaces for different scales (dis-
tances). When creating the point cloud that approximates 3D object surface
we fix the poisson-disk sampling radius r¯ to a little fraction of the model
bounding box diagonal (e.g. r¯ = mesh diag
300
). In the new field implemen-
tation we use several point cloud version PCri with successively halfened
sampling radius ri = r¯/2
i (fig. 5.12). The different point clouds are com-
puted with successive poisson-sampling simplification and the procedure is
stopped when sampling radius is nearly one eighth of the mesh bounding
box diagonal.
The distance field implementation, along with normal field’s, uses a dif-
ferent point cloud version depending on the distance from the surface. To
achieve a smooth transition between the different field versions, the field
values are interpolated according to the distance d. Normally a computa-
tion like this is not feasible with direct methods, since the distance field to
be queried depends on the distance itself. In our case the only operation
we perform for zooming and panning interactions is field ray casting, which
take as input parameter a well known distance d so we can directly decide
which distance fields Di, corresponding to point clouds PCri , to use. The
exact sample retrieved for the smoothed distance field with target distance
d is:
Dfield(P ) = (1− t+ btc) ·Dbtc(P ) + (t− btc) ·Ddte(P )
where t = log2
(
d
k · r¯
)
(5.10)
where r¯ = r0 is the minimum sampling radius and k is the distance to sam-
pling radius ratio desired for the interaction. In the same way we interpolate
the normal fields Ni:
Nfield(P ) = (1− t+ btc) ·Nbtc(P ) + (t− btc) ·Ndte(P ) (5.11)
The ratio k can anyway be tweaked in relation to camera FOV to achieve
the desired camera smoothness during the object inspection. Applying equa-
tions 5.10 and 5.11 for distance and normal field calculation achieves the
exact behavior that users would expect from such tool. For near inspection,
panning makes the camera move above the surface, for distant observation
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Figure 5.12: Point clouds resulting from poisson-disk sampling using subsequently
halved radii.
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Figure 5.13: Eye-target camera vectors at different distances obtained using scale
dependent field approximation.
instead the behavior is very similar to the trackball orbit operation. That’s
because the fields smoothness increase with growing distance: for low values
the resulting offset surface wraps the model with close approximation while
at great distances the surface degenerates to a sphere (fig. 5.13).
In addition to this feature, we added another simple modification that
allows a more comprehensive view for the object. Since the camera eye point
evaluates to d on the distance field we are sure that any model geometry is
at least distant d from that point. Thanks to this property, we can offset the
eye point E along the negative view direction with a d amount obtaining
Efar = E+d ·norm(−→TE) and be as well sure that the camera won’t cross the
object surface . This expedient allows to keep under focus the same region
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and providing to the user a visual framing more context aware. Actually,
since the distance field is compressed, the d value is overestimated and so it
is not safe to offset the eye point with this amount. Because of this we used
a reasonably safe value 2
3
d (fig. 5.14).
Object
Safe zone
E
Efar
Figure 5.14: Example of camera offsetting along negative view direction.
Applying this feature the space of camera eye points is no longer an
offset surface. Despite that, the perceptual feedback for the user is not
negatively affected by the camera offsetting, on the contrary the experience
is enhanced. For every view obtained with the classical approach the camera
can go back and exploit the space behind the eye, thus resulting in a more
contextual overview of the object. As a simple analogy to compare the
different approaches, imagine a squared room with some paintings on one
wall. The classical approach enables to look at the wall at most from the
center of the room; the camera offsetting, instead, permits to look at it from
the opposite wall.
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5.4 Known issues and possible
improvements
The Generalized Trackball technique we proposed allows a very natural and
intuitive exocentric object inspection. This approach stands out with re-
spect to methods that tries to achieves the same kind of interaction (sections
2.7 and 2.8). The HoverCam procedure implements a similar interface using
only local computation to avoid the well known distance field drawbacks.
Differently from that, we started from an accurate mathematical model and
managed to create an approximated implementation that accomplishes the
predicted behavior. In the Multiscale 3D Navigation technique the exocen-
tric model inspection mode adjusts the movement using the depth smoothed
cubemap, which doesn’t guarantee any formal property over the space of
the possible cameras.
Despite all the effort put to produce the Generalized Trackball result, we
still have an unsolved issue. The problem is not due to the algorithm used for
the interaction but is an intrinsic property of any distance field. For objects
with a complex topology, presenting many holes and cavities, the distance
field gradient may be undefined because within occluded regions there are
some points that are equally distant from different portion of the object
surface (e.g. the center of a hollow sphere). The normal field that we use
achieves normal smoothing in correspondence with concave object regions,
but in this situations we cannot provide a consistent value because there is
no actual value (fig. 5.15). For these reason, sometimes, the camera may
remain stuck, zoom out cannot be performed and the pan operation behaves
like an egocentric technique. In this case only zoom in operation can take
the camera eye to a distance value where the field achieves the expected
behavior. In the future we would like to solve the issue using zoom out
operation that makes the camera eye follow the undefined gradient region
(using the skeleton of the model detected whit the distance field). In this
way we will be able to execute an operation similar to the push-out mode
of the Multiscale 3D Navigation navigation technique (section 2.8).
The possible improvements to the technique are many. It would be in-
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Figure 5.15: Example of undefined gradient (normal) region.
teresting to explore alternative approximation for the object surface and the
distance field. One thing in particular that would be helpful is to produce a
parametric representation for the mesh surface that smoothly approximates
the original topology. Perhaps this approach may speed-up the camera
manipulation performance and, hopefully, provide direct methods for the
offset surfaces calculations. Another aspect to investigate is the possibility
of porting this kind of technique on the GPU. Unlike the cubemap solution
of section 2.8, using a formal approach, we would like to provide the same
kind of interaction exploiting the increased performance. This is challenging
because it is far from obvious how to revise our technique to take advantage
from GPU-enabled computation.
Chapter 6
Conclusions
We have presented and developed two remarkable techniques to interactively
review and inspect 3D virtual objects. The Multitouch Trackball, a state
of the art adaptation for touch enabled devices of classical mouse based
trackball tool. The second is the Generalized Trackball which is a novel
approach that enables extremely easy inspection of 3D model surface for
both close and distant observation.
It is worth to point out that the Generalized Trackball technique is
designed to allow unexperienced users to easily navigate the space around
a 3D object, as the underlying camera management system takes care of
keeping the camera always focused on object surface and at the desired
distance.
For near inspection the interaction allows to float above the surface and
look at every detail of interest, also within very hidden regions. For a more
comprehensive review at far distance, the same operations achieves an orbit
behavior which is exactly what a user would expect.
The work has been entirely carried out at Visual Computing Laboratory
of ISTI - CNR (Pisa). The main contribution we gave with this work is the
following:
• We formally reviewed the classical trackball interaction system to in-
spect 3D objects, which is unavailable in literature.
• We provided a remarkable multitouch trackball adaptation that en-
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ables fast and intuitive manipulation of 3D objects using touchscreen
devices.
• We implemented MeshLab for iOS, a full featured application for Ap-
ple’s iPad and iPhone that use the multitouch trackball manipulation
technique and currently is the most popular 3D viewer application for
supported touchscreen devices.
• We conceived and developed the Generalized Trackball, an extremely
innovative and easy to use camera manipulation system that enables
unexperienced users to inspect any portion of a 3D object via simple
mouse or touch interactions.
6.1 Future work
The research work performed in this thesis could evolve in many direc-
tions. The multitouch trackball we proposed and implemented represents
the current state of the art technique concerning 3D inspection on multi-
touch devices, as it achieves the best performance for experienced users.
For the Generalized Trackball, instead, since we have some unsolved issue
there is some additional work to do. First of all we need to fix the undefined
gradient problem. One solution would be to use object skeleton-paths to
relocate the camera for undefined situations.
Successively, when interaction technique is completely robust, a user
study would be fundamental to effectively evaluate the performance gain
against other similar proposed techniques. A very promising work would
be to find an explicit and computationally efficient representation for the
Curvature Constrained Surfaces. This would allow, similarly to the classical
trackball approach, a quasi direct interaction that correlates finger position
to the approximated object surface.
In addition, we could investigate if the generalized trackball approach
can result useful for other purposes: for example to generate automatically
camera paths for object inspection. Another interesting argument is the
possible application of Curvature Constrained Surface to different research
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topics: for instance, we could verify how we can exploit our model to obtain
a mesh parametrization or, similarly, generate a cross field for an object.
During the thesis work we started, at the same time, the MeshLab mo-
bile project that is currently evolving to support all major mobile platforms.
Since we are able to reach a consistent user base, we thought that we can
anonymously collect user interaction data. This would be helpful to gather
particular information about geometry. Analyzing the data we could re-
trieve natural orientation, find interesting regions of the object observed
and, most importantly, try to understand how people look at geometry and
what can be done to improve the user experience. That can also be used to
correlate model shape to the way the users look at it. Moreover, the cam-
era manipulation information could provide, for instance, a crowd-sourced
database of predefined object views.
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