We develop and present a radar waveform design method that optimizes the spectral 1 shape of the radar waveform so that joint performance of a cooperative radar-communications 2 system is maximized. The continuous water-filling (WF) spectral-mask shaping method presented 3 in this paper is based on the previously derived spectral-mask shaping technique. However, the 4 method presented in this paper is modified to utilize the continuous spectral water-filling algorithm 5 to improve communications performance. We also introduce additional practical system constraints 6 on the autocorrelation peak side-lobe to main-lobe ratio and radar waveform spectral leakage. Finally, 7 we perform a numerical study to compare the performance of the continuous WF spectral-mask 8 shaping method with the previously derived method. The global estimation rate, which also accounts 9 for non-local estimation errors, and the data rate capture radar and communications performance 10 respectively.
. The joint radar-communications system simulation scenario for radar waveform design. In this scenario, a radar and communications user attempt to use the same spectrum-space-time. The joint radar-communications receiver optimizes the shape of the radar waveform spectrum to maximize joint radar-communications performance. This scenario is instructional, and can easily be scaled to more complicated scenarios by using it as a building block to construct real world examples. The main contributions of this paper are 57 • Extend previously derived spectral mask shaping method to employ the continuous spectral WF 58 algorithm to maximize communications performance 59 • Employ more computationally efficient optimization solvers for the spectral mask shaping 60 algorithm • Introduce constraints on autocorrelation peak side-lobe to main-lobe ratio and spectral leakage
We consider the joint radar-communications receiver to be a radar transmitter/receiver that can act as 110 a communications receiver. The joint receiver can simultaneously estimate the radar target parameters 111 from the radar return and decode a received communications signal. The key assumptions made in 112 this work for the scenario described in Figure 1 It should be noted that the performance bounds and results presented in this paper are dependent 124 on the receiver model employed. We perform successive interference cancellation (SIC) mitigation at 125 the receiver, which introduces a dependency between communications performance and the radar 126 waveform spectrum [5] . Utilizing other mitigation techniques or receiver models will result in 127 performance bounds that are different from the ones presented in this paper. In this section, we briefly discuss and derive the spectral WF data rate and the global estimation 130 rate, the performance metrics used to measure radar and communications performance respectively. 131 We also present the joint radar-communications receiver model used in this paper. A table detailing 132 the significant notation employed in this paper is shown in Table 1 . In this section, we present the receiver model called Successive Interference Cancellation (SIC). SIC is the same optimal multiuser detection technique used for a two user multiple-access communications channel [9, 60] , except it is now reformulated for a communications user and a radar user instead of two communications users. As stated earlier in Section 1, we assume we have some knowledge of the radar target range (or time-delay) up to some random fluctuation (also called process noise). We model this process noise, n τ,proc (t), as a zero-mean random variable. Using this information, we can generate a predicted radar return and subtract it from the joint radar-communications received signal. After suppressing the radar return, the receiver then decodes and removes the communications signal from the radar return suppressed received waveform to obtain a radar return signal free of communications interference. This method of interference cancellation is called SIC. It is this receiver model that causes communications performance to be closely tied to the radar waveform spectral shape. It should be noted that since the predicted target location is never always accurate, the predicted radar signal suppression leaves behind a residual contribution, n resi (t). Consequently, the receiver will decode the communications message from the radar-suppressed joint received signal at a lower rate. The block diagram of the joint radar-communications system considered in this scenario is shown in Figure 2 . When applying SIC, the interference residual-plus-noise signal n int+n (t), from the communications receiver's perspective, is given by [3, 5] n int+n (t) = n(t) + n resi (t)
where n τ,proc (t) is the process noise with variance σ 2 τ,proc . Figure 2 . The joint radar-communications system block diagram for the SIC scenario. The radar and communications signals have two effective channels, but arrive converged at the joint receiver. The radar signal is predicted and removed, allowing a reduced rate communications user to operate. Assuming near perfect decoding of the communications user, the ideal signal can be reconstructed and subtracted from the original waveform, allowing for unimpeded radar access.
Spectral Water-filling SIC Data Rate

136
We utilize the continuous spectral WF algorithm [9,61] to determine the optimal communications power distribution over frequency. The continuous spectral WF algorithm optimizes the data rate for a given noise power spectral density [9, 61] . This performance metric was first introduced in [62]. Given the noise spectral density at the SIC receiver, N int+n ( f ), the continuous spectral WF algorithm determines the optimal communications transmit power distribution, P( f ), that maximizes the communications data rate at which the joint radar-communications receiver decodes the communications message from the radar return suppressed joint received signal. We define this maximized communications rate as the spectral WF SIC data rate which will be used to measure communications performance. The continuous spectral WF algorithm is a continuous form extension of the WF algorithm employed in [3, 5] . Figure 3 highlights how the continuous spectral WF algorithm selects the optimal power distribution. For a SIC receiver, from the communications receiver's perspective, the noise in the channel is given by Equation (1). In order to find the noise spectral density, N int+n ( f ), we first calculate the autocorrelation function (γ(α)) of the band-limited noise signal, n int+n (t) (since the received signal is also band-limited) [62] ,
where sinc(x) = sin(x) x , and h(α) is the inverse Fourier transform with respect to α of H( f ) = X( f ) 2 f 2 . Since the noise power spectral density and autocorrelation are Fourier transform pairs, the noise power spectral density is given by [62]
where Π B ( f ) is a top-hat or rectangular function from −B 2 to B 2 . The optimal communications power spectrum, P( f ), determined by the continuous spectral WF algorithm is given by [9] [62]
where (x) + = x if x ≥ 0; otherwise (x) + = 0 and µ is a constant that is determined from the power constraint
The spectral WF SIC data rate corresponding to the channel with noise spectral density N int+n ( f ), R com , is given by [9,61]
It should be noted that the integrals shown in Equations (5) and (6) are evaluated numerically to 137 determine the optimal value for µ and the communications data rate, due to the complexity involved 138 in determining analytical solutions for these integrals. We measure radar performance by the estimation rate [3, 5, 7] which measures the amount of unknown information about the target gained from radar illumination. The estimation rate, R est , is upper bounded as follows:
where σ 2 est is the range estimation noise variance, which is bounded locally (high SNR regime) by the Cramèr-Rao lower bound [63] . It should be noted that given how the SIC receiver operates, there is no communications interference when performing radar estimation. Hence, the estimation rate given by Equation (7), which measures the estimation performance, has no relationship with the optimal transmit communications signal spectrum, P( f ), and the post-SIC noise power spectral density (PSD) N int+n ( f ). A more intuitive understanding of how the estimation rate metric captures target parameter estimation performance can be found in [7] . In this paper, we assume that the radar system is a pulsed system and that the target time-delay or range is the parameter of interest. However, the estimation rate can be extended for different radars and different target parameters, such as continuous signaling radars measuring target velocity or Doppler frequency [64] . As mentioned in Section 1, the estimation rate was extended in [8] to account for global estimation errors or estimation errors occurring in lower SNR regimes. We use the method of interval errors [65] to extend the time-delay estimation performance, σ 2 est , to account for the effect of non-local errors [8] . A closed-form solution of the probability of side-lobe confusion, P s.l. is obtained in terms of the values and locations of the side-lobe peaks, SNR, and the Marcum Q-function Q M [60]. The method of intervals time-delay estimation variance is then given by
where φ s.l. is the offset in time (seconds) between the autocorrelation peak side-lobe and main-lobe [5] .
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The probability of side-lobe confusion, P s.l. , is given by
where ρ is the ratio of the main-lobe to the peak side-lobe of the autocorrelation function. The Cramèr-Rao lower bound for time delay estimation is given by [66]
Joint Waveform Design Problem
143
The spectral shape of the waveform (set by the parameters chosen by the design method) 144 determines whether the radar performance or the communications performance is maximized, or 145 some weighting therein. The performance of communications is measured by the communications 146 rate R com (bits/sec), given by Equation (6), and the performance of estimation is measured by the 147 global estimation rate, R est , (bits/sec), given by Equation (7). Given an amount of spectral allocation 148 or bandwidth, forcing the radar spectrum to be more impulse-like (most of the waveform energy 149 is located at frequencies closer to the center of the bandwidth allocation) will reduce the noise Figure 4 . The relationship between the spectral mask and radar estimation performance. The purple line shows the estimation performance when there is no spectral mask. The estimation performance when a communications optimal spectral mask (waveforms with more spectral energy towards the center) is used is shown in red. Estimation performance when a radar optimal spectral mask (waveforms with more spectral energy towards the edges) is used is shown in blue. The Cramér -Rao bound is shown in black.
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performance with respect to radar and communications is jointly maximized. We introduce additional 169 constraints to the waveform optimization problem originally defined in [8] in order to obtain radar 170 waveforms that not only ensure optimal joint radar-communications performance, but also satisfy the method of interval errors only considers the errors occurring due to the peak side-lobe 177 and ignores the rest. If the other side-lobes are high enough, they can still have a significant 178 contribution to the global estimation error. By limiting the peak side-lobe to main-lobe ratio to be 179 below a certain threshold, we can reduce the effect the peak side-lobe as well as any other high 180 side-lobes will have on the global estimation error. This constraint is mathematically defined in 181 Equation (11).
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• Spectral Leakage (Constraint C 2 ): Since the system can only receive signals whose spectrum 183 lies within the system's bandwidth, any electromagnetic radio frequency (RF) energy that leaks 184 outside of the bandwidth will be lost. To minimize this loss of RF energy, we introduce a 185 constraint on the amount of energy present in the radar spectrum at frequencies out of the 186 system bandwidth range. We enforce this constraint by having the radar spectrum be below a 187 thresholding spectral mask such as the one seen in Figure 5 . This constraint is mathematically 188 defined in Equation (11). 
Method
190
We present the continuous WF spectral-mask shaping method which parameterizes the shape of the radar waveform, and then optimizes the parameters to maximize joint radar-communications performance. First, as seen in [8], we consider the radar waveform to be a linear frequency modulated chirp signal, which has been passed through a parameterized spectral mask. The spectral mask Figure 5 . Spectral Leakage Mask used constrain the amount of energy in the radar spectrum leaking out at frequencies out of the system bandwidth range. The spectral leakage constraint is enforced by having the radar spectrum be below this thresholding spectral leakage mask.
parameters are then optimized such that the resultant estimation and data rates are jointly maximized. Specifically, we begin with a standard chirp signal (linear frequency modulated) given by x(t) = e i (π B/T) t 2 . We control the spectral shape of this chirp signal to maximize joint performance. To achieve this, we first sample the chirp signal, and collect N samples in the frequency domain. Let X = (X( f 1 ), . . . , X( f N )) T be the discretized signal in the frequency domain at frequencies f 1 , . . . , f N . Let u = (u 1 , . . . , u N ) T be an array of spectral weights, where u i ∈ [0, 1], ∀i. We control the spectral shape of the chirp signal by multiplying the signal with the spectral weights in the frequency domain such as X u, where represents the Hadamard product, such that the resultant radar waveform spectrum is given by X( f i )u i ∀i. Furthermore, the RMS bandwidth of the radar waveform can be written (approximately) as a function of u [60]
Therefore, the dependence of R com on u is apparent from Equation (6) and Equation (3), as R com depends on the masked radar waveform spectrum. Similarly, the dependence of R est on u can be understood from Equation (7), Equation (8), and Equation (9). Our goal is to choose the spectral weights u such that the resulting waveform jointly maximizes the performance with respect to both radar and communications. Specifically, we maximize a weighted exponential product or weighted geometric mean of the communications rate and the estimation rate. We can also maximize a weighted arithmetic average of the two rates, but the weighted geomteric mean has an edge over the weighted arithmetic mean in the sense that one rate can be extremely small and the other rate can be extremely high if we maximize the weighted arithmetic mean. However, when the weighted geometric mean is maximized, none of the individual rates can be extremely small (or zero). Thus, we choose the geometric mean over the arithmetic mean as our objective function. Additionally, the optimized waveform needs to satisfy the constraints discussed in the previous section: 1) the spectral amplitude at each frequency sample stays below a certain threshold, and 2) the side-lobe to main-lobe ratio of the autocorrelation function is less than a threshold (fraction). The first constraint allows for a limited (and controlled) spectral leakage outside of the system bandwidth. The second constraint decreases the chance of mistaking side-lobes with the main-lobe (non-local estimation errors), which may happen when the side-lobe and main-lobe amplitudes are comparable and when the signal-to-noise ratio fluctuates (due to randomness in the channel). We now pose the joint waveform design problem as a nonlinear program (NLP). As NLPs are typically hard to solve exactly, we present numerical methods to achieve suboptimal solutions. The joint waveform design problem can be stated as follows:
where [0, 1] represents the unit interval, 0 ≤ α ≤ 1 is a weighting parameter,
. Here, r(u) represents the fraction of 192 the side-lobe to main-lobe amplitude which the constraint C 1 keeps below a threshold value q. Clearly, 193 the side-lobe to main-lobe ratio depends on the waveform's spectrum, which depends on the spectral 194 mask parameter u. The constraint C 2 constrains the weights u such that the resulting spectrum of 195 the waveform stays below a certain masking threshold. This masking threshold is represented by an 196 indicator function, where A is the set of all spectral weights that let the resulting masked spectrum 197 stay below the masking threshold as shown in Figure 5 . Clearly, we have two conflicting objectives -198 maximizing R com and R est , which makes this a multi-objective optimization problem. For problems like 199 these, there may exist infinitely many pareto optimal solutions, i.e., solutions that cannot be improved 200 with respect to any objective without degrading the other objectives. With the following proposition,
201
we prove that the solution to the optimization problem in Equation (11) is pareto optimal.
202 Proposition 1. If u * is the optimal solution to Equation (11), then u * is pareto optimal.
203
Proof. We prove this by contradiction. Let U be a set of all feasible solutions to the optimization 204 problem in Equation (11). Let us assume u * is not pareto optimal, which means there exists a feasible 205 solutionū ∈ U such that either of the two conditions (enumerated below) is satisfied:
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If the first condition is true, then for any α ∈ [0, 1), the following inequalities hold:
which contradicts the assumption that u * is the optimal solution to the NLP in Equation (11). When α = 1, given the first condition is true, the following holds:
which is true if and only ifū = u * . Therefore, if the first condition is true, in either cases α ∈ [0, 1) and 209 α = 1, we come to the same conclusion that u * is pareto optimal. Using similar arguments, we can show 210 that u * is pareto optimal even if the second condition (above) is true.
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In Section 5, we discuss the numerical solutions to the above NLP, and discuss the performance 212 trade-offs. In the following discussion, we derive an expression for the time-domain waveform after a 213 known spectral mask (details discussed below) is applied on the standard chirp signal. We now attempt to derive an analytical expression for the spectrally masked chirp signal in the time-domain. As it turns out, deriving a closed-form expression for the masked signal is hard in the case of a discretized mask as discussed in the previous subsection. We attempt to find the expression for a simple scenario, where the mask is continuous and is a quadratic function of the frequency. Given a linear frequency modulated chirp
with spectrum X( f ), we apply the following spectral mask
where c and d are real spectral mask parameters that are arbitrarily chosen. The resultant spectrally masked chirp, y(t), has the following spectrum
Using the linearity and time derivative properties of the inverse Fourier transform, the spectrally masked chirp in the time domain is given as follows
where . represents the second-order derivative with respect to time, t. Although we do not use the 216 above-discussed quadratic mask in our numerical study, nevertheless, the above result may be useful 217 in other studies.
218
Simulation Results and Discussion
219
In this section, we present an example of the continuous WF spectral-mask shaping waveform 220 design technique discussed in this paper for an example parameter set. The parameters used in the 221 example are shown in Table 2 . We also compare the performance of the presented waveform design 222 algorithm with the spectral-mask shaping method derived in [8] . MATLAB's fmincon [67] was the 223 optimization solver used to solve the optimization problem in Equation (11). We use the spectral WF 224 SIC data rate to measure communications performance and the global estimation rate to measure radar 225 performance. We present a numerical study on the performance of the spectral-mask shaping method discussed 228 in Section 4. All the results presented below were obtained by solving the optimization problem in 229 Equation (11) using fmincon for 100 Monte-Carlo runs with randomized initial solutions and selecting 230 the solution with the highest objective value. First, we assess the impact of the constraints C 1 and C 2 231 (in Equation (11)) on the joint performance. For constraint C 1 , we set the threshold value q = −5dB.
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We plot the autocorrelation function of the optimized radar waveform without imposing constraint 233 C 1 in Figure 6 and in Figures 7 to 9 , we plot the autocorrelation function of the optimized waveform 234 with constraint C 1 imposed for α ∈ {0, 0.5, 1}. When constraint C 1 is not imposed, the peak side-lobe 235 level is 2dB lower than the main-lobe. Enforcing constraint C 1 suppresses the side-lobe by more 236 than −5dB with respect to the main-lobe as desired. Although, we can obtain a better side-lobe to 237 main-lobe ratio by further decreasing the value of q, but this comes at the cost of reduction in the 238 feasibility region of Equation (11) as with any constrained optimization problem, thus decreasing the 239 optimal objective value, i.e., decreasing the joint performance. In these figures, we also notice that the 240 main-lobe gets wider as α increases, which is a result of a decreasing emphasis on R est in Equation (11), 241 thus decreasing the σ 2 est value, i.e., increasing range uncertainty by widening the main-lobe. We now Figure 6 . Radar waveform autocorrelation function of the optimized waveform with α = 0.5 and no constraint C 1 . We see that without enforcing the constraint C 1 results in high side-lobe levels, about 2dB lower than the main-lobe. Figure 7 . Radar waveform autocorrelation function of the optimized waveform with α = 0. We see that enforcing the constraint C 1 suppresses the side-lobe by more than −5dB with respect to the main-lobe as desired. Figure 8 . Radar waveform autocorrelation function of the optimized waveform with α = 0.5. We see that enforcing the constraint C 1 suppresses the side-lobe by more than −5dB with respect to the main-lobe as desired. Figure 9 . Radar waveform autocorrelation function of the optimized waveform with α = 1. We see that enforcing the constraint C 1 suppresses the side-lobe by more than −5dB with respect to the main-lobe as desired.
the optimized waveform with α = 0.5 and with constraint C 2 not imposed and imposed respectively. 244 We choose a masking threshold as depicted in Figures 10 and 11 . The design of this masking threshold 245 is inspired from masks that are typically used in 4G-LTE communications. While Figure 10 shows 246 that the amount of spectral leakage that occurs when constraint C 2 is not imposed is less for the 247 selected set of parameters and masking threshold, the amount of spectral leakage can increase when 248 evaluated for a different set of parameters or masking threshold. Since spectral leakage is a major 249 concern for waveform design, imposing constraint C 2 and minimizing the amount of energy that gets 250 leaked outside the frequency band of interest is always desirable. Figure 11 shows that with C 2 , we 251 can suppress the spectral leakage as desired and as determined by the masking threshold we choose, 252 moreover, we achieve this without compromising the quality of the autocorrelation function, as can be 253 seen in Figure 8 . Optimized waveform (no mask constraint) Spectral mask Figure 10 . Radar waveform spectrum with α = 0.5 and without constraint C 2 imposed. The masking threshold used is depicted by the green dashed line, and the optimal masked chirp waveform spectrum is shown by the blue dotted line. While Figure 10 shows that the amount of spectral leakage that occurs when constraint C 2 is not imposed is less for the selected set of parameters and masking threshold, the amount of spectral leakage can increase when evaluated for a different set of parameters or masking threshold. Since spectral leakage is a major concern for waveform design, imposing constraint C 2 and minimizing the amount of energy that gets leaked outside the frequency band of interest is always desirable.
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5 Frequency (Hz) Figure 11 . Radar waveform spectrum with α = 0.5 and constraint C 2 imposed. The masking threshold used in depicted by the green dashed line, the unmasked chirp waveform spectrum is shown by the red line, and the optimal masked chirp waveform spectrum is shown by the blue dotted line. We see that with constraint C 2 imposed, we can suppress the spectral leakage as desired and as determined by the spectral mask we choose.
We plot the spectrum of the optimized waveform with α ∈ {0, 1} along with the original 255 unmasked chirp waveform and the thresholding mask used in Figures 12 and 13 . In Figure 14 , (radar optimal to communications optimal), we expect the waveform spectrum to move from having 271 more energy in the edges of the bandwidth to being more impulse-like. Clearly, from Figures 12 to 14, 272 we observe that this exactly what is happening.
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
Frequency (Hz) The optimized waveform is depicted by the blue dotted line, the original unmasked chirp is depicted by the red line, and the masking threshold is depicted by the green dashed line. This waveform spectrum is radar optimal and has more energy in the edges of the bandwidth. Figure 13 . Radar waveform spectrum with α = 1 along with the original unmasked chirp waveform and the thresholding mask. The optimized waveform is depicted by the blue dotted line, the original unmasked chirp is depicted by the red line, and the masking threshold is depicted by the green dashed line. This waveform spectrum is communications optimal and has more energy at the center of the bandwidth. We presented the continuous WF spectral-mask shaping radar waveform design technique 285 which maximizes the performance of a cooperative spectrum sharing radar-communications system.
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The proposed technique is an extension to a previously derived spectral-mask shaping waveform 287 design method, with the new method employing the continuous spectral WF algorithm to improve 288 communications performance. Additional constraints on spectral leakage and radar autocorrelation 289 peak side-lobe to main-lobe ratio are introduced for the waveform design problem and the waveform 290 design method is made more computationally efficient. The global estimation rate, an extension 291 on the estimation rate that takes into account non-local or global estimation errors, and the data 292 rate are used to measure radar and communications performance respectively. The continuous WF 293 spectral-mask shaping method optimizes the spectral mask (to be applied on the standard chirp) such 294 that a weighted mean of the communications rate and the estimation rate is maximized. The weighting 295 decides whether more emphasis is placed on communications performance or radar performance. 296 We presented examples of the waveform design technique discussed in this paper for an example 297 parameter set and also compared the performance of the waveform design method proposed here 298 with the previously derived spectral-mask shaping method. We saw the continuous WF spectral-mask 299 shaping method outperform the spectral-mask shaping method, with a significant increase in the 300 optimal communications rate due to the continuous spectral WF algorithm. The performance of the 301 proposed radar waveform design method will be investigated in more detail in the future against standard communications and radar performance metrics such as bit error rate (BER) and detection 303 probability. 
