In each hesitant fuzzy linguistic preference relation, experts may express their opinions through comparison linguistic information combined with a discrete fuzzy number. In this paper, a hesitant fuzzy linguistic computational model based on discrete fuzzy numbers whose support is a subset of consecutive natural numbers is proposed, which enriches the flexibility of group decisionmaking. First, some main concepts related to discrete fuzzy numbers and an aggregation function of individual subjective linguistic preference relations are introduced. Then, a consistency measure is presented to check and improve the consistency in a given matrix. Further, in order to achieve the predefined degree of consensus and to arrive at the final result, a consensusreaching process based on the interactive feedback mechanism is defined. Meanwhile, a revised formula is introduced to calculate the consistency and the degree of consensus in a preference relation matrix. Besides, an illustrative example and comparative analysis are conducted through the proposed calculation process and the optimization algorithm. Finally, the analysis on the threshold values is made to help the decision-maker determine critical consensus level. The proposed method can address both consistency and consensus, and the results confirmed the effectiveness of the proposed method and its potential use in the qualitative decision-making problems.
Introduction
With the development of science and information technology, many decision problems in social and economic life become more and more complicated. It is more difficult for individual decision-makers to consider all relevant aspects of the problem. To reduce the decision-making mistakes, it usually requires more than one expert to make decisions for one problem, which is the so-called group decision-making (GDM) [1] . In GDM, the decision-makers (DMs) often express their opinion in pairwise comparison form with linguistic term sets (LTSs). In previous research, various linguistic models have been proposed, such as the 2-tuple linguistic model [2, 3] , the type-2-fuzzy-set-based model [4, 5] , the granular method [6, 7] , and symbolic linguistic models [8, 9] . These models have been popular; however, they have proved to be inadequate when facing more complex subjective information. The decision-maker may be hesitant about the linguistic variables like "better than good," "between fair and very good," or even more complex expressions. Rodriguez et al. [10] propose the concept of the hesitant fuzzy linguistic term set (HFLTS) which increases the flexibility and richness of linguistic elicitation in hesitant situations under qualitative settings.
After that, HFLTS has garnered considerable attention from researchers [11] [12] [13] [14] . However, all possible linguistic evaluations provided by experts have equal importance in most of the current approaches about HFLTSs. Obviously, it may be not appropriate in real-life GDM problems, since the DMs may prefer some LTSs to other ones so that the linguistic assessments should have different values. For example, if the forms of importance are taken as discrete fuzzy numbers, then the evaluation sets include not only several possible linguistic terms but also the discrete fuzzy number information; the ignorance of which may lead to erroneous results. Moreover, in the discrete fuzzy number model, the semantics of the linguistic terms are included into the evaluation of the expert and there is no need for defining any underlying membership [15] . In group decision-making, when the individual preferences are aggregated into group preference, most of the aggregate operators are defined in 0, 1 interval and the result of the aggregation is a definite number on the unite level that cannot generally correspond to the linguistic terms in the original linguistic set. So the hesitant fuzzy linguistic preference relations (HFLPRs) based on discrete fuzzy numbers provide a greater flexibility to the experts [16] [17] [18] . However, until now, few studies were carried out in the GDM with the HFLPRs based on discrete fuzzy numbers: Massanet et al. [15] proposed a linguistic computational model based on discrete fuzzy numbers whose support is a subset of consecutive natural numbers which is presented to ensure the accuracy and consistency of the model; then, Massanet et al. [19] presented a GDM model with the HFLPR based on discrete fuzzy numbers.
These studies above make a great contribution to GDM with the HFLPR based on discrete fuzzy numbers. However, there are still some problems that need to be further studied, and one of them is that the consistency and the consensus must be considered. It is because on the one hand consistency must be considered in preference relations to show that the supplied preferences satisfy some transitive properties. More pairwise comparisons are generated than is necessary, and the provided preferences run the risk of being inconsistent [20] [21] [22] [23] . This is especially true when the pairwise comparisons involve intangibles, as it is unrealistic to expect that a given preference relation is perfectly consistent [24] . Because a lack of consistency in preference relations can lead to inconsistent conclusions, consistency tests are a critical step for any kind of preference relations. On the other hand, consensus is another fundamental issue widely employed in GDM [25] [26] [27] [28] [29] . Decision-makers with different attitudes, perceptions, motivations, and personalities attempt to reach a collective decision in which the individual preference comparability is as high as possible.
For an overview of the GDM field, a lot of papers focus on the consistency [30] [31] [32] and the consensus [33, 34] . However, there have been a few papers which have considered hesitation in a linguistic environment. In the aspects of consistency-considered hesitation in a linguistic environment, Zhu and Xu [35] adopt an automatic improvement process to revise the unacceptable HFLPRs, and the modified linguistic terms are virtual terms which can save time as there is no need for further expert interaction. Zhang and Wu [36] defined the multiplicative consistency of an HFLPR. Wang and Xu [37] presented some consistency measures for an extended HFLPR (EHFLPR). Zhang et al. [38] further consider the use of the consistency improvement process in these HFLPRs. In the aspects of consensus-considered hesitation in a linguistic environment, Dong et al. [13] proposed a two-stage consensus model based on the similarity that was developed to improve the consensus level. Wu and Xu [39] propose a new approach to deal with the consensus-reaching process for multiple attribute group decision-making (MAGDM), and the consensus degree for each expert is defined based on the distance between the individual decision matrix and the collective decision matrix. From these related works above, we may conclude the following:
(1) In a GDM problem with HFLPR, the consistency and the consensus must be considered [15] [16] [17] [18] [19] [20] [21] [22] . The researchers begin to do some contributions about this field. But few refer to the HFLPR based on discrete fuzzy numbers, so consistency and consensus for group decision-making problems with HFLPR based on discrete fuzzy numbers need to be further studied [15, 19] .
(2) There are few papers that consider considered hesitation with HFLPR [35] [36] [37] . In [36, 37] , the improvement process was not addressed for HFLPR, and in [35] , automatic methods which may substantially change the experts' preferences were proposed. So the interactive improvement process needs to be considered when developing a new adjusting consistency method with HFLPR based on discrete fuzzy numbers.
(3) The related consensus methods [13, [39] [40] [41] show that to stimulate interest and increase expert engagement, a feedback mechanism which provides guidelines was used, which is helpful in assisting. So the feedback mechanism needs to be considered when developing a new adjusting consensus method with HFLPR based on discrete fuzzy numbers.
Thus, in this paper, we proposed a new method to adjust the consistency and consensus issues for a GDM with HFLPRs based on the discrete fuzzy numbers. The novelty of this paper is as follows.
(1) We developed a consistency measure and proposed an optimization algorithm to increase the consistency degree for a given linguistic model. To deal with HFLPR based on the discrete fuzzy numbers, we used a local revision strategy with distance conversion formula, and compared to existing automatic approaches, it has distinct characteristics.
(2) We defined a direct consensus-reaching process to assist decision-makers who need to reconsider their preferences for the purpose of achieving the predefined consensus degree. The proposed feedback mechanism is based on the degree of similarity between individual preference relations; therefore, there is no need to calculate the proximity matrices. So the proposed method is computationally simpler when compared with others. This paper is structured as follows. In Section 2, we make a brief review of discrete fuzzy numbers and the linguistic model based on hesitant fuzzy linguistic relations and discrete fuzzy numbers; at the same time, an aggregation function constructed from discrete aggregation function (defined on a finite chain) is recalled and it is applied to the aggregation of the individual HFLPR. In Section 3, a HFLPR consistency measure is defined, and for matrices that are of unacceptable consistency, a consistency-improving process is introduced. In Section 4, a HFLPR consensus-reaching process is presented to measure the degree of agreement in the group and find out the expert who should consider his preferences again. In Section 5, we present an example to illustrate the applicability of the proposed method and its advantages. Then, a comparative study is conducted. In Section 6, the threshold values of consensus were analyzed by the simulation method. Section 7 introduces how the proposed method solves large-scale group decision-making (LGDM) problems. Finally, in Section 8, some concluding remarks and future work are proposed.
Preliminaries

Discrete Fuzzy Numbers
Definition 1 [42] . A fuzzy subset A of R with membership mapping A ℝ → 0, 1 means a discrete fuzzy number if its support is finite, and there exists x 1 , … , x n ∈ ℝ with x 1 < x 2 < ⋯ < x n such that supp A = x 1 , … , x n ; there are natural numbers s and t with 1 ≤ s ≤ t ≤ n. According to the above analysis, one can know that In Figure 1 , we present a graphical representation of a discrete fuzzy number. This is an asymmetric scatter plot, in which the images increase till the core (equal to 1) and then they decrease. 
Complexity
Aggregation of HFLPR Based on the Discrete Fuzzy Numbers
Theorem 1 [44] . Let one consider an aggregation function F on the finite chain L n . The binary operation on A L n 1 was developed as follows:
As for F A, B , the discrete fuzzy numbers whose α − cuts are the sets.
where k ∈ 0, n − 1 and α ∈ 0, 1 . One can regard it as an aggregation function on A 
Measure Distance between Two Discrete Fuzzy Numbers
Theorem 2 [45] . For each discrete fuzzy number N, the upper and lower limits of the kth α − cut for N are defined as
where 
where n + 1 α − cuts is applied to compute the dominance, the total dominance of N i over N j . 
From (10), we can determine the comparison between two discrete fuzzy numbers.
If
So we can determine the distance between two preference relations based on the discrete fuzzy numbers by
where n + 1 is the number of elements in the linguistic term set. The right dominance of A and B is shown in Table 1 .
Consistency Method
In this section, we firstly introduced a consistency measure for HFLPR based on discrete fuzzy numbers. Then, a consistency improvement process is developed to obtain an acceptable consistency for a matrix.
3.1. Consistency Measure. From the hesitant fuzzy linguistic model proposed above, we know that experts only need to provide pairwise preferences for the upper triangular elements, and because of the reciprocal property, the other elements are obtained. Meanwhile, in the above example,
which is useful in the following.
Definition 2 [46] . An HFLPR P is called an additive consistent HFLPR if and only if
For convenience, we denote p k as the individual preference relation and p c as the collective preference relation. From (6), we can determine p ij c through the way of aggregating all the decision-makers' subjective evaluations in the position i, j .
Example 3. Let S = S 1 , … , S t be a predefined linguistic term set and X = X 1 , … , X n be a set of alternatives. There are m experts, 
Theorem 3 [46] . Let P k k = 1, 2, … , m and P c be as before, and if P k k = 1, 2, … , m is additive consistent, then P c is additive consistent.
Proof 1. Suppose that P k k = 1, 2, … , m is additive consistent; then, from Definition 2, we can find that
We need to prove that
It follows that
This completes the proof.
3.2. Consistency Improvement Process. In this section, an algorithm is proposed to compute the consistency degree of a given HFLPR and find out the position which needs to be modified as well as guide the direction to improve the consistency. Definition 2 implies that for each matrix, there will be a completely consistent matrix,
Definition 3 [46] . Let P k , P c , C p k be as before; the consistency degree for P k is computed by the distance measure between P k and C p k in the following:
where
So it is easy to see that 0 ≤ CI P k ≤ 1, and the bigger CI P k , the more inconsistent it is. Reference [30] established the consistency threshold CI as shown in Table 2 . Note that t = 4 means that there are 9 terms in the linguistic term set S. And when CI P k ≤ CI, one can say that P k is of acceptable consistency, and when CI P k ≥ CI, one can say that P k is of unacceptable consistency. Then, we develop an improved algorithm to conduct the consistency improvement procedure, and the original algorithm was proposed in [46] .
There are many ways to improve the convergence rate of the algorithm; for example, the experts could revise more than one of their preferences in Step 4. Then, we should note that in order to speed up the improvement process, the revised preference should be as close as possible to the preference in the completely consistent matrix in each modification process, while it is also important to keep the original information, so there should be a tradeoff between them.
In the following theorem, we prove that the proposed algorithm is convergent.
Theorem 4 [46] . In the consistency improvement process, CI P 
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In the following, Algorithm 1 is developed to examine the consistency index of P. First, we obtain the completely consistent matrix corresponding to P. Table 2 : Threshold values for different n (t = 4, α = 0 1, and σ = 2). Setting CI = 0 1347, we obtain CI P 0 = CI P = 0 3166. Since CI P 0 > CI = 0 1347, so we need to continue to the next step. In Step 4, we find that 1, 3 , 2, 3 , 2, 4 , and (3,4) should be modified, because when P 34 , the expert should decrease his preferences; the specific results are shown in Table 3 .
After 6 iterations, an acceptable consistency is obtained and the revised P is P = From the above results, on the one hand, we can find that the revised preference plays a vital role in the consistency improvement process, while Step 4 is applied to suggest the direction which the expert should take to increase the consistency, not specific preference. Therefore, if the modified preference is inappropriate, the algorithm will continue to execute in the position i, j , and the terminology span of this experiment is two terms. On the another hand, as shown in the example, if several elements take the same maximum value in the upper triangular, in order to speed up the convergence of the algorithm, the decision-makers can change more than one of their preferences in each round. In the end, note that we set k = 2 and β = 0 5; however, changes in parameter values also affect the performance of the algorithm, which we leave for future research.
Then, we conduct a comparative analysis. In [46] , the modified P is as follows:
Zhu and Xu [35] proposed an automatic optimization method, which is used to improve the consistency level of P. In this way, the modified HFLPR denoted by P AOM is
We can find that in P 0 , experts only express their preferences through the hesitant fuzzy linguistic terms and there is no specific preference value to measure the degree of the evaluations, while the proposed method can solve this problem. Using the HFLPR based on discrete fuzzy numbers, the decision-makers can be more flexible and delicate to give their own preference relations. In P AOM , the modified preference relations are virtual terms, and they do not belong to the original preference relations. So it can be difficult for experts to accept them as the revised preference relations, and this is not concise to calculate the final program ranking. According to the proposed method, the experts know their current status in each cycle, so it is easy to find the preference relations that need to be reconsidered, and they also can control the speed of convergence. As stated above, compared with existing approaches, the proposed method is acceptable, and the modified HFLPR is easier for experts to describe.
Direct Consensus Process
In the previous survey, we find that a rational consensusreaching process is not just an aggregation or pooling but a procedure whereby rationally motivated changes in individual preferences occur [47] . In this way, some optimization mechanism should be added to a consensus process, which assists experts to consider their thoughts again and change their preferences. In this section, we first define a consensus measure to calculate the degree of agreement in the group; then, we develop a consensus-reaching procedure to solve CDM problems based on the model proposed previously. the first one is based on the distance to the group preference and the other is based on the distance between individual preference relations [48] . We follow the latter definition. First, from (11), we can use the following formula to define the similarity degree between two HFLPRs:
where n + 1 is the number of elements in the linguistic term set. And it is obvious that 0 ≤ sm f k ij ≤ 1. And the sm f k ij is the similarity degree between experts e f and e k in their assessments of the position i, j , i, j = 1, 2, … , n. The closer sm f k ij is to 1, the more similar the preference on A i over A j between e f and e k , while the closer sm f k ij is to 0, the more distant e f is from e k .
With the help of the similarity degree, for each pair of experts e f and e k , a similarity matrix SM f k = sm f k ij n * n can be developed by
Suppose that there are m decision-makers, corresponding to m m − 1 /2 similarity matrices. Then, an aggregation operator is used to obtain a consensus matrix CM = cm ij n * n , which is computed by aggregating all the similarity matrices related to each pair of experts; the specific formula is as follows:
Next, we use the following three aspects to implement the arithmetic operator to compute the consensus degree.
(a) Consensus level for the pair of alternatives: in order to determine the consensus level between all the decision-makers for pair of alternatives x i , x j , CP n * n = cp ij is defined as follows:
which has the same meaning as cm ij ; the closer cp ij is to 0, the worse the agreement between all experts for pair of alternatives x i , x j .
(b) Consensus level for the alternatives: the consensus level for an alternative x i , denoted as ca i , is computed by an average operator.
This measure is used to access the poorest consensus level between all the alternatives.
(c) Consensus level for the preference relations: the consensus level for HFLPRs, denoted as cr, is calculated as follows:
and the acceptable consistency threshold CI.
Step , and set h = h + 1; then, go back to Step 2.
Step 5. Output h and P k h .
Step 6. End. where the result of this final calculation represents the global consensus level between the experts' preferences; then, we compare it with the predefined consensus threshold value θ; if cr ≫ θ, we can say that the model satisfies the requirement for consensus, so the consensus-reaching process is terminated; otherwise, we should conduct a new round.
Algorithm 1
Feedback Mechanism.
In general, a feedback mechanism consists of two advice rules: one is the identification rules (IR) and the other is the direction rules (DR). Reference [40] proposed a calculation of proximity measures, while [46] builds a feedback mechanism which involves consensus degrees. In this paper, we adopt the second method of calculation.
Firstly, an IR is conducted, which intends to identify the alternatives, the pairs of alternatives, and the experts. The essence of it is to find out a pair of alternatives that should be modified.
(a) Identification rule for the alternatives: the set of alternatives with an associated consensus level which is lower than the predefined consensus threshold θ is denoted as AIR, and it is utilized to identify which row should be changed; the formula is as follows:
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(b) Identification rule for the pairs of alternatives: according to the above analysis, we will get the X i ∈ AIR; then, this rule is conducted to identify the compared alternatives X j and determine the position i, j that should be modified. In this way, these positions are denoted using the set Pos i ; the specific formula is as follows:
In the following, we will find which expert should change his ideas that involve the position i, j .
(c) Identification rule for the experts: this identifies the set of experts that need to receive suggestion on how to change their preferences for each preference relation of Pos i . To do this, the distance between e f and the others should be determined firstly; it is given by
Thus, we know the distance between e f and all the other e k , k ≠ f . Secondly, the set of experts, called EXPS ij , is collected through the way of judging the distances; they are those whose preference relations are the most distant from all other experts' preferences in position i, j ; it is given as follows:
Based on the above identification rules, both places at which preferences should be modified and the experts who need to change their thoughts are obtained; they can be summarized as follows:
If nothing ever happened, we make the end of the algorithm.
Direction rules (DR), in order to improve the consensus level, are utilized to specify the direction in which decisionmakers modify their preferences; they are designed as follows:
(a) DR.1: if D kc β < 0, then e k should increase his preference relations which involve the pair of alternatives
, then e k should decrease his preference relations which involve the pair of alternatives X i , X j .
In the above steps, k, i, j ∈ IRS and p c ij is the group preference for position i, j , which is computed by the aggregation function that is proposed previously. In the procedure of DR, a collective preference relation for position i, j exists as an objective of the reference.
Through the above analysis, we can draw the conclusion that
where the experts e k should modify their ideas for the pair of alternatives X i , X j in the rth interaction, p c ij,r is the collective preference relations for the rth round, and p k ij,r+1 and p k ij,r are the r + 1th and the rth interaction, respectively, of the preferences for e k .
Theorem 5 [46] . If the identification rules and the direction rules are applied in the consensus-reaching process based on the consensus degrees, for any alternative X i for which the related preferences need to be revised, the following result is as follows:
that is, the consensus level in the r + 1 round is higher than that in the round; in other words, the proposed procedure is convergent.
In order to prove the above conclusions, we use the analytical method; to prove ca i,r+1 > ca i,h , just prove cp ij,r+1 > 
Further, according to (26) , it is equivalent to
Then, for the purpose of simplifying the proof process, suppose that e 1 is just the expert who needs to modify his preference for the pair i, j . Thus, only the similarity degree that involves e 1 needs to be recalculated, so we only need to prove that
The decision-maker who needs to modify his preferences in the position i, j will provide new preference relation based on the discrete number that is closer to the collective preference relation involving the position i, j in the rth round, for the reason that the collective preference relations are determined through the way of aggregating all the individual preference relations, so we can say that in the r + 1 round, new preference in the position i, j is closer to others, accordingly. The above analysis process implies what (38) holds. The proof is as follows:
We suppose that d P k ij,r = 1/n D k0 ij,r β and P 0 = 1/0 firstly.
From (37), we can find λ ∈ 0, 1 such that
In this case, to determine (41), we need to prove
According to (42) , it follows that
Therefore, we have
In summary, we can show that Theorem 5 is reasonable and correct.
Illustrative Example
In dermatology, it is a tough choice to look for the best treatment for a patient with a severe skin lesion for the reason that it does not only depend on the disease [49] . In order to get the most appropriate treatment for the individual patient, there are a lot of factors to consider, such as the patient's physical condition, character, and beliefs. Although there are some more mature treatment options, it is possible that apparently successful and well-motivated treatments can fail to cure the disease. Many dermatologists are committed to it, and they need to express their opinions in a flexible way to solve this complex issue. Therefore, with the help of the hesitant fuzzy linguistic model based on the discrete fuzzy number, we can find a well solution to the problem in the case of ensuring the consensus of the experts.
Suppose that there are three dermatologists E = e 1 , e 2 , e 3 and three alternative treatment regimens X = X 1 , X 2 , 9 Complexity X 3 , where X 1 is the photodynamic therapy, X 2 is the isotretinoin, and X 3 is the large acne cyst removal. Each dermatologist provides his hesitant fuzzy linguistic preference relations using the linguistic scale L 8 . The experts provide their pairwise comparison of X i over X j as follows: 5.1. Application of the Consensus Process. First, the proposed consensus improvement is applied to achieve the predefined consensus degree; we set θ = 0 8. Then, the consistency level for each matrix is computed in the following:
L
CI P 1 = 0 0919, CI P 2 = 0 0247, CI P 3 = 0 0338
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From Table 2 , we can know that they all satisfy the requirement of consistency, so the consensus process is directly applied.
5.1.1. First Cycle. From (26) and (27), we obtain the similarity matrices between dermatologists as follows: 
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The consensus levels of the above matrices are computed in the following three steps. Since cr < θ, in order to improve the consensus degree, a feedback mechanism should be conducted to assist the decision-makers in modifying their preferences. From (6), we set the k = 4; the collective preference relation in position 1, 3 is as follows: 
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The consensus degrees for the matrices on three aspects are in the following: Obviously, they are still of acceptable consistency. Then, we can obtain a ranking of the alternatives from (10). Firstly, from (6), we determine the collective preference relation as follows: According to the identification rules in [40] , it is found that the expert e 1 should decrease his preference relation for the position 1, 3 , and suppose that e 1 provides the following preferences:
The consensus levels for the alternatives in the second round are Table 4 . Only the expert e 1 changed his preferences, and accordingly, the individual ranks for P 1 have changed. Note that the individual ranks using the proposed method and [41] differ only for P 1 , but the above three methods obtained the same final ranks, X 2 ≻ X 3 ≻ X 1 .
Although the identified expert and pair of alternatives that should be modified are different, both consensusreaching processes can achieve a threshold consensus level; however, there are some differences between the proposed measure and the method in [40] . On the one hand, the proposed feedback mechanism depends directly on the similarity calculation formula, while [40] requires the proximity matrix measures, increasing the complexity of the calculation process and the difficulty. On the another hand, the proposed method develops very different identification rules in which we first find the pair of alternatives that work greatly against the consensus, followed by the decision-makers, but the method in [40] works exactly the opposite. The reason we do this is to avoid misunderstanding that one (decisionmaker) is regarded as an authority. In all, the proposed method provides an efficient and new way to deal with GDM problems when consensus level is considered.
Comparison with the Consensus Method with
Probabilistic Linguistic Preference Relations. When we normalize the memberships of linguistic variables in one HFLTS based on discrete fuzzy numbers, it will be only described as the form of PLPRs. However, substantially, they are different in both expression and computation. For expression, firstly, for discrete fuzzy numbers, the membership mapping increases till the core, where they are equal to 1, and then, they decrease. It is reasonable, because decision-makers always think that the suitable grades lie in several consecutive linguistic terms, but they cannot discard other grades around them in some level. For PLPRs, the degree of every membership is arbitrary without the restriction of tendency. But the sum of all memberships is 1 or less than 1. Discrete fuzzy numbers have no such restriction. So the decision-makers have more flexibility to express their opinions using discrete fuzzy numbers. Secondly, discrete fuzzy numbers can be switched to PLPRs with no less of information, but not vice versa. Thirdly, for PLPRs, it is hard to obtain complete information of probabilistic distribution of all possible linguistic terms because of not enough knowledge. Thus, probabilistic information is partially known, and the sum of all memberships are always less than one. Obviously, the normalization of PLPRs reduces the accuracy of evaluation.
And for computation, the research on consistency and consensus of probabilistic linguistic preference relations can be seen in literature [50] [51] [52] . For PLPRs and linguistic preference relations based on discrete fuzzy numbers, both core ideas of obtaining and improving consistency and consensus are coincident. Their primary differences behave in two aspects. One is the distance computation approach of linguistic preference relations. PLPRs adopt the generalized form of the Hamming distance and the Euclidean distance. Linguistic preference relations based on discrete fuzzy numbers which the paper discusses take the left (right) dominance of one evaluation over another to measure similarity. Compared with Hamming distance and Euclidean distance, the computation is easier. The other difference is the feedback mechanism. Our proposed approach first searches the pair of alternatives which need to be adjusted and then identifies decision-makers who need to change their preferences, contrary to the approach for improving consensus of PLPRs.
Analysis on the Threshold Values
In order to assist the decision-maker in setting the threshold of group consensus level reasonably, let us consider it with the corresponding simulation method by MATLAB, which is inspired by [53] .
We use the following two formulas to calculate the value of the threshold: 
Complexity
The main principle is to obtain the linguistic preference relations randomly; the simulation method is as follows:
Input: m and n.
Output: θ.
Step 1. Generate m linguistic preference relations with n orders, which are randomly selected from 0, 8 .
Step 2. Use (76) to obtain the value of θ.
Step 3. Output θ.
Simulating 10,000 times, we obtained the average values of θ for linguistic preference relations with different numbers of experts as shown in Table 5 Example 5. Suppose that there are four experts E = e 1 , e 2 , e 3 , e 4 and four alternatives X = X 1 , X 2 , X 3, X 4 ; they make efforts to solve a decision problem based on their own knowledge. When they adjust consensus, they should set the threshold that is greater than 0.6875 according to simulation results.
Remark 3. According to Table 5 , we can see that with the increase in the number of experts, the group consensus of the threshold value is gradually declining. Meanwhile, the θ of a linguistic preference relation should not be smaller than the average value in Table 5 , and the decision-maker should make a balance between the actual requirement and the result of the simulation method. The simulation results provide a lower limit for setting the threshold. One thing to note is that setting a threshold too high will make experts' preferences change largely, thus losing their originality seriously. There is another point to note; the number of alternatives affects the variation of the threshold value. In the above simulation analysis, we assume that the number of alternatives is a constant and there are four alternatives. We will study the influences of other parameters on the threshold value in the future.
Extended Discussion
With the increasing complexity of decision-making problems,
LGDM has attracted widespread concern [54, 55] . The number of decision-makers in LGDM problems is very large. We make a discussion about adjusting consistency and consensus in a LGDM problem. There is an extended k-means clustering method, which is described in Algorithm 2 [56] .
Assume that there are three subgroups after clustering, so the subsequent calculation process is the same as the method proposed in this paper. First, we aggregate the HFLPRs in each subgroup, which can be obtained from Algorithm 2. Then, we adjust consistency and consensus of the aggregated matrices. Assume that the obtained clusters will not change. We apply the proposed method directly on the aggregation matrix, which is the same as the previous analysis process, so it is omitted here.
Concluding Remarks
Since there are few literatures to study both the consistency and consensus of preference relations based on the discrete fuzzy numbers, the proposed method in this paper is necessary and meaningful. With the help of the HFLPR model based on the discrete fuzzy number, decision-makers have more flexibility when expressing their preference in pairwise comparisons. This paper focused on the consistency and consensus in a given linguistic model, which play increasingly important roles in the group decision-making. The calculation of these two indices is highly dependent on the theory of aggregation function and distance formula. The contributions of this paper are as follows:
(1) We developed a consistency measure and proposed an optimization algorithm based on the distance between the given matrix and the complete consistency matrix to increase the consistency index for a linguistic model, and Example 4 proves the feasibility of the algorithm. This approach makes the linguistic model more standardized and improves the accuracy of the final ranking from the perspective of interactive design and improving consistency level. And the revised preferences are still HFLTs that contain original linguistic terms, so it is easy to interpret. Since there is little literature studying the consistency of hesitation fuzzy linguistic sets based on the discrete fuzzy number, the proposed method is meaningful.
(2) We defined a direct consensus-reaching process to assist the decision-maker who needs to reconsider his preferences for the purpose of achieving the predefined consensus degree. This method builds a feedback mechanism to find out the inappropriate preferences and guide the direction of modification. The direction of the modification is based on the similarity between experts; therefore, it is simple to calculate. Further, we conducted the analysis on the threshold values, which provide a reference for the development of the critical value of consensus level.
(3) The illustrative example confirmed that the approaches are convincing; it addressed both consistency and consensus. And comparative analyses were given to discuss the advantages and performance of the proposed method.
(4) We proposed a simulation method to help the decision-maker judge the group consensus in group decision-making with HFLPR. With the increase in the number of experts, the threshold consensus level should be gradually reduced, and the experimental result also proves this assumption, as it provides a clear minimum constraint value. There are also some extensions to LGDM problems.
In the future, we will study the GDM involving multigranular linguistic terms for different decision-makers and the
