In this article, we expand the dual generalized weighted BM (DGWBM) and dual generalized weighted geometric Bonferroni mean (DGWGBM) operator with single valued neutrosophic numbers (SVNNs) to propose the dual generalized single-valued neutrosophic number WBM (DGSVNNWBM) operator and dual generalized single-valued neutrosophic numbers WGBM (DGSVNNWGBM) operator. Then, the multiple attribute decision making (MADM) methods are proposed with these operators. In the end, we utilize an applicable example for strategic suppliers selection to prove the proposed methods.
Introduction
Smarandache [1, 2] An NS has more potential power than other fuzzy mathematical modeling tools, such as fuzzy set [3] , intuitionistic fuzzy set (IFS) [4] and interval valued neutrosophic fuzzy set (IVIFS) [5] . However, it is not easy to use NSs in solving practical problems. Therefore, Smarandache [2] and Wang et al. [6, 7] defined the single-valued neutrosophic set (SVNS) and an interval neutrosophic set (INS). Hence, SVNSs and INSs can express much more information than fuzzy sets, IFSs and IVIFSs. Ye [8] presented the correlation and correlation coefficient of single-valued neutrosophic sets (SVNSs) based on the extension of the correlation of intuitionistic fuzzy sets and demonstrates that the cosine similarity measure is a special case of the correlation coefficient in SVNS. Broumi and Smarandache [9] investigated the correlation coefficient with interval neutrosophic numbers(INNs). Biswas et al. [10] proposed a new approach for multi-attribute group decision-making problems by extending the technique for order preference by similarity to ideal solution to single-valued neutrosophic environment. Liu et al. [11] proposed the generalized neutrosophic number Hamacher weighted averaging (GNNHWA) operator, generalized neutrosophic number Hamacher ordered weighted averaging (GNNHOWA) operator, and generalized neutrosophic number Hamacher hybrid averaging (GNNHHA) operator, and explored some properties of these operators and analyzed some special cases of them. Sahin and Liu [12] proposed the maximizing deviation models for solving the multiple attribute decision-making
Basic Concepts
Smarandache [1, 2] proposed Neutrosophic sets (NSs). Wang et al. [6, 7] further proposed the SVNSs. Definition 1 [6, 7] . Let X be a space of points (objects) with a generic element in fix set X, named by x. An SVNS A in X is depicted as the following:
where
Zhang et al. [14] gave the order between two SVNNs.
Definition 2 [14].
Let
be the scores of A 1 and A 2 , respectively, and let H(A 1 ) = T A 1 − F A 1 and H(A 2 ) = T A 2 − F A 2 be the accuracy degrees of A 1 and A 2 , respectively,
Definition 3 [6] . Let A = (T A 1 , I A 1 , F A 1 ) and A 2 = (T A 2 , I A 2 , F A 2 ) be two SVNNs and λ be a positive real number, some operations of SVNNs are defined:
Zhang et al. [34] develop the dual generalized WBM (DGWBM) operator and dual generalized WGBM (DGWGBM) operator. Definition 4 [34] . Let b i (i = 1, 2, . . . , n) be a set of nonnegative crisp numbers with the weight w = (w 1 , w 2 , . . . ,
where R = (r 1 , r 2 , . . . , r n ) T is the parameter vector with r i ≥ 0(i = 1, 2, . . . , n).
Several special cases can be obtained given the change of the parameter vector. If R = (λ, 0, 0, . . . , 0), then we obtain
which is the generalized weighted averaging operator.
If R = (s, t, 0, 0, . . . , 0), then we obtain 
Similar to the DGWBM, we can consider some special cases given the change of the parameter vector.
(1) If R = (λ, 0, 0, . . . , 0), then we obtain
(2) If R = (s, t, 0, 0, . . . , 0), then we obtain
(3) If R = (s, t, r, 0, 0, . . . , 0), then we obtain
DGSVNNWBM Operator and DGSVNNWGBM Operator
This section extends DGWBM and DGWGBM to fuse the SVNNs, and proposes the dual generalized SVNN weighted BM (DGSVNNWBM) operator and dual generalized SVNN weighted GBM (DGSVNNWGBM) operator.
. . , n) be a set of SVNNs with weight w i = (w 1 , w 2 , . . . , w n )
T ,
where R = (r 1 , r 2 , . . . , r n ) T is the parameter vector with r i ≥ 0 (i = 1, 2, . . . , n). We can get Theorem 1.
. . , n) be a set of SVNNs. Hence, the aggregated result of DGSVNNWBM is a SVNN and
Thus,
Thereafter,
Furthermore,
Therefore,
Hence, Label (11) is maintained.
In addition,
thereby completing the proof.
Moreover, DGSVNNWBM has the following properties. 
Property 1. (Monotonicity). Let a i = (T
Then, 
Therefore, the proof of property 1 is completed.
Property 2.
(Boundedness).
Proof. From Theorem 1, we can obtain
From Property 1, we can obtain 1 , a 2 , . . . , a n ) ≤ DGSVNNWBM R w (a + , a + , . . . , a + ). (29) Evidently, the DGSVNNWBM operator lacks the property of idempotency. Furthermore, we extend DGWBGM to SVNNS and propose the dual generalized SVNN weighted GBM (DGSVNNWGBM) operator.
Definition 7.
Let a i = (T i , I i , F i ) (i = 1, 2, . . . , n) be a set of SVNNs with their weight vector being w i = (w 1 , w 2 , . . . , w n ) T , thereby satisfying w i ∈ [0, 1] and ∑
where R = (r 1 , r 2 , . . . , r n ) T is the parameter vector with r i ≥ 0(i = 1, 2, . . . , n). Then, DGSVNNWGBM R w is called DGSVNNWGBM.
We can derive Theorem 2.
Theorem 2.
Let a i = (T i , I i , F i )(i = 1, 2, . . . , n) be a set of SVNNs. The aggregated value by DGSVNNWGBM is also a SVNN and
Hence, Label (31) is maintained. Thereafter,
Similar to DGSVNNWBM, DGSVNNWGBM has the same properties. The proofs are omitted to save space. 
(2) (Boundedness). Let a i = (T i , I i , F i )(i = 1, 2, . . . , n) be a set of SVNNS. If
Numerical Example and Comparative Analysis

Applicable Example
In this section, we shall present a numerical example to select strategic suppliers under supply chain risk with SVNNs in order to illustrate the method proposed in this paper. There is a panel with five possible strategic suppliers O i (i = 1, 2, 3, 4, 5) to select. The experts select four attributes to evaluate the five possible strategic suppliers: 1 C 1 is the technology level; 2 C 2 is the service level; Then, we utilize the proposed operators to select the best strategic suppliers under supply chain risk.
Step 1. According to w and SVNNs O ij (i = 1, 2, 3, 4, 5, j = 1, 2, 3, 4), we can aggregate all SVNNs O ij by using the DGSVNNWBM (DGSVNNWGBM) operator to derive the SVNNs O i (i = 1, 2, 3, 4, 5) of the alternative O i . The aggregating results are in Table 1 . Table 1 . The aggregating results of strategic suppliers by the DGSVNNWBM and DGSVNNWGBM (R = (1, 1, 1, 1) .). Step 2. According to Table 1 , the scores of the strategic suppliers are shown in Table 2 . Step 3. According to the Table 2 and the scores, the order of the strategic suppliers is listed in Table 3 , and the best strategic suppliers is O 2 . Table 3 . Order of the strategic suppliers.
DGSVNNWBM DGSVNNWGBM
Order DGSVNNWBM O 2 > O 4 > O 3 > O 1 > O 5 DGSVNNWGBM O 2 > O 4 > O 1 > O 3 > O 5
Influence Analysis
To show the effects on the ranking results by altering the parameters of DGSVNNWBM (DGSVNNWGBM) operators, the corresponding results are shown in Tables 4 and 5 . 
Comparative Analysis
Then, we compare our proposed operators with single valued neutrosophic weighted averaging (SVNWA) operator and single valued neutrosophic weighted geometric (SVNWG) operator [35] . The comparative results are depicted in Table 6 . From above, we can we get the same results to show the effectiveness and practicality of the proposed operators. However, the existing aggregation operators, such as SVNWA operator and SVNWG operators, don't take into account the relationship between aggregated arguments, and thus cannot eliminate the influence of unfair arguments on decision results. Our proposed DGSVNNWBM and DGSVNNWGBM operators consider the information about the relationship among multiple arguments being aggregated.
Conclusions
In this paper, we focused on SVNN information aggregation operators, as well as their application in MADM. To aggregate the SVNNs, the DGSVNNWBM and DGSVNNWGBM operators have been developed. We have conducted further research into these two operator's several desirable properties. In addition, we demonstrated the effectiveness of the DGSVNNWBM and DGSVNNWGBM operators in practical MADM problems. At the end of this study, we use an applicable example for supplier selection in the supply chain management process to show applicability of these two operators; meanwhile, the analysis of the comparison as the parameters take different values have also been studied. In our future studies, we shall expand the proposed models to other uncertain environments and fuzzy MADM problems .
