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ABSTRACT
We describe a simple probabilistic method to cross-identify astrophysical sources from different catalogs and provide the probability
that a source is associated with a source from another catalog or that it has no counterpart. When the positional uncertainty in one of
the catalog is unknown, this method may be used to derive its typical value and even to study its dependence on the size of objects. It
may also be applied when the true centers of a source and of its counterpart at another wavelength do not coincide.
We extend this method to the case when there are only one-to-one associations between the catalogs.
Key words. Methods: statistical – Catalogs – Astrometry – Galaxies: statistics – Stars: statistics
1. Introduction
The problem of cross-identifying sources between two catalogs K and K′ has previously been studied by Condon et al. (1975),
de Ruiter et al. (1977), Prestage & Peacock (1983), Sutherland & Saunders (1992) and Rutledge et al. (2000), among others. As
evidenced by recent papers of Budavári & Szalay (2008) and Pineau et al. (2011), this field is still very active and will be more so
with the wealth of forthcoming multiwavelength data. Usually, the association is performed using a “likelihood ratio”: this quantity
is typically computed as the ratio of the probability of finding, at some distance from a source Mi ∈ K, a source M′j ∈ K′, if M′j
is a counterpart of Mi, to the probability that M′j is a chance association at the same position, given the local surface density of
K′-sources. As noticed by Sutherland & Saunders (1992), there has been some confusion in the definition and interpretation of the
likelihood ratio, and, more importantly, in the estimation of the probability1 that a source in K′ is the counterpart of a source in K.
When associating sources from catalogs at different wavelengths, some authors include in this likelihood ratio some a priori
information on the spectral energy distribution (sed) of the source. As this work began, our primary goal was to build template
observational sed’s of galaxies from the optical to the far-infrared for different types of galaxies. We initially intended to cross-
identify the iras Faint Source Survey (Moshir et al. 1992, 1993) with the leda database (Paturel et al. 1995). Because of the large
positional inaccuracy of iras data, special care was needed to identify optical sources with infrared ones. While iras data are by
now quite outdated and have been superseded by Spitzer observations, we still think that the procedure we developed at that time
may be valuable for other studies. Because we aimed to fit synthetic sed’s to the template observational ones, we could not and did
not want to make assumptions on the sed of sources based on their type, since this would have biased the procedure. We therefore
rely in what follows only on the positions to associate sources between catalogs.
The method we use is essentially similar to that of Sutherland & Saunders (1992). Because thinking in terms of probabilities
rather than of likelihood ratios highlights some implicit assumptions, we found it however useful for the sake of clarity to detail
hereafter our calculations; this allows us moreover to extend our work to a case not covered by papers cited above (see Sect. 4).
We define our notations and explicit our general assumptions in Sect. 2. In Sect. 3, we compute the probability of association
under the assumption that a K-source has at most one counterpart in K′ but that several K-sources may have the same counterpart
(“several-to-one” associations). We moreover determine the fraction of sources with a counterpart and, if unknown, estimate the
uncertainty on the position in one of the catalogs. In Sect. 4, we compute the probability of association under the assumption that
a K-source has at most one counterpart in K′ and that no other K-source has the same counterpart (“one-to-one” associations). We
provide in Sect. 5 some guidance to help the user to implement these results. The probability distribution of the relative positions of
associated sources is modeled in App. A.
2. Notations and general assumptions
We consider two catalogs K and K′ defined on a common area S of the sky and use the following notations:
– #E: number of elements of any set E;
– M1, . . . , Mn, with n ≡ #K: sources in K;
Send offprint requests to: M. Fioc, e-mail: Michel.Fioc@iap.fr
1 E.g., de Ruiter et al. (1977) state that, if there is a counterpart, the closest object is always the right one, which is obviously wrong.
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– M′1, . . . , M′n′ , with n′ ≡ #K′: sources in K′.
We define the following events:
– ci: Mi is in the infinitesimal surface element d2ri located at ri;
– c′j: M′j is in the surface element d2r′j located at r′j;
– C ≡
⋂n
i=1 ci: the coordinates of all K-sources are known;
– C′ ≡
⋂n′
j=1 c
′
j: the coordinates of all K′-sources are known;
– Ai, j, with j > 0: M′j is the counterpart of Mi;
– Ai, 0: Mi has no counterpart in K′, i.e. Ai, 0 =
⋃
j>0 Ai, j, where ω denotes the negation of any event ω;
– A0, j: M′j has no counterpart in K.
We also write f the a priori probability P(⋃ j>0 Ai, j) that an element of K has a counterpart in K′ (so, P(Ai,0) = 1 − f ); we will
see in Sects. 3.2 and 4.2 how to estimate f . We moreover assume that any Mi has at most one counterpart in K′: Ai, j ∩ Ai, k = ∅ if
j , k.
Clustering is neglected in all the paper.
3. Several-to-one associations
In this section, we do not make any assumption on the number of K-sources that may be the counterpart of a given source of K′:
this is a reasonable hypothesis if the angular resolution in K′ (e.g. iras) is much poorer than in K (e.g. leda), since, in that case,
several distinct objects of K may be confused in K′. As evidenced by Sect. 3.3, this is also the assumption implicitly made by most
of the authors cited in the introduction. We call this the “several-to-one” case.
3.1. Probability of association: all-sky computation
We want to compute2, in the several-to-one case, the probability Ps:o(Ai, j | C ∩ C′) of association of sources Mi and M′j ( j > 0) or
the probability that Mi has no counterpart ( j = 0), knowing the coordinates of all the objects in K and K′. Remembering that, for
any events ω1, ω2 and ω3, P(ω1 | ω2) = P(ω1 ∩ ω2)/P(ω2) and P(ω1 ∩ ω2 | ω3) = P(ω1 | ω2 ∩ ω3) P(ω2 | ω3), we have
Ps:o(Ai, j | C ∩ C′) =
Ps:o(Ai, j ∩ C ∩C′)
Ps:o(C ∩ C′) =
Ps:o(Ai, j ∩ C | C′)
Ps:o(C | C′) . (1)
We first compute Ps:o(C | C′). Using the symbol⊎ for mutually exclusive events instead of⋃, we obtain
Ps:o(C | C′) = Ps:o
(
C ∩
n′⊎
j1=0
n′⊎
j2=0
· · ·
n′⊎
jn=0
n⋂
k=1
Ak, jk
∣∣∣∣ C′) = n
′∑
j1=0
n′∑
j2=0
· · ·
n′∑
jn=0
Ps:o
(
C ∩
n⋂
k=1
Ak, jk
∣∣∣∣ C′)
=
n′∑
j1=0
n′∑
j2=0
· · ·
n′∑
jn=0
Ps:o
(
C
∣∣∣∣ n⋂
k=1
Ak, jk ∩ C′
)
Ps:o
( n⋂
k=1
Ak, jk
∣∣∣ C′). (2)
One has
Ps:o
(
C
∣∣∣∣ n⋂
k=1
Ak, jk ∩ C′
)
= Ps:o
(
c1
∣∣∣∣ n⋂
k=2
ck ∩
n⋂
k=1
Ak, jk ∩ C′
)
Ps:o
( n⋂
k=2
ck
∣∣∣∣ n⋂
k=1
Ak, jk ∩ C′
)
=
n∏
ℓ=1
Ps:o
(
cℓ
∣∣∣∣ n⋂
k=ℓ+1
ck ∩
n⋂
k=1
Ak, jk ∩ C′
)
(3)
by iteration.
If jℓ , 0, since Mℓ is associated with M′jℓ only,
Ps:o
(
cℓ
∣∣∣∣ n⋂
k=ℓ+1
ck ∩
n⋂
k=1
Ak, jk ∩C′
)
= Ps:o(cℓ | Aℓ, jℓ ∩ c′jℓ ) = ξℓ, jℓ d2rℓ, (4)
where
ξℓ, jℓ ≡
exp
(
− 12 r
t
ℓ, jℓ · Γ
−1
ℓ, jℓ · rℓ, jℓ
)
2 π (detΓℓ, jℓ )1/2
,
rℓ, jℓ ≡ r
′jℓ − rℓ and the covariance matrix Γℓ, jℓ of rℓ, jℓ is computed as detailed in App. A. (Note that, in the several-to-one case
considered here, the computation of Ps:o(C | C′) is easier than that of Ps:o(C′ | C): because several Mℓ may be associated with the
2 For the sake of clarity, let us mention that we adopt the same decreasing order of precedence of operators as in Mathematica (Wolfram 1996):
× and /;∏; ∑; + and −.
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same M′k, the latter would require to calculate Ps:o(c′k |
⋂n
ℓ=1; jℓ=k [cℓ ∩ Aℓ, jℓ ]). This does not matter in the one-to-one case studied in
Sect. 4.)
If jℓ = 0, since Mℓ is not associated with any source in K′ and clustering is neglected,
Ps:o
(
cℓ
∣∣∣∣ n⋂
k=ℓ+1
ck ∩
n′⋂
k=1
c′k ∩
n⋂
k=1
Ak, jk
)
= Ps:o(cℓ | Aℓ, 0) = ξℓ, 0 d2rℓ, (5)
where ξℓ, 0 ≡ 1/S if we assume a uniform distribution of K-sources without counterpart as prior.
From Eqs. (3), (4) and (5), it follows that
Ps:o
(
C
∣∣∣∣ n⋂
k=1
Ak, jk ∩ C′
)
= λ
n∏
k=1
ξk, jk , (6)
where λ ≡
∏n
k=1 d2rk.
We now compute Ps:o(⋂nk=1 Ak, jk | C′). Without any other assumption, Ps:o(⋂nk=1 Ak, jk | C′) = Ps:o(⋂nk=1 Ak, jk ). Let m ≡ #{ jk > 0;
k ∈ ~1, n}. Since a given M′ℓ may be the counterpart of several Mk (i.e. the events (Ak, jk )k∈~1, n are independent whatever the values
of the indices jk),
Ps:o
( n⋂
k=1
Ak, jk
)
=
n∏
k=1
Ps:o(Ak, jk ).
As Ps:o(Ak,0) = 1 − f and Ps:o(Ak, jk ) = f /n′ for jk > 0,
Ps:o
( n⋂
k=1
Ak, jk
)
=
( f
n′
)m
(1 − f )n−m. (7)
Hence, from Eqs. (1), (2), (6) and (7),
Ps:o(C | C′) = λ
n′∑
j1=0
n′∑
j2=0
· · ·
n′∑
jn=0
( f
n′
)m
(1 − f )n−m
n∏
k=1
ξk, jk = λ Ls:o, (8)
where
Ls:o ≡
n′∑
j1=0
n′∑
j2=0
· · ·
n′∑
jn=0
n∏
k=1
ζk, jk =
n∏
k=1
n′∑
jk=0
ζk, jk (9)
is the likelihood to observe the K-sources at their positions if the positions of K′-sources are known, ζk, 0 ≡ (1 − f ) ξk, 0 and
ζk, jk ≡ f ξk, jk/n′ if jk > 0.
The computation of Ps:o(Ai, j ∩ C | C′) is similar to that of Ps:o(C | C′):
Ps:o(Ai, j ∩C | C′) = Ps:o
(
C ∩ Ai, j ∩
n′⊎
j1=0
· · ·
n′⊎
ji−1=0
n′⊎
ji+1=0
· · ·
n′⊎
jn=0
n⋂
k=1
k,i
Ak, jk
∣∣∣∣ C′) = Ps:o(C ∩ n
′⊎
j1=0
· · ·
n′⊎
ji−1=0
n′⊎
ji+1=0
· · ·
n′⊎
jn=0
n⋂
k=1
Ak, jk
∣∣∣∣ C′)
=
n′∑
j1=0
· · ·
n′∑
ji−1=0
n′∑
ji+1=0
· · ·
n′∑
jn=0
Ps:o
(
C
∣∣∣∣ n⋂
k=1
Ak, jk ∩ C′
)
Ps:o
( n⋂
k=1
Ak, jk
∣∣∣∣ C′), (10)
where we have put ji ≡ j.
Let m∗ ≡ #{ jk > 0; k ∈ ~1, n} (indices jk are those of Eq. (10)). As for Ps:o(C | C′),
Ps:o(Ai, j ∩C | C′) = λ
n′∑
j1=0
· · ·
n′∑
ji−1=0
n′∑
ji+1=0
· · ·
n′∑
jn=0
( f
n′
)m∗
(1 − f )n−m∗
n∏
k=1
ξk, jk = λ ζi, ji
n′∑
j1=0
· · ·
n′∑
ji−1=0
n′∑
ji+1=0
· · ·
n′∑
jn=0
n∏
k=1
k,i
ζk, jk
= λ ζi, j
n∏
k=1
k,i
n′∑
jk=0
ζk, jk . (11)
Finally, from Eqs. (1), (8), (9) and (11),
Ps:o(Ai, j | C ∩ C′) =
ζi, j
∏n
k=1
k,i
∑n′
jk=0 ζk, jk∏n
k=1
∑n′
jk=0 ζk, jk
=
ζi, j∑n′
k=0 ζi, k
(12)
=

f ξi, j
(1 − f ) n′/S + f ∑n′k=1 ξi, k if j > 0,
(1 − f ) n′/S
(1 − f ) n′/S + f ∑n′k=1 ξi, k if j = 0.
(13)
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The probability Ps:o(A0, j | C ∩C′) that M′j has no counterpart in K can be computed in this way:
Ps:o(A0, j ∩ C | C′) = Ps:o
(
C ∩ A0, j ∩
n′⊎
j1=0
n′⊎
j2=0
· · ·
n′⊎
jn=0
n⋂
k=1
Ak, jk
∣∣∣∣ C′) = Ps:o(C ∩ n
′⊎
j1=0j1, j
n′⊎
j2=0j2, j
· · ·
n′⊎
jn=0jn, j
n⋂
k=1
Ak, jk
∣∣∣∣ C′)
=
n′∑
j1=0
j1, j
n′∑
j2=0
j2, j
· · ·
n′∑
jn=0
jn, j
Ps:o
(
C ∩
n⋂
k=1
Ak, jk
∣∣∣∣ C′) = λ n
′∑
j1=0
j1, j
n′∑
j2=0
j2, j
· · ·
n′∑
jn=0
jn, j
n∏
k=1
ζk, jk = λ
n∏
k=1
n′∑
jk=0
jk, j
ζk, jk
and
Ps:o(A0, j | C ∩C′) =
Ps:o(A0, j ∩ C | C′)
Ps:o(C | C′) =
λ
∏n
k=1
∑n′
jk=0
jk, j
ζk, jk
λ
∏n
k=1
∑n′
jk=0 ζk, jk
=
n∏
k=1
∑n′
jk=0 ζk, jk − ζk, j∑n′
jk=0 ζk, jk
=
n∏
k=1
(
1 −
ζk, jk∑n′
jk=0 ζk, jk
)
=
n∏
k=1
(1 − Ps:o[Ak, j | C ∩C′]). (14)
3.2. Fraction of sources with a counterpart and other unknown parameters
3.2.1. Estimates
Besides f , the probabilities P(Ai, j | C ∩C′) may depend on other unknown parameters, e.g. σ˚ and ν˚ (cf. App. A). Let us write them
x1, x2, etc., and x ≡ (x1, x2, . . .). An estimate xˆ of x may be obtained by maximizing the likelihood L with respect to x (and with the
constraint ˆfs:o ∈ [0, 1]), or, equivalently, by finding the solution xˆ of
∂ ln L
∂x
= 0. (15)
For any parameter xp, as all the ζi, j are strictly positive and ln Ls:o =
∑n
i=1 ln
∑n′
k=0 ζi, k (Eq. (9)),
∂ ln Ls:o
∂xp
=
n∑
i=1
∂ ln
∑n′
k=0 ζi, k
∂xp
=
n∑
i=1
n′∑
j=0
∂ζi, j/∂xp∑n′
k=0 ζi, k
=
n∑
i=1
n′∑
j=0
∂ ln ζi, j
∂xp
ζi, j∑n′
k=0 ζi, k
=
n∑
i=1
n′∑
j=0
∂ ln ζi, j
∂xp
Ps:o(Ai, j | C ∩ C′). (16)
Let us consider in particular the case xp = f . Note that ∂ ln ζi, 0/∂ f = −1/(1 − f ) and ∂ ln ζi, j/∂ f = 1/ f for j > 0. Since∑n′
j=0 Ps:o(Ai, j | C ∩ C′) = 1,
n′∑
j=0
∂ ln ζi, j
∂xp
Ps:o(Ai, j | C ∩C′) = −Ps:o(Ai, 0 | C ∩ C
′)
1 − f +
n′∑
j=1
Ps:o(Ai, j | C ∩ C′)
f = −
Ps:o(Ai, 0 | C ∩ C′)
1 − f +
1 − Ps:o(Ai, 0 | C ∩C′)
f
=
(1 − f ) − Ps:o(Ai, 0 | C ∩ C′)
f (1 − f ) . (17)
Summing on i, we obtain
∂ ln Ls:o
∂ f =
n (1 − f ) −∑ni=1 Ps:o(Ai, 0 | C ∩C′)
f (1 − f ) . (18)
So, as expected, an estimate of the probability that a source in K has a counterpart in K′ is given by
ˆfs:o = 1 − 1
n
n∑
i=1
ˆPs:o(Ai, 0 | C ∩ C′), (19)
=
1
n
n∑
i=1
n′∑
j=1
ˆPs:o(Ai, j | C ∩ C′). (20)
Note that, since ∂2ζi, j/∂ f 2 = 0 for all (i, j) ∈ ~1, n × ~0, n′,
∂2 ln Ls:o
∂ f 2 = −
n∑
i=1
(∑n′
j=0 ∂ζi, j/∂ f∑n′
j=0 ζi, j
)2
< 0 (21)
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for all f , so ∂ ln Ls:o/∂ f has at most one zero in [0, 1]: ˆfs:o is unique.
One may also compute an estimate of the fraction f ′ of K′-sources with a counterpart from
ˆf ′s:o = 1 −
1
n′
n′∑
j=1
ˆPs:o(A0, j | C ∩ C′). (22)
One can easily check from Eqs. (20), (22) and (14) that ˆfs:o/n′ > ˆf ′s:o/n in the several-to-one case.
3.2.2. Uncertainties
It may be interesting to know the uncertainties on the unknown parameters. For large numbers of sources, the covariance matrix V
of xˆ is asymptotically given by
(
V−1
)
p, q
=
(
−
∂2 ln L
∂xp ∂xq
)
x=xˆ
(23)
(Kendall & Stuart 1979).
Let us write with a circumflex accent all the quantities calculated at x = xˆ. From
∂2 ln L
∂xp ∂xq
=
1
P(C | C′)
∂2P(C | C′)
∂xp ∂xq
−
1
P2(C | C′)
∂P(C | C′)
∂xp
∂P(C | C′)
∂xq
,
one obtains
ˆ∂2 ln L
ˆ∂xp ˆ∂xq
=
1
ˆP(C | C′)
ˆ∂2P(C | C′)
ˆ∂xp ˆ∂xq
. (24)
One has
∂2Ps:o(C | C′)
∂xp ∂xq
=
n∑
i=1
n′∑
j=0
∂2 ln ζi, j
∂xp ∂xq
Ps:o(Ai, j ∩C | C′) +
n∑
i=1
n′∑
j=0
∂ ln ζi, j
∂xp
∂Ps:o(Ai, j ∩ C | C′)
∂xq
. (25)
For any product of strictly positive functions gk of some variable y,
∂
∏n
k=1 gk
∂y
=
n∑
i=1
∂gi
∂y
n∏
k=1
k,i
gk =
n∑
i=1
∂ ln gi
∂y
n∏
k=1
gk, (26)
so, using Eq. (11),
∂Ps:o(Ai, j ∩C | C′)
∂xq
= λ
∂ζi, j
∂xq
n∏
k=1
k,i
n′∑
jk=0
ζk, jk + λ ζi, j
n∑
ℓ=1
ℓ,i
∂
∑n′
jℓ=0 ζℓ, jℓ
∂xq
n∏
k=1
k<{i, ℓ}
n′∑
jk=0
ζk, jk
= λ
∂ ln ζi, j
∂xq
ζi, j
n∏
k=1
k,i
n′∑
jk=0
ζk, jk + λ
ζi, j∑n′
ji=0 ζi, ji
n∑
ℓ=1
ℓ,i
n′∑
jℓ=0
∂ ln ζℓ, jℓ
∂xq
ζℓ, jℓ
n∏
k=1
k,ℓ
n′∑
jk=0
ζk, jk
=
∂ ln ζi, j
∂xq
Ps:o(Ai, j ∩C | C′) + Ps:o(Ai, j | C ∩ C′)
n∑
ℓ=1
ℓ,i
n′∑
jℓ=0
∂ ln ζℓ, jℓ
∂xq
Ps:o(Aℓ, jℓ ∩ C | C′). (27)
For x = xˆ,
n∑
ℓ=1
ℓ,i
n′∑
jℓ=0
ˆ∂ ln ζℓ, jℓ
ˆ∂xq
ˆPs:o(Aℓ, jℓ ∩ C | C′) =
n∑
ℓ=1
n′∑
jℓ=0
ˆ∂ ln ζℓ, jℓ
ˆ∂xq
ˆPs:o(Aℓ, jℓ ∩ C | C′) −
n′∑
ji=0
ˆ∂ ln ζi, ji
ˆ∂xq
ˆPs:o(Ai, ji ∩ C | C′)
= −
n′∑
ji=0
ˆ∂ ln ζi, ji
ˆ∂xq
ˆPs:o(Ai, ji ∩ C | C′) (28)
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since the first term on the right-hand side of the first line is zero from Eq. (16). Finally, combining Eqs. (25), (27), (28) and dividing
by ˆPs:o(C | C′), we obtain
ˆ∂2 ln Ls:o
ˆ∂xp ˆ∂xq
=
n∑
i=1
n′∑
j=0
(
ˆ∂2 ln ζi, j
ˆ∂xp ˆ∂xq
+
ˆ∂ ln ζi, j
ˆ∂xp
ˆ∂ ln ζi, j
ˆ∂xq
)
ˆPs:o(Ai, j | C ∩ C′)
−
n∑
i=1
( n′∑
j=0
ˆ∂ ln ζi, j
ˆ∂xp
ˆPs:o[Ai, j | C ∩ C′]
) n′∑
j=0
ˆ∂ ln ζi, j
ˆ∂xq
ˆPs:o(Ai, j | C ∩ C′). (29)
In particular, for xp = xq = f , ∂2 ln ζi, j/∂ f 2 + (∂ ln ζi, j/∂ f )2 = 0, whether j = 0 or not. From Eqs. (17) and (19),
ˆ∂2 ln Ls:o
ˆ∂ f 2 = −
n∑
i=1
(
1
ˆfs:o
−
ˆPs:o[Ai, 0 | C ∩C′]
ˆfs:o (1 − ˆfs:o)
)2
=
n
ˆf 2s:o
−
∑n
i=1
ˆP2s:o(Ai, 0 | C ∩ C′)
ˆf 2s:o (1 − ˆfs:o)2
. (30)
3.3. Probability of association: local computation
In the several-to-one case, a purely local computation of the probability of association between a given Mi and some M′j ( j > 0), or
of the probability that Mi has no counterpart in K′, is also possible.
Let us consider a region Di of area Si containing the position of Mi, and such that we can safely hypothesize that the K′-
counterpart of Mi, if any, will be inside. We assume that the local surface density ρ′i of K′-sources unrelated to Mi is uniform on Di.
To avoid biasing the estimate if Mi has a counterpart, ρ′i may be computed from the number of K′-sources in a region surrounding,
but not overlapping, Di.
Besides the Ai, j, we consider the following events:
– N′i : Di contains n′i sources;
– C′i ≡
⋂
j∈Ii c
′j, where Ii ≡ { j | M′j ∈ Di}.
We want to compute the probability that a source M′j in Di is the counterpart of Mi, given the positions of the neighbors, i.e.
Ploc(Ai, j | C′i ∩ N′i ). We have
Ploc(Ai, j | C′i ∩ N′i ) =
Ploc(Ai, j ∩ C′i ∩ N′i )
Ploc(C′i ∩ N′i )
=
Ploc(C′i ∩ Ai, j ∩ N′i )
Ploc(C′i ∩
⊎
k∈Ii∪{0} Ai, k ∩ N′i )
=
Ploc(C′i ∩ Ai, j ∩ N′i )∑
k∈Ii∪{0} Ploc(C′i ∩ Ai, k ∩ N′i )
=
Ploc(C′i | Ai, j ∩ N′i ) Ploc(Ai, j ∩ N′i )∑
k∈Ii∪{0} Ploc(C′i | Ai, k ∩ N′i ) Ploc(Ai, k ∩ N′i )
=
Ploc(C′i | Ai, j ∩ N′i ) Ploc(Ai, j | N′i )∑
k∈Ii∪{0} Ploc(C′i | Ai, k ∩ N′i ) Ploc(Ai, k | N′i )
.
If j > 0, Ploc(Ai, j | N′i ) = Ploc(
⋃
k∈Ii Ai, k | N
′
i )/n′i (one sees here why the event N′i was defined: otherwise, Ploc(Ai, j) could not be
computed as Ploc(⋃k∈Ii Ai, k)/n′i because n′i would be undefined). Now,
Ploc
(⋃
k∈Ii
Ai, k | N′i
)
=
Ploc(N′i ∩
⋃
k∈Ii Ai, k)
Ploc(N′i )
=
Ploc(N′i |
⋃
k∈Ii Ai, k) Ploc(
⋃
k∈Ii Ai, k)
Ploc(N′i | Ai, 0) Ploc(Ai, 0) + Ploc(N′i |
⋃
k∈Ii Ai, k) Ploc(
⋃
k∈Ii Ai, k)
.
If clustering is negligible, the number of sources randomly distributed with a mean surface density ρ′i in an area Si follows a
Poissonian distribution, so
Ploc
(
N′i |
⋃
k∈Ii
Ai, k
)
=
(ρ′i Si)n
′
i−1 exp(−ρ′i Si)
(n′i − 1)!
(n′i − 1 random sources in Si)
and
Ploc(N′i | Ai, 0) =
(ρ′i Si)n
′
i exp(−ρ′i Si)
n′i!
(n′i random sources in Si).
Thus,
Ploc(Ai, j | N′i ) =

f
n′i f + (1 − f ) ρ′i Si
if j > 0,
(1 − f ) ρ′i Si
n′i f + (1 − f ) ρ′i Si
if j = 0.
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For j > 0,
Ploc(C′i | Ai, j ∩ N′i ) = ξi, j d2r′j
∏
k∈Ii
k, j
d2r′k
Si
(rigorously, ξi, j should be replaced by ξi, j/Ploc(M′j ∈ Di | Ai, j), but Ploc(M′j < Di | Ai, j) is negligible), and
Ploc(C′i | Ai, 0 ∩ N′i ) =
∏
k∈Ii
d2r′k
Si
.
Finally,
Ploc(Ai, j | C′i ∩ N′i ) =

f lri, j
(1 − f ) + f ∑k∈Ii lri, k if j > 0,
(1 − f )
(1 − f ) + f ∑k∈Ii lri, k if j = 0,
(31)
where lri, k ≡ ξi, k/ρ′i is the “likelihood ratio”. Mutatis mutandis, one obtains the same result as Eq. (14) of Pineau et al. (2011)
and aforementioned authors. When extended to the all sky (i.e. Si → S ), ρ′i is replaced by n′/S in Eq. (31),
∑
k∈Ii by
∑n′
k=1 and one
recovers Eq. (13).
The index ˇi of the most likely counterpart M′ˇi of Mi is the value of j > 0 maximizing lri, j. Usually,
∑n′i
k=1; k, ˇi lri, k ≪ lri, ˇi , so
Ps:o(Ai, ˇi | C ∩C′) ≈
f lri, ˇi
(1 − f ) + f lri, ˇi
.
As a “poor man’s” recipe, if the value of f is unknown and not too close to either 0 or 1, an association may be considered as true if
lri, ˇi ≫ 1 and as false if lri, ˇi ≪ 1. Where to set the boundary between true associations and false ones is somewhat arbitrary. For
a large sample, however, f can be determined from the distribution of the positions of all the sources, as shown in Sect. 3.2.
4. One-to-one associations
In Sect. 3, a given M′j may be associated with several Mi: the probabilities are actually asymmetric in Mi and M′j and, while∑n′
j=0 Ps:o(Ai, j | C ∩ C′) = 1 for all Mi, one may well have
∑n
i=1 Ps:o(Ai, j | C ∩ C′) > 1 for some sources M′j.
Here, we assume not only that each K-source is associated with at most one K′-source, but that each K′-source is associated
with at most one K-source. We call this the “one-to-one” case and note Po:o the probabilities calculated under this assumption. As
far as we know and despite some attempt by Rutledge et al. (2000), this problem has not been solved previously.
Since a K′-potential counterpart of Mi within some neighborhood Di of Mi might in fact be the true counterpart of another
source Mk outside of Di, there is no obvious way to extend the exact local several-to-one computation of Sect. 3.3 to the one-to-one
case. We therefore have to consider either the whole sky, as in Sect. 3.1, or at least some large enough region around both Mi and
M′j to neglect side effects.
In the case of one-to-one associations, a source of K and a source of K′ play symmetrical roles; in particular, Po:o(Ai, j) = f /n′ =
f ′/n. However, for practical reasons (cf. Eq. (36)), we name K the catalog with the fewer objects and K′ the other one, so n 6 n′ in
the following.
4.1. Probability of association
We want to compute Po:o(Ai, j | C ∩ C′) for i > 0. We still have
Po:o(Ai, j | C ∩ C′) =
Po:o(Ai, j ∩ C | C′)
Po:o(C | C′) (32)
and
Po:o(C | C′) = Po:o
(
C ∩
n′⋃
j1=0
n′⋃
j2=0
· · ·
n′⋃
jn=0
n⋂
k=1
Ak, jk
∣∣∣∣ C′).
As Ai, j ∩ Ak, ℓ = ∅ if i , k and j = ℓ > 0, this reduces to
Po:o(C | C′) = Po:o
(
C ∩
n′⊎
j1=0
j1<J0
n′⊎
j2=0
j2<J1
· · ·
n′⊎
jn=0
jn<Jn−1
n⋂
k=1
Ak, jk
∣∣∣∣ C′),
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where J0 ≡ ∅ and Jk is defined iteratively for all k ∈ ~1, n by Jk ≡ (Jk−1 ∪ { jk}) \ {0}. Hence,
Po:o(C | C′) =
n′∑
j1=0
j1<J0
n′∑
j2=0
j2<J1
· · ·
n′∑
jn=0
jn<Jn−1
Po:o
(
C ∩
n⋂
k=1
Ak, jk
∣∣∣∣ C′)
=
n′∑
j1=0
j1<J0
n′∑
j2=0
j2<J1
· · ·
n′∑
jn=0
jn<Jn−1
Po:o
(
C
∣∣∣∣ n⋂
k=1
Ak, jk ∩ C′
)
Po:o
( n⋂
k=1
Ak, jk
∣∣∣∣ C′). (33)
As in the several-to-one case,
Po:o
(
C
∣∣∣∣ n⋂
k=1
Ak, jk ∩C′
)
= λ
n∏
k=1
ξk, jk . (34)
We now have to compute Po:o(⋂nk=1 Ak, jk | C′) = Po:o(⋂nk=1 Ak, jk ). Let m ≡ #Jn and X be a random variable describing the number
of associations between K and K′:
Po:o
( n⋂
k=1
Ak, jk
)
= Po:o
( n⋂
k=1
Ak, jk
∣∣∣∣ X = m) Po:o(X = m) + Po:o( n⋂
k=1
Ak, jk
∣∣∣∣ X , m) Po:o(X , m).
Since Po:o(⋂nk=1 Ak, jk | X , m) = 0, one just has to compute Po:o(⋂nk=1 Ak, jk | X = m) and Po:o(X = m).
There are n!/(m! [n − m]!) choices of m elements among n in K, and n′!/(m! [n′ − m]!) of m elements among n′ in K′. The
number of permutations of m elements is m!, so the total number of one-to-one associations of m elements from K to m elements of
K′ is
m! n!
m! (n − m)!
n′!
m! (n′ − m)! .
The inverse of this number is
Po:o
( n⋂
k=1
Ak, jk
∣∣∣∣ X = m) = m! (n − m)! (n′ − m)!
n! n′!
. (35)
With our definition of K and K′, n 6 n′, so all the elements of K may have a counterpart in K′ jointly. Therefore, Po:o(X = m) is
given by the binomial law:
Po:o(X = m) = n!
m! (n − m)! f
m (1 − f )n−m. (36)
From Eqs. (33), (34), (35) and (36), we obtain
Po:o(C | C′) = λ
n′∑
j1=0
j1<J0
n′∑
j2=0
j2<J1
· · ·
n′∑
jn=0
jn<Jn−1
(n′ − m)!
n′!
f m (1 − f )n−m
n∏
k=1
ξk, jk
= λ Lo:o, (37)
where
Lo:o ≡
n′∑
j1=0j1<J0
n′∑
j2=0j2<J1
· · ·
n′∑
jn=0jn<Jn−1
n∏
k=1
ηk, jk , (38)
ηk, 0 ≡ ζk, 0 and ηk, jk ≡ f ξk, jk/(n′ − #Jk−1) if jk > 0.
Po:o(Ai, j ∩ C | C′) is computed in the same way as Po:o(C | C′):
Po:o(Ai, j ∩ C | C′) = Po:o
(
C ∩ Ai, j ∩
n′⊎
j1=0
j1<J∗0
· · ·
n′⊎
ji−1=0
ji−1<J∗i−2
n′⊎
ji+1=0
ji+1<J∗i
· · ·
n′⊎
jn=0
jn<J∗n−1
n⋂
k=1
k,i
Ak, jk
∣∣∣∣ C′)
= Po:o
(
C ∩
n′⊎
j1=0
j1<J∗0
· · ·
n′⊎
ji−1=0
ji−1<J∗i−2
n′⊎
ji+1=0
ji+1<J∗i
· · ·
n′⊎
jn=0
jn<J∗n−1
n⋂
k=1
Ak, jk
∣∣∣∣ C′),
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where ji ≡ j, J∗0 ≡ { j} \ {0} and J∗k ≡ (J∗k−1 ∪ { jk}) \ {0} for all k ∈ ~1, n, so
Po:o(Ai, j ∩ C | C′) =
n′∑
j1=0
j1<J∗0
· · ·
n′∑
ji−1=0
ji−1<J∗i−2
n′∑
ji+1=0
ji+1<J∗i
· · ·
n′∑
jn=0
jn<J∗n−1
Po:o
(
C
∣∣∣∣ n⋂
k=1
Ak, jk ∩ C′
)
Po:o
( n⋂
k=1
Ak, jk
∣∣∣∣ C′).
Let m∗ ≡ #J∗n. As for Po:o(C | C′),
Po:o(Ai, j ∩ C | C′) = λ
n′∑
j1=0
j1<J∗0
· · ·
n′∑
ji−1=0
ji−1<J∗i−2
n′∑
ji+1=0
ji+1<J∗i
· · ·
n′∑
jn=0
jn<J∗n−1
(n′ − m∗)!
n′!
f m∗ (1 − f )n−m∗
n∏
k=1
ξk, jk
= λ η∗i, j
n′∑
j1=0
j1<J∗0
· · ·
n′∑
ji−1=0
ji−1<J∗i−2
n′∑
ji+1=0
ji+1<J∗i
· · ·
n′∑
jn=0
jn<J∗n−1
n∏
k=1
k,i
η∗k, jk , (39)
where η∗k, jk ≡ f ξk, jk/(n′ − #J∗k−1) if k , i and jk > 0, and η∗k, jk = ζk, jk otherwise.
Finally, from Eqs. (32), (37), (38) and (39),
Po:o(Ai, j | C ∩ C′) =
ζi, j
∑n′
j1=0
j1<J∗0
· · ·
∑n′
ji−1=0
ji−1<J∗i−2
∑n′
ji+1=0
ji+1<J∗i
· · ·
∑n′
jn=0
jn<J∗n−1
∏n
k=1
k,i
η∗k, jk∑n′
j1=0j1<J0
∑n′
j2=0j2<J1
· · ·
∑n′
jn=0jn<Jn−1
∏n
k=1 ηk, jk
. (40)
The probability that a source M′j has no counterpart in K is simply given by
Po:o(A0, j | C ∩ C′) = 1 −
n∑
k=1
Po:o(Ak, j | C ∩ C′).
4.2. Fraction of sources with a counterpart and other unknown parameters
4.2.1. Estimates
As in the several-to-one case, an estimate xˆo:o of the set x of unknown parameters may be obtained by solving Eq. (15) (with the
constraint ˆfo:o ∈ [0, n/n′]). As the number of terms in Lo:o grows exponentially with n and n′, Eq. (38) seems useless for this purpose.
Fortunately, the computation of Lo:o is not necessary if the probabilities Po:o(Ai, j | C ∩ C′) are known (we will see in Sect. 5.2 how
to approximate these).
Indeed, for any parameter xp, let us show that we get the same result (Eq. (16)) as in the several-to-one case. Using Eq. (26), we
obtain
∂Po:o(C | C′)
∂xp
= λ
n′∑
j1=0
j1<J0
n′∑
j2=0
j2<J1
· · ·
n′∑
jn=0
jn<Jn−1
n∑
i=1
∂ ln ηi, ji
∂xp
n∏
k=1
ηk, jk . (41)
The expression of Po:o(Ai, j ∩ C | C′) may also be written
Po:o(Ai, j ∩C | C′) = λ
n′∑
j1=0
j1<J0
n′∑
j2=0
j2<J1
· · ·
n′∑
jn=0
jn<Jn−1
1( ji = j)
n∏
k=1
ηk, jk ,
where 1 is the indicator function (i.e. 1( ji = j) = 1 if proposition “ ji = j” is true and 1( ji = j) = 0 otherwise), so
n∑
i=1
n′∑
j=0
∂ ln ζi, j
∂xp
Po:o(Ai, j ∩ C | C′) = λ
n∑
i=1
n′∑
j1=0
j1<J0
n′∑
j2=0
j2<J1
· · ·
n′∑
jn=0
jn<Jn−1
n′∑
j=0
1( ji = j)
∂ ln ζi, j
∂xp
n∏
k=1
ηk, jk
= λ
n∑
i=1
n′∑
j1=0
j1<J0
n′∑
j2=0
j2<J1
· · ·
n′∑
jn=0
jn<Jn−1
∂ ln ζi, ji
∂xp
n∏
k=1
ηk, jk . (42)
If ji = 0, ηi, ji = ζi, ji ; and if ji > 0, the numerators of ηi, ji and ζi, ji are the same and their denominators do not depend on xp: in all
cases, ∂ ln ηi, ji/∂xp = ∂ ln ζi, ji/∂xp. The right-hand sides of Eqs. (41) and (42) are therefore identical. Dividing their left-hand sides
by Po:o(C | C′), one obtains again
∂ ln Lo:o
∂xp
=
n∑
i=1
n′∑
j=0
∂ ln ζi, j
∂xp
Po:o(Ai, j | C ∩ C′). (43)
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For xp = f , one still has ∂ ln ζi, 0/∂ f = −1/(1 − f ) and ∂ ln ζi, j/∂ f = 1/ f if j > 0, so, as in the several-to-one case,
∂ ln Lo:o
∂ f =
n (1 − f ) −∑ni=1 Po:o(Ai, 0 | C ∩ C′)
f (1 − f ) . (44)
4.2.2. Uncertainties
Regarding uncertainties on the xp, Eqs. (23), (24) and (25) are valid in the one-to-one case too, so, from Eq. (43),
ˆ∂2 ln Lo:o
ˆ∂xp ˆ∂xq
=
n∑
i=1
n′∑
j=0
ˆ∂2 ln ζi, j
ˆ∂xp ˆ∂xq
ˆPo:o(Ai, j | C ∩ C′) +
n∑
i=1
n′∑
j=0
ˆ∂ ln ζi, j
ˆ∂xp
ˆ∂Po:o(Ai, j | C ∩ C′)
ˆ∂xq
.
Contrary to the several-to-one case, no simple exact analytic expression of the terms ˆ∂Po:o(Ai, j | C ∩ C′)/ ˆ∂xq could be obtained.
These derivatives may be computed numerically using finite differences; however, unless the fraction of sources having several
likely counterparts is high, Eqs. (29) and (30) should provide a more convenient approximation of the covariance matrix of xˆo:o.
5. Practical implementation
5.1. Several-to-one case
5.1.1. Neighbors only!
In the several-to-one case, the computation of the probability of association Ps:o(Ai, j | C ∩ C′) between Mi and M′j from Eq. (12) is
without problem if f and the positional uncertainties are known. However, the number of calculations for the whole sample or for
the determination of xˆ is of the order of n n′2.
As ζi, k rapidly tends to 0 when the angular distance ri, k between Mi and M′k increases, there is no need to sum from k = 1 to n′
in Eq. (12), nor to compute explicitly all the Ps:o(Ai, j | C ∩ C′). If R is some angular distance above which ξi, k ≪ n′/S , one may set
ξi, k to 0 (and Ps:o(Ai, k) too) if ri, k > R and replace the sums∑n′k=1 by ∑n′k=1; ri, k6R.
In fact, for most Mi, one does not even need to test whether ri, k 6 R for each M′k ∈ K′. Let us write Ei the domain of right
ascensions α′ out of which no point M′ of declination δ′ closer than R to Mi may be found. The angular distance ψ between M′ and
Mi is given (cf. Eq. (A.1)) by
cosψ = cos(α′ − αi) cos δi cos δ′ + sin δi sin δ′.
If δi ∈ [−π/2+R, π/2−R], the minimum of cos(α′ −αi) under the constraint cosψ > cos R is reached when sin δ′ = sin δi/cos R
and
cos(α′ − αi) =
√
cos2 R − sin2 δi
cos δi
.
Let ∆i ≡ arccos
(√
cos2 R − sin2 δi/cos δi
)
. The domain Ei is given by
Ei =

[0, αi + ∆i − 2 π] ∪ [αi − ∆i, 2 π] if αi + ∆i > 2 π,
[0, αi + ∆i] ∪ [αi − ∆i + 2 π, 2 π] if αi − ∆i < 0,
[αi − ∆i, αi + ∆i] otherwise.
If δi ∈ [−π/2,−π/2 + R] ∪ [π/2 − R, π/2], one has Ei = [0, 2 π].
For a catalog K′ ordered by increasing right ascension (if not, this is the first thing to do), one may easily find the subset of
indices k for which α′k ∈ Ei. For instance, if Ei = [αi −∆i, αi +∆i], one just has to find by dichotomy the indices k− and k+ such that
α′k−−1 < αi − ∆i 6 α
′
k− and α′k+ 6 αi + ∆i < α′k++1. The sums
∑n′
k=1; ri, k6R may then be replaced by
∑k+
k=k−; ri, k6R.
In all cases, the sum may be further restricted to sources with a declination δ′k ∈ [δi − R, δi + R] ∩ [−π/2, π/2].
5.1.2. Fraction of sources with a counterpart
All the probabilities depend on f and, possibly, other unknown parameters like σ˚ and ν˚. These parameters may be found by solving
Eq. (15) using Eq. (16).
If the fraction of sources with a counterpart is the only unknown, the ξi, j need to be computed only once and f may be easily
determined from Eq. (19). Denote g the function
g : [0, 1] → R,
f 7→ 1 − 1
n
n∑
i=1
Ps:o(Ai,0 | C ∩ C′).
Let us show that, for any f0 ∈ ]0, 1[, the sequence ( fk)k∈N defined by fk+1 ≡ g( fk) tends to ˆf .
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First, note that
g( f ) = f + f (1 − f )
n
∂ ln Ls:o
∂ f .
The only fixed points of g are hence 0, 1 and ˆf . As ∂2 ln Ls:o/∂ f 2 < 0 (Eq. (21)), one has ∂ ln Ls:o/∂ f > 0 and thus g( f ) > f for
f ∈ [0, ˆf ]; similarly, ∂ ln Ls:o/∂ f 6 0 and g( f ) 6 f for f ∈ [ ˆf , 1]. Because
dg
d f =
1
n n′
n∑
i=1
ξi, 0
∑n′
k=1 ξi, k
(∑n′k=0 ζi, k)2 > 0,
g is also an increasing function.
Let us consider the case f0 ∈ [0, ˆf ]. If fk 6 ˆf , g( fk) > fk and g( fk) 6 g( ˆf ) = ˆf . As g( fk) = fk+1, ( fk)k∈N is an increasing sequence
bounded from above by ˆf : it converges therefore in [ f0, ˆf ]. Because g is continuous and ˆf is the only fixed point in this interval,
( fk)k∈N tends to ˆf .
Similarly, if f0 ∈ [ ˆf , 1], ( fk)k∈N is a decreasing sequence converging to ˆf .
5.2. One-to-one case
All what was said for the several-to-one case still holds in the one-to-one case. Incidentally, as the former is computationally much
simpler than the latter, it is a good idea to compute first xˆs:o and the probabilities ˆPs:o(Ai, j | C ∩ C′): as ˆfs:o/n′ > ˆf ′s:o/n and
ˆfo:o/n′ = ˆf ′o:o/n, the several-to-one assumption is probably correct if ˆfs:o/n′ ≫ ˆf ′s:o/n; and if not, one may first test the one-to-several
(subscript “o:s” hereafter) assumption, i.e. reverse the roles of K and K′ in all the formulae of Sect. 3, and adopt it if ˆfo:s/n′ ≪ ˆf ′o:s/n.
Ideally, one would compare the likelihood of each assumption and adopt the most likely one. While ˆLs:o and ˆLo:s are easily
computed, no convenient expression was found for ˆLo:o. However, if ln ˆLs:o and ln ˆLo:s are of the same order, this provides some hint
that the one-to-one case (or maybe the several-to-several one!) should be considered. Even then, xˆs:o will still be a good starting
point to find xˆo:o and there will be no need to compute ˆPo:o(Ai, j | C∩C′) for all couples (i, j) such that ˆPs:o(Ai, j | C∩C′) ≈ ˆPo:s(Ai, j |
C ∩C′) ≈ 1.
The results of Sect. 4.2 are given in terms of Po:o(Ai, j | C ∩ C′). The only difficulty is to estimate this probability from Eq. (40).
Because of the combinatorial explosion of the number of terms, an exact computation is hopeless. An approximate value might
however be obtained in the following way.
For any Mi, let φ be a permutation on K ordering the elements Mφ(1), Mφ(2), . . . , Mφ(n) by increasing angular distance to Mi. For
j = 0 or M′j in the neighborhood of Mi, and for any ℓ ∈ ~1, n, define
Pℓ(Ai, j | C ∩ C′) ≡
ζi, j
∑n′
j2=0
j2<Jφ, ∗1
· · ·
∑n′
jℓ=0
jℓ<Jφ,∗ℓ−1
∏ℓ
k=2 η
φ, ∗
k, jk
∑n′
j1=0
j1<Jφ0
∑n′
j2=0
j2<Jφ1
· · ·
∑n′
jℓ=0
jℓ<Jφℓ−1
∏ℓ
k=1 η
φ
k, jk
, (45)
where Jφ, ∗1 ≡ { j} \ {0}, Jφ, ∗k ≡ (Jφ, ∗k−1 ∪ { jk}) \ {0} for all k ∈ ~2, n, Jφk ≡ Jk for all k,
η
φ
k, jk ≡
f ξφ(k), jk
n′ − #Jφk−1
and ηφ, ∗k, jk ≡
f ξφ(k), jk
n′ − #Jφ, ∗k−1
if jk > 0,
and ηφk, 0 ≡ η
φ, ∗
k, 0 ≡ ζφ(k), 0.
As φ(1) = i, P1(Ai, j | C ∩C′) = Ps:o(Ai, j | C ∩C′) (cf. Eq. (12)): at first order, we obtain the same result as in the several-to-one
case. Since the influence of other K-sources on the result decreases very fast with their angular distance to Mi and M′j if Mi and M′j
are close to each other, Pℓ(Ai, j | C∩C′) should rapidly converge to Pn(Ai, j | C∩C′) = Po:o(Ai, j | C∩C′), even for small values of ℓ.
Because of the recursive sums in Eq. (45), the computation must in practice be further restricted to sources M′k in the neighbor-
hood of Mi and M′j, as explained in Sect. 5.1.1.
Appendix A: Covariance matrix
Let us first remind a few standard results. The probability that a q-dimensional normally distributed random vector W of mean µ
falls in some domain Ω is
P(W ∈ Ω) =
∫
w∈Ω
exp
(
− 12 [w − µ]tB · Γ−1B · [w − µ]B
)
(2 π)q/2 (detΓB)1/2 d
qwB,
where B ≡ (u1, . . . , uq) is a basis, wB ≡ (w1, . . . ,wq)t is the column vector in B of w = ∑qi=1 wi ui, dqwB ≡ dw1 × · · · × dwq and ΓB is
the covariance matrix of W in B. We note this WB ∼ Gq(µB, ΓB).
In another basis B′ ≡ (u′1, . . . , u′q), one has wB = TB→B′ · wB′ , where TB→B′ is the transformation matrix from B to B′ (i.e.
u′j =
∑q
i=1(TB→B′)i, j ui). Since dqwB = |det TB→B′ | dqwB′ and
(w − µ)tB · Γ−1B · (w − µ)B = (w − µ)tB′ ·
(
T−1B→B′ · ΓB · [T−1B→B′]t
)−1
· (w − µ)B′ ,
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one still obtains
P(W ∈ Ω) =
∫
w∈Ω
exp
(
− 12 [w − µ]tB′ · Γ−1B′ · [w − µ]B′
)
(2 π)q/2 (detΓB′)1/2
dqwB′ ,
where ΓB′ = T−1B→B′ · ΓB · (T−1B→B′)t is the covariance matrix of W in B′. In the following, B and B′ are orthonormal bases, so TB→B′ is
a rotation matrix. From T tB→B′ = T−1B→B′, one gets ΓB′ = T tB→B′ · ΓB · TB→B′.
In a common basis, for independent random vectors W1 ∼ Gq(µ1, Γ1) and W2 ∼ Gq(µ2, Γ2), we have
W1 ±W2 ∼ Gq(µ1 ± µ2, Γ1 + Γ2).
We now use these results to obtain the covariance matrix of vector ri, j ≡ r′j − ri, where ri and r′j are, respectively, the observed
positions of source Mi of K and of its counterpart M′j in K′. We note r0i and r′0j their true positions. One has
ri, j = (r′j − r′0j ) + (r′0j − r0i ) + (r0i − ri).
We drop the subscript and the “prime” symbol in the following whenever an expression depends on either Mi or M′j only.
Let (ux, uy, uz) be a direct orthonormal basis, with uz oriented from the Earth’s center O to the North Celestial Pole and ux from
O to the Vernal Point. At a point M of right ascension α and declination δ, a direct orthonormal basis (ur, uα, uδ) is defined by
ur ≡
OM
‖OM‖ = cos δ cosαux + cos δ sinαuy + sin δ uz,
uα ≡
∂ur/∂α
‖∂ur/∂α‖
= − sinαux + cosαuy,
uδ ≡
∂ur/∂δ
‖∂ur/∂δ‖
= − sin δ cosαux − sin δ sinαuy + cos δ uz.
The uncertainty ellipse on the position of M is characterized by the lengths a and b of the semi-major and semi-minor axes, and
by the position angle β between the North and the semi-major axis. Let ua and ub be unit vectors directed respectively along the
major and the minor axes, and such that (ur, ua, ub) is a direct orthonormal basis and β ≡ ( ̂uδ, ua) is in [0, π] when counted eastward.
In the plane oriented by +ur,
T(ua,ub)→(uα ,uδ) =
(
sin β cos β
− cos β sin β
)
≡ Rot(β),
since (uα, uδ) is obtained from (ua, ub) by a (β − π/2)-counterclockwise rotation. As3
Γ(ua, ub) =
(
a2 0
0 b2
)
≡ Diag
(
a2, b2),
one has Γ(uα ,uδ) = Rott(β) · Diag
(
a2, b2) · Rot(β).
As noticed by Pineau et al. (2011), for sources close to the Poles, (uαi , uδi ) 0 (uα′j , uδ′j ), so one needs to define a common basis.
We use the same basis as them, noted (t, n) below. While the results we get are intrinsically the same, some people may find our
expressions more convenient.
Denote ψ ≡ ( ̂uri , ur′j) ∈ [0, π] the angular distance between Mi and M′j, and n ≡ uri × ur′j/‖uri × ur′j‖ a unit vector perpendicular
to the plane (O, Mi, M′j). One has uri · ur′j = cosψ, so
ψ = arccos(cos δi cos δ′j cos[α′j − αi] + sin δi sin δ′j), (A.1)
and ‖uri × ur′j‖ = sinψ.
Let γi ≡ (n̂, uδi ) and γ′j ≡ (n̂, uδ′j ) be angles oriented clockwise around +uri and +ur′j , respectively. Angle γi is fully determined
by following expressions:
cos γi = n · uδi =
1
sinψ
(uri × ur′j ) · uδi =
1
sinψ
(uδi × uri) · ur′j =
1
sinψ
uαi · ur′j
=
cos δ′j sin(α′j − αi)
sinψ
;
sin γi = −n · uαi = −
1
sinψ
(uri × ur′j) · uαi = −
1
sinψ
(uαi × uri) · ur′j =
1
sinψ
uδi · ur′j
=
cos δi sin δ′j − sin δi cos δ′j cos(α′j − αi)
sinψ
.
3 We seize this opportunity to correct equations (A.8) to (A.11) of Pineau et al. (2011): a and b should be replaced by their squares in these
formulae.
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Similarly,
cosγ′j =
cos δi sin(α′j − αi)
sinψ
and sin γ′j =
cos δi sin δ′j cos(α′j − αi) − sin δi cos δ′j
sinψ
.
Note that determining γi and γ′j themselves might slow down the computations: for instance, only the sines and cosines of βi and γi
are of interest in the matrices Rot(βi + γi) used hereafter, as is obvious from the expansion of sin(βi + γi) and cos(βi + γi). The same
holds for Rot(β′j + γ′j) and other matrices.
Let t ≡ n × uri : t is a unit vector tangent in Mi to the minor arc of great circle going from Mi to M′j. Project the sphere on
the plane (Mi, t, n) tangent to the sphere in Mi (which specific projection does not matter since we consider only K′-sources in the
neighborhood of Mi): one has ri, j ≈ ψ t, and the basis (t, n) is obtained from (ua, ub) by a (β + γ − π/2)-counterclockwise rotation
around +ur, so, in (t, n),
Γi = Rott(βi + γi) · Diag(a2i , b2i ) · Rot(βi + γi) and Γ′j = Rott(β′j + γ′j) · Diag(a′2j , b′2j ) · Rot(β′j + γ′j).
As ri ∼ G2(0, Γi) and r′j ∼ G2(0, Γ′j), one has ri, j ∼ G2(0, Γi, j) if the true positions are identical, where Γi, j ≡ Γi + Γ′j.
If the positional uncertainty on Mi is unknown, one may assume that Γi = σ2 Diag(1, 1), with the same σ for all K-sources, and
derive σ˚ ≡ σ by maximizing the likelihood to observe the distribution of K-sources given that of K′-sources (see Sects. 3.2 and 4.2).
For a galaxy, however, the positional uncertainty on its center is likely to increase with its size. If the position angle θi (counted
eastward from the North) and the major and minor diameters Di and di of the best-fitting ellipse of some isophote are known for
Mi (for instance, parameters pa, D25 and d25 ≡ D25/R25 taken from the rc3 catalog (de Vaucouleurs et al. 1991) or HyperLeda
(Paturel et al. 2003)), one may model Γi as
Γi = Rott(γi + θi) · Diag(σ2 + [ν Di]2, σ2 + [ν di]2) · Rot(γi + θi) = σ2 Diag(1, 1) + ν2 Rott(γi + θi) · Diag(D2i , d2i ) · Rot(γi + θi),
and derive both σ˚ ≡ σ and ν˚ ≡ ν from the maximum likelihood. Such a technique might indeed be used to estimate the accuracy of
coordinates in some catalog (see Paturel & Petit (1999) for another method).
If the positional uncertainty on M′j is also unknown, one can put
Γ′j = σ
′2 Diag(1, 1) + ν′2 Rott(γ′j + θ′j) · Diag
(
D2, d2) · Rot(γ′j + θ′j)
with the same σ′ and ν′ for all K′-sources. As γ′j + θ′j = γi + θi, only σ˚ ≡
(
σ2 + σ′2
)1/2
and ν˚ ≡ (ν2 + ν′2)1/2 may be obtained4 from
the maximum likelihood, not σ, σ′, ν or ν′.
A similar technique can be applied if the true centers of a source in K and of its counterpart in K′ may differ. This might
be in particular useful when associating galaxies from an optical catalog and from a ultraviolet or far-infrared catalog, because,
while the optical is dominated by smoothly-distributed evolved stellar populations, the ultraviolet and the far-infrared mainly trace
star-forming regions. Observations of galaxies by Kuchinski et al. (2000) have indeed shown that galaxies are very patchy in the
ultraviolet, and the same has been observed in the far-infrared. As the angular distance between the true centers should increase
with the size of the galaxy, one may model this as r′0j − r0i ∼ G2(0, Γ0), where Γ0 = ν20 Rott(γi + θi) · Diag
(
D21, d21
)
· Rot(γi + θi).
In the most general case,
ri, j ∼ G2(0, Γi, j),
with Γi, j ≡ Γi + Γ′j + Γ0. Once again, if σ, σ′, ν, ν′ and ν0 are unknown, the quantities σ˚ ≡
(
σ2 + σ′2
)1/2
and ν˚ ≡ (ν2 + ν′2 + ν20)1/2
may be determined as indicated in Sects. 3.2 and 4.2.
Acknowledgements. The initial phase of this work took place at the NASA/Goddard Space Flight Center, under the supervision of Eli Dwek, and was supported by
the National Research Council through the Resident Research Associateship Program. We acknowledge them sincerely.
References
Budavári, T. & Szalay, A. S. 2008, ApJ, 679, 301
Condon, J. J., Balonek, T. J., & Jauncey, D. L. 1975, AJ, 80, 887
de Ruiter, H. R., Arp, H. C., & Willis, A. G. 1977, A&AS, 28, 211
de Vaucouleurs, G., de Vaucouleurs, A., Corwin, Jr., H. G., et al. 1991, Third Reference Catalogue of Bright Galaxies, ed. de Vaucouleurs, G., de Vaucouleurs, A.,
Corwin, H. G., Jr., Buta, R. J., Paturel, G., & Fouqué, P.
de Vaucouleurs, G. & Head, C. 1978, ApJS, 36, 439
Kendall, M. & Stuart, A. 1979, The advanced theory of statistics. Vol.2: Inference and relationship, ed. Kendall, M. & Stuart, A.
Kuchinski, L. E., Freedman, W. L., Madore, B. F., et al. 2000, ApJS, 131, 441
Moshir, M., Copan, G., Conrow, T., et al. 1993, VizieR Online Data Catalog, 2156, 0
Moshir, M., Kopman, G., & Conrow, T. A. O. 1992, IRAS Faint Source Survey, Explanatory supplement version 2, ed. Moshir, M., Kopman, G., & Conrow, T. A. O.
Paturel, G., Bottinelli, L., & Gouguenheim, L. 1995, Astrophysical Letters and Communications, 31, 13
Paturel, G. & Petit, C. 1999, A&A, 352, 431
Paturel, G., Petit, C., Prugniel, P., et al. 2003, VizieR Online Data Catalog, 7237, 0
Pineau, F.-X., Motch, C., Carrera, F., et al. 2011, A&A, 527, A126
Prestage, R. M. & Peacock, J. A. 1983, MNRAS, 204, 355
Rutledge, R. E., Brunner, R. J., Prince, T. A., & Lonsdale, C. 2000, ApJS, 131, 335
Sutherland, W. & Saunders, W. 1992, MNRAS, 259, 413
Wolfram, S. 1996, The Mathematica book, ed. Wolfram, S.
4 However, as noticed by de Vaucouleurs & Head (1978) in a different context, if three samples with unknown uncertainties σi (i ∈ ~1, 3) are
available and if the σi, j ≡ (σ2i + σ2j )1/2 may be estimated for all the pairs (i, j) j,i ∈ ~1, 32, as in our case, then σi may be determined for each
sample. Paturel & Petit (1999) used this technique to compute the accuracy of galaxy coordinates.
13
