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We present in detail a linear, constant-coeﬃcient initial/boundary value problem for which
the classical method of eigenfunction expansions fails. We note that the new method
recently introduced by A. Fokas and B. Pelloni (2005) in [3] can be successfully applied
to the same problem.
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1. The example
Consider the equation
qt + qxxx = 0, t > 0, 0 < x < b (1)
with initial condition
q(0, x) = q0(x), 0 < x < b, (2)
and boundary conditions
q(t,0) = f0(t), q(t,b) = g0(t),
qx(t,b) = g1(t), t > 0. (3)
For convenience we assume that the functions q0(x), f0(t), g0(t), and g1(t) are inﬁnitely differentiable on their domain of
deﬁnition. It is then known (see [2]) that there is a unique smooth solution q(t, x).
Eq. (3) can serve as a simplistic linear evolution model. We chose it here mainly because it provides us with the simplest,
probably, case for which separation of variables fails. We could have chosen a more “realistic” example, say the linear wave
equation with dispersion, but then the calculations would have been less transparent.
The operator L associated to the problem (1)–(3) is
Lφ = φ′′′ (4)
(where prime denotes derivative with respect to x) with boundary conditions
φ(0) = 0, φ(b) = 0,
φ′(b) = 0. (5)
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L∗ψ = −ψ ′′′, (6)
with boundary conditions
ψ(0) = 0, ψ(b) = 0.
ψ ′(0) = 0, (7)
To compute the eigenvalues and eigenfunctions of L (and L∗) we consider the “terminal value” problem
(Lφ)(x;λ) = φ′′′(x;λ) = λφ(x;λ), 0 < x < b, (8)
φ(b;λ) = 0, φ′(b;λ) = 0, φ′′(b;λ) = 1, (9)
where λ ∈ C is the spectral parameter. Due to the analytic dependence of the equation in λ it follows immediately that, for
any x, φ(x;λ) is entire in λ (of order 1/3). Actually, the solution of the problem (8)–(9) can be written explicitly:
φ(x;λ) = 1
3k2
[
ek(x−b) + ωeωk(x−b) + ω2eω2k(x−b)], (10)
where ω = e2π i/3 = −(1/2) + i(√3/2) (thus ω2 = e4π i/3 = e−2π i/3 = ω¯) and k is such that
k3 = λ. (11)
Notice, in particular, that
φ(x;0) = (x− b)
2
2
.
The eigenvalues {λn}n∈N of L, which compose the spectrum σ(L) of L, are the zeros of the entire function
(λ) := 3φ(0;λ) = 1
k2
(
e−kb + ωe−ωkb + ω2e−ω2kb) (12)
(in particular, (0) = 3φ(0;0) = 3b2/2 = 0).
Since (λ) is entire of order 1/3, the Hadamard Factorization Theorem implies that its zeros {λn}n∈N are inﬁnitely
many. Furthermore, it has been proved in [5] that the zeros of (λ) are real and positive. Finally, if one assumes that,
(λ∗) = ′(λ∗) = 0, for some λ∗ , then it is not hard to arrive at a contradiction. Hence all zeros of (λ) are simple.
Therefore
0< λ1 < λ2 < · · · < λn < λn+1 < · · · , λn → ∞.
Next, let us see how to determine the asymptotics of λn . We set
k = λ1/3, where λ > 0,
and note that, without loss of generality, k too can be taken real and positive. Formula (12) implies that
(λ) = 0,
if and only if k = 0 and
ωe−ωkb + ω¯e−ω¯kb = −e−kb,
i.e.
2	{ωe−ωkb}= 2	{e−ωkb+2π i/3}= −2ekb/2[cos(
√
3
2
kb + π
3
)]
= −e−kb.
Hence
sin
(√
3
2
kb − π
6
)
= −1
2
e−3kb/2. (13)
The solutions kn of this equation, as kn → ∞, are in one-to-one correspondence with the positive solutions of
sin
(√
3
2
kb − π
6
)
= 0.
This observation yields
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3
2
knb − π
6
= nπ + O (e−3knb/2).
It follows that
kn = 2nπ
b
√
3
+ π
√
3
b
+ O (e−√3nπ ) (14)
and
λn = k3n. (15)
The eigenfunctions of L are
φn(x) = φ(x;λn) = 1
3k2n
[
ekn(x−b) + ωeωkn(x−b) + ω2eω2kn(x−b)], n = 1,2,3, . . . , (16)
normalized so that
φ′′n (b) = 1. (17)
Likewise, let ψ(x;λ) satisfy(
L∗ψ
)
(x;λ) = −ψ ′′′(x;λ) = λψ(x;λ), 0< x < b,
ψ(0;λ) = 0, ψ ′(0;λ) = 0, ψ ′′(0;λ) = 1.
This implies (compare with (8)–(9))
ψ(x;λ) = φ(b − x;λ), (18)
hence (see (10))
ψ(x;λ) = 1
3k2
(
e−kx + ωe−ωkx + ω2e−ω2kx). (19)
The eigenvalues {μn}n1 of L∗ are the zeros of
ψ(b;λ) = φ(0;λ) = (λ)/3,
hence
σ
(
L∗
)= σ(L). (20)
The eigenfunctions of L∗ are
ψn(x) = ψ(x;μn), n ∈ N = {1,2, . . .}, (21)
normalized by
ψ ′′n (0) = 1. (22)
Let (· , ·) be the (standard) inner product of L2(0,b), namely
(u, v) =
b∫
0
u(x)v(x)dx.
Then
λm(φm,ψn) = (Lφm,ψn) =
(
φm, L
∗ψn
)= (φm,μnψn) = μn(φm,ψn) = μn(φm,ψn).
It follows that (φm,ψn) = 0, unless λm = μn . This tells us that the natural way to enumerate the eigenvalues of L∗ is to set
μn = λn, n ∈ N, (23)
so that the biorthogonality relations can be written as
(φm,ψn) = δmn(φn,ψn), (24)
where δmn is the Kronecker delta. Furthermore (see (19))
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3k2n
(
e−knx + ωe−ωknx + ω2e−ω2knx). (25)
The sets {φn}n∈N and {ψn}n∈N are complete sets in L2(0,b) (see [1, Ch. 12, Th. 5.2] — notice that the poles of Green’s
function corresponding to L are simple since, as we have seen, the zeros of (λ) of (12) are all simple). Hence
ρn := (φn,ψn) = 0, for all n ∈ N. (26)
In fact, using (10) and (19) we obtain
ρn = 1
9k5n
[
(2+ bkn)e−bkn + (2ω + ω¯bkn)e−ωbkn + (2ω¯ + ωbkn)e−ω¯bkn
]
,
or
ρn = − 2b
9k4n
ebkn/2
[
1
2
(
1+ 2
bkn
)
cos
(√
3bkn
2
)
+
√
3
2
(
1− 2
bkn
)
sin
(√
3bkn
2
)]
+ b
9k4n
(
1+ 2
bkn
)
e−bkn .
By invoking (14), the above formula gives
ρn = − 2b
9k4n
ebkn/2 sin
(√
3bkn
2
+ π
6
)[
1+ O
(
1
kn
)]
, (27)
or
ρn = (−1)n+1 e
πn/
√
3
n4
[
A + O
(
1
n
)]
,
where
A = b
5
√
3e
√
3π/2
16π4
.
The completeness and biorthogonality of the eigenfunctions imply that any f in L2(0,b) can be expanded as
f (x) =
∑
n∈N
Cnφn(x), (28)
where
Cn = ρ−1n ( f ,ψn) =
1
ρn
b∫
0
f (x)ψn(x)dx, n ∈ N. (29)
We can now attempt to solve (1)–(3). Let
q(t, x) =
∑
n∈N
an(t)φn(x), (30)
where the φn ’s are the eigenfunctions of L deﬁned by (4) and (5) (this is always possible due to the completeness of the
φn ’s). We also expand the initial condition (see (2)) in the same way:
q(0, x) = q0(x) =
∑
n∈N
cnφn(x). (31)
Then our problem reduces to the determination of the coeﬃcients an(t), n ∈ N, given the cn ’s and the boundary values
f0(t), g0(t), and g1(t) of q(t, x) and qx(t, x), for t > 0 (see (3)).
Eq. (29) implies
an(t) = 1
ρn
b∫
0
q(t, x)ψn(x)dx, (32)
with
an(0) = cn. (33)
Differentiating (32) with respect to t and then using (1) yields
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1
ρn
b∫
0
qt(t, x)ψn(x)dx = − 1
ρn
b∫
0
qxxx(t, x)ψn(x)dx.
Next we integrate by parts and use the boundary values of ψn (namely that ψn(0) = ψ ′n(0) = ψn(b) = 0 and ψ ′′n (0) = 1)
a′n(t) =
1
ρn
{
qx(t,b)ψ ′n(b) − q(t,b)ψ ′′n (b) + q(t,0) +
b∫
0
q(t, x)ψ ′′′n (x)dx
}
.
Using the boundary conditions (3) and the fact that the ψn ’s are the eigenfunctions of L∗ the above equation becomes
a′n(t) =
1
ρn
[
g1(t)ψ ′n(b) − g0(t)ψ ′′n (b) + f0(t) − μn
b∫
0
q(t, x)ψn(x)dx
]
.
Finally, by using (32), (23), and (5) in the above formula we get
a′n(t) = −λnan(t) +
1
ρn
[
g1(t)ψ ′n(b) − g0(t)ψ ′′n (b) + f0(t)
]
. (34)
This is a very simple ﬁrst-order linear ordinary differential equation for an(t) which, together with the initial condition (33)
determines an(t) uniquely:
an(t) = 1
ρn
t∫
0
e−λn(t−s)hn(s)ds + cne−λnt, (35)
where
hn(t) = g1(t)ψ ′n(b) − g0(t)ψ ′′n (b) + f0(t). (36)
From formula (25) we have
ψ ′n(x) = −
1
3kn
(
e−knx + ω¯e−ωknx + ωe−ω¯knx)
and
ψ ′′n (x) =
1
3
(
e−knx + e−ωknx + e−ω¯knx).
Thus, by (14) and (27)
ψ ′n(b)
ρn
= 3k
3
n
b
[
1+ O
(
1
n
)]
and
ψ ′′n (b)
ρn
= 3k
4
n
b
[
1+ O
(
1
n
)]
,
hence
an(t) = 3k
4
n
b
[
1+ O
(
1
n
)] t∫
0
e−k3n(t−s)
[
g1(s)
kn
− g0(s)
]
ds + cne−k3nt, (37)
where the cn ’s (see (31)) depend only on the initial condition q0(x). Finally, by (16) and (13)
φn(x) = 2
3k2n
ekn(b−x)/2
[
cos
(√
3kn(b − x)
2
− 2π
3
)
+ e−3kn(b−x)/2
]
. (38)
Therefore, in view of (14), formulas (37) and (38) indicate that, in general, the series (30) cannot converge. For example, if
q0(t) ≡ 0 (hence cn = 0, for all n ∈ N), f0(t) ≡ 0, g1(t) ≡ 0, and g0(t) ≡ 1, then
an(t) = −3kn
(
1− e−k3nt)[1+ O(1)]b n
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converge.
We believe that the reason why separation of variables fails in the above example is that the eigenfunctions {φn(x)}n∈N
of L are not even close of being orthogonal. If the associated eigenfunctions were orthogonal (or, say, asymptotically or-
thogonal), in particular if the corresponding operator was self-adjoint, then separation of variables would be successful. Of
course, in general there are other reasons (algebraic in nature) why separation of variables cannot be applied. The inter-
ested reader may, for example, look at [4] where a systematic approach to the method of separation of variables and its
limitations is presented using tools of differential algebra.
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