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ABSTRACT
Understanding the Nature of Blazars High Energy Emission with Time Dependent
Multi-zone Modeling
by
Xuhui Chen
In this thesis we present a time-dependent multi-zone radiative transfer code and
its applications to study the multiwavelength emission of blazars. The multiwave-
length variability of blazars is widely believed to be a direct manifestation of the
formation and propagation of relativistic jets, and hence the related physics of the
black hole - accretion disk - jet system. However, the understanding of these vari-
ability demands highly sophisticated theoretical analysis and numerical simulations.
Especially, the inclusion of the light travel time eﬀects(LTTEs) in these calculations
has long been realized important, but very diﬃcult. The code we use couples Fokker-
Planck and Monte Carlo methods, in a 2 dimensional (cylindrical) geometry. For the
ﬁrst time all the LTTEs are fully considered, along with a proper, full, self-consistent
treatment of Compton cooling, which depends on the LTTEs.
Using this code, we studied a set of physical processes that are relevant to the
variability of blazars, including electron injection and escape, radiative cooling, and
stochastic particle acceleration. Our comparison of the observational data and the
simulation results revealed that a combination of all those processes is needed to
reproduce the observed behaviors of the emission of blue blazars. The simulation
favors that the high energy emission at quiet and ﬂare stages comes from the same
location.
We have further modeled red blazars PKS 1510-089. External radiation, which
comes from the broad line region (BLR) or infrared torus, is included in the model.
The results conﬁrm that external Compton model can adequately describe the emis-
sion from red blazars. The emission from BLR is favored as the source of Inverse
Compton seed photons, compared to synchrotron and IR torus radiation.
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1Chapter 1
Introduction
The formation and evolution of relativistic jets in Active Galactic Nuclei (AGN)
remains one of the unsolved fundamental problems in astrophysics. Understanding
these jets and their connection to the black holes (BHs) would advance our view
of the universe. The highly variable nature of blazars is a primary way to probe
the relativistic jets and black hole physics, because it gives us information about
how the physical conditions in these extreme environments evolve violently. In the
introduction I will cover the background of AGN and blazars, and discuss several
physical processes that are essential in understanding the multiwavelength variability
of blazars.
1.1 AGN paradigm
Most galaxies harbor supermassive blackholes (SMBH) in their centers (Urry &
Padovani, 1995; Antonucci, 1993). When these SMBH accrete large amounts of mass
towards them, this mass releases large amount of gravitational energy and becomes
involved in high energy processes. In these circumstances, the centers of these galaxies
become the so called Active Galactic Nucleus (AGN). AGN are extremely luminous,
but are conﬁned in a relatively compact region. Beside the central BH, the stan-
dard picture of AGN include an accretion disc, broad line regions (BLR), narrow line
regions (NLR), an infrared torus, and a pair of jets in some cases (see Fig. 1.1).
2The obscuration from the torus and the relativistic eﬀects from the jets casue the
anisotropy of the emission of AGN. They appear very diﬀerently when our lines of
sight are oriented in diﬀerent directions with respect to the AGN.
Observationally AGN include quasars, radio galaxies, Seyfert galaxies, and BL Lac
objects. BL Lac objects and Flat Spectrum Radio Quasars (FSRQ) are collectively
known as blazars, which is the main type of objects to be studied in this thesis.
Blazars represent the AGN that have their bipolar relativistic jets pointing towards
us, while radio galaxies represent the other extreme – we are looking at the system
with the accretion discs edge on.
The gravitational potential of the SMBH is the source of energy in AGN. The mass
attracted by the SMBH falls towards it with angular momentum. These angular
momentum forces the mass to rotate around the black hole, forming the accretion
disc, where it gradually loses angular momentum. The process through which it
loses angular momentum is not entirely clear. The maxium eﬀective temperature
of radiation of the disc can reach up to 108K, making the disc bright from optical
through X-ray (Shakura & Sunyaev, 1973). Further away there is cooler but still warm
dust surrounding the black hole and accretion disc (Krolik & Begelman, 1988). This
dusty torus is optical thick, and absorbs much of the radiation from the central region
in some directions. The obscuration from this torus results in some of the anisotropy
in our observation of AGN (Urry & Padovani, 1995). There are also clouds of gas
surrounding the black holes. The region close to the black hole are called broad-line
region (BLR). The clouds move with typical velocities in the range of 103−4kms−1.
Their emission lines are observed to be broadened because of the bulk motion of the
emitting gas. However, because of the small size of the broad line regions, it is unlikely
that we will be able to spatially resolve them at optical wavelength in the near future
3(Blandford & McKee, 1982; Blumenthal & Mathews, 1975). At larger distance, the
clouds move less fast and the region is called narrow-line region (NLR). Because the
NLR are much more extended than the BLR, their sizes can be determined through
the use of spatially resolved spectroscopy (e.g. Robinson et al., 1994; Bennert et al.,
2006).
At even larger scales, spatially extended double-sided jets are clearly seen in radio
galaxies. In the case of blazars, becasue the jets are pointing towards us, these radio
jets are not that extended. But high resolution radio images still reveal the existence
of radio jets (e.g. Savolainen et al., 2010). However, not all AGN have radio jets.
Based on this diﬀerence AGNs are classiﬁed into two types: radio louds and radio
quiets The origin of these jets is still a mystery. It is possible that they are powered
by the accretion disc as hydromagnetic ﬂows (Blandford & Payne, 1982), or directly
by rotating black holes through a purely electromagnetic mechanism (Blandford &
Znajek, 1977). The result is a pair of relativistic jets which produce strong radio
emission. Some of these jets (e.g. those in Fanaroﬀ Riley Class I, FRI radio galaxies)
decelerate and dissipate as they travel, while others (e.g. those in Fanaroﬀ Riley Class
II, FRII radio galaxies) transport most of their content to hundreds of kpc without
decelerating or dissipating much (Fanaroﬀ & Riley, 1974).
1.2 What are blazars?
Observationally, blazars are persistent extragalactic sources that share some common
features, which include:
• Fast and large ﬂux variability.
• Strong and variable polarization measured in radio and optical bands.
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Figure 1.1 : A schematic diagram of current paradigm of radio loud AGN (Urry &
Padovani, 1995).
5• Non-thermal spectrum extending from radio to γ-ray bands.
The spectral energy distribution (SED) of blazars consist of two non-thermal
components. One extends from radio to IR-X-ray frequency, the other continues
from X-ray all the way to γ-ray frequencies (see Fig. 1.2). The ﬁrst component
comes from synchrotron radiation, as conﬁrmed by the observed polarization; the
second component is frequently explained as inverse Compton radiation from the
same synchrotron emitting electrons. But the exact origin of this radiation is still
under debate (see §1.5).
Traditionally blazars are seperated into BL Lac objects and FSRQs based on the
distinction in their optical spectra. BL Lacs usually show featureless non-thermal
spectrum, while FSRQs have luminous broad emission lines component observable
on top of the ﬂat spectrum. BL Lacs can be further divided into high-energy peaked
BL Lacs (HBL) and low-energy peaked BL Lacs (LBL), based on the peaks of their
spectral energy distributions (SED). HBL and LBL emit most their synchrotron power
at UV/X-ray and radio/infrared frequencies respectively (Giommi & Padovani, 1994;
Padovani & Giommi, 1995). If we blend FSRQ into this classiﬁcation based on SEDs,
FSRQs and LBL have similar continua and can be put into the same category and
called red blazars, while HBL form the other category of blue blazars. As shown in
Fig. 1.2, for red blazars, the luminosity of the second component in the SED is larger
than the one of the synchrotron component, sometimes by more than one order of
magnitude; but for blue blazars, the two bumps in the SED have similar luminosities.
Fossati et al. (1998) pointed out that red blazars are more luminous powerful blazars,
while blue blazars are less luminous sources, showing a correlation between SED and
6Figure 1.2 : Average SEDs of blazars binned according to radio luminosity (Fossati
et al., 1998). The SED of blazars with high radio luminosity generally peak at lower
frequency. Also, the second components of these powerful blazars are more dominant
than their low luminosity counterparts.
7luminosity∗ that has been refered to as the ‘blazar sequence’. This distinction in
luminosity, as well those in spectra and mophologies, also hints that red blazars and
FR II radio galaxies belong to the same population, while blue blazars and FR I
radio galaxies have the same kind of decelerating jets (Meyer et al., 2011. See more
discussion about FR I/FR II and BL Lac/FSRQ uniﬁcation in Urry & Padovani,
1995) .
From the theoretical point of view, what we observe and call blazars are the
relativistic jets of AGN. Blazars are those jets that come towards us. Because of
relativistic beaming, the ﬂux we observe is greatly ampliﬁed. The spectrum is blue-
shifted, and the variability time scale is shortened (see more details in §1.4).
1.3 Variability of blazars
Blazars are variable at almost all wavelength, over very broad range of time scales.
Fast variability with a doubling time of a few minutes at TeV γ-ray has been seen
(Aharonian et al., 2007). But variability on time scale of years is also observed (Fig.
1.3). The amplitude of variation is dependent on both the wavelength and the object
that are under study, with a general trend of larger amplitude and shorter timescales
at the high frequency end of the two SED components. It can be as small as a few
percent in radio, up to more than a factor of ten in X-ray or γ-ray (Ulrich et al.,
1997).
Several blazars are bright enough that we can study their variability on short
timescales, minutes in case of the strongest ﬂares, even in γ-ray, where the number
∗The luminosity referred to here is calculated based on the assumption that the emission from
the source is isotropic. However, in most cases this assumption is unlikely to be true for AGNs,
especially for blazar jets. See §1.4.
8Figure 1.3 : Historical X-ray light curve of Mrk 421 by ASM/RXTE on a time period
of almost 10 years. There is smaller, shorter timescale variability on top of larger
longer timescale variability, while the existence of variability is detected on almost all
the accessible timescales.
9of photons received is smallest. Some examples of these blazars include Mrk 421,
Mrk 501, PKS 2155-304, OJ 287, BL Lacertae, 3C 454.3, PKS 1510-089, 3C 273 and
3C 279. We can therefore study their broadband variability by means of full SED
and inter-band cross-correlations. The simultaneous multiwavelength data sets on
the time axis provide us an extra dimension to study the physics of blazar jets.
The correlation of the multiwavelength variability of blazars is of particular im-
portance and has been analyzed extensively. The correlated variability of the two
components of the SED may indicate that they originate from the same population
of emitting particles. This kind of correlation has been established for several sources
(Fossati et al., 2008; Acciari et al., 2011; Abdo et al., 2010a). But there are also
occasions of uncorrelated ﬂares observed (Krawczynski et al., 2004). There are also
other variability features that awaits explanation, such as the time-lags between dif-
ferent frequencies within the synchrotron or high energy component (Ravasio et al.,
2004; Tramacere et al., 2009); the symmetry of light curves at raising and decaying
phase of a ﬂare (Fossati et al., 2000a); the ﬂux-ﬂux amplitude correlations, e.g. the
γ-ray/X-ray quadratic correlation in HBLs (Fossati et al., 2008; Aharonian et al.,
2009).
1.4 Relativistic jets
Jets seem to be a universal phenomenon in the universe. There are jets existing
at all scales, relativistic or non-relativistic. For relativistic jets, there are AGN jets
(Kellermann et al., 1998) and galactic jet in microquasars (Mirabel & Rodr´ıguez,
1999), while for non-relativistic jets, there are bipolar jets associated with young
stars known as Herbig-Haro objects (Reipurth & Bally, 2001), and jet-like bipolar
outﬂows in protoplanetary nebula (Bujarrabal et al., 2001). However, the physics of
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jets, especially their formation and evolution, is still largely unclear.
The high energy radiation that we observe in blazars comes from the innermost
regions of the relativistic jets from AGN, likely within a few parsecs from the SMBH.
Because the jets are relativistic, their appearance from the observer’s point of view
is altered by an eﬀect called relativistic beaming. This eﬀect causes the emission
from the jet to be anisotropic in the observer’s frame. That is the reason that these
radiation from the innermost regions is not observable in other types of radio loud
AGN.
The eﬀect of relativistic beaming can be described using the Doppler factor:
δ =
1
Γ(1− βcosθ) (1.1)
Here Γ ≡ 1√
1−β2
is the Lorentz factor of the bulk motion of the ﬂow, β is the velocity
of the ﬂow in units of c (speed of light). θ is the angle between the line of sight and the
direction of the jet movement. Compared to the emission in the frame of the jet, the
photon energy is altered (if δ > 1) by δ, and variability time scales by 1/δ. The total
ﬂux we observe is enhanced by δ4, but the ﬂux at a speciﬁc frequency is enhanced
by δ3+α, with α being the spectral index of the power law spectrum around that
frequency in the jet frame Fν(ν) ∝ ν−α. However, if the bright feature we observe
is a stationary emission pattern in a continuous ﬂow instead of a moving blob as we
will discuss in this thesis, the enhancement should be δ2+α (Lind & Blandford, 1985).
The anisotropic nature of the relativistic beaming means that, in the observer’s
frame, most radiation is emitted in the direction of the jet movement. An photon
emitted with an inclination angle θ′ in the jet frame is observed in the observer’s
frame at the inclination angle
cosθ =
cosθ′ + β
1 + βcosθ′
(1.2)
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This means that for Γ≫ 1, the photons emitted within the θ′ = pi/2 in the jet frame
will all be seen within θ ≃ 1/Γ in the observer’s frame.
Another exotic phenomenon that can be expected in relativistic jets is superlumi-
nal motion. If the observer is looking at an angle θ with respect to the direction of
jet motion, the observed apparent transverse velocity in units of c is:
βt =
βsinθ
1− βcosθ (1.3)
This velocity reaches the maximum of βt = γβ when cosθ = β. When γ is much
larger than 1, which also means β is close to 1, βt can easily exceed 1.
Very Long Baseline Interferometry (VLBI) observations of the jet kinematics in
blazars have revealed many examples of superluminal motion with apparent speed up
to over 40c (e.g. Jorstad et al., 2005; Kellermann et al., 2004). These observation of
superluminal motion in blazars is one of the main clues that the these jets are moving
close to our line of sight, with highly relativistic velocity.
1.5 Radiation mechanisms
Most information we obtain in astronomy comes from electromagnetic radiation.
Blazar is not an exception. In fact, they are such strong emitters that they radi-
ate in almost every wavelength. As we mentioned in §1.2 their SEDs always show
two major components. The low energy one is known for sure to be synchrotron
radiation due to the detected linear polarization in radio and optical band.
Synchrotron emission is the result of high energy charged particles gyrating around
magnetic ﬁeld. It is the relativistic counterpart of cyclotron radiation. It is gener-
ated by the acceleration of particles perpendicular to the line of movement. The
synchrotron emission by any reasonable distribution of particles is partially linearly
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polarized in the direction perpendicular to the projection of the magnetic ﬁeld onto
the plane of the sky (Rybicki & Lightman, 1979). So the observation of the polariza-
tion also indicates that the magnetic ﬁeld in blazars is somehow ordered, rather than
completely chaotic. A process that accompany synchrotron emission is synchrotron
self-absorption. It is the process of a photon being absorbed, and giving its energy
to the charged particle. For typically inferred conditions, this process becomes im-
portant at radio frequency and cut oﬀ the spectrum at low frequency with a spectral
index of −5/2.
The synchrotron spectrum by mono-energetic particles is relatively narrow. So
the broad ﬂat spectrum observed in blazars must come from particles with ﬂat non-
thermal distribution such as power-law distribution.
The power of synchrotron radiation emitted by a single electron of energy γmec
2
is:
P =
4
3
σTcβ
2
eγ
2UB, (1.4)
while the critical frequency of synchrotron radiation is (Rybicki & Lightman, 1979):
ωc =
3γ2qBsinα
2mec
. (1.5)
Here σT is the Thomson cross section, βe is the velocity of the electrons in units of
c, γ = 1/
√
1− β2 is the Lorentz factor of the electrons, UB = B28pi is the magnetic
energy density, B is the magnetic ﬁeld strength, q is the charge of particle, α is the
pitch angle, i.e. the angle between ﬁeld and velocity, m is the mass of the particle.
In practice, the synchrotron spectrum we observe is rarely produced by a single
particle. A frequently assumed non-thermal particle distribution is a power-law dis-
tribution, where the number density N(γ) ∝ γ−p. The photon spectrum emitted
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by particles with power-law distribution is also power-law (P (ω) ∝ ω−s) with index
s = (p− 1)/2.
The origin of the high energy component of the blazar SED still remains an issue
under debate. One major candidate is inverse Compton scattering of low energy
photons by the same synchrotron emitting electrons. Diﬀerent models use diﬀerent
sources of the low energy photons. This gives rise to the diﬀerence between the
synchrotron self-Compton (SSC) model and the external Compton (EC) model. In
the SSC model, the same synchrotron emission observed at lower energy provides
the seed photons for inverse Compton scattering; in the EC model, the seed photons
come from somewhere external to the jet. There are several possible sources of these
photons, such as accretion disc, broad line region (BLR), IR torus, X-ray corona, or
cosmic background radiation.
Compton scattering is the high energy counterpart of Thomson scattering, in
which low energy photons are scattered elastically by electrons. At high energy (hν ≪
mc2 no longer stands in the rest frame of the electrons), quantum eﬀects begin to
appear. The scattering is no longer elastic. The photon and electron exchange energy
even in the rest frame of the electrons. The scattering cross section also begins to
decrease dramatically when hν
mc2
γ ∼ 1. So Compton scattering becomes not very
eﬃcient at high energies. This is called the Klein-Nishina (KN) eﬀect.
Inverse Compton (IC) scattering is when the electron is more energetic than the
interacting photon, so energy is transferred from the electrons to the photons. It is the
same as Compton scattering if we look in the rest frame of the electrons. The average
power emitted by the electron in single IC scatterings is (Rybicki & Lightman, 1979):
Pcompt =
4
3
σTcγ
2β2Urad. (1.6)
Urad is the energy density of isotropic seed photons. This is very similar to (1.4),
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except UB is replaced by Urad. However, this only holds for scattering in the Thomson
regime, where hν
mc2
γ ≪ 1.
Alternatively, the high energy SED component could originate from emission by
hadrons instead of leptons. These models are referred to as ’hadronic’ models. In these
models, protons play important roles, by producing the high energy emission through
proton synchrotron radiation and also by producing subsequent cascades. The pion
photoproduction, and the synchrotron radiation of muons and mesons then contribute
to the high energy emissions in blazars (Bo¨ttcher, 2007; Mu¨cke & Protheroe, 2001;
Mannheim & Biermann, 1992). However,strong correlation between the light curves
in the high energy and low energy component of blazars, as shown in the data sets
we consider in this thesis, is more naturaly explained by leptonic models, while it
requires ﬁne tuning in the case of hadronic models. It also appears that the radiative
cooling time scales of protons makes it diﬃcult to explain the very rapid high energy
variability. On a more practical level, the current methods used for hadronic models
is computationally time-consuming. This prohibits these models from being investi-
gated in a time-dependent way. Based on these considerations, the hadronic models
will not be the focus of this thesis.
1.6 Particle acceleration
How the particles in blazar jets, as well as in other high energy astrophysical sources,
are accelerated to relativistic energies, has been a puzzle for astrophysicists for a
long time (Fermi, 1949; Parker, 1958). Proposed mechanisms for particle acceleration
include ﬁrst order Fermi acceleration (Blandford & Eichler, 1987), second order Fermi
acceleration (Borovsky & Eilek, 1986), magnetic reconnection (Ambrosiano et al.,
1988), and shear layer acceleration (Rieger & Duﬀy, 2006).
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• The ﬁrst order Fermi acceleration, sometimes also referred to as diﬀusive shock
acceleration, is a process that involves particles being energized as they cross
the shock front Because of the magnetic inhomogeneity, the particles may cross
the shock multiple times, each gaining certain amount of energy. Only a few
particles can be accelerated to extreme high energy before they escapes, thus
creating a power-law distribution of particles.
• The second order Fermi acceleration is caused by the turbulence downstream
of shocks. Particles gain or lose energy through the scattering with turbulence.
Because the chance of gaining energy by head-on scattering is larger than the
chance of losing energy by rear-on scattering, the energy of particles will sta-
tistically increase in the end. This process can be treated as the diﬀusion of
particle energy in the particle kinetic equation.
• Magnetic reconnection is the re-arrangement of magnetic ﬁeld conﬁguration
in highly conducting plasma. In that process strong current may appear and
accelerate particles to high energy.
• Shear layer acceleration is the result of particle bouncing back and forth be-
tween plasma ﬂows with diﬀerent bulk velocities, and gain energy by scattering
with local magnetic inhomogeneities. These shear ﬂows can be expected in the
environment of relativistic jets as the jets interact with the interstellar medium.
So this process also appear to be relevant to the particle acceleration in AGN
jets.
The observed multiwavelength variability of blazars provided us a chance to follow
the evolution of the SEDs, therefore possibly the evolution of the underlying emitting
particles. The spectral index and spectral breaks of the SED are also related to
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the balance among particle acceleration, cooling and escape. So the observation and
modeling of blazar jets can be an important avenue of investigation in improving our
understanding of particle acceleration.
Currently the theoretical study of particle acceleration is approached with one of
the three methods: test particle Monte Carlo simulation, semi-analytic solutions of the
diﬀusion-convection equation, or particle-in-cell simulation (e.g. Baring et al., 1994;
Kirk et al., 2000; Spitkovsky, 2008). However, since what we observe in blazars and
many other high energy astrophysical phenomena is the emission spectrum, we need
direct combination of these theories with radiation theory to calculate the expected
spectrum and variability. Because of the complexity of both kinds of theories, this
kind of work still remains relatively basic with signiﬁcant simpliﬁcation in both the
acceleration and radiation (Kirk et al., 1998; Katarzyn´ski et al., 2006; Tramacere
et al., 2011). We will discuss the treatment of particle acceleration in our blazar
model in §4.
1.7 Open Questions
Our observation capability is growing rapidly with the lauch of space telescopes like
Fermi and Chandra, as well as ground based observations such as VLBA, MAGIC
and HESS. However, there are still a lot of basic knowledge about blazars that is still
lacking. For example,
• what is the radiation mechanism responsible for the high energy emission;
• what is the process that accelerate particles;
• what is the site of the high energy emission;
17
• are we observing the switch up and down of the same plasma, or are we observing
newly energized plasma being ejected intermittently.
A potential route that may lead to the answers of these questions is exploring the
multiwavelength variability of blazars. The observational aspect of this route is al-
ready being paved (see §1.3). However, the understanding of the rich phenomena
observed requires signigicant eﬀort in building an accurate time-dependent radiative
transfer model.
The good news is the multiwavelength variability of blazars can contain informa-
tion on many aspects of the relativistic jets; the bad news is that the eﬀects of these
diﬀerent aspects of the jets are tangled, and including them in a self-consistent model
is a demanding task. The complex situation of how the amplitude and time scale of
variability at each wavelength diﬀer, and how the light curves at diﬀerent wavelength
lag or lead each other, is tied to the geometry and inhomogeneity of the jets, as well
as the dynamics of the emitting particles. The problem is further complicated by the
light travel time eﬀect (LTTE), i.e. the ﬁnite time the photons need to travel across
the jet is comparable to the variability time scale we are looking at, hence we have to
consider its eﬀect on the evolution and observation of the jet. When the LTTE dom-
inates over the fast electron evolution, which is likely the case for blazar jets based
on the observed fast variability, the light curves become direct manifestations of the
geometry and inhomogeneity of the jet. In order to take advantage of the light curves
and multi-epoch SEDs we obtained through multiwavelength campaigns and seek an-
swers to the open questions, it is necessary to build a time-dependent model that has
multizone capability to account for the source inhomogeneity, and at the same time
handle the LTTE and other particle processes correctly, and in the end reproduce
what we observe. There have been some eﬀorts in the past, with signiﬁcant progress.
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But despite the importance of LTTE being widely recognized, it has never been fully
considered. We will discuss the LTTE in more detail in §3.1.2. The numerical model
we built to calculate the LTTE in a multizone 2D geometry is introduced in §2.
1.8 Structure of the thesis
We will ﬁrst discuss the radiative transfer numerical code we have adopted and de-
veloped in §2. Then we will discuss three topics that all involve using this code. In §3
we apply this code to model the multiwavelength variability of Mrk421, and compare
the result of the simulation with the result of a simpliﬁed geometrical toy-model, in
order to understand the importance of the geometrical eﬀects. In §4 we focus on
the X-ray time lags in TeV blazars. In particular, stochastic particle acceleration
and particle escape are used to explain these lags. We also discuss the X-ray/γ-ray
quadratic relation produced in these cases. In §5 the focus of our study switch from
HBL to FSRQ. At the same time, the model we use switch from pure SSC model to
the one that includes external radiation ﬁeld. We make our general conclusion in §6.
In order to keep the notation light, we will use primes for blob-frame values spar-
ingly, mostly to distinguish photon energies, luminosity and times (E, L, t, τ). We do
not prime quantities that are usually not ambiguous because they are only referred
to in the blob-frame, such as magnetic ﬁeld strength (B), source size (R, Z), electron
Lorentz factor (γ), density (ne). Similarly, we do not use primes when the context is
clear (for instance in the discussion of the Fokker–Planck equation).
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Chapter 2
Monte Carlo/Fokker-Planck Code
Our code couples Fokker–Planck (F-P) and Monte Carlo (MC) methods in a 2 dimen-
sional (cylindrical) geometry. It is built on the MC radiative transfer code developed
by Liang, Bo¨ttcher and collaborators (Canﬁeld et al., 1987; Bo¨ttcher & Liang, 2001;
Bo¨ttcher et al., 2003), parallelized by Finke (2007). Account of earlier development
of this MC/FP code can also be found in Finke (2007). The Monte Carlo method
is ideal for multi-zone 2D/3D radiative transfer problems. Due to its tracking of the
trajectory of every photon, LTTE are automatically accounted for, regardless of the
geometry.
We modiﬁed the parent code signiﬁcantly in several aspects, to make it more
generally applicable, in particular to the physical conditions of the active region in a
blazar jet. Some technical information of this code is presented in Appendix A.
2.1 Code Structure
The code separates the handling of photon and electron evolution. The electron
evolution is governed by the Fokker–Planck equation, as commonly done (e.g. Fabian
et al., 1986; Coppi, 1992; Coppi et al., 1993; Kirk et al., 1998; Makino, 1999; Kataoka
et al., 2000; Chiaberge & Ghisellini, 1999). Photons are dealt with by the MC part
of the code, which tracks photon production and evolution by diﬀerent mechanisms,
including IC scattering with the current electron population, and propagation. The
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code’s basic structure and work ﬂow is illustrated in Fig. 2.1.
There are two main nested loop structures. Since the evolution of the electron
distribution is faster than that of the photons, each MC cycle contains several F-P
(electron) cycles. Therefore the code has two main time-steps: a longer MC time-step
(∆t′MC), within which the F-P equation routine performs the evolution of the electron
spectrum on shorter, variable length, time-steps (∆t′F−P). We describe them in more
details in the next Sections.
2.2 Geometry
As illustrated in Fig. 2.2, the code is built with 2D cylindrical geometry, with sym-
metry in the azimuthal direction. The volume has radius R and length Z, and it is
divided evenly into zones in the radial and vertical directions (r and z coordinates,
nr, nz). In all runs presented in this thesis nr = 9 and nz = 30. The number of zones
sets the resolution of the simulation for what concerns spatial inhomogeneities in the
physical properties, either as directly set up or because of their diﬀerent evolution
(e.g. radiation energy density will always develop a radial proﬁle, in turn inducing
a radial proﬁle in the electron spectra). In the scheme adopted for this thesis the
number of zones is also related to the duration of the Monte Carlo time-step (see
§ 2.3). For scenarios where the variability is produced by a perturbation crossing
the simulation volume moving along the z axis, spatial/temporal resolution in the z
direction is more important, hence we select a larger nz.
This geometrical setup is adequate for the cases we want to study since the as-
sumption is that the active region is a portion of a collimated jet. In principle, the
code setup is ﬂexible enough that slightly diﬀerent geometries could be simulated via
the parameter settings in each zone (e.g. some zones can be setup as empty).
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YES NO
YES
Fokker−Planck
TEND
END
t’MC
F−Pt’
t’MC
F−Pt’
SETUP
Monte Carlo
set
Σ
Σ
Figure 2.1 : Basic structure and work ﬂow of the code. The Monte Carlo block han-
dles photon emission/absorption processes (e.g., synchrotron, IC, pair annihilation,
self-absorption, escape). The MC time-step is determined at setup and it does not
change. The Fokker-Planck block handles electron processes (e.g., injection, cooling,
pair production, escape). The F-P time-step is adjusted at each iteration according
to the current physical conditions.
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Electron Spectrum
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r
L
R
z
bulk motion direction
in the BH frame
Figure 2.2 : The geometry of the blob model. The volume is divided into diﬀerent
zones in r and z directions, each zone with its own electron distribution and magnetic
ﬁeld. We also schematically show the setup for the variability of the simulations pre-
sented here. The hatched layer represents the stationary shock (§2.6.2). The blob,
simulation volume, is moving downward and crossing the shock front. Zones that
crossed the shock at earlier times have had some time to radiate the newly injected
energy and are plotted in lighter color shades. Because of relativistic beaming, illu-
mination by external photons can be approximated as coming only from the bottom
of blob, in the upward direction.
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Each zone has its own electron population (spectrum, density) and magnetic ﬁeld.
They can be setup individually and their time evolution is independent from each
other, except for the eﬀect of mutual illumination. The code assumes that electrons
stay in their given zone and do not travel across zones∗, but photons move freely
among diﬀerent zones. The radiation emitted by the blob is registered in the form
of a pseudo-photon list (see §2.3.1), with time, direction and energy (see also Stern
et al., 1995).
All the calculations are done in the blob rest frame. The transformation of all the
quantities into the observer’s frame is performed afterwards. The output is analyzed
using a separate post processing code to produce SEDs and light curves. Since the
product of the code is eﬀectively a photon list, we have signiﬁcant freedom in the
choices of bin sizes for time, energy, and angle, mostly limited by statistics, much in
the same way as for actual observations. Hence, we can tailor the simulation results
to the characteristic of the observations that we want to reproduce (e.g. time binning,
energy bands).
In all cases presented in this thesis, the observed spectrum is obtained by integrat-
ing the beamed photons over a small solid angle centered around the angle θ between
jet axis and observer, assumed as customarily to be θ = 1/Γ, for which also δ = Γ.
The typical width of the integration solid angle is ∆ cos(θ) ∼ few × 10−4.
∗The electron Larmor radius is very small for the energies and magnetic field strengths typical
for the active region of a blazar jet, at least those studied here. For instance, for γ = 106 and
B = 0.03G, rL =
mec
2
eB (γ
2 − 1)1/2 = 5.7× 1010 cm, to be compared with source size of the order of
1016 cm. However, if oriented magnetic field is considered, electrons can travel along the field lines.
In that case we are making a simplification to the model here.
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2.3 The Monte Carlo section
The MC part of the code uses the current electron distribution, as updated in the F-P
section of the code. It handles all processes that involves changes in the radiation
ﬁeld, such as Compton scattering and the production of new photons by various
radiative processes, the most important of which for our case is synchrotron emission.
Other notable processes are pair production and annihilation, and synchrotron self-
absorption.
The MC time-step is currently a user-set parameter, part of a run input setup.
We adjust it depending on the geometry of the problem, e.g. shorter than the light
crossing time of the smallest zone, and requirements of physical accuracy, for instance
with respect to the fact that during each MC time-step the code does not change the
electron distribution, which is evolved only during the F-P section of the code (i.e.
ensuring that ∆t′MC < τ
′
cool(γ) for the highest energy electrons.)
2.3.1 Monte Carlo particles
Since it is impossible to follow every individual photon a common technique used
in radiative transfer problems is to group them into packets, pseudo-photons (e.g.
Abbott & Lucy, 1985; Stern et al., 1995), to which we will refer as Monte Carlo
particles. Every MC particle k represents nk photons with the same energy, the
same velocity vector, at the same position and time, carrying a total energy of Ek =
nk(νk)hνk. Ek and nk are also referred to as energy weight and statistical weight of
the MC particle, respectively.
The MC particles are born in the volume through emission processes, primarily
synchrotron radiation in our case. The luminosity of the newly radiated synchrotron
contribution is computed and converted into MC particles at random frequencies with
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probabilities given by the energy distribution of the synchrotron emission.
The position within a given zone, time within the current time-step, and travel
direction of the MC particle when it is generated are drawn randomly from the ap-
propriate probability distributions.
At every time-step, each MC particle moves independently, with some probability
of being IC scattered. Absorption is handled as a decrease of the statistical weight of
the MC particles.
When a MC particle reaches the volume boundary, it is recorded with the full
information of the escape time, position, direction, and energy, forming a list of
emitted photons.
2.4 The Fokker–Planck equation
In each zone, the temporal evolution of the local electron population is obtained by
solving the Fokker–Planck equation:
∂N(γ, t)
∂t
= − ∂
∂γ
[
N(γ, t)γ˙(γ, t)
]
+
1
2
∂2
∂γ2
[
N(γ, t)D(γ, t)
]
+Q(γ, t)− N(γ, t)
tesc
(2.1)
N(γ, t) is the electron spectrum, γ is the random Lorentz factor of electrons, γ˙ is the
total heating/cooling rate. The IC cooling uses the time dependent local radiation
ﬁeld calculated in the Monte Carlo part of the code, with LTTEs accounted for, which
is considered constant for the duration of the F-P section of the code. The full Klein–
Nishina (K-N) scattering cross section is used (see §2.6.4). D(γ, t) is the dispersion
coeﬃcient. Q(γ, t) is the electron injection term. tesc is the energy independent
particle escape time scale.
The time-step of the F-P loop is adjusted automatically within the code depending
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on the rate of change (gain or loss) of energy of the particles to ensure a physically
meaningful solution. It is constrained to be shorter than one fourth of the MC time-
step.
The energy grid used for the electrons is logarithmic in kinetic energy xj = γj−1,
with 200 mesh points from xmin = 0.18 to xmax = 3.1× 107, i.e. xj = 1.1xj−1.
After rewriting (2.1) as
∂N(γ, t)
∂t
=
∂
∂γ
[(
− γ˙(γ, t) + 1
2
∂D(γ, t)
∂γ
)
N(γ, t) +
1
2
D(γ, t)
∂N(γ, t)
∂γ
]
+Q(γ, t)− N(γ, t)
tesc
(2.2)
It is possible to discretize it as:
Nn+1j −Nnj
∆t
=
1
∆xj
[
1
∆xj+1/2
Cj+1/2 wj+1/2
1
1− e−wj+1/2N
n+1
j+1
−
(
1
∆xj+1/2
Cj+1/2 Wj+1/2
+
1
∆xj−1/2
Cj−1/2 wj−1/2
1
1− e1−wj−1/2
)
Nn+1j
+
1
∆xj−1/2
Cj−1/2 Wj−1/2 N
n+1
j−1
]
+Qn+1j −
1
tesc
Nn+1j
(2.3)
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with
Bj+1/2 = −1
2
[
γ˙j + γ˙j+1
]
+
Dj+1 −Dj
2∆xj+1/2
,
Cj+1/2 =
1
4
(Dj +Dj+1),
wj+1/2 = ∆xj+1/2Bj+1/2/Cj+1/2,
Wj+1/2 = wj+1/2/(exp(wj+1/2)− 1).
Here the j ± 1/2 subscripts refer to quantities computed as the average values of the
two adjacent grid points, such as
Cj+1/2 =
1
2
(Cj + Cj+1)
An exception is that of
∆xj =
√
∆xj+1/2∆xj−1/2
with
∆xj+1/2 = xj+1 − xj
∆xj−1/2 = xj − xj−1.
In order to avoid inﬁnity in our calculation, we set the minimum value of D to be
10−40s−1.
The tridiagonal matrix formed by equation (2.3) can be solved using the standard
algorithm in Press et al. (1992).
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2.5 Synchrotron and inverse Compton Emissivity
The synchrotron spectrum is calculated adopting the single particle emissivity av-
eraged over an isotropic distribution of pitch angles (Crusius & Schlickeiser, 1986;
Ghisellini et al., 1988):
P (ν, γ) =
3
√
3
pi
σT c UB
νB
y2
{
K 4
3
(y)K 1
3
(y)− 3
5
y
[
K24
3
(y)−K21
3
(y)
]} (2.4)
where σT is the Thomson cross section and
γ =
E
mec2
, νB =
eB
2pimec
, y =
ν
3γ2νB
, UB =
B2
8pi
,
with E the total electron energy, and Kx(y) is the modiﬁed Bessel function of order
x.
The total emitted synchrotron power and self-absorption coeﬃcients are calculated
according to the formulæ in Rybicki & Lightman (1979).
αν =
c2
8pihν3
∫
dE P (ν, E)E2
[
N(E − hν)
(E − hν)2 −
N(E)
E2
]
(2.5)
where P (ν, E) is the synchrotron spectrum given above (equation 2.4).
For the total Compton cross section, we used the pitch-angle-averaged cross section
given in Coppi & Blandford (1990):
σ(ω, γ) =
3σT
32γ2βω2
[
− x
2
+
1
2(1 + x)
+
(
9 + x+
8
x
)
ln(1 + x) + 4Li2(−x)
]∣∣∣∣∣
x=2γ(1+β)ω
x=2γ(1−β)ω
(2.6)
Where Li2(z) is the dilogarithm, which is evaluated numerically. To get the total cross
section for a photon in an electron medium we need to integrate over γ, weighted by
the electron energy distribution.
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2.6 Major Code Improvements
In order to make this code suitable for the study of blazar jets, we have made several
major changes.
2.6.1 Numerical scheme for FP equation
Rather than using the discretization scheme proposed by Nayakshin & Melia (1998),
as done in Bo¨ttcher et al. (2003), we choose to adopt the implicit diﬀerence scheme
proposed by Chang & Cooper (1970) to solve the FP equation in §2.4. This scheme
guarantees non-negative solutions, which in runs with the original scheme resulted in
wild oscillations of the electron distribution at the high energy end (for a discussion
of this issue please refer to the appendix of Chang & Cooper, 1970).
2.6.2 Injection of electrons
The model of the electron injection process, as implemented currently, involves a
stationary shock perpendicular to the axis of the cylinder (jet) (Fig. 2.2). Hence, in
the frame of the blob the shock is traveling across the blob with a speed equal to the
bulk velocity of the blob vbulk ∼ c. This scenario is similar to the one discussed by
Chiaberge & Ghisellini (1999). The thickness of the shock is treated as negligible†.
The total duration of injection is thus t′inj = Z/vbulk, and each slice of the simulation
†It is negligible in the sense that it is considered active only in one zone at any given time, i.e.
it never splits across a zone boundary. However, during the time it takes to travel along a Z-zone,
∆z/c, particles are injected in the entire zone volume. From this point of view the ‘shock’ thickness
is not negligible. Provided that the ∆z of each zone is small this approximation is reasonable. For
the cases presented here, ∆z/c/δ ≤ 500 s.
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volume along the z axis will eventually have an injected energy of L′inj∆z/vbulk, where
∆z = Z/nz is the thickness of one slice.
Electron injection is included in the Fokker–Planck equation through the term
Q(γ, t). The shock moves at the speed of vbulk every F-P time-step. When the shock
front is located in a given zone, electron injection is active (Qshock 6= 0), otherwise
Qshock = 0. In the simulations presented here the injected electrons have a power law
distribution with a high energy exponential cutoﬀ
Qshock(γ) = Q0
(
γ
γ0
)−p
e−γ/γmax cm−3 s−1 γ ≥ γmin,
The value of the normalization Q0 is controlled by the parameter L
′
inj.
The injection and shock acceleration time-scales and durations are in principle
independent from other parameters and could be set directly on the basis of a hy-
pothesis on the details of physical processes underlying them. In this work we are
treating injection, and in turn the implied process for accelerating the newly injected
particles, phenomenologically, aﬀording ourselves the freedom to assume their spec-
trum and time-scales.
The underlying physical mechanism for the injection process is assumed to be the
ﬁrst order Fermi acceleration at a shock front. The acceleration process is fast so the
accelerated relativistic electrons are directly injected into the blob with a power-law
distribution (e.g. Drury, 1983; Blandford & Eichler, 1987; Gaisser, 1991; Protheroe,
1996; Kirk et al., 1998).
When particle escape is included, we also consider a process we call ’pick up’ of
the electrons. The implementation of this process is similar to the injection process,
except that it is independent of the shock. It happens constantly and homogeneously
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throughout the volume. The electrons have a Gaussian distribution:
Qpick(γ) =
Qpick√
2piσ2
e−
(γ−γg)
2
2σ2
instead of a power-law distribution. Here Qpick is the pick up rate, which is a free
parameter. γg is the mean Lorentz factor of the picked up electrons, and σ
2 is the
variance of the Lorentz factor. The aim is to mimic a mono-energetic particle distribu-
tion. The physical process responsible for this pre-accelerated population of electrons
is unclear (see a discussion of pre-acceleration mechanisms in Kirk et al., 1994). But
it can possibly be related to the fact the the bolb is running into the background
medium along the jet where there might be particles escaped from and left by previ-
ous blobs. If these background particles are stationary or moving slowly in the frame
of the black hole, in the blob frame they are relativistic with Lorentz factor equals the
bulk Lorenzt factor of the blob. These particles can be ’captured’ by the magnetic
ﬁeld in the blob, and become the ’picked up’ pre-accelerated particles. For a pick up
rate of 10−3cm−3s−1, and a blob length of 1016cm, the minimum background particle
density required is n = 300cm−3. Given that we know little about the density of
the cold particles in blazar jets (see Begelman & Sikora, 1987, for a way to probe
the cold particles), this number is acceptable. Bases on this scenario, the energy of
these electrons is assumed to come from Lorentz transformation rather than thermal
energy. So the mono-energetic distribution is a better representation of the electrons
compared to Maxwellian distribution.
2.6.3 Splitting of MC particles
A major diﬃculty of using the Monte Carlo method to model broadband emission,
in the physical conditions typical of blazar jets, is the low pseudo-photon statistics at
high frequencies. Observations are aﬀected by a very similar problem.
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Blazar SEDs are approximately ﬂat in νFν over wide range of energies. In blue
blazars, typical energies for the electrons responsible for the νFν emission peaks,
occurring in UV-X-ray and TeV bands, are γ ∼ 104 − 105. When a photon (for us a
MC particle) is scattered from UV/X-ray to the TeV range, the energy of that MC
particle will increase by about 9–11 orders of magnitude depending on whether it
was an X-ray or UV photon, and its ‘ﬂux’ will decrease by the same factor, making
the statistics of the high energy IC component very poor. For constant statistical
weight, the discretized spectrum would have Ni ∼ N(νi)(∆ν)i MC particles in each
bin. Our grid of photon energies is equally spaced logarithmically, so we can rewrite it
as Ni ∼ N(νi) νi (∆ ln ν)i, where (∆ ln ν)i = ∆ ln ν is a constant. Hence for a photon
spectrum N(ν) ∝ ν−Γ, the relative statistics of our discrete photon spectrum goes
like ν−Γ+1i . For an approximately ﬂat SED, i.e. Γ ≃ 2, this goes like ν−1i .
An additional challenge that we face is that the IC scattering probability is very
small. Under most reasonable conditions the active blob is very optically thin.
In order to mitigate these problems, we introduced a method involving the splitting
of MC particles. The basic idea is that since every MC particle represents a packet
of real photons treated together, it is always possible to divide them into smaller
packets. If this splitting is applied in appropriate conditions, it is possible to achieve
a reasonable statistics on MC particles at high frequencies with reasonable computer
resources.
We have implemented MC particle splitting in three diﬀerent instances within the
context of the computation of IC scattering.
1. The ﬁrst splitting is applied to every MC particle when it is considered for IC
scattering. It is split into a large number of identical subparticles (e.g. ∼ 103).
The choice of this number depends on the trade oﬀ between improving the
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statistics of the high energy photon spectrum and cost in terms of computing
resources (time and memory), and it was based on empirical testing. Whether
a particle is scattered or not is determined by comparing the distance it would
travel with a distance to the next scattering stochastically determined from its
mean free path. Every MC subparticle draws a separate random number, and in
turn has its own chance of being scattered. All non-scattered MC subparticles
are recombined into a MC particle, and travel to a new position. The subpar-
ticles that do scatter (usually a small number) will be scattered separately, to
independent energies and directions (but see below). This ﬁrst splitting does
not necessarily save a computational time, but it decreases dramatically the
memory allocation requirement to achieve the desired statistics at the highest
SED energies.
2. The second instance of splitting is applied to MC (sub)particles that are being
scattered. They are divided into another large number (e.g. ∼ 103), and each of
these MC sub-subparticles will be scattered separately, with diﬀerent electrons,
to a frequency and direction uncorrelated with those of the other particles. This
splitting allows us to concentrate computation cycles on the rare events of actual
scatterings.
3. Even with this second splitting, at highest energies the statistics of the IC
photon spectrum remains very poor. To alleviate this problem, we implemented
a third instance of MC particle splitting. It is triggered when one of the already
twice-split MC particles is scattered to very high frequency, above a threshold
that is set a priori and constant for each run, tailored to the characteristics of
the studied SED. This MC particle is split again, and each of its subparticles
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is re-scattered from the original frequency. That scattering is accepted only
when the scattered frequency is higher than the preset threshold, otherwise it
goes back and draws another random number. This third splitting oﬀers the
beneﬁt of avoiding the use of a much larger number of subparticles in the second
instance of splitting, and subsequently avoiding the production of a very large
number of MC particles to be recorded in the computer memory.
Splitting causes the number of MC particles to grow during the simulation. Never-
theless, the advantage over directly setting up the simulation with more MC particles
is signiﬁcant both in terms of number of MC particles and more importantly because
the new MC particles are created where they are most needed, thus increasing greatly
the eﬃciency of the code. In typical runs the increase in the number of MC particles
due to the splitting is modest, of the order of 10–20 per cent of the number of newly
emitted synchrotron photons at each MC step.
2.6.4 Arbitrary electron energy distribution
Although the F-P equation can calculate the time dependent evolution of the elec-
trons with arbitrary spectrum, earlier versions of the code forced the decomposition
of the electron population into a low-energy thermal population plus a high-energy
power law tail. The emissivity of cyclotron, non-thermal synchrotron and thermal
bremsstrahlung radiation processes were calculated on the basis of this decomposi-
tion. The calculations of the synchrotron self-absorption coeﬃcient and the total
scattering cross section of a photon in the medium were dependent on this ‘thermal
plus power law’ approximation as well. In order to make the code more general, and
in particular more suitable for blazar simulations, in which there is usually a domi-
nant non-thermal lepton population, we have entirely rewritten the relevant sections
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of the code. The code now calculates all physical quantities using the actual electron
spectrum, as updated by solving the F-P equation (see § 2.5)
2.6.5 Other improvements
Compared to the older version of the code, there are several side features added to
increase the eﬃciency of the code.
• The MC part of the code assigns one zone to one computing node at a time,
to create new MC particles through synchrotron radiation. When one node
ﬁnishes the job, the new MC particles are stored in that node, and the code
assigns another zone to it, until all zones are done. However, since each zone
has its own parameters, including volume, the number of MC particles created
and stored in each node will be diﬀerent. The diﬀerence is worsened by the fact
that the number of MC particles also increase by splitting during IC scattering,
and the scattering is a random process. After all the new MC particles are born,
the task of the nodes is to take care of the evolution of the MC particles stored
in that node. These MC particles can come from or be in any zone, not related
to which node it is stored in. Because this task is the most computational
consuming part of the code, the node that has most MC particles becomes the
bottle neck for the code eﬃciency – all the other nodes have to wait for it every
time step.
The new code now redistributes the newly emitted or scattered MC particles at
the end of each MC time step, so that each computing node was assigned the
same number of MC particles to handle. By doing this, the code can speed up
almost linearly with the number of processors used. In the past, this increase
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of code speed stalls when the number of processors becomes larger than about
10.
• The new code can also schedule the job to stop at the beginning of any MC
time step, and save all the current information. Then later the simulation can
begin from where it stopped last time and continue the job. This feature is
extremely useful when there is an upper limit on the running time of a single
job on certain computers.
2.6.6 Deactivated features
Some features of the code have been deactivated in this study. Among these are
the cyclotron and bremsstrahlung emission and Coulomb scattering of electrons with
protons, all considered not important in blazar jets.
2.7 Code testing
In order to test the robustness of the code, we compared the results of our code with
those of other codes, for cases where some of their capabilities are comparable. We
ﬁrst compare the results with a non time-dependent code to test the MC radiative
part of the code. Then we compare the electron evolution with a time dependent
code, in a single-zone homogeneous case. Generally the results match very well.
2.7.1 Steady state SED of homogeneous models
To test how the code handles the radiative processes, we try to reproduce the theoret-
ical SED shown in Fossati et al. (2008), for the non-extreme parameter choice (solid
line in their ﬁg. 10a). That SED was computed with a single-zone homogeneous SSC
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model. The electrons are assumed to be continuously injected and reach a steady
state (e.g. Ghisellini et al., 1998). For this test, we take the equilibrium electron dis-
tribution calculated in the homogeneous code as our input electron distribution, and
turn oﬀ the F-P evolution of the electrons. We cut the volume into several identical
zones just to make use of the parallel structure of the code. Since the single-zone
model uses a spherical geometry, while our MC model uses a cylindrical geometry,
we choose to use the same radius (R = 1016 cm), but with the height of the cylinder
Z = 4/3R, in order for the two models to have the same volume. The produced SED
is shown in Fig. 2.3a in the top panel as black histogram, directly compared with
that of Fossati et al. (2008). In general the two SEDs match well, except for a slight
discrepancy around the peak of the IC component. This arises from the fact that the
single zone model uses a step function to approximate the K-N cross section, while
our code implements the full K-N cross section.
We then also tested our code with the step function approximation. The result
in shown in Fig. 2.3a, middle panel. The overall shapes of the SEDs match better.
The total luminosity seems a little higher in the MC model. However, it is worth
noting that although we are matching the volume, the geometry is diﬀerent in the
two codes and this has a small eﬀect on the IC component. Moreover, in order to
achieve a reasonable statistics the emitted photons are integrated over a ﬁnite solid
angle, i.e. a range of angles θ (photon direction angle with respect to the jet axis,
in the observer frame). Hence for a given bulk Lorentz factor Γbulk = 26, we are
eﬀectively integrating over a range of Doppler factors δ ≃ 23.5 ∼ 28.7, not exactly
δ = 26 as for the comparison model.
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2.7.2 Temporal evolution (one zone model)
The other important aspect of our MC/F-P code, the Fokker–Planck evolution of
the electrons, was tested by comparing the code with the one-zone time dependent
homogeneous SSC code by Chiaberge & Ghisellini (1999). We set the number of zones
to one, and used a power law injection with the same parameters they used (B = 1G,
γmin = 1, γmax = 10
5, p = 1.7, L′inj = 3.69 × 1041 erg/s, t′esc = 1.5R/c, t′inj = R/c),
except that our geometry is a cylinder with R = 1.1547×1016 cm, Z = 1016 cm, while
they use a sphere with R = 1016cm.
The electron spectra at diﬀerent times are shown in Fig. 2.3b; the upper panel
shows the one produced by the MC code, the middle panel the one produced by
the one-zone code, while the bottom panel shows the deviation. The two spectra
match reasonably well, giving us conﬁdence that our code handles the evolution of
the electron distribution correctly.
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Chapter 3
Modeling the multiwavelength variability of Mrk
421
3.1 Introduction
Blazars are the most extreme (known) class of AGN. They are core-dominated, flat-
radio-spectrum radio-loud AGN. Their properties are interpreted in terms of radiation
from relativistic jets pointing at us (Urry & Padovani, 1995). Because of relativis-
tic beaming, jets greatly outshine their host galaxies thus making blazars unique
laboratories for exploring jet structure, physics and origin.
Blazars emit strongly from radio through γ-ray energies. Their spectral energy
distribution (SED) comprises two major continuum, non-thermal, components (Ulrich
et al., 1997; Fossati et al., 1998): the ﬁrst, peaking in the IR-optical-X-ray range, is
unambiguously identiﬁed as synchrotron radiation of ultrarelativistic electrons. The
nature of the second component, sometimes extending to TeV energies, is less clear
and under debate. It is generally modeled as inverse Compton (IC) scattering by
the same electrons that produce the synchrotron emission. The seed photons can be
synchrotron photons (synchrotron self-Compton, SSC Maraschi et al., 1992; Marscher
& Travis, 1996) or external radiation ﬁelds such as emission directly from the accretion
disk, or the broad line region (BLR), or a putative torus present on a larger scale
(external Compton, EC, e.g. Dermer et al., 1992; Sikora et al., 1994; Ghisellini &
Madau, 1996; B laz˙ejowski et al., 2000; Sikora et al., 2009). These models are generally
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referred to as leptonic models because the particles and processes responsible for the
emitted radiation are only electrons and positrons.
A second class of models, hadronic models, consider the role played by protons ei-
ther by producing very high energy radiation directly via the synchrotron mechanism,
or by initiating a particle cascade leading to a second leptonic population emitting
a higher energy synchrotron component (Mannheim, 1998; Rachen, 2000; Sikora &
Madejski, 2001; Arbeiter et al., 2005; Levinson, 2006; Bo¨ttcher, 2007; Bo¨ttcher et al.,
2009).
The frequency of the synchrotron peak (νFν) has emerged as (one of) the most
important observational distinction across the blazar family (e.g. Fossati et al., 1998),
leading to the classiﬁcation of blazars as ‘red’ or ‘blue’ according to their SED ‘color’,
i.e. the location of the peak∗. Fossati et al. (1998) showed that blazar SEDs seem
to change systematically with luminosity; the most powerful objects are red, while
blue SEDs are associated with relatively weak sources, a result supported by studies
of high redshift blazars and of low power BLLac objects (see Fabian et al., 2001a,b;
Costamante et al., 2001; Ghisellini et al., 2010).
Another fundamental distinction among blazars concerns their ‘thermal’ spec-
tral properties, where they encompass a wide range of phenomenology, ranging from
objects with featureless optical spectra (BLLac objects) to objects with quasar–like
(broad) emission line spectra (Flat Spectrum Radio Quasars, FSRQ Urry & Padovani,
1995, for a review). This distinction is likely to have an impact on the mechanisms of
production of the γ-ray component in diﬀerent types of blazars, with BLLacs being
consistent with pure SSC, and FSRQ with EC. In fact in most FSRQs the prominence
of the thermal components with respect to the synchrotron emission suggests that EC
∗Blue and red SED objects are also called HBL and LBL, for High or Low peak.
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must be dominant over SSC. The case for BLLacs is more ambiguous. Since particles
in the active region (blob) in the jet would see the external radiation greatly ampli-
ﬁed by relativistic aberration with respect to what we measure, the fact that we do
not directly detect any thermal component may not necessarily mean that in the jet
rest frame its intensity is not competitive with the internally produced synchrotron
radiation.
However, the broad band emission of TeV detected BLLac objects, like Mrk 421, is
well modeled with pure SSC and stringent upper limits can be set on the contribution
of EC to their SEDs (Ghisellini et al., 1998, 2010).
3.1.1 Variability
Rapid and large-amplitude variability is a deﬁning observational characteristic of
blazars. It occurs over a wide range of time-scales and across the whole electromag-
netic spectrum (Ulrich et al., 1997). Flux variability is often accompanied by spectral
changes, typically more notable at energies around/above the peak of each SED com-
ponent. Multiwavelength correlated variability studies have been a major component
of investigation of blazars, but because of observational limitations so far it has been
focused on blue blazars.
Blue blazars / HBLs indeed constitute a particularly interesting subclass, for their
synchrotron emission peaks right in the X-ray band, and the high energy component
reaches up to TeV γ-rays. The X-ray/TeV combination has been accessible observa-
tionally thanks to ground based Cherenkov telescopes and the availability of several
X-ray observatories. Hence, the brightest HBLs have been studied extensively. Simul-
taneous X-ray/γ-ray observations showed that variations around the two peaks are
well correlated, providing us with diagnostics on the physical conditions and processes
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in the emission region for HBLs.
Diﬀerent models have been shown to successfully reproduce time-averaged or
snapshot spectral energy distributions of blazars. So far, however, there has been
remarkably little work taking advantage of the information encoded in the observed
time evolution of the SEDs by modeling it directly, despite the tremendous growth
and improvements on the observational side, allowing in many cases to resolve SED
on physically relevant time-scales, fueled by several successful multiwavelength cam-
paigns (e.g., some of the most recent ones, for the brightest BLLacs Sambruna et al.,
2000; Ravasio et al., 2002; Takahashi et al., 2000; Fossati et al., 2000a,b; Krawczynski
et al., 2004; B laz˙ejowski et al., 2005; Rebillot et al., 2006; Giebels et al., 2007; Fossati
et al., 2008; Aharonian et al., 2009).
The spectral time evolution has been studied and characterized by means of intra-
and inter-band time lags, intensity correlation, and hysteresis patterns in brightness–
spectral shape space. The main observed features unveiled by this type of analyses
seem to be well accounted for by attributing the γ-ray emission to SSC (in a one-zone
homogeneous blob model), and they emerge from the combination of acceleration and
cooling and depend on the relative duration of the related time-scales (e.g. Takahashi
et al., 1996; Ulrich et al., 1997; Kataoka, 2000). A less empirical, more directly
theoretical interpretation of this wealth of data, requiring/exploiting the physical
connection between series of spectra, has remained relatively basic despite the clear
richness of the observed phenomenology (e.g., Mastichiadis & Kirk, 1997; Dermer,
1998; Li & Kusunose, 2000; Sikora et al., 2001; Krawczynski et al., 2002; Bo¨ttcher &
Chiang, 2002).
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3.1.2 Light Travel Time Effects
One of the biggest challenges and limitations of the current models comes from the
dealing with light travel time eﬀects (LTTE), usually treated in a simpliﬁed way, such
as simply by introducing a photon escape parameter (e.g., Bo¨ttcher & Chiang, 2002).
The observed variability on time-scales of hours indicates that light travel time
eﬀects within the active region are very important and must be dealt with. There are
two main aspects related to photon travel times that are important for an accurate
study. The ﬁrst, which we can call ‘external’ (following Katarzyn´ski et al., 2008), is
a purely geometric eﬀect that pertains to the impact of the ﬁnite size of the active
region on the observed variability, namely the delayed arrival time of the emission
from diﬀerent parts of the blob, and consequent smearing of the intrinsic variability
characteristics (Protheroe, 2002). It is relatively simple to implement.
The second eﬀect, internal, pertains to the impact of these same delayed times on
the actual physical evolution of the variability (as opposed to just our ‘perception’
of it) due to the changing conditions inside the active region. This eﬀect constitutes
the real challenge for proper multi-zone modeling. In this respect the most important
issue is that of the photon diﬀusion across the blob on the electrons’ inverse Compton
losses. Proper accounting of this eﬀect is signiﬁcantly more complex and computa-
tionally expensive, and traditionally neglected under the assumption that electron
cooling is dominated by synchrotron losses. This is, however, a strong assumption,
rarely valid, as suggested by the observation that the luminosity of the synchrotron
components is at best of the same order as the IC component, more commonly lower.
It has long been realized that a simple one-zone homogeneous model is not ade-
quate to describe the temporal evolution of the blazar jets, and that LTTE must be
taken into account. McHardy et al. (2007) suggested that the observed delay between
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X-ray and infrared variations in 3C 273 could be related to the time necessary for the
soft (synchrotron) photon energy density to build up as the they travel across the
active region.
3.1.3 Relevant Previous Work
Some progress has been made to develop multi-zone models, though with limited
success because the traditional analytical approach requires signiﬁcant assumptions,
such as simple geometries or assumptions about the relevance of diﬀerent physical
processes. The inclusion of just the external LTTE is enough to yield new insights on
SSC light curves, such as on the way the interplay between cooling/acceleration time-
scales and source size aﬀects the observed light curves as a function of energy and
combination of the various time-scales (Chiaberge & Ghisellini, 1999; Kataoka et al.,
2000; Katarzyn´ski et al., 2008). In all the cited cases the size of the active region
and the duration of the injection of fresh particles are related through t′inj = R/c,
where R is the radius of a sphere or the length of a cubic region. The geometry
is characterized by a single length-scale. This kind of models, not accounting for
internal LTTE and non-locally-emitted radiation for IC emission, could yield correct
results for the evolution of the electron distribution if synchrotron losses dominate,
however even in this case their results for the evolution of the IC component are not
realistic because they ignore the contribution of seed photons from other zones.
Sokolov et al. (2004) and Sokolov & Marscher (2005) were the ﬁrst to include the
internal LTTE to calculate the IC spectrum, for both SSC and external IC models.
However, they did not properly account for it when calculating IC energy losses.
Their model is thus accurate only when synchrotron losses are dominant. Observa-
tionally this corresponds (approximately) to cases where the peak of the lower energy
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component of the SED (synchrotron) is signiﬁcantly brighter than that of the second
peak (IC).
Graﬀ et al. (2008) developed a model taking into account all the LTTEs, but
specialized to an elongated ‘pipe’ geometry. The geometry of the current implemen-
tation of their code is eﬀectively one-dimensional. The lack of an actual transverse
dimension represents a signiﬁcant limitation when considering the LTTE, considering
because of relativistic aberration we are eﬀectively observing a jet (also) from its side.
In this thesis we have introduced a more general and ﬂexible code to simulate
blazar variability, addressing and overcoming most of the limitations aﬀecting previ-
ous eﬀorts.
In this chapter we will apply this code to study Mrk 421. Particle escape, stochas-
tic acceleration, and external radiation are not included in this chapter. In §3.2
we present results of a few test cases based on the multiwavelength observations of
Mrk 421 in March 2001. We summarize with a discussion of this ﬁrst application and
remarks about future applications and developments in §3.3.
3.2 Application to Mrk 421
Mrk 421 is the archetypical ‘blue’ blazar, the most luminous and best monitored
object in the UV, X-ray and TeV bands. It was the ﬁrst extragalactic source detected
at TeV energies (Punch et al., 1992). As such it has been the target of multiple
multiwavelength campaigns with excellent simultaneous coverage by X-ray and TeV
telescopes. (Takahashi et al., 2000; Maraschi et al., 1999; Fossati et al., 2000a,b;
Krawczynski et al., 2001; B laz˙ejowski et al., 2005; Rebillot et al., 2006; Giebels et al.,
2007; Fossati et al., 2008; Donnarumma et al., 2009).
For a ﬁrst application of our code we focused on one of best ﬂares ever observed,
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occurred on 2001 March 19 (Fossati et al., 2008). It was a well deﬁned, isolated,
outburst that was observed both in the X-ray and γ-ray bands from its onset through
its peak and decay. It uniquely comprised several rare favorable features, namely
absence of data gaps (except RossiXTE ’s short orbital gaps), excellent TeV coverage
by the HEGRA and Whipple telescopes and large amplitude variation in both X-ray
and γ-ray bands.
3.2.1 Observational constraints and goals
We aim to reproduce several observational features. Some of them can be regarded
as constraints on the setup of a baseline model, as they provide guidance on the
general properties and parameter values yielding an acceptable ﬁt to the SEDs (e.g.
Tavecchio et al., 1998, Bednarek & Protheroe, 1997, and Fossati et al., 2008 for an
example speciﬁc for the observations studied here). In this respect, we have ﬁve
fundamental observables we want to match:
• The peak frequencies of the synchrotron and IC components, νp,S, νp,IC, which
for Mrk 421 are observed in the X-ray and γ-ray bands.
• The peak luminosity and the relative strengths of the two SED components,
νLp,S, νLp,IC.
• The variability timescale (tvar). Combined with an hypothesis on the Doppler
factor it provides a constraint on the size of the blob. For Mrk 421 in X-ray
and γ-ray it is typically of the order of tens of kiloseconds.
Besides giving an indication about the size of the active region, the latter can be
diﬀerent for diﬀerent energy bands and in turn its energy dependence can provide
additional constraints on the model parameters and source geometry.
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There is then a set of observational features whose explanation remains to a large
extent an open question. They represent the ultimate goal of our work and the driver
for the development of a time dependent multi-zone model.
1. The quasi-symmetry of ﬂare light curves, showing similar rising and falling time-
scales, both in X-rays and γ-rays. The symmetry seems to be a quite common
feature at several wavelengths. It would seem to support the interpretation that
the ﬂare evolution is governed by the geometry of the active region (Chiaberge
& Ghisellini, 1999; Kataoka et al., 2000). However, this could be true only if all
other (energy dependent) time-scales are shorter than the blob crossing time,
or relevant geometric time-scale, or only for emission at energies for which this
is true.
2. The characteristics of the multiwavelength correlated intensity variations. The
ﬂare amplitude is generally larger in γ-rays than in the X-ray band, and ﬂux
variations show a quadratic (or higher order) relationship that holds during
both the rise and the decay phases of the ﬂare. This behavior was observed
in Mrk 421 on 2001 March 19, and also for other ‘clean’ ﬂares, including for
other blue blazars (e.g. Aharonian et al., 2009, reporting a cubic variation for
PKS 2155−304).
3. The existence and length of inter-band (X-ray vs. γ-ray) and intra-band (soft
X-ray vs. hard X-ray) time lags, often with changing sign from ﬂare to ﬂare
(see references given above for Mrk 421). In the isolated ﬂare of 2001 March 19,
Fossati et al. (2008) report a possible lag of about 2 kilo-seconds of the TeV ﬂux
with respect to a soft X-ray band (2–4 keV), whereas TeV and harder X-rays
(9–15 keV) were consistent with no lag. In turn an X-ray intraband lag was
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detected.
4. The fact that even during large outbursts the optical ﬂux changes little. This
may constrain the characteristics of the particle injection, such as their spec-
trum (shape and density) and energy span. On the other hand, the time depen-
dent spectral behavior of blazars has led people to speculate that there is more
than one component contributing to the blazar emission (Fossati et al., 2000b;
Krawczynski et al., 2004; B laz˙ejowski et al., 2005; Ushio et al., 2009). It is not
clear if this additional zone is co-spatial with the zone undergoing the ﬂare or
it is far enough elsewhere along the jet that the two do not interfere with each
other and evolve independently.
5. SED shape, and its time variations, particularly around the two peaks. For
Mrk 421 we mostly focus on the X-ray and TeV γ-ray spectra.
These features have been observed in several instances for Mrk 421, mostly cleanly
in the case of the 2001 March 19 ﬂare, and the other well studied TeV detected blue
blazars. For the brightest blue blazars there is an extensive database of multiwave-
length observations and studies of time resolved spectral variability. The phenomenol-
ogy is richer and more complex than the few items just introduced, on which we focus.
In this respect, one of the most interesting ﬁndings is the observation of a correla-
tion between luminosity and position of the peak of the synchrotron component (e.g.
Tavecchio et al., 2001; Fossati et al., 2000b; Tanihata et al., 2004; Tramacere et al.,
2007).
In this work we are mostly aiming at illustrating the capabilities of our code with
respect to investigating the above observational ﬁndings, by presenting the results of
simulations of three simple scenarios.
50
T
ab
le
3.
1
:
S
u
m
m
ar
y
of
m
o
d
el
p
ar
am
et
er
s
in
C
h
ap
.
3
C
as
e
ge
n
er
al
so
u
rc
e
p
ar
am
et
er
s
b
ac
k
-/
fo
re
-g
ro
u
n
d
co
m
p
on
en
t
in
je
ct
ed
co
m
p
on
en
t
R
Z
Γ
B
γ
m
in
γ
b
γ
m
a
x
n
e
γ
m
in
γ
m
a
x
L
′ in
j
10
1
6
10
1
6
10
4
0
cm
cm
G
cm
−
3
er
g
s−
1
1:
w
it
h
‘b
ac
k
gr
ou
n
d
’
1.
0
1.
33
33
0.
1
50
2
×
10
4
2
×
10
5
4.
0
50
1.
9
×
10
5
5.
5
2:
w
it
h
‘f
or
eg
ro
u
n
d
’
1.
0
1.
33
33
0.
08
50
1
×
10
4
1
×
10
5
6.
0
50
1.
9
×
10
5
6.
0
3:
b
et
te
r
T
eV
sp
ec
tr
u
m
1.
5
2.
0
46
0.
03
5
50
2
×
10
4
2
×
10
5
1.
56
50
1.
9
×
10
5
3.
2
A
ll
b
ac
k
gr
ou
n
d
or
fo
re
gr
ou
n
d
co
m
p
on
en
ts
el
ec
tr
on
sp
ec
tr
a
ar
e
b
ro
ke
n
p
ow
er
la
w
s
(w
it
h
ex
p
on
en
ti
al
cu
to
ﬀ
),
w
it
h
sp
ec
tr
al
in
d
ic
es
p 1
=
1.
5,
p 2
=
2.
5
(=
p 1
+
1)
.
T
h
e
in
je
ct
ed
p
ow
er
la
w
h
as
sp
ec
tr
al
in
d
ex
p
=
1.
5
in
al
l
ca
se
s.
51
3.2.2 On model parameters
Our homogeneous (at least initially) SSC model is deﬁned by the following quantities
(see also Table 3.1):
• source size/geometry (R, Z, or aspect ratio),
• Lorentz factor (Γ),
• magnetic ﬁeld strength (B),
• various parameters describing the electron spectrum, e.g. four for an injected
power law: γmin, γmax, p, L
′
inj. For a broken power they would be six because
there would be a spectral break γb and two spectral indices (p1, p2) instead of
one.
With simple considerations we can reduce the number of model parameters to
constrain from 8 (or 10) to 5 (B, Γ, R, γmax, L
′
inj) and as illustrated in the previous
section we have 5+ fundamental observables to do it.
The source aspect ratio can be at least qualitatively constrained by the proﬁle of
the ﬂare light curve, for in ﬁrst approximation extreme geometries would yield fairly
distinctive ﬂare shapes due to LTTE. For this work we adopted a conservative, stocky,
volume aspect ratio R/Z = 3/4, i.e. width:length = 3:2.
Among the electron spectrum parameters, γmin and p (or p1) can be set with
reasonable conﬁdence based on considerations on the SED shape and variability (or
lack thereof) at frequencies below the synchrotron peak. The precise value of γmin is
however not well constrained by observations. The emission by electrons at γ ≤ 103
would be below the optical band, where there is not much simultaneous coverage, and
emission by much lower energy electrons would fall in a band (i.e. ν ≤ 1011Hz) where
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observations suggest that the SED is dominated by radiation from other regions of
the jet (e.g. Kellermann & Pauliny-Toth, 1981). Moreover, cooling time-scales for
electrons at those energies are long compared with the typical duration high-density
multiwavelength campaigns (see eq. 3.2), making it diﬃcult to set a constraint on
γmin based on variability. Higher values of γmin aﬀect the synchrotron emission in the
optical band and in turn the IC component, mainly in the GeV band, and therefore we
can assess their viability with current and future observations. Given that during the
2001 campaign (Fossati et al., 2008) there seemed to be a modest level of variability
in the optical band, ∆mV ≃ 0.4, though not directly from observations simultaneous
with the March 19 ﬂare, we simulated scenarios where the injected electron population
has a relatively low γmin = 50 (Table 3.1). We choose to truncate the electron
distribution at this value also because the number of low energy electrons grows
rapidly, thus increasing signiﬁcantly the computational time without adding much
to the investigation presented here; as noted, emission from lower energy electrons
would not be detectable, and they would not signiﬁcantly alter the properties of the
emission and its variability observed in blue blazars. This is of course an assumption
that is valid for this work but that should be revisited, for instance for the study of
red blazars.
The spectral indices of the injected electron distributions p or p1 (p2 = p1 + 1 as
expected for a cooling break) are mostly constrained by the shape of the synchrotron
SED at energies below the optical range. The preferred value for p, p1 = 1.5 consti-
tutes a somewhat hard spectrum but it is consistent with values discussed by several
particle acceleration studies. In particular, stochastic (2nd-order Fermi acceleration)
and acceleration at relativistic shear layers have been suggested to produce very hard
(p < 2) particle spectra (Virtanen & Vainio, 2005; Stawarz & Ostrowski, 2002; Rieger
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& Duﬀy, 2004, 2006).
Next, we discuss some general arguments and estimates for values of the funda-
mental physical parameters. We then present and discuss the results obtained with
the set of parameters that we deemed more successful, and in turn ‘ﬁt’ the SEDs
and light curves of the 2001 March 19 outburst testing several diﬀerent parameter
combinations, including the possible dilution by emission from a diﬀerent region of
the jet not involved in the ﬂare, and the presence of a pre-existing electron population
in the region that becomes active.
3.2.3 Estimates of active region parameters from observables
Key parameters in the modeling of blazars with the SSC model include the Lorentz
factor, the magnetic ﬁeld strength, the size of the volume, and the energy of the
electrons that are responsible for the synchrotron peak of the SED, γp. This latter
is associated with a break in the electron distribution or its maximum, depending on
the spectral index. We use the observational results of Fossati et al. (2008) as the
benchmark of our analysis. There are several observed features that constrain the
value of these parameters (see previous section). Additionally, independent estimates
of the relativistic beaming parameters of blazars, from observed superluminal motion
and population statistics, yield Lorentz factors of the order of tens (Urry & Padovani,
1995). As we mentioned before, we make the common assumption to be observing
the source at the angle θ = 1/Γ, hence δ = Γ (see Cohen et al., 2007, for a deeper
statistical analysis, showing that the most likely combination is Γ sin θ ≃ 0.7).
The observed peak of the synchrotron component (at energy Ep,S) results from
the combination of electrons’ γ, B and δ. Assuming mono-energetic emission the
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relationship is Ep,S = νB γ
2
p δ. For Mrk 421 Ep,S ≃ 1 keV. Parameterized† on ﬁducial
values for these three parameters the γp of the electrons emitting at the synchrotron
peak is:
γp ≃ 1.7× 105
(
B
0.1 G
)−1/2(
δ
30
)−1/2(
Ep,S
1 keV
)1/2
(3.1)
If the IC component peak resulted from scattering of photons of the synchrotron
peak in Thomson regime we could directly infer the energy of the electrons emitting
at both SED peaks as
γp ≃
(
3Ep,IC
4Ep,S
)1/2
≃ 2.7× 104
(
Ep,IC
1 TeV
)1/2(
Ep,S
1 keV
)−1/2
with Ep,IC is the peak energy of the IC component. However, as discussed by Fossati
et al. (2008, see Fig. 11 therein), the SED shape and variability time-scale observed
in Mrk 421 in 2001 favor parameters such that the scattering between electrons at
γp and synchrotron peak photons at Ep,S would happen in the K-N regime (see also
Tavecchio et al., 1998; Bednarek & Protheroe, 1999). In this case the IC peak energy
would be largely independent of Ep,S and the expression would instead be:
γp ≃ Ep,IC
δ mec2
≃ 6.5× 104
(
Ep,IC
1 TeV
) (
δ
30
)−1
.
Requiring that the condition for Thomson regime, γx′ ≤ 3/4 (where x′ = E ′target/(mec2)),
holds true for E ′target = E
′
p,S and γ = γp, one can derive a rough estimate of what (B,
δ) combination would be necessary to push into the Thomson regime the scattering
between γp and its own synchrotron photons, emitted at Ep,S, i.e. to make the IC
peak the exact SSC match of the synchrotron one.(
B
0.1 G
)(
δ
30
)3
≥ 220
(
Ep,S
1 keV
)
3
†Because the redshift of Mrk 421 is small, z = 0.031, for simplicity we left out factors (1 + z).
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As shown by Fossati et al. (2008), it is indeed possible to achieve an acceptable SED
ﬁt with high B and δ. However, while this kind of model matches equally well a static
SED, its smaller blob size and extreme Lorentz contraction make it implausible when
compared with more dynamic observational ﬁndings, beginning with the variability
time-scales.
The rest frame synchrotron cooling time can be expressed as function of electron
energy and the magnetic ﬁeld:
τ ′cool,S =
7.7× 108
γB2
s (3.2)
or, more directly related to observables, in terms of observed photon energies:
τ ′cool,S = 4.6×105
(
B
0.1 G
)−3/2(
δ
30
)1/2(
ES
1 keV
)−1/2
s (3.3)
or, in the observer’s frame,
τcool,S = 15.1
(
B
0.1 G
)−3/2(
δ
30
)−1/2(
ES
1 keV
)−1/2
ks (3.4)
showing its dependence on the inverse square root of the energy of the observed
photons.
A general constraint among the observed variability time-scale and source size and
time-scale of the acceleration, injection or cooling process is:
tvar ≥ 1
δ
max
(
τ ′cool, τ
′
acc, t
′
inj,
R
c
,
Z
c
)
As noted in Section 2.6.2, in this work we take a simpliﬁed approach, whereby we
do not specify the acceleration mechanisms underlying the particle injection, and
we choose to link the injection time-scale to the geometry of the source, namely its
dimension along the jet axis, Z. Hence we have a simpliﬁed relationship with the
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observed variability, and considering that the 2001 March 19 ﬂare has a ﬂux doubling
and halving time of the order of 104 s, we have approximately
max
(
τ ′cool,
R
c
,
Z
c
)
≃ max
(
τ ′cool,
R
c
)
≃ 104 δ s
Please note that this constraint could actually vary with the observed band because
some time-scales are likely to be energy dependent.
If the IC cooling rate is similar to the synchrotron cooling rate τ ′cool ∼ τ ′cool,S/2.
The condition τ ′cool < R/c translates into
ES > 0.46
(
R
1016 cm
)−2 (
B
0.1 G
)−3 (
δ
30
)
keV
From the constraints and relationships illustrated above we infer that a good
starting point to model the SED of Mrk 421 is a combination of R ∼ 1016 cm,
B ∼ 0.1 G, Γ ≃ δ ∼ 30, γp ∼ 105.
Because of computational limitations we did not perform an actual ﬁt to identify
the best set of parameters values reproducing the SED and the ﬂare evolution prop-
erties. We explored a limited range of values for R, B, Γ around the values obtained
from the above analysis, and focused on changes of the maximum electron energy
γmax and the injected power L
′
inj.
We ran a large number of short simulations aimed at sampling a reasonable range
of values around our initial guesses and evaluated them mostly on the basis of their
matching the X-ray spectra and variability. In a second stage we honed in on the
best cases and adjusted the parameters by means of full length simulations‡.
‡A typical run takes around 24 hours on eight Xeon 2.83GHz CPU cores, using up to 16 GB of
memory. As currently implemented the code does not scale well with the number of CPUs, only
gaining a factor of three in speed by going to 96 CPUs. The bottleneck is mostly due to the longer
computational time required by the zones with larger volume because it scales with the number of
photons contained in each zone.
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3.2.4 Case 1: injection in a blob with a pre-existing (background) elec-
tron population
In all cases presented in this chapter, the outburst is attributed to the injection into
our active volume of a new population of higher energy electrons, with ﬁxed injected
spectrum (power law with exponential cutoﬀ).
In this ﬁrst scenario the blob is not empty, but it is ﬁlled with a ‘background’
population of electrons, homogeneous throughout the volume. These electrons serve
as a slowly evolving component in the electron distribution and in turn the SED, which
can be regarded as the remnants of a previous phase of activity. They participate
fully in the time evolution of the blob, cooling and emitting radiation.
The overall best case has the following parameters: R = 1016 cm, Z = 4/3 ×
1016 cm, B = 0.1G, Γ = 33. Parameters for this and all following cases are summa-
rized in Table 3.1.
At t = 0 the electron spectrum for the ‘background’ population is a broken power
law distribution:
N(γ) = Nb
(
γ
γb
)−p1
cm−3 γmin < γ < γb
N(γ) = Nb
(
γ
γb
)−p2
e−γ/γmax cm−3 γb ≤ γ
The spectral indices are p1 = 1.5 and p2 = 2.5. The break is at γb = 2×104, the high-
energy cut-oﬀ at γmax = 2×105. The number density of this ‘background’ population
is ne = 4 cm
−3. Their total energy content is 2.2× 1046 ergs.
By the time when the new ﬂare begins, i.e. the shock begins to cross the region
and inject electrons, this pre-existing population has cooled to a γmax of a few times
104, yielding a synchrotron peak at around 50 eV. In the observer’s frame, the cooling
time-scale for the peak of the ‘background’ component is of the order of 1 day and we
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could think of it as due to the aging of the electron spectrum from a previous active
phase occurred a few days earlier. In most recent long observing campaigns Mrk 421
exhibited ﬂares on about this time-scale (e.g. Takahashi et al., 2000).
The injection of electrons begins at t′start,inj = 5 × 105 s, with a power law distri-
bution (§2.6.2). The parameters of the injected spectrum are: p = 1.5, γmin = 50,
γmax = 1.9× 105, L′inj = 5.5× 1040 erg/s.
The emitted –beamed– photons are integrated over the angle of 0.99944 < cos(θ) <
0.99964, which corresponds to a Doppler factor of 27 < δ < 42.
Results
In Fig. 3.1 & 3.2 we show a summary of the main comparisons with observations,
as SEDs, light curves and ﬂux-ﬂux correlation. The broadband SEDs at 3 diﬀerent
times are shown in Fig. 3.1(left), with X-ray and TeV γ-ray spectra for 2001 March
19 and historical multiwavelength (from radio to TeV) data points. Corresponding
SEDs zoomed around the X-ray band are shown in Fig. 3.1(right). Light curves for
5 relevant energy bands are plotted in Fig. 3.2(left), while the ﬂuxes in the X-ray
and TeV γ-ray bands are plotted against each other in Fig. 3.2(right). About the
light curves, it is important to note that the evolution during the ﬁrst 15 kilo-seconds
(= t′start,inj/δ) of simulation (highlighted with grey shading) simply reﬂects the initial
setup of the pre-existing background electron population, reaching its (approximately)
steady radiative state as the blob ﬁlls with the radiation from all the zones, and
radiation begins to escape.
In Figures 3.3a,b we show the Discrete Correlation Function (DCF Edelson & Kro-
lik, 1988) computed between the light curves in two X-ray bands (2−4 and 9−15 keV)
and X-ray and TeV (2−4 keV and > 1TeV). They are shown for illustrative purposes,
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and no extensive statistical analysis has been performed to assess the uncertainty on
the lag value.
In the framework of the observational issues outlined in Section 3.2, we note that:
1. The ﬂare light curves are approximately symmetric for both the X-ray bands as
well as for the TeV γ-rays. The GeV γ-ray light curve asymmetry reﬂects the
relative duration of the light crossing times and of the cooling time-scales of the
electrons emitting the seed photons and doing the IC scattering. For photons
emitted by electrons (and seed photons) varying on a time-scale shorter than the
geometric one this latter dominates the ﬂare proﬁle, hence making it symmetric.
For bands whose emission processes are characterized by physical time-scales
longer than the geometric ones, the –slower– cooling decay proﬁle emerges.
2. The amplitude correlation between X-ray and γ-ray ﬂuxes is quadratic, i.e.
Fγ/Fγ,0 ∼ (FX/FX,0)η with η ≃ 2, during the rise of the ﬂare. Shortly after
the peak the trend ﬂattens, becoming linear. At this point the March 19 light
curves were still showing a quadratic correlation, which lasted until the end of
the TeV (Whipple) observational coverage (see magenta points in Fig. 3.2).
3. A soft lag is clearly discernible between the diﬀerent X-ray bands, while a simi-
larly short hard lag is present between the γ-ray and the softer X-ray band (see
also Figures 3.3a,b). In the 2001 March 19 ﬂare a short hard lag was observed
in both cases (Fossati et al., 2008). We will discuss a possible important factor
responsible for the soft intra-band X-ray lags and the role played by geometry
and LTTE later, in Section 3.2.7.
4. Since the active region was previously ﬁlled by a population of electrons emitting
a lower luminosity slowly varying SED this scenario easily accounts for the
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modest variability in the optical band.
5. While matching the observed X-ray spectra is relatively easy, for the γ-ray
spectrum we encountered the usual challenge: the observed γ-ray spectrum is
harder than what predicted by simulations (Fossati et al., 2000b; B laz˙ejowski
et al., 2005).
In order to investigate these points in more details, we explored two alternative
scenarios, which we discuss in turn below.
3.2.5 Case 2: injection in empty blob, with emission diluted by a separate
steady component (foreground)
With a similar setup we tested a scenario in which there is no background electron
population pre-existing in the blob. The steady broader band emission observed in the
optical band is attributed to a component from a diﬀerent region in the jet, which we
will call ‘foreground’ component. We assume that there is no interaction between the
two regions. The ‘foreground’ component is combined a posteriori with the radiation
from the ﬂaring blob, simply by adding it as a steady SED to the emission from the
time dependent simulation. A very important diﬀerence with respect to the previous
case is that photons from this component do not contribute to the IC emission by the
freshly injected electron population.
The volume size, geometry and Doppler factor of the active blob are the same as
for the previous case.
Because of the lack of extra local seed photons for the IC emission, in order
to match the SED, in particular to boost the IC component with respect to the
synchrotron one, it is necessary to decrease the magnetic ﬁeld strength.
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The injection of electrons begins at t′start,inj = 5× 105 s. The injected distribution
has a spectrum with p = 1.5, γmin = 50, γmax = 1.9× 105, L′inj = 6× 1040 erg/s.
The foreground component is simulated with the same code, run separately. For
convenience, its electrons are assumed to be in similar geometric and magnetic en-
vironment to the active region. They have a broken power law distribution, with
spectral indices p1 = 1.5 and p2 = 2.5. The break is at γb = 10
4, the high-energy
cut-oﬀ at γmax = 10
5. The electron density is ne = 6 cm
−3 (total energy content is
2.3 × 1046 ergs). These parameters for the putative ‘foreground’ emission are such
that its time evolution is modest on the time-scales in which we are interested here.
Results
The resulting SEDs, light curves, and the X-ray vs. TeV ﬂux-ﬂux correlation are
shown in Fig. 3.4a-d, the DCFs in Fig. 3.3c,d. This scenario does not reproduce the
main features of the reference observations better than the ﬁrst one.
1. The ﬂare is asymmetric in TeV γ-rays and in the softer X-ray band. It remains
symmetric for harder X-rays.
The relative length of cooling and geometric time-scales is again an important
factor, cleanly shown by the X-ray bands. In TeV γ-rays however this is com-
pounded by the eﬀect of LTTEs. The ﬁrst steeper rise (up to t=30 ks) of TeV
ﬂux is driven by the increase of electrons as they are injected in the blob by the
moving shock combined with the fact that we see a larger and larger fraction
of the blob volume, modulated by external LTTE (see § 3.2.7). This is also
signaled by the fact that the knee occurs at around the time when the observer
would see the largest section of the blob (red dotted line in Fig. 3.5c). The slow
rising, ﬂat-top, phase (30−45 ks) of the TeV light curve is due to the increase
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of seed photons available at each location within the blob due to diﬀusion from
the rest of the blob, delayed by internal LTTE. It’s a slow rise also because the
high energy electrons responsible for most of the IC scattering to the TeV band
are already cooling rapidly. At some point the radiation energy density in each
location in the blob will stop increasing because enough time has passed for
photons to diﬀuse throughout the blob. After that time the evolution is simply
determined by particle cooling and external LTTE. Because the electrons emit-
ting the bulk of the observed TeV ﬂux have a cooling time larger than R/c, in
this case the TeV ﬂare decay shape is determined by cooling rather than LTTE.
2. As in case 1, the ﬂux-ﬂux amplitude correlation is reproduced only partially.
The trend is almost quadratic during the rising phase of the ﬂare, and it turns
to sub-linear on the decaying phase, after a short horizontal shift corresponding
to the ﬂat top of the TeV light curve.
3. The path of the ﬂux–ﬂux diagram signals the presence of a time lag between the
soft X-ray and the TeV γ-ray emission, which is shown in the DCF (Fig. 3.3d).
The TeV γ-ray lags the 2-4 keV soft X-ray by about 2 kilo-seconds, comparable
to the observation of the March 19 ﬂare as in the ﬁrst scenario. Also similar to
case 1 is the soft lag between the two X-ray bands, opposite to what observed
on 2001 March 19.
4. For what concerns the optical band, since we designed also this second scenario
to address directly its minimal variability, it is not surprising that the light
curve exhibits only a modest variation.
5. Finally, also in this scenario we have not been able to produce TeV γ-ray spectra
as hard as the observations and in the end we limited ourselves to matching the
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ﬂux level at around 1TeV.
Some of the diﬀerences with respect to the ﬁrst case are ultimately due to the
weaker magnetic ﬁeld making synchrotron cooling time-scales ∼ 60% longer: for the
highest energy electrons emitting in X-ray and TeV τ ′cool becomes longer than R/c. It
is worth emphasizing that the decrease of B is dictated by observational constraints,
namely the relative luminosity of the synchrotron and IC components and the need to
compensate for the absence of the additional source of seed photons for IC scattering
provided in case 1 by the co-located ‘background’ component. This is in fact a good
example of how the model is globally constrained.
3.2.6 Case 3: with pre-existing electron population, adjusted to better
match the TeV spectrum
As we pointed out, in the previous two cases, the simulated SED in the TeV γ-ray
range is softer than the observed spectra. To try to improve the match of the TeV
part of the SED, we considered a modiﬁed version of the ﬁrst scenario. We increased
the Lorentz factor (Γ ≃ 46) and decreased the magnetic ﬁeld strength (B = 0.035G),
the goal being to move the inverse Compton peak to higher energy while leaving the
synchrotron peak approximately unchanged. The parameters are: R = 1.5× 1016 cm,
Z = 2 × 1016 cm, B = 0.035G, Γ = 46. At t = 0 the ‘background’ electrons have
the same broken power law distribution as in the ﬁrst case, but with lower number
density, ne = 1.56 cm
−3. The volume is slightly larger yielding a total energy content
of 2.9× 1046 ergs.
The injected electrons have a power law distribution with p = 1.5, γmin = 50,
γmax = 1.9 × 105, L′inj = 3.2 × 1040 erg/s. Injections starts in this case at t′start,inj =
8× 105 s.
69
(a)
(b)
F
ig
u
re
3.
6
:
S
E
D
of
th
e
ca
se
3
(b
lo
b
w
it
h
p
re
-e
x
is
ti
n
g
b
ac
k
gr
ou
n
d
el
ec
tr
on
p
op
u
la
ti
on
,
w
it
h
p
ar
am
et
er
s
ad
ju
st
ed
to
b
et
te
r
m
at
ch
th
e
T
eV
sp
ec
tr
u
m
.)
A
ll
p
an
el
s,
co
lo
rs
,
sy
m
b
ol
s
ar
e
th
e
sa
m
e
as
th
os
e
u
se
d
in
F
ig
.3
.1
.
70
(c)
T=
30
T=
50
(d)
F
ig
u
re
3.
7
:
L
ig
h
t
cu
rv
es
an
d
ﬂ
u
x
-ﬂ
u
x
co
rr
el
at
io
n
of
th
e
ca
se
3
(b
lo
b
w
it
h
p
re
-e
x
is
ti
n
g
b
ac
k
gr
ou
n
d
el
ec
tr
on
p
op
u
la
ti
on
,
w
it
h
p
ar
am
et
er
s
ad
ju
st
ed
to
b
et
te
r
m
at
ch
th
e
T
eV
sp
ec
tr
u
m
.)
A
ll
p
an
el
s,
co
lo
rs
,
sy
m
b
ol
s
ar
e
th
e
sa
m
e
as
th
os
e
u
se
d
in
F
ig
.3
.1
.
71
Results are integrated over 0.99971 < cos(θ) < 0.99981, which corresponds to a
Doppler factor range 37 < δ < 57.
Results
SEDs, light curves, and X-ray vs. TeV ﬂux-ﬂux correlation are shown in Fig. 3.6, and
DCFs in Fig. 3.3e,f. The itemized summary of the main reference observations does
not show improvements beyond the slightly higher VHE SED peak.
1. Because of the larger Doppler factor the electron emitting at the SED peaks
have lower energy, which combined with a weaker magnetic ﬁeld results in longer
cooling time-scales (see eq. 3.3), in turn exceeding the source crossing time. This
has the eﬀect of increasing the asymmetry of the light curves in bands whose
emission involves lower energy electrons and/or photons. The soft X-ray and
TeV γ-ray light curves indeed have a slowly decaying tail.
2. Once again during the rising phase of the ﬂare the γ-ray-X-ray correlation is
approximately quadratic, until the peak of the X-ray light curve. After the
TeV ﬂare peak the correlation is approximately linear, as expected when the
variation in both bands is driven only by the cooling of the (same) electrons,
because the IC seed photons are emitted by particles with longer cooling time-
scale.
3. The results concerning time-lags are equivalent to those of the other scenarios,
perhaps with a hint of a smaller lag between TeV and softer X-ray. More
extensive analysis would be necessary to quantify this possibility.
4. The slight shift of the IC peak to higher energy enables a better match with the
observed spectra, although the actual spectral indices of the simulated SEDs
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remain softer than the observed values.
Further increases of the Doppler factor can still produce good SEDs, as long as we
concurrently reduce the size of the volume. However, the light crossing time would
rapidly become smaller than the observed ﬂare duration, and it would have minimal
impact on the observed phenomenology. Therefore the observed ﬂare shapes must
represent the true acceleration and cooling of the electrons, and the symmetry of the
light curves must be caused by similar heating (or injection) and cooling time-scales.
3.2.7 Geometric Effects on Light Curves
There are complex geometry-related eﬀects that have an impact not only on the shape
of the observed light curve (e.g. its symmetry), but can also leave an imprint on other
observables such as time lags and energy-dependent ﬂare shape. Depending on how
the particle injection and acceleration processes are distributed spatially, diﬀerences
in physical time-scales for particles of diﬀerent energy eﬀectively may add a further
geometric eﬀect by inducing inhomogeneities (e.g. stratiﬁcation) in the source.
We would like to illustrate with an extremely simple toy-model some aspects
of the role of the geometry of the emitting region, and its interplay with some of
the intrinsic physical time-scales. This analysis was indeed motivated by the ob-
servation, at ﬁrst surprising, that the peaks of the simulated X-ray light curves did
not correspond to either the time when the shock exits the active region and injec-
tion is not present anywhere anymore, or to the time corresponding to the largest
cross-section of the cylindrical volume along planes of equal observed times. In Fig-
ures 3.2(left), 3.5c, 3.7c, these two times are marked as the second dashed grey line
and the red-dotted line, respectively. Moreover, the shift changes with the light curve
energy band as noticeable in the case of X-ray light curves.
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Figure 3.8 : Diagram illustrating the geometry of the toy-model (see text, § 3.2.7).
The black rectangle represents a side 2D view of the cylinder, with R = 1 and Z = 4/3
(same aspect ratio of our simulations). The grey dashed line represents the ‘shock
front’ traveling at the speed of light through the cylinder, along its axis of symmetry,
in the direction marked by the arrows. The green arrow represents the direction to
the observer, while the green lines (solid and dotted) are planes perpendicular to the
line of sight. In this example the viewing angle is ϕ = 70◦. The red lines represent the
loci of points whose photons reach the observer simultaneously, taking into account
the ‘shock‘ travel distance/time until of their activation and the light travel time to
the observer since that moment. The blue dashed lines illustrate this by showing
three paths of equal length from the beginning of the ‘ﬂare’. The red loci form an
angle 90◦ − ϕ/2 with the line of sight or, equivalently, an angle ϕ/2 with the front
face of the volume.
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To verify the hypothesis that the time shifts are caused by the diﬀerent size of
the observable regions ﬁlled with electrons contributing most of the emission at those
frequencies, we consider a purely geometrical model solely based on the ‘appearance’
of slices of diﬀerent thickness through a cylinder.
Like in our real blob model, a shock is traveling along the axis of symmetry of
the cylinder turning ‘on’ a thin local slice. Each point of this slice stays ‘on’ for a
limited time, τon. We do not consider a variation of brightness with time, just an
on/oﬀ state. We build light curves where ‘ﬂux’ is simply the size of the volume that
is seen ‘on’ by the observer at any given time. The ‘on’ volume visible at each time
from the observer point of view is computed taking into account light travel times
and it cuts through the cylinder along planes yielding constant arrival time to the
observer. For an observer viewing the cylinder at an angle ϕ with respect to its axis,
the loci of points whose photons he sees simultaneously are planes with an inclination
ϕ/2 with respect to the face of the cylinder (90◦ − ϕ/2 with respect to the cylinder
axis). Figure 3.8 shows a 2D schematic of the geometry of the problem.
If the cylinder was moving with Lorentz factor Γ, because of relativistic aberration
at a viewing angle θ ≃ 1/Γ we would be observing the radiation that in the comoving
frame leaves the cylinder ‘sideways’, at 90◦ from its axis. The observed frequencies
would be blue-shifted and times compressed, but that would be simply a scaling
factor applied uniformly to them and for convenience we can chose to use observed
frequencies and times. Therefore observing the toy-model at ϕ = 90◦ is equivalent
to observing the relativistically moving blob at θ = 1/Γ, and in turn this purely
geometrical analysis captures some of the features of the realistic model studied in
this chapter.
The results are illustrated in Figure 3.9. In the ﬁrst panel, we show the general
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features of the light curves obtained with this model, most importantly the eﬀect of
the change in the duration τon. In Figure 3.9a we plot the curves for three cases,
showing the shift of the ﬂare peak to later time as τon increases. For very short τon
the maximum is reached at the expected time, that is when size of the plane that is
the locus of points simultaneously seen by the observer (red lines in Fig. 3.8) is the
largest possible for the given viewing angle. In general, however, the light curve peak
will be shifted by ∆t = τon/2. There is also a widening of the light curve, though
much less noticeable than the peak shift. It is worth noting that at this extreme level
of simpliﬁcation geometric eﬀects can not produce any asymmetry in the light curves.
We tried to reproduce with this toy-model the X-ray light curves from the simula-
tions of the ﬁrst scenario presented here. The results are shown in Figure 3.9b,c. The
central panel shows the curves obtained by adjusting τon to match the peak time of
the two X-ray light curves (plotted with symbols), yielding a very satisfactory result
for values around 0.35 and 0.65 R/c. However the overall shape of the ﬂares can not
be matched well without adding a baseline component, to mimic in some way the fact
that in the simulations the blob was already ‘on’ at a low level prior to the beginning
of the injection. We therefore added to the toy-model light curves a slowly decaying
component, with an initial level such that the combination of the two components
would match the data. Since in the simulations the pre-existing component is left to
evolve (cool) starting at the beginning of the active phase, here we let the baseline
component decay too. The visual matching is not critically sensitive to the exact
values of the decay slopes, and to make the model more constrained we forced them
to be in a ﬁxed ratio with respect to the chosen τon, by considering that the cooling
times of the electrons emitting the baseline photons are also related to their energies.
For the results shown in Figure 3.9c the slope is equal to ﬁve times τon for both cases.
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The synchrotron cooling time-scale for electrons emitting in the 2 − 4 keV and
9 − 15 keV bands, following the approximate expression of eq. 3.3 are τsoft ≃ 0.73 −
1.04R/c, τhard ≃ 0.38 − 0.5R/c. Given the steepness of the X-ray spectrum the
emission in each band is dominated by the lower energy electrons, hence the longer
τ is probably a more appropriate estimate. On the other hand, the above cooling
time-scales only consider synchrotron cooling. Including some additional loss due to
IC would decrease the value of τ . In any case, the similarity between these crude
estimates of cooling time-scales and the values of τon corroborates the success of the
geometrical toy-model at ﬁtting the simulation light curves.
The ability of the purely geometrical toy-model to reproduce the two X-ray light
curves is indeed remarkable. For X-rays this is facilitated by the fact that the syn-
chrotron emission is independent on the internal delays due to photon diﬀusion that
aﬀect the evolution of the IC emission from the blob. It is not possible to apply a
similar toy-model to the γ-ray light curves.
It is worth noting that although this test shows how dominant the eﬀect of the
geometry can be in shaping the light curve, at the same time we need to highlight
that some geometry parameters, such as the ‘thickness’ of the visible slices, are in
eﬀect determined by the physical conditions of the emission region.
In this respect it is interesting to note that, at least in the setup of the scenar-
ios presented in this work, despite the apparent dominance of the source geometry
the eﬀect of the energy dependent physics-induced geometrical factors is detectable.
Hence multiwavelength datasets and time-resolved spectroscopy have the potential to
disentangle them from the source geometry.
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3.3 Discussion
Using the MC/FP code, we presented three test scenarios, aimed at modeling the
variability exhibited by Mrk 421 during the 2001 March 19 ﬂare, and based on a
relatively standard choice of parameters. The results of these tests are summarized
in Table 3.2, side by side with the features observed in the actual multiwavelength
observations (Fossati et al., 2008). There are a few fundamental issues that we wanted
to address, which are common throughout the phenomenology of all well studied blue
blazars.
1. The shape of the ﬂares, often quasi-symmetric for a wide range of observational
bands where the intensity variations are large (the main ones being X-ray and
γ-ray).
2. The characteristics of the correlation between X-ray and γ-ray ﬂuxes. There
has been great interest in the slope of their relationship, in particular because of
the observation of a quadratic, or higher order, relationship holding throughout
some well sampled outbursts, challenging our understanding of the physical
conditions and causes of the variability.
3. The phase of the correlation between variations in diﬀerent bands, namely the
existence of time lags and their duration.
None of the three test scenarios was able to reproduce all the characteristics of the
2001 March 19 ﬂare. Two features have been particularly challenging to match: the
relationship between X-ray and TeV γ-ray ﬂuxes on the decay phase of the ﬂare, and
the intra-band X-ray time lag. Moreover, the shape (symmetry) of the ﬂare light
curves could be reproduced only by one of the three scenarios, case 1.
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These aspects of phenomenology are among those more aﬀected by the spatial
extent and geometry of the source, whose inﬂuence varies with observed energy band
because of the relative importance of geometrical and physical time-scales. The im-
pact of the geometrical factor, both due to the source intrinsic structure and to the
stratiﬁcation of properties due to the physical processes, emphasizes the necessity of
a code like the one we introduce here for modeling the variable high energy emission
from blazar jets.
The diﬃculty of producing a quadratic relationship between the ﬂuxes in the X-
ray and γ-ray during the declining phase of the ﬂare may indicate that pure radiative
cooling cannot fully explain the electron cooling mechanism. The delayed evolution of
the seed photon ﬁeld due to internal LTTE compounds the problem. One alternative
possibility could be a process causing energy loss over a wide range of electrons
energies (such that the IC seed photons are also aﬀected) on very similar/same time-
scale, such as adiabatic cooling, which could be associated with expansion of the
blob, or particle escape. They are often invoked in qualitative discussions and in the
context of simpler models, treated by means of some phenomenological prescription.
The addition of such mechanisms to the code in a proper astrophysical way is not
immediate, but we are working on its implementation. The escape term present in the
Fokker-Planck equation is actually neglected for these set of simulations. In a follow
up work including particle acceleration and escape, this latter seems to be eﬀective
and we obtain a quadratic ﬂux relationship and hard lags (see Chap. 4). About the
eﬀect of adiabatic expansion of the emitting blob, based on the simpliﬁed analysis of
Katarzyn´ski et al. (2005), Aharonian et al. (2009), argue against its viability once the
implications of this expansion on the magnetic ﬁeld and particle cooling are taken
into account. Nevertheless, its eﬀect should be assessed with actual time-dependent
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simulations of a source of ﬁnite size.
As to the hard intra-band X-ray lags, in Section 3.2.7 by means of a toy-model we
illustrated an important factor aﬀecting observations of time-lags: source ‘stratiﬁca-
tion’ combined with LTTE induces a systematic soft lag. The simulations presented
in this work do not include an acceleration term, hence the lack of hard lags is not a
complete surprise. Nevertheless, the induced systematic geometric soft lag introduces
an additional constraint on viable electron acceleration and injection scenarios. In
this respect, the results of the above mentioned study focused on X-ray lags (Chap.
4) suggest that continuous acceleration, spatially extended (e.g. diﬀuse diﬀusive ac-
celeration due to turbulence, Katarzyn´ski et al., 2006), may be necessary, possibly
accompanied by an achromatic energy loss mechanism. It is interesting that this
type of scenario seems to be able to produce also a quadratic X-ray/TeV relationship
throughout a ﬂare.
One of the most interesting aspects of this analysis was the comparison between
two possible hypotheses for the presence of an additional component contributing to
the observed SED. The need for two components, a ﬂaring and a quasi-steady one, to
interpret some of the observations has become more evident with the improvement of
multiwavelength observations (for an interesting decomposition of a Suzaku spectrum
of Mrk 421 see Ushio et al., 2009). Disentangling these two components is necessary
in order to understand the nature of the transient activity whose properties need to
be seen more clearly. This decomposition might also yield information on the average
properties of the relativistic jet, for which the less variable component might be more
representative.
We considered the two simplest possibilities: i) that the secondary component is
due to a population of electrons that exists in the same region that will become active,
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Table 3.2 : Summary of simulations results in Chap. 3
Feature Obs. Case 1 Case 2 Case 3
Flare symmetry
soft X-ray Y Y + N − N −
hard X-ray Y Y + Y + Y +
TeV γ-ray Y Y + N − N −
Flux-Flux Correlation
trend up 2 2 + 2 + 2 +
trend down 2 1 − 1 − 1 −
Time Lags
X-ray −X-ray hard (2 ks) soft − soft − soft −
X-ray −γ-ray γ-ray (2 ks) Y + Y + Y +
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and that will be aﬀected by the ﬂare and evolve with it. This pre-existing component
can be interpreted as due to the remnants of a previous outburst. ii) That the
secondary component is completely independent from the ﬂare, and it contributes
just a steady SED diluting the transient component from the observer point of view.
Our simulations oﬀer some hints as to their viability, and they favor the ﬁrst type
of scenario. One fundamental diﬀerence between the two alternatives concerns the
production of IC emission, i.e. the TeV band. If the observed SED consists of the
sum of two independent contributions, emitted by electrons at two diﬀerent locations
then the only seed photons for IC scattering will be those produced by the injected
electrons themselves. Starting from an empty blob, the energy density of synchrotron
seed photons needs some time to build up, which naturally results in a delay in the
variation of the IC scattered γ-rays. This delay is caused by internal LTTE and
it turned out to be quite signiﬁcant as illustrated by the TeV light curve of case 2
(Fig. 3.5c), yielding a ﬂat-top ﬂare not seen in observations. That TeV light curve
is in fact an excellent example of LTTEs at work and of the importance of a more
advanced modeling code.
Naturally, the cases presented in this chapter only represent an initial study aimed
at investigating the importance of LTTE which for the ﬁrst time could be fully ac-
counted for. These results can not be considered conclusive. Nonetheless, despite
their limited scope they make a strong case for a true time-dependent and multi-zone
modeling.
The three scenarios discussed can be generally regarded as homogeneous blob
scenarios. The magnetic ﬁeld is the same throughout the simulation volume, and
isotropic. For what concerns electrons, the initial setup is homogeneous and the
injection is identical in all zones. It is, however, worth emphasizing that during the
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evolution of the simulation electrons properties become inhomogeneous because of
the diﬀerent radiative cooling they experience in diﬀerent zones.
These simulations represent a ﬁrst order implementation of a class of scenarios for
blazar ﬂares often discussed in the literature, envisaging a shock acting on a discrete
blob/shell within the jet. We adopted a volume with relatively symmetric aspect
ratio, to not depart too much from the sphere ‘implied’ by one-zone models while
making it possible to appreciate the eﬀects of geometry, and attributed the ﬂare to
the injection of a fresh electron population.
As discussed in Sections 3.2.1, 3.2.2, and 3.2.3 the main physical parameters are
fairly well constrained and the results can be regarded as meaningful for what concerns
the time-varying components of the model, as well as the nature of the secondary
emission component. The simulations presented in this chapter suggest that a simple
injection in the radiating region of particles with a formed spectrum produced in
a separate acceleration region whose emission is not signiﬁcant, does not provide a
satisfactory match with some basic observational facts. Moreover, the comparison of
the background and foreground component scenarios, in particular with respect to
the TeV γ-ray evolution, clearly favoring the ﬁrst one (case 1), suggests that if a ﬂare
is caused by a change aﬀecting the electron population it may be necessary for it to
happen on a relatively hot blob, acting on the same particles, re-accelerating them.
This in turn would support a scenario where ﬂares are not fully independent of each
other but rather occur in the same region.
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Chapter 4
X-ray time lags in TeV blazars
4.1 Introduction
One of the deﬁning features of blazars, variability (Ulrich et al., 1997), has been
studied intensively in almost all wavelength (Tagliaferri et al., 2008; Fossati et al.,
2008; Aharonian et al., 2009; Kataoka et al., 2008; Acciari et al., 2009). According
to the positions of their ﬁrst peaks in the spectral energy distribution(SED), blazars
can be divided into blue blazars and red blazars (Fossati et al., 1998). The ﬁrst peaks
of the SEDs of blue blazars are usually identiﬁed at a frequency close to X-ray band,
where intensive observations have been performed by satellites such as BeppoSAX
(Fossati et al., 2000a,b), XMM-Newton(Brinkmann et al., 2003, 2005; Ravasio et al.,
2004; Sembay et al., 2002), Suzaku (Sato et al., 2008), ASCA (Takahashi et al.,
1996; Kataoka et al., 2000), RossiXTE (Falcone et al., 2004; Rebillot et al., 2006;
Fossati et al., 2008; Lichti et al., 2008), and Swift (Tramacere et al., 2009). The
variability in this band is very fast, meaning that much information could be obtained
with relatively short observations. Additionally, the peak of the high energy SED
component of blue blazars is accessible through ground based Cherenkov telescopes.
The cross-correlation analysis of the X-ray and γ-ray data makes the observations
more fruitful.
As turning points in the SED, the X-ray peak also represents turning points in the
energy distributions of the electrons that are producing the SEDs through synchrotron
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radiation. This turning point signals a balance between multiple physical processes,
such as particle acceleration, cooling and escape. The timing information we obtained
around the SED peaks through X-ray observations has provided us a good opportunity
to study the evolution of the relativistic electrons, and hence the underlying physical
processes.
4.1.1 Observation of X-ray time lags
An important aspect of the temporal analysis of the X-ray involves the correlation
of the light curves between soft and hard X-ray. While the soft and hard X-ray light
curves are highly correlated, there have been many cases in which a time lag is found
between soft and hard bands. The more common case is the soft lag, in which the ﬂare
in hard X-ray leads the one in soft X-ray (e.g. Takahashi et al., 1996; Rebillot et al.,
2006; Falcone et al., 2004; Kataoka et al., 2000). Hard lag is also not uncommon,
(Fossati et al., 2000a; Sato et al., 2008), and has been observed to co-exist with soft
lags on the same sources (Brinkmann et al., 2003; Ravasio et al., 2004; Lichti et al.,
2008; Tramacere et al., 2009). There have also been multiple occasions in which no
signiﬁcant time lag is observed (Brinkmann et al., 2005; Sembay et al., 2002).
4.1.2 X-ray hard-lags and particle acceleration
The detailed modeling and analysis of the synchrotron time lags have been discussed
by Kirk et al. (1998) and Moraitis & Mastichiadis (2011). Their analysis represents
the models where a shock external to the emission region is constantly accelerating
electrons and injecting them to the radiative region immediate downstream of the
shock. In this scenario, the ﬂare and the spectral change can be described as being
caused by the change of the shock eﬃciency, mainly resulted from the variation in the
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ﬂow, such as the variation in the ﬂow density, magnetic ﬁeld amplitude/direction, and
turbulence level. Similar argument has also been presented in Garson et al. (2010).
However, there exists another large group of models that do not ﬁt into the sce-
nario described above. In these models what we observe is a moving blob instead of
a stationary pattern in a continous ﬂow, and the ﬂares are caused by shocks crossing
the emitting blobs, rather than any changes on the shock that is always attached
to the emitting downstream region. These models include the internal shock models
(e.g. Bo¨ttcher & Dermer, 2010; Guetta et al., 2004; Spada et al., 2001; Sokolov et al.,
2004) and the standing shock models (e.g. Chiaberge & Ghisellini, 1999; Katarzyn´ski
et al., 2008). In the former, two blobs with diﬀerent velocities collide and the resulting
shock waves accelerate particles to high energy; In the later the blob travels through
a standing shock with relativistic speed. We will investigate X-ray hard-lags in the
standing shock model in this paper. As we will show in §4.4, the crossing shock alone
can not produce hard-lags because the blob will be left to cool after the shock leaves
the blob. The energy dependence of radiative cooling will alwasy produce soft-lags.
In order to understand the observed hard-lags, we will discuss possible roles played
by stochastic accelerations that exist through out the blob.
First we consider second order Fermi acceleration. This process, which is caused
by particle scattering oﬀ turbulence in the plasma, is usually considered to be less
eﬃcient than the ﬁrst order Fermi acceleration, which is caused by particle crossing the
shock front (e.g. Vainio & Schlickeiser, 1998). However, since turbulence downstream
of the shock exists in much larger space, the second order Fermi process has much
longer time available to accelerate the particles. Virtanen & Vainio (2005) used test
particle simulation to show that second-order Fermi acceleration in the turbulent
downstream may have been underestimated and should have signiﬁcant eﬀects on the
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particle spectra.
Another process that can exist through out the emission region is particle ac-
celeration at shear layers. First discussed by Berezhko (1981), this process involves
particles crossing between plasma layers with diﬀerent speed, and scattering with the
local magnetic inhomogeneity. This is also a process that can accelerate particles
at high energy (Rieger & Duﬀy, 2004, 2006). Its existence is independent of shock
waves, thus can be much more ubiquitous in the enviroment of relativistic jets, where
observationally shock waves have not been directly resolved.
Katarzyn´ski et al. (2006) have discussed stochastic acceleration in the context
of TeV blazars. They evaluated the evolution of the electron distribution under
the inﬂuence of both ﬁrst order and second order Fermi accelerations which they
consider complex enough so that should be treated as stochastic and aﬀecting the
whole homogeneous blob. (Tramacere et al., 2011) used several methods to show that
stochastic acceleration would lead to an electron distribution that can be described as
log-parabolic. They argue that the observed SED of blazars is also log-parabolic, and
the curvature of this log-parabolic distribution anticorrelates with the peak energy,
consistent with their modeling result. These are viewed as evidence for the existence
of stochastic acceleration in blazars.
In this chapter and Chap. 5, we treat all the acceleration processes that exist
and work throughout the emission region, including second order Fermi acceleration
and shear acceleration, together as stochastic acceleration, and parameterize it in
the Fokker-Planck equation using a characteristic time tacc. As for the ﬁrst order
Fermi acceleration, instead of treating it directly, we simply inject the accelerated
high energy electrons into the zones in which the shock is located.
By taking advantage of the Monte Carlo code described in Chap. 2, we will
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also take into account the Inverse Compton (IC) cooling and light travel time ef-
fects(LTTEs), which has not been fully treated in Kirk et al. (1998) or any other
earlier models. These eﬀects have been proved to be very important in analyzing the
timing information of blazars (Chiaberge & Ghisellini, 1999; Katarzyn´ski et al., 2008;
Sokolov et al., 2004; Sokolov & Marscher, 2005), such as the X-ray time lags discussed
here.
In §4.2 we will brieﬂy describe the setup of our model. In §4.4 we will show that
shock acceleration alone, or stochastic acceleration without particle escape can not
produce hard-lags. In §4.5 we present the cases in which we successfully reproduced
the multiwavelength variability. We summarize our ﬁndings in §4.6.
4.2 Simulations setup
The code we use couples the Fokker-Planck(FP) equation and Monte Carlo(MC)
method in a 2 dimensional (cylindrical) geometry (see Fig. 2.2). The electron evo-
lution is governed by the Fokker-Planck equation. Photons are produced, tracked
and Compton scattered by the MC part of the code. The cylindrical volume is
divided evenly into zones in the radial and vertical directions(r and z coordinates,
nr = 9, nz = 30).
The shock we would frequently refer to is a simpliﬁed structure implemented as
a discontinuity in electron energy distribution (but not magnetic ﬁeld, as a simpliﬁ-
cation in our model) with no thickness (however, our resolution is limited by dz). It
is a surface perpendicular to the z direction travelling from the bottom of a cylinder
to the top. This shock injects high energy particles into the zones it currently resides
in.
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4.3 Particle acceleration
The approach we adopt to implement stochastic acceleration is similar to the one
used by Katarzyn´ski et al. (2006). The Fokker-Planck equation is simpliﬁed to the
momentum diﬀusion equation , when the principle of detailed balance is considered
(Blandford & Eichler, 1987).
∂f(p, t)
∂t
=
1
p2
∂
∂p
(
p2D
∂f(p, t)
∂p
)
(4.1)
When we further consider radiative cooling, particle injection and particle escape,
and use particle number density N(γ, t) for ultra-relativistic particles (β ≃ 1, i.e.
p ≡ γ) to replace the homogeneous phase-space density f(p, t),
N(γ, t) = 4pip2f(p, t), (4.2)
the equation is rewritten into∗
∂N(γ, t)
∂t
= − ∂
∂γ
[
N(γ, t)γ˙(γ, t)
]
+
∂
∂γ
[
D(γ, t)
∂N(γ, t)
∂γ
]
+Q(γ, t)− N(γ, t)
tesc
(4.3)
with
γ˙(γ, t) = γ˙cool(γ, t) + γ˙acc(γ, t), (4.4)
γ˙acc(γ, t) ≡ 2
γ
D(γ) =
γ
tacc
, (4.5)
D(γ, t) =
γ2
2tacc
. (4.6)
Here f(p, t) is the isotropic, spatially homogeneous phase-space density, p = βγ
is the dimensionless particle momentum.
∗(4.3) here is equivalent to (2.2) in §2.4, if we substitue all the tacc here with tacc/2 to define the
acceleration and dispersion terms in the latter.
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4.4 Difficulty of producing hard-lags
Usually a X-ray soft-lag is expected if we consider only the radiative cooling of rela-
tivistic electrons. The higher energy electrons will always cool faster than the lower
energy electrons (however, see Georganopoulos et al., 2006), making the soft photon
ﬂux always lags the hard photon ﬂux. This is independent of which process causes
the rise of the ﬂare. But still, if we want to reproduce the observed X-ray hard-lags,
ﬁrst we need to ﬁnd an appropriate process that would lead to a hard lag at the rising
phase of the ﬂare. One way to achieve this is if a shock is changing its eﬃciency, thus
injecting particles with increasingly higher γmax into the emission zone.
4.4.1 Case 1: shock with increasing efficiency
In the ﬁrst case, we try to inject high energy power-law electrons with a changing
γmax. The rise of the ﬂare is accompanied by the increase of the injected γmax. The
increase of γmax is presumably the cause of the X-ray hard-lags. Before the shock
crosses the blob, there blob is ﬁlled with a pre-existing population of electrons, which
is also subject to radiative cooling. The emission of these electrons represents the low
state of the blazar SED.
The parameters used in all cases are summarized in Table 4.1. In this ﬁrst
case, relativistic particles are injected by the travelling shock with increasing γmax =
γmax0 × 10(t′−t′start,inj)×vinj/z.
The results produced in this case are shown in Fig. 4.1 & 4.2. The light curves
show that hard X-ray raises after, but also falls before the soft X-ray, i.e. the hard
X-ray light curve has faster variability compared to the soft X-ray. The DCF shows
that X-ray hard-lag is not reproduced in this case.
Since the decrease of the ﬂux level is dominated by radiative cooling, it is easy to
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(a) (b)
Figure 4.3 : Light curves and electron energy distribution of the second case, in which
there is stochastic acceleration without particle escape. The observation data are the
same as those in Fig. 4.1.
interpret the ﬂare evolution as because higher energy electrons radiate more eﬃciently
and cool faster. A way to balance the eﬀect of radiative cooling is to have a slow,
continous particle acceleration in the radiative zone. This slow acceleration can also
contribute to move the SED peak frequency from low energy to high energy, hence
produce the X-ray hard-lag.
4.4.2 Case 2: stochastic acceleration without escape
In a second case, we consider a scenario where the blob has ongoing stochastic parti-
cle acceleration, either from second order Fermi acceleration or shear acceleration. In
the preliminary phase of the simulation, the electrons are under the inﬂuence of both
radiative cooling and particle acceleration. This leads to a steady state electron pop-
ulation with ultra-relativistic quasi-maxwellian distribution. New electrons begin to
be injected into the blob as the shock begins to cross the blob. In this case the energy
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of these injected electrons is lower than the energy at which the radiative cooling and
stochastic particle acceleration balance. So the electrons will be accelerated, which
results in a X-ray hard-lag in terms of emission.
Fig. 4.3 shows a set of results for the second case. The electron distribution
shows a movement to slightly higher energy after the injection. In the light curves,
this appears as the hard X-ray light curve lagging the soft X-ray one. However, there
are two major draw backs. First, apparently, the ﬂux does not fall back after it
increases. Second, the resulting electron distribution is an unltra-relativistic quasi-
maxwellian distribution (Fig. 4.3b). This kind of particle distribution for blazars was
argued against by Ushio et al. (2010).
4.5 hard-lag and soft-lag vs. shock efficiency
In the next two cases, we managed to produce both hard-lags and soft-lags under
similar scenarios. The diﬀerence that control whether it is a hard-lag or soft-lag is in
the eﬃciency of the shock that injects high energy electrons.
4.5.1 Case 3: stochastic acceleration with escape – hard-lag
From the second case, we learn that if stochastic acceleration is responsible for the
X-ray hard-lag, some mechanism other than radiative cooling must be dominating
the decrease of ﬂux after the ﬂare. In order to avoid soft lag during the decrease
of ﬂux, a good choice would be a mechanism which is energy independent. We
hypothesize this achromatic mechanism to be adiabatic expansion or particle escape.
Additionally, medium energy electrons(γ = 100) with Gaussian distribution σγ = 10
are picked up by the blob at a constant rate 8 × 10−4cm−3s−1. The origin of those
medium energy electrons could be related to the interaction between the relativistic
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blob and the background medium along the jet (see §2.6.2). These electrons provides
a compensation for the particle loss due to ‘escape’. Under these conditions, the jet is
kept in a steady state, until the shock begins to cross the volume, injecting electrons
that are highly relativistic, but less energetic than the electrons emitting at the peak
of the quiescent SED. Notice that the blob picks up particles at constant rate, but the
particle escape rate is proportional to the electron number density. Because of this,
particle escape will win over particle pick up after the shock injects particles into the
blob. This will last until the particle density falls back to normal.
The results of this scenario is summarized in Fig. 4.4 & 4.5. The newly injected
relativistic electrons are gradually accelerated to higher energy. This case successfully
reproduce the X-ray hard-lag we see in observations.
4.5.2 Case 4: stochastic acceleration with escape – soft-lag
In a scenario similar to those in the third case, we can also reproduce X-ray soft lags.
If the relativistic electrons injected by the shock are more energetic than the electrons
emitting at the peak of the quiescent SED, they will experience radiative cooling that
is stronger than the stochastic acceleration. The gradual cooling of these high energy
electrons will cause a X-ray soft lag. This is illustrated in Fig. 4.6 & 4.7 as the results
of the fourth case.
The parameters used in the fourth case are almost identical to those in the third
case, except that the shock injects electrons with higher γmax (= 2× 105), and lower
L′inj (= 1.6×1040erg/s). In this case, a soft lag (not signiﬁcant) is observed in X-ray.
This means even for individual ﬂares on the same object, it is possible for us to
observe either hard-lag, soft-lag, or no lag in X-ray, based on the eﬃciency of the
shock that is causing that particular ﬂare.
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4.5.3 X-ray/γ-ray quadratic correlation
We also notice that case 3 and 4 yield quadratic relations between γ-ray and X-ray
ﬂuxes in both the raising and decay phases of the ﬂare (see Fig. 4.8). This is a feature
frequently observed in TeV blazars that has proved to be challenging to model (Fossati
et al., 2008; Aharonian et al., 2009). In our previous eﬀorts where ﬂare evolution is
dominated by radiative cooling, we could only produce the quadratic relation in the
ﬂare raising phase (see Chap. 3). The crucial element here is the achromatic energy
loss mechanism. This loss mechanism aﬀects at the same time the medium energy
electrons that emit the seed photons and the high energy electrons that scatter them
to TeV energy by IC process. Hence the decrease rate of the TeV ﬂux is the square
of the decrease rate of the X-ray ﬂux, which is emitted by the high energy electrons.
4.6 Summary
Our eﬀort of modeling the X-ray variability of blue blazars showed that not only X-
ray hard-lag is an indication that particles are being accelerated in the jet, but also it
constrains on how those particles decrease their emission after the peak of the ﬂares.
If the decrease of the ﬂare is dominated by an energy dependent cooling processes
(usually higher energy particles decrease faster) such as radiative cooling, the light
curves will inevitably show a soft-lag during such cooling.
The third scenario we tested has succeeded in producing the X-ray hard-lag. It also
successfully produced the quadratic relation between γ-ray and X-ray ﬂares, which
has been observed for multiple times (Fossati et al., 2008; Aharonian et al., 2009).
The key components of this scenario are the slow particle acceleration, which changes
the energy of the newly injected electrons by competing with radiative cooling; and
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the achromatic electron energy loss, which brings the ﬂux level back to normal after
the ﬂare.
The blazar models that depend only on particle injection and radiative cooling
have problem explaining the γ-ray/X-ray quadratic relation in TeV blazars, especially
during the decrease phase of the ﬂare (see Chap. 3), because the SSC process uses
UV photons as IC seed photons. Electrons emitting these photons cool more slowly
than the 1keV emitting, IC scattering electrons. So the TeV ﬂux should decrease
linearly with the 1keV X-ray ﬂux. However, if the decrease of the ﬂare is caused by
an achromatic process such as adiabatic expansion or particle escape, the situation
changes. The IC scattering electrons (i.e. the X-ray emitting electrons) and seed
photons will decay at similar rates. The TeV ﬂux decay rate should be those two
rates multiplied. Hence there is a quadratic relation between γ-ray and X-ray.
Two possible mechanisms that can be the achromatic processes needed here are
particle escape and adiabatic expansion. In the scenario of particle escape, when
the particles travel to a region with much weaker magnetic ﬁeld, their synchrotron
emissivity becomes negligible and they are considered ‘escaped’. These particles can
still IC scatter the synchrotron photons, but the chance of scattering decreases with
the square of their distance to the synchrotron source. So the IC scattering of these
escaped particles can also be considered unimportant. Since the Larmor radius for
electrons in blazar jets are small, the magnetic ﬁeld lines cannot be completely tangled
if the electrons are to escape. Notice that the assumption of tangled magnetic ﬁeld we
made in calculating synchrotron emission is mainly a simpliﬁcation on the calculation,
rather than based on any physical consideration. In reality it is very likely that the
magnetic ﬁeld is in some degree ordered, and the electrons have chance to escape along
the ﬁeld lines. Particles should only escape from the outer regions, while particles
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in the inner regions just propagate to outer regions. In our model we simpliﬁed
this process into a uniform decrease of particle density in all zones. In this aspect,
adiabatic expansion more naturally agrees with our model as a direct decrease of
particle density. But it is more complicated in other ways since it is accompanied by
adiabatic cooling and magnetic ﬁeld strength decrease. A more detailed numerical
model is needed to fully explore these eﬀects of adiabatic expansion.
We also stress that, beside reproducing the X-ray hard-lag, the same scenario can
as well produce X-ray soft-lag with similar γ-ray/X-ray quadratic relation. This is
done simply by changing the energy of the electrons injected by the shock. If the
shock is highly eﬃcient, with acceleration timescale very small, it can accelerate the
particles to very high energy before it escape from the shock. In this case electrons
with high energy are injected into the blob. Because the electrons are under stronger
radiative cooling than stochastic acceleration in the blob, we will observe soft-lag.
On the other hand, if the shock is not so eﬃcient, with relatively large acceleration
timescale, the particles around the shock can only be accelerated to modest energy
before it escape into the blob. In this case electrons are under stronger stochastic
acceleration than radiative cooling in the blob, so we will observe hard-lag.
To conclude, our modeling eﬀort tells us that an achromatic electron energy loss
process, and a slow stochastic particle acceleration are neccesary in the SSC model
of blazars, in order to explain the frequently observed X-ray spectral behavior and γ-
ray/X-ray quadratic relation in TeV blazars. The hard-lag cannot be simply explained
by gradual change of the γmathrmmax of the electrons injected by the crossing shock.
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Chapter 5
Simulation of emission from FSRQ PKS 1510-089
with External Compton Model
5.1 Introduction
The spectral energy distribution (SED) of blazars usually show two major non-
thermal components. The low energy one, peaking in the IR-optical-X-ray range
is identiﬁed as synchrotron radiation. The origin of the high energy one, peaking in
the X-ray or γ-ray is less clear. Proposed ideas include inverse Compton (IC) scatter-
ing by the same synchrotron emitting electrons, and the so-called hadronic models, in
which protons play critical roles in producing these high energy emission. (Mannheim,
1998; Rachen, 2000; Sikora & Madejski, 2001; Arbeiter et al., 2005; Levinson, 2006;
Bo¨ttcher, 2007; Bo¨ttcher et al., 2009). For the IC models, the source of the seed
photons is also under debate. If the seed photons are provided by the synchrotron
photons at lower energy emitted by the same IC scattering electrons, it is called
synchrotron self-Compton (SSC) model; otherwise, it is collectively called external
Compton (EC) model. External sources of seed photons may include the photons
from accretion disc, X-ray corona, Broad emission Line Region (BLR), infrared torus,
the host galaxy bulge, cosmic background radiation (Ghisellini & Tavecchio, 2009),
or any other sources external to the emitting blobs.
There are two major classes of blazars: BL Lac objects, which has featureless op-
tical spectrum, and Flat Spectrum Radio Quasars (FSRQ), which has broad emission
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line spectra. The emission lines in FSRQ suggest that they are in an environment
with stronger external radiation ﬁeld. Furthermore, these emission lines would be
relativistically beamed and enhanced in the frame of the blob, making them even
more dominant over the synchrotron emission. Therefore, the EC model is frequently
invoked to explain the emission of FSRQs (Dermer et al., 1992; Sikora et al., 1994,
2009).
A major deﬁning feature of blazars is their fast variability. Simultaneous multi-
wavelength observation of blazars, and the correlation analysis of these multiwave-
length variability can provide insight to the physics going on in the jet. The detailed
observation and modeling of these variability has been performed extensively for High
energy peaked BL Lacs (HBL) such as Mrk 421 (Fossati et al., 2008; Chen et al., 2011)
and PKS 2155-304 (Aharonian et al., 2007; Katarzyn´ski et al., 2008), because their
low energy SED peak in X-ray is covered by multiple X-ray satellites, while their
high energy SED peak in TeV γ-ray is covered by ground based Cherenkov Tele-
scopes. The launch of Fermi has re-opened the GeV γ-ray sky with unprecedented
sensitivity and daily coverage. This energy band covers a highly variable part of the
SED right above the peak for several bright FSRQs, such as PKS 1510-089 (Abdo
et al., 2010a) and 3C454.3 (Abdo et al., 2009). Simultaneous coverage in other wave-
length such as optical and X-ray provided us a chance to obtain multi-epoch SEDs
and cross-band correlations, while a deeper understanding of these time series data
sets requires time-dependent modeling with all light travel time eﬀects (LTTEs) taken
into account.
We have developed a time-dependent multizone code using Monte Carlo method
and Fokker-Planck equation to study HBL Mrk 421 under a pure SSC model in Chap.
3 & 4. In this chapter we will extend the model to include external source of IC seed
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photons and use this model to study the multiwavelength variability of FSRQ, taking
PKS 1510-089 as an example.
5.2 Basic setup
Some details of the Monte Carlo/Fokker-Planck code is described in Chap. 2. The
code uses Monte Carlo method to track the production, traveling, and Compton
scattering of photons, while it uses Fokker-Planck equation to follow the evolution of
electrons. The major strength of this code is that it takes into account all the LTTE.
Our model represents a cylindrical jet blob crossing a standing shock as illustrated
in Fig.2.2. We treat stochastic acceleration in the whole emission blob as a diﬀusive
term in the Fokker-Planck equation, while ﬁrst order Fermi acceleration at the shock
front is simpliﬁed as directly injecting high energy particles into the emission zones
where shock is present. This approach is already used and discussed in Chap. 4. The
parameters in the model are listed in table 5.1. They represent:
• R and Z are the radius and height of the cylinder,
• B is the magnetic ﬁeld strength,
• Γ is the bulk Lorentz factor of the jet,
• ne is the electron number density,
• RBLR/IR and fBLR/IR are the radius and covering factor of the BLR or infrared
torus (see §5.4),
• L′inj is the luminosity of the relativistic electrons injected by the shock;
• pinj, γmin,inj and γmax,inj are the spectral index, minimum Lorentz factor and
maximum Lorentz factor of the injected electrons,
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• p, γmin and γmax are similar parameters for the electron population existing in
the blob when the simulation begins,
• t′start,inj is the time when the shock begins to cross the blob, measured in the
frame of the blob,
• tacc and tesc are acceleration and escape time scales,
• Qpick is the rate at which the blob constantly pick up pre-accelerated mildly
relativistic electrons (with Gaussian distribution centering at γmin in most cases,
except in the SSC case, where it centers at γ = 1.2× 103).
5.3 PKS 1510-089
PKS 1510-089 is an FSRQ at redshift z=0.361 (Thompson et al., 1990). It is one
of the brightest and most variable sources detected by Fermi/LAT. A feature that
can be interpreted as disk emission (big blue bump, BBB) is clearly visible in its
optical/UV spectrum. VLBI observations of its jet show superluminal motion with
apparent speed up to 45c (Jorstad et al., 2005). There is also clear misalignment
between the parsec and kiloparsec scale radio jets (Wardle et al., 2005).
Several well collaborated multiwavelength campaigns targeting PKS 1510-089
have been very successful (Abdo et al., 2010b,a; D’Ammando et al., 2011; Marscher
et al., 2010; Kataoka et al., 2008; Pucella et al., 2008).
We choose to use the data set observed in 2008-2009 and analyzed in (Abdo et al.,
2010a) as the reference data for our simulation (see Fig. 5.1). One particular ﬂare in
March 2009 is chosen as the focus of the study of multiwavelength variability.
We aim to reproduce several observational features by matching both the simu-
lated light curves and SED with the observed ones. These features include:
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Figure 5.1 : Adopted from Abdo et al. (2010a). Multiwavelength light curves of
PKS 1510-089 from April 2008 to June 2009. The vertical dashed lines show the four
ﬂaring episodes and the quiescent state. Flare (c) in March 2009 is the one that we
ﬁt our simulation to.
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• the general two components shape of the SED, and the BBB. These includes
both the high states and low states.
• the timescale of the ﬂares, which are typically about 300ks (4 days).
• Both infrared and γ-ray show strong variation with similar amplitude, up to a
factor of 10.
• In the March 2009 ﬂare, the infrared and γ-ray ﬂux were strongly correlated,
with no signiﬁcant lags.
• The variation in Swift-UVOT band was less prominent than those in infrared-
optical bands. In other words, the optical/UV spectral index became softer
during the ﬂare. However, the BBB was still prominent even in the high states.
• The variation in radio bands, and more importantly, in X-ray is modest, within
a factor of 2.
We will test the viability of several IC models through time-dependent modeling.
Their capability of reproducing the emission characteristics listed above will be the
main criterion.
5.4 External Radiation
The relativistic jets in Active Galactic Nucleus (AGN) are possible to reside in envi-
ronments rich in external radiation. Several of the proposed source of external radia-
tion that are under intense discussion include the radiation from the BLR (Tavecchio
& Ghisellini, 2008; Poutanen & Stern, 2010) and the radiation from the infrared torus
(Malmrose et al., 2011). The dominance of diﬀerent external radiation is connected
to the location of the γ-ray emitting jets. The radiation from BLR can be dominant
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only when the emission region is located at sub-parsec distance from the central en-
gine of the AGN. Beyond that distance, the radiation from infrared torus is likely to
dominate on parsecs scale (See Fig.5.2 adopted from Ghisellini & Tavecchio, 2009).
Poutanen & Stern (2010) argue that the GeV spectral breaks of FSRQs observed
by Fermi is a sign of γ-ray absorption inside the BLR; Meanwhile, Marscher et al.
(2010) used the correlation between radio knot appearance and γ-ray ﬂares to put the
location of the emission region at parsecs from the central engine. We will test the
viability of both these two sources of external photons, and see if they can produce
the SEDs and light curves observed.
We treat the big blue bump in the SED of PKS 1510-089 as unbeamed thermal
emission from the accretion disc, and matched the data with a luminosity of 4× 1045
ergs/s and a temperature of 3× 104K. The disc emission is added to the SEDs as a
non-varying component after the simulation is completed.
This disc emission is used to estimated the energy density within the radius of
BLR RBLR, with the formula given by Ghisellini & Madau (1996):
U ′BLR ∼
17
12
fBLRLdΓ
2
4piR2BLRc
. (5.1)
Here fBLR is the fraction of the disc emission that is reprocessed by the BLR, Ld is
the luminosity of the disc emission.
Similarly, the energy density within the radius of the infrared torus RIR can be
estimated as (Ghisellini & Tavecchio, 2009):
U ′IR ∼
fIRLdΓ
2
4piR2IRc
(5.2)
With fIR being the covering factor of the torus.
For the spectrum of BLR emission, we either use a blackbody approximation
peaked at 1.5ΓνLyα or take the unbeamed BLR spectrum in Fig.4 of Tavecchio &
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Figure 5.2 : Adopted from Ghisellini & Tavecchio (2009). Comparison of diﬀerent
energy densities as measured in the comoving frame. The moving blob is assumed to
have a bulk Lorentz factor of Γ = 15. The black hole has a mass M = 109M⊙. The
disc emits as a blackbody, and extends from 3 to 500 Schwarzschild radii. The X-ray
corona is assumed to be homogeneous, to extend up to 30 Schwarzschild radii and to
emit 10 percent of the disc luminosity. The contribution of the BLR between 1 and
3RBLR depends on the unknown width of the BLR itself (dotted line).
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Ghisellini (2008) and beam it according to the equation:
U ′(ν ′) =
2pi
Γβc
ν ′2
∫ ν2
ν1
I(ν)
ν3
dν, (5.3)
here ν1 = ν
′/[Γ(1 + β)], ν2 = ν
′/Γ, I(ν) is the unbeamed intensity spectrum, β =√
1− 1
γ2
is the velocity of the blob in units of c, ν and ν ′ are the frequency in the
observer’s frame and blob frame respectively. We compare the diﬀerence when using
these two spectra for the BLR radiation.
For the infrared torus, we use a blackbody spectrum with temperature (Ghisellini
& Tavecchio, 2009):
T ′IR = 370bK ∼ 370ΓK, (5.4)
where b ≡ Γ(1 − βµ), µ = cosα. α is the angle between the jet axis and the line
connecting the source and the jet, so α ∼ pi/2 for the torus.
We simplify the model by assuming that all the external photons are travelling in
the upward direction in the frame of the bolb, in the geometry shown in Fig. 2.2. So
the external ﬂux is just the energy density times c. All the external photons enter
the blob through the lower boundary.
5.5 Results
We want to reproduce the quiescent and ﬂaring states of PKS 1510-089. First we
use the BLR emission as the source of external photons. Then we test the model in
which emission from the infrared torus dominates, as well as a pure SSC model, to
see if these models can reproduce the SEDs and light curves of PKS1510-089 as well.
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5.5.1 Quiescent State: No shock
First we try to reproduce the quiescent state SED of PKS 1510-089. We begin with
using the blackbody approximation for the spectrum of the BLR emission. We show
the results of this simulation in Fig. 5.3, with the parameters used listed in Table
5.1.
Because there is no ﬂaring activity, the ﬂux level in every wavelength reaches the
steady state after the initial setup, and the light curves remain almost ﬂat except
for some statistical ﬂuctuations. It is interesting to note that the R-band light curve
reaches a ﬂux level higher than the quiescent level before it reaches steady state. This
is because the external photons need some time (one light crossing time) to diﬀuse
through the whole blob. During that time some zones which have not yet received the
external photons will experience signiﬁcant less IC cooling (which is dominant over
synchrotron cooling in this case). Hence these electrons will remain at a relatively
high energy and produce relatively high level of synchrotron radiation during this
phase. This is an example of how the light travel time eﬀect can aﬀect the actual
physics in the jet, not only just the way we perceive the emission.
The SEDs at several epochs almost overlapped, as expected. They matched the
low state data points (cyan) in optical and γ-ray pretty well. The radio data points do
not match because it is likely that the radio emission comes from additional emission
regions rather than just the one producing optical and γ-ray emission. The simulated
spectrum in the X-ray is much harder than the observed one. This is improved if we
use the more detailed description of the BLR spectrum as those used in Tavecchio
& Ghisellini (2008). The resulted SEDs are shown in Fig. 5.4. This conﬁrms their
conclusion: this treatment of the BLR spectrum is important in producing the soft
X-ray ﬂux, but not very much for other bands.
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Figure 5.4 : The SEDs for the quiescent state of the BLR model using the Tavecchio
& Ghisellini (2008) BLR spectrum.
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5.5.2 Flare: Shock Crossing
On the basis of the quiescent state case, we model the ﬂares as the standing shock
injects relativistic electrons into the blob when it travels through the blob in the
blob frame, as shown in Fig. 2.2. These newly injected electrons emit through both
synchrotron and IC, producing correlated optical and γ-ray ﬂares. The results are
shown in Fig. 5.5.
The light curves show that the variability in the R-band is smaller than that
of the Swift-UVOT band, due to the contribution by the not varying big blue bump
emission. This is consistent with observations. The high energy light curves also show
that the X-ray light curve lags the γ-ray light curve by about 20ks. Producing this
kind of lag shows the capability of our numerical code. However, these lags have not
been clearly detected in the observation. Since the large variation in X-ray produced
in the simulation should not exist, the lags should probably not be detectible either,
when the variation is somehow surpressed or diluted.
By looking at the X-ray light curve, or the SEDs, it is easy to notice that there is
large variation in X-ray in the simulation results. This is at odds with the observation
in which only modest variation (less than a factor of 2) is seen in X-ray. This excessive
X-ray variation is likely the result of SSC emission. Although our model does not
directly discriminate EC photons and SSC photons, the parameters we use indicate
that the SSC emission is not negligible in X-ray during the quiescent state. So when
there is a ﬂare caused by injection of high energy electrons, the variation of the
SSC emission should be even larger than that of the synchrotron emission. This SSC
variation makes this model and parameter set not consistent with the observed feature
of PKS 1510-089. This example also tells us how important it is to model the way
the blazar emission evolves, rather than simply model the high state and low state
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SED with unrelated diﬀerent parameter sets.
5.5.3 Flare: Shock Crossing, with high Doppler Factor
In order to decrease the level of SSC emission, while keeping the same level of syn-
chrotron emission, we need to decrease the ratio between the synchrotron (SSC seed
photon) energy density and the magnetic energy density (see §1.5). We can achieve
this by increasing the Doppler factor through which we observe the jet, because in
that case the synchrotron energy density in the blob frame needs to decrease accord-
ingly to match the optical data. There are also change of other parameters. They
are shown in table 5.1. The results are shown in Fig. 5.6.
In this case, the ﬂux in X-ray is weaker, but there is still signiﬁcant level of
variation. However, since the quiescent X-ray ﬂux is lower than the observed one,
it is possible to explain the X-ray as having contribution from additional relatively
cooled blobs, which can dilute part of the large variation. Taking that into account,
there will still be modest level of variation remaining, consistent with the observation.
Similar to the last case, the X-ray light curve also slightly lags the γ-ray light
curve.
5.5.4 EC dominated by IR emission from the torus
We also test if the emission from infrared torus can be a viable source of external
photon and produce adequate light curves and SEDs. This scenario is motivated by
the observation of the coincidence of γ-ray ﬂares with the appearance of new knots in
radio images of PKS 1510-089 (Marscher et al., 2010). These observation hints that
the location of γ-ray ﬂares are on parsec-scales, which is beyond the usually inferred
radius of the BLR (Kaspi et al., 2007; Bentz et al., 2006, 2009). At this distance, the
120
F
ig
u
re
5.
5
:
T
h
e
li
gh
t
cu
rv
es
(l
ef
t)
an
d
S
E
D
s
(r
ig
h
t)
fo
r
th
e
sh
o
ck
cr
os
si
n
g
ca
se
of
th
e
B
L
R
m
o
d
el
,
u
si
n
g
th
e
d
et
ai
le
d
B
L
R
sp
ec
tr
u
m
.
T
h
e
b
lu
e
ci
rc
le
s
in
th
e
lo
w
er
p
an
el
of
th
e
le
ft
ﬁ
gu
re
is
th
e
ob
se
rv
ed
R
-b
an
d
li
gh
t
cu
rv
e
in
M
ar
ch
20
09
fr
om
th
e
G
L
A
S
T
-A
G
IL
E
S
u
p
p
or
t
P
ro
gr
am
(G
A
S
P
).
T
h
e
b
lu
e
ci
rc
le
s
in
th
e
u
p
p
er
p
an
el
of
th
e
le
ft
ﬁ
gu
re
is
th
e
F
er
m
i
li
gh
t
cu
rv
e
ab
ov
e
0.
2G
eV
in
M
ar
ch
20
09
,
si
m
u
lt
an
eo
u
s
w
it
h
th
e
R
-b
an
d
d
at
a.
T
h
e
S
E
D
d
at
a
p
oi
n
ts
ar
e
th
e
sa
m
e
as
th
os
e
in
F
ig
.
5.
3.
121
F
ig
u
re
5.
6
:
T
h
e
li
gh
t
cu
rv
es
(l
ef
t)
an
d
S
E
D
s
(r
ig
h
t)
fo
r
th
e
ca
se
w
it
h
la
rg
er
D
op
p
le
r
fa
ct
or
.
T
h
er
e
is
a
sh
o
ck
cr
os
si
n
g
th
e
b
lo
b
,
an
d
w
e
u
se
th
e
d
et
ai
le
d
B
L
R
sp
ec
tr
u
m
fo
r
th
e
ex
te
rn
al
so
u
rc
e
of
p
h
ot
on
s.
T
h
e
d
at
a
p
oi
n
ts
ar
e
th
e
sa
m
e
as
th
os
e
in
F
ig
.
5.
5.
122
IR torus (Pier & Krolik, 1992b,a) becomes a major candidate as the source of EC
seed photons.
We calculate the energy density and temperature of the torus emission according
to (5.2) and (5.4). By adjusting the parameters, especially R, B, ne, fBLR/IR, γmin
and p, we obtained a set of parameters (see table 5.1) that can produce reasonable
light curves and SEDs (Fig. 5.7).
One of the main diﬀerence between the torus emission and the BLR emission
when they are considered as source of EC seed photons is that, the torus radiates
at lower frequency compared to the BLR. This means to scatter these seed photons
to γ-ray, the energy of the electrons need to be higher than those needed in a BLR
scenario. In other words, more eﬃcient particle acceleration is needed to sustain
the high energy electrons. This also means faster particle escape is to be expected
in the torus scenario, otherwise the accelerated particles will not form a power-law
distribution that can produce emission with the observed spectral index. It turns
out that the particle escape time scale needed in this case is too fast too be realistic
(tesc = 0.015Z/c).
The issue of X-ray variability in this case is similar to the one in the BLR case.
So it is likely that in a similar way, a higher doppler factor could lower the X-ray
produced by SSC.
Otherwise, this case produced the observed phenomena well. The broadband SED
is reproduced; the light curves vary on a timescale consistent with the data; the optical
and γ-ray light curves are well correlated with no signiﬁcant lags; the variations in
optical and γ-ray have similar amplitude; the variation in UV band is less prominent
than those in optical.
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5.5.5 Pure SSC Model
We also test if pure SSC model can produce the observed light curves and SEDs. The
results are shown in Fig. 5.8.
Generally, the SSC model can reproduce the observation really well. The light
curves show that the variability in X-ray is small, within a factor of 2; The R-band
varies less than the Swift-UVOT band. These are all consistent with the observation.
However, the simulation produces an X-ray spectrum that is harder than the one
observed. Similarly, the simulated infrared spectrum is also harder than the observed
intermediate state spectrum. Overally the frequency at which synchrotron spectrum
peaks seems too high to match the observed SED. Since there is essentially fewer free
parameters in the SSC model (no fBLR/IR), the parameters are more constrained than
those in the EC models. So there is not much we can do to resolve the problem.
5.6 Summary
We have modeled the jet of PKS1510-089, mainly with EC model using external
radiation from BLR or infrared torus. The BLR model can produce satisfactory
result if the bulk Lorentz factor of the jet is at least 25. We conﬁrmed that blackbody
approximation of the BLR spectrum is enough in modeling blazars except at soft X-
ray (Tavecchio & Ghisellini, 2008). If we use emission from the infrared torus as
the source of external photons, we need very fast particle acceleration and escape
to maintain the balance between acceleration and cooling at high energy. Pure SSC
model is also not excluded by the observed light curves and SEDs. The simulated
SEDs are harder than the observed ones in infrared and soft X-ray. But the issue in
X-ray can be relaxed if the SEDs in this band have contribution from other regions.
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Our modeling work does not give conclusive answer about which models can be
excluded. However it does favor the BLR EC model with Lorentz factor of at least
25, based on the arguments on X-ray variability, particle acceleration and escape rate,
and infrared spectrum.
We also noticed some timing features in our simulation that have not yet been well
assessed by observations, such as the short time scale lags between diﬀerent bands.
If future well sampled observations can detected these kinds of timing features, our
code will be the ideal tool to explain them and further diﬀerentiate models.
In the EC models, we have 5 basic observables (variability time scale τvar, syn-
chrotron luminosity Lsy, estimated IC peak frequency νic,p, IC luminosity Lic, and
γ-ray spectral index sγ) to constrain 6 free parameters (R, B, ne, fBLR/IR,γmin and p).
However, there are additional constraints, e.g. the SSC can not be too strong, which
requires the B to be large enough; the stochastic acceleration and hence the cooling
can not be too fast, which requires the B not to be too large. These additional con-
straints put the model in a limited space of parameters. p and γmax in the quiescent
state are not direct input parameters. They are the results of the combination of tacc
and tesc. The synchrotron peak frequency νsy,p is not used because it is not a result
of the electron distribution, but it is largely aﬀected by synchrotron self-absorption
for the parameters used in our model. And at the same time, its position in the SED
is largely uncertain from currently available data. Some parameters, such as the bulk
Lorentz factor of the jet, the radius of the BLR or torus, have estimates from other
independent studies, therefore are not considered as free parameters in this study.
Certain observables, such as the IC peak frequency, are only roughly estimated. So
in the end the parameters are not tightly constrained.
We have used a simpliﬁed model of energy independent particle acceleration in this
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work. In order to maintain a power-law electron distribution with certain slope, the
particle escape time scale is tied to the acceleration time scale. So the fast radiative
cooling in our model requires fast particle acceleration and hence fast particle escape.
This required escape time scale has turned out to be smaller than the limit of Z/c,
which happens if all particles travel freely at the speed of light. However, the actual
particle acceleration process should be more complicated than just energy indepen-
dent. A more realistic energy dependency of the particle acceleration process may
change the required acceleration and escape time scales. Therefore, the acceleration
and escape time scales derived here are only for instructive purposes.
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Chapter 6
Conclusion
We live in an era when time dependent observation of high energy, especially γ-ray,
sources are just beginning to take shape. This oﬀered us the opportunity to carry out
simultaneous multiwavelength observation of the variability of these γ-ray sources,
which happen to be highly variable sources in a lot of cases. Blazars are among the
most studied γ-rays sources because of their important role in the uniﬁcation of AGN.
We think there is an urgent need for a time dependent blazar model to bridge these
observation with our understanding of the underlying physics.
We have built on the MC/FP numerical code the time-dependent blazar model
that can fully account for all LTTEs. With the help of this model, the various timing
features of blazar emission begin to reveal what is going on in blazar jets.
The ﬁrst piece of information on the time axis that can be utilized is the variability
time scale. With this constraint added to the constraints from the broadband SED,
the SSC model is reasonably constrained. For Mrk 421, because we have included
internal LTTE, the observed delay between the IC and synchrotron light curves and
the symmetry of X-ray and γ-ray light curves are reproduced. This signals the initial
success of the model. The time lags between hard and soft X-rays, and the quadratic
relation between X-ray and γ-ray, on the other hand, call for particle acceleration
and escape in the model.
One of the main results from the modeling of PKS 1510-089 is that the low level
of observed X-ray variability requires minimal contribution from SSC. This further
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requires a high Doppler factor and a strong magnetic ﬁeld. But a strong magnetic
ﬁeld also indicates strong radiative cooling. In order to accelerate particles to ultra-
relativistic energies with a power-law distribution, un-reasonablely fast acceleration
and escape are then required. So a high Doppler factor seems necessary.
However, currently the modeling work can not pinpoint which IC model is the one
that produces the emission of FSRQ, since each model has its own issue. The model
with BLR emission requires relatively large Doppler factor and additional emission
component to dilute the X-ray variability. The model with IR torus emission has this
same problem, and in addition, the particle escape timescale required in this case
is extremely small. The pure SSC model is less troubled by the X-ray variability.
However, the particle escape timescale required is also very small. There is also the
problem that the spectral indices produced in optical and X-ray do not agree with
the observation, although this may be eased by contribution from additional emission
components.
6.1 Outlook
There can be a few directions of expansion of the current work.
Further areas of study concern inhomogeneities and diﬀerent geometries, which
can be easily studied with this code. We can introduce a spatial structure to the
magnetic ﬁeld, either static or changing according to some prescription, which could
be motivated as caused by compression and ampliﬁcation of the tangled ﬁeld by a
shock, and we can also expand the code to deal with anisotropic magnetic ﬁeld.
It is also expected that the blobs of blazar jets will go through adiabatic expansion
as they travel. Further expanding the code for this capability is desirable. It is
possible that expansion can take some of the roles played by particle escape and
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radiative cooling.
The physics of the shock and its upstream/downstream are largely simpliﬁed in
the current work, with only change of electron distribution across the shock. A more
realistic treatment should include the changes of magnetic ﬁeld, electron number
density, and ﬂow velocity. The geometry of the shock should be more complicated
than just a ﬂat surface perpendicular to the velocity of the jet.
6.1.1 Future of the MC/FP code
Besides dealing with blazar jets, this code can also be used to model jets at larger scale
when the variability becomes a topic of concern. The capability of this code is most
useful in the situations where the source is optical thick, hence multiple Compton
scattering becomes important (e.g. Finke & Bo¨ttcher, 2007); or where even though
the source is optical thin, the variability of the source is comparable to the light
crossing time, so that LTTE becomes important.
6.1.2 Future of blazar modeling
The leptonic model for blazars is relatively mature with the LTTE now considered.
However, the large uncertainty lies in the theory of particle acceleration, and the
nature of the external radiation.
Most blazar models (e.g. Krawczynski et al., 2002; Katarzyn´ski et al., 2008), in-
cluding the one in this thesis, rely on the unspeciﬁed particle injection process by the
shock. The particle energy, distribution, injection rate, and how the injection varies
as the shock travels, are all free parameters in the model. Although the theories of
shock acceleration themselves are not complete yet, incorporating the existing ones
could further strengthen the blazar models (see Kirk et al., 1998, for an example).
131
The uncertainty in the external radiation ﬁeld can be understood as a weak spot
of blazar models. But more importantly, it is a major issue that EC blazar models
want to help resolving. However, if we do obtain more knowledge of the components
and structure of the AGN, like the distribution of BLR blobs, the size and structure
of the IR torus, through independent technics such as reverberation mapping, the
blazar models will of course beneﬁt, and contribute directly to identify the actuall
emission site of the γ-ray ﬂares in blazars.
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Appendix A
Technical information
The code was originally written in Fortran77. Newer sections make use of certain
Fortran90 features and syntax, such as recursive subroutines. MPI is used for par-
allelization of the code, in both the F-P and MC sections. There are approximately
34,000 lines in the code. The main program is in the ‘compton2d.f’ ﬁle. After
reading input ﬁles (‘reader.f’) and setting up the simulation (‘setup2d.f’), the
main loops are managed in ‘xec2d.f’. Within the loop there are major subroutines
such as ‘imcgen2d’, ‘imcfield2d’, ‘imcvol2d’, ‘imcsurf2d’, ‘imcredist’,
‘update’. ‘update’ takes care of the F-P calculation. The other subroutines handle
the MC part of the code as following:
• ‘imcgen2d’, generic preparation;
• ‘imcfield2d’, tracks previously stored ﬁeld photons;
• ‘imcvol2d’, creates and tracks photons from internal emission, moslty syn-
chrotron radiation in our cases;
• ‘imcsurf2d’, creates and tracks external photons at the surface zones;
• ‘imcredist’, re-distributes some of the newly created MC particles among
processors so that the number of MC particles in each processor is almost the
same.
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The tracking of individual MC particles is done in ‘imctrk2d.f’. It is a recursive
subroutine that calls itself when it is handling the splitting of MC particles. The
actual IC scattering of MC particles is done in ‘compb 2d.f’. Files like ‘fp mpi.f’,
‘surf mpi.f’ and ‘vol mpi.f’ each contains a set of subroutines that deal with
tasks related to the parallelization, such as sending and receiving information among
processors.
A typical run in Chap. 3 & 4 takes around 24 hours on eight 2.83GHz CPU
cores, using up to 16 GB of memory. For those runs we have not implemented the
redistribution of the MC particle, so the code did not scale well with the number of
CPUs, only gaining a factor of three in speed by going to 96 CPUs. The runs in
Chap. 5 made use of the redistribution feature so that the speed increases almost
linearly with the number of CPUs, at least when the number of CPUs is less than
100. In these cases a typical run takes 2 hours on 96 2.83GHz CPU cores, with up
to 384 GB of memory available.
A.1 Input files
There are 3 sets of input ﬁles, with ‘input.dat’ being the most general one. Besides
‘input.dat’, each zone has its own input ﬁle, e.g. the input ﬁle for the 2nd zone in
the z direction and 3rd zone in the r direction is ‘input 02 03.dat’. Zone speciﬁc
parameters like magnetic ﬁeld strength and electron densities are in these input ﬁles.
The 3rd set of input ﬁles are the external radiation ﬁeld. Their ﬁle names are speciﬁed
in ‘input.dat’.
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A.2 Output files
The names of the main output ﬁles are also speciﬁed in ‘input.dat’. The most
important output ﬁles are the ‘event ﬁles’ that are lists of the escaped MC particles,
with one ﬁle for each computing node. These lists contain the time the photons
escaped in units of seconds, energy of the photons in the units of keV, the energy
weight of the photons in units of ergs, the position of the photon escape (r, z) in
units of cm, the direction of the photon escape (the cosine of the inclination angle
cosθ and the azimuth angle φ. Remember the code is azimuthally symmetric, and
this azimuth angle is the azimuth angle between the escape direction and the radial
direction at the escape point). Another important set of output ﬁles are the electron
distribution ﬁles. Currently these are recorded every time step for some of the zones.
They are stored in the folder ‘output’. The job log is kept in ‘log.txt’. Files such
as ‘p002 census.dat’ and ‘p002 misc.dat’ are lists of photons in the volume, and
current values of other variables in the processors (002 for processor number 2) that
are stored so that it is possible to resume the unﬁnished jobs later.
A.3 Postprocessing program
The postprocessing programs are written in C. There are two postprocessing routines.
One of them reduces the photon lists to tables with ﬂux as a function of time (light
curves), at multiple frequency intervals speciﬁed by the user; The other reduces the
photons lists to a sequence of SED, i.e. ﬂux vs. frequency. The relativistic beaming
of the photons is performed ﬁrst, then light curves and SED are produced by binning
in time, frequency, and angle.
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The beaming of the photons includes the following transformations
ν = δν ′, Ek = δE
′
k, cosθ =
β + cosθ′
1 + βcosθ′
.
Because of the LTTE and the Lorentz transformation, photons escaped from diﬀerent
positions of the cylinder simultaneously in the blob frame will arrive at the observer
at diﬀerent time. Compared to the ones escaped from z = 0, r = rmax, changeat angle
φ = 0, changethe time is delayed by
∆t =
zcosθ
Γc
+
(rmax − rcosφ)sinθ
c
− βz
δc
. (A.1)
The ﬁrst two terms are the results of the extra light travel time caused by the po-
sition and direction of the photon escape. The last term is a result of the Lorentz
transformation of the escape time
t = Γ(t′ − βz
c
).
An extra (1 − βcosθ) comes from the fact the the blob is moving so these photons
have moved closer to the observers when they escape.
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