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Abstract
The problem of approximation to the Euler gamma function on the basis of some Ramanujan’s formulas is considered.
The function h(x)= (g(x))6− (8x3 +4x2 + x), where g(x)= (e=x)x(1+ x)=√, is studied. It is proved that on the interval
(1;∞) the function h(x) is increasing monotonically from h(1) = 0:0111976 : : : to h(∞) = 1=30 = 0:0333 : : : : c© 2001
Published by Elsevier Science B.V.
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1. Introduction. Statement of the problem
There is the following record in “The lost notebook and other unpublished papers” of Srinivasa
Ramanujan [6, p. 339]: 1
“If x¿0,
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1 The story of this problem is described in [2, p. 48 (Question 754)].
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	1=12 = 0:8071; 	7=12 = 0:3058
	2=12 = 0:6160; 	8=12 = 0:3014
	3=12 = 0:4867; 	9=12 = 0:3041
	4=12 = 0:4029; 	10=12 = 0:3118
	5=12 = 0:3509; 	11=12 = 0:3227
























Considering this record, Anderson et al. in [1, p. 476] deGned the function






)x (1 + x)√
 ; (1.2)
and formulated the conjecture: to prove that “h(x) is increasing from (1;∞) into ( 1100 ; 130 )”.
The present paper gives the proof of the theorem.
Theorem 1. The function h(x) is increasing monotonically from (1;∞) onto (h(1); h(∞)) with
h(1) = e6=3 − 13 = 0:0111976 : : : and h(∞) = 1=30 = 0:0333 : : : .
For this purpose, three lemmas are proved.
Lemma 1. For x¿x0 =2:4; the function h(x) satis2es the inequalities 1100 ¡h(x)¡
1
30 ; and h(x)→
1
30 , x →∞.
Lemma 2. For x¿x1 = 4:21; the function h(x) is monotonically increasing.
Lemma 3. For 1¡x6max(x0; x1) = 4:21, the function h(x) is monotonically increasing.
The basis for proving are the asymptotic formulas of Stirling for the functions y = log(x) and
 (x) = (d=dx)log(x), and computer calculations for 1¡x64:21.
2. The representation of the function h(x) via a special integral
Taking logarithms of both sides of (1.2) and using the fact that (x + 1) = x(x), we have
log g(x) = x − x log x + log x − log√+ log(x): (2.1)
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We substitute in (2.1), the Stirling formula for log(x) [3, pp. 342–343]
log(x) = (x − 12 )log x − x + log
√












(t) = 12 − {t}; (2.5)
and {t} is the fractional part of the number t. We obtain
log g(x) = log
√





From this and from (1.1), we have the following convenient representation for h(x):
h(x) = 8x3e6J (x) − (8x3 + 4x2 + x): (2.6)
3. Asymptotic representation for the integral J (x)
We notice that from the deGnition of (u) from (2.4) and (2.5)
(u+ 1) = (u);













(u) = 12u(1− u); (0) = (1) = 0; ′(u) = 12 − u:


















u(1− u) du= 1
12
: (3.3)
Integrating (3.2) by parts, we obtain
c(n) =− 1
42n2 ; n = 0:
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22n2 cos 2nu: (3.4)



































Integrating J0(x; n) by parts (this process is detailed in [4]), we obtain for J (x) the well-known






2k(2k − 1)x2k−1 + Rn(x); (3.5)
where
|Rn(x)|6 |B2n|2n(2n− 1)x2n−1 ; (3.6)
and B2k are Bernoulli coeJcients [6, p. 3]
B2 = 16 ; B4 =− 130 ; B6 = 142 ; B8 =− 130 ; : : : :













4. Asymptotic representation for the function h(x)
Taking into consideration (3.7) and (3.8), one can represent e6J (x) in the form
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Expanding e− in the Taylor series, we get the following simple inequalities
























































































+ · · ·
)
: (4.5)
From (4.4) we have the lower bound for h(x) :
h(x) = 8x3e6J (x) − (8x3 + 4x2 + x)
¿
(




























From the last inequality it follows that for x¿2:4;
h(x)¿ 0:0114¿h(1): (4.7)
To obtain the upper bound for h(x) we shall consider (4.5). We denote
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so one can rewrite (4.5) in the form
e6J (x)6S(x)T (x) + (x): (4.9)

































From (2.6), (4.9), (4.10) the following inequality holds for h(x) :






Taking into consideration that in (4.11)
8x3S(x)T (x)− (8x3 + 4x2 + x)
=
(
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it is easy to test that for x¿1:04 the value of the expression in the parentheses of the right part of








for x → +∞: From this and from (4.7) we obtain the assertion of Lemma 1.
5. The new asymptotic formula for the Euler gamma function




















and point out the algorithm for the calculation of the expansion coeJcients an for any natural number
n:
It is readily seen from (4.6), (4.12), (5.1) that
a1 =− 11240 = 27(B2)
4 + 12B2B4:



































+ · · ·
)









(3B2=(1 ∗ 1)) j1 (3B4=(2 ∗ 3)) j2 (3B6=(3 ∗ 5)) j3 · · · (3B2n−2=((n− 1)(2n− 3))) jn−1
j1!j2!j3! : : : jn−1!
×x−( j1+3j2+···+(2n−3) jn−1) − (8x3 + 4x2 + x): (5.3)
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Equating the coeJcients by the equal powers of x in (5.1) and (5.3), we obtain the coeJcient by







(3B4=(2 ∗ 3)) j2
j2!
(3B6=(3 ∗ 5)) j3
j3!
: : :




where B2; B4; : : : ; B2k are the Bernoulli coeJcients.
We notice that representation (5.1) holds for x → ∞: It follows from (1.2), (2.1), (4.13), (5.1),


































where n+1(x) = O(1=xn+1):
The obtained below uniform by x and by n estimate of the value of the remainder n(x) permits
to use (5.5) for the calculation of the Euler gamma function for concrete values x and n:
6. The uniform estimate of the remainder
We shall estimate uniformly by x and n the value of n+1(x): From (2.6) and (5.1) we have








+ · · ·+ an
xn
+ n+1(x); (6.1)
where n+1(x) =O(1=xn+1): We use formula (5.2). We shall assume that x¿2n¿10: Since [7, p. 5]
B2n = (−1)n−1 2(2n)!(2)2n !(2n);












e6Rn(x) = 1 + 6Rn(x) +
1
2!
(6Rn(x))2 + · · ·= 1 + 12	Rn(x); (6.4)
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2k−1) = e6J (x)−6Rn(x)6e1=2+1=2 = e: (6.5)









2k−1] + 12	 ∗eRn(x);















+ · · ·+ an
xn
+ n+1(x): (6.6)
It is easy to see from (6.3) that for n¿5;








































It follows from (6.6)–(6.8) that




2n(2n− 1)x2n−7 : (6.9)







Using (6.8), Grst we estimate |Aj|. We denote
bk =
3B2k
k(2k − 1) (6.11)
234 E.A. Karatsuba / Journal of Computational and Applied Mathematics 135 (2001) 225–240







3+···+bn−1y2n−3 = A0 + A1y + A2y2 + · · · : (6.12)
Thus Aj; j = 1; 2; : : : ; n; are the coeJcients of the Taylor series for the function f(y): Therefore






















|bk |a2k−1 : (6.14)
We estimate the value
∑n−1
k=1 |bk |a2k−1. From (6.2) and (6.11) we have
|bk |¡ 12k
2k











2k − 1 : (6.16)







From this and from (6.16)
n−1∑
k=1







2k − 1 ¡ 1:
Thus, the following inequality holds in (6.14) with a= 1=n :
|f(aei&)|6 e:
This inequality and (6.13) yield
|Aj|6enj: (6.17)
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Thus we have proved the statement: the following estimate for the remainder n+1(x) in expansion
(5.1) and (5.5) with coe5cients (5.4) holds when x¿2n;






7. The monotonicity of the function h(x)
We diNerentiate (1.1) and (1.2):





+  (x)− log x
)
: (7.2)
DiNerentiating Stirling’s formula (2.2) and (2.3), we get
























− (24x2 + 8x + 1): (7.4)










































To prove inequality (7.7), we will simplify it in the following way. We contribute the right part
of this inequality, by setting '1 = 0; and obtain a new inequality, from the validity of which follows




















236 E.A. Karatsuba / Journal of Computational and Applied Mathematics 135 (2001) 225–240
We substitute Taylor’s series for the exponential functions in the obtained inequality. We diminish
the left and add the right part of the last inequality, using the relations:









































Now, we represent the integral J ′(x) from (7.3) as the asymptotic expansion in powers of 1=x
(this process is detailed in [4])




















With the help of the last inequality we diminish the left part of (7.8) and we obtain the following



































































The last inequality holds when x¿4:21: Therefore, with x¿x1=4:21 also inequality (7.5) holds. From
this and from (7.4) we draw the conclusion that for x¿x1 =4:21; the function h(x) is monotonically
increasing. This completes the proof of Lemma 2.
8. The function h(x) behavior on the interval 1¡x¡ 4:21
Since from (7.1) and (7.2)
h′(1) = 6
e6
3 (1− ))− 33 = 0:00558319 : : :¿ 0; (8.1)
then from the above it follows that to prove Lemma 3, it will suJce to prove that
h′(x)¿ 0
for any x; 1¡x6max(x0; x1) = x1 = 4:21:
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By the Lagrange formula [8, p. 138] for h′(x) with d¿ 0;
h′(x + d)− h′(x) = dh′′(x + #d) (8.2)
06#61. Since from (8.1), h′(1)¿ 0 and
h′(1 + d) = h′(1) + dh′′(1 + #d)¿h′(1)− d|h′′(1 + #d)|;
then to prove that h′(x)¿ 0 at the point x = x˜ = 1 + d; it will suJce to prove that
h′(1)− d|h′′(1 + #d)|¿ 0; 06#61: (8.3)
We estimate the value h′′(x): From (7.4) we have







J ′(x) + 6(J ′(x))2 + J ′′(x)
)



















It follows from (7.9) that
6
x
















To estimate the value of J ′′(x); we write out for it the asymptotic representation in powers of
1=x; just as it was made earlier for J ′(x): We diNerentiate (7.3):






We substitute the Fourier series for the function (u) from (3.4) into (8.7) and take the obtained
integral by parts. We have
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45 ∗ 21 ;































































































6 ∗ 384x8 : (8.11)




























































6 ∗ 384x8 ;
06#161:01; 06#461; 06#661:02:
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We consider the segment 16x64:3: Using (7.1) and (7.2), we calculate h′(4:3): We obtain (the
program “Maple V Release 5” was used)
h′(4:3) = 0:0017968 : : : : (8.13)
We see from (8.1), (8.12) and (8.13) that the rough estimate for the h′′(x) and the proximity to
zero of the h′(x) permit the use of the Lagrange formula (8.2) to check inequality (8.3) only with
very small step.












h′(1 + jd)¿h′(1 + (j − 1)d)− d|h′′(1 + #d)|¿h′(1 + (j − 1)d)− 0:0001 ∗ 15;
then the proof that
h′(1 + (j − 1)d)− 0:0001 ∗ 15¿ 0; (8.14)
for all j = 1; 2; 3; : : : ; 33000; establishes that h′(x)¿ 0; when 16x64:3:
Inequality (8.14) is proved by the computation by (7.1) and (7.2) the values
h′(1 + (j − 1)d); j = 1; 2; 3; : : : ; 33000;
and check of inequality (8.14). The “Maple V Release 5” calculated 33000+1 values of the function
h′(x)− 0:0015; by x from 1 to 4:3 by step 0:0001: We present here the Grst ten and the last eleven
of these values. Let fj = 103(h′(1 + (j − 1)d)− 0:0015): We have
f1 = 4:08319; f2 = 4:08392; f3 = 4:08440; f4 = 4:08508; f5 = 4:08581;
f6 = 4:08638; f7 = 4:08707; f8 = 4:08773; f9 = 4:08829; f10 = 4:08910; : : :
f32991 = 0:2963; f32992 = 0:3045; f32993 = 0:2968; f32994 = 0:2954; f32995 = 0:2956;
f32996 = 0:2938; f32997 = 0:3015; f32998 = 0:3024; f32999 = 0:2999; f33000 = 0:2960;
f33001 = 0:2968:
All these 33001 values are positive. According to the Lagrange formula it means that h′(x)¿ 0 also
between these points. This proves Lemma 3.
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9. Conclusion
The proof of Theorem 1 follows immediately from the proofs of Lemmas 1–3.
It should be noted that applying some program of symbolic computations (“Maple”, “Mathe-
matika”) one can calculate a lot of new coeJcients of asymptotic representation (5.5) by Ramanujan
for the Euler gamma function.
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