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Resumo 
LOTOS é uma linguagem formal para especificação de sistemas padronizada pela ISO 
desde 1988. Do ponto de vista teórico, LOTOS é bem fundamentada e apoia-se no paradigma 
de álgebras de processos para especificação da parte comportamental de um sistema. Esta 
linguagem oferece uma abordagem nova com técnicas e métodos formais para verificação 
dos sistemas descritos por ela. LOTOS tem sido usada com sucesso para especificação de 
sistemas, em particular de sistemas distribuídos. 
Contudo, o padrão LOTOS possui uma limitação grave: não possui qualquer elemento 
semântico que permita especificar de forma explícita sistemas onde o tempo intervém. Tais, 
sistemas chamados também de sistemas dependentes do tempo, incluem uma grande classe de 
sistemas importantes como por exemplo: os sistemas tempo-real e as aplicações multimídia. 
Sistemas dependentes do tempo têm características bastante diferentes dos demais, e neles, 
até o conceito de correção é diferente e depende também da dimensão do tempo. Sendo 
assim, uma extensão de LOTOS com as características temporais que lhe faltam a tornaria 
apta para especificar sistemas dependentes do tempo, e se constituiria numa abordagem 
interessante para especificação e verificação deste tipo de sistemas. 
Nesta tese é apresentada uma extensão da linguagem LOTOS com capacidade para re- 
presentar e tratar restrições de tempo associadas à ações (tais ações são referenciadas como 
ações temporizadas). Estas restrições, especificadas como intervalos de tempo, têm uma 
influência direta no modo que as ações podem ser oferecidas e sincronizadas. Uma carac- 
terística importante do modelo proposto é o carater “imperativo” que foi dado às restrições 
de tempo, daí o nome RT-LOTOS (Real Time LOTOS). Ações específicas são introduzidas 
no modelo para expressar violações temporais que são a conseqüência das ações não reali- 
zadas. Assim, o modelo apresentado torna-se particularmente atraente para especificação 
formal de sistemas dependentes do tempo. Um novo operador, o de preempção temporal, 
é definido na linguagem para permitir ao usuário expressar o comportamento do sistema 
na presença de falhas do sistema devidas a violações temporais. A definição formal de 
RT-LOTOS inclui: a definição de uma semântica operacional estrutural à la Plotkín, a 
definição de bissimulações no contexto temporizado e o estabelecimento de uma definição 
semântica alternativa em termos de Grafos Temporizados. Esta definição da semântica de 
RT-LOTOS em Grafos Temporizados é particularmente interessante pois permite propor 
técnicas e construir ferramentas para verificação de sistemas dependentes do tempo bastante 
eficazes. Alguns exemplos das áreas de sistemas tempo-real, protocolos de comunicação e 
aplicações multimídia são propostos para ilustrar os principais conceitos deste formalismo. 
Palavras-chave: LOTOS, álgebra de processos, especificação formal, verificação, grafos tempo- 
rizados, sistemas distribuídos, sistemas tempo-real, aplicações multimídia.
À
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Abstract 
LOTOS is a formal language for system specification standardized by ISO since 1988. 
From a theoretical point of view LOTOS is a well-defined language based in the process alge- 
bra paradigm. Its main application is in the specification of the behavioral part of a system. 
LOTOS provides a new approach with formal techniques and methods for verification of the 
described systems. This language has been successfully used in the specification of classical 
systems such as distributed systems. 
Nevertheless, LOTOS has a serious limitation: it doesn't have any semantic element 
that allows the explicit specification_ of systems with time dependencies. Such system in- 
cludes a wide range of important systems like real-time systems and multimedia applications. 
Time dependent systems have peculiar characteristics, specially in the sense that correctness 
concept also includes time dimension (timeliness). A temporal extension of LOTOS, with all 
necessary temporal characteristics, would enable the specification of time dependent systems 
and would be an interesting approach to specify and verify this class of systems. 
In this thesis We extend the LOTOS formal description technique to express and handle 
temporal constraints associated with actions (such actions are referred to as timed actions). 
These constraints, specified as time intervals, have a direct influence on the way the actions 
are offered and synchronized. An important feature of the proposed model is that temporal 
constraints are imperative, hence the name of RT-LOTOS (Real Time LOT OS). Specific 
actions are introduced in the model to express temporal violations that are consequence of 
certain non-realized actions. Thus, the proposed model becomes particularly attractive for 
the formal specification of time dependent systems and applications. A new operator, tem- 
poral disrupt, is defined in the language to enable the user to express the system behavior in 
presence of system fails due to temporal violations. The formal definition of the RT-LOTOS 
includes: a structural operational semantic à la Plotkin definition, time context bisímula- 
tion' definition and an alternative semantic definition of RT-LOTOS in Timed Graphs. This 
timed graphs semantic of RT-LOTOS is particularly important since it permits the pro- 
posal of news techniques and the construction of news tools for effective time dependent 
systems verification. Some examples from the real-time systems, communication protocols 
and multimedia areas are proposed to illustrate the basic concepts of the formalism. 
Keywords: LOTOS, process algebra, formal specification, verification, timed graphs, distributed 
systems, real-time systems, multimedia applications.
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Introduçao 
Correção, confiabilidade e bom desempenho são requisitos exigidos normalmente no desen- 
volvimento de sistemas computacionais em geral, podendo ter no caso dos dois últimos 
requisitos citados um grau maior ou menor de importância dependendo da aplicação. Para 
sistemas computacionais dependente do tempo e particularmente para aplicações altamente 
críticas um cuidado especial com esses requisitos se faz necessário. O próprio conceito de 
correção muda neste tipo de sistemas pois ela depende não só dos resultados lógicos computa- 
dos, mas também do tempo no qual esses resultados são produzidos. Atualmente, os sistemas 
dependentes do tempo incluem três grandes classes de aplicações computacionais: sistemas 
tempo-real, protocolos de comunicação e sistemas multimídia.. Algumas das aplicações de 
sistemas tempo-real, tais como, sistemas de controle de tráfego aéreo, plantas de energia 
nuclear, sistemas de comando de aviões, sistemas automotivos e aplicações de robótica, a- 
presentam características altamente críticas; isto é, a ocorrência de falhas em tais sistemas 
pode originar danos sérios. Não é difícil imaginar as catástrofes que poderiam ser geradas 
por comportamentos incorretos de sistemas como os anteriormente citados. 
Os sistemas dependentes do tempo são, em geral, difíceis de projetar e entender devido 
a sua alta complexidade. Desta maneira, a utilização de técnicas formais para auxílio no 
desenvolvimento destes sistemas, nas diversas fases do ciclo de vida (especificação, projeto 
e implementação), apresenta-se atualmente como uma solução necessária para o desenvolvi- 
mento deste tipo de sistemas pois a partir da utilização de técnicas formais é possível: 
0 descrever de maneira precisa, sem ambigüidades, as funções do sistema; 
0 analisar e validar estas descrições, podendo assim detectar erros de concepção e 
0 utilizar ferramentas de software baseadas no formalismo matemático escolhido para 
suportar as atividades do ciclo de vida. 
Muitos modelos formais permitem dar suporte ao ciclo de vida de sistemas computa- 
cionais complexos. Os exemplos mais comuns são: Máquinas de Estados Finitas, Lógicas 
Temporais, Redes de Petri e Algebras de Processos, entre outros. 
Neste trabalho 0 interesse é centrado no desenvolvimento de uma linguagem de es- 
pecificação, baseada em álgebras de processos, para sistemas onde o tempo intervém. Ao 
formalismo desenvolvido aqui, deu-se o nome de RT-LOTOS (para Real-Time LOTOS), 
visto que é uma extensão da linguagem de especificação LOTOS [ISO 88].
V 
Esta dissertação está organizada em quatro capítulos que estão organizados da seguinte 
maneira: 
o o capítulo I caracteriza o contexto geral no qual o trabalho desenvolvido nesta tese se 
insere, apresentando os conceitos básicos relacionados à representação formal do tempo, 
as principais características e requisitos gerais de sistemas dependentes do tempo, uma 
visão geral das principais abordagens formais existentes para especificação de sistemas 
dependentes do tempo, e uma rápida sinopse e comparação das principais extensões 
temporais de LOT OS existentes na literatura;
V2 
o capítulo II é dedicado à apresentação do formalismo básico proposto nesta tese. Ele 
começa apresentando a visão intuitiva que levou ã RT-LOTOS. Apresenta-se a seguir a 
suasintaxe e semântica informal. A seguir, a álgebra de processos RT-LOTOS Básica 
é inteiramente definida, apresentando-se uma semântica operacional à la Plotkm, um 
conjunto de propriedades satisfeitas pelo formalismo, e noções de bissimulações no 
contexto temporal. Neste mesmo capítulo, para certificar-se da expressividade de RT- 
LOTOS, apresenta-se a seguir um conjunto de exemplos de especificações de mecanis- 
mos e situações comuns em sistemas dependentes do tempo. Finalmente, discute-se 0 
interesse de uma representação de RT-LOTOS no modelo de Grafos Temporizados e 
apresenta-se uma definição semântica de RT-LOTOS neste modelo; - 
no capítulo III, estende-se 0 formalismo básico RT-LOTOS para incorporar uma nova 
funcionalidade que permite registrar o tempo e discute-se o problema do acoplamento 
da representação de dados ACT ONE a RT-LOTOS para obter-se a linguagem RT- 
LOTOS Completa. Apresenta-se a sintaxe da linguagem RT~LOTOS Completa e 
discute-se a respeito da definição formal da sua semântica. Encerrando este capítulo, 
apresenta-se um conjunto bastante variado de exemplos e de aplicações com objetivo 
de mostrar o poder de' expressão da linguagem proposta; 
o capítulo. IV encerra esta dissertação e apresenta-se nele: as principais conclusões sobre 
a proposta feita neste trabalho e algumas das suas limitações, uma breve comparação 
de RT-LOTOS com as outras extensões temporais de LOTOS apresentadas no capítulo 
I, e perspectivas futuras para a continuação deste trabalho.
Capítulo I 
Quadro Geral do Trabalho 
Neste capítulo, é apresentada uma visão geral do contexto no qual o presente trabalho se 
insere. Inicialmente, a problemática geral, alguns conceitos básicos e uma visão geral sobre 
sistemas tempo-real e sistemas multimídia são apresentados. - A seguir, são discutidas as 
diversas abordagens formais para o desenvolvimento de sistemas dependentes do tempo; 
incluindo-se aí algumas das mais importantes: redes de Petri com tempo, lógicas temporais 
tempo-real e álgebras de processos temporizadas. Em seguida, são expostas e discutidas as 
escolhas feitas para a abordagem apresentada neste trabalho. Finalmente, são apresentados 
um conjunto de características e propriedades de álgebras de processos temporizadas e uma 
sinopse comparativa das principais extensões temporais de LOTOS. ' 
I.1 Apresentação da problemática dos sistemas de- 
pendentes do tempo e conceitos básicos
~ 
I.1.1 O tempo e suas interpretaçoes
_ 
Nesta seção apresenta-se a noção de tempo como é entendida na informática com algumas 
das suas principais interpretações. Esta seção se apresenta como uma compilação de vários 
trabalhos [Raynal 91, Motus 92, Farines 93]. 
Tempo na execução e na programação: A partir do conceito abstrato do tempo, pode 
ser feita uma primeira diferenciação deste conceito do ponto de vista da informatica entre: 
o o tempo como .suporte de execução, onde este 'é considerado como um recurso a ser 
consumido pelo sistema em execução tal qual outros recursos físicos e lógicos; neste 
caso a intervenção do tempo é implícita e 
o o tempo como objeto de programação, onde este pode ser visto como uma grandeza a 
ser manipulada pelo sistema do mesmo modo que outras variáveis (inteiros, booleanos, 
etc); neste caso a intervenção do tempo pode ser implícita ou explícita. 
A segunda abordagem é de maior interesse neste trabalho e, assim, passa-se a uma apre- 
sentação de diferentes maneiras de qualificar o tempo nesse contexto.
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O tempo como objeto de programação: visto como objeto de programação o tempo 
tem como função principal prover uma base para a especificação das restrições temporais 
impostas aos sistemas. E deste ponto de vista, devem ser distinguidos os conceitos de tempo 
apresentados a seguir: 
0 Tempo físico versos tempo lógico: 
- Tempo fz'sz`co: este é um tempo métrico usado para representar a distância entre 
eventos. 
- Tempo lógico: nestainterpretação do tempo, o interesse reside unicamente na 
ordem dos eventos. Este tempo, chamado de tempo causal, é interno ao programa 
e serve para definír uma relação de ordem total sobre o conjunto dos eventos. 
Existe uma segunda interpretação de tempo lógico que é definido externamente ao 
sistema. Este tempo lógico produz uma seqüência global de pulsações que regula 
a evolução do sistema de acordo com um modelo computacional síncronol. 
ø Tempo global versos tempo local: 
- Tempo global: tempo global é uma noção abstrata (como se fosse vista por um ob- 
servador externo) que deve ser oferecida a todo usuário de um sistema distribuído 
para lhe permitir ter acesso a um tempo físico de referência único. 
- Tempo local: ainda com referência a um sistema distribuído, um tempo local é 
um tempo (lógico ou físico) usado num nodo do sistema. 
0 Tempo absoluto versos tempo relativo: 
- Tempo absoluto: no tempo absoluto a referência é sempre estabelecida em relação 
a um evento global que serve como origem do tempo (por exemplo o instante em 
que 0 sistema foi ligado). O tempo absoluto é sempre global. 
- Tempo relativo: no tempo relativo uma referência é estabelecia em relação a um 
dado evento local no sistema. Geralmente, pode-se ter vários tempos relativos 
simultaneamente num sistema. O tempo relativo é sempre local. 
Do ponto de vista da representação do tempo, este pode ser ainda classificado como 
denso ou esparso: 
0 Tempo Denso: diz-se que o tempo é denso se ele é representado pelos números reais 
positivos, sobre os números racionais positivos, ou mesmo sobre outro conjunto denso 
qualquer. ' 
ø Tempo Esparso: se o tempo é representado pelo conjunto dos números naturais posi- 
tivos ou por um outro que seja isomorfo a este, então ele é dito esparso. 
1No contexto da execução computacional, um processo pode seguir um dos dois seguintes tipos de com- 
putação {Scholefie1d 90]: 
Síncrono: um processo em computação síncrona evolui em compasso com os “tlcks” de um relógio. 
Assíncrono: um processo em computação assíncrona pode evoluir em qualquer velocidade; seu progresso 
não é ditado por um relógio, ou por qualquer outro processo (exceto por uma comunicação voluntária). 
Isto é, processos assíncronos executam suas ações de forma independente uns dos outros.
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No capítulo seguinte os conceitos de tempo denso e tempo esparso serão definidos formal- 
mente. 
I.1.2 Características e requisitos de sistemas dependentes do 
tempo 
Esta se ão é dedicada a uma rá ida a resenta ão das rinci ais características e re uisitos Ç Cl 
de três grandes classes de sistemas informáticos dependentes do tempo: sistemas tempo-real, 
protocolos de comunicação e aplicações multimídia. 
I.1.2.1 Sistemas Tempo-Real 
I.1.2.1.1 Definição de Sistemas Tempo-Real 
São muitas as definições encontradas na literatura para os Sistemas Tempo-Real e a 
maior parte delas está estreitamente relacionada com os problemas específicos tratados pelos 
seus autores [Dodhiawala 89]. Neste trabalho, objetivando a maior abstração possível de apli- 
cações específicas, adotaremos a definição de Sistema Tempo-Real apresentada em [Audsley 
90]. 
Definição 1 Um Sistema Tempo-Real é um sistema que deve reagir a estímulos do ambi- 
ente (incluindo a passagem do tempo físico) dentro de intervalos de tempo impostos pelo 
comportamento do seu ambiente. 
Na classe de sistemas tempo-real em que se encontram os sistemas embutidos, faz-se a 
distinção entre o sistema (ou objeto) a controlar, o sistema computacional de controle e o 
operador. O sistema a controlar e o operador são considerados como ambiente do sistema 
computacional. A interação entre eles se faz através das interfaces de instrumentação (com- 
postas de sensores e atuadores) e da interface de operador. A figura 1.1 mostra o esquema 
geral de um sistema tempo-real. 
Estímulo RGSPOSU1 
Sensor 
sistem? Operador 
Resposta Computacional Egtímulg
A 
Atuador 
Sistema a 
Controlar 
Interface de Interface 
Instrumentação Homem-Máquina 
Figura I.1: Sistema Tempo-Real
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I.1.2.1.2 Requisitos Gerais de Sistemas Tempo-Real 
A seguir serão apresentados os requisitos gerais exigidos para os Sistemas Tempo-Real 
que permitem diferencia-los dos outros sistemas e classificá-los. 
Esses requisitos são normalmente determinados pelo ambiente. Todos os sistemas tempo- 
real, por definição, devem satisfazer o requisito de Correção Temporal ( “Timelz`ness”), isto é, 
devem reagir a estímulos do ambiente dentro de intervalos de tempo especificados. Existem 
ainda outros requisitos que permitem caracterizar os sistemas tempo-real e até classificá.-los 
[Ausdley 90]: 
0 Relação de ordem ( “Orderllness” As relações de ordem entre as entradas do sistema 
devem ser mantidas nas saídas correspondentes do sistema. 
0 Atualidade ( “Freshness” O sistema deve usar, ou fornecer, o dado que seja o mais 
q 
válido possível, do ponto de vista do comportamento temporal. 
o Prevlsibilidade ( “Predlctabz'lz'ty”). “O comportamento funcional e temporal de um sis- 
tema tempo-real deve ser tão determinista quanto necessário para satisfazer as especi- 
ficações do sistema”, diz Stankovic em [Stankovic 88]. Do ponto de vista temporal, um 
sistema tempo real pode ser: imprevisível, estocasticamente previsível ou determinista. 
0 Coordenação (“C'oordlnatz`on”). As ações de um sistema no seu ambiente devem ser 
coordenadas de modo que um não prejudique o outro. 
I.1.2.1.3 Sistemas Tempo-Real Críticos 
Definição 2 Um sistema tempo-real é dito crítico se existir pelo menos uma falha que 
pode ser julgada catastrófica. No caso de todas as falhas serem benignas, o sistema é dito 
não-crítzço. › . 
Considera-se como falha benigna uma falha cujo custo é da mesma ordem de grandeza 
que os benefícios do sistema em operação normal. Ao contrário, quando as conseqüências de 
uma única falha no sistema podem exceder aos benefícios em várias ordens de magnitude, 
então a falha é dita catastrófica. . 
Definição 3 Se em um sistema tempo-real crítico conseqüências catastróficas podem ser 
consideradas como resultantes de falhas no aspecto tempo, então o sistema é chamado de 
“hard Real- Time Systems” (sistema tempo-real “I-lard”). 
Para os sistemas Tempo-Real Hard, podem se distinguir dois tipos de situações assim 
caracterizadas: ` 
o Seguro em caso de Falha (“Faz`l Safe”): quando um ou vários estados seguros para o 
comportamento do ambiente podem ser alcançados em caso de falha do sistema (ex.: 
sistema de sinalização ferroviário). 
ø Operacional em caso de Falha (“Faz`l Operatlonal”): quando não existe nenhum estado 
l 
seguro identificável ev que o sistema computacional pode fornecer um serviço mínimo 
em caso de falhas, evitando uma catástrofe (ex.: sistema embarcado de controle de 
vôo). ~
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I.1.2.1.4 Modos de demanda e de resposta . 
Em [Ausdley 90], sao apresentados dois outros requisitos que permitem diferenciar os 
sistemas tempo-real críticos: modos de demanda e modos de resposta. 
Modos de Demanda: A demanda de carga que um sistema deve atender tem características 
bem variadas. A carga pode ser sempre uniforme, ou pode variar de um nível mínimo até um 
valor de pico, chamado de valor de carga máxima viável. Por sua vez, as variações na carga 
de um sistema podem estar relacionadas à. sua freqüência, e a sua continuidade ou não. Em 
situações de pico de carga a operação do sistema é exigida urgentemente para evitar uma 
catástrofe. Sistemas com estas características sao chamados de sistemas tempo-real críticos 
a picos de carga (“peak~load critical real-time systems”). 
Modos de Resposta: Outra maneira de se classificar os sistemas tempo-real é segundo o grau 
de funcionalidade requerido para evitar uma catástrofe. Existem dois modos operacionais 
extremos aceitáveis para prevenir uma catástrofe: funcionalidade total, e silêncio. Um modo 
aceitável para o funcionamento normal é ter uma funcionalidade total; vários modos inter- 
mediários fornecem os comportamentos degradados ou alternativos, em caso de falhas. 
I.1.2.1.5 Restrições de Tempo em sistemas tempo-real e mecanismos de repre- 
sentaçao › 
Entendendo um sistema a partir do paradigma estímulo/resposta, uma restrição de 
tempo estabelece exigências sobre o tempo de ocorrência de estímulos e respostas em um 
sistema. A necessidade de ser capaz de representar estas restrições de tempo e de garanti-las, 
nos leva a estudá-las mais detalhadamente. “ 
~ ~ ~ Classificaçao de Restriçoes de-Tempo Três tipos de restriçoes temporais apresentam 
interesse para os sistemas tempo-real:
A 
1. Tempo Má:1;imo: no máximo, uma quantidade t de tempo pode passar entre a ocorrência 
de dois eventos; 
2. Tempo Mínimo: no mínimo, uma quantidade t de tempo deve passar entre a ocorrência 
de dois eventos e 
3. Duração: um evento ou uma seqüência de eventos deve ocorrer por t unidades de 
tempo. 
O termo “evento” é utilizado aqui para representar os estímulos gerados pelo ambiente, 
bem como as respostas, observadas externamente, que o sistema produz no seu ambiente. 
. Cabe aqui a observação de que os três tipos de restrições acima não são mutuamente 
exclusivas. Por exemplo, ambos os limites de tempo máximo e mínimo podem ser associados 
à ocorrência de um mesmo evento, e os próprios eventos podem ter durações específicas. 
A seguir, serão discutidas as possibilidades existentes de restrições de tempo para as 
três classes possíveis: máximo, mínimo e duração. Estas três classes de restrições de tempo 
podem ser analisados segundo o paradigma de estímulo / resposta para sistemas tempo-real. 
Os estímulos e as respostas são associados a eventos na reta de tempo da figura 112.
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Figura 1.2: Reta de tempo, dois estímulos-E e duas respostas R 
Máximo: 
a) um tempo máximo é permitido entre a ocorrência de dois estímulos (E-E); 
b) um tempo máximo é permitido entre a ocorrência de um estímulo e a resposta do sistema 
(E-R); ' 
c) um tempo maximo é permitido entre a ocorrência de uma resposta e o próximo estímulo 
do ambiente (R-E); 
d) um tempo máximo é permitido entre a ocorrência de duas respostas do sistema (R~R). 
Os casos a) e c) modelam requisitos a nível de ambiente. Estas restrições podem ser descritas 
por um construtor do tipo “timer” (isto é, uma sinalização da expiração de uma quantidade 
de tempo especificada) [Lee 85]. Os casos b) e d) são restrições de tempo que caracterizam 
requisitos de tempo a nível de sistema. Estas restrições têm características que poderiam 
ser representadas por um construtor do tipo “latency” [Lee 85] que, do ponto de vista do 
ambiente, significa que 0 sistema está “ocupado” e não esta disponível a ele.
u 
Mínimo: 
a) um tempo mínimo é necessário entre a ocorrência de dois estímulos (E-E); 
b) um tempo mínimo é necessário entre a ocorrência de um estímulo e a resposta do sistema 
(E-R); 
c) um tempo mínimo é necessario entre a ocorrência de uma resposta e a ocorrência do 
próximo estímulo do ambiente (R-E); ' 
d) um tempo mínimo é necessario entre a ocorrência de duas respostas do sistema (R-R). 
Os casos a) e c) poderiam, como no caso anterior, ser tratados com construtores do tipo 
“tz'mer”. Os casos b) e d) poderiam ser tratados com construtores do tipo “delay” (ou seja, 
um retardo de uma quantidade de tempo) [Lee 85].
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Duraçao: 
a) aplicar um estímulo continuamente por um intervalo de tempo fixado e 
b) observar uma resposta contínua por um intervalo de tempo fixado. 
Observe-se que apresentou-se nesta seção alguns dos mecanismos temporais mais im- 
portantes a serem representados em sistemas tempo-real como: “timer”, “delay”, “latency”, 
duração, tempo mínimo e tempo máximo. 
I.1.2.2 Protocolos de Comunicação 
Algumas das características gerais dos protocolos de comunicação são as seguintes [Blair 93]: 
0 Concorrência: protocolos de redes de computadores sao sistemas essencialmente para- 
lelos, pois os nodos de comunicação os executam em paralelo de maneira autônoma. 
o Interaçao: os protocolos de comunicaçao expressam uma interaçao precisa entre os 
nodos. O termo interação denota todas as formas de comunicação entre nodos, por 
exemplo comunicação síncrona, comunicação assíncrona, comunicação por difusão e 
comunicaçao por memória compartilhada. 
0 Imprevisibilidade (“unpredz'ctabz`lz'ty” a interaçao entre os sistemas nos nodos é in- 
certa e imprecisa, isto quer dizer que mensagens podem ser perdidas e tempos de 
transferência de mensagens não podem ser garantidos. ~ 
V
- 
Além das características citadas acima, deve-se considerar também os mecanismos tem- 
porais necessários para representação de situações bastante freqüentes em protocolos de 
comunicação como por exemplo a detecção e tratamento de erros: “timeout”; e também tem- 
pos mínimos e máximos, e duração de atividades de comunicação. Estes conceitos temporais 
usam o mesmo tipo de representação que no caso dos sistemas tempo-real. 
1.1.2.3 Sistemas Multimídia 
Nesta seção são apresentadas as principais características dos sistemas multimídia. A abor- 
dagem usada aqui prioriza os aspectos temporais destes sistemas, visto que a compreensão 
destes aspectos são o nosso objetivo maior. 
Um Sistema Multimídia é entendido como um sistema que gera, processa, armazena, 
restitui e apresenta informações de vários tipos e origens, chamadas de mídia”. De maneira 
mais concreta, pode-se sintetizar o conceito de sistema multimídia através da definição 
seguinte. - 
2Um pouco diferente do significado comum de mídia utilizado em outras áreas, esta palavra neste contexto 
é empregada como sinônimo de “meio”, ou um “conjunto de meios”, ou ainda para referir-se ao coletivo de 
“meios ou métodos para fornecer uma informação”, mas também pode ser entendido como “suportes que 
fornecem ou (e) transportam informações” ou como “as próprias informações”.
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Definição 4 Um Sistema Multt`mídz'a é um sistema que permite ao usuário final armazenar, 
transmitir, intercambiar, apresentar, representar e perceber uma variedade de formas de 
informação de uma maneira integrada. 
Os sistemas multimídia combinam várias fontes de informações, tais como, voz, gráficos, 
áudio de alta-fidelidade e vídeo, e suas aplicações se estendem em áreas como automação de 
escritórios, sistemas de tele-conferência e aprendizado à distância, ambientes de cooperação 
científica e controle de tráfego aéreo. 
Combinando recursos da multimídia com o suporte para sistemas distribuídos, tem-se 
os sistemas multimídia distribuídos. 
Tipos de Mídia: Os vários tipo de mídia podem ser classificadas em dois grupos: estáticas 
ou contínuas. Usa-se o termo mídia estática para referir-se a mídia que não tem uma 
dimensão temporal. Exemplos de mídia estática são: arquivos binários e ASCII, dados 
numéricos de tamanho fixo (reais, inteiros, etc), texto, gráficos de vetores, imagens bit map, 
etc. Por sua vez, mídia contínua refere-se a mídia com uma forte dependência temporal, ou 
seja, na qual as informações são apresentadas em uma taxa especificada e por um tempo 
especificado [Blair 931. Exemplos de mídia contínua são: voz e áudio de alta qualidade 
digitalizados, informações de vídeo digitalizadas, vídeo compactado, dados interativos, etc. 
Voz digitalizada: armazenamento para voz digitalizada (bandwidth 
4KHz, tam. amostra 8 bits, taxa amostragem 8 KHz) 
z 8 Kbytes/seg 
Áudio (hi-fi) digitalizado: armazenamento para áudio de alta qualidade digital- 
izado (bandwidth 22KHz, tam. amostra 16 bits, taxa 
O 
amostragem 44 KHz) m 108 Kbytes/ seg 
Vídeo digitalizado: armazenamento para vídeo digitalizado (padrão PAL, 
25 quadros/seg) z 30 Mbytes/seg 
Tabela 1.1: Um sumário dos requisitos de importantes tipos de mídia contínua 
A título de ilustração, apresenta-se na tabela 1.1 um sumário do requisitos dos principais 
tipos de mídia [Blair 93]. Os valores apresentados nesta tabela foram calculados de modo a 
prover uma dada qualidade de serviço. 
A coexistência, interação, integração e conversão de vários tipos de mídia requerem no 
caso de mídia contínua ou mista (estática e contínua) coordenação e sincronizaçãojcon- 
seqíientemente devem ser levadas em conta as restrições temporais, geralmente definidas 
para cada aplicação a partir das exigências feitas para garantir a qualidade dos serviços 
oferecidos. ' 
Na seqüência serão analisados os dois principais aspectos dos sistemas multimídia no 
qual o tempo intervém: a qualidade do serviço e a sincronização. 
I.1.2.3.1 Qualidade de Serviço - 
A noção de qualidade de serviço é fundamental para os sistemas multimídia. Nestes sis- 
temas é importante especificar o nível de qualidade com o qual este serviço deve ser garantido
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e este nível difere segundo o tipo de aplicação e dos tipos de mídia envolvidos. A qualidade 
dos serviços multimídia é garantida [Farines 93] a partir da definição e do controle de um 
parâmetro pelo usuario ou pela aplicação, o QoS (“ Quality of Servz`ce”); isto equivale a esta- 
belecer e acompanhar um contrato entre o cliente (usuário) e o servidor (sistema distribuído) 
que especifica direitos, deveres, benefícios e condições para estes benefícios, e penalidades. 
O QoS especifica então estas garantias em termos de atraso, vazão, confiabilidade e outros 
requisitos que serão apresentados a seguir. 
A garantia de QoS pode ser caracterizada de dois pontos de vista diferentes: o determi- 
nista e o estatístico. No caso determinista a garantia consiste em estabelecer limites para o 
desempenho dos objetos multimídia numa sessão (ex.:, atraso fim-a-fim máximo). Por outro 
lado, no caso estatístico a garantia é expressa em percentual de objetos multimídia com 
desempenho satisfazendo o valor estabelecido (ex.: percentual de pacotes com atraso menor 
que o atraso máximo). Ainda no caso estatístico, deve-se fazer a distinção entre garantia 
ad infinitum (ou em estado permanente) e a garantia definida para um intervalo de tempo 
finito. z 
Parâmetros característicos do QoS: São muitas vezes as questões relacionadas à qua- 
lidade do serviço que impõem aos sistemas multimídia a satisfação de importantes requi- 
sitos temporais. E para melhor visualizar estes requisitos temporais, apresenta-se alguns 
parâmetros que caracterizam o QoS [Ferrari 90, Farines 931: . 
Atraso: O atraso fim-a-fim corresponde ao atraso entre a geraçao de uma amostra (ou de 
um objeto multimídia) na fonte e sua apresentação no receptor (usuário). Os principais 
componentes de um atraso fim-a-fim são: o atraso de geração-emissão na fonte (geração 
da amostra, codificação, empacotamento), o atraso de transmissão na rede, e o atraso 
de recepção-apresentação no receptor (bufferização, desempacotamento, decodificação, 
apresentação). 
O termo jitter é usado para referir-se a variação instantânea no atraso fim-a-fim de 
amostras (ou objetos multimídia). Ele é ocasionado principalmente por atrasos em filas 
na fonte e no receptor, por erros na rede e por diferenças existentes entre os relógios 
da fonte e do receptor. O jitter é um parâmetro importante no QoS pois a partir 
do seu conhecimento e do tamanho dos pacotes, pode ser dimensionado um buffer no 
receptor que permite filtrar estas variações de atraso. Normalmente, a ultrapassagem 
do valor do jitter é tolerada mas leva a uma degradação da qualidade do serviço, e os 
pacotes que chegam com um jitter além do valor estabelecido devem receber o mesmo 
tratamento que um pacote perdido.
V 
Requisitos de atraso: O valor máximo do atraso (Dmaz) que nenhum atraso de pacote 
recebido poderá ultrapassar e do seu jitter (Jmm) em relação a um atraso ideal (D) 
são definidos pelo usuário; cada pacote devera respeitar limites superior (D + Jmaz) e 
inferior (D - Jmaz) para seu atraso. _ 
Vazão: A vazão indica a taxa de transferência de pacotes entre a fonte e o receptor. Normal- 
mente, a vazão é expressa em kilobits por segundo ou em número de pacotes entregues 
por segundo. 
Requisitos de vazão: O limite superior da vazão de transferência de informação é 
sempre fornecido pela taxa de envio na fonte; a possibilidade de perda de pacotes
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ou de ocorrência de erros abaixa o valor da vazão. Por outro lado, a vazão maxima é 
limitada ainda pela carga da rede o que pode levar a uma saturação da vazão se a fonte 
aumentar a taxa de envio.~ O usuário define um limite inferior da vazão (Vmm) que 
deve ser fornecido' pelo sistema. Quando a faixa passante alocada para a transferência 
não é constante, variando dinamicamente segundo a demanda, é interessante utilizar 
o limite de vazão média (Vmed). 
Confiabilidade: A confiabilidade em um sistema multimídia é medida em termos da taxa 
de erro por bit (BER) e da taxa de erro por pacote (PER) que representam o número 
de erros por unidade de tempo, por bit e por pacote respectivamente. 
Requisitos de confiabilidade: Por diversas razões, os pacotes que saem da fonte podem 
chegar incorretos à. recepção ou serem perdidos na transmissão. Assim, é suficiente 
expressar o limite mínimo de confiabilidade como o limite inferior da probabilidade 
(Cm,~,,) da mensagem ser entregue corretamente: Prob(mensagem entregue correta) 2 
Cmm, o que implica que a probabilidade de perda é limitada por (1 - Cmm). 
Outros Requisitos para o QoS: Existe ainda um conjunto de outros requisitos que po- 
dem ser propostos pelo usuario (cliente) como desejáveis e, entre estes, pode-se destacar: 
0 Seqüenciamento: No caso de fluxo contínuo (“stream”), é importante que a entrega 
seja em seqüência, mesmo que ela seja incompleta. No caso de ausência de garantia 
de um seqüenciamento total, deve-se permitir ao menos especificar um limite sobre 
a probabilidade de entrega de um mensagem fora de seqüência ou considera-la 
como perda a ser juntada com as outras perdas de mensagens definidas por C',,,,-,,. 
o Ausência de duplicações: Pode ser necessário estabelecer um limite quando as du- 
plicações involuntãrias (isto é, não impostas por uma alta taxa de confiabilidade) 
forem freqüentes o que corresponde auma disfunção no sistema de comunicação. 
o Tratamento de faltas: Podem ser especificados os tempos de reparo máximo e o 
tipo de operação a ser realizada em caso de faltas. 
0 Tempo de “Setup” de serviço: Um limite máximo de espera para um pedido de 
“setup” pode ainda ser definido entre as garantias de um serviço. 
I.1.2.3.2 Sincronização 
Uma das características mais marcantes dos sistemas multimídia é o forte relacionamento 
temporal entre os objetos basicos ou fluxos contínuos (“streams”) que entram na composição 
de um objeto multimídia, e este relacionamento temporal é a essência do conceito de sin- 
cronização neste tipo de aplicação. É comum distinguir dois tipos de sincronização que 
correspondem a dois tipos de relações temporais entre os objetos: a sincronização contínua 
e a sincronização discreta (baseada em eventos). 
ø A sincronização contínua trata da entrega sincronizada de um ou vários fluxos contínuos 
de informação (“streams”) como deve ser o caso, por exemplo, em aplicações de tele- 
fonia visual onde deve-se sincronizar a recepção da voz e do vídeo gerados separada- 
mente, ou em situações de recepção de imagens de filmes (problema conhecido como 
“sincronização de lábios” ou “lip-sz/nch”).
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0 A sincronização discreta (ou 'sincronização baseada em eventos) trata da entrega sin- 
cronizada de unidades de informação (por exemplo, previamente armazenadas) ou da 
realização de alguma ação em algum ponto de sincronização de algum ponto de sin- 
cronização de um fluxo contínuo de uma mídia. A apresentação de slide onde se 
precisa sincronizar a imagem e a voz ou as anotações faladas de textos feitas em pon- 
tos determinados deste (pontos de sincronização) são alguns exemplos deste tipo de 
sincronização. 
O tratamento da sincronização contínua deve levar em conta as restrições temporais por 
ser mais crítica do ponto de vista do tempo-real. Por sua vez, o tratamento de sincronizações 
discretas restringe-se geralmente a utilizar noções de tempo lógico e de ordenamento causal 
de eventos [Farines 93]. 
Em resumo, a questão temporal está presente nos sistemas multimídia tanto nos re- 
quisitos do QOS quanto no problema da sincronização/coordenação_ Nestes dois aspectos 
encontram-se embutidas a maioria das restrições de tempo tratadas no início deste capítulo, 
e que se traduzem na utilização de mecanismos clássicos para seu tratamento, tais como: 
timers, delays, latency etc. 
I.2 Métodos formais para desenvolvimento de sistemas 
dependentes do tempo: as diversas abordagens 
Nesta seção é apresentado um resumo dos principais métodos e técnicas formais para trata- 
mento de sistemas dependentes do tempo destacando três dos mais significativos deles: as 
redes de Petri com tempo, as lógicas para tempo-real e as álgebras de processos tempo- 
rizadas. O conteúdo desta seção é inspirado nos trabalhos de [Scholefield 90, Ostroff 92, 
Blair 93, e Farines 93]. 
I.2.1 As principais abordagens para o tempo-real 
As rinci ais aborda ens formais ara su orte do desenvolvimento de sistemas tem o-realP 
podem ser classificadas como: 
0 Redes de Petri com tempo ' 
0 Lógicas temporais tempo-real 
0 Álgebras de processos temporizadas 
Cada uma destas abordagens sera vista com mais detalhes mais adiante. Porém, ou- 
tros métodos e linguagens 'têm sido também usados para o desenvolvimento de sistemas 
dependentes do tempo, apesar de serem menos expressivos; poderiam ser citados entre outros 
[Ostroff 92]: 
ø VDM e Z que são linguagens de especificação baseadas em teoria dos conjuntos e lógica 
de predicados. Estes métodos têm sido úteis na especificação de sistemas comerciais
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de grande porte, mas não possuem grandes habilidades para tratar a concorrência e o 
tempo-real. . 
0 Técnicas baseadas em métodos álgebricos e teoria de autômatos/ linguagens como por 
exemplo o formalismo apresentado em [Ramadge 87]. Estes métodos são particular- 
mente úteis para síntese. Mas o tratamento do tempo-real e a incorporação de dados 
ainda não são suficientemente bem desenvolvidos nestes métodos.
A 
Além das abordagens acima existem ainda outros métodos baseados em lógica não tem- 
poral. Tais métodos incluem: 
0 os chamados métodos assertivos (assertional) para tratamento de sistemas tempo-real 
que são baseados nas triplas de Hoare clássicas {q}P{r} estendidas com uma assertiva 
C para representar características da computaçao tempo-real reativa [Hooman 891, e 
0 os métodos baseados na lógica RTL [Jahanian 86] que é uma lógica tempo-real de 
primeira-ordem baseada em quatro conceitos básicos: ações, estados, eventos e re- 
strições temporais que provêem asserções sobre as temporizações dos eventos. 
Na seqüência a atenção é centrada nos formalismos para o tempo-real que são dotados de 
bases ricas para o tratamento de sistemas tempo-real concorrentes. Alguns desses métodos 
são complementares [Ostroff 92]. Por exemplo, as lógicas temporais são eficíentes para des- 
crever propriedades que são próprias do sistema completo como segurança (safety), justiça 
(fairness), vivacidade (liveness), correção temporal (timeliness), e propriedades temporais, 
mas as especificações em lógicas temporais são complexas e desprovidas de estruturas. En- 
quanto, por outro lado, as álgebras de processos oferecem noções de processos altamente 
estruturadas e levam a especificações relativamente simples, mas apresentam dificuldades 
para especificar propriedades globais como justiça (faimess). A combinação destas duas 
abordagens parece apontar para um caminho bastante promissor para o tratamento de sis- 
temas tempo-real e um exemplo disso pode ser visto em [Hansson 91]. Outros exemplos de 
complementaridade se encontram na literatura. 
I.2.2 Redes de Petri com tempo 
A teoria de redes de Petri [Brams 83] (RdP) foi um dos primeiros formalismos introduzidos 
para tratar concorrência, não-determinismo e conexões causais entre eventos. Duas carac- 
terísticas das redes de Petri são a legibilidade dos modelos gerados e a capacidade de expres- 
sar, de maneira natural, as diversas relações de causalidade: paralelismo, seqüenciamento, 
não determinismo e sincronização. No apêndice A encontra-se a definição formal de redes 
de Petri. 
Redes de Petri têm sido criticadas por não serem aptas a tratar com justiça (fairness) e 
com estruturas de dados, mesmo que um número de fichas em um determinado lugar possam 
ser vistas como uma variável local de programa [Ostroff 92]. Outrossim, mecanismos de 
estruturação tais como operadores de composição não são nativos na teoria de redes de Petri 
apesar de poder ser introduzidos se necessário. 
A teoria de redes de Petri foi também um dos primeiros formalismos para concorrência 
a tratar com o tempo-real, associando o tempo aos lugares, aos arcos, ou as transições, de
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diversas formas. Existe uma equivalência mostrada na literatura entre a associação do tempo 
com lugares e arcos e a associação do tempo com transições. Dessa maneira, optou-se por 
apresentar apenas algumas extensões temporais de redes de Petri que associam o tempo às 
transições.
T 
I.2.2.1 Alguns modelos de redes de Petri com tempo: 
O modelo de Ramchandani e Zuberek No modelo de Ramchandani e Zuberek [Rudin 
85] a inclusão do tempo é feita pela associação de uma quantidade fixa de tempo frcomt a cada 
transição. A regra de disparo de transições é a seguinte: tão logo existam fichas suficientes 
para habilitar uma transição, ela dispara imediatamente, consumindo efetivamente as fichas 
pela quantidade de tempo Twmt; após este tempo elas são liberadas e depositadas nos lu- 
gares de saída. Ou seja, no disparo de uma transição t,, as fichas envolvidas na transição 
permanecem em tr, de forma indisponível, durante o tempo Twnst associado à transição. 
O modelo de Razouk No modelo de Razouk [Rudin 85] uma transiçao deve permanecer 
sensibilizada durante um tempo tm,-,, para ser disparada. Se a transição dispara, então o seu 
disparo consome um intervalo de tempo twmt e desta maneira as fichas só ficam disponíveis 
nos lugares de saída após este intervalo. ' 
Redes de Petri Temporais - o modelo de Merlin O modelo redes de Petri Temporais 
de Merlin [Merlin 76] estende o modelo básico de redes de Petri associando a cada transição 
um intervalo de números, (tmm,tmm,), podendo ser definido sobre os números racionais não 
negativos. Neste modelo o disparo de transições não consome tempo (instantânea). Para que 
o disparo de uma transição possa ocorrer ela deve estar sensibilizada por um tempo mínimo 
tm,-,,, quando se torna possível o seu disparo; ela pode ficar sensibilizada até um tempo 
máximo tmn, quando então ela deve necessariamente ser disparada, se ainda não o fez. Uma 
transição sensibilizada pode ser desabilitada pela chegada de uma ficha que sensibilize outra 
transição que possua um tempo máximo de disparo inferior ao da primeira transição. Esta 
característica do Modelo de Merlin torna-o expressivo o suficiente para representar situações 
de timeouts. Além disso, este formalismo possui expressividade suficiente para representar 
maquinas de Turing de dois contadores [Bolognesi 89]. 
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No apêndice A encontra-se uma descrição mais detalhada do modelo redes de Petri 
Temporais [Merlin 76]. 
Resumo das características temporais das redes de Petri A tabela 1.2 resume as 
características temporais dos modelos apresentados. O significado de t, tl, tz, t3, t4, t5 e T é 
dado junto à tabela. ~
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t E tempo no qual a transição está. sensibilizada 
tl E menor tempo no qual as fichas podem ser removidas dos lugares de entrada 
tz E maior tempo no qual as fichas podem ser removidas dos lugares de entrada 
1- E período de tempo requerido para disparo de uma transição 
t3 E menor tempo no qual as fichas podem ser colocadas nos lugares de saída. 
t4 E maior tempo no qual as fichas podem ser colocadas nos lugares de saída 
t5 E tempo do início do disparo da transição 
Au130I` Ê1 tz T Í3 _ 
I 
É4 Í5 
Ramchandani 0 7-const 7-const Tconst 
H-oE S. .S «¬_›.¬-9 Ê.3 R-afzouk tmin tconst tmin + tconst tmin `l` tconst 
O É 00- ã.3 Merlin tmaa: min tmaa: min É t É tmarc 
Tabela 1.2: Resumo de alguns modelos de RdP que incluem tempo 
Ainda existem várias extensões de Redes de Petri com probabilidades que permitem 
estudos de desempenho dos sistemas representados. 
Em resumo, a teoria de redes de Petri tem sido utilizada, com bons resultados, como 
técnica de suporte para desenvolvimento de sistemas dependentes do tempo. Seu uso em 
áreas como protocolos de comunicação e sistemas tempo-real tem sido freqüentes. Porém, 
as limitações do formalismo básico (falta de estruturação e fraca representação de dados) e 
os problemas de complexidade associados à sua análise, entre outras características, tornam 
as redes de Petri um formalismo incompleto para tratar as os principais problemas ligados 
ao desenvolvimento de sistemas tempo-real mais complexos. 
1.2.3 Lógicas temporais tempo-real 
Lógica Temporal Lógica temporal é uma classe de designação para as lógicas modais em 
que os operadores modais são interpretados de uma maneira temporal [Alur 92]; por exemplo, 
o operador E1 é interpretado como “doravante” e seu dual <> significa “eventualmente”. A 
primeira aplicação de lógica temporal em informática foi realizada por A. Pnueli em 1977, e 
deste então ela tem sido intensamente estudada. 
Lógicas temporais são compostas de operadores lógicos proposicionais que combinados 
com um conjunto de operadores temporais permitem que as seguintes propriedades sejam 
satisfeitas: , 
1. Invariâncias: propriedades que são sempre verdadeiras em um programa 
2. Eventualidade: propriedades que devem tornar-se verdadeiras em algum tempo futuro 
no sistema 
3. Precedênciasš asserções que estabelecem que um evento deve ocorrer antes de um outro. 
Exemplos de operadores de lógicas temporais são:
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QP significando em seguida P 
IIIP significando doravante P 
<>P significando eventualmente P 
P Zz! Q significando P até Q 
A combinaçao dos operadores ordinários com os temporais permitem expressar pro 
priedades interessantes de sistemas concorrentes. Alguns exemplos são dados na seqüência. 
1. A especificação da exclusão mútua entre dois processos P1 e P2 que compartilham um 
recurso pode ser expressa em lBlair 93] pela fórmula: ' 
III¬(crit_region_P1 /\ crit-region_P2)
_ 
2. A propriedade de resposta típica de sistemas reativos “todo estímulo do ambiente p 
deve ser seguido por uma resposta do sistema q” pode ser expresso como em [Alur 92] 
pela fórmula: 
U(P -> <>‹1) 
3. A propriedade “todo estímulo p é possivelmente seguido por uma resposta q” pode ser 
expresso como em [Alur 92] pela fórmula: 
VE! (p -> 3<>q) 
Como visto anteriormente, lógicas temporais proporcionam uma maneira natural e 
sucinta de expressar qualitativamente as características de causalidade desejadas de um sis- 
tema não dependente do tempo. Porém os operadores temporais tradicionais não se referem 
a uma métrica de tempo explícito e, assim, são insuficientes para especificar requisitos tem- 
porais quantitativos [Alur 92].
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Lógicas temporais tempo-real Lógicas temporais tempo-real estendem as lógicas tem- 
porais clássicas incorporando possibilidades de representação e tratamento de propriedades 
quantitativas tais como periodicidade, deadlines, e delays. Existem basicamente duas abor- 
dagens para as lógicas temporais tempo-real: lógicas com relógio explícito e com relógio 
implícito. Existem ainda muitas possibilidades de se definir a semântica temporal de uma 
lógica temporal tempo-real. Entre os modelos semânticos mais utilizados [Ostroíf 92] encon- 
tram-se: 
0 Semântica de intervalos. A semântica é representada sobre intervalos de tempo nos 
quais são representados porções finitas do comportamento do sistema. Uma carac- 
terística deste tipo de lógica temporal tempo-real é que um intervalo pode ser dividido 
em dois sub-intervalos contíguos através de operadores de corte (chop). 
o Semântica de pontos. Na semântica de pontos as fórmulas temporais são interpretadas 
como requerendo algum comportamento do sistema com respeito a alguma referência 
pontual no tempo. Dois tipos de operadores estão presentes neste caso: operadores de 
passado que se referem ao tempo antes do ponto de referência, e operadores de futuro 
que se referem ao tempo após o ponto de referência. 
A semântica de pontos pode ser subdividida em classes principais3: 
3Recentemente, um novo tipo de semântica, a semântica de ordem parcial, tem sido bastante estudada 
[Ostroff 92].
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- Semântica linear. Na semântica linear, cada momento tem apenas um futuro 
possível que corresponde a história do desenvolvimento do sistema. Em outras 
palavras, cada seqüência de estados representa uma seqüência de execução do 
sistema. . 
- Semântica arborescente. Nesta semântica o tempo tem uma estrutura ramificada 
no qual, em cada instante de tempo, o tempo pode ser dividido em caminhos 
alternativos que representam as várias escolhas feitas pelo sistema durante a sua 
execução. 
Algumas lógicas temporais tempo-real A seguir são apresentadas algumas das lógicas 
temporais tempo-real mais conhecidas na literatura. 
A Metric Temporal Logic (MTL) [Koymans 90] é uma lógica temporal de semântica de 
tempo linear para tratamento de sistemas dependentes do tempo. Interpretações para MTL 
são estruturas de ponto baseados em um domínio de tempo denso e uma função de distância 
para representar certas restrições temporais. Os operadores de MTL são interpretados sobre 
estruturas de pontos. Por exemplo [Ostroff 92], a fórmula A -› <>55B significa que se A 
ocorre, então eventualmente dentro de 5 unidades de tempo B deve ocorrer. 
A Real Time Temporal Logic (RTT L) [Ostroff 89] é uma lógica temporal para o desen- 
volvimento de sistemas a eventos discretos. RTTL possui semântica de tempo linear definida 
sobre uma estrutura depontos os quais sao definidos em um domínio de tempo discreto. 
RTTL permite definir asserções sobre transições em máquinas de estado estendidas. 
A Temporal Compatation Tree Logic (TCTL) [Alur 90] é uma lógica temporal com 
semântica de tempo arborescente e semântica temporal de pontos definidos sobre um domínio 
de tempo denso. Em TCTL os operadores temporais podem ser subscritos com intervalos 
de tempo para representação de restrições temporais. Por exemplo, a propriedade “P é 
válido ao menos uma vez durante o intervalo de tempo (a, b) ao longo de algum caminho 
computacional” pode ser representada em TCTL como EI<>(a,¿,)P. 
Em [Ostroff 90] e [Alur 92] pode-se encontrar um estudo detalhado das principais lógicas 
temporais tempo-real, bem como uma análise comparativa de importantes aspectos práticos 
ligados a estas lógicas tais como: decidibilidade, verificaçâo de modelos (model checking4) e 
procedimentos semi-automatizados.
T 
I.2.4 Álgebras de processos temporizadas 
Álgebras de processos A abordagem de álgebra de processos tem sido desenvolvida 
dentro do campo da teoria da concorrência e teve seu início a partir dos trabalhos de Hoare, 
com o seu Communicating Sequential Processes - CSP [Hoare 85], e de Milner, com 0 seu 
Calculus of Communicating Systems - CCS [Milner 80]. 
Além de CCS e CSP, que são os marcos de referência para as álgebras de processos, 
duas outras álgebras de processos, CIRCAL [Milne 85] e ACP [Bergstra 86], se tornaram im- 
portantes mais recentemente. A significância dos métodos baseados em álgebra de processos 
40 problema de verificação de modelos (model checking) é definido [Ostroff 92] como segue: veríficar se 
uma fórmula go satisfaz todas as computações de um programa ou sistema de estados finitos.
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é devida principalmente à elegãncia pela qual, com poucos construtores, pode-se obter uma 
linguagem capaz de expressar toda a complexidade de sistemas concorrentes ou de sistemas 
distribuídos. 
Os principais operadores existentes nas álgebras de processos são: 
0 Comunicação síncrona: Um modelo de comunicação síncrona 5 é utilizado como ope- 
ração primitiva. 
o Escolha: Um construtor de escolha é usado para se definir processos com comporta- 
mentos alternativos. 
o Não determz'm'smo: O não determinismo é usualmente expresso como um caso especial 
da escolha. ' 
0 Concorrênczo: Existem operadores para expressar as várias formas da composição 
paralela (entrelaçamento, paralelismo verdadeiro, sincronização). 
0 Restriçao: A ocultaçao de informaçoes é definida formalmente em algebras de proces 
sos usando operadores de restrição. Normalmente, uma ação especial é usada para 
atividades ocultadas (internas). 
0 Renomeação: Utiliza-se operadores de renomeação para evitar o conflito de nomes. 
A grande generalidade das álgebras de processos possuem operadores para expressar este 
conjunto de operações. Porém, muita diferença existe entre as várias álgebras na semântica 
destas operações, na sua utilização e, também, na introdução ou não de outros operadores. 
As álgebras de processos se constituem hoje como uma das abordagens mais ricas e 
promissoras para especificação, verificação e testes de sistemas distribuídos. Tanto isso é 
verdade que desde 1988 que a linguagem LOTOS [ISO 88] é um padrão ISO para especificação 
de sistemas distribuídos. LOTOS é uma linguagem baseada na álgebra de processos CCS, 
e enriquecida com o princípio de comunicação síncrona de rendezvous múltiplo do CSP e 
a representação de dados algébricos Act One. Entretanto, o modelo básico de álgebras de 
processos não é suficientemente adequado para modelar comportamentos tempo-real. Em 
particular dois problemas são identificados em todas as abordagens basicas de álgebras de 
processos [Blair 93]: 
1. Não é possível especificar quantitativamente o tempo preciso que um evento deve ocor- 
rer. _ 
2. Não é possível forçar a ocorrência de certos' eventos. 
5Classicamente a comunicação pode ser classificada em síncrona e assíncrona: 
- Em comunicação síncrona o emissor e receptor se encontram em algum instante do tempo, e neste 
instante eles trocam dados. 
- Em comunicação assíncrona o emissor coloca dados em um buffer, e em algum instante no futuro o 
receptor pode obter estes dados no buffer.
`
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Contudo, nos últimos anos algumas extensões de álgebras de processos têm sido bas- 
tante usadas também para especificação de sistemas dependentes do tempo em geral, e mais 
particularmente de sistemas tempo-real. Por exemplo, as álgebras de processos apresentadas 
em [Azcorra 90, Baeten 89, Bolognesi 90, Cardelli 82, Hansson 91, Hennessy 90, Moller 89, 
Nicollin 90, Yi 91], entre outras, tem características que objetivam o tratamento desse tipo 
de sistemas. 
Neste trabalho o interesse central reside em uma extensao temporal da álgebra de proces- 
sos LOTOS. E procurando tornar a leitura desta tese mais linear, deixou-se para o apêndice 
B a descrição de CCS [Milner 89] e das suas principais extensões temporais. Também com 
este mesmo objetivo foi deixada a apresentação da álgebra de processos LOTOS Básico 
[Bolognesi 87] para o apêndice C. Porém, neste capítulo as extensões temporais de LOTOS 
serão ainda estudadas em detalhe.
i 
I.3 As extensões temporais de LOTOS 
Esta seção tem como objetivo o estudo e apresentação das principais características das ex- 
tensões temporais de LOTOS. Inicialmente, discute-se a utilização de LOT OS como modelo 
básico para a incorporação do tempo. Depois, são discutidas as principais caracterísricas e 
propriedades pelas quais se pode classificar e comparar as extensões temporais de LOTOS. 
Depois disso, é apresentada uma sinopse das principais propostas de LOTOS temporizadas 
e um resumo comparativos destas. 
I.3.1 Por quê escolher a Álgebra de Processos LOTOS? 
Antes mesmo de se discutir a respeito da escolha de LOTOS como formalismo de base para 
especificação de sistemas dependentes do tempo, cabe uma pergunta ainda anterior: por quê 
uma álgebra de processos ao invés de uma lógica temporal ou uma rede de Petri? Não existe 
uma resposta única para esta pergunta. Advogando-se em favor das álgebras de processos, 
pode-se destacar entre outras qualidades que elas são geralmente bem dotadas de meios para 
se modelar concorrência, comunicação e composição de processos; e também são altamente 
estruturadase permitem obter especificações simples. 
Por outro lado, pode-se apresentar argumentos desfavoráveis as lógicas temporais e as 
redes de Petri. As lógicas temporais se constituem em um excelente instrumento para se 
descrever propriedades de um sistema; porém, as especificações em lógicas temporais são 
desprovidas de estruturas e são altamente complexas. As redes de Petri, apesar de serem um 
poderoso formalismo para especificação de sistemas concorrentes, não possuem (pelo menos 
os modelos básicos) operadores de composição de processos. 
Feita a opção por uma álgebra de processos, não é difícil justificar a escolha de LOTOS 
como o formalismo de base neste trabalho. LOTOS é a mais completa álgebra de processos 
definida na atualidade [Blair 93], mesmo sendo incompleta em alguns sentidos, como por 
exemplo: 
o incapacidade de representar corretamente processos dependentes do tempo,
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0 não representação do paralelismo verdadeiro, sendo que a semântica atribuída ao ope- 
radorde composição paralela é de entrelaçamento de ações, e 
0 a não possibilidade de representação de processos móveis e da reconfiguração dinâmica 
de sistemas distribuídos. 
LOTOS se destaca pelas características seguintes: 
0 é uma linguagem assíncrona (como o mundo que se pretende representar); 
o é uma linguagem simples e bem estruturada; 
0 permite o tratamento da concorrência, paralelismo e interação entre processos; 
o possibilita a representação e tratamento dos dados de um sistema. 
Além disso, LOTOS é a única álgebra de processos que conseguiu sair com sucesso da co- 
munidade acadêmica e fazer incursões no mundo das aplicações industriais. LOTOS foi 
padronizada pela ISO [ISO 88], e tem sido usada extensivamente na especificação de pro- 
tocolos de comunicação e sistemas distribuídos, e mais recentemente, começa também a ser 
utilizado em aplicações multimídia [Blair 93]. 
I.3.2 Como avaliar uma extensão temporal de LOTOS? 
Apresenta-se a seguir um conjunto de características e propriedades relacionadas às álgebras 
de processos temporizadas - em particular as extensões de LOTOS. A apresentação destas 
características e propriedades têm por objetivo traçar um perfil dos formalismos a serem 
analisados, possibilitar a classificação deles e estabelecer um padrão para comparação de 
extensões temporais de LOTOS. As características e propriedades aqui apresentadas serão 
divididas em dois grupos: as gerais e as de expressividade. 
1.3.2.1 Propriedades e características gerais 
As principais características e propriedades gerais que permitirão diferenciar as álgebras de 
processos temporizadas são apresentadas a seguir: 
Formalismo síncrono ou assíncrono Do ponto de vista da realização das ações um for- 
malismo pode seguir uma abordagem síncrona ou assíncrona. Um processo que re- 
aliza as suas ações de maneira assíncrona pode evoluir em qualquer velocidade; seu 
progresso não é ditado por um relógio, ou por qualquer outro processo (exceto por 
uma comunicação voluntária). Em outras palavras, processos assíncronos realizam as 
suas ações de maneira independente uns dos outros. Geralmente, os processos depen- 
dentes do tempo, sobretudo os de aplicações tempo-real possuem, natureza fortemente 
assíncrona. 
Por outro lado, um processo realiza as ações de maneira síncrona quando estas seguem 
em compasso com os “ticks” de um relógio
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Propriedades temporais gerais: As seguintes propriedades temporais abaixo a serem 
definidas formalmente na seção II.2.5 devem ser analisadas.
V 
0 Determinismo temporal: Uma álgebra de processos tem a propriedade de 
determinismo temporal se para todo processo E, o comportamento resultante é 
completamente determinado por E e por d, sempre que E não realizar nenhuma 
ação durante um tempo d. 
o Aditivivade temporal: Diz-se que uma álgebra de processos tem a propriedade 
de aditividade temporal se, e somente se, para todo processo E, sempre que E 
puder ser retardado por d + d' , E também poderá ser retardado por d e depois 
por d' unidades de tempo, e o resultado em ambos os casos deverá ser o mesmo. 
o Implementabilidadez Uma álgebra de processos possui a propriedade de ser im- 
plementável se ela não permitir que processos possam realizar um número infinito 
de ações em uma quantidade finita de tempo. 
Aspectos semânticos:
V 
o Semântica da sincronização: A semântica atribuída ao operador de sincronização 
é um aspecto a ser analisado com cuidado em uma álgebra de processos tempo- 
rizada; ela pode entre outras características: 
- permitir, ou não, que ações a sincronizar tenham restrições temporais; 
- exigir, ou não, que as ações a sincronizar sejam ocultadas, etc. 
ø Tipos de definições da semântica: A definição da semântica de uma álgebra 
de processos pode ser realizada utilizando-se de diversas abordagens; por ex- 
emplo: operacional à la Plotkin, denotacional, axiomática, grafos temporizados, 
etc. Geralmente, define-se a semântica de uma álgebra de processos através de 
uma semântica operacional à la Plotkin sobre sistemas de transições. Porém, em 
muitas aplicações pode ser interessante dispor da definição do formalismo através 
de uma outra abordagem formal. Como será visto mais tarde, grafos temporiza- 
dos podem, por exemplo, ser utilizados com muitas vantagens para possibilitar a 
verificação de modelos de lógicas temporais tempo-real. 
0 Consistência da semântica operacional: Visto que a definição da semântica 
formal de uma álgebra de processos é normalmente a abordagem operacional, 
então é fundamental que se prove que esta definição semântica seja pelo menos 
consistente. ~- 
Existência de um teorema de expansão: Nem todas as álgebras de processos tempo- 
rizadas possuem um teorema de expansão [Godskesen 92]. Algumas vezes, a existência 
de um tal teorema só é garantida pela introdução de operadores de muito alto nível 
como é o caso em [Yi 91] com o operador de registro de tempo. 
I.3.2.2 Propriedades e características de expressividade 
Do ponto de vista da expressividade, as principais características a analisar para diferenciar 
as álgebras de processos temporizadas são:
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Ser extensão estrita (ou conservativa) de LOTOS Uma extensão temporal de LOTOS 
deve garantir que processos não temporizados escritos em LOTOS continuem seman- 
ticamente válidos e satisfazendo as mesmas propriedades na extensão temporal como 
no formalismo basico. 
Características e propriedades temporais de expressividade: 
Tempo denso ou esparso: Em álgebras de processos temporizadas o tempo pode 
ser representado de maneira densa (isomorfo aos números racionais, por exemplo) ou 
de maneira discreta (isomorfo aos números naturais, por exemplo), ou por ambas. 
Instantaneidade das açoes: As açoes em uma extensao temporal de LOTOS podem 
ser instantâneas ou podem ter durações não nulas associadas a elas. A associação 
de durações às ações faz com que se perca completamente a possibilidade de se ter 
um teorema de expansão. Porém, não é garantido obter teoremas de expansão para 
formalismos temporizados com ações atômicas [Baeten 92]. Para se representar ações 
com durações é necessário adotar uma semântica de paralelismo verdadeiro (como por 
exemplo a semântica de ordem causal em [Coelho da Costa 92]) que permite representar 
bem tal situação mas que pode levar a uma semântica operacional complexa. 
Operadores especiais para mecanismos temporais: Muitas álgebras de proces- 
sos temporizadas incorporam operadores especiais para representação de restrições de 
tempo e de mecanismos temporais basicos como delays, timeouts e Watchdogs (um 
exemplo deste tipo de formalismo é o descrito em [Leduc 92]). Outras álgebras de 
processos temporizadas não requerem operadores especiais para representação destas 
características temporais, se satisfazendo com a utilização da semântica de tempo 
atribuída ao formalismo mais a extensão dos operadores do formalismo básico para in- 
corporação do tempo (um exemplo deste tipo de formalismo é o descrito em [Bolognesi 
911). a 
Tratamento de exceções temporais: Uma característica interessante e bastante 
necessária à representação de sistemas tempo-real é a especificação e o tratamento de 
exceções temporais quando existe falha temporal.
' 
Bloqueio do tempo: Em algums formalismos existem processos especiais de ter- 
minação (a exemplo do stop) que bloqueiam a progressão do tempo. Tais processos, 
apesar de um pouco artificiais, parecem ser interessantes do ponto de vista de uma 
analise de uma especificação pois permitiriam colocar em evidência a situação anormal 
que teria provocado o bloqueio [Nicollin 92]. 
Urgência de ação: Existem situações onde é necessário representar uma ação que 
deve (must) ocorrer num instante preciso do tempo. O formalismo que permite esta 
representação é considerado como tendo urgência nas ações. Em alguns formalismos a 
urgência é atribuída apenas as ações internas e, neste caso, esta propriedade é conhecida 
como de atraso mínimo ou progressão máximaö das ações internas, ou seja, estas ações 
ocorrem prioritariamente em relação às ações de progressão do tempo. Em outros 
formalismos pode-se atribuir urgência apenas em algumas situações escolhidas a priori 
6D1z-se que um formalismo possui semântica de progresso máximo ou atraso mínimo para uma dada ação 
se ela ocorre tão logo esteja pronta para tal [Hooman 89, Nicollin 92, Regan 93].
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para compatibilizar alguns operadores de LOTOS básico a uma semântica temporal 
como no caso do operador de ocultação no modelo apresentado em [Leduc 93]. 
0 Persistência: Esta propriedade existente em alguns modelos, expressa que a progressão 
do tempo não pode deixar de oferecer uma ação potencialmente executável. Em outros 
modelos esta propriedade não existe ou é enfraquecida pela definição da persistência 
sobre um intervalo de tempo no qual a ação continua sendo oferecida. 
No próximo capítulo são apresentadas as definições formais das propriedades apresen- 
tadas anteriormente.
A 
I.3.3 Sinopse e comparação de algumas extensões temporizadas 
de LOTOS 
Usando as propriedades e características já definidas nesta seção, passa-se à apresentação de 
uma breve revisão bibliográfica e comparação das principais extensões temporais de LOTOS. 
As extensões temporais de LOT OS que serão revistas a seguir, foram selecionadas como as 
mais significativas apresentadas nos congressos FORTE, PSTV e CFIP nos últimos anos, 
visto que estes foram os principais foros de debate deste tema. Também, serão considerados 
apenas as últimas versões de cada abordagem escolhida. Assim, a versão escolhida para o 
modelo T-LOTOS desenvolvido por Bolognesi, Lucidi e Trigila, no CNUCE/C.N.R. será a 
contida em [Bolognesi 93] e não as contidas em [Bolognesi 89, Bolognesi 90, Bolognesi 91 ou 
Bolognesi 92]. Além do modelo T-LOTOS, os outros modelos a serem revistos são: Temporal 
LOTOS [Regan 93], ET-LOTOS [Leduc 94] e TIC-LOTOS [Azcorra 90]. 
Temporal LOTOS: A extensão temporal de LOTOS nomínada Temporal LOT OS [Re- 
gan 93] é uma transposição para LOTOS da álgebra de processos temporizada Temporal 
CCS descrita em [Hennessi 90] (o apêndice B inclui um resumo de Temporal CCS.) Tem- 
poral LOTOS é um formalismo síncrono, definido num domínio de tempo discreto e ações 
instantâneas e não temporizadas. O tempo em Temporal LOTOS é introduzido de forma 
mínima, isto é, apenas a dimensão do tempo e uma ação 0 que representa um tick de relógio 
foram introduzidas nele. Assim, pode-se prefixar um processo com essa ação para se repre- 
sentar um atraso unitário imposto a um processo. Nenhuma estrutura sintática que permita 
especificar o tempo de forma explícita e quantitativamente é disponível nesse formalismo. 
As propriedades de determinismo e aditividade temporal são evidentes para Temporal 
LOTOS. Porém, como na grande maioria das extensões temporais de LOTOS, esta também 
não satisfaz a propriedade de implementabilidade. 
Do ponto de vista da definição semântica, Temporal LOTOS é muito bem fundamentada; 
existindo para este formalismo definições semânticas no estilo operacional, denotacional e 
axiomático. A existência de um teorema de expansão para Temporal LOTOS não é provada 
em [Regan 93]; contudo, não é difícil de se observar pela simplicidade do modelo de tempo 
adotado que um tal teorema seja bastante natural no formalismo em questão. 
Temporal LOTOS é definida como uma extensão estrita de LOTOS, e apenas um novo 
operador é definido: o operador “then”. Este operador é escrito como [Pl (Q), para dois pro- 
cessos P e Q, e se comporta da maneira seguinte: inicialmente, as ações de P são oferecidas;
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se uma delas é realizada, digamos a, ocorrendo uma transição P -'í› P' , então o comporta- 
mento [P J (Q) evoluirá. para P' , isto é, ocorrerá a transição |_Pj (Q) ¿› P' desabilitando o 
operador de composição. Porém, se nenhuma das ações de P ocorrerem em uma unidade de 
tempo, então o processo P é abandonado e o processo Q é executado. Temporal LOTOS 
não possui operadores de bloqueio de tempo. 
Observa-se que em Temporal LOTOS pode-se atribuir urgência a uma dada ação através 
da sua ocultação pelo operador hide. O seu operador “then” pode ser visto como um 
tipo operador de tratamento de violações temporais bastante primitivo, mas é este mesmo 
operador que faz com que a propriedade de persistência não seja satisfeita neste formalismo. 
Finalmente, a semântica dada ao operador de sincronizaçao nao adota o conceito de 
semântica de progresso máximo para as ações à sincronizar, mas a adota para as ações à. 
serem ocultadas pelo operador hide. 
TIC-LOTOS: TIC-LOTOS [Azcorra 90] é uma abreviação para Tlmed-Calculus for LO- 
TOS e é uma evolução de trabalhos de diversos autores da Universidade de Madri [Quemada 
87 e Quemada 89]. Quemada e Fernandez foram os primeiros autores a publicar uma pro- 
posta para uma extensão temporal de LOTOS [Quemada 871. 
TIO-LOTOS é uma extensão síncrona de LOTOS no qual foi adicionado um modelo 
de tempo visando a representação de processos temporizados. A extensão foi obtida pela 
introdução quantitativa do tempo no cálculo algébrico de LOTOS através de restrições sobre 
a ocorrência de eventos. 
O tempo em TIO-LOTOS é discreto, mapeado sobre os inteiros positivos, e global. Ou 
seja, as expressões de comportamento geram um sistema de transição rotulado, onde os 
rótulos são eventos temporizados. Os valores associados com um rótulo são contadores de 
tempo relativos em relação às transições anteriores. Isto eqiiivale a existência de um relógio 
global implícito no sistema de transição. Os sistemas de transições podem ser representados 
como árvores, e o tempo relacionado com um dado estado pode ser calculado adicionando 
todos os atributos de tempo do caminho que inicia na raiz da arvore (estado inicial) e termina 
no estado. 
O relógio global é atualizado através de uma função de envelhecimento' (passagem de 
tempo) que atualiza o tempo em cada parte sintática da descrição do comportamento no 
qual o tempo deve ter passado. Esta função é chamada “Old” e tem dois parâmetros, um 
contador de tempo e um comportamento. Old(t, B) é uma versão do comportamento B que 
é t unidades de tempo mais “velha”. Esta função é necessária quando duas partes de um 
mesmo comportamento evoluem de modo independente, e quando elas são entrelaçadas. 
Algumas das principais características que foram acrescentadas a LOTOS nesta extensao 
são: 
1. uma etiqueta de tempo é atribuída a cada ação para indicar o tempo exato em que 
ocorreu; 
2. as ações são autônomas, isto é ocorrem na estampilha de tempo timestamp que lhes 
são especificadas e
' 
3. um construtor de escolha temporal (“Time Choice”) é introduzido como extensão do
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operador de prefixação para representar a possibilidade de realização de uma ação 
dentro de um intervalo de tempo. 
No cálculo de TIC-LOTOS, cada evento ocorre em um dado instante do tempo, o qual 
lhe é justaposto como um valor numérico. Por exemplo, a3 representa 0 evento a que ocorrerá 
no tempo 3, se nenhum outro ocorreu anteriormente. No cálculo o operador de prefixação 
“;” é utilizado para prefixar no tempo urna ação a um comportamento. Desta maneira, a2; b3 
representa que a ocorre duas unidades de tempo após o instante inicial e que b ocorrerá 3 
unidades de tempo após o evento a. 
Em TIC-LOTOS, existem dois tipos açoes: açoes normais e a açao invisível fi. Todos 
as ações são temporizadas, tal como o exemplo: (a2; stop b3; stop). Esta composição tem 
o seguinte significado: o evento a, que deve (“must”) ocorrer 2 unidades de tempo após 
o instante inicial, entrelaça com o evento b que deve ocorrer 3 unidades de tempo após o 
instante inicial. Desta discussão observa-se que a expressão acima é equivalente à expressão 
(a2; bl) (onde bl é o evento b3 envelhecido de 2 unidades de tempo). 
A semântica do cálculo é definida operacionalmente à, la Plotkín e nao existem operadores 
especiais para tratamento de processos temporizados; contudo, o operador de prefixação é 
estendido para a forma aT; B, onde T é um intervalo de tempo, de maneira a possibilitar 
a ocorrência de uma ação, no caso a, em qualquer instante deste intervalo. Com isto TIC- 
LOTOS obtém expressividade suficiente para representar algumas situações de tímeouts. 
Porém, cabe ressaltar que TIC-LOTOS não pode expressar nem urgência de ações nem de 
interações. 
O formalismo TIC-LOTOS não é uma extensão estrita de LOTOS, visto que o acopla- 
mento das estampilhas de tempo (timestamps) às ações lhe rouba esta propriedade. Porém, 
este formalismo satisfaz as propriedades de determinismo temporal, aditividade temporal, 
persistência e implementabilidade. Noções de equivalências forte e fraca são definidas e 
é estabelecido um teorema de expansão para TIC-LOTOS. E por fim, cabe salientar que 
TIC-LOTOS não possui operadores de bloqueio do tempo nem de tratamento de exceções 
temporais. ~ 
T-LOTOS: A linguagem T -LOTOS (para Timed LOTOS) apresentada em [Bolognesi 93] 
é a evolução dos modelos apresentados em [Bolognesi 90, Bolognesi 91 e Bolognesi 92]. 
Desenvolvida por Bolognesi, Lucidi e Trigila no CNUCE/C.N.R de Pisa, Itália, T-LOTOS 
pretende ser uma abordagem unificadora para extensões temporais de LOTOS. 
T-LOTOS é um formalismo assíncrono, baseado num domínio de tempo denso e que 
possui as características seguintes: 
o Nenhuma ação é urgente em T-LOTOS: nem as ações ordinárias, nem a ação de término 
com sucesso e nem a ação interna z' são urgentes (ou autônomas). Isto equivale a dizer 
que as ações devidas à progressão do tempo têm um caráter preemptivo sobre as demais. 
ø Adota-se uma semântica de árvores com ortogonalidade de tempo /açao e as transiçoes 
devidas às ações não decorrentes da passagem do tempo em T-LOTOS tem a forma 
V 
Bi°›B'
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que se lê: o comportamento B realiza agora a ação a de idade (age) t e se transforma 
no comportamento B' . 
A idade (tempo) do oferecimento de uma açao é incrementada por transiçoes de pas- 
sagem de tempo. Assim, em at, o t registra exatamente o tempo em que a foi oferecida. 
(Este tempo é usada para controlar as interações urgentes através do operador “time” 
ø Acrescenta a LOTOS dois operadores temporais primitivos: “time” e “time-once”. 
Cí 
"' - O operador time a(t1, tz) in B” dá a uma açao a em um processo B a possibili- 
dade de ocorrer em um intervalo de tempo (tl, tz) com uma semântica equivalente 
às transições de uma rede de Petri de Temporal [Merlin 76]. Ou seja, a ação a 
deve ocorrer no intervalo (tl, tz) a menos que seja desabilitada pela ocorrência de 
outra ação. 
- O operador “time - once a(t1, tz) in B” possui uma semântica quase idêntica ao 
' 
operador “time”, a única diferença é que ele perde seu efeito após uma primeira 
aplicação. O operador “time-once” permite definir um conjunto grande de oper- 
adores derivados que permitem expressar funcionalidades bastante interessantes. 
Por este caminho são definidos em T-LOTOS alguns operadores interessantes 
como: 
›‹‹ “a(t1, tz); B” definido como “time - once a(t1, tz) in B” e significando que a 
_ 
ação a ocorrerá no intervalo (tl, tz) se não for desabilitada; 
(C 37 (C 37 * a(t); B definido como a(t, t); B e significando que a açao a ocorrerá após 
um retardo de t unidades de tempo e A 
* “urge a in B” definido como “time a(t1, tz) in B” e significando que a ação a 
deve ocorrer em B assim que ela seja possível. 
O T-LOTOS separa bem os conceitos de urgência e necessidade de realização de ações. 
As ações quando especificadas são, normalmente, não urgentes; porém, elas podem tornar- 
se urgentes se forem submetidas a um operador que imponha este tipo de comportamento 
(os operadores descritos anteriormente, por exemplo). De maneira análoga, as interações 
também não são urgentes por natureza, mas podem se tornar urgentes desde que as ações 
sincronizáveis sejam submetidas a uma operação de “time”. 
T-LOTOS não possui um Teorema de Expansão, não satisfaz a propriedade de im- 
plementabilidade, nada diz a respeito da consistência da sua semântica operacional e não 
possui operadores de tratamento de violações temporais. Contudo, a linguagem T-LOTOS 
satisfaz algumas propriedades interessantes; entre elas: ser uma extensão estrita de LOTOS, 
determinismo temporal, aditividade temporal e persistência. 
ET-LOTOS: Em [Leduc 94], Leduc e Léonard da Universidade de Liège, Bélgica, apre- 
sentam a linguagem ET-LOTOS (para Enhanced Ttmed LOTOS). ET-LOTOS é uma versão 
melhorada de três outras apresentadas anteriormente em [Leduc 91, Leduc 92, Leduc 93 e 
Leduc 93a). 
ET-LOTOS é um formalismo assíncrono que incorpora um modelo de tempo denso. 
Algumas características principais de ET-LOTOS são: 
ø As ações observáveis e a ação de término com sucesso 'não são urgentes.
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0 O modelo semântico subjacente a ET-LOTOS é o de sistemas de transições tempo- 
rizadas onde o conjunto de ações considerado agrupa as ações ordinárias do formalismo 
e as ações devidas a progressão do tempo. Resultando assim, em um único tipo de 
transição que ora representa as ocorrências das ações e ora reflete a progressão do 
tempo no sistema.
` 
o Em ET-LOTOS existem dois operadores básicos que foram adicionados aos operadores 
normais de LOT OS: a prefixação temporal e o atraso. 
- O operador de prefixação (incluído em ET-LOTOS na versão apresentada em 
[Leduc 93]) possui a seguinte forma geral:
' 
a@t{d}; E 
onde @t e {d} sao opcionais. 
* O parâmetro {d} representa o conceito de redutor de vida que quando operado 
V com a ação a (no caso) atribui à prefixação a seguinte semântica: a ação a é 
oferecida durante um período de tempo d durante o qual ela pode se realizar 
(ser aceita pelo ambiente), após este período, se a não se realizou, então 
o processo a@t{d};E se transforma em stop silenciosamente. Ou seja, a 
transição a@t{d}; E -1+ stop é realizada. 
* O parâmetro @t representa o registro do tempo de espera até a realização 
da ação que está associada a ele. Assim, o construtor a@t; E (introduzido 
inicialmente em [Yi 91]) indica que o tempo relativo no qual a ação a começou 
a ser oferecida é registrado na variável t que será utilizada por E. 
- O operador de atraso é denotado por Aldlfdfl e permite a imposição de um atraso a 
um processo; este atraso é um tempo não determinista dentro do intervalo [d1, dz]. 
A expiração do retardo é sinalizada na semântica de ET-LOTOS pela ocorrência 
de uma ação especial 0. 
Algumas outras características de interesse de ET-LOTOS são: possuir um operador de 
bloqueio de tempo, não possuir operadores para tratamento de exceções temporais e assumir 
a instantaneidade da realização das ações. . 
Algumas propriedades satisfeitas por ET -LOTOS são: consistência da semântica opera- 
cional, determinismo temporal, persistência reversa. Entretanto, não são satisfeitas as pro- 
priedades de aditividade temporal, persistência e implementabilidade. ET-LOT OS também 
possui um teorema de expansão e é uma extensão estrita de LOTOS. 
Outrossim, não pode-se deixar de constatar as limitações da semântica dada às sin- 
cronizações de ações em ET-LOT OS. Neste formalismo, a sincronização da ação a no pro- 
cesso a; E |[a]|a; F pode ser postergada indefinidamente, e não existe maneira de impor uma 
urgência ã esta sincronização como no caso de T-LOT OS. 
I.3.3.1 Comparação dos formalismos 
A tabela I.3 apresenta uma comparação entre as extensões temporais de LOTOS vistas 
anteriormente.
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Resumindo esta seção mostra~se na figura 1.3 uma visão global comparativa das prin- 
cipais extensões de LOTOS do ponto de vista da expressividade versus a complexidade 
semântica. Esta figura foi construída a partir de uma avaliação qualitativa do autor. 
_ A 
Expressividade 
C T-LOTOS ET-LOTOS 5 
TIC-LOTOS 
Temporal LOTOS
‹ > 
Complexidade semântica 
Figura 1.3: Expressividade versus complexidade semântica para LOTOS temporais 
Uma comparação da proposta apresentada neste trabalho com aquelas discutidas aqui 
será apresentada no último capítulo. 
1.4 Conclusão 
Neste capítulo foram apresentados alguns conceitos básicos referentes à especificação formal 
de sistemas dependentes do tempo. Inicialmente, apresentou-se conceitos básicos associados 
ao tempo e a sua especificação formal. Depois, tratou-se de apresentar as características 
basicas e os requisitos das aplicações consideradas neste trabalho, quais sejam: sistemas 
tempo-real, protocolos de comunicação e sistemas multimídia. Em seguida, visitou-se as 
principais abordagens existentes para especificação de sistemas dependentes do tempo. Neste 
ponto, justificou-se a opção feita pela linguagem LOTOS e apresentou-se as principais car- 
acterísticas das extensões temporais deste formalismo. Finalmente, revisou-se as principais 
propostas existentes na literatura que abordam o mesmo problema tratado neste trabalho e 
apresentou-se um resumo comparativo das características destas propostas. 
O próximo capítulo é dedicado à apresentação da álgebra de processos RT-LOTOS para 
especificação de sistemas dependentes do tempo. La, será apresentada a intuição que deu 
origem ao formalismo básico e sua sintaxe e semântica operacional à la Plotkm. Apresenta- 
se também uma semântica formal alternativa em grafos temporizados de RT-LOTOS, bem 
como inúmeros exemplos de representação de processos temporizados em RT-LOTOS.
Capítulo II 
RT-LOTOS: O Formalismo Básico 
Neste capítulo é apresentada a álgebra de processos RT-LOTOS para especificação de sis- 
temas dependentes do tempo. O trabalho apresentado nas próximas seções é uma evolução 
natural de outras versões de extensões temporais de LOTOS propostas pelo autor em trabal~ 
hos anteriores [Camargo 90, 'Camargo 91, Camargo 92, Courtiat 93, Courtiat 93b] e pode ser 
também visto como uma visão unificada das propostas descritas em [Camargo 93, Camargo 
94]. 
Este capítulo está organizado da seguinte maneira. Primeiramente, na seção Il.1 apresenta- 
se a linguagem RT-LOTOS básica através de uma visão intuitiva e da descrição da sua 
sintaxe e da descrição informal de seus operadores. Depois, na seção II.2 a álgebra de pro- 
cessos RT-LOTOS é definida formalmente; apresenta-se: uma semântica operacional à la 
Plotkin, um conjunto de propriedades que o formalismo satisfaz, e define-se algumas bissim- 
ulações e estabelecem-se propriedades satisfeitas por estas. Na seção 11.3 são apresentados 
alguns exemplos de especificações em RT -LOTOS. Na seção II.4, apresenta-se uma definição 
semântica de RT-LOTOS a partir do formalismo grafos temporizados. E finalmente, a seção 
II.5 apresenta algumas conclusões pertinentes a este capítulo.
_ 
II.1 Apresentação do Formalismo 
II.1.1 A visão intuitiva de RT-LOTOS 
Nesta seção é apresentada a visão intuitiva que serviu de base para propor uma nova extensão 
temporal para a linguagem LOTOS [ISO 88] que atende aos requisitos apontados no capítulo 
anterior. A extensão aqui proposta é chamada de RT-LOTOS, abreviação para Real-Time 
LOTOS, tendo em vista as características que ela incorpora para especificação de sistemas 
tempo-real e outros sistemas dependentes do tempo. Para manter-se em conformidade com 
a estrutura básica definida para Basic LOTOS [Bolognesi 87], chamaremos Act o conjunto 
das açoes observáveis e 1,' a açao interna. 
Uma das características chave de RT-LOTOS é a atribuição de intervalos de tempo às 
ações como forma de estipular quando as ações podem ser realizadas, ou seja, impõem-se 
restrições temporais às ocorrências das ações. Para compreender bem essa característica 
faz-se uma breve descrição da intuição básica que guiou essa forma de definir as restrições
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de tempo em RT-LOTOS. ' 
Originalmente, a linguagem de especificação LOTOS foi concebida de maneira a se 
abstrair de qualquer aspecto temporal. Assim, uma prefixação de uma ação a a um processo 
E, escrita como _ 
a; E 
significa que quando o ambiente eventualmente estiver pronto para realizar a ação a, então 
ela ocorrerá. Porém, se uma dimensão temporal também é observada, pode-se dizer que isto 
é semanticamente equivalente a dizer que a ação a ocorrerá num instante de tempo qualquer 
dentro do intervalo temporal [0, oo] (mais uma hipótese de faimess que asseguraria que a 
ação eventualmente ocorreria). Entretanto, existem situações nas quais a ação a não poderá 
ser realizada no intervalo [O, oo] mais num intervalo [tmim tmax] definindo-se assim o conceito 
de intervalo de possibilidade de realização de uma ação. Em RT .LOTOS este conceito é im- 
plementado pela atribuição de um intervalo de tempo a uma ação para limitar a possibilidade 
de sua ocorrência a este intervalo. Por exemplo, em RT_LOTOS o comportamento 
ltmini tmarrlai E 
representa uma prefixação em que a ação a só pode ocorrer no intervalo temporal [t,,,,~,,, tm,,,,]. 
Em outras palavras, estes intervalos determinam em que instante as diferentes ações podem 
ser oferecidas ao seu ambiente. No caso de nenhum intervalo ser associado explicitamente 
ã uma dada ação observável, faz-se a hipótese de que por default o intervalo [O, oo] está 
associado a esta açao. 
Entretanto, o fato de associar um tempo máximo tm” à. uma ação não implica que se de- 
seja forçar a realização de uma tal ação temporizada neste instante, pois procurou-se manter 
o paradigma das álgebras de processos no qual a aceitação de uma ação observável depende 
de seu ambiente. Em RT-LOT OS, objetiva~se indicar que se a ação [t,,,,~,,,tma,,]a não pôde se 
realizar durante o intervalo especificado, então ela não poderá o ser fora deste intervalo. Para 
poder caracterizar esta situação, define-se um conjunto de ações especiais, chamado Act*. 
Estas ações especiais, chamadas violações temporais, têm por objetivo notificar, quando da 
execução de uma especificação, que ações temporizadas não puderam se realizar dentro dos 
intervalos que lhes foram associados. Assim, chama-se a* a ação especial caracterizando a 
violação temporal associada à não realização de uma certa ação temporizada [tm-,,, tm,,z]a. 
O interesse de poder dispor destas ações especiais reside na possibilidade de representar em 
uma especificação tratamentos de exceção à serem realizados quando da ocorrência de tais 
violações temporais. Para realizar isso, introduz-se um novo operador, chamado de operador 
de preempção temporal, destinado a exprimir os tratamentos de exceção desejados. 
Como será mostrado nas próximas seções, a introdução dos intervalos de tempo em 
RT-LOTOS permitiu representar as principais restrições de tempo e mecanismos temporais 
necessários à especificação de sistemas tempo-real, bem como possibilita a definição de um 
operador de tratamento de exceções temporais bastante útil. 
Em resumo, pode-se afirmar que a definição de RT-LOTOS baseia-se nas seguintes 
modificações feitas a LOTOS: 
0 Introduzir intervalos temporais nas prefixações de ações e 
0 Adicionar um operador especial para tratamento de exceções temporais.
Í' _ _.. 
_‹-«.;«,..,z, ........ . _.4 _. 
_! J 
. ., _. . › 
äfiacak Uaãwarsišášla 
- 
__ 
E.5¡i"$íà€$ 
~._-_... .‹.~.. ...WF ,__ 
' Então, a prefixação de uma ação a para um processo E, quando intervalo de possibilidade 
de ocorrência é limitado ao intervalo de tempo ltm-,,,t,,,,,,,] se escreve [tm¡n,t,,m(]a; E e sua 
semântica informal é: - 
0 Espera até tmin. Apenas a passagem do tempo ocorre durante este tempo. 
[tmim tmaxla; E 7¿› 
0 Entre [tm¡,,, tmax] a ação a pode ocorrer. 
[t,,,,,,, t,m]a; E i› E 
0 Se em tmx a ação a ainda não ocorreu, então neste instante ocorrerá de maneira urgente 
e incontrolável uma ação interna, chamada de a*, que notifica internamente ao sistema 
a impossibilidade de ocorrência da ação a, ou seja, a violação da restrição temporal 
imposta à ocorrência da açao a. 
[tmim t§,,a,(]a; E stop 
Outrossim, as açoes deviolaçao temporal podem ser tratadas através do operador de 
tratamento de violações temporais cuja sintaxe é dada por 
E<a'1a ' ' 'vanl {a1:Q1› ' ` 'aan:Qn} 
e sua semântica informal pode ser entendida como: 
«ø Se no processo E não ocorrem ações de violações temporais af para algum ai E 
{a1, - - -,a,,}, então o comportamento do .processo composto é idêntico ao processo 
E. ' 
0 Por outro lado, se durante a realização de E ocorrer algum ação de violação temporal 
az' com ai E {a1, - - - , a,,}, entao no exato instante da realizaçao desta açao a execuçao 
do processo E será. abortada e o processo Qi será lançado no seu lugar. 
Ainda, como poderá ser observado na descrição formal da semântica de RT-LOTOS, 
permite-se também a ocultação de ações observáveis temporizadas.. Para manter a coerência 
do formalismo, optou-se por permitir a associação de restrições temporais também à ação 
interna z' sem que seja aumentada a complexidade da semântica. Todavia, devem ser notadas 
com relação a temporização da ação 2' duas diferenças fundamentais que caracterizam a 
urgência da ação interna z': 
o na falta de uma temporização explícita da ação interna 2' ela é considerada como sendo 
temporizada pelo intervalo temporal [0,0], isto é, a ação z' ocorre imediatamente (e 
incontrolavelmente) quando do seu oferecimento, 
o além disso não é definida violação temporal associada ã [t,m~,,, tm,,,]z`, dado que 'i deve, 
necessariamente, realizar-se no intervalo [t,,,¿,,,tm,,,,]. 
Finalmente, procurou-se definir RT -LOTOS como uma extensão estrita de Basic LO- 
TOS. Para convencer-se disso é suficiente associar intervalos temporais [O, oo] as ações ob- 
serváveis e de não mais considerar, na semântica operacional, as regras que definem a 
progressão do tempo. Além disso, o fato de 'considerar intervalos temporais [0, oo] para 
todas as ações tornam sem nenhum efeito as regras da semântica operacional que tratam 
das violações temporais.
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II.1.2 Descrição da sintaxe e dos operadores de RT-LOTOS 
II.1.2.1 Sintaxe de RT-LOTOS 
Os termos de RT-LOTOS são gerados pela sintaxe apresentada a seguir. Observe-se que 
esta é uma extensão direta da sintaxe de Basic LOTOS. 
E ::= stop inaçao *) 
exit terminação com sucesso *) 
[tm-,,, tm,,,,]a; E prefixação: ação observável *) 
[tm-,,, tma,,]t; E prefixação: ação interna *) 
E[ ]E' escolha *) 
E |[L]|E' composição paralela *) 
hide L in E ocultação *) - 
E >> F 
_ 
composição seqüencial *) 
E [> F preempção *) 
E <L] {a1: Q1, - - - , an:Q,,} preempção temporal *) I 
P[a1, - - ~ , an] 
I 
instanciação de processos *) fz; 
fi; 
fi; 
fi; 
fi; 
1; 
fi; 
1; 
fz; 
fi; 
fz; 
O símbolo E será usado para denotar o conjunto dos termos gerados pela sintaxe de 
RT_LOTOS. Além disso, cometer-se-á., na continuação do texto, o abuso de linguagem 
clássico confundindo expressões de comportamento e processos para qualificar os termos 
gerados por esta sintaxe. . 
II.1.2.2 Descrição informal dos operadores de RT-ALOTOS 
A descrição informal dos termos de RT-LOTOS é dada a seguir. 
“stop” representa um processo que não faz nada, exceto deixar o tempo progredir. 
“exit” representa o processo de terminação com sucesso clássica de LOTOS. A ação Õ 
da semântica de exit não é urgente. 
“[t,,¿,,,, tm,,,]a; E” representa um processo no qual a ação oferecida a só pode ser realizada 
dentro do intervalo de tempo [t,,,¿,,,tm,,,,]; antes de tm,-,, a ação sofre um atraso deixando o 
tempo apenas progredir, e depois de tmaz o oferecimento da ação “caduca”, deixando de 
existir. Se no intervalo de tempo a ação a é realizada, então [t,,,,,,,t,,,,,,,]a; E passa a se 
comportar como E. Se a ação a ficou oferecida até o instante tm” epnão foi realizada, 
então ocorre a violação temporal a* neste instante e o processo passa a se comportar como 
o processo stop. 
ç 
“E[ ]F” representa a escolha entre os processos E e F. O processo se comporta como E 
ou como F, com a escolha sendo realizada no instante da realização de uma primeira ação 
a E Act U {z', 6}; isto significa que a realização de uma ação de violação temporal a* não 
decide uma escolha. 
“E][L]|F” representa o operador de composição paralela de dois processos. Cada um 
dos dois processos pode realizar, de modo independente, as ações que não pertençam ao 
conjunto L, sendo que para as ações no conjunto L os processos devem se sincronizar. As
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sincronizações ocorrem desde que elas sejam possíveis, isto é, se ambos os processos oferecem 
uma ação para se sincronizar, então esta ação é realizada imediatamente. Ou seja, estamos 
atribuindo uma semântica de progresso máximo às ações smcronizáveis. No caso de um 
dos dois processos não oferecer a ação sincronizável até a expiração do intervalo de tempo 
da ação oferecida ocorrerá uma ação de violação temporal associada a ação cujo intervalo 
temporal expirou; o comportamento subseqüente continuará sendo a composição paralela do 
processo que segue a violação temporal com o processo que não ofereceu a ação à sincronizar. 
“hide L in E” representa um processo que transforma as açoes observáveis em L em 
invisíveis (e urgentes). ç 
“E >> F” representa a composição seqüencial de dois processos E e F. Sua inter- 
pretação informal é que se 0 processo E termina com sucesso, e não por causa de um 
deadlock prematuro, então a execução do processo F é possível. ' 
“E [> F” representa um processo que se comporta como E, mas que pode ser inter- 
rompido a qualquer instante pela realização de uma ação de F. Se E termina sem que o 
processo F comece, então “E [> F ” também termina. Mas, se uma ação de F ocorre antes 
do término de E, então a execução do processo E é abandonada e o controle passa para o 
processo F. 
“E <L] {a1: Q1,- --,anz Q,,}” representa o operador de preempção temporal. Este 
operador possui aridade n+ 1 onde n < oo é a cardinalidade do conjunto L, i.e. IL] = n. Os 
“ai : Qi” têm o seguinte propósito: os “ai” são rótulos identificadores e “Qi” são processos; 
“a,~” indica que é o processo “Qi” que tratará uma eventual violação temporal “a,*”. Para 
simplificar a explanação considere-se o processo P = E <L] {a1: Q1, - - - ,a,,: Q,,}. Assim, o 
processo P começa pela execução de E. Se E termina sem ocorrências de violações temporais 
a* tal que a E L, então o processo P termina. Mas, se durante a execução de E ocorrer 
uma violação temporal az* com aí G L, então a execução do processo E é abandonada e o 
processo Q, é iniciado no seu lugar. 
P(a1/a'1,~ - -,an/aÇ,] representa uma instanciação do processo P[a¶, - - -,aÇ,] em que as 
ações a§ têm seu nome trocado para ai, para z' = 1, - - - , n. 
II.2 A álgebra de processos RT-LOTOS 
Esta seção é dedicada à. definição formal da álgebra de processos RT-LOTOS. ' 
Uma álgebra de processos é definida segundo [Nicollin 92] por uma quádrupla AP = 
(OP, L,-RÊP, ~) onde 
0 OP é um conjunto de operadores definindo a linguagem da álgebra de processos 
ø LI é um conjunto de nomes de transições 
o R2? é um conjunto de regras da semântica operacional estrutural à la Plotkin [Plotkin 
81] associando os termos da álgebra de processos com sistemas de transições rotuladas 
em E (modelos) 
o ~§ AP × AP é uma equivalência comportamental sobre modelos.
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No caso de uma álgebra de processos temporizada aumenta-se o conjunto E unindo-se a 
ele os elementos de um domínio de tempo D, obtendo-se um conjunto de ações estendido LU 
D. Definem-se, para cada operador da álgebra, regras de inferência rotuladas por elementos 
deste domínio de acordo com a semântica que se quer atribuir à álgebra temporizada. 
Os elementos que compõem a álgebra de processos RT-LOTOS são definidos nas pró- 
ximas seções na seguinte ordem. Inicialmente, define-se o conceito de domínio temporal 
e as hipóteses adotadas em RT-LOTOS para este domínio. Depois, são definidos os con- 
ceitos básicos para definição da semântica operacional: sistemas de transições rotuladas 
temporizadas e o conjunto de ações de RT-LOTOS. A seguir são apresentadas as regras da 
semântica operacional estrutural de RT-LOTOS, algumas propriedades satisfeitas, e final- 
mente algumas bissimulações desenvolvidas para RT-LOTOS, dentre elas uma congruência. 
II.2.1 O Domínio de Tempo Considerado 
II.2.1.1 Definições 
Um domínio de tempo é um monóide comutativol (D, +, 0) que satisfaz as condições seguintes 
1. d+d'=d<=>d'=0 
2. a pré-ordem “í” definida por d É d' <=> Eld” G D tal que d + d" = d' é uma ordem 
parcial bem definida. . 
As propriedades seguintes são válidas para um domínio de tempo D: 
0 O é o menor elemento de D. 
0 Vd, d' 6 D, se d É d', então o elemento d" G D tal que d+d" = d' é único, e é denotado 
por d' - d. 
D é chamado denso se Vd,d' E D : d< d' => Êld” E D : d< d" < d'. 
D é chamado esparso se Vd 6 D Bd' G D : (d < d') /\ (`v'd" E D : d < d" à d' Ê 
d"). Como a pré,-ordem “É” é total, o elemento d' é único e é chamado o sucessor de d, 
denotado por succ(d). Uma importante propriedade que os domínios esparsos satisfazem é: 
Vd, succ(d) = d + ~succ(0); o que quer dizer que qualquer elemento de D pode ser obtido de 
O adicionando succ(O) o quanto for necessário. 
Denota-se por D” o conjunto D U {w}, onde w é um elemento não definido em D tal 
queVd€D,d<wew+d=w. 
As definições acima foram resumidas de [Nicollin 92] 
1Monóide: conjunto munido de uma lei de composição interna associativa e com um elemento neutro. 
Além disso, se (A, 0, 1) é um monóide e Va, b E A satisfazer aob = boa, então diz-se que (A, 0, 1) é um monóide 
comutativo. Por exemplo, o conjunto dos números naturais munido da adição é um monóide comutativo.
\
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II.2.1.2 O domínio de tempo em RT-LOTOS 
Em RT-LOTOS, nem a sintaxe, nem a semântica dependem de um domínio de tempo particu- 
lar. A única hipótese feita aqui é que o domínio de tempo seja enumerável 0 que garante que 
0 modelo semântico subjacente seja um Sistema de Transições Rotuladas. Procedendo desta 
maneira, pode-se considerar tanto domínios de tempo esparsos (números inteiros naturais) 
quanto densos (números racionais). _ 
As hipóteses feitas sobre a densidade ou não do domínio de tempo adotado para a 
álgebra de processos temporizada são importantes e refletem-se diretamente em propriedades 
e características do formalismo resultante. 
Para compreender melhor a diferença semântica resultante da escolha de um domínio 
de tempo particular, considere-se o processo: ~ 
a;(b;l0lC ll l1li;R) ll [1l2';R 
Para os domínios de tempo dos números naturais, N e dos racionais, Q, as evoluções possíveis 
deste processo são (observe-se que N C Q): 
0 Com o domínio de tempo N, a pode ocorrer somente antes do tempo 1, isto é, no 
tempo 0; então b pode ocorrer também somente antes do tempo 1, e finalmente c é 
realizada imediatamente após b. Assim, c pode somente ocorrer antes do tempo 1 (ou 
seja, no. tempo O).
, 
0 Com o domínio de tempo Q, a pode ocorrer antes do tempo 1, e isto inclui quaisquer 
valores racionais inferiores a 1. Também, b pode ser realizada até o tempo inferior 
a 1 após a realização de a; assim, b pode potencialmente ser realizada num tempo 
O É tb < 2. Ou seja, c pode ser realizada em qualquer tempo inferior a 2 desde que a 
ocorra num tempo inferior a 1. 
O exemplo acima ilustra a situação em que tem-se dois domínios de tempo D e D' tal que 
D C D' e que o comportamento temporal de um processo P em D, em símbolos (P) D, é 
diferente de P em D' , (P) D 76 (P) Dz. Esta anomalia é uma situação geral para âlgebras de 
processos temporizadas que admitem tempo denso. (Nicollin e Sifakis [Nicollín 92] conside- 
ram a igualdade da expressão anterior como uma importante propriedade a ser satisfeita por 
álgebras de processos temporizadas, pois garante que o formalismo seja imune às diferentes 
hipóteses sobre o domínio de tempo.)
A 
II.2.2 Sistemas de Transições Rotuladas - o caso temporizado _ 
Uma das maneiras mais usuais de descrever a semântica formal de uma álgebra de processos 
é através da atribuição de uma semântica operacional estrutural (à la Plotkin) [Plotkin 81]. 
Em resumo, uma definição de uma semântica operacional estrutural consiste na construção de 
um sistema de transições rotuladas que descreve o comportamento dos operadores da álgebra 
de processos a ser definida através de regras de transições baseadas na estrutura sintática dos 
operadores. Desta forma, o formalismo basico subjacente as algebras de processos definidas 
operacionalmente, é o de sistemas de transiçoes.
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Um sistema de transições rotuladas por um alfabeto L é definido como em [Bolognesi 
87] por uma quadrupla (8, LI, E0, ->), onde 
E é um conjunto enumerável de estados; 
E0 é 0 estado inicial; 
L é um conjunto enumerável de nomes de ações e 
-› Ç 6' × LI × 8 é uma relação chamada de relação de transição. 
Quando o estado inicial de um STR forevidente, este será omitido, e usa-se também 
a notação E -"i› E', com a E E e E,E' E 5, para denotar (E, a, E') G-›.V Um STR é dito 
finito, se ambos E e L' forem finitos. 
Em geral, para se definir uma semântica operacional estrutural de uma álgebra de pro- 
cessos temporizada procede-se da maneira que segue. Adiciona-se ao conjunto E elementos 
de um domínio de tempo D que deseja-se associar ã álgebra, obtendo-se' um conjunto de 
ações estendido L U D. Em seguida, definem-se, para cada operador da álgebra, regras de 
inferência rotuladas por elementos deste domínio de acordo com a semântica que se quer 
atribuir à álgebra temporizada. Feito desta maneira, é necessário assumir como hipótese 
básica que o domínio de tempo considerado seja enumerável para que o sistema de transições 
rotuladas subjacente ã esta álgebra de processos seja bem definido. 
II.2.3 As Ações de RT-LOTOS 
As ações de RT-LOTOS podem ser agrupadas em dois grandes conjuntos: 
0 as ações clássicas de LOTOS, a saber as ações observáveis pertencentes ao conjunto Act, 
a ação internai e a ação de término com sucesso Õ., Os conjuntos de ações são definidos 
da seguinte maneira: Act* = Act U Actö = Act U {Õ} e Act” = Act LJ U 
ø as açoes específicas de RT-LOTOS que sao violaçoes temporais a* que pertencem ao 
conjunto Act*, sabendo que existe uma bijeção entre Act e Act*. 
RT-LOTOS permite temporizar as ações observáveis e também a ação interna. A ação 
de terminação com sucesso Õ e as violações temporais a*, sendo devidas a ocorrências de 
operações especificadas na linguagem mas não sendo diretamente manipuláveis nesta, não 
podem obviamente ser temporizadas. 
Seja a uma ação pertencendo ao conjunto Act”. RT-LOTOS permite temporizar uma 
tal ação escrevendo [tmim t,,,,,,,]a com tm,-,, e tmm, (tmm í tmaz) pertencendo ao domínio de 
tempo D” considerado. ' 
tm,~,,, é o limite inferior do intervalo de tempo, e caracteriza o retardo mínimo durante 
o qual a ação a deve ser apresentada (ou sensibilizada) antes de ser realmente oferecida a 
seu ambiente. A partir do cumprimentodeste retardo, a ação pode se realizar durante um 
intervalo de tempo igual a [0, tmaz -t,,,,~,,]. No final deste intervalo de tempo o comportamento 
será diferente dependendo do tipo da ação (se observável a ou interna Se a é uma ação 
observável, a não ocorrência de a dentro do intervalo estabelecido provocará a realização de 
uma ação especial, a ação a* caracterizando a violação' do intervalo de tempo associado a 
a. De outra maneira, se a é a ação interna 11, então a progressão do tempo é suspensa até a
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realização de fi ou de uma outra ação oferecida no mesmo instante e que esteja em conflito 
com 1' como é no caso do operador de escolha. 
No que diz respeito a semântica das ações de RT-LOTOS, constata-se que as ações 
observáveis só podem realizar-se durante o intervalo de tempo que lhes é associado, enquanto 
a violação temporal é autônoma e urgente por definição. Além disso, a ação 2' torna-se 
“urgente” quando da expiração de seu intervalo de tempo,'enquanto a ação Õ continua não 
urgente por definição. 
Além disso, e em conformidade com a semântica padrão de LOTOS, todas as ocorrências 
de ações são consideradas atômicas e instantâneas.
4 
II.2.4 Semântica Operacional de RT-LOTOS 
A semântica operacional é apresentada no estilo SOS (Structured Opemtional Semantics) de 
Plotkin [Plotkin 81] e compreende: - 
o um conjunto de regras de inferência para as ações clássicas de RT-LOTOS 
0 um conjunto de regras de inferência para as violações temporais 
0 um conjunto de regras de inferência para a progressão do tempo 
« Antes de detalhar a semântica operacional de RT-LOTOS, serão introduzidas uma 
função para auxílio das definições das regras semânticas e algumas notações. 
II.2.4.1 Uma Função 'Auxiliar 
Definimos a seguir a função “~›” que estabelece formalmente em que circunstâncias sintáticas 
um processo está habilitado para evoluir pela realização de uma dada ação. 
Definição 5 A função =-+: 8 × Act” U Act* ›-› {tt, ff } (onde tt e ff representam os valores 
lógicos verdadeiro e falso, respectivamente) representa um predicado que denota a possibil- 
idade de um processo evoluir pela realízação de uma dada ação a E Act” U Act*. <-› é 
definido por:
'->í 
<-›I 
'-H 
<-H 
Q) 
°-> 
'_-) 
Ístop, a) = ff 
IE[ ]F, a) = ~› 
lflWW®= 
@WÊ®=“ 
(E||F,a) ==› 
~'-› (hide L in E,a) ={ 
'exit )~ it' se 6 
* 'a _ ff, senão
{
( 
ÊE
m 
âàííà 
É£><FF 
sí” 
se b=aet,,,,~,,=O I tt; 
ritmimtmaxlbi Eaa) : 
{ ff, Senão 
V<-›(F,a)
_ 
a)/\<-›( 
)V=› 
(F, a 
F, a)
Q $/ 
\_/:ššlllj Q
Q ), se a€L 
), senão 
se a ¢ L 
senão 
*-› E >> F,a) :Q-> (E,a) 
<-› `E<L] {a1:Q1,a2:Q2,---,a,,:Q,,},a) = <-› (E,a) 
<-› (E [> F, a) = <-› (E,a) Ve-› (F,a) 
<-› (P, a) == <-› (BP, a) se P := BP é uma definição de processo. C1
I 
i\
Í
1 
II.2.4.2 Notação 
Doravante, para simplificar o texto, utilizaremos: 
0 E 3+ significando e-› (E,a) = it, ou seja, que existe em E uma ação a pronta a se 
realizar. 
0 E 794› significando '-› (E, a) == ff, ou seja, que não existe em E uma ação a que esteja 
pronta a se realizar.
O [tl significando [t,t] para t E D” 
o z` significando [0, O]z' 
0 a; E significando [0,w]a;E ' 
E significando E (entrelaçamento total das açoes) 
significando E|[Act]|F (sincronização total das ações) 
0 E < a]F denotando o caso particular de E < a]{a : F} 
II.2.4.3 Regras Semânticas dos Operadores 
Operador de Inação O operador stop não bloqueia a progressão do tempo, o que é 
traduzido pela regra seguinte:
' 
-_¢_-aew) 
stop -› stop
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Operador de Terminação com Sucesso 
1. Comportamento 
íí_í___í. 
exit -6-› stop 
2. Progressão do tempo 
_°T""zi'.' (Í G Dm) 
exit -› exit 
O axioma 2 expressa a não urgência da ação Õ. 
Operador de Prefixação 
1. Comportamento
H 
(a) ações clássicas
` ~Ê É Dw) (Cl É ACtz) 
(b) violações temporais 
u --ia,,-- (a E Act) 
[0,0]a;E -› stop 
A regra (a) significa que a ação a pode ser realizada durante toda a duração do intervalo 
temporal [0, t]; A regra (b) tem por objetivo exprimir uma violação temporal, denotada a*, 
indicando que a ação a não pôde ser realizada dentro das restrições temporais impostas. O 
processo resultante torna-se stop, e no caso da necessidade de fazer sentir este fato dentro 
da especificação, essa violação temporal pode ser tratada por um mecanismo de exceção ad 
hoc através do operador E<L] {a1: Q1,a2: Q2, - - -,an: Qn}, onde a G L = {a1, - - -a,¬,} que 
será tratado a seguir. 
2. Progressão do tempo 
(21) _ t,s€D“'es>0) (aê/lcti) 
[0,t + s]a; E -Í› [0,t]a;E ( 
(b) 
' (s,t ,t €D°”e s>0) (aê/lcti) 
[É1+3,`É2'l"$]0z;.Ei›[Ê1,t2]Gz;E 
1 2 
Observe que a ação i pode também ser temporizada. Tão logo o intervalo de tempo 
associado com ela torna-se [0,0], ela torna-se uma ação urgente; como conseqüência, não 
existe violação temporal associada com a ação í.
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Operador de Escolha 
1. Comportamento 
(a) açoes clássicas 
EÀE' mwiE1mE$Em€mW) 
(b) violaçoes temporais 
Eiy 
mwäflwfmwämwf (a E Act) 
A regra (b) estipula que se uma violação' temporal afeta o processo E (i.e. E oferece a 
ação a*), então esta violação temporal não resolve a escolha. 
2. Progressao do tempo _ 
z: , z , E-›E,t F-+F (t€Dw) 
E[]F-›E'[]F' 
Operador de Composição Paralela 
1. Comportamento 
As regras seguintes descrevem o comportamento do operador de composição paralela 
dependendo se a sincronização pode ou não ocorrer, e dependendo da ocorrência da violação 
temporal. 
(a) presença de sincronização (ocorrência de a E L) 
i. açoes clássicas ' 
E 1) El, F 1) F' 
EuL1|F 1› E'nL1|Ff 
(“ É L UW 
ii. violaçoes temporais
A iii (aew mWW*mWW
B @iEa^w%vF%) 
Hmwgflmw Hmwgflmw I (a€L) 
(b) ausência de sincronização (ocorrência de a ¢ L) 
i. ações clássicas
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El›E' 
EIlLl|F ¿> E'llLlIF F|[Ll|E ¿> F|lLlIE , 
(a¢LU{<5}) 
ii. violaçoes temporais 
E 5 E' 
E ,,. ,.» (a ¢ L) IlLl|F-> E'IlLllF FHLHE-> FI[L]lE' 
2. Progressão do tempo 
(Ei›E' /\ Fi›F'), (vaeL E,&› AF/*-›) 
, 
EllLllF¿>E'|lLl|F' 
,(t e D“') 
Operador de Ocultaçao 
1. Comportamento ,
Í 
(a) açoes clássicas 
i. E í> E' E 
hide L in E -a-› hide L in E' (WÉL) 
ii. E “ E' .Í (a G L) 
hide L in E -> hide L in E' 
(b) violaçoes temporais 
E 13 E' ~ 
. . a* . 
` 
. 
(a ¢ 
hide L in E -> hide L in E' 
i. _ 
ii. * Eí›E' 
i 
(a€L) 
hide L in E -› hide L in E' 
2. Progressao do tempo 
El-›E', (vzzeL E72›) (tem) 
hide L in E i› hide L in Ef 
Comentário: Mesmo que a regra acima imponha urgência na ocorrência das ações que 
são oferecidas, existe um não-determinismo entre a ocorrência de um a ou de um a* quando 
da especificação de uma expressão como [t, t]a; E. É para tratar situações como esta que as 
regras 1.(b).i e 1.(b).ii foram estabelecidas. Observe que a única possibilidade de ocorrência 
de um a* acontece quando atribuímos um intervalo pontual, do tipo [t, tl, numa prefixação 
da ação a. Assim, as regras do item 1.(b) tratam exclusivamente este caso. Em todas as 
outras situações a urgência imposta pela regra no item 2 é mandatória, e as ações ocorrem 
tão logo elas sejam possíveis.
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Operador de Composição Seqüencial 
1. Comportamento 7 
' 
(a) ações clássicas 
i. a I 
ii. EÀE 
« E>>Fl›Fi 
(b) violaçoes temporais 
Effl _--zfí- (a e Act) E»F+E»F 
2. Progressão do tempo 
E%,E#E --¿i«- (t e D°') E>> F -› E'>> F 
Comentário: A regra de progressão do tempo acima estabelece o único caso de urgência 
da ação Õ. Ou seja, se a ação Õ pode ocorrer num processo E, então ela ocorrerá imediata- 
mente no processo E>> F. (O tempo só pode progredir em E>> F, se E não pode realizar
6 
Operador de Preempção 
1. Comportamento 
(a) ações clássicas 
' 
i. a I 
ÊE¿%š%ä:F (aêAa5 
11. F¿›F' 
_ Í 
§[?F__@?z1¬'z <“ É AW)
m EÀE 
EpF¿H 
(b) violações temporais
1 Ffw -í-E;--i (a G Act) EbF+EbP
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ii. 
li E” E' .__;;__ (am) E[>F-›E'[>F 
2. Progressao do tempo 
Et Ez F* P _;L_T_;i__ üepa E [> F -› E' [> F' 
Operador de tratamento de violações temporais 
1. Comportamento 
(a) ações clássicas 
i. 
E À Ef 
( G A ti) Cl 
{a'l:Q1›a2:Q21' ' '1aTL:Q1'L}`E› EI {a'1:Ql7a2:Q2› ' ' 'aaTL:Q1L}
C 
ii. 
EniE' ~ 
{a1:Q1›a2:Q2›"'›afl¡Qfl}Â)-E, / 
' (b) violaçoes temporais 
i. 
E aí EI _) 
i (aí G E {a1:Q17 a'2:Q2a ' ' '›a1L:Q1l}_+ 
Comentário: A ocorrência de uma viola ão tem oral af no rocesso “E” com a~ 6 L faz 
_; 
1 J › 
com que “E <L] {a1:Q1, a2:Q2, - - - , an:Qn}” torne-se, silenciosamente, o processo “Qj” que 
estava associado a ação a,-. 
ii. 
E°'E * 
ft (õeAú-L) 
{a'1:Q1›a2:Q2› ' ' '›a11.:Q'I1.} -_) E, {a'1:Q1›a'2:Q2› ' ' ' ›a'71.:QT1.} 
Comentário: Se uma ação b §š L, então violações temporais b* no processo “E” não provocam 
nenhuma transformação no processo “E <L] {a1: Q1, az: Q2, - - - , an: Qn}”. . 
2. Progressao do tempo 
EÀEV 
E <L] {G11Q1› a2¡Q2› ' ' ' › an1Qn} _t'> E' <L] {a11Q1, G2fQ2› ' ' 'f1n¡Qn} 
(t e D°')
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Operador de instanciação de processos 
1. Comportamento 
(a) ações clássicas 
E[a1/a'1,---,an/aÇ,]¿> E' , aí,---,aÇ,] := E 
,p[a1,...,an] 
l“°›-U tgP¬ (a E Actm) 
(b) violações temporais 
E[a1/a/1, - - - ,an/az] E', P[a'1, - - ~,aÇ,] := E 
V 
P[a1,---,a,,] f:›E' 
(a G Act) 
2. Progressão do tempo 
E[a1/a'1,---,a,,/aÇ,]-t->E', ,aÇ,] :=E (YÍEDW) 
u Pla1›"'›anl 
tis P! 
sr 
II.2.5 Propriedades de RT-LOTOS
V 
Nesta seção são apresentadas algumas importantes propriedades satisfeitas pelo formalismo 
RT-LOTOS. 
Muitas das propriedades apresentadas nesta seção são propriedades que dizem respeito às 
transições: E ¿› E' . Desta maneira, para simplificar a trabalho das demonstrações (e quando 
for o caso), as provas de tais propriedades utilizarão a técnica de indução tmnsicional 2 
[Milner 89]. 
II.2.5.1 Consistência da Semântica Operacional Transicional 
_ 1 
O primeiro requisito que deve ser satisfeito pelo formalismo proposto é que o conjunto de 
regras que definem operacíonalmente a sua semântica seja consistente 3. 
A existência de regras com premissas negativas (regras operacionais que incluem premis- 
sas do tipo E é o principal responsável pela introdução de inconsistências em semânticas 
operacionais. Em [Groote 90] é estabelecido um método para se verificar em que condições 
pode-se ter uma semântica operacional consistente mesmo com regras com premissas nega- 
tivas. - 
No caso da definição da semântica operacional de RT-LOTOS constata-se que as “pre- 
missas negativas” existentes são na realidade funções de predicados lógicos avaliados sobre 
2A idéia da técnica de provas por indução transicional é a seguinte: toda transição é derivada da aplicação 
de um número finito de regras de inferência. Assim, a árvore de inferência é finita com sua raiz sendo a 
própria transição (exemplos de árvores de inferência são dados em [Milner 89], página 47). Então, pode-se 
provar uma propriedade de E Ã E' por indução na estrutura da árvore de inferência para inferir E 5-› E' . 
3Um conjunto de regras operacionais é dito inconsistente, se através dele puder ser 'derivado que só é 
possível realizar uma dada ação se ela não puder ser realizada. Um conjunto de regras inconsistente não 
define uma semântica operacional transicional
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a estrutura sintatíca das expressões de Comportamentos (função “<-›”), e segundo [Nicollin 
92] estas estão bem defimdas. E assim, de acordo com Groote [Groote 90], a relação de 
transição -› está de acordo com o sistema de transições definido pelas regras semânticas da 
seção anterior, ou seja a relação de transição também está bem definida. 
Por outro lado, considera-se ainda as funções de predicado sintático que definem situações 
de impossibilidade de realização de ações (como por exemplo: E como premissas negati- 
vas. Pode~se provar que essas premissas negativas existentes em algumas regras operacionais 
da semântica de RT-LOTOS não geram inconsistências, e assim, que a semântica opera- 
cional transicional definida para RT-LOTOS é consistente. A prova deste fato baseia-se na 
verificação da satisfação das hipóteses do teorema 2.4.2 de [Groote 90] que estabelece uma 
condição suficiente para que uma definição semântica com premissas negativa seja consis- 
tente. Desta maneira, pode-se estabelecer para RT-LOTOS a seguinte proposição: 
Proposição 1 A semântica operacional de especificações em RT~LOTOS é consistente. 
Prova: A especificação do sistema de transições dado na seção anterior, o qual pretende-se 
definir a semântica operacional de RT-LOTOS, é estmtz`fic‹ível4 de acordo com a definição 
2.3.1 de [Groote 90]. Para certificar-se deste fato, pode-se provar (analogamente ao que é 
que feito em [Leduc 94]) que a função S é uma estratificação: S' (E í› E) := rk(a.), onde 
rk(a) = 0 se a E Act e rk(a) = 1 se a E D. Assim, aplicando-se o teorema 2.4.2 de [Groote 
90], tem-se que a semântica é consistente. E1 
II.2.5.2 Determinismo Temporal 
Quando um processo E não realiza nenhuma ação durante um tempo d, e o comportamento 
resultante é completamente determinado por E e d, então diz-se que a progressão do tempo 
é determinista, ou que tem-se a propriedade de determinismo temporal. Esta propriedade 
pode ser caracterizada formalmente como: 
~ 
' 
1 1/ d / fi 1/ Para quaisquer expressoes de comportamento E, E ,E e Vd E D, se E -› E /\ E -+ E , 
então E' = E", onde “=” é a igualdade sintâtica. 
Proposição 2 As transições temporais da semântica operacional de RT-LOTOS são deter- 
ministas. 
Intuitivamente esta propriedade pode ser verificada pela simples inspeção das regras de 
progressão do tempo na semântica operacional de RT-LOTOS. Observe-se que a semântica 
operacional não possui nenhuma regra que a partir de uma mesma transição temporal como 
premissa permita duas ou mais transições diferentes como conseqüência. Formalmente, a 
prova desta- proposição é dada a seguir. 
Prova: Assuma que E i› E', E -d+ E", e d E D. Deseja-se mostrar que E' E E" por 
indução transicional sobre E -d-› E' e E i› E". 
4A definição deste termo é feita através do estabelecimento de uma forma normal que uma definição 
semântica deve satisfazer. Por esta ser demasiadamente longa, e um pouco fora dos objetivos centrais deste 
trabalho, ela será omitida. e unicamente referenciada [Groote 90].
48 
1. stop: E E stop. Trivial. 
2. exit: E E exit. A única regra de transição temporal definida paraexit leva o processo 
exit a ele mesmo: Vd G D, exit -Í› exit. O que é o resultado desejado. p 
3. Prefixação: E E [t1,t2]a; F, com a E Acti. Suponha-se que d É tz. Se tz = 0 nada 
tem-se a mostrar pois não existe nenhuma transição temporal possível. No outro caso, 
tem-se que a única evolução temporal possível é [t1, tzla; F É [tl - d, t2]a; F. 
4. Escolha: E E F[]G. Neste caso, E' e E" devem ser da forma F'[]G" e F”[]G'”. Por 
inferência simples tem-se que F -d-› F' e F i› F”. Por indução, obtem-se F' = F” e 
similarmente, G' = G”. Assim, F'[]G' = F”[]G”, como desejado. 
5. Composição paralela: E E Similar ao caso da escolha. 
6. Os casos da Ocultação, Composição seqüencial, Preempção, Preempção temporal, e 
Instanciação de processos são provados também diretamente por indução transicional. 
Cl 
II.2.5.3 Aditividade Temporal 
Em um formalismo temporizado é mister assegurar a solidez (“soundness”) da noção de 
tempo em que o formalismo é fundado. Para este fim, é definida a aditividade temporal 
[Nicollin 92] (ou continuidade temporal em [Yi 91]). Esta propriedade garante que
, 
0 um processo que pode ser retardado por d+ d' unidades de tempo, pode ser retardado 
por d e depois por d' unidades de tempo, e vice-versa 
0 em ambos os casos o resultado deve ser o mesmo 
Formalmente, a aditividade temporal pode ser estabelecida como 
11 P1 lã ra vE, E' e ¿,vd,d' e D z GE” z E i› E” A E” í'› E') 
Proposição 3 RT-LOTOS satisfaz a propriedade de aditividade temporal. 
A satisfação desta propriedade decorre principalmente da definíção de domínio temporal 
e, desde que sua demonstração não apresenta nenhuma dificuldade, podendo ser realizada 
através de indução transicional, ela será omitida. 
II.2.5Ç4 Persistência ' 
A propriedade de persistência em uma álgebra de processos temporizada assegura que a 
realização de transições temporais (progressão do tempo) não suprime a possibilidade de 
realização de uma ação. 
Proposição 4 RT-LOTOS satisfaz a propriedade de persistência, isto é: VE, E' E 8, t G 
D, a G Act” U Act* se E ¿› e'E í› E', então E' í›
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Prova: A prova desta propriedade pode ser facilmente realizada por indução transicional, 
e aqui é apresentado apenas um esboço de sua realização. Por hipótese, tem-se que E -í› 
e que uma transição temporal é possível de ser realizada em E. Para todos os casos de 
E deve-se verificar todas as transições temporais E ¿› E' e certificar-se que E' í›. Por 
exemplo, para o operador de prefixação, E deve ser da forma [t1, t2]a; F, com tz > O (para 
satisfazer a hipótese de que E -t-› E'); assim, tem-se duas possibilidades de realização de 
transições temporais: 
(a) caso tl = Aplica-se o axioma 2.(a) do operador de prefixação para se obter 
[0, tz]a; F -> [0, tz - t]a; F 
(b) caso t1 76 Ot. Aplica-se o axioma 2.(b) do operador de 'prefixação para se obter 
(t1, Úzlflz; F -> [tl - Ê, Ézla; F 
E verifica-se em ambos os casos que as expressões de comportamento resultantes 
E' = [O,t2 - t]a; F e E' = [tl - t,tz]a; F oferecem ainda a ação a, isto é E' í›. 
Para os outros operadores o tratamento é análogo e simples. E1 
II.2.5.5 Urgência 
Em álgebras de processos temporizadas em geral o conceito de urgência é associado direta- 
rnente a realização de ações que não podem ser retardadas e devendo assim, serem realizadas 
imediatamente e de forma autônoma. Formalmente, uma ação urgente (autônoma) satisfaz 
a seguinte propriedade: 
aE,‹,-z,E'z Ei›E' /\ vdz E,Í› 
O conceito de ação urgente não está em conformidade com o paradigma das álgebras 
de rocessos. Por este aradi ma uma a ão observável oferecida or um rocesso realiza-seP 
quando o seu ambiente também está pronto para isto; ou seja, a realização de uma ação 
de ende também do ambiente em ue ela está inserida. Entretanto a autonomia das a ões7 
urgentes viola este paradigma forçando a sua realização em um instante determinado. A 
única hipótese de urgência aceita no paradigma de álgebras de processos é a semântica de 
progresso máximo atribuída às ações internas de uma dada álgebra de processos (a urgência 
da ação T está fortemente relacionada ao mecanismo de comunicação de CCS). . 
Porém, a hipótese de urgência nas ações dota os formalismos de uma expressividade 
muito elevada; por exemplo, Bolognesi prova que seu modelo proposto em [Bolognesi 92] e 
que define urgência em todas as ações possui poder de expressão equivalente ao das Máquinas 
de Turing. Muitas são as álgebras de processos temporizadas que adotam ações imediatas 
(urgentes ou autônomas), como por exemplo os modelos apresentados em [Moller 89, Nicollin 
92, Bolognesi 92, etc]. Outras álgebras de processos não permitem nenhuma urgência nas 
ações observáveis como por exemplo os modelos em [Hennessy 90 e Leduc 93]. Na álgebra 
de processos RT-LOTOS optou-se por uma posição intermediária entre a possibilidade e im- 
possibilidade de se especificar ações urgentes. As características de urgência de RT-LOTOS 
são descritas a seguir. 
Em RT-LOTOS, exceto o caso da ação z' especificada diretamente (isto é, sem o uso 
do operador hide), não é possível especificar outras ações que devam ocorrer em instantes
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determinados. Porém, existem alguns mecanismos que podem fazer com que a realização de 
ações ordinárias tornem-se urgentes, ou provoquem a realização urgente de uma ação. Por 
exemplo, a expiração de um intervalo temporal atribuído a uma dada ação a faz com que a 
ação a* (notificando a violação temporal) ocorra imediatamente. 
Outros exemplos de indução de urgência são encontrados nos operadores de ocultação 
(hide L in E), composição seqüencial (E >> F), e nas sincronizações de ações do operador 
de composição paralela (E Uma ação ocultada pelo operador hide torna-se urgente 
na medida em que ela se realiza desde que seja possível fazê-la; isto a torna compatível com 
a observação externa do processo que contém 0 hide, pois lá o que é observado é a realização 
de uma ação i que é urgente por natureza. No caso do operador de composição seqüencial 
(E >> F) a urgência é imposta à. realização da ação Õ; isto implica que a passagem de mão de 
um processo exit para um processo que esteja composto seqüencialmente com ele tem lugar 
tão logo o processo exit seja possível. Isto evita a geração de um retardo não determinista não 
desejado em tal situação. No caso do operador de composição paralela (E definiu-se 
que as ações sincronizáveis ocorrem tão logo sejam oferecidas. A introdução deste tipo de 
sincronização urgente foi devida a uma decisão de projeto que visou atingir dois principais 
objetivos: dotar o mecanismo de sincronização do princípio de comunicação urgente de CCS; 
e simplificar o problema complexo que é a sincronização múltipla de ações em que cada 
uma das participantes pode estar sujeita a uma restrição temporal diferente. Este último 
problema não é ainda bem resolvido na literatura, e as melhores soluções propostas para ele 
[Bolognesi 92, Leduc 93] são mais restritivas que a encontrada neste trabalho. Em [Bolognesi 
92) as ações a sincronizar não são temporizadas e ocorrem tão logo sejam possíveis, isto é 
são urgentes desde que possam ocorrer. Já em [Leduc 93] a solução proposta é a de ocultar 
por um operador hide as operações de sincronização. Ambas as soluções anteriores parecem 
um pouco restritivas quando comparadas àquela adotada neste trabalho. Em RT-LOTOS, 
a sincronização múltipla é urgente, isto é as ações a sincronizar podem sofrer restrições 
temporais e a sincronização ocorre no primeiro instante em que é possível a realização de 
todas as ações que dela participam. No caso da ocorrência de uma violação temporal em 
uma ação a sincronizar, então esta violação temporal provocará a realização de uma violação 
temporal no processo composto, o que pode ser visto como uma falha de sincronização. 
Em resumo, existem quatro casos onde é imposta urgênciapara a realização das ações em 
RT-LOTOS: em ações ocultadas pelo operador de ocultação; no operador de terminação com 
sucesso; nas operações de composição paralela com sincronização de ações; e quando expira 
_o intervalo de tempo associado a uma ação, caso em que uma ação de violação temporal 
ocorre. 
Comportamentos urgentes: Como já visto, não se pode especificar ações urgentes em 
RT-LOTOS. Porém, a urgência das realizações das violações temporais juntamente com o 
operador de tratamento de violações temporais permite a obtenção de comportamentos ur- 
gentes, ou seja, o processo que realizou a violação temporal pode ser imediatamente abandon- 
ado e um outro processo pode ser instantaneamente lançado no seu lugar. Comportamentos 
urgentes são uma forma menos rígida de urgência, mas em muitas situações práticas pode 
ser tão expressivo quanto as ações urgentes. 
Finalmente, note-se que que as regras de progressão do tempo de todas os operadores 
indutores de urgência discutidos aqui possuem premissa-que as fazem verificar a propriedade 
de urgência estabelecida no início desta seção.
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II.2.5.6 Variabilidade Finita (Non-Zenoness) 
Um processo tem a propriedade de variabilidade finita [Nicollin 92] (também chamada de 
propriedade non-Zenoness em [Hansson 91], em alusão à paradoxos de Zeno de Elea, notada- 
mente o de Aquiles e a tartaruga) se ele pode realizar apenas um número finito de ações em 
um intervalo de tempo finito. Ao contrário, processos que podem realizar um número infinito 
de ações em um tempo finito são chamados de processos Zeno. Existem essencialmente duas 
maneiras de se obter esta propriedade em um processo: impondo um retardo antes ou após 
a realização de cada ação, ou atribuindo-se uma duração não nula a cada uma das ações. 
Porém, nesta última possibilidade esbarra-se com dificuldades de ordem teórica e destrói-se 
o caráter abstrato do tempo. Por outro lado, Hansson [Hansson 91], e Nicollin e Sifakis 
[Nicollin 92] argumentam que além de processos Zeno não serem intuitivos, eles também não 
são implementáveis 5. 
Nem todos os processos descritos em RT-LOTOS possuem a propriedade de variabilidade 
finita (esta afirmação também é válida para todas as álgebras de processos relacionadas neste 
trabalho). Ou seja, em RT-LOTOS pode-se utilizar os intervalos das ações para se especificar 
tanto processos Zeno (não implementáveis), quanto processos non-Zeno (implementáveis). 
II.2.5.7 RT-LOTOS como extensão estrita de LOTOS Básico 
Procurou-se definir o formalismo RT -LOTOS como uma extensão estrita de LOTOS Básico 
[ISO 88], e é fácil ver que RT-LOTOS mantém todas as funcionalidades do seu modelo de 
base. Contudo, é necessário que sejam estabelecidas as bases formais do que significa uma 
extensão estrita de um formalismo e verificar que RT-LOTOS as satisfazem com respeito a 
LOTOS Básico. 
Considere-se a álgebra de processos LOTOS Básico = (OP,A,RfZP,~), onde OP é o 
conjunto de operadores, A é o alfabeto de ações, RQP é o conjunto de regras da semântica 
operacional, e ~'é a equivalência observacional forte. Considere-se a álgebra de processos 
RT-LOTOS = (OP',A',R2,P',~¿) onde OP' é o conjunto de operadores onde OP' C OP, 
A' = AUD” é o alfabeto de ações, R2/3' é o novo conjunto de regras da semântica operacional, 
e ~t é a equivalência observacional forte definida para RT-LOTOS (~t denota a relação de 
equivalência a ser definida na seção II.2.6.1). 
A definição a seguir estabelece o relacionamento teórico que duas álgebras devem satis- 
fazer para que uma seja considerada uma extensão estrita da outra. 
Considera-se que uma dada álgebra de processos é uma extensão estrita (ou extensão 
conservativa) de uma outra, se os dois requisitos abaixo forem satisfeitos para o par' de 
álgebras: -
i 
0 Conservação da semântica: V1" E RÊP, 1" é válida em R2? se for aplicada sobre termos 
de LOTOS Básico. As regras Rfip continuam válidas em RT-LOTOS desde que sejam 
aplicadas a termos de LOTOS Básico. 
5Segundo Nicollin e Sifakis [Nicollin 92] um processo é implementável se ele pode ser executado em um 
processador onde a medida do tempo é provida por um relógio discreto, isto é, para qualquer duração d 
existe um limite n para o número de ações realizadas. Este requisito é chamado de variabilidade limitada. 
Variabilidade limitada implica em non-Zenoness.
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0 Isomorfismo: VE, F E LOTOS, E ~ F <=> E ~t F. A teoria de processos em LOTOS 
Básico é isomorfa à restrição de RT-LOTOS aos construtores de LOTOS Básico. 
Esta definição é devida a Nicollin e Sifakis [Nicollin 92] e utilizada também em [Hansson 91] 
e [Leduc 94]. 
A conservação semântica de RT-LOTOS com respeito a LOTOS Básico pode ser veri- 
ficada diretamente das regras da semântica operacional; pois as regras foram estabelecidas 
objetivando a satisfação desse requisito. 
Analogamente ao que é demonstrado em [Leduc 94] o isomorfismo das teorias de 
(RT_LOTOS, ~t) e (LOTOS, ~) é verdadeiro somente para especificações guardadas, ou seja, 
especificações que não levem a comportamentos divergentes. A verificação deste resultado 
segue diretamente dos dois seguintes lemas: 
Lema 1 VE,F 6 LOTOS e Va E A, então E í› F de acordo com RQP se, e somente se 
E -a+ F de acordo com Rgzp' 
A prova do lema 1 segue diretamente da verificação de que a aplicação dos axiomas e regras 
. A . / de inferencia de ROP e de R0,P roduzem exatamente o mesmo resultado. A A 
Lema 2 De acordo com R2,P', VE E LOTOS 
no-se E-i›, então Vdé D, E/¿› 
0 se E -,¿›, entao Vd E D, E í› E para expressoes guardadas. 
A prova do lema 2 pode ser realizada por indução transicional. Na primeira parte o caso 
base é E E i; F, que, em RT-LOTOS equivale a E E [0,0]i; F. Para a segunda parte os 
casos bases são E E stop e E E a; F com a 74 z' (lembrando que em RT-LOTOS a; F equivale 
a [0,w]a; F, e que por definição de w tem-se que Vd G D, w - d = w, implicando assim, que 
[o,w]zz, F i› [o,w - d]zz; F E [o,tz]a; F). 
Considerando-se o exposto acima tem-se que RT-LOTOS é uma extensão estrita de 
LOTOS Básico. ' 
II.2.6 Bissimulações em RT-LOTOS 
Nesta seção são definidas bissimulações temporais dentro do contexto de RT-LOTOS. Tendo 
em vista a hipótesefeita sobre o domínio do tempo (ou seja, que o domínio do tempo é 
enumeravel), 0 modelo subjacente é o usual Sistema de Transições Rotuladas (STR). Numa 
janela de observação do tempo, no caso de tempo denso, o STR deverá ser infinito (número 
infinito de estados e ramificações); mas isto não caracteriza um problema para o enfoque deste 
trabalho, pois objetiva-se apenas qualificar bissimulações temporais e não propor algoritmos 
para estas.
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II.2.6.1 Bissimulação Temporal Forte i 
A definição da bissimulação temporal forte corresponde a definição da bissimulação forte 
clássica, onde a ação interna z', as violações temporais, bem como os arcos temporizados de 
D” são consideradas como ações quaisquer. 
Definição 6 Seja L = Act""UAct* UD” um conjunto de ações. Então, define-se a função .7-`, 
sobre subconjuntos de 8 × 8 (isto é, relações binárias sobre expressões de comportamento), 
como segue. Se R Ç E × E, então (P, Q) E J-`(R) se, e somente se, para toda ação a G LÊ: 
1. sempre que P -'í› P' então, para algum Q', Q ¿› Q' e (P', Q') G R, e 
2. sempre que Q Ã Q' então, para algum P', P -5» P' e (P', Q') E R 
R é chamada uma bissimulação temporal forte se, e somente se, R Ç .7-` Se (P, Q.) G R para alguma bissimulação temporal R, então P e Q são ditos fortemente bissimilares 
temporais, em símbolos P~tQ. Como usual, isto pode ser expresso como: ~,¿ = U{R : R é 
uma bissimulação temporal forte}. EI 
Proposição 5 Seja L = Act"" U Act* U D” e seja R Ç 8 × E uma bissimulação temporal 
forte. Então (P, Q) E R implica que: 
1. sempre que P l› P' então, para algum Q', Q í› Q' e (P', Q') E R, e 
2. sempre que Q í› Q' então, para algum P', P í› P' e (P', Q') E R 
Prova: Por hipótese, R é uma bissimulação temporal forte, então R Q IF (R) o que 
implica que (P, Q) E .F (R), logo, obtem-se os itens 1 e 2 da proposição 5. . EI 
Proposição 6 A Relação ~t tem as seguintes propriedades: 
1. ~t é a maior bissimulação temporal forte 
2. ~t é uma relação de equivalência 
Prova: A demonstração da proposição acima é completamente similar à demonstração 
de propriedades equivalentes realizadas em [Milner 89, pp. 90-91]. E1 
Proposição 7 A equivalência temporal forte tem a propriedade de poder ser substituída 
para todos os operadores RT-LOTOS. Em outras palavras, sejam P1, P2, Q, e Q1, - - - , Qn 
expressões de comportamento e P1~tP2. Então 
(1) [t1,t2]a;P1 ~t [t1,t2]a;P2 
(2) P1llQ ~z PzllQ 
(3) P1|lLllQ ~z Pz|lLl|Q 
(4) hz`deLinP1 ~¿ hz'deLinPz
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\l<3Ul 
()P1>>Q ~t Pz>>Q 
()P1[>Q Nú P2l>Q 
()P1<L]{a1¡Q1›"`›anÍQn}Nt P2<Ll{a1¡Q1z"'›anÍQn} 
Prova: A prova de (7) é dada na seqüência, os outros 'ítens podem ser provadas de 
maneira semelhante. 
Seja 5 = {(P1<Ll{a1íQ1,"',an¡Qn}›P2 <Ll{a1¡Q1,"'zan1Qn})1P1^'úP2}- SGTÃO 
discutidos os seguintes casos: 
1. P1 Ê-› P'1 tal que a 6 D” U Actmz 
como P1~tP2, então existe uma derivação P2 í› P'2 tal que P'1~tP'2. Também, as 
regras de transição implicam que 
P1 <L] {f11¡Q1› ' ° ' ›f1n3Qn} ll P'1<Ll{f111Q1,"',Gn1Qn}€ 
P2 <L] {a1:Q1, - - - ,a,,:Q,,} ¿› P'2 <L] {a1:Q1, - - -,a,,:Q,,}, e assim 
(PII {a'1:Q11 ' ' ' 1 a'n:Q'rL}›-PI2 {a1:Q1› ' ' ' a an:Qn}) 6 
2. P1 í› P'1, como P1~,¿P2, então existe uma derivação P2 9-> P'2 tal que P'1~tP'2. 
Existem dois casos: 
(a) a §Z L, e entao tem-se as derivaçoes: 
P1 <L] {a1:Q1,'- - - , a,,:Q,,} P'1 <L] {a1:Q1, - - - , a,,:Q,,} e 
P2 <L] {zz1zQ1, - - z,‹z,,zQ,,} 5 P3 <L} {zz1zQ1, - - -,zz,,zQ,,}, e tem-se 
(P'1<L]{a1:Q1,---,a,,:Q,,},P'2 <L] {a1:Q1, - - -,a,,:Q,,}) E 5 
(b) a E L, com a* = az para algum lc G (1, - - - , n}, e então tem-se as derivações: 
P1 <L] {a1:Q1, - - - ,a,,:Q,,} -1-› Qk e P2 <L] (a1:Q1, - - - , a,,:Q,,} ¿› Qk que satisfaz 
o requisito. 
Por um argumento simétrico, completa-se a prova de que S é uma bissimulação temporal 
forte. III 
Em resumo, a bissimulação temporal forte (~t) leva em conta a ocorrência de todos 
os tipos de ações: ações observáveis (a E Act), ação interna z`, ações de violação temporal 
(a* E Act*) e ações devidas à progressão do tempo (d G D). Como exemplo, considere-se 
as expressões de comportamento E e F a seguir onde a diferença entre elas é o intervalo 
temporal atribuído à açao inicial a. 
E = [1, 3]a; (b; stop[ ]c; stop) 
F = ll, 41a; (b; Stvpl lc; Stop) 
Então E7¿,F, pois F pode realizar ações devidas à progressão do tempo que E não está 
apta a fazer. Observe-se que é plenamente justificável o atributo “forte” para a bissimulação 
^-/t . , .. 
II.2.6.2 Bissimulação Temporal Fraca 
A definição de equivalência temporal fraca corresponde à definição de bissimulação fraca 
clássica, onde as violações temporais, bem como os arcos temporizados de D” são consider- 
ados como uma ação qualquer.
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Definiçao 7 Define-se a relaçao de transiçao f-›C E × 5 como: 
1. E QG-› F se, e somente se, E(¿›)* ¿› (-l›)*F, onde ( )* representa zero ou mais 
ocorrências da transição (¿›), e a E Actõ LJ Act* LJ D”. 
is. 
2. E <í› F se, e somente se, E( )* 5» ( )*-- )* -'$ ( )*F , onde dj E D” para ,. ,. Í.. Ji 
is. Note que, em particular, E 5-› E' se, e somente se, E( *E'. 
Seja E+! = Actõ U Act* LJ D” U {e} e considere a relação de transição <-›, então obtém-se 
o sistema de transições rotuladas 
<¿,L+, {¿›z «z e L+}> 
sobre expressões de comportamento. Desta forma, pode-se estabelecer a noção de equivalên- 
cia desejada neste sistema. 
Definição 8 Seja L* = Actõ U Act* U D” LJ {e} o conjunto de ações. Então, define-se 
a função T+, sobre subconjuntos de 8 × E (isto é, relações bínárias sobre expressões de 
comportamento), como segue. Se,R Q 5 × 6, então (P, Q) E F+(R) se, e somente se, para 
toda ação a E E+: 
1. sempre que P ¿› P' então, para algum Q', Q ¿› Q' e (P', Q') E R, e 
2. sempre que Q Q' então, para algum P', P ¿› P' e (P', Q') E R 
R é chamada uma bissimulação temporal fraca se, e somente se, R Q .7-`+(R). Se 
(P, Q) 6 'R para alguma bissimulação temporal fraca R, então P e Q são ditos fracamente 
bissimilares temporais, o que se escreve simbolicamente PmtQ. Como usual, isto pode ser 
expresso como: mt = U{R : R é uma bissimulação temporal fraca}. El 
Proposição 8 Seja L* = Actõ U Act* LJ D” U {e} e seja R Q 8 × 8 uma bissimulação 
temporal fraca. Então (P, Q) E R implica que: 
1. sempre que P ¿› P' então, para algum Q', Q <í› Q' e (P', Q') G R, e 
2. sempre que Q í› Q' então, para algum P', P ¿› P' e (P', Q') G R 
Prova: Por hipótese, R é uma bissimulação temporal fraca, então R Q .7-`+(R) o que 
implica que (P, Q) 6 F+(R), logo, tem-se (1) e CI 
Proposição 9 A relação mt tem as seguintes propriedades: 
1. nú, é a maior bissimulação temporal fraca 
2. ma relação de equivalência _{2 cu, C
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Prova: Similar a de proposição equivalente apresentada em [Milner 89]. D 
Resumindo, a bissimulação temporal fraca (xt) absorve apenas as ocorrências da ação 
interna z`, e distingue todas as outras ações: ações observáveis (a G Act), ações de violação 
temporal (a`* G Act*) e ações devidas a progressão do tempo (d G D). 
Como exemplo, considere-se as expressões de comportamento a seguir: E = a;H e 
F = z`; a; H. Então, tem-se que EmtF. Porém, se G' = [t]t; a; H, então F$é¿G (G pode 
realizar transições temporais que F não está apta para realizar). Em geral, se E' = [t1, t2]'i; H 
e E” == [t3, t4]z`; H com tl 75 t3 ou tg 76 t4, então E'$étE”. 
II.2.6.3 Bissimulação Temporal Direta 
A definição da bissimulação temporal direta corresponde à definição de bissimulação fraca 
classica, onde os arcos temporizados de D” são considerados como ações quaisquer, e vi- 
olações temporais são consideradas como ações internas. Utiliza-se o termo bissimulação tem- 
poral direta pois esta bissimulação se abstrai das violações temporais, e conseqüentemente 
não existem mais notificações de que não ocorrem dentro de seus respectivos intervalos de 
tempo. Com esta noção de equivalência pode-se observar a progressão do tempo e a realização 
de ações normais que ocorrem satisfazendo suas restrições de tempo. As ações incontroláveis 
a* G Act* e z' não são observáveis. Esta é a razão de chamar É de uma equivalência temporal 
direta. ' 
Definição 9 Define-se a relação de transição ~›C E x 5 como: 
je 
1. E f¿› F se, e somente se E(í›)* -Í› (-'Í›)*F, onde ( )* representa zero ou mais 
ocorrências da transição (-'Í›), a G Act e p E Act* U 
J; 'Ê jp 2. Ef×°Í› F se, e somente se E(-p+)* Ê›( )*F- )* É$( )*, onde dj E D” paraj 5 n, 
d'=2j-Sud, e pe Act*U{z'}. D 
Seja L° = Actõ LJ D” U {e} e considere ~›, então obtém-se um sistema de transições 
rotuladas padrao: V 
(‹S`,LÍ°, {›×'í›: a G L°}). 
Sob este sistema pode-se estabelecer a noção de equivalência temporal direta. 
Definição 10 Seja L° = Act'5UD“'U {e} o conjunto de ações. Então, define-se a função .7-`°, 
sobre subconjuntos de 8 × 8 (isto é, relações binárias sobre expressões de comportamento), 
como segue. Se 'R Q E × 5, então (P, Q) G .7-'°('R,) se, e somente se, para toda ação a G LI°: 
1. sempre que P í› P' então, para algum Q', Q ff» Q' e (P', Q') E 'R,, e 
2._sempre que Q í› Q' então, para algum P', P 43 P' e (P', Q') 6 R 
'R, é chamada uma bissimulação temporal direta se, e somente se, 'R Q .7-`°(7Z). Se 
(P, Q) E 'R para alguma bissimulação temporal direta R, então P e Q são ditos diretamente 
. , . * bissimilares temporais, em simbolos P'štQ. Como usual, isto pode ser expresso como: mt = 
U{7?, : R é uma bissimulação temporal direta). E1
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Proposição 10 Seja LÉ° = Actõ U D” U {e} e seja 72 Ç 8 × E uma bissimulação temporal 
direta. Então (P, Q) G 'R implica que: 
1. sempre que P í› P' então, para algum Q', Q f×'í› Q' e (P', Q') E 72, e 
2. sempre que Q -'í› Q' então, para algum P', P '53 P' e (P', Q') E' R _ 
Prova: Por hipótese, R é uma bissimulaçao temporal direta, entao R Q .7-`°('R) o que 
implica que (P, Q) G .7~`°(7?.), logo, tem-se (1) e EI 
' A proposição 11 estabelece algumas boas propriedades da bissimulação temporal direta. 
Proposição 11 Dadas as relações binárias R, R1 and R2, então sejam: 
R_1 = {(Q›P) 1 (HQ) É Rl 
R1R2 = {(P, S) :para algum Q, (P, Q) G R1 e (Q, S) G Rz}. 
Assuma que cada Rj (j = 1, 2, - - é uma bissimulação temporal direta. Então todas as 
seguintes relações também são bissimulações temporais diretas. 
Idg (3) R1R2 
R5* (4) U,.R,» 
/1/-\ 
RDP-* 
\/\/ 
Prova: (1), (2) e (4) são óbvios; a prova de (3) segue: 
Seja (P, S) É R1R2, então para algum Q tem-se (P, Q) G R1 e (Q, S) 6 R2. 
Agora seja P 43 P'. Então para algum Q' tem-se que Q «Ê Q' e (P',Q') 6 R1, pois 
(P1 G R1- 
Também como (Q, S) E R2 tem-se, para algum S”, que S' 45 S”. 
Assim, (P' , S' ) E R1R2. Similarmente, se S 43 S' , pode-se encontrar P' tal que P ff» P' 
G (P,,S') É R1R2. Cl 
Proposição 12 A relação É, tem as seguintes propriedades:
* 
1. ~, é a maior bissimulação temporal direta 
2››2 
2. 1 é uma relação de equivalência 
Prova: O item 1 da proposição 12 segue diretamente da definição 10 e da proposição 
10, e o item 2 deriva diretamente da proposição 11. E1 
Resumindo, a bissimulação temporal direta (št) absorve as ações de violação temporal 
(a* E Act*) e as ocorrências da ação interna i. Porém, ela distingue ações observáveis 
(a 6 Act), e as ações devidas a progressão do tempo (d G D). 
Para ilustrar a bissimulação temporal direta, considere-se o exemplo seguinte: 
E = [p-d,p+d1a; stop I I l [p,p1i;E 
F. = (Ep-d,p+d]a; Stop <a] {a: (i;st0p)} I I | [p,p1i;F 
* I v Desta forma, tem-se que EMF, Porem, E$é,F; isto deve-se ao fato de que o processo 
F transforma a ocorrência da violação temporal a* em uma ação interna i.
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II.2.6.4 Bissimulação Fraca 
Nas seções anteriores foram apresentadas diversas definições de bissimulações no contexto 
de RT-LOTOS. Iniciou-se com a definição da bissimulação temporal forte (onde todas as 
ações eram consideradas), depois abstraiu-se das ações internas z` e definiu-se a bissimulação 
temporal fraca, e, finalmente, abstraiu-se das ações internas e das ocorrências de violações 
temporais para definir-se a bissimulação temporal direta. Nesta seção, conclui-se este pro- 
cesso, e abstraindo-se dos arcos provenientes da passagem do tempo e da ação interna í, 
redefine-se, para 0 contexto de RT-LOTOS, 0 conceito de bissimulação fraca. 
A definição da bissimulação fraca no contexto de RT-LOTOS tem como maior interesse 
a utilização desta linguagem formal em situações onde o tempo não afeta a correção do 
sistema. Visto que RT-LOTOS é uma extensão direta de LOTOS Básico, a bissimulação 
fraca também pode ser usada para inferir propriedades deste formalismo. 
Na definiçao da bissimulaçao fraca sao consideradas somente açoes observaveis. As açoes 
internas z' e os arcos temporizados de D” não são levados em conta nesta bissimulação. 
Definição 11 Define-se a relação de transição =>C E × E como: 
d. E Ê› F se, e somente se, E(<-il-›)* ¿› (É›)*F, onde transições do tipo (‹-J›), para d1,dz E 
D”, representam arcos de passagem de tempo. EI 
Ls j... Ls Note-se que, em particular, E <í› E' se, e somente se, E( )*( )E', para d1,d2 6 
De.
_ 
Seja LI° = Actâ U Act* U {e} e considere a relação de transição =>, então obtém-se o 
sistema de transições rotuladas 
P 1 
<e,z:+, {é›z zz é z<>}> 
sobre expressões de comportamento. Desta forma, pode-se estabelecer a noção de equivalên- 
cia desejada neste sistema. 
Definição 12 Seja LÔ = Act'5UAct*U{e} o conjunto de ações. Então, define-se a função .7-`°, 
sobre subconjuntos de E × E (isto é, relações binárias sobre expressões de comportamento), 
como segue. Se R Q 5 × 8, então (P, Q) G .7-`<>(R).se, e somente se, para toda ação a G 5°: 
1. sempre que P í› P' então, para algum Q', Q Â Q' e (P', Q') E R, e 
2. sempre que Q -a+ Q' então, para algum P', P É? P' e (P', Q') E R 
R é chamada uma bissimulação fraca se, e somente se, R Ç .7-`°(R). Se (P, Q) E R 
para alguma bissimulação fraca R, então P e Q são ditos fracamente bissimilares, que é 
representada simbolicamente por PQQ. Onde: Q: = U{R : R é uma bissimulação fraca}. U 
Proposição 13 Seja L* = Actõ LJ Act* U {e} e seja R Q E × 8 uma bissimulação fraca. 
Então (P, Q) E R implica que: › 
1. sempre que P í› P' então, para algum Q', Q Ê? Q' e (P', Q') G R, e
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2. sempre que Q ¿› Q' então, para algum P', P ¿`> P' e (P', Q') E 72 
Prova: Por hipótese, 'R é uma bissimulação fraca, então 'R Ç J”-`+('R.) o que implica 
que (P, Q) 6 .7-`‹°(7Z), logo, tem-se (1) e D 
Proposição 14 A relação 2 tem as seguintes propriedades: 
1. z é a maior bissimulação fraca 
2. w é uma relação de equivalência 
Prova: Similar à de proposição equivalente apresentada em [Milner 89]. E1 
Resumindo, a bissimulação fraca absorve as ocorrências da ação interna 2' e as ações 
devidas à progressão do tempo (d E D). Neste caso, somente são distinguíveis as ações 
observaveis (a G Act) e as ações de violação temporal (a* E Act*). Esta bissimulação coloca 
numa mesma classe de equivalências todas as expressões de comportamentos que diferem 
apenas pelos limites (finitos) de seus intervalos. 
Pela bissimulação fraca, os processos E = a; H, F = '¿;a;H e G = [t1,t2]z`;a;H são 
equivalentes, isto é, E af, F m G. 
' Com a apresentação das bissimulações acima fica então completamente definida a álgebra 
de processos temporizada RT-LOT OS, como sendo uma quadrupla composta de um conjunto 
de operadores, um conjunto de nomes de ações, um conjunto de regras de semântica opera- 
cional e uma equivalência comportamental sobre modelos. 
av -1 
II.3 Representações das restrições temporais básicas 
em RT-LOTOS 
Nesta seção, discutiremos as principais características de RT-LOTOS do ponto de vista tem- 
poral, destacando a expressividade, facilidade de uso e alto poder intuitivo e simplificador das 
escolhas feitas e dos operadores subseqüentes introduzidos no formalismo LOTOS. Algumas 
operações temporais (“delay”, “timeout”, “watchdogs”, periodicidade) exemplificarão estas 
características. A seguir, apresentaremos alguns exemplos de comportamentos e situações 
que são de grande interesse em sistemas tempo-real críticos e outros sistemas dependentes 
do tempo como por exemplo os sistemas multimídia, e mostraremos como RT-LOTOS pode 
representar tais situações. » 
II.3.1 Operações básicas 
Restrição de Tempo Em RT-LOTOS, a imposição de restrições temporais às ocorrências 
de ações é feita de maneira clara e direta pela simples atribuição de um intervalo de tempo 
a uma ação, da forma “[t,,,,,,,t,,,,,,,]a”. A ação só poderá ocorrer depois de ser retardada 
durante t,,,,~,, unidades de tempo e antes de expirar o tempo máximo tma, no qual ela poderia 
se realizar. Entretanto, não há nenhuma exigência para a ação a ter que ocorrer dentro 
daquele intervalo.
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Violação temporal A ocorrência da ação temporizada [t,,,,~,,,tm,,$]a depende sempre do 
ambiente e este pode não estar apto a realiza-la dentro do intervalo. Neste caso, a ação a 
não ocorrerá, sendo violada a restrição de tempo imposta a ação. Um evento que sinaliza a 
ocorrência de tal violação de tempo a* faz parte da semântica de RT-LOTOS. O tratamento 
das violações de tempo é facultativa podendo ser realizada pelo operador de tratamento de 
exceções temporais discutido abaixo. 
Tratamento de exceção temporal RT-LOTOS possui um poderoso operador de trata- 
mento de' exceções temporais já apresentado, que permite tratar de forma simple e estrutu- 
rada os eventos relacionados à não ocorrência, dentro dos intervalos estabelecidos, de ações 
em um processo. O operador de tratamento de exceções temporais (ou preempção temporal) 
pode ser considerado como um processo supervisor de alto nível que, a cada instante, está 
apto a detectar a ocorrência de uma violação temporal e trata-la imediatamente através 
da desabilitação do processo que a gerou e a inicialização de um processo específico para 
tratamento desta. 
Retardo (“delay”) Um retardo de t G D” unidades de tempo imposto a um processo P 
pode ser representado por: - 
Q==[t]i;P 
Processo periódico Sejam Q um processo e t E D” uma quantidade de tempo, então um 
processo P que representa o lançamento do processo Q a cada período de tempo t pode ser 
representado por: 
P==Q| Il[t]i;P 
Timeout Sejam P e Q dois comportamentos, e t E D”. Então, um timeout é um mecanismo 
dependente do tempo que se comporta como P, se uma ação inicial de-P ocorre até o instante 
t, ou como Q após o tempo t. No nosso formalismo, um mecanismo de tímeout pode ser 
modelado como: 
P [1 [1:]i;Q 
O formalismo RT-LOTOS também permite representar um mecanismo que trata timeouts 
diferentes em um conjunto de ações particulares dentro de um processo arbitrário. Como 
exemplo, seja a uma ação especificada (em possivelmente diferentes pontos) de um pro- 
cesso P com intervalo(s) de tempo do tipo [tm¿n,tma$], com tmn, < w e seja Q um outro 
comportamento (um tratador de exceções, por exemplo). Então, o processo 
P <a] {a:Q} 
comporta-se como P se nenhuma ação de violação temporal a* ocorrer durante a realização 
neste processo. No caso da ocorrência de uma violação temporal a* (isto é, a não realização de 
a dentro do(s) intervalo(s) de tempo associado(s) a ela), então o processo P é descontinuado 
e o processo Q é iniciado. 
Watchdog Em RT-LOTOS um mecanismo de watchdog pode ser modelado utilizando o 
operador de preempção, da maneira que segue:
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P [> [t]i;Q 
onde P e Q representam respectivamente o comportamento normal e o de exceçao e t E D”. 
O processo resultante se comporta como P até o instante t, após o que P é abortado, e Q é 
iniciado. 
II.3.2 Alguns exemplos simples deaplicação 
Recuperação após sinalização de falha temporal: Considere-se um processo P de 
um sistema tempo-real em que uma dada ação a seja considerada imprescindível e devendo 
satisfazer restrições de tempo do tipo [tmmtmaxl em cada uma das suas ocorrências no 
processo. Deseja-se representar o seguinte comportamento: uma eventual não realização da 
ação a por violação da restrição de tempo no processo P deve provocar a realização das três 
etapas seguintes:
_ 
1. a instância do processo P, em execuçao, deve ser abortada, 
2. um processo de recuperação Q deve ser lançado, e em seguida, após a ,recuperação 
deste
` 
3. uma outra instância do processo P deve ter início. 
De forma genérica, a especificação de um tal comportamento em RT-LOTOS pode ser 
facilmente representada por: ç 
P <a] {a:(Q >> P)} 
Assim, na primeira vez que ocorrer uma violação temporal (ação a*) no processo P o 
processo “(Q >> P)” será iniciado. No caso da não ocorrência de a* em P o processo “(0 >> 
P)” nunca terá inicio, e se P terminar, então o processo “P <a] {a: (Q >> P) }” terminará 
também. 
.
` 
Fluxo periódico com “jz`tte1”: Desej a-se especificar um fluxo periódico infinito com “jitter” 
(neste exemplo não são considerados derivas permanentes oriundas de atrasos), sendo que a 
ação a representa a unidade de informação do fluxo [Carmo 92]. 
Um tal fluxo periódico de período p com jitter d (d < Ê) pode ser especificado pelo 
seguinte processo:
` 
fluxo := [p-d,p+d]a;stop III .[p]í;f1uxo 
A recursão define a repetição do processo fluxo a cada p unidades de tempo pois a ação 
interna 2' é urgente após o retardo de p unidades de tempo. Por outro lado, a ação a pode 
ocorrer em qualquer tempo dentro do intervalo [p - d,p + d], que caracteriza o “jitter” 
associado a ocorrência de uma instância de uma unidade de informação. A não ocorrência 
da ação a dentro deste intervalo induz a ocorrência da violação temporal a* no final do 
intervalo. Como consequência ainda, ocorrências de a* caracterizam perdas de unidades de 
informação que podem ser tratadas num nível superior.
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Fluxo com relações de dependência entre unidades de informação: Deseja-se es- 
pecificar um fluxo onde são definidas certas relações de dependência entre as unidades de 
informação. Uma trama transporta informações que caracterizam as modificações de uma 
imagem com relação com relação a uma imagem de referência; é interessante neste caso 
de poder evitar o fornecimento de tramas dependentes das tramas de referência que' não 
puderam ser enviadas. 
Deseja-se representar um fluxo-vídeo no qual existe uma trama de referência represen- 
tada pela ação m no instante d e duas outras tramas que dependem da trama (frame) de 
referência e que serão representadas pelas ações a e b respectivamente nos instantes 2d e 3d. 
Além disso, quando a trama de referência m ou uma das outras tramas a e b não é fornecida, a 
execução do processo em curso é abandonada por um tempo equivalente ao tempo necessário 
à. chegada da proxima trama de referência (respectivamente 2d, d ou 0). 
A especificação RT-LOT OS é dada porzç 
video z= ([‹1]m; [‹1]â; [à]b;viàe‹›) 
<m,a,b] , 
{m:[2d]i;video, a: [d]i;video, bzvideo } 
O exemplo do cruzamento de uma estrada de ferro: A seguir, para poder mostrar a 
expressividade de RT-LOT OS considerar-se-á o conhecido exemplo do cruzamento de uma 
estrada de ferro. A versão do exemplo aqui considerada é uma versão mais detalhada daquela 
apresentada em [Alur 92]; aqui, consideramos alguns eventos relacionados ao mal funciona- 
mento e a eventuais falhas as quais O sistema estaria sujeito. O sistema é composto de três 
componentes: Train, Gate e Controller. 
O conjunto de ações do processo Train é {approach, in, out, leaving, stop_the_train} 
O processo Train se comunica com o processo Controller com duas ações approach, que 
sinaliza a aproximação do trem, e leaving, que notifica sua saída do cruzamento. As ações 
in e out marcam os eventos de entrada e saída do trem do cruzamento da estrada de ferro. 
A ação stop_the_train representa uma eventual parada de emergência do trem que teria 
como objetivo evitar um acidente no cruzamento. O trem deve sinalizar sua aproximação 
para o processo Controller com no mínimo 2 e no máximo 5 segundos de antecedência da 
sua entrada no cruzamento. Sabe-se também que o trem sai do cruzamento em no máximo 
3 segundos após ter entrado, e que, por razões de segurança, a sinalização de sua saída é 
feita no mínimo 1 segundo após esse evento. Além disso, o processo Train está sujeito a 
receber o sinal stop_the_train do Controller a qualquer instante, e quando isto ocorrer, 
o trem deverá parar imediatamente (para simplificar o exemplo é assumido que o Trem para 
instantaneamente ao receber o sinal correspondente do Controller).
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Process Train := 
TrainMotion [> Emergency' 
Where . . 
Process TrainMotion := 
approach; 
[2,5]in; 
[0,3]out; 
[1,w]leaving; 
TrainMotion 
Endproc 
Process Emergency := 
stop_the_train; 
stop 
Endproc 
Endproc 
O conjunto de ações do processo Gate é {1ower, down, raise, up, siren}. O processo 
Gate comunica-se com o processo Controller por meio das ações lower (abaixar o portão) 
e raise (levantar 0 portão). Os eventos up e down denotam a abertura e fechamento do 
portão do cruzamento. O processo Gate responde à ação lower fechando o portão em, no 
máximo, 1 segundo, e. responde à. ação raise num instante entre 1 e 2 segundos. O portão 
está sujeito a falhas e pode não fechar- no tempo requisitado, e este evento deve fazer soar 
uma sirene de alarme e comunicar tal situação de emergência ao processo Controller, tais 
eventos são representados pela ação siren. Na descrição do processo Gate foi utilizado o 
operador de preempção temporal que descreve com simplicidade a falta temporal da ação 
down e o seu tratamento.
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Process Gate := 
GateControl < down ] {down: Alarm} 
Where 
Process GateControl := 
lower; 
[O,1]down; 
GateControl 
[1 
raise; 
[1,2]up; 
GateContro1 
Endproc 
Process Alarm := 
[0]siren; 
stop 
Endproc 
_ 
Endproc 
As ações do prouäso Controller são {approach, leaving, lower, raise, siren, 
stop_the_train}. Sempre que ocorre uma ação approach, o processo Controller responde 
com uma ação lower. O tempo de resposta é 1 segundo. Sempre que ocorre uma ação 
leaving, o processo Controller responde com uma ação raise em no máximo 1 segundo. 
O processo Controller também está sempre pronto para tratar exceções de emergência 
provocadas por pane ou mal funcionamento do processo Gate, e fica sempre pronto para 
realizar uma ação siren provocada pelo processo Gate e responder de imediato com uma 
ação stop_the_train que deverá ser tratada pelo processo Train. .
( 
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Process Controller := 
Control [> Exception 
Where 
Process Control := 
approach; 
[1]lower; 
Control 
[1 
leaving; 
[0,1]raise; 
Control 
Endproc 
Process Exception := 
siren; 
[O]stop_the_train; 
stop 
Endproc 
Endproc 
O processo composto “RailRoadCrossing” é mostrado abaixo ao lado do processo Con- 
troller: 
Process RailRoadCrossing := 
' (Train 
|[approach, leaving, stop_the_train]I 
Controller) . 
I[lower, raise, sirenll 
Gate 
Endproc 
II.4 A definição formal de RT-LOTOS em Grafos Tem- 
porizados 
Geralmente, sistemas de transições rotuladas são os formalismos básicos mais utilizados para 
representação da semântica formal de álgebras de processos temporizadas (ex.: [Quemada 
89, Bolognesi 90, Hansson 90, Moller 90, Nicollin 92, Leduc 92 etc Porém, as técnicas de 
verificação existentes para esta abordagem (ex.: verificação de bissimulações) são baseadas 
na enumeração de todos os estados do sistema de transições que representa o sistema especi- 
ficado, e no caso temporizado isto exige que se leve em conta todos os estados alcançados 
inclusive por transições devidas à progressão do tempo. Desta maneira, o número de estados 
a serem tratados pelos sistemas de transições originados de álgebras de processos tempo- 
rizadas é muito elevado, se comparado a uma álgebra de processos sem tempo. Além do 
mais, este número de estados cresce mais .drasticamente ainda quando o domínio de tempo
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considerado na álgebra de processos temporizada é denso; isto implicaria, por exemplo no 
domínio temporal dos racionais, que se teria um número infinito de estados originados por 
transições de progressão do tempo para qualquer intervalo finito de tempo. Por sua vez, 
uma das características mais importantes dos Grafos Temporizados quando comparados aos 
Sistemas de Tmnsições Rotuladas é que o primeiro formalismo absorve nas condições de 
sensibilização todas as transições de progressão do tempo que existem no último formalismo. 
Desta maneira, a utilização de grafos temporizados como formalismo básico subjacente a 
uma álgebra de processos temporizada possibilita a “eliminação” dos estados intermediários 
alcançados por transições de progressão do tempo e a conseqüente redução dos grafos. Por 
esta razão, a alternativa de definir uma semântica formal de RT~LOTOS permite o trata- 
mento de sistemas dependentes do tempo especificados em RT-LOTOS. 
Nesta seção é apresentada a definição formal da semântica de RT-LOTOS no formalismo 
Grafo Temporizado. Inicialmente`, os grafos temporizados são definidos formalmente. Em 
seguida, define-se a semântica operacional deste formalismo. 
_ 
Depois, a semântica de RT- 
LOTOS é definida em grafos temporizados. A seguir, apresenta-se um pequeno exemplo para 
ilustrar a nova representação subjacente à RT-LOTOS. Finalmente, discute-se o interesse e as 
vantagens, do ponto de vista de verificação, de ter uma representação em grafos temporizados 
de RT-LOTOS. 
II.4.1 Grafos Temporizados 
O formalismo básico Grafo Temporizado [Alur 90] constitui-se atualmente num importante 
método alternativo para descrição de sistemas com restrições temporais. Neste formalismo, 
as mudanças de estado são realizadas por ações instantâneas e não existem transições rela- 
tivas ao progresso do tempo. 
Para modelar um sistema usando grafos temporizados, atribui-se a ele um conjunto 
finito de nodos e um conjunto finito de relógios com valores tomados num dado domínio 
de tempo D arbitrário. As transições que um sistema pode realizar dependem dos valores 
dos relógios. Simultaneamente ã realização de uma transição, alguns dos relógios podem ser 
reinicializados. Em qualquer instante, a leitura de um relógio é igual ao tempo passado desde 
a última vez que ele foi reinicializado. Restrições de tempo podem ser expressas associando 
condições de habilitação às transições. 
II.4.1.1 Definições 
Definição 13 Seja A um vocabulário de ações no qual a denota um elemento de A. Uma 
tupla T = (tl, - - - , tn) de “relógios” é um conjunto de variáveis tomando seus valores em D. 
Representa-se por B(T) o conjunto dos predicados b sobre T, isto é, o conjunto das aplicações 
de D" em {ít, ff Além disso, 7-`(T) é o conjunto das aplicações f de D” em D”. 
Um Gmfo Temporizado é uma estrutura G = (N, T, no, urg, -›), onde 
o N é um conjunto finito de nodos 
o T é uma tupla de relógios (timers) 
ø no E N é o nodo inicial
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0 urg é uma aplicação de N em {ít, ff }, chamada de função de urgência 
o -›§ × A × B(T) × .7:(T) × N é a relação de transição 
Escreve-se n n' ao invés de (n, a, b, f, n') E-› . El 
Os relógios de um grafo temporizado sao variáveis que podem ser incrementadas “con- 
tinuamente” e na mesma velocidade. Inicialmente, todos os relógios têm valor O. Os nodos 
representam os estados de controle. De um nodo n, se a condição de sensibilização b de 
uma transição n n' é satisfeita pelos valores dos relógios, então a transição pode ser 
executada. Isto é, a ação a pode ser realizada, e o estado de controle torna-se n' após a 
modificação dos valores dos relógios de acordo com a função f. 
Comentário: Como o objetivo final da apresentação dos grafos temporizados é a definição 
da semântica de RT-LOTOS neste modelo, será feita a seguir uma rápida descrição de como 
esta semântica é mapeada em grafos temporizados. 
ø Os nodos n de um grafo temporizado representam expressões de comportamento defi- 
nidas em RT-LOTOS, nos seus vários estágios de seu processo de execução. Abstrai-se 
do tempo para esta representação. 
0 A tupla de relógios associada a um grafo temporizado representam os tempos locais rel- 
ativos às várias ações que estão sendo oferecidas no grafo da especificação RT-LOTOS. 
0 O nodo no representa a especificação inicial em RT-LOTOS. 
o O conjunto B(T) representa as diversas restrições de tempo impostas para realização 
das transições. 
Definição 14 Define-se a notação A(G') para representar o conjunto que define o vocabulário 
de ações de um dado grafo temporizado G = (N, T, no, urg, -›). Formalmente, 
A(G') = {a|\7'n, n' E N, ntfin' €_›} 
' U 
Definição 15 Para qualquer predicado b 6 B(T), o predicado b (lê-se b-chapéu) é definido 
por 
z3(T) = (ad e D) ó(T + fz) 
onde T + d = (tl + d, - - - , tn + d). Note que b é um predicado significando “eventualmente 
b”, isto é, “b é verdade ou deverá sê-lo no futuro”. E1 
Definição 16 Para um nodo n em N e uma ação a E A(G), define-se a condição de sensi- 
bilização do nodo n na ação a, denotado por en(n) (a), caracterizando os valores dos relógios 
para os quais a ação a pode ser executada a partir de n:_ ' 
en(n/a) df?-f {b | n
Ú
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Estendendo o conceito da definição anterior, tem-se a seguinte definição: 
Definição 17 Define-se a condição de sensibilização de um nodo n G N, denotado por 
en(n): 
en(n) 
dg 
\/ {b | n
E 
Note-se que en(n) caracteriza os valores dos relógios para os quais uma transição pode 
ser executada a partir do nodo n. 
Finalmente, define-se o conceito de condição de atividade de um nodo n como: 
Definiçao 18 A condiçao de atividade de um nodo n, denotada por act(n), é definída como: 
_ 
act(n) 
dg 
en(?i) /\ ¬urg(n)
V 
III 
O predicado act(n) é quem dita se uma dada transição pode, não pode, ou deve ser realizada 
para um dado valor de uma tupla de relógios. 
II.4.1.2 Semântica Operacional de Grafos Temporizados 
O predicado act é definido de maneira que o sistema possa permanecer no nó n no instante 
definido pelo valor de T somente se act(n)(T) -- it. Se a condição de urgência urg(n) é ff, 
então não se exige realizações urgentes de transições no nodo n. Inversamente, urg(n) = 
tt fará com que o predicado act(n) 'seja ff e isto forçará a realização de uma transição 
de n, provocada pela supressão da progressão do tempo no modelo operacional de grafos 
temporizados (observe-se as regras que definem operacionalmente os grafos temporizados). 
Formalmente, o modelo operacional de um grafo temporizado, G' = (N, T, no, urg, -›) é 
um sistema de transições rotuladas, 
sma=ov×mAoDH¢4aéAw»> 
Ou seja, os estados são pares (n, T), os rótulos são elementos de AUD* (onde D* dg D-{0}), 
e o estado inicial é (n0,O), onde no é o nodo inicial do grafo temporizado. A relação de 
transição é definidapelas regras seguintes. 
n n' , b(T) act(n) (T + d) 
mI%$WJ@» mJyi@T+@ 
A primeira regra diz que uma transição é executável se o seu predicado de sensibilização 
é avaliado como sendo verdadeiro. A segunda regra formaliza a condição à satisfazer para 
permanecer em um nodo esperando d unidades de tempo.
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A noção de equivalência por bissimulação forte entre dois grafos temporizados G e H 
pode ser definida [Godskesen 92] da maneira usual sobre a união disjunta de STRG e STRH 
tal que G e H são fortemente equivalentes, isto é G' ~ H, sempre que ((nG,Õ), (nH,Õ)) 
pertençam a uma bissimulação forte, onde ng e ny são os nodos iniciais de G e H respecti- 
vamente. Similarmente, equivalência por bissimulação forte entre um processo E e um grafo 
temporizado G pode ser definida pela união disjunta de STRE e STRG. Escreve-se E ~ G 
sempre que existir uma bissimulação forte contendo (E, (ng, 
Grafos temporizados podem ser vistos como uma representação alternativa correta para 
processos temporizados visto que a interpretação de uma representação em grafos tempo- 
rizados de um processo RT-LOTOS é fortemente equivalente à interpretação operacional do 
processo (pois as definições são postas de maneira a satisfazer isto). 
II.4.2 Definindo RT-LOTOS como Grafos Temporizados
_ 
Nesta seção define-se como construir grafos temporizados G para expressões de compor- 
tamento E de RT-LOT OS de maneira que E ~ »Mais precisamente, define-se uma 
álgebra de grafos temporizados sobre os operadores de RT-LOTOS. 
Observação preliminar: Deve-se observar que o mapeamento de RT-LOTOS em grafos 
temporizados não é total. Isto deve-se ao fato de que grafos temporizados só são capazes de 
representar sistemas com o número finito de estados (mesmo sendo este formalismo capaz 
de absorver todos os estados intermediários devidos as transições temporais). Em outras 
palavras um sistema só poderá ter uma uma representação em grafos temporizados se a 
especificação RT -LOTOS do sistema sem a sua dimensão temporal levar a um sistema de 
transições finito. Assim, existem expressões de comportamento RT-LOTOS que apesar de 
válidas que não têm representação definida em grafos temporizados. Um exemplo de tal 
situação é o processo - 
P=Q|||2`;P 
Este processo não possui representação por um sistema de transições finito, e assim não é 
possível representa-lo como um grafo temporizado. Observe-se que esta é uma limitação 
que vale tanto para RT-LOTOS quanto para LOTOS. Em vista disto, as expressões de 
comportamento RT-LOTOS que são definíveis em grafos temporizados constituem-se num 
subconjunto próprio de RT-LOTOS que é definido levando-se em conta as duas seguintes 
condições: 
0 Toda expressão recursiva deve ser guardada. 
0 Toda sub-expressão da forma A|[L]|B é tal que todas as derivações de A e de B não 
contenham A|[L]|B como sub-expressão. 
Estas condições são suficientes para excluir os comportamentos infinitos de LOTOS (e 
também de RT-LOTOS) e são as mesmas que foram estabelecidas e adotadas em [Garavel 
89b, Marsan94 e Daws 94] em mapeamentos de LOTOS (e extensões temporais de LOTOS) 
em outros sistemas de estados finitos.
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II.4.2.1 Operações sobre Grafos Temporizados 
Para facilitar e padronizar as definíções desta seção considerem-se GE = (N E, TE, n%, urgE, -›E 
e G F = (N F, TF, n%, urgp, -›¡.¬) como dois grafos temporizados com o Vocabulario-/-lcthõ U 
Act* e tal que NE Fi NF = (Õ e TE FW Tp = (Z). Também, 'R(T) denota a função de reinicial- 
ização do conjunto de relógios T; 7Z(0) significa que nenhum relógio é reinicializado. Para 
simplificar a notação,_ representar-se-á. por f a função que reinicialíza todos os relógios de 
um grafo numa dada transição. 
II.4.2.1.1 Inação: G[[stop]] = (N, T, n0,urg, (D) com N = {n0}, um único relógio T = t, 
urg(n0) _ ff; e, evidentemente, nao existe nenhuma relaçao de transiçao associada com 
G[[stop]]. 
II.-4.2.1.2 Terminação com sucesso: G'|[ea:z't]] = (N, T, n0,urg, -›) com N = {n0, n1}, 
T = t e urg(n0) = urg(n1) = ff onde nl é nodo sumidouro. A relação de transição -› é 
definida como o menor conjunto que satisfaz: A 
õ,úzo 
no -ii TL1 
Prefixação: A operação de prefixação desempenha um papel importante em RT-LOTOS 
e funciona como se fosse um “motor” básico no qual estão baseados todos os mecanismos 
temporais do formalismo. É na operação de prefixação que são especificados e tratados 
os diversos tipos de restrições temporais impostas às ocorrência de ações. Em termos de 
Grafos Temporizados para RT-LOTOS, as restrições de Tempo são definidas a partir dos 
intervalos temporais associados a cada transição. Por exemplo, a prefixação [t1, t2]a; E define 
o estabelecimento de um predicado do tipo tl 5 t 5 tz e teria-se desta maneira duas 
_ _' , _ _ ~ ~ _ , 0.,Ê1SÊ<t2,{t} transiçoes possiveis: uma representando a realizaçao da açao a, isto e, n ---í› n' 
_ _' a',t=tz,{t} _ . _' 
(para n' representando o grafo de E); e a transiçao n í-› n* que representa a realizaçao 
da ação a* (para n* representando um estado do tipo sumidouro). 
Observe-se que as condições lógicas b que devem ser satisfeitas para realização de uma 
transição em um grafo temporizado são definidas a partir dos intervalos temporais associados 
às ações em operações de prefixação. Assim, os b's usados nas regras de transição, a serem 
apresentadas a seguir, correspondem exatamente às restrições de tempo impostas a realização 
de uma ação a através do intervalo temporal associado a esta ação.
ç 
Cada operação de prefixação possui um relógio t associado a ela. Este relógio é inicial- 
izado em zero no instante inicial do oferecimento da ação sendo prefixada, e é incrementado 
de acordo com a evolução do tempo. Este relógio é usado para definir formalmente os valores 
do predicado b associado a uma ação, e dos predicados en(n) e urg(n) associados aos nodos 
do grafo que representa a prefixação (como pode ser visto na tabela II.1). 
O Grafo Temporizado para a ação prefixada a E Actí é: 
GlllÊ1,Ê2l0l§Ell = (N›T,flo›u1`8›”'*) Comf 
N = NE U {TL(),'l'L*} (TlzQ,TI.* ¢
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A 
[tl, tzla E urg(n0) == en(n0) = en(n0) = act(n0) = 
[0,0]z`Ez'ou [0,0]a it, paratzü it, emt=0 tt ff, parat20 
ff, para t > O 
[0,w]t ou [0,w]a E a ff, para t 2 O tt, para t 2 O tt tt, para t 2 0 
[tl,w]z' ou [tl,w]a ff, para t 2 O ff, para t < tl it it, para t 2 0 
tt, para t 2 tl A 
[tl, t2]z` ou [tl, tgla ff, para t < t2 ff, para t < tl tt tt, para t < tz 
it, para t 2 tz tt, para tl S t 5 tz ff, para t 2 tz 
ff, para t > tz 
Tabela II.1: Valores de urg(n0), en(n0), en/(E0) e Act(n0) para vários tipos de intervalos e 
ações 
T = TE LJ {t}, onde t é o relógio que registra a idade do oferecimento da ação oz, e t 
pode estar em TE. 
Se n G NE, então urg(,n) = urgE(n) 
urg(n0) = ff, urg(n*) = ff _ 
A relação transição -› é definida como o menor conjunto que satisfaz: ~ 
` aytl St<t2 ¶R(TE) O ng -Z-i› nE 
zz*,â=zz,vz(:r',,¬) * _ no _---› n (para a 76 2) 
a,b, n E NE , n-šgn' 
niib'Ân'- 
II.4.2.1.3 Escolha: O grafo temporizado é: = (N, T, n0,urg, -›) com 
N=NEUNl.¬U(NE XNF) 
T = TE LJ Tp 
no = (Ú(i2›”i)=) 
Se n E Nj, então urg(n) = urgJz(n), ondej E {E,F} 
urg(nE, np) = urg(nE) V urg(np) 
A relação de transição -› é o menor conjunto que satisfaz: 
n n' , a E Act” U Act* 
›b, n a-A n' 
ab ' 
nl; a-ill; ng , a E Act” 
O O 
a,b/\act(n%.),ƒ 
~ 
9
/ (nE› TLF) nE
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ab ' np Í-$J;.¬ n},¬ , a G Act”'5 
O O 
a.,b/\act (n%),f
I (WEWF) "' ' _* "F 
a.›b¶ƒ / TLE ?>E TLE 
a*,b/\act(n ),72((D) 
(HEJLF) _-__F-> (TVEMTF) 
a*¶b›ƒ I TLF -->F TLF 
a*,b/\act(n ),7?.((D) 
. (nE›nF)à
Comentário: Observe-se que nas duas últimas regras (as que correspondem a evolução do 
sistema pela ação a*) as funções de reinicialização de relógios são ambas iguais a R(ÍZl) o que 
corresponde a não reinicíalizar nenhum relógio. Isto foi feito para permitir que a semântica 
da realização de uma ação a* no operador de escolha ficasse bem definida, isto é, a* não decide 
uma escolha. Observe-se também que não existe necessidade de reinicíalizar os relógios do 
processo que realiza a ação a* visto que o comportamento que a segue é sempre equivalente 
funcionalmente ao processo stop. 
Ocultação: O grafo temporizado é: G|[hide L in E]] = (N, T, n0,urg, -›) com: 
¬ N=NE 
T;-TE 
_ 0 n0_nE 
urg(n) = V({a|n n'} Ç L) 
A relação de transição -› é definida como o menor conjunto que satisfaz: 
(Z n-'b$¡:z,¬n', (a€L) 
i¶b¶ƒ/ n--›n 
. ,f_ . na-b>Efl', (<1¢-L) 
nlfln' t 
Comentário: Observe-se que a definição do predicado urg acima impõe a urgência requerida 
às ações ocultadas em um grafo temporizado. ^ 
Composição Paralela: O grafo temporizado é: G = [[E = (N, T, no, urg, -›) com: 
N = N E × NF 
T = TE U TF 
no = ("(¡)3› 91%) 
urgw, na = <{‹z1nE fiífiz na mzzlfzp “-"'›fz‹¬ na ê L)
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Comentário: Observe-se que a definição do predicado urg acima impõem a urgência requerida 
as ações a sincronizar em um grafo temporizado somente quando ambos os nodos do grafo 
estejam prontos para isto. 
_
' 
A relação de transição -› é definida como o menor conjunto que satisfaz as regras apresen- 
tadas a seguir: 
0 Caso da ausência de sincronização: 
np a€ActiLJAct*-L 
a,b/\ac1:(np),f
I (”E› W) _*> (nm HF) 
np Lb$jpn§,¬, a€ActiUAct*-L 
a,b/\act(np),f
I (nE› TLF) í__› (nE› TLF) 
0 Caso da presença de sincronizaçao: 
- Ações normais: 
flzbE,fE 
¡ 
0-,ÕFJ1-¬
¡ Tlzgí-)ETIzE, TLF _--)F7'1,F, ClzÊLU{Õ} 
a,b Ab ,f *f 
<flE,nF› <n'E,«z;v› 
- Violações temporais: ` 
a'*›bE¶.fE 
, 
a*abF›.fF
I flEí>ETLE, T1«F*"_->Fflz‹¬› GGL 
~,z› Ab ,f *f 
(nE,nF) Í_i_F_iÂ (nbnç) 
‹z*,õ ,f np nz, ¬(en(np/a) V en(np/a*)), a E L 
a*,b /\act(n ),f 
<nE,fzF› <«zêz,«zF› 
*ih Lf np n'¡,¬, ¬(en(np/a) V en(np/a*)), a E L 
a*,b /\act(n ),ƒ 
<nE,«zF› <n.zz,n'F› 
Nas regras acima, fp * fp denota uma função que age como fp em Tp e como fp em 
Tp. ' ,
` 
Composição seqüencial: O grafo temporizado é: G[E >> F1] = (N, T, no, urg, -+) com: 
N=NEuNpU(NE×{n%}) . 
T = Tp U Tp LJ {t}, t podendo pertencer a Tp 
no = (77%: 71%) ' 
Se n E Nj, então urg(n) = urg]-(n)i, ondej G {E, F}
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flrs(m;, 11%) = urs(flE) V efl(flE/Õ) 
A relação de transição -› é definida como o menor conjunto que satisfaz: 
n-a¿{¡n',a7ÉÕ 
n in' 
a,bf , nE -M5 nE, ¬en(nE/6)., a 56 Õ 
iblƒ 
<nE,n%> “-› <ns,«z9.¬› 
6,1; HE -5ƒE ni; 
õ1b›R(TF) 
(flE,fl%) -_* 11% 
Operador de Preempção: O grafo temporizado é: G[[E[> F]] = (N, T, n0,urg, ->) com 
N = NE U NF LJ (NE x 
T=TEUTFU{t} (ÊQTE) 
no = (”%› TLÊ) 
Se n E Nj, então urg(n) = urgj-(n), onde j E {E, F} 
uzâ<nE, ns) = urg‹nz> v uzâ‹n2z>
V 
A relação de transição -> é definida como o menor conjunto que satisfaz as regras a seguir: 
n n', a G Act' UAct* 
nfin' 
nE ng, a E Act' U Act* 
‹1,b,f 
np , a G Act' LJ Act*3 "q© 
Q' 
Lp 
›¡j`v-4 
0 
0.,b/\a.C12(11,E),'R.(Tp) 
('l'LE,TIzF) -í-_-5 TLF 
õ,ô HE *5ƒE WE 
(ng no --›õ,b'ƒ n' 
. 
› F E 
Preempção temporal: O grafo temporizado é: G = |[E <L] {UJ-(aj : Q]~)}]| = 
(N, T, n0,urg, -›) com: 
N=NEU(UJ~N¡)LJ(NExN1×---Nk)ondej€{1,---,k} 
T=TEU(UjTj)U{t} 
no = (”%›flÊ›"'›fl2) 
Se n G N¿, então urg(n) = urg¿(n), onde l E U {1, - - -,k}
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urg(nE,n(1), - - -mg) = urg(nE), onde {L] = k 
Note-se que o grafo temporizado correspondente ao processo QJ- é chamado G|[QJ-]] = 
Gj = (N,-,TJ-,n2,urgJ-,-›¡) onde j E {1, - 
A relação de transição -› é definida como o menor conjunto que satisfaz: 
lb, na_Í¿n',a;Éõ 
¶b) n E-Â n' 
mbf nE -$E n}_,¡, a ¢ Act* 
l1,Õ›f 
(nE›n(l› ` ` ` ang) ___) (nbvngv ' ' ' vng) 
‹1},b,f
, TLE --)E HE 
0 0 
a;,b'f
o (nE›n1›"'›nk) í›nj 
õ¶bƒ 
5›b,f
_ 
Comentário: Na penúltima regra, o a; denota a ocorrência de uma violação temporal em 
uma ação aj 6 L. Desta maneira, o comportamento que segue essa violação temporal é 
o abandono da execução do grafo G'[[E]] e o início da execução do grafo GIIQJ-]] que está 
associado ã açao aj. 
Instanciação de Processos: O operador de instanciação é definido a partir da função de 
troca de nomes de ações gb = {a1/a'1, - - - , an/az] em que para todo j, a ação ag pode tornar-se 
aj. Para a expressão do comportamento de RT-LOTOS E, define-se o grafo temporizado da 
função de troca de nomes por G[[Ed›]] = (N, T, no, urg, -›) com: 
N = NE 
T = TE 
no = 12% 
11rs(fl) = 11rsE(fl) 
A relação de transição -› é definida como o menor conjunto que satisfaz: 
nE ng, q5= [al/a'1,--~,a,,/aÇ1], a/a' E ¢, {a,a'} Ç ActLJAct* 
Íbƒ 
TLE LlEn,E› a¢{a/1›"'›a;¡,} 
nílíšn' ~ 
Se um processo P[a'1, - - -,aÇL] é definido pela expressão de conportamento E, então o 
grafo temporizado da instanciação P[a1, - - -,a,,] de P é exatamente o grafo temporizado
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G|[E¢]], que se escreve: 
GllPla1›"'›<1~ll= GllE‹75ll 
II.4.3 Alguns exemplos ilustrativos 
Login simplificado O primeiro exemplo dado para ilustrar a translação de RT-LOTOS 
para grafos temporizados é o do procedimento de login simplificado (de [Nicollin 92]). 
Para iniciar o procedimento, o sistema envia um prompt de login p. Após este evento, o 
usuario tem l unidades de tempo para entrar com um nome válido v para terminar a tarefa 
e iniciar a fase sessão S. Quando o usuário fornece uma resposta inválida n, ou quando 0 
tempo l expira, um novo procedimento de login é inicializado. Este comportamento pode 
ser representado em RT-LOTOS da seguinte maneira: 
Login(p,n,v):= p; (v; S [1 [O,1]n; Login(p,n,v)) <n] Login(p,n,v) 
Na figura lI.1 é mostrado o grafo temporizado do processo acima. Observe-se que pelo 
fato do processo Login ser seqüencial pôde-se construir o grafo com apenas um relógio. Note‹ 
se também que pelo fato do processo Login não envolver os operadores de ocultação e de 
composição paralela as funções de divergência e de urgência são estáticas. 
n,0<t<l, {t} 
v,t S l, {t} 
Figura II.1: Grafo temporizado de um procedimento de login simplificado 
Login completo Para tornar mais realista o procedimento anterior, considere-se que o sis- 
tema limite a duração global do procedimento de login em um tempo máximo de d unidades 
de tempo e força uma exceção E a realizar-se após este tempo. A especificação em RT- 
LOTOS desta versão completa do procedimento login, chamada de Complete_Login, é ap- 
resentada a seguir. Utiliza-se nesta especificação o operador de preempção de RT-LOTOS 
juntamente com o processo Login2. O processo Login2 é bastante semelhante ao processo 
Login, a única diferença está na maneira com que o processo S é acionado após a realização 
da ação v. ,Em Login (definido anteriormente) isto é realizado por uma prefixação simples, 
enquanto que em Login2 utiliza-se o processo exit associado com o operador de composição
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seqüencial. Login2 é definido assim para permitir que a realização da ação Õ do processo 
exit possa “cancelar” o operador de preempção. 
Comp1ete_Login:= (Login2(p,n,v) [> [d]i; E) >> S 
where 
process Login2(p,n,v):= p; (v; exit [] [O,l]n; Login2(p,n,v)) 
. <n] Login2(p,n,v) 
endproc 
Na figura II.2 é mostrado o grafo temporízado do procedimento de login completo. Como 
o processo Comp1ete_Login não é seqüencial, o grafo não pôde ser construído com um único 
relógio. Foram utilizados dois relógios para sua construção: tl, com um limite superior igual 
a d, que limita a duração global do processo Complete_Login; e o relógio t do processo 
Login2. Como a função f é sempre a função de reinicialização, escreve-se o conjunto dos 
relógios a reinicíalizar no lugar da função.
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';'?›5"`“=', 
%›-Í/\;, 
_p__> 
P,~ = t 2 0/\ 
t1 < d, 
{f} 
= d/\ : O, 
(E) 
v if 
:'31/\ fl = 4^ 
líf 
d” t 51¿‹E› 
"].?*`*.°' 
£°,^¢ 
E-> 
= = d/\ 
:0, 
E) 
Figura II.2: Grafo temporizado de um procedimento de login completo 
Fluxo de vídeo com dependência entre unidades de informação A específicação 
do fluxo de vídeo com dependência entre unidades de informação apresentada na seção II.3.2 
serve bem como segundo exemplo de transformação de uma especificação RT-LOTOS para 
grafos temporizados. O processo “video” apresentado anteriormente pode ser transformado 
a partir das regras anteriores no grafo temporizado da figura lI.3. 
1,: = 2d, {z:} ` b*,ú = d, {t} 
' 
b,ú = d,{ú} 
m*,t = d, {t} 
z`,t=d,{t} m,t=d,{t} a,t=d,{t} 
ø a*,t=-d,{t} M 
Figura lI.3: Grafo temporizado do processo video 
II.4.3.0.4 Um processo com dois relógios Apresenta-se por último um terceiro ex- 
emplo para ilustrar a situação em que existem dois relógios: um processo P resultante da 
composição paralela-de dois processos elementares que se escrevem: 
P == a;[0,3]b;E I[bl| ¢;[0,5]b;F
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Os processos elementares são representados pelos grafos temporizados da figura II.4 ao 
passo que o resultado da sua composição aparece na figura 11.5. Pode-se notar que tem-se 
dois relógios t1 et tz correspondendo a cada processo elementar da composição paralela. Além 
disso, pode-se observar que a partir do nodo (ni, nf), a ação b é imediata a partir do instante 
em que as condições sobre os dois relógios sejam satisfeitas, pois neste instante a função 
urg(n}, tem o valor it; esta representação corresponde bem à semântica de RT-LOTOS.
1 ã 
anfi 2 0, {f1} 0,152 2 0, {t2}
1 Q 
b,0§Ê §3,t b,0St §5,t 
b*at1 Z 31 1 {1} b*7t2 2 57 2 {2} W M 
Figura II.4: Grafos temporizados dos processos elementares 
f1,f1 2 0,{f1} CJ2 2 0, {f2} 
b*,r1 2 3, {t1} “ÉS 0” a b*,tz 2 5, {tz}
Ê 
_ 
Í120›{Ê1} 
1 2 nl n2 T1 TL Ov =~= um 
b›(0St1S3^› 
C1t2 2 01{t2} 0 S t2 É 5), {t1,t2} aatl 2 O1{t1} 
|v›1|F 
b*›t2 2 5: b*¶t1 Z 3» 
Figura Il.5: Grafo temporizado do processo resultante
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II.4.4 Por quê representar RT-LOTOS em Grafos Temporiza- 
dos? 
Dois principais fatores motivaram a redefinição da semântica de RT-LOTOS no formalismo 
grafo temporizado: 
0 representação alternativa da semântica formal de álgebras de processos temporizadas 
9
. 
ø verificaçao de sistemas dependentes do tempo. 
Nas subseções que se seguem apresenta-se uma pequena discussão de cada um destes aspec- 
tos.
' 
II.4.4.1 O ponto de vista representação semântica 
Geralmente, sistemas de transições rotuladas são os formalismos básicos mais utilizados para 
representação da semântica formal de álgebras de processos temporizadas. Porém, os grafos 
temporizados vem sendo considerado como uma interessante alternativa para a descrição de 
sistemas tempo-real, visto que eles podem oferecer um aumento do potencial de provas de 
propriedades deálgebras de processos descritos semanticamente por estes; em [Godskesen 
92] por exemplo, Godskesen e Larsen utilizam propriedades de grafos temporizados para 
provar a inexistência de teoremas deexpansão em uma álgebra de processos descrita por 
este modelo. 
' V 
II.4.4.2 ' O ponto de vista da verificaçao 
A possibilidade de utilização de novas técnicas para Verificação de sistemas tempo-real é, 
sem dúvida nenhuma, a maior motivação para utilização de grafos temporizados. Nesta 
seção, serão apresentados de maneira informal alguns importantes aspectos relacionados 
à verificação de sistemas tempo-real. Inicialmente, comenta-se as diferentes abordagens 
para verificação em sistemas que não dependem do tempo, e discute-se as dificuldades de 
tratamento do tempo nas abordagens convencionais usadas em álgebras de processos. Em 
seguida, são comentadas as potencialidades de algumas técnicas emergentes utilizadas para 
verificação de sistemas tempo-real e a sua relação com o formalismo grafos temporizados (e 
RT-Lofros). 
As técnicas de Verificação são geralmente divididas em técnicas de verificação de equi- 
valências e de verificação de modelos. ` 
As técnicas de Verificação fundadas em equivalências são baseadas no confronto de duas 
especificações do sistema a verificar: uma primeira descrevendo os detalhes de realização 
dos procedimentos necessários para realizar um objetivo; e uma segunda, mais simples, que 
descreve um comportamento mais abstrato do objetivo a realizar. Os Sistemas de Transições 
Rotuladas das duas especificações são então testadas para determinar se os comportamentos 
são equivalentes. 
Verificação de modelos (“model-checkmg”) é um método de verificação de sistemas con- 
correntes em que fórmulas de uma lógica devem ser provadas ou não sobre um modelo de
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grafos de estados do comportamento do sistema. Nestas técnicas dois formalismos diferentes 
são usados em geral. Um primeiro é usado para descrever o sistema como formalismo de 
especificação (em geral usam-se máquinas de estados finitos, redes de Petri, ou autômatos). 
Deste formalismo são gerados grafos que representam os estados alcançáveis pelo sistema. O 
segundo formalismo é uma lógica (modal, em geral) que permite expressar asserções sobre 
propriedades do sistema que podem ser provadas ou refutadas (-Por exemplo, em [Cavalli 
87], Cavalli e Horn utilizam verificação de modelos de uma lógica temporal em máquinas de 
estados finitos como técnica de verificação). 
A aplicaçao dessas técnicas num contexto onde o tempo intervém direta e explicitamente 
não é trivial. Como já foi comentado na seção II.2.2, a representação de sistemas dependentes 
do tempo em Sistemas de Transições Rotuladas implica em adicionar um número muito ele- 
vado de transições para denotar a progressão do tempo. Por exemplo, para representar um 
mecanismo de timeout onde o tempo de espera é de 2 unidades de tempo (ex.: a; E[][2]i; F), 
teríamos que ter três ramificações representando as possibilidades de realização de a nos 
instantes 0,1 e 2 no caso do domínio de tempo ser o dos números naturais; ou teríamos 
um número infinito de ramificações para' representar as possibilidades de ocorrência de a 
transições de progressão dotempo caso o domínio de tempo fosse 0 dos números racionais 
positivos. Este exemplo mostra a possibilidade de crescimento elevada, com relação ao 
número de estados, que a introdução do tempo provoca nos Sistemas de Transições Rotu- 
ladas, sobretudo quando deseja-se utilizar um modelo de tempo denso. 
A partir da discussão acima, pode-se concluir que, pelo menos com as técnicas atuais, 
técnicas de verificação baseadas em Sistemas de Transições Rotuladas não são, em geral, de 
grande utilidade para tratamento de sistemas dependentes do tempo. Em particular, apesar 
da sua importância na definição completa de uma Álgebra de Processo Temporizada as bis- 
simulações com tempo que podem ser definidas para uma álgebra de processos temporizadas 
parecem difíceis de serem verificadas quando o domínio de tempo for denso. 
Contudo, a problemática de verificaçao para tempo-real nao é recente e outras técnicas 
de verificação para este tipo de sistemas são descritas na bibliografia. Em particular, as 
técnicas de verificação baseadas em grafos e autômatos temporizados descritas em [Alur 90] 
e [Alur 92] têm um importância diferenciada no contexto de RT-LOTOS; isto é, ambas as 
técnicas são fundadas em formalismos próximos e foi mostrado que é possível transladar 
álgebras de processos temporizadas para estes modelos [Nicollin 92b]. 
Pelas razões evocadas acima, é natural de ver como uma alternativa interessante a 
representação semântica de álgebras de processos temporizadas por grafos temporizados. 
Os trabalhos apresentados em [Nicollin 92b, Daws 94] vão nesta direção. Uma ferramenta 
chamada KRON OS desenvolvida pelo laboratório VERIMAG 6 já existe e permite realizar 
a verificação simbólica de modelos para sistemas tempo-real, a partir da utilização da lógica 
temporal tempo-real TCTL [Daws 94]. Pretende-se em trabalho futuros a partir da definição 
apresentada anteriormente construir um tradutor de especificações RT-LOTOS em grafos 
temporizados que possa ser adaptado à. KRONOS e a ferramentas similares. 
Concluindo, a associação de grafos temporizados e de álgebras de processos temporizadas 
é uma alternativa interessante pois ela se beneficia das facilidades de análise e prova do 
modelo subjacente (grafos temporizados) utilizando apenas uma extensão temporal (no nosso 
6VERIMAG é um laboratório conjunto do CNRS, INPG, Université Joseph Fourier, e Verilog S / A asso- 
ciado ao IMAG, Grenoble, França.
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caso RT-LOTOS) de uma linguagem de especificação padronizada LOT OS que contém todas 
as características necessárias para representar as restrições temporais que se encontram nos 
sistemas tempo-real. 
II.5 Conclusão 
Neste capítulo foi apresentada formalmente a extensão temporal de Basic LOTOS chamada 
RT-LOTOS. Definiu-se RT-LOTOS como uma álgebra de processos; isto é, como uma 
quádrupla composta de um conjunto de operadores, um conjunto de nomes de ações, um 
conjunto de regras da semântica operacional transicional e uma equivalência (congruência) 
observacional sobre modelos. Apresentou-se também um conjuto de propriedades que RT- 
LOTOS satisfaz, e através de pequenos exemplos verificou-se a capacidade do formalismo em 
expressar os principais requisitos e mecanismos temporais encontrados em sistemas tempo- 
real, multimídia e protocolos de comunicação. Finalmente, apresentou-se uma representação 
alternativa da semântica de RT-LOTOS a partir dos grafos temporizados e discutiu-se sua 
utilização para a verificação. 
No próximo capítulo indica-se como o formalismo básico RT-LOTOS pode ser estendido 
para incorporar a passagem de valores e todos os outros recursos presentes na linguagem 
LOTOS Completa [ISO 88].
Capítulo III 
A Linguagem RT-L()T()S+ Completa 
Introdução 
Este capítulo tem dois objetivos maiores: estender o formalismo básico RT-LOTOS para 
incorporar a passagem de valores temporais e os dados; e apresentar alguns exemplos de 
especificação com a linguagem completa assim definida.
E 
Inicialmente, apresenta-se os conceitos básicos de um operador especial que permite o 
registro do tempo de espera de uma ação até a sua realização, isto é, o tempo medido desde 
o oferecimento de uma ação até a sua execução. Em seguida, este operador é incluído na 
semântica formal de RT-LOTOS, resultando assim, no formalismo chamado RT-LOTOS¬“. 
Em seguida, a atenção é centrada para a incorporação dos dados em RT-LOTOS, mais 
precisamente, da representação Act One em R'I`~LOTOS+. Tendo em vista a complexidade 
deste objetivo, a discussão sobre a introdução de dados é encaminhada da seguinte forma: 
inicialmente, apresenta-se um estudo sobre a introdução de passagem de valores simples em 
RT ~LOT OS para verificar o alto grau de independência entre os problemas de introdução de 
dados e introdução do tempo em LOTOS; em seguida, discute-se resumidamente o problema 
global de acoplamento de Act One a RT-LOTOS; efinalmente, apresenta-se a sintaxe da 
linguagem RT-LOTOS* Completa. Concluindo este capítulo, apresenta-se alguns exemplos 
de especificação de aplicações dependentes do tempo utilizando RT-LOTOS* Completa. 
III.1 De À:1:.f para aa:;E e aa:@t;E 
Nesta seção é introduzido no formalismo RT-LOTOS o operador aa:@t; E que permite reg- 
istrar o tempo que a ação a esperou até a sua ocorrência e passa-lo para o comportamento 
pós-fixado desta ação a. Este operador é necessário para poder representar situações onde o 
comportamento futuro depende de alguma condição temporal estabelecida sobre o instante 
de realização de uma ação ocorrida anteriormente. A introdução deste operador combinado 
com a passagem de valores, utilização de dados e de todos os operadores do LOTOS com- 
pleto dará ao modelo resultante um elevado poder de expressão. Esta seção é organizada 
da seguinte maneira: primeiro, apresenta-se a intuição na qual é baseado o operador em 
questão; e depois, apresenta-se a forma como esse operador é introduzido formalmente na 
semântica de RT-LOTOS. -
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III.1.1 a@t; E: Gravando o tempo de espera até a ocorrência da 
ação a 
No modelo Timed CCS, descrito em [Yi 91] Wang Yi introduz a interessante construção 
“a@t.E” que permite registrar em uma variável (no caso t) no processo E o tempo que a 
ação a teve que esperar desde seu oferecimento até sua realização. Desta maneira, é possível 
em Timed CCS utilizar a variável t para parametrizar outros construtores do processo E, 
isto é, o comportamento que segue à ocorrência de ação a. Nosso objetivo nesta seção é 
redefinir o atributo “@t” no contexto de RT-LOTOS. 
, 
Para bem entender a base da construção “a@t.E” do Timed CCS vejamos como Wang 
Yi o define [Yi91]: 
“Recorde-se do significado de um programa escrito através de À-termos, Àx. f. 
O programa espera uma entrada e quando o dado de entrada v é apresentado, 
ele computa o valor de f Isto motivou a construção ax.E do CCS com 
passagem de valores._ Similarmente, o agente oz:v.E está esperando por uma men- 
sagem no canal oz e quando uma mensagem U está disponível em cz, ele deve 
comportar-se como Note que o comportamento seguinte a oza:.E de- 
pende do conteúdo U da mensagem recebida, mas não do tempo no qual v esta 
disponível. Como enfatizado anteriormente, o comportamento futuro de um sis- 
tema tempo-real depende do tempo no qual um estímulo externo tal como uma 
mensagem chega. Assim, a construção oz:1:.E não é muito bem adequada para 
modelar Sistemas Tempo-Real. Para satisfazer este requisito, é introduzida uma 
variável extra t que grava o tempo de espera até que uma mensagem esteja 
disponível em oz. Usa-se oz:c@t.E para representar um agente que está esperando 
por uma mensagem no canal oz. Quando uma mensagem chega ele deve tornar-se 
E{v/11:, d/t} onde 
o v é o conteúdo da mensagem e 
0 d é o tempo de espera até que a mensagem estivesse disponível. 
Note que a informação de temporização sobre uma mensagem que chega 
também é considerada como parte da entrada. A idéia é estendida para a con- 
strução õzv.E de CCS e utiliza-se õw@t.E para representar um agente que está 
apto para entregar uma mensagem no canal oz. Quando o canal a estiver habili- 
tado, ele deve entregar U e tornar-se E{d/t} onde 
o d é o tempo de espera até que a mensagem 11 seja entregue. 
Quando o conteúdo de uma mensagem recebida não afeta o comportamento 
futuro do agente, ele pode ser ignorado. Isso é a sincronização pura do CCS. 
Utiliza-se 
oz@t.E 
para denotar um agente que esta esperando pelo seu ambiente para sincronizar 
em a e então tornar-se E[d/t] assim fazendo-o, onde d é 0 tempo de espera até 
. . _. ” qlle 3. S1I1CI`OI'11Z8.Ça.O OCOI'I`ã.. 
Concluindo a citação de Yi mostraremos a sua descrição de um cronômetro digital 
(utiliza-se a notação ozlv.E ao invés de õzv.E). ~
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S dg staTt.G 
G dä fw,zz:@ú.D(ú) 
dê-'f d1§splay!t.S'Ú f\ vb ç/ 
O cronômetro está sempre pronto para aceitar um sinal start e então espera por um 
sinal halt. Quando o sinal halt chega, o tempo de espera entre o start e o halt é exibido. 
III.1.2 RT-LOTOS+: Incorporando °a@t;E” em RT-LOTOS n 
O atributo @t é incorporado às prefixações em RT-LOTOS de maneira optativa possibilitan- 
do sua utilização apenas em casos onde ele for útil. Para isto, é necessário estender a sintaxe 
e a semântica formal de RT-LOTOS, definindo assim o que chamar-se-á de RT-LOTOS+. 
A sintaxe de RT-LOTOS+ é a mesma de RT-LOT OS, definida na seção II.1.2.1, exceto 
pelo enriquecimento desta por um novo tipo de prefixação [t1, t2]a@t; E. 
Para definição formal na semântica desta nova forma de prefixação precisa-se acrescen- 
tar às regras da semântica operacional de RT-LOTOS para a prefixação as quatro regras 
seguintes: 
1. __ 
a
' 
' ~ (d,`É É Dw) (Oz É ACÉZ) 
2. _ ---7-; (a 6 Act) 
[O, 0]a@t; E -› stop 
3. 
_ 
' 
d, ,ú D” 0 Ati 
[o,d+$}zz@ú;Ei›[o,zz]zz;E{ú+.s/z:} 
( S G 6” ) (ae C) 
'4. 
3 (s,d,d,t€D“es>0 E/lcti [d1+s,dz+s]a;E-›[d1,d2]a;E{t+s/t} 1 2 ) (a ) 
As regras 1 e 2 definem o comportamento deste tipo de prefixação no caso da evolução 
por ocorrência de uma ação a pertencente a Acti LJ Act* e as regras 3 e 4 definem o compor- 
tamento devido à progressão do tempo. 
A especificação do cronômetro digital citado anteriormente e que utiliza este novo op- 
erador num contexto onde RT-LOTOS"' seja definido com passagem de valores é dada por: 
Process Cronometro:= 
Start; 
ha1t©t; 
displaylt; 
Cronometro 
endproc
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No estado em que se encontra, a prefixação do tipo [t1,t2[a@t;E ainda não atinge a 
sua melhor utilização para especificação de processos pois ainda falta definir a passagem e 
utilização de valores em RT-LOTOS+; isto é tratado na próxima seção. 
III.2 Os dados em RT-LOTOS 
Esta seção trata da introdução dos dados em RT -LOTOSJ". O objetivo maior aqui é obter 
uma técnica de descrição formal completa como em LOTOS, isto é, que acopla a técnica de 
descrição de dados Act One com RT-LOTOS+. Porém, o acoplamento formal de Act One a 
RT-LOTOS* é extenso e complexo. Todavia, este acoplamento não difere substancialmente 
do que é feito formalmente para LOTOS na sua definição [ISO 88]. Desta forma, ao invés de 
definirmos um tal acoplamento (o que foge um pouco do objetivo principal deste trabalho - 
o tempo), preferiu-se estender RT-LOTOS com passagem de valores simples, e então veri- 
ficar informalmente que os dados representam uma dimensão ortogonal ao comportamento 
temporal. E desta forma, pretende-se evitar o tratamento formal da introdução dos dados a 
RT-LOTOS. A definição formal da sintaxe do RT-LOTOS* Completo encerra esta seção. 
III.2.1 Introduzindo passagem de valores simples em RT-LO- 
TOS* 
Esta seção é dedicada a discussão de como redefinir formalmente a semântica de RT-LOTOS* 
de maneira a obter um modelo com passagem de valores simples, ou seja, valores tomados 
de um único tipo de dados. Neste ponto, uma pergunta cabível é: porque não se considerar 
0 acoplamento de Act One ao invés de um modelo tão simples de dados? A resposta é 
que através da introdução de dados simples pode-se evidenciar (sem perda de generalidade) 
a partir da partir da construção do formalismo assim estendido que a problemática de in- 
trodução do tempo é essencialmente ortogonal com a problemática de introdução de dados 
em LOTOS, ou seja, são problemas não correlatos e independentes. Isto implica então que 
o problema de acoplar Act One a RT-LOTOS é muito próximo daquele do acoplamento 
desta linguagem de dados a LOTOS (exceto em algumas situações onde o dado tratado 
for o próprio tempo). Desta forma, tem-se fortes argumentos para não tratar formalmente 
neste trabalho o acoplamento de Act One a'RT-LOTOS, visto que apesar deste ser bastante 
complexo e extenso, este é já um problema bem resolvido [ISO 88]. 
Conseqiientemente, ao invés de apresentarmos uma redefinição completa da semântica 
de RT-LOTOS, optamos por uma discussão informal' de como aplicar, em RT-LOTOS, 0 
método proposto por Robin Milner [Milner 80, Milner 89] para a redefinição da álgebra de 
processos CCS num contexto de passagem de valores. Esta seçao é uma adaptaçao para 0 
contexto de_RT-LOTOS das seções correspondentes nas referências citadas anteriormente. 
Para simplificar a discussão, assumiremos que todos os valores são tomados de um 
conjunto de valores fixado V. Porém, utilizaremos nos exemplos valores tomados dos vários 
tipos de dados definidos (e definíveis) em LOTOS completo. O acoplamento da linguagem de 
definição de tipos de dados de LOTOS ao seu modelo de comportamento está completamente 
definida na norma [ISO 88] que define completamente o modelo LOTOS padrão.
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Um exemplo de RT-LOTOS com passagem de valores 
Para simplificar a discussão, iniciaremos mostrando em pequenos exemplos de RT- 
LOTOS com passagem de valores como estes podem ser reduzidos ao cálculo básico. Con- 
sidere o exemplo abaixo que corresponde à definição de uma célula de buffer com capacidade 
de armazenar um único elemento o qual é definida nas duas expressões de comportamento 
seguintes: 
C' dg 'm?x; C"(:I:) 
C"(:1:) 
dg 
outlzr; C' 
A constante C” é transladada em uma família de constantes CL, uma para cada valor de 
v G V. Analogamente, o prefixo de recepção parametrizado “out!x;” é transladada em uma 
família de prefixos de recepção “out,,;', um para cada valor de v G V. E assim, a definição 
da equação para C' torna-se uma família de equações de definição: 
`
\ 
` 
C',', 
dg 
out,,; C' (U G V) 
Ortogonalmente, o prefixo “z`n?x;' é transladado em uma escolha múltipla da forma 
Zmllllflvzll ~ -llmzzill ~ -- 
para uk E V, que denotaremos por []veVz`n,,, para refletir o fato de que ele pode aceitar 
qualquer valor de V como entrada, pois ele liga a variável ax. Assim, o uso de uma variável 
ligada :r em “z`n?x;” é substituído por uma escolha múltipla que oferece todas as possibilidades 
de x no conjunto V. A definição de C' torna-se: 
C dg- ll11€V7;n” 
Com a introdução de variáveis e valores nas expressões de comportamento de RT- 
LOTOS, pode-ser acrescentar facilmente ao modelo estruturas condicionais de maneira a 
possibilitar execuções condicionais de uma expressão de comportamento dependendo dos 
valores que variáveis assumem dentro das expressões. Em LOTOS [ISO 88], usa-se as ex- 
pressões guardadas para este fim. Um exemplo de tais expressões guardadas é dado a seguir. 
Neste exemplo, o processo P representa a recepção de um valor v E V e em seguida ativa o 
processo parametrizado Q(x) que por sua vez ativa o comportamento E se o valor entrado 
for diferente do valor c E V. 
P dg z`nput?x;Q(x) 
Q<z› def izâéci->E 
Para transladar estes processos para o cálculo básico é necessario redefinir o processo 
P como uma escolha múltipla, um termo da escolha para cada elemento v G V, como o 
processo C' do exemplo anterior. Por sua vez a translação do processo Q pode ser vista como 
uma definição condicional, por partes. Isto é, para cada valor 11 E V define-se um processo 
Q,, como:
g` 88 
Q âíf E se v 
= c ' 
” stop caso contrário 
Assim, expressões booleanas internas a uma expressão de comportamento tornam-se 
condições externas que descrevem membros de uma família indexada, neste caso a família 
que define as equações. 
Translação das expressões de comportamento de RT-LOTOS+ 
Passa-se a apresentar a translação como um todo. Inicialmente, recorde-se que 5 
representa o conjunto das expressões de comportamento geradas pelo modelo RT-LOTOS 
básico. Define-se agora o conjunto 5+ das expressões de comportamento do cálculo completo. 
Assume-se que para cada nome de expressão de comportamento A é atribuído um número 
inteiro, a aridade de A, representando o número de parâmetros que lhe são atribuídos. 
Assume-se também a existência de expressões de valor e e expressões booleanas b, cons- 
truídas a partir de valores de variáveis x,y, . _. junto com valores constantes U e todos os 
símbolos de operadores convenientes. Assim, 5+ é o menor conjunto de todos os nomes 
de expressões de comportamento parametrizadas do calculo A(e1, - - ~ , en) (com n < oo) e 
também as seguintes expressões, onde E, E', E,-, estão em 8+: 
1. stop - Inação 
2. exit - Término com sucesso 
3. lÊ1,Ê2l(.'L?$; E , l`É1,t2]CLl€; E , lÉ1,t2]Í; E , lt1,t2lG?$@Í; E , lÊ1,Ê2lCll€@t; E , 
[t1, t2]z'@t; E - Prefixações (a E Act) 
4. E[ ]E' - Escolha 
5. E |[L]|E' - Composição Paralela (Õ E L Ç Act) 
6. hide L in E, Ocultação (L Ç Act) 
7. E >> E' - Composição Sequencial 
8. E [> E' - Preempção 
9. E <L] {a1:Eí, - - - , a,,:E§,} - Preempção Temporal (L Ç Act) 
10. P[a1, - - - , an] - Instanciação de Processos 
11. [b] -> E - Expressão guardada 
Além disso, cada nome de expressão de comportamento A com aridade n tem uma 
equação de definição 
A(¿E,,...,xn) dáf E `
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onde o lado direito E não contém valores de variáveis livres exceto os xl, - - - ,:1:,, (que devem 
ser distintos). 
Na translação de 8+ para E , às situações onde expressões de comportamento não tenham 
variáveis de valores livres x, y, . . .. Se E E 8+ contém a variável 1: livre, então ela pode ser 
considerada como uma família de expressões E{v uma para cada valor constante v. A 
translação de 5+ para E baseia-se na idéia de que cada nome de ação no cálculo completo 
corresponda a uma família {l,, : 11 E V} de nomes de ações do cálculo básico. Assim, pensa-se 
em uma única ação com nome l como um conjunto de ações de nome l,,, uma para cada valor 
v G V. 
A translação será dada recursivamente na estrutura das expressões de comportamento. 
Para fazer isso, será necessário considerar apenas expressões de valor e e expressões booleanas 
b que não contém variáveis. Isto é devido a translação de uma Prefixação de entrada 
[t1, t2]a?:1:; E que substitui x por uma escolha múltipla sobre todos os valores v E V, elim- 
inando assim todas as ocorrências da variável de ligação x. Além disso, cada expressão de 
valor e será considerada como idêntica ao valor v de sua avaliação, e cada expressão booleana 
b como idêntica a um dos valores booleanos {t1§, ff 
Para cada expressão F 6 E+ sem variáveis de valor livre, sua forma transladada F E E 
é dada como segue: 
E Ê 
[t1, t2]a?x; E llvezav; 
'[t1,t2]ale; E ae; E A 
[t1, t2]a?x@t; E [],,EVa,¿@t; 
[t1, t2]a!e@t; E ae@t; E ' 
' U1, tgliz E 
Ei 1E' ri W ^ ~ 
E|[L]|E' E|[{l,, : Z E L,v 6 V}]|E' 
hz'dzL»mE àz'd@{z,zzeL,zzev}mÉ 
E >> F Ê >> É 
E [> F [> Ê ^ À 
E<L] {l1:Q1,---,l,,:Q,,} E<{L,-L: li G L,v G V}] {l1,,:Q1,---,l,,v:Q,,} 
Pll1›"'›lnl Plllu›"`›lnzzl 
E se b : U; ' 
[ l 
_> E 
{ stop caso contrário 
A(e1, - - - , en) Ae,,...,e,, 
U' 
Além disso, a simples equação de definição de uma constante A(š) d-4 E, onde :E = 
xl, - - -,:1:,,, é transladada em um conjunto indexado de equações de definição 
{A,, 
“áf E{íõ7õ} z õ é v"} 
Como um exemplo, suponha-se que V é o conjunto dos números naturais N, e considere 
a expressão de comportamento 
F E z`n?x; < 5] -> outlx; stop)
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Entao a translaçao é A 
' F E ll11€V'E'U 
onde as expressões E0, E1, - ~ - (uma para cada número natural) são dadas esquematicamente 
por « 
E :{ out,,;stop se U < 5 ” _ stop caso contrário 
Comentários: Embora longe de estar completa, a translação apresentada esquematiza 
com exatidão o procedimento básico a se realizar para redefinir formalmente o modelo RT- 
LOTOS+ com passagem de valores (de um único tipo) como extensão estrita de RT-LOTOS. 
Restaria ainda definir formalmente alguns outros aspectos existentes em LOTOS Completo 
tais como Escolhas Generalizadas, Predicados de Seleção, exit com passagem de valores e 
funcionalidades, a cláusula accept, etc. Porém, como pode ser verificado durante toda esta 
seção, não houve dificuldades maiores no estabelecimento da translação de RT-LOTOS* 
com passagem de valores para o modelo RT-LOTOS* Básico. Observe-se que em nenhum 
instante, a presença do tempo ou dos operadores temporais apresentados provocou dificul- 
dades para a translação (muito provavelmente, a única ressalva que se faria a esta afirmação 
seria com relação ao operador de escolha generalizada de LOTOS Completo, que exigiria 
um tratamento mais elaborado, mas também sem ocasionar um problema grave). Desta 
maneira, constatou-se que o acoplamento do tratamento de dados a RT-LOTOS (e também 
a outras extensões temporais de LOTOS) é um problema que não é agravado pelo tratamento 
do tempo no modelo. 
III.2.2 RT-LOTOS* e Act One
K 
O acoplamento da linguagem de tipos abstratos de dados Act One a RT-LOT OS, bem 
como a definição completa de seus operadores complementares é complexa e extensa; porém, 
ele não apresenta maiores dificuldades técnicas, e é muito similar ao que é feito na norma 
de definição de LOTOS [ISO 88] e em outros modelos com tempo, como por exemplo os 
descritos em [Leduc 94] e [Bolognesi 93]. Em resumo, o acoplamento de Act One a LOT OS 
(e também em extensões temporais deste) apesar de complexa é um problema já resolvido 
e completamente descrito na sua norma de definição [ISO 88], sua adequação a ambientes 
temporizados encontram-se também bem descritas em [Leduc 94] e [Bolognesi 93]. Desta 
maneira, esta questão não será abordada neste trabalho. 
Na seqüência, definiremos a sintaxe abstrata da linguagem de especificação formal RT- 
LOTOS+ Completa, e descreveremos informalmente os operadores desta linguagem que não 
estão presentes em RT-LOTOS. 
III.2.3 A sintaxe de RT-LOTOS* Completa 
Os termos da sintaxe de RT-LOTOS* Completa são gerados pela seguinte BNF: 
E ::= stop (* inação *) 
| 
exit 
I 
em`t(e1, - - -,en) (* terminação com sucesso *)
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. g;E 
| 
g?:1::s;E 
| 
gle;E 
| 
t;E 
| 
[tl,t2]t@t;E 
E[]E' 
EllLl|E' 
| 
EHIE' 
| 
ENE' 
h'¿deLinE 
E>> E' 
| 
E>> acceptxlzsl,---,xn:snE' 
[b] -> E 
E[> E' 
E<L]{al:Eí,-~-,an:E;,} 
p[n1,...,nn](e,,...,em) 
letxlzsl=el,---,xn:sn=enmE 
choice am [al,---,an][]E 
| 
choz'cea::s[]E 
f 
_X:f`×Íz_X:f_×:z 
azzšzzàzzazz-az,-az 
prefixação *) 
escolha *) 
composição paralela *) 
ocultação *) 
composição seqüencial 
guarda 
preempção *) 
preempção temporal *) 
instanciação de processos *) 
definição local *) 
escolha generalizada *) 
*› 
'àš 
Onde as seguintes convenções foram adotadas: 
os e, el, - - - , en, e,n denotam expressões de valor, 
0 b denota uma expressão booleana, 
os a, al, - - - ,an denotam ações (identificadores de portas), 
L é um conjunto de ações da forma L = {al, - - - ,an}, 
os g”s denotam abreviaturas de ações dos seguintes tipos: a(E [0, tola), ou “[tl, tzla”, ou 
°a@t', ou “[tl,t2]a@t°, 
os s, sl, - - - , sn denotam identificadores de tipos (sorts), e 
os Lt, xl, - - - , :rn denotam identificadores de valores. 
A seguir apresenta-se uma curta descrição informal sobre os operadores de RT~LOTOS+ 
Completa que ainda não foram tratados anteriormente. _ 
E >> accept xl : sl, - -' -,:1:n : sn E' : A composição seqüencial possibilita a passagem 
de valores do processo E para o processo E' . Os valores a serem passados de E para 
E' são descritos num operador exit com uma lista de parâmetros como mostrado em 
seguida. 
ea:z't(el, - - - , en): A terminação com sucesso com uma lista de expressões é que indica 
que valores devem ser passados para um outro processo numa composição seqüencial. 
[b] - > E: Qualquer expressão pode ser precedida de um predicado chamado guarda. 
A interpretação é a seguinte: se o predicado é verdadeiro então o comportamento 
descrito por E é possível, e se o predicado é falso, então a expressão como um todo é 
equivalente a um stop. u 
let xl : sl = el,---,mn : sn = en in E: Como ressaltado pela sintaxe, este ope- 
r-dor permite realizar atribuições de valores à variáveis dentro de uma expressão de 
comportamento E. 
choice a in [al, - - -,an]{ ]E ou choice ac : s[ ]E: Este operador de escolha permite 
generalizar o operador de escolha ordinário. No primeiro, caso a escolha é realizada 
sobre um conjunto de ações, enquanto no segundo, a escolha dá-se sobre o domínio de 
valores especificado por s.
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III.3 Representações de aplicações dependentes do 
tempo em RT-LOTOS+ Completa 
Esta seção é dedicada a representação de algumas aplicações dependentes do tempo na 
linguagem RT-LOTOS+ Completa e também a uma comparação entre a formas de represen- 
tação de alguns mecanismos temporais clássicos nesta linguagem e na linguagem ET-LOTOS 
[Leduc 94] (descrita na seção I.3.3) proposta para padronização da extensão temporal de LO- 
TOS. Esta comparação se faz necessária devido ã alguns pontos em comum existentes nessas 
duas linguagens. Em todos os exemplos desta seção se utilizará uma sintaxe simplificada, 
omitindo-se os “process” e os “endproc” no inicio e fim dos processos. 
Objetivando isenção na comparação a ser realizada a seguir, optou-se pela adoção dos 
mesmos exemplos usados em [Leduc 93] como exemplos base para representação em RT- 
LOTOS+ Completa. Assim, utilizar-se-ão os exemplos mais significativos descritos naquela 
referência para evidenciar as características a serem comparadas. 
~ ~ III.3.1 Representaçoes de operaçoes temporais de base e com- 
paração entre RT-LOTOS e ET-LOTOS 
Exemplo 1: Temporização A temporização (correspondente ao exemplo da figura 1 em 
[Leduc 93]) é um mecanismo temporal simples utilizado freqüentemente em protocolos de 
comunicação. Numa situação simplificada analisa-se por exemplo o comportamento de um 
emissor e constata-se a seguinte situação: após a emissão de uma mensagem, ele fica disposto 
a esperar uma confirmação durante um certo tempo, ou a reenviar sua mensagem após este 
mesmo tempo. 
Em RT-LOTOS, tem-se duas maneiras alternativas para especificar este mesmo compor- 
tamento (ambas mais simples que a equivalente em ET-LOTOS que deve usar um operador 
de limitação de oferta na ação Ack). A primeira delas usa uma composição do operador 
de escolha com um retardo de waiting-time unidades de tempo na ação interna i como 
abaixo:
_ 
SAFE:= R.eq?s:SDU; SEND(s) 
SEND(s):= Send!s; (Ack; SAFE 
[1
E 
[waiting-time]i;SEND(s)) 
E a segunda é baseada no operador de preempção temporal <Ack]. 
SAFE = neq?szsDU; sEND(s) 
sEND(s) = sendis; ([0,wa1z1ng-time]A¢k; SAFE 
<A¢k]
` 
sEND(s)) 
Exemplo 2: Escolha com temporizações diferentes Neste exemplo (correspondente 
ao da figura 2 em [Leduc 93]) deseja-se descrever um processo, chamado de SP, que pos-
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sibilite a realização de uma escolha entre dois processos diferentes ACCEPT-EXP-DATA, e 
ACCEPT-DATA, sendo que são impostos retardos diferentes antes das ações iniciais de cada um 
deles; ou seja, um retardo small_delay para o primeiro processo e um retardo high_delay 
para o segundo. Assim, as ações iniciais do processo ACCEPT-EXP-DATA serão oferecidas 
(high_delay - sma11_de1ay) unidades de tempo antes que as do processo ACCEPT-DATA. A 
escolha entre a realização de um ou de outro processo só deve ser resolvida no instante de 
realização de uma primeira ação de um ou de outro processo. Após a execução de qualquer 
um dos dois processos, o comportamento que deve seguir é o relançamento do processo SP. 
RT-LOTOS não possui um operador de imposição de retardos sobre processos como 
ET -LOTOS, e devido a este fato o comportamento de SP descrito a seguir, em RT-LOTOS, 
é mais complexo que o seu correspondente em ET-LOTOS apresentado em [Leduc 93]. 
SP:= [sma11_delay]i; ACCEPT-EXP-DATA >> SP 
[1 _ 
[high_delay - small_delay]i; (ACCEPT-DATA >> SP 
E] 
ACCEPT-EXP-DATA >> SP) 
Exemplo 3: Isocronismo com tratamento de exceção em caso de faltas O isocro- 
nismo é um mecanismo que exige que os eventos ocorram em instantes de tempo precisos. 
Neste exemplo (correspondente ao exemplo da figura 4 em [Leduc 93]), deseja-se especificar 
um processo que só aceita as primitivas DataReq em instantes precisos, espaçados regular- 
mente no tempo. Além disso, deseja-se também incorporar um mecanismo de recuperação 
em caso de impossibilidade de realização da ação oferecida Data.B.eq. 
Em RT -LOTOS pode-se especificar mecanismos de recuperação com muita simplicidade. 
O comportamento descrito acimaçpode ser especificado como: 
ISOCHRONUUS:= [period]i;([0]DataReq;ISOCHRDNOUS 
[1 
1s0cHRoNoUs> 
01.1 COIIIOZ
ç 
ISUCHRONOUS:= [0]DataReq;ISUCHRONOUS - 
I I í 
[peri0‹1]1;IsocHRoNoUs 
ou ainda usando o operador de preempção temporal, que parece o mais natural para um 
usuario expressar uma exceção, e que é mais legível. 
ISUCHRONDUS:= [peri0d]DataReq;ISOCHRONUUS 
<DataReq] 
ISOCHRONOUS
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Deve-se destacar a naturalidade desta última forma de representação que mostra a 
facilidade do uso de RT-LOTOS. 
Exemplo 4: Retardo não determinista ou aleatório Neste exemplo (correspondente 
ao exemplo 5 em [Leduc_93l) objetiva-se especificar em um processo um retardo aleatório 
dentro de um intervalo [mim ma:z;]. 
TRANSM:=DataReq?s:SDU; [min,max]i; DataInd!s; stop 
Como no exemplo 1, a forma de representar a situação acima é mais simples em RT- 
LOTOS pois não necessita usar operadores de atraso e um limitador de oferta como em 
ET-LOTOS. 
Exemplo 5: “Watchdog”: Escolheu-se para ilustrar este mecanismo o procedimento 
de entrada em uma sessão '(logz`n). O exemplo a seguir descreve então uma rotina básica 
de entrada em uma sessão tal qual descrito na figura 6 em [Leduc 93]. O sistema solicita 
do usuário a introdução do seu nome e senha em menos que logtime unidades de tempo. 
Em caso de ultrapassagem do tempo ou de senha incorreta, o sistema é reiniciado, senão o 
sistema aceita a solicitação. O usuário pode realizar várias tentativas de entrada em sessão, 
mais o tempo total destas tentativas não deve ultrapassar a maxt ime. Observe-se que desta 
forma, existem dois watchdogs parametrizados por logtime e maxtime. Este processo pode 
ser especificado em RT-LOTOS como: 
SESSION := ` 
(LOGIN-PROCEDURE [> [maxtime]i;Stop) >> SESSION-PHASE 
where 
LOGIN-PROCEDURE :=
_ 
PHASE1 >> accept bzbool in 
([b] -> exit) [J ([n‹›1z(b)] -> LUGIN-PRDCEDURE) 
where ` 
PHASE1 := 
prompt?log:1ogin; prompt?pwd:password; exit(correct(log,pwd)) 
[> [1ogtime]i; PHASE1) v 
As representações são similares nos dois formalismos, sendo que no caso de ET-LOTOS 
utiliza-se o operador de atraso e uma ação interna enquanto RT-LOTOS usa somente a ação 
interna temporizada para representar os watchdogs. r 
Exemplo 6: Temporização simétrica Este exemplo (correspondente ao exemplo 13 em 
[Leduc 93]) consiste em sincronizar dois processos onde cada um deles: 
o executa tarefas próprias de duração desconhecida (representadas respectivamente pelas 
ações dl e d2);
'
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0 propoe ao outro de se sincronizar (via a açao sync a partir do instante em que isso 
seja possível (isto é, desde que o outro esteja pronto); 
0 nao está disposto a esperar pelo outro processo mais do que um certo tempo (respec 
tivamente to1 e to2). 
A versão RT-LOTOS deste comportamento é dada por: 
SYMETRICAL_TIMEUUT[d1 ,d2] (toi ,to2 : time) := 
PRUCESS[d1 ,sync] (toi) I [sync] I PROCESS [d2, sync] (to2) 
where 
PROCESS [d,sync] (t ztime) := d; [0,t] sync; PRUCESS [d,sync] (t) 
A especificação acima é mais geral que a sua correspondente em ET-LOTOS, visto que 
este formalismo requer na sua semântica de sincronização que as ações sincronizáveis sejam 
ocultadas pelo operaror hide para se obter a urgência na realização desta. 
Diferenças básicas entre RT-LOTOS e ET-LOTOS: Concluindo esta seção, se apre- 
sentará uma sinopse das principais diferenças entre as linguagens de especificação formal RT- 
LOTOS e ET-LOTOS [Leduc 93] do ponto de vista da representação de elementos temporais 
de base. 
A primeira diferença básica entre essas duas linguagens é que em RT~LOTOS a própria 
ação é temporizada e possue um intervalo temporal de possibilidade da sua realização que 
lhe é diretamente associado, enquanto em ET-LOTOS existem dois conceitos alternativos 
para representação da temporização: um operador de retardo At que prefixa retardos a 
processos em t unidades de tempo (por exemplo, a expressão Ata; E representa um processo 
que inicialmente é retardado por t unidades de tempo e, após isto, transforma-se no processo 
a; E), e um parâmetro d que é pós-fixado às ações representando o tempo que a ação fica 
disponível para ocorrer. Outra característica de ET-LOTOS é que a realização de uma 
operação A* é invisível e não decide a escolha entre processos. 
A segunda diferença basica entre RT-LOTOS e ET-LOTOS é que na primeira linguagem 
as operações de hide e de sincronização de ações são urgentes, isto é, têm prioridade em 
relação às ocorrências de ações de progressão do tempo (ocorrem tão logo sejam possíveis). 
Em ET-LOTOS somente as operações com hide são urgentes. Desta maneira, para se mode- 
lizar em ET-LOT OS um processo com ações a sincronizar (como por exemplo o processo a;E 
I [a] I b; a;F) é necessário aplicar um hide antes da operação de sincronização propriamente 
dita (ex.: hide a in (a;E I [a] I b;a;F)) o que consideramos uma limitação substancial de 
ET-LOTOS, visto que isto faz com que toda sincronização fique obrigatoriamente confinada 
no interior do hide. Em RT-LOTOS não existe esta limitação à sincronização e a situação 
anterior pode ser modelada como o processo a;E I [a] I b;a;F. 
A terceira e mais importante diferença entre essas duas linguagens reside no fato de RT- 
LOTOS possuir um operador de tratamento de exceções temporais que simplifica enorme- 
mente a representação de situações de recuperação de faltas ocasionadas por violações de 
restrições temporais impostas para uma aplicação. Por outro lado, ET,-LOTOS não possui 
nenhum operador que tenha uma funcionalidade parecida.
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Em virtude dessas três diferenças básicas pode-se afirmar que RT-LOTOS permite repre- 
sentar as operações temporais de base de forma mais simples e mais natural que ET-LOTOS; 
os exemplos de representações destas em RT-LOTOS anteriormente apresentados e sua com- 
paração com as representações em ET-LOTOS mostradas em [Leduc 93] corroboram esta 
afirmação. A seguir destacam-se algumas situações que ilustram nos exemplos anteriores a 
comparação feita. 
No exemplo 1, a representação em RT-LOTOS exige que apenas um lado da operação 
de escolha seja temporizado com 0 tempo “waiting-time”, enquanto na representação em 
ET-LOTOS é necessário a temporização em ambos os lados da operação de escolha, o que 
nos parece um pouco contra-intuitivo. Ainda no exemplo 1, uma alternativa de representação 
da temporização em RT-LOTOS utiliza o operador de tratamento de violações temporais, 0 
que torna essa representação bastante elegante e compreensível. 
No exemplo 4, para se representar um retardo aleatório, ET-LOTOS requer a com- 
binação do operador A* com a ação interna i. Enquanto em RT-LOTOS apenas a ação 
interna z' temporizada é requerida. Esta mesma situação é encontrada para a representação 
do watchdog no exemplo 5. 
O exemplo 6 mostra a fragilidade do operador de composição paralela e sincronização 
de ET-LOTOS. Para representar esse exemplo nesta linguagem é necessario a utilização do 
operador hide para tornar urgente a sincronização. Em contrapartida, esta necessidade não 
existe em RT-LOTOS; ' 
Entretanto, o exemplo 2 exibe a única situação onde a representação do processo em 
ET-LOTOS é mais simples que a representação em RT-LOTOS. Contudo, a situação exem- 
plificada nos parece bastante singular e de pouca aplicabilidade prática. 
~ «- 
III.3.2 Exemplos de representaçao de construçoes temporais para 
aplicações multimídia 
Nesta subseção são descritos alguns exemplos de especificações características de aplicações 
multimídias; estes exemplos são similares àqueles apresentados em [Leduc 93]. 
Isocronismo - Variante Retoma-se mais uma vez o mecanismo de isocronismo do exem- 
plo 3 (seção III.3.1, página 93) mas com uma variação: substitui-se o oferecimento pontual 
de uma ação a por um oferecimento por d (d < period) unidades de tempo, e impõem-se de 
compatibilizar os oferecimentos bem sucedidos e os não realizados a fim de poder adaptar 0 
período. A função new não detalhada aqui realiza o cálculo do novo período. 
Como em RT-LOTOS a expiração de um intervalo de tempo atribuído a uma ação 
(violação temporal da ação) não decide uma escolha, então, o comportamento descrito acima 
pode ser representado neste formalismo como:
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behaviour ISOCHRONOUS(0,0,period,O) where 
ISOCHRONDUS(sucessful,unsucessfu1,period,t1):= 
([period-ti, period-t1+d]a@t; ISOCHRONOUS(sucessful+1,unsucessfu1, 
new(period,sucessful,unsucessful),t) 
[1 
ISOCHRONOUS(sucessfu1,unsucessful+1, 
new(period;sucessful,unsucessful),0)) 
A representação deste comportamento em RT-LOTOS não difere substancialmente da 
correspondente em ET -LOTOS; a diferença básica é que na prefixação da ação a utiliza- 
se aqui um intervalo temporal para representar a restrição de tempo imposta a esta ação, 
enquanto que na representação em ET-LOTOS utiliza-se o operador de retardo A e mais o 
redutor de vida de ações para esta restrição de tempo. E em vista disso, a especificação em 
RT-LOTOS parece mais simples. 
Controle de “Jitter” O controle de jitter sobre o retardo de transmissão é um requisito 
bastante típico dos serviços fornecidos em aplicações multimídia. Estas aplicações não podem 
tolerar variações muito grandes sobre esses retardos. Abaixo é descrito em RT-LOTOS um 
processo encarregado de controlar o jitter e de iniciar a desconexão no caso de um desvio 
muito elevado. Supõe-se que este processo controlador receba as informações sobre cada 
retardo de trânsito (medido por um outro processo) no ponto de interação control e que 
ele inicie a desconexão por Disclnd. Mesmo não contendo nenhuma restrição temporal este 
processo ilustra bem este tipo de problema. 
JITTER-CUNTROL:= 
Contr01?t:time; JITTER-CONTRUL2 (t,t) 
where 
JITTER-CDNTROLZ(tmin,tmaxztime):= 
Contro1?t:time; 
([max(t,tmax)-min(t,tmin) É maxjit] -> 
JITTER-CUNTROL2(min(t,tmin),maX(t,tmaX)) 
[1
u 
[max(t,tmax)-min(t,tmin) > maxjit] -> Disclnd; stop) 
A representação deste processo é análoga à sua correspondente em ET-LOTOS. 
Sincronização entre um emissor e um temporizador Uma outra situação comum a 
representar em aplicações multimídia é a sincronização entre uma entidade emissora e um 
temporizador. O comportamento que se deseja modelizar é o seguinte: tem-se um processo 
Timer que realiza a função de temporização e que deve interagir com um processo emissor 
Sender em três pontos de interação: set (para armar a temporização), reset (para parar 
a temporização) e timeout para indicar o fim da temporização. A representação de tal 
comportamento em RT-LOT OS pode ser escrita como:
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~SYSTEM:= 
hide set, reset, timeout in (SENDER 
I[set,reset,timeout]I 
TIMER) 
where ` 
SEND1-:R z= r‹-zq?szs‹1u; sENDEn2(s> 
SENDER2(S2sdu) :=
_ 
send!s; setlwaiting-time; (ack; reset; SENDER 
[1
_ 
timeout; SENDER2(s) 
TIMER:= set?t:time; (reset; TIMER 
[1 
[t]i; timeout; TIMER 
A diferença básica entre esta especificação e a sua correspondente em ET-LOTOS é que 
aqui utiliza-se a temporização da ação z' no processo TIMER enquanto que em ET-LOTOS 
utiliza-se o operador de retardo A para este fim, o que implica no mesmo nível de comple- 
xidade para a expressão desse comportamento. 
Ressincronização de componentes de um fluxo multimídia O exemplo a seguir trata 
da ressincronização de um fluxo multimídia (voz e imagem). O comportamento desejado é 
composto de dois processos paralelos onde cada um gera uma componente do fluxo (a voz 
ou a imagem). Cada processo é suposto receber um fluxo de frames quase-isócrono (isto é, 
isocrono a menos de um jitter) e reenviar este fluxo de maneira completamente isócrona. 
Para realizar isso, introduz-se um retardo igual ao jitter máximo. De qualquer maneira, se 
o jitter do fluxo de entrada é tal que um frame se faz esperar por muito tempo, então o 
processo não poderá sincronizá-lo e sinaliza um erro. 
~ Uma versão R'Í`-LOTOS da especificação desse comportamento pode ser escrita como: 
SYNC-CONTROL[soundrec,videorec,out1,out2,errosignal]:= 
((CONTROL[soundrec,out1](sound,speriod,sjitter) [> exit(video)) 
III 
(CONTROL[videorec,out2](video,vperiod,vjitter) [> exit(sound)) 
) >> accept errzersource in errorsigna1!err; stop 
where , 
CONTROL[r,s](erszersource, per, jit:tíme):= 
[0,jit]r@t; [jit-t]s; [per-jit]i; CONTROL[r,s](ers,per,jit) 
[1 
[jit]i; exit(ers) 
As diferenças básicas entre esta especificação e a sua correspondente em ET-LOTOS 
é que na prefixação das ações com restrição de tempo utiliza-se, na especificação em RT- 
LOTOS, intervalos temporais representando estas restrições, enquanto que na representação 
em ET-LOTOS utiliza-se 0 operador A “e mais 0 redutor de vida de ações nestas situações. 
As diferenças básicas entre esta especificação e a sua correspondente em ET -LOTOS é
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que na prefixação das ações com restrição de tempo utiliza-se, na especificação neste formalis- 
mo, o operador A e mais o redutor de vida de ações representando estas restrições, enquanto 
que na representação em RT-LOTOS uti1iza~se intervalos temporais nestas situações, o que 
é mais simples. 
Concluindo esta seção, pode-se afirmar, em vista as especificações apresentadas nos 
parágrafos anteriores, que RT-LOTOS* é também uma linguagem bem adaptada para es~ 
pecificação de aplicações multimídia. 
III.4 A representação de alguns problemas clássicos 
_ em RT-LOTOS+ Completa 
Nesta seção são apresentados três exemplos de sistemas dependentes do tempo representados 
em RT-LOTOS: um escalonador time-Slice [Yi‹91], o algoritmo de sincronização de lábios 
[Regan 93] e o protocolo do bit alternante [Garavel 89]. Escolheu-se exemplos simples das 
três áreas de aplicações visadas neste- trabalho: sistemas tempo-real, sistemas multimídia e 
protocolos de comunicaçao. 
III.4.1 Um escalonador time-slice 
Nesta seção apresenta-se a especificação em RT-LOTOS de um escalonador time-slice no 
qual o tempo intervém. O exemplo tratado aqui é uma adaptação daquele apresentado em 
[Yi 91] o qual, por sua vez, é uma variante do escalonador apresentado em [Milner 89]. 
A especificação informal do escalonador é dada a seguir. Um número fixo de processos 
compartilham o uso de uma CPU. Para cada processo é atribuído um intervalo de tempo 
chamado seu quantum, durante o qual é permitido que ele utilize a CPU. Se o processo não 
conclui sua execução (job) no fim do seu quantum, a CPU é tomada dele e passada para o 
próximo processo. Se o processo termina sua execução antes do término do seu quantum, a 
CPU é passada diretamente para o processo seguinte. 
Detalhando o algoritmo, assuma-se que n processos P, compartilham uma CPU e que 
o quantum para todos os processos é igual a quantum. O escalonador aloca a CPU para os 
processos em uma ordem cíclica iniciando com P1 e então P2 . . . etc. Cada processo P, obtém 
a CPU pela realização de uma ação begin,-. Quando P, obtém a CPU, é permitido que ele 
se execute por quantum - t unidades de tempo, onde t é o retardo entre o instante de tempo 
quando a CPU está disponível para P, e o instante de tempo quando a solicitação é feita por 
P,~. Se no final deste intervalo de tempo o processo continua em execução, então a CPU lhe 
é retirada pela realização da ação susp, e dada ao próximo processo P¿+11. Então o processo 
P, é suspenso para esperar até o próximo time slice. Se P, concluiu sua execução antes do 
intervalo de tempo expirar, então ele deve informar isto ao escalonador pela realização da 
ação end,~, e assim, a CPU é comutada diretamente para P,~+1. 
Quando P, não está sendo executado, ele fica em dois estados possíveis: passivo ou 
suspenso. Se P, iniciou uma execução então ele é suspenso; no outro caso ele é passivo. 
Se um processo passivo não faz uma solicitação da CPU, pela realização da ação begin,-, 
1Assume-se a que a soma dos índices é calculada módulo n.
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em tmax (tmax < quantum) unidades de tempo, entao a CPU é comutada para o processos 
P,~+1. Um processo suspenso P, pode ser despertado pela realização de uma ação assigi e 
permitido rodar por quantum unidades de tempo. . 
Na especificação RT-LOTOS apresentada a seguir assume-se que existem n processos a 
serem escalonados. nproc § n denota um número índice do processo. nproc é incrementado 
a cada vez que 0 escalonador passa a CPU para outro processo através de uma adição módulo 
n. Outras notações utilizadas são: 
0 quantum: denota a quantidade de tempo (time slice) que os processos podem ocupar 
a CPU quando são escalonados. 
o tmax: denota o tempo máximo que é aguardado por um processo nproc passivo para 
solicitar a CPU (realização de uma ação begin!nproc, se isto não ocorrer até este 
tempo a CPU é dada ao processo nproc+1. 
o suspended: denota o conjunto dos processos que estão suspensos pelo escalonador. 
suspended não é definido formalmente na especificação a seguir, mas assume-se que 
ele seja um type ACT ONE com uma estrutura de conjunto, munido das operaçoes de 
inclusão +, de exclusão -, e de um predicado booleano de pertinência “in”. 
0 Os_ significados das ações usadas na especificação do escalonador são: 
1. beginlnproc: o processo de número nproc inicia sua execução e adquire a CPU. 
2. end!nproc: o processo de número nproc completa sua execução corretamente e 
libera a CPU. 
V 3. susp!nproc: é tomada a CPU do processo de número nproc e também este 
processo é suspenso. 
4. assig!nproc: o processo de número nproc é despertado e a CPU é atribuída 
para ele. 
A especificação do escalonador é dada a seguir. Observe-se que para funcionar cor~ 
retamente o escalonador deve ser inicializado com valores de parâmetros nproc = 1 e 
suspended = (Ô e conseqüentemente Scheduler(1. (Ô).
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process Schedu1er(nproc:integer, suspendedzset): noexit := 
[nproc in suspended] -+ WaitForReq(nproc,suspended) 
[1 
[not(nproc in suspended)] -+ WakeUp(nproc,suspended) 
where 
process WaitForReq(nproczinteger, suspended:set): noexit := 
begin@t!nproc; Run(nproc, quantum-t, suspended+nproc) 
[1 
A 
[tmax]i; Scheduler(nproc+1 MOD n, suspended) 
where ' s 
process Run(nproc:integer, time_slice:time, suspended:set): noexit := 
endlnproc; Scheduler(nproc+1 MOD n,suspended-npro) 
[1 
[time_slice]i; Suspend(nproc,suspended) 
where 
process Suspend(nproc:integer, suspended:set): noexit := 
susplnproc; Scheduler(nproc+1 MOD n, suspended) := 
endproc 
I
* 
endproc 
endproc 
process WakeUp(nproc:ínteger, suspended:set): noexit := 
assig!nproc; Run(nproc, quantum, suspended) := 
endproc 
endproc ' 
Observe-se que dois operadores temporais de RT-LOTOS foram cruciais para o estabe- 
lecimento da especificação: a prefixação temporal e a prefixação temporal estendida com @t 
que permite o_ registro do tempo de espera até a ocorrência de uma ação, no caso a ação 
begin. 
III.4.2 Algoritmo de sincronização de lábios 
Esta seção é dedicada a apresentação de um exemplo clássico na área de aplicações mul- 
timídia: o algoritmo de sincronização de lábios. Este algoritmo tornou-se uma referência 
como exemplo de aplicação multimídia devido a sua descrição em [Regan 93] e [Blair 93] 
onde os autores apresentam especificações deste algoritmo em extensões temporais de LO- 
TOS. Os requisitos que são apresentados' abaixo para este algoritmo foram sumariados destas 
referências. A granularidade do tempo usada neste exemplo será 0 mili-segundo. 
III.4.2.1 Requisitos funcionais do algoritmo 
Os requisitos funcionais do algoritmo de sincronização de lábios são os seguintes [Blair93, 
Regan 93]: 
_
~ 
0 Som: A trilha sonora consiste de som digital com amostragem de 12MHz. Isto é 
dividido em entradas onde cada uma delas contém 400 amostras de maneira que um
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pacote deve ser apresentado a cada 30ms. Nao admite-se jitter no fluxo sonoro, sendo 
que imprescindivelmente uma entidade sonora deverá ser apresentada a cada 30ms. 
É t+ É + É “I” tz tempg 
I I 
I 
I 
I 
I 
I
_
I 
Sm) Sm + 1) s(k): pacotes de som 
Imagem: O fluxo do vídeo tem uma taxa de 25 quadros por segundo ou um quadro 
a cada 40 ms. Diferente da preparação do fluxo de som, os dados de vídeo envolvem 
maior processamento (descompactação, por exemplo) e o tempo que isto toma não 
pode ser garantido especificamente. Ou seja, pode existir um jitter, podendo ser neste 
caso igual a :t5ms, isto é o tempo mínimo após a apresentação de um quadro de vídeo 
e antes da apresentação do próximo quadro deve ser de 35ms, e o tempo maximo após 
a' apresentação de um quadro de vídeo e antes da apresentação do próximo quadro 
deve ser de 45ms. ' 
É É + 10 É 'I' É + t+ tz tempg 
I | 
I 
I 
I 
I 
I i
_
I 
Um) . U(n _¡_ 1) v(k): pacotes de video 
Sincronização do som e da imagem: Os requisitos impostos para que o sincronismo 
do som com a imagem seja considerado satisfatório são: 
- O quadro de vídeo pode atrasar-se com relação ao som associado em até 150ms. 
- O quadro de vídeo pode preceder o seu som associado em até metade do incre- 
mento do som, isto é 15ms. ' 
:-10 t t+1o :+20 :+30 z+14o t+15o tempo 
.J | | I | | 
~ 
I I *+*t 
s(n) I s(n +1) s(n + 5) pacotes de som 
I I I 
» III ~ 
Mm) pacotes de vídeo 
faixa de sincronização 
admissível 
onde s(n) é o pacote de som associado ao pacote de vídeo v(m). 
III 4.2.2 A estrutura da especificação do algoritmo de sincronização de lábios 
A figura III.1 mostra a estrutura geral da especificação, LIP_SYNC, em RT-LOTOS do algo- 
ritmo de sincronização de lábios. Esta figura mostra duas fontes de dados, cada uma das quais
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comunica-se com seu próprio gerenciador quando um item de dados está disponível (através 
de s_avai1, v_avai1). Quando estão prontos, os gerenciadores sinalizam ao controlador 
geral (CONTROLLER) (através de s_ready, v_ready) e esperam por um sinal de ok (ok_s, 
ok_v) antes de solicitar ao dispositivo de apresentação que apresente o dado (s_present, 
v_present). Finalmente, o dispositivo de apresentação (monitor, display) responde com um 
reconhecimento (s_presented, v_presented) quando o item de dado foi apresentado com 
sucesso. 
Sound _ _ _ _ _ _ _ _ _ _ _ _ _ Video 
Source 
_ 
Source 
© © 
""I 
I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I 
..J 
s_present s_presented v_present 
s_avai1 
_ 
V V-Present ed v_avail 
` SDUND_ VIDEO- 
MANAGER MANAGER 
s_ready ¢.k_5 °k_v v_ready 
CUNTROLLER 
SYNCHRONIZER 
S_TIMER V_TIMER Algoritmo 
LIP_SYNC 
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Figura III.1: Estrutura geral do algoritmo de sincronização de lábios 
Neste sistema, é o controlador (CONTROLLER) que tem a tarefa de manter a sincronização 
de lábios entre o som e a imagem. 
III.4.2.3 Especificação do algoritmo LIP_SYNC em RT-LOTOS 
Esta subseção é dedicada a apresentação de uma especificação em RT-LOTOS do algo- 
ritmo de sincronização de labios. A especificação aqui apresentada é uma adaptação para 
RT-LOTOS da versão correspondente deste algoritmo descrito em Temporal LOTOS apre- 
sentada originalmente em [Regan 93] (e resumido na seção I.3.3). Da mesma maneira que na 
adaptação para LOTOS deste algoritmo apresentada em [Blair 93], preserva-se aqui toda es- 
trutura original do algoritmo de maneira a permitir uma eventual comparação direta dessas 
três representações. . 
Com o objetivo de tornar as especificações mais legíveis, se omitirá a especificação das 
listas das portas usadas nas definições dos processos quando elas forem evidentes. 
A especificação do algoritmo LIP_SYNC em RT-LOTOS de acordo com a estrutura da
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figura III.1 é mostrada a seguir. 
process LIP_SYNC:= 
hide s_ready,v_ready, ok_s,ok_v in 
((SOUNDJMANAGER III VIDEO_MANAGER) 
I [s_ready,v_ready,ok_s,ok_v] I 
CONTROLLER 
endproc 
Os processos SDUND_MANAGEB., VIDEU_MANAGER e CONTRULLER serão definidos nas próximas 
subseções. 
III.4.2.3.1 Definições de SOUNDJVIANAGER e VIDEILMANAGER . 
Inicia-se pela definição de um gerenciador de fluxo genérico que será instanciado para se 
obter os gerenciadores de fluxo do som (SOUND_MANAGER) e da imagem (VIDEILMANAGER). 
process MANAGER[avail,ready,present,presented,ok] noexit:= 
avai1;ready;ok;
u 
MANAGERnLO0P[avail,ready,present,presen£ed,ok] 
endproc 
process MANAGER_LOOP [avai1,ready,present,presented,ok] noexit:= 
present-; (avail;exit III presented;exit) >> 
ready;ok;
_ 
MANAGEILLDOP [avail , ready ,present , presented , ok] 
endproc 
O gerenciador é inicialmente desencadeado pela disponibilidade de um item de dado 
avail. Ele então informa ao controlador que está pronto (ready). Quando ele recebe o 
OK do controlador ele entra num ciclo infinito (loop) no qual a primeira ação é solicitar ao 
dispositivo de apresentação que apresente a próxima entidade. Ele. então espera por uma 
confirmação do dispositivo de apresentação indicando que a entidade foi apresentada e um 
sinal da fonte indicando que um outro item de dado está disponível. Tendo realizado isto com 
sucesso o gerenciador sinaliza ao controlador que uma outra entidade está pronta, e espera 
por um OK antes de reiniciar o loop. Os gerenciadores do som e do vídeo são definidos como: 
process SOUNDJVIANAGER noexit:= 
MANAGER [s_avail ,`s_ready , s_present , s_presented , s_ok] 
endproc 
process VIDEELMANAGER noexit:= 
MANAGER [v_avail , v_ready , v_pre sent , v_presented , v_ok] 
endproc 
Como os processos acima não possuem qualquer dependência temporal, eles são similares 
àqueles apresentadas em Temporal LOTOS [Regan 93].
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III.4.2.3.2 Definição do CUNTROLLER. 
O controlador é construído a partir de dois temporizadores (S_TIMER para o som, e V_TIMER 
para a imagem), de um sincronizador (SYNCHRDNIZER), e de um relógio interno comum aos 
processos. A especificação do processo CONTROLLER em RT-LOTOS é dada por: 
process CONTROLLER:= 
(s_TrMER I I I V_TIMER) 
I[ok_s,ok_v]I 
. SYNCHRUNIZER 
endproc 
Cada temporizador assegura que os limites dos jitters em cada fluxo não sejam violados. 
O relógio serve de referência de tempoj O sincronizador assegura que o fluxo de vídeo 
mantenha-se sincronizado com o fluxo de som através da verificação de que 
0 se uma entidade de som chega ela é seguida por um quadro de vídeo associado em não 
mais que 150ms; - 
0 se um quadro de vídeo chega ele é seguido por sua entidade de som associada em nao 
mais que 15ms 
0 o que significa que cada quadro de vídeo é' apresentado em nao mais que 15ms antes 
de sua posição na trilha do som e não mais que 150ms depois. 
Definição dos temporizadores 
Um temporizador genérico pode ser definido como: 
process TIMER[trigger,error](not_before, not_after:time,mssg:an_error):= 
[not_before, not_after]trigger; 
TIMER[trigger,error](not;before, not_after,mssg) 
<trigger] 
(error!mssg:an_error;exit) 
endproc 
A partir do processo TIMER, os temporizadores do som e do vídeo são definidos por 
instanciaçao como: 
process SJTIMER:= 
ok_s; TIMER[ok_s,error](30,30,“soundkúe”) 
endproc 
process VJTIMER:= 
ok_v; TIMER[ok_v,error](35,45,“videokme”) 
endproc
p 
Observe-se que na especificação do processo TIMER a utilização dos operadores prefixação
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temporizada e preempção temporal de RT-LOTOS tornaram a especificação daquele compor- 
tamento bastante simples e compreensível. Comparando com a especificação em Temporal 
LOTOS [Regan 93] tem-se deste lado um ganho expressivo. 
Definição do sincronizador 
A definição do sincronizador é dada a seguir. Antes porém, outros processos auxiliares 
são definidos. Observe-se que devido ao fato da apresentação do som estar ancorada, isto é 
não é permitido jitter neste fluxo, pode-se medir a apresentação dos quadros de vídeo a partir 
do tempo de início da apresentação do som. No caso das entidades de som pararem de chegar 
o processo S_TIMER tratará a situação emitindo a mensagem de erro “soundlate”. Esse tempo 
(a duração da apresentação do som) será acessado utilizando-se o processo SUUND_QUERY. 
process SOUND_CLOCK noexit:= 
sound_clock;SOUND_QUERY(0) 
endproc 
process SOUND_QUERY(s_time:time):= 
sound4query©t!(s;time+t);S0UND.QUERY(s_time+t) 
endproc 
Observe~se que o operador de prefixação estendido com @t de RT-LOTOS foi usado na 
especificação do SOUND_QUERY. Este processo supervisiona o tempo da apresentação do som 
e o fornece quando solicitado. 
Sfincronizador de vídeo: EO sincronizador de vídeo é iniciado quando o sinal v_ready é emitido 
pelo gerenciador de vídeo. Ele então atualiza o tempo para apresentação do próximo quadro 
de vídeo. Este tempo pode então ser comparado com o tempo presente a apresentação do 
som que devera apresentar uma das três saídas. 
0 Se o quadro do vídeo está além do som por mais que o jitter permitidoV(ou seja, o tempo 
do vídeo está mais que 150ms após o tempo presente do som) então é propagado um 
erro. , . 
0 Se o quadro do vídeo está aquém do permitido (ou seja, o tempo do vídeo está mais 
que 15ms antes do tempo presente do som) então a apresentação é retardada em lms, 
e neste caso a diferença do tempo resultante é submetida a um outro teste. 
'o Finalmente, se o tempo do vídeo está suficientemente próximo do tempo do som asso- 
ciado, então o OK é dado para o gerenciador do vídeo. 
O processo sincronizador de vídeo escreve-se entao como: 
process VIDEO_SYNCHRONIZER(v;timeztime):= 
v;:eady;VIDEU_CHECK(v_time+40) 
endproc
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process VIDEO_CHECK(v_time rtime) := 
sound_query?s_t ime :time ; 
[s_time-v_1:ime > 150] -› error! “out of sync” :an_error;exit r 
' [v_time-s_time > 15] -› [v_time-s_1:ime]i;VIDEO_CHECK(V_TIME + v_time-s_time) 
[¬(s_tíme-v_time > 150) /\ ¬(v_time-s_time > 15)] -› 
` ok_v ; VIDEU _SYNCHRONIZER. (v_t ime) 
endproc 
process INITIAL_VIDEO_CHECK : = 
vzeâdy; o1‹-_v;vIDEosYNcHRoNIzER(o) 
II]
' 
' [150] i; (error! “out of sync” :an_error;exit) 
endproc 
Note-se que o operador de prefixação temporal de RT-LOTOS foi utilizado na especi- 
ficação dos processos INITIAL_VIDEU_CHECK e VIDEO_CHECK. 
Síncronizador de som: A especificaçao do sincronizador de som é bastante simples devido 
ao requisito que não permite jitter no som. O sincronizador do som precisa tratar com erros 
somente no caso onde o quadro devídeo chega antes da primeira entidade de som. Nos 
outros casos o temporizador do som assegura que não ocorrerá jitter no dispositivo de som, 
” que o vídeo pode ser apresentado até 15ms antes do som associado. Desta forma, um erro 
zí .ia propagado somente se a primeira entidade de som não chegasse em 15ms.. 
O peocesso sincronizador de som escreve-se entao: 
process SOUND_SYNCHRONIZER noexit:= 
s_ready; ok_s ; SOUND_SYNCHRONIZER 
endproc 
process INITIAL_SOUND_CHECK : = 
' S_ready ; ok_s ; SDUNDBYNCHRDNIZER (0) 
[1 
[15] i; (error! “out of sync” :an_error;exi1;) 
endproc - 
Note-se, mais uma vez, que a prefixação temporizada de RT-LOTOS foi utilizada para 
representar a situação de timeout no processo INITIAL_SUUND_CHECK. 
Sincronizadort Os processos anteriores são combinados para produzirem o sincronizador:
108 
process SYNCHRONIZER:= 
s_ready ; ok_s; 
hide sound_query in SOUND_QUERY(O) 
I [sou11d_query] I 
(INITIAL_VIDEO_CHECK 
I I I 
SOUND_SYNCHRONIZEB.) ) 
[1 
v_ready ; ok_v; 
hide sound_query, sound_clock in (SOUND_CLOCK 
I [sound_query, sound_clock] I 
(SOUND_SYNCHRONIZER(U) 
I I I 
INITIAL_SOUND_CHECK)) 
endproc 
O processos que compõem o processo SYNCRONIZER podem ser separados em dois gru- 
pos: os processos usados no 'início do algoritmo; e os que mantém o regime de sincronização. 
Assim, os processos INITIAL_SOUND_CHECK e INITIAL_VIDEO_CHECK fazem parrte do primeiro 
grupo e servem essencialmente para estabelecer uma referência inicial de tempo no qual 0 
resto do algoritmo está baseado. Os processos SOUND_CLOCK e SOUND_QU”ERY fazem parte do 
segundo grupo e funcionam como relógios e fornecem os valores de tempo necessários aos pro- 
cessos sincronizadores. Por fim, os processos SUUND_SYNCHRONIZER e SUUND_SYNCHRCINIZER 
são os responsáveis pela manutenção da sincronização. 
III.4.2.3.3 LIP_SYNC: o algoritmo com tratamento de erros 
Os erros definidos nos processos podem necessitar de algum tratamento, e optou-se pelo 
procedimento sumário de parar o algoritmo (ação shut) e informar a razão da parada na 
porta error_mssg.
V 
process ERROR exit:= 
error?key : a.n_error; shut ; 
[key=“sound1ate”] -› error_mssg! “The last sound entity was available too late” 
:string ; exit 
[1 
[key=“videolate”] r-› error_mssg! “The last vídeo frame Was available too late” 
:string ; exit 
EI
` 
[key=“out of sync”] -› error_mssg! “Algorithm unable to maintain synchronization slot” 
I 
:string;exit 
endproc 
E finalmente, o tratador de erros acima pode ser combinado com o algoritmo de sin- 
cronização de lábios resultando em uma especificação mais completa. Neste tratador de erros 
a ação shut representa o evento de “parada” do algoritmo LIP_SYNC no caso da ocorrência 
de erros.
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process LIP_SYNC_error_handling:= 
hide error,shut in 
(Lrpsvnc E> shut; exit) 
. I[error,shut]| 
ERROR 
endproc 
Como esta especificação do tratamento de erro nao contém nenhuma referência direta 
ao tempo ela é a mesma apresentada em [Regan 93]. 
III.4.2.3.4 Comentários e comparação com Temporal LOTOS 
Como a especificação apresentada neste trabalho tem a mesma estrutura da especificação 
correspondente dada na linguagem Temporal LOTOS [Regan 93], cabe aqui uma breve com- 
paração entre aquela especificação e a apresentada aqui. Inicialmente, tem-se a observar 
que nenhuma modificação foi requerida nos processos que não requerem a representação 
explícita do tempo. Porém, -nos processos onde é necessário o uso de operadores temporais a 
especificação correspondente em RT-LOTOS mostrou-se muito mais clara e intuitiva, visto 
que foi possível representar todas as situações do algoritmo enquanto em Temporal LOTOS 
alguns artifícios sintáticos foram necessários para atingir este objetivo. Observe-se também 
que em [Regan `93], o próprio autor afirma explicitamente que sua linguagem não permite 
representar corretamente algumas situações encontradas no algoritmo de sincronização de 
lábios como por exemplo no mecanismo de timeout encontrado no processo TIMER onde é 
necessário a especificação da ação de retardo unitário o 150 vezes [Regan 93, pág.137]. 
III.4.3 Protocolo do bit alternante 
Nesta seção é apresentado a especificação em RT-LOTOS do clássico exemplo do protocolo 
do bit alternante. Este protocolo (alternatmg bit protocol) faz parte da camada de transporte 
(camada quatro do modelo OSI) e permite a transferência de dados entre um par de enti- 
dades ligadas por uma conexão bi-direcional previamente estabelecida a qual pode perder 
mensagens. 
Embora já tendo sido tratado em trabalhos anteriores lCamargo 90, Camargo 92], optou- 
se nesta dissertação por adaptar a descrição e notação utilizadas para o protocolo do bit 
alternante utilizada em [Garavel 89] para facilitar comparações e tornar evidente o alto 
poder expressivo de RT-LOTOS. - 
O serviço oferecido pelo protocolo do bit alternante 
Observado de uma camada superior, o serviço fornecido pelo protocolo do bit alternante 
consiste no encaminhamento de uma série de mensagens da entidade emissora (T) para 
a entidade receptora A transmissão é confiável, isto é: mensagens não podem ser 
duplicadas nem perdidas e são entregues na ordem em que são emitidas. Assim, o serviço 
fornecido por este protocolo pode ser especificado como:
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specification ALTERNATING_BIT_SERVICE : noexit behaviour ` 
sERvIcE[put,get] 
where 
process SERVICE[put,get] : noexit := 
put?m:msg; (* aquisicao de uma mensagem *) 
getlm; (* entrega da mensagem *) 
SERVICE[put,get] 
endproc 
endproc 
As mensagens são modeladas por números inteiros de 1 até N e são especificadas pelo 
tipo abstrato seguinte (não detalhado): 
type MESSAGE is 
sorts msg (* type msg=1. N *) 
endtype 
Descrição informal do protocolo do bit alternante 
Passa-se a seguir à descrição do protocolo do bit alternante. O funcionamento “ideal” do 
protocolo do bit alternante é a seguinte: a entidade emissora T envia uma mensagem à 
entidade receptora R; na recepção desta mensagem R envia de volta uma confirmação a T. 
Contudo, o meio de transmissão entre T e R não é confiável, e é possível que mensagens ou 
confirmações possam ser perdidas. No caso de perda o meio pode, de maneira facultativa, 
sinalizar esta perda ao destinatário (T ou R) através do envio de uma indicação de perda. 
Para detectar perdas não sinalizadas, as mensagens e as confirmações contém um bit de 
controle. O bit de controle de cada confirmação é igual ao bit de controle da mensagem que 
ele confirma. Os bits de controle alternam a cada mensagem emitida e assim, têm valores 
distintos. Se T recebe uma indicação de perda de confirmação ou uma confirmação com 
bit de controle errado ou a sinalização de que o tempo de espera máximo para recepção da 
confirmação expirou-se, então ele retransmite a última mensagem enviada. Reciprocamente, 
se R recebe uma indicação de perda de mensagem ou uma mensagem com bit de controle 
errado, ele retransmite a última confirmação enviada. 
A arquitetura geral do protocolo do bit alternante é mostrada na figura III.2. O processo 
TRANSMITTER representa a entidade emissora, o processo RECEIVER representa a entidade 
receptora, o processo MEDIUM1 representa a transmissão das mensagens de T para R, e o 
processo MEDIUM2 representa a transmissão das confirmações de R para T. 
A tabela IIl.1 mostra os nomes de ações que serão utilizados na especificação do bit 
alternante juntamente com seus significados. As únicas ações oferecidas pelo serviço são put 
e get; todas as outras devem ser internas. Na tabela referida, m representa uma mensagem 
e b o bit de controle de uma mensagem. 
O emissor e o receptor funcionam de maneira completamente assíncrona. Os dois meios 
funcionam também desta maneira. A especificação RT-LOTOS do protocolo do bit al- 
ternante é dada a seguir. Os processos TRANSMITTER, RECEIVER, MEDIUM1 e MEDIUM2 são 
definidos na seqüência. Observe-se que o parâmetro efetivo O nos processos TRANSMITTER. e
RECEIVER servem para inicializarem o valor do bit de controle que sera O para 
mensagem. 
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a primeira
T 
P ut MEDIUM1 set 
s_dt 
TRANSMITTER _ RECEIVER 
s_ack 
s_ack-e hack 
r_dt 
r_dt-e 
MEDIUM2 
Figura III.2: Estrutura geral do algoritmo bit alternante [Garavel 89] 
Nome Origem Destino Significado 
put !m usuário TRANSMITTER emissao de uma mensagem 
s_dt!m!b TRANSM ITTER MED IUM1 envio da mensagem 
r_dt!m!b MED IUM 1 RECEIVER transmissão da mensagem 
r_dt-e MED IUM 1 RECEIVER perda da mensagem 
get!m RECEIVER usuário recepção da mensagem 
r_ack ! b RECEIVER MEDIUM2 envio de uma confirmaçao 
s_ack ! b MED IUM2 TRANSMITTER transmissão da confirmação 
s_ack-e MED IUM2 perda da confirmação TRANSMITTER 
Tabela III.1: Significa do da s ações utilizadas no bit alternante [Garavel 89] 
A especificação global do protocolo 
A especificaçao do protocolo do bit alternante é dada a seguir:
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specification ALTERNATING_BIT_PRDTDCOL[put,get] : noexit behaviour 
hide s_dt, r_dt, r_dt-e, r_ack, s_ack, s_ack-e in
( 
(
. 
TRANSMITTER[put,s_dt,s_ack,s_ack-e](0) 
|II 
RECEIVER[get,r4dt,r_dt-e,r_ack](0)
) 
I[s_dt,r_dt,r_dt-e,r_ack,s_ack, s_ack-e]|
( 
MEDIUM1[sJdt,r_dt,r_dt-e] 
III 
MEDIUM2[rsack,s_ack,s_ack-e]
)
) 
where 
type bit is 
sorts bit
V 
opns O 1 -> bit 
1 : -> bit 
not : bit -> bit 
endtype _ 
endspec 
Hipóteses temporais: Se levará em conta ainda os retardos envolvidos nas transmissões 
das mensagens e confirmações. Será assumido que todas as mensagens têm um tamanho 
maximo fixado; desta maneira os tempos gastos para se colocar mensagens na linha de trans- 
missão terão um limite superior. Para simplificar o exemplo, escolheu-se valores numéricos 
inteiros (expressos em mili-segundos) adequados para representar os tempos gastos nas diferé 
entes ações do protocolo. Por exemplo, o valor utilizado para representar o tempo gasto na 
ação de colocar uma mensagem na linha de comunicação é de no máximo 80ms, e a duração 
da colocação de um reconhecimento na linha é de no máximo 20ms; o tempo devido aos retar- 
dos da linha de comunicação é de no máximo 100ms. Desta maneira, o tempo entre a emissão 
de uma mensagem até a recepção da sua confirmação será. de no máximo 300ms. Estes val- 
ores serão utilizados nas especificações dos processos TRANSMITTER, RECEIVER, MEDIUM1 e 
MEDIUM2. 
O meio de comunicação é representado pelos processos MEDIUM1 e MEDIUM2 sendo que 
o primeiro representa o meio onde transitam as mensagens e 0 segundo representa o meio 
onde transitam as confirmaçoes. 
Ao receber uma mensagem m com um bit de controle igual a 1, o processo MEDIUM1 fica 
sujeito a um atraso aleatório de no máximo 100ms (também, a colocação de uma mensagem 
e de uma confirmação no meio está sujeita a atrasos aleatórios máximos de 80ms e 20ms 
respectivamente), e depois pode reagir de três maneiras distintas: 
o transmitir corretamente a mensagem e seu bit de controle; em nenhum caso o meio 
pode mudar o valor do bit de controle
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0 perder a mensagem e enviar uma indicação de perda ao processo RECEIVE 
0 perder a mensagem silenciosamente. 
O processo MEDIUM1 pode ser representado por 
ç 
process MEDIUM1[s_dt, r_dt, r_dt-e] : noexit := 
s_dt?m:msg?b:bit; (* recepcao de uma mensagem *) 
[0,80]i; (* atraso colocacao da mensagem *) 
[0,100]i; (* atraso devido ao meio *) 
( _ 
r_dt!m!b; (* transmissao correta *) 
MEDIUM1[S_dt, r_dt, r_dt-e] 
[1 
r_dt-e; (* perda com indicacao *) 
MEDIUM1[s.dt, r_dt, r_dt-e] 
[1 . 
i; (* perda silenciosa *) 
MEDIUM1[s_dt, r_dt, r_dt-e] 
) 
`
' 
endproc 
endproc 
O processo MEDIUM2 tem o comportamento análogo ao MEDIUM1 exceto pela mudança 
no nome das ações e também ao fato de que as confirmações só têm como informação o bit 
de controle.
p 
process MEDIUM2[rrack, s_ack, s_ack-e] : noexit := 
r_ack?b:bit; (* recepcao de um bit *) 
[O,20]i; (* atraso colocacao da confirmacao *) 
[0,100]i; (* atraso devido ao meio *)
( 
s_ack!b; (* transmissao correta *) 
MEDIUM2[r_a‹zk,' s_ack, s_ack-e] 
[1 , 
I 
s_ack-e; (* perda com indicacao *) 
MEDIUM2[r_ack, s_ack, s_ack-e] 
[1 
i; (* perda silenciosa *) 
MEDIUM2[r_ack, s_ack, s_ack-e]
) 
endproc 
endproc 
A entidade emissora inicia a transmissão de uma mensagem a partir de um pedido do 
usuário via put e a transmite ao MEDIUM1 após ter juntado a mensagem o valor corrente b 
do bit de controle. Se ela recebe como resposta uma confirmação com um bit de controle 
b, então a transmissão teve sucesso, casopcontrário é necessário retransmitir a mensagem.
114 
Existem três causas possíveis para a retransmissão: 
0 o emissor recebeu uma confirmação tendo ¬b como bit de controle 
0 0 emissor recebeu uma indicação de perda de confirmação s_ack-e 
0 o emissor após ter esperado por uma confirmação durante o tempo máximo de ida e 
vinda de uma mensagem (300ms) e não ter recebido nenhuma confirmação retransmite 
a mensagem com o mesmo bit de controle. Esta retransmissão é devida ao timeout 
provocado pela expiração da temporização armada quando da colocação da mensagem 
na linha. A expiração desta confirmação pode ter sido provocada pela perda silenciosa 
da mensagem ou da confirmação no meio de transmissão. 
O processo TRANSMITTER a seguir descreve a entidade emissora. 
process TRANSMITTER[put, s_dt, s_ack, s_ack-e] (b:bit) : noexit := 
put?m:msg; (* aquisicao da mensagem *) 
TRANSMIT[put, s_dt, s_ack, s_ack-e] (b,m) 
where 
process TRANSMIT[put, s_dt, s_ack, s_ack-e] (b:bit ,m msg): noexit := 
s_dt!m!b; (* emissao da mensagem *)
( 
[O,300]s_ack?ok:bit; 
(
_ 
[b=ok] -+ TRANSMITTER[put, s_dt, s_ack, s_ack-e] (not(b)) 
[1 (* bit de controle correto *) 
[b=not(ok)] -+ TRANSMIT[put, s_dt, s_ack, s_ack-e] (b,m) 
) (* bit incorreto => reemissao *) 
<s-ack] TRANSMIT[put, s_dt, s_ack, s_ack-e] (b,m) 
[1 .iv (* timeout => reemissao *) 
s_a.¢1‹-e; 'rRANsMIr[pu1z, s_‹11z, s_ack, s_a¢k-e] (b,m) 
_ 
) (* indicacao de perda => reemissao *) 
endproc 
endproc 
Note-se que na especificação do processo TRANSMITTER utilizou-se dois operadores tem- 
porais de RT-LOTOS: o operador de prefixação temporizado na ação “[0 ,300] s_ack'?ok” e 
o operador de preempção temporal “<s_ack]”. O uso destes operadores simplíficou e deu 
maior estrututa à. especificaçao. 
A especificação da entidade receptora é descrito pelo processo RECEIVER e o seu com- 
portamento é seguinte: ao receber uma mensagem com o bit de controle b correto a este 
processo entrega a mensagem ao usuário via get e respondeenviando uma confirmação com 
o bit de controle igual a b. Nos outros casos é enviado uma confirmação incorreta tendo ¬b 
como bit de controle; esses casos são dois: 
o o receptor recebeu uma mensagem tendo ¬b como bit de controle 
o o receptor recebeu uma indicação de perda de mensagem r_dt-e
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O processo RECEIVER é apresentado a seguir. 
process RECEIVER[get, r_dt, r_ack, r_ack-e] (b:bit) : noexit := 
r_dt?m:msg!b; (* bit de controle correto *) 
get!m; (* entrega da mensagem *) 
r_ack!b; (* envio de uma confirmação correta *) 
RECEIVER[get, r_dt, r_ack, r_ack-el (not(b)) 
E]
V 
r_dt?m:msg!(not(b)); (* bit de controle incorreto *) g 
r_ack!(not(b)); (* envio de uma confirmação incorreta *) 
RECEIVER[get, r_dt, r_ack, r_ack-e] (b) 
[1 
r_dt-e; (* indicacao de perda *) 
r_ack!(not(b)); (* envio de uma confirmação incorreta *) 
_ 
RECEIVER[get, r_dt, r_ack, r_ack-e] (b) 
endproc 
Concluindo a apresentação do exemplo do protocolo do bit alternante, pode-se observar 
que, com relação a especificação correspondente em LOTOS apresentada em [Caravel 89], a 
especificação em RT-LOTOS goza de vantagens evidentes. Em RT-LOTOS pôde-se represen- 
tar todos os aspectos temporais. Por exemplo, representou-se os retardos aleatórios devidos 
ã colocaçao e transmissao das mensagens, e também o mecanismo de tímeout necessario para 
representar o protocolo com fidelidade e maior simplicidade. 
III.5 Conclusão 
Este capítulo foi dedicado à. apresentação 'de uma extensão de RT-LOTOS para incorpo- 
rar o tratamento de dados e também ã apresentação de alguns exemplosinesta linguagem 
completa. Inicialmente, incorporou-se à sintaxe e semântica de RT-LOTOS o operador de 
prefixação com registro e captura do tempo de espera até a realização da ação “a@t; E”. 
Depois, procurou-se compreender as dificuldades envolvidas no acoplamento da linguagem 
de dados Act One ao formalismo RT-LOTOS. Observou-se que este problema é ortogonal ao 
de integrar um modelo de tempo em algebras de processos e assim, evitou-se a apresentação 
formal da semântica de RT-LOTOS Completa, definindo apenas a sua sintaxe e a semântica 
informal. Finalmente foi apresentada uma bateria de exemplos de especificações em RT- 
LOTOS Completa construídos a partir de exemplos conhecidos na literatura. Isto permitiu 
realizar uma breve comparação do ponto de vista da representação entre RT-LOTOS e out- 
ros existentes. No próximo capítulo será apresentada uma comparação sobre varios aspectos 
entre RT-LOTOS e outras álgebras de processos existentes na literatura.
Capítulo IV 
Conclusões e Perspectivas 
Resumo do trabalho apresentado ~ 
Neste trabalho foi proposta uma extensão temporal para a linguagem de especificação formal 
LOTOS. A extensão proposta, chamada RT-LOTOS, incorpora o tempo explicitamente e 
permite representar sistemas onde o tempo intervém explicitamente. 
Esta tese pode ser resumida da maneira que segue. 
No capítulo I apresentou-se os conceitos básicos relacionados ao tempo e aos sistemas 
dependentes dele. Em particular, foram apresentados os requisitos temporais e carac- 
terístícasgerais dos sistemas tempo-real, protocolos de comunicação e aplicações multimídia. 
Apresentou-se também neste capítulo, uma visão geral da abordagem formal para desenvolvi- 
mento de sistemas dependentes do tempo, e um estudo comparativo das principais extensões 
temporais de LOTOS. ' - 
No capítulo Il foi introduzida a álgebra de processos temporizada RT-LOTOS como 
uma extensão conservativa de'LOTOS. Uma semântica operacional é definida para RT- 
LOTOS e um conjunto de propriedades básicas são estabelecidas e provadas para o formal- 
ismo. Estende-se também para o contexto temporal as principais noções de bissimulação 
de LOTOS e definem-se outras que utilizam explicitamente a dimensão do tempo. Definida 
completamente a álgebra de processos RT-LOTOS, apresenta-se uma série de pequenos e- 
xemplos básicos de processos dependentes do tempo como forma de provar informalmente o 
poder de expressão alcançado pelo formalismo definido. Este capítulo é finalizado com uma 
definição da semãntica de RT-LOTOS em Grafos Temporizados. Isto é feito com o objetivo 
de abrir para RT-LOTOS novas possibilidades de se utilizar novas técnicas de verificação de 
sistemas dependentes do tempo que combinariam especificações de processos em RT-LOTOS, 
especificações de propriedades temporais na Lógica Temporal Tempo-Real TCTL e a veri- 
ficação de modelos desta lógica nos Grafos Temporizados correspondentes as especificações 
dos processos. 
A seguir, apresenta-se no capítulo III, uma extensão de RT-LOTOS, chamada de RT- 
LOTOS¬`, que incorpora um operador de passagem de valores relacionado ao tempo que 
permite registrar o tempo (@t) que uma ação foi oferecida, e passar este valor para o pro- 
cesso que segue a esta ação. Na continuação deste capítulo, apresenta-se uma discussão sobre 
a problemática e dificuldades relacionadas ao acoplamento da linguagem de definição de da- 
dos Act One e posterior definição de uma linguagem RT-LOTOS* Completa que incorpora
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o operador @t e todas as outras características existentes em LOTOS Completa. Concluindo 
o capítulo, apresenta-se um conjunto de exemplos de especificações em RT-LOTOS* Com- 
pleta com a finalidade dupla de: exemplificar o alto poder de expressão desta linguagem; e 
compara-la com uma outra extensão temporal de LOTOS que lhe é mais próxima. 
-› ~ Comparaçao com outras extensoes temporais de LOTOS 
As principais diferenças entre RT-LOTOS e as principais extensões temporais de LOTOS 
existentes na bibliografia são sumariadas na tabela IV.1. Deve-se observar que os nomes 
das extensões temporais de LOTOS usados na tabela IV.1 referem-se aos formalismos apre- 
sentados nos trabalhos seguintes: Temporal LOTOS [Regan 931, TIC-LOTOS [Azcorra 90], 
T-LOTOS [Bolognesi 93] e ET-LOTOS [Leduc 94]. 
Diferentes de RT-LOTOS 
TIC-LOTOS, Temporal LOTOS 
Características de RT-LOTOS 
Modelo computacional 
assíncrono 
Sintaxe e semântica indepen- T-LOTOS, ET-LOTOS TIC-LOTOS, Temporal LOTOS' 
dentes do domínio de tempo 
Ações 
, 
Temporizadas 
Iguais a RT-LOTOS 
T-LOTOS; ET-LOTOS 
TIC-LOTOS Temporal LOTOS, ET-LOTOS, 
T-LOTOS (em T-LOTOS pode- 
se temporizar ações opcional- 
mente com o operador “time”) 
TIC-LOTOS, T-LOTOS (pelo 
operador “time”) 
Temporal LOTOS, ET-LOTOS Intervalos de tempo nas ações 
Representação de violaçoes' 
temporais 
Todos os outros (esta carac- 
terística é inexistente em todos 
os outros formalismos) 
vi- Todos os outros (esta carac- 
terística é inexistente em todos 
Operador de tratamento de 
olações temporais 
os outros formalismos) 
Sincronização urgente T-LOTOS (pelo 
“time”) 
operador Temporal LOTOS, ET-LOTOS, 
TIC-LOTOS 
Urgência no “hide” Todos 
TIC-LOTOS T-LOT OS, ET-LOTOS, Tempo- 
ral LOTOS 
Não necessita de operadores es- 
peciais para representar delay, 
timeout e watchdog 
Tabela IV.1: Comparação de RT-LOTOS com outras extensões temporais de LOTOS 
Tendo em vista a tabela anterior, observa-se que RT-LOTOS concentra em si impor- 
tantes características que existem isoladamente em outros formalismos, e além disso é o único 
deles que define e permite tratar falhas temporais. Estas características mostraram-se úteis 
conforme visto nos exemplos apresentados nos capítulos II e III.
A 
~ Q 0 ~ Contribuiçoes e llmitaçoes . 
Os destaques da proposta Os pontos mais relevantes que foram alcançados neste tra- 
balho sao resumidos a seguir. 
C'aracterístz`cas Gerais: Definiu-se completamente uma álgebra de processos temporizada 
que é uma extensão conservativa de LOTOS, com uma semântica operacional consistente e
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que satisfaz as principais propriedades normalmente exigidas de uma álgebra de processos 
temporizada: aditividade, persistência e determinismo temporal (porém, outras propriedades 
como a variabilidade finita não são válidas em RT-LOTOS). Outrossim, a álgebra de pro- 
cessos definida mostrou-se expressiva o suficiente para representar uma grande variedade de 
sistemas dependentes do tempo. 
Definiu-se uma extensão do operador de prefixação de LOTOS para tratar a tempo- 
rizaçao de açoes. Esta extensao permitiu a introdução de dois conceitos importantes em 
RT-LOTOS: 
0 o intervalo de tempo que é associado as ações e que permite definir os instantes de 
tempo em que estas podem se realizar; e 
0 a expiraçao do tempo em que uma açao pôde ser realizada que define o conceito de 
violação temporal. ' 
Estes dois conceitos permitem representar com fidelidade as situações de falhas temporais 
existentes comuns em sistemas dependentes de tempo e que não são tratadas em outras 
extensões temporais de LOTOS. ' 
Ez ressz`vz'dade: Os intervalos de tem o associados às a ões e o conceito de viola ão tem oral Ç P 
permitiram definir uma semântica de nao urgência para as ações que não são forçadas a 
ocorrer no final dos intervalos que lhes sao atribuídos. Adotando esta semântica conseguiu- 
se preservar o paradigma das álgebras de processos no qual as ações não são autônomas. 
Com a adoção do conceito de ações temporizadas e do operador de prefixação estendido, 
obteve-se uma expressividade suficiente para representar situações de atrasos (delays), tem- 
porizaçoes (timeouts) e watchdogs utilizando-se apenas a prefixaçao temporizada e os outros 
operadores ordinários de LOTOS. 
Definiu-se ainda um operador especial para tratar ocorrências de violaçoes temporais, ou 
seja, os casos em que uma ação não se realiza no intervalo de tempo que lhe é atribuído. Este 
operador é de grande utilidade no caso de representação e tratamento de falhas temporais. 
Definiu-se também uma semântica para a sincronização de ações temporizadas que torna 
estas sincronizações urgentes e ocorrendo tão logo sejam possíveis. Esta solução permite que 
uma sincronização ocorra no primeiro instante em que seja possível para todas os processos 
participantes que se sincronizam. Nos casos em que a sincronização não é possível ocorrer 
devido à. expiração do intervalo de tempo de uma ação participante, então a não possibilidade 
de sincronização provocará uma violação temporal, que poderá, eventualmente, ser tratada 
pelo operador de preempção temporal. 
Poder de análise: Compatibilizaram-se os conceitos das bissimulações clássicas de LOTOS 
para o caso temporal, e definiram-se outras (bissimulações temporais forte e fraca, e a bissim- 
ulação temporal direta) em que o tempo tem participação ativa. Sob algumas restrições de 
ordem prática (adoção de um domínio de tempo esparso e atribuição de intervalos de tempo 
reduzidos às ações) estas novas bissimulações podem ser de grande valia para a verificação de 
sistemas dependentes do tempo, pois permitiriam o uso de técnicas ordinárias de verificação 
de bissimulações. - 
Foi ainda estabelecida uma semântica para RT-LOTOS baseada em Grafos temporiza- 
dos que permitirá, a partir de RT-LOTOS, a utilização de importantes técnicas de verificação
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para sistemas dependentes do tempo que não poderiam ser analisadas de outra forma no caso 
de domínio de tempo denso ou no caso geral de domínio de tempo esparso. Mais especifica- 
mente, a obtenção de Grafos Temporizados a partir de especificações RT-LOTOS permitirá 
a utilização de todas as ferramentas existentes para verificação de sistemas dependentes do 
tempo existentes para aquele formalismo. - 
As limitações da proposta Por outro lado, a proposta apresentada neste trabalho possui 
algumas limitações devidas principalmente ã algumas escolhas feitas para a semântica e ao 
atual estado da arte nesta área de conhecimento. Entre as principais limitações deste trabalho 
pode-se incluir: 
A semântica de RT-LOTOS é muito mais complexa que a de outras extensões tempo- 
rais de LOTOS, como por exemplo T-LOTOS e ET-LOTOS. Isto deve-se à incorporação a 
semântica das ações especiais de violações temporais e a conseqüente introdução de novas 
regras semânticas. Se por um lado, estas ações de violação temporal adicionam uma expres- 
sividade extra; por outro, o preço a ser pago para alcançar estes resultados é alto em termos 
de complexidade da semântica. 
RT-LOTOS não consegue, a exemplo de todas as outras extensões temporais de LOTOS, 
representar o conceito de ações não atômicas e com duração não nula. Durante a realização 
deste trabalho tentou-se suprir esta limitação para RT-LOTOS da seguinte forma: adotou-se 
uma semântica de ordem causal [Costa 92] e definiu-se um semântica temporal simplificada 
para o modelo resultante desta adoção. O que observou-se do modelo assim obtido é que 
ele possuía uma semântica muito complexa devido à junção da semântica temporal junto 
com a semântica de ordem causal, e isto desencorajou momentaneamente o prosseguimento 
dos estudos nesta direção. Contudo, uma vez que a semântica temporal de RT-LOTOS está 
completamente definida deve-se prosseguir com estudos nesta direção. 
A semântica de sincronização de ações sob restrições temporais adotada para RT- 
LOTOS estabelece que uma sincronização deve ocorrer tão logo seja possível. E embora 
esta semântica seja mais flexível que aquelas adotadas em Temporal LOTOS, TIC-LOTOS 
e ET-LOTOS (ver item “urgência” na tabela comparativa apresentada- na página 1.3), ela é 
muito rígida se comparada à opção de semântica de sincronização feita em T-LOTOS. 
Definiu-se o operador @t como operador de RT-LOTOS Básico para registro do tempo. 
Porém, uma questão importante deixou de ser tratada, relacionada a definição deste o- 
perador através de uma semântica de grafos temporizados; observou-se recentemente que 
esta dificuldade atinge também ET-LOTOS (que também tem este operador), como pode 
ser observada nas limitações da transposição para grafos temporizados daquela extensão 
temporal de LOTOS [Daws 94]. Também em [Daws 94] foi levantada a possibilidade de 
definir o operador @t como grafo temporizado através da definição da variável t como um 
relógio que pode ser parado. Contudo, tal solução deixa o grafo temporizado indecidível 
para verificação através da lógica TCTL. Assim sendo, pode-se afirmar que este problema 
não parece ter uma solução simples. 
Enfin, ainda com relação à. obtenção de grafos temporizados a partir de especificações 
RT-LOTOS, não pode-se deixar de destacar a impossibilidade de obtenção de grafos de 
especificações RT-LOTOS com comportamentos infinitos. Mas, isto se deve a uma limitação 
inerente ao formalismo Grafos temporizados.
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Perspectivas futuras 
Enumera-se a seguir os principais caminhos que serão seguidos para continuação dos traba- 
lhos iniciados aqui, sendo que o planejamento para continuação do presente trabalho inclui 
as seguintes atividades principais: 
1. Semântica formal de RT-LOTOS* Completa: A definição semântica de RT-LOTOS* 
Completa, isto é, o acoplamento de Act One ao formalismo básico, é uma tarefa que 
deverá ser empreendida futuramente. Em essência, para se realizar esta definição com~ 
pleta é necessario definir um mapeamento entre RT-LOTOS+ Completa e um sistema 
de transição rotulado estruturado. Mapeamentos assemelhados ao que será necessário 
para o caso de RT-LOTOS* Completa são encontrados em [ISO 88] (para LOTOS), 
em [Bolognesi 93] (para T-LOTOS) e em [Leduc 94] (para ET-LOTOS) e envolvem 
geralmente três fases: o flattening mapping para produzir uma especificação canônica 
do formalismo; a geração do sistema de derivações de uma representação de dados e a 
interpretação da especificação algébrica canônica para produzir o sistema de derivações 
completo; e finalmente o mapeamento da especificação canônica do formalismo em um 
sistema de transições rotuladas. 
2. Incorporação de ações com duração: Deve-se continuar os estudos já iniciados para 
incorporaçãode ações com duração no formalismo básico. Com a semântica temporal 
já bem definida, pretende-se incorporar uma semântica de paralelismo verdadeiro que 
permita a representação adequada de ações com uma duração não nula. Para isto, 
deve-se retomar os estudos para incorporação do modelo de semântica causal definido 
em [Costa 93] em RT-LOTOS básico. Com isto, apesar de perder a característica de ser 
uma extensão conservativa de LOTOS, será possível permitir a atribuição de durações 
às ações quando da suas especificações no formalismo assim estendido. Insiste-se neste 
aspecto, pois num contexto temporal as ações com duração são naturais em sistemas 
dependentes do tempo, sendo então interessante que sejam nativas em um formalismo 
que objetiva a representação deste tipo de sistemas. , _ 
3. Realização de avaliação de desempenho a partir de RT-LOTOS: A introdução de uma 
noção de probabilidades em RT-LOTOS possibilitaria a utilização deste formalismo 
como base para realização de estudos de desempenho. Um primeiro passo nesta direção 
já. foi dado em [Camargo 92], onde estudou-se a possibilidade de se associar funções de 
densidade de probabilidades aos intervalos de tempo definidos para as ações e definiu- 
se um formalismo baseado em LOTOS que permite a especificação de operações de 
prefixaçao da forma 
< t1, tz > f a; E ' 
onde a é o nome da ação, f é a função de densidade de probabilidade e < t1,t2 > é 
o intervalo no qual a ação pode ocorrer e sobre o qual a função f está definida. Esta 
abordagem parece interessante do ponto de vista da expressividade pois permitiria 
representar com fidelidade alguns problemas físicos relacionados ao ambiente no qual 
o sistema irá funcionar. Contudo, do ponto de. vista pratico, esta alta expressividade 
se reflete na dificuldade em se construir ferramentas de analise para realização da 
avaliação de desempenho, sendo contudo, possível de se obter resultados realizando-se 
um conjunto de simulações sucessivas.
_
4. 
121 
Recentemente, observando-se os avanços nesta área, optou-se por uma outra alternativa 
que parece mais interessante para incorporação das probabilidades em RT-LOTOS: a 
introdução no formalismo de um operador de escolha probabilista, onde seriam associ- 
adas pesos de probabilidade a cada uma das alternativas oferecidas em uma operação 
de escolha, nos moldes do que foi introduzido no CCS em [Hansson 91]. Esta abor- 
dagem é menos expressiva que a anterior, porém, a partir dela pode-se obter a geração 
de um grafo probabilista, o que parece mais interessante sob dois pontos de vista: 
(a) permitirá a utilização da teoria de l\/Iarkov para desenvolvimento de uma ferra- 
menta para avaliação de desempenho, o que certamente possibilitará construir 
uma ferramenta poderosa para estudos de desempenho; 
(b) permitirá a utilização da lógica temporal probabilista TPCTL [Hansson 91] (ex- 
tensão probabilista da lógica temporal CTL) para verificação de propriedades 
quantitativas do tipo: “após uma solicitação de um serviço existe uma probabili- 
dade de no mínimo 98% para que 0 serviço seja concluído em 2 segundos”. 
Verificaçao de sistemas dependentes do tempo a partir de RT LOTOS: A definiçao de 
uma semântica de Grafos Temporizados para RT-LOTOS possibilitará a utilização de 
toda uma abordagem que utiliza a Lógica Temporal Tempo-Real T CTL [Alur 90] para 
especificação de propriedades temporais de sistemas especificados em RT-LOTOS e 
posterior verificação dos modelos nos Grafos Temporizados correspondentes às especi- 
ficações. Recentemente, foi desenvolvido pelo laboratório VERIMAG uma ferramenta 
chamada KRONOS [Daws 94] que implementa algoritmos para verificação de mode- 
los de TCTL em Grafos Temporizados e que poderá ser utilizada como ferramenta 
intermediária para verificação a partir de RT-LOTOS. 
Para isto, prevê-se a definição e a implementação de um ambiente computacional que 
possibilite a integração das atividades relacionadas a especificação e verificação de 
sistemas dependentes do tempo utilizando RT -LOTOS que deverá incluir: especificação 
de sistemas em RT-LOTOS, tradutor em Grafos Temporizados destas especificações, 
verificação da satisfação ou não das propriedades temporais especificadas em TCTL e 
um simulador para obtenção de cenários. Conseqüentemente, deve-se: 
0 Definir e implementar uma ferramenta para compilação de especificações RT- 
LOTOS em Grafos Temporizados para poder utilizar diretamente ferramentas 
do tipo KRONOS. Esta atividade envolve algumas outras intermediárias como: 
análises lexicográfica. e sintática de especificações RT-LOTOS, e a tradução de 
especificações em RT-LOTOS para Grafos Temporizados. 
o Definir e implementar um simulador RT-LOTOS. 
o Definir e implementar uma interface Homem-Máquina de fácil uso. 
A figura que segue apresenta um esquema simplificado do ambiente pretendido.
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Especificaçao 
RT-LOTOS 
Compilador 
Grafo 
, Simulador ~ Temporizado Interaçao 
ç 
com usuário 
fórmula TCTL 
sobre espec. Ferramenta 
de verificaçao RT-LOTOS KRONOS 
Resultados da Cenários 
verificação 
Atualmente, este ambiente computacional para verificação de sistemas dependentes do 
tempo está em fase de especificação no contexto de uma dissertação de mestrado e 
pretende-se ter num prazo curto um protótipo deste ambiente em funcionamento. 
Aplicações reais usando RT-LOTOS: Finalmente, tanto o formalismo, quanto o ambi- 
ente computacional desenvolvido deverão ser validados em aplicações reais nas áreas 
de sistemas tempo-real, protocolos de comunicação, sistemas multimídia e sistemas 
híbridos.
Apêndice A 
Redes de Petri 
A teoria de redes de Petri [Brams 83] (RdP) foi umdos primeiros formalismos introduzidos 
para tratar com concorrência, não-determinismo, e conexões causais entre eventos. Duas car- 
acterísticas das redes de Petri são a compreensibilidade dos modelos gerados, e a capacidade 
de expressar, de maneira natural, os problemas e propriedades referentes: ao paralelismo, à 
concorrência, ao seqüenciamento, ao confiito, ao não determinismo, e à sincronização. 
A.1 Redes de Petri ordinárias 
O modelo clássico de redes de Petri é descrito a seguir. 
Existem dois grupos de conceitos elementares em uma rede de Petri: 
1. Os conceitos que definem sua estrutura: 
0 Os lugareslque permitem a modelagem das atividades de um sistema; e 
0 As transições, que ligadas a lugares de entrada e de saida, permitem representar 
a ocorrência de eventos num sistema. 
2. Os conceitos que regem a sua evolução: 
0 As fichas (dentro dos lugares) modelam recursos ou atividades em curso, ou seja, 
o estado do sistema; e 
o O disparo de transições, representado pela retirada de fichas de lugares de entrada 
e pelo seu depósito nos lugares de saída, significando a ocorrência de um evento 
no sistema. P 
Graficamente, em RdP os lugares são representados por círculos, as transições por barras, e 
as fichas por pontos dentro dos lugares. 
Formalmente, define-se o modelo básico de redes de Petri (ou RdP ordinária) [Brams 
83] como uma quíntupla RdP ::= (P, T, I, O, M0) onde: 
. 
do P é um conjunto de lugares (P 76 0));
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0 T é um conjunto de transições (T 96 (Ô) e (P FW T = 0); 
o I : P × T -> N , funçao de entrada das transiçoes _ I,-j indica o peso do arco que sai do 
j-ésimo lugar para a i-ésima transição (N representa 0 conjunto dos números naturais); 
0 O : T × P -› N , funçao de saída das transições. Oij indica o peso do arco que sai da 
i-ésima transição para 0 j-ésimo lugar; 
o M0 : P -› N , marcação (número de fichas) inicial de cada lugar. 
A dinâmica da RdP é representada pela evolução das fichas , causada pelos disparos das 
transições sensibilizadas, que provocam a transferência das fichas entre os lugares da rede, 
alterando sua marcação e o estado do sistema modelado. 
Uma transiçao está sensibfilízada pela marcaçao M quando todas as suas pré-condiçoes 
forem satisfeitas: 
Vpj E P M(p¿) 2 I(t,›,p¡), ou seja, M 2 I(t,~) 
O disparo de tj- a partir da marcação M gera uma nova marcação M ': 
M'(Pj) = M(Pj) + 0(1fz',Pâ)“ Í(fz~,Pj) VPJ E P 
ou seja, M M', onde M' = M+O(t¿) - I(t,;). 
A figura A.1 mostra o disparo de uma transição. A transição tl da rede com marcação M = (3, 2,0) (parte (a) da figura A.1) está sensibilizada; o disparo de t1 modifica a marcação 
da rede para M' = (1, 1,4) (parte (b) da figura A.1). 
pi P2 101 
V 
P2 @ 4 (Ô ~ Ó 
2 1 3 
_ 
2 1 3 
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4 1 4 1 
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Figura A.1: Disparo de uma transição em uma RdP ordinária 
Uma seqüência s de transições (tj, t¡+1,- - - , t,-+¡€) é uma seqüência de disparos a partir 
da marcação Mi se, e somente se existem marcações M,-, M¿+1,- - - , M¿+k tais que: 
Pfi if: . tj t'+k Mi -) M¿+1 "'M¿+k L) M¿+k+1 
escreve-se entao:
S Mú _* Mz'+k+1
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O conjunto [M0] das marcações acessíveis a partir da marcação inicial M0 é definido 
como: 
[M0] = {M,~ | Eis tal que M0 ¿› 
Este conjunto pode ou não ser finito, dependendo da topologia da rede e da marcação inicial 
M0. O graƒo de marcações acessívezs G associado ã uma RdP com [M0] finito é formado 
pelo conjunto de marcações accessíveis M0 e pelo conjunto U de arcos que representam os 
disparos de transições que levam de uma marcação a outra: 
U = {(M,-,ú,~,M,,) 
¡ 
3:, e T iai que M, fi› Mk, v M,-, Mk é [M0]}. 
Do exame deste grafo pode-se concluir a respeito das propriedades da rede, e este pode 
ainda ser utilizado para fins de verificação. 
Redes de Petri têm sido criticadas por não serem aptas a tratar com fairness e com 
estruturas de dados, mesmo que um número de fichas em um determinado lugar possam uma 
varãvel local de programa [Ostroff 92]. Mecanismos de estruturação tais como operadores de 
composição não são naturais na teoria de redes de Petri. Um outro problema é que os grafos 
de alcançabilidade sofrem explosão de estados quando uma rede de Petri torna-se grande, e 
isto torna difícil a análise de sistemas grandes. 
A.2 Redes de Petri Temporais - o modelo de Merlin 
O modelo redes de Petri Temporais de Merlin [Merlin 76] estende o modelo básico de redes 
de Petri associando a cada transição um intervalo de números, (tm-,,,t,,,,,,,), definido sobre 
os números racionais não negativos. Neste modelo o disparo de transições não consome 
tempo (instantânea). Para que o disparo de uma transição possa ocorrer ela deve estar 
sensibilizada por um tempo mínimo tmn, quando se torna possível o seu disparo; ela pode 
ficar sensibilizada até 'um tempo máximo tm”, quando então ela deve necessariamente ser 
disparada, se ainda não o fez. Uma transição sensibilizada pode ser desabilitada pela chegada 
de uma ficha que sensibilize outra transição que possua um tempo máximo de disparo inferior 
ao da primeira transição. Esta característica do Modelo de Merlin torna-o expressivo o 
suficiente para representar situações de timeouts como ilustra o exemplo da figura A.2. 
Formalmente, uma Rede de Petri Temporal (RdP-T) é definida [Diaz 91] como uma 
dupla: 
RdP-T zz= <RzzP,I:/1,) 
onde:
` 
o RdP é o modelo de Rede de Petri ordinária subjacente; e 
QITQIT-›Q+×Q+. 
ti _›I¶¬¿=l0z¿,b¿] COIII 
Vz`,1§z`§n com n=Card(T)
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chegada da recepçao bem seqüência 
mensagem sucedida normal 
o 0 
(0, 0) 
(12 É) 
>O_ . 
esperando timeout tratamento 
mensagem da exceçao 
Figura A.2: Uma situação de támeout representada por uma rede de Petri temporal 
I Ti é a função de intervalo de disparo inicial (Q+ é o conjunto dos números racionais não- 
negativos). 4 . 
A figura A.3 mostra um exemplo de uma RdP-T. 
P1 ÇO 
t [lp] 
P2 
Figura A.3: Exemplo de uma rede de Petri temporal 
Em uma rede de Petri temporal, um estado S' é um par S = (M, IT), onde M é 
a função de marcação corrente e IT é a função intervalo de disparo corrente associando 
com cada transição 'sensibilizada na rede o intervalo de tempo no qual a transição pode ser 
disparada. 
O comportamento de uma rede de Petri temporal é regido pela regra de disparo de 
transições dada a seguir._De um estado S = (M, IT), uma transição t é disparável no tempo 
0 se, e somente se as duas condições abaixo são verificadas: 
1. a transiçao t esta sensibilizada pela marcaçao M; e 
2. o tempo 9 deve ser maior ou igual ao tempo mínimo de disparo (tm,-TL) da transição t e 
menor ou igual ao menor dos tempos máximos de disparo (tmax) de todas as transiçoes 
sensibilizadas por M. `
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O próximo estado S' = (M ' , I T' ) obtido do disparo da transição t no tempo 0 é calculado 
através do seguinte algoritmo: 
1. A nova marcaçao M' é obtida como nas redes de Petri ordinárias ordinárias. 
2. A nova função de intervalo de tempo I T' é definida como: 
o para todas transições t, não sensibilizadas pela marcação M' , I T' é vazia; 
ó para todas transições t,- sensibilizadas pela marcação anterior M e não em conflito 
com a transição t V 
V _ 
` : lmax(0›t:'11in _ €)1t:'n.az _ 
0 todas outras transições t,- (isto é, as transições ti novamente sensibilizadas pela 
marcação M' ) recebem seus intervalos de disparo originais. 
Dois fatos importantes envolvendo os valores 9 merecem comentarios [Diaz 91]: 
1. Na regra de disparo, a origem do tempo para 0 é a data no qual o estado S é atingido. 
Assim, um tempo relativo é usado dentro de cada estado. 
2. A escala de tempo é densa, e geralmente 6 pode variar dentro de um intervalo [a, b], 
com a í b; e desta maneira, pode existir um número infinito de instantes de disparo 0 
para uma dada transição t.
ç 
O item 2) acima provoca um grave problema para a realização de uma análise por enu- 
meração: o grafo de estados torna-se infinito. Entretanto, este problema é parcialmente 
contornado pela utilização do conceito de gmƒo de classes de estados. Neste grafo, cada 
classe de estado agrupa os estados com uma mesma marcação M, e um domínio de disparo 
da classe o qual é definido como a união dos intervalos de disparo associados a cada estado 
da classe. Em`[Diaz 91] são discutidas técnicas de análise de redes de Petri temporais que 
utilizam este tipo de grafo.
Apêndice B
í CCS e algumas de suas extensoes 
temporais 
Neste apêndice é realizada uma análise da incorporação do tempo e de outras características 
em diversas extensões de CCS [Milner 80, Milner 89]. 
A organização deste apêndice é a seguinte. Inicialmente o modelo de base do CCS 
é apresentado com o fim de facilitar a apresentação de suas extensões temporizadas. Em 
seguida, são apresentados resumos das características dos modelos. 
B.1, CCS - Calculus of Communicating Systems 
O CCS ( “Calculus of Commumcatíng Systems”) [Milner 80, 89] é um cálculo algébrico que 
descreve de forma abstrata e assíncrona, os conceitos do paralelismo e não determinismo 
de agentes (processos) seqüenciais comunicantes. O conjunto de agentes é visto como uma 
estrutura algébrica sobre a qual são definidas um certo número de leis de composição: por 
exemplo, se p e q são agentes, o agente p+q é tal que pode comportar-se ou como p ou como 
q [Bougé 88]. 
Associado ao CCS, o conceito de equivalência observacional permite agrupar, em uma 
mesma classe de equivalência, 'agentes diferentes que tenham comportamentos idênticos; isto 
é, agentes cujo comportamento é indistinguível para um observador externo. 
Em CCS, um agente se comunica com outro agente ou com seuambiente através de 
interações. A forma elementar de uma interação é uma ação. Interações ocorrem se, ao 
mesmo tempo, um agente oferecer um evento e outro agente (ou seu ambiente) o aceitar, ou 
reciprocamente. 
O CCS é baseado em três princípios básicos: 
1. Observação: Descreve-se completamente um sistema determinando, de forma precisa, 
qual comportamento deve ser visto ou experimentado por um observador externo. 
2. Comunicação Síncrona: Em CCS a comunicação (interação) é síncrona e bipartite; 
isto é, envolve exatamente dois agentes. A interação entre dois agentes ocorre quando 
eles oferecem ações complementares observáveis (por exemplo: a e Õ) que quando
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a T 
P1 P2
b 
P3 
lp ST=(P,A,T=( )CP×P,p0),onde P: {p0›p1›p2›p3} 
A = {a, b, T} 
T é dado por = (p0,p1) : (pO1p2) = (pzmz) 
¿z,¿¬ 
ls 
r-%›-4*-sr-^¬ 
\¬r-*\-v-'%-/ 
Figura B.1: Exemplo de um sistema de transição 
combinadas geram uma ação especial T, não-observável, chamada ação invisivel ou 
silenciosa. 
3. Computação Assíncrona: Em CCS os agentes evoluem, computacionalmente, de ma- 
neira independente uns dos outros; neste sentido, CCS é um modelo que representa os 
processos de modo assíncrono. 
B.1.1 O modelo de Base
_ 
Os agentes do CCS podem ser representados por Sistemas de Transições Rotuladas. Um 
Sistema de Transições Rotuladas (ST) é uma quádrupla: 
5T= (P,A,T=( )zzeA C A × Amo) is 
Onde: P é um con`unto de rocessos a entes E P é um rocesso ou um estado de um P ›
_ 
; z z . ; . ~ ~ a ; ~ processo; pg e o estado inicial; A e um conjunto de açoes (ou observaçoes), e -› e uma relaçao 
que representa o efeito de uma ação a E A. . 
Escreve-se 
Lv ¿› fi 
com p, q E P se, e somente se a realização da ação a, sobre o processo p, transforma p em q. 
Em complemento à definição de ST, um Sistema de Transições é dito finito se, e somente 
se os conjuntos P e A são finitos. A figura B.1 mostra um exemplo de um ST finito. 
Outra forma de representação em CCS é a das árvores de comportamento. Tais árvores 
visam representar comportamentos de sistemas como sendo seqüências de escolhas de ações 
que são ordenadas no tempo de acordo com a profundidade do nó. Nestas árvores, a raiz 
representa o estado inicial do processo e as arestas são rotuladas com os nomes das ações. 
Assim, os rótulos na saída de cada vértice representam possíveis próximos passos do processo. 
A figura B.2 mostra exemplos de árvores de comportamento associadas a expressões CCS.
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termos do CCS árvores de comportamento 
(processos) assoc1ada 
a . 
a.(b.m'l + b.c.m'l) b b
c 
T a 
T.a.b.m`l + a.c.m'l a c
b 
Figura B.2: Exemplos de processos CCS e de suas árvores de comportamento 
O conjunto de ações do CCS é estruturado da forma que segue. Seja A um conjunto 
fixo de nomes cujos elementos são representados por a, b, c, - - -, A um conjunto de co-nomes 
representados por ã, b, E, - - -, disjunto de A, e uma bijeção denotada por “T”:
' 
a (GA) ›-› ã(eÃ), 
e tal que Ê: a. Desta forma, a e ã são ditos complementares. Define-se o conjunto de ações 
A como A = (AUA) U{7'}; que representa o conjunto das ações observáveis e a ação invisível 
T. 
As ações complementares, juntamente com a ação T, têm um significado importante na 
sincronização (comunicação) entre processos. Se dois processos distintos oferecem ações com- 
plementares, então estas podem ser ligadas (transformando-se em uma ação T) permitindo 
que os dois processos se comuniquem sincronamente. Esta comunicação é observável somente 
pelos processos envolvidos na interação; do ponto de vista de um observador externo (um 
terceiro processo) esta sincronização corresponde a uma ação silenciosa T. 
B.1.2 O Cálculo de Processos CCS 
O calculo de processos CCS permite a representação de sistemas de transições ou árvores 
de comportamento a partir dos seus termos. Os termos CCS são formados tipicamente por 
aplicações de operadores (construtores de processos) sobre processos ou outros termos mais 
elementares. 
A coleção de termos de um CCS “básico” é definida pela expressão BNF abaixo: 
p ::= m'l.[ a.p Ip-l-p I ;0|p I p(S] I p\a | reca:.p 
ondep 6 P, a E A, e S é uma função S' : Ar-+A, tal que S(a) = S'(ã).
' 
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Segue abaixo, a semãntica transicional (operacional à la Plotkin) dos operadores de um 
CCS “básico”:
V 
0 ml: Não existe nenhuma regra de inferência para m`l. (Não permite nenhuma ação.) 
0 a.p: O operador ação representa uma ação de prefixação de um processo p por uma 
ação a. Sua regra transicional é: ' 
a.p3›p 
o p + q: O operador de adiçao representa a escolha entre dois processos. Se p e q sao 
processos, então o processo p + q representa um processo que se comporta ou como p, 
ou como q. Suas regras de transição são: _ 
pin qfir 
p+q$fl P+q$¢ 
0 plq: O operador de concorrência entre dois processos é definido para duas situações: 
o entrelaçamento de ações independentes de cada um dos dois processos (as duas 
primeiras regras), ou a sincronização entre eles (a última regra). 
pin qfir 
PMÂMM ~PM¿M¢ 
p$fl,q5d,a€A 
PMÂWW 
0 p[S]: O operador de re-rotulaçao consiste na aplicaçao de uma funçao de troca dos 
nomes de ações sobre processos. Sua regra é dada abaixo: 
Pia 
S( ) ' . mfldpm 
0 p\L: A operação de restrição de um conjunto de ações L C A consiste em ocultar as 
ações a e EG L, do processo p, de todos outros processos ou do seu ambiente. 
Pfiq _ 
ÃLÉEE (ML) 
B.1.3 O Conceito de equivalência observacional 
O conceito de equivalência observacional é uma característica do CCS, e é atualmente um 
importante instrumento utilizado na verificação de especificações de sistemas. Intuitiva- 
mente, equivalência observacional é uma relação de equivalência, onde dois processos são 
considerados equivalentes se for impossível distingui-los através de experimentos realizados 
por um observador. 
Inforrnalmente, dois processos p e q são equivalentes observacionalmente se, e somente 
se para toda seqüência s de ações de A*1: 
1A* denota o conjunto de todas as cadeias de caracteres possíveis formadas com elementos do conjunto
A
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1. para todo resultado p' de um s-experimento em p, existe um resultado equivalente q' 
de um s-experimento em q; e ` - 
2. para todo resultado q” de um s-experimento em q, existe um resultado equivalente p” 
de um s-experimento em p. 
Em [Milner 801, Milner define três tipos de equivalência para o CCS: equivalência obser- 
vacional fraca (denotada por m), congruência observacional (denotada por Ê), e equivalência 
observacional forte (denotada por ~). A relação existente entre elas é mostrada pelo seguinte 
resultado (prova em [Milner 80]): Se p e q são processos, então: 
p~q=>I›'š‹1=>1›~‹1 (011 Seja, ~§ëQ=«') 
Finalizando esta seção, seguem alguns exemplos de equivalências em CCS: 
a) a.T.m'l z a.m`l, mas, a.1'.m'l 76 a.m`l 
b) a.T.b.m'l m a.b.m'l 
c) a.(b.m`l + T.b.m`l) z a.b.m`l 
d) a.(b.m'l + T.(c.m`l + 1'.d.m`l)) z a.(b.m'l + T.(c.m`l + T.d.m`l)) + a.(c.mll + 7'.d.m'l) + a.d.m`l 
e) a.(b.m`l + 1'.c.m`l) 36 a.(b.m`l + c.m`l) 
f) a.(b.m`l + T.c.m'l) 98 a.(b.m`l + c.m`l) + a.c.m'l 
g) a.mÇl + b.m`l + T.b.m`l aê a.m'l + b.nf¿l ` 
Isto termina a apresentaçao do modelo de base de CCS. Na seçao que segue sao apre- 
sentadas algumas importantes extensões temporais de CCS. 
B.2 Extensões Temporais de CCS 
Esta seção é dedicada a um estudo de algumas extensões temporais de de CCS. Para cada 
modelo, será apresentado um resumo de suas características e seguido de alguns comentários. 
B.2.1 sccs é Asccs [Mimer ss] 
O “Synchronous Calculus of Communicating Systems” (SCCS) e o “Asynchronous Calculus 
of Communicating Systems” (ASCCS) [Milner 83] são cálculos algébricos que permitem 
representar sistemas síncronos e assíncronos. O SCCS é um calculo síncrono, e o ASCCS é 
um sub-cálculo assíncrono do SCCS. Segundo Mílner, estes cálculos não são bem apropriados 
para descrições de sistemas tempo-real. Como veremos adiante, 0 SCCS possui um modelo 
de tempo implícito, e a sua representação explícita de conceitos temporais é precária. Por 
outro lado, o arcabouço teórico desenvolvido neste trabalho é base de outros importantes 
modelos orientados ao tempo-real (ex. [Cardelli 82]), e esta é a principal razão para sua 
discussão neste capítulo, dedicada a modelos algébricos para STR.
fififls U FS C 
'isca Univers¡` 
"§*š¿Í_ ¬ _ ~- .,..,;_.,,¿ 
SCCS 
Como no seu modelo de base CCS, o SCCS modela um sistema em termos de agentes. Estes 
agentes podem efetuar ações que são consideradas como indivisíveis no tempo (atômicas) 
e instantâneas. Mas estas não são indivisíveis em todos os sentidos [Dzierzgowski 90]. De 
fato, sejam duas ações a e b, a ação a.b, chamada o produto de a e b, consiste em efetuar 
simultaneamente as ações a e b. SCCS exige que o produto “.” faça que o conjunto das 
ações operadas por ele seja um grupo abelianoz. Considerando Act o conjunto de ações de 
um dado sistema a ser descrito por SCCS, isso quer dizer que (Act, ., 1) tem as seguintes 
características: ' « 
o o produto a.b de duas ações quaisquer a e b sempre deve existir; 
0 existe uma ação (unidade) 1, que corresponde ao efeito de não realizar nada; 
0 para cada a existe uma ação simétrica (complementar) ã tal que a.ã = 1 (a exemplo 
das ações complementares e a ação 7' do CCS); 
o o produto de duas ações a e b, é independente da ordem em que escrevem-se as ações, 
a.b = b.a. 
A cada agente é associado um conjunto de ações possíveis. Na realização de uma destas 
ações, este agente se transforma em um outro, que também tem seu conjunto de ações 
possíveis. As realizações das ações dos agentes se sucedem até a transformação num agente 
cujo conjunto de ações possíveis é vazio, e que não pode assim realizar mais nenhuma ação. 
Como no CCS, utiliza-se em SCCS a notação P ¿› P' para dizer que “P é capaz de realizar 
a ação a e transforma-se em P' ao fazê-lo”. 
As expressões 'SCCS são construídas a partir das ações, fazendo uso dos operadores 
que passamos a descrever a seguir. Milner descreve os operadores do seu cálculo através 
de semântica o eracional' ara cada o erador é descrito seu si nificado informal e a re ra3 
transicional associada a ele. Os operadores são: 
0 Ação: se a designa uma ação e E uma expressão, então “a : E” representa um agente 
que é capaz de realizar a ação a e transformar-se em E ao fazê-lo. 
a : E í› E 
O operador unário “a :” tem o efeito de prefixar a ação atômica a ao comportamento 
representado por E. ` 
2Um grupo abeliano é um conjunto Ç munido de uma lei de composição interna “_” que satisfaz as cinco 
condiçoes seguintes: ' 
1. Va, b E Q, a.b G Q (Q é fechado sob “.”); 
2. Va, b, c E Ç, (a.b).c = a.(b.c) (associatividade); 
3. 31 G Q, tal que Va E Q a.1 = a (existência de uma unidade); 
4. Va E Q 3a"1, tal que a.a'1 = 1 (simetria); e 
5. Va, b G Ç, a.b = b.a (comutatividade).
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Somatório: ZE é uma expressao onde E = (E, | z' E I ) é alguma família (possivel- 
mente infinita) de expressões indexadas. Escreve-se também 2,6, E,-. Sua regra de 
derivação é E ¿› E . -4-T-(WD 
Ziel Ei "'› E 
Isto é, a ação da linha de baixo pode' ser inferida de qualquer ação E, ¿› E, para algum 
z' E I. 
Dois casos especiais são importantes, para I = (Z) e quando I tem dois elementos. 
Escreve-se 
O para ZE, ,; E0+E1 para 2 Ei. 
ieø ie{o,1} 
O é chamado de mação; ele não tem ações, desde que nada pode ser inferido. 
O somatório representa uma superposição de agentes. Cada ação de uma soma deter- 
mina uma parcela como uma fonte de um comportamento futuro. 
Produto: Se E e F são duas expressões, então E × F denota a evolução paralela dos 
agente E e F; sua regra de derivaçao é 
- E$E,F$F 
V E×FHø×P 
Ação Restrição: E\A é uma expressão, para qualquer subconjunto A C Act que 
contenha o elemento 1. Sua regra de derivação é 
E í› E' 
E\A í› E'\A. 
Assim o efeito de \A é inibir qualquer ação que não seja de A. 
Defimções mutuamente recursivas de constantes: se E0, - - - , En são expressões, então 
K0 <= E0, - - - , K,, <= En formam um conjunto de definições mutuamente recursivas de 
constantes K0, - - - , K,,, os K, podem aparecer nos E,-. As ações que um K, é capaz de 
efetuar sao dadas pela seguinte regra: 
E, í› E' 
K,-i›K' 
“Delay”: por meio de uma definição mutuamente recursiva (<=), Milner define um op- 
erador delay: se E é uma expressão, ÕE é definido por ÕE <= 1 : ÕE + E [Dzierzgowski 
90]. A exemplo das anteriores, as regras derivadas por Milner para ÕE são: 
E í› E' õE-#õE a õE-+E' 
lntuitivamente, ÕE pode ficar ocioso indefinidamente (isto é, por uma incontável quan- 
tidade de unidades de tempo “1”) antes de se comportar como E. Esta é uma maneira 
de modelar uma espera (que pode não terminar); e no momento onde ÕE efetua uma 
ação de E, ele se transforma em um outro agente.
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O tempo em SCCS é discreto, e como pode ser observado acima não é definido explici- 
tamente na sua semântica formal. No modelo assume-se a existência de um relógio global no 
qual todos os agentes estão sincronizados. Mesmo assim, Milner sugere que delays podem 
ser representados- explicitamente por (1 :)”, e um delay limitado pode ser escrito como Õ”, 
onde Õ0(P) E P e õ,,_1(P) E P + Õ,,(P). 
O SCCS é um modelo qualificado de síncrono. O sentido que é dado a este termo é 
discutido a seguir [Milner 83, Dzierzgowski 90]. Considere, por exemplo o agente “a : E”. 
Este agente torna-se E, imediatamente após ter realizado a ação a. Similarmente, se 1 E Act 
é considerada uma ação silenciosa ou de espera, então “a : 1 : E” torna~se E exatamente um 
instante após ter realizado a ação a. Pode-se pensar nos agentes como sendo sincronizados 
por um relógio universal. Por outro lado, a : ÕE pode ficar ocioso indefinidamente, após ter 
realizado a ação a, e 'antes de tornar-se E. 
ASCCS 
O ASCCS é um sub-cálculo assíncrono do SCOS. Seus agentes são também definidos por 
expressões. Estas expressões são construídas a partir de um conjunto de operadores que são 
aqueles mesmos do SCCS, mas com os operadores “a :” sendo eliminados, e substituídos por 
operadores “a.”, definidos por a.E = a : ÕE. “a.E” significa que E pode ficar ocioso um 
tempo indefinido após a realização da ação a; o que para Milner caracteriza uma computação 
assíncrona. 
B.2.2 Real Time Agents [Cardelli 82] 
O cálculo algébrico apresentado em [Cardelli 82] é inspirado nos cálculos síncrono e assíncrono 
de Milner descrito em [Milner 83]. As principais características que diferenciam o Real Time 
Agents dos SCCS e ASSOS de Milner é utilização de uma representação explícita e densa do 
tempo e a definição de um operador de não~determinismo no modelo de Cardelli. 
A idéia central do modelo Real Time Agents é o uso explícito de informação de tempo na 
representação do comportamento de agentes. O tempo é denso, isto é, Vt1,t2 representando 
instantes de tempo, com t1 < tz, El um instante t tal que t1 < t < tz. As ações de agentes 
tempo-real são observadas por uma duração de tempo e não por instantes de tempo (ou seja, 
não existem intervalos com medida nula); as variáveis que denotam o tempo são definidas 
no conjunto dos reais estritamente positivos, §R+. 
Existem dois tipos de ações: ações determinísticas e ações não-determinísticas. As ações 
determinísticas são usadas para descrever o comportamento de agentes determinísticos. Tais 
agentes são, informalmente, todos aqueles que tem um único desenvolvimento possível no 
tempo. ` 
Seja A um conjunto de ações. Os agentes determinísticos são construídos a partir de 
um conjunto inicial de operadores. Tais operadores consistem de: 
0 uma constante ll representando um agente neutro que sempre realiza a ação neutra 1; 
0 um operador unário de prefixação “a[t] :” que representa o fato de realizar a ação a 
por uma duração de tempo t; e
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0 um operador binário infixo X representando a composição síncrona (coexistência) de 
dois agentes. 
O comportamento dos agentes é definido por um conjunto de relações binárias “ %› ” (para 
a E A e t G §R+) sobre o conjunto de agentes. Escreve-se “p-Í;-›q ” para representar: “p vai 
a q realizando a por uma quantidade de tempo t”, ou “p leva t para ir sob a influência da 
ação a até q”`. As regras de redução para os agentes determinísticos são:
1 
(zz -›). uíaz 
(au -›› am zpëp 
<‹zu‹zu ¬› av + U1» z›§›‹za1 z .z› 
(X _›) 
p%>p',‹1%>q' 
' ;vXq¿É>p'X‹1' * 
Por exemplo, a regra “(a[] -›)” diz que “a[t] : p” leva t para ir sob a para p, com t > 0, e 
a regra “(X -›)” dá o significado da coexistência de dois agentes: se p leva t para ir sob a 
para p' e q leva t para ir sob b para ql, então “pX q” leva t (o mesmo t) para ir sob a.b para 
p'Xq'. 
ç
_ 
Para os agentes não-deterrninísticos, considere o conjunto de operadores dado anterior- 
mente acrescido dos seguintes operadores: 
0 Uma constante O representando um agente sem ações; quando um sistema alcança 
0 estado O, uma catástrofe ocorre e o tempo para de correr, assim O é chamado de 
desastre. ' 
0 Um operador unário de prefixação “a(t) :” realizando a ação a por um intervalo de 
tempo positivo de no máximo t; “a(t) :” indroduz um não-determinismo chamado por 
Cardelli de horizontal (no sentido de que linhas podem ser traçadas horizontalmente 
de acordo com a duração de um “a(t) :”). 
0 Um operador binário infixo + representando a escolha entre dois comportamentos; + 
introduz um não-determinismo discreto vertical. 
Pode-se imaginar o comportamento de um agente como uma trajetória descontínua no plano, 
com o tempo no eixo x e o conjunto de ações no eixo y. 4 
A semântica operacional é a seguinte: 
(ao -›) aa) zp%,p zz gt 
(zz()a()-›) ¢z,(z:+zi)zp%,p+zz(u)zp zzgzâ 
G I 
I7_*P 
(+ -›) 1* , P+<1-I?? p+q¡›q
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Não existe axiomas para O. O agente “a(t) : p” leva o tempo v É t para ir sob a 
influëncia de a até p, e “a(t+u) : p” leva o tempo v í t para ir sob a para p+a(u) : p. Desta 
maneira, a(t) : p pode escolher, em qualquer evolução, por encurtar sua vida avançando 
alguma quantidade de tempo; de qualquer maneira em qualquer ponto no tempo ele pode 
parar sua ação a começar a realização de p. 
A comunicação no modelo de Cardelli é realizada de modo semelhante ao CCS [Milner 
80], isto é, através do “matching” de duas ações complementares ae ã, resultando aã = 1. 
O que significa que a comunicação envolve exatamente dois agentes. 
Finalmente, o modelo de Cardelli permite, a exemplo do modelo de Milner [Milner 
83], a descrição de um mundo síncrono determinístico através dos primeiros operadores 
(ll, a[t] :, X), e de outro assíncrono não-determinístico por (O, a(t) :, +). Acrescente-se nisto 
a introdução do tempo denso de forma explícita. 
B.'2.3 Temporal CCS [Moller 89] 
O “Temporal Calculus of Communicating Systems” (TCCS) [Moller 89] é uma extensão 
temporizada do CCS de Milner [Milner 89]. TCCS é um modelo assíncrono no qual o tempo 
passa de maneira independente do aspecto funcional de um processo. O sistema transicional, 
sob o qual o cálculo é construído, é dividido em duas partes ortogonais: uma descreve os 
aspectos funcionais do processo; e a outra seu aspecto temporal. Segundo os autores, existe 
uma motivação física para a imposição desta separação que eles justificam pela afirmação 
seguinte: “computação envolve trocas de energia, e existe um resultado da mecânica quântica 
que diz que trocas de energia e tempo não podem ser medidos simultaneamente”. Com estes 
argumentos os autores advogam que em modelos baseados na observação do tempo e da com- 
putação não se deve permitir que estas duas atividades sejam observadas simultaneamente. 
As principais características do TCCS são: 
0 a definição de dois conjuntos de regras semânticas formais distintas e ortogonais, uma 
para representação dos aspectos funcionais dos processos, e outra para a descrição dos 
aspectos temporais; 
o a utilização de um modelo de tempo discreto (mapeado sobre os inteiros positivos) e 
global (os “tics” do relógio são sentidos por todos os processos do sistema).
V 
0 devido a separação ortogonal dos conjuntos de regras semânticas, o TCCS possui uma 
característica bastante desejável em modelos para especificação de sistemas depen- 
dentes do tempo: as partes de uma aplicação dependentes do tempo são descritas 
utilizando os construtores temporais, enquanto as partes da aplicação que não depen- 
dem do tempo podem ser descritas utilizando apenas os construtores funcionais. Desta 
forma, não é necessário “poluir” partes de uma aplicação não dependente do tempo 
com declarações temporais desnecessárias. 
A Linguagem TCCS 
A definição de linguagem é feita a partir dos elementos descritos a seguir. Seja A um conjunto 
de símbolos de ações atômicas não contendo T nem E (ações invisíveis), e seja Act = AU
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Considere-se a bijeçao “complemento” - entre os elementos de Act, e tal que 0.- a. Como 
em CCS, esta bijeção é a base da comunicação. Seja também T = {1, 2, 3, ~ - representando 
o tempo, e considere-se um conjunto Var de variáveis de processos. 
A coleçao de expressoes TCCS é definida pela expressao BNF abaixo. Considere a E Act, 
X E Var, t G T, e S representando funções de re-rotulação, tais que S : A -› A tal que 
“sã = s(ã) e s(¢) = T. 
Pzz=o|X|zz.P|(ú).P~|õ.P|PésP¡P+P¡ P|P |P\a|P[s]|,i,z=.P 
A interpretação informal dos operadores é a seguinte: 
0 O representa o processo ml, nenhuma açao ou passagem do tempo é realizada. 
o X representa o processo denotado por X. 
0 a.P representa o processo que realiza a ação a e após isso evolui para 0 processo P. 
0 (t).P representa o processo que evolui para o processo P após exatamente t unidades 
de tempo. 
V
- 
n Õ.P representa o processo que se comporta como o processo P, mas está pronto para 
esperar qualquer quantidade de tempo para isso. Este processo está esperando para 
sincronizar ou se comunicar com o ambiente, e ficará esperando até que o ambiente 
esteja pronto a participar de uma tal comunicação. 
o P + Q é chamado de escolha forte e representa a escolha-entre dois processos P e Q. 
O processo se comportará ou como P ou como Q, com a escolha sendo feita no tempo 
da primeira ação. Uma passagem inicial do tempo deve ser permitida por ambos, P e 
Q. 
0 P 69 Q é chamado de escolha fraca e também representa a escolha entre P e Q, com 
a seguinte diferença: o processo se comportará ou como P ou como Q, com a escolha 
sendo feita no tempo da primeira ação, ou na ocorrência da passagem do tempo onde 
somente um dos operandos pode permitir que a passagem do tempo ocorra. Neste 
caso, 0 segundo processo “parado” deve ser eliminado da computação. 
o P 
| Q representa a composição paralela de dois processos, onde cada processo pode 
realizar ações independentemente, ou podem sincronizar em ações complementares, 
resultando a ação r. A passagem do tempo é permitida em P e Q. 
` 
ø P\a representa o processo P sem a ação a, isto é, a ocorrência de a não é permitida. 
o P[S] representa o processo P com as ações re-rotuladas pela função de re-rotulação S. 
ø ,a,-íc.P representa a solução 2:, tomada das soluções para as definições mutuamente 
recursivas de processos :'15 definidas como soluções particulares para as equações Í = P.
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O processo “O” age como um processo “deadlock” não permitindo a realização de nen- 
huma ação, nem mesmo a passagem do tempo. “O” age como um “aniquilador” para escolha 
forte + e composição paralela “|” de processo com guardas temporizados, e como uma 
unidade com respeito ao operador de escolha fraca “6B”. Assim, um “deadlock” temporal 
local pode implicar em um “deadlock” global. Desta maneira, os autores descrevem um pro- 
cesso deadlock não-temporal 6.0 que permite a passagem do tempo mas não realiza nenhuma 
açao. 
São definidos dois operadores derivados dos anteriores: 
0 a prefização de processos: 
INIT,(P) 'lã' P 
| 
(z:).o
_ 
permite a execução normal de um processo por uma quantidade fixa de tempo, e então 
termina quando ele deve permitir a passagem do tempo. 
0 0 operador timeout: 
. :/¬1ME0UT,(P, Q) 'lã ó.P+ (ú).Q 
permite o início da execução do processo P através de sua comunicação com o ambiente 
em qualquer instante sobre um intervalo fixado de tempo, mas permite também a 
execução do processo Q após este tempo, com preempção da primeira possibilidade. 
A Semântica do TCCS 
A semântica do TCCS apresentada pelos autores é do tipo transicional, e representada por 
dois conjuntos de regras: um para as ações funcionais e outro para as ações temporais. 
Para representar nas regras semânticas quando um processo deve parar retardando sua 
realização dentro de uma quantidade de tempo particular define-se a função 
| 
. |.¡-. 
Formalmente, a função 
I 
. |T : TCCS -› {0, 1, 2, - - -,w} define o tempo máximo de es- 
pera que um processo pode permitir antes de forçar a realização de uma ação (ou “deadlock”). 
Sua definição, para cada operador do cálculo, é dada por: 
=0 IP@Q|T=ma»‹<|P|f.|Q|T> 
:O |P+Ql^r:mín(|Pl'r›|Q|7') 
:O |PlQ|T=mÍn(|PlT›lQ|T) 
=3+|PlT lP\al7':|P|7' :W lPlSl~|7'=lPl'r ~ 
' lfléíí-P|T=lPi{/1155-P/-'fllf 
ãšíšš 
~T;¬_" 
A semântica transicional do TCCS é dada pelas relações: -+§ TCCS × Act × TCCS, e Mg TCCS × 'T × TCCS. As regras operacionais apresentadas pelos autores são transcritas 
em duas partes (temporal e funcional) na tabela B.1.
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B.2.4 Temporal Process Algebra (TPA) [Hennessy 90] 
No trabalho de Hennessy e Regan [Hennessy 90] são descritos um modelo algébrico e uma 
linguagem para descrição de sistemas em que o tempo intervém, mas sem ser este 0 aspecto 
dominante. O modelo é uma extensão do CCS no qual foi acrescentado uma noção mínima 
de tempo. 
A idéia central do modelo é a introdução de uma ação o em uma álgebra de processos do 
tipo CCS. A execução desta ação 0 por um processo indica que ele está ocioso (ou fazendo 
nada) até o próximo ciclo de um clock. Esta ação não só indica a ociosidade, mas também 
permite representar um retardo (“delay”). Um aspecto característico do modelo é que a 
semântica da sincronização entre processos é baseada na abordagem “must”, isto é, se existe 
a possibilidade de dois processos sincronizarem, então eles sincronizam (como nos modelos 
discutidos em [Quemada 89 e Bolognesi 90]). 
Sintaxe e Semântica Comportamental 
A álgebra de processos TPL (Temporal Process Language) é descrita a seguir. A sintaxe 
abstrata de TPL dada pela seguinte definição BNF: A 
t::=m'l 
| 
9: 
| 
at 
| 
a.t 
| 
7'.t 
| 
t+t 
| 
t|t 
| t[S] | t\a |1'ec:1:.t _ 
Todos os operadores foram tomados diretamente do CCS [Milner 89], exceto a ação 0. 
ml representa um processo terminado ou bloqueado (“deadlocked”), a E Act, conjunto de 
ações que tem a estrutura A U Ã, onde A é um conjunto básico de ações, e Ã = {ã, a E A} 
(Ê: 0.). T ¢ Act, denota uma ação interna (invisível), enquanto +, |, [S] e \a representam o 
não determinismo, o paralelismo, a re-rotulação por uma função S, e a restrição. 0 representa 
a ação ocioso ou retardo (“delay”). . 
É utilizado /.L para representar ações do conjunto de ações completo Act U {T, a}, oz para 
ações do conjunto Act U {T}, e a para representar ações do conjunto de ações externas Act. 
A semântica operacional dos processos é dada em dois blocos. O primeiro define as 
relações -°í›, para cada oz 6 Act U {T}; ou seja, a semântica operacional padrão do CCS, 
da qual a ação cr não participa. O segundo bloco de regras semânticas define a relação -'Í›. 
Seguem os dois blocos de regras semânticas: 
o Regras Semânticas do Cálculo Sem as Ações oz 
a.p3>p 
Pflfl air 
P+q$P' p+q$q' 
pin 
pm É* pis]
Parte Funcional Parte Temporal 
zz.Pí›P 
Pi›P' 
õ.P2›P' 
Pim' 
P+Q-'í›P' 
giga ' 
P+Q-›Q' 
Pí›P' 
PéBQ2›Pf 
. QÀGQI 
PGBQ-›Q' 
Pí›P' 
P|Q1›P'|Q 
Qfigl 
PIQ->P|Q' 
P¿›P' 
, 
QÃQ' 
P1Ql›P'1Q' 
Pl›P' - ---_- a a P\Li*›P'\L ( * 
P2›P' 
P[s]Sí'$)P'[s] 
P,-{,râ.15¿ê1í›P' 
¡ú.155ÂÍ)P' 
¢L) 
õ.P~'›õ.P 
(s+z).P¿›(ú).P 
(z:).P¿›P 
P¿›P' 
_(z).P°1i'›*Pf 
Í) 
P¿P/ Q/ 
P+Q~°«›Q'+P' 
tl 
‹¡Q|T<f› 
É I 
‹|P|T<zf> 
P<eQ«'»Q'eaP' 
P¿,Pz Q¿,Qz 
P|Q~°»Q'|P' 
P¿›P' 
P\1zí›Pf\L V 
P~*.›P' 
P[s1«'z›P'[s] 
Pi¿,zz'ú.15¿â1«í›P' 
,ú.15¿.Pf 
Tabela B.1: Regras da semântica operacional do TCCS [Moller 89]
\
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t[recx.t/11:] Â p' p 3› p' , b 96 cv 
Tec:r.t Ã p' p'\b Â p'\b 
pin air 
PMÂVM pmimr 
Gz ¡ ã / P->P›q">¢I
T pM+flW 
o Regras Semânticas do Cálculo Com as Açoes 0: 
1. 
a.p í› a.p ml -U-› m'l 
A primeira regra diz que a.p e m`l podem ser retardadas. Isto é razoável, visto que 
se a.p está em um ambiente onde nenhuma comunicação via a é possível, então ela 
pode sofrer um retardo até o próximo ciclo de tempo. De modo similar, m`l pode 
ser retardado indefinidamente pois ele nunca pode realizar uma comunicação. 
Entretanto, vip não pode sofrer retardos pois deve realizar a ação 1' antes do 
próximo ciclo de tempo. ` 
2. ~ 
ap 5+ p 
3. p5fl,q$¢ 
P+qÂpH¶' 
Esta terceira regra diz que p+ q pode ser retardado, se p e q também o puderem. 
A passagem do tempo, isto é, a realização de U não decide a escolha em p + q. 
4. p5fl,w5¢mM% 
phäflw 
A quarta regra diz que p|q pode sofrer um retardo se ambos, p e q, o puderem, e 
se nenhuma comunicação entre p e q for possível. 
5. 
p í› p' t[recx.t] -0-› p' 
p\a í› p'\a recx.t í› p' 
Comentário: Com respeito ao modelo de Hennessy e Regan pode-se comentar que é um 
modelo assíncrono (como o seu modelo subjacente, o CCS). Inicialmente, tem-se a impressão 
que a ação 0 impõe um certo sincronismo aos processos modelados, mas a presença da ação 
fr no cálculo de base é dominante. O modelo de tempo do TPL é discreto, implícito e global, 
tal qual o SCCS de Milner [Milner 83].
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B.2..5 CCS com Tempo e Probabilidades [Hansson 90] 
Hansson e Jonsson propuseram um trabalho no qual era proposto uma extensão do CCS 
[Milner 80] que incorpora aspectos do tempo e de probabilidade [Hansson 90]. O mod- 
elo, chamado pelos autores de Timed Probabilistic Calculus of Communicating Systems 
(TPCCS), visa a descrição de aspectos do tempo-real, de confiabilidade e de performance em 
sistemas distribuídos. O tempo e a probabilidade são introduzidos em dois passos: primeiro 
a probabilidade, e depois o tempo. 
A Extensão Probabilística 
Em CCS um processo é descrito em termos de sua capacidade de se comunicar com outros 
processos. A execução paralela é modelada pelo entrelaçamento arbitrário de ações. A 
escolha entre diferentes alternativas (por exemplo, entre a ou b na expressão a + b) é não- 
determinística, isto é, não se tem a priori nenhuma informação sobre qual alternativa deverá 
OCOI`I` 61'. ' 
Em TPCCS a probabilidade é introduzida através de um operador de escolha proba- 
bilística ( “probabilistic choice ”) que não pode ser atribuído ã alternativas que realizam ações 
de comunicação pois suas ocorrências dependem do ambiente. As escolhas probabilísticas 
são internas aos processos de modo que são realizadas sem a ação do ambiente. Uma escolha 
probabilística é definída a partir de uma distribuição de probabilidade sobre um conjunto de 
potenciais estados sucessores ou processos (ou seja, estados imediatamente alcançáveis com 
medida de probabilidade não nula). 
O nome dado pelos autores ao modelo resultante da incorporação da escolha proba- 
bilística é modelo alternante. Pois em cada estado existe a possibilidade da escolha ser prob- 
abilística ou determinística/ não-determinística, e a realizaçãode uma ou outra é feita de 
maneira alternada. Considere o exemplo (extraído de [Hansson 90] de um processo TPCCS 
representando uma máquina de venda da figura B.3, onde “o” denota estados determinística/ 
não-determinísticos, “o” denota estados probabilísticos, as transições determinístíca/ não- 
determinísticas são rotuladas com ações e as transições probabilísticas são rotuladas com 
probabilidades. Intuitivamente, a máquina de venda aceita uma moeda e então, com prob- 
abilidade 0.9 oferece chá e café (dando a possibilidade de escolha ao usuário), e com proba- 
bilidade 0.1 a máquina recolherá a moeda e não oferecerá nada. 
A Extensão Temporal 
O tempo em TPCCS é global e discreto, e a sua incorporação no modelo objetiva capturar 
os aspectos temporais de um conjunto de processos comunicantes se executando simultane- 
amente. As ações são instantâneas. A passagem do tempo pode ocorrer de duas maneiras: 
quando um “delay” é especificado explicitamente; ou quando nenhuma ação é possível. Um 
processo que não pode realizar nenhuma ação interna ou de comunicação pode sempre per- 
mitir a passagem do tempo. Por outro lado, o tempo nunca pode avançar quando uma 
ação interna está habilitada. Com estas características, o modelo é referido como sendo de 
espera arbitrária e retardo mínimo. Ou seja, não existe um limite superior de tempo que 
um processo possa esperar por uma comunicação (espera arbitrária), mas ao mesmo tempo,
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moeda 
0.1 0.9
O 
chá café 
O O 
Figura B.3: Uma máquina de venda não confiável 
uma vez que uma ação interna seja possível o processo não pode mais ser retardado (retardo 
mínimo). 
O modelo utiliza uma açao especial X para representar a passagem do tempo (os “ticks” 
do relógio global). Os autores definem um operador especial para tratar características 
temporais, chamado timeout e representado por l>. Intuitivamente, N1 l>,~ N2 denota um 
processo que após z' unidades de tempo torna-se N2, a menos que N1 realize qualquer ação 
antes disso. Se N1 puder realizar alguma ação (dentro de 2' unidades de tempo) e tornar-se 
Nf, 'então N1 l>¿ Nz pode realizar a mesma ação e tornar-se Ní. 
O tratador de timeout da figura B.4 ilustra este procedimento. Ele deverá gerar um 
timeout to depois de duas unidades de tempo (“ticks”) a menos que ele seja abortado antes 
do segundo “tick”. 
X abort
O 
X abort
X
o
E
O 
Figura B.4: Comportamento de um tratador de timeout: abort I>z to 
A hipótese do retardo mínimo corresponde a um modelo de execução onde os proces-
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sadores nunca sofrem restriçoes de recursos. Desta maneira, os autores evitam problemas de 
escalonamentos que ocorrem quando é assumido que os sistemas compartilham um número 
limitado de processadores.
' 
Um outro exemplo da utilização do operador timeout ilustra a modelagem de constru- 
tores da linguagem de programação Ada através do cálculo TPCCS. O trecho de programa 
Ada abaixo: 
select accept el; 
or accept e2; 
or delay d; accept e3; 
end.select; 
pode ser modelado em TPCCS como: 
(61 + 62) l>¿ 63. 
O Cálculo 
O cálculo TPCCS é definido em duas partes. Inicialmente é definido um cálculo probabilístico 
pela adição do operador de escolha probabilística, e pela distinção entre as expressões de 
processos determinísticas/ não-determinísticas e as expressões de processos probabilístícas. 
Em seguida, os autores extendem este calculo através da inclusão do operador timeout. 
Seja A um conjunto de símbolos de ação (X,1' ¢ A), e seja A o conjunto de símbolos 
de ações complementares (ã E A sse a E A, Ê: a). Sejam as letras a, b etc representando 
os elementos de Act = A LJ A. Sejam as letras gregas oz, 5 etc representando elementos de 
Actv' = Act U 
Sejam o intervalo fechado [0, 1] C §R representando o conjunto de probabilidades e 
as letras q, T, q1,--- representando valores deste conjunto. Assuma que: X representam 
processos; f representam funções de re-rotulação; e I representam conjuntos de índices. 
A sintaxe é definida para dois tipos de expressões de processos: o conjunto EN de 
expressões de processos não-determinísticos cujos elementos são representados pelas letras 
N, N1, - -~ ; e o conjunto Ep de expressões de processos probabilísticos cujos elementos são 
representados por P, Q, P1, - - -. . 
A sintaxe das expressões de processos probabilísticos é dada por: 
' P === X 
I 
Zízz.-1N. 
| 
PIP 
I 
P\‹z 
I P[f1 1 fz'z.X.P 
ter 
E é o operador de soma probabilística, -e os outros são os operadores padrões do CCS. 
Exige-se que na expressão E,-€¡[q,-]N¿ tenha-se 2,~e¡ qi = 1 
A sintaxe das ex ressões de rocessos não-determínísticos é dada or: P P 
P ::= X| Z[a¿]P¿| N|N |N\a I |f1Ã1:.X.N 
ie! .
Semântica Operacional 
o Parte Não-Determinística -›§ EN × Actf × Ep é a relação de transição näo- 
determinístíca, e uma tripla em -› é escrita como N 3+ P. 
1. Choice: 
2. Parallel C'omposz`tz`on: 
í:__¡1_.__ je] 
Êz'eI0fz'Pâ“$Pj 
N1í›P1,Nz-'í›P2 N1¿'Í>P Nz-9-›P 
N1|N2 í› P1IP2 N1|N2 ¿› P|[1]Nz N1|N2 3-› [1]N1|P 
3. Rest1"ictz`0n: 
4. Relabellng: 
5. Fix.- 
o Parte Probabilística r-›§ Ep x [0,1] x EN é a relação de transição probabihstlca, 
NÍ›P a_7é --_-- ,oz a N\af-'›P\a 
N3›P 
Nm fg) Pm 
N{fz'zz.X.N/X} 2› P 
fz':z:.X.N Â P - 
e uma tripla em ›-› é escrita como N ›i› P. 
1. P-Choice: 
2. P-Parallel Composltz'on: 
3. P-Restriction: 
4. P-Relabellng: 
5. P-Fz`a:: 
Êz'eI[l1z'lNz' 'L Né 
P1 ›-“Y-› NI , P2 ;+ Nz 
P1|P2 #13 N1¡N2 
P J-› N 
P\a›-i›N\a 
P›-“+N 
Pm #1-› Nm 
P{fz'z.X.P/X} »i› N 
ƒz'z.X.P ›-ff-› P
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Parte Temporal O tempo é introduzido no modelo em duas etapas: primeiro, são 
definidos o operador timeout, l>, e a ação especial de “tick”, X; as 7 regras semânticas 
que definem estes operadores referem-se à semântica de espera arbitrária. Por fim, 
as regras que caracterizam a semântica do retardo mínimo são definidas através da 
relação '-›. 
O operador de timeout, indroduzido anteriormente, é generalizado da forma seguinte: 
N ¡>,,N' E N ¡>(N ¡>,,_1N') (n> 1) 
N l>1 N' E N I> N' 
Seguem as regras quedefinem a semântica de espera arbitrária: 
1. Choice-Idle: 
p 
2161 C.Yz'Pz' À Êzez 0lz'Pz' 
2. Parallel Composition- Tick:
_ 
MÂMJWMQ' MWÂMW 
3. Restriction- Tick: NÂM 
N \a -É N'\a 
4. Relabeling- Tick: - NAN 
MflšNm~ 
5. Fix- Tick: 
mxmšm 
6. to- Tick:
_ 
m>MšM 
7. to-Action: 
. N1 Â P 
N1 DNQÀNQ 
Definição da Semântica do Retardo Mínimo As regras semânticas abaixo forçam 
o retardo mínimo através da eliminação da possibilidade dos processos realizarem 
“ticks” em estados onde ações T são possíveis. A relação L-› é definida com este obje- 
tivo, ela é um subconjunto da relação -› em que foram excluídas apenas as transições 
de “tick” originadas de estados oferecendo transições r. A definiçâo formal de <-› é 
dada abaixo: . 
NÂP N%NzN% N&P NÀN
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Comentário sobre a extensão probabilísticaz Permite associar a ações, valores constantes 
de probabilidade e tempos mas não densidade de probabilidade a intervalos de tempo, o que 
é necessário para representar mais precisamente a característica aleatória dos fenômenos 
físicos. Entretanto, esta extensão probabilística permite a representação de escolhas com 
probabilidades associadas à alternativas 0 que possibilita a descrição uma estatística de 
utilização de recursos necessáriapara realização de análise de desempenho.
‹
Apêndice C 
Uma Introdução Rápida a LOTOS 
A linguagem LOTOS, “Language of Temporal Orderíng Specifications [ISO 88], é constituída 
de duas compontes [Logrippo 90]: uma componente tipos de dados, que é baseada na lin- 
guagem ACT ONE, baseada em Tipos de Dados Abstratos Algébricos; e uma componente 
controle, a qual é baseada numa mistura do CCS (Milner 80] e CSP [Hoare 85]. A maior 
parte da abordagem teórica da componente controle, e especialmente o conceito de ação 
interna (ou ação invisível) são baseados no modelo CCS. No entanto, a semântica dada à 
sincronização entre processos é baseada no conceito de sincronização múltipla (“multz'-way 
rendezvous”) do modelo CSP, no qual todos os processos que compartilham uma mesma 
ação (gate em LOTOS) devem participar do “rendezvous” naquela ação (a notação para 
representação de interações é similar a utilizada em CSP). 
A exemplo do modelo CCS, ea semântica formal da parte de controle de LOTOS é dada 
em termos do modelo semântico transicional (operacional à la Plotkin), e os operadores 
foram escolhidos de maneira que é possível provar que eles satisfazem algumas interessantes 
propriedades algébricas como em [Milner 80, Milner 89]. 
Utiliza-se na literatura o termo LOTOS-básico (basic-LOTO.S§ para fazer referência 
apenas à parte de controle de LOTOS, isto é, sem referência a dados. Como o nosso interesse 
maior é pela componente de controle de LOTOS, passaremos a apresentar, resumidamente, 
a sintaxe e o significado informal dos principais operadores que permitem representar as 
expressões de comportamento do LOTOS-,básico [Bolognesi 87]. Os símbolos “B', 'B1', 'B2' 
que aparecem a seguir representam expressões de comportamento. 
Inação: Representado pela palavra “stop”, denota um processo completamente inativo. 
Prefixação de ações: Existem duas formas: 
0 “i;B” que representa o oferecimento da ação interna “i”, seguido do comporta- 
mento B; e 
o “g;B” que representa o oferecimento de uma ação (“gate”) “g”, seguido. do com- 
V portamento B. 
Escolha: Representado por “B1[]B2”, denota um processo que se comporta ou como B1 ou 
como B2 (é similar ao operador de escolha “+” do CCS). 
Composição paralela: Existem três casos:
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o “B1|[g1,---,g,,|]B2” que representa a sincronização dos processos que oferecem 
ações em {g1› ' ' ' 2 
o “B1 B2” que representa o entrelaçamento (“z`ntereavz'ng”) das ações de B1 e 
B2; e _ 
o “B1 B2” que representa a sincronização completa, isto é o conjunto de ações 
para sincronização é o conjunto de todas as ações possíveis. 
Ocultação (“Hiding”): Denotado_ por “hide g1,- --,gn in B”, este operador tem o efeito 
de transformar ações observáveis de um processo em ações não observáveis. 
Instanciação de processos: Representado por “p[g1,~~ -,g,,]”,_ denota uma instanciação 
do processo p. , 
Terminação com sucesso: Representada por “exit”, esta ação denota o fim bem sucedido 
de um processo. ' 
Composição seqüencial: A composição seqüencial de dois processos, B1 seguido de B2, é 
representada por “B1 >> B2”. 
Desabilitação: Representado por “Bl [> B2”, este operador representa a possibilidade do 
processo B1 ser desabilitado pelo processo B2. 
Como exemplo de umaespecificação LOTOS considere o seguinte exemplo [Bochmann 
88]: o processo exemplo definido a seguir, usa as ações a, b, x, y para suas interações. 
process exemplo [a,b,x,y]: noexit := 
y;( a;segue_a[x,y] 
' 
[1 b;segue_b[x,y] 
[1 i;segue_c[x,y] 
[1 i;segue_d[x,y] 
[1 i;x;exemplo[a,b,x,y]) 
endprocess 
O corpo deste processo indica que o processo exemplo deve primeiro executar a interação 
“y” e então pode executar em “rendezvous” com seu ambiente as interações “a” ou “b”, em 
tais casos ele continua com o comportamento definido por segue_a ou segue_b, respectiva- 
mente; ou ele faz uma transição interna, indicada por_i. No caso dele escolher a última 
alternativa, o processo deve realizar a ação x e em seguida iniciar novamente com ação y. 
A título de informação adicional, cabe aqui dizer que a técnica básica de provas existente 
em LOTOS é baseada no conceito de bíssimulação, o qual é similar ao conceito de congruência 
observacional do CCS. 
Isto termina a breve apresentação da linguagem LOTOS.
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