We prove a mean value inequality for non-negative solutions to L ϕ u = 0 in any domain ⊂ R n , where L ϕ is the Monge-Ampère operator linearized at a convex function ϕ, under minimal assumptions on the Monge-Ampère measure of ϕ. An application to the Harnack inequality for affine maximal hypersurfaces is included.
Introduction
Let u ∈ C 2 (R n ) and denote by D 2 u its Hessian matrix. If det D 2 u does not vanish, the Monge-Ampère operator u → det D 2 u has the expansion
for t ∈ R and v ∈ C 2 (R n ). This expansion allows to define L u , the linearization of the Monge-Ampère operator at u, by
where
The linearized Monge-Ampère operator finds applications in diverse areas of Mathematics and Physics such as fluid mechanics [2] , [10] , real analysis [8] , and differential geometry [21] [22] [23] . The case in which the linearization is done at a strictly convex function ϕ : R n → R makes L ϕ an elliptic, possibly degenerate, operator. Moreover, this case provides the measure theoretic and geometric elements to examine the properties of the solutions to L ϕ (u) = 0. Indeed, following L. Caffarelli in [4] , given a strictly convex, differentiable function ϕ : R n → R, x ∈ R n , and r > 0, a section of ϕ centered in x at height r is the open bounded convex set S ϕ (x, r) = {y ∈ R n : ϕ(y) < ϕ(x) + ∇ϕ(x), y − x + r}.
The Monge-Ampère measure μ ϕ associated to ϕ is defined by
Notice that for the particular choice ϕ 2 (x) := |x| 2 /2, we have that
(where B(x, r 1/2 ) is the usual Euclidean ball centered at x and radius r 1/2 ), μ ϕ2 reduces to Lebesgue measure, and L ϕ2 = .
The paradigm in the study of properties of solutions u to L ϕ u = 0 is based on making the sections of ϕ and the Monge-Ampère measure μ ϕ play the roles that the usual Eucliden balls and Lebesgue measure play in the case of the Laplacian operator. Along these lines, some properties of the sections and Monge-Ampère measure, that emulate those of ϕ 2 , are defined for a general strictly convex differentiable function ϕ. [6, 7] (see also [15, 16] ) we say that μ ϕ satisfies the (DP)-doubling property, and write μ ∈ (DP), if there exists a constant C ≥ 1 such that μ ϕ (S ϕ (x, r) ) ≤ Cμ ϕ (S ϕ (x, r/2)), x ∈ R n , r > 0.
Definition 1 Following Caffarelli and Gutiérrez in
We say that μ ϕ satisfies the (DC)-doubling property if there exist constants B 0 ≥ 1 and 0 < α < 1 such that for all sections S ϕ (x, r), we have μ ϕ (S ϕ (x, r)) ≤ B 0 μ ϕ (αS ϕ (x, r)), (1.1) where αS ϕ (x, r) denotes α-dilation of S ϕ (x, r) with respect to its center of mass x * , that is, αS ϕ (x, r) = {α(y − x * ) + x * : y ∈ S ϕ (x, r)}, (centers of mass will be always considered with respect to Lebesgue measure).
We say that μ ϕ verifies the (μ ∞ )-condition, and write μ ϕ ∈ (μ ∞ ) or μ ϕ ∈ (μ ∞ (R n )), if given ε ∈ (0, 1) there exists δ ∈ (0, 1) such that for every section S = S ϕ (x, r) and every measurable set E ⊂ S,
(if U ⊂ R k , for some k ∈ N, then |U| denotes its k-dimensional Lebesgue measure). Finally, we say that the sections of ϕ verify the engulfing property if there exists a constant K ≥ 1 such that whenever x ∈ S ϕ (y, r) then
In this case we write ϕ ∈ Eng(n, K).
The study of the regularity properties of non-negative solutions to L ϕ u = 0 has been pioneered by L. Caffarelli and C. Gutiérrez in [7] . Among their results, we first single out Theorem 2 (Harnack's inequality. Theorem 5 in [7] ). Suppose μ ϕ ∈ (μ ∞ ), then there exist constants β > 1 > τ > 0, depending only on the (μ ∞ ) condition and dimension n, such that if u is any non-negative solution of
In this article we first show that the (DC)-doubling condition is significantly weaker than the (μ ∞ ) condition in every dimension. Then, we explore some properties of non-negative solutions u to L ϕ (u) = 0 merely under the (DC)-doubling assumption. Our main result is the following mean value inequality 
for every section S ϕ (x, r) with S ϕ (x, 2r) ⊂⊂ .
As an application of Theorem 3, in Section 7 we prove Harnack's inequality for affine maximal hypersurfaces that verify the (DC)-doubling property.
Remark 4
Given a bounded open subset ⊂ R n and ϕ ∈ C 2 (R n ) with D 2 ϕ > 0, the matrix D 2 ϕ will always be strictly elliptic in , with constants depending on the maximum and minimum eigenvalues of D 2 ϕ over¯ . Elliptic regularity then implies that solutions to L ϕ u = 0 in will enjoy properties such as Harnack inequalities, Hölder continuity, L p -estimates, etc. However, the strength of theorems such as Theorem 2 and Theorem 3 resides in the fact that the constants involved are independent of and, moreover, they depend on D 2 ϕ only through its determinant.
Throughout this article, the equation L ϕ u = 0 can be interpreted to be satisfied in the classical sense. However, all our estimates will depend only upon dimension and the doubling constant in Eq. 1.1; in particular, they are independent of any smoothness assumption on the solutions.
Real Analysis Associated to the Monge-Ampère Equation
The relevance of the (DC)-doubling condition in the regularity theory for the Monge-Ampère equation was first demonstrated by the celebrated C 1,α -regularity theorem for solutions to Monge-Ampère equations due to L. Caffarelli [4] . Since then, this doubling condition has been intensively studied and related to other measure theoretic and geometric properties, see, for instance, [4-7, 12, 13, 15] , and [16] . In fact, the following equivalences (see Theorem 8 in [12] and Theorem 4 in The (DC)-doubling property provides a measure theoretic and geometric structure rich enough to do real analysis. Indeed, if we set
and if μ ϕ verifies Eq. 1.1, then ρ ϕ becomes a quasi-distance on R n (with quasi-triangle constant depending only on B 0 , α, and n) whose balls are topologically equivalent to the sections of ϕ. That is, there exist positive constants 0 < δ 1 < 1 < δ 2 , depending only on B 0 and α in Eq. 1.1, such that
where B ρϕ (x, r) = {y ∈ R n : ρ ϕ (x, y) < r}. This result was proved by H. Aimar, L. Forzani, and R. Toledano in [1] under the assumption of several geometric conditions on the sections of ϕ, which, later on, turned out to be equivalent to the (DC)-doubling condition, (see Theorem 8 in [12] ). Conversely, if Eq. 2.3 holds for some quasidistance ρ instead of ρ ϕ , then its quasi-triangle inequality implies that the sections of ϕ verify the engulfing property. Hence, the (DC)-doubling condition for μ ϕ is equivalent to the existence of a quasi-distance in R n whose balls are topologically equivalent to the sections of ϕ.
The (DC)-doubling property implies the (DP)-doubling property, with C = C(α, B 0 , n) (however, the converse is not true, see [15] , p. 51). Thus, in the pres-ence of the (DC)-doubling property, the triple (R n , μ ϕ , ρ ϕ ) becomes a space of homogeneous type. Note that the mean value inequality in Theorem 3 is related to (R n , μ ϕ , ρ ϕ ). For more on the real analysis related to ϕ, see the fundamental work [6] .
The (DC)-Doubling Condition vs. the (μ ∞ ) Condition
Given a strictly convex, differentiable function ϕ : R → R, every open interval in the real line can be realized as a section of ϕ (just by the mean value theorem). Hence, the (DC)-doubling property becomes the usual doubling property for the measure ϕ . Similarly, the condition (μ ∞ ) becomes the A ∞ condition for Muckenhoupt weights. It is therefore clear that, at least in dimension 1, the (DC) doubling condition is considerably weaker than the (μ ∞ ) condition (the gap being exactly the one between doubling measures and Muchenhoupt weights). The following lemma will be useful to produce examples for the (DC) and (μ ∞ ) conditions when n > 1.
Then,
for all x = (x 1 , x 2 , . . . , x m ) ∈ R n and t > 0. In particular,
Proof By definition of the sections of ϕ, we have that y ∈ S ϕ (x, t) if and only if
Since convexity implies that each of the summands is non-negative, we have
This proves the first inclusion. The second inclusion follows by using that y j ∈ S ϕ j (x j , t) if and only if Eq. 3.5 and by adding together the inequalities in Eq. 3.5 for j = 1, . . . , m. In order to prove (i), assume
. . , m, and by the engulfing property,
In order to prove (ii), we recall that (as indicated in [7] , p. 465) μ ϕ ∈ μ ∞ (R n ) if and only if there exist constants 1 < C, r < ∞ such that for all the sections S = S ϕ (x, t) the following reverse Hölder inequality holds true,
, for any k ∈ N, k-dimensional Lebesgue measure is doubling with respect to the parameter t of the sections of every strictly convex, differentiable function ψ defined on R k . Moreover,
Given a section S ϕ (x, t), we now use Eqs. 3.4 and 3.7 to write
To prove the converse in (ii), suppose that μ ϕ ∈ (μ ∞ (R n )) satisfies Eq. 3.6 with constants 1 < C, r < ∞. By Eqs. 3.4, 3.6, and 3.7 there exists a constant C * , depending only on C, r, m, and n such that
since each factor in Eq. 3.8 is greater than or equal to one, it follows that μ j verifies a reverse Hölder inequality with constants 1 < C * , r < ∞. [24, Theorem 4] ). Integrating such measures twice produces convex functions defined on the real line whose sections satisfy the engulfing property. By Theorem 5 and Lemma 6, tensor sums of these onedimensional convex functions provide higher dimensional examples of strictly convex functions whose Monge-Ampère measures verify the (DC)-doubling condition, but not the (μ ∞ ) condition.
The Normalization Technique
Let T : R n → R n be an invertible affine transformation and, for ϕ as above, define x, r) ). Thus, μ ψ verifies the (DC)-doubling property (Eq. 1.1) with the same constants B 0 and α as ϕ does.
In particular, quantities such as
u, and
are preserved under the affine transformations that take ϕ into ψ and u into v. See [7] , Section 1, for more details. For the following lemma and other basic results on the Monge-Ampère equation, the reader is referred to [15] .
Lemma 7 (John's Lemma) Let ⊂ R n be a bounded and convex set with non-empty interior. Consider all the ellipsoids that contain and that are centered at the center of mass of . Let E be the ellipsoid of minimum volume. Then, there is a constant α n > 0 depending only on n such that
A convex set ⊂ R n is said to be normalized if its center of mass is 0 and B(0, α n ) ⊂ ⊂ B(0, 1). Given any bounded convex subset S with non-empty interior, let E S be the ellipsoid given by John's Lemma applied to S; and T : R n → R n be an affine transformation with T(E S ) = B(0, 1), we then have , r) ⊂ B(0, 1) . Now, by Aleksandrov's maximum principle (see [14] , p. 222), we have
We call T(S) the normalization of S (through T). From now on, we fix the notation
L ϕ u := trace((D 2 ϕ) −1 D 2 u), so that L ϕ u = det D 2 ϕ L ϕ u.
Lemma 8 If u is a solution to L
and c n is a dimensional constant. We now use that S ψ (Tx, r) is normalized to produce a dimensional constantc n such that
The lemma follows just by changing variables y → T −1 y back in Eq. 4.9. The constant C n turns out to be c ncn , depending only on the dimension n.
A Weak Reverse Hölder Inequality for Non-negative Solutions
For ϕ ∈ C 2 ( ), it can be checked (by plain differentiation) that the operator L ϕ enjoys the following null-Lagrangian property 
Proof Without loss of generality we can assume that ϕ(0) = 0 and ∇ϕ(0) = 0, since subtracting a hyperplane from ϕ does not change the operator L ϕ or the measure μ ϕ .
In particular, we can assume that ϕ ≥ 0.
To begin with, let us consider first the section S ϕ (0, r). We can bound the
where (Sϕ (0,r) ) ≤ 1}. This approach to proving reverse Hölder inequalities for non-negative solutions to elliptic operators can be traced back, at least, to the work of E. Fabes and W. Stroock on uniformly elliptic equations in [11] . We will see how Theorem 5 allows to implement this technique in the current degenerate case.
Given f ∈ A, we extend it as zero outside of S ϕ (0, r) and consider the C 2 function
(Recall that we have fixed the notation
For y ∈ S ϕ (0, r) we have 2r − ϕ(y) ≥ r, and by Aleksandrov's maximum principle, Z r ≤ 0 in S ϕ (0, 2r). Thus,
where we used Eq. 5.13. If we set w = (2r − ϕ)Z r , we have w = 0 and ∇w = 0 on ∂ S ϕ (0, 2r). Thus, w (extended as 0 outside S ϕ (0, 2r)) can be taken as a test function in Eq. 5.10. Consequently, I 1 = 0. Now, by Lemma 8, for every y ∈ S ϕ (0, 2r) we have
Therefore,
where we used Theorem 5, part (ii), so that
for someC =C(B 0 , α, n). In order to find a bound for I 3 , we proceed as follows. Since (D 2 ϕ) > 0, for any ε > 0 we get
Next, we use Z 2 r and (2r − ϕ) 2 (both extended as 0 outside S ϕ (0, 2r)) as test functions in Eq. 5.10, inequality 5.14, and (ii) in Theorem 5 to estimate
Hence,
Choosing ε < 1/C n , depending only on n, yields
Therefore, the supremum in Eq. 5.12 can be bounded by
follows with
Now, fix x ∈ R n and consider a general section S ϕ (x, r). Define
Then μ ψ verifies the (DC)-doubling property with the same constants as μ ϕ does (uniformly in x), also ∇ψ(0) = 0, ψ(0) = 0 and
Thus, μ ψ (S ψ (0, r)) = μ ϕ (S ϕ (x, r)) and if we apply Eq. 5.15 to L ψ on the open set x − , we obtain the general case just by changing variables x − y → y.
A Mean-Value Inequality for Non-negative Solutions
A classical result due to F.W. Gehring asserts that weak reverse Hölder inequalities (based on the usual Euclidean balls and Lebesgue measure) enjoy a self-improving property. Such self-improving behavior of the weak reverse Hölder inequality 5.11 (that is, the existence of q > n/(n − 1) such that Eq. 5.11 holds with q instead of n/(n − 1), with a different constant, but depending on the same parameters) can also be achieved in the context of (R n , μ ϕ , ρ ϕ ). Indeed, the underlying structure of space of homogeneous type allows to adapt the higher integrability techniques with doubling measures developed by J. Kinnunen in [17] . However, we will take a different path to actually obtain inequality 1.2, which represents the extreme case q = ∞. In order to do that, we next describe equivalent forms of Eq. 5.11. Sϕ (x,t) w(y)dμ ϕ (y), and, for a Borel set E ⊂ R n ,
Definition 10 For a section S ϕ (x, t) and a non-negative function w define aver(w, S ϕ (x, t))
For R > 0, set
Given a domain ⊂ R n and p > 1, we say that a weight w satisfies a weak p-reverse Hölder inequality in with respect to the structure (R n , μ ϕ , ρ ϕ ), and write w ∈ W RH p ( , μ ϕ , ρ ϕ ), if there exists a constant C > 0 such that
w dμ ϕ , (6.16) for every S ϕ (x, r) with S ϕ (x, 2r) ⊂⊂ .
The following lemma is essentially due to S. Buckley in [3] and E. Sawyer in [19] . We omit its proof since it follows as in Lemma 2.1 in [3] (the proof works in the general context of spaces of homogeneous type) Lemma 11 Let p > 1 and ⊂ R n a domain. The following conditions on a weight w are equivalent
for all sections S ϕ (x, t) with S ϕ (x, 2t) ⊂⊂ and all R > 1;
for all sections S ϕ (x, t) with S ϕ (x, 2t) ⊂⊂ and all R > 1.
The statements are quantitative in the sense that the constants involved in each property depend only on each other and not on w.
We will also make use of the following critical density result for solutions to the linearized Monge-Ampère equation due to L. Caffarelli and C. Gutiérrez, (S ϕ (y, t) ).
We are now in position to prove a rate of decay for the distribution functions of non-negative super-solutions in terms of their averages (instead of their infima as in Theorem 12). Namely, 
Proof By Theorem 9 we have v ∈ W RH n/(n−1) ( , μ ϕ , ρ ϕ ). Given R > 1, Lemma 11, part (iv), allows to write
Remark 14 There exists a constant p > 0, depending only on the (DC)-doubling constants for μ ϕ and dimension n, such that whenever S ϕ (z, 1) is a normalized section, 0 < s 1 < s 2 < 1, and x ∈ S ϕ (z, s 1 ), then
for all ρ < (s 2 − s 1 ) p (see [5] or Theorem 3.3.10 in [15] ). Also, there exist constants B 4 > 0 and d > 0, depending only on the (DC)-doubling constants for μ ϕ and dimension n, such that x 0 ∈ S ϕ (z, t) implies
for all ρ < t. This follows from the doubling condition, see the remark after Lemma 4.1 in [7] .
Our next result plays the role of Lemma 4.1 in [7] , where infima, instead of averages, are treated. For the rest of this section, our techniques will heavily depend on those in [7] and we provide full details for the reader's convenience. 
Lemma 15
and suppose that for some section S ϕ (z, t) ⊂ S ϕ (z, 2t) ⊂⊂ we have
and there exist x 0 ∈ S ϕ (z, t/4) and j ∈ N verifying 20) and
Proof After an affine change of variables, we can assume t = 1 and S ϕ (z, 1) normalized (see [7] , pp.448-449). As in the proof of Lemma 4.1 in [7] , by contradiction we assume sup
Since x 0 ∈ S ϕ (z, 1/4), by Remark 14 (with s 1 = 1/4 and s 2 = 1/2), we have
It follows that L ϕ (w) = 0 and w ≥ 0 in S ϕ (x 0 , ρ), and
and Theorem 12 yields
Next, set
Indeed, to prove Eq. 6.23, take
From inequality 6.22, inclusion 6.23, and Proposition 13,
and then 
and for each j ∈ N, define a decreasing sequence ρ j (with limit 0) by
Take S ϕ (z, t) and suppose 
By Proposition 13, it follows that
Hence, there exists
In addition, by Eq. 6.18, with s 1 = 1/8 and
Hence, x m+1 ∈ S ϕ (z, ρ
again by the choice of ρ m and Remark 16. By Proposition 13, we must have
Notice that, by Eq. 6.18, with
Iterations of this argument provide a sequence {x j } ∞ j=m such that
and
contradicting the continuity of the solution u (see Remark 4) . Therefore, Eq. 6.24 holds true and Theorem 3 follows.
An Application to Affine Maximal Hypersurfaces
Let ⊂ R n be a domain and ϕ ∈ C 4 ( ). We follow [21] and say that ϕ is affine maximal in if ϕ satisfies the following affine maximal surface equation (7.25) in . Estimates for the solutions to Eq. 7.25 of the form
for some positive numbers λ and , play a significant role in the recent work of N. Trudinger and X.-J. Wang on the Bernstein and Plateau problems [21] [22] [23] . In their estimates, however, the constants λ and depend heavily on the solutions (and, in particular, on their modulus of convexity) and on the domain , see, for instance, [21] , p. 407. In their approach, the fact that the normalization of solutions changes their modulus of convexity (that is, the eccentricity of the resulting sections) prevents from obtaining uniform constants λ and in Eq. 7.26. On the other hand, as we mentioned in Section 4, the normalization of solutions does not change their doubling constants in Eq. 1.1. Since the normalization technique has proven to be exceedingly useful in the development of the Monge-Ampère regularity theory, the use of the normalization-invariant condition 1.1 relaxes any hypothesis on uniform moduli of convexity. Along these lines, the following result allows to obtain uniform bounds λ and for entire solutions verifying the doubling condition 1.1. Finally, we will relate inequalities 7.29 and 7.32 by using the change of variables y = ∇ϕ(x). By Theorem 12 and Corollary 13 in [13] , ∇ϕ : R n → R n is a homeomorphism with inverse ∇ϕ * and there exists a number K, depending only on the doubling constants for μ ϕ in Eq. 1.1 and dimension n, such that ∇ϕ(S ϕ (x, t/K)) ⊂ S ϕ * (∇ϕ(x), t) ⊂ ∇ϕ(S ϕ (x, Kt)), x ∈ R n , t > 0. .
Theorem 17 Let
Consequently, Eq. 7.27 follows (with σ = 1/(8K)) by the doubling properties of μ ϕ and μ ϕ * , and Eq. 3.7. Clearly, Eq. 7.28 follows from Eq. 7.27 in the case = R n with = λ −1 = B 5 .
