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Abslract
To detect possible defonnations in active arcas the analysis of behavior of height differenees between
survey points is a powerful tool.
Sorne different software programs for rhe adjusternent of levelling networks as the statistical testing
of results have been dcveloped and applied to the trigonomerric data obtained in several observauonal
carnpaigns in the Caldera of Teide network
1. INTRODUCCION
La observación completa de una red geodésica con teodolito y distan-
ciómetro proporciona medidas de ángulos horizontales. distancias cenitales y
distancias espaciales, éste es el caso que se presenta en la red geodésica del
Teide (Sevilla and Martín, \986), repetidamente observada con el fin de detec-
tar posibles movimientos de la corteza en \a zona dentro de las precisiones
dadas por los instrumentos de observación. El tratamiento de estos datos de
observación, dentro de la fase de compensación de la red. se hace según el
tnodelo matemático elegido. Una posibilidad es tratar simultáneamente todos
los datos dentro de un modelo de compensación tridimensional y otra posibi-
lidad es tratar por separado las medidas con un modelo de compensación
bidimensional, con la correspondiente reducción de las observaciones a la
superficie de referencia, en cuyo caso se utilizan ángulos horizontales y dis-
tancias (sirviendo las distancias cenitales, o las altitudes, para efectuar las
reducciones), y con un modelo independiente para la compensación de las
altitudes. en cuyo caso se utilizan las distancias cenitales y las distancias espa-
ciales entre los puntos de observación.
En este último caso se procede en primer lugar a determinar diferencias
de altitud entre los vértices según la formulación dada por el modelo geomé-
trico considerado y estas diferencias de altitud trigonométricas serán los ob-
servables que entren en el modelo matemático de ajuste. Evidentemente las
diferencias de altitud trigonométricas tienen una precisión limitada tanto por
las hipótesis fisicas hechas sobre el coeficiente de refracción como por las
hipótesis geodésicas y geométricas hechas en la formulación del problema.
Teóricamente las altitudes se refieren tradicionalmente al nivel medio del
mar, que no coincide con el geoide, y que varia a lo largo del tiempo. Esto
introduce en las altitudes errores superiores a los de la propia nivelación,
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cuando se trata de nivelación de precisión. Sin embargo, .el análisis hecho
sobre las variaciones en las correcciones ortométricas y en el kedMe ásí como'
los cambios en la gravedad indica que las determinaciones de altitudes son
casi insensibles a las variaciones temporales de la gravedad (Vanicek and
Krakinsky, 1986).
Si para la determinación de desplazamientos verticales utilizamos el
método de comparación de observaciones repetidas hechas entre los mismos
vértices, los errores asociados con estos desplazamientos son mucho menores
que los errores en la determinación de altitudes no habiendo problemas con el
datum. Extendiendo estas consideraciones al caso de nivelación trigonométri-
ea podremos en principio utilizar dicha nivelación para el análisis de posibles
desplazamientos verticales, siempre que en dicho análisis se cuantifique cla-
ramente la influencia y dependencia de los errores del método, lo que nos
definirá el rango de fiabilidad del mismo.
En consecuencia, si se desean utilizar las distancias cenitales debe dispo-
nerse de un procedimiento, lo más perfecto posible, de compensación y análi-
sis estadístico de redes de nivelación trigonométrica. Entonces tendremos
suficiente información para proceder posteriormente al análisis de los resul-
tados obtenidos en las diferentes campañas de observación para poder esta-
blecerlos correspondientes criterios que nos permitan discernir entre diferen-
cias debidas a errores o imperfecciones del método y diferencias ocasionadas
por desplazamientos verticales.
En las secciones siguientes estableceremos los diferentes modelos mate-
máticos que se utilizarán para la compensación de las altitudes trigonométri-
cas, exponiendo el tratamiento previo de las observaciones, las correcciones
efectuadas, las fórmulas de cálculo de diferencia de altitudes, las estrategias
de cálculo utilizadas en la compensación y el análisis estadístico de resulta-
dos; dejando para un trabajo posterior el análisis de resultados obtenidos con
observaciones repetidas.
2. OBSERVABLES BASICOS y CORRECCIONES
En nivelación trigonométrica los observables básicos son medidas de
distancias cenitales y de distancias que permiten calcular diferencias de alti-
tud entre dos puntos.
El tratamiento de las observaciones de distancias ha sido expuesto en
Sevilla and Romero (1988). Por su interés analizaremos aquí el tratamiento
de las distancias cenitales.
Para cada visual en que se efectúen medidas de distancias cenitales ten-
dremos un conjunto de datos de lecturas del círculo vertical obtenidas en
ambas posiciones del teodolito (CD, círculo derecha, CJ, círculo izquierda).
Cada una de estas observaciones ZO tiene que ser corregida tanto por re-
fracción como por la diferencia de altura entre el teodolito y la tablilla de
puntería, obteniéndose la distancia cenital corregida z, por
z = ZO + t\z + p, (2.1)
CDM~SÁcrtJH In wrt8~oN","(JlJ.muCJi
~. 7- . t""R'~' ,,1_ >" \
sieMfo tU IarOOh'ecti6hPOf1tftileéi60'dAda'l'oF;',~:r'f .;{11:1-<;"".) 1,,,.'1
. jl • .} ¡, ' .; ·td'·~, ,'l· 1')\,' ",>;¡;! '. :~~t,1" "' •• ¡: \ ..
,.',,' : 'M{~~~·1!';'T"· ":;c.\" '1: ", ":.Id, ,.:
r , ' ,!" '(":/' ' .•••1 .,( .. "'~'
,.1
donde K es el coeficiente de refracción y P es ta] que
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siendo l' = ZO + Az la distancia cenital de la visual corregida por refracción,
d la distancia observada corregida por factores meteorológicos y Hr Y HM
las alturas del teodolito y la tabilla respectivamente.
Una vez corregidas según (2.1) cada una .de las medidas de di!taneiu',
cenitales, calcularemos los valores medios de las n, lecturas. consecutivas .
efectuadas con CÍrculoderecha y CÍrculoizquierda. ; .. :.,';,', .....
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calculando la corrección de eclímetro, obtenemos para cada pat'ejá de lec-
turas
,
.i>' ,:, .• ¡ "
A 'Pliftit de estos valores se calcula el valor medio de las rti d«:tetmiril-'
ciones de parejas de valores efectuadas
"-L Z¡
í= Iz---- nR • (2.2)(
y su error medio cuadrático por
E (Z¡ - z)
i= 1
(2.3)e=
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Para contrastar la precisión del valor de la distancia cenital media obte-
nido en (2.2) con la precisión del teodolito utilizado en la medida, cuya des-
viación típica fijamos en valor ao, aplicamos un test sobre la varianza en los
siguientes términos. Definimos el estadístico
y= (2.4)
donde el es la varianza muestral calculada con (2.3) y nR el número de de-
terminaciones efectuadas. Entonces se rechaza la hipótesis nula Hs: al = aA si
y > X~.-I.", (2.5)
donde X!. _ I es el valor de la distribución Chi-cuadrado con n« - I grados
de libertad a un nivel de significación a. En consecuencia, con este test se
efectúa un estudio de observaciones aberrantes.
Como resultado de este proceso dispondremos para cada visual obser-
vada entre cada dos vértices de la red P; y P, de la distancia cenital =;/.
3. CALCULO DE DIFERENCIA DE ALTITUDES
Según ha quedado estahlecido en la introducción, hien para efectuar la
compensación bidimensional de una red geodésica de triangulación o trilate-
ración, donde hay que reducir las observaciones de ángulos y distancias a una
superficie de referencia (elipsoide o plano) o bien para su utilización directa
es necesario conocer las altitudes de los puntos.
El cálculo de una nivelación trigonométrica utilizando datos de distan-
cias cenitales y de distancias espaciales presenta el problema de la refracción
atmosférica que afecta de forma importante a las medidas y es la causa fun-
damental que hace que este método sea menos preciso que la nivelación
geométrica.
Para establecer una fórmula que permita el cálculo de diferencia de alti-
tudes trigonométricas, tomamos el siguiente modelo geométrico-geodésico.
Supongamos en primera aproximación que las verticales de dos puntos
p. y P1 están en el mismo plano y se cortan en el centro de la tierra forman-
do un ángulo O. Sean Zu y Zl. las distancias cenitales directa y recíproca
debidamente corregidas según la sección anterior, referidas a dichas verticales
y cuya diferencia con las verdaderas supondremos despreciables en esta apro-
ximación. Entonces si Q. y Ql son los puntos del elipsoide intersección con
las verticales de P. y P1 respectivamente, las altitudes de P. y P1 vendrán
dadas por (ver figura l)
h.=Q.P ••
h1=QIP1,
y su diferencia por
'. ··t···~·~"" ""o"l.'"
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Figura 1 ,'11
siendo Q' el punto que está a una distancia h, de Ql sobre su vertical.-Sea P¡T perpendicular a OP¡ por PI, entonces el ángulo TP¡Q' es
evidentemente ()/2. . r
Haciendo uso de los datos de observación de distancias, d« y cenitaJes,
ZI1 podemos calcular esta diferencia de altitudes a partir del triángulo recti-
líneo p¡plZ donde se tiene
p¡p1= dll,
Q'P1= !:!.hll,
Q' = 90 + ()/2,
"P, = 90 - ZIl + ()/2,
y aplicando el teorema del seno resulta
de donde
!:!.h¡l a.;
" --",-,
sen p¡ sen Q'
(3.1)
El ángulo (J puede obtenerse por la sencilla expresión
(J = L/R, _.
donde L es la distancia sobre la cuerda del elipsoide que viene dada por
1_ d¡\ -!:!.htl
L - (1 + (h./R»(I + (h1/R» ,
Este cálculo se hace por iteraciones.
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Teniendo en cuenta las pequeñas dimensiones de nuestra red cuyos
lados raramente sobrepasan los 2000 m, puede tomarse un radio medio para
toda la zona, resultando las fórmulas anteriores suficientemente precisas.
La ley de propagación de la varianza nos permite estimar la precisión
de la diferencia de altitudes calculada en (3.1) en función de las precisiones de
las medidas de distancias y cenitales que intervienen. Aplicando dicha ley a
(3.1) se obtiene:
O"L,= [cos (Zn - 9f2) sec 9f2]2 O"~+
+ [dn sen (Z12- 9f2) sec 9f2]2 0":, (3.2)
donde <T~ Y 0": son las varianzas de la distancia y de la cenital respecti-
vamente.
4. MODELOS MATEMATICOS DE AJUSTE
La gran diversidad de situaciones que pueden presentarse en el estudio
de desplazamientos verticales en los vértices de una red geodésica, y la posi-
bilidad de que los observables no sean sólo altitudes trigonométricas, sino
geométricas o de cualquier otro tipo, hace que debamos ser previsores a la
hora de establecer los modelos matemáticos de ajuste. contemplando todas
las posibilidades de compensación que pueden presentarse en una red de nive-
lación. Es por esto por lo que estableceremos los siguientes modelos de com-
pensación dentro del modelo general de ecuaciones de observación.
1. Compensación de la red con un punto fijo
Este es el caso ordinario de un modelo regular de ecuaciones de obser-
vación, con el mínimo número de constreñimientos externos puesto que una
red de nivelación sólo tiene un grado de libertad.
2. Compensación de la red con más de un punto fijo
Este caso también puede ser útil para el posterior estudio de deformacio-
nes. Resulta entonces un modelo regular sobreconstreñido disminuyendo en
consecuencia el número dc parámetros.
3. Compensación de la red libre
Este caso, además de su interés para el posterior estudio de deformacio-
nes, está indicado en problemas de diseño y optimización. Resulta entonces
un modelo singular con deficiencia de rango l que puede tratarse por la téc-
nica de inversas generalizadas, por el método del gradiente conjugado por
ejemplo, o mediante un modelo con constreñimientos internos de sencilla
aplicación en redes de nivelación.
4. Modelo con parámctros sistemáticos suplementarios
Este caso presenta interés cuando se desean analizar posibles sistematis-
rnos. En el caso de redes de nivelación. y en particular en nuestro problema
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de nivelación trigonométrica, no es dificil admitir la existencia de talt:Ssiste-
matismos al menos los provocados por la imperfección del modelo utilizado
para tener en cuenta la refracción. Resulta entonces un modelo de red fija o
de red libre según se consideren o no puntos fijos de acuerdo con los tipos
anteriores, aunque siempre el número de parámetros incógnita se verá incre-
mentado en el número de parámetros sistemáticos que se tomen y que en
general coincidirá con el número de vértices.
4.1. Red alHmétrlca con punto filo
Consideremos una red de nivelación con n vértices P¡, i = t, ..., n,
donde tenemos m observaciones de diferencia de altitud, y supongamos que
la altitud de uno de los vértices PJ es conocida. Para efectuar la compensa-
ción de la red utilizaremos el método de ecuaciones de observación, es decir
para cada diferencia de altitudes observada entre dos vértices P¿ P¡ plantea-
mos una ecuación de observación en la forma ordinaria.
(4.1)
donde Vk es el error residual de la observación k. L\h~ es la diferencia de
altitudes observada, L\hij es la diferencia de altitudes calculada y ~ L\/¡ij es
la variación de dicha diferencia.
Si se conocen unos-valores aproximados de las altitudes de los puntos
hf, hj, la diferencia de altitudes calculada es sencillamente
además.
L\hij = h; - hf,
entonces, Jh¡, Jhj, las correcciones a las altitudes provisionales son tales que
las altitudes compensadas serán
,..
h = h" + J/¡.
De esta forma las ecuaciones de observación (4.1) tomando como in-
cógnitas las correcciones Jh resultan
(4.2) ,
y llamando 'k a los términos independientes conocidos,
'k = M?, - (h'j - hf). (4.3)
las ecuaciones de observación (4.2) se escriben en la forma definitiva
(4.4)
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Para aquellas observaciones k = 1, ..., p, en las que el punto estación es
el punto fijo P, de altitud conocida h¡, las correspondientes ecuaciones de
observación (4.4) se reducen a
k= 1, ,p, (4.5)
con
11;= 1lh'JJ- (hj - h¡), (4.6)
y para aquellas observaciones k = 1, ..., q, en las que el punto visado es el
punto fijo P" las ecuaciones de observación (4.2) quedan
k= 1, ... ,q, (4.7)
con
tI; =Ah'lr (h¡- h~). (4.8)
Si carecemos de valores aproximados de las altitudes de los puntos de la
red, podemos tomar éstas como cero, con lo que las incógnitas bh¡ se trans-
formarán en las propias altitudes h, de los puntos en cuestión.
En notación matriciallas ecuaciones de observación (4.2), (4.5) Y (4.7)
se escriben
Ax-t=t', (4.9)
donde: x = (bh., ..., bh¡_ •• bh¡+ ••... , bhn)T es el vector de parámetros incógni-
ta de dimensión (n - 1 xl),
t = (/., ..., I"JT es el vector de constantes de observación de dimen-
sión (m xl) siendo
11;= Ah'J¡-(hj - h¡),
11;= Ah~- (h¡- hf),
11;=Ah: - (hj - hf),
k= 1, ,p,
k= 1, , q, (4.10)
k= 1, ...,m-(p+q), i:tj:tO .
., = (V., .•• , V"JT es el vector de errores residuales de dimensión
(m x 1), y
A = (Ok,r)es la matriz de coeficientes de las ecuaciones de observa-
ción o matriz de diseño de dimensión (m x n - 1), siendo
Ok,r=O, para s:t i, s:tj, k= 1, ... ,m,
ok,r=-l, para s=i, ~= 1, ....n,
Ok,r=1, para s zx ], s:tf
(4.11)
Para efectuar la compensación de la red de nivelación planteamos el
siguiente modelo lineal estocástico tipo Gauss-Markov.
,"'
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Ax=t >», ,,'
E(,,)=O,
COy (V) = E (,TI') = CT~Q= CT~p-1= 1:,.,
I
" ' (4.12)
siendo E (o) el operador esperanza matemática, coy (o) el operador cova-
rianza y 1:,. la matriz de varianzas-covarianzas, de las observaciones, con
~ factor de varianza a priori de la unidad de peso y P matriz de pesos de
las observaciones que tomaremos diagonal, aunque esta hipótesis de suponer
las observaciones incorreladas no sea del todo satisfactoria. Los pesos se
toman inversamente proporcionales a las distancias.' "/' , , l"
En este modelo se han supuesto algunas hipótesis que habrá que con-
trastar posteriormente, tales como
- El vector de residuos sigue una distribución normal N (O,CT~Q). :,', 1
- ,E (v) = 0, lo que equivale a decir que no existen errores groseros ni
sistemáticos. 1
- Las precisiones a priori dadas en la matriz CT~Q han de ser consisten-
tes con los resultados a posteriori.
Bajo estas hipótesis, determinaremos los parámetros x con la condi-
ción de mínimos cuadrados en el espacio de observaciones, es decir (si desig-
namos con el símbolo ••"'" las cantidades estimadas), ha de ser .
J;TpJ; = mínimo.
La solución mínimos cuadrados x viene dada por Sevilla, M. J. (1986)
(4.13)
donde N es la matriz de ecuaciones normales,
"1'
(4.14)
(4.15)
y
El vector de errores residuales estimado es
(4.16)
y la varianza de peso unidad del ajuste es
~ J;P-P
CTo= --
r
(4.17)
donde
r z: m - (n -1),
es el número de grados de libertad del ajuste.
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Las medidas de la precisión vienen dadas por las matrices varianza-
covarianza a posteriori
(4.18)
para los parámetros.
(4.19)
para los errores residuales estimados. Y
(4.20)
para las observaciones estimadas 1
La caracteristica importante de una red altimétrica con punto fijo es
que la matriz de diseño A, obtenida con (4.11) es una matriz de rango com-
pleto.
Rang A =n- 1,
siendo n - I el número de columnas de A. Estonces la matriz N obtenida
con (4.14) es una matriz regular, es decir tiene inversa ordinaria N-l. Así
pues, para la obtención de N puede utilizarse cualquier método de inver-
sión de matrices simétricas. Si las dimensiones de N no son excesivas, como
es nuestro caso, puede emplearse el método expuesto en Sevilla, M. J. (1979),
en otro caso puede emplearse la estrategia de Mussio (1985) que tiene en
cuenta los ceros de A (ForJani and Mussio, 1985).
4.2. Red altlmélrlca con más de un punto fiJo
El modelo matemático resultante es análogo al del caso anterior. Se con-
sidera una red de n vértices de los que g son puntos fijos.
En primer lugar el número de incógnitas disminuye consecuentemente
pasando de n - 1 a n - g. Las ecuaciones de observación siguen siendo de
la forma (4.4) pero ahora se tendrán g relaciones del tipo (4.5) y del tipo
'(4.7) variando / de I. a I; debiéndose aplicar sucesivamente las relaciones
(4.10) y (4.11) para calcular el término independiente y los elementos de la
matriz de diseño del sistema de ecuaciones de observación (4.9) que evidente-
mente es de rango completo.
El resto de las fórmulas del método de mínimos cuadrados son las
mismas con la salvedad de que ahora el número de grados de libertad del
ajuste es
r= m - (n - g), (4.21)
donde m sigue siendo el número de observaciones.
\
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••3. tt.d .~ libre .. '1 '. '.
Una red altimétrica es libre cuando no Se ha fijado ningún punto, es de-
cir cuando g = O. En este caso, la matriz de diseño del modelo se forma de
acuerdo con (4.11) de manera que cada fila de A estará constituida por
ceros, un I en la columna correspondiente a la incógnita del punto visado y,
un -1 en la correspondiente al punto estación, por ejemplo la observación
Ilhlj da lugar a la fila
I /
(O .. , O, - 1, O ... O, l, O ... O).
"." ·1 : v :
" (4.t2)
Los términos independientes t son todos de la forma (4.3) y el vector
de parámetros x está constituido por n incógnitas.. _,
En consecuencia, la matriz A es deficiente de rango con deficiencia I
esd~~ , .
RangA =n- l ,
esto conduce a un sistema de ecuaciones normales cuya matriz N (4.14) es
singular, es decir det (N) = O, Ypor tanto no pueden aplicarse las fórmulas
de resolución en las que está implicada la inversión ordinaria de la matriz N.
Así pues, la compensación de una red altimétrica libre conduce a un
modelo de Gauss-Markov singular, por consiguiente debe seleccionarse el
tipo de estimación que se desea para las incógnitas. De las diversas posibili-
dades expuestas en Sevilla, M. J. (1986), seleccionaremos para nuestro pro-
blema la solución mínimos cuadrados norma mínima que desde el punto de
vista estadístico conduce a la mejor estimación lineal mínimo sesgo, es decir
la estimación mínimo sesgo y mínima varianza.
Para obtener esta mejor solución aplicamos dos métodos de naturaleza
distinta, lo que nos proporcionará un criterio adicional de verificación de
los resultados.
En primer lugar resolvemos el sistema por el método del gradiente con-
jugado (Núñez, 1987), que como sabemos en el caso de matrices deficientes
de rango conduce a la mejor solución, este método es también válido para
sistemas regulares.
La otra forma de tratar el problema singular consiste en añadir al siste-
ma de ecuaciones de observación un conjunto de constreñimientos sobre los
parámetros. De las diversas posibilidades existentes, elegimos aquel conjunto
de constreñimientos internos que conduce también a la mejor solución, es
decir a solución mínimo sesgo mínima varianza. ,
En general, el modelo de ecuaciones de observación con constreñimien-
tos viene dado por
Ax- t= P,
Dx=O,
(4.23)
siendo D una matriz que en el caso de representar un conjunto de constreñí-
mientos internos verifica A DT = O.
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En nivelación. como sólo se tiene indeterminación en origen. la ecuación
del constreñimiento interno se escribe
"L bh,= O.
;= I
(4.24)
es deoir
(I.I •...• I)x=O.
por tanto. la matriz de constreñimientos queda reducida al vector de unos
de dimensión n
D = (l. l •...•1). (4.25)
Esta forma particular del vector D hace que un método muy adecuado
para la resolución del sistema (4.23) sea el de adición de los constreñirnien-
tos (Sevilla. M. J .• 1987).
En este método. los parámetros estimados vienen dados por
x= RAPt. (4.26)
siendo
(4.27)
y los demás elementos del ajuste son
(4.28)
(4.29)
"'Tp'"
~ l' l'
(10 = .m-n+ I (4.30)
Qxx= R, (4.31)
(4.32)
(4.33)
4.4. Red altlmélrlca con parámelros sistemáticos
Cuando el análisis estadístico de los errores v o de las propias observa-
ciones (ver sección 5) indica la presencia de posibles sistematismos en el ajus-
te. o cuando hay razones fundadas para suponer a priori la existencia de tales
COMPENSACION DE REDES DE NIVELACION TRIGONOMETRICA 157
sistematismos en las observaciones, debe generalizarse el modelo de ajuste
para que permita tenerlos en cuenta.
Consideremos entonces los errores residuales dados por (4.1) Ysuponga-
mos que éstos no verifican las hipótesis del modelo de Gauss-Markov (4.12),
entonces supondremos dichos errores ••formados por una parte sistemática
descrita en forma lineal por unos parámetros y y una matriz S, y otra parte
genuinamente aleatoria u. Entonces escribimos
u=J'-Sy. (4.34)
Llevando esta relación al sistema de ecuaciones de observación (4.9) resulta
Ax + Sy - t = 11, (4.35)
que escribiremos por cajas en la forma
(SA) ( ~ ) - t = 11. (4.36)
El número de parámetros sistemáticos n., ha de ser tal que n + n, < m
para seguir teniendo un sistema superabundante. En algunos casos puede
desearse conocer el valor de los parámetros y, que nos permitirá analizar la
hipótesis hecha sobre los sistematismos pero en otros sólo se desea tener en
cuenta la existencia de tales sistematismos y tratar de "liberar" las incógni-
tas fundamentales del problema de su influencia. Es esta segunda posibilidad
la que utilizaremos en la compensación de la red altimétrica.
La hipótesis que se hace es que los posibles sistematismos van a ser fun-
ción únicamente del vértice estacionado al realizar las medidas de distancias
cenitales. Entonces el vector y será un vector con tantos elementos como
sea el número de vértices desde los que se han efectuado observaciones, es
decir, suponiendo que se ha observado desde todos los vértices resulta
(4.37)
si no, faltarán los elementos correspondientes a los vértices no estacionados.
La matriz S constará de tantas columnas como filas tenga el vector y y
cada una de sus filas estará compuesta de ceros salvo un elemento que será
1 y que corresponderá al orden del vértice estacionado. Para una observación
Mi; la correspondiente fila de la matriz S será
(O, ... ,0, 1,0, ... , O).
La configuración de la matriz ampliada (SA) dependerá de las circuns-
tancias del problema (si es red libre, si hay puntos fijos, etc.). Entonces si el
nuevo sistema de ecuaciones de observación (4.36) lo designamos por
Ax-t=' (4.38)
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resulta, por ejemplo, que en una red libre con observaciones desde todos los n
vértices, a la observación Mi} le corresponde la fila de la rnátrit .;¡ siguiente
I t /1 "+1 "+/ "+j 2It
(O, ... , 1, ... , O, O; ..., -1, ... , t , ..., O),
que con notación de ecuación (4.4) se escribe
y¡ + Jhj - Jh¡- ti; = Vt.
El tratamiento del sistema (4.38) se efectuará, según el caso, por las téc-
nicas de los apartados anteriores al que corresponda.
5. ANALlSIS ESTADISTICO DE RESULTADOS
Y CONTROL DE CALIDAD
Una vez realizado el ajuste procederemos a contrastar las hipótesis del
modelo lineal estocástico adoptado.
5.1. Test de normalidad de los reslduales
Primeramente habrá que analizar si los errores residuales P son pura-
mente aleatorios o, lo que es equivalente, ver si siguen una distribución
normal.
A partir de los valores de los residuales Vk' k = 1, ..., m, obtenidos en
(4.16) ó (4.28) y sus correspondientes desviaciones típicas u. dadas por
(4.19) ó (4.32) pero con u~, calculamos los residuales tipificados '
'"v/
W¡= -.
u"., (5.1)
Tratamos de contrastar la hipótesis nula H« "Los residuales tipificados W¡
siguen una distribución Normal N (O, 1)". Para ello utilizamos el test del
Xl estahlecido por Pearson.
Dividimos el espacio muestral W,¡ ... , Wm en s intervalos, sea P, la
probabilidad teórica de que un resultado esté en el intervalo i-esimo
(P, + ...+ P, = 1), y sea ¡; el número de elementos de la muestra que se en-
cuentran en el intervalo í-ésimo (j. + ... +J. = m). Definimos el estadístico
s (f¡ - mp;)l
y= L
¡=I ml',
(5.2)
I
entonces se rechaza la hipótesis nula H¿ si
:10...
donde x:- ,. es la distribucióil ali-Cuadrado Con j'- l grados d~ libertad
para un nivel de significación ti. Para que este test funcione bien s ~ 3..!
En nuestro caso hemos establecido. 4 categorías equiprobables (P, =
= 0.25) Yhemos calculado los intervalos fa, b] tales que
P, [a ~ ~ ~ b] = P,= 0.25, . \ ; . ·,1 \
• ;.!" • ,.:" , , f.:"" :
siendo ~ una variable aleatoria normal N (O, 1). En este caso con s = 4
corresponde a los intervalos .
[~, -0.68], [-0.68,O], [O,+0.68), (+0.68,-+00] •• ~, .1
: 1,; ,!I,
5.2. Comparacl6n de varlanzal a priorl y • posterlorl
Para comprobar si las precisiones a priori dadas por.la matriz de cova-
rianza E••= (1~rl, son consistentes con las precisiones obtenidas en el proee-
so de ajuste, aplicaremos el siguiente test sobre la varianza de peso unidad.
Definimos el estadístico
. (~ (1¡)y=max -1' ~ ,
(10 (10
"l.
(5J)
y fijado un nivel de significación IX = 0.05, se rechaza la hipótéSi~ btIla
Ho: (1~=~ si
y> F,.••.•••
donde F,... es e! valor de la F de Snedecor con r e 00 grados de libertad,
Si Ho no se acepta, deberá proseguirse con e! análisis de las posibles
causas de rechazo de la hipótesis nula. Esto puede ser debido a errores grose-
ros o sistemáticos en las observaciones o a una elección inadecuada del mode-
lo estocástíee o del modelo funcional.
5.3. Test de Pope para la deteccl6n de errorel groseros
Si el test sobre las varianzas a priori y a posteriori ha rechazado la hipó-
tesis nula Ho: ~ = (1~ empezamos por analizar la posible existencia de erro-
res groseros en las observaciones. Este test para la aceptación o rechazo de
observaciones se planteará en los siguientes términos: . I
- Hipótesis nula Ho: se acepta la observación i-ésima.
- Hipótesis alternativa H,: existe un error grosero en la observación
i-ésima y debe ser eliminada.
Consideremos el modelo lineal estocástico adoptado en (4.12). El vector
de errores verdaderos cumple la relación
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,= Ax- t,
con
matriz de varianza a priori.
El vector de errores estimados es
Puesto que la matriz de pesos r' = Q es no singular y simétrica, enton-
ces existe una única matriz S triangular superior tal que
p=STS.
Consideremos ahora los residuales transformados
,,'=SII,
(5.4)
v'=Sv,
junto con
A'=SA,
entonces, aplicando la ley de propagación de varianzas-covarianzas para
operadores lineales se obtiene
(5.5)
es decir, 11' se distribuye según una normal de media cero y matriz de va-
rianzas -u. y
1:~~= S 1:••ST= ~ (1- A' (A,TATI A,T). (5.6)
En el caso ordinario en que la matriz de pesos P es diagonal, la trans-
formación (5.4) se reduce a
IIí=VP; 11;,
(5.7)
y la varianza del residual i-ésimo V; queda
(5.8)
que coincide con la dada en (4.19).
J. A. Pope (1976), basándose en trabajos de T. Thomson, introduce la
r-distribución mediante la I de Student por
(5.9)
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siendo r el número de grados de libertad del ajuste, y r variable i de
Student, demostrándose que la variable tipificada
A
A VI
w·=~
I • (J~:I ¡:
I
'.i . (5.1O)
sigue una distribución r con m i: 'n+ I grados de libertad.
En estas condiciones, fijado un nivel de significación a, se rechaza la
hipótesis nula Ho: "se acepta la observación i-ésima",si .
Si H; se rechaza, el residual VI se considera grosero: en euyo caso
habrá que revisar la observación de la que procede, y si no se encuentra la
causa eliminarla del ajuste.
5.4. Parámeb'o8 de fiabilidad de la red
Denominamos fiabilidad de una red a su resistencia á los errores gro-
seros o equivocaciones, esto es a la facilidad para la detección de errores
groseros. Evidentemente, cuanto más homogéneas y precisas sean las obser-
vaciones y óptima la configuración de una red, un error grosero será más
fácilmente detectable.
Vamos a estudiar el efecto que producen los errores en una red geodési-
ea. Supongamos que la observación i-ésima está afectada por un error grose-
ro o sistemático ls, el efecto que esto produce en el vector de observacio-
nes t es
!J.t = e • lJ., (5.11)
siendo e = (O,..., 1, ..., O).
El efecto que produce el error grosero en otras cantidades se obtiene
inmediatamente de (4.13) y (4.16)
(5.12)
para las incógnitas, y
(5.13)
I
para los residuales.
Una forma de contrastar la red, es realizar el examen de los residuales v
que produce el ajuste mínimos cuadrados. Sin embargo, W. Baarda (1968)
demuestra que un test es más sensible respecto a la detección de errores gro-
seros si se contrasta la cantidad Pv, siendo P la matriz de pesos de las ob-
servaciones. Definamos la cantidad
T Aj=-c Pp, (5.14)
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cakulemos SU varianza aplicando la ley de propagación de las varianzas
(5.15)
donde Q;; viene dada según (4.19) por
Q;;= p-I- AN-'AT,
de modo que (5.15) nos da
A partir de f definimos
w¡=f/ (//, (5.16)
siendo W¡ N (O, 1), (aproximadamente debido a la correlación de las varia-
bles) y podemos plantear el w-test de Baarda sobre la normalidad de los resi-
duales W¡ definidos en (5. I6) en los siguientes términos. Si Iw;j ~ Wo existe
una probabilidad (1 - IX) de que la observación ;-ésima sea errónea, siendo
Wo el valor critico dado por
1 1"" ,- e-l!2 dt = 1 - IX,
2n 00
por ejemplo, si IX = 0.05, Wo = 1.96, Ysi IX = 0.001, Wo = 3.29.
El efecto que produce un error grosero en f y w es
(5.17)
y
(5.\8)
y el efecto en la forma cuadrática E= J;TpJ;
(5.19)
puesto que es una cantidad estocástica, su esperanza matemática es
(5.20)
Esto es válido para cualquier error en una observación. Consideremos
un valor particular, tomado de tal forma que el cambio V en una observa-
ción puede detectarse con el w-test con una probabilidad P, generalmente se
toma fi = 80%', Y a un nivel de significación IX. Aplicando la expresión
(5.18) para w, se tiene
(5.21)
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con 108 valores
IX =1).OS
IX = 0.01
IX = 0.001
fJ=80%
fJ=80%
fJ= 80%
Vw=2.80
Vw=3.44
Vw=4.13
(S.22)
Sustituyendo (S.21) en (S.II), (5.12), (S.13) y (S.I7) resulta
Vt = t!l,
vi = N-lA Tpt!l,
V.= -QovPt!l ,
vI=..;cTPQ;;Pc «s«.
(S.23)
W. Baarda encuentra una expresión para acotar la cantidad
k= 1, ..., n-l
por medio de
(S.24)
y puesto que (Sevilla, M. J., 1987)
y
se tiene
1 T (CTPC )
-J VX N'íJx= T -1 VW= VVw.
(10 e PQ ••Pc
Al parámetro
(5.25)
r,=Vv Vw, (5.26)
tal que
se le llama fiabilidad externa de x. De forma similar se define la fiabilidad
interna de las observaciones por
Vt Vt. . I T Tr,= - = =Vw l v e Qc- e PQ;vPc.
(1, (1onQc .
(5.27)
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Para observaciones incorreladas, P y por tanto Q son matrices diago-
nales, entonces los parámetros que definen la fiabilidad externa e interna
dadas por (5.26) y (5.27) se reducen a las expresiones
V];¡r,> -1-- Vw,. - q¡
(5.28)
',=VI I . Vw,-ql
donde
_ Q¡¡- Q.,./
q.> Q.. '
ti
(5.29)
siendo Q;I Y Q./., los elementos diagonales de las matrices cofactor a priori y
a posteriori. En función de q, el criterio de fiabilidad se establece diciendo
que para q¡ > 0.9 la observación está mal controlada, para q¡ < 0.9 bien
controlada y para q¡ < 0.6 muy bien controlada.
A cada observación le corresponde unos valores r, y r, Si , < 5 la
observación está muy bien controlada, si 5 ~ , ~ 10 está bien controlada y
si es , > 10 no está bien controlada. Entendiendo por observación contro-
lada la sensibilidad de la red para detectar un error grosero en dicha obser-
vación.
Con los parámetros de fiabilidad individuales q¡ de cada observación
puede definirse la fiabilidad total de la red o fiabilidad media por
I m
T= - L q¡
m 1_1
que con los criterios anteriores para los q; puede servimos para analizar la
red en su conjunto o, por restricción, para analizar trozos de la red con sus
correspondientes fiabilidades medias, lo que parece más adecuado.
NOTA: Existen los correspondientes programas de ordenadores en FORTRAN V y ejem-
plos calculados que pueden solicitarsc a los autores.
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