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It is common to represent a sequence a=(a0, a1, ...) of complex numbers with a
generating function. G.C. Rota once remarked that among all the possible generat-
ing functions that might be used to represent a, the ordinary and exponential gen-
erating functions are the most ubiquitous. It is unclear what, if anything, makes
these two particular representations special. We show here that the ordinary and
exponential representations uniquely possess the property that the determinants of
the Hankel matrices of certain convolutional polynomials in a are independent of
a1. Hankel matrices are closely associated with the problem of moments and the
problem of moment preserving maps and hence the independence of a1 has some
curious implications. For example determining if a is a sequence of cumulants for
some distribution is necessarily independent of the value for the mean a1. We
explore this and other applications of the generating function characterization
property within probability and combinatorics. © 2002 Elsevier Science (USA)
Key Words: generating functions; characterization; Bell polynomials; moments;
Hankel matrix; Comtet polynomials; convolution polynomials; Bell polymomials.
INTRODUCTION
Given a sequence a=(a0, a1, ...) of complex numbers or indeterminates,
we define its ordinary generating function Oa(z) by
Oa(z)=C
.
n=0
anzn
and its exponential (or Hurwitz) generating function Ea(z) by
Ea(z)=C
.
n=0
anzn/n!.
More generally, let W=(w0, w1, ...) be a sequence of nonzero real
numbers. Then, following Comtet [1, p. 137], we define the W-generating
function of the sequence a by
Wa(z)=C
.
n=0
anznwn.
Thus Oa(z) and Ea(z) are the special cases where wn — 1 and wn=1/n!
respectively. Among all such generating functions, these special cases are
ubiquitous in combinatorics and probability theory (for example, see [9,
p. 140]), and it is natural to seek a characterization of them.
Given a sequence a as above, its associated Hankel determinants are
det[ai+j]
n
i, j=0. Such determinants arise in connection with total positivity
[4], the problem of moments [8], and nonintersecting lattice paths [9].
We introduce the following definition:
Definition 1. Let p(x)=(p0, p1, p2, ...) be a sequence of polynomials
in x=(x1, x2, ...). If dn=det[pi+j(x)]
n
i, j=0 is independent of the variable
x1, we say that p(x) is Hankel mean–independent.
Here we show that only Oa(z) and Ea(z) have the curious property
that the determinants of the Hankel matrices of certain convolutional
polynomials in a are independent of a1. We now proceed to define these
polynomials.
Henceforth we assume that w0=w1=1; we can do this without loss of
generality as we can always apply the (reversible) substitutions w −n=wn/w0
and zŒ=w −1z.
1. COMTET POLYNOMIALS
Associated with the generating functions Wa(z) are two convolutions,
which we call multiplicative and compositional, defined as follows. Let
a=(a0, a1, ...) and b=(b0, b1, ...) be two sequences with W-generating
functions
Wa(z)=C
.
n=0
anznwn
and
Wb(z)=C
.
n=0
bnznwn.
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The multiplicative convolution a*b=m=(m0, m1, ...) is defined to be
Wa*b(z)=Wa(z) Wb(z)=C
.
i=0
miz iwi,
where
mn=C
n
k=0
akbn−kwkwn−k.
The compositional convolution a p b=c=(c0, c1, ...) is defined to be
Wa p b(z)=Wa(Wb(z))=C
.
i=0
ciz iwi.
To avoid problems of convergence, we assume that b0=0. A specialization
of the polynomial sequence c will be the polynomials we seek and shall be
explicitly stated later.
Multiplicative convolution is both associative and commutative, and has
the 2-sided identity element d=(d0, d1, ...) where d0=1 and dn=0 for all
n ] 0.
On the other hand, compositional convolution is associative but not
commutative, and has the 2-sided identity element e=(E0, E1, ...) where
E1=1 and En=0 for all n ] 1.
We now form the polynomial sequence
CW(x)=1 p x=(CW0 (x), CW1 (x), ...),
where 1=(1, 1, 1, ...) and x=(x1, x2, ...). We call C
W
n (x) the nth Comtet
polynomial and by definition of 1 p x
C
n \ 0
CWn (x) z
nwn=C
n \ 0
1 C
k \ 1
xkzkwk 2nwn.
We will at times write CWn for C
W
n (x) when it presents no confusion. The
first five Comtet polynomials are:
CW0=1
CW1=w1x1
CW2=w
2
1x
2
1+w1x2
CW3=w
3
1x
3
1+
2w1w
2
2x1x2
w3
+w1x3
CW4=w
4
1x
4
1+
3w21w2w3x
2
1x2
w4
+
w32x
2
2
w4
+
2w1w2w3x1x3
w4
+w1x4.
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In discussing the properties of these polynomials, it is convenient to
introduce the partial Comtet polynomials CWn, k(x), defined by
C
.
n=k
CWn, k(x) z
nwn=wk 1 C.
n=1
xnznwn 2k. (1)
Thus
CWn=C
n
k=0
CWn, k.
Some examples of the partial Comtet polynomials are:
CW0, 0=1
CWn, 1=w1xn
CWn, n=w
n
1x
n
1
CWn, n−1=(n−1) w
−1
n wn−1w
n−1
2 x2x
n−2
1
CWn, n−2=w
−1
n w2wn−1x
n−4
1
11n−2
2
2 w22x22+(n−2) w3x3x1 2
CWn, n−3=w
−1
n w2wn−1x
n−6
1
11n−3
3
2 w32x32
+2 1n−3
2
2 w3x3x2x1+(n−3) w4x4x21 2 .
In general, each CWn, k consists of terms x
r1
1 x
r2
2 · · · x
rn
n with indices forming
a partition of n into exactly k parts, say n=r1+2r2+·· ·+nrn. The coeffi-
cient of the corresponding product x r11 x
r2
2 · · · x
rn
n is
1 k
r1, r2, ..., rn
2 w−1n wk(w1) r1(w2) r2 · · · .
Thus we have the following propositions:
Proposition 1.
wnC
W
n, k= C
r1+r2+r3+· · ·+rn=k
r1+2r2+3r3+· · ·+nrn=n
1 k
r1, r2, ..., rn
2 wkw r11 w r22 · · ·w rnn x r11 x r22 · · · x rnn .
(2)
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Proof. See [1, p. 146]. L
The partial Comtet polynomials have a simple scaling property that easily
follows from Proposition 1. We will make use of this later in Section 5.
Proposition 2. Given a constant d ] 0 and a sequence of real nonzero
numbers W=(w0, w1, ...), let WŒ=(w −0, w −1, ...) where w −n=dn−1wn for
n \ 2; then CWn — CWŒn .
Proof. Make the substitution w −n=d
n−1wn in Eq. (2). Then collecting
the d terms on the right hand side gives dk−1d r1 −r1d2r2 −r2 · · · dnrn −rn=
dk−1d (r1+r2+r3+· · ·+rn)−(r1+2r2+3r3+· · ·+nrn) =dk−1dn−k=dn−1 which (as d ] 0)
cancels with the right hand side. L
Thus with respect to the Comtet polynomials, the two sequences W and
WŒ are equivalent up to the scaling factor d.
A fundamental property of Comtet polynomials is the following con-
volutional formula:
Proposition 3. If h=f(g(z)) where f=; n \ 1wnfnzn and g=; n \ 1
wn gnzn, then
C
n \ k
CWn, k(h1, h2, ...) wnz
n= C
n \ a \ k
CWn, a(g1, g2, ...) C
W
a, k(f1, f2, ...) wnz
n.
Proof. See [1, p. 146]. L
2. ORDINARY COMTET POLYNOMIALS AND
THEIR PROPERTIES
The natural choice wn — 1 provides a good place to start a study of the
Comtet polynomials. This choice gives rise to a class of polynomials we call
the ordinary Comtet polynomials. These arise naturally in many areas of
interest, particularly within renewal theory.
We now derive some basic properties of the ordinary Comtet polyno-
mials. Our first result is:
Proposition 4. If COn, k=An, k(x1, x2, ...) are the partial ordinary Comtet
polynomials, then
exp 1 C
m \ 1
xmzm2=C
n \ 0
C
n
k=0
An, k(x1, x2, ...)
zn
k!
.
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Proof. Multiplying (1) by 1/k! and summing over k \ 0, we obtain the
desired result. See also [1, p. 136]. L
Proposition 5. For F(z)=; n \ 1fnzn and G(z)=; n \ 1 gnzn, define
H(z)=F(G(t))=; n \ 1hnzn. Then
C
.
n=k
An, k(h1, h2, ...) zn=C
.
n=0
C
n
a=k
An, a(g1, g2, ...) Aa, k(f1, f2, ...) zn.
Proof. This is a special case of Proposition 3. L
Finally we note:
Proposition 6. The partial ordinary Comtet polynomials An, k are given
explicitly by
An, k(x1, x2, ...)= C
i1+2i2+· · ·+nin=n
i1+i2+· · ·+in=k
k!
i1!i2! · · · in!
x i11 x
i1
1 · · · x
in
n .
Note that the quantity k!/(i1!i2! · · · in!) is the number of k-letter words
with in letters equal to xn (1 [ n [ n). This gives a rapid way to compute the
ordinary Comtet polynomials. For example, to compute A4 we write the
monomials in the variables xi associated with the integer partitions of 4 :
x4, x3x1, x
2
2, x2x
2
1, x
4
1.
There is only one way to write the monomial x4; hence its coefficient is 1.
The same holds for x41. There are two ways to write x3x1, namely x3x1 and
x1x3; hence we add in 2x3x1. There is only one way to write x
2
2. Finally,
there are three ways to write the x2x
2
1 term, namely x1x1x2, x1x2x1, and
x2x1x1. Hence we add in 3x2x
2
1. The sum of these five terms is
A4=x4+2x3x1+x
2
2+3x
2
1x2+x
4
1. Here is a list of the first few polynomials
An(x1, x2, ...):
A0=1
A1=x1
A2=x2+x
2
1
A3=x3+2x2x1+x
3
1
A4=x4+2x3x1+x
2
2+3x
2
1x2+x
4
1
A5=x5+2x4x1+2x3x2+3x3x
2
1+3x
2
2x1+4x2x
3
1+x
5
1
A6=x6+2x5x1+x
2
3+2x4x2+3x4x
2
1+6x3x2x1+x
3
2+4x3x
3
1
+6x22x
2
1+5x2x
4
1+x
6
1 .
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The basic relationship from which the ordinary Comtet polynomials
arise is found in the following:
Proposition 7. If G(z)=F(z) G(z)+1 with F(z)=;n\ 0fnzn and G(z)=
; n \ 0 gnzn, then gn=An(f1, f2, ...).
Proof. This is a straightforward application of Proposition 4 in the
following:
C
n \ 0
gnzn=G(z)=
1
1−F(z)
=C
k \ 0
F(z)k=C
k \ 0
1 C
n \ 1
fnzn2k
=C
k \ 0
C
n \ k
An, k(f1, f2, ...) zn=C
n \ 0
C
n
k=0
An, k(f1, f2, ...) zn
=C
n \ 0
An(f1, f2, ...) zn.
Note that An, k=0 for k > n. L
The above is sometimes referred to as the renewal equation ([2, 3, 6]).
3. SHIFT POLYNOMIALS, HANKEL MEAN–INDEPENDENCE
We now prove a very useful property of the ordinary Comtet polyno-
mials, which we call the 2-shift theorem.
Theorem 1. The ordinary Comtet polynomials An(x1, x2, x3, ...) satisfy
det[Ai+j]
n
i, j=0=det[xi+j+2]
n−1
i, j=0.
Proof. Let B=[Ai+j]
n
i, j=0,
S=| 1 0 0 ... 00 x2 x3 ... xn0 x3 x4 ... xn+1
x x x z x
0 xn xn+1 ... x2n
} ,
so det[xi+j+2]
n−1
i, j=0=det S and
ai, j=˛ −xi− j i > j0 i < j
1 i=j
A=[ai, j]=| 1 0 0 ... 0−x1 1 0 ... 0−x2 −x1 1 ... 0
x x x z x
−xn −xn−1 −xn−2 ... 1
} .
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Note that by Proposition 7
A−1=| 1 0 0 ... 0A1 1 0 ... 0A2 A1 1 ... 0
x x x z x
An An−1 An−2 ... 1
} .
We will show that ABAT=S and so B=A−1S(AT)−1, since clearly
det A=1, and the result will follow. If (AB)i, j is the i, j entry of the
product AB, then
(AB)i, j=C
n
k=0
ai, kAk+j=C
i−1
k=0
−xi−kAk+j+Ai+j=Ai+j− C
i+j−1
h=j
Ahxi+j−h.
Now by Proposition 7, xn=An−;n−1k=1 Akxn−k; thus
xi+j=Ai+j−1 Cj−1
k=1
Akxj−k+ C
i+j−1
h=j
Ahxi+j−h 2 .
Hence,
(AB)i, j=xi+j+C
j−1
k=1
Akxj−k.
Multiplying AB by AT subtracts Aj times the jth column from the ith
column. That is,
(ABAT)i, j=˛ (AB)i, j− Cj−1k=1 Akxj−k=xi+j i ] 0, j ] 0(AB)i, j−Aj=0 i=0, j ] 0
0 i > 0, j=0
1 i=0, j=0,
which is the desired conclusion. L
By the above theorem, the Hankel determinants of the ordinary Comtet
polynomials are obtained from the Hankel determinants of x1, x2, ... by
replacing xi by xi+2. Noting that x1 is thereby shifted out, we have our first
application of the 2-shift theorem:
Corollary 1. The ordinary Comtet polynomials An(x1, x2, ...) are
Hankel mean–independent.
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Trivially we also have:
Corollary 2. If fn=;n−1k=0 fk gn−k+dn, 0, then det[fi+j]ni, j=0=
det[gi+j+2]
n−1
i, j=0.
Thus if don=det[Ai+j]
n
i, j=0, the first few values of dn are:
d0=1
do1=x2
do2=x2x4−x
2
3
do3=x2x4x6−x
2
3x6−x2x
2
5+2x3x4x5−x
3
4.
There are other results similar to the 2-shift theorem; however, there is a
particularly noteworthy result which we call the 1-shift theorem:
Theorem 2. The ordinary Comtet polynomials An(x1, x2, x3, ...) satisfy
det[Ai+j+1]
n
i, j=0=det[xi+j+1]
n
i, j=0.
Proof. Put B=[Ai+j+1]
n
i, j=0 and S=[xi+j+1]
n
i, j=0. Let the matrix A be
as defined in the proof of Theorem 1. By a similar reasoning as that proof
we have S=ABAT.We omit the details. L
4. EXPONENTIAL COMTET POLYNOMIALS AND
THEIR PROPERTIES
We now consider the Comtet polynomials with the choice of wn=1/n!
as specified in the Introduction. This gives rise to the exponential Comtet
polynomials, which have numerous applications and encompass a large
number of well-known combinatorial and probabilistic sequences. For
example the exponential Comtet polynomials constitute the most general
sequence of binomial type (or sequence of convolution polynomials in
the terminology of Knuth [5]). They are studied extensively in [1, p. 133]
and [7, p. 118] and are often known as exponential Bell polynomials.
We will denote the nth exponential Comtet polynomial by CEn (x)=
Bn(x1, x2, x3, ...), and by definition of the general Comtet polynomials
they are formally defined as the coefficients in the expansion
G(z)=C
n \ 0
Bn(x1, x2, x3, ...)
zn
n!
=exp 1 C
m \ 1
xm
zm
m!
2=exp F(z). (3)
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Note that we can obtain all sequences of binomial type (see [7]) by spe-
cializing the variables xi. Clearly F(z) and G(z) satisfy the formal differen-
tial equation
GŒ(z)
G(z)
=FŒ(z).
The exponential Comtet polynomials occur naturally in a large number of
applications; see [1, p. 133] and [7] for a wealth of examples.
For future use we list the first few exponential Comtet polynomials:
B0=1
B1=x1
B2=x2+x
2
1
B3=x3+3x2x1+x
3
1
B4=x4+4x3x1+3x
2
2+6x
2
1x2+x
4
1
B5=x5+5x4x1+10x3x2+10x3x
2
1+15x
2
2x1+10x2x
3
1+x
5
1
B6=x6+6x5x1+10x
2
3+15x4x2+15x4x
2
1+60x3x2x1+15x
3
2+20x3x
3
1
+45x22x
2
1+15x2x
4
1+x
6
1 .
We note that the map (x1, x2, · · · )W (B1, B2, · · · ) is a bijection of the
sequence space R.. Each term of degree k in Bn is a product of xi’s whose
indices give the block sizes of a partition of an n-set into exactly k parts.
There are n!/(c1!c2!...cn!1!c12!c2...n!cn) ways to form such partitions having
ci pairs of size i. Thus:
Proposition 8.
C
n \ 0
Bn
zn
n!
= C
c1, c2, ...cn \ 0
(xc11 x
c2
2 ...x
cn
n ) z
c1+c2+...+cn
c1!c2!...cn!1!c12!c2...n!cn
See [1, p. 134] for proof.
The partial exponential Comtet polynomials Bn, k are generalizations of
Stirling polynomials. It is easy to see that the choices xn=1 and
xn=(−1)n−1(n−1)! respectively produce S(n, k) and s(n, k), the Stirling
numbers of the second and first kind.
A fundamental property of exponential Comtet polynomials is the
following convolutional relation:
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Proposition 9.
Bn(x1+y1, x2+y2, ...)=C
n
i=0
1n
i
2 Bi(x1, x2, ...) Bn−i(y1, y2, ...).
Proof.
C
n \ 0
Bn(x1+y1, x2+y2, ..., xn+yn)
zn
n!
=exp 1 C
m \ 1
(xm+ym)
zm
m!
2
=exp 1 C
m \ 1
xm
zm
m!
+ C
m \ 1
ym
zm
m!
2=exp 1 C
m \ 1
xm
zm
m!
2 exp 1 C
m \ 1
ym
zm
m!
2
=1 C
m \ 0
Bm(x1, x2, ...)
zm
m!
21 C
m \ 0
Bm(y1, y2, ...)
zm
m!
2
=C
n \ 0
C
n
i=0
1n
i
2 Bi(x1, x2, ...) Bn−i(y1, y2, ...). L
As a consequence of Proposition 4 we have the following simple relations
between partial ordinary and complete exponential polynomials:
C
n \ 0
C
n
k=0
An, k(x1, x2, ...)
zn
k!
=C
n \ 0
Bn(1!x1, 2!x2, 3!x3, ...)
zn
n!
.
For the partial exponential Comtet polynomials, there is a refinement of
the convolution property in Proposition 9:
Proposition 10.
Bn, k(x1+y1, x2+y2, ...)= C
i [ n, j [ k
1n
i
2 Bi, j(x1, x2, ...) Bn−i, k−j(y1, y2, ...).
Proof. See [1, p. 136]. L
Theorem 3. The polynomials Bn(x1, x2, ...) are Hankel mean–indepen-
dent.
Proof. Using Proposition 9 we have
Bn(x1, x2, ...)=C
n
k=0
1n
k
2 Bk(x1, 0, ...) Bn−k(0, x2, ...)
=C
n
k=0
1n
k
2 (x1)kBn−k(0, x2, ...).
GENERATING FUNCTIONS 229
Inverting the last equation gives
Bn(0, x2, ...)=C
n
i=0
1n
i
2 (−x1) iBn−i(x1, x2, ...). (4)
Consider the n×n matrix A=[ai, j], where ai, j is the jth term in the
expansion of (1−x1) i, that is ai, j=(
i
j )(−x1)
i− j for i \ j and ai, j=0 for
i < j. Note that the i, j entry of A−1 is |ai, j | (the jth term in the expansion of
(1+x1) i) and that A is lower triangular with ai, i=1 for all i, so det A=1
and multiplication by A or AT does not change the value of det[Bi+j].
Premultiplication of [Bi+j] by A replaces row Ri by ; ij=0 (ij )(−x1) jRj.
Postmultiplication by AT operates in the same way on the columns. Now
A[Bi+j] AT=[ci+j], where
ci, j=C
i+j
k=0
1 i+j
k
2 (−x1)h Bi+j−k.
By equation (4) we have ci, j=Bi+j(0, x2, ...), which is independent of x1.
L
As a sample application of Hankel mean–independence, we can use the
2-shift Theorem 1 to study cumulants (see [10]) by considering the expo-
nential shift polynomials Sn defined by applying the renewal equation to the
exponential Comtet polynomials, or Sn=Bn−;n−1k=1 BkSn−k. The 2-shift
theorem states that det[Bi+j]
n
i, j=0=det[Si+j]
n
i, j=1. Since the Bn(x1, x2, ...)
are Hankel mean–independent, we can set x1=0 in Bn, greatly simplifying
the calculations. Note that Hankel mean–independence indicates the well
known semi-invariance property of cumulants. Here are a few values of the
resulting polynomials Sn :
S0=1
S1=0
S2=x2
S3=x3
S4=x4+2x
2
2
S5=x5+8x2x3
S6=x6+13x2x4+9x
2
3+10x
3
2 .
Now if x1, x2, ... are the cumulants for some distribution, then
Bn(x1, x2, ...) are its moments. The fundamental moment condition (see
[8]) states that there exists a distribution for which Bn are its moments if
and only if det[Bi+j] > 0 and hence this provides an explicit sequence of
inequalities for the cumulants xi independent of x1.
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5. CHARACTERIZATION OF HANKEL MEAN–INDEPENDENCE
In view of Theorems 1 and 3 it might seem that there should be a great
many Comtet polynomial sequences which are Hankel mean–independent.
However, in this section we show that there are only two. This fact will be
called the characterization theorem; it has obvious implications for the
question of what makes the exponential and ordinary generating functions
so special. We require the following simple technical result:
Lemma 1. Suppose c1, c2 are given; then for all (n \ 3) the recurrence
relation
c1−(n−1) cn−1+(n−2) cn=0 (5)
has the general solution
cn=(n−1) c2−(n−2) c1. (6)
Recall that at the beginning of the paper we assumed without loss of
generality that w0=w1=1. Along with Proposition 2 we sometimes find it
convenient to normalize W so that w2 is a given constant. The general case
then results by scaling.
Theorem 4. The Comtet polynomials (CWn ) are Hankel mean–indepen-
dent if and only if wn — 1 or wn=1/n! (up to the normalization’s w2=1 and
w2=1/2, respectively).
Proof. From Theorems 1 and 3 we know that the Comtet polynomials
with wn — 1 or wn=1/n! are Hankel mean–independent. To prove the
converse, let dWn=det[C
W
i+j]; we will show that the term in x1xn−1x
n−2
n x2n
of dWn has coefficient
w1
w2
−(n−1)
wn−1
wn
+(n−2)
wn
wn+1
. (7)
For dWn to be independent of x1, this coefficient must be zero. Setting (7) to
zero and cn=wn/wn+1, we obtain the recurrence in (5).
It is easily verified that the term x21x
2
2x6 in d
W
3 has coefficient
−3w51−4
w31w
4
2
w23
+4
w41w
2
2
w3
+3
w41w2w3
w4
.
The vanishing of this coefficient translates to the condition
−3c21−4c
2
2+4c2c1+3c1c3=0.
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Combining this with the equation c3=2c2−c1, we obtain
(c2−c1)(2c2−c1)=0.
If c2=c1, then cn=c1 for all n, while if 2c2−3c1=0, then cn=
c1(n+1)/2.
To show that x1-independence of d
W
n implies the recurrence (5), we set
xi=0 for i ] 1, n−1, n, 2n and determine the coefficient of x1xn−1xn−2n x2n
in dWn . This term has the factor x2n which occurs only in C
W
2n (the bottom
right element of dWn ). Hence by expanding d
W
n on its last row, we see that we
need only determine the coefficient of x1xn−1x
n−2
n in d
W
n−1. The first
occurrence of xn−1 in d
W
n−1 is on the main antidiagonal. This term must
accumulate n−1 of the xn factors; these can only be acquired from the
antidiagonal just below the main antidiagonal. We can ignore any higher
powers of x1, xn−1 and powers of xn greater than the (n−2)nd as they
clearly do not contribute. We then obtain the following reduction of dWn−1 :
A= :1 d 0 ... 0 0 0 0 ad 0 0 ... 0 0 0 a b0 0 0 ... 0 0 a b c0 0 0 ... 0 a b c 0
x x x z x x x x x
0 a b ... 0 0 0 0 0
a b c ... 0 0 0 0 0
: , (8)
where a=w1xn−1, b=w1xn+2w1w2wn−1/wnx1xn−1, c=2w1w2wn/wn+1x1xn,
and d=w1x1. To compute a we note that C
W
n−1 can only contribute factors
of xn−1, which occur in C
W
n−1, 1. For b we note that C
W
n can contribute xn
and x1xn−1, which occur in C
W
n, 1 and C
W
n, 2, respectively. For c we note that
CWn+1 can contribute an x1xn factor. For d we note that C
W
1=w1x1.
Since we must avoid picking up any higher powers of x1 and xn−1, we
can ignore any term of A in a2, c2, d2, cd and more generally, any term
a i1b i2c i3d i3 with i1 > 1, i2 > n−1, i3 > 1, i4 > 1, i3+i4 > 1, i1+i2 > n−1,
i1+i2+i3 > n−1. The only three surviving terms in A are 2abn−2d,
(n−2) abn−3c, and bn−1. For bn−1 we are only interested in the term which
gives x1xn−1x
n−2
n , namely
1n−1
n−2
2 (w1xn)n−2 (2w1w2wn−1x1xn−1)
wn
=
2(n−1) wn−11 w2wn−1x1xn−1x
n−2
n
wn
.
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This term has the opposite sign from the other two surviving terms due to
its position under the main antidiagonal. Similarly, for bn−1 we must take
only the xn−2n term, which has coefficient w
n−2
1 . Hence 2ab
n−2d contributes
a term x1xn−1x
n−2
n with coefficient 2w
n+1
1 . Last, in b
n−3 we need the xn−3n
term, which is wn−31 . Thus the x1xn−1x
n−2
n term of (n−2) ab
n−3c has coeffi-
cient
2(n−2) wn−11 w2wn
wn+1
.
In all, the coefficient of x1xn−1x
n−2
n in A is
2wn+11 −
2(n−1) wn−11 w2wn−1x1xn−1x
n−2
n
wn
+
2(n−2) wn−11 w2wn
wn+1
. (9)
This must vanish if dWn is to be independent of x1, and its vanishing is
equivalent to (5). L
6. CONCLUSIONS
We have characterized Oa(z) and Ea(z) as the only two cases of nor-
malized Comtet polynomials which are Hankel mean–independent. It
would be valuable to have a combinatorial or probabilistic interpretation
of Hankel mean–independence as it would provide insight as to why the
ordinary and exponential generating functions are so pervasive in combi-
natorics and probability. Perhaps such insight would provide a guide into
what problems classify as combinatorics or probability.
There is also a more general characterization problem in that Comtet
polynomials may be viewed as a kind of polynomial map that maps poly-
nomials to polynomials. In this view, Comtet polynomials are a subset of
all polynomial maps primarily by the restriction that the degree of the
output polynomial must be less than or equal to the degree of the input.
Although this is a strong restriction, it is thought not critical for the
characterization and that the main characterization result extends to poly-
nomial maps. A demonstration of this would indeed be interesting and
useful in the study of moment preserving maps. Such mappings take
moments from a distribution and map them to another moment sequence,
often for a different distribution. There are many trivial mappings that can
be shown to do this. However the exponential and ordinary Comtet poly-
nomials seem to be the only two nontrivial moment preserving polynomial
maps.
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