I. INTRODUCTION
RADITIONAL networked assembly structures have either a hybrid or heterarchical architecture. The first one, derived from hierarchical architectures, allows cooperation and data exchange between lower-level (robot) controllers; a master initiates all the activities and then the subordinates cooperate to perform them.
The second is formed by a group of independent entities (agents) that bid for orders based on their status and future workload. There is no master-slave relationship; due to the decentralized control architecture, the agents have full local autonomy and the system can react promptly to any change (resource failure, new customer order). However, because execution of one order depends on the features of other orders, it is difficult to reach global batch optimization and the system's performance is unpredictable.
There is currently a new trend in manufacturing control to apply the principle of holons in industrial networked robotics. The interpretation of the holon as a whole particle proposes an entity which is entirely stand-alone or supreme as is (a whole), but belongs to a higher order system as a basic individual part (a particle). If a limited number of parts (holons) fail, the higher order system should still be able to proceed with its main task by diverting the lost functionality to other holons [1] . In order to face resource break-downs, job shop assembly structures use networked robot controllers with multiple-LAN communication facilities allowing for production data saving and automatic re planning of batch production by help of failure and recovery management.
II. THE HOLARCHY AND HOLONIC CONTROL APPROACH
The PROSA reference architecture served as groundwork to establish the holonic control structure used to achieve the on demand, fault tolerant operating modes of the 4-robot job shop assembly structure shown in Fig. 1 . The highest order entity is the Job Shop Assembly Cell [2] . Each of the robots has its own controller which directly communicates with a central PLC having as main task to operate the material transportation system, and thus manage production at batch level (execute the ordered sequence of production orders).
The PROSA abstract suggests that any manufacturing system can be broken down into three basic holons, the Resource Holon, the Product Holon, and the Order Holon. Each of these holons may exist more than once to fully define the manufacturing cell. A holonic structure easily be compared to object orientated programming as it is used by the widely popular C++ language. A holon designs a class containing data fields as well as functionality. Because of this remarkable similarity it is fairly easy to integrate the
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The way in which different types of holons communicate with each other and the type of information they exchange depend on the nature of the manufacturing cell. Fig. 2 gives the interaction diagram between different holons as they were implemented into the software system of the SOFHICOR project to solve the (quasi) optimal scheduling and failure management problem.
A separate software module, the HolonManager, hosts all holons in form of arrays and coordinates the data exchange among them. The resource holon (RH) holds information about manufacturing resources (robots, grippers, machine tools, video cameras, magnetic sensors, a.o.). In general any resource may have a number of sub-resources, which were seen as holons. This project considers an entire resource with all its sub-resources as a holon without the distinction of sub-systems. The hardware part of this type of holon is the actual physical robot with its functions.
A permanent data exchange between hardware and software ensures that the actual status is accessible through the software representation of the resource holon. Fig. 3 shows the data and functionality defined for the robot holon. A product holon (PH) holds information about a product type. Any (assembly) type that may be produced within the manufacturing system and resource setup must be defined in a product holon. The fact that such a holon exists does not necessarily mean that the respective product is being really assembled. Only the array of order holons will specify that something is manufactured and in what quantity. The product information is more of a theoretical description of the physical counter piece but not directly associated with one individual item, unlike the resource holon. However, the availability of assembling components is ultimately checked by the PLC prior to authorize the final transfer of a product to be assembled in a robot-vision station (see Fig. 6 ).
An order holon represents all information necessary to produce one item of a certain product type. This holon is directly associated with the emerging item; it holds the information about the status of this very item at any time reaching from assembly not started yet throughout order progressing to order completed. Furthermore a complete manufacturing schedule must be computed holding all necessary information relevant for the production cell to successfully complete these orders, eventually satisfying a cost function such as throughput or resource loading.
Before production starts for a specific aggregate order, customer commands exist in form of electronic information. If a certain product needs to be manufactured n times, n identical raw order holons are first created (Fig. 4) . During production execution orders can be seen as they progressively develop on a carrying support (pallet) in the system; after one order has been completed, the item gets cleared from the exiting pallet and has now a physical form. Before a schedule is defined for an aggregate order, raw order holons are created based on the information stored in the product holon.
A layer of Order Holons (
) of variable depth, corresponding to assembly plans computed off line for the P final products is the output of the production scheduler fed with raw customer orders. A basic (quasi optimal) process plan is generated as a sequence of Order Holons (assembled products). Production planning uses the
Step Scheduler developed both for production start up and resource failure and recovery situations. To formalize the OH scheduling process, the notations and definitions below are introduced [3] :
Set of operations for assembly
For the networked assembly problem, the following types of resources were defined: Since a single holon may be seen as a class object in the object oriented programming environment (in this project the C# and .net 3.0 framework tools have been used), each of the three basic holon types was realized as a separate class. The instances necessary to define the manufacturing cell are then hosted by the Holons.HolonManager class.
Each type is present in the form of an array which may be scaled dynamically as it becomes necessary. For example, the array instance of the Holons.Resource class has a static size of four, because there are four robots present in the cell. Each element of the array represents one robot station.
The array of Holons.Product class instances assumes a size of currently present product types; each element represents one product type with all necessary information to generate orders of this product type. The last array composed of Holons.Order class instances has a number of elements equal to the total count of items that needs to be manufactured. Each element defines an order of a certain product type with its specific assembly schedule.
III. STEP SCHEDULER BASED ON DYNAMIC SIMULATION

A. Scheduling production at batch level
Expertise Holons (EH) were defined and implemented as a set of rules creating an optimal schedule (maximizing the load of all available resources), which means that each of the four robots in the system should have a minimum of idling time. To achieve a maximum load of any currently idle robot, the conveyor system should never be jammed by any pallet carrying an item waiting to be processed by any another currently busy robot. If the transport system is not blocked for most of the time each robot station will be always reachable, thus ready to receive an item and carry out a task [4] .
Based on this idea a Step Scheduler has been developed. Each individual item (product) is being scheduled one step at a time. The process is initialized by generating a queue of all raw customer orders (products to be assembled - Fig. 4) . Once the queue has been generated at production start up, failure detection or recovery from failure, the following algorithm is executed (an iteration of the algorithm checks and completes the following action steps):
Step 1: Check the number of pallets in the system, if there are less than 2 pallets, go to Step 2, else go to Step 3 Step 2: Choose any item randomly from the queue
Step 2.1: For the chosen item generate a list of all possible operations based on predecessor constraints Step 2.2: For each possible operation find all robots capable of executing the task and calculate the waiting time for each robot before the task could be executed once the item arrives at the station Once an item has been introduced, it will remain in the system until it is completed. No item will leave the system and re-enter it to a later point in time. In other words any sequence (respecting the insertion criterion that the waiting time must be minimal) of alternating product types may be introduced into the system. Tests showed that different sequences (different runs of the algorithm on the exact same product definitions) yield slightly different total production times. For this reason, an alternative running mode has been integrated into the software.
The so called
Step Scheduler Best Sequence mode runs the algorithm 100 times and finally outputs the best result of these runs by combining a number of best-result partial sequences which were identified in all runs
In this way, a quasi-optimal solution will be obtained for resource loading, based on genetic diffusion mechanisms and "try-and-complete" scenarios.
B. The Simulator scheduling tool
A Simulator has been developed and integrated in the global software system to assist and stepwise validate the creation of order holons list (i.e. the sequenced raw order holons). The simulation program routines play an essential role in the scheduling process, both at:
• Production start up, detection of a resource failure, and recovery after failure (off line, preparing production) • Tracking of production execution, graphic monitoring (real time during production execution)
The main quality of simulating the transportation of products on pallets is the capability to vary the time base. The software furthermore uses a transportation time matrix which has been created by measuring the actual time used by the real system to transport a pallet from one point of interest to another (in general from one stopper or elevator to the next). The simulation's smallest time index (transport time slice) corresponds to one advancement step of a pallet and was defined as 0.5 seconds.
The transport simulation is used off-line to generate global production schedules, and on line to track production execution. There is a fundamental difference in the use of core routines developed to realize the correct transportation of pallets. In the case of the visual simulation, the routines run in a timed mode. This means that after each iteration of the main program loop, a timer stops the program and waits until the smallest time index of 0.5 seconds has passed by and only after that allows another iteration of the main program loop. The result of this pause is the fluent running in 0.5 second steps of the simulation which, in combination with the measured transportation time matrix, corresponds exactly to the behaviour of the real system When these routines are used to solve the scheduling problem, they transport the pallets in the system with an infinitely high speed (limited by the computer calculation speed). As soon as an iteration of the transport functions terminates, the next one starts. Since none of the dimensions neither the transportation time matrix has been changed for this kind of simulation, the resulting time indexes still correspond exactly to 0.5 seconds and may directly be used to define the production schedule.
The only difference is that time has been compressed at maximum by doing the calculations in absence of a timer which ensures the realistic execution of the simulation. The simulation functions check at each iteration all the pallets which are currently in the system. A pallet gets transported one step if the conveyor segment is running and if there is no active stopper or elevator at the pallet's present position. Fig. 5 shows the graphic interface of the simulator. Certain constraints given by the cell architecture ask for another control layer which ensures that odd situations do not occur while the system is operational. Since there are four robot stations in the cell, the number of pallets with products circulating in the system was limited to five from which one is exiting the production system.
The main loop of the conveyor system has been divided into a number of six sectors; if one of these sectors is occupied, no other pallet may enter this sector. A stopper at the beginning of the sector is activated whenever the sector is occupied ensuring that no pallets ever bump into each other. If a pallet is to enter a sector from a conveyor branch, the segment is only activated if the sector is free.
IV. FAILURE MANAGEMENT AND SYSTEM INTEGRATION
The fail-safe mechanism for controlling production is triggered whenever a resource (robot controller, video camera) is down or the result of an operation is negative (visual inspection). With the help of the basic holons RH, PH, and OH and the scheduling algorithm based on EH, a FailureManager was created. A virtually identical counterpart, the RecoveryManager, exists, which takes care of the complementary event when a resource recovers from the malfunctioning and comes back online.
The status of the system's resources (robot controllers) is periodically checked for any malfunctioning. In the case of a failure the software will interrupt the manufacturing process, evaluate the situation, reschedule the orders, and finally resume manufacturing. This takes less than 30 sec.
Any robot can assume a number of states which is stored in the corresponding resource holon's Status field. In a global way, the states failed and off line describe the robot as non-functional, whereas the suspend, waiting, busy, recover, and idle states are used for a fully operational resource. The procedure below, based on the Contract Net Protocol [5] , is done at failure detection:
1. Stop the production immediately 2. Update the resource holons with the new states of all robots and cameras 3. Read orders from the system 4. Evaluate all products if they can still be completed on the system 5. Check the status of each order
• If the order has been in the failed robot station mark it as failed (F) and evacuate it (EV) • If the order is in the system but cannot be completed anymore due to the resource failure, then F, EV • If the order is not yet in the system, but cannot be completed due to the resource failure, the F, EV 6. For the remaining orders in the system locate them and initialize the transport simulation associated with the scheduling algorithms to the current system 7. Run the scheduling algorithm taking into account the finished and failed orders (need no more scheduling) 8. Delete the orders stored on the system 9. Transfer the updated orders to the system 10. Resume production The procedure carried out to reschedule the orders in case of robot recovery is virtually identical to the one used in case of a failure. The main difference is that none of the orders which are currently being processed needs to be evacuated since there is no reason to assume they could not be completed.
In addition, at recovery, order holons (scheduled products) that have been marked as failed due to the unavailability of one ore more failed resources, will be re introduced in the re planning sequence. Fig. 6 shows the time diagram of pipelined production scheduling and execution activities. The simulator-based scheduling application executing on the cell server communicates on Ethernet with the PLC through the OPC protocol [6] . Once installed the gateway software, the Step Scheduler transmits to the PLC the generated OF list, and receives the operational status of the robots periodically checked by the PLC [7] .
In order to correctly control the devices of the transportation system (motors, stoppers, elevators), an efficient way to identify pallets and their associated information was conceived: each pallet has its own code written on it; this code can be read in certain locations on the conveyor (prior pallet diverting) using magnetic code readers. Inside the PLC software project a double array was defined, containing 256 arrays (corresponding to max. 256 pallets in one batch) each one consisting of 16 structures (a pallet can support maximum 16 operations); PalletData is the base structure of information about an operation that will be accomplished on a product at a robot station and has the following components: A complex PLC project was developed in Indralogic, consisting of visual interfaces, Sequential Function Chart and Structured Text programs for execution and tracking of the sequence of order holons. As several independent processes have to be controlled by a single PLC, the best solution was to separately control each execution device (actuators, valves, ..) by means of a single logical control diagram. The synchronization between logical diagrams was made by global variables.
V. CONCLUSION
The main outcome of this project is the integrated software application based on the dynamic simulation of production (robot assembly) and pallet transportation in the manufacturing cell. The variable timing slice in the simulator allows both cost-effective order scheduling at start up, failure detection and robot recovery (min. time slice, simulated process inputs) and tracking of batch execution (measured time slice, real device inputs).
The use of PLC open logical control diagrams linked by global variables and efficient OPC-based connection with the semi-heterarchical Step Scheduler allow rapid creation and transfer of order holon lists to the PLC and robust implementing of the holonic control mechanisms during production execution and distributed tracking.
