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There are many reasons why being able to control thermal transfer is desirable. Buildings
benet from proper thermal insulation in form of reduced heating costs, refrigeration is
more ecient with better insulation and many processes and machines produce heat,
which can be a problem when they heat up things around them.
Porous structures, such as foams, are ecient thermal insulators, because the voids
in the structure hinder thermal transfer by conduction. In the case of closed foams,
heat transfer by convection is also reduced. Depending on the system, heat transfer by
radiation can still be quite signicant, especially for higher temperatures, and a model
that accounts for it may be needed.
As will be discussed later in this thesis, many existing models for radiation in porous
media simply treat the structure as if it were a semitransparent continuum, but these
models require a number of approximations, which may not always be applicable. Models
that attempt to take the structure into account do exist, but they tend to be very specic
and some of them do not take into account eects caused by very small characteristic
structure size.
The aim of this thesis is to rst take a look at dierent methods of modeling thermal
radiation in porous structures and then, more specically explore the applicability of dis-
crete dipole approximation in simulating scattering and absorption in porous structures.
Using a method like this would have the advantage of potentially being able to model a
system based on its structure and its materials' complex refractive index, while being able
to account for eects caused by the structure being smaller or in same length scale as the





The structure or especially the sub-wavelength structure of a block or a layer of material
can have a signicant eect on how radiation is transmitted through it. As an extreme
example, sub-wavelength holes have been found, by Ebbesen et al., to increase transmis-
sion dramatically in a metallic lm [14], but surprisingly also the complete opposite has
been observed by Braun et al. [15] who found that an otherwise semitransparent metal
lm could be made to transmit less light with the addition of a square array of sub-
wavelength holes. Nothing this extreme is expected here, but it is important to note that
sub-wavelength structures can have an eect in how light is transmitted in a medium.
A number of existing models for thermal transfer by radiation in porous materials will
be discussed in the following subsections. The rst one discussed will be the Rosseland
approximation, which is one of the existing continuum approximations that are sometimes
used. This will be followed by the Monte-Carlo methods and nally methods which
attempt to directly simulate the scattering and absorption of electromagnetic waves. Each
of these methods have their own strengths and weaknesses and these subsections will help
understand why the discrete dipole approximation was chosen to be used later on in this
thesis.
2.1.1 Continuum treatments
This subsection will briey discuss the heat transfer models, which approximate the struc-
ture of the system to be continuous, and the theory behind them. Especially the often
used Rosseland diusion equation is looked at.
According to Siegel and Howell [1], the change in spectral radiation intensity i0 with
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respect to the solid angle d! about the direction S is
di0
dS






i0(S; !i)(; !; !i)d!i:(2.1)
The meanings of the terms on Eq. (2.1) are the following. The rst term on the right,
ai
0
(S) accounts for the loss of intensity caused by absorption a, which in this case also
includes the eect of induced emission. The next similar looking term ai
0
b(S) is the
intensity gained through emission within d!. However, it is important to note that the
subscript b in i0b(S) signies that this is spectral intensity due to blackbody radiation and
is not to be mixed with i0. The eect of induced emission is not included. Term si
0
(S),
where s is the scattering coecient, gives the intensity loss due to scattering. Finally




i0(S; !i)(; !; !i)d!i gives the intensity gained by scattering.
In this, !i is the solid angle of incoming radiation and (; !; !i) is the phase function
which gives the portion of radiation of wavelength  that is scattered from angle !i to
angle !.
The absorption and scattering coecients in Eq. (2.1) may be combined to K =
a+, which is known as the extinction coecient. Now if S is replaced with the optical
thickness  using the relation
(2.2) d = K(S)dS;





+ i0() = I
0
(; !)
In this new form I 0(; !) is the source function








i0(; !i)(; !; !i)d!i;
which contains both of the intensity gain terms of Eq. (2.1).
The radiative transfer equation (2.3) is an integro-dierential equation and cannot in














Here q(x) is the energy ux generated by photons of wavelength  at depth x in a slab
of the medium. eb is Planck's distribution










The diusion approximation only works if the medium is assumed to be optically thick,
meaning that a photon may travel only for a short distance, compared to the size of
the system, without being absorbed. Scattering is also assumed to be isotropic. If the
medium can be thought to be gray, Eq. (2.5) may be further simplied following Siegel
and Howell [1] and using the Stefan-Boltzmann law
R
i0bd = eb = T
4 and integrating


































T is the temperature and  is the Stefan-Boltzmann constant. The Rosseland mean
















is the extinction coecient that is usually used in Eq. (2.7) in place ofK. KR is essentially
the average of the medium's extinction coecient weighted by Planck's distribution (2.6)







Eq. (2.7) has the same form as Fourier's law for heat ux [1]





T 3 = kr may be handily used as a component for the eective heat conductivity
keff of the medium.
The usefulness of the Rosseland mean approach is naturally limited by the approxi-
mations that have to be made in order to use it. Since it is a continuum model it is only
applicable to optically thick systems. Especially since Eq. (2.5) is one of the so called
diusion solutions to RTE, it as such ignores the eects of possible anisotropic scattering.
This has been addressed for example by Doermann and Sacadura [3], Placido et al. [4] and
Coquard et al. [5] who used a weighted extinction coecients KR instead of Eq. (2.8) to
account for possible anisotropic eects. The weighted extinction coecients were calcu-
lated assuming that the foam in question consists of dierently shaped randomly oriented
particles, such as cell walls and struts.
In Doermann's and Sacadura's paper [3] the particles are large compared to the wave-
length of the radiation. Also the shapes of the particles only come in to play when
determining the eect of diraction on the phase function, for the eect of reections the
particle's are assumed to be spherical because of their random orientation. For multiple
scattering the eect of diraction is ignored, which means that the particle shapes are
important only in the case of single scattering. On the other hand Placido et al. [4] do
not dierentiate diraction from reection, because they use Mie theory to calculate the
extinction coecients for the dierent particles used in their paper. Coquard et al. [5]
used geometric optics, however their model also took into account the structure of their
specic foam on a macroscopic level. None of the models above account for dependent
scattering, which means that close by particles must not aect each other. There are dif-
ferent denitions of when this is so and according to Kaviany and Singh [2] the necessary
condition is somewhere around C= > 0:3 and C= > 0:5 or even larger, with C being
the average particle clearance.
Also attempts to numerically solve the radiation transfer equation (2.3) for porous
media have been made by using two-ux- or Schuster-Schwarzchild approximation and
discrete ordinates methods, some of these are talked about by Kaviany and Singh [2], who
also introduce a dependence-included discrete-ordinates method to deal with dependent
scattering. The two-ux models are simpler and neglect anisotropic eects.
2.1.2 Ray tracing Monte Carlo
Another way to look at radiative transfer in porous media is to try to predict the materials'
attributes by directly simulating their structure. This involves creating some kind of
reasonable model for the structure, for example a randomly packed bed of semitransparent
spheres. Also the absorptivity and the refractive index of the material the system is made
out of are needed.
Rays are then sent from randomly varied directions from one end of the system to the
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other, using ray optics to calculate probabilities for how they are scattered and absorbed
by the structure. The numbers of rays scattered and absorbed are recorded together with
the distances they managed to travel without change. Also the number of rays that pass
through the system and that end up in the same end of the system they started from
are recorded, these give the transmission and the reection properties of the material. A
paper by Petrasch et al. [16] is a good example of this method.
2.1.3 Electromagnetic Wave Simulation
Another possible non-continuum approach to electromagnetic radiation in a porous di-
electric medium is to simply calculate what happens to electromagnetic waves that enter
it. This can be done by solving the volume integral equation, as presented by Tsang et
al. [6]
(2.10) E(r) = Einc(r) + k2
Z
dr0 G(r; r0)  (r(r0)  1) E(r0) ;
in a structure given with the help of relative permittivity
(2.11) r(r) =
(
(r)=0 if r 2 Vsolid
1 if r 2 Vempty
Also in Eq. (2.10) E is the electric eld, k the wavenumber and G(r; r0) the dyadic Green's
function. The volume integral equation can be easily derived from Maxwell's laws as will
be shown in the following section. It's solution can be used to get the electric eld far
away from the system, which in turn gives the information of how much of the original
wave was absorbed, transmitted and reected.
Solving Eq. (2.10) can only be done numerically and demands some computational
power. Among the ways to numerically solve the Maxwell's equations in cases involving
scattering of electromagnetic radiation are the method of moments, the T-matrix method
and the discrete dipole approximation, also known as DDA. Of these the method of mo-
ments leads to a full matrix equation of order N and the number of operations needed for
its solution is N3 [6]. This may become very inconvenient for large systems.
2.2 The Discrete Dipole Approximation
Interestingly, the discrete dipole approximation was rst developed by Purcell and Pen-
nypacker [22] to study polarization of light by interstellar dust grains, however it is much
more versatile than that and can be applied to many dierent kinds of scattering prob-
lems. The basic idea behind the discrete dipole approximation is that the structure that
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is being simulated is approximated as consisting of nite size polarizable cubes or other
shapes, which are polarized into dipoles by the incoming electromagnetic plane wave. The
reectance, absorbance and transmittance of the structure are then calculated based on
the combination of elds of these dipoles and the eld of the incoming wave far away from
the structure. It is possible to model periodic structures consisting of dipoles, where a
single target unit cell is repeated to create a plane. Fig. 2.1 is an example of what such
a target unit cell could look like.
2.2.1 The Volume Integral Equation
As mentioned earlier, the volume integral equation (2.10) is derived form the Maxwell's
equations, specically the Maxwell-Faraday equation
(2.12) r E =  @
B
@t
and Ampère's circuital law with Maxwell's correction




Now, if the scattered electric and magnetic elds E and H are assumed to be sinusoidal
with frequency ! and J = 0 because the system is dielectric, then Eqs. (2.12) and (2.13)
become
(2.14) r E = i! B = i! H
and
(2.15) r H =  i! D =  i!(r) E
respectively. It is assumed that the permeability  of the system does not dier signif-
icantly from the permiability of free space 0. Next, taking the curl of Eq. (2.14) and
substituting Eq. (2.15) on the right side yields
rr E =  !20(r) E
rr E   !200 E = !200((r)=0   1) E
rr E   k2 E = k2(r(r)  1) E;(2.16)
because r(r) = (r)=0 and k = !
p
00. The resulting equation for the scattered electric
eld, Eq. (2.16) is now in a fortunate form for which the solution is known [7] to be
(2.17) Es(r) =
Z
dr0 G(r; r0)  (r(r0)  1) E(r0):
8
Figure 2.1: An example of a target unit cell made up of dipoles. k is the wave vector of the
incoming plane wave. The zoomed in part shows how the electric eld E of the incoming
wave polarizes the dipoles. The unit cell in the picture has four cube shaped cavities.
The walls between the cavities are two dipoles thick. Note that this exact structure was
not used in the simulations, the structures that were used were bigger and had a larger
number of dipoles.
9
The solution is given in terms of the dyadic Green's function G(r; r0), which satises the
following equation
(2.18) rr G(r; r0)  k20 G(r; r0) = I(r   r0):
This can be easily conrmed by substituting Es given by Eq. (2.17) to Eq. (2.16). In the
denition (2.18) I is the unit dyad, (r   r0) the Dirac delta function and k0 a constant.
G(r; r0) itself can be written in terms of Poisson's equation's Green's function g(r; r0)




or in matrix form






























(2.21) g(r; r0) =
eik0jr r
0j
4jr   r0j :
However, looking at Eqs. (2.19) and (2.21) one can see that the dyadic Green's function
has a singularity at r = r0. Quantitatively, in the case of a dielectric, the singularity can
be interpreted as a point-like polarization charge caused by the external electric eld Einc.
Following Tsang et al. [6] this singularity can be dealt with by using the Cauchy principal
value and writing G as








is the term that has been added to account for that volume. The dyad L
depends on the shape of the excluded volume V and in the special case of the volume




The solution (2.17) for the scattered eld still has the integral and that is why nu-
merical methods are needed. The form of the volume integral equation on Eq. (2.10) is
achieved by dividing the eld E(r) into two scattered and incoming elds E = Einc + Es
and then substituting Eq. (2.17).
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2.2.2 The Dipole approximation
Now taking into account the singularity in the dyadic Green's function as in Eq. (2.22)
and assuming that the excluded volume V is the shape of a cube, the volume integral
equation (2.10) becomes








At this point the Eq. (2.23) still describes the situation accurately in the sense of
classical electrodynamics. The next step is to discretize the space, so that the continuous
space becomes a discrete collection of small, but nite sized cubes, that are either empty,
with r = 1, or lled with a dielectric so that r 6= 1.















G(ri; rj) and pj = ((rj) 0) E(rj)Vj, which is the dipole moment
of the jth cube, this can be simplied to







Aij  pj   (r(ri)  1)
3
Ei;





















The Clausius-Mossoti polarizability i





however is problematic, because it only works at the limit of long wavelength, and so
other polarizabilities with nite wavelength corrections, that take into account the nite
size of the dipoles, are often used in practice. For example, in this thesis a polarizability
derived from a lattice dispersion relation by Gutkowicz-Krusin and Draine [9] is used.
2.2.3 Lattice dispersion relation and polarizabilities
On this subsection, rst the lattice dispersion relation and then the polarizabilities that
are used are derived following Gutkowicz-Krusin and Draine [9]. To start deriving the
lattice dispersion relation, we rst assume an innite rectangular lattice, where the lattice
sites are xn = (n1d1; n2d2; n3d3). The ni are integers and the di are the lattice constants.
Now if there is an electric eld E in the lattice, the polarization P is
(2.28) P =   E:
In this more general case, the polarizability  is a tensor. Because in this dielectric system
the only currents are produced by changes in polarization J = dP
dt
, and because charge
needs to be conserved r  J = 0, it follows that
(2.29) r P = 0:
It is also assumed that the electric eld that is polarizing the lattice takes the form of a
plane wave, as before, and that on lattice site xn the polarization consequently takes a
similar form
(2.30) Pn(t) = P0e
i(kxn !t):
From this it follows that the current in the lattice looks like





Next, Lorentz gauge condition





is used to derive a wave equation. A is the magnetic vector potential B = r  A and
' is electric potential E = r'. To start deriving the wave equation we look again at
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Ampere's circuital law (2.13).













































The nal form, Eq. (2.33) is the wave equation that was needed.
Now it is necessary to solve A. This is done by rst expanding A into a series





and then substituting it into the wave equation (2.33). The q in series (2.34) is simply
the reciprocal lattice of the original lattice,

































































In order solve Eq. (2.37) further it is useful to consider the eect of all of the other
lattice sites on one specic lattice site.










This can be used to describe polarization as in Eq. (2.28) and so an in Eq. (2.37) can be













































jk0 + kj2   !2=c2




















jk0 + kj2   !2=c2
#
This, in turn allows Eother to be solved by substituting Aother from Eq. (2.42) into Eq.
(2.38).












il   (ki + qi)(kl + ql)
 ei(k+q)x










il   (ki + k0i)(kl + k0l)
 ei(k+k0)x





Now Eq. (2.43) can be used to solve the polarizability , if the dispersion relation is























il   (ki + qi)(kl + ql)









il   (ki + k0i)(kl + k0l)









where m is the refractive index of the material. Another condition that must be fullled
is
(2.48) k P0(0) = 0







which follows from how the polarization must be a reaction to the electric eld. The ej
are the components of a unit vector that is parallel to the electric eld. Next Gutkowicz-
Krusin and Draine [9] divide the Mij into two parts




HereMCij are the matrix elements for cubic lattice that had been solved in an earlier paper
by Draine and Goodman [23]. The Tij on the other hand are the matrix elements for a
rectangular lattice.




























The terms with the superscript (0) are the zeroth order approximation, they give the
exact result if  >> di. The terms with the superscript (1) are the corrections to the rst

























2il   (i +Qi)(l +Ql)
j +Qj2   2  
Z
d30
2il   (i + 0i)(l + 0l)
j + 0j2   2 :
The terms M
C(0)




























can be found in the appendices of [23]. The constants c1, c2 and c3 are
c1 =  5:9424219:::(2.63)
c2 = 0:5178819:::(2.64)
c3 = 4:0069747::: :(2.65)






















































































































ij is known, it can be used together with Equations
(2.45) and (2.49) to solve (0), which needs to be diagonal in order to reduce to the























jnj2 when d1 = d2 = d3, Eq. (2.68) is compatible with the Clausius-Mossoti
polarizability (2.27).
Solving the nite wavelength corrections for polarizability is now reasonably straight-
forward. Following how the 
(0)
























Because the corrections are assumed to be small, any resulting terms with more than one




























































The next step is to use M
(0)
il , which was solved before, Eq. (2.45) at the long wavelength




























































































Which gives us the nite wavelength correction to polarizability. It is worth noting that
this solution is not unique and according to Gutkowicz-Krusin and Draine [9] some other
solution could oer more convenience, depending on usage.
2.2.4 On the numerical methods
The two numerical methods that are used in DDA to solve Eq. (2.26) are the fast Fourier
transform, or FFT, and the conjugate gradient method. Specically, FFT is used for








and the conjugate gradient method is applied in solving the pi from Eq. (2.26).
The use of conjugate gradient method is necessary, because given large enough matrix,
using non-iterative methods, such as the Gauss-Jordan elimination method, becomes slow
and inaccurate due to rounding errors.
2.2.5 Periodic structures
The discrete dipole approximation has been generalized for targets periodic in one or
two dimensions by Draine and Flatau [8]. Following their approach the two dimensioned
periodic target can be thought of as a plane of copies of a target unit cell. The dipoles
that make up the original target unit cell, at lattice site (0; 0), are at positions rj00, and
the dipoles of a copy target unit cell at lattice site (m;n) are at positions
(2.76) rjmn = rj00 +mLy + nLz:
m and n are integers and the vectors Ly and Lz are the target unit cells lengths in y- and
z-directions. y- and z-directions are on the plane with the target units and the x axis is
perpendicular to that plane.
The polarization of the original target unit cell pj00 is the same as before in Eq. (2.26)
and the polarizations of its copies are simply phase shifted
(2.77) pjmn = pj00e
i(mk0Ly+nk0Lz):
This is possible, because the polarization must have similar time and place dependencies
as the incoming electric eld Einc, which creates it.
In Eq. (2.25)   Aij  pj gave the electric eld of dipole j at ri. This can be easily
generalized to   Ai;jmn  pjmn, which gives the electric eld of dipole jmn at ri00. Now, by
making phase shifts as in Eq. (2.77), an ~A such that ~Aij  pj00 gives the part of the electric







In this thesis, as in the paper by Draine and Flatau [8], the sums in Eq. (2.78) are
suppressed at large ri;jmn with the addition of a factor e
 (k0ri;jmn)4 . This is done to speed
up the calculation, and the constant  determines how quickly the sums are suppressed.
The nal form of the equation, which is solved in DDA for periodic targets, is









2.2.6 From Polarizations to Scattering
To get useful information about scattering from the polarizations, it is necessary to cal-
culate the scattered electric eld far away from the target. The necessary condition, for
being far enough away from the target to ignore near eld eects, is kr  1.






I   (r   rjmn)(r   rjmn)jr   rjmnj2 pjmn

According to Draine and Flatau [8], the eld at r = rk^s is mostly aected by the





k^s is a unit vector which is parallel to the wave vector of scattered radiation ks = k0k^s,
in other words it is the direction of the scattered radiation. If dipoles that are not in the






















The jr   rjmnj in the exponent can be further written open and approximated using the




  ::: and Eq. (2.76).
jr   rjmnj =r
s

















r   k^s  rjmn +
r2jmn
2r
  (k^s  rjmn)
2
2r
=r   k^s  rj00  mk^s  Ly   nk^s  Lz + 1
2r
[(rj00 +mLy + nLz)
2
  (k^s  rj00 +mk^s  Ly + nk^s  Lz)2]
r   k^s  rj00  mk^s  Ly   nk^s  Lz + 1
2r
[m2L2y + n
2L2z  m2(k^s  Ly)2
  n2(k^s  Lz)2 + 2mnLy  Lz + 2mn(k^s  Ly)(k^s  Lz)](2.82)
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In the last step of (2.82) terms that are of the order of mL
r
have been neglected, because
they approach 0 much faster than the others as r goes to innity. The nal form of
Eq. (2.82) looks ugly, but is necessary in order to eliminate rjmn.





























The only dierence from non-periodic DDA in Eq. (2.83) comes from the factor G(r; ks).
If G = 1, the scattered electric eld reduces to that of one produced by a single target
unit cell, instead of a plane consisting of them.
According to Draine and Flatau [8] G(r; ks) sums up to 0 unless the requirement
(ks   k0)  Ly = 2M; M = 0;1;2; :::
(ks   k0)  Lz = 2N; N = 0;1;2; :::(2.86)
is met. In practice this means that the target plane acts as a diraction grating with M
and N giving the orders of diraction of the reected or transmitted wave, depending on
the direction of ks. This is because two dierent scattered wave vectors can give rise to
the same M or N , one ks accounts for the transmitted and other for the reected wave.
If Eqs. (2.86) apply, the G(r; ks) from Eq. (2.85) can be further simplied by further
following Draine and Flatau and treating the sum as an integral instead. Both of the
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integrals are of a Gaussian function and so the solutions are known.













































It is worth noting that y and z are related to rjmn and not r, which can be treated as
a constant regarding the integrals. Finally when the simplied form from Eq. (2.87) is






The scattered electric eld can be used to construct 4x4 Mueller matrices, which in
turn can be used to calculate the reection and transmission coecients, R and T , for the
incoming wave that was used in the calculation. The use of Mueller matrices requires the
incoming wave to be written as a Stokes vector. The Mueller matrix S gives the scattered
wave's Stokes vector Is when multiplied by the incoming wave Iinc
(2.89) Isca; = S Iinc;:
 and  are the angles of the scattered and incoming vectors.
For the sake of simplicity and because of a problem with the code that was used in
simulations, only the Stokes vector that corresponds to linearly polarized waves, Iinc =
(1 1 0 0)T , is used in this thesis. The rst element of the Stokes vector represents the
waves intensity, and since only the relative intensities of the incoming and scattered waves
are necessary for the calculation of the reection, absorption and transmission coecients,
then only two elements of the Mueller matrix, S11 and S12, are needed. Using the same
denition as Bohren and Human [10], the second element is the dierence between the
intensities of the horizontal and vertical components of the wave. It can be thought of as
a measure for how linearly polarized the wave is. The third element is a similar measure
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for linear polarization, but this time at 45 deg angle from before. The fourth element
measures how circularly polarized the wave is.
The elements of the Mueller matrix Sij can be calculated from the elements of the









 jS2j2   jS1j2 + jS4j2   jS3j2 ;
as done by Bohren and Human [10].
The scattering amplitude matrix is a matrix that transforms the incoming electric eld














In order to do this, both the incoming electric eld Ei and the scattered eld Es need to
be divided into two components, one parallel to the scattering plane, Eks and Eki, and
and the other parallel to it, E?s and E?i. All of these components are also perpendicular
to their respective wave vectors ks and k0.
The scattering amplitude matrix elements Si can be calculated by following Draine
















e^s?  FTUC(k^s; E0 = e^ik):(2.96)
For example, S2 is the portion of Eki that contributes to E?s and so on. Looking at Eq.
(2.92) it is easy to convince oneself that this indeed gives the right Si. The unit vectors
that are either parallel or perpendicular to the scattering plane and perpendicular to their
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e^ik =k^0  e^i?(2.98)
e^sk =k^s  e^s?:(2.99)
Knowing this and the denitions of the Stokes vector and the amplitude scattering matrix
(2.92) it becomes easy to derive the Mueller matrix elements (2.90) and (2.91).
Transmittances on the other hand can be calculated for the dierent orders of dirac-





using the S that correspond to scattering angles that go through the target. When
the same is done with the angles and S that correspond to reections, one gets the
reectance R(M;N). In cases where the incoming wave is perpendicular to the surface
of the target, the transmittances and reectances reduce to
T(M;N) =
jksxj
jk0xjS = S cos (2.101)










The  is simply the angle by which the scattering direction diers from the direction of the
original wave vector k0. The matrices that are calculated with Eqs. (2.101) and (2.102)
can be used like the Mueller matrix in Eq. (2.89) to get the portions of transmitted and
reected intensity from the incoming Stokes vector. Absorbance A is simply what is left
of the incoming intensity once reectance and transmittance are subtracted from it.
To sum up what is done in the discrete dipole approximation for periodic targets,
rst the volume integral equation which results from Maxwell's equations is discretized
and solved using FFT and conjugate gradient method. This is done in order to nd out
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the polarizations pi caused by the incoming wave in the target structure. A factor G is
calculated to account for the periodicity of the target, and a matrix FTUC is calculated
from the polarizations. These can be either used to solve the electric eld near the target
or, with approximations, to calculate the elements of the scattering amplitude matrix Si
far away from the target, which in turn are used to calculate the elements of the Mueller




As mentioned before, the main idea of this thesis is to model the transfer of energy through
a porous material via thermal radiation while taking into account the eects caused by the
structure of the material. This is done by using a discrete dipole approximation program
called DDSCAT, which was developed by Draine and Flatau [12][8][11]. Particularly, the
version 7.1 of the code was used.
3.1 On the parameters
The parameters, which are necessary for DDSCAT 7.1 to work, are the complex dielec-
tric function of the target, the target size and geometry, the angles, wavelengths and
polarization of the incoming radiation, which Mueller matrices to calculate, orders of
diraction at which the Mueller matrix elements are calculated, the cut-o constant 
and the maximum allowed norm for the conjugate gradient method.
Interestingly, the physical lattice spacing of the dipoles, d is given with help of a
parameter called the eective radius, aeff . This eective radius is dened by Draine and
Flatau [8] as aeff = (
3N
4
)1=3d, where N is the number of dipoles in one target unit cell.
Also it is necessary to specify that the target is periodic, however there will be more
about the targets in the next section.
3.1.1 What was simulated
The targets were always approximately 6:4 m thick layers of foam, where the walls
between the bubbles were two dipoles, and so 80 nm thick, dipole spacing being 40 nm.
This was done, so that especially the eect of the target geometry at wavelengths around
and smaller than the target size could be observed.
26
Five dierent target geometries in total were used in the simulations. The simplest
one was a 'cubical' foam where the bubbles in the foam were simple stacked 1:6 m 1:6
m  1:6m cube shaped cavities in solid material. The target unit cells, of which the
target plane consisted of, were four cube high stacks of cubical empty boxes made of
dielectric material.
Three other target structures were variations of this where the cubes had been either
stretched or attened in the direction normal to the target plane, while attempting to keep
the density, wall thickness and the thickness of the system constant. Specically, two of
these were 'stretched', with the size of the cavities having measures of 2:16 m  1:44
m  1:44 m and target plane being three cavities thick on one, and on the other 3:2
m 1:28 m 1:28 m cavities in a two cavity thick plane. The 'attened' target had
1:28 m  1:84 m  1:84 m cavities stacked ve cavity high in the target plane. The
target unit cells for these four structures can be seen in Fig. 3.1
The fth target structure geometry was in the shape of the Kelvin structure, where
the cavities are in the shape of truncated octahedra. It is named after its inventor Lord
Kelvin, who conjectured the structure as a solution to how space can be partitioned so
that all of the cells have equal volume, while minimizing the surface area between the
cells [21]. The target unit cell for this structure can be seen in Fig. 3.2 The cavities had
roughly the diameter of 1:6 m. The size of the target unit cell was 6:4 m1:6 m1:6
m, same as with the rst 'cubical' target. Surprisingly the Kelvin structure also had the
exact same density and as the rst target. The wall thickness was only approximately
same as in the other simulations for this last structure, because of the nite size of the
dipoles that were simulated.
The Kelvin structure was used, because it is more realistic than a simple structure
consisting of identical cuboids. What makes the Kelvin structure more realistic, is its
close to minimal surfaces. Although a more ideal structure for minimal surfaces has been
found by Weaire and Phelan [17], this structure, known as the Weaire-Phelan structure,
is more complicated and probably for this reason the Kelvin structure seems to be more
often used for modelling foams. The Kelvin structure has been in fact used before to
model radiation in foams by, for example Tsang et al. [18], [19] and Miri et al. [20], but
none of these used the discrete dipole approximation and either the size of the piece of
structure that was modeled was always nite, or geometrical optics was used.
The complex dielectric function that was used for the target material in all of the
simulations, was that of silicon-oxide in the form of glass [13]. Also the wavelengths
that were simulated were same for all the targets, apart from some problematic lower
wavelengths. The range of wavelengths that was covered reached from 0:8 m to 10 m.
The planewave's wave vector was always perpendicular to the surface of the target plane.
This is, because simulating all of the possible directions would have been prohibitively
time consuming.
27
Figure 3.1: These are the target unit cells for the rst four target structures. From left
to right the sizes of the empty spaces in the structure are 1:28 m 1:84 m 1:84 m,
1:6 m 1:6 m 1:6m, 2:16 m 1:44 m 1:44 m and 3:2 m 1:28 m 1:28
m. The walls between the empty spaces were 80 nm thick for all of the structures. The
leftmost target unit cell consists of 48160 dipoles, while the others had a smaller number
of dipoles.
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Figure 3.2: On the right is the target unit cell for the Kelvin structure, on the left is a
picture where the surface of the target unit cell has been made solid to clarify on what
the structure looks like. The surfaces on the actual Kelvin structure curve slightly, but
due to nite number of dipoles this eect is not present in the target unit cell and all
surfaces are at.
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It was found in the early simulations that the polarization of the wave didn't signi-
cantly aect the results, so to save time, only one polarization was used in the end. As
for the cut-o parameter , the adviced value of 0:01 was used.
3.1.2 Limits of the parameters
When the wavelength of the incoming wave is large compared to the resolution of the
system the time required for the simulation rises dramatically. Conversely, as the wave-
length becomes closer to the dipole size in the system, error starts to appear in the results
as the approximation starts to break down. Together these cause an upper and a lower
limit for the wavelength, which limit the range of spectrum which can be covered by the
simulations. Because Planck's distribution is very wide for low temperatures, this tends
to limit the usefulness of the method to the larger temperatures.
Another limiting factor is the refractive index, or rather its relation to the dipole
spacing d and the wavenumber k. According to Draine and Flatau [8], in their tests
excellent accuracy compared to the analytical solution was achieved when the condition
(3.1) jmjkd  0:5
was fullled. In other words, having too high of a refractive index can cause problems.
Also the number of dipoles that can be sensibly used in the simulation seems to be
limited to the order of around 106 dipoles or less. If the desired target structure has,
for example, very thin parts, which put a low upper limit to the size of the dipoles, the




DDSCAT was used to get the percentage of intensity that makes it through the sample
for a given wavelength and angle of polarization. Only waves that were perpendicular
to the sample were used. The dierences in transmittance, reectance and absorbance
in the target structures can be seen in Figs. 4.1, 4.2 and 4.3. For such thin targets
the transmittance seems to be much larger than the reectance or absorbance. The
reectances are quite small in general, while the absorbances seem to largely follow the
imaginary component of the complex index of refraction, this can be seen by comparing
Fig. 4.3 with Fig. 4.4. Comparing the two pictures, one notices that for short wavelengths
there seems to exist absorption even at wavelengths on which the material isn't capable of
absorbing radiation, i.e. when the imaginary part of complex index of refraction is zero.
Possible reasons for this are discussed later in Conclusions.
It is assumed that the incoming radiation takes the form of black body radiation
and the incoming radiant energy is split into transmitted, reected and absorbed parts.
Because of the restrictions on which wavelengths can be simulated, some energy will
always be unaccounted for. In the case where the temperature of the blackbody radiation
source is 1000K and the range of wavelengths is from 0:9m to 10m, the portion of
energy which is covered by the simulation is 91:4%. This can be easily calculated using
Stefan-Boltzmann law and Planck's law.
What happens to this covered part of the incoming radiant energy can be seen in
Fig.4.5 and Table 4.1
These show that most of the energy is transmitted through the target. The amount of
absorbed energy tends to be around 6% for all of the targets, while the portion of energy
that is reected varies between 1.5% to 0.16% from target to target.
Since for the smallest wavelengths, which were calculated with diraction included,
the targets absorbed radiation even when the material they were made of couldn't, it
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Figure 4.3: The absorbances for dierent wavelengths.
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Figure 4.4: The complex refractive index of lime glass for dierent wavelengths.
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Percentage of reected energy
Percentage of absorbed energy
Percentage of transmitted energy
Percentage of reected energy
Percentage of absorbed energy
Percentage of transmitted energy
Percentage of reected energy
Percentage of absorbed energy
Percentage of transmitted energy
Figure 4.5: The target structures are from left to right: The attened 1:28 m  1:84
m  1:84 m cavity foam, the basic foam with 1:6 m  1:6 m  1:6m cube shaped
cavities, the stretched 2:16 m1:44 m1:44 m cavity foam, the further stretched 3:2
m1:28 m1:28 m cavity foam and nally the Kelvin structure. Note that the scale
is from 90% to 100% instead of 0% to 100%, most of the energy is always transmitted.
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The portions of incoming energy for 1000K
Target Structure Transmitted Reected Absorbed
Flattened foam 0.92189 0.014984 0.063131
Basic cubical foam 0.92316 0.015403 0.061437
Stretched foam foam 0.92654 0.0079743 0.065481
Further stretched foam 0.92873 0.0016113 0.069659
The Kelvin structure 0.93718 0.0052973 0.057522
Table 4.1: This table shows the portions of how much of the incoming energy, that
is covered by the simulation, is transmitted, reected and absorbed. The source is a
blackbody with temperature of 1000K.
The portions of incoming energy for 900K
Target Structure Transmitted Reected Absorbed
Flattened foam 0.9064 0.012327 0.081272
Basic cubical foam 0.90593 0.012629 0.081439
Stretched foam foam 0.91116 0.0068549 0.081987
Further stretched foam 0.91229 0.0017545 0.085955
The Kelvin structure 0.91597 0.0041998 0.079828
Table 4.2: This table shows the portions of how much of the incoming energy, that
is covered by the simulation, is transmitted, reected and absorbed. The source is a
blackbody with temperature of 900K.
new temperature for the blackbody radiator is needed, so that too much energy won't be
outside of the scope of the simulation.
If the temperature of the radiation source is 900K and the spectrum ranges from 2m
to 10m, 85:1% of the energy is covered by the simulation. The result can be seen in
Fig.4.6 and Table 4.2.
The biggest dierences between Figs. 4.5 and 4.6 are mainly in the absorbed energy.
This could be because the peak of blackbody radiation is closer to the absorptive area in
the materials complex refractive index. Also, a bit less energy is reected in the 900K
cases. This could be because, as can be seen in Fig. 4.2, a lot of the reecting happens
in the beginning of the spectrum, which is cut o.
Another thing that can be seen from Figs. 4.5 and 4.6 is that the more elongated
the cavities are the less energy is reected. This could be expected, because many thin
sheets of glass reect light better than one thick sheet of glass would. However, looking
37













Percentage of reected energy
Percentage of absorbed energy
Percentage of transmitted energy
Percentage of reected energy
Percentage of absorbed energy
Percentage of transmitted energy
Percentage of reected energy
Percentage of absorbed energy
Percentage of transmitted energy
Figure 4.6: The target structures are from left to right: The attened 1:28 m  1:84
m  1:84 m cavity foam, the basic foam with 1:6 m  1:6 m  1:6m cube shaped
cavities, the stretched 2:16 m1:44 m1:44 m cavity foam, the further stretched 3:2
m  1:28 m  1:28 m cavity foam and nally the Kelvin structure. Again, the scale
is from 90% to 100% instead of 0% to 100%. Most of the energy is always transmitted.
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at the reectances at dierent wavelengths presented in Fig. 4.2 might suggest a dierent
reason.
As mentioned before, the heights of the cavities in the dierent target structures are
1:28m, 1:60m, 2:16m and 3:20m. The structures with cavity heights of 1:28m and
1:60m seem to have a slight peak in reection at around 3m, which is very roughly
speaking about double the height of the cavities. Also the structure with cavity height
of 2:16m has a slight peak in reection at around 4m, which is again in very rough
approximation about double the height of the cavities. It could be that the part of the
wave that reects from the roof of the cavity and the part that reects from the bottom
of the cavity constructively interfere to increase reectance in these cases. There is no
corresponding reectance peak for the 3:20m structure, though this could be because
it would lie between measurements at 6m and 7m, or simply because the number of
cavities is smaller. This would also explain why the peak for the 2:16m cavity structure
is shorter than the two previous ones.
To test this hypothesis, a new set of simulations was run using a target structure that
simply consisted of a stack of 5 thin innite sheets of the material. The sheets were set to
be at intervals of 1:60m, so as to mimic the cubic structure, except without the vertical
walls of the cubes. The comparison of the reectances of the cubic structure, the sheet
structure and the Kelvin structure can be seen in Fig. 4.7.
The sheet structure's reectance seems to spike for wavelengths close to the gap be-
tween the sheets. This doesn't directly contradict the hypothesis that the bumps in the
graphs could be caused by constructive interference, but it is puzzling that for the sheet
structure the same wavelength which had the most reection for the cubic structure, no
produces almost no reection at all.
The Kelvin structure on the other hand is most reective at the end of the spectrum,
and no peak in reectance is seen to correspond to the structure with 1:60m cube shaped
cavities. Since the Kelvin structure is the most realistic of the target structures used, this
implies that constructive interference probably isn't an eect that can be seen in real
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Figure 4.7: A comparison of the reectances of the original cubic structure, the Kelvin




5.1 Discussion on the error in small wavelengths
It is noteworthy that for the cases where diractions are included, each diraction needs
its own simulation and so the error also grows together with the number of diractions
included. This helps understanding why there is so much error in the beginning of the
spectrum where the diractions happen.
The condition (3.1) was fullled for all of the simulations, so it isn't an obvious error
source, though still a possible one. The condition may not be sucient for all structures.
The cut-o parameter , which aects how far away one dipole's eld is still considered
signicant for the calculation, is another thing that can aect accuracy. This was tested
by running the simulation with  set to 0.001 instead of the usual 0.01, but no signicant
change in error was found.
One possible error source can be found from a paper by Gutkowicz-Krusin and Draine
[9], whose method of calculating the polarizabilities for the dipoles was used in the simu-
lations. Apparently the only use for a high dipole count isn't to successfully replicate the
shape of the target structure, but also the structures need to have sucient thickness to
negate surface eects regarding the polarization of the matter. More specically, unlike
on the surface, inside the target matter the outside eld is screened by the surrounding
polarized dipoles. If the target structure is only few dipoles thin, then a bigger portion
of the matter faces the outside eld unscreened and this can cause absorption to become
exaggerated.
In the simulation the walls between cavities were for most cases only two dipoles thick,
and so this may have been enough to cause some inaccuracy in the absorption, specically
at short wavelengths. However, the eect should mainly be an issue for large indices of
refraction and it still doesn't explain why absorption happens when the imaginary part
of the complex index of refraction is exactly zero.
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In conclusion, no certain explanation was found for the error in absorption in short
wavelengths. It is likely that the error is related to some part of the calculation process,
that doesn't agree with certain target structures. It doesn't seem probable that this
inexplicable absorption would have some physical explanation.
5.2 To sum up
Dierent methods for modeling thermal radiation in porous structures were discussed,
with special interest on how the shape of the structure is taken into account in the model.
In the end discrete dipole approximation was chosen for the simulation of scattering and
absorption of radiation in periodic porous model structures. This method was chosen,
because it allows the simulation of structures that are in size equal to or smaller than the
wavelength of the radiation and because software that allows generalization for innite
repeating structures, namely DDSCAT, existed.
It was found that the biggest factor concerning absorption is the imaginary part of the
complex index of refraction, while the shape of the structure does seem to aect reection.
It may be possible that for some of the simulated structures one of the processes aecting
the reections could have been constructive interference, however no conclusive evidence
for this was found.
It was also found that signicant error appeared for cases where the wavelength of the
radiation was smaller than the period of the model structure. Possible reasons for this
were discussed, but no denite answer was found.
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