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Abstract
We introduce an unsupervised GANbased model for shading photorealistic hair animations.
Our model is much faster than previous rendering
algorithms and produces fewer artifacts than other
neural image translation methods. The main idea
is to extend the Cycle-GAN structure to avoid semitransparent hair appearance and to exactly reproduce
the interaction of the lights with the scene. We use
two constraints to ensure temporal coherence and
highlight stability. Our approach outperforms and is
computationally more eﬃcient than previous methods.
Keywords
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Introduction

Photorealistic hair rendering is important if virtual
characters are to provide a high degree of realism.
Current real-time hair rendering approaches generate
unrealistic output, which looks artiﬁcial.
Human hair has many strands, forming an
extremely complicated geometric structure. Each
long ﬁber has a complicated shape, and it is diﬃcult
to represent each and every hair detail accurately
using any modeling scheme. The complexity of the
structure makes hair impossible to realistically render
as a large surface.
Our goal is to achieve photorealistic hair animation.
The luster and color of the hair depend on multiple
scattering and reﬂection of light in the hair ﬁbers.
Our shader is based on the d’Eon model [1] for
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specular reﬂections and the Zinke model [2] for diﬀuse
reﬂections. The shader approximates reﬂection from
the surface of the hair with anisotropic specularity,
as well as its refraction through ﬁbers and its
scattering by multiple strands. Figure 1(b) shows
a photorealistic hair rendering, which requires the
handling of many light and hair interactions in
a similar manner to how they occur in the real
world. To render a high-quality hairstyle, as hair
is translucent, we must follow light passing through
it, and bouncing around inside it, before exiting.
The hair shader approximates many light paths
and computes a great number of scatterings and
reﬂections in the hair ﬁbers. Such a process is
very costly. On the other hand, due to the large
number of hair strands, it is undesirable to explicitly
model them individually. Therefore, in a realtime scene, a hair strand is often represented by
a curve with some thickness. It is common to
use very simpliﬁed rendering models that do not
capture the full complexity of lighting in hair ﬁbers.
The shortcomings in the results can be especially

Fig. 1 Hair rendering. (a) Image rendered by a fast model. The
hair material only contains roughness, highlight size, and whiteness
properties. (b) Image rendered by a state-of-art model based on
d’Eon’s and Zinke’s work. Even for the same scene, the appearance is
totally diﬀerent. This means that our method cannot apply supervised
learning.
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noticeable when shading lightly colored hair. In this
work, we focus on energy-conserving but realistic
shading of hair, providing similar results to a highquality oﬄine hair rendering model.
High-quality hair rendering has several challenging
problems that are diﬃcult to solve, and act as barriers
to achieve realistic appearance. The ﬁrst issue is how
light interacts with a single ﬁber. This step alone
involves much computation, and we must further
consider how light from the ﬁrst step interacts with
other hair ﬁbers. To solve these complex problems,
many models have been proposed. Regrettably, no
methods provide high-performance and high-quality
at the same time.
To ﬁnd a way to resolve the contradiction between
performance and quality, we introduce a novel
method for photorealistic hair animation, where highperformance hair data and high-quality hair data
are both provided as references. Current machine
learning research has made great progress in image
translation, which can translate images from one
domain to another. Our key idea is to train a generator,
to produce photorealistic hair shading images from
low-quality ones. Applying current research on image
translation, our method uses an unsupervised model
to achieve photorealistic hair shading.
The next challenge is to ensure the results are
temporally coherent, as our application scenario
requires a sequence of frames. This is a gap that
we must bridge.
Our work is based on conditional generative
adversarial networks (cGAN), and is also inspired
by recent style transfer research. We propose an
unsupervised learning method, which builds on the
Cycle-GAN [3] architecture. In our application,
directly applying Cycle-GAN to hair shading transfer
leads to a temporal instability problem that results
in abnormal highlight appearance. To resolve this
problem, we added a temporal coherence module and
a highlight correction module.
The principal contributions of this paper are
1. An energy-conserving model that converts lowquality shaded hair images to photorealistic
appearance.
2. A novel method that utilizes motion vectors to
ensure smooth output image sequences.
3. A new constraint to ensure highlight stability and
faithful illumination appearance.
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This work is the ﬁrst energy-conserving photorealistic
hair shading model based on neural style transfer.
Figure 5 shows some of our outputs.

2
2.1

Related work
Hair rendering

As we focus on producing photorealistic hair images,
it is necessary to render many high-quality and
high-performance hair images for use as training
datasets. In particular, the appearance of our outputs
signiﬁcantly depends on the quality of the inputs. So
in this section, we brieﬂy introduce previous research
both for real-time hair rendering and oﬄine hair
rendering, whose results are used in our training
datasets.
A typical early approach to hair rendering was
proposed by Kajiya and Kay [4] and Yan et al. [5].
This model considered light scattering by a single
hair ﬁber, using a diﬀuse term and a specular term.
Because of the simplicity of this model, it is widely
used in real-time applications such as games or
interactive movies. However, this method resulted in
ﬂat hair apperance due to the inadequate prediction of
the azimuthal dependence of the scattering intensity
and its diﬀusion term. Later, Marschner et al. [6, 7]
proposed a model that treats each hair ﬁber as a
translucent cylinder. Light interacting with the hair
belongs to three types of paths: R, TT, and TRT,
where R indicates a reﬂected ray, and T indicates
a transmitted or refracted ray. The state-of-art
rendering model was proposed by Moon et al. [8]. It
applied spherical harmonic approximation to model
multiple scattered incident radiance. All of these
methods have huge computational requirements, and
even now cannot be applied in real time.
On the other hand, several simpliﬁed hair rendering
models have been proposed for real-time use. Zinke’s
algorithm [2] was designed to handle simple light
sources and did not directly consider light integration
and transport complexities with environment lighting.
Ren et al. [9] proposed an algorithm for real-time hair
rendering with both single and multiple scattering
eﬀects with complex environment lighting. This
method approximates the environment light by a
set of spherical radial basis functions. Jansson et al.
[10] presented an approximation of strand-based hair
for hybrid hair rendering. All of these methods do not
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suﬃciently consider important phenomena such as
directionality of multiple scattering, inter-reﬂections,
blurring, and color-shifting eﬀects.
However, the main shortcoming of most of these
methods is that they utilize several simpliﬁcations and
non-physical parameters, which cannot be derived
from physical hair ﬁber properties, reducing accuracy.
Although these methods can produce plausible hair
appearance in speciﬁc situations, the parameters need
to be specially set according to the particular scene
and illumination.
2.2

Style transfer

A variety of works have addressed style transfer. Gatys
et al. [11] firstly proposed a method that combines
the content of one image with the style of another by
matching the Gram matrix statistics of deep features
using optimization. Johnson et al. [12] proposed
a feed-forward network to approximately transfer
a single style to multiple desired images. Based
on previous research, Luan et al. [13] introduced
semantic segmentation guidance and a photorealism
constraint to avoid edge distortion. Others have
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proposed neural-based hair rendering pipelines. Wei
et al. [14] presented an adversarial network for
rendering photorealistic hair as an alternative to
conventional computer graphics pipelines. Chai et al.
[15] introduced a generic neural-based hair rendering
pipeline that can synthesize photo-realistic images
from virtual 3D hair models.
Inspired by recent advances in GANs [16], various
advanced style transfer methods [11, 17, 18] have
been proposed based on image-to-image translation.
Zhu et al. [19, 20] pioneered a general solution that
leverages cGANs for image-to-image translation. It
has been widely applied, e.g., for semantic labeling
of photos and producing photos from line drawings.
To extend this method to unsupervised learning,
Cycle-GAN [21] was introduced to ensure bijective
consistency between the two domains, thereby
providing photorealistic, diverse results.
To use Cycle-GAN for video-to-video translation,
Bansal et al. [22] proposed Recycle-GAN, which
applies a predictor to synthesize the next frame as
shown in Fig. 2(b). This method achieves temporal
coherence for video style transfer. Chen et al. [23]

Fig. 2 Mapping approaches. (a) Cycle-GAN uses two generators (GX and GY ) to map between domains X and Y using adversarial loss and
cycle consistency loss. The red arrow means image xt from domain X is translated to domain Y ; the output should be similar to image ys of
domain Y . In the same way, ys is also translated to domain X via the blue arrow shown. (b) Recycle-GAN introduces predictors (PX and PY )
to synthesize future frames to ensure temporal coherence. (c) Mocycle-GAN utilizes generated optical ﬂow (fx and fy ) to predict the next
frame by warping the current frame. (d) Instead of optical ﬂow, we use the more precise motion vector (mx and my ) to predict the next frame,
and a highlight constraint to retain faithful illumination appearance by use of the pretrained specular generator GS .
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also devised an unpaired video-to-video translation
approach based on Aayush’s paper: see Fig. 2(c). It
uses FlowNet to generate optical ﬂow instead of the
recurrent temporal predictor in Ref. [22].
In this paper, we extend Cycle-GAN to photorealistic hair transfer, which is faster than previous
oﬄine hair rendering. Instead of the predictor of
Recycle-GAN and FlowNet of Mocycle-GAN [23], we
directly apply the motion vectors generated from
the rendering pipeline to predict the next frame. In
addition, our model includes a highlight correction
module. Our work uses reference images from the
target domain to synthesize the speciﬁed desired hair
appearances.

3
3.1

Formulation
Introduction

Figures 1(a) and 1(b) show images rendered using
a fast shading model and a high-quality reﬂectance
model, with the same lighting environment. The
highlight appearances are very diﬀerent in the two
images.
Suppose we use Pix2pix-GAN to train our model
and Fig. 1(b) is taken as the ground truth. The neural
network will tend to learn a mapping that translates
the highlight appearance from Fig. 1(a) to Fig. 1(b).
However, the correct mapping in the training stage
does not mean that this map is also suitable in
the inference stage. Even though the highlight
appearances are correct for the case with ground
truth, the trained mapping may be unstable and
lead to unpredictable inference results. In diﬀerent
scenes, the highlight positions and appearances are
too complex and irregular to build a correct mapping
between the hair image rendered by a fast model
and a high-quality model: if the lighting or hair
or viewpoint is slightly changed, the trained model
could fail to produce the correct highlight position
and appearance. Thus, in this application, the hair
rendered by a high-quality model as in Fig. 1(b)
cannot be taken as the ground truth. Thus, instead,
we use Cycle-GAN as an unsupervised model.
We also apply a small number of stylistic references,
which come from the target domain. We later
show how the references aﬀect the results given
the same input. Our model needs to know where
the appropriate highlight area is; otherwise, it

can generate wrong highlight appearances during
application. For this purpose, we formulate a specular
generator to extract a specular map (highlight map)
from RGB images. Using this generator, the highlight
area can be constrained to an appropriate position
close to the input highlighted area. Furthermore,
temporal coherence is required for video style transfer.
In contrast to conventional complicated methods, our
approach directly uses the motion vector extracted
from the rendering pipeline to predict the next frame.
See Fig. 2.
3.2

Preliminaries

Our work is based on Cycle-GAN [16]. Cycle-GAN
considers image translation from domain X to domain
Y . The aim of this model is thus to learn a pair
of generators. See Fig. 2(a). The generator GX
maps an image x ∈ X to an image y ∈ Y . The
generator GY maps an image y ∈ Y to an image
x ∈ X. The discriminators DX and DY are used
to discriminate real images from synthetic ones,
combining adversarial loss and cycle consistency loss
on the image.
3.2.1

Adversarial loss

Adversarial loss is used in GANs; it is also applied in
Cycle-GANs. Its basic form is
LGAN (GX , DY , X, Y ) = Ey∼PY [log DY (y)]
+ Ex∼PX ,y∼PY [log(1 − DY (GX (x))]

(1)

The discriminator DY distinguishes real images
from fake images by learning to maximize
LGAN (GX , DY , X, Y ). Meanwhile, another generator
learns to minimize LGAN (GY , DX , X, Y ):
LGAN (GY , DX , X, Y ) = Ex∼PX [log DX (x)]
+ Ex∼PX ,y∼PY [log(1 − DX (GY (y))]

(2)

Similarly, DX distinguishes the real images from fake
images in domain X. The generators GX and GY
aim to generate images that cannot be distinguished
by the adversaries DY and DX .
3.2.2

Cycle consistency loss

By minimizing the adversarial losses, GX and GY
learn to generate images that are photorealistic
and correctly classiﬁed in the corresponding domain.
However, adversarial loss can not ensure synthetic
images satisfying the requirement that the learned
function maps each individual input x to a desired
output y. To solve this problem, Cycle-GAN applies

A GAN-based temporally stable shading model for fast animation of photorealistic hair

a consistency loss to the generators, deﬁned as
Lcyc (GX ,GY ) = Ex∼PX [||GY (GX (x)) − x||1 ]
+ Ey∼PY [||GX (GY (y)) − y||1 ]
3.3

(3)

Our method

As described above, Cycle-GAN uses two generators
to map between domains X and Y by considering
adversarial loss. Cycle consistency loss further
constrains the mapping to be a one-to-one mapping,
which forces diﬀerent samples in the source domain
to translate correctly to the target domain: CycleGAN provides a bijective mapping between the two
domains.
Unlike Cycle-GAN, our work builds a feedforward
hair shading transformation network that can rapidly
transfer style from an arbitrary high-quality reference
image to an arbitrary target-style hair image.
We ﬁrst provide a reference for the adversarial
and cycle consistency losses. The reference may
be observed in the training or inference stage,
and consists of only one image obtained from the
corresponding domain X or Y for one kind of
hairstyle. These losses constrain the results of GX
and GY according to the reference rx and ry obtained
from the corresponding domain. The adversarial
losses for GX and GY are
LGAN (GX , DY , X, Y ) = Ey∼PY [log DY (y)]
+ Ex∼PX ,ry ∼PY [log(1 − DY (GX (x, ry ))]

(4)

LGAN (GY , DX , X, Y ) = Ex∼PX [log DX (x)]
+ Ey∼PY ,rx ∼PX [log(1 − DX (GY (y, rx ))]

(5)

The references are also provided for the cycle
consistency loss:
Lcyc (GX , GY ) = Ex∼PX [||GY (GX (x, ry ), rx ) − x||1 ]
+ Ey∼PY [||GX (GY (y, rx ), ry ) − y||1 ]

(6)

A fundamental weakness of the Cycle-GAN model
is that it learns a mapping only at the frame
level. 3D animation requires a contiguous frame
sequence, so the generator must learn to further
achieve a temporally coherent mapping to ensure
smooth visual appearance across contiguous frames.
Recycle-GAN [22] and Mocycle-GAN [23] both
considered this issue, and predict future frames by
training a temporal predictor or an optical ﬂow
predictor. However, Recycle-GAN does not apply
motion information from adjacent frames to drive
video-to-video translation. Mocycle-GAN explicitly
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models motion across frames with optical ﬂow, but
the optical ﬂow is predicted by another trained net,
Flownet. This causes deviations in the optical ﬂow
and distortions occur during the warping step.
Instead, our method also utilizes motion information,
but it is rendered by the graphics pipeline instead
of coming from an additional neural network. It is
provided by a motion vector. In the graphics pipeline,
the renderer encodes a 2D vector representing object
motion along the x-axis as green and y-axis as red.
Since the motion vector is directly generated from
the pipeline, it can provide very accurate optical
ﬂow information. Using this motion vector, each
synthetic frame can be warped to the subsequent
frame.
Consider two contiguous frames from domain
X, xt and xt+1 . As explained above, xt and xt+1
are reconstructed as GY (GX (xt , ry ), rx ) and
GY (GX (xt+1 , ry ), rx ). Also, frame xt is warped as
W (GY (GX (xt , ry ), rx ), mx ), which should be similar
to the next reconstructed frame GY (GX (xt+1 , ry ), rx ).
Correspondingly, for two contiguous frames
yt and yt+1 in domain Y , the warped frame
W (GX (GY (yt , rx ), ry ), my ) should be similar to the
next reconstructed frame GX (GY (yt+1 , rx ), ry ). We
apply a temporal cycle consistency constraint is
applied to the L1 distance between the warped frame
and the synthetic next frame:
Ltempo (GX , GY ) =
Ex∼PX [||W (GY (GX (xt , ry ), rx ), mx )
− GY (GX (xt+1 , ry ), rx )||1 ]
+ Ey∼PY [||W (GX (GY (yt , rx ), ry ), my )
− GX (GY (yt+1 , rx ), ry )||1 ]

(7)

Another problem is highlight distortion, which is
addressed by a specular constraint in our model. We
introduce a specular map that is used to deﬁne a
surface’s highlight color, as shown in Fig. 4. This
specular map is rendered by the graphics pipeline
together with RGB images and motion vectors.
Before training the primary network, we pre-train a
specular generator GS that synthesizes a specular map
from an RGB image. For this pre-trained network,
we use a standard Pix2pix-GAN model. The dataset
consists of RGB images as the input, and the specular
map as the ground truth. The architecture of the
model will be detailed in the next section. During
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training, GS extracts the specular map from the
synthetic RGB image: GX (x, ry ), GY (y, rx ). The
L1 loss is used to minimize the error, which is the
sum of absolute diﬀerences between the extracted
specular map of the fake RGB image, GS (GX (x, ry )),
GS (GY (y, rx )), and the generated specular map of
the real input, GS (x) and GS (y):
Lspe (GX , GY ) = Ex∼PX [||GS (GX (x, ry )) − GS (x)||1 ]
+Ey∼PY [||GS (GY (y, rx )) − GS (y)||1 ]

(8)

Overall, our total loss is
L(GX , GY , DX , DY ) = LGAN (GX , DY , X, Y )
+ LGAN (GY , DX , X, Y ) + λC Lcyc (GX , GY )
+ λT Ltempo (GX , GY ) + λS Lspe (GX , GY ) (9)
where λC , λT , and λS are tradeoﬀ parameters. The
complete network structure is shown in Fig. 2(d).

4
4.1

Implementation
Network architecture

Our model is based on Cycle-GAN [21], which has
shown impressive results for unsupervised neural
style transfer. For generators GX , GY , and GS ,
the networks contain several Unet blocks, which
are identical except in the skip connections between
each layer i in the encoder and layer n − i in the
decoder, where n is the total number of layers.
We use 70 × 70 PatchGAN [19] structures for the
discriminator networks DX and DY , to discriminate
70 × 70 overlapping patches in the image as real or
fake.
4.2

Training details

We train the model for a total of 200 epochs. The
learning rate is kept at 0.0002 for the ﬁrst 50
epochs and linearly decays to 0 over the following
150 epochs. The solver is the Adam optimization
algorithm initialized from a Gaussian distribution

with a standard deviation of 0.02 and mean of
0.0. During training, we set tradeoﬀ parameters
λC = λT = 10 and λS = 1.
For training and running the trained networks, we
used a single Nvidia 2080Ti with 11 GB GPU memory.
The inference time is about 20 ms per 512×512 frame,
so this model can be used for real-time scenes and
interactive image editing applications. We based our
implementation on the Pytorch architecture.
4.3

Pipeline

In this application, the scene consists of hair together
with other objects including head and body. All
are passed to the pipeline in the usual way. Firstly,
the hair is rendered by a fast shading model with
low quality. We only need to extract the hair RGB
colours from the standard graphics pipeline before
the merging step as shown in Fig. 3. Next, these data
are provided as input to the pre-trained generator
GX , which generates photorealistic hair RGB values.
These are ﬁnally taken back into the pipeline and the
merged output is exported to the frame buﬀer.
4.4

Training dataset

Existing head datasets are often used for facial
identiﬁcation purposes and have low image resolution.
It would complicate matters to segment the hair parts
from these datasets. For our work, we need a training
set that only includes hair instead of the entire head
or body. To this end, we rendered our own training
data. For the input domain, we choose a simple
model to rapidly render hair images without multiscattering, inter-reﬂection, subtle blurring, and colorshifting eﬀects. For the target domain, we used the
Arnold Standard Hair shader, an advanced Monte
Carlo ray tracing renderer built for producing visual
eﬀects; it renders hair based on the d’Eon model
for the specular component and the Zinke model
for the diﬀuse component. Hairstyle modeling and

Fig. 3 Pipeline. The hair RGB colour is extracted before the merging stage and provided to the trained generator. The output is synthesized
photorealistic hair RGB colour that is delivered to the merging stage.

A GAN-based temporally stable shading model for fast animation of photorealistic hair
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Fig. 4 Our data includes three RGB channels for domain transfer, two channels for motion vector for temporal constraint, and three channels
for specular map for highlight constraint.

other operations were performed on the 3D computer
animation software Maya.
We designed various hairstyles, with diverse colors.
For each hairstyle, we simulated and rendered a 400
frame sequence of size of 512 × 512. Each frame has
three RGB channels for domain transfer, two channels
of motion vector for temporal constraint, three
channels of specular map for highlight constraint,
one channel of depth map, and one channel of alpha
map for merging. The total number of images is 6000,
with 4000 for training and 2000 for testing.
4.5

Results

Figure 5 ﬁrst shows results for diﬀerent inputs
and references. Our model can faithfully produce
photorealistic hair appearance. In the right column,
the generated hair not only exhibits realistic shapes
but also inherits similar clusters from the reference.
The results also show that our model can synthesize
various hairstyles reasonably well. We can also
consider whether the highlight constraint is necessary.
Note that the highlight appears in the same position

for input and output: our method can faithfully
reproduce highlight appearances.
We next compare our results with those of previous
work by excluding the inﬂuence of the reference. All
the models were trained using the same dataset;
see Fig. 6 for results generated by Cycle-GAN,
Recycle-GAN, Mocycle-GAN, and our method. It
is clear that our model achieves lower distortion
and more faithful hair appearance. The results
also show that previous models cannot reproduce
exact highlight ﬁelds, while our method can faithfully
produce highlight appearance. Without the highlight
constraint, the results are less controllable, leading
to unnatural-looking results.
In Fig. 8, we analyze whether the highlight
constraint can be applied under diﬀerent illumination
conditions. We used inputs rendered for scenes
with diﬀerent illumination intensity and direction.
The results illustrate that our method can faithfully
produce highlight appearances under diﬀerent
illumination conditions.
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Fig. 5

Various coloring examples, showing original inputs, output results, and diﬀerent kinds of references are given.

Fig. 6

Examples of previous works’ results and our results.

Figure 7 shows the optical ﬂow from MocycleGAN and our motion vector. Clearly, instead of

Fig. 7 Image (a) is synthesized by Flownet2 from a Mocycle-GAN
model. Image (b) is directly generated by the Arnold renderer and
used for predicting the future frame in our model.

synthesizing an approximate optical ﬂow, our motion
vector contains more exact information about motion
direction and speed.
Lastly, we compare the temporal coherence with
previous methods.
We removed the highlight
constraint and reference, and trained the model
using sequences of consecutive hair images. The
results in Fig. 9 show the beneﬁt of using motion
vectors for video style transfer. Our results show
faithful temporal coherence in consecutive frame
sequences.
Proﬁting from the spatio-temporal
constraint, Recycle-GAN achieves better results than
Cycle-GAN which only considers cycle consistency
at the frame level. Unlike Recycle-GAN, our model
uses precise motion vectors directly produced by the

A GAN-based temporally stable shading model for fast animation of photorealistic hair
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It conﬁrms the eﬀectiveness of our motion vector
temporal constraint; a quantitative comparison is
given later.

5
5.1

Fig. 8 Examples of illumination appearance. Using the highlight
constraint, the highlight appears in a position close to the input
highlight: our method can faithfully produce highlight appearances
under diﬀerent illumination conditions.

Speed

We need a state-of-the-art rendering method to
provide the target domain dataset; we used hair
images provided by Maya Arnold. Each image took
more than 50 s to render. For the source domain,
we used a fast rendering method that took less than
0.7 s to compute each frame.
The limited memory of the GPU prevented us
from applying the work to high-resolution hair: the
intermediate layers with their feature maps can take
up huge amounts of memory, so we only implemented
this model at 512 × 512 resolution.
Table 1 shows that our model is dozens of
times faster than directly photorealistically rendering
hair. Rendering time varies somewhat for diﬀering
hairstyles and motions.
5.2

graphics pipeline, giving better results than previous
methods. A temporal coherence comparison is given
in a video in Electronic Supplementary Material.

Performance analysis and evaluation

Quality

We adopt Fréchet inception distance (FID) [24] for
RGB channel evaluation. FID is widely applied
in evaluation of generated images and is a metric

Fig. 9 Examples of video-to-video results by Cycle-GAN, Recycle-GAN, Mocycle-GAN, and our model. The original inputs and the output
results by diﬀerent models are given. Each row denotes one sequence of frames.
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Table 1 Performance. We rendered the target domain dataset using
the Arnold renderer, and the input domain using a fast rendering
model. Our model generates one frame in 20 ms on average. It is
dozens of times faster than Arnold
Rendering

Synthesis

Total

Arnold

> 50 s

N/A

> 50 s

Ours

< 0.70 s

20 ms

< 0.72 s

specular constraint, our model performs consistently
better than other methods in terms of the two
metrics. This conﬁrms the eﬀectiveness of our
specular constraint, which can retain more highlight
information in hair synthesis.

6
for calculating the feature distance between real
and generated images using a pre-trained inception
network. Features are extracted from the RGB
images to compute the FID score; a lower score
indicates that the result is closer to the target domain.
Table 2 shows FID scores for Cycle-GAN, RecycleGAN, and our method. Recycle-GAN performs better
than Cycle-GAN by considering the consistency of
the domain and time cycles through spatio-temporal
constraints. Furthermore, Mocycle-GAN promotes
pixel-wise temporal consistency by warping the
synthetic frame with optical ﬂow, so is also better
than Cycle-GAN. However, our method performs
best, using motion vectors that are more accurate
than Mocycle-GAN’s.
Table 2 Fréchet inception distance (FID) translation quality scores
for hair-to-hair synthesis of RGB channels
FID
Cycle-GAN

3.97

Recycle-GAN

3.72

Mocycle-GAN

3.84

Ours

3.70

We further evaluate the specular map for realistic
hair illumination using peak signal-to-noise ratio
(PSNR) and structural similarity (SSIM) as image
quality metrics. PSNR is widely applied in evaluating
image quality; SSIM assesses perceived quality of
images in terms of structure, luminance, and contrast.
Here, given a pair of RGB images from the output
and corresponding input domains, the specular
generator synthesizes specular maps for both output
and input. As shown in Table 3, by encouraging the
Table 3 Peak signal-to-noise ratio (PSNR) and structural similarity
(SSIM) assessment of specular map translation quality for hair
illumination appearance
PSNR

SSIM

Cycle-GAN

24.99 dB

0.91

Recycle-GAN

25.11 dB

0.91

Mocycle-GAN

25.84 dB

0.93

27.07 dB

0.98

Ours

Conclusions

We have presented an energy-conserving model that
synthesizes photorealistic hair images from lowquality hair images. Our method transfers hair
images to those with desired appearances according
to reference hair. We provide continuity for the
translation of a hair image sequence by temporal
constraints, which for the ﬁrst time apply motion
vectors to improve the structure and temporal
continuity of hair. Our method also introduces
specular constraints to ensure faithful highlight
appearance.
Compared to previous image translation methods,
our model generates more convincing results and
improves preservation of illumination from the input.
Our model is dozens of times faster than traditional
state-of-art hair rendering models.
Our work
suggests that unsupervised image translation can
faithfully reproduce photorealistic hair animation and
signiﬁcantly reduce computational expense. We also
hope that our novel framework can be applied to the
shading of semi-transparent objects like sunset glows
and colored glass.
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