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Abstract
In combinatorial optimization problems that exhibit phase transition it is a frequently observed
phenomenon that the algorithmically hard instances are concentrated around the phase transition
region. The location, the size and sometimes the mere existence of this critical region, however, may
depend on several factors: on the choice of an “order parameter”, on the solving algorithm or on
the probabilistic model. We investigate a large class of graph optimization problems and show that
this concentration of hardness is in fact a more general phenomenon, if we focus on the complexity
of ﬁnding or approximating the optimal value (such as the size of a maximum clique), rather than
ﬁnding a witness (an actual maximum clique). Speciﬁcally, we prove that for a general class of
graph optimization problems there is always a critical region of input instances in which the hardness
is sharply concentrated in the following sense: (1) if the inputs that fall in the critical region are
excluded, then the remaining task cannot be NP-hard, unless unlikely complexity collapses happen;
(2) the critical region is a small, vanishing subset of all inputs. Thus, in this sense, the hardness of the
overall task is necessarily caused by a small, exponentially vanishing critical region of the possible
inputs. This concentration of hardness is invariant in the sense that it does not depend on the choice
of any order parameter, or on a speciﬁc solving algorithm or on the choice of a particular probabilistic
model within the considered broad family. Since a random input, drawn by any probability distribution
in the family, falls almost surely outside the critical region, therefore, it is justiﬁed in a rigorous sense
that the typical case complexity of these problems is easier than their worst case complexity and this
phenomenon remains invariant for a broad class of models.
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1. Introduction
It is a very well known phenomenon that many decision and optimization problems in
combinatorial optimization show phase transition according to some “order parameter” or
“control parameter”. The most extensively studied example is the satisﬁability of random
CNF formulae with varied density (number of clauses vs. number of variables), but sizeable
literature exists on other decision and optimization problems, as well. For space limitations
we do not survey the extensive literature here, it is assumed that the reader has a general
familiarity with the subject.
From the algorithmic complexity point of view, it is quite often observed that if a random
combinatorial optimization problem has a phase transition, then the hard instances cluster
around the transition region, while the instances which are remote from this region tend
to be easier. This is often referred to as the easy-hard-easy pattern, meaning that before
and after the transition, along the order parameter axis, the problem tends to be much less
complex to solve, while most of the hard instances tend to be in the narrow transition region.
Thus, the hardness is concentrated in the transition region.
There are results, however, that call for reﬁnement of the easy-hard-easy view. In [9,1]
the authors experimentally show that for various satisﬁability solvers the regions of high
complexity (as measured by the running time) do not coincide. Although they all exhibit
phase transition related patterns, the location of the hardest region is solver dependent.
Other papers (see, e.g., [16]) point out that the mere existence of the phase transition itself
can depend on the choice of the order parameter and the probabilistic model.
From the theoretical point of view, this raises the interesting question: is there anything
invariant behind the observed richly variable behavior of phase transition and the practical
concentration of hard instances? We are looking for something that exhibits the essence
of the phenomenon in a general sense, while it does not depend on more or less arbitrary
choices, such as the choice of the order parameter, the probabilistic model, the solving
algorithm, etc.
In this paperwemake the ﬁrst step in this direction.We show that for a broad class of graph
optimization problems and for a rather general probabilistic model, the hard instances are
always concentrated in a vanishingly small subset of all instances. The rest of the instances,
the overwhelming majority, i.e., the typical case, are easier in a well deﬁned sense. This
phenomenon is independent of any order parameter or solving algorithm.
Weconsider graphoptimization problemsof the following form.LetQbe anyhereditary1
graph property that is decidable in polynomial time and denote byQ(G) themaximum size
(=number of vertices) of an induced subgraph inGwith propertyQ. Note that even thoughQ
is decidable in polynomial time for any given graph, ﬁnding amaximum sized subgraphwith
propertyQ is typically much harder. In fact, it remains hard even if we only want to compute
just the number Q(G), without requesting a “witness”, i.e., a maximizing subgraph. It is
known that computing Q(G) is NP-hard for all possible nontrivial hereditary graph
1A graph property is called hereditary if it is inherited by induced subgraphs, i.e., if a graph has the property,
then all its induced subgraphs also have it. Many important properties are hereditary, such as being a clique, an
independent set, a bipartite graph, a k-colorable graph, a forest, etc.
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properties Q [28]. (Nontrivial means that both Q and its negation hold for inﬁnitely many
graphs.)
In this paper we focus on computing or approximating the value of Q(G), without the
requirement of actually ﬁnding a maximizing subgraph, since the mere value computation
task already carries the core difﬁculty (as referred above, it isNP-hard in itself for all
nontrivial properties).
Many interesting graph optimization problems can be cast in the form of computing
Q(G) for an appropriately chosen propertyQ.Well known examples are maximum clique,
maximum independent set, maximum induced bipartite subgraph, maximum induced k-
colorable subgraph, maximum induced path, maximum induced tree or forest, densest sub-
graph, sparsest subgraph and many others.
Once the problem is known to be hard in the worst case, it is reasonable to look for
relaxations in hope of making it easier. One natural relaxation is to require an approximate
optimum rather than the exact one. There are many interesting results regarding approx-
imation algorithms (see, e.g., [3,15]). Unfortunately, quite a few natural problems, such
as maximum clique, maximum independent set, maximum satisﬁability, etc. remainNP-
hard to approximate, often even with very large error. Thus, in many important cases, the
relaxation to approximation alone does not make the problem easier.
Another way of relaxation is to consider the complexity of the average case that may
be much better than the worst case and is perhaps a more natural measure for practical
applications. In fact, a number of NP-hard optimization or approximate optimization
problems can be solved in polynomial time on the average, if the average is taken over a
random input graph from the classic G(n, p) model, in which each edge is added to the
graph independently with the same probability p (for a survey of algorithmic results on the
G(n, p) model see [12]). Beyond this basic probabilistic model, however, little is known
about the average case behavior of graph algorithms. In general, the theory of average
case complexity, originated by Levin [20], suggests it is very unlikely that all average case
problems behave this nice way.
In this paper we look for another naturally motivated relaxation which can guarantee that
the problem becomes easier, under widely accepted complexity assumptions. Our approach
targets an approximate optimum with vanishing relative error, but allows that the algorithm
can return a wrong answer on some inputs that have probability measure approaching
zero. Hence, the result can be called almost surely almost exact. We show that such an
almost surely almost exact answer can always (=for any hereditary property Q, checkable
in polynomial time) be found in nonuniform polynomial time2 for a large class of input
distributions.
A consequence of the above result is a rather general concentration of hardness, in the
following sense. Consider those problems that can be cast in the above form and that
are not just NP-hard, but also remain NP-hard to approximate within some constant
factor.3 There are many such well known problems, such as MAXCLIQUE, MAXSAT, MAX
INDEPENDENT SET etc., see [3]. These problems areNP-hard to approximate within some
constant factor on all instances, but according to our results, they become provably easier in
2 Explained in Section 5.
3We will not need to consider more than a constant factor.
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awell deﬁned sense if a vanishing subset of instances is excluded.4 Thus, the hardness must
concentrate on the vanishing subset. Therefore, the overwhelming majority of instances,
the typical case, is easier than the worst case. Moreover, this is independent of any order
parameter, or solving algorithm or the choice of the particular probabilistic model within
the considered fairly broad family.
To make the validity of the results as wide as we can, a new random graph model is
introduced, called Random Vertex Model, which is much more general than the traditional
independent edgeG(n, p)model. Our model contains many known types of random graphs
as special cases, as shown in Section 4.
2. Almost surely almost exact optimum
Let Q be an arbitrary hereditary graph property that is decidable in polynomial time.
Let Q(G) be the indicator of property Q on G, that is, if the graph G has property Q, then
Q(G)=1, otherwiseQ(G)=0.DeﬁneQ(G) to be the maximum number of vertices that
an induced subgraph in G with property Q can have
Q(G)=max{k | ∃G′  G : Q(G′)= 1, |V (G′)| = k},
where G′  G means G′ is an induced subgraph of G. To avoid degenerate cases, we
assume that Q always holds for a single vertex, so Q(G)1.
Let a Gn be a random input graph on n vertices, drawn from a probability distribution
(random graph model) to be speciﬁed later.
Deﬁnition 1. Let > 0 be a ﬁxed constant. An algorithm provides an almost sure -
approximation of Q(Gn) if on input Gn the algorithm returns a number ˜Q(Gn), such
that
lim
n→∞Pr
(
1−  ˜Q(Gn)
Q(Gn)
1+ 
)
= 1 (1)
holds, where the probability is meant with respect to the random input graph for each n.
Thus, this is a constant factor approximation where the answer may violate the approxi-
mation bound, but this can occur only with asymptotically vanishing probability.
Deﬁnition 2. An algorithm computes an almost surely almost exact approximation of
Q(Gn) if on input Gn it returns a number ˜Q(Gn) so that it is an almost sure -
approximation for every > 0.
In other words, the almost surely almost exact approximation means that the computed
result ˜Q(Gn) satisﬁes (1) for every > 0. Note that it does not imply ˜Q(Gn)=Q(Gn),
since both quantities typically grow to inﬁnity with n, so their ratio can approach 1 without
4While the set of hard instances will be proven to be vanishing in a well deﬁned theoretical sense, it does not
necessarily mean that in practical applications the actual inputs cannot come from this set.
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ever being exactly 1. Furthermore, we also allow deviant behavior, although with vanishing
probability.
3. The random vertex model
To specify the class of considered input distributions, we now deﬁne a general random
graph model to capture as many special random graph models as possible in a uniﬁed
framework. We call it random vertex model (RVM) as the randomness in this model is
primarily focused in the vertices. For brevity, a random graph generated by the model will
be called an RVM random graph.
Deﬁnition 3. A RVM on n vertices is given by the following:
• A set of n arbitrary random variables 1, . . . , n, called vertex variables.
• A function fn, called edge function, that maps any pair (i , j ) of realizations into a
real number in [0, 1]. (When no ambiguity arises the subscript n will be omitted.)
Deﬁnition 4. AdirectedRVMrandomgraph is generated as follows. For each node variable
i a vertex is assigned, denoted by i, and between any two such vertices i, j an edge is drawn
from i to j with probability f (i , j ). The undirected version is generated in the same way,
but considering only pairs of verticeswith i < j (thenf (i , j )=f (j , i ) can be assumed).
Note that this general variant of our model includes all possible random graph models
on a given number of vertices, as it allows any conceivable probability distribution over
the set of all graphs on a given number of vertices. To see this let G1, . . . ,GN be an
enumeration of all directed graphs on n vertices, each assigned a probability p(Gk), k =
1, . . . , N,
∑
kp(Gk)= 1. Let 1 = 2 = . . .= n ∈ {1, . . . , N} with Pr(i = k)= p(Gk)
and set
f (i , j )=
{1 if i = k and there is an edge
from i to j in Gk,
0 otherwise.
It follows directly from the deﬁnition that Pr(G,f = Gk) = p(Gk), where G,f is the
arising randomgraph, sowe generated a randomdirected graph from the prescribed arbitrary
probability distribution. For undirected graphs it can be done in essentially the same way.
Note that in the above example it is crucial that the vertex variables are not independent,
as 1 = . . .= n is enforced.
Remark. The extra randomness provided by the edge function in the deﬁnition of an RVM
random graph is not essential, it can be replaced by changing the vertex variables (as will
be shown later), so it is enough to have 0–1 valued edge functions. In certain situations,
however, the original deﬁnition makes the model more natural to use.
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4. Random vertex model with independent vertex variables
An interesting subclass of RVM random graphs with nontrivial properties is obtained if
we restrict ourselves to the case when the vertex variables are independent. Note that with
independent vertex variables it does not hold anymore that any probability distribution can
be generated, since it follows from the deﬁnition that the independence of vertex variables
implies the independence of disjoint edges. Nevertheless, many important models still arise
as special cases, as reviewed below. We focus on the undirected version.
4.1. The independent edge model G(n, p)
The classic independent edge model G(n, p), ﬁrst proposed by Erdo˝s [10], where each
edge is put independently in the graph with some probability p = p(n) arises as a direct
special case: i can be arbitrary and set fn(i , j )=p(n) independently of i , j . One can
also allow different edge probabilities for each edge, referred to as the G(n, [pij ]) model,
by taking Pr(i = i)= 1 and fn(i , j )= pij (n).
The closely related uniformmodelG(n,M) of Erdo˝s and Rényi [11] in which anM-edge
subgraphs is chosen uniformly at random from the set of all M-edge subgraphs, is not a
special case of our model with independent vertex variables, since the number of edges in
G(n,M) is ﬁxed for a given n, which cannot be guaranteed if disjoint edges are independent.
On the other hand, the G(n, p) and G(n,M) models are interchangeable in practically all
problems [6], so it is enough to have G(n, p) included.
4.2. Random intersection graphs
Another large class of random graphs can be obtained by taking the intersection graph
of independent random sets, that is, each random set is represented by a vertex and two
such vertices are connected if the corresponding sets have nonempty intersection. This can
be directly represented in our model: i represents the random set and f (i , j ) = 1 if
i ∩ j = ∅, else f (i , j ) = 0. The models can be classiﬁed according to the way of
generating the random sets. Some have geometric background, some others are of combi-
natorial nature. A few examples:
• Random interval graphs. Random intervals are generated on the real line and their inter-
section graph is considered. Different variants have been investigated, e.g., by Pippenger
[25], Scheinerman [26], Godehart and Jaworski [14].
• Randommetric graphs. Randompoints are generated in ametric space and two points are
connected if their distance is<  for some given . Originally proposed by Gilbert [13],
later investigated in a number of papers, see e.g. [2,21–23]. The model is equivalent to
the intersection graph of random balls of unit radius in a metric space. Random interval
graphs on the line and unit disk graphs in the plane are special cases. Depending on the
choice of the metric space and the probability distribution, various interesting classes
arise. For example, Appel and Russo [2] analyze the case when the points are chosen
from the d-dimensional unit cube uniformly at random and the metric is generated by
the maximum norm.
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• Combinatorial random intersection graphs. A model denoted by G(n,m, p) was pro-
posed by Karon´ski et al. [17]. The random graph is the intersection graph of m random
subsets of an n-element underlying set. The random subsets are generated by admitting
each element of the underlying set independently with probability p.
4.3. Random network models
Several random graph models have been proposed to model various aspects of commu-
nication networks and also other types of networks, such as social networks. Most of these
are again special cases of our model, with independent vertex variables. A few examples:
• Models of mobile ad hoc networks. Ad hoc radio networks have mobile nodes that
communicate with each other directly, without ﬁxed cellular infrastructure. There is
possibly a large number of randomly located nodes. A natural network topology model
for ad hoc networks is provided by the randommetric graphs of the previous subsection,
by setting the transmission range of the nodes to be . Examples of connectivity analyses
can be found, e.g., in [24,27]. The transmission range can also be different for different
nodes. More sophisticated models, all special cases of our random graph model, are also
possible. An example follows below.
Assume each node has a random location and the node is not always available for use.
The probability of availability may be location dependent. There are also obstacles in the
area that are not transparent to radio propagation (e.g., hills). The probability that a link
exist between two nodes is a function h of their distance, given that the two nodes are both
available and they are not separated by an obstacle. Let xi be the random location of node i
and Ai is its availability indicator (= 1 if available, 0 otherwise). If u, v are two locations,
then letL(u, v)=1 if no obstacle separates u, v (they are in line of sight) and setL(u, v)=0
otherwise. Then the vertex variables are i = (xi, Ai) and one can take the edge function
f (i , j )= AiAjL(xi, xj )h(|xi − xj |),
where the function h is derived from radio propagation characteristics. Note that even though
availability may be location dependent, the vertex variables are still independent, since now
the dependence is only among the coordinates of the same vertex variable.
• Network reliability models. A typical setting in network reliability investigations is to
represent the network as a ﬁxed graph in which each link/node is operational with a
certain probability, giving rise to a special random graph model. This can be again easily
cast in our model.
• “Small world” networks. The “small world phenomenon” essentially means that various
social and technical systems that are modeled by very large graphs have small diameter
and often are surprisingly efﬁcient in ﬁnding short paths between remote vertices in a
decentralized way (for an analysis see Kleinberg [19]). Some examples studied in the
literature are: the network of social acquaintances, the hyperlink graph of theWorldWide
Web, the power grid of the Western US, the neural connections in certain species and a
number of other real world graphs. An often used model in the “small world” context is
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the superposition of a deterministic and a random graph, for example, a grid structure,
supplemented with independently drawn random edges. This is in fact a G(n, [pij ])
random graph with certain probabilities set to 1, thus a special case of our model.
• Internet topology models. The physical network topology of the Internet (not to be
confused with the hyperlink structure of the Web) is captured by various random graph
models that are special cases of the G(n, [pij ]) and metric random graph models with
distance dependent edge probabilities, see e.g. Zegura et al. [29], again special cases of
our model.
• World wide web models. There has been considerable interest in modeling the hyperlink
structure of the World Wide Web. Two distinct features of the Web graph are the power
law distribution of the degrees and a tendency to cluster. Various models have been
developed to capture these and other related phenomena, for surveys see the books [5,7].
Many of these models are evolving random graphs with a growing number of vertices
and the new edges are correlated with the ones that have been added earlier.
Evolving random graphs are not special cases of our model. It is worth noting, however,
that the RVM can also produce a rich set of degree distributions as well as clustering. For
example, it can generate random graphs such that the expected values of vertex degrees
are ﬁxed in advance. This can be done, in fact, already in the G(n, [pij ]) model. Let dk
be the expected degree of vertex k. Let pij , i, j = 1, . . . , n; i < j, be the solution of the
following linear system of inequalities:
k−1∑
i=1
pik +
n∑
j=k+1
pkj = dk (∀k),
0pij 1 (∀i, j).
It is not difﬁcult to see that if there is a solution this results in a random graph in which the
expected degree of vertex k is dk.
One can also simulate clustering phenomena.Assume there areN different subject classes
of webpages and class Ci occurs with probability pi. Let (Ci, Cj )0 be some measure
of the similarity between subject classes, larger values signifying more similarity. Then, for
example, the RVM random graph with Pr(i = Cj )= pj and
f (i , j )=
(i , j )
(i , j )+ 1
will exhibit the clustering of pages with closely related subjects.
Having reviewed a number of examples that show the generality of the RVM random
graph model, let us now turn to the algorithmic issues.
5. Solution in nonuniform polynomial time
We refer to the complexity class P/poly that is often called nonuniform polynomial
time, see e.g. [4]. It can be modeled by a polynomial time Turing machine which receives,
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in addition to the input, a ﬁxed “advice string” of polynomial length, independent of the
content of the input.
For a more formal deﬁnition, let P be the set of languages recognizable in polynomial
time and for any string x let |x| denote the length of x. For simplicity, we restrict ourselves
to binary strings. A language L (a subset of all possible ﬁnite binary strings) is in the class
P/poly if there is a language L1 ∈ P, such that for every string x
x ∈ L if and only if (x, yn) ∈ L1
holds, where yn is a binary string with the following properties: (1) yn depends only on
the length n = |x|, but not on the content of x; (2) there exists a polynomial p, such that
|yn|p(n) holds for every n. In other words, by adding the polynomially long “advice”
string yn to the input, the problem becomes solvable in polynomial time. It is important
that the same advice string is used for all inputs of a given length. This makes it possible to
precompute yn and include it as part of the algorithm. Although the precomputation may
have high complexity, once it is done the algorithm runs fast for all inputs of length n, so
a P/poly algorithm can still be viewed as efﬁcient, in the above explained sense. One can
also view it as a database of polynomial-time algorithms, one for each possible input length.
When the input arrives, we invoke the right algorithm for the given input length and do an
efﬁcient computation. This justiﬁes the name “nonuniform polynomial time”, since it runs
in polynomial time, just possibly a different algorithm is used for each input length.
For the above reason, i.e., for the relative efﬁciency ofP/poly algorithms, it is a widely
held conjecture that noNP-complete problem can be solved by a P/poly algorithm. In
other words, the class P/poly is not powerful enough to contain the classNP (for that
matter, any of the NP-complete languages). This is an apparently stronger conjecture
than P = NP, sinceNPP/poly implies P = NP (because P is obviously part of
P/poly), but the converse implication has not been established so far.An additional support
for theNPP/poly hypothesis is that its negation is known to imply another unlikely
conclusion in complexity classes, the collapse of the so called Polynomial Hierarchy.5
Let us denote the functional variant (which computes a function, as opposed to the yes/no
decision variant) of this class by FP/poly. If a function can be computed by an FP/poly
algorithm, then, although not as good as a polynomial-time one, it can be still interpreted
as efﬁcient, with the same explanation as given above for the decision variant.
In what follows we use the following slight abuse of terminology. When speaking about
a Random Vertex Model, we actually mean a sequence of models, one for each n, the
number of vertices. (In other words, the model is parametrized with n, but it is not denoted
explicitly.) To avoid pathological cases we assume that the model satisﬁes the following
regularity condition and then it is called a regular RVM.
Regularity condition. If Q(Gn) does not remain bounded as n grows to inﬁnity, then
the expected value E(Q(Gn)) tends to inﬁnity.
Now we are ready to present the main theorem. The message of the theorem is that the
almost surely almost exact optimization (which represents the typical case) is easier than
worst case optimization, given the relative efﬁciency of nonuniform polynomial time, as
opposed toNP-hardness.
5 The interested reader is referred to [18] for details, or to any advanced textbook on the subject, e.g. [4].
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Theorem 1. Let Q be any hereditary graph property that is decidable in polynomial time.
Assume the input graph Gn on n vertices is drawn from a regular, but otherwise arbi-
trary, RVM with independent vertex variables. Then there exists a nonuniform polynomial
time (FP/poly) algorithm that computes an almost surely almost exact approximation of
Q(Gn).
The main tool we use to prove Theorem 1 is the following result of Boucheron et al.
[8]. LetX1, . . . , Xn be independent random variables, with possibly different distributions,
taking values in a (measurable) set X and let f : Xn → R+ be any function, where R+
is the set of nonnegative real numbers. Assume that there exist functions gi : Xn−1 →
R+, i = 1, . . . , n, such that for any x1, . . . , xn ∈ X the following two properties hold:
(a) for all 1 in
0f (x1, . . . , xn)− gi(x1, . . . , xi−1, xi+1, . . . , xn)1.
(b)
n∑
i=1
(f (x1, . . . , xn)− gi(x1, . . . , xi−1, xi+1, . . . , xn))f (x1, . . . , xn).
Further, let Z be the random variable deﬁned by Z= f (X1, . . . , Xn) and introduce the
function h(u)= (1+ u) log(1+ u)− u, where the logarithm is the natural logarithm
of base e= 2.71 . . . Then the following upper bounds hold for every t > 0:
Pr(ZE(Z)+ t) exp
[
−E(Z)h
(
t
E(Z)
)]
, (2)
Pr(ZE(Z)− t) exp
[
−E(Z)h
(
− t
E(Z)
)]
. (3)
For short reference we call these BLM inequalities, after the authors’ initials.
A remarkable feature of the BLM inequalities is that they allow to handle complex
combinatorial quantities similarly to simple sums of Bernoulli random variables. To exhibit
this, let us reformulate the conditions (a), (b) as follows.
Deﬁnition 5. A function f : Xn → R+ is called sum-like if there exist functions i :
Xn → R+, i = 1, . . . , n, such that the following conditions are satisﬁed:
(i) 0i (x1, . . . , xn)1,
(ii) f (x1, . . . , xn)− i (x1, . . . , xn) is independent of xi ,
(iii) ∑ni=1 i (x1, . . . , xn)f (x1, . . . , xn).
Then for any sum-like functionZ=f (X1, . . . , Xn)with the randomvariablesX1, . . . , Xn,
the estimations (2) and (3) hold. (This reformulation can be directly obtained by taking
i (x1, . . . , xn)= f (x1, . . . , xn)− gi(x1, . . . , xi−1, xi+1, . . . , xn).) The informal meaning
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of i is that it represents the contribution of xi to the “sum” f (x1, . . . , xn), in the sense that
f −i does not depend on xi , a role similar to that of a summand in S= x1+· · ·+ xn. The
usefulness of this will become clear when we show that the apparently complicated graph
function Q(Gn) is a sum-like function of the realizations of the node variables.
Proof of Theorem 1. Let us ﬁrst eliminate the extra randomness that is introduced by the
edge function, i.e., we show that it is enough to consider 0–1 valued edge functions. Let
1, . . . , n be the (independent) vertex variables and g be the edge function.We add to each
vertex variable n− 1 new components that are independent, uniformly distributed random
variables in [0, 1]. Denote the new components at vertex i by ij , j = 1, . . . , n, j = i.A
new RVM random graph is created in which the vertex variables are i = (i, i , ij ; j =
1, . . . , n, j = i). The original edge function is now replaced by the following:
f (i , j )=
{
1 if ij g(i , j ),
0 if ij > g(i , j ).
(Note that each new vertex variable i also contains the vertex identiﬁer i, so the function f
knows which is the right ij to be used.) It is clear from this construction that the new RVM
random graph also has independent vertex variables and is equivalent with the original, i.e.,
generates the same graphs with the same probabilities, since Pr(f (i , j )=1)=g(i , j ).
On the other hand, the edge function is reduced to be 0–1 valued, so from now onwe assume
that Gn is generated by a model with deterministic edge function.
Let us now deﬁne the advice strings of the desired FP/poly algorithm. First we deﬁne
an auxiliary inﬁnite array A. Set
M = sup
n
Q(Gn),
whereM =∞ is possible. The entries of A are
A[0] =
{
M if M<∞,
0 if M =∞
and
A[n] = E(Q(Gn)), n= 1, 2, . . .
Let yn be the binary encoding of the ﬁrst n+1 entries ofA, i.e., the standard binary represen-
tation of the numbersA[0], A[1], . . . , A[n]. The binary string yn will be used as the advice
string for any input graph on n vertices. (Note that, according to the deﬁnition of aP/poly
algorithm, there is no efﬁciency requirement for the deﬁnition of the advice string, it can be
arbitrary.) SinceM is a constant for a given propertyQ (including the possibility ofM=∞),
therefore, by deﬁnition,A[0]will be a ﬁnite constant.Also,A[n]=E(Q(Gn))n, thus
A[0], . . . , A[n] can be encoded altogether by O(n log n) bits, implying |yn| =O(n log n).
The separation of the numbers in the binary string can also be done simply by their positions,
since each ofA[1], . . . , A[n] can be represented by log n bits, so the ﬁrst log n bits can
represent A[1] and, after n such arrays, the leftover bits represent A[0].
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Now we deﬁne an algorithmA as follows.
Algorithm A.
1. Count the number of vertices in the input graph. If it is n, then decode the advice string
yn, i.e., reconstruct the values A[0], A[1], . . . , A[n].
2. If A[0]> 0 then exhaustively list all subsets of vertices of size M =A[0] in the input
graph Gn. Let these sets be H1, . . . , Hr and let G[Hi] denote the subgraph induced by
Hi. Return the value
˜Q(Gn)=max
i
|Hi |Q(G[Hi]),
whereQ(G[Hi])= 1 if G[Hi] has property Q, 0 otherwise.
3. If A[0] = 0 then return the value
˜Q(Gn)= A[n].
It is clear that A is an FP/poly algorithm, as Q is decidable in polynomial time and
the exhaustive search in 2 is done only over polynomially many sets. The number of these
sets isO(nM), which is polynomial, since ifM<∞, thenM is a ﬁnite constant for a given
Q and the exhaustive search is only executed whenM<∞. Also, the length of the advice
string is O(n log n), which is polynomially bounded and, due to the simple encoding, the
decoding in 1 can clearly be done in polynomial time.What remains to be shown is that the
result satisﬁes the criterion of almost surely almost exact approximation.
If 2 is executed, then all subsets of size M = const<∞ are searched and we know
that in this case Q(Gn)M . Thus, in this case an exact result is obtained, so it is enough
to consider 3.
We show that Q(Gn) is a sum-like function (Deﬁnition 4). Let xi be a realization of the
vertex variable i , i=1, . . . , n, and letG=G(x1, . . . , xn) be the corresponding realization
of the random graph. Denote byG−i the graphGwith vertex i deleted. Deﬁne the functions
f (x1, . . . , xn)= Q(G),
i (x1, . . . , xn)= Q(G)− Q(G− i).
Now we can check that the conditions of Deﬁnition 4 are satisﬁed. Condition (i) follows
from
Q(G− i)Q(G)Q(G− i)+ 1.
Condition (ii) is clear from
f (x1, . . . , xn)− i (x1, . . . , xn)= Q(G− i)
which is independent of xi . Finally, (iii) is implied by the meaning of i as an indicator of
critical vertices: i (x1, . . . , xn) = 1 if i is a critical vertex in the sense that Q(G)>Q
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(G− i) and i = 0 otherwise. Clearly, there may be at most Q(G) such critical vertices,
as a vertex outside any given maximum sized Q-set cannot be critical. That is,
n∑
i=1
i (x1, . . . , xn)Q(G)= f (x1, . . . , xn)
holds, satisfying (iii).
Thus, we can apply the BLM inequalities, so we have that the random variable Z =
Q(Gn)=Q(G(1, . . . , n)) satisﬁes (2) and (3). Let us use the following upperbounding
formulae from [8]:
exp
[
−E(Z)h
(
t
E(Z)
)]
 exp
[
− t
2
2E(Z)+ 2t/3
]
, (4)
exp
[
−E(Z)h
(
− t
E(Z)
)]
 exp
[
− t
2
2E(Z)
]
. (5)
Since we are considering case 3 of the algorithm, E(Z)= ˜Q(Gn) holds, so we can write
Pr
(
˜Q(Gn)
Q(Gn)
1+ 
)
= Pr
(
E(Z)
Z
1+ 
)
= Pr(ZE(Z)− t)
with t = (/1+ )E(Z). Now the combination of (3) and (5) applied to Pr(ZE(Z)− t)
yields
Pr
(
˜Q(Gn)
Q(Gn)
1+ 
)
 exp
[
−1
2
(

1+ 
)2
E(Q(Gn))
]
.
The right-hand-side of the above inequality tends to 0, since by the regularity condition
E(Q(Gn)) → ∞ if Q(Gn) is not bounded. Moreover, the convergence rate to 0 is
exponential in terms of E(Q(Gn)). We can similarly obtain, using the other BLM in-
equality, that
Pr
(
˜Q(Gn)
Q(Gn)
1− 
)
→ 0
holds too, againwith exponential rate in terms ofE(Q(Gn)). This proves that the deﬁnition
of almost surely almost exact approximation is satisﬁed. 
6. Typical case complexity
As seen in the previous section,we can solve the almost surely almost exact approximation
of Q(G) in nonuniform polynomial time with exponentially small error probability in
terms of E(Q(Gn)), over the random input in a broad class of problems. Note that we
focus here on the value ofQ(G) only, without seeking awitness, i.e., an actual maximizing
subgraph. As mentioned in the Introduction, the value computation already carries the core
complexity, as it isNP-hard for all nontrivial properties. Let us now interpret what this
means for the typical case complexity.
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As deﬁned in Section 2, the almost surely almost exact optimum is an -approximation of
the exact optimum with vanishing error probability for all > 0. If the error probability was
zero, then this would be equivalent to ﬁnding the exact optimum value, since we look for an
integer quantity.With nonzero error probabilitywe can still guarantee that for anyﬁxed > 0
we obtain an -approximation (i.e., a very good constant factor approximation) for most
inputs in nonuniform polynomial time, such that the possible exceptions have vanishing
probability measure. If the probabilistic model is such that all graphs on n vertices are
equally likely, as in G(n, 12 ), which is a subcase of our model, then it also means that the
number of possibly exceptional graphs form a vanishing fraction of the total.
Thus, we may say that with probability approaching 1, i.e., in the “typical case”, the
problem is easier than in the worst case. This is further justiﬁed by the fact that for many
important properties Q the constant factor approximation of Q(G) still remains NP-
hard, see e.g., [3,15]. For such properties the -approximation for some ﬁxed > 0 is still
NP-hard for all graphs, but, as we have shown, it becomes solvable by aP/poly algorithm
in the typical case, that is, for all graphs except for a vanishing subset, in a rather broad
model. Thus, under the widely held hypothesis thatNP-hard problems cannot be solved in
nonuniformpolynomial time,we can conclude that the typical case complexity is necessarily
lower than the worst case complexity. It also means that theNP-hardness for all graphs
can then only be caused by a quickly vanishing subset of “malicious” graphs on which the
hardness is concentrated. It is important to note that all the above facts are independent of
the choice of any “order parameter” or other arbitrary factors within our model.
7. Conclusion and open problems
In this paper we made a step towards analyzing the concentration of hardness and its
relationship to typical case complexity.We focused on the case when the goal is to compute
the value of the optimum,without ﬁnding awitness, i.e., an actualmaximizing subgraph.We
have shown that for a fairly broad class of combinatorial optimization problems on graphs,
along with a rather general probabilistic model, the hard instances are always concentrated
in a quickly vanishing subset of all instances, given a widely accepted complexity theoretic
hypothesis. The concentration of hardness in the discussed sense is independent of any
order parameter.
A number of interesting problems, however, remain open in this context. Let us mention
some of them below:
• Which is the most general class of random graph distributions for which similar results
still hold?
• What would be the consequences if almost surely almost exact optimization were solv-
able in FP/poly for every distribution?
• Is it possible to extend the approach to the task of ﬁnding a large set with property Q, as
opposed to merely computing its size?
• A randomized algorithmwith 2-sided error typically provides a correct answer with high
probability for a given input, but the answer can also be wrong with some probability on
any given input. In contrast, our algorithm deterministically guarantees a correct answer
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(or approximation) on most inputs, but makes mistakes on some. Is there any deeper
connection to explore the effects of this “relocation of randomness”?
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