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Abstract A three-dimensional numerical meteorological model is used to perform large-
eddy simulations of the upslope flow circulation over a periodic ridge-valley terrain. The
subgrid-scale quantities are modelled using a prognostic turbulence kinetic energy (TKE)
scheme, with a grid that has a constant horizontal resolution of 50 m and is stretched along
the vertical direction. To account for the grid anisotropy, a modified subgrid length scale is
used. To allow for the response of the surface fluxes to the valley-flow circulation, the soil sur-
face temperature is imposed and the surface heat and momentum fluxes are computed based
on Monin–Obukhov similarity theory. The model is designed with a symmetrical geometry
using periodic boundary conditions in both the x and y directions. Two cases are simulated to
study the influence of along-valley geostrophic wind forcing with different intensities. The
presence of the orography introduces numerous complexities both in the mean properties of
the flow and in the turbulent features, even for the idealized symmetric geometry. Classical
definitions for the height of the planetary boundary layer (PBL) are revisited and redefined
to capture the complex structure of the boundary layer. Analysis of first- and second-moment
statistics, along with TKE budget, highlights the different structure of the PBL at different
regions of the domain.
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1 Introduction
Most severe events of atmospheric pollution occur under weak synoptic systems when the
circulation is mainly driven by local forcing, and where mid-latitude zones with complex
orography are mainly affected by slope and valley winds (Simpson 1994). Efforts are under-
way in developing wind farms, often located in mountainous zones; to generate efficient
wind power-plants requires detailed and reliable knowledge of wind fluctuations near the
surface that cannot be inferred from regional-scale investigations. Planetary boundary-layer
(PBL) parameterization schemes in regional-scale models at current operational resolutions
do not take into account the orographic effects on the vertical diffusion and in predicting
wind fluctuations (Noppel and Fiedler 2002).
The basic physical mechanism of thermally-induced circulations in a valley is baroclinic
instability driven by the daily cycle of solar radiation; horizontal pressure gradients formed
by slope heating during the day lead to the generation of an upslope flow, while nocturnal
cooling of the terrain induces a downslope gravity current. Field studies (Brehm and Freytag
1982; Kondo et al. 1989; Monti et al. 2002; Haiden and Whiteman 2005) have focused mainly
on the description of the average features of circulations, such as flow depth and intensity;
these campaigns have provided observations for evaluating and testing parameters used in
analytical models. Theoretical models were developed for the upslope wind over a finite slope
(Hunt et al. 2003) and for the downslope flow over an infinite slope (Manins and Sawford
1979); these models have been used to estimate bulk properties under simplified assumptions.
The main features of upslope and downslope flows have been investigated at the laboratory
scale using water tanks and image analysis techniques (e.g., Princevac and Fernando 2007).
A drawback of this experimental approach is the inability to reproduce high Reynolds num-
ber flows with turbulence properties comparable to that of the real atmosphere. Numerical
studies of the daytime PBL in a two- and a three-dimensional valley-plain system were per-
formed on the fine mesoscale range (1- km horizontal resolution and approximately 50-m
vertical resolution) by Rampanelli et al. (2004) using the Weather Research and Forecast
(WRF) model. Mesoscale modelling was also used to investigate the energy redistribution
from local to regional scales and to test an analytical description of the valley circulation
(Noppel and Fiedler 2002). These mesoscale modelling studies used one-dimensional PBL
schemes that are crude representations of turbulence; they do not provide detailed turbulence
structure and accurate statistics.
In the last three decades, owing to a progressive increase in computer power, large-eddy
simulation (LES) has become an important tool for studying atmospheric turbulence. LES
explicitly calculates large turbulent eddies that carry most of the turbulent kinetic energy and
fluxes, while parameterizing the net effects of the small-scale component of turbulence. Hence
LES provides a three-dimensional, time evolving structure of turbulence and a much more
accurate estimate of turbulence statistics compared to those based on PBL schemes. Since
the pioneering work of Deardorff (1972), a considerable and increasing effort has been made
on the development and applications of LES to study atmospheric turbulence in the neutral
and convective boundary layers (Moeng 1984; Nieuwstadt et al. 1993; Sullivan et al. 1994),
and recently also to study the stably stratified boundary layer (SBL). The SBL is character-
ized with smaller eddies and requires a significantly finer resolution and more sophisticated
subgrid-scale (SGS) schemes (Saiki et al. 2000; Beare et al. 2006). However, most large-
eddy simulations were conducted assuming simple idealized boundary conditions, such as
horizontal homogeneity with steady forcing or horizontal inhomogeneity with periodic wavy
surfaces. Only a few large-eddy simulations were performed for the PBL over non-uniform
terrain: Schumann (1990) investigated the diurnal cycle of the PBL over an infinite slope
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using a constant surface heat flux to examine the formation of transverse convective rolls
associated with the upslope wind. Skyllingstad (2003) investigated the turbulent structure of a
downslope wind over an infinite slope with constant cooling at the bottom. Chow et al. (2006)
and Weigel et al. (2006) studied the PBL within the Riviera Valley (Switzerland), focusing
mainly on the mean fields in the PBL. These studies also analyzed the heat budget but, due
to their resolution of 150 m in the horizontal and 20 m in the vertical, their results showed the
significance of the modelled subgrid-scale components of the turbulent fluxes compared to
the resolved ones. Michioka and Chow (2008) used LES with a horizontal resolution of 25 m
for the Mount Tsukuba (Japan) area but focused mainly on the dispersion characteristics of
a passive scalar.
Our study aims at investigating both the mean quantities and turbulent variances and fluxes
that characterize the daytime circulation over a valley with large-eddy simulation based on
the WRF model. In order to reduce the degrees of freedom of the system and to isolate the
interacting phenomena we limit the study to a simple periodic ridge-valley terrain. The model
characteristics along with the simulation set-up are briefly discussed in Sect. 2. Section 3
presents the flow features and turbulence statistics that develop for the daytime convective
PBL and the transition to the nighttime stable atmosphere. Section 4 examines the effect of
the geostrophic wind along the valley, and Sect. 5 summaries the results.
2 Model and Experiment Set-Up
The three-dimensional meteorological model WRF is used as a framework for the LES sim-
ulations in the present work. WRF is a fully compressible, non-hydrostatic model with a
terrain-following hydrostatic-pressure vertical coordinate. The model has been shown to be a
good tool for LES (Moeng et al. 2007), but still needs to be thoroughly tested to perform LES
in complex geometries. In a recent work, Lundquist et al. (2010) performed high resolution
simulations of the flow over an urban skyline with WRF using the immersed boundary method
but they did not present turbulent fluxes or perform a turbulence kinetic energy (TKE) budget
analysis. Adopting the WRF model for the present work provides a step towards developing
a multi-scale model for the real-world PBL that often consists of both mesoscale circulations
and microscale turbulence.
Since the scales of the investigated phenomena are quite small we neglect the Coriolis
terms in the LES equations, but implicitly include the Coriolis effect in the geostrophic forc-
ing. We also limit our study to a dry atmosphere. For a detailed description of the WRF model
and its basic equations we refer to Skamarock et al. (2008).
2.1 The SGS Model
For LES applications, we turn off PBL schemes and use a subgrid-scale model to represent
the small-scale component of turbulent motions. The SGS model used here is based on the
WRF TKE diffusion scheme proposed by Deardorff (1980) but with some modifications
to take into account the effects of our highly anisotropic grid. Indeed, according to Sagaut
(2006), with an aspect ratio z/x of about eight subgrid stresses can differ by about 10%
with respect to those computed on an isotropic grid for isotropic and homogeneous turbu-
lence. With inhomogeneous and anisotropic turbulence the impact of anisotropic grids may
be less dramatic but still significant. The turbulent viscosity and diffusivity Km and Kh are
expressed as:
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Fig. 1 Vertical view of domain geometry. The vertical axis has been exaggerated for a better visualization;




Kh = Km 1Prt , (2)
where Ck = 0.15 is the diffusion coefficient, e is the SGS TKE computed from an addi-
tional prognostic equation (Moeng 1984), 1/Prt = 1 + 2l/ is the inverse turbulent Prandtl










for N 2 > 0
 for N 2 ≤ 0 , (3)
where N 2 = (g/θ)∂θ/∂z is the square of the Brunt–Vaisälä frequency, g is the gravity accel-
eration and θ is the potential temperature. A common definition of the LES filter width  is
the geometrical mean of the dimensions of the cell  = (xyz)1/3 (Deardorff 1970),
which is appropriate only for nearly isotropic grids. In this study, we use a vertically stretched
grid to obtain a finer vertical grid resolution near the surface, which leads to a very small
aspect ratio z/(x,y)  1. Scotti et al. (1993) demonstrated that for grids with a small
aspect ratio the common approach causes an underestimation of the turbulent viscosity Km
and suggested the following modification using a correction function f (a1, a2):










max [x,y,z] , (6)
a2 = k
max [x,y,z] , (7)
where a1 and a2 are the aspect ratios of the two other sides of the grid relative to the longest side
and i and k are the lengths of those two sides. For example, if max[x,y,z] = z,
then a1 = x/z and a2 = y/z. This formulation results in an increase of the filter
width (and hence the eddy viscosity) in the zones of the domain where the aspect ratios devi-
ate away from one. The modified WRF TKE diffusion scheme is used to model the effects
of the SGS turbulence.
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2.2 The Numerical Set-Up
The domain geometry shown in Fig. 1 consists of a valley that is uniform in y and symmetric
in x about the centre of the valley (i.e., at x = Lx/2 where Lx is the length of the domain
in x). The valley has two lateral ridges on both sides, and the slopes have a steep inclination of
≈16% and cover 3,000 m distance in x . The width of the domain along the y axis is 5,000 m.
The horizontal grid size is x = y = 50 m, while the vertical grid is stretched with z
defined by a parabolic function of z and varies from ≈2 m near the bottom of the valley to
≈90 m at the top of the domain. Since the vertical coordinate is terrain following and the top
of the domain is fixed, the vertical resolution slightly increases with ground elevation. For a




a2 = 1, (8b)
for z < x ,
a1 = a2 = x
z
, (8c)
for z > x .
Hence there is a moderate increase of the filter width near the ground (z < x) and
a slight increase close to the top of the domain (z > x). We use a fifth-order advection
scheme for horizontal advection terms, a third-order scheme for vertical advection and a
third-order Runge–Kutta (RK) scheme for the time integration with a timestep t = 1s.
We chose t/ts = 12, where ts is a small timestep for the integration of acoustic wave
equations. The WRF code contains optimized algorithms for the damping of acoustic wave
modes; here we set the three-dimensional divergence damping coefficient to 0.1, the external
wave filter coefficient to 0.01, and the small acoustic timestep off-centering coefficient to 0.1.
Periodic lateral boundary conditions are imposed in x and y, so the valley flow and turbu-
lence statistics are symmetric about x = Lx/2. The top boundary of the domain is assumed
to be at constant pressure with zero vertical velocity. A preliminary analysis (not shown)
suggested a negligible influence of the reflections of gravity waves on the solution and hence
an upper damping layer is not needed. The choice is supported by previous mesoscale (Ram-
panelli et al. 2004) and LES (Moeng et al. 2007; Antonelli and Rotunno 2007) studies of the
atmospheric boundary layer conducted with the WRF model. The lower boundary condition
is described by a sinusoidal thermal forcing:






where θ s is the increment of the surface temperature with time (defined with respect to
the values at t = 0), θ s,max = 5 K is the amplitude, T = 24 h is the period, and t is the
time. The initial sounding has a horizontally uniform lapse rate of N 2 = 1.6 × 10−4 s−2
and surface temperature in the valley as θ s (z = 0, t = 0) = 300 K; the initial soil temper-
ature is then a function of the height of the ground relative to the bottom of the valley (zs).
The surface heat flux and the friction velocity are computed according to Monin–Obukhov
similarity theory. We neglect the effects of the variations of the solar radiation direction, the
shadowing from the surrounding terrain and the influence of the deviation from the zenith
direction. The terms west-east and south-north refer, respectively, to the orientation of x and
y axes. Due to the above mentioned assumptions, this is an idealized valley flow simulation.
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Fig. 2 Hovmoller plot of the y-averaged surface kinematic heat flux for Case 1 (Vg = 2 m s−1)
Two cases are investigated to study the influence of along-valley geostrophic wind Vg
on the thermal circulation and turbulence properties. Case 1 with Vg = 2 m s−1 represents
a situation that is likely to occur in a real PBL for weak synoptic systems, while Case 2 is
driven by a larger geostrophic wind of Vg = 10 m s−1. In both cases the symmetry in x
is preserved by setting the cross-valley component of the geostrophic wind Ug = 0. The
surface roughness length z0 is set to 0.3 m, which is typical of rough land (brush).
The total grid points are 360 in x , 100 in y, and 58 in z, and the model is integrated for
12 h, starting from sunrise, to simulate the daytime PBL cycle. A preliminary investigation
revealed that our grid resolution is not fine enough to fully resolve the turbulent eddies in
the nighttime PBL (Saiki et al. 2000); hence we cease the simulation immediately after the
transition. Small random perturbations (with a maximum amplitude of 0.05 K) are applied to
the initial temperature at the first four model layers and at the surface. We have verified (not
shown) that after an initial spin-up time of 30 min the flow can be considered fully turbulent,
in agreement with the LES results of Nieuwstadt et al. (1993) for free convection.
3 Results
Since the valley flow and the PBL turbulence are driven mainly by surface heating, we first
present the time evolution of the y-averaged surface heat flux in Fig. 2, for Case 1. In the
valley, the surface heat flux reaches its maximum around 4 h even though the ground tem-
perature is greatest around 6 h. This shows evidence of strong coupling of the surface to the
valley flow, which results in the largest difference between the surface and the near-surface
air temperature at 4 h. Over the ridge, the maximum heat flux occurs around 5 h. The sharp
peak near the top of the slope is about twice the maximum value over the valley. The time
cycle over the slope region shows an intermediate situation between the ridge and the valley,
with a greater flux close to the ridge. The surface flux becomes negative after ≈8 h over the
valley and after ≈9.5 h over the ridge, the largest negative heat flux occurs at t ≈ 12 h near
the foot of the slope. This complex spatial and temporal evolution of the surface heat flux
is typical of steep alpine valleys, as documented in the field measurements of Rotach et al.
(2004) and the numerical simulations of Chow et al. (2006), and can be reproduced here only
through the computation of the surface heat fluxes from a coupled surface-layer scheme.
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Fig. 3 Instantaneous fields at t = 7 h for Case 1 (Vg = 2 m s−1): vertical cross-sections of isotherms (a) and
vectors (b) at y = L y/2; horizontal cross-section of the vertical velocity (c) at a fixed relative height from the
ground
3.1 Instantaneous Flow Fields
Due to the symmetrical geometry of the numerical domain, the simulated flow field remains
symmetrical about the vertical plane at x = Lx/2. Henceforth, in most contour plots we
show just the western half of the domain. One of the most important advantages of the LES
approach is its ability to resolve the turbulent structures of the flow. The instantaneous flow
field at t = 7 h of the simulation, when the daytime circulation is well developed, displays
both terrain-induced mesoscale circulations as well as the random turbulent motions. The
potential temperature field (Fig. 3a) shows a shallow mixed layer with a well-defined inver-
sion at z ≈ 400 m over the valley and a deep mixed layer with an inversion at z ≈ 1,300
m over the ridge, while the wind field (Fig. 3b) reveals a large circulation with an upslope
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flow near the surface and a return flow below z ≈ 1,300 m. The streamline also suggests a
secondary circulation (i.e., clockwise between z ≈ 400 and 1,300 m) in the upper part of the
valley and slope regions, which will be described later.
Figure 3c provides a horizontal view of vertical velocity fluctuations at 50 m above the
ground. An irregular cellular pattern is observed over the ridge and slope areas, which is typ-
ical of a convective boundary layer (CBL); the turbulent fluctuations are much weaker in the
valley. As shown, the surface heat flux at this simulation hour is positive at all locations but
it is at least three times smaller over the valley. The horizontal temperature gradient over the
slope produces an upslope flow near the surface from the valley towards the ridges; this is also
reflected in the observed surface heat-flux differences in the different regions of the domain.
Over the valley the eddy structure is oriented along the y direction; this elongated feature is
related to the vertical shear induced by the geostrophic wind forcing and its interaction with
the surface buoyancy.
3.2 Averaging Procedures for Computing Statistics
Most previous LES studies investigated the idealized PBL over horizontal homogeneous
surfaces (both in x and y directions), so the averaging procedure in defining turbulence sta-
tistics was straightforwardly obtained by horizontal averaging. This approach guaranteed a
sufficient number of sample points for the robustness of the statistics, even with domains of
modest sizes. In the present case the only statistically homogeneous direction is along the
y-axis, and so the perturbations φ′ are defined:
φ′(x, y, z, t) = φ(x, y, z, t) − φ(x, z, t), (10a)






is its average value along the y direction, and L y is the length of the domain in the y direction.
The averaging length L y has to be more than ten times the turbulence integral scale in order to
obtain reliable statistics (Wyngaard 1983). In the present study, we set L y = 5 km, which is
a compromise between the needs for a long averaging length and the computational demand.
To improve the data sample for reliable statistics, all moment statistics are subsequently
averaged in time over a period of 40 min.
3.3 Distributions of First-Moment Statistics
The averaged potential temperature at 7 h in Fig. 4a shows a deep well-mixed PBL in the
ridge region where the PBL is capped by a well-defined inversion layer above z ≈ 1,300 m. In
the valley, the PBL is much shallower with a capping inversion between z = 300 and 450 m.
Below the free atmosphere (z < 1,200 m) two distinct turbulent layers can be identified over
the valley (6,500 m < x < 11,500 m) at this time, separated by the thermal inversion: the
lower one is quite uniform and extends up to z ≈ 400 m, while the upper one is located at
500 m < z < 1,200 m and is horizontally inhomogeneous. The inversion is maintained by
(a) warm-air advection from the return flow, and (b) subsidence warming due to the sinking
motion of the induced circulation. A relevant effect of this twofold warming mechanism is
the suppression of the development of the CBL in the basin, as confirmed by the measure-
ments of Kondo et al. (1989). The mean temperature field shows a horizontal gradient of the
123
Weather Research and Forecasting Numerical Model 57
(a)
(b)
Fig. 4 y-averaged vertical cross-sections of isotherms (a) and stream function (b) at t = 7 h for Case 1
(Vg = 2 m s−1)
near-surface temperature along x , which leads to the development of an upslope flow over
the two slopes as revealed by the streamfunction of the averaged wind fields (Fig. 4b).
Figure 5 shows the three components of the mean wind at 7 h: the maximum intensity
of the upslope wind is attained at t = 5 h of simulation (not shown). After that time, the
depth of the upslope flow continues to rise and eventually merges with a horizontal breeze
(westward) located between z = 400 and 800 m and extending from the valley to the slope
region (Fig. 5a). This horizontal breeze occurs at the terrain-height level of the ridge and
is driven by the horizontal pressure gradient between the valley and the ridge. The hori-
zontal breeze, along with the return flow, induces a secondary circulation in the upper part
(400 m < z < 1,300 m) of the domain. This secondary circulation may affect the air quality
of cities in such an environment enhancing the dispersion of pollutants into the upper air
(above the mixed layer) over the valley. This upper-level circulation is maintained by the
subsidence over the centre of the valley and the presence of a strong inversion at z ≈ 400 m
over the valley. The inversion forces the downward flow to diverge and move horizontally
towards the ridges. Note that between z ≈ 500 m and z ≈ 800 m the potential temperature
of the air above the slope is lower than that over the valley (Fig. 4), and hence the horizontal
breeze moves against the horizontal gradient of temperature. The horizontal breeze was not
observed in previous investigations of the valley circulation, and might be due to the more
intense synoptic conditions. In fact the field measurements of Rotach et al. (2004) and the
large-eddy simulations of Chow et al. (2006) show an upper level cross-valley wind speed
of ≈15 m s−1.
The along-valley component of the wind (Fig. 5b), forced by the prescribed geostrophic
wind, shows a tunnelling effect in the centre of the valley, where a shallow layer with wind
speeds of about 1.8 m s−1 is present between 400 and 500 m. This layer coincides with
the westward horizontal breeze layer seen in Fig. 5a, together suggesting a north-westward
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Fig. 5 y-averaged vertical cross-sections of the wind components: u (a), v (b), w (c) at t = 7 h for Case 1
(Vg = 2 m s−1)
current confined to the top of the PBL in the valley, and this current extends to the slope
region and lies between the upslope flow and the return current.
The vertical velocity (Fig. 5c) shows strong updrafts around x = 0 where the two upslope
flows converge (due to the periodic boundary condition in x), with the characteristic depth
of the mean updrafts decreasing towards the valley as the surface heat flux decreases. A
broad mean subsidence extending over the whole valley can be observed between z ≈ 500 m
and z ≈ 1,100 m with subsidence velocities of ≈0.1 m s−1. Similar large subsidence values
have been observed by Hennemuth (1987) for the Dischma valley (Switzerland) and are in
agreement with the numerical results of Rampanelli et al. (2004).
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Fig. 6 Profiles of the y-averaged
potential temperature θ at
different x locations at t = 7 h
for Case 1 (Vg = 2 m s−1) as a
function of the non-dimensional
vertical coordinate zr /zi =
(z − zs )/zi , where zi is the PBL
depth and zs is the local terrain
elevation. Filled circles refer to
the valley centre, open squares
refer to the middle of the left
slope and filled triangles refer to
the middle of the left ridge
3.4 The PBL Depth
Due to the variable orography, the height of the PBL zi must be defined locally and relative
to its ground level zs . Also, different definitions must be given depending on the stability
regime, which varies with time and x location, as seen from the sign of the surface heat flux
(Fig. 2). The complex and spatially varying PBL structure makes the classical definitions
for the convective boundary layer (based on the minimum of the vertical heat flux or the
maximum potential temperature gradient, Sullivan et al. 1998) inapplicable.
For the unstable regime (w′θ ′s > 0) we propose to define zi as the height where the
magnitude of the vertical gradient of potential temperature is greater than a critical value
c = 0.001 K m−1 (i.e., at the base of a capping inversion) with the additional constraint
that the heat flux is less than 15% of its maximum value. This definition is justified by the
shape of the vertical profiles of the mean potential temperature at different x locations at
t = 7 h (Fig. 6), where the height relative to the ground zr = z − zs has been normalized
by zi . While over the ridge there is a clear signal for a single inversion layer, over the slope
and the valley two inversions exist; over the valley the lower inversion corresponds clearly to
a sharp capping inversion, while this is not the case over the slope region. Because we exclude
the entire capping inversion zone to be part of the PBL, our method may underestimate zi
compared with the common definitions of the CBL depth.
For the near-neutral to moderately stable regimes (w′θ ′s ≤ 0, e.g., during the evening
transition) we distinguish two situations: (a) when the PBL structure is dominated by the
surface wind shear (due to geostrophic forcing); and (b) when the effect of the temperature
stratification (i.e., surface inversion) prevails. The friction velocity u∗ is used to distinguish
the two conditions with an empirical threshold value of 0.2 m s−1. For the former case, zi
is defined as the height where the along-y component of wind shear |∂v/∂z| falls below a
critical value Sc = 0.005s−1, which is the height at which v ≈ Vg . For u∗ < 0.2 m s−1, the
inversion strength approach proposed by Hyun et al. (2005) is applied and zi is defined at the
level where the surface inversion strength δ = θ − θ s is smaller than 20% of its maximum
value. We have also tested a method based on the values of TKE (not shown) that could be
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Fig. 7 Hovmoller plot of the y-averaged PBL depth zi for Case 1 (Vg = 2 m s−1)
applied to both unstable and stable regimes, but the presence of upper-level turbulence (to be
discussed in the next sub-section) induced by valley flows makes this method impractical.
The time evolution of the PBL depth for Case 1 is shown in Fig. 7. We computed zi at
each (x, y) location and averaged along y and over a time period of 40 min. The plot shows a
substantial increase of zi up to the time where the surface heat flux becomes negative (Fig. 2),
and then the PBL depth falls abruptly to below 50 m. As we will see in Sect. 4, this can be
attributed to the weak geostrophic forcing that does not produce sufficient shear to generate
turbulence against the negative surface heat flux. Maximum PBL depths of about 850 m are
observed at both ends of the ridges in correspondence with the strong updrafts. The average
PBL depth over the slope (about 400 m at its middle) is about 100 m higher than that over
the valley, although this value does not consider the upper mixed layer that forms over the
valley (see Fig. 6).
3.5 Distributions of Second-Moment Statistics
Figure 8a shows a vertical cross-section of the total TKE, along with the wind vectors at 7 h;
the black line shows the estimated PBL depth. At this time, the inclination of the growth line
of zi over the ridge is close to the angle of the slope. The horizontal breeze at z ≈ 400 m over
the slope does not produce a noticeable increase in the turbulence kinetic energy. Over the
valley region, zi is about 300 m while the TKE remains significant at about 400 m. Hence the
method we proposed to compute zi underestimates the turbulence layer by about 25% over
the valley in the presence of a strong capping inversion. To understand the source of TKE,
we examined the individual components of the velocity variances. The SGS contributions to
these variances are assumed to be 2/3 of the predicted SGS TKE. Over the ridge, the most
important contribution to the TKE is from the u variance (Fig. 8b), except near the west
boundary where w variance dominates (Fig. 8d). The large contribution from the u variance
in the CBL over the ridge is unexpected, since the TKE in the bulk of a typical CBL is usually
dominated by the w variance instead (e.g., Moeng and Sullivan 1994). The dominance of
the u variance in TKE implies a significant shear production due to valley-flow circulation,
which will be confirmed later. The turbulence over the slope is mostly determined by the w
variance, while the v variance contribution (Fig. 8c) is relatively small, except in the inversion
layer near the west-end boundary where the buoyancy flux is negative (Fig. 8e). Figure 8a
and b also reveal double peaks in the u variance profiles over the ridge and the upper part
123








Fig. 8 Vertical cross-sections of the y-averaged second-moment statistics, along with the wind vectors: TKE
(a), u′ 2 (b), v′ 2 (c), w′ 2 (d), w′θ ′ (e), u′w′ (f), v′w′ (g), u′v′ (h) at t = 7 h for Case 1 (Vg = 2 m s−1). The
black line on panels (a) and (b) represents the y-averaged PBL depth
of the slope: one in the middle of the PBL and the other near the PBL top. The TKE budget
shown later suggests that the upper maximum is due to the horizontal advection of the TKE.
Overall the TKE over the ridge is about twice that over the slope and three times higher than
that over the valley.
The vertical fluxes (resolved plus SGS) are shown in Fig. 8e–h. The heat flux is mostly
positive except near the PBL top, which is typical of the CBL, while negative fluxes at the
CBL top lie in the capping inversion regions, which agree well with our estimated zi shown
in the same plot (Fig. 8e). The strong negative values of u′w′ (Fig. 8f) and the significant
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positive gradients of mean u over the ridge (Fig. 5a) yield a large shear production for TKE,
which explains the large contribution of u variance to the TKE in that region. In the valley,
negative v′w′ (Fig. 8g) coincides with a positive v gradient in the lower PBL (Fig. 5b), which
also contributes to shear production of TKE. The horizontal flux u′v′ shown in Fig. 8h will
be used to discuss the TKE budget later.
In our simulations we reproduce the interaction of three forcing mechanisms: (a) buoyancy
resulting from the surface heat flux; (b) baroclinic shear induced by the valley-flow
circulation; (c) shear generated by the imposed geostrophic forcing. Even if buoyancy dom-
inates in many regions of the domain (particularly in Case 1), shear has a marked influence
on the TKE and particularly during the transition towards the nighttime period. To nor-
malize the vertical profiles of variances, fluxes, and TKE budget, we apply the scaling
approach proposed by Moeng and Sullivan (1994), which takes into account both buoyancy
and shear effects, for the period when the surface heat flux is positive. The velocity scale
wm is defined as w3m = w3∗ + 5u3∗ while the temperature scale is θm = w′θ ′s/wm , where
w∗ ≡
[
(g/T0) w′θ ′s zi
]1/3
is the convective velocity proposed by Deardorff (1972) and g/T0
is the buoyancy parameter. This scaling approach assumes a linear combination of convec-
tive and surface shear effects and hence neglects all non-linear feedbacks between shear and
buoyancy forces. Nevertheless, it has been shown to be a suitable scaling for the second-
and third-order moments of turbulence in the sheared convective boundary layer (Moeng and
Sullivan 1994). For the moderately stable regime (discussed in the next section), we use u∗
as the velocity scale since shear is the only mechanism responsible of turbulence production.
We also normalize the height zr by the estimate zi shown in Fig. 7.
Here, as an example, we discuss the profiles taken in the middle of the slope shown
in Fig. 9. The upper maximum of the normalized u′2 (at zr/zi ≈ 2), is about 1.8 times
larger than the lower value, so the contribution from horizontal advection accounts for a
very important part of the turbulence over the slope. The v variance also shows an upper
maximum related to advection at the same level. The maximum of the w variance occurs
at zr/zi ≈ 0.4, which is typical of a CBL (Nieuwstadt et al. 1993; Moeng and Sullivan
1994). The profile also shows a secondary maximum at zr/zi ≈ 2.1, albeit small, which has
been observed previously in the sheared CBL (Sorbjan 2004; Conzemius and Fedorovich
2006). The momentum flux u′w′ (Fig. 9d) is positive very close to the surface (zr/zi < 0.1)
due to the upslope westward wind, and negative between zr/zi ≈ 0.1 and 0.7 due to the
strong vertical shear of the induced valley flow. The upper maximum at about zr/zi = 2.2
may be due to the presence of gravity waves. The shear contribution from v′w′ (Fig. 9e)
is less important and limited to the levels below zr/zi ≈ 0.5. The vertical profile of heat
flux (Fig. 9f) shows a nearly linear decrease with height, as in a typical convective PBL.
However, unlike a typical CBL, there is little negative buoyancy flux at the PBL top, due
to the weak capping inversion layer (see Fig. 6) as a result of the interaction with the hor-
izontal breeze and the effect of the return current. The above second-moment profiles also
show that the resolved part of the turbulence dominates the subgrid-scale part except at the
first few levels close to the ground (below zr/zi ≈ 0.1) where the grid spacing, even with
a vertically stretched grid, is still not fine enough to fully resolve the energy-containing
eddies.
3.6 TKE Budget Analysis
To clarify the nature of the turbulence, the TKE budget is analyzed in this section. The
governing equation for the total (resolved plus subgrid) turbulent kinetic energy E is:
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Fig. 9 Normalized vertical profiles of the y-averaged variances and fluxes: u′ 2/w2m (a), v′ 2/w2m (b), w′ 2/w2m
(c), w′θ ′/(wmθm) (d), u′w′/w2m (e), v′w′/w2m (f) at x = 5,000 m, t = 7 h for Case 1 (Vg = 2 m s−1). Open
squares/dashed lines represent the resolved contribution, filled circles/dash-dotted lines shows the subgrid-
scale contribution, filled triangles/full lines represent the total variable
123
64 F. Catalano, C.-H. Moeng










































































where ρ and p are deviations from the background hydrostatic profiles of the density ρ0 and
pressure p0. The terms in I represent the horizontal (ADV_h) and vertical (ADV_v) advec-
tion, II contains the horizontal and vertical shear production (S), III the buoyancy production
(B), and the last term ε accounts for small-scale turbulent dissipation. The first two terms in IV
represent the horizontal and vertical redistribution of turbulence by the pressure fluctuations
(P) and turbulent transport (T), while the last term is the return-to-isotropy contribution,
which is zero for an incompressible flow field. In the above equation we have implicitly
neglected, for simplicity, the advection and shear generation along y. The horizontal shear
production (first three terms of II) is negligible in all analyzed locations (not shown), despite
the fact that u′v′ (Fig. 8h) is large and varying from location to location; this is because u′v′
and ∂v/∂x are poorly correlated.
The WRF model is compressible and the pressure field is computed diagnostically from
the equation of state. We checked the flow divergence ∇ · V = ∂u/∂x + ∂v/∂y + ∂w/∂z
and found its magnitude significant (on the order of 10−4 s−1) even in the shallow PBL.
The divergence field is almost uniform in y (not shown). The y-averaged flow divergence is
shown in Fig. 10; it reveals wavy structures characterized by alternating bands of positive
and negative values with about 30◦ orientation with respect to the ground. A large band is
observed above the plateau, in correspondence with the region characterized by large neg-
ative buoyancy (Fig. 8e). The kink at the top of the slope may be an effect of the pressure
coordinate due to the sharp change in terrain inclination. With this large flow divergence field,
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Fig. 11 Normalized vertical profiles of the y-averaged TKE budget: x = 250 m (a), x = 1,750 m (b), x =
5,000 m (c), x = 9,000 m (d) at t = 7 h for Case 1 (Vg = 2 m s−1). The curves represent the different
terms in (11): ε (filled circles/full lines) is the dissipation, B (open circles/full lines) is the buoyancy, S (filled
squares/full lines) is the shear production, T (open diamonds/dotted lines) is the turbulent transport, ADV_v
(filled triangles/full lines) and ADV_h (open triangles/dashed lines) are, respectively, the vertical and hori-
zontal advection terms. The stability parameter zi /L , where L is the Obukhov length, shows the presence of
different regimes over the domain
we cannot separate the turbulent pressure fluctuations from those due to flow compressibility.
Hence we do not calculate the pressure term P.
To better characterize the nature of turbulence and to intercompare the TKE budget pro-
files in different zones of the domain, the quantities in Fig. 11 are normalized by w3m/zi .
Also, to show the relative importance of shear and buoyancy in different stability regimes of
the PBL, plots have been labelled with Deardorff’s stability parameter zi/L , where L is the
Obukhov length. The upper boundaries of the vertical axis in Fig. 11a and b reach the top of
the domain.
Comparison of the four frames in Fig. 11, which represent four selected locations, reveals
significantly different TKE budgets, even though they are all taken at the same time period
(t = 7 h). At the west-end boundary (x = 250 m), buoyancy production and small-scale
dissipation are the two major terms in the TKE budget (Fig. 11a). This is consistent with
the extremely negative stability parameter, zi/L = −57.5. However, due to the presence of
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a strong updraft (Fig. 5c), along with a significant negative vertical gradient of TKE in the
upper half of the PBL (Fig. 8a), there is also a significant contribution from shear production
S, turbulence transport T and vertical advection. A negative buoyancy flux layer about 300 m
thick is also present between zr/zi ≈ 0.8 and 1.2; such unusual large negative B has also been
reported by Patton et al. (2005) in their large-eddy simulation of a flat terrain with surface
heterogeneities. We cannot find any budget term to balance this large negative buoyancy and
discuss this later.
At x = 1,750 m (Fig. 11b), which is still over the ridge but has a strong influence from
the valley-flow circulation, the vertical shear production becomes the primary source of TKE
between zr/zi ≈ 0.3 and 1.2, while buoyancy dominates only in the lower part of the PBL.
Note that the PBL at this location has zi/L = −21.8 and, according to Deardorff (1972),
should be dominated by buoyancy production. The horizontal advection is also significant,
being negative in the lower half of the PBL but positive in the upper part. The redistribution
term T is quite small, except very close to the surface.
In the middle of the slope at x = 5,000 m (Fig. 11c), the TKE budget is dominated
by buoyancy production and small-scale dissipation in the lower half of the PBL. Near the
ground (up to zr/zi ≈ 0.3), positive contributions from vertical shear and vertical advec-
tion are also significant. A significant redistribution of energy by turbulent transport from
the lower half to the upper part of the PBL is also observed as at the other three locations.
This term is likely to be counterbalanced somewhat by the pressure redistribution P term
in the CBL (Moeng and Sullivan 1994) but unfortunately the P term cannot be estimated,
as mentioned before. In the middle of the valley (Fig. 11d) both buoyancy and shear are
large production terms below zr/zi ≈ 0.5, although buoyancy still dominates. Above 0.5zi ,
buoyancy becomes a large sink for TKE; the large TKE sink between zr/zi ≈ 0.5 and 1.7
is only partially balanced by the vertical transport of turbulence and the shear production.
Advection plays a negligible role in the TKE budget in the valley. A local maximum of shear
production can be observed at zr/zi ≈ 1.3, which is induced by the vertical shear of mean v
as evidenced from Fig. 5b. The stability parameter over the valley is comparable to that over
the slope but the TKE budgets in these locations (Fig. 11c, d) are similar only in the lower
half of the PBL. The major difference in the TKE budget above zr/zi = 0.5 in these two
locations is the much larger negative buoyancy term associated with the very strong capping
inversion over the valley. This unusually large negative buoyancy in the capping inversion is
also observed at x = 250 m.
To better clarify the nature of the large negative buoyancy in the inversion layers at x = 250
and 9,000 m, a quadrant analysis of the vertical heat flux was performed following Sullivan
et al. (1998). Figure 12 shows the resolved contribution of the normalized heat flux from
the four quadrants: w+θ+, w+θ−, w−θ−, w−θ+, where + and − represent the positive and
negative fluctuations from the y averages, as well as the total fluxes. In both locations wave
activity is present in the capping zone and above as suggested in Fig. 10. In the lower half of
the PBL, the total flux is dominated by the two positive quadrants, particularly by w+θ+ at
x = 250 m (Fig. 12a) due to the strong updrafts.
In the inversion layer at both locations, the two positive quadrants have similar mag-
nitudes, as do the two negative quadrants, which suggest the presence of wave motions.
However, the magnitudes of the two negative quadrants are much larger than those of the
two positive quadrants, which results in the very negative buoyancy flux there. Our quadrant
distributions in the inversion layer also differ from those of the entrainment heat flux analyzed
by Sullivan et al. (1998) where the entrainment flux is dominated by the second (cold air
rising) and the third (cold air sinking) quadrants. This suggests that our negative heat flux is
not due to entrainment. This puzzling negative heat flux in the inversion layer results in an
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(a) (b)
Fig. 12 Normalized vertical profiles of the y-averaged resolved buoyancy flux partitioned into four quadrants:
x = 250 m (a), x = 9,000 m (b) at t = 7 h for Case 1 (Vg = 2 m s−1). The signs + and – stand for the
positive and negative fluctuations with respect to the y averages. The total resolved heat-flux is shown by the
asterisk/full lines
unbalanced TKE budget that may be related to the compressibility of the WRF model; as
shown in Fig. 10, the flow divergence is non-zero and hence the role of pressure in redistrib-
uting energy in the simulated turbulent flow is questionable. As will be shown in the next
section, this large negative buoyancy and the associated imbalance in the TKE budget is not
observed in the presence of a stronger along-valley flow. This can be attributed to a damping
of the waves associated to the pressure fluctuations as the shear production terms increase.
Further investigation is needed.
4 Influence of a Strong Geostrophic Wind Along the Valley
We now examine Case 2, which has a larger geostrophic wind Vg = 10 m s−1 compared to
Case 1; all other parameters of the two simulations remain the same. Our discussion below
focuses mainly on the differences between the two cases to signify the effect of geostrophic
forcing. The maximum values of the surface heat flux are roughly the same as those in Case 1
but appear 1 h earlier (not shown). Again, at t = 9.5 h the positive surface heat flux becomes
zero or slightly negative throughout the domain; however, the sign change occurs earlier
(at about 6.5 h) over the valley. So, at t = 7 h we have an unstable PBL over the ridges and
the slopes, but a weakly stable PBL over the valley. As in Case 1, the most negative heat
flux occurs over the slopes at t = 11 h, but with a much larger magnitude; this time period
coincides with the onset of downslope winds (not shown). The differences between the two
cases can be explained by the feedbacks between shear and buoyancy forces. The kinematic
surface heat flux is given by:
w′θ ′s = ku∗ (θs − θ1) 1
ϕh
, (12)
where k is the Von Karman constant, θ1 is the temperature at the first model layer and ϕh
is a stability function. Initially, surface shear generated by both the valley circulation and
the geostrophic wind contributes to enhance u∗ and thus w′θ ′s . Later, when the mixed layer
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grows, the shear generated by the geostrophic wind is reduced (because ∂v/∂z becomes
smaller). The shear generated by the baroclinic circulation is instead sustained by the surface
temperature increase. This explains why the maximum values of the surface heat flux are
reached earlier in Case 2 but are roughly the same for both cases. The transport of warm air
from the upper levels towards the ground by subsidence in the valley causes the decrease
of (θs − θ1) and hence of the surface heat flux. In addition, as shown later, the capping
inversion over the valley is much stronger in Case 1, which effectively isolates the warm
inversion air from reaching to the first grid level. Thus, over the valley the sign change of
(θs −θ1) occurs later in Case 1. In other regions of the domain, the sign change of the surface
heat flux occurs at the same time in both simulations. When the surface heat flux becomes
negative, its magnitude is increased by the wind shear, and a negative value of w′θ ′s drives
the onset of downslope winds over the slopes. The other shear source in moderately stable
conditions is the geostrophically forced wind shear, and therefore the higher negative values
are observed in Case 2 over the slopes. Figure 13 shows the distribution of mean winds and
potential temperature for Case 2. The thermally-driven mean circulation is similar to that in
Case 1, but with a stronger upslope wind, a weaker return current and a weaker horizontal
breeze (Fig. 13a). Also, its return current is deeper, extending up to 1,700 m, while the depth
of the upslope wind remains equal to that of Case 1. The mean v wind (Fig. 13b) shows no
tunnelling over the valley due to the lack of a capping inversion layer (Fig. 13d). The mean
vertical velocity (Fig. 13c) reveals a stronger updraft over the west end of the ridge than that
in Case 1, and also shows several updrafts along the slopes and in the valley. These updrafts
are associated with streaks along the y-direction over the foot of the slope and the valley,
which extend vertically through the entire PBL depth (not shown). Of particular evidence
is a counter-clockwise vortex street along the foot of the slope, which extends horizontally
from x ≈ 6,200 m to x ≈ 7,500 m.
On average zi is characterized by a more rapid evolution and the PBL top reaches higher
levels compared to Case 1, in agreement with the observations taken for various strongly
sheared convective boundary layers by Fedorovich and Conzemius (2008). The maximum
value of zi ≈ 950 m (vs. ≈850 m in Case 1) is attained at t = 7 h near the side boundaries
over the ridges and persists until 9 h; after that time a sharp decrease in the PBL height accom-
panies the vanishing of the positive surface heat flux over the ridges (not shown). There is
also a deepening of the PBL in proximity of the base of the slopes during the transition to
the weakly stable regime occurring from 7 to 9 h; here the depth of about 600 m is associ-
ated with the formation of two-dimensional rolls, as evidenced from the mean wind fields
(Fig. 13a, c).
Maximum TKE values are about 1.7 times higher than those in Case 1 (not shown), con-
firming the noticeable influence of the wind shear, especially in the upper part of the PBL. As
in Case 1, the maximum TKE occurs near the west-end boundary. A fairly good correlation
between zi and the level at which TKE decreases significantly is observed only over the slope
and the eastern part of the ridge, where the PBL top again reveals an angle close to the slope
inclination.
Next we apply the scaling described in Sect. 3.5 to the vertical profiles of second-moment
statistics, again taken in the middle of the slope (where the surface heat flux is still positive).
The lower maximum of the u variance (Fig. 14a) is slightly greater than that in Case 1. The
secondary maximum in Case 1 above the PBL disappears here, which will be shown later
to relate to the larger geostrophic wind that reduces the horizontal advection along x . The v
variance profile (Fig. 14b) is similar to Case 1, although the surface maximum is 1.5 times
larger and the upper peak is shifted upward to zr/zi ≈ 3; this shift can be explained by
the presence of intense wind shear at this level. As expected for a less buoyancy dominant
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Fig. 13 y-averaged vertical cross-sections of the wind components: u (a), v (b), w (c) and isotherms (d) at
t = 7 h for Case 2 (Vg = 10 m s−1)
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Fig. 14 Normalized vertical profiles of the y-averaged variances and fluxes: u′ 2/w2m (a), v′ 2/w2m (b),
w′ 2/w2m (c), w′θ ′/(wmθm ) (d), u′w′/w2m (e), v′w′/w2m (f) at x = 5,000 m, t = 7 h for Case 2
(Vg = 10 m s−1). Open squares/dashed lines represent the resolved contribution, filled circles/dash-dotted
lines shows the subgrid-scale contribution, filled triangles/full lines represent the total variable
PBL, the normalized vertical velocity variance (Fig. 14c) peak is less than that of Case 1
and located higher at zr/zi ≈ 0.5, which agrees with the LES results of Sorbjan (2004)
for a strongly sheared baroclinic convective boundary layer. The normalized u′w′ profile
123
Weather Research and Forecasting Numerical Model 71
(a) (b)
(c)
Fig. 15 Normalized vertical profiles of the y-averaged TKE budget: x = 1,750 m (a), x = 5,000 m (b), x =
9,000 m (c) at t = 7 h for Case 2 (Vg = 10 m s−1). The curves represent the different terms in (11): ε (filled
circles/full lines) is the dissipation, B (open circles/full lines) is the buoyancy, S (filled squares/full lines) is
the shear production, T (open diamonds/dotted lines) is the turbulent transport, ADV_v (filled triangles/full
lines) and ADV_h (open triangles/dashed lines) are, respectively, the vertical and horizontal advection terms.
The stability parameter zi /L , where L is the Obukhov length, shows the presence of different regimes over
the domain
(Fig. 14d) is similar to that of Case 1, but the negative value is smaller and extends up to
the top of the PBL; also, the secondary peak in Case 1 at zr/zi ≈ 2.2 is not present here.
Vigorous surface shear is shown in the v′w′ profile (Fig. 14e) up to 0.5zi ; the magnitudes
are about 2.5 times higher than those in Case 1. A modest positive flux is shown just above
the PBL top, which may be associated with the presence of gravity waves. It is interesting to
note that, in this case such an upper-level secondary large flux appears in the v-flux profile,
while in the case of the weak geostrophic condition, the secondary large flux shows up in the
u flux. The heat flux (Fig. 14f) is similar to that in Case 1 except for the presence of a deep
negative flux layer between zr/zi ≈ 2.5 and 3.5; as shown later, this is related to the strong
shear generation of turbulence at this level.
The normalized TKE budget at various locations is shown in Fig. 15, and again differs
significantly from location to location. In the middle of the ridge (Fig. 15a) the buoyancy
production is important in the lower half of the domain, while the vertical shear dominates in
both the surface layer and the upper half of the PBL. An entrainment layer (i.e., the negative
buoyancy flux layer) is present between zr/zi ≈ 1.5 and 2. Horizontal advection is negative
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in the lower half of the PBL and becomes positive above zr ≈ zi , and between zr/zi ≈ 1
and 2 both horizontal advection and vertical shear contribute significantly to the production
of TKE, and which balance dissipation and the negative buoyancy. The stability parame-
ter zi/L = −6.6 indicates an unstable regime, but its magnitude is about 3 times smaller
than that in Case 1 due to the increasing importance of surface shear. The redistribution by
turbulent transport is negative below zr/zi ≈ 0.8 and positive up to zr/zi ≈ 2.
In the middle of the slope (Fig. 15b) the most important contributions to the production
of turbulence are the shear and the vertical advection up to zr/zi ≈ 0.2, while in the remain-
ing part of the PBL, buoyancy prevails. At zr/zi ≈ 3, in correspondence with the interface
between the return current and the stratified atmosphere above, buoyancy destruction in the
entrainment zone is nearly balanced by the shear. In the middle of the valley (Fig. 15c) we
have near-neutral conditions (zi/L = 0.2) and hence the friction velocity is the appropriate
parameter for scaling the TKE budget profiles. The small-scale dissipation nearly balances
the shear production, which is typical of a near-neutral PBL (e.g., Moeng and Sullivan 1994).
It is worth noting that Case 2 does not show any imbalance in the TKE budget at any
location, and can be attributed to a damping of the wave modes excited by convection (and
the resulting pressure correlations) in the presence of a greater shear generation.
5 Summary and Conclusions
The turbulent structure of a complex PBL driven by (a) a non-uniform surface heating, and
(b) an along-valley geostrophic wind Vg is investigated by means of large-eddy simula-
tion (LES). The three-dimensional non-hydrostatic meteorological model WRF is modified
to include a new formulation for the SGS length scale. Turbulent flow over a ridge-valley
topography, symmetrical in x and uniform in y, is simulated with a LES grid resolution to
explicitly resolve the energy-containing turbulent eddies. The thermally driven circulation
is generated by imposing a sinusoidal time change of the surface temperature; the surface
heat and momentum fluxes are then computed based on Monin–Obukhov surface similarity
theory. The approach results in a simulated surface heat flux that responds to the valley-flow
circulation. We focus on the daytime circulation, i.e., the upslope flow. Two cases are simu-
lated, with Vg = 2 and 10 m s−1, to investigate the influence of the along-valley geostrophic
wind on turbulence properties.
Turbulence statistics vary from location to location due to topography, and we define the
ensemble statistics as averages along y (along the valley) and also over a time period of
40 min. The first-moment statistics show the characteristics of the mean flow, which consists
of two symmetrical upslope circulations. The surface heat flux reveals complicated time and
space distributions. The largest positive surface flux occurs about 2 h before the maximum
ground temperature and during the transition from upslope to downslope flows the largest
negative flux occurs near the foot of the slope. In both cases the PBL over the ridge is much
deeper than that in the valley, and the growth line of the PBL over the slope (and even extend-
ing into the ridge) roughly corresponds to the slope angle. The PBL structure differs from
the idealized CBL over a uniform surface. Even when the stability parameter indicates a
very unstable CBL, the shear production is as important as (or even dominates) the buoyancy
production in generating turbulence in many regions, particularly over the ridge where the
valley-flow circulation creates a strong vertical shear of the mean u. The TKE budget varies
significantly at different regions over ridge, slope and valley.
For the case Vg = 2 m s−1, a horizontal breeze, from valley towards the ridge, appears near
the top of the PBL (which happens to be at about the ridge height) over the valley and extends
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to the slope region. This breeze merges with the upslope wind and significantly increases
its depth at the top of the slope. The horizontal breeze, along with the return current, also
leads to a secondary circulation over the valley, which may significantly affect the vertical
distribution of air pollution in the valley. Associated with this westward horizontal breeze
is a strong northward wind (tunnelling along the valley) again at about the ridge height. For
the case Vg = 10 m s−1, the horizontal breeze is weaker and the tunnelling wind disappears,
which may be due to the change in strength and height of the capping inversion over the
valley.
For the case Vg = 2 m s−1, a strong capping inversion forms over the valley at a height
of about 400 m, which is about the ridge height, as a result of the strong subsidence induced
by the return current of the thermal circulation. This capping inversion weakens for the case
Vg = 10 m s−1 because of: (a) a deeper earlier CBL over the valley, which grows above the
ridge height, and (b) the formation of a two-dimensional roll-like structure over the valley
and at the foot of the slope due to the larger shear during the transition to the stable regime.
The TKE over the slope exhibits a secondary peak above the PBL due to the horizontal
advection of turbulence (carried by the return current), which may significantly affect the
dispersion process there. With strong geostrophic wind forcing, this horizontal advection
effect is much reduced, but a large v variance appears at zr ≈ 3zi over the slope due to the
much stronger shear at that level. Over the slope, the CBL reveals some unusual features. For
example, in both cases, the capping inversion at the top of the CBL is largely diminished due
to the formation of the horizontal breeze and the return current. For the case Vg = 10 m s−1,
an entrainment heat flux occurs at the interface between the return current and the strati-
fied atmosphere above, around zr ≈ 3zi , where the negative buoyancy balances the shear
production of TKE.
We show that the LES technique can be used to study higher-moment turbulence statistics
such as variances, fluxes, TKE budget, and how they are distributed over different regions of
an idealized complex terrain. Despite the fact that these higher moment statistics are of great
importance to PBL applications such as air pollution and wind farm siting, they have not been
thoroughly investigated at a spatial resolution as high as 50 m in previous LES studies over
variable orography. The results of our study show that, even with a certain degree of ideali-
zation, spatial inhomogeneities in terrain elevation considerably modify the mechanisms of
turbulence generation and redistribution under convective conditions, introducing significant
shear production and advection terms in the TKE budget.
Imposing the surface temperature anomaly as the thermal forcing, even neglecting the
interaction with the soil capacity, allows coupling between surface thermal and momentum
fluxes, which is a step towards the reproduction of real conditions where the surface heat
flux over the slopes significantly differs from that over the valley or the ridges. In fact, most
previous LES studies considered a constant stationary surface heat flux, which is not realistic
under variable terrain elevation.
The present non-stationary LES investigation reveals that the PBL characteristics (e.g. its
depth and the stability regime) are governed by mechanisms that change during the daytime
evolution, depending on the relative importance of thermal and shear forcing. This implies
that different scaling parameters should be used in the analysis of turbulence statistics at
different times of the day and also for different regions of the domain, according to the local
stability regime defined by the sign of zi/L . Furthermore, the PBL height itself must be
defined locally and its determination method depends on the sign of the surface heat flux.
Turbulent motions in a valley circulation are not explicitly reproduced by mesoscale models
with typical horizontal grids larger than 1 km. Furthermore, PBL schemes currently used in
mesoscale models are one-dimensional in height and do not include the effects of horizontal
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transport. We show here that the complex turbulence structure over a valley and its signifi-
cant horizontal heterogeneity has a large impact on the mesoscale circulation, particularly the
buoyancy flux redistribution. This effect should be included as additional source/sink terms
in future PBL schemes.
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