Abstract. This paper presents a new method that aims at improving semantic indexing while reducing the number of indexing terms. Indexing terms are determined using a minimum redundancy cut in a hierarchy of conceptual hypernyms provided by an ontology (e.g. WordNet, EDR). The results of some information retrieval experiments carried out on several standard document collections using the EDR ontology are presented, illustrating the benefit of the method.
Introduction
The main idea of semantic indexing is to use word senses rather than, or in addition to the words 1 for indexing documents, in order to improve both recall (by handling synonymy) and precision (by handling homonymy and polysemy). However, the related experiments reported in the Information Retrieval (IR) literature lead to contradicting results: some claim that this substitution (or addition), carried out in an automatic way, degrades the performances [1] [2] [3] [4] ; for others conversely, the gain seems significant [5] [6] [7] [8] [9] .
Although it seems desirable for document indexing to take a maximum of semantic information into account, the resulting expansion of the data processed could happen to be counter-productive. Indeed, the growth of the number of indexing terms not only increases the processing time, but could also reduce the precision: discriminating documents by using a very large number of indexing terms is a hard task ("curse of dimensionality" effect). This problem is not new, and various techniques aiming at reducing the size of the indexing set already exist: filtering by stoplist, part of speech tags, frequencies, or through statistical techniques such as LSI [10] or PLSI [11] . However, most of these techniques are not adapted to the case where an explicit semantic information is available in the form of an ontology, i.e. with some underlying formal -not statisticalstructure.
The focus of the work presented here is to use ontologies to create semantic indexing sets of "sensible" sizes. This relates, but from a different point of view, with experiments reported in [8] , [12] or [9] , which uses the synsets (or hypernyms synsets [9] ) of WordNet as indexing terms. Our work goes one step ahead, selecting the indexing set using an information theory based criterion, the Minimum Redundancy Cut (MRC, see Fig. 1 ). This criterion is applied to the inclusive "is-a" relation (hypernyms) provided by the EDR taxonomy [13] .
Ontology-Cut Model

Goals
The choice of the appropriate hypernym (a concept in the ontology) to be used for representing a word is not easy: be it too general, the performances of the system will degrade (lack of precision); be it too specific, the indexing set will not reduce enough, preserving some distinction between words with close senses (lack of recall).
To select the appropriate level of conceptual indexing, we consider cuts in the ontology. A cut is a minimal set 2 of nodes in the ontology defining a coverage of all the leaf nodes (i.e. words). Each node in the cut is used to represent every leaf node it dominates.
The problem is to find a computable strategy to select an optimal cut. For a related task, Li and Abe [14] use the Minimum Description Length principle (MDL). Although easy to compute, this criterion has the drawback in practice (with EDR) of often selecting as a cut the root of the ontology, which is not really useful for document indexing. We rather propose to use a new criterion, based on information theory, that selects a cut for which the redundancy is minimal, i.e. a cut where the degree of description of the indexing features in the ontology is as balanced as possible (maximum entropy).
Minimum Redundancy Cut (MRC)
Let N = {n i } and W respectively be the set of nodes and the set of words in the ontology. A cut Γ is defined as a minimal subset 2 of N which covers W. A probabilized cut M = (Γ, P ) consists of a cut Γ with a probability distribution P on it. From now on, the probabilized cut M = (Γ, P tf ) is considered, where P tf is defined by the relative frequencies of the words in the collection:
f (n i ) being the number of occurrences of the node n i in a document collection D, and |D| the total number of word occurrences in this collection. To compute f (n i ), we consider that an occurrence of n i happens whenever some of its hyponym words occurs. The redundancy R(M ) of a probabilized cut M = (Γ, P ) is defined as [15] :
where H(M ) = − n∈Γ P (n) · log P (n) and |M | denotes the number of nodes in the cut Γ . Minimizing the redundancy is equivalent to maximizing the ratio between the entropy of the cut, H(M ), and its maximum possible value, log |M |, i.e. balancing the probabilities of the nodes in the cut so far as it could.
To illustrate MRC with a toy example, consider the ontology given in Fig 
0.3704 0.5926 0.0370 −P tf (n) log 2 P tf (n) 0.5307 0.4473 0.1761
In this example, it can checked by examining each of the 2036 possible cuts that the global MRC is the one displayed on Notice that R does not necessarily have a unique minimum on all possible cuts, but may rather have several equally minimal cuts. In practice, this can easily be overcome, considering for instance any of the minimal cuts or those having a minimal number of nodes, or the minimum average depth of the nodes, etc.
Finding a MRC
In order to identify global MRC, the whole set of possible cuts has to be considered. We thus decided to give up global optimality for the sake of tractability and focussed rather on more efficient heuristics.
The algorithm we propose for finding a MRC starts from the cut containing all the leaves and iteratively modifies it by systematically choosing the replacement of a node by its parent or its children 3 that minimizes the redundancy. More precisely, for each node n i in the current cut, we consider on one hand n i ↓ , the (set of) children of n i , (see Fig. 3a ) and on the other hand n i ↑ , the (set of) parents of n i (see Fig. 3b ). The cut with minimal redundancy among these new considered cuts (and the current one) is kept, and the search continues as long as better cuts are found. The full algorithm 4 is given on Fig. 3 .
Experiments
To evaluate the benefit of the MRC indexing method, we carried out several experiments with some of the standard document collections of the Smart [16] system 5 and ontologies generated from the EDR Electronic Dictionary [13] . EDR gathers information about approximatively 420, 000 "words" of different types (including compounds and idiomatic expressions); organized into ≈ 490, 000 concepts, with ≈ 500, 000 super/sub relations between them. The two different ontologies provided by EDR were used: a very large scale general ontology and a smallest one specialized on information science.
For the evaluation, the vector-space Smart information retrieval system and an external lemmatizer 6 (which also acts as a tokenizer) are used. A filtering based on the POS tag is also carried out (but no stoplist, nor frequency filtering). The new indexing sets are produced while preprocessing the data as follow:
1. First of all, the textual information (title and contents) is aggregated for each document and query; all other informations (authors, sources, etc.) are removed; then, documents and queries are tokenized and lemmatized by the third-party tool 6 , and filtered based on their POS tag (name, adjective, verb and adverb are kept).
3 Due to the DAG structure of the ontology, this replacement can involve more than one node in the cut. 4 In practice, several optimizations can be made, which do not conceptually change the algorithm and are thus not presented here for the sake of clarity. 
Then we look for the correspondences between the tokens in a document
and the entries (leaves) in the ontology, with the lexical string first and the lemmatized form then, if necessary. Tokens without correspondence in the ontology are indexed in the standard way. The coverage rate 7 of the collections by the ontology was 90% in average.
Then the hierarchy of concepts related to the tokens found in the ontology
is expanded by: (a) in a first set of experiments, selecting all possible senses (relying upon the mutual reinforcement induced by collocations to have a sort of disambiguation); (b) in a second run of experiments, selecting only one sense, always the same independently of the context, e.g. the most frequent one 8 . 4. An MRC cut is then computed with the algorithm previously presented (in practice, we limit the cut only to the nodes covering words contained in the documents, but neither the whole ontology, nor the words in the queries are considered). 5. Finally, the tokens in both documents and queries are substituted by the identifiers of the concepts which subordinate them in the cut determined at the preceding step. Tokens of the queries which do not occur in the documents and are not subordinated by a node of the cut are ignored. Recall TIME collection Fig. 4 . Precision-Recall curves for several indexing methods (see Fig. 1 and table 1 ) on the ADI, TIME, CACM and MED collections Table 1 gathers the index size and Mean Average Precision (MAP) 9 results for the IR experiments carried out. In Fig. 4 , we furthermore provide the precisionrecall curves for the four most interesting collections.
Discussion and Conclusion
Five main conclusions can be drawn out of these experiments:
1. Using adapted additional semantic information can enhance the indexing of documents, and thus the performances of a IR system. The results of semantic (ontology-based) indexing (columns (c), (c1), (d) and (d1)) are indeed better than the baseline system for four of the collections, but slightly worse on the MED collection. This can be explained by the specificity of the vocabulary of these collections and their adequacy with the semantic resource. ADI and CACM have an important technical vocabulary well covered by the EDR ontology, whereas the MED collection has an extremely specific vocabulary, for which the EDR ontology is not adapted. Moreover, although the vocabulary of TIME is very general, semantic indexing methods perform well on it. Finally, the CISI collection present documents with a significant number of dates, proper names, etc., for which the POS filtering seems to have annoying consequences; the low performances clearly indicating an initial loss of informations.
The results presented here confirm those obtained with similar experiments using WordNet [17] , which has a quite different structure than EDR. 2. The overall performance of MRC indexing ((d) and (d1)) is better than indexing with direct hypernyms ((c) and (c1)) on ADI, TIME and CACM, both on MAP measure and precision-recall curves. MRC is often ahead, with a noticeably smaller indexing set. It furthermore performs better both on specific vocabulary in adequacy with the ontology (ADI, CACM) and on general purpose large documents (TIME), which is a good omen for the future of the method. 3. Semantic disambiguation, even rudimentary, appears to be necessary. Indeed, the simple heuristics consisting in removing semantic ambiguities by choosing, for a given word, always the same of its senses 10 already allows a significant increase in the performances.
The expected mutual reinforcement of collocations as a kind of "natural" disambiguation does actually not occur. The reason is that the number of 9 The "Mean Average Precision" is the average precision of all relevant documents for a query, averaged over all queries as given by the trec_eval system (http://trec.nist.gov/trec_eval). 10 I.e. doing "Word Sense Disambiguation" independently of the context. Notice that this choice is made prior to the computation of a MRC. Thus the MRC with WSD is not at all related to the one without. It can even be closer to the leaves, having then more nodes as for instance in (d) vs (d1) on the MED collection.
different senses of ambiguous words tends to give more importance to the most ambiguous terms, i.e. increases the cosine measure between queries and documents with ambiguous word, which may not be relevant. Anyway, these results urge on the use of a proper WSD procedure for further improving the results. 4. The results obtained on the TIME collection are illustrating the benefit of the method quite well: comparing indexing size and performance increase between columns (c) and (c1) on one hand, and (d) and (d1) on the other, clearly shows that choosing one concept among many is of real importance at the level of synset indexing (c), whereas it as much less impact at the level of higher cuts in the hierarchy (d). This shows that the description level chosen by the MRC cut (d) has reached a level of generalization which is good enough for the targeted discrimination task, indexing the documents correctly enough so as not to fall into semantically meaningless (polysemic) details. 5. As a final evaluation, we tried different weighting schemes in trec_eval. As expected, schemes including idf were always giving better results. For this reason, we had the idea to evaluate the impact of idf weighting early on the computing of MRC, i.e. changing P tf of Eq. 1 for
Although this is no longer a probability distribution on Γ , this weighting gave better results: The conclusion is that weighting plays definitely an important role (this is not new!) and should be closely watched. It would for instance certainly be interesting to confront the results presented here with similar experiments using other weighting schemes, such as Lnu weighting for example, which is known to be more reliable for handling noisy data and dealing with long documents.
As another future work, we also plan to generalize this technique with ontologies modelling thematic relationships between terms, in addition to a hierarchical structure of hypernyms. It would be also interesting to use better WSD procedure.
