Abstract. We show that every local polynomial diffeomorphism (f, g) of the real plane such that deg f ≤ 3, deg g ≤ 3 is a global diffeomorphism.
Introduction.
In [4] Pinchuk presented a polynomial mapping F :
such that F is not a global diffeomorphism although Jac(F ) > 0 everywhere in R Recall that Jac(f, g) is given by Jac(f, g) = f x g y − f y g x . The condition Jac(f, g) > 0 guarantees that (f, g) is a local diffeomorphism. For the proof of our main result we need a sequence of lemmas.
Lemmas
be a polynomial mapping with a positive Jacobian. If for all t ∈ R the level sets {f = t} are connected then (f, g) is a global diffeomorphism.
Proof. Every injective polynomial mapping from R 2 to itself is bijective (see [1] , [5] ). Therefore it suffices to show that (f, g) is an injection.
Suppose to the contrary that (f, g)( 
Proof. Under the above assumptions the mapping (f, g) is proper and hence is a diffeomorphism. For the details we refer the reader to [2] , Proposition 2.1.
Let f ∈ C[x, y] be a polynomial with a finite number of critical points. Set µ(f ) = p∈C 2 (f x , f y ) p where (f, g) p denotes the intersection multiplicity of polynomials f and g at a point p. Proof. The sum p∈C 2 (f x , f y ) p extends over all solutions of the system f x = f y = 0. Since both partial derivatives have real coefficients, together with any complex solution p the system has the conjugate complex solution p. From the definition of intersection multiplicity (see [6] ) it follows that (f x , f y ) p = (f x , f y )p. Therefore it suffices to count the terms of the above sum in pairs to get the lemma.
In order to state subsequent lemmas we need a few notations. Let f = α∈N 2 a α x α 1 y α 2 be a polynomial. We call the set
the Newton polygon of f . Here conv(A) denotes the convex hull of a set A.
To shorten notation we write
. Expanding the polynomial f (t ξ 1 x, t ξ 2 y) with respect to powers of t we get f (t
+ terms of lower degrees. For large t the sign of the right-hand side is determined by the sign of f
is everywhere positive, then the polygon ∆ f has vertices at points with even coordinates only. [3] ) in the form suitable for our purposes. 
Proof of Theorem 1.
In the course of the proof we will often replace a mapping (f, g) 1, (f, g) is a diffeomorphism. In the second case (0, 0) is a critical point of f , which is impossible because Jac(f, g) > 0.
From now on we assume that deg f = deg g = 3. If the leading homogeneous parts of the polynomials f and g do not have a common nonzero root then by Lemma 2, (f, g) is a diffeomorphism. If they have, then without loss of generality we can assume that their common root is (0, 1) (we apply a linear change of coordinates). Then we have f . Moreover, we may assume that a = 0. Indeed, for A = 0 we can replace f by f = f − (a/A)g and for A = 0 we change the roles of f and g. This gives ∆ f ⊂ C 1 and ∆ g ⊂ C 9 .
Two cases can occur: (1) (2, 1) ∈ ∆ f , and (2) (2, 1) ∈ ∆ f .
Analysis of case (1). We have f
. Hence we may assume that (3, 0) ∈ ∆ f and so ∆ f ⊂ C 3 . By Kouchnirenko's theorem if ∆ f = C 3 or ∆ f = C 4 then µ(f ) = 3 (see the Example at the end of the previous section). By Lemma 3 in both cases a polynomial f has a real critical point. For ∆ f = C 5 direct easy computations show that f has a real critical point. All these cases are excluded. Hence ∆ f ⊂ C 6 .
Let us write f = f 1 (x)y + f 2 (x). If f 1 (x) has a constant sign then the level sets {f = t} are connected, because they have equations y = (t − f 2 (x))/f 1 (x), and by Lemma 1, (f, g) is a diffeomorphism. If there is x 0 such that f 1 (x 0 ) = 0 then without the loss of generality we may replace (f, g) with (f (x + x 0 , y) − f (x 0 , 0), g(x + x 0 , y)). This reduces the Newton polygon of f to ∆ f ⊂ C 7 . If (1, 1) ∈ ∆ f then an easy computation shows that f has a critical point, which is impossible. Therefore ∆ f ⊂ C 8 .
Consider the Newton polygon ∆ g . We have ∆ g ⊂ C 9 . Suppose that (0, 2) ∈ ∆ g . Then by Corollary 2 applied to (0, 2) ∈ ∆ g and (2, 1) ∈ ∆ f the Jacobian Jac(f, g) would change sign. Thus (0, 2) ∈ ∆ g and ∆ g ⊂ C 10 . Note that (0, 1) ∈ ∆ g because otherwise Jac(f, g)(0, 0) = 0. Fix a direction ξ = (−1, 1) and put J = Jac(f, g). We can write f (2) . We have ∆ f ⊂ C 2 and ∆ g ⊂ C 9 . By Corollary 2 it is impossible that both (0, 2) ∈ ∆ f and (1, 2) ∈ ∆ g . Assume first that (1, 2) ∈ ∆ g . Then ∆ g ⊂ C 1 . If (2, 1) ∈ ∆ g then we can put f = g, g = −f and the proof for a pair ( f , g) has already been given. If (2, 1) ∈ ∆ g then ∆ g ⊂ C 2 . Comparing the Newton polygons of f and g we see that there is a constant c such that the polynomial g = g − cf is of degree 1 or 2. We have checked this case at the beginning of the proof.
Analysis of case
Assume now that (0, 2) ∈ ∆ f . Then ∆ f ⊂ C 11 . If (1, 1) ∈ ∆ f then it is easily seen that f has a critical point, which is impossible. Hence ∆ f ⊂ C 12 .
If (0, 1) ∈ ∆ f then all level sets {f = t} are connected and by Lemma 1 the map (f, g) is a diffeomorphism.
If (0, 1) ∈ ∆ f then the polynomial f depends on the variable x only. Moreover, f has no critical point and consequently the level sets of f are (single) straight lines. Hence by Lemma 1, (f, g) is a diffeomorphism.
