ABSTRACT. We compute the rational cohomology of the universal family of smooth cubic surfaces using Vassiliev's method of simplicial resolution. Modulo embedding, the universal family has cohomology isomorphic to that of 2 . A consequence of our theorem is that over the finite field q , away from finitely many characteristics, the average number of points on a smooth cubic surface is q 2 + q + 1.
and the canonical projection map U → M is a fiber bundle, whose fiber over S ∈ M is exactly S ⊂
3
. This is the 'universal family' of cubic surfaces with embeddings in 3 , in the sense that a family of embedded smooth cubic surfaces corresponds to a pullback of this bundle by a map to M .
The automorphism group of 3 is PGL(4, ) and this group takes cubic surfaces to cubic surfaces, preserving smoothness. In particular the projection map π : U → M is PGL(4, )-equivariant. Vassiliev showed (in [Vas99] ) that the space M has the same rational cohomology as PGL(4, ) and it following results of Peters-Steenbrink ( [PS03] ) this isomorphism is induced by the orbit map given by g → g(S 0 ), for any choice of S 0 ∈ M (see Theorem 2.5). See also Tommasi ([Tom14] ).
The main result of this paper is that the rational cohomology of U is isomorphic to that of PGL(4, ) × 2 . The key tool in our proof of Theorem 1.1 is simplicial resolution à la Vassiliev. Considering the combinatorics of how the marked point is situated with respect to possible singularities on the surfaces makes the casework fairly complicated. We devote all of Section 3 to this computation, while Section 2.2 contains the rest of the proof.
1.1. Applications: moduli space, representations of W (E 6 ) and point counts. We now give a few applications of Theorem 1.1.
Cohomology of moduli spaces. The map π : U → M is PGL(4, )-equivariant and each orbit (in either M or U) is closed (see e.g. [ACT02] ). Further, two cubic surfaces are isomorphic exactly when they are in the same PGL(4, )-orbit. Thus, passing to the geometric quotient gives a bundle For comparison, it was known previously that 3,3 is -acyclic; see Theorem 2.5 below.
Monodromy and the normal cover with deck group W (E 6 ). One way of trying to compute H * (U; ) would be to use the fiber bundle U → M . Since the fiber over a surface S ∈ M is exactly S ⊂ 3 , this provides a spectral sequence
where the coefficients are twisted by the monodromy action of π 1 (M ) on , which also equals the anticanonical class; or the strict transform λ of a line when S is identified with 2 blown up at 6 points. Every cubic surface S famously contains 27 lines and a choice of any 6 disjoint lines out of the 27 when blown down produces 2 (see for instance [Har77, Section V.4, specifically Proposition V.4.10]). It is then straightforward to see that the classes of 6 such (disjoint) lines, along with either η or λ is a basis of H 2 (S). The monodromy action keeps η invariant since it preserves the embedding S ⊂ 3 , but it does not preserve the choice of lines-in fact it must be transitive on the choices of 6 disjoint lines. It does act by a finite group, the automorphism group of the intersection pairing of the 27 lines, which can be identified as the Weyl group W (E 6 ) of the root system E 6 (see [Man86, Remark 23.8 .2], also [Jor89; Har79]). As a representation of W (E 6 ), we get a decomposition of H 2 (S) into a one-dimensional trivial representation spanned by η and a copy of the irreducible fundamental representation of W (E 6 ), denoted V fund , spanned by the projections of any 6 disjoint lines. Thus,
So to use the Serre spectral sequence, for U → M , we would need to compute H p (M ; V fund ). The finite quotient π 1 (M ) → W (E 6 ) corresponds to a normal cover M (27) of M , whose points are given by decorating each S ∈ M with a choice of ordering of the 27 lines, consistent with some chosen intersection pattern. Thus by transfer, we would need the multiplicity of V fund in H * (M (27); ). As the following corollary shows, it is in fact possible to turn this argument backwards and use Theorem 1.1 to compute this multiplicity. Proof of Corollary 1.3. By Bezout's theorem, η 2 = η ∪ η ∈ H 4 (S) is 3 times the fundamental cohomology class of S and of course η 3 = 0. Moreover the pullback of a generic hyperplane to U under the map U → 3 further pulls back to η for every inclusion S ⊂ U, so we also denote this class by η ∈ H 2 (U). By Theorem 1.1,
. But in the Serre spectral sequence for the bundle U → M from above, the E 2 page has three rows (q = 0, 2, 4), which consist of 
so this irreducible representation cannot occur in any H p (M (27)).
Remark 1.5. The vanishing of the differentials is consistent with the bundle U → M having a (continuous) section. In fact, the existence of such a section, along with the result that H * (M ; V fund ) = 0 would be sufficient to recover Theorem 1.1.
Point counts over q . The spaces U and M as defined are (the complex points of) quasiprojective varieties defined by integer polynomials. To be more explicit, the discriminant ∆ is an integer polynomial, as are the polynomials defining the incidence of a point and a cubic surface. For a finite field q of characteristic p, we can base change to q . That is, reducing the defining polynomials mod p defines spaces
and a projection map
. For p = 3, the discriminant ∆ continues to characterize singular polynomials, so M ( q ) is the space of smooth cubic surfaces defined over q (where a homogeneous cubic polynomial is smooth if it is smooth at all q points). Similarly, U( q ) is the space of pairs (S, p) of smooth cubic surfaces S and points p defined over q such that p ∈ S. Thus,
is the average number of q points on a cubic surface defined over q . For a smooth quasiprojective variety Y , the q points are exactly the fixed points of Frob q on Y ( q ) and #Y ( q ) is determined by the Grothendieck-Lefschetz fixed point formula (see e.g. [Mil13] ):
where is a prime other than p. Further, there are comparison theorems implying isomorphisms
away from a finite set of characteristics (see e.g. [Del77, Théorème 1.4.6.3, Théorème 7.1.9]). This formula lets us use our results to deduce consequences about #U( q ).
Applying the fixed-point formula to each S we get #S( q ) = q 2 + (t + 1)q + 1, where t is the trace of Frobenius on the complement of η ∈ H 2 (S) described above. Frobenius must act on H 2 (S) by some element of W (E 6 ), so the possible values of t are given by the character of W (E 6 ) on the fundamental representation, namely the set {−3, −2, −1, 0, 1, 2, 3, 4, 6}. Serre asked (e.g. in [Ser12, Section 2.3.3]) which t can occur over all surfaces S defined over each q.
). For q = 2, 3 or 5, the value t = 6 is impossible. These are the only exceptions. That is, for every other possible value of t and q, there is some cubic surface over q with that value of t.
Fixing a q, the average number of over all S has to be q 2 + q + 1 + q(t average ). The following corollary of Theorem 1.1 shows that t average = 0. 
Thus the average number of points defined over q on a smooth cubic surface defined over q is exactly
To the best of our knowledge, the point count for U( q ) and the consequence about the average number of points is new. The average number of points on irreducible (but not necessarily smooth) cubic surfaces was known to also be q 2 + q + 1 by N. Elkies (see [Kap13, Section 2.4]) using different methods.
Proof of Corollary 1.8. By the Grothendieck-Lefschetz fixed point formula (Eq. (1.6)) and Theorem 1.1 we obtain
Remark 1.9. For comparison, by Theorem 2.5,
The q 4 factor arises from the difference in dimensions of M and PGL(4).
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RATIONAL COHOMOLOGY OF THE INCIDENCE VARIETY
2.1. Definitions and setup. Much of the following is analogous to [Das18] , although here we are looking at the incidence variety of smooth cubic surfaces and points instead of lines. From now on we will work over the field of complex numbers. 
The preimage of X under the projection π : (F, p) → F is the incidence variety of smooth polynomials and points and will be denoted by X . Again taking the quotient by × , we get the incidence variety of smooth cubic surfaces and points:
The projection U → M is a fiber bundle, which we will also denote by π. Each of the incidence varieties also comes equipped with another projection, to 3 ; each of these maps is in fact a fiber bundle (Π → 3 happens to be a vector bundle). We will denote the fiber over p ∈ 3 in Π, X and U by Π p ∼ =
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, X p and U p respectively. To be explicit, Π p is the space of (not necessarily smooth) cubic polynomials that vanish at p, X p is the subset of smooth cubic polynomials that vanish at p and U p is the space of smooth cubic surfaces that contain p.
All the spaces and maps above far fit into the following commuting diagram:
The actions of GL(4) := GL(4, ) on 4 and PGL(4) = GL(4)/(
induce actions on the spaces defined above: on Π, X and X by GL(4); on M and U by PGL(4). Fixing a point p ∈ 3 , the respective stabilizers in GL(4) and PGL(4) act on the fibers X p and U p . Choose a basepoint (F 0 , p 0 ) ∈ X and set
) and so on. Since all the actions are compatible by construction, we also have the following commuting 'cube': Remark 2.4. Since X and X p are connected, a different choice of basepoint (F 0 , p 0 ) ∈ X does not change the orbit maps up to homotopy.
2.2. Proof of Theorem 1.1 and the role of simplicial resolution. Vassiliev's computation of H * (M ; ) and H * (X ; ) (as in [Vas99] ) starts with a reduction, via Alexander duality, to computing the (BorelMoore) homology of the discriminant locus Σ. The space Σ, the set of singular cubic surfaces, is itself highly singular and stratifies based on the singular locus of an F ∈ Σ. This stratification then produces a spectral sequence converging to H * (Σ) = H BM * (Σ) (Borel-Moore or compactly supported homology).
Similar to [Das18] , we apply the same methods to each fiber X p , over p, of the map X → 3 , since each is a 'discriminant complement' in the vector space Π p of polynomials vanishing at p. We then need to stratify Σ p = Σ ∩ Π p not just by what the singular loci are as subsets of 3 , but also how they are configured with respect to the point p. These are the types and subtypes described in Section 3.1. For now we will assume that we can perform this computation (which takes up all of Section 3) and when needed we refer to the answer described in Proposition 3.17. 
Proof. Choose a basis of V and denote the corresponding projective flag by P ∈ L ⊂ H. This identifies GL(V ) with GL(3, ). As in the computation of H * (X p ; ) in Section 3, it is important to identify, via Alexander duality,
) with H * (Σ p ) and similarly H * (GL(3); ) with H * (Mat(3) \ GL(3)), where Mat(3) is the space of all 3 × 3 matrices. The generators of H * (GL(3); ) (as a ring) are represented by the locus of matrices whose first i columns are linearly dependent 1 , for i = 1, 2, 3. The orbit map extends to a map
It is enough to identify subspaces of Σ p that pull back to (a rational multiple of) the corresponding subspaces of Mat(2) × Mat(2). Then by the proof of [PS03, Lemma 7] (which is the analogous statement for all singular polynomials, while X p restricts to polynomials vanishing at p), appropriate choices of subspaces are the sets of polynomials that are: (i) singular at P, (ii) singular at some point of L, (iii) singular at some point of H. Remark 2.8. The stabilizer of p in PGL(4) deformation retracts to Stab(p, H) ∼ = GL(V ), for any choice of complement H = V above. However, there isn't a way of extending the action of GL(V ) on X p to an action of PGL(4) on X .
This allows us to apply Leray-Hirsch to X p → X p / GL(V ) by [PS03, Theorem 2]. Knowing the Betti numbers of X p from Proposition 3.17 and using Lemma 2.6 to move from X p to U p , we get the following. Corollary 2.9. As rings,
) .
1 For i = 1 this means the first column is 0. This description of the generators generalizes to GL(n) ⊂ M (n).
Now we can prove Theorem 1.1.
Proof of Theorem 1.1. Let us supress rational coefficients for brevity. Setting G p = Stab PGL(4) (p) GL(3), we have maps of bundles (as in (2.3)):
The pair of horizontal maps on the left are orbit maps as described above and the pair on the right are inclusions.
Since the base is simply connected, we get spectral sequences
and, since the last bundle is trivial,
Alternatively, all the differentials in the spectral sequence for the third bundle are 0. Since the Serre spectral sequence is natural, this will help us compute the differentials in the case of U. We will also use our knowledge of the differentials in the PGL(4) case. By Theorem 2.5, H * (M ) is isomorphic to H * (PGL(4)) via the orbit map. This implies that the map G p → M induces isomorphisms:
In particular, the map
is an isomorphism and
is injective. Now, by the Leibniz rule for differentials in the Serre spectral sequence and the description of H * (U p ) from Corollary 2.9, it is enough to find the ranks of the differentials (see Fig. 1 )
By the isomorphism H
is not enough to determine if the differential d 6 has rank 1 or 0 (although the image of H 5 (M ) must be in the kernel of d 6 ).
Since we are considering field coefficients, H * (U) is isomorphic to the associated graded as a vector space. Thus, the Poincaré polynomial of U is either Finally, to establish the ring structure, it is enough to note that in addition to the version of LerayHirsch from [PS03] , the generators in degrees 3, 5 and 7 cannot have any relations except those forced by graded commutativity since this is true for their images in H * (PGL(4)).
RATIONAL COHOMOLOGY OF X p
3.1. Definitions and plan of attack. We will suppress constant rational coefficients throughout this section and use H to denote Borel-Moore homology. Recall that for an orientable but not necessarily compact 2n-manifold M , Poincaré duality takes the form These can be further classified into subtypes depending on their configuration with respect to the marked point p. This will not be relevant for most of the types; we list those that are relevant. The names P, Q etc. below for the points are for convenience, the sets of points are a priori unordered: {P, Q} = {Q, P} and so on. Remark 3.5. The subtypes are (partially) ordered by degeneracy: i ≤ j if polynomials with singularity of subtype i can degenerate to a polynomial with singularity of subtype j. In the following we need to choose a rank function (i.e., monotonic integer-valued map) on this poset, we use
Definition 3.6. For a manifold M and natural number n, the ordered configuration space of n points on M is given by
This space comes with a natural action of the symmetric group S n by permuting the coordinates and the quotient is the unordered configuration space UConf n (M ) of n points on M .
Definition 3.7. For any A ⊆ UConf n (M ), the sign local coefficients on A, denoted by ± , is given by the composition
thought of as a representation on . Explicitly, a loop in A acts on by the sign of the induced permutation on the n points.
The method of simplicial resolution ultimately produces for us a spectral sequence
with the E 1 page described below. For slightly more details see an entirely analogous description in [Das18] ; for proofs and constructions, see [Vas99] . Let the index i vary over all the subtypes (not just the ones listed, but all of them). Define There are spaces F i so that the E 1 page is given by
There are further spaces Φ i and Λ(K) as well as fiber bundles:
Unless i is a subtype of I, II, IV, VII or XI, H * (Λ(K)) = 0 ([Vas99, proof of Proposition 9]) and hence H * (Φ i ) = 0. Now suppose i is a subtype of I, II, IV or VII, i.e. K ∈ A i is a finite set of say n points. Then A i is a subset of UConf n ( 3 ) and
For the type XI (note that XI has only one subtype, itself), A XI is singleton, the only element being
for certain gluings. So we get a spectral sequence e r p,q =⇒ H p+q (Z) with
But then we also have
So the computation eventually reduces to computing H * (A i ; ± ) for the various subtypes of I, II, IV and VII (see Propositions 3.15 and 3.16) followed by bookkeeping and relatively standard arguments involving spectral sequences following [Vas99] (see Proposition 3.17).
Remark 3.12. We could keep track of the mixed Hodge structures throughout the entire computation, as in [Tom05; Tom14] (see also [Gor05] ), but this ends up being unnecessary for our purposes.
3.2. Case work. This section contains the details of the arguments to compute the various H * (A i ; ± ). The main idea is decomposing these spaces as fiber bundles, where both the fiber and base are simpler. In many instances the bases are A j for some lower j and the computation is 'inductive' or recursive.
First, a couple of general facts that we will use freely in the computation below: Lemma 3.14. Proof. Let's deal with each case in turn.
IIb. P, Q = p, but P, Q and p collinear: Mapping {P, Q} → L = 〈P, Q, p〉, the projective span of P, Q and p, i.e. the line containing P, Q and p, we get a map from A IIb to the space of lines in 3 containing p, which is a 2 ⊂ G (1, 3) . This is a fiber bundle
A IIb 2 and the local coefficients ± restricts to the fiber to the sign local coefficient on UConf 2 (L \ p) ∼ = UConf 2 ( ). But H * (UConf 2 ( ), ± ) = 0 from Lemma 3.14, so we are done.
IVb. P, Q, R = p, P, Q and p collinear, but R not on that line: Here, even though P, Q and R are a priori unordered, we can't (continuously) interchange R with one of P and Q. So there is a well-defined map {P, Q, R} → {Q, R} and we get a fiber bundle:
The local coefficients ± on the total space pulls back from ± on base (that is, the map π 1 (A IVb ) → {±1} factors through π 1 (A IIb )). But as we just showed, H * (A IIb ; ± ) = 0, so we are done.
IVc. P, Q, R = p, coplanar with p and no three of P, Q, R and p collinear: Mapping
we get a fiber bundle:
The fiber is the space of three (unordered) non-collinear points on H \ {p} and the local coefficients ± restricts to the local coefficients ± on F ⊂ UConf 3 ( 2 ). Since π 1 (F ) → {±1} factors through S 3 , we can go to the associated S 3 cover F ⊂ PConf 3 ( 2 ) and then, by transfer, H * (F ; ± ) is the summand of H * ( F ; ) where S 3 acts by the sign representation. But F can be identified with the fiber of (P, Q, R, S) → S, where (P, Q, R, S) varies over all tuples in PConf 4 ( 2 ) so that no three are collinear. 
, for the subtypes i of I, II, IV and VII (see Table 1 for the relevant numerics). Further, there are only seven subtypes remaining -the ones not covered in Proposition 3.15. IIc. P, Q and p not collinear: The three points not being collinear is equivalent to the lines 〈P, p〉 and 〈Q, p〉 being distinct (lines through p). Hence mapping {P, Q} → {〈P, p〉, 〈Q, p〉}, we get a fiber bundle
where
is the space of lines through p. The coefficients on the total space pull back from ± coefficients on the base, hence by Lemma 3.14, , which cannot interact with any of the other terms, by the shapes of the other columns, which we have already determined. That means 0 = H d+1 (σ) ∼ = H 
