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Abstract
In 1991, Gunawardena et al. (Linear Algebra Appl. 154–156 (1991) 123) have reported the modi7ed Gauss–
Seidel method with a preconditioner (I + S). In this article, we propose to use a preconditioner (I + Smax)
instead of (I + S). Here, Smax is constructed by only the largest element at each row of the upper triangular
part of A. By using the lemma established Neumann and Plemmons (Linear Algebra Appl. 88=89 (1987)
559), we get the comparison theorem for the proposed method. Simple numerical examples are also given.
c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let us consider the Gauss–Seidel iterative method for the following preconditioned linear system
with order n,
PAx= Pb:
Here A is a nonsingular diagonally dominant Z -matrix, P is a preconditioner with positive real
number, and x and b are vectors. In this paper, we can assume without loss of generality that
A= I −L−U , where I is the identity matrix, L and U are strictly lower and strictly upper triangular
matrices of A, respectively.
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In 1991, Gunawardena et al. [3] have proposed the modi7ed Gauss–Seidel method with Ps=(I+S),
where
S = (sij) =
{−aij for j = i + 1; i = 1; 2; : : : ; n− 1;
0 for otherwise:
Then As = (I + S)A can be written as follows:
As = I − D − L− E − (U − S + SU );
where D; E are the diagonal and strictly lower triangular parts of SL, respectively. Hence, if
aii+1ai+1i =1, (i = 1; 2; : : : ; n − 1), then (I − D − L − E)−1 exists and the Gauss–Seidel iteration
matrix M−1s Ns for As is de7ned by M−1s Ns = (I − D − L− E)−1(U − S + SU ).
In this paper, we propose the Gauss–Seidel method with P=(I +Smax) and discuss a convergence
property. Under an additional assumption, a comparison theorem shows that the new method is
preferable.
2. Proposed method
We propose a preconditioned iterative method with Pm = I + Smax. Here, Smax is
Smax = (smij) =
{−aiki for i = 1; 2; : : : ; n− 1; j ¿ i:
0 for otherwise;
where
ki =min j∈
{
j|max
j
|aij|
}
for i¡n:
Then Am = (I + Smax)A can be written as follows:
Am = I − D′ − L− E′ − (U − Smax + F ′ + SmaxU );
where D′; E′ and F ′ are the diagonal, strictly lower and strictly upper triangular parts of SmaxL,
respectively. Hence, if aikiakii =1, (i=1; 2; : : : ; n−1), then (I −D′−L−E′)−1 exists and the Gauss–
Seidel iteration matrix M−1m Nm for Am is de7ned by M−1m Nm=(I−D′−L−E′)−1(U−Smax+SmaxU+F ′).
We review some results needed in Section 3.
Denition 2.1. We call A=M−N the Gauss–Seidel splitting of A; such that M=(D−E) and N=F;
where D is the diagonal matrix; E and F are strictly lower and strictly upper triangular matrices
of A; respectively. If M−1 = (D − E)−1¿O and N = F¿O; then we call A the Gauss–Seidel
convergent splitting.
Lemma 2.2 (Frommer and Szyld [4, Lemma 4.1]). Let T¿O. If there exist x¿ 0 and ¿ 0 such
that Tx6 x; then (T )6 . Moreover; if Tx¡x; then (T )¡.
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Theorem 2.3 (Axelsson [1, Theorem 6.22]). Let A=M1−N1=M2−N2 be two convergent splittings
of A. Then the following hold:
(i) If N2¿N1¿O and Mi; i = 1; 2 are monotone; then M−11 ¿M
−1
2 .
(ii) If M−11 ¿M
−1
2 and N1x¿ 0; then (M
−1
1 − M−12 )N1x¿ 0; where x is the Perron vector of
G1 = A−1N1.
(iii) If (M−11 −M−12 )N1x¿ 0; where x is the Perron vector of G1; and if A=Mi −Ni; i=1; 2 are
weak regular splittings; then (M−11 N1)6 (M
−1
2 N2).
Lemma 2.4 (Neumann and Plemmons [5, Lemma 2.2]). Suppose that A1=M1−N1 and A2=M2−N2
are weak regular of the monotone matrices A1 and A2; respectively; such that M−12 ¿M
−1
1 . If
there exists a positive vector x such that 06A1x6A2x; then for the monotonic norm associated
with x;
||M−12 N2||x6 ||M−11 N1||x: (1)
In particular, if M−11 N1 has a positive Perron vector, then
(M−12 N2)6 (M
−1
1 N1): (2)
Moreover, if x is a Perron vector of M−11 N1 and strict inequality holds in (1), then strict inequality
holds in (2).
3. Comparison theorem
In this section, we discuss comparison results between the Gauss–Seidel methods with precondi-
tioners (I + S) and (I + Smax). To prove the theorems, we need some results.
We 7rstly prove that both As=Ms−Ns and Am=Mm−Nm are Gauss–Seidel convergent splittings.
Lemma 3.1. Let A be an irreducibly diagonally dominant Z -matrix. Then; As = Ms − Ns is the
Gauss–Seidel convergent splitting.
Proof. If A is an irreducibly diagonally dominant Z -matrix; then As is also an irreducibly diagonally
dominant Z -matrix [3]. Thus; A−1s ¿O. Since 0¡aii+1ai+1i ¡ 1; we have (I−D)−1¿ I . As a strictly
lower triangular matrix L+E has nonnegative elements; by Neumann’s series; the following inequality
holds:
M−1s = [I + (I − D)−1(L+ E) + {(I − D)−1(L+ E)}2 + · · ·
+ {(I − D)−1(L+ E)}n−1](I − D)−1¿O: (3)
Since U¿ S¿O; clearly Ns¿O holds. Thus; As=Ms−Ns is the Gauss–Seidel convergent splitting.
From Theorem 3.29 in [6]; we have (M−1s Ns)¡ 1.
Lemma 3.2. Let A be an irreducibly diagonally dominant Z -matrix. Then Am = Mm − Nm is the
Gauss–Seidel convergent splitting.
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Proof. The elements of Am are amij=aij−aikiakij. If A is an irreducibly diagonally dominant Z -matrix;
then Am is also a diagonally dominant Z -matrix. But Am is not always irreducible. Hence from
Theorem 3.19 in [6]; we have A−1m ¿O. Since 0¡aikiakii ¡ 1; we have (I−D′)−1¿ I . As a strictly
lower triangular matrix L+ E′ has nonnegative elements; the following inequality holds:
M−1m = [I + (I − D′)−1(L+ E′) + {(I − D′)−1(L+ E′)}2 + · · ·
+ {(I − D′)−1(L+ E′)}n−1](I − D′)−1¿O: (4)
Since U¿ Smax¿O; clearly Ns¿O holds. Then Am=Mm−Nm is also the Gauss–Seidel convergent
splitting. From Theorem 3.29 in [6]; we have (M−1m Nm)¡ 1.
Lemma 3.3. Let A be an irreducibly diagonally dominant Z -matrix. Put As = Ms − Ns; then the
following inequality holds:
M−1s ¿M
−1¿O:
Proof. As L¿O; clearly M−1 = (I − L)−1 = I + L+ L2 + · · ·+ Ln−1¿O. It is easily seen from (3)
that M−1s ¿M−1¿O.
Lemma 3.4. Let A be an irreducibly diagonally dominant Z -matrix. Suppose that aii+1ai+1j6aikiakij;
16 i6 n− 1; j6 i. Put Am =Mm − Nm; then the following inequality holds:
M−1m ¿M
−1
s :
Proof. From assumptions; E′¿E and D′¿D hold; then it follows from (3) and (4) that
M−1m ¿M−1s ¿O:
By using the comparison Theorem 2.3, we have the following theorem:
Theorem 3.5. Let A be an irreducibly diagonally dominant Z -matrix. Then Gauss–Seidel splittings
A=M − N and As =Ms − Ns are convergent splittings. Hence;
(M−1s Ns)6 (M
−1N )¡ 1: (5)
Proof. Clearly; A−1¿O; thus from Theorem 3.29 in [6]; (M−1N )¡ 1 holds. Since As is a di-
agonally dominant Z -matrix; As is also convergent splitting from Theorem 6.2.7 in [2]. By putting
A=P−1s (Ms−Ns); we have A=M −N =P−1s (Ms−Ns). As A=M −N is the Gauss–Seidel conver-
gent splitting; there exists a positive vector x satisfying (M−1N )x=M−1Nx. Then; the following
relation holds:
Ax= (M − N )x=M (I −M−1N )x= 1− (M
−1N )
(M−1N )
Nx¿O:
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Since M−1s ¿O and Ps¿O; then we have M−1s Ps¿M−1s ¿M−1. Thus; it follows that
(M−1s Ps −M−1)Ax=M−1s Ps{P−1s (Ms − Ns)}x− (I −M−1N )x
= (I −M−1s Ns)x− (I −M−1N )x
=M−1Nx−M−1s Nsx= (M−1N )x−M−1s Nsx¿ 0;
which by Lemma 2.2 implies (5).
From Lemma 2:4, we have the following theorem.
Theorem 3.6. Let A be an irreducibly diagonally dominant Z -matrix. Let As =Ms −Ns and Am =
Mm − Nm are Gauss–Seidel splittings. Under the assumptions made in Lemma 3:4; there exists a
positive vector x such that 06Asx6Amx: Then;
(M−1m Nm)6 (M
−1
s Ns):
Proof. From Lemma 3.2; Am=Mm−Nm is the convergent splitting. Consider any 7xed vector e¿ 0
(e.g. with all component equal to 1); and x = A−1e. No row of A−1 can have all null entries; then
x¿ 0.
Since (Smax − S)e are nonnegative, then the following equation holds:
(Am − As)x= (Smax − S)Ax= (Smax − S)e¿ 0:
Since M−1m ¿M−1s ¿O, we have
M−1m Amx= (I −M−1m Nm)x¿ (M−1s As)x= (I −M−1s Ns)x:
Thus, it follows that ||M−1m Nm||x6 ||M−1s Ns||x.
Since As is the Gauss–Seidel convergent splitting, M−1s Ns has a positive Perron vector y. Thus,
the following inequality holds:
(M−1m Nm)6 (M
−1
s Ns):
From the above results, we have
(M−1m Nm)6 (M
−1
s Ns)6 (M
−1N )¡ 1:
4. Examples
We test the following matrix,
A=


1:00 0:00 −0:20 −0:60
−0:10 1:00 −0:10 −0:50
−0:30 −0:10 1:00 −0:10
−0:40 −0:30 −0:10 1:00

 :
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By using preconditioners (I + S) and (I + Smax), we have the following matrices:
As =


1:00 0:00 −0:20 −0:60
−0:13 0:99 0:00 −0:51
−0:34 −0:13 0:99 0:00
−0:40 −0:30 −0:10 1:00

 ; Am =


0:76 −0:18 −0:26 0:00
−0:30 0:85 −0:15 0:00
−0:34 −0:13 0:99 0:00
−0:40 −0:30 −0:10 1:00

 :
Clearly, As and Am are diagonally dominant Z -matrices. By computation, we have M−1m ¿M−1s ¿
M−1¿O, and (M−1N ) = 0:5317¿(M−1s Ns) = 0:5085¿(M−1m Nm) = 0:2897.
Next, we test the following matrix:
A1 =


1:0000 −0:2210 −0:3345 −0:0080 −0:3514 −0:0752
−0:1104 1:0000 −0:0495 −0:1013 −0:3690 −0:3600
−0:2999 −0:0134 1:0000 −0:2899 −0:0415 −0:3454
−0:2279 −0:1131 −0:2215 1:0000 −0:1644 −0:2632
−0:1996 −0:0069 −0:3278 −0:1980 1:0000 −0:2577
−0:2906 −0:1940 −0:0080 −0:3190 −0:1785 1:0000


:
From numerical results, we have M−11 ¿O, M
−1
1s ¿O, and M
−1
1m ¿O. Since a34a43=0:0642¿a36a63=
0:0028 and, a45a53=0:0539¿a46a63=0:0021, the hypothesis of Lemma 3.4 is not satis7ed. Thus, this
matrix does not satisfy the inequality M−11m ¿M
−1
1s . So, (M
−1
1s N1s)=0:9729¡(M
−1
1m N1m)=0:9744.
Acknowledgements
We are very grateful to the anonymous referee for 7nding a contradiction to Theorem 3.6, and
for providing Example 2 of this paper.
References
[1] O. Axelsson, Iterative Solution Methods, Cambridge University Press, Cambridge, 1994.
[2] A. Berman, R.J. Plemmons, Nonnegative Matrices in the Mathematical Sciences, SIAM, Philadelphia, PA, 1994.
[3] A.D. Gunawardena, S.K. Jain, L. Snyder, Modi7ed Iterative Methods for Consistent Linear Systems, Linear Algebra
Appl. 154–156 (1991) 123–143.
[4] A. Frommer, D.B. Szyld, H-splitting and two-stage iterative methods, Numer. Math. 63 (1992) 345–356.
[5] M. Neumann, R.J. Plemmons, Convergence of parallel multisplitting iterative methods for M -matrices, Linear Algebra
Appl. 88=89 (1987) 559–573.
[6] R.S. Varga, Matrix Iterative Analysis, 2nd Edition, Springer, Berlin, 2000.
