The Travelling Salesman Problem (TSP) 
Introduction
The Travelling Salesman Problem (TSP) is one of the most widely studied NP-hard combinatorial optimisation problems. Given a list of cities and their respective locations, a salesman must visit all the cities exactly once and return to the original starting location at the end. An ideal solution would be the cheapest way of doing so based on the cost function, which could involve several parameters such as time, distance, money, etc. The TSP is said to be symmetric if the cost between any two cities is the same in either direction. Otherwise, the TSP is called asymmetric.
The essence of the TSP is evident within many practical applications in real life. Besides the obvious transportation routing problem, it can be and has been applied to numerous other real-life problems such as wiring of a circuit board, plumbing layout within a building, scheduling the route of a drilling machine to drill holes in a PCB, designing the most efficient topology for a computer network, etc. It has attracted researchers from various fields of Computer Science owing to these practical applications. Numerous algorithms have been developed or tailored to solve the problem, ranging from the conventional linear programming, nearest neighbour algorithm, and so on to the state-of-the-art nature based ant colony optimisation (ACO), evolutionary computation, neural networks, etc. However, due to the NP-completeness of the problem no exact algorithm exists. Rather, the focus is on finding near-optimal or highly acceptable solutions within the constraints of computational time and resources.
In this paper, we present a hybrid approach that combines the nearest neighbour algorithm with the progressive improvement algorithm. Some modifications are made to the original progressive improvement algorithm in order to generate highly acceptable tours. We report on the performance of our hybrid approach on symmetric TSP using three datasets consisting of 15, 75 and 100 cities/towns in Borneo Island respectively.
The rest of this paper is organised as follows: the next section describes some of the best current algorithms for the TSP. Next, we discuss the implementation of our new algorithm based on nearest neighbour and progressive improvement. Experimental results are then presented and analysed. Finally, we draw a conclusion based on the results and highlight some potential future works.
Background
Even though problems similar to the TSP appeared in the mathematical community as early as the 1700s, TSP in its current form started being studied only in the 1930s. Merill Meeks Flood then publicised the TSP within the mathematical community at mass in the 1940s [1] . Earliest algorithms to solve the TSP employed linear programming methods. The first noticeable attempt to solve the TSP was made in the 1950s by Dantzig, Fulkerson and Johnson [2] whose algorithm was able to solve a 49-city instance. However, linear programming's inability to solve the problem in polynomial time had become evident as early as the 1960s.
This realisation led to the application of various heuristics or approximation algorithms in solving the TSP. Since the TSP is understood to be NP-hard in nature, the focus has soon shifted to finding the nearoptimal or acceptable solutions rather than the optimal one. One of the earliest examples was the nearest neighbour algorithm that could generate effective solution quickly. However, according to [3] , there were numerous examples in the past where the nearest neighbour algorithm alone gave the longest possible route.
Genetic Algorithm (GA) has also been applied to the TSP. Some of the earliest attempts at using pure GAs to solve TSP were made by Goldberg and Lingle [4] , Grefenstette et al. [5] , Whitney et. al. [6] , Nguyen et. al. [7] , etc. However, these methods performed poorly compared to local searches. But, GAs combined with powerful local search heuristics provide excellent results. A hybrid GA combined with the LK-Helsgaun method (LKH), one of the most effective methods for the TSP, outperformed LKH alone. This method used together with the iterated Lin-Kernighan heuristic yielded a new best tour for a 1904 711-city TSP [7] .
Memetic Algorithm (MA) has also been used to solve the TSP. According to [8] , MAs are promising although they need longer running times. ACO algorithms produce better results for asymmetric TSP than other methods like neural networks, simulated annealing, evolutionary computation, etc. However, ACO does not perform as well as Lin-Kernighan methods for the symmetric TSP [9] .
Most of the algorithms in use today are improvements of algorithms that were devised more than two-three decades ago. In 2001, the cutting plane method proposed by [2] in 1954 was used to find the exact solution for a 15, 112-city TSP. Similarly, in 2006 the TSP problem of 85, 900-points on a circuit board was solved using the CONCORDE [10] . Although effective, these methods are enormously resource hungry and time consuming as demonstrated by the more than 136 CPU years taken by CONCORDE to solve the above-mentioned problem.
Methodology
In this section, we discuss both the nearest neighbour and the progressive improvement algorithms. We also describe how the two have been combined in our experiments to solve the TSP. The distance between two towns A and B is calculated based on the "haversive" formula as follows: Distance = r * acos[ (sin(latA) * sin(latB)) + (cos(latA) * cos(latB) * cos(lonB -lonA)) ]
where lonA and latA are the longitude and latitude respectively of town A, lonB and latB are the longitude and latitude respectively of town B and r is the radius of the earth (6378.7 km). All the angles are in radians.
Nearest Neighbour Algorithm
The main idea of our hybrid solution is to use the nearest neighbour algorithm to generate the initial path for progressive improvement algorithm. The nearest neighbour algorithm quickly generates short paths, which is a great advantage, though the generated paths are usually not optimal. In this algorithm, the path is generated as follows:
1. From the current town, find the nearest unvisited town B. 2. Mark B as visited. 3. If no unvisited towns remain, terminate. 4. Set town B as the current town. 5. Go to step 1. The complete path is formed once there is no more unvisited town.
Progressive Improvement Algorithm
Progressive improvement is a method widely employed to find a minimal (or maximal) solution to an n-dimensional continuous problem. Starting from a solution (or a point) S1 in n-space, a direction that improves the current solution is identified and then followed as far as the improvement persists. The improved solution, S2, is then subjected to the same procedure as S1 and this process continues until a global (or local) optimum has been obtained.
The method we have used is based on the Dynamic Programming Subset Algorithm (DPSA) [11] . Starting from a tour of three (3) towns, the remaining unvisited towns are inserted successively into the path with the restriction of inserting town T n adjacent to town T n-1 , i.e. either before T n-1 or after T n-1 . This restriction limits the number of selections to 3 * 2 (n-3) from the total solution space of (n-1)!/2 for a n-city tour [11] .
After the n th city in the n-city tour has been inserted into the n-1 city tour, the shortest path in the search subset is known. This shortest path is then constructed backtracking from the last town in the list to the first town in reverse order.
In our experiments, the nearest neighbour algorithm is used to generate the initial tour fed to the progressive improvement algorithm. The initial 3-city tour is constructed by travelling from the starting town to a unique 2-city combination that is generated from the remaining cities. Using this 3-city path as the base, the remaining towns from the nearest neighbour algorithm generated path are successively added to construct the complete tour. If this new path is shorter than the original path, it is set as the best path. This process of insertion of towns and the construction of the complete path is repeated until all the possible unique 2-city combinations have been exhausted. The best path obtained at the end is then the shortest possible path in the search subset. This best path is itself in turn provided to the progressive improvement algorithm as the base algorithm. This process is repeated either for a certain number of times or when no improvement is observed for a set number of iterations. In our experiments, the process is repeated five times.
The algorithm can be represented as follows: 1. Construct the shortest path P1 using the nearest neighbour algorithm. 2. Set P1 as the best path. 3. Construct the 3-city tour using the starting town and the available unique 2-city combination. 4. Insert the remaining towns adjacent to the previously added town in the order they are in the path provided by the nearest neighbour algorithm. 5. Recursively construct the complete tour when the last town has been added to the path. Call this path P2. 6. If P2 is shorter than the best path, set P2 as the new best path. 7. If no more 2-city combinations are available, goto 9.
8. Goto step 3. 9. If number of repetitions completed, terminate. 10. Set the new best path as the base path. Goto 3.
Experiments and Results
The experiments were conducted on three sets of data with 15, 75 and 100 towns each. Both the nearest neighbour algorithm and the combination of nearest neighbour and progressive improvement algorithms were applied individually to each dataset. As shown in Fig. 1 and 2 , there is a significant improvement in the path generated when the tour obtained using nearest neighbour algorithm was fed to the progressive improvement algorithm. Similar results were observed for the 75-town and 100-town tours as well. The worst-case scenario, which was observed in a few instances, is that the application of progressive improvement does not yield any improvement in the original tour provided by the nearest neighbour algorithm. However, the progressive improvement algorithm improves most of the other nearest neighbour algorithm generated tours.
Conclusion
In this paper, we presented a hybrid approach based on the nearest neighbour algorithm and the progressive improvement algorithm for TSP. We demonstrated that the hybrid approach is able to produce optimal or nearoptimal results consistently for up to 100 cities/towns. However, we observed that when the number of towns increases, the improvement becomes less significant.
Future work will investigate the problem with higher level of complexity. While pure nearest neighbour algorithm has been used for the current experiments, knearest neighbour (kNN) could be used for future experiments with datasets beyond 100 towns.
