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Abstract
Big Data presents new challenges that require new and
novel approaches in order to resolve the problems as-
sociated with the variability and variety of data ob-
tained from multiple sources. This paper focuses on
how to manage variety and the eclectic nature of big
data using a technique known as `Schema Last'. The
`Schema Last' approach is a frame work which defers
the application of a descriptive model until it is re-
quired. This paper also provides a formal deﬁnition
of the `Schema Last' methodology and demonstrates
the eﬀectiveness over the more traditional Extract-
Transform-Load methodologies employed in many or-
ganizations. The `Schema Last' approach can be used
as input to Map Reduction, Index creation and vari-
ous data mining techniques. Ultimately, the Schema
Last approach provides the frame-work to `fuse' semi-
structured data into a single coherent view.
1 Introduction
The Australian Crime Commission (ACC) estab-
lished the Fusion Data Section in 2010. The section
was tasked to collect and analyze data. Legislative
powers were granted to the ACC that enables data to
be obtained under their coercive powers. These pow-
ers do not extend to the format or structure of the
data.
The approach taken by the Australian Crime Com-
mission was to model a variety of data sets received
via the data collection processes. The ACC could
then utilize the collected data for the following pur-
poses:
• assess the behavior of known entities.
• determine any new leads based on the behavior
of known entities.
• develop models that may indicate criminal activ-
ity within the Australian community.
The schema last approach (SLA) is a technique to
model data contained within a Big Data store. This
approach allows data models to be speciﬁed on an
on-demand basis and as new knowledge became avail-
able, this can be used to respecify the schema deﬁni-
tions. This approach only works if the schema's spec-
iﬁcation is independent to the data storage. The SLA
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addresses the issues raised by [Klaus-Dieter Schewe,
2013] in 2012 concerning data quality, interpretation
and modiﬁcation of data as a result of the cleansing
process.
The size of data sets received by the Australian
Crime Commission can range from small to extremely
large. Initially, data cleansing or the transformation
process as part of Extract-Transform-Load (ETL) was
the approach taken to convert the raw data into a
sanitized form that was loaded into relational tables.
The value proposition for each data source can be
quite diﬀerent. For example, data sets may be clas-
siﬁed as low or high signal data sources. Low signal
data sources in themselves do not provide any useful
indicators but could be used to conﬁrm an entity's
address, data of birth and property ownership. An
entity membership of low signal data source in it-
self is not a form of intelligence. High signal data
sources can be further analyzed and an entity's mem-
bership may indicate a potential threat or unlawful
activity that would require further analysis. An ex-
ample of low and high signal data for attendance at
a fairground would be residents of town compared to
the entry list of partons.
As the number of data sources continued to in-
crease the ACC came to the realization that the ex-
isting ETL process was taking too long and therefore
delaying the time taken to analyze the data. There-
fore, a new approach had to be found to reduce the
demands placed upon the Fusion Data Centre.
1.1 Motivation
The initial implementation utilized a normalized rela-
tional table structure. This structure was speciﬁcally
designed to capture the following entity information
that included:
• person: name, date-of-birth, and address details.
• organization: organization name, address, Aus-
tralian business number (ABN), and Australian
Company Number (ACN).
• information pertaining to the relationship be-
tween two or more entities.
Any data item that did not fall within the structure
was discarded and therefore the model could only cap-
ture simple identity information. In addition, trans-
action, time series data or highly linked data could
not be captured within this structure even though
most relational database products allow for the mod-
iﬁcation of existing table structures.
There were instances where data deﬁnitions within
the schema did not adequately describe the source
data. In this case a person within the Fusion Data
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Figure 1: Data Cleansing
Centre would determine the most appropriate ﬁeld
within the relational structure and perhaps alter the
raw data item to comply to the ﬁeld's schema deﬁni-
tion.
This whole entire data ingestion process was seen
by the management of the fusion data centre as cum-
bersome and error prone. Therefore an alternate so-
lution had to found to replace the existing ingestion
process.
1.2 Data Triage and ETL
Data Cleansing is the transformation of data from
a non-canonical to a canonical state. ETL involves
the transformation of data into a state suitable for
ingestion into a database. This usually requires the
standardization of data ﬁelds from the original source
to a new target format.
For example dates may be transformed from
mm/dd/yyyy to dd/mm/yyyy or addresses may
be required to have the postcode ﬁeld removed. Ex-
traneous attributes within a ﬁeld or the entire ﬁeld
are lost due to the cleansing process. For example a
person's salutation (MR, MRS, DR, et cetera) if con-
tained within a ﬁeld may be required to be removed
to comply to the name ﬁeld speciﬁcation. Often the
ETL process can lose data or perhaps pervert the orig-
inal data in some way and may in turn reduce overall
quality of the data [Rajaraman, 2014]. As argued by
N. Brierley, T. Tippetts and P. Cawley:
Formal data cleansing can easily overwhelm
any human or perhaps the computing ca-
pacity of an organization. [N. Brierley and
Cawley, 2014.]
This problem was also identiﬁed by Vincent Burner
in 2007:
that the data volume may overwhelm the
Extract Transform Load process and that
data cleansing may introduce unintentional
errors. McBurney [2007]
Data Triage is a diﬀerent approach to ETL in that the
raw value of the data is always maintained throughout
the transformation process. The data is loaded into
the data stores verbatim unless there are structural
transformation issues with the original data source.
To summarize the diﬀerences between the Data
Triage and ETL:
• Data Triage does not alter the original data value
or format whilst ETL may alter a ﬁeld's content.
• Data Triage will not eliminate any data ﬁeld con-
tained within the original data source whilst the
result of an ETL load process will eliminate ﬁelds
that do not comply to a ﬁxed schema.
The purpose to cleanse or not cleanse can best
be expressed utilizing the Beliefs, Desires and In-
tentions [Bratman, 1999] methodology based upon
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Figure 2: Data Triage
Michael Bratman's theory of human practical reason-
ing [Castanedo, 2011]. Michael Bratman's theory can
be applied to data analysis where the data modeler
takes the following into consideration:
Beliefs Beliefs provide the inference rules to pro-
cess and manipulate the incoming data.
These rules can be captured and reused
for new data sets or reapplied to existing
data sets.
Desires Desires represent how the data can best
be used or processed. Desires repre-
sent the motivation behind the data and
are generally expressed as an accomplish-
ment. For example, this data can be used
to determine if this person is what is com-
monly expressed as `on the move' or `up
to no good'.
Intentions Intentions represent the deliberate use of
the data and how the data is to be used.
For example, the data may obtained so
that it correctly enhances the intelligence
surrounding a particular criminal organi-
zation.
However, there is a cost to data cleansing:
• Inconsistent processing where cleansing involves
human assessment.
• The elimination or removal of unwanted tokens
within a ﬁeld can lead to the introduction of er-
rors and inconsistencies.
• The introduction of human judgment which in
turn may lead to errant assumptions that result
in decisions based on false or misleading data in-
terpretation.
Jimmy Lin and Dmitiry Ryaboy state:
That a major problem for the data sci-
entist is to ﬂatten the bumps as a result
of the heterogeneity of data. [Lin and
Ryaboy, 2013]
1.3 Data Provenance
Data provenance is the ability to retain the lineage
between the original and processed data. This is an
important attribute of data quality as Paulo Pinheiro
da Silva states:
without acknowledging data provenance
the quality of data will decline. [Paulo Pin-
heiro da Silva, 2007]
Paul Groth, co-chair W3C Provenance Working
Group said:
2
The provenance of information is crucial
in deciding whether information is to be
trusted, how it should be integrated with
other diverse information sources, and how
to give credit to its originators when reusing
it,.. [Oracle - Release, 2013]
2 Data Integration and Matching
Many challenges face all Big Data implementations
with the ability to combine eclectic data sources into
a single view being the most signiﬁcant. Over time, as
new knowledge about the data source becomes appar-
ent, this in turn may lead to a greater understanding
of the data structure. This is where SLA allows one
to adapt the model to conform to a new understand-
ing of the data. To facilitate the integration process
a universal schema can be applied to all data sources
which in turn can be used to provide a common view
to the data sources. It is important characteristic of
SLA that it does not change any individual data val-
ues.
3 Data Fusion and the Schema
Data fusion is the process where data sources are com-
bined into a single view. This view can be used as in-
put to various analytical and data-mining techniques
and still utilize the SLA schema from the ingestion
process.
The schema may change over time and this will
not aﬀect the raw data the schema represents. A SLA
schema can be used for the following purposes:
• Provide a consistant view of the data source con-
tained within the big data repository.
• Assist in the creation indexes and formulate in-
dex strategies.
• Identify portions of data source suitable for ex-
traction and further analysis.
• An input map to a Hadoop map reduction task.
3.1 Schema First Frameworks
The history of database implementations including
the codaysl network model, hierarchical database sys-
tems such as Information Management System (IMS)
by IBM and more recent relational database imple-
mentation require a schema deﬁnition to be estab-
lished before any data can be stored. Changes can be
made to the schema afterward but will ultimately al-
ter the data represented by the schema. For example,
an addition of a column to a schema within a rela-
tional table will result in a null value for every row
contained within that table. If a column is removed
from the schema then all the associated data for the
deleted column is lost. The issue was identiﬁed by
IBM in 2011:
The schema is not meta-data but com-
bines the data with a structural represen-
tation. Therefore, changes to the schema
results in changes to the data even if it is
only the addition of a null ﬁeld value to each
record. [IBM, 2011].
Schema protocols like Thrift, Avro, CORBA, DCOM
and XML all have a schema deﬁnition language and
fall into the category of schema ﬁrst whereby the
schema is ﬁxed and diﬃcult to change after inception.
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Figure 3: Schema Last Models
3.2 The Schema Last Model
The model is a logical group of ﬁelds. A model may
hold ﬁelds contained within another model. Models
that do not hold ﬁelds from other models are said
to be distinct (ﬁgure 4). Models containing all the
ﬁelds held within another model are said to be en-
capsulated (ﬁgure 6). There is no restriction on the
number of encapsulated or distinct models contained
within a SLA schema. Models may share ﬁelds within
the same schema deﬁnition (ﬁgure 5).
The same model deﬁnition may reappear in an-
other data source schema. It is also possible that two
or more data sources have identical SLA schema def-
initions.
3.3 The Field Label
Each ﬁeld within the SLA schema deﬁnition must
have an associated label. The default value for the
label should be the name given to the ﬁeld within
the original data source. If there is no name within
the original data source then a descriptive name is
assigned to the label.
3.4 The Field Domain
Each ﬁeld may have an associated domain where the
domain determines the ﬁeld's potential range of val-
ues. A typical domain would be name where the
name may contain either a person or organization
name. If the ﬁeld were only to contain only a per-
son name then person-name would be the ﬁeld's
domain. Other domains may be: phone-number,
complete-address, contact-address. It is important to
restrict or manage the number of domains and remove
any ambiguity amongst domain speciﬁcations. A do-
main should not be confused with a primitive data
type (string, integer, ﬂoat, et cetera) and a primitive
data type is not descriptive enough to be used as a
domain.
3.5 Ontological Support
Not many data modeling products have Ontology
support [Maxim, 2013], however W3C has speciﬁed
Ontology Web Language (OWL) which deﬁnes a com-
prehensive ontological language [W3C, 2012]. OWL
allows the deﬁnition of hierarchical ontological struc-
tures based on the RDF speciﬁcation. SLA can also
assist in the ontological description of the data in re-
gards to domain classiﬁcation as shown in ﬁgure 8
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and OWL could be used to describe the ontological
structure of the domain.
4 Formal Description
SLA provides a formal framework to describe the pro-
cess and the language necessary to describe a data
source. The process provides an inherent feedback
loop and is an iterative process. It is always possible
to `start over again' if the SLA schema deﬁnition is
proved to be incorrect.
The SLA process consists of the following phases:
1. Data source triage: The coercion of data into
a form where it can be uploaded into the data
repository. No data is lost or changed during the
triage process.
2. Schema speciﬁcation:
(a) The labeling of all ﬁelds contained within a
data source.
(b) The association of each ﬁeld with a speciﬁc
domain.
(c) The creation of models and associated ﬁeld
memberships.
(d) Schema storage and version management.
3. Suitability: Determine the schema is an accu-
rate representation of the data source.
4. Application: Create indexes based on the
schema deﬁned in step 2.
5. Veriﬁcation: Ensure that by application of the
Schema that erroneous indexes are not created
and that the models deﬁned within the Schema
correspond with the data contained within the
data source.
6. Fuse: Identify entities which are common within
the data source.
7. Resolve: The construction of a `single source of
truth' to represent an entity (generally a person
or organization) within the entire data reposi-
tory.
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Figure 7: Multiple Encapsulated Models
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Figure 8: Ontological Support
The Schema deﬁnition is formally represented in
RDF N3 form[W3C Group, 2014]. RDF blank nodes
are used to group the ﬁelds that are contained within
a model. Figure 11 is a simple schema deﬁnition con-
taining three ﬁelds and two models.
4.1 Schema Storage Considerations
There is no prescriptive persistent storage technol-
ogy and there is an advantage to store the Schema
with the raw data.The resultant removal of the raw
data will lead to the destruction of the data's associ-
ated Schema. The Minerva reference implementation
stores the data as an RDF list structure. The Schema
is then stored within the same RDF graph alongside
the RDF list.
4.2 Map Reduction
Map Reduction is a strategy that has become popular
to process large data-sets. To summarize, the map
phase maps the input data into a known structure
and the reduction phase summarizes the data. Map
Reduction has become a tool of choice amongst data
mining practitioners [Rajaraman, 2014]. The Map
Reduction approach can take full advantage of the
SLA in that the SLA schema can be used as the input
map.
5 Data Fusion
Data Fusion is the process of integration of multiple
data data sources into a single view. Federico Cas-
tanedo deﬁnes data fusion as:
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Figure 9: Schema Last Process
The integration of data and knowledge
from several sources is known as data fu-
sion. [Castanedo, 2013]
The SLA provides the framework to achieve this, in
that a consistent modeling technique is applied to all
the data sources contained within the repository. The
fused data can then be modeled again and the result
in itself can become another data source. The Data
Fusion consolidation provides a unique perspective to
the Big Data repository. It is essential to refer back to
the original raw data source in order that the correct
data provenance is maintained.
5.1 Indexing Strategies
Indexes are a crucial part of any Big Data implemen-
tation and it is important that the indexes are inde-
pendent to the stored data. The SLA schema deﬁnes
the models and structure of the indexes that will be
used to query the data contained within the reposi-
tory. The indexes can be tailored to a speciﬁc purpose
for example: an index may be a person's name and
allow for typographical errors (see ﬁgure 12). [Ra-
jaraman, 2014, Christen, 2012].
The SLA Schema can be used as the basis to gen-
erate any number of index strategies. For example,
SOLR which is a document index system based on
Lucene is a high performance text based indexing en-
gine. SOLR indexing deﬁnitions can utilize the SLA
schema that contains suﬃcient meta-data to deﬁne
SOLR ﬁlters and tokenizers.
@pre f ix rd f : <http ://www.w3 . org /...#>
@pref ix r d f s : <http ://www.w3 . org /...#>
@pref ix schema : <http ://www. s l a . org . au/...#>
< f i l e : / schema . t t l > schema#:schema
[
<schema#://model>
[
rd f :#_1 _: b1 ;
rd f :#_2 _: b2 ;
rd f :_#3 _: b0
] ;
<schema#://model>
[ rd f#:_0
_: b0 , _: b2 , _: b1 ;
rd f#:_1
_: b0 , _: b2
]
] .
_: b0 r d f s#:domain "document−id " ;
r d f s#: l a b e l "document−name" .
_: b1 r d f s#:domain " f i r s t −name" ;
r d f s#: l a b e l " given−name" .
_: b2 r d f s#:domain " l a s t−name" ;
r d f s#: l a b e l "surname" .
Figure 10: Schema Last Deﬁnition in N3 format
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Figure 11: Schema Deﬁnition - Visual Representation
of ﬁgure 10
5.2 Classiﬁers and Stochastic Attributes
A row may contain one or more models and a model
can represent an entity that may be an individual or
company [Rajaraman, 2014]. Each data source could
be assigned additional attributes or classiﬁers in the
form of meta-data. Classiﬁers are used to describe the
nature of the data source and how the data source was
originally obtained. Additional attributes would also
add value to the data source; for example: Geo-spatial
coordinates, time of ingestion and an intelligence rat-
ings.
5.3 Meta-data
Additional meta-data in the form of name/value pairs
or tags are used to annotate the data source or models
contained within the data source (see ﬁgure 13). This
includes:
• the security classiﬁcation (Secret, Highly Pro-
tected, Unclassiﬁed),
• the name of the organization that supplied the
data
• any special data handling requirements.
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Meta-data were also used to describe any associations
amongst data sources within the data repository. For
example, if two data sources are related in some way
then this relationship could be captured within de-
scriptive meta-data tags.
It is essential to conform to, or at the very least
map to, known standards for meta-data and that the
meta-data is consitent across all data sources, rather
than using proprietary or homegrown schemes. In
addition the meta-data scheme(s) are deﬁned within
a thesaurus that has been developed for the provision
of a common vocabulary across the data sources.
Good meta-data conforms to community
standards in a way that is appropriate to
the materials in the collection, users of the
collection, and current and potential future
uses of the collection. [NISO, 2007]
5.4 The Single Source of Truth
Part of the Identity Resolution process is to formu-
late the golden record which is a consolidated view of
an individual or organization. The consolidated view
in turn can contain a match score between the two
matched entities. It is important that the new knowl-
edge that pertains to each record can be reapplied in
the construction of the consolidated view. The con-
solidated record can be queried by the user and this
will contain all the current information relevant to the
entity.
6 Initial Findings
The 'Schema Last' approach to data fusion has been
in operation within the ACC since 2012 and during
that time there has been over a thousand data sources
processed that utilized this technique. Initial results
have shown a dramatic reduction in the time taken to
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Figure 13: Model Description including Attributes
and Classiﬁers
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Figure 14: Time taken in hours to cleanse 50 Data
Sources
collate data sets received by the ACC. One particu-
lar data set took over three months to cleanse; whilst
utilizing SLA this particular data set only took min-
utes to upload and model. The reaction by the ana-
lysts within the ACC has been positive and they have
commented on how vital information was lost due to
the previous ETL process. SLA has allowed the data
source modeling process to be delegated to unskilled
staﬀ which has allowed the skilled data analysts to fo-
cus on model development and target detection. The
improvements are shown in both ﬁgure 14 and ﬁgure
15.
In addition, it took only thirty domains to de-
scribe every ﬁeld contained within the data sources.
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Figure 15: Time taken in hours to triage 1010 Data
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The domains types were deliberately restricted. For
example, the domain document identiﬁer was used to
describe any unique identiﬁer within a data source.
There were no detectable overlaps as a result of this
generalized classiﬁcation of domains.
The Minerva Schema Designer 19 was developed
to allow users to create and modify SLA Schema Def-
initions. The schema models could be saved along
side the data or separately as a ﬁle. The interface
was deliberately kept simple to minimize user train-
ing requirements and reduce modeling errors.
The reaction from users of the application was
positive. Other Australian government departments
have shown interest with the schema last approach
and have expressed a desire to run a proof-of-concept
within their respective organizations.
6.1 Future Work
The resultant `fused' data has raised a number of con-
cerns among the data analysts, their greatest concern
is the ever increasing number of results returned from
1%99%
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Figure 18: The ratio of processed to rejected data
sources
Figure 19: Minerva Schema Designer
search queries. To determine a single source of truth
for an entity has proved to be a challenge especially
when there is no unique identiﬁer to link one entity
across multiple data sources. The `schema last ap-
proach' is ﬁrst step towards this goal and work can
be done in this area to improve the accuracy in es-
tablishing links between like entities within diﬀerent
data sources.
7 Conclusion
The ACC now has a tool to address the eclectic nature
of the data sent to them. SLA can be used to deﬁne
index strategies, provide the map in Map Reduction
and the form foundation for data mining. The for-
mal deﬁnition of the schema syntax allows for the in-
terchange of models and the sharing of meta-data
among organizations and institutions.
SLA has provided the platform to fuse data into
a consolidated view and to resolve issues associated
with variability and variety of data when obtained
from multiple sources.
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