Abstract. In this paper, we study iterative methods on the coefficients of the rational univariate representation (RUR) of a given algebraic set, called global Newton iteration. We compare two natural approaches to define locally quadratically convergent iterations: the first one involves Newton iteration applied to the approximate roots individually and then interpolation to find the RUR of these approximate roots; the second one considers the coefficients in the exact RUR as zeroes of a high dimensional map defined by polynomial reduction, and applies Newton iteration on this map. We prove that over fields with a p-adic valuation these two approaches give the same iteration function, but over fields equipped with the usual Archimedean absolute value, they are not equivalent. In the latter case, we give explicitly the iteration function for both approaches. Finally, we analyze the parallel complexity of the different versions of the global Newton iteration, compare them, and demonstrate that they can be efficiently computed. The motivation for this study comes from the certification of approximate roots of overdetermined and singular polynomial systems via the recovery of an exact RUR from approximate numerical data.
Q[t]
and p = t. Note that after clearing denominators, we can assume that F 1 , . . . , F m ∈ R[x 1 , . . . , x n ]. Archimedean case: In this case, K is a subfield of C and it is equipped with the usual absolute value. The usual Euclidean norm defines an Archimedean metric on vector spaces over K.
The objective of this paper is to study iterative methods on the coefficients of the rational univariate representation (RUR) of a component of J , and compare them in the Archimedean and the non-Archimedean cases. The RUR of a component of J , originally defined in [32] , is a simple representation of a subset of the common roots of F 1 , . . . , F n , expressing the coordinates of these common roots as Lagrange interpolants at nodes which are given as the roots of a univariate polynomial (see definition below).
We study two natural approaches for iterations that are locally quadratically convergent to an exact RUR of a component of J , both based on Newton's method:
-To update an RUR, apply the usual n × n Newton iteration to each common root of the old RUR, and compute the updated RUR which defines these updated roots. In this approach we assume inductively that the common roots of the iterated RUR's are known exactly. -Consider the map that takes an RUR and returns the reduced form of the input polynomials F 1 , . . . , F n modulo the RUR. Since an exact RUR of a component of J is a zero of this map, we apply Newton's method to this map.
Note that in the p-adic case, the first iteration was studied in [15] where they gave the iteration function explicitly and analyzed its complexity in terms of straight-line programs, while the second approach was proposed in [38] , without giving the iteration explicitly.
The main results of this paper are as follows: First we prove that the above two approaches give the same iteration function in the p-adic valuation. Next, we show that in the Archimedean case the two iterations are not equivalent. In this case, we give the explicit iteration functions for both approaches and show that they are also different from the iteration function presented in [15] and interpreted for the Archimedean case. We illustrate the methods on an example involving the mobility of a spacial mechanism. Finally, we analyze the parallel complexity of both approaches in the Archimedean case: For the first approach, we use n × n Newton iterations independently for each root and an efficient parallel Vandermonde linear solver for Lagrange interpolation. For the second approach we utilize efficient parallel Toeplitz-like linear system solvers to compute modular inverses of univariate polynomials. We present a version of the algorithms of [30] to solve Toeplitz-like linear systems that uses a more efficient displacement representation with factor circulant matrices defined in [31, Example 4.4.2] rather than triangular Toeplitz matrices. Finally, we briefly discuss the computation of modular inverses and cofactors when all the roots of at least one of the two associated input polynomials are simple and known.
Related work
The motivation to study numerical approximations of RUR's come from a work in progress in [2] to certify approximate roots of overdetermined and singular polynomial systems over Q. For well-constrained non-singular systems, Smale's α-theory (see [6, Chapters 8 and 14] ) gives a tool for the certification of approximate roots, as was explored and implemented in alphaCertified [18] . However, alphaCertified does not straightforwardly extend to overdetermined or singular systems: in [18] , they propose to use universal lower bounds for the minimum of positive polynomials on a disk, such as in [22] , but they conclude that such bounds are "too small to be practical." To overcome this difficulty, in [2] it is proposed to iteratively compute the exact RUR of a rational component from approximations of the roots, and then use the machinery of [18] to certify approximate roots of this RUR. While [2] is devoted to considerations about the global behavior of the iteration, this paper considers different choices of the iteration function and their parallel complexity.
The iterative algorithms that are in the core of this paper are the Archimedean adaptations of what is known as "global Newton iteration" or "multivariate Hensel lifting" or "Newton-Hensel lifting" in the computer algebra literature, where it is defined for the non-Archimedean case. Various versions of the NewtonHensel lifting were applied in many applications within computer algebra, including in univariate polynomial factorization [42, 27] , multivariate polynomial factorization [8, 16, 23] , gcd of sparse multivariate polynomials [24] , lexicographic and general Gröbner basis computation of zero dimensional algebraic sets [38, 41] , geometric resolution of equi-dimensional algebraic sets [13, 14, 19, 15] , Chow forms [21] , and sparse interpolation [3] . As we mentioned above, the most related to this paper are [38, 15] .
Computing numerical approximation to symbolic objects in the Archimedean metric is not new either. There is a significant literature studying such hybrid symbolic-numeric algorithms, and without trying to give a complete bibliography, the following mentions the papers that are the closest to our work.
Closest to our approach is the literature on finding the vanishing ideal of a finite point set given with limited precision. In [7] , they give an algorithm that given one approximate zero of a polynomial system, finds the RUR of the irreducible component containing the corresponding exact roots in randomized polynomial time. The algorithm in [7] applies the univariate results of [25] using lattice basis reduction. The main point of our approach in this paper and in [2] is that we assume to know all approximate roots of a rational component, so in this case we can compute the exact RUR much more efficiently, and in parallel.
The papers [7, 35, 29, 1, 20, 9, 10] use a more general approach than the one here, by computing border bases for a given set of approximate roots, which avoids defining a random primitive element as is done for RURs used in this paper. For general polynomial systems, numerical computation of Gröbner bases was proposed, for example, in [33, 34, 28, 37] . The focus of these papers is to find numerically stable support for the bases, which we assume to be given here by the primitive element.
Preliminaries
Let us start with recalling the notion of Roullier's Rational Univariate Representation (RUR), originally defined in [32] . Instead of defining the RUR of an ideal J , here we only define the notion of the RUR of a component of J , which is a weaker notion. We follow the notation in [2] .
Let K be a field. Given F = (F 1 , . . . , F n ) ⊂ K[x 1 , . . . , x n ] for some n, and assume that the ideal J := F 1 , . . . , F n is radical and zero dimensional. Then the factor ring K[x 1 , . . . , x n ]/J is a finite dimensional vector space over K, and we denote
Furthermore, for almost all (λ 1 , . . . , λ n ) ∈ K n (except a Zariski closed subset), the linear combination
is a primitive element of J , i.e. the powers 1, u, u 2 , . . . , u δ−1 form a linear basis for K[x 1 , . . . , x n ]/J (c.f. [32] ).
In the algorithms that follow, we compute an RUR that may not generate the ideal J , nevertheless the polynomials F 1 , . . . , F n vanish modulo the RUR. In this case the RUR will generate a component of J . We have the following definition:
. . , x n ] be as above. Let λ 1 x 1 + · · · + λ n x n be a primitive element of J . We call the polynomials
a Rational Univariate Representation (RUR) of a component of J if it satisfies the following properties:
are all degree at most d − 1 and satisfy
-for all i = 1, . . . , n we have
First note that the set
forms a Gröbner basis for the ideal it generates with respect to the lexicographic monomial ordering with T < x 1 < · · · < x n .
Next let us recall the relationship between the RUR of a component of J and its (exact) roots. Let V (J ) = {ξ 1 , . . . , ξ δ } ⊂ C n be the set of common roots of J . Denote ξ i = (ξ i,1 , . . . , ξ i,n ) for i = 1, . . . , δ. Then for any n-tuple (λ 1 , . . . λ n ) ∈ K n such that for i, j = 1, . . . , δ
we can define the primitive element u = λ 1 x 1 + · · · + λ n x n for J . Since all roots of J are distinct, such primitive element exist, and can be computed from the roots {ξ 1 , . . . , ξ δ }, or using randomization. Fix such (λ 1 , . . . λ n ) ∈ K n . For d ≤ δ let {ξ 1 , . . . , ξ d } be a subset of V (J ) and define
The RUR of the component of J corresponding to the subset {ξ 1 , . . . ,
and for each j = 1, . . . , n, the polynomial v j (T ) is the unique Lagrange interpolant of degree at most d − 1 satisfying
Note that if J is defined by polynomials over K, then the polynomials in the RUR of J have coefficients in K, but that is not true for all components of V (J ). We call a subset {ξ 1 , . . . , ξ d } ⊂ V (J ) a rational component of J if the corresponding RUR has also coefficients in K.
Global Newton Iteration
In this section we describe iterative methods that improves the accuracy of the coefficients of the RUR of a component of J . We use a similar approach as in [15, Section 4] , but instead of a coefficient ring with the p-adic absolute value, here we make adaptations to coefficient field K ⊆ C equipped with the usual absolute value. We start with recalling the definitions given in [15, Section 4].
Non-Archimedean Global Newton iteration
First, we briefly describe the global Newton iteration defined in [15, Section 4] . There the coefficient domain is the ring Q[t] and the non-Archimedean metric is defined by the irreducible element t ∈ Q[t]. They consider a square system
be a random primitive element for F 1 , . . . , F n . Furthermore, define I := t k for some k.
In [15, Section 4] they assume that some initial approximate RUR is given for a component of J :
satisfying the following assumptions:
Assumption 2 Let F , u, I, q(T ) and v(T ) be as above. Then 1. q(T ) is monic and has degree d,
is invertible modulo q(T ) and I.
They define the following updates: 
In [15, Section 4] they prove the following:
First Construction
Our first variation of Definition 3 will have the property that it agrees to the approximate RUR obtained from the approximate roots via Lagrange interpolation as was described in the Preliminaries. We give our definition over some general coefficient ring R, but later we will use R = K ⊂ C, or Q[t]/I 2 . We need the following assumptions:
. . , v n (T )) polynomials over some Euclidean domain R as above. We assume that 1. q(T ) is monic and has degree d,
is invertible modulo q(T ).
Our first construction for the update is defined as follows:
. . .
Note that in Definition 6 we defineṼ (T + ∆(T )) and notṼ (T ), but the coefficients ofṼ i (T ) can be obtained as solutions of linear systems. Similarly for the coefficients of ∆Q(T ). In the next proposition we examine these linear systems and give conditions on the existence and uniqueness of their solutions.
Proposition 7. The coefficients of the polynomialsṼ i (T ) in (7) for i = 1, . . . , n, and the coefficients of the polynomial ∆Q(T ) =Q(T )−T d in (8) are the solutions of d × d linear systems with a common coefficient matrix that has columns which are the coefficient vectors of
This coefficient matrix is non-singular if and only if u is a primitive element for the ideal q(T ), x 1 − w 1 (T ), . . . , x n − w n (T ) .
Proof.
A closer look of the definition in (7) and (8) gives the coefficient matrix of the linear systems definingṼ i (T ) and ∆Q(T ) as stated, with a common coefficient matrix. This linear system has unique solution if and only if 1, T + ∆(T ), . . . , (T + ∆(T )) d−1 are linearly independent modulo q(T ), and since
this is equivalent to u being a primitive element of the updated system.
The following proposition compares Definitions 3 and 6 in cases when the coefficient ring is R = Q[t]/I 2 .
Proposition 8. Assume that the conditions of Assumption 2 are satisfied and that u is a primitive element for q(T ),
is a monic polynomial of degree d, the coefficients of its degree ≤ d − 1 terms are uniquely determined modulo q(T ), so we have that
SinceṼ andQ are uniquely defined by these properties, they must be equal to V and Q respectively.
The following proposition connects the approximate RUR defined in Definition 6 to the ones obtained by applying one step of Newton iteration on the approximate roots, as promised in the Introduction:
where K is the algebraic closure of K. Let
Proof. Using the notation z i = (z i,1 , . . . , z i,n ) andz i = (z i,1 , . . . ,z i,n ) we define
Then for all i = 1, . . . , d and j = 1, . . . , n we have q(
. . , x n − w n (T ) if and only ifμ i =μ j for i = j. In this case for all i = 1, . . . , d and j = 1, . . . , n we have from (7), (8) and (9) that
This proves thatQ(T ),Ṽ 1 (T ), . . . ,Ṽ n (T ) is the exact RUR of {z 1 , . . . ,z d }. Finally, the last claim follows from
Corollary 10. Let R = K ⊂ C be a field equipped with the usual absolute value, and consider the Euclidean norm on the coefficient vectors of polynomials over C. Then the iteration defined by Definition 6 is locally quadratically convergent to an exact RUR of a component of F over an algebraic extension of K, as long as Assumption 5 is satisfied in each iteration.
Second Construction
Our second variation of Definition 3 will have the property that it can be interpreted as an (n + 1)d dimensional Newton iteration as follows.
as before, we define the map
as the map of the coefficient vectors of the following degree d − 1 polynomials:
where
So one can apply the (n + 1)d dimensional Newton iteration to locally converge to the coefficient vector of an exact RUR which is a zero of Φ. Note that below we will consider the map Φ as a map between
and note that (R[T ]/ q(T ) ) n+1 and R (n+1)d are isomorphic as vectors spaces when R = K a field. Moreover, as we will see below, the Newton iteration for Φ respects the algebra structure of (R[T ]/ q(T ) ) n+1 as well. The first lemma gives the Jacobian matrix of Φ.
and Φ be as above. For i = 1, . . . , n define m i (T ) and r i (T ) as the quotient and remainder in the division with remainder:
(12) Then the Jacobian matrix of Φ defined in (11) and considered as a map on
n+1 is given by
Proof. Using the notation r = (r 1 (T ), . . . , r n (T )) from (12), we have that
This shows that the block corresponding to the derivatives of v i,j for j = 0, . . . , d − 1 defines modular multiplication by the polynomials
which gives the last row of (13) . Let q j be he coefficient of
= 0 which gives the last column.
Remark 12. The proof of Lemma 11 shows that the Jacobian matrix of Φ considered as a map on R (n+1)d is the (n+ 1)d× (n+ 1)d matrix obtained from J Φ in (13) by replacing every entry by the d × d matrix of multiplication modulo q(T ) by the polynomial in that entry. In other words, if the polynomial in the (i, j)-th entry of J φ is p(T ) then the k-th column of this d × d block is the coefficient vector of T k−1 p(T ) mod q(T ).
Next, we give explicitly the iteration function corresponding to the Newton iteration on Φ, using polynomial arithmetic modulo q(T ). We need the following assumptions:
and v(T ) polynomials over some Euclidean domain R as above. We assume that 1. q(T ) is monic and has degree d,
. . , x n ), q(T ) and v(T ) be polynomials over R satisfying Assumption 13. Then we define
as in Definitions 3 and 6,
λiUi(T ) that we will show to be invertible modulo q(T ) (17)
Remark 15. Note that in general derivation and modular arithmetic do not commute, i.e.
For example if p = T 2 and q = T 2 − 1 then the left hand side is 2T but the right hand side is 0. That is why we first had to introduce the reduced form of F (v(T )) modulo q(T ) in (15) and then use its derivative by T in (16).
Remark 16. Note that if R = Q[t] then and I
thus our second construction is equivalent to the one in Definition 3. However, when our coefficient ring R is a field K ⊂ C, the polynomials in U (T ) are not the partial derivatives of the ones in w(T ), so we get a different iteration in Definition 14 from the one in Definition 3.
The next proposition shows thatV (T ) andQ(T ) from Definition 14 are the Newton iterates for the function Φ.
Proposition 17. Let F , u, q(T ), v(T ) and Φ be such that Assumption 13 holds. Then Λ(T ) defined in (17) is invertible modulo q(T ), and thusV (T ) andQ(T ) are well defined in Definition 14. Furthermore
where the vector on the right hand side is
Proof. Taking derivatives by T of both sides of the equations
From the definition
in (16) we get that
From this and from the definition
it is easy to see that
Then using Schur complements we get that
and since both
∂T and det(J Φ ) are invertible modulo q(T ) by our assumptions, so is Λ(T ) as was claimed. To prove the second claim, consider (14) , and define
Using that
Thus from (21), (22) and (23) we have that modulo q(T )
This, together with the definitions ofV (T ) in (18) andQ(T ) in (19) proves the second claim. The third claim is immediate from (23), as
Corollary 18. Let R = K ⊂ C be a field equipped with the usual absolute value, and consider the Euclidean norm on the coefficient vectors of polynomials over C. Then the iteration defined by Definition 14 is locally quadratically convergent to an exact RUR of a component of F over an algebraic extension of K, as long as Assumption 13 is satisfied in each iteration.
Example: A cubic-centered 12-bar linkage
To illustrate the application of these techniques, we compute an RUR for a rational component of a square system to prove that it solves an overdetermined system of equations arising from a 12-bar spherical linkage. The overdetermined polynomial system G consists of 17 quadratic and 2 linear polynomials in 18 variables for the linkage first described in [40] , which is presented in [39, Fig. 3 ].
The trivial rotation of the cube is removed by placing the center of the cube at the origin and fixing two adjacent vertices, say P 7 and P 8 , at (−1, 1, −1) and (−1, −1, −1), respectively. The 18 variables are the coordinates of the six remaining vertices of the cube, say P 1 , . . . , P 6 with P i = (P ix , P iy , P iz ). The 17 quadratic conditions force these free vertices to maintain their relative distances: (3, 4) , (5, 6) , (1, 5) , (2, 6) , (3, 7) , (4, 8) , (1, 3) , (2, 4), (5, 7), (6, 8)
The irreducible components of these 17 quadratic polynomials was first described in [17, Table 1 ]. This decomposition shows that there is a unique irreducible surface S of degree 16, which is the current focus of study. In particular, the rational component is the 16 points arising from the intersection of S with the codimension two linear space defined by:
In order to compute an RUR for this rational component, we consider the square polynomial system F consisting of these two linear equations and 16 quadratic equations obtained by adding the last quadratic above, i.e., P 6 2 − 3, to the other sixteen. Starting with a witness set for S, we used Bertini [4] to compute numerical approximations of the 16 points of interest. From these points, we observe that the variable P 6z is distinct, so we take the primitive element u(P 1 , . . . , P 6 ) = P 6z = T. Next, we produce an initial guess for the monic univariate polynomial q(T ) of degree 16. Since q(T ) naturally has small integer coefficients, this polynomial was computed exactly. We produced an initial guess for the univariate polynomials v(T ) of degree at most 15 via Lagrange interpolation using the computed numerical approximations. These are polynomials with rational coefficients having at most 5 digit numerators and denominators. These initial guesses are: We refined the approximate RUR using Algorithm 19, and in 3 iterations (in roughly 1 second) we found the exact RUR. In the v(T ) polynomials of the exact RUR, the numerators and denominators of the coefficients have at most 28 digits, namely: We checked F (v(T )) ≡ 0 mod q(T ) and G(v(T )) ≡ 0 mod q(T ) using exact arithmetics, meaning that we found an exact rational component of our zero dimensional ideal and proves it satisfies the overdetermined system of equations.
Parallel complexity
In this section, we study two parallel algorithms for our two constructions in Definitions 6 and 14, and analyze their parallel complexity. We express our complexity results as functions of the number of variables n and the number of roots d. In many applications, the number of roots d is large, possibly being an exponential function of n. Our goal is to demonstrate that we can efficiently distribute our computations to polynomially many processors in n and d so that the parallel computational time is polynomial in log(d) and n.
Note that for large d, the bottleneck of the computation of the formulas of Definitions 6 and 14 is the parallel computation of modular inverses of polynomials modulo the degree d polynomial q(T ). We consider two approaches to compute modular inverses, and to modular arithmetic in general:
1. Via the computation of the roots of the modulus q(T ) and using parallel interpolation algorithms at these roots. 2. Via the parallel solution of Toeplitz-like linear systems.
Our first construction in Definition 6 is particularly well suited for the approach via the roots of the modulus q(T ) due to Proposition 9. In fact, the roots of q(T ) are combinations of the coordinates of approximate roots of a component of the input system F = (F 1 , . . . , F n ), and according to Proposition 9, the polynomialsQ(T ),Ṽ (T ) = (Ṽ 1 (T ), . . . ,Ṽ n (T )) in Definitions 6 can be obtained from the coordinates of higher accuracy roots by using the interpolation formulas in (4) and (5) . Thus, we propose to compute one iteration for our first construction by using the underlying local data and interpolation. Below, in Subsection 5.2, we analyze the parallel complexity of this algorithm.
For our second construction in Definition 14, unfortunately we do not have any results to connect the roots of the modulus with the common roots of the input F = (F 1 , . . . , F n ). In theory, we could approximate the roots of our modulus q(T ) in each iteration. However, to obtain exact modular arithmetics modulo q(T ) using these approximate roots would require further considerations, which we bypass in this paper, offering instead the algorithm for our first construction outlined above.
Instead, for our second construction we propose the parallel solution of a general Toeplitz-like linear system of equations, which refines and modifies the algorithm of [30] by using a more efficient displacement representation with factor circulant matrices, defined in [31, Example 4.4.2], rather than triangular Toeplitz matrices. This improvement will reduce the number of required FFT computations by a factor of 2. Below, in Subsection 5.3, we detail this new modified algorithm and analyze its parallel complexity. Then, we apply these complexity bounds for the computation of modular inverses and for the computation of the polynomials in Definition 14. Finally, we briefly discuss the computation of modular inverses (or rather cofactors) when all the roots of at least one of the two associated input polynomials are simple and known.
Computational model
We have weighed the possibility of using several parallel computational models in our complexity estimates, including message passing interface (MPI) that measures communication costs related to passing data, and PRAM (Parallel Random Access Machine) models that assume that data is readily available to all processors via shared memory.
From a computational standpoint, the current "gold standard" is a hybrid model combining both message passing and shared memory. For example, a realistic cluster (the one that we used) consists of 13 nodes with each node having 64 processors that share memory -one would like parallel programming to send data between the nodes that is then shared amongst all the local processors.
Beyond choosing between different architectures, we also have to decide between an algebraic or a Boolean computational model. The algebraic model assumes that the basic arithmetic operations in the coefficient field can be done at unit cost, independently of the size of the numbers appearing in the computation, while under the Boolean model the estimates depend on the size of the numbers as well.
In our applications, the iterations under study will be conducted using floating point complex numbers as coefficients. However, for the purposes of the complexity analysis, in each iterations we assume exact rational arithmetic using the input floating point numbers as exact rational numbers, and at the end of the iteration we round them to the desired precision. Alternatively, we can round the numbers after each arithmetic operations to the desired precision. Thus, up to a constant multiple that depends on the desired precision, we can assume that at each iteration we are dealing with rational numbers or Gaussian rationals, and arithmetics on them has unit cost (cf. [6] ). That is why we choose the algebraic computational model and not the Boolean one to estimate the parallel complexity of our iterations.
Ultimately we choose the PRAM arithmetic model [26] , in which we more conveniently expose our complexity estimates, but we can readily obtain from our algorithms similar estimates in terms of basic operations (like FFT), which are efficient under any reasonable model. We will invoke Brent's scheduling principle that allows us to save processors by slowing down the computations, so that O A (t, p) will denote the simultaneous upper bounds O(ts) on the parallel arithmetic time, and ⌈p/s⌉ on the number of processors involved, where any s ≥ 1 can be assumed.
Parallel complexity of the first construction from the roots
By Proposition 9, the iterates of Definition 6 are the same as the Lagrange interpolants of the approximate roots obtained from one step local Newton iter-ation. We assume here that the coordinates of the approximate roots are given as floating point complex numbers, thus our base field is K := Q(i). Below we give estimates on the parallel complexity of the following simple algorithm:
Algorithm 19 Computation of RUR from roots.
Input: A primitive element u = λ 1 x 1 + . . . + λ n x n and approximate roots z 1 , . . . , z d ∈ K n . We assume that the corresponding RUR u, q(T ), v(T ) satisfies Assumption 5 (but need not to be given explicitly). Output: The updated RURQ(T ),Ṽ (T ) defined in Definition 6, and its common rootsz 1 , . . . ,z d ∈ K n . Computations:
1.
The next proposition gives the complexity bounds for Algorithm 19 . In what follows we use the following notation:
), for h ≥ 1, and log * (N ) := max{h : log (h) (N ) > 0}; -We use the exponent ω to denote a number such that O(n ω ) arithmetic operations are sufficient for the multiplication of two n × n matrices. Note that 2 ≤ ω ≤ 2.373.
n satisfying the assumptions of Algorithm 19. Then, we can compute the polynomialsQ(T ),Ṽ (T ) of Definition 6 and the corresponding approximate rootsz 1 , . . . ,z d ∈ K n of F in two stages with respective costs
Proof. The O A (log 2 (n), n ω+1 ) term comes from Step 1 using [5, page 319]. In Step 2 and 3 we apply the multipoint polynomial evaluation and polynomial interpolation algorithms in Sec 3.1, 3.3, and 3.13 of [31] . These algorithms essentially amount to O(log(d)) steps each performing concurrent univariate multiplications and divisions of polynomials having degrees at most d. We can perform these operations in time O(log 2 (d)) using O(nd/ log * (d)) processors.
Parallel complexity of the second construction using modular arithmetics
In this subsection, we analyze the parallel complexity of one iteration defined in the polynomial arithmetics modulo q(T ) in Definition 14.
In Definition 14, we have to compute two modular inverses:
which are the bottleneck of the computation if d = deg q(T ) is large in comparison to n. One way to compute modular inverses is via the solution of a non-singular linear system with Sylvester coefficient matrix, which is a Toeplitzlike structured matrix.
In what follows, we describe an algorithm for the solution of a general Toeplitz-like linear system of equations, which refines the algorithm of [30] with more efficient displacement representation of [31, Example 4.4.2] using factor circulant matrices. Then, we briefly cover the special case where all roots of the input polynomials or at least one of them are simple and available, in which case even more efficient algorithms can be applied.
Parametrized Newton's iteration. Hereafter I m denotes the m × m identity matrix. We begin with recalling parametrized Newton's iteration that computes a sequence of the powers of a matrix. 
Computations:
Stage
, the matrix polynomial in λ. Output the matrix polynomial X p mod λ k+1 .
Paper [30] first shows that
j=0 (λB) j for all i over any ring of constants, then proves correctness of the algorithm, and finally extends it to solving a nonsingular linear system By = f as follows. There are more efficient parallel algorithms for the solution of a general linear system of equations, but next we refine it to obtain a superior parallel algorithm in the case of Toeplitz-like matrices B. We first recall some relevant definitions.
Toeplitz-like matrices: fundamentals. Write J 1 = (1) is a 1 × 1 matrix,
for k = 2, 3, . . . , m, J = J m is the m × m reflection matrix.
denotes the n × n matrix of the f -circular shift for a scalar i,j=0 , which in turn can be extended to the class T of Toeplitz-like matrices. The Sylvester displacements Z e T − T Z f of a Toeplitz-like matrix T has small ranks (meant "small" in context) for a fixed pair of distinct scalars e and f , e.g., e = 1, f = −1. These ranks are called displacement ranks. In particular Toeplitz, Sylvester and Frobenius companion matrices of any size have displacement ranks at most 2.
Recall that an m × m matrix M of a rank at most r can be expressed nonuniquely through its generator (G, H) of length r,
where G = (g 1 · · · g r ) and H = (h 1 · · · h r ) and call a generator for a displacement of a matrix a displacement generator for the matrix itself. 
The latter compressed representation of an m × m matrix T uses 2rm parameters rather than m 2 entries and enables fast multiplication of the matrix by a vector if m ≫ r. Indeed, the theorem reduces this operation to r concurrent multiplications of e-circulant matrices by vectors, followed by r such multiplications by f -circulant matrices, and finally to the summation of r vectors. Next, we estimate the computational cost of such a multiplication. The complexity of Newton's iteration for Toeplitz-like matrices. We immediately verify the following result. 
for any pair of m× m operator matrices U and V , and so if
Substitute U = Z e and V = Z f and deduce that the inversion of a nonsingular matrix given with its displacement does not change the length of this generator (and consequently does not change the displacement rank), provided that we reverse the order for the pair of operator matrices (Z e , Z f ), replacing it by the pair (Z f , Z e ). This observation motivates our search for a short displacement generator of the inverse of a Toeplitz-like matrix. Having such generator available, we can readily compute the solution y = T −1 f of the linear system T y = f by applying the algorithms that support Theorem 23.
We can assume that short displacement generators for the input matrix and for X 0 = I m are given (note that 
Proof. The theorem follows from Theorem 25 applied modulo λ 2 i to the matrices M = A and
We assume m × r matrices G and H of a displacement generator for the input matrix A, and so for every i, multiplication of each of these matrices by the matrix X i = X i−1 (2I − AX i−1 ) amounts to concurrent multiplication of the matrix by r vectors. To operate with the matrices X i−1 we recursively define their displacement generators of length at most r and then employ the algorithms supporting Theorem 24. It follows that for every i, i = 1, . . . , p we compute a short generator of the matrix X i at the computational cost dominated by the cost of performing O(r 2 ) multiplications of bivariate polynomials of degrees at most 2m in both variables. (We can replace these operations by performing O(r 2 ) times two-dimensional Fourier Transform at m points in each dimension. We also need to perform some multiplications of vectors by diagonal matrices and 2r − 2 subtractions of vector polynomials at the dominated computational cost.) At all p stages of Newton's iteration we perform O(pr 2 ) multiplications of bivariate polynomials of degrees at most 2m in both variables. 
The overall complexity of solving a Toeplitz-like linear system of equations. It remains to estimate the complexity of performing Algorithm 22. At Stage 1, we compute the trace of the matrix polynomial A −1 mod λ m expressed via its short displacement generator by using Theorem 23. We compute (modulo λ m ) inner products of m pairs of vector polynomials of dimension m and then sum the m computed values. Clearly, the overall computational cost of this operation is dominated by the estimated cost of performing Algorithm 21.
Next, recall that the trace of the matrix B k is the kth power sum of the eigenvalues of the matrix B, which are the roots of its characteristic polynomial c B . At Stage 1, we produce these traces, equal to the power sums, and at Stage 2, we recover the coefficients of the characteristic polynomial from the power sums. We apply the solution algorithm for Problem 4.8 on pages 34-35 of [5] which amounts to performing O(log m) multiplications of polynomials of degrees at most m. Clearly the cost of performing this stage is even stronger dominated.
Stage 3 is reduced essentially to multiplication of e-and f -circulant matrices by 2m vectors. The cost of performing this stage is dominated by virtue of Theorem 24. used at Stage 3 of Algorithm 22 to express the Moore-Penrose generalized inverse of a matrix through its characteristic polynomial. By employing this expression we can follow the paper [30] and readily extends the algorithms and the complexity estimates to the task of computing the least squares solution of a singular Toeplitz-like linear system of equations.
Parallel complexity of the iteration in Definition 14. Using the results of this section, we have the following corollary for the parallel complexity of modular inverse computation:
Corollary 29. Let q(T ) ∈ K(T ) be degree d and p(T ) ∈ K(T ) be degree at most d − 1 that is relatively prime to q(T ). Then, we can compute p −1 (T ) mod q(T ) in parallel complexity O A (log 2 (d), d 2 / log(d)).
Proof. It follows from Corollary 27 and the previous subsection and from the fact that the Sylvester matrix of p and q has size m × m with m ≤ 2d − 1 and displacement rank r ≤ 2.
Besides modular inverses, the computation of the polynomials in Definition 14 is dominated by the computation of the adjoint of the polynomial matrix J F (v(T )) modulo q(T ). We can assume that all polynomials in the polynomial arithmetics involved, as well as our input polynomials in F , have degree at most 2d. Then, according to [5, page 311], the parallel complexity of division with remainder using degrees at most 2d and d polynomials is O A (log(d) log * (d), d/ log * (d)). Moreover, using [5, page 319], we can compute the adjoint (and the inverse) of an n × n scalar matrix in O A (log 2 (n), n ω+1 ). Thus, the adjoint of J F (v(T )) modulo q(T ) can be computed in
Combining all the above we get the following proposition. Note that the most significant difference between its complexity bounds and the ones in Proposition 20 is the extra d factor in the required number of processors.
Proposition 30. Assume that we are given F , u, q(T ) and v(T ) satisfying Assumption 13. Assume further that the polynomials in F have degree at most 2d. Then we can compute the polynomialsQ(T ),V (T ) = (V 1 (T ) , . . . ,V n (T )) of Definition 14 with the cost
Simplified computation of cofactors from roots. Given two coprime univariate polynomials u = u(x) of a degree d and v = v(x) of a degree m we seek their cofactors s = s(x) of a degree at most m − 1 and t = t(x) of a degree at most d−1 such that su+tv = 1. This task amounts to the solution of a Sylvester linear system of equations, which we can compute by applying the algorithms of the previous subsections. Next, we consider the case where we are given d distinct roots x 1 , . . . , x d of the polynomial u. (We can proceed similarly where we are given n distinct roots y 1 , . . . , y m of the polynomial v.) Then we can devise more efficient algorithms by applying the evaluation/interpolation techniques of [36] as follows. At Stages 1 and 2 we apply the efficient known algorithms (see Sections 3.1, 3.3, and 3.13 of [31] ) for the solution of both problems of multipoint evaluation and interpolation. These algorithms essentially amount to O(log(d)) concurrent multiplications and divisions of univariate polynomials of degree at most d. The overall cost of performing these operations is substantially smaller than the cost of performing the algorithms of the previous subsections for the Sylvester Toeplitz-like linear systems of equations, and surely so is the cost of the application of FFT and inverse FFT at Stages 3 and 4 as well. Summarizing we perform the computations of the algorithm in O(log 2 (d) log * (d), d/ log * (d)).
