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ABSTRACT AND PRE-INTRODUCTION 5
Abstract and pre-introduction
Homotopy theory is now a rather old field by modern mathematical stan-
dards. Its earliest beginnings are perhaps in the late 19th century and
the study of certain complex path integrals, and the realisation that cer-
tain quantities remained invariant under “continuous deformations” of the
chosen path. The earliest rigorous treatment of what such “continuous de-
formations” should be comes from Jordan in the late 19th century, who gives
the definition of what we now call a homotopy. Poincaré then advanced
this in his “Analysis situs” in 1895, where he introduced the fundamental
group and a notion of homology. The subject of Algebraic Topology then
really began, and many advances were made in the abstract study of spaces
with this new algebraic toolkit, such as Brouwer’s topological invariance of
dimension. However it was not until 1932 that the first generalisation of
the fundamental group to higher dimensions was given. Cěch gave the orig-
inal definition, which was rediscovered by Hurewicz in 1935, along with his
eponymous theorem. The higher homotopy groups were quickly seen to be
remarkably intuitive in their definition, however, it was quickly realised that
they were, even for spheres, extremely difficult to compute. A way of sim-
plifying the situation somewhat was arrived at by mathematicians such as
Freudenthal and Whitehead, and this method was the beginnings of what
is today called stable homotopy theory, and has broadly become the area in
which much of today’s research in homotopy theory lives. However, even with
this simplification, the stable homotopy groups of spheres are still immensely
complicated, and to this day there is still no hope of understanding them in
their totality (the stable homotopy groups of S0 are currently known up to
dimension 64). Around the same time of the 20th century, Serre developed
what became known as “mod C theory”, a result of which showed that the
homotopy groups of spheres are almost all finite. This was a remarkable and
celebrated result, which eventually led to the development of the subject of
this thesis, rational homotopy theory (RHT). This took many years to be
envisioned, and finally with the work of Quillen, building on his 1967 work
“Homotopical Algebra”, he published in 1969 his paper “Rational Homotopy
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Theory”, which gave the foundation of an entirely new area of study in ho-
motopy theory, and also developed much of the abstract language in which
modern homotopy theory is phrased, such as model categories.
The main idea of rational homotopy theory is to study the homotopy
theory of spaces “modulo torsion”, in the sense that rather than considering
homotopy groups, you consider homotopy groups after tensoring with Q, and
rather than asking when spaces are homotopy equivalent, you ask when they
are rationally homotopy equivalent (in a sense which will be made clear). As
Serre had already shown that the homotopy groups of spheres become almost
completely trivial after tensoring with Q, it was suspected that rational ho-
motopy theory in general should be much simpler than ordinary homotopy
theory, which was indeed made precise in Quillen’s 1969 paper [36], where he
gives a completely algebraic description of the rational homotopy category
of (simply connected) spaces in terms of a homotopy category of certain dif-
ferential graded Lie algebras. However, there was still the outstanding issue
of computability. That is, if the theory is much simpler, one would hope
that rational homotopy groups might actually be computable, at least un-
der some conditions. A solution to this issue of computability was given by
Sullivan in 1977 in [41], where he gives an alternative (in fact Koszul dual)
description of the same rational homotopy category of (simply connected,
Q-finite) spaces studied by Quillen, this time showing it to be equivalent to
the homotopy category of certain commutative differential graded algebras
(CDGAs). These CDGAs were found to be much easier to compute with
than differential graded Lie algebras, and in particular, Sullivan also showed
how the rational homotopy groups of (formal) spaces could be read off from
a minimal model for their rational cohomology ring, in effect making rational
homotopy groups computable for an enormous class of examples. An impor-
tant step taken in this paper was also the discovery of a commutative model
for cochains on a space in characteristic zero; Sullivan’s model takes the form
of a complex of piecewise linear polynomial differential forms on a simplicial
set (analagous to differential forms on a manifold).
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The work of Quillen was not just fruitful in its introduction of the new
field of rational homtopy theory, but was also groundbreaking in its general-
isation of what is considered a homotopy theory; Quillen’s theory of model
categories gave axioms which (almost completely in their original form) are
still generally accepted today as good and reasonable axioms for a homotopy
theory. Quillen and Sullivan used these to study the homotopy theories of
simplicial sets, DG Lie algebras and DGAs respectively, but since, mathe-
maticians have used the language of model categories to study the homotopy
theories of spectra, schemes, coherent sheaves, stacks, and even just sets, or
more ambitiously the homotopy theory of homotopy theories!
This close relationship between rational homotopy theory and commuta-
tive algebra led algebraists to be very interested in the subject, in particular
Avramov and Foxby, who further studied the correspondence in collaboration
with homotopy theorists such as Halperin, for example in [4]. The setting
laid out in [4] was further expanded upon in [14] by Félix, Halperin and
Thomas. This work looks at how certain classical notions relating to commu-
tative rings (such as regularity, complete intersections and Gorenstein rings)
can be translated into homotopy invariant notions for CDGAs, and conse-
quently simply connected rational spaces. What is interesting is that for each
notion, there are usually multiple ways of making such a translation, and thus
the authors arrive at multiple notions of, for example, a “complete intersec-
tion space”, which are not always equivalent. Of the ones mentioned, the
condition with the richest source of examples is the Gorenstein condition, of
which all simply connected manifolds (and indeed any Poincaré duality space
with finite dimensional rational cohomology) are examples. The Gorenstein
condition is also very closely related to a duality condition (suitably termed
Gorenstein duality), which is part of the focus of [13], where it is studied
in the more general context of ring spectra. Our study of this area initially
began with the hope of developing a similar theory for non simply connected
spaces, which naturally led to considering what was in effect “equivariant
versions” of the various conditions. In particular, given a discrete group G,
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we give a proposed notion of a simply connected regular G-space (in the lan-
guage of [20]), and give a partial classification based on the actions on the
homotopy groups. We also give some examples to illuminate the theory, and
show where and how it differs from the simply connected theory in [20].
We also give some attention to the homotopy Gorenstein condition, most
notably in the case where the rational cohomology is not finite dimensional,
where we give a rich class of examples, and determine when their cohomology
ring is Gorenstein (in the ring-theoretic sense). For completeness we give an
exposition of rational Gorenstein duality for rational spaces, as appears in
the unpublished appendix of [20].
In the next chapter we give of a compactly supported version of Sulli-
van’s PL polynomial forms on a simplicial set, and show that it models com-
pactly supported singular cohomology. There have been similar attempts
to develop characteristic zero compactly supported cohomology theories for
spaces beyond manifolds, such as diffeological spaces, and one such treat-
ment is by Haraguchi in [21]. His work differs from ours in that ours is in
the context of Sullivan’s original work (where spaces are viewed as simplicial
sets, and cochains are formal polynomials). A natural question following on
from this (which we have not yet had the time to study further) is whether
this compactly supported cohomology functor can be made into some kind
of equivalence of “proper homotopy theories”, analagous to the equivalence
in Sullivan’s original work. An axiomatic framework for proper homotopy
theory is given for spaces by Baues and Quintero in [5], and if this could
be reworked for simplicial sets and perhaps even commutative differential
graded algebras, then this would be a first step towards viewing our work as
an equivalence of proper homotopy theories. We suggest this as a possible
avenue for extending our research.
The final chapter is concerned with a rational formality problem. It
is a natural question when dealing with DGAs with a specified homology
(up to isomorphism) to ask what possible quasi-isomorphism types of DGAs
there are with the specified homology. This is what is meant by a formality
ABSTRACT AND PRE-INTRODUCTION 9
problem, with the obvious example of just the homology itself viewed as a
DGA with zero differential being termed formal. Even when the specified
homology is quite simple (for example polynomial on one variable), there
can be interesting non-trivial quasi-isomorphism types emerging. Much of the
inspiration and background for this chapter comes from Dugger and Shipley’s
paper [10], where they work with connective, associative DGAs over Z, and
classify all quasi-isomorphisms of such DGAs with homology ∧Fp(gn), for any
prime p and generator gn of degree n ≥ 1 (when n is odd there is just the
formal quasi-isomorphism type, and when n is even there is the formal one
and another exotic one). Of course, working in the rational commutative
case, we would expect to be able to ask what happens for more complicated
specified homology types. We were initially interested in Q-CDGAs with
homology isomorphic to k[x2n], where k is a given Q-algebra concentrated in
degree 0, and x2n is of some even degree 2n. For reasons we will outline (based
on the vanishing of the André-Quillen cohomology), when k is a complete
intersection (ci) ring, all CDGAs with the given homology are formal, and
so we looked at the case when k is perhaps the simplest example of a non-ci
ring, that is, the “wedge of two 0-spheres” (k = Q[x, y]/(x2, xy, y2), with x
and y in degree 0). Even in this case, we were not able to classify the quasi-
isomorphism types with specified homology k[x2n], due to its non-finiteness
as a module. However, under the assumption of a conjecture stated in the
chapter, we were able to classify quasi-isomorphism types of CDGAs with
homology isomorphic to ∧k(xn) (a 1-dimensional exterior algebra over k with
generator in some degree n ≥ 1). Moreover we were able to make a similar
classification when k was a wedge of m copies of S0, for any m ≥ 2 (that
is, k = Q[t1, ..., tm]/(titj|1 ≤ i, j ≤ m) concentrated in degree 0). The
computational part of the classification intricately involves the fact that the
rational homotopy of a wedge of m spheres is a free graded Lie algebra on m
generators, and a knowledge of the dimension of this graded Lie algebra in
each degree. For a normal ungraded Lie algebra this would be given by the
necklace polynomial, a fact which follows from the Poincaré-Birkhoff-Witt
theorem, and so a key step was reformulating the necklace polynomial for
the graded case using Poincaré-Birkhoff-Witt and generating functions.
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For an understanding of when the Eilenberg-Moore spectral sequence con-




We will now briefly summarise the main results of this thesis.
Rational Homotopy Theory in the sense of Sullivan
In chapter 2 we review Rational Homotopy Theory in the sense of Sullivan,
which will be fundamental to every subsequent chapter. The main results of
his theory that underpin what we do are reformulated and expanded upon
in [6], and so we shall state them as stated there, and cite appropriately.
Throughout this section, cdga denotes the category of commutative differ-
ential graded algebras (CDGAs) over Q (with standard grading conventions,
meaning the differential reduces degrees). Bousfield and Gugenheim show in
[6] that cdga has a model structure lifted from the projective model struc-
ture on rational chain complexes, meaning that the fibrations are just the
surjections, and the weak equivalences are the quasi-isomorphisms.
We say a CDGA A is coconnected if it is concentrated in non-positive
degrees, and H0A ∼= Q.
Similarly, A ∈ cdga is of finite-type if HmA is finite-dimensional for all
m.
sSet denotes the category of simplicial sets with the Serre model struc-
ture.
A connected simplicial set X is rational if its geometric realisation |X| is
a rational space, meaning that πmX is a rational vector space for all m ≥ 2.
X is nilpotent if π1|X| is a nilpotent group, and the action of π1|X| on the
higher homotopy groups is nilpotent.
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Moreover if X is rational, we say X is of finite-type if πm|X| is finite
dimensional for each m.
Let C∗ denote the singular cochains functor on simplicial sets. The main
results of relevance to us are as follows.
Theorem 1.1. ([6]) There exists a functor A∗ : sSetop → Q−dga whose
image is contained in cdga, and a natural transformation ρ : A∗ → C∗
such that H∗ρX : HA
∗X → HC∗X is a multiplicative isomorphism for any
simplicial set X.
This result is the fact that the singular cochain complex of a space (sim-
plicial set) in characteristic zero has a strictly commutative model.
Theorem 1.2. ([6]) Let sSetf,nil,rat and cdgaf,coconn denote the full sub-
categories of finite-type, nilpotent, rational simplicial sets and finite-type,
rational, coconnected CDGAs. Then there exist functors
F : cdgaop → sSet
A : sSet→ cdgaop
which are adjoint, and induce equivalences of the homotopy categories
A : Ho(sSetf,nil,rat)
op 
 Ho(cdgaf,conn) : F
The functor A in the second theorem is related but slightly different to
the functor A in the first theorem (they differ by composition with a cofibrant
replacement functor).
The second theorem is the statement that (under the given conditions), ra-
tional homotopy theory is “very algebraic”, in that the homotopy category of
the given rational spaces is identified with the homotopy category of certain
CDGAs.
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Derived Commutative Algebra and RHT
In chapter 3 we describe the close relationship between the rational ho-
motopy theory of simply connected spaces, and derived commutative algebra
over Q, and in particular, how it leads to homotopy invariant formulations
of classical ring theoretic notions, such as Gorenstein, regular, and complete
intersection. The main references for this section are [4] and [20]. In the
former, the authors describe how the relationship works, and the latter gives
the specific homotopy invariant formulations. In the case of the regular and
complete intersection condition, there are various (equivalent) definitions of
such rings, and interestingly, it is not trivially the case that the homotopy
invariant formulations of these definitions are equivalent (and indeed, for the
complete intersection condition, they are not). Establishing the extent to
which they are equivalent is a large part of the focus of [20].
After recalling what we need from the various sources, we begin by con-
sidering a natural generalisation of the definition of an s-regular space (as
given in [20]), to allow for possibly non-simply connected spaces.
In this section, G will denote an arbitrary discrete group, unless we in-
troduce other assumptions.
For a space X, we denote its universal cover by X̃.
We begin by making the following definition.
Definition 1.3. Let X be a rational, connected space with π1X = G.
X is s-regular if there exist fibration sequences
Snk → BG→ Xk, Snk−1 → Xk → Xk−1, ..., Sn0 → X1 → X0
where X0 = X, and each fibration induces an isomorphism on π1 of its source
and target, for some positive integers n0, ..., nk.
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In [20], they define a regular space to be exactly as above, but are working
with simply connected spaces only, and so G = {1}. An example of an s-
regular space as defined above is the rationalisation of BO(n), for any n ≥ 1;
in this case we would have G = Z/2.
It is shown in [20] that any simply connected rational s-regular space must
have the homotopy type of a product of even Eilenberg-Mac Lane spaces. In
the non-simply connected case, the situation is more complicated, and we
give the following sufficient conditions for s-regularity.
Theorem 1.4. Let X be a path connected rational space with nilpotent
actions of the fundamental group on πnX for n ≥ 2, and π∗X̃ finite dimen-
sional over Q and concentrated in even degrees below 2d, for some minimal
d. Suppose also that H2k+1(π1X;Q) being non-zero implies k = 0 or k > d.
Then X is s-regular.
We follow up this result with examples of when the theorem can fail due
to the nilpotence conditions not being satisfied, and separately, examples of
failure due to the condition on the cohomology of the fundamental group not
being satisfied.
We then have the following result, which gives necessary conditions for
a space to be s-regular. It is preceded by a review of the Jordan-Hölder,
theorem, as it is implicit in its formulation.
Proposition 1.5. Suppose X is a path connected rational s-regular space
with G := π1X. Then for all n, π2nX has a composition series as a QG-
module, and the composition factors are all 1-dimensional over Q (though
not necessarily trivial).
The Gorenstein condition
In chapter 4, we move on to discussing the Gorenstein condition, and in
particular give a new class of examples of Gorenstein spaces with the property
of being homotopy Gorenstein, but not having Gorenstein cohomology ring.
In general, if a space has Gorenstein cohomology ring, then it is homotopy
Gorenstein, however the converse is not always true, and specifically does
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not always hold when the cohomology ring is not finite dimensional, and the
examples given are of this type.
We begin the chapter by reviewing the h-Gorenstein condition, as pre-
sented in [20] (where h stands for “homotopy”), and some Morita theory,
which gives us a model for the cellularisation of a DG-module. Another model
for cellularisation is obtained from considering the unstable Koszul complex,
and from this and the uniqueness of cellularisation up to homotopy, we can
compare the two models for cellularisation and deduce the following duality
property for h-Gorenstein CDGAs, which is the rational CDGA version of a
result on Gorenstein Duality from [13].
Theorem 1.6. (Gorenstein Duality)
Suppose A is an h-Gorenstein CDGA of shift a with H∗A 1-connected and
Noetherian. Then there is an equivalence
CellQA ' ΣaA∨
which implies we have a spectral sequence
H∗I (H
∗A) =⇒ ΣaH∗(A)∨
The unstable Koszul complex is also the main ingredient in the con-
struction of the local cohomology spectral sequence (the spectral sequence
appearing in 1.6, which can be used to compute the local cohomology of the
cohomology ring of an h-Gorenstein space/CDGA).
In the next part of the chapter, we look at a class of examples of rational
h-Gorenstein spaces whose cohomology ring is not finite-dimensional. These
examples are constructed as spaces X which fit into a fibration sequence of
the form
X → K(Qm, 2n) γ→ K(Q2, 2kn)
for some map γ, any m,n, k ≥ 1.
In particular, if a and b are the generators of the cohomology of the base
space, then we get two homogenous polynomials p = γ∗(a) and q = γ∗(b),
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whose terms live in degree −2kn. We note that there is the potential for
confusion here over the word “degree” when referring to a polynomial, as it
is unclear whether it means the degree that the actual terms of the polynomial
live in as elements of a graded object, or whether it means the degree of the
polynomial as an element of a polynomial ring. Thus if our language ever
appears over-worded when talking about degree, it is probably an attempt
for clarity on this issue.
Using the Eilenberg-Moore spectral sequence, we compute the following
Proposition 1.7.
H∗X ∼= Q[u1, ..., um, τ ]/(p, q, gcd(p, q)τ, τ 2)
where τ is of degree −(4k − 2d)n + 1, where d is the degree of the terms of
the homogenous polynomial gcd(p, q).
We are then able to compute the local cohomology of H∗X using the local
cohomology spectral sequence, and determine from the results precisely when
X is h-Gorenstein. The local cohomology computation yields the following.
Proposition 1.8. Letting g = gcd(p, q), and p′ = p/g and q′ = q/g as




Σ−2n(2k−d−1)+m(P/(p′, q′))∨, if N = m− 2,
Σ−2n(d−1)+m(P/(g))∨ ⊕ Σ−2n(2k−1)+m+1(P/(g))∨, if N = m− 1,
0, otherwise
And using facts about the local cohomology of Gorenstein (in particular
Cohen-Macaulay) rings, we can deduce the following.
Proposition 1.9. For any such p and q as above, H∗X is Gorenstein as
a commutative ring if and only if p and q are coprime, or if they are equal
up to multiplication by a unit.
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PL compactly supported forms in characteristic zero
The original motivation behind chapter 5 came from a question asked by
Dan Petersen on Math Overflow, who was wishing to know if there was a
way in which characteristic zero compactly supported cohomology could be
constructed in a way similar to Sullivan’s PL de Rham theory, thus giving
one way of defining a “suitable” compactly supported cohomology for spaces
which aren’t necessarily manifolds (the word “suitable” meaning that it has
the properties one would want of a cohomology theory, such as Mayer-Vietoris
sequences). In terms of achieving the latter, a suitable compactly supported
theory in characteristic zero has been constructed for diffeological spaces by
Haraguchi in [21], and our work in chapter 5 constructs such a compactly
supported theory instead for simplicial sets.
The actual definition of what the compactly supported theory should be
is not hard to write down in terms of Sullivan’s original constructions. Let
∇(∗, ∗) denote the simplicial CDGA A∗X of polynomial forms on standard
simplices, as constructed in 2.1. Then the CDGA of polynomial q-forms on
a simplicial set X is given by
AqX := sSet(X,∇(∗, q))
and so correspondingly, the CDGA A∗cX of compactly supported polynomial
forms on X is given by
Definition 1.10.
AqcX := {Φ ∈ sSet(X,∇(∗, q))|∃ finite K ⊂ X s.t Φ|<X\K> = 0}
where for a collection of simplices I ⊂ X, < I > denotes the smallest sub-
simplicial set containing I, and a finite simplicial set is one with only finitely
many non-degenerate simplices.
Intuitively, one should think of a simplicial map X → ∇(∗, q) as a bit
like a global section of a sheaf of functions on a space, except with open
sets replaced by simplices: to each simplex, the simplicial map assigns a
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polynomial q-form, and the fact that the map is a simplicial map (commutes
with the face and degeneracy operators) can be thought of as ensuring that
the assigned q-forms agree on any intersections. For the compactly supported
version A∗cX, the extra conditions on the global sections are just translated
from what we would expect a compactly supported de Rham form to look
like on a manifold (that is, vanishing outside a compact subset).
A remarkable discovery of Sullivan is that there is in fact a theory of
integration for the polynomial forms on a simplex, which works completely
analogously to the theory of integration of differential forms on smooth man-
ifolds. Heuristically, to compute the integral
∫
ω of some ω ∈ ∇(p, q) over
∆p, one takes a fixed geometric realisation |∆p| of the simplex ∆p, and then
since ω is a polynomial form, and we are working over a field of characteristic
0, we can interpret ω as a form defined on |∆p|, and integrate it (over the
interior) in the usual way. The details of this method will be spelled out in
5.5. The formulation of Stokes’ Theorem can be summarised as follows:
We can define a total differential
∂ : ∇(p, q)→ ∇(p− 1, q)
for all p and q, by ∂ = Σpi=0∂i, satisfying ∂dp = dp−1∂, where dj denotes
the exterior differential dj : ∇(j, ∗)→ ∇(j, ∗) of degree 1. ∂ is analagous to
restricting a differential form on a manifold to a form on the boundary of the
manifold. We then have
Theorem 1.11. (Stokes’ Theorem (Proposition 1.4 of [6]))




One way we show the existence of a (contravariant) Mayer-Vietoris se-
quence for A∗c is by showing that there is a notion of “bump functions” in
the context we are working in.
Given a simplicial subset L ⊂ X, the boundary of L in X is denoted ∂L,
and is defined to be < X \ L > ∩L.
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The minimal neighbourhood of L in X is denoted ε(L), and is defined to be
the smallest subsimplicial set of X which contains L, and whose boundary
in X does not intersect L. Note that since X contains L, and the boundary
of X in X is empty, minimal neighbourhoods exist for every choice of X and
L ⊂ X.
We prove the following.
Theorem 1.12. (Existence of PL bump functions)
Let X be a simplicial set, and let L ⊂ K ⊂ X be subsimplicial sets such
that ε(L) ⊂ K. Then there exists some φ ∈ A0X such that φ|L = 1 and
φ|<X\K> = 0
The main ingredient for the proof of 1.12 is the extension property for
∇(∗, ∗), which appears as Corollary 1.2 of [6], and as 5.4 in this document.
It effectively says that if there exists a collection of q-forms defined on the
boundary faces of a p-simplex (so all living in ∇(p−1, q)), which all agree on
the intersections of faces, then there always exists a q-form in ∇(p, q) which
extends each of the forms on its faces. Moreover, it says that this extension
respects addition of forms on each face of the p-simplex.
If U, V ⊂ X are simplicial sets covering X, then we say that U and V have
good intersection if ε(< V \ U >) ⊂ V . Using 1.12, we prove the following.
Theorem 1.13. (Contravariant Mayer-Vietoris sequence, version 1)
Let X be a simplicial set with subsimplicial sets U, V ⊂ X which cover X
and have good intersection. Then there is a long exact sequence
...← HAnc (U ∩ V )← HAncU ⊕HAncV ← HAncX ← HAn−1c (U ∩ V )← ...
We can in fact obtain the same contravariant Mayer-Vietoris sequence
under different conditions involving local finiteness and properness of maps.
A map f : X → Y of simplicial sets is proper if for any finite subsimplicial
set Z ⊂ Y , the subsimplicial set f−1Z ⊂ X is finite.
A simplicial set is locally finite if each of its simplices is a face of only finitely
many non-degenerate simplices.
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Theorem 1.14. (Contravariant Mayer-Vietoris sequence, version 2)






of simplicial sets, where ι is an inclusion, f is proper and V is locally finite.
Then g and h are proper maps, and there exists a long exact sequence
...← HAnc (W )← HAncU ⊕HAncV ← HAncX ← HAn−1c (W )← ...
which is natural in all the variables in the pushout.
In particular we can deduce that if U, V ⊂ X are subsimplicial sets which
cover X, and one of U or V is locally finite, then a contravariant Mayer-
Vietoris sequence, as above, exists.
In the final part of chapter 5 we prove a compactly supported version
of the de Rham theorem, showing that the cohomology A∗c is isomorphic
to that given by compactly supported singular cohomology, and moreover,
that the isomorphism is multiplicative. We begin by describing the usual
de Rham theorem (2.2 and 3.4 of [6]). To do this, we first define a natural
transformation ρ : A∗ → C∗ (where C∗ denotes rational singular cochains)
by
< ρω, σ >=
∫
ωσ
for any ω ∈ AqX and σ ∈ Xq, for any simplicial set X. The de Rham
theorem is then stated as
Theorem 1.15. (PL de Rham theorem. 2.2 and 3.4 of [6])
ρ induces a multiplicative homology isomorphism
ρ∗ : HA
∗X → HC∗X
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for any simplicial set X.
We then are able to use this, and a simple argument using the five lemma,
to prove a similar result for relative cohomology (in other words, the same
result as the theorem above, but withX replaced by (X,A)). The importance
of this for the compactly supported version is that we can prove the following
characterisation of compactly supported cohomology.
Lemma 1.16. The canonical map
η : HA∗cX → colimK(HA∗(X,< X \K >))
is an isomorphism of graded rings (where the colimit runs over all finite
subsimplicial sets of X).
This then allows us to prove the PL compactly supported de Rham The-
orem, which is as follows.
Theorem 1.17. (PL compactly supported de Rham Theorem)
The restriction ρc : A
∗
cX → C∗cX induces a multiplicative isomorphism on
cohomology, for any simplicial set X.
A formality problem
In the final chapter we look at a formality problem whose inspiration came
from my supervisor’s research in elliptic cohomology. The original problem
was that of trying to classify Q-CDGAs A augmented over a fixed Q-algebra
k, with homology isomorphic to k[x], for some generator x in an even degree.
It quickly became clear that if k is not a complete intersection, there could
be many homotopy types of such objects, and finding a way of attacking the
problem, even for the simplest examples of k being non-ci, proved difficult.
So we looked instead at the simpler problem of classifying Q-CDGAs A with
homology isomorphic to Λk(xm), that is, an exterior algebra over k on a
single generator x in any degree m. We now summarise the chapter and its
results.
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We begin by giving the relevant model structure on the category we are
working in, which is the category of connective CDGAs over Q. The model
structure can be lifted directly from the projective model structure on the
category ChQ of connective chain complexes over Q (recall that the projective
model structure has fibrations being surjective maps, and weak equivalences
quasi-isomorphisms). Moreover, the cofibrant generation of the projective
model structure can be lifted to CDGAs using the free functor
Ch≥0 → cdga≥0
These liftings are not typical of CDGAs in general, and indeed, there is no
such way of lifting the projective model structure on chain complexes to
CDGAs when working over the integers, or in positive characteristic. The
issue comes from the fact that we are considering commutative DGAs, and
that outside of characteristic 0, the free commutative DGA on the n disc
chain complex D(n) = Q < xn−1, yn|dy = x > is not acyclic, and thus
applying the free functor to the generating acylic cofibration 0 → D(n)
does not give a quasi-isomorphism. We stress this fact to make clear one
of the many nice features of working in characteristic 0, as having a nice
model structure on cdga≥0 allows us to compute derived functors without
using simplicial resolutions. The precise result we use to deduce the required
model structure is
Theorem 1.18. (Transferred Model Structure, Theorem 3.3 of [9])
Let C be a cofibrantly generated model category, D a category, and suppose






where F is left adjoint to U .
Moreover, call a map in D a fibration (resp. weak equivalence) if its image
under U is a fibration (resp. weak equivalence) in C. Suppose now that F
preserves small objects, and that any sequential colimit of pushouts of images
under F of the generating acyclic cofibrations in C is a weak equivalence in
D. Then the choice of fibrations and weak equivalences made above for D
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determines a cofibrantly generated model structure on D, where the set of
generating (acyclic) cofibrations in D is the set of images under F of the
generating (acyclic) cofibrations in C.
Using this, we can prove the following.
Theorem 1.19. cdga≥0 has a model structure whose fibrations are all
surjective maps, and weak equivalences are all quasi-isomorphisms, and where
the generating cofibrations are maps of the form FS(n − 1) → FD(n), and
the generating acyclic cofibrations are maps of the form Q→ FD(n), for all
n ≥ 1.
As explained in the chapter, we are interested in the cases where k is not
a complete intersection over Q. We began by considering one of the simplest
non-ci rings one could think of, that is
Q[x, y]/(x2, xy, y2)
which led to considering the class of rings given by
k = Q[t1, ..., tn]/(titj|1 ≤ i, j ≤ n) =: S0 ∨ ... ∨ S0
for any number of variables n ≥ 2.
As all the generators are concentrated in degree 0, we will often write this
algebra as S0 ∨ ... ∨ S0.
As stated, we are interested in the homotopy types of augmented Q-
CDGAs A→ k with H∗A ∼= Λk(xm), for any m ≥ 1. In order to study such
CDGAs A, we describe a theory of Postnikov extensions in cdga≥0, which
is developed in [10] for connective, assosciative DGAs over Z, but much of
the theory carries over to our context unchanged. Under this theory, we can
rephrase the problem as asking for quasi-isomorphism classes of Postnikov
m-extensions of k.
If C ∈ cdga≥0 is acylic in degrees m and above, a Postnikov m-extension
of C is some X ∈ cdga≥0, such that X is acyclic in degrees m+ 1 and above,
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together with a map f : X → C, which induces a multiplicative isomorphism
on homology in degrees ≤ m − 1. Intuitively, it can be thought of as the
CDGA C extended by the H0C-module HmX.
We say that a morphism (X, f)→ (Y, g) of Postnikov m-extensions of C
is just a quasi isomorphism X → Y such that the obvious diagram commutes,
and we write the category of Postnikov m-extensions X of C with HmX ∼= M
as Pextm(C;M).
Thus, we reduce our problem to computing the connected components of
the category Pextm(C;M). We have the following result from [10] to begin
down this road.
Corollary 1.20. (3.10 of [10])
Let C ∈ cdga≥0 be acyclic in degrees m+ 1 an above, M be an H0C-module,
and G = AutH0CM . Then we have a bijection
(Ho(cdga≥0/C)(C,C ∨ Σm+1M))/G
∼=→ π0(Pextm(C;M))
where C ∨Σm+1M is the square-zero extension of C by Σm+1M (see the full
chapter for details).
The maps C → Σm+1M are the algebraic analogue of k-invariants in the
Postnikov decomposition of a space, and the result effectively says that homo-
topy classes of these maps classify homotopy types of Postnikov extensions,
after quotienting by automorphisms of M .
But Ho(cdga≥0/C)(C,C ∨ Σm+1M) does not appear to be particularly
computable, and so the final stage of this theory is to compare it to something
purely algebraic that can be computed. This algebraic construction is in fact
André-Quillen cohomology AQm+1(C;M), which is intuitively the derived
functor of derivations from C to M . The precise result is
Theorem 1.21. (Analagous to that which appears in [29])
Let C ∈ cdga≥0 and let M be a C-module concentrated in a single degree.
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Then there’s an isomorphism
AQm(C;M) ∼= Ho(cdga≥0/C)(C,C ∨ ΣmM)
We have given a very straightforward proof of this result which works
in our setting, and which is much simpler than proofs appearing in other
contexts.
As such, for our original problem, we are interested in AQm+1(k; k), and
to compute this, we must compute a cofibrant replacement for k = S0∨...∨S0
in cdga≥0/k. Unfortunately, we only have a conjecture towards this, that we
strongly believe to be true. For M a coconnected CDGA, let QM−j denote
its indecomposable quotient.
We now consider the coconnected CDGA
k′ := Q[w1, ..., wn]/(wiwj)
where the sj are concentrated in degree −2. Then if P ′ = (ΛV, d) denotes the
minimal Sullivan algebra of k′ with a given choice of basis including w1, ..., wn,
then we define P (V ) to be the free (connective) CDGA on Σ−2(V ∨), with
differential on P (V ) given by
(dP (V ))(s
−2x∨) = dP ′(x)
for any basis element x of V .
Now P (V )0 = Q[s−2w∨1 , ..., s−2w∨n ], and so there is a canonical map
P (V )→ k
for which we have the following conjecture.
Conjecture 1.22. The canonical map P (V ) → k is a cofibrant res-
olution in cdga≥0. That is, P (V ) is cofibrant, and the map is a quasi-
isomorphism.
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The importance of this conjecture is that we know a lot about k′, as it
is given by H∗(S2 ∨ ... ∨ S2), which is known to be dual to the free graded
Lie algebra on n letters. The conjecture is effectively saying that given a
resolution of k′, we can take its indecomposables, shift them two degrees
up, then dualise, and obtain a resolution of k. Simplifying further, it says
that building a resolution of k is the same process as building a minimal
resolution of k′. To prove the conjecture, it would suffice to prove that one
can inductively build a minimal resolution of k that has purely quadratic
differential, since then (under the reverse of the dualising process in the
conjecture) this would correspond to a resolution of k′. We have been able
prove this in some cases, to the point of convincing us that the conjecture
is true, but are still working on a complete proof. Let QP b denote rational
projective space of dimension b. Assuming the conjecture, we are able to
solve the original problem, and the main result is
Theorem 1.23. (Conditional on the conjecture) Let k = Q[t1, ..., tn] with
the generators concentrated in degree 0. Then the set of homotopy types of
Q-CDGAs A, augmented over k, for which H∗A ∼= Λk(xm) is in bijection
with QPNmn−1 (rational projective space of dimension Nmn − 1), where





Rational Homotopy Theory in the sense of Sullivan
Sullivan’s original paper on Rational Homotopy Theory is [41], however a
slightly more modern approach in terms of model categories is given in [6] by
Bousfield and Gugenheim. The latter was the main reference for my Part III
essay, and sets a lot of the foundation for my research area. The main result
of both Sullivan’s work and theirs, is an equivalence of the homotopy category
of rational (simply connected, or nilpotent) spaces with a certain homotopy
category of CDGAs. In short, rational homotopy theory is “very algebraic”.
Bousfield and Gugenheim use the language of model categories, which allows
a lot of the required constructions to be formalised in a very general picture.
We will give a quick overview of the adjunction, and a statement of the main
Theorem.
For the entire chapter k denotes a field of characteristic 0, usually Q, and
cdga is the category of commutative, differential graded algebras over k (with
the forgetful model structure inherited from the projective model structure
on cochain complexes, as given in [6]).
We will begin by giving an overview of how one can construct an algebra
of polynomial differential forms on any simplicial set, over any field of charac-
teristic zero. The construction is often called the Sullivan-de Rham complex.
We begin by considering single simplices. Intuitively, one should think of the
vertices of a p-simplex being the points (1, 0, ..., 0), ..., (0, 0, ..., 0, 1) in Rp+1,
and then the simplex is defined as the subspace
{(t0, ..., tp) ∈ Rp+1 : t0 + ...+ tp = 1}
Then, since 0-forms are just continuous functions, the polynomial zero forms
are precisely the span (as an algebra) of the coordinate functions on the
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simplex, and just by basic calculus we obviously have dt0 + ...+ dtp = 0 also.
If ∇(p, ∗) denotes the algebra of such polynomial differential forms on a p-
simplex, then there are p+1 maps ∇(p, ∗)→ ∇(p−1, ∗) given by the various
restrictions to the boundary faces of the p-simplex, and similarly there are
p+ 1 maps ∇(p, ∗)→ ∇(p+ 1, ∗) which can each be thought of as adding a
vertex to the p-simplex, and taking a degenerate extension of the given form.
We make this precise now.
Definition 2.1. Let ∇(∗, ∗) denote the simplicial CDGA given by
(∇(∗, ∗))p := ∇(p, ∗)
where ∇(p, ∗) is the CDGA given by polynomial differential forms on a p-
simplex, where we denote by∇(p, q) the module of q-forms on a p-simplex. To
be precise, ∇(p, ∗) is the CDGA generated by t0, ..., tp in degree 0, dt0, ..., dtp
in degree −1, subject to the relations
t0 + ...+ tp = 1
dt0 + ...+ dtp = 0
and obviously we set d(ti) = dti for all i. The face maps are given by
∂i(tm) =

tm−1, if i < m
0, if i = m
tm, if i > m
and the degeneracy maps are given by
si(tm) =

tm+1, if i < m
tm + tm+1, if i = m
tm, if i > m
Of course, each tm on the left hand side is in a different dimension to the
right hand side, but there is no inconsistency which arises from this, and the
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dimensions can be extracted from context. The intuition for the face maps is
given by restriction of functions: so in the second line for example, where i =
m, this is saying that if you restrict the coordinate function corresponding to
a vertex to the face opposite that vertex, the resulting function is zero, which
is consistent with our choice of embedding of our simplices. The intuition for
the degeneracy maps is given by linear interpolation of functions.
Bousfield and Gugenheim then show in [6] that∇(p, ∗) is chain homotopic
to k (concentrated in degree 0) for all p, and that ∇(∗, q) is contractible
as a simplicial k-module for all q, as one would expect, since a simplex is
contractible, and so all closed forms on it should be exact.
They then make the following definition:
Definition 2.2. Given a simplicial set K, let A∗K denote the CDGA
given by
(A∗K)−n = HomsSet(K,∇(∗, n))
for each n ≥ 0, with addition defined simplexwise by
(Φ + Ψ)(σ) = Φ(σ) + Ψ(σ)
and scalar multiplication and the algebra structure defined similarly. The
differential is defined by
(d(Φ))(σ) = d(Φ(σ))
where the ∂i are the face maps of ∇(∗, n)
Recalling that a morphism of simplicial sets is a natural transformation of
the underlying functors, and hence commutes with the face and degeneracy
operators, we can think of AK as being the DGA of polynomial forms on
K, since HomsSet(K,∇(∗, n)) can be thought of as all the possible ways
of assigning an n-form to each simplex σ, in a way which agrees on the
intersections of the simplices.
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A : sSet→ cdga is in fact a functor, and Bousfield and Gugenheim prove
the following Theorem:
Theorem 2.3. ([41]) There exists a functor
A : sSetop → cdga
and a natural transformation ρ : A∗ → C∗ such that
H∗ρX : HA
∗X → HC∗X
is a multiplicative isomorphism for any simplicial set X.
We will frequently write A∗ for A, for example when we want to emphasise
the structure of A∗X as a CDGA. We will usually write AX to shorten
notation when we are just concerned with the formal properties of A as a
functor.
A : sSetop → cdga is called the De Rham functor. It is in fact part of an
adjunction, where its adjoint F : cdgaop → sSet is defined similarly by
(FB)n = Homcdga(B,∇(n, ∗))
where the face maps are given by (∂i(σ))(ω) = ∂i(σ(ω)), where the ∂i on the
right hand side is the ith face map of ∇(∗, ∗), and the degeneracy maps are
defined similarly. Hence, F is in fact a functor cdga → s(k −mod), where
s(k−mod) is the category of simplicial k−modules. In particular, the image
of F is contained in sAbGp. Every simplicial Abelian group is in fact a Kan
complex when viewed as a simplicial set, and so F takes all objects to fibrant
(and cofibrant) objects. The correct terminology to describe the adjunction
is that it is a contravariant adjunction on the right.
With no further alterations, we have a Quillen adjunction
A : sSet
 cdgaop : F
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meaning that (contravariantly) A and F both take cofibrations to fibrations.
However, as it stands, it is not a Quillen equivalence, since the unit and
counit X 7→ FAX and B 7→ AFB are not always weak equivalences, and so
do not always become isomorphisms at the level of homotopy categories.
For the rest of this chapter, we suppose k = Q. In order to make the
induced adjunction of homotopy categories an equivalence, we need to work
with certain (full) subcategories on each side, as described in the next propo-
sition. Before stating it, we make the following definition.
Definition 2.4. A coconnected CDGA M is minimal if M is free as a
graded algebra, and the image of the differential of M is contained in the
maximal ideal of M (that is, dx can be written as a sum of products of two
or more elements of positive degree, for any x ∈M).
It is proved in Bousfield and Gugenheim that minimal algebras are cofi-
brant, and that every CDGA is weakly equivalent to a minimal algebra,
however, not functorially. Functorial cofibrant replacement in fact uses a
larger class of algebras called Sullivan algebras, which we will not need to
talk about. Regardless, cofibrant replacement by minimal algebras does be-
come functorial when passing to the homotopy category.
Proposition 2.5. ([6])
If X is a nilpotent rational space of finite Q-type, and B is a connected
CDGA of finite Q-type, then the unit and counit maps X 7→ (RF )(LA)X
and B 7→ (LA)(RF )B are weak equivalences.
Remark 2.6. Since the adjunction is contravariant, both RF and LA
are given by FQcdga and AQsSet, where QC denotes the functorial cofibrant
replacement functor in any model category C. But since every object of sSet
is cofibrant, LAY = AY for any Y ∈ sSet, and so we are only concerned with
taking cofibrant replacements of CDGAs. It turns out that the nicest choices
of cofibrant replacement are often not functorial, but instead depend on a
choice of generators for the given CDGA one is working with. One example
of such non-functorial cofibrant replacements are Sullivan’s minimal models,
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which when computable, allow one to very easily read off the ranks of the
rational homotopy groups of the simplicial set the minimal model represents.
The proof is in three stages, which are reviewed very nicely just after
lemma 3.7 of [27]. The first step involves proving the proposition for X =
K(Q, n) and B = S(−n), the algebra with one generator in degree −n. This
stage requires that πn(FB) ∼= Hom(πnB,Q) for n ≥ 2 and B a cofibrant
algebra, where πnB is defined to be the Q-vector space spanned by the
indecomposables of degree −n in B. The fact that these “homotopy groups”
of algebras satisfy a Whitehead theorem is also required, since the proof
deduces that the counit map induces an isomorphism on these homotopy
groups for all n, in order to prove that the counit is an isomorphism.
The second step involves using the Eilenberg-Moore spectral sequence to
show that if the proposition holds for X = V , then it holds for the homotopy
fibre of V → K(Q, n), for any n ≥ 2. Similarly, the Eilenberg-Moore spectral
sequence is used to show that if the proposition holds for B = V , then it
holds for the homotopy cofibre of S(−n)→ V , for any n ≥ 2.
The third step uses the finite-type and nilpotent condition, in that every
rational nilpotent space of finite-type has a Postnikov tower built in finitely
steps from pullbacks of pathspace fibrations with base an Eilenberg-Mac Lane
space, and every minimal CDGA of finite type is built in finitely many steps
from pushouts of S(−n) → D(−(n + 1)) (where D(−(n + 1)) has a single
generator in degrees −(n+1) and −n, and the differential takes the generator
in degree −n to the one in degree −(n + 1).). By the previous two stages,
the result is then proved. From this proposition, the following theorem is
immediate:
Theorem 2.7. ([6]) Let sSsetf,nil,rat and cdgaf,coconn denote the full sub-
categories of finite-type, nilpotent, rational simplicial sets and finite-type,
rational, coconnected CDGAs. Then the functors RF and LA = A induce
contravariant equivalences of the homotopy categories of these subcategories.
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Remark 2.8. We are avoiding discussing basepoints for spaces (and aug-
mentations for CDGAs) throughout all of this chapter, and indeed, the pre-
vious proposition is in fact proved in the pointed/augmented case, and then
the unpointed/unaugmented case follows. However, for this particular work
the difference is unimportant, and there are no issues caused by choices of
basepoint and augmentation, and so one can use whichever version of the
results is most convenient.
To conclude this section, we briefly discuss its applications. Thus far, all
the simplicial sets we have been working with have been rational, however,
in practice spaces of interest are hardly ever rational from the outset. But
notice that there is nothing in the definition of A which prevents it from
being applied to non-rational simplicial sets. In fact, there is a follow-up
theorem to 2.7, known as the Sullivan de Rham localisation theorem, which
states that the unit map X → FAX is always a rationalisation, for any (not
necessarily rational) connected simply connected space X of finite-type. This
means that the unit induces an isomorphism on all homotopy groups after
tensoring with Q and is universal with respect to this property. Hence, we
can use the fact that πn(FB) ∼= Hom(πnB,Q) for any cofibrant algebra B
and n ≥ 2, to deduce that
πn(X)⊗Q ∼= Hom(πnM,Q)
where M is a minimal model for AX, and X is any connected nilpotent
space of finite-type. In other words, we can calculate the rational homotopy
groups of a space completely from a minimal model for its cochain complex.
In practice, explicitly computing a minimal model for a CDGA B can be
very hard when B is not formal (formal meaning that B is quasi-isomorphic
to H∗B). This condition may at first appear rather tame, but there are
very accessible examples of non-formal CDGAs, such as the rational cochain
complex of the complement in R3 of the Borromean rings (or indeed any
CDGA with a non-trivial Massey product). However, if B is formal, we can
compute a minimal model by instead computing one for H∗B, which will be
much easier, especially if B has finite Q-type, as assumed above.

CHAPTER 3
Derived Commutative Algebra and RHT
In classical homological algebra, the objects of interest live in some Abelian
category A, and the derived category of A is the category of chain complexes
of objects of A with chain maps as morphisms, localised at the class of
quasi-isomorphisms. A could for example be the category of modules over a
commutative ring R. However in topological contexts, the rings that we work
with often come with a natural grading and differential to begin with, such
as the cochain complex on a space. This instead leads us to consider “graded
homological algebra”, where instead of considering a category of modules
over a ring R, we consider the category of differential graded modules (DG-
modules) over a CDGA R. From this perspective, we have generalisations of
Ext and Tor to differential graded objects, and various notions of projectiv-
ity for computing derived functors (it turns out that the categorical notion
of projectivity is far too strong to be of any interest in differential graded
contexts). These notions of projectivity nicely correspond to the notion of
cofibrancy in a model category, and the chapter following this one talks of
how we can define a model structure on the category of DG-modules over a
DGA, using a general theory applying to modules over monoids in monoidal
model categories. We summarise some of the theory below, the main refer-
ence being an unpublished paper by Avramov, Foxby and Halperin, but our
intuition was also helped by parts of [30]. Since we always want our DGAs
to be commutative, when we write C∗X for cochains on a space X, we re-
ally mean APLSingX, where APL is the polynomial de Rham functor from
the previous chapter, and Sing is the singular chain functor from spaces to
simplicial sets.
Definition 3.1. Rather than modules over a ring, the main objects of
study are DG-modules, which are in general, differential graded modules M
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over a differential graded algebra R over a field k. Precisely, this means that
M is an R-module when we view R just as a ring, and M also has a grading,
and scalar multiplication ofm ∈M by r ∈ R satisfies r.m ∈M |r|+|m|. Finally,
M has a differential d of degree −1 which satisfies
d(r.m) = d(r).m+ (−1)|r|rd(m)
where we use d to denote both the differential on R and on M .
Given a CDGA R, the category DG − R − mod of differential graded
R-modules is a symmetric monoidal category under the tensor product ⊗R,
which we now define (⊗ with no subscript just denotes the ordinary tensor
product of complexes over the ground field k).
Let M and N be DG− R-modules. Then both R0 and R act on M and
N , and so we have a morphism
δR,M,N : R⊗M ⊗N →M ⊗N
given on generators by
r ⊗m⊗ n 7→ (rm)⊗ n− (−1)|r||m|m⊗ (rn)
we then set M ⊗R N = Coker(δR,M,N), where the cokernel is taken in the
category of k-modules. M ⊗R N then inherits the structure of a DG − R-
module, where the differential is that induced from the differential on M⊗N
(it is an easy check that the differential on M ⊗ N is zero on the image of
δR,M,N).
As one can see, the main difference between DG-modules and ordinary
chain complexes over a ring, is that Mn is no longer an R-module, as it is
not closed under the scalar multiplication given above. However, each Mn
is an R0-module, and so when R is just a ring, by considering it as a DGA
concentrated in degree 0, we recover the definition of a chain complex over
a ring. Supposing R is a differential graded k-algebra for some (ungraded)
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field k, and M is a DG-module over R, we can define the homology of M as
a graded k-module in the usual way. In this generalised setting, H∗M does
not inherit the structure of a graded R-module, however H∗M does inherit
the structure of a graded H∗R-module.
We now give a well known example of where DG-modules appear.
Example 3.2. ([4])











which means that C∗L = C∗X ⊗LC∗Z C∗Y , where ⊗L denotes the derived
tensor product. So in this case, C∗Z, C∗X and C∗Y are DG-modules over
C∗Z, despite also being DGAs themselves, and we have that
H∗Z = H∗(C∗X ⊗LC∗Z C∗Y )
and the latter is what we define to be TorC
∗Z(C∗X,C∗Y ). Under certain
conditions on the original spaces, we can use a gadget called the Eilenberg-
Moore spectral sequence to compute TorC
∗Z(C∗X,C∗Y ). The E2 page of this
spectral sequence is given by TorH
∗Z(H∗X,H∗Y ), and the said conditions
ensure that it converges strongly to TorC
∗Z(C∗X,C∗Y ). Sufficient conditions
for this to converge are that all the spaces X, Y and Z are simply connected.
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In order to compute derived functors in the category DGM − R of DG-
R-modules, we need to have a notion of cofibrant replacement, or at the very
least, be able to take resolutions which we know are “sufficiently nice” to cap-
ture all the necessary homotopical information. In any category, an object
P is said to be projective if Hom(P,−) preserves epimorphisms. However, in
categories of differential graded objects such as DGM − R, this tends to be
too strong a condition to give a useful class of resolutions, and as is shown in
Theorem 9.7.1 of [3], any projective object of DGM − R is necessarily con-
tractible, and so has trivial homology. Hence the usual categorical notion of
projectivity could only give resolutions of objects which have trivial homol-
ogy, which is far from all objects of the category! [3] gives various weakenings
of the notion of projectivity (termed linear, homotopical and semi projectiv-
ity), with a nice diagram showing their relationship to each other on p.63 of
[3]. However, when actually performing computations, we can usually avoid
all the complications of these varied notions of projectivity by working with a
smaller class of objects called semi-free DG-modules. Just as in the ungraded
case, where every module in fact has a free resolution, and free objects are
projective, in the graded case, every object in fact has a semi-free resolution,
and semi-free objects satisfy all the weakened notions of projectivity given
in [3]. The reason for the term semi-free, is that (similarly to the notion of
categorical projectivity), the notion of freeness in the differential graded case
gives a very restricted class of objects.
Definition 3.3. A DG-R-module M is said to be semi-free if it has a









for all u, where the angled brackets denote taking the smallest DG-R-module
spanned by the contents.
Theorem 3.4. (8.3.2 of [3]) Given a DG-R-module M , there is a surjec-
tive quasi-isomorphism ε : L→M , where L is a semi-free DG-R-module.
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With this at hand, we can now define Ext and Tor in the graded case
from a computational viewpoint in the following way.
Given DG − R-modules M and N , and a semi-free resolution L → M ,
define




In the latter case, homR(L,N) denotes the internal Hom object of DGR −
mod viewed as a symmetric monoidal category with monoidal product given
by the tensor product of DG-modules as defined above. Explicitly
hom(L,N)n = HomR(L,Σ
nN)
where Σn shifts everything down by n degrees. The differential is then given
by
(d(f))(v) = d(f(v))− (−1)|f |f(dv)
In the case when R is a ring and M and N are just R-modules, by viewing
everything as concentrated in degree 0 we recover the usual definitions of
Ext and Tor (our semi-free resolution L becomes a free resolution of M in
the classical sense, in that it is exact everywhere except at degree 0).
All of the above is flavoured towards computation, and derived functors in
the graded setting.
Homotopy invariant formulations of conditions on rings
We now turn to derived commutative algebra, and its close relationship
to rational homotopy theory. Such a relationship is to be expected from the
equivalence in 2.7, but what makes it more interesting is that it allows the
translation of algebraic concepts into the world of rational homotopy theory.
In particular, classical concepts in commutative ring theory, such as the
conditions of regular, complete intersection (ci), or Gorenstein rings can be
given homotopy invariant formulations, leading to the concept of a regular (or
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ci, or Gorenstein) space. We begin by looking at the regular condition, and so
we recall various equivalent definitions of a regular commutative ring (indeed,
all rings will be commutative and Noetherian unless otherwise stated). Also,
when we write Hom objects or tensor products, these will all be assumed to
be derived unless stated otherwise.
Definition 3.5. Given a ring R and an R-module M , a regular sequence
on M of length n is a sequence x1, ..., xn ∈ M such that for all 0 ≤ i ≤ n,
xi is not a zero-divisor in
R
(x1,...,xi−1)
. A regular sequence on R will always be
understood to be a regular sequence on R as a module over itself.
Definition 3.6. Given an object X of a category C and a cardinal κ,
we say that X is κ-small in C if the functor C(X,−) : C → Set preserves
sequential colimits of length λ, for any κ-filtered ordinal λ. (An ordinal λ is
κ-filtered if it is a limit ordinal, and for any A ⊂ λ with |A| ≤ κ, we have
sup(A) < λ.) For the duration of this chapter only, we will say that X is
small if it is κ-small for some finite cardinal κ (this is the definition of X
being finite in C given in [26]).
Definition 3.7. (Ideal theoretic regularity)
A local ring (R,m, k) is regular if m can be generated by a regular sequence
on R.
Theorem 3.8. (Definitions of regularity)
For a local Noetherian ring (R,m, k), the following are equivalent:
1. R is regular.
2. ExtR(k, k) is finite dimensional over k.
3. Every finitely generated R-module is small in the derived category
D(R).
The hardest part to prove is that 2 implies 1, which is part of the
Auslander-Buchsbaum-Serre theorem (stating that a local ring is regular if
its global dimension is finite), and is proved in [38]. It is claimed in [20]
that the other parts of the proof are not hard, however we have decided to
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include their proofs, as we were unable to source them anywhere in the liter-
ature. For an R-module M , we denote by pdR(M) the projective dimension
of M , which is the infimum of the set of lengths of projective resolutions of
M over R. We denote by gldim(R) the global dimension of R, which is the
supremum of the set of projective dimensions of R-modules.
Before proving 3.8 we need a few results. For all of the following results
R will be a local ring with maximal ideal m and residue field k. We start
with a result of Auslander from [2]:
Theorem 3.9. (Theorem 1 of [2])
For any ring R
gldim(R) = supB∈cyc(R)(pdR(B))
where cyc(R) is the set of all R-modules which are generated by a single
element.
The importance of 3.9 is that it means that the global dimension of any
ring is fully determined by the projective dimensions of its finitely generated
modules.
We will also need the following lemma.
Lemma 3.10. (8.2 of [31])
Suppose R is local and Noetherian. Let M be a finitely generated R-module.
Then M admits a free resolution
...
dn→ Fn
dn−1→ ... d1→ F0
ε→M → 0
such that for each n, the image of Fn → Fn−1 is contained in mFn−1. Such
a resolution is termed minimal.
Proof. We can choose a minimal set of finitely many generators for M ,
and take F0 to be free with one basis element for each generator. Then
we have the natural map ε : F0 → M . Now by Nakayama’s lemma, the
map F0 ⊗R k → M ⊗R k induced by ε must be an isomorphism, and hence
ker(ε) ⊂ mF0. Now to construct d1, take a minimal set of generators for
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ker(ε), and let F1 be free with a basis element for each generator, and then
take d1 to be the natural map. Now since R is Noetherian and F0 is finitely
generated, the submodule ker(ε) is finitely generated also, and so we can
apply Nakayama’s lemma as before, to deduce that ker(d1) ⊂ mF1. In this
way, we can then continue constructing the resolution inductively.

Proposition 3.11. (8.3 of [31]) Suppose R is local and Noetherian.
Then
gldim(R) = pdR(k)
Proof. Clearly pdR(k) ≤ gldim(R), and so by 3.9, it suffices to prove
that pdR(M) ≤ pdR(k), for any finitely generated R-module M . Indeed,
we can take a minimal resolution {Fj}j ≥ 0 of M as in 3.10, and since the
resolution is minimal, all the differentials on F∗ ⊗R k are zero, and hence
0 = TorRpdR(k)+1(k,M)
∼= TorRpdR(k)(M,k) = FpdR(k)+1/mFpdR(k)+1
and so by Nakayama’s Lemma, Fn+1 = 0. Hence gldim(R) ≤ pdR(k).

We will also need to know about the Koszul complex corresponding to a
regular sequence.
Definition 3.12. For any a ∈ R, define K(a) to be the complex
0→ R .a→ R→ 0
where the leftmost copy of R is in degree 1 and the rightmost is in degree 0.
For a set of elements X = {a1, ..., an} ⊂ R, define
KX = K(a1)⊗ ...⊗K(an)
so that KX is the exterior DGA on n generators e1, ..., en, all of degree 1.
KX is free on the basis
{ei1 ∧ ... ∧ eiq |1 ≤ i1 < ... < iq ≤ n}
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and has differential given by
d(ei1 ∧ ... ∧ eiq) = Σ
q
p=1(−1)p−1aipei1 ∧ ... ∧ eip−1 ∧ eip+1 ∧ ... ∧ eiq
The importance of the above construction for our purposes is the following
result
Theorem 3.13. (4.5 of [31])
If X = a1, ..., am is a regular sequence on R, then KX is a free resolution of
R/(a1, ..., am).
In the case where R is local, regular and X = a1, ..., am generates the
maximal ideal, KX is a free resolution of k, and is called the Koszul Complex
of R.
We now prove 3.8.
Proof. First we prove that 1 implies 2.
Suppose R is regular. We begin by showing that gldim(R) is finite. By 3.11
gldim(R) = pdR(k). Now by assumption, R is a regular local ring, and so
has maximal ideal generated by a regular sequence, and by taking the Koszul
Complex corresponding to this regular sequence, we get a finite projective
resolution of k, and hence gldim(R) is finite. This proves that 1 implies 2.
We now prove that 1 implies 3.
Suppose again that R is regular. Then once again, gldim(R) is finite, and
hence any R-module M has a finite free resolution. Now suppose that M is a
finitely generated R-module, as in the hypothesis of definition 3 of 3.8. Then
since R is regular and Noetherian, M has a finite free resolution P∗ → M ,
where each P∗ has finite rank. We need to show that M is small in D(R) for
which it suffices to show that for any set S and chain complexes Ns over R
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given by fs1 + ... + fst 7→ f , where f(m) = fs1(m) + ... + fst(m), is an
isomorphism of Abelian groups.
θ is clearly injective. To show that θ is surjective, we simply observe that since
P is a finite complex of free modules of finite rank, any map g : P →
⊕
s∈S Ns
must have image contained in
⊕
s∈S′ Ns, for some finite subset S
′ ⊂ S, and
hence there is a corresponding map in
⊕
s∈S Hom(P,Ns), which is taken to
g under θ.
We now prove that 3 implies 2.
Suppose that F∗ is the minimal free resolution of k, and that it is of in-













is an isomorphism. Provided R is not a field, for each n, we can pick some
xn ∈ Fn such that xn is not in the kernel of dn (and fields are regular, so the
case of R being a field is trivial). Moreover, since the resolution is free, the
subspace < xn > of Fn is disjoint from the kernel of dn. So we can define a
map f ∈ Hom(F∗,
⊕
n≥0 Σ
nk) of degree 0 by setting f(xn) = 1, for all n, and
f(x) = 0 for x not in one of the subspaces < xn >. There can be no element
in the domain of θ which maps to f , because the image of f is non-zero in
infinitely many dimensions. This is a contradiction, and hence the resolution
F∗ must be finite, and hence the global dimension of R is finite, from which
2 follows.
That 2 implies 1 follows from the Auslander-Buchsbaum-Serre theorem.

These three formulations of the regular condition in fact carry over nicely
into the derived setting.
Definition 3.14. (Regular conditions on spaces)
Let X be a rational 1-connected space.
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1. X is s-regular if there exist fibration sequences
Snk → ∗ → Xk, Snk−1 → Xk → Xk−1, ..., Sn0 → X1 → X0
where X0 = X.
2. X is g-regular if H∗(ΩX) is finite-dimensional over Q.
3. X is h-regular if every object in
FG(X) := {M ∈ C∗X−mod|H∗M is finitely generated as an H∗X-module}
is small in D(C∗X).
From the Morita theory given above, it is easy to see where the motivation
for the g-regularity condition comes from: it corresponds to 2 of 3.8 in terms
of the Ext algebra, and hence the g stands for “growth”. The correspondence
works in the following way.
ΩX can be constructed as the homotopy pullback of the diagram
∗ → X ← ∗
Hence C∗(ΩX) is the homotopy pushout of
Q← C∗X → Q
Rewriting this, we have
C∗(ΩX) ' Q⊗C∗X Q
So applying HomQ(−,Q) to both sides (that is, dualising) gives that
C∗(ΩX) ' HomQ(Q⊗C∗X Q,Q)
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and now applying the tensor-hom adjunction gives that
C∗(ΩX) ' HomC∗X(Q,Q)
Hence H∗(ΩX) ∼= ExtC∗X(Q,Q), and hence we see the relationship to 2 of
3.8.
The h in h-regular stands for “homotopy”, and it corresponds to defi-
nition 3 of 3.8. We use FG(X) as defined, because asking for all finitely
generated C∗X-modules to be small is too weak to obtain a meaningful defi-
nition of regularity, and indeed there exist small objects which are not finitely
generated over C∗X.
It is perhaps less clear how the s-regular condition emerges, and so we
motivate it in the following way.
Observe that a local ring (R,m, k) is regular in the sense of definition 1











If we now suppose that R was a CDGA, then we can take homotopy cofibres


















with differential twisted by the map .xj+1. So we now consider the homotopy
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and this is the same as k ⊕ Σ|xj |−1k. Hence when R = C∗X and X is
connected, the above cofibration sequence translates to a fibration sequence of
spaces S|xj |−1 → Xi+1 → Xi, hence motivating the definition of s-regularity.
In order to show that the three definitions in 3.14 are equivalent for 1-
connected rational spaces, [20] first classify all rational g-regular spaces. As
they observe, having to use such a classification feels somewhat unsatisfac-
tory, and indeed, when considering the three definitions in characteristic p,
no such simple classification exists, and it is strongly suspected (though has
not actually been shown) the s-regular condition is strictly stronger than the
others. However, due to the simplicity of the rational case, it is not hard to
see that s-regular implies g-regular, since if X is s-regular, ΩXk ' Snk , and
an easy inductive argument gives that H∗(ΩXi) is finite dimensional for all
i. Because C∗(ΩX) ' HomC∗X(Q,Q) and Q ∈ FG(X), it is also immedi-
ate that h-regular implies g-regular. For the other implications the following
classification is used.
Theorem 3.15. (4.3 of [20])
A 1-connected rational space X is g-regular if and only if π∗X is finite
dimensional and concentrated in even degrees.
Note that in the rational context, the conclusion of 3.15 implies that such
an X must be a product of even Eilenberg-Mac Lane spaces, and hence the
theorem immediately gives us that g-regular implies s-regular.
Proof. Rationally, ΩX is always a product of Eilenberg-Mac Lane spaces,
and hence by the Kunneth Theorem H∗(ΩX) is finite dimensional if and only
if these Eilenberg-Mac Lane spaces are odd (since odd Eilenberg-Mac Lane
spaces are spheres with finite dimensional cohomology, and even Eilenberg-
Mac Lane spaces have polynomial cohomology).

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From 3.15 the authors obtain the following result.
Proposition 3.16. (4.4 of [20]) If X is g-regular and H∗M is finitely
generated over H∗X, then M is small.
Proof. Since X is g-regular, we can apply 3.15 and the argument is
given in the proof of 4.4 of [20].

Corollary 3.17. For a 1-connected rational space X, the s-regular, g-
regular and h-regular conditions are all equivalent.
Remark 3.18. The complete intersection and Gorenstein conditions on
rings can also be formulated in a homotopy invariant way for spaces. In
the case of the complete intersection condition, there are many different
formulations, and they are not all equivalent, even in the rational case. The
complete intersection condition for rational spaces is the main focus of [20],
and we refer the interested reader there. The Gorenstein condition will make
an appearance in Chapter 5, where we will give the definition, and a new
class of examples with infinite dimensional cohomology.
A generalisation of Regular Spaces
We now discuss an extended notion of s-regularity which makes sense
for non-simply connected spaces. Unlike rational s-regularity in the simply
connected case, as described in the previous section, there are interesting
examples coming from the action of the fundamental group on the higher
homotopy groups, or also from possibly non-trivial k-invariants. A natural
question to ask would be whether the other notions of regularity can be
interpreted in a similar way for non-simply connected spaces, and we have
not found what we consider to be a sensible way of doing this. It should be
noted that the s-regular condition for simply connected spaces has the illusion
of being a very “structural” condition, in that it requires a decomposition
of the space in question using iterated fibrations. However, we know from
the previous section that it is equivalent to a much more concrete growth
condition on the cohomology. The notion of s-regularity given here will in
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fact be much more structural in nature, and we give examples illuminating
this.
Localisation of spaces. This very short section is just to outline what
we mean by the terms “rational space” or “rationalisation”, when the space
in question is not necessarily simply connected. We use localisation in the
sense of [18]. We will say a space X is rational if its universal cover is rational
in the classical sense. When we say the rationalisation of a space X, we mean
the space defined by
X ⊗G Q := (X̃ ⊗Q)/G
where −⊗Q denotes the classical rationalisation of a simply connected space
in the sense of [41] (or many other sources), and G is the fundamental group
of X, which acts on X̃ in the usual way, and so acts on X̃⊗Q. Since classical
rationalisation is functorial, we can form the quotient X ⊗G Q, which also
has fundamental group G, and the action of G on the higher homotopy is
simply obtained by tensoring the action on the integral homotopy by Q. Our
only exception to the above is that in 3.20 and where obvious, S1 will denote
the rational circle, for which we use any model of K(Q, 1). This is consistent
with the meaning of S1 in [20], when they discuss the s-regular condition.
Regular Spaces.
Definition 3.19. For simply connected G-spaces X and Y , and any
simply connected space F , we say F → X → Y is a 1-fibration sequence if
X → Y is a G-map and F → X → Y is a fibration sequence when X and Y
are viewed simply as non-equivariant spaces.
This definition describes a state of affairs which occurs when we wish to
lift a fibration sequence F → X → Y to a “G-fibration sequence”
F ′ → X̃ → Ỹ
involving the universal covers X̃ and Ỹ of X and Y respectively, where
G = π1X = π1Y . Under these conditions, F
′ will not in general have a G-
action coming naturally from the original sequence, hence we do not strictly
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get a G-fibration sequence, but instead what we have termed a 1-fibration
sequence.
Definition 3.20. Let X be a path connected space with π1X = G. X
is s-regular if there exists fibration sequences
Snk → BG→ Xk, Snk−1 → Xk → Xk−1, ..., Sn0 → X1 → X0
where X0 = X, and each fibration induces an isomorphism on π1 of its source
and target, for some positive integers n0, ..., nk.
Remark 3.21. The “s” in s-regular stands for structurally, and is to
distinguish the above notion of regularity from ones we may study in the
future (and which are well understood in [20] in the simply connected case).
To motivate the definition from the simply connected case, if we lift the
fibration sequences of 3.20 to universal covers, we get 1-fibration sequences
Snk → EG→ X̃k, Snk−1 → X̃k → X̃k−1, ..., Sn0 → X̃1 → X̃0
and if we view these non-equivariantly, we recover the definition of X̃ being
s-regular in the sense of [20] (since EG is contractible by definition). Thus
our definition can be considered a generalisation of that in [20], with extra
rigidity coming from a possibly non-trivial fundamental group.
We can immediately give a large class of examples of non-simply con-
nected regular spaces.
Theorem 3.22. Let X be a path connected space with nilpotent actions
of the fundamental group on πnX for n ≥ 2, and π∗X̃ finite dimensional over
Q and concentrated in even degrees below 2d, for some minimal d. Suppose
also that H2k+1(π1X;Q) being non-zero implies k = 0 or k > d. Then X is
s-regular.
Remark 3.23. From 3.22 we can see that any path connected space X
with π∗X̃ finite dimensional over Q and concentrated in even degrees, π1X
finite, and π1X acting trivially on the higher homotopy groups must be s-
regular (finite groups have trivial rational cohomology, and so the condition
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on the rational cohomology of the fundamental group is met in this case). So
for G a finite group, any principal G-bundle X̃ → X → BG will be s-regular
provided X̃ has even homotopy.
For the proof of 3.22 we will need the following lemma, proved as Propo-
sition 8bis.2. of [33].
Lemma 3.24. If F
i→ X f→ Y is a fibration sequence with F 1-connected
and X and Y connected (so that π1X = π1Y = G), then the long exact
sequence of Abelian groups
...→ πnF → πnX → πnY → πn−1F → ...→ π2F → π2X → π2Y → 0
is also a long exact sequence of QG-modules, where G acts on πnX and πnY
by the usual action of the fundamental group on higher homotopy, and G acts
on πnF by monodromy.
We now prove the theorem.
Proof. Let G = π1X. We argue by induction on the total dimension
of π∗(X̃). Clearly BG is regular. Let 2m be the lowest dimension in which
X̃ has non-zero homotopy. Then since X is nilpotent, it has a Postnikov
decomposition where each fibration decomposes as a composition of principal
fibrations. The decomposition up to the 2mth section of this Postnikov tower
looks like:





where the staircase at the right of the diagram is a fibration sequence (of
course such sequences exist for each map in the tower, but we have sup-
pressed the rest). Now since f is principal, the action of G on V is trivial,
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and since V is a rational vector space, the hypothesis on the rational co-
homology of BG implies that ψ is nullhomotopic, and hence f is a trivial
fibration, and so
P2m,1X ' K(V, 2m)×BG





each with fibre K(Q, 2m), such that the limit of the resulting Postnikov tower
is unchanged. So
K1 ' K(Q, 2m)×BG
and so composing the projection map K → K(Q, 2m) with the canonical
map X → K gives a map X → K(Q, 2m) which induces a quotient map
π2mX → Q, where G acts trivially on the generator represented by Q. So
taking successive fibres gives a fibration sequence
S2m−1 ' K(Q, 2m− 1)→ X ′ → X → K(Q, 2m)
where the homotopy equivalence on the left exists because we are working
rationally. The long exact sequence in homotopy for this fibration gives the
short exact sequence
0→ π2mX ′ → π2mX → Q→ 0
and so π2mX
′ is of dimension one lower than π2mX, and so to complete the
inductive arguement, it suffices to check that X ′ is nilpotent. But by 3.24,
π2mX
′ is a subrepresentation of π2mX, and hence π2mX
′ is nilpotent. 
For the next result about s-regular spaces, we briefly review composition
series and the Jordan-Hölder theorem. All definitions and results concerning
these purely algebraic facts are classical, and full details can be found in one
form or another in a vast array of places in the literature. We include them
purely for the purposes of clarifying our conventions.
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Definition 3.25. Let R be a ring and M an R-module. A finite sequence
of submodules
0 = M0 ⊂M1 ⊂ ... ⊂Mk = M
of M is a normal series if Mj 6= Mj+1 for all j. It is a composition series
if moreover Mj+1/Mj is irreducible for all j (an irreducible R-module being
one with no non-zero proper R-submodules). The R-modules Mj+1/Mj are
called the composition factors of the series.
The following two results are standard theory.
Lemma 3.26. If M is a Noetherian and artinian R-module, then any nor-
mal series for M can be refined to become a composition series. In particular,
a composition series for M exists.
Theorem 3.27. (Jordan-Hölder)
For any ring R and R-module M with a composition series, all composition
series of M have the same length, and the same composition factors, up to
isomorphism and permutation.
Thus we can simply talk of the composition factors of M, whenever M
has a composition series.
Corollary 3.28. For any group G, field k, and kG-module V which is
finitely generated over k, V has a composition series, and all composition
series of V have the same composition factors up to kG-isomorphism and
permutation.
Proof. Any chain of kG-submodules of V is also a chain of k-vector
subspaces of V , and hence is finite. Hence V is artinian and Noetherian as a
kG-module, so we can apply 3.27 to obtain the result.

We now apply the above theory of composition series to yield the following
result.
Proposition 3.29. Suppose X is an s-regular space with G := π1X.
Then for all n, π2nX has a composition series, and the composition factors
are all 1-dimensional over Q (though not necessarily trivial).
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Proof. Since s-regular spaces have finite dimensional homotopy over Q,
by 3.28, π2nX has a composition series for all n. Suppose that for some n,
π2nX has a composition factor V of Q-dimension strictly greater than 1. Let
Sm → X ′ → X be the first fibration sequence in a regular decomposition for
X. We will show that V must be a composition factor of π2nX
′.
If m 6= 2n or 2n − 1, then π2nX ′ ∼= π2nX as QG-modules, and so they
have the same composition factors.
If m = 2n, then the long exact sequence for the fibration has a segment
0→ U → π2nX ′ → π2nX → 0
where U is a 1-dimensional representation, and the sequence is a short exact
sequence of QG-modules. Now by 3.26, the inclusion U ⊂ π2nX ′ can be
refined to a composition series
0 ⊂ U = U0 ⊂ U1 ⊂ ... ⊂ Uk = π2nX ′
Now quotienting this series by U gives the composition series
0 ⊂ U1/U ⊂ ... ⊂ π2nX ′/U ∼= π2nX
of π2nX. Now by 3.27 there exists some j such that (Uj/U)/(Uj−1/U) ∼= V ,
and hence Uj/Uj−1 ∼= V ; in other words, V is a composition factor of π2nX ′.
Finally, if m = 2n− 1, then the long exact sequence for the fibration has
a segment
0→ π2nX ′ → π2nX → U ′ → 0
where U ′ is a 1-dimensional representation. By a similar argument as them =
2n case above, the inclusion π2nX
′ ⊂ π2nX can be refined to a composition
series
0 ⊂ W1 ⊂ ... ⊂ Wb−1 ⊂ Wb = π2nX ′ ⊂ π2nX
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(since U ′ is 1-dimensional, there can be no proper intermediate subrepre-
senation between π2nX
′ and π2nX). So since V is a composition factor of
π2nX, and has dimension greater than 1, by 3.8 there exists 1 ≤ t ≤ b such
that Wt/Wt−1 ∼= V as QG-modules, and hence V occurs as a quotient in the
composition series of π2nX
′ given by {Wi}i.
So since X is s-regular, we deduce (by working along the fibrations in
its decomposition) that π2n(BG) = 0 has V as a quotient in its composition
series, which is a contradiction, and so completes the proof.

Remark 3.30. In particular 3.29 implies that for an s-regular space X,
any irreducible subrepresentation of π2nX must be 1-dimensional over Q.
The proposition above gives some criteria by which we can determine
when spaces are not s-regular in the sense of this chapter. It also shows that
some conditions on actions of the fundamental group are necessary for 3.22
to hold (nilpotence of actions is a potential condition, although the example
of BO(2n) given later shows that it is not always necessary). However, one
could still wonder whether the conditions on the cohomology of the funda-
mental group in the theorem are necessary. For example, a natural question
would be whether there exists a space with higher homotopy groups all 1-
dimensional and concentrated in finitely many even degrees, but which is
not s-regular (see the example 3.31 below). In general, for spaces which do
not have exotic actions of the fundamental group on their homotopy groups
which disallow them being s-regular by 3.29, no good method is known for
showing that such spaces are not s-regular. This is because it requires show-
ing that certain fibration sequences do not exist, which without a good source
of invariants at hand, is a very hard problem. The issue comes from the pos-
sible existence of even dimensional spherical fibrations in the decomposition
of an s-regular space, and such fibrations kill homotopy in one degree and
create homotopy in another, and it is not clear that such a process is always
unnecessary in the decomposition of an s-regular space. However, we have
been able to make some progress with simple cases. The following is an ex-
ample of a space which has trivial actions of its fundamental group on its
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higher homotopy groups, and higher homotopy concentrated in even degrees,
yet is not s-regular.
Example 3.31. Consider the space X with G := π1X = Z × Z × Z,
π2X = Q and zero in all other degrees, with k-invariant given by the map
BG → K(Q, 3) corresponding to the cochain given by the orientation class
of BG = S1 × S1 × S1.
Proposition 3.32. The X defined in the example above is not s-regular.
Proof. The first step in showing this is to show that if Sm → X ′ → X
is the first step in an s-regular decomposition of X, then m cannot be even:
indeed, if m were even, then since X has no homotopy in degrees above 2,
and Sm has homotopy in degree 2m − 1, the long exact sequence for the
fibration gives an exact sequence
0→ Q→ π2m−1X ′ → 0
But since X is s-regular, so is X ′, and hence X̃ ′ has homotopy concentrated
in even degrees, and hence π2m−1X
′ = 0, which is a contradiction. Hence m
cannot be even.
A similar argument using the long exact sequence of the fibration shows
that if m is odd, then it must be 1, or in other words, any decomposition of X
must be of length 1, meaning we have a single fibration S1 → BG→ X. We
will now show using the Serre spectral sequence that the total space of such
a fibration cannot have cohomology equal to that of BG, which completes
the argument. Suppose that such a fibration exists. Observe that
C∗X ' Q[x]⊗ ∧(a, b, c)
where x is codegree 2, and a, b and c are codegree 1, and dx = abc.
Hence the E2-page of the Serre spectral sequence for the fibration
S1 → BG→ X
A GENERALISATION OF REGULAR SPACES 59
is concentrated in the 0th and 1st row, and all the entries in these rows
are Q-vector spaces of dimension 3, except in the zeroth column where both
entries are 1 dimensional. Observe that the differential
d : Q < ω >→ Q < ab, bc, ca >
leaving the (0, 1)-entry has image of dimension at most 1. Hence, because
the spectral sequence must converge to H∗(BG) (which is of dimension 3 in
degree 2), the differential
d : Q < ωa, ωb, ωc >→ Q < xa, xb, xc >
leaving the (1,1)-entry must be non-zero. But d(ωa) = (dω)a = 0, because
dω is a linear combination of ab, bc and ca and a2 = abc = 0 in cohomology.
Similarly, d(ωb) = d(ωc) = 0, and so this differential is zero, which is a
contradiction.

For completeness, we could now ask if there are spaces with even higher
homotopy, which do not have obstructions of the kind above (more precisely,
they satisfy the cohomological conditions on the fundamental group of 3.22),
and satisfy the conclusion of 3.29, but yet still fail to be s-regular.
Remark 3.33. As shown on page 89 of [39], the action of π0(O(2)) = Z/2
on π1(O(2)) = Q is non-trivial (precisely, the non-identity element acts as
−1), and thus the action of π1(BO(2)) on π2(BO(2)) is non-trivial. This
generator in π1(O(2)) = Q reappears in π2n−1(O(2n)) = Q for each n, and
so π2n(BO(2n)) is acted on non-trivially by π1(BO(2n)) = Z/2 for all n.
Example 3.34. For all n, BO(n) is an example of an s-regular space with
fundamental group Z/2 (since we have the fibration sequences
Sn−1 → BO(n− 1)→ BO(n)
for all n). As we observe later, BO(2n − 1) is rationally a product of EM-
spaces, as all the actions of its fundamental group are trivial, and it has no
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non-trivial k-invariants. For BO(2n), we have the fibration sequence
S2n−1 → BO(2n− 1)→ BO(2n)
where n is odd and not 1. The non-identity element of π1(BO(2n)) = Z/2
acts as −1 on the unstable generator of π2n(BO(2n)) (the latter is two dimen-
sional if n is even, and one dimensional if n is odd, as it is in this case), which
is a non-trivial, and hence non-nilpotent action, since Z/2 is finite. From the
long exact sequence of the fibration, we see that there is an isomorphism of
Q(Z/2)-modules π2n(BO(2n)) → π2n−1(S2n−1), and so the monodromy ac-
tion is also non-trivial. Hence BO(2n) (for any n) is an example of a space
which is s-regular but not nilpotent.
In the simply connected case, it is in fact true that all s-regular spaces are
a finite product of even Eilenberg-Mac Lane spaces, and so the class of regular
spaces is rather restricted from a homotopical viewpoint in this case. In our
non-simply connected case, the corresponding statement would be that for
a space X with fundamental group G, X is s-regular if and only if the X̃ is
a G-equivariant product of even Eilenberg-Mac Lane spaces. However, even
when the action of the fundamental group is trivial on all higher homotopy,
this result fails due to the existence of possibly non-trivial equivariant k-
invariants. However, when the fundamental group is finite and its actions are
nilpotent (equivalently trivial), we can recover the classification result, since
the rational cohomology of finite groups is purely torsion, and so vanishes
rationally. The details are spelled out in the next proposition below:
Definition 3.35. A connected space X is simple if π1X is Abelian, and
its action on πnX is trivial for all n ≥ 2.
Proposition 3.36. If X is a simple space with finite fundamental group
G, and X̃ is rational with π∗X̃ concentrated in even degrees, then X is a
product of Eilenberg-Mac Lane spaces.
Proof. Let
K(M, 2n)→ X2n → X2n−2
k→ K(M, 2n+ 1)
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be the fibration sequence of the 2nth Postnikov section of X, where M =
π2mX is a Q-vector space. Now
k ∈ [X2n−2, K(M, 2n+ 1)] ∼= H2n+1(X2n−2;M)
and we have the fibration sequence X̃2n−2 → X2n−2 → BG, and since the
action of G on the higher homotopy is trivial, the Serre spectral sequence
(SSS) for this fibration has E2-page given by
Ep,q2 = H
p(G;Hq(X̃2n−2;M)).
Now since X̃ has homotopy concentrated in even degrees, it is a finite product
of even Eilenberg-Mac Lane spaces, and hence so is X̃2n−2, and so since even
EM-spaces have even rational cohomology, the Kunneth theorem shows that
X̃2n−2 has even rational cohomology. Now since the rational cohomology
of finite groups is trivial, the only non-zero column in the SSS, is the 0th
column, and in this column, the only non-zero entries are of even height, and
all the differentials on this page and all subsequent pages vanish, and hence
H∗(X2n−2;M) is concentrated in even degrees, and so H
2n+1(X2n−2;M) = 0,
and hence k is nullhomotopic. This shows that the k-invariants of all the
higher homotopy are rationally trivial. The k-invariant BG → K(π2X, 3)
is trivial since H3(BG;Q) = 0, and hence X is a product of Eilenberg-Mac
Lane spaces.

The following example shows that it is possible for a space to be s-regular,
with trivial actions of the fundamental group G on its higher homotopy
groups, whilst its universal cover is not a G-equivariant product of EM-
spaces.
Example 3.37. Consider G = Z. We construct a space X with π1X = Z,
π2X = Q, π4X = Q, and zero in all other degrees, with trivial action of π1X
on all the homotopy groups. By the Kunneth theorem
H∗(CP∞ ×BZ;Q) = H∗(CP∞;Q)⊗H∗(S1;Q)
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and so in particular H5(CP∞×BZ;Q) is non-zero (CP∞ is a K(Q, 2) ratio-
nally). So consider the Postnikov decomposition defined by any non-trivial
k-invariant
X2 = K(Q, 2)×BZ→ K(Q, 5)
Then the resulting space X is not a product of Eilenberg-Mac Lane spaces,
although X is regular by 3.22, and has trivial actions of the fundamental
group on all homotopy groups.
CHAPTER 4
The Gorenstein condition
In this chapter we look at the homotopy Gorenstein (written henceforth
h-Gorenstein) condition on spaces, which follows the same philosophy as the
conditions of regularity defined in the previous chapter, in that it is a homo-
topy invariant notion on spaces/CDGAs, which is induced from an algebraic
notion. A nice aspect of the h-Gorenstein condition is that even rationally,
there is a wealth of examples (such as any finite Poincaré duality space). We
will give the basic definitions and machinery, then prove a duality property
for simply connected rational h-Gorenstein spaces. Finally, we will look at
a class of examples of h-Gorenstein spaces which do not have finite dimen-
sional rational cohomology. This fact means that they do not necessarily
have Gorenstein cohomology ring (in the purely ring-theoretic sense), and
we say precisely when this happens for the given class of examples.
We make the following conventions for this chapter.
k will always denote a field of characteristic 0.
Given a CDGA A over k, and DG-A-modules M and N , HomA(M,N)
will denote the DG-A-module of A-homomorphisms from M to N of varying
degree (such homomorphisms need not respect the various differentials).
Felix, Halperin and Thomas in their paper [14] adapt the usual definition
of a local Gorenstein ring to the context of simply connected spaces. They
make the following definition.
Definition 4.1. An augmented CDGA A over k is h-Gorenstein of shift a
if HomA(k,A) ' Σak.
Definition 4.2. A space X is h-Gorenstein of shift a over k if C∗(X; k)
is h-Gorenstein over k.
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Remark 4.3. The usual definition of a Gorenstein local ring R is a ring
of finite injective dimension over itself. If R is Noetherian and k denotes the
residue field of R, then R is Gorenstein if and only if Ext∗R(k,R) is concen-
trated in a single degree, and is isomorphic to k in that degree. Moreover
this degree must be the Krull dimension of the ring. This is the motivation
for the definition above.
The point of defining it in this way is that the definition is homotopy invariant,
meaning that if we have a quasi-isomorphism A→ A′ of CDGAs over k, then
A is h-Gorenstein of shift a if and only if A′ is.
Felix, Halperin and Thomas prove
Theorem 4.4. (“Gorenstein Ascent” as in [14])
If F → E → B is a fibration sequence of 1-connected spaces with H∗(F ;Q)
finite dimensional, and both F and B are Gorenstein over Q of shifts f and
b respectively, then E is Gorenstein over Q of shift f + b.
This result allows us construct many classes of examples of h-Gorenstein
spaces from some obvious starting ones, such as polynomial rings with coef-
ficients in Q (these are regular and local, hence Gorenstein). We will present
a class of examples of this kind later.
To illustrate the importance of the examples given later, we now give
some known facts about finite dimensional Gorenstein spaces. From now on
k = Q, and all (co)homology is with coefficients in Q.
Theorem 4.5. Let A be a CDGA such that H0A ∼= Q, H1A = 0, and
H∗A is finite dimensional over Q. Then the following are equivalent
1. A is h-Gorenstein.
2. H∗(A) is a Gorenstein ring.
3. H∗(A) satisfies Poincaré duality.
Proof. The result follows from 3.6 of [14].

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Gorenstein Duality and the Local Cohomology Spectral Sequence
The Gorenstein condition is closely related to a duality property, as de-
scribed at length in various contexts in [13]. We present a version here in
the rational context. We first recall the notion of cellular objects in model
categories. We will give it in terms of DG-modules, however the basic theory
is common to all model categories. We will then describe two constructions
of the cellularisation of DG-modules. This is all described in detail in section
4 of [19] (the cited paper is an earlier unpublished version of [20]).
Definition 4.6. For a CDGA A and a class of objects C in the homotopy
category of DG-A-modules, a DG-A-module M is said to be C−cellular if it is
in the smallest class of objects containing C which is closed under homotopy
colimits and weak equivalences.
A map M → N of DG-A-modules is a C − equivalence if for all L ∈ C
HomA(L,M)→ HomA(L,N)
is a weak equivalence (a quasi-isomorphism).
A map M → N is a C − cellular approximation if it is a C-equivalence
and M is C-cellular.
Such an M is unique up to weak equivalence, and is called the C −
cellularisation of N .
We will describe different constructions of cellularisation, but when we
are only concerned with cellularisation up to homotopy type, we will write
CellC(N) for the cellularisation of N .
For our purposes, we will really only need to concern ourselves with when
C = {Q}, and so from now on this will be the assumed context.
The first model of Q-cellularisation comes from Morita Theory. As de-
scribed in 4.1 and 4.2 of [19], there is an adjuction
HomC∗X(Q,−) : C∗X −mod→ mod− C∗(ΩX) : (−)⊗C∗(ΩX) Q
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respectively, and thus the adjunction gives an equivalence of the simply con-
nected subcategories of the respective homotopy categories. They then prove
the following
Proposition 4.7. (4.2 of [19])
If H∗X is Noetherian, then the counit of the adjunction
HomC∗X(Q,M)⊗C∗(ΩX) Q→M
is a Q-cellularisation of M .
We now give an alternative model for cellularisation, using local coho-
mology as defined by Grothendieck, and presented in [19] and [13]. As is
typical in derived commutative algebra, we will have a classical ring theoretic
formulation, with an adaptation to DGAs.
Suppose first that R is a commutative ring with an ideal I = (x1, ..., xn),
and let N be any R-module.
Definition 4.8. The local cohomology of N over R is
H∗I (R;N) := H
∗((R→ R[ 1
x1




where each R→ R[ 1
xi
] is a complex concentrated in degrees 0 and 1.
When N = R we write HI(R) := HI(R;R).
Now suppose A is a CDGA over Q. For any 0 6= [x] ∈ H∗A, write
ΓxA for the homotopy fibre of the map A → A[ 1x ]. One model for ΓxA is
the square zero extension A ∨ Σ−1A[ 1
x
] which in degree −m is defined to be
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A−m ⊕ A[ 1x ]−(m−1), with multiplication given by
(a1, b1)(a2, b2) = (a1a2, a1b2 + (−1)|b1|b1a2)
(using fact that A[ 1
x
] is canonically an A-bimodule). Note that this particular
model has an obvious filtration as an A-module given by
0 ⊂ Σ−1A[ 1
x
] ⊂ ΓxA
Now for any ideal I = ([x1], ..., [xn]) in H
∗A, and any DG-A-module M write
ΓIM := Γx1A⊗A ⊗A...⊗A ΓxnA⊗AM
When I is the maximal ideal, we simply write ΓM for the above.
It turns out that, up to equivalence, ΓIM depends only on the ideal I (in
fact it depends only on the radical of I). In particular, the homotopy type
of each ΓxiA does not depend on the choice of representative of [xi].
We observe that ΓM has a natural filtration of length n + 1, coming from
the tensor product of the filtrations of each individual term, and we have
a spectral sequence for calculating the cohomology of ΓM corresponding to
this filtration as follows.
Lemma 4.9. (4.3 of [19])
There’s a spectral sequence
H∗I (H
∗A;H∗M) =⇒ H∗(ΓM)
and to make this of relevance, we have
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In particular, by uniqueness of cellularisation up to homotopy, ifA = C∗X
and X is simply connected we have that
ΓM ' HomA(Q,M)⊗C∗(ΩX) Q
and this allows us to formulate Gorenstein duality. Before doing so, we
remind the reader that we are working completely rationally, and so the
formulation we give of Gorenstein duality is in fact encoded by the arguments
in [13], although we give a purely rational statement and proof for clarity.
Theorem 4.11. (Gorenstein Duality)
Suppose A is an h-Gorenstein CDGA of shift a with H∗A 1-connected and
Noetherian. Then there is an equivalence
CellQA ' ΣaA∨




Proof. SinceA is h-Gorenstein, we have an equivalence Q→ ΣaHomA(Q, A).
Now consider the ring ε = HomA(Q,Q). For any DG-A-moduleM , HomA(Q,M)
has a natural right ε-module structure, and so since A is h-Gorenstein, this
gives a right ε-module structure on Q. Now observe that we have the chain
of equivalences of DG-A-modules
HomA(Q, A) ' ΣaQ ' HomA(Q,ΣaA∨)
(where the second is just the tensor-hom adjunction), and because A is 1-
connected, ε is connected, and hence there is a unique right ε-module struc-
ture on Q. Thus the two ε-module structures that ΣaQ inherits from be-
ing equivalent to HomA(Q, A) and HomA(Q,ΣaA∨) are the same. Hence
HomA(Q, A) and HomA(Q,ΣaA∨) are equivalent as ε-modules. So we can
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apply (−) ⊗ε Q to both sides of this equivalence, and then since A is Noe-
therian, we can apply 4.7 to deduce that
CellQ(A) ' CellQ(ΣaA∨)
but because A is coconnected, A∨ is bounded below, and hence A∨ is in fact
Q-cellular as an A-module (see 3.17 of [13]). This proves the first part of
the result, and the second part is now evident from the first part, 4.9 and 4.10.

Examples of Infinite Dimensional Gorenstein Spaces
In this section we construct a class of examples of non Q-finite h-Gorenstein
spaces, and give conditions under which their cohomology ring is (and is
not) Gorenstein. Note that throughout this section we use standard grading
conventions, in that the cohomology groups of spaces are concentrated in
non-positive degrees, and the suspension Σb increases degrees by b (and so
reduces codegrees by b).
Consider the fibration sequence
X → K(Qm, 2n) γ→ K(Q2, 2kn)
Now
H∗(K(Q2, 2kn)) ∼= Q[a, b]
H∗(K(Qm, 2n)) ∼= Q[u1, ..., um]
where a and b are both of degree −2kn, and the ui are of degree −2n. Now
p := γ∗(a) and q := γ∗(b) are both homogenous polynomials in u1, ..., um of
the same polynomial degree k ≥ 1 (and so their terms have degree −2kn).
Proposition 4.12.
H∗X ∼= Q[u1, ..., um, τ ]/(p, q, gcd(p, q)τ, τ 2)
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where τ is of degree −(4k − 2d)n + 1, where d is the polynomial degree of
gcd(p, q)
Proof. Let A = Q[a, b] and U = {u1, ..., um}. Then the Eilenberg-




where a and b act on Q[U] by the polynomials p and q respectively. Now in
order to compute the E2-page, we use a Koszul resolution of Q over A, which
is
Q← A θ1← Σ−2kn(A⊕ A) θ2← Σ−4knA← 0
where θ1(α) = a and θ1(β) = b, and θ2(α ∧ β) = aβ − bα (where α, β and
α∧ β are the canonical generators of Σ−2kn(A⊕A) and Σ−4knA). Tensoring
this resolution by Q[U] gives the complex
0← Q[U] φ1← Σ−2kn(Q[U]⊕Q[U])) φ2← Σ−4kn(Q[U])← 0
where φ1(g, h) = pg + qh and φ2(f) = (−qf, pf). Denote this (double)
complex by C. Let p′ = p/gcd(p, q) and q′ = q/gcd(p, q), and let −2dn be
the degree of gcd(p, q). Then since Q[U] is a domain,
ker(φ1) = Σ
−2kn < (−fq′, fp′)|f ∈ Q[U] >
and
im(φ2) = Σ
−2kn < (−fq, fp)|f ∈ Q[U] >
Hence
H1(C) ∼= Σ−(4k−2d)n(Q[U]/(gcd(p, q)))
Now clearly H0(C) ∼= Q[U]/(p, q), and since Q[U] is a domain, ker(φ2) = 0,
and hence H2(C) = 0. Hence there is no room for differentials on the E2-page
of the EM-spectral sequence, and so we see that
H∗X ∼= Q[u1, ..., um, τ ]/(p, q, gcd(p, q)τ, τ 2)
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where τ is of degree −(4k − 2d)n+ 1.

We could have in fact determined the rational cohomology of X by com-
puting its Sullivan model. To do this, observe that X fits in to the fibration
sequence
K(Q2, 2kn− 1)→ X → K(Qm, 2n)
and so to find the Sullivan model (MX , d) for X we find by taking the fol-
lowing “twisted product” (where |uj| = −2n and |α| = |β| = −(2kn− 1))
MX := Q[u1, ..., um]⊗Q[α, β]/(α2, β2)
as a graded algebra, but where the differential satisfies
d(α) = γ∗(a) = p, and d(β) = γ∗(b) = q
and is 0 on the other generators.




⊗ β ∈MX . Then d(τ) = 0, τ lives in degree
−(4k − 2d)n + 1 (where d is the polynomial degree of gcd(p, q)) and all the
cycles in MX are generated by u1, ..., um and τ . So upon taking homology,
we recover the result of 4.12.
We now look at the local cohomology spectral sequence for H∗X. We will
denote the local cohomology of a module M over a ring R with respect to
an ideal I by H∗I (R;M). The local cohomology of a local ring R is defined
to be H∗m(R;R), where m is the maximal ideal. We now compute the local
cohomology of H∗X.
Proposition 4.13. Letting g = gcd(p, q), and p′ = p/g and q′ = q/g as




Σ−2n(2k−d−1)+m(P/(p′, q′))∨, if N = m− 2,
Σ−2n(d−1)+m(P/(g))∨ ⊕ Σ−2n(2k−1)+m+1(P/(g))∨, if N = m− 1,
0, otherwise
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Proof. Let R = H∗X and P̄ = P/(p, q). Then
R ∼= P̄ ⊕ Σ−(4k−2d)n+1(P̄ /(g))
as a P -module, and we have a chain of morphisms
P → P̄ → R
where each target is finitely generated as a module over its source (that is,
the morphisms are finite) and hence
H∗m(R;R)
∼= H∗m(P̄ ;R) ∼= H∗m(P ;R) ∼= H∗m(P ; P̄ )⊕Σ−(4k−2d)n+1H∗m(P ; P̄ /(g))
where the first isomorphism is induced from the finite map of rings P̄ → R,
the second isomorphism is induced from the finite map of rings P → P̄ , and
the third isomorphism comes from the description of R as a P -module given
above, and the fact that local cohomology commutes with direct sums in its
second argument.
So from now on, we will assume all local cohomology is over the ring P , so
will suppress the first argument. In order to calculate H∗m(P̄ ) and H
∗
m(P̄ /(g)),
we use the three short exact sequences of P modules
0→ (g)→ P → P/(g)→ 0 (S1)
(note P/(g) = P̄ /(g)),
0→ Σ−(4k−2d)nP → Σ−2kn(P ⊕ P ) φ→ (p, q)→ 0 (S2)
(where φ(f, h) = fp+ hq), and
0→ (p, q)→ P → P̄ → 0 (S3)
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Label these short exact sequences by S1, S2 and S3 respectively. The long
exact sequence in local cohomology coming from S1 is
0→ Hm−1m (P/(g))→ Σ−2dnHmm (P )→ Hmm (P )→ Hmm (P/(g))→ 0
where Hm−1m (P ) = 0 because P is a polynomial ring on m generators, and
so has no local cohomology outside of degree m. The right most entry is
zero because the Krull dimension of each entry in the short exact sequence
is ≤ m, and so there can be no non-zero local cohomology in degrees above
m.
Now Hmm (P/(g)) = 0, because the Krull dimension of P/(g) is at most m−1.
So using the fact that P satisfies Gorenstein duality as in 4.11, the exact
sequence becomes (after dualising)
0← Hm−1m (P/(g))∨ ← Σ2dn−2n−mP ← Σ−2n−mP ← 0
where the right most non-trivial map is multiplication by g, and hence
Hm−1m (P/(g))
∼= Σ−2n(d−1)+m(P/(g))∨
and is zero in all other degrees. The long exact sequence for S2 is (after
dualising)
0← Hm−1m (p, q)∨ ← Σ2n(2k−d−1)−mP ← Σ2n(k−1)−m(P⊕P )← Hmm (p, q)∨ ← 0
and the middle map sends (f, h) to fp′+hq′, and so has kernel generated by
the single element (q′,−p′), and image the ideal (p′, q′) (the zeros appear at
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The long exact sequence of S3 is computed similarly, and gives that
Hm−2m (P̄ )
∼= Hm−1m (p, q) ∼= Σ−2n(2k−d−1)+m(P/(p′, q′))∨
Hmm (P̄ ) = 0
Hm−1m (P̄ )
∼= Σ−2n(d−1)+m(P/(g))∨
Now collecting all these calculations together yields the result.

We can now recover the shift of R from 4.13. It is given by −2n(2k−1)+
m+ 1− (m− 1) = −2n(2k− 1) + 2, which is consistent with shift predicted
by 2.4. There are other nice facts to be seen from the local cohomology,
for example, if p and q were coprime (ie, g = gcd(p, q) is a unit), then
P̄ = P/(p, q) would have dimension m−2, and so we would expect Hm−1m (P̄ )
to be zero, and indeed the above is consistent with this.
Whenever one is considering h-Gorenstein spaces, it is a natural question
to ask whether their cohomology rings are classically Gorenstein as commu-
tative rings (this is always the case if the cohomology is finite dimensional).
The computation in 4.13 now allows us to do this in full generality for this
class of examples
Proposition 4.14. For any such p and q as above, H∗X is Gorenstein
as a commutative ring if and only if p and q are coprime, or if they are equal
up to multiplication by a unit.
Proof. The fact that X is h-Gorenstein follows from 4.4, as does the
shift (the shift can also be read off from our computation as above).
We now turn to when H∗X is actually Gorenstein in the classical sense as
a commutative ring. Clearly, if gcd(p, q) is a unit, then H∗X is a complete
intersection ring, hence Gorenstein. In the case where gcd(p, q) is a non-unit,
consider first the case where p and q are not unit multiples of each other. In
this case, observe that since p and q are homogenous and of the same non-
zero degree, p′ := p/gcd(p, q) and q′ := q/gcd(p, q) do not generate P as an
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ideal. We know from the calculation of H∗X in 4.12 that it has dimension
at most m − 1, and from the local cohomology calculation in 4.13 that it
has dimension at least m − 1, and so it has dimension m − 1. But by the
calculation above
Hm−2m (H
∗X) ∼= Σ(4k−2d−2)n−m(P/(p′, q′))∨
which is non-zero in this case, and hence the local cohomology spectral se-
quence does not collapse, which means H∗X is not Cohen-Macaulay, and
hence not Gorenstein.
Now consider the case where p and q are equal up to multiplication by a unit.
In this case, we have
H∗X ∼= Q[u1, ..., um, τ ]/(p, τ 2) ∼= Q[u1, ..., um]/(p)⊗Q ∧(τ)
Now ∧(τ) is finitely generated as a Q-module, and both Q[u1, ..., um] and
∧(τ) are Gorenstein. Now Theorem 2 of [42] states that the tensor product
of two Gorenstein rings C⊗RD over a Gorenstein ring R, with C flat over R,
and D finitely generated over R, is Gorenstein, and hence in this case H∗X
is Gorenstein as required.

Remark 4.15. 4.14 effectively says that the cohomology ring of examples
of this type is almost always Gorenstein.
When dealing with more than two polynomials in the original example,
it is not clear how to compute the kernel of φ1 in the computation of the co-
homology of X, as it involves considerations of the greatest common divisors
of more than two polynomials.

CHAPTER 5
PL Compactly supported forms in characteristic zero
For this chapter, given a simplicial set X, and a collection of simplices S
of X, we denote by < S > the simplicial subset of X generated by S. If X is
a simplicial set, and we write K ⊂ X, then unless otherwise stated, we will
assume that K is a subsimplicial set, rather than just a collection of simplices
in X (although on at least one occasion it will simply be the latter).
The initial question that led to this chapter was a Math Overflow question
by Dan Petersen. He wanted to know if Sullivan’s method of PL polynomial
forms had a compactly supported analogue: in particular giving an explicit
commutative model for compactly supported cohomology, that applies to all
CW complexes, rather than just manifolds. An unfortunate feature of the
category of manifolds is that many colimits do not exist in it, and this led
authors to consider generalisations, the earliest of which was Chen’s Chen
spaces in 1973. This was followed by Souriau’s diffeological spaces in 1980.
The categories of both are complete and cocomplete, and have many other
nice categorical properties (locally cartesian closed, weak subobject classi-
fier). This interest beyond the category of manifolds means it is both in-
teresting and helpful to see how much of the theory applying to manifolds
can be carried over in some way. In particular, in [21], Haraguchi develops
a theory of compactly supported cohomology for diffeological spaces. Our
work in this chapter can be viewed as a simplicial analogue of Haraguchi’s
work.
We also feel that this work has potentially deep proper homotopical im-
plications. Sullivan’s original polynomial de Rham complex gives (under an
array of conditions) an equivalence of two homotopy theories, and so one
might expect that a compactly supported de Rham complex could give an
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equivalence between certain “proper homotopy theories”. The sense in which
“proper homotopy theory” would be meant is not completely clear, although
the work of Baues and Quintero in [5] seems appropriate, and would need
to be reworked for simplicial sets. The fundamental change in moving from
homotopy theory to proper homotopy theory is that the notion of a model
structure is no longer applicable, as the category of spaces with proper maps
is far from having a natural model structure (it doesn’t even have a terminal
object). Instead, the category of spaces and proper maps has the struc-
ture of a cofibration category, and this is the axiomatic framework in which
[5] largely works. We have not had the time to pursue these homotopical
questions, but think this would be a very interesting future project.
We will now begin the chapter by setting up the basic notions, and re-
minding the reader of important earlier constructions.
Recall the simplicial CDGA over k denoted by ∇(∗, ∗), defined in 2.1.
Definition 5.1. A simplicial set X is finite if it has only finitely many
non-degenerate simplices, and is locally finite if every simplex is a face of only
finitely many non-degenerate simplices.
Definition 5.2. Let X be a simplicial set. ∇(∗, ∗) allows the authors of
[6] to define the CDGA A∗Xof polynomial forms on X, by
AqX := sSet(X,∇(∗, q))
Correspondingly, we define the CDGA A∗cX of compactly supported polyno-
mial forms on X by
AqcX := {Φ ∈ sSet(X,∇(∗, q))|∃ finite K ⊂ X s.t Φ|<X\K> = 0}
Given φ ∈ AqX and a q-simplex σ of X, we will often write φ|σ in place of
φ(σ).
Remark 5.3. AqX can be thought of as all possible ways of assigning
a q-form to each simplex of X, in a manner which is compatible with the
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face and degeneracy operators. Thus AqX is analagous to the global sections
of a sheaf of functions on a space. It is easily checked that A∗X and A∗cX
are both well defined CDGAs. However, if X is not finite, the latter does
not have any unit element as non-zero constant 0-forms are not compactly
supported. This can be re-interpreted as the fact that the category of spaces
with proper continuous maps has no terminal object.
We now give what will be an essential property of∇(∗, q) for our purposes.
We will refer to this property as the extension property. The geometric
interpretation of this property is that if one has a q-form defined on the
boundary of simplex, then that form can be extended to a q-form on the
entire simplex. Expressing this for ∇(∗, q), the property states that if we are
given forms ω0, ..., ωp ∈ ∇(p− 1, q) that model a form on the boundary of a
p-simplex (the necessary condition for this is that ∂iωj = ∂j−1ωi, for all i and
j), then there exists a form ω ∈ ∇(p, q) with ∂iω = ωi, for all i. In addition,
this can be done in a way which is linear with respect to addition of forms.
We now state the extension property described above in its precise form.
Proposition 5.4. (The Extension Property. Corollary 1.2 of [6])
There exists a naturally defined function
E : {(w0, ..., wp)|wk ∈ ∇(p−1, q) for all k, ∂iwj = ∂j−1wi for all i ≤ j} → ∇(p, q)
such that
∂i(E(w0, ..., wp)) = wi
for all i, and




p) = E(w0 + w
′
0, ..., wp + w
′
p)
5.4 is the extension property for ∇(∗, ∗), and geometrically means that if
we have a form defined over the boundary of a simplex, we can extend it to
the entire simplex.
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Bousfield and Gugenheim in [6] go on to prove that ∇(p, ∗) is acyclic
(the Poincaré lemma), and they also define a process of formal integration
of forms over a simplex, which we review now.
Definition 5.5. Suppose w ∈ ∇(p, p) is given by w = f(t1, ..., tp)dt1...dtp,
where f is a polynomial. Let |∆p| denote the standard p-simplex in Rp given
by 0 ≤ ti ≤ 1 and 0 ≤ t1 + ...+ tp ≤ 1. Then since k has characteristic 0 we
can compute
∫
|∆p| fdt1...dtp term by term as an integral over R, the answer





There is a total differential
∂ : ∇(p, q)→ ∇(p− 1, q)
defined by ∂ = Σpi=0(−1)i∂i, satisfying ∂d = d∂. ∂ should be thought of as
simply restricting a form to its boundary. We now have the following
Proposition 5.6. (Stokes’ Theorem (Proposition 1.4 of [6])





One way of obtaining a Mayer-Vietoris sequence for A∗c is to first show
that we have a PL analogue of bump functions. The situation is made some-
what simpler than for smooth manifolds, since our functions can be piecewise
smooth, however we are of course restricted within this to using piecewise
polynomial functions.
Definition 5.7. Let X be a simplicial set, and K ⊂ X a simplicial
subset. Define the minimal neighbourhood of K in X to be
ε(K) :=< {σ ∈ X|∂i1 ...∂imσσ ∈ K for some {ij}} >
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Example 5.8. Consider when X is the standard tessellation of the plane
using equilateral 2-simplices. This is in fact a simplicial complex, but we can
view it as a simplicial set where the faces of each non-degenerate simplex are
also non-degenerate. In this case, if we take L ⊂ X to a be a single vertex
v, then ε(L) is a hexagon with 6 non-degenerate 2-simplices, all meeting v.
Theorem 5.9. (Existence of PL bump functions) Let X be a simplicial
set, and L ⊂ K ⊂ X be subsimplicial sets such that ε(L) ⊂ K. Then there
exists some φ ∈ A0(X) such that φ|L = 1 and φ|<X\K> = 0.
Proof. It suffices to prove the theorem in the case that K = ε(L),
because the φ constructed in the proof for the case K = ε(L) will satisfy
φ|L = 1 and φ|<X\K> = 0, for any K as in the statement of the theorem. So
we need to construct φ so that that φ<X\ε(L)> = 0. We begin by defining φ on
< ε(L) \L >. For each m ≥ 0, denote the set of non-degenerate m-simplices
of < ε(L) \ L > by Σm := {σα|α ∈ Im}, for some indexing set Im. For each
γ ∈ I0, define
φ|σ0γ =
1, if σ0γ ∈ L0, otherwise
Now suppose φ has been defined on all simplices of Σk, for each k < n, in
such a way that ∂i(φ|σkγ ) = φ|∂iσkγ , for all i, for all γ ∈ Ik and k ≤ n, and also
that
φ|σkγ =
1, if σkγ ∈ L0, if for all s ≥ 0, and for all i1, ..., is, we have ∂i1 ...∂isσkγ /∈ L
Then φ can be naturally extended to be defined on all degenerate simplices
of < ε(L) \ L > of dimension ≤ n. Then for all γ ∈ In we can define
φ|σnγ =

1, if σnγ ∈ L
0, if for all s ≥ 0, and for all i1, ..., is, we have ∂i1 ...∂isσnγ /∈ L
any extension, otherwise
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Where in the last case, such an extension exists by the extension property
5.4. Now for all σ ∈< X \ ε(L) >, define φ|σ = 0. To show this gives a
well-defined extension of φ, we need to check that it agrees with the face
and degeneracy operators, and that it agrees with the above definition of φ
on ε(L). Suppose σ ∈< X \ ε(L) >
⋂
ε(L). Assume first that σ is non-
degenerate: as σ ∈< X \ ε(L) >, there exists some τ ∈ X \ ε(L) such
that γ1γ2...γNτ = σ, where each γj is some face or degeneracy map (and
potentially N = 0). Now we can use the simplicial identities reorder the γj
so that sn1 ...snt∂i1 ...∂isτ = σ (where t+s = N), and now since σ was assumed
to be non-degenerate, we must have ∂i1 ...∂isτ = σ. Now since τ /∈ ε(L), the
equation relating σ and τ means that for all q ≥ 0 and all p1, ..., pq, we have
∂p1 ...∂pqσ /∈ L and hence φ|σ = 0 is well-defined. If σ were instead degenerate,
then since < X \ ε(L) >
⋂
ε(L) is a subsimplicial set, there would exist some
non-degenerate σ′ ∈< X \ ε(L) >
⋂
ε(L) ⊂ ε(L) such that sj1 ...sjlσ′ = σ,
and so since φ agrees with the face and degneracy operators on ε(L), setting
φ|σ = 0 is well-defined. Now suppose only that σ ∈< X \ ε(L) >. Then
if ∂iσ /∈ ε(L) (respectively sjσ /∈ ε(L)) then ∂i(φ|σ) = φ|∂iσ = 0 (resp.
sj(φ|σ) = φ|sjσ = 0). So supposing ∂iσ ∈ ε(L) (resp. sjσ ∈ ε(L)), we have
that ∂iσ ∈< X \ ε(L) >
⋂
ε(L) (resp. sjσ ∈< X \ ε(L) >
⋂
ε(L)), and so by
the above argument ∂i(φ|σ) = φ|∂iσ = 0 (resp. sj(φ|σ) = φ|sjσ = 0).
Hence φ ∈ A∗X satisfies the required conditions.

Two contravariant Mayer-Vietoris Sequences
Any reasonable compactly supported cohomology theory should have
Mayer-Vietoris sequences associated to it. We give two ways of obtaining
such sequences, one using 5.9 and imposing a condition on the intersection
(version 1), and the other using a decomposition of our given simplicial set
as a pushout, with various conditions on the maps (version 2). In both cases
we obtain a contravariant Mayer-Vietoris sequence.
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Definition 5.10. Let X be a simplicial set with two subsimplicial sets
U, V ⊂ X which cover X. Then U and V are said to have good intersection
if ε(< V \ U >) ⊂ V .
Lemma 5.11. Let X be a simplicial set with subsimplicial sets U, V ⊂ X
which cover X. Then
ε(< V \ U >) ⊂ V ⇔ ε(< U \ V >) ⊂ U
and hence the notion of a good intersection is symmetric.
Proof. Suppose ε(< U \ V >) 6⊂ U . Then by the minimality of < − >,
{σ ∈ X|∂i1 ...∂imσσ ∈< U \ V > for some {ij} } 6⊂ U
and hence there exists σ ∈ X \ U such that ∂i1 ...∂isσ ∈< U \ V >. So since
U and V cover X, σ ∈ V and
∂i1 ...∂isσ = (Xg)γ
for some g ∈Mor(∆), and γ ∈ U \ V . Now since σ ∈< V \ U >, (Xg)γ ∈<
V \ U >. Now Xg is a composition of face and degeneracy operators, and
using the simplicial identities, we can always write Xg = sl1 ...slk∂t1 ...∂tm .
Hence ∂lk ...∂l1(Xg)γ = ∂t1 ...∂tmγ ∈< V \ U >, and hence γ ∈ ε(< V \ U >).
But γ /∈ V , and hence ε(< V \U >) 6⊂ V . The converse follows by symmetry.

Theorem 5.12. (Contravariant Mayer-Vietoris sequence, version 1) Let
X be a simplicial set with subsimplicial sets U, V ⊂ X which cover X and
have good intersection. Then there is a long exact sequence
...← HAnc (U ∩ V )← HAncU ⊕HAncV ← HAncX ← HAn−1c (U ∩ V )← ...
Proof. Denote the obvious inclusions by ιU : U∩V → U , ιV : U∩V → V ,
jU : U → X, jV : V → X. For any inclusion ι : Y → Z of simplicial sets,
there is an induced map ι∗ : A
∗
cZ → A∗cY given by restriction: indeed, all
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we must show is that such restrictions vanish on all but finitely many non-
degenerate simplices of Y , which follows from that fact that a simplex of Y
is degenerate in Y if and only if it is degenerate in Z. We claim we have a
short exact sequence
0→ AkcX
θ1→ AkcU ⊕ AkcV
θ2→ Akc (U ∩ V )→ 0
for all k. Define θ1 by θ1(ω) = (
U
∗ ω,−V∗ ω). Define θ2(ω1, ω2) = ιU∗ ω1 + ιV∗ ω2.
Now θ1 is injective, because U and V cover X. To show θ2 is surjective, let
ω ∈ Akc (U ∩ V ). By the good intersection hypothesis, and 5.9, there exists
some φ ∈ AkX such that φ|<U\V > = 1 and φ|<X\U> = 0. Let φU = φ and
φV = 1− φ. Then these two functions form a partition of unity subordinate
to the cover {U, V }, and so θ2(φV ω|U , φUω|V ) = ω. Exactness at the middle
term follows easily from the fact that we can glue forms which agree on
their intersection. Hence the sequence is exact for all k, and the long exact
sequence now follows as standard.

There are in fact alternative conditions under which we can deduce a
similar result. For this, we recall the definition of a proper map of simplicial
sets.
Definition 5.13. A map f : X → Y of simplicial sets is proper if for any
finite subsimplicial set Z ⊂ Y , the subsimplicial set f−1(Z) ⊂ X is finite.
Remark 5.14. It is easily seen that all inclusions of simplicial sets are
proper, and that any map f : X → Y is proper if and only f−1(< σ >)
contains only finitely many non-degenerate simplices, for each non-degenerate
simplex σ ∈ Y .
Theorem 5.15. (Contravariant Mayer-Vietoris sequence, version 2)
Suppose we have a pushout diagram






of simplicial sets, where ι is an inclusion, f is proper and V is locally finite.
Then g and h are proper maps, and there exists a long exact sequence
...← HAnc (W )← HAncU ⊕HAncV ← HAncX ← HAn−1c (W )← ...
which is natural in all the variables in the pushout.
Proof. Since an inclusion of simplicial sets is a cofibration in the Kan-
Quillen model structure and cofibrations are preserved under pushouts, h is
an inclusion (and hence is proper). To show g is proper, we use the structure
of the pushout of simplicial sets, that is, X ∼= U
∐
W V naturally. For the
rest of this proof we will identify X and U
∐
W V . Now let K ⊂ X be a
finite subsimplicial set, and σ ∈ K any simplex. Then suppose σ = f(τ),
some τ ∈ W . Then claim that g−1(σ) = ι(f−1(σ)). Indeed, since h is
an inclusion, f(ι−1(g−1(σ))) = {σ}, hence ι(W ) ∩ g−1(σ) ⊂ ι(f−1(σ)), but
since σ = f(τ), g−1(σ) ⊂ ι(W ), hence g−1(σ) ⊂ ι(f−1(σ)). For the reverse
direction, observe that by commutativity of the pushout, gι(f−1(σ) = σ,
and hence ι(f−1(σ)) ⊂ g−1(σ), and so we have the claimed equality. This
equality extends to show that ι(f−1(K ∩ U)) = g−1(K ∩ U), and hence,
ι(f−1(K ∩ U)) ∪ g−1(K \ U) = g−1(K). But g is injective on g−1(X \ U),
and hence g−1(K \U) has only finitely many non-degenerate simplices (non-
degenerate in V ), as does ι(f−1(K ∩ U)), because f is proper, and hence g
is proper.
We now prove the existence of the stated long exact sequence. Since all
the maps in the pushout diagram are proper, they all induce maps on Ac(−)
in the opposite direction. By the proof of 14.1 of [6], there exists a short
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exact sequence of complexes
0→ AX (Ah,Ag)→ AU ⊕ AV Aι−Af→ AW → 0
We also have the sequence
0→ AcX
(Ah,Ag)→ AcU ⊕ AcV
Aι−Af→ AcW → 0
which we claim is exact also. Notice that the maps in the second sequence
are well-defined by properness. (Ah,Ag) is injective in the second sequence,
since it is just a restriction of the map in the first sequence. Now
ker(Anι− Anf) = {(Φ,Θ) ∈ Anc ⊕ AncV |Anf(Φ) = Anι(Θ)}
so given any (Φ,Θ) ∈ ker(Anι− Anf), define Ψ ∈ AnX by
Ψ|σ =
Φ|σ, if σ ∈ UΘ|σ, if σ ∈ V
To show this is well defined, if σ = f(τ) ∈ U , then
Θ|τ = Anf(Φ)|τ = Φ|f(τ) = Φ|σ
as required. So (Ah,Ag)(Ψ) = (Φ,Θ), and hence the sequence is exact
at the middle term. To show that Anι − Anf is surjective in the second
sequence, it suffices to show that Anι : AncU → AncW is surjective (since AncU
is naturally contained in AncU ⊕ AncV ). Indeed, suppose ω ∈ AncW . Then
by the extension property 5.4 for A, there exists some extension ω0 ∈ AnV .
Now since V is locally finite and supp(ω) is finite, ε(supp(ω)) is also finite,
and so by 5.9 there exists a bump function ψ ∈ A0(V ) with ψ|supp(ω) = 1 and
ψ|<V \ε(supp(ω))> = 0, and hence ψω0 ∈ AncV is an extension of ω as required.

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The PL compactly supported de Rham Theorem
Definition 5.16. For a simplicial set X with subsimplicial set A, we
define the relative polynomial de Rham complex A∗(X,A) by
Aq(X,A) = {Φ ∈ sSet(X,∇(∗, q))|Φ|A = 0}
In order to prove a de Rham theorem, we will need to use a model of
singular cohomology which behaves well with respect to integration, which
means we really don’t want to have to think about degenerate simplices.
Thus we will use the normalized (or Moore) complex of a simplicial Abelian
group. We will quickly say precisely what this is.
Definition 5.17. For a simplicial set X, the chain complex C∗X of X
is defined by
CnX = k[Xn]
with differential given by the alternating sum of the face maps
Σni=0(−1)i∂i : CnX → Cn−1X
NC∗X will (temporarily) denote the normalised chain complex of X. This
is defined by
NCnX = k[Xn]/D(k[Xn])
where D(Yn) for a simplicial group Y denotes the subgroup of Yn generated
by the degenerate simplices. The differential is induced by the differential
on C∗X (it is standard that this is well defined on the quotients by the
degenerate simplices).
We define the corresponding (normalised) cochain complex as the dual over
k of the (normalised) chain complex, and for A ⊂ X, we define C∗(X,A) to
be the subobject of C∗X of cochains which vanish on all simplices of A, and
similarly for NC∗(X,A).
Proposition 5.18. (Eilenberg, Mac Lane. Appears as Thm. 2.4 in chap.
III of [16])
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For a simplicial set X there is a natural inclusion NC∗X → C∗X, which is
a chain homotopy equivalence. Hence by dualising, there is a natural chain
homotopy equivalence C∗X → NC∗X.
This model allows Bousfield and Gugenheim to construct the de Rham
natural transformation A∗ → C∗ using the integration we defined earlier. We
will repeat this now.
Write ρ : A∗ → C∗ for the natural transformation given by
< ρω, σ >=
∫
ω|σ
where ω ∈ AqX and σ ∈ Xq, for any simplicial set X.
Observe that if σ is degenerate, then σ=sjσ
′, for some σ′, and ω|σ=sjω|σ′=0,
because ω|σ′ ∈ ∇(q − 1, q) = 0. Hence ρX(ω) vanishes on degenerate sim-
plices, and so ρ in fact maps into NC∗X. It is easy to check that ρ is a well
defined natural transmormation.
We now have the PL de Rham theorem
Theorem 5.19. (2.2 and 3.4 of [6])
ρ induces a multiplicative homology isomorphism
ρ∗HA
∗X → HNC∗X ' HC∗X
for any simplicial set X.
An easy corollary is
Corollary 5.20. For any pair of simplicial sets (X,A) with A ⊂ X,
the chain map ρ(X,A) : A
∗(X,A) → NC∗(X,A), defined by restricting ρX ,
induces a multiplicative homology isomorphism
ρ∗ : HA
∗(X,A)→ HNC∗(X,A) ∼= HC∗(X,A)
Proof. We have the following diagram of chain complexes, with exact
rows
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0 A∗(X,A) A∗X A∗A 0
0 NC∗(X,A) NC∗X NC∗A 0
ρ(X,A) ρX ρA
and so the vertical maps given by ρ induce a map of long exact homology
sequences, and ρX and ρA induce homology isomorphisms by the de Rham
theorem (2.2 of [6]), and so by the five lemma, ρ(X,A) also induces a homology
isomorphism.
To see that the isomorphism is multiplicative, observe that it factors as
the composition
HA∗(X,A)→ HA∗(X/A, ∗)→ HC∗(X/A, ∗)→ HC∗(X,A)
where the first and last maps are the isomorphisms by the induced canonical
multiplicative maps on the level of chains. The fact that the middle map is
multiplicative follows from the non-compactly supported de-Rham theorem,
and the fact that the reduced homologies of X/A are canonically isomorphic
to the respective homologies, except in degree 0 where they are both 0.

From now on we will identify NC∗ and C∗, and their compactly supported
versions also.
We now show that A∗c has an alternative construction as a direct limit
of relative cohomology groups (analagous to the well known construction of
CcX in this way).
Let X be a simplicial set. Observe that the collection of finite simplicial
subsets of X forms a directed system, since it is closed under finite unions.
Moreover, if L ⊂ K ⊂ X are finite simplicial subsets, we get an evident
induced map HA∗(X,< X \ L >) → HA∗(X,< X \ K >), and so the
collection {HA∗(X,< X \ K >)|K ⊂ X is finite} is naturally a directed
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system also, and so we can form the direct limit
colimK(HA
∗(X,< X \K >))
(or indeed we can form the direct limit of the A∗(X,< X \K >)) as K ranges
over all finite subsimplicial sets of X. We note as well that we consider this
as a colimit in the category of graded Abelian groups, or graded rings, and
the underlying complex will be the same. We now have the following results
Lemma 5.21. The natural map
η : HA∗cX → colimK(HA∗(X,< X \K >))
is an isomorphism of graded rings.
Proof. η is defined as follows. Given ω ∈ AqcX, there exists some finite
K ⊂ X such that ω|K = 0, and so ω naturally belongs to some
A∗(X,< X \K >)
and is also a cocycle in this complex. Hence ω naturally represents some
element of the direct limit in the lemma, which is what we define η(ω) to
be. To show η is well defined on the level of homology, suppose ω = ω′+ dγ,
for some γ ∈ Aq−1c X. Then ω and ω′ are both cocycles in some common
A∗(X,< X \ K >), and K can also be chosen so that γ belongs to the
complex, and it is clear that ω = ω′ + dγ in A∗(X,< X \ K >) also, and
hence ω and ω′ are cohomologous in colimL(A
∗(X,< X \L >)), and so since
homology commutes with direct limits, they represent the same element of
the direct limit in the lemma, hence η is well defined.
Showing that η is injective and surjective just amounts to noticing that any
cochain in ω ∈ A∗cX is closed if and only if its image in
colimK(A
∗(X,< X \K >))
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is closed (and again using that homology commutes with direct limits). The
fact that it is multiplicative follows easily from how the multiplication on the
colimit is defined.

It is standard that the same two lemmas hold with A∗ replaced by C∗.
Hence we now have
Theorem 5.22. (PL compactly supported de Rham Theorem)
The restriction ρc : A
∗
cX → C∗cX induces a multiplicative isomorphism on
cohomology.
Proof. By Lemma 5.21 and the variant for C∗, we have isomorphisms
HA∗cX → colimK(HA∗(X,< X \K >))
HC∗cX → colimK(HC∗(X,< X \K >))
and so by the relative de Rham theorem (and naturality of the above iso-




Rational Homotopy Theory in the sense of Quillen
Quillen introduced the area of rational homotopy theory, and provided a
model in terms of differential graded Lie algebras. Unlike Sullivan’s CDGA
model, it is not particularly easy to compute with, as the Lie bracket is
given by the Whitehead product on homotopy classes, which can be rather
cumbersome to work with. However, there is a correspondence between the
homotopy Lie algebra and a minimal model for the cochain algebra, coming
from Koszul duality, which can in fact be exploited (as we shall do in the
final chapter). This section is purely expository, with main reference being
[36].
The Homotopy Lie Algebra
Definition 6.1. A differential graded Lie algebra (DGLA) is a chain
complex (L, d) with a map L ⊗ L → L denoted x ⊗ y 7→ [x, y] satisfying
a derivation condition, and the graded anti symmetry and graded Jacobi
identities as follows
d[x, y] = [dx, y] + (−1)|x|[x, dy]
[x, y] = −(−1)|x||y|[y, x]
(−1)|x||z|[[x, y], z] + (−1)|y||x|[[y, z], x] + (−1)|z||y|[[z, x], y] = 0
for all x, y, z ∈ L. A DGLA L will be called r-reduced if Lq = 0 for q < r.
A quasi-isomorphism of DGLAs is a map which is an isomorphism on ho-
mology.
We denote the category of q-reduced DGLAs over Q by dgLieqQ.
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Theorem 6.2. (Appendix B of [36])
dgLie0 is a model category with fibrations the surjective maps and weak equiv-
alences quasi-isomorphisms.
Definition 6.3. For a connected space X, the Homotopy Lie Algebra
L(X) is a graded Lie algebra (with zero differential) defined by
Lq = πq+1X ⊗Z Q
and so has a natural map τ : πq+1X → Lq(X) given by τ(x) = x ⊗ 1. The
Lie bracket on L(X) is defined by
[τα, τβ] = (−1)|α|τ [α, β]
where the brackets on the right hand side denote the usual Whitehead prod-
uct of homotopy classes α, β ∈ π∗X. Thus the graded symmetry and graded
Jacobi identities follow from the properties of the Whitehead product, and
so L(X) is a graded Lie algebra.
L(−) thus defines a functor L(−) : Top1Q → gLie0, where we denote by
TopqQ the category of (q− 1)-connected rational spaces, and gLie0 is the full
subcategory of dgLie0 of graded Lie algebras with zero differential.
Denote the category of q-reduced rational cocommutative differential graded
coalgebras by dgCoalgqQ. There’s a model structure (see Theorem 3.1 of
[25]) on dgCoalg−∞Q with injections as cofibrations and quasi-isomorphisms
as weak equivalences. There’s a functor
H∗(−;Q) : TopQ → gCoalg
given by rational singular homology. In this context, Quillen’s main result is
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with natural isomorphisms
L(−)→ π∗(λ(−)) and H∗(−;Q)→ H(µλ(−))
The functors are given by a long chain of equivalences, outlined in detail
at the end of Chapter 1 of [36]. We will review and discuss them briefly. The


























and when derived, these become equivalences of categories of the homotopy
categories of the subcategories above.
We will now spend some time describing the chain of functors and cate-
gories above.
sSet2Q is the category of simplicial sets with a single vertex and edge, and
whose geometric realisation is a rational space. The model structure comes
from the usual Quillen model structure on the category sSet of simplicial
sets, with weak equivalences as maps whose geometric realisation is a weak
equivalence, and cofibrations as injections.
sGp1Q is the category of simplicial groups with a single vertex, and whose
geometric realisation is a rational space, with rational fundamental group
also. Note that we do not have to worry about the fact that the given space
may not be simply connected, because it will also be a topological group, and
hence its fundamental group will be Abelian, and act trivially on the higher
homotopy groups. The model structure has weak equivalences as maps whose
geometric realisation is a weak equivalence of spaces, and fibrations maps f
for which Nqf is surjective for q > 0 (where Nq is the qth normalized chains
functor defined in the previous section).
sCHA1Q is the category of simplicial complete Hopf algebras R over Q
such that R0 ∼= Q. The model structure has weak equivalences being those
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maps which are weak equivalences of simplicial sets, and cofibrations retracts
of free maps.
sLiealg1Q is the category of rational simplicial Lie algebras with a single
vertex. Its model structure has weak equivalences as maps which induce an
isomorphism on homotopy groups, and cofibrations retracts of free maps.
Remark 6.5. The various model structures are deduced from theorem 4.1
of [36]. The only fact of ultimate importance is what their weak equivalences
are, as this alone determines the homotopy category.
The functors | − | and Sing are the geometric realisation and singular
chain functors respectively, and give a Quillen equivalence between Top and
sSet. The functor E2 : sSet
1 → sSet2 is given by defining E2X to be the
subcomplex of X given by the simplices of X whose 1-dimensional faces are
all degenerate.
The functors Ω and W̄ are loop group and classifying object functors
respectively. ΩX is the Kan Loop Group and can be defined as a simplicial
group with (ΩX)n = F (Xn+1 \ s0Xn), where F (Y ) denotes the free group
on a set Y . For a detailed presentation of the construction see Chapter V,
section 5 of [16]. On the construction of W̄G, given a simplicial group G,
one defines a simplicial set WG by
(WG)n = Gn ×Gn−1 × ...×G0
with face maps
∂i(gn, gn−1, ..., g0) =
(∂ign, ∂i−1gn−1, ..., ∂0gn−ign−i−1, gn−i−2, ..., g0), for i < n(∂ngn, ∂n−1gn−1, ..., ∂1g1), for i = n
and degeneracy maps
sj(gn, gn−1, ..., g0) = (sjgn, sj−1gn−1, ..., s0gn−1, 1, gn−i−1, ..., g0)
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where 1 denotes the unit in any of the groups Gk.
There is a natural left G-action G×WG→ WG on WG given by
(h, (gn, ..., g0) 7→ (hgn, gn−1, ..., g0)
and W̄G is defined as the quotient of WG by this action.
The functors Q̃ and G are given (in each degree) by group completion
and taking group-like elements respectively. More precisely, given a group
G, one can define a complete Hopf algebra Q̃G by taking the Hopf algebra
QG, with augmentation ideal I (that is, the kernel of the counit QG→ Q),
and taking the completion of QG with respect to the filtration
QG ⊃ I ⊃ I2 ⊃ ...
to obtain a complete Hopf Algebra. In other words
Q̃G := lim(...→ QG/I2 → QG/I → QG)
As stated, Q̃ is then extended to a functor on simplicial groups in the obvious
degree-wise fashion.
Turning to the functor G, for any Hopf algebra A with antipode S : A→ A,
an element x ∈ A is called group-like if its comultiplication is x⊗ x, and the
set of all group-like elements form a group, where x−1 = S(x). This defines
a functor from (complete) Hopf algebras to groups, and this is extended in
the obvious degree-wise fashion to a functor on simplicial complete Hopf
algebras.
The functors Ũ and Prim are the universal enveloping algebra and prim-
itives functors respectively, extended degree-wise to simplicial objects. Pre-
cisely, given a Lie algebra g, its universal enveloping algebra Ug is a Hopf
algebra, and so can be completed with respect to powers of its augmentation
ideal (as above for QG), to obtain a complete Hopf algebra Ũg.
Turning to Prim, if A is a Hopf algebra, an element x ∈ A is called primitive
if its comultiplication is x ⊗ 1 + 1 ⊗ x, and the set of all primitives forms a
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Lie algebra Prim(A) with bracket given by
[x, y] = xy − yx
for any x, y ∈ Prim(A) (it is easy to check that xy − yx is necessarily
primitive).
The functor N is the normalized chain complex functor described in the
previous Chapter, and N∗ is its left adjoint. For a simplicial Lie algebra L,
the Lie bracket on NL is defined by using the Eilenberg-Zilber shuffle map
∇L,L : NL ⊗ NL → N(L ⊗ L); given x, y ∈ NL, ∇L,L(x ⊗ y) is a linear
combination of tensor products of elements of L, and hence we can apply
the Lie bracket of L to it to obtain something in NL. For more details see
Chapter 4 of [36].
The functor LiePrim takes a cocommutative dg coalgebra to the Lie
algebra of primitives in its cobar construction (the cobar construction of a
dg coalgebra yields a dg Hopf algebra, and hence one can take its primitives).
The functor C takes a dg-Lie algebra to (a dg version of) a complex for
calculating its homology coalgebra. To be precise, we give a brief construc-
tion (the Chevalley-Eilenberg construction) of C from [35] a dg-Lie algebra
(L, [−,−], dL)
C(L) := S ′(Σ1L)
where S ′(V ) denotes the free symmetric coalgebra on a vector space V . In
general, for a graded vector space V , S ′(V ) is the coalgebra generated by the
elements of the tensor algebra T (V ) of the form
v, (v′)(v′′) := v′ ⊗ v′′ + (−1)(|v′|+1)(|v′′|+1)v′′ ⊗ v′, (v′′′)(v′′′′)(v′′′′′), ...
for any v, v′, v′′, ... ∈ V .
The differential on C(L) is given on generators by
dC(L)(Σ
1v) = −Σ1dL(v)
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and
dC(L)((Σ
1v)(Σ1v′) = Σ1[v, v′]
for any v, v′ ∈ L. dC(L) is defined to be zero on all other generators, and the
resulting differential is a coderivation.
In terms of the differential Tor functor defined earlier we have that
H∗(C(L)) ∼= TorU(L)(Q,Q)
which comes from the fact that there is a natural inclusion C(L) → BU(L)
which is a quasi-isomorphism (BU(L) denotes the bar construction on the
universal enveloping algebra of U(L), which gives a resolution of Q as a
U(L)-module). This is due to Moore [34].
For the following chapter, we will only really be concerned with the pas-
sage from a space to its dg-Lie model. Moreover, the particular space X
we will be interested will be coformal, meaning that its Lie model is in fact
homotopy equivalent to its homotopy Lie algebra L(X) (or equivalently that
the Sullivan minimal model of X has purely quadratic differential). However,
Quillen’s picture gives extra insight into the general framework of rational





We work in the category of connective CDGAs over Q, henceforth denoted
cdga≥0. Note that our DGAs will almost never be connected. cdga≥0 is a
cofibrantly generated model category with fibrations as surjections and weak
equivalences as quasi-isomorphisms. The model structure can be obtained
by considering the projective model structure on Ch≥0 (rational connective
chain complexes), and applying the following result.
Theorem 7.1. (Transferred Model Structure, Theorem 3.3 of [9])
Let C be a cofibrantly generated model category, D a category, and suppose






where F is left adjoint to U . Moreover, call a map in D a fibration (resp.
weak equivalence) if its image under U is a fibration (resp. weak equivalence)
in C. Suppose now that F preserves small objects, and that any sequential
colimit of pushouts of images under F of the generating acyclic cofibrations
in C is a weak equivalence in D. Then the choice of fibrations and weak equiv-
alences made above for D determines a cofibrantly generated model structure
on D, where the set of generating (acyclic) cofibrations in D is the set of
images under F of the generating (acyclic) cofibrations in C.






where U is the forgetful functor, and F takes a chain complex (M,dM) to
the free commutative CDGA on M . Precisely, (FM, dFM) can be defined as
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the tensor algebra
FM := (⊕k≥0M⊗k)/(a⊗ b+ (−1)|a||b|b⊗ a)
where M⊗k denotes the kth tensor power of M , with M0 := Q, and the
differential on FM is defined inductively by the Leibniz rule
dFM(a⊗ b) = dM(a)b+ (−1)|a|adM(b)
We now use the previous theorem to prove the following.
Theorem 7.2. cdga≥0 has a model structure whose fibrations are all sur-
jective maps, and weak equivalences are all quasi-isomorphisms, and where
the generating cofibrations are maps of the form FS(n − 1) → FD(n), and
the generating acyclic cofibrations are maps of the form Q→ FD(n), for all
n ≥ 1.






given above. We will first prove that F preserves small objects.
Suppose A ∈ Ch≥0 is small. Recall that by definition this means there
exists some regular cardinal κ such that for all κ-filtered ordinals λ and all
λ-sequences J : λ→ Ch≥0, the canonical map
colimβ<λ(Hom(A, J(β)))→ Hom(A, colimβ(J(β)))
is a bijection (where the Hom sets are just the sets of degree 0 chain maps
of complexes). Now let λ be any κ-filtered ordinal, and J : λ → cdga≥0 a λ
sequence in cdga≥0. We are required to show that the canonical map
colimβ<λ(Hom(FA, J(β)))→ Hom(FA, colimβ(J(β)))
is a bijection.
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The only fact we need to use is that the forgetful functor U commutes
with filtered colimits, since this then (by smallness of A) means that we have
a bijection
colimβ<λ(Hom(A,UJ(β)))→ Hom(A,Ucolimβ(J(β)))
and then using the adjunction, we obtain the desired bijection.
We now prove the condition that any sequential colimit of pushouts of
images under F of the generating acyclic cofibrations in C is a weak equiva-
lence.
The only generating acyclic cofibrations in the projective model structure
on Ch≥0 are the maps an : 0→ D(n) for all n ≥ 1, where
D(n) =< xn−1, yn|dy = x >
and after applying F , these become the maps
Fan : Q→ FD(n)
Now since Q has characteristic zero, FD(n) has homology only in degree
0 (given by the unit), and hence Fan is a weak equivalence. Translating
the statement we are required to prove, we see that it is equivalent to the
statement that for all A ∈ cdga≥0, the canonical map
A→ colim(A⊗ FDn1 → A⊗ FDn1 ⊗ FDn2 → ...) = A⊗Q (⊗j<λFD(nj)))
is a weak equivalence, where λ is some ordinal and the nj ≥ 1 are arbitrary.
The tensor product of two acyclic CDGAs is acyclic, and so we need only
give special attention to the case when λ is a limit ordinal. In this case,
suppose ω ∈ ⊗j<λFD(nj) represents some homology class of positive degree.
Then since the tensor product is generated by elements with all but finitely
many entries being 1, ω is the sum of finitely terms each of which has only
finitely many non-unit entries, and hence ω in fact lives in ⊗1≤α≤mFDnα , for
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some finite m, and ω must be a cycle in this complex. Since the complex is
acyclic and ω is in positive degree, ω must be a boundary, and hence also
a boundary in ⊗j<λFD(nj). This proves that ⊗j<λFD(nj) is acyclic, and
hence that the map
A→ A⊗Q (⊗j<λFD(nj))
is a weak equivalence as desired.

Remark 7.3. It is well known that when working with CDGAs over the
integers (or even fields of positive characteristic), there is no model structure
of the kind in 7.2. One reason for this is that over such rings, the corre-
sponding objects FD(n) are not acyclic. In order for them to be acyclic, one
must drop the commutativity condition, and work with all DGAs, where the
functor F is replaced by the functor which assigns to a chain complex the
free (non-commutative) DGA on its generators. Allowing these alterations,
the model structure of the type in 7.2 does exist over the integers, fields of
positive characteristic, and even any commutative ring. To be precise, if R
is any commutative ring, the category R − dga of associative DGAs over
R has a model whose fibrations are the surjective maps, and whose weak
equivalences are the quasi-isomorphisms. This is proved in 2.3.11 of [26].
Cofibrant replacement and Postnikov towers
Definition 7.4. We denote by FS(n) the free commutative object of
cdga≥0 on a single generator x in degree n, with zero differential. We denote
by FD(n+1) the free commutative object on generators y and z in degrees n
and n+ 1 respectively, with dz = y. Since the model structure is transferred
from chain complexes, we have generating cofibrations given by the inclusions
ι(n) : FS(n)→ FD(n+ 1) for all n.
Suppose we have C ∈ cdga≥0. There is a functorial cofibrant replacement
of C given by the model structure transferred from chain complexes, but it is
quite unwieldy. Thus we use the following construction, which gives a smaller
resolution that will be more suitable for computations later on. This is the
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same construction used in [10], where they work with associative DGAs over
Z (in particular, the following construction does not require us to be working
over Q, nor does it require us to be commutative).
Pick generators for H∗C as a Q-algebra, then pick representatives in C
for these generators; let ZC denote the Q-module generated by these cycles,
and let Q0C denote the free Q algebra on ZC with zero differential. There
is a canonical map f0 : Q0C → C which is surjective on homology. Let n
denote the smallest degree in which H∗(f0) has non-zero kernel. We must
first treat the case where n = 0. In this case pick generators for ker(H0(f0))
as a Q-algebra, and denote them by {ti}i∈I . Then for each i ∈ I, we have a
map gi : FSi(n) → Q0C which sends the generator xi of FSi(n) to ti. We














where we have denoted by Q1C the pushout of the diagram. Observe that
since cofibrations are preserved by coproducts and pushouts, j0:Q0C → Q1C





by sending yi to f0(ti) and zi to any element α with dα = f (such an element
must exist, since ti is in the kernel of H∗(f0)). The maps h and f0 are
compatible with the pushout diagram, and hence there exists a universal
map f1 : Q1C → C. Now the kernel of f1 is concentrated in degrees 1
and above, and so if we replaced Q1C by Q0C and f1 by f0, we would be
in the case n > 0 from the above. So now assume n > 0. Then the only
difference in how we proceed is that now ker(Hn(f0)) is no longer a Q-algebra,
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but instead is a (Q0C)0-module. So we pick generators for ker(Hn(f0)) as a
(Q0C)0-module, and denote them {ti}i∈I , and perform the same construction
as above, obtaining Q1C with its canonical map Q1C → C. We now let Q∞C
denote the direct limit of
Q0C → Q1C → ...
Since cofibrations are closed under transfinite compositions, each QjC, and
hence Q∞C, is cofibrant, and the map Q∞C → C is a quasi-isomorphism,
since it is homology surjective in all degrees, and homology injective by con-
struction.
Remark 7.5. In the strict model categorical sense, Q∞C is not a cofi-
brant replacement of C in general, because Q∞C → C is not always a fibra-
tion (ie not always surjective), though this does not matter for our purposes.
Remark 7.6. Note that since we are working with commutative DGAs,
the coproduct is just the tensor product, however we use the symbol
∐
to em-
phasise the generality of the above construction beyond commutative DGAs,
and will switch to ⊗ only dealing with statements specific to commutative
DGAs.
We refer the reader to [10] for the details of the theory of Postnikov towers
for DGAs. They work in the non-commutative setting, but this part of the
theory carries over without obstacle. We review the main points below.
Definition 7.7. Given an object (C, d) ∈ cdga≥0, an nth Postnikov section
of C is a CDGA X with a map C → X such that HiX = 0, for all i ≥ n+ 1,
and HiC → HiX is an isomorphism for all i ≤ n.
There are two common functorial constructions of nth Postnikov sections
that are used, each with advantages. The first has the advantage of simplicity,
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and is denoted PnC, and defined by
(PnC)i =

Ci if i ≤ n− 1
Ci/(d(Ci+1) if i = n
0 if i ≥ n+ 1
This gives a well-defined DGA.
The downside of this model is that C → PnC is not a cofibration. We
can construct an alternative functorial model, denoted PnC, by adjoining
cycles (in the same way as the construction of cofibrant replacements above),
however in order for it to be functorial, we cannot simply pick generators
for the cycles in each degree, and so must adjoin new generators for all the
cycles in each degree. This means that the model is extremely large, however
C → PnC will be a cofibration. The construction is as follows.
For any cycle z in degree n + 1, there is a unique map FS(n + 1) → C
which sends the generator of FS(n + 1) to z. We can then construct the




where the coproducts run over all cycles in degree n + 1. We denote this
pushout Ln+1C, and then we define PnC to be the colimit of
C → Ln+1C → Ln+2Ln+1C → ...
Since cofibrations are closed under pushouts and transfinite compositions,
C → PnC is a cofibration.
Proposition 7.8. (3.3 of [10])
For any C ∈ cdga≥0, and any nth Postnikov section X of C, there is a
quasi-isomorphism PnC → X.
108 7. A FORMALITY PROBLEM
Definition 7.9. There are canonical maps Pn+1C → PnC which are
compatible with the maps C → PnC, and the sequence
...→ Pn+1C → PnC → ...→ P0C
is termed the Postnikov tower of C.
Square-zero extensions, k-invariants and André-Quillen
cohomology
If we have constructed a Postnikov tower up to some degree n, we may
wish to know all the possible ways (up to homotopy) of constructing the
next stage. As with the theory of Postnikov towers for spaces, these are
classified by homotopy classes of certain maps out of the nth section called
k-invariants. For DGAs, it turns out that all k-invariants can be viewed in a
very nice form, as a square-zero extension. We now review how this works,
again with main reference being [10].
Definition 7.10. Let C ∈ cdga≥0, and let M be a C-module. Then
M has a right C-module structure also, given by m.c := (−1)|c||m|c.m. We
denote by C∨M the square-zero extension of C, by M , which is the object of
cdga≥0 whose underlying chain complex is C⊕M , where the algebra structure
comes from the left and right module structures, and the requirement that
m.m′ = 0, for all m,m′ ∈M . Translating this, it means that
(c,m).(c′,m′) = (cc′, cm′ + (−1)|m|mc′)
for all c, c′ ∈ C and m,m′ ∈M .
Now for any C ∈ cdga≥0 we have P0C = H0C, and so since Hn+1C is
a H0C-module, it inherits a PnC-module structure from the canonical maps
PnC → P0C → H0C. This means we can consider square-zero extensions of
the form PnC ∨ Σn+2Hn+1C, which appear frequently from now on.
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k-invariants. Continuing from the previous section, there is a canonical
map
γn : PnC → PnC ∨ Σn+2Hn+1C
where Hn+1C is considered as being a module concentrated in degree 0 for
the above square-zero extension. The map γ is defined as the identity in
degrees less than n, the quotient map in degree n, zero in degrees n+ 1 and
all degrees above n+ 2. In degree n+ 2, it is defined as follows: γn is zero on
Cn+2, and if x ∈ (PnC)n+2 was adjoined to kill z ∈ Cn+1, then x is mapped
to the class [z] in Σn+2Hn+1C.
Definition 7.11. Let cdga≥0/(PnC) denote the model category of con-
nective, rational CDGAs augmented over PnC. If Ho(cdga≥0/PnC) denotes
its homotopy category, then the homotopy class of γn in
Ho(cdga≥0/PnC)(PnC,PnC ∨ Σn+2Hn+1C)
is called the nth k-invariant of C.
Proposition 7.12. (3.5 of [10])
The sequence
Pn+1 → PnC
γ→ PnC ∨ Σn+2Hn+1C
is a homotopy fibre sequence in Ho(cdga≥0/PnC).
This proposition shows that the homotopy class of γ depends only on the
quasi-isomorphism type of Pn+1C.
It has been somewhat inconvenient up until now that we have had to use
two different models for nth Postnikov sections. However, observe that since
every object of cdga≥0 is fibrant, it is right proper, and right properness
of a model category is equivalent to the slice categories cdga≥0/X over any
object X being preserved (up to Quillen equivalence) by weak equivalences
X → Y of the base objects (see the blog post “The mysterious nature of right
properness” on the n-category cafe). Hence we have a Quillen equivalence
cdga≥0/PnC → cdga≥0/PnC
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the former of which being what we will use from now on.
Extensions and André Quillen cohomology.
Definition 7.13. ([10])
Let C be an object of cdga≥0, with HiC = 0 for i ≥ n + 1. A Postnikov
(n+1)-extension of C is an object X of cdga≥0 together with a map
f : X → C
in cdga≥0, such that Hi(f) is an isomorphism for i ≤ n, and the canoni-
cal map X → Pn+1X is a quasi-isomorphism. A map (X, f) → (Y, g) of
Postnikov (n + 1)-extensions of C is a quasi-isomorphism X → Y which is
compatible with f and g.
The following result tells us that quasi-isomorphism classes of Postnikov
extensions with a specified isomorphism are classified by homotopy classes
of certain square-zero extensions.
Proposition 7.14. (3.9 of [10])
Let C ∈ cdga≥0 with C→PnC a quasi-isomorphism, and let M be some H0C-
module. Let Pextcann+1(C;M) be the category whose objects are triples (X, f, θ),
where (X, f) is a Postnikov (n+1)-extension of C, and θ : Hn+1X →M is a
quasi-isomorphism. The morphisms of (X, f, θ)→ (Y, g, φ) in Pextcann+1(C;M)





∼=→ Ho(cdga≥0/C)(C,C ∨ Σn+2M)
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The superscript “can” on Pext is to indicate that we have fixed a canon-
ical isomorphism of each object with M as an H0C-module. An immediate
corollary is
Corollary 7.15. (3.10 of [10])
Let C and M be as above, and let G = AutH0CM . Then let Pextn+1(C;M)
denote the category of Postnikov (n + 1)-extensions X of C which satisfy
Hn+1X ∼= M as H0C-modules (but where we do not fix a specified isomor-
phism), and with morphisms just maps of Postnikov (n+1)-extensions. Then
we have a bijection
(Ho(cdga≥0/C)(C,C ∨ Σn+2M))/G
∼=→ π0(Pextn+1(C;M))
We are now ready for the entire point of reviewing this material, which
was to be able to specify the form of André-Quillen cohomology we are going
to be using.
Definition 7.16. Let C ∈ cdga≥0 and let M be a C-module. Then a
derivation f from C to M of degree |f | is a morphism f : C → Σ−|f |M of the
underlying chain complexes over Q, such that the following graded Leibniz
rule holds
f(ab) = (fa).b+ (−1)|a||f |a.(fb)
We denote by Der∗(C;M) the chain complex of such derivations (which will
usually be concentrated in non-positive degrees for our purposes), where the
differential δ is defined in the same way as for the internal hom of chain
complexes
δ(f) := dMf − (−1)|f |fdC
It is straightforward to check that δ(f) is indeed a derivation of degree |f |−1.
Definition 7.17. Let X ∈ cdga≥0, and M be an X-module, and let Ch
denote the model category of unbounded chain complexes over Q with the
projective model structure (for a good explanation of the existence of this
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model structure, see [40]). Then derivations define a functor
Der∗(−;M) : (cdga≥0/X)op → Ch
which is a left Quillen functor (that is, it preserves cofibrations and acyclic
cofibrations), and hence it has a left derived functor
AQ−∗(−;M) : (Ho(cdga≥0/X))op → Ch
and for any C augmented over X, AQ∗(C;M) is called the André-Quillen
cohomology of C with coefficients in M .
Remark 7.18. Note that depending on the degrees in which M is concen-
trated, Der∗(C;M) may be non-zero in both positive and negative degrees,
which is why we are forced to use the category of unbounded chain com-
plexes in the definition. We will be most interested in the case when M is
concentrated in degree 0, in which case Der∗(C;M) will be concentrated in
non-positive degrees.
Remark 7.19. Note that the augmentation over X is what allows us to
define Der∗(C;M) (or Der∗(P,M), where P → C is a cofibrant replace-
ment), since M must be a C-module for it to make sense.
Remark 7.20. SinceAQ∗(−;M) is a left derived functor on (cdga≥0/X)op,
we can compute AQ∗(C;M) as Der−∗(P ;M), where P → C is a cofibrant
replacement in cdga≥0/X.
We now arrive at the main result, which links André-Quillen cohomology
and k-invariants of CDGAs. The analogous statement is made in 3.14 of [10]
with a proof referenced in [29] and private communication of the authors of
[10] with M.Mandell. However for our purposes, and because of the specific
definition of the derivation complex we have been able to use, the result is
more straightforward to prove directly, as we do not need to consider the
cotangent complex, as is used in [10] and [29].
Theorem 7.21. (Analogous to that which appears in [29])
Let C ∈ cdga≥0 and let M be a C-module concentrated in a single degree.
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Then there’s an isomorphism
AQn(C;M) ∼= Ho(cdga≥0/C)(C,C ∨ ΣnM)
Proof. Fix a cofibrant replacement q : P → C of C. Since C is the
terminal object q is also the augmentation of P . Let
δ : Der∗(P ;M)→ Der∗−1(P ;M)
denote the differential. We will first define the functions in question, then
check they are inverse, then check they are well defined on homotopy/homology
classes.
Given a map of CDGAs γ : P → C ∨ ΣnM , we can define α(γ) : P → ΣnM
as the composition
P
γ→ C ∨ ΣnM p→ ΣnM
where the last map is the obvious projection. It is easy to check using the
definition of the multiplication in a square zero extension that p is a derivation
of degree 0 (where ΣnM has the obvious (C ∨ ΣnM)-module structure),
and hence that α(γ) is a derivation of degree n. δ(α(γ)) = 0 follows from
the hypothesis that M has zero differential (this is an easy check). Hence,
assuming it is well defined on homotopy classes of maps (we show this later),
α defines a map from the right to the left of the objects in the theorem.
Suppose now we have a derivation f : P → ΣnM such that δf = 0 (ie,
fdC = 0). Then we can use the augmentation q : P → C of P to define a
map
β(f) : P → C ∨ ΣnM
by β(x) = (q(x), f(x)). That β(f) is a map of CDGAs again follows easily
from the Leibniz rule and definition of the product in a square zero extension.
Hence β (provided it is well defined on homology classes) defines a map from
left to the right of the objects in the theorem, and α and β are clearly
inverse.
So it only remains to show that α and β are well defined on homotopy
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and homology classes respectively. We treat β first. In order to show β is
well defined we can use a choice of path object for C ∨ ΣnM in cdga≥0/C.
Thankfully there is a nice choice available, defined as follows:
Recall that a path object for some X in a model category C is an object PX
which fits into a sequence
X
j→ PX → X ×X
whose composition is the diagonal map, and for which j is a weak equivalence.
Let I =< b1, b2, a > be the chain complex over Q generated by two elements
b1 and b2 in degree 0, and one element a in degree 1 with da = b1 − b2. For
any C-module N , we can consider the chain complex homQ(I,N), given by
the internal hom object in the category of chain complexes. This also inherits
a C-module structure. We have the sequence
C ∨N j→ C ∨ homQ(I,N)
(p1,p2)→ C ∨N ⊕C C ∨N
where p1(c, f) := (c, f(b1)), p2(c, f) := (c, f(b2)) and j(c, x) := (c, jx), where
jx(b1) = jx(b2) = x and jx(a) = 0.
C ∨N ⊕C C ∨N denotes the pushout of the diagram
C ∨N ← C → C ∨N
which is the coproduct square of C ∨ N in cdga≥0/C. We claim that this
sequence makes C ∨ homQ(I,N) a path object for C ∨ N . This follows
from the fact that homQ(I,N) is a path object for N in the category of
chain complexes. Note that all the objects in the sequence are canonically
augmented over C, and so this does indeed define a path object for cdga≥0/C.
In fact, in cdga≥0/C, C ∨M is also a good path object (in the sense of [10]),
because the map
homQ(I,M)→ (C ∨M)⊕C (C ∨M)
is a fibration (ie surjective).
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With the above construction at hand, suppose f, g : P → ΣnM are
derivations which represent the same element in homology. Then f−g = δh,
for some derivation h of degree −(n − 1), and using this we can define a
homotopy
H : P → C ∨HomQ(I,ΣnM)
from β(f) to β(g) by setting H(x)=(q(x), θx), where θx(a):= hx, θx(b1) := fx
and θx(b2) := gx.
We now turn to α. Suppose that γ, λ : P → C ∨ ΣnM are homotopic. By
the fact that C ∨ homQ(I,ΣnM) is a good path object, the fact that all
objects are fibrant, the fact that P is cofibrant, and abstract nonsense, we
can deduce that γ and λ are homotopic through C∨homQ(I,ΣnM) (see 4.23
of [10]). That is, there exists a homotopy H : P → C ∨ homQ(I,ΣnM) from
γ to λ (ie, p1H = γ and p2H = λ). Then we define a derivation
g : p→ Σn−1M
of degree −(n− 1) by
g(x) = (pH(x))(a)
where p is the projection p : C ∨ΣnM → ΣnM , and a is the element of I in
degree 1. It is easily checked that g is a derivation, and (by using again the
fact that M is concentrated in a single degree) δg = γ − λ.

Exterior algebras over wedges of spheres
Perhaps the most immediate application of the above material is to clas-
sify exterior algebras (of various flavours). More precisely, for k any commu-
tative Q-algebra concentrated in degree 0, we ask the following:
Classify all objects C ∈ cdga≥0 (up to quasi isomorphism) such that
H∗C ∼= k[xm]/x2, where m ≥ 1.
Since we are working rationally, if k is a complete intersection over Q,
the question is actually easy to solve, using the following classical result
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Theorem 7.22. (1 of [1])
Let A be a commutative, Noetherian ring and B a commutative A-algebra
of finite-type. Then B is a complete intersection over A if and only if
AQn(B;M) = 0 for all n ≥ 2, and for all B-modules M .
Using this result, we see in particular that if k is a complete intersection
then AQn(k; k) = 0 for n ≥ 2, and hence that any CDGA C with the required
homology must be formal.
So the cases of interest are those where k is not a complete intersection.
Perhaps the simplest examples of these are
S0 ∨ ... ∨ S0 := Q[t1, ..., tn]/(titj|1 ≤ i, j ≤ n)
and so we will answer the question for k being of this form.
For this we will need a way of describing a minimal resolution of k in
arbitrarily large degrees, which unfortunately we only have as a conjecture at
the moment. This will involve a particular correspondence between minimal
CDGAs and graded Lie algebras, so we will recall this now.
Minimal CDGAs and graded Lie algebras. Throughout this mini-
section, if V is a graded vector space, A = (
∧
V, d) denotes the minimal
CDGA on V , concentrated in degrees ≤ −2. We will denote by d2 the
quadratic part of d, that is d2 : A→ V ∧V takes any a to the quadratic part
of da (da lives in the decomposables of A).
Definition 7.23. Define the homotopy Lie algebra of A to be the graded
vector space L given by L = Hom(Σ1V,Q) (so L is concentrated in degrees
≥ 1). We will construct the Lie bracket below.
We have the canonical pairing
< −;− >: V ⊗ Σ1L→ Q
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where < v, sx >:= (−1)|v|sx(v), and sx denotes the suspension of an element
x of L. This extends to a linear map
k∧
V ⊗ Σ1L⊗ ...⊗ Σ1L→ Q
where
< v1 ∧ ... ∧ vk; sxk, ..., sx1 >:= Σσ∈Skε(σ) < vσ(1); sx1 > ... < vσ(k); sxk >
So we define a Lie bracket [−,−] : L ⊗ L → L, which is determined by the
formula
< v; s[x, y] >= −(−1)|y| < d2v; sx, sy >
for all x, y ∈ L and v ∈ V .
For the proof of the symmetry and Jacobi identities see 21 (e) of [15].
Technical Lemmas and the main result. We will now compute a
resolution of k = Q[t1, ..., tn]/(titj|i, j ≥ 0). To do this we will conjecture a
result that allows us to work with coconnected CDGAs rather than connec-
tive ones. We begin with the following definition.
Definition 7.24. Suppose C is any CDGA (connective or otherwise),
and is augmented over some local Q-algebra (S,m) of finite type, and that
ε : C → S is the augmentation. We define the ideal I = ε−1(m), and moreover





the indecomposable quotient of C over S. When the augmentation ε : C → D
is evident, we will simply write QC∗ for the above.
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Remark 7.25. When concerned with decomposables of coconnected CDGAs,
we will have S = Q and thus QC∗ = C>0/(C>0)2. This is how indecompos-
ables appear in rational homotopy theory, and if we have a minimal Sullivan
algebra (M,d) (that is, coconnected, free and d(M) ⊂ (C>0)2), the differen-
tial induces a map
d : QM∗ → QM∗ ∧QM∗ +QM∗ ∧QM∗ ∧QM∗ + ...
For connective CDGAs, we will have S = k = S0 ∨ ... ∨ S0, and C will
usually be free, meaning that C0 is a polynomial ring, and the augmentation
just quotients out by the relations in k.
We now consider the coconnected CDGA
k′ := Q[w1, ..., wn]/(wiwj)
where the sj are concentrated in degree −2. Then if P ′ = (ΛV, d) denotes the
minimal Sullivan algebra of k′ with a given choice of basis including w1, ..., wn,
then we define P (V ) to be the free (connective) CDGA on Σ−2(V ∨), with
differential on P (V ) given by
(dP (V ))(s
−2x∨) = dP ′(x)
for any basis element x of V .
Now P (V )0= Q[s−2w∨1 , ..., s−2w∨n ], and so there is a canonical map P (V )→ k,
for which we have the following conjecture.
Conjecture 7.26. The canonical map P (V ) → k is a cofibrant res-
olution in cdga≥0. That is, P (V ) is cofibrant, and the map is a quasi-
isomorphism.
Lemma 7.27. Let P ′ → k′ be the minimal resolution. Then for any
indecomposable u ∈ QP ′−r, and choice of generator w in P ′−2, there exists
some indecomposable v ∈ QP ′−(r+1) such that d2(v) = αw ∧ u+ g, for some g
containing no terms with w, and some α 6= 0.
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Proof. Fix u and w as in the statement of the lemma, and pick a basis
v1, ..., vn for QP
′
−2 which contains w, and a basis u1, u2, ..., ut for QP
′
−r where
u = u1. Let L(P
′) denote the homotopy Lie algebra of P ′. Consider the
vector subspace W of L(P ′)r spanned by words of the form {[lw, ly]|y ∈
QP ′−r}, where for x an indecomposable, lx denotes the corresponding element
of L(P ′). Observe that since L(P ′) is a free graded Lie algebra, [lw, ly] is
non-zero for any 0 6= y ∈ QP ′−r. Now W is spanned by {[lw, lui]|1 ≤ i ≤ t},
and so there’s a basis B0 of the form
{[lw, luik ]|1 ≤ k ≤ N}
of some size N , and we can construct it so that it contains [lw, lu]. Now
we can extend this to a basis B for Lr. Denoting the dual DGA element
by δ[lw,lu], by definition < δ[lw,lu]; s[lw, lu] >= 1, and so d2(δ[lw,lu]) has a
term with w ∧ u. Hence we can assume that d2(δ[lw,lu]) has total term in w
given by αw ∧ u + βw ∧ u′, for some u′ ∈ QP ′−r and α 6= 0. Given this,
< δ[lw,lu]; s[lw, lu
′] >= β. Now by construction of the basis B, [lw, lu′] is
a linear combination of words of the form [lw, lui], and so if β were non-
zero, then < δ[lw,lu]; s[lw, lui] > would have to be non zero for some ui 6= u
in the basis for QP ′−r, which is a contradiction, and hence β = 0. Hence
d2(δ[lw,lu]) = αw∧u+g, where g contains no terms involving w, and so δ[lw,lu]
is the required indecomposable v from the statement of the lemma.

Corollary 7.28. (Dependent upon Conjecture 7.26 ) Suppose now we
have a minimal resolution P ′ → k′ which we have converted (as in 7.26) to a
minimal resolution P → k. Then for any f ∈ Der−t(P ; k) ∼= HomQ(QPt, k)
of degree −t, f is a cycle if and only if its image is contained in the ideal
(t1, ..., tn). Hence Z−t(Der∗(P ; k)) ∼= HomQ(QPt,Qn).
Proof. Suppose f ∈ Der−t(P ; k) ∼= HomQ(QPt, k). We will show that
f is a cycle if and only if its image is contained in the maximal ideal of k.
f is a cycle if and only if (δf)(v) = 0, for all v ∈ QPt+1, which happens if
and only if f(dPv) = 0. Now by Lemma 7.27, for any u ∈ QPt and variable
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tj ∈ P0, there exists some v ∈ QPt+1 with dP (v) = αtju + g, where α 6= 0
and g has no terms involving tj. Hence, if f(dPv) = 0 for all v ∈ QPt+1, then
tjf(u) = 0
for all u ∈ QPt, which means that f(u) ∈ (t1, ..., tn) ⊂ k, for all u ∈ QPt
(that is that f(u) is contained in the maximal ideal of k.)
Conversely if f(u) ∈ (t1, ..., tn), for all u ∈ QPt, then since dPv is quadratic
for all v ∈ QPt+1 (by Conjecture 7.26), all the terms of f(dPv) must be
products of two terms of the maximal ideal of k and hence f(dPv) = 0, for
all v ∈ QPt+1, and hence f is a cycle.
So we have shown that f is a cycle if and only if f(u) ∈ (t1, ..., tn) ⊂ k, for
all u ∈ QPt, and hence Z−t(Der∗(P ; k)) ∼= HomQ(QPt,Qn).

Proposition 7.29. (Dependent upon Conjecture 7.26) Suppose we have
a minimal resolution P ′ → k′, which we have converted (as in 7.26) to a
minimal resolution P → k. Then the space of boundaries B−t(Der∗(P ; k)) is
(non-canonically) isomorphic to QPt−1 as a Q-vector space.
Proof. Let f ∈ Der−(t−1)(P ; k) be any derivation of degree −(t − 1),
and pick a basis f1, ..., fs for QPt. For each i, (δ(f))(fi) is some Q-linear
combination of terms of the form tjf(u), where tj is any variable and u ∈
QP−(t−1) (note that any non-quadratic terms must map to zero under any
derivation). By Lemma 7.27 , for any basis v1, ..., vb of QP−(t−1), each tavw
appears as a term in some d(fr), and hence each taf(vw) appears as a term
in (δ(f))(fi). So since k is isomorphic to Qn+1 as a Q-module, the space
B−t(Der∗(P ; k))
can simply be expressed as a subspace of the space of (n + 1) × s matrices
with coefficients in Q (in fact, by 7.28 , we can express it as a subspace of
n×s matrices) which, by the above observation, has dimension b as required.

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The above conjectured results would put us nearly in position to complete
the calculation. The final step is in calculating the dimension of the space of
words of length n in a free graded Lie of algebra on m generators in degree 1.
As with the formula for ungraded Lie algebras, the formula follows from (a
graded version of) the Poincaré-Birkhoff Witt Theorem. However we could
not find the precise construction required in the literature, and so we outline
it below. This computation is completely rigorous and is not dependent on
a conjecture:
Let V be a graded vector space with bk generators in degree k. Then the
graded Poincaré-Birkhoff-Witt Theorem states that
T (V ) ∼= U(L(V )) ∼= S(L(V ))
where T (V ) is the tensor algebra on V , L(V ) is the free graded Lie algebra
on V , and U(L(V )) is the universal enveloping algebra of L(V ), and the
second isomorphism is only an isomorphism of graded vector spaces. Let

















where µ(−) is the Möbius function.
Proof. This is a simple argument using the Möbius inversion formula.




tk = Σk≥0(d2k+1log(1 + t
2k+1)− d2klog(1− t2k))
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then using the logarithm expansion, equating coefficients, and reformulating
slightly gives
pk = (−1)kΣs|k(−1)ssds
and now applying the Möbius inversion formula gives
(−1)kkdk = Σs|kµ(s)(−1)k/spk/s
which is the desired result.






Proof. We must express 1
1−nt in the form exp(Σk≥1
pk
k
tk) for some coef-




tk = log(1 + nt)− log(1− n2t2)
and using the series expansion for logarithms gives immediately that we must
have pk = n
k for k ≥ 1.

Now with the conjectured results, and the formula in 7.31, we conclude
the following
Theorem 7.32. (Dependent upon Conjecture 7.26)
Let k be as above on n generators t1, ..., tn. Then the set of quasi-isomorphism
types of Q-CDGAs A augmented over k, for which H∗A ∼= k[x]/x2, where x
is in degree m, is in bijection with QPNmn−1 (rational projective space of
dimension Nmn − 1) where




Proof. The proof given here will be conditional on Conjecture 7.26.
Let P → k be a resolution of k as in 7.28. By 7.28 for all t we have
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Z−t(Der∗(P ; k)) ∼= HomQ(QPt,Qn), and so by 7.31 and Conjecture 7.26
dimQ(Z−t(Der∗(P ; k))) = ndimQ(QPt) = ndt+1
Similarly, by 7.29 and 7.31, for all t we have
dimQ(B−t(Der∗(P ; k))) = dimQ(QPt−1) = dt
Hence the dimension of AQt(k; k) is ndt+1−dt, for all t (because the homology
of the derivation complex is just a quotient of vector spaces).
The generator x is in degree m, and so the set of quasi-isomorphism types is
classified by AQm+1(k; k), after quotienting by automorphisms of k. By the
calculation above, the dimension of AQm+1(k; k) is Nmn (as written in the
statement of the theorem). The automorphisms of k as a module over itself
are just given by multiplication by units, and hence the quasi-isomorphism
types of the desired algebras are in bijection with QPNmn−1 as stated.

In order to try to indicate the speed with which Nmn grows with m and
n, we have the following plots (overleaf).
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Figure 1. Nm2 against m
In Figure 1, we have fixed n (the number of variables t1, ..., tn) to be 2,
and plotted the values of Nm2 against varying values of m (the dimension of
the exterior homology generator x).
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Figure 2. N2n against n
In Figure 2 we have fixed the dimension m of the exterior generator x
to be 2, and plotted N2n against varying values of the number of variables
t1, ..., tn.
As is to be expected from the terms in the formula for Nmn, it grows
much faster with m than with n.
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