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Isospectral deformations of differential operators with periodic coeffkients are 
constructed by modifying a method due to Burchnall and Chaundy. If the 
commutant of a differential operator L of order at least two consists of polynomials 
in L, then L admits holomorphic families of isospectral deformations of every 
positive dimension. The methods are independent of the order of the operator L. 
An old problem of continuing interest in the study of differential operators 
is the inverse spectral problem: To what extent does the spectrum of a 
differential operator determine the operator? Our aim in this work is to 
address this problem by constructing isospectral deformations of differential 
operators with periodic coefficients. 
The most general differential operators in our study will be symbols L = 
CiZO uk(x) Dk, where x is real, D = d/dx, n > 1 and ak is a complex valued 
periodic function with period one. Assume further that a, = 1 and that uk 
has the form f/g, where f and g are C” functions and g is not identically 
zero on any open interval. We will say that L is regular if all its coefficients 
are C”O functions. Regular operators are given a topology by viewing them 
as a subset of the complete metric space of n-tuples (a,- ,,..., a,), with a, 
infinitely differentiable and of period one. 
The most commonly treated spectral problem for regular operators 
concerns the set o(L) of complex numbers 1 such that there is a C” function 
I,V(X, A) of period one, not identically zero, which satisfies Ly/ = hy. The 
usual inverse spectral problem in this setting asks for a description of the set 
of L with the same a(L). 
From the viewpoint of this study the question as posed is not the most 
enlightening. Instead, we will consider the set R,(L) in C* consisting of the 
pairs (A, ,u) such that there is a nontrivial function ~(x, 1,~) satisfying 
Lv = Lv/ and t&x + 1, L,,u) =JJW(X, L,,u). In other words we are studying the 
joint spectrum of L and translation by one, which acts linearly on 
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N(L - A) = {y/ E C” ] (L - A.)w = 0). Our isospectral deformations will 
preserve R,(L). Since o(L) is the set of A such that (A, 1) is in R,(L), these 
deformations are isospectral in the earlier sense. 
Henceforth denote by t the operator translation by one acting on C” 
functions. If L is regular, let R,(L) be the subset of R,(L) consisting of those 
pairs (A,,u) such that t acting on N(L -A) has n distinct eigenvalues. If 
R,(L) is nonempty, then the set of complex numbers I such that r acting on 
N(L --A) has n distinct eigenvalues is the complement of a sequence with no 
finite accumulation point. Denote by SDO(n) the set of regular operators L 
of order n > 2 such that R,(L) is nonempty and path connected. The content 
of Theorem 6 will be that at least most regular operators are in this class; 
after this is established we adopt the convention that L denotes an operator 
in SDO(n). 
Observe that R,(L) is a Riemann surface; utilizing the development in 
[2, pp. 67-751, R,(L) can be extended to a Riemann surface R(L) so that 
A: R(L) -+ C is an n-sheeted branched cover and ,u: R(L) + G is analytic. In 
addition, the joint L, r eigenspaces provide a line bundle over R,(L). 
It will be convenient o have the action of r on N(L -A) represented by a 
matrix of entire functions. Let @(x, A) be the 1 x n matrix of functions 
satisfying LO = A@ with &(O,A) =I,. Here I, is the n X 12 identity matrix 
and 6 is the n x II matrix valued function whose jth row is @(j-l’. Now 
@(x+ l,A)=@J(X,A) 8(1,/Q so that in this basis for N(L -A) the tran- 
slation r is represented by the matrix &( 1, A). 
In the course of our development we use some standard results from 
differential equations and elementary algebraic geometry. References for this 
material are [5,6]. 
We now describe our results. In Section I we show that the line bundle on 
R,(L) extends to a holomorphic line bundle on R(L). We also give criteria 
guaranteeing that R(L) has finite genus, and that the commutant of L 
consists of polynomials in L. In Section II, a variation of an idea of 
Burchnall and Chaundy [3] is used to construct isospectral deformations 
of L. When the commutant of L consists of polynomials in L there are 
holomorphic families of isospectral deformations of L of arbitrarily high 
dimension. The constructed deformations of L are parametrized by an 
abelian group of equivalence classes of effective divisors of R(L). Finally, in 
Section III we sketch new proofs of two theorems concerning Hill’s operators 
with finite zone potentials. 
I 
To begin, we establish some basic facts concerning differential operators 
with periodic coefficients. Suppose that d,(x),..., g,(x) are C” functions 
ISOSPECTRALDEFORMATIONS 267 
which are eigenfunctions for r. Denote by IV@, ,..., 4,) the Wronskian deter- 
minant 
Define a differential operator L by the formula 
From the multilinearity of the determinant we see that such an operator will 
have coefficients of period one. Following [5, p. 831 we have 
(2) LEMMA. If w@, ,..., 4,) is nowhere zero, then the operator L defined 
by (1) is the unique dlflerential operator with leading coefficient one whose 
kernel is spanned by o,,..., 0,. The coeflcients of L have period one. 
Next, utilizing an idea from [ 10, p. 1801 we can analyze the number of 
components of R,(L) based on growth estimates for eigenfunctions of L. If L 
has order n, then we will denote by d the vector valued function 
(0, V’,..., dtn-r))*. The proof of the following lemma is postponed until the 
end of this section. 
(3) LEMMA. Suppose that L# = A# and &O, A) is a constant. Then there 
is a function K(x) such that for 0 < i ( n - 1, x > 0, 
~~“‘(x,~)~<K(x)(l + I~J’-“n)exp(lI(““x). 
Recall that the characteristic polynomial for r acting on N(L -A) is the 
characteristic polynomial of the matrix 6(1, A). By Lemma (3) the coef- 
ficients cj(A) of this characteristic polynomial satisfy 
for every E > 0. These estimates control the growth of the eigenvalues 
,ul(~),...,p&) of t on N(L -A) as ]I] -+ co. 
(5) LEMMA. For every F > 0, if IA I is suflciently large then 
L4l < ev(l A I I’” + “1, i = l,..., n. 
ProoJ If not then there is some 6 > 0 and a sequence {A,,,} with 
l&l --) 0~) such that IP~&,I 2 exp&,,l ““+*). For convenience we order the 
eigenvalues according to their magnitude: ]pl(A)( > 9 e. > ] p(A)]. Let k be the 
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index such that lim inf,,m,+Oo Ip,&,)l > 0, but lim inflAm,,, \p@)l= 0 for 
j> k. 
Now one of the coefficients of the characteristic polynomial is the sum of 
the products of the eigenvalues pi(n) taken k at a time. Thus along a subse- 
quence of {A,,,} we have, for some K > 0, 
ICkGLJl a liul ...pukl -rest>Kexp(lll’i”+S). 
But by (4) this is impossible, and the lemma is proved. I 
Having disposed of these preliminaries we are ready to discuss the 
connectivity of R,(L). Suppose that for some I E C the eigenvalues p,(A),..., 
pu,(A) are distinct and that the analytic continuation of one of these eigen- 
values yields a k sheeted branched cover of the plane. Then the product of 
these k eigenvalues is an entire, nowhere vanishing function of order no 
greater than l/n [l, p. 2071, and so is a constant. With this necessary 
condition for R,(L) to have more than one component we can establish 
(6) THEOREM. In the space of d@&-ential operators of order n, SDO(n) 
is an open, dense, path connected subset. 
ProoJ The first point is that for each n > 2 there is a differential 
operator L of order n with constant coefficients uch that for each j less than 
n the product of any j distinct eigenvalues of r acting on N(L -A) is a 
nonconstant function of A. If L = (D - c,) ... (D - c,) the eigenvalues of r 
on N(L - A) will be the numbers {exp(r,(A))), where rk(A) is one of the n 
roots of P(A) = (r - c,) ... (r - c,,) -A. If we restrict c, ,..., c, to be distinct, 
then for 13. sufficiently close to zero the roots r,(A) will be distinct analytic 
functions of A with rk(0) = ck. Let K be a subset of {l,..., n} of cardinality 
less than n. The condition that the product of some j eigenvalues is constant 
is just the condition that one of the sums CkeK (d/M) r,(l) is zero. 
By differentiating P(A) = 0 we see that 
d 
2 ‘k = 
so that 
c 
keK 
($) rk(“) = c [ n cck - cj)] -’ 
keK j+k 
Using the fact that some index is not an element of K we see easily that the 
set of distinct n-tuples c, ,..., c,, where this last sum is not zero is an 
nonempty open set in G”. Since there are only finitely many subsets K there 
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is an open set of n-tuples c ,,..., c, such that for eachj less than n the product 
of any j eigenvalues of 5 on N(L - A) is nonconstant. 
Thus for each n the space SDO(n) is nonempty, and simple estimates 
show that it is open. To establish density, let L(t) = D” + fL, + (1 - t) L,, 
where L, and L, are terms of order at most n - 1 and t is complex. Assume 
that L(1) is in SDO(n) while L(0) need not be. The first thing to show is 
that for t arbitrarily close to zero the eigenvalues of r on N(L(t) - 1) are 
distinct for some 1. Recall [9, p. 1351 that if P and Q denote polynomials of 
degrees k, and k,, then there is a polynomial in the coefficients of P and Q, 
the resultant R(P, Q), which vanishes if and only if P and Q have a common 
root. Take P = det(& 1,1, t) -cl), and choose 1, such that the eigenvalues of 
r acting on N(L(l) - &) are distinct. Then R(P, aP/a,u)(&, t) is nonzero 
when t is one, and since it is analytic in t the same is true for t arbitrarily 
close to zero. 
Let t, be any point such that r acting on N(L(t,) -&) has n distinct 
eigenvalues. We can find a disc A in the A-plane centered at A,, and a simply 
connected open set U in the t-plane such that 0 and t, are in U, and if (1, t) 
is in A x U the eigenvalues of t acting on N(L(t) -A) are distinct, hence 
analytic in (A, t). Again by analytic continuation there must be values t 
arbitrarily close to t, such that for j less than n the product of any j eigen- 
values of 5 on N(L(t) - A) is nonconstant as a function of 1. This shows that 
SDO(n) is dense, and since it is open the argument also yields path 
connectedness. I
(7) THEOREM. Zf L is in SDO(n) the line bundle cm R,(L) extends to a 
holomorphic line bundle on R(L). 
Proof: In order to extend the line bundle from R,(L) to R(L) it is 
convenient o study the isomorphic line bundle obtained by evaluation of the 
zero through (n - 1)st derivatives of the joint eigenfunctions of L and 7 at 
x = 0. The line bundle on R,(L) is now realized as a curve in P”-‘. In these 
terms the lines of joint eigenfunctions with 7 eigenvalue ,u(n) are the solutions 
of 
ml, A) -P(J)] Y = 0. 
Using Gaussian elimination to solve for y we see that the components are 
rational functions of the entries of &( 1, A) and the eigenvalue p(J). Thus the 
eigenvectors are meromorphic maps from R(L) to lP”-‘. As such there are 
no singularities at the branch points of the map 1 [6, p. 2631. This extends 
our line bundle from R,(L) to R(L); the added points in P”-’ are initial data 
for the joint eigenfunctions at the branch points. 1 
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The next result is closely related to observations made by Burchnall and 
Chaundy [3] and Krichever [8]. We also remark that by a result of 
Krichever [8] the coefficients of any differential operator on the line 
commuting with L are polynomials in the coefficients of L and their 
derivatives, so are necessarily periodic with period one. 
(8) THEOREM. If the set of dlrerential operators commuting with L 
contains two operators of relatively prime order, then R(L) has finite genus. 
Proof: Suppose that S and T, of relatively prime orders 1 and m respec- 
tively, commute with L. The fibers of the line bundle over R(L) are invariant 
subspaces for S and T, so the action of S and Ton this line bundle gives us 
two analytic functions s(z) and t(z) on R(L). The image of the map 
(s(z), t(z)) is th e set of joint eigenvalues of S and T, which is known to be 
the zero set of a polynomial in two complex variables [3]. 
For s complex consider T acting on N(S -s). Suppose that on a 
nonempty open set of s the operator T has an eigenvalue t of multiplicity k. 
Since R(L) is path connected this eigenvalues of T can be analytically 
continued to any other eigenvalue of T, and so for s in an open set every 
eigenvalue of T acting on N(S - s) has multiplicity k. Consequently, k 
divides 1. Interchanging the roles of S and T we see that k divides m, and so 
k is one. 
Now construct the (algebraic) Riemann surface M of the eigenvalues of T 
on N(S - s). As in the extension of the line bundle from R ,(L) to R(L), M 
has the line bundle of joint S, T eigenfunctions. The isomorphism from R(L) 
to M is given by taking a point z in R(L) to the point of M lying under the 
line over z. I 
A simple computation [4, p. 3421 shows that if L and T commute and 
have the same order, then their leading coefficients are constant multiples of 
each other. It follows that if the order n of L is prime, either the commutant 
of L contains an element whose order is relatively prime to n, or the 
commutant consists of polynomials in L. Thus we have: 
(9) COROLLARY. If L has prime order and R(L) has infinite genus, the 
commutant of L consists of polynomials in L. 
We conclude this section with a proof postponed earlier. 
Proof of (3). In the usual way we reduce the equation L# = Aq5 to a first- 
order system of the form y’ -A(L) y = By, where y = (4, #(I),..., #(“-‘))r, and 
A(A) and B are the n x n matrices 
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A@) = 
‘0 1 0 *** 0 
. . . . 
1 
0 3 B= . . 
0 *** 0 1 [ -a0 .** 
A0 *-.o 
0 
-a,-. 
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A solution y must satisfy the integral equation 
y(x) = c?y(O) + ,( eacX-‘)B(s) y(s) ds. 
Notice that for A # 0 the matrix A(l) can be rewritten as A@) = 
T(A) J(A) T-‘(1), where if W, ,..., W, denote the nth roots of (A/l Ai), J(A) is 
the diagonal matrix with entries [Al”” wi. The columns of T(2) are the eigen- 
vectors of A@), (III”* wi,..., (I~]“” wJ~)~. By inspection the rows of T-‘(l) 
are l/n(lAl-‘I” We:‘,..., IAl-n’n w;“). That T-IT has the correct diagonal is 
immediate. A word about the off-diagonal terms; they have the form 
wiwp + ... + (w~w;‘)~, with i different from k. Now (w~w;‘)~ is one, but 
wiwk’ is not. Examining z(z” - 1) = (z - l)(z + ... + 2”) we see that any 
nth root of unity except 1 satisfies z + a.. + z” = 0, which shows that T-’ is 
as claimed. 
Returning to the integral equation we have 
y(x) = eAXy(0) + 11 TeJ’“-“‘T-‘B(s) y(s) ds. 
Define a sequence { u,(A, x)} by y, = 0, 
Y !?I+1 = eAXy(0) + Ix TeJ’“-S’T-lB(s) y,,,(s) ds. 
0 
Let )I y/l denote the maximum of the absolute value of the components of y. 
Then we have, for some constant C and x > 0 
lIyl- Y,II (x,A)<C(l +I~I1-l’“)exp(l~I”“x). 
If K,(x) = sup IlB(s)ll for 0 < s <x, where again II BII denotes the maximum 
component, we have the estimate 
IIY m+l - Y,AI < nl: II TeJ(X-S)T-‘B(s)ll I/Y,,, - ym-,lI ds. 
Since B(s) is nonzero only in the last row, only the last column of 
TeJ(X-S)T-l contributes to the product, so 
1) TeJfXmS)T-‘B(s)J( Q F&,(X) exp(lll”“(x -s)) 
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if (I] > 1 and 0 < s < X. With these restrictions then 
II Y m+l - Y,,II (x7 A> < n2 i: ew(l~ I’% - s>> K,(s) II Y,,, - Y,,-~ II (s, A) ds. 
By induction 
II Y m+l - yml( (x,A) < (m!))‘C(1 + ]~]‘-‘~“)(~n~K,(x))~ exp(]l]“” x). 
As a consequence 
00 
II Yk n>ll G c II Ym t I - ymll < C(l + /Al1-1’n) exp(lLl”” x + n2xK,(x)), 
0 
and this proves the lemma. 1 
II 
As already observed, if L and T are commuting differential operators, L 
being regular, then their joint spectrum M is the zero set of a polynomial in 
two complex variables. When the joint eigenspaces are generically of 
dimension one, then, as pointed out in the nineteen twenties by Burchnall 
and Chaundy [3], the group of divisors of the curve M acts, generally 
nontrivially, on the pairs with joint spectrum M. We will analyze the 
analogous situation obtained by replacing the differential operator T by the 
translation r. This analysis shows that in general differential operators with 
periodic coefficients admit holomorphic families of isospectral deformations 
of arbitrarily high dimension. Geometric considerations force us to include 
operators with singular coefftcients; this aspect has been generally avoided in 
the treatment of Hill’s operators (an exception is (13)). As in the case of 
Hill’s operators, an abelian group, usually infinite dimensional, comes into 
play. 
We start with a review of the notion of “transference of factors,” following 
[3]. Let z. be a point of R(L), while ~(x, z) will denote a local section of the 
line bundle over R(L) not vanishing, as a section, at zo. Since w satisfies 
Ly = n(z)v, the set of x where ~(x, zo) = 0 is finite if x is restricted to any 
compact subset of I?. Define F(z,) = D - @(z,)/~(z,). Because D = F(z,) + 
~‘(zo)/~(zo), we may write L - n(z,) = JJyEo biF(zo)i, and since 
(L - I(z,)) w(z,) = 0, b, vanishes identically. Thus L - A(z,) = Q(z,) F(z,). 
Define A(z,)L by A(z,)L =F(zo) Q(z,) + I.(z,), and notice that for z in R(L) 
and v(z) any element of the fiber over z. 
(A (zoF - %)I Wo) v(z) = (Wo) Q(zo> + +o) - G)> F(zo) v(z) = 0. 
ISOSPECTRALDEFORMATIONS 273 
Since 7F(z,) v(z) = P(Z) F(z,) w(z), F(z,) maps the joint eigenspace of 7, L 
into the joint eigenspace of 7, A(z,)L with the same eigenvalues. Here 
Lemma (2) is used to show that the coefftcients of A(z,)L have period one. 
Further, the only line annihilated by F(z,) is that spanned by ~(z,,). 
The operation taking L to A(z,)L is what Burchnall and Chaundy called 
“transference of factors.” It preserves the class of operators with second 
coefficient zero. Even when I(/(z,) has zeroes, a line bundle associated to 
A(z,)L is determined. Of course if z does not equal z,, the fiber has been 
explicitly described. Consider (F(z,) ~(x, z))(j), j = O,..., n - 1 for those 
values of x where w(x, zO) # 0. As noticed earlier these evaluations let us 
work in P”-‘. The values of the derivatives above are analytic in z, so the 
map to projective space extends to the isolated point zO, determining a line in 
Wh)L -&J>. 
If z 1 ,a**, zd are points of R(L), we may iterate the transference, first using 
z,, then z2, and so on. The composition of these operations 
A(z,)(--+ (A(z,)L)) will be denoted by A(zl,...,zd)L. There will be an 
associated composition of the first-order differential operators F, which will 
be denoted F(z, ,..., zd). This operator of order d, mapping the joint r, L 
eigenspaces into the joint 7, A(z , ,..., z,,)L eigenspaces has leading coefficient 
one and, if z, ,..., zd are distinct, has kernel spanned by I,..., I. Since 
this data uniquely determines a differential operator, we see that in the case 
of d distinct points the order of the points is irrelevant. The case when the 
points are not necessarily distinct follows from the previous case by analytic 
continuation. 
It is worth noting that even when some of the functions I,..., v(zd) 
have zeroes, the coefficients of A(z , ,..., zd)L have a global character. Form 
the complete ring of quotients [7, p. 1431 of C?(R) consisting of 
(equivalence classes of) quotients f/g, where f and g are in Cm(R) and g is 
not a zero divisor. It is easy to check that g is not a zero divisor exactly 
when there is no open interval on which g vanishes identicahy. By the 
quotient rule the derivative extends to a derivation on this ring of quotients. 
(10) THEOREM. Zf z,,...,zd are in R(L), then the coeficients of 
F(z I ,..., zd) and A(z, ,..., z,JL are in the ring of quotients of Cm(lR). 
Proof. Examining the composition of the first-order operators which 
yields F(z I ,..., zd) we see that the set U of x in R, where the coefficients are 
C” is open and dense. By a standard result the Wronskian 
W(w(z,),..., w(zJ) is nonvanishing on U, and thus the inverse is an element 
of the ring of quotients. (Strictly speaking, this assumes zr ,..., zd distinct. 
More on the elements in the kernel in the general case later.) Now formula 
(1) shows that the coefficients of F(z , ,..., zd) lie in the ring of quotients. 
If 2 is complex, but not one of h(z,),..., n(z,), then on an open dense set in 
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the reals, iV(A(z , ,..., z& -1) is locally spanned by the image of F(z, ,..., zd) 
acting on N(L - ,I). Again using (1) this image is the span of functions of 
the formfi/g, withyi in P, g = W(w(z,),..., I). Appealing a third time to 
(l), and using the quotient rule, the coefficients of A(z,,..., zd)L have the 
form W(fr ,..., f,J-‘(ge.. g*“)-‘h, where h is C”, and W(fi ,..., f,)= 
(g ..a g’“-‘)-I k, k in C”. Since the coefficients of A(z, ,..., zd)L. are smooth 
on a dense open set, h - ’ is in the ring of quotients, so W(f, ,..., f,)- ’ is. I 
Having discussed the kernel of F(zr,..., zd) when z1 ,..., zd are distinct 
points of R(L), we turn to the general case. The kernel will be the sum of the 
contributions from the distinct points, so we assume that zi = ..a = zd. 
Assume further that the dimension of N((t -I)‘) acting on N(L -L(z,)) 
is one, and again let v(z) be a local section of the line bundle not vanishing 
at z1 . Denote by p*(n),..., ~~(1) the remaining eigenvalues of r on N(L - A) 
for 1 near L(z,). The kernel E(L) of (r -,Q . . . (r -,L,J” provides locally a 
holomorphic compliment o the span of w(z) in N(L - 1). 
Recall that if h(L) is a holomorphic section of N(L --,I), then 
(L - ,I)(d/dA)k h = k(d/dA)k-’ h, so that if hi(J), i = l,..., n, is a holomorphic 
basis for N(L - A), then a basis for N((L - 2)“) is given by (d/&)’ hi, j = 
O,..., d - 1. By differentiation we see that, for the same values of j, 
(5 - p(z))d(d/dA)’ y(z) = 0 and CT -P*(Wd * * * (5 -p,(n))““(dp)j 
E(A) = 0. Continuation of the case z I ,..., zd distinct shows that elements g of 
the kernel of F(zr,..., zd) must satisfy (L - A(z,))~~ = 0 and 
(-P(zddg=oY so thiskernel is spanned by ((d/&)’ v)(zr), j = O,..., d - 1. 
Adopting the notation lz for the 1-tuple (z,..., z) of points in R(L), we will 
study the kernel of F(dz,) when zr is a branch point for L(z) with 
ramification index k by examining a sequence {A,} converging to J(z,). 
Without loss of generality restrict A,,, to the set of complex numbers 1 such 
that r acting on N(L -1) has n distinct eigenvalues. Let w,(n),..., w,(1) be 
the k distinct points of R(L) near z, such that L(wr) = .a. =n(w,), and 
denote by G(1) the space spanned by I,..., w(w,J. Using Gaussian 
elimination to find the kernel of (r -p(w,)) .*a (r -,u(w&) on N(L -L(w,)) 
we see that G(I) is a family of k dimensional subspaces of N(L -A) 
holomorphic for L near L(z,). Writing d = qk + r, r < k, the kernel of F(dz,) 
includes the limit of the kernels of F(qw, ,..., qw,) and is included in the limit 
of the kernels of F((q + 1) We,..., (q + 1) w,J. This gives the following 
inclusions: 
(11) THEOREM. 
span /((&rG)U(z,)) lp=O,...,q--lj 
~N(F(dz,))Sspan 1 ((A)‘G) (A(z,)) p = o,..., q I- 
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Here we have implicitly used again the result that meromorphic vector 
valued functions extend to projective space even when they have isolated 
zeroes or poles, and the fact that the Grassman manifolds have embeddings 
in projective space [6, pp. 263, 2091. Exactly which subspace is N(F(dz,)) of 
course has a description in terms of the limits of iV(F(dz)) when z is not a 
branch point, as described above. 
Returning to the operator A(z)L, notice that if ~(x, z) has no zeroes as a 
function on the line, then A(z)L will have smooth coefficients. Conversely, 
the coefficients will have singularities if y/(x, z) vanishes for some x. Conse- 
quently, the set Z = {z in R(L) 1 ~(x, z) = 0 for some x} is of some impor- 
tance. 
(12) LEMMA. Z is closed and nowhere dense. 
Proof That Z is closed is trivial, so we begin by examining the local 
structure of the set of points (x, z) where w vanishes. If t has n distinct eigen- 
values on N(L -A,,), then for at least one z with n(z) = A,, we have 
~(x, z) # 0. Thus the analytic function v/(x, z), for x fixed, is not identically 
zero. Assume that I&X,, z) has a zero of order k at z,,, and let U(z,) be an 
open neighborhood of z,, where our section is defined, and whose closure 
contains no other zeroes of I,u(x,, z). 
For x near x,, the set U(zO) will contain exactly k roots of w(x, z), 
counting multiplicity. By assumption ((d/dz)k-’ v)(x,, z) has only a simple 
root at zO, so there is an open subset V(zO) of U(zJ where for all x in a 
neighborhood W of x0 the function ((d/dz)kp’ v)(x, z) has only a simple 
root. The set in V(z,,), where ((d/dz)k-’ v)(x, z) vanishes is the image of a 
C” function of x in W, and is thus closed and nowhere dense in V(z,). 
Repeat the argument with (d/dz)k-2 IC/ in the set V(z,)\((d/dz)k-’ w = 0}, 
and so on until we have an open dense subset of V(zJ, where v/(x,z) is 
nonzero for all x in W. Because t acts on ~(x, z) by multiplication by a 
nonzero constant we only need consider ~(x, z) = 0 for x in [0, 11, a 
compact set. Thus for any compact set K in R(L) we can write K f~ Z as the 
finite union of closed nowhere dense sets, which yields the result. I 
Fixing L, we will use transference of factors to construct a geometrical 
abelian group whose elements are equivalence classes of effective divisors of 
R(L). Establishing some notation, if z is in R(L) define ic to be the 
remaining n - 1 points wi in R(L) such that L(wJ =1(z). The number of 
times a point wi appears in this list is just the ramification index of 1 at Wt. 
If p = Cf= 1 zi, let p’ = Cf=, zf. Define the relation - on effective divisors a, 
P by a -/I if A(& +/?)L = L. Since F(p+p’) = (L -A(z,)) OS* (L -A(z,)) 
we have /3-p. If a-/3 then A(pc+a)L=A(pc+a)A(aC+/?)L= 
A(a+ac+/?+/F)L=L, so p-a. Finally, if a-P and P-r, then 
A(ac+y)L=A(aC+y)A(~+/lC)L=A(aC+@A(~+y)L=L, and our 
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relation is an equivalence relation. If the equivalence class of /I is [/I], the 
group operation is [p] + [y] = [/I + y]. Let us check that this addition is well 
defined: if a -/I and 6-y, then A(ac+6’+~+y)L=A(aC+6C) 
A(P + y)L = L, so [a + 61 = [P + y]. 
(13) LEMMA. [/?I = identity if and only if F(P) commutes with L. 
Proof: A(/?)L = L if and only if F(P) maps N(L - A) into N(L - A) for 
all complex A. This shows that F(/.?)L - LF(J) annihilates an infinite dimen- 
sional set of functions on every open interval. I 
Suppose the commutant of L consists of polynomials in L. In this case, if 
[/I] is the identity, then F(p) = (L -A,) ... (L -A,) and ,fI is the nk-tuple 
which 1 maps into the set {A, ..., A,}. Combining this observation with (9) we 
see that if n is prime and R(L) has infinite genus, the group depends only on 
R,(L) and not on L. 
(14) THEOREM. If A(/?)L is regular, then A(/3)L =A(y)L if and only if 
/3 - y. Zf L has real analytic coeflcients the regularity requirement can be 
dropped. 
Proof. If A@)L is regular then its line bundle is given by the joint 
eigenspaces of t and A(/3)L, and the same is true for A(y)L. Consequently, 
transferences associated to the divisor p’ are the same for A(@L and A(y)L, 
so we have L = A (p’) A(/?)L = A (p’) A (y)L = A(f + y)L. Conversely, if 
A(PC + y)L = L, then A(P)L =A(y)L. 
If L has real analytic coefficients, then the coefficients extend to be 
complex analytic in some strip containing the real line. Elements of 
N((L -A)“) are analytic in this strip so that for any effective divisor /3 the 
function F(P) v/(z) is meromorphic in the strip. Consequently, for J. not in 
the set A(p), A(Z?)L -L has an n dimensional kernel of meromorphic 
functions, and again the line bundle for A(&, is that given by the joint 
(meromorphic) eigenfunctions of r and A(P)L. The first part of the argument 
can now be repeated. 1 
(15) LEMMA. Zf /I is an effective divisor such that F(P) commutes with L, 
then F(p) is regular. 
Proof. We know that N(F(P)) is composed of C” functions, so F(P) can 
only fail to be regular if the Wronskian of a basis of the kernel vanishes at 
some point. However, in [4, p. 3541 it was noted that the coefficients of an 
operator commuting with L must satisfy a system of linear homogeneous 
differential equations. Suppose J is an open interval on which this Wronskian 
does not vanish. On J the coefficients of F(p) satisfy this system of 
equations, and so extend continuously to the endpoints ofJ. Thus the 
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Wronskian does not vanish on the closure of J, and since J was arbitrary, the 
Wronskian never vanishes. 1 
(16) THEOREM. Let fi be an efictive divisor of degree d such that [p] is 
the identity. Then for every effective divisor y of degree d suficiently close to 
p, A(y)L is regular. 
ProoJ Since F(P) is regular, so is F(y) for y near enough to p. The result 
now follows by using (1). 
(17) THEOREM. If L commutes only with polynomials in itserf then, for 
every positive integer k, L admits a k dimensional holomorphic family of 
isospectral deformations all of whose elements are regular. 
Proof. Choose k distinct complex numbers 1, ,..., I, such that t acting on 
N(L - Li) has n distinct eigenvalues. For each Ii fix n - 1 of the points in 
R(L) which 1 maps to Izj and let one move. I 
III 
Having developed some general theory, we apply this to the heavily 
analyzed Hill’s operators, giving a new approach to some of the basic facts 
previously demonstrated in this case. Assume that L = D* + q, q is real, and 
that there are only finitely many points ,I: ,..., I!&, where z acts on N(L - A) 
with eigenvalue f 1 and eigenspace of dimension one. We will follow the 
development and notation of [ 10, p. 1181. Notice that if 1 is in the interval 
[I$-, , ,I&], then z acting on N(L - ,I) has real eigenvalues and real eigen- 
functions, so that if w, ,..., w, in R(L) satisfy n(wJ E [Ly,Lt] U f.- U 
[I&,,X&], the operator A(w, ,..., wm)L has real coefficients. We will see 
moreover that if one of these operators is regular, others obtained by 
continuous movement of w, ,..., w, will be too. 
(18) THEOREM. L commutes with an operator of order 2g + 1. 
ProoJ We choose 2g + 2 tuples w, ,..., wzg+* as above, fixing w, ,..., w,, , 
and taking w~+~,..., w ,,, from neighborhoods of wf ,..., w;+ 1. Following 
[ 10, p. 121, 1221 we have a smooth map of wg+*,..., Wan+* into the product 
of g circles. AS such it is not injective, and as a result of Borg’s theorem 
there are distinct 2g + 2 tuples w, ,..., Wan+> and w, ,..., w,,,, G’p+2 ,..., $,+, 
such that A(w ,,..., w2,+*)L = A(w, ,...,w~+~,~~~+~,...,G~~+~)L. But this 
means that A(w; ,..., w;+~, G8+* ,..., wzg+* )L = L. After subtracting a multiple 
of Lg+’ from F(w; ,..., w;+,, $g+2 ,..., t3,,+, ) we have an operator of order at 
most 2g + 1 commuting with L. 
278 ROBERTCARLSON 
Suppose now that L commutes with an operator T of order 2g - 1. Write 
T= 2;:: (ci,)D + c~,~) L’ and compute the matrix of T acting on N(L - ,I) 
with the basis yi(x, 2) such that yy-” (0, A) = 6i,j, i, j = 1, 2. The entries of 
this matrix are polynomials in I, three of which have degree at most g - 1 
while the fourth has degree at most g. 
It follows that the characteristic polynomial can have multiple roots for at 
most 2g - 1 values of 1. At all other points T acting on N(L -A) has two 
linearly independent eigenvectors. Since r commutes with L and T we see 
that r acting on iV(L - ,l) can fail to have a pair of linearly independent 
eigenvectors at most 2g - 1 values of II. Since ,lz ,..., A& are such points, T of 
order no greater than 2g - 1 does not exist. 1 
Suppose, more generally, that for one m-tuple WY,..., NJ”, as above the 
operator A(w, ,..., w,JL is regular. From (1) it follows that, as an ordered m- 
tuple from the disjoint union of g circles, the set of wi ,..., w, such that 
A (w, ,..., wm)L is regular is open. Let z, ,..., z, be in the closure of this set. 
It is known [ 11, p. 2261 that the smooth functions q(w, ,..., w,) satisfy a 
priori bounds which imply that they lie in a compact set of continuous 
functions. Therefore, there is a sequence { wi, ,..., wi} converging to z1 ,..., z, 
such that q(w{ ,..., wk) converges uniformly to a continuous {. Looking at the 
Wronskians of a basis for F(wf ,..., ~6) N(L - A) for 1 fixed and nonreal, we 
see that these converge to a Wronskian for a basis of N(D2 + q -A), which 
is nonvanishing. Therefore A(z, ,..., z,,,)L is regular, which yields the 
regularity of A(w ,,..., w,JL for w, ,..., w, in the same component as 
0 0 w 1 )...) w, . 
Let z , >***, zg, WI ,‘.., w, satisfy n(z,), n(wi) E [&- 1, ,?2i]. If we fix the zi but 
not the wi, the map w1 ,..., wg-+ D2 + q(z, ,..., zg, w ,,..., wp) gives a smooth 
injection from the product of g circles into the set of Hill’s operators with a 
given set of g lacunae. Composing this map with McKean’s q + pi 
[ 10, p. 1211 gives a continuous injection of (S’)g into (S’)R. By the 
invariance of domain theorem [ 12, p. 77) the image is both open and closed, 
so is a surjection. This gives 
(19) THEOREM. The set of Hill’s operators with g fixed lacunae is 
homeomorphic to (S’)g. 
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