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Resource theories are a generic approach used to manage any valuable resource, such as entanglement, purity,
and asymmetry. Such frameworks are characterized by two main elements: a set of predefined (free) operations
and states, that one assumes to be easily obtained at no cost. Given these ground rules, one can ask: what is
achievable by using such free operations and states? This usually results in a set of state transition conditions,
that tell us if a particular state ρ may evolve into another state ρ′ via the usage of free operations and states.
We shall see in this chapter that thermal interactions can be modelled as a resource theory. The state transition
conditions arising out of such a framework, are then referred to as “second laws”. We shall also see how such
state transition conditions recover classical thermodynamics in the i.i.d. limit. Finally, we discuss how these
laws are applied to study fundamental limitations to the performance of quantum heat engines.
I. INTRODUCTION
The term “resource” refers to something that is useful,
and most of the time, also scarce. This is because ef-
forts are needed to create, store, and manage these things.
What is useful, however, depends on the user: if one
wants to send a message to a friend in a distant land,
then digital communication channels are useful; if one
would instead like to run a long computational code, then
the computational power of his machine is the relevant
resource.
Resource theories are conceptual, information-
theoretic frameworks allowing one to quantify and
manage resources. If an experimenter in his/her lab
has a constrained ability to perform certain types of
operations, then any initial state that cannot be created
from such operations becomes valuable to him/her. A
generic resource theory therefore is determined by two
key elements:
1. a class of free operations that are allowed to be im-
plemented at no cost,
2. a class of free states that one can generate and use at
no cost1.
Given the above operations and (an arbitrarily large
number of copies of) free states that are assumed to be
easily created, one can ask: if the experimenter possesses
a quantum state ρ, what are the set of states he/she can
possibly reach by manipulation of ρ, under the usage of
these free operations and states? This produces the third
aspect of resource theories, namely:
3. state conversion conditions that determine the pos-
sibility of inter-conversion between states, via the
usage of free operations and free states. These
conditions, either necessary or sufficient (sometimes
both), are commonly phrased as monotones, i.e. the
transition is possible if a particular function f de-
creases in the transition ρ→ ρ′, i.e. f(ρ) ≥ f(ρ′).
A classic example of a resource theory comes from
quantum information, in identifying entanglement be-
tween quantum states as a resource. Specifically, suppose
1 Any state which is not a free state is then called a resource state.
that Alice and Bob are two distant parties who are capa-
ble of creating any local quantum states in their own labs
and manipulating them via arbitrary local quantum op-
erations. Furthermore, since classical communication is
well established today (i.e. any transfer of non-quantum
information such as an email encoded in a binary string
“001101...”), we may suppose that Alice and Bob can
easily communicate with each other classically. Such ad-
ditional classical communication allows them to create
a joint, bipartite quantum state ρAB which is correlated.
This set of operations is known as Local Operations and
Classical Communication (LOCC) [1, 2], which defines
a set of free operations and states. However, if Alice and
Bob are allowed only such operations, it is then impossi-
ble for them to create any entanglement, so ρAB is sep-
arable. Therefore, any prior entangled state they share
becomes a valuable resource, and it would be wise for
them to manage it well, since it proves to be useful in
various tasks. For example, if Alice and Bob share entan-
glement, they can use it together with classical communi-
cation to perform teleportation — the transfer of a quan-
tum state. A challenge is that many such tasks require
entanglement in a pure, maximal form, namely in pure
Bell states; while it is practically much easier to create
states which are not maximally entangled. Therefore, the
question of how can one distil entanglement optimally is
also frequently studied. In Ref. [2], it was shown that
if Alice and Bob have n copies of a partially entangled
state ρ⊗nAB, one can, via LOCC, concentrate the amount
of entanglement by producing m copies of Bell states
(where m is smaller than n). Since its pioneering intro-
duction, much experimental progress has been pursued,
aiming to manage entanglement resources for the use
of long-distance quantum communication [5–7]. In re-
cent years, quantum resource theories have been studied
not only in the generality of its mathematical framework
[8, 9], but also in particular those related to entanglement
theory [10, 11], coherent operations [4, 12], or energeti-
cally in thermodynamics [13, 14]. In fact, the application
of this framework in modelling thermal interactions has
produced perhaps one of the most fundamental paradigm
of quantum thermodynamics, inspiring the interpretation
of many information-theoretic results to study thermody-
namics for finite-sized quantum systems.
Before we focus on the thermodynamic resource the-
ory framework, let us consider once again the grand
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Resource Theory Free operations Free states State conversion conditions
Entanglement
(bipartite) [1]
Local unitaries and classical
communication
Any separable state∑
i
piρA,i ⊗ ρB,i
|ψ〉〈ψ|AB → |φ〉〈φ|AB iff majorization
holds: eig(ψA) ≺ eig(φA). This condition
implies that S(ψA) ≥ S(φA), i.e. the von
Neumann entropy is a monotone, however
the former condition is strictly stronger.
Asymmerty w.r.t. a
group G [3]
Any quantum channel E such that
for any unitary representation UG,
g ∈ G, E [Ug(·)U†g ] = UgE(·)U†g .
Any state ρ such that
∀Ug , UgρU†g = ρ
For the symmetric group given by
SymG(ρ) =
{
g ∈ G : UgρU†g = ρ
}
, then
ρ→ ρ′ only if SymG(ρ) ⊆ SymG(ρ′).
Coherence w.r.t. a
basis [4] {|i〉}
Incoherent operations, i.e. any
quantum channel E such that for
any ρ ∈ I, then E(ρ) ∈ I; where
I is the set of states diagonal w.r.t.
basis {|i〉}.
Any ρ ∈ I diagonal in
the basis {|i〉}
For the relative entropy of coherence given
byCRE(ρ) = min
σ∈I
D(ρ‖σ), then ρ→ ρ′
only ifCRE(ρ) ≥ CRE(ρ′).
Purity Unitary operations Maximally mixedstates
Majorization: ρ→ ρ′ iff eig(ρ)  eig(ρ′)
(Eq. (2)).
Thermodynamics Energy-preserving unitaryoperations
Gibbs states (see
Equation (6)) Thermo-majorization (see Theorem II.2)
TABLE I. A comparison of various resource theories. A quantum channel is a completely positive, trace preserving map.
scheme of resource theories: Table I summarizes and
compares the main characteristics for various different
quantum resource theories. Entanglement theory is the
most extensively studied case; however, due to great sim-
ilarities in the mathematical framework, results can often
be extended to the other resource theories as well. In the
paradigm of entanglement resource theory: if one con-
siders the set of LOCC operations as free operations, and
separable states as free states, then any state that contains
entanglement is a resource. In the next few sections, we
shall identify the basic elements in a thermodynamic re-
source theory framework.
II. BUILDING THE THERMODYNAMIC RESOURCE
THEORY (TRT)
As we have seen in the introduction QBOOK:CH.0,
thermodynamics is a theory concerning the change in en-
ergy and entropy of states in the presence of a heat bath.
A special case in the theory, is when the heat bath has a
fully degenerate Hamiltonian. In such cases, one cannot
exchange energy with the heat bath, thus all operations
consist in changes in entropy only. Before considering
the full thermodynamic setting with arbitrary heat baths
in subsection II B, it is illustrative to study this toy model
first in subsection II A. We will then finalise this section
with a discussion on the difficult topic of defining work
in such small scale quantum systems in subsection II D,
and the relation to other operations in subsection II C.
A. Noisy Operations (NO)
Noisy operations, which is perhaps the simplest known
resource theory, is characterized by the following:
1. Free states are maximally mixed states of arbitrary
(finite) dimension, with the form 1d ,
2. All unitary transformations and the partial trace are
free operations.
Here the resource is purity, which we shall quantify later.
One can see intuitively why this is so: free states are those
which have maximum disorder (entropy); on the other
hand, unitary transformations preserve entropy, while the
partial trace is an act of forgetting information, so these
operations can never decrease entropy. The higher the
purity of a quantum state, the more valuable it would be
under noisy operations.
NOs are concerned only about the information carried
in systems; instead of energy. For this reason, it has
also been referred to as the resource theory of informa-
tional nonequilibrium [15], or the resource theory of pu-
rity. This toy model for thermodynamics was first de-
scribed in [13] and has its roots in the problem of exorcis-
ing Maxwell’s demon [16, 17], building on the resource
theory of entanglement manipulations [2, 18–21].
Formally, a transition ρS −−→
NO
ρ′S is possible if and
only if there exists an ancillaR (with dimension dR) such
that
ρ′S := ENoisy(ρS) := tr
[
USR
(
ρS ⊗ 1R
dR
)
U†SR
]
. (1)
Note that also since only unitaries USR are allowed,
2
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ENoisy always preserves the maximally mixed state ρS =
1S
dS
, i.e. it is a unital channel. Furthermore, since all uni-
taries can be performed for free, it is sufficient to consider
only the case where ρS , ρ′S are diagonal in the same basis.
Otherwise, one may simply define a similar NO, namely
a unitary on S that changes ρS to a state which commutes
with ρ′S . Now, let us denote the eigenvalues of ρS and ρ
′
S
as probability vectors p = eig(ρS) and p′ = eig(ρ′S)
respectively. It has been shown [15] that the following
statements are equivalent:
1. There exists ENoisy so that Eq. (1) holds 2.
2. There exists a bistochastic matrix ΛNoisy (namely, a
matrix such that each row and each column add up to
unity), such that ΛNoisyp = p′.
This tells us that the state transition conditions for noisy
operations are dependant solely in terms of the eigenval-
ues of initial and target quantum states. An integral con-
cept for understanding state inter-convertibility under NO
is majorization, which we now define.
Definition II.1 (Majorization). For two vectors p, p′, we
say that p majorizes p′ and write p  p′, if
k∑
i=1
p↓i ≥
k∑
i=1
p′↓i ∀1 ≤ k ≤ d, (2)
where p↓ and p′↓ denote non-increasingly ordered per-
mutations of p and p′.
The following theorem demonstrates the importance of
majorization in resource theoretic thermodynamics:
Theorem II.1 (Birkhoff-von Neumann theorem, [22,
23]). For all n-dimensional probability vectors p and p′,
the following are equivalent:
1. p majorizes p′, namely p  p′.
2. Ap = p′ where A is a bistochastic matrix.
Quantum versions of the above theorem have been de-
veloped, and we refer the reader to a detailed set of notes
on majorization in [24]. The condition that ρS can be
transformed into ρ′S via noisy operations, is therefore a
simple condition about the eigenvalues [13]:
ρS −−→
NO
ρ′S ⇐⇒ p  p′. (3)
In fact, more can be said about the dimension of the an-
cilla R: it only needs to be as large as S, to enable the full
set of possible transitions for any initial state ρS [25].
It is perhaps now interesting to note also that given the
von Neumann entropy
S(ρ) := − tr ρ log ρ = H(eig(ρ)),
where H(p) = −∑i pi log pi is the Shannon entropy,
Eq. (3) also implies that S(ρS) ≤ S(ρ′S). Such functions
which invert the majorization order in Eq. (3) are called
2 Up to an arbitrarily good approximation to the final state ρ′S for fixed
dimensionalHS , in operator norm
Schur concave functions. This tells us that noisy oper-
ations always increase the entropy of system S. How-
ever, majorization is also a much more stringent condi-
tion compared to the non-decreasing of entropy, since
there exists many other Schur concave functions. Well-
known examples are the α-Re´nyi entropies, which for
α ∈ (−∞,∞)\{1} are given by
Sα(ρS) :=
sgn(α)
1− α log tr ρ
α
S = Hα(p), (4)
Hα(p) :=
sgn(α)
1− α log
∑
i
pαi , (5)
where the function sgn(α) gives 1 for α ≥ 0 and -1 for
α < 0. The von Neumann entropy and Shannon entropy
can be viewed as special cases of Eqs. (4),(5). Indeed,
one can define S1(ρS) andH1(p) by demanding continu-
ity in α. Doing so, one finds that S1(ρS) and H1(p) give
us the von Neumann and Shannon entropy respectively.
All α-Re´nyi entropies are monotonically non-decreasing
with respect to NOs.
B. Thermal Operations (TO)
In what sense are noisy operations similar to thermo-
dynamical interactions?
Note that the maximally mixed state (which we allow
as free states in NOs) has a few unique properties: firstly,
it is the state with the maximum amount of von Neumann
entropy. It is also the state which is preserved by any
noisy operation. This reminds one of the perhaps short-
est way to describe the second law of classical thermody-
namics: in an isolated system, disorder/entropy always
increases. On the other hand, one can understand the
emergence of the well-known canonical, Gibbs ensem-
ble in thermodynamics as a statistical inference that as-
sumes full ignorance (therefore maximum entropy) about
the state, under the constraints of known macroscopic
variables or conserved quantities such as average total
energy. In particular, if the Hamiltonian of the system
is fully degenerate, i.e. all microstates have the same
amount of energy, then the Gibbs state is precisely the
maximally mixed state.
On the other hand, if the system has a non-trivial distri-
bution of energy levels in its Hamiltonian Hˆ , then under
the constraint of fixed average energy, the state with max-
imum entropy is called the thermal/Gibbs state, which
has the form:
τβ =
e−βHˆ
Zβ
, (6)
where β > 0 is the inverse temperature and is in a one-to-
one correspondence with the mean energy of the Gibbs
state, while Zβ = tr(e−βHˆ) is known as the partition
function of the system. This quantity is directly related
to crucial properties such as mean energy and entropy of
a thermalized system, and here one sees that it is also the
normalization factor for τβ . Since the Gibbs state com-
mutes with the Hamiltonian, it is also stationary under
the evolution of the Hamiltonian.
3
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Much work has been done to derive the emergence
of Gibbs states in equilibration processes from the ba-
sic principles of quantum theory. The reader may refer to
QBOOK:PARTIII for a more detailed explanation. From
this, we conclude that most quantum systems (i.e. generic
Hamiltonians and initial states) will eventually equili-
brate and tend towards the Gibbs state. This motivates
the usage of Gibbs states as free states in the resource
theory framework for thermodynamics. It has been no-
ticed also that states of the form in Eq. (6) have a unique
structure, called complete passitivity [26]. This implies
that even when provided with arbitrarily many identical
copies, one cannot increase the mean energy contained in
such states via unitary operations. The fact that energy
preserving operations have to preserve the thermal state
has been noted as early as [27], while in [28], by con-
sidering an explicit work-storage system while allowing
only unitaries that commute with the global Hamiltonian,
the thermal states defined in Eq. (6) enjoy a unique phys-
ical significance: they are the only states which cannot be
used to extract work. This also implies that they are the
only valid free states, since taking any other non-Gibbs
state to be free states will allow arbitrary state transitions
ρ → σ, for any energy-incoherent ρ and σ. This further
justifies the usage of such Gibbs states as free states.
With these in mind, thermal operations were first con-
sidered in [27] and further developed in [14, 29] in or-
der to model the interaction of quantum systems with
their larger immediate steady-state environment. The first
restriction considered is that of energy-conserving uni-
tary dynamics: since systems are described by quantum
states, the evolution should be described by unitary evo-
lutions USR across the closed system S and bath R. Fur-
thermore, the thermodynamical process described should
preserve energy over the global system. Note that the
demand that energy is conserved, implies that USR com-
mutes with the total Hamiltonian HˆSR = HˆS ⊗ 1R +
1S ⊗ HˆR. This still allows for energy exchange to oc-
cur between different systems, however, the interactions
(governed by unitary dynamics) have to commute with
the initial global Hamiltonian.
We are now ready to define thermal operations. Con-
sider a system S governed by Hamiltonian HˆS . For any
β ∈ R≥0, a quantum channel ETO is a β-thermal opera-
tion if and only if there exists:
1. (free states) a Hamiltonian HˆR, with a corresponding
Gibbs state
τβR =
1
ZβR
e−βHˆR , ZβR = tr
(
e−βHˆR
)
, (7)
2. (free operations) and a unitary U such that
[U, HˆSR] = 0, with
ETO(ρS) = trR
[
USR
(
ρS ⊗ τβR
)
U†SR
]
. (8)
In the special case where HˆS = 1S and HˆR = 1R, ther-
mal operations ETO reduce to noisy operations.
A natural question to ask is what are the conditions
on states ρS , ρ′S with Hamiltonian HˆS such that they are
related via a thermal operation, namely ρS −−→
TO
ρ′S?
Ref. [14] first considered this question for asymptotic
conversion rates, i.e. the optimal rate of conversion
R(ρS → ρ′S) = mn such that ρ⊗nS → ρ′⊗mS , for the limit
n → ∞. Later, Ref. [29] derived a set of majorization-
like conditions which determine state transition condi-
tions for a single copy of ρS and ρ′S . Such conditions are
known as thermo-majorization, and are shown to be nec-
essary conditions for arbitrary state transitions via TO.
Furthermore, when the target state ρ′S commutes with
HˆS , these conditions become also sufficient.
To describe these conditions, first let us explain
a thermo-majorization curve. Consider any state-
Hamiltonian pair (ρS , HˆS) where ρS has rank d and com-
mutes with HˆS . These states are commonly analyzed
in the framework of thermodynamic resource theories,
and are referred to as energy incoherent states, or simply
states that are block-diagonal. Because ρS and HˆS com-
mute, ρS is diagonalisable in a particular energy eigen-
basis of HˆS , and can be written in the form
ρS =
∑
E,gE
pE,gE |E, gE〉〈E, gE |S , (9)
where pE,gE are eigenvalues of ρS and {|E, gE〉}gE , E
are the corresponding energy eigenvectors and values of
HˆS with degeneracy gE . A thermo-majorization curve is
then defined in Def. II.2 (Box 1), and Fig. 1 shows an ex-
ample of a thermo-majorization diagram defined by coor-
dinates in Eq. (11). Notice that if E1 = E2 = · · · = Ed,
then the intervals on the x-axis are equally spaced, and
β-ordering would be the ordering of eigenvalues pi in
a non-increasing manner. On the other hand, for such
Hamiltonians, thermal operations reduce to noisy opera-
tions, and the state transition conditions to majorization.
It is proven in [29], that for states commuting with their
Hamiltonian, the comparison of two thermo-majorization
curves also dictate the possibility of state transition via
thermal operations, as detailed by the following theorem:
Theorem II.2. Consider state-Hamiltonian pairs
(ρS , HˆS) and (ρ′S , Hˆ
′
S), such that [ρS , HˆS ] =
[ρ′S , Hˆ
′
S ] = 0. The state transition ρS −−→
TO
ρ′S
can happen if and only if Tβ(ρS , HˆS) ≥ Tβ(ρ′S , Hˆ ′S),
i.e. the β thermo-majorization curve of (ρS , HˆS) lies
above that of (ρ′S , Hˆ
′
S). In this case, we say that ρS
thermo-majorizes ρ′S .
Note that for the state τβS = (Z
β
S )
−1 · e−βHˆS , its
thermo-majorization curve Tβ(τ
β
S , HˆS) simply forms a
straight line with endpoints (0, 0) and (Zβ , 1). Therefore,
for any other block-diagonal state ρS , Theorem II.2 im-
plies that ρS −−→
TO
τβS is always possible via a β-thermal
operation, in accordance with the laws of thermodynam-
ics and our notion of a free state.
As a closing remark, the astute reader may have no-
ticed that we have not commented on the conditions for
state conversion under TO when the initial and (or) final
states are energy-coherent. For arbitrary states ρ˜S , the
corresponding thermo-majorization is defined to coincide
with the dephased version of ρ˜S in the energy eigenbasis;
4
C Relation to other operations
Definition II.2 (Thermo-majorization curve). A β thermo-majorization curve Tβ(ρS , HˆS) is defined by first ordering the eigenval-
ues of ρS in Eq. (9) to have p↓β = (p↓1, · · · , p↓d) with the corresponding energy eigenvalues E1, · · · , Ed such that
p↓1e
βE1 ≥ p↓2eβE2 ≥ · · · p↓deβEd . (10)
Such an ordering is called β-ordering, which may be non-unique when parts of Eq. (10) are satisfied with inequality. However,
once the eigenvalues are ordered this way, a concave, piecewise linear curve called the thermo-majorization curve of (ρS , HˆS) is
uniquely defined: by joining all the points{
(0, 0),
(
e−βE1 , p↓1
)
,
(
e−βE1 + e−βE2 , p↓1 + p
↓
2
)
, · · · ,
(
d∑
i=1
e−βEi ,
d∑
i=1
p↓i
)}
. (11)
e-βE 1 e-βE 1
2
Zβ
p1
↓
p1
↓+p2↓
1
...
...
+ e-βE
Tβ(ρS,ĤS)
FIG. 1. An example of a thermo-majorization curve of a state-
Hamiltonian pair Tβ(ρS , HˆS).
and this still provides necessary conditions for state tran-
sition [30]. So in conclusion, in general, for TOs it re-
mains an open question as to what are the necessary and
sufficient conditions characterizing transitions between
arbitrary, energy-coherent states.
C. Relation to other operations
1. Gibbs preserving Maps (GPs)
Within the resource theory approach to quantum ther-
modynamics, and arguably further afield, the most
generic model for thermal interactions are Gibbs preserv-
ing maps. Understood literally, this means that the set of
free operations is simply the set of all quantum channels
that preserve the Gibbs state of some inverse temperature
β, i.e.
EGP
(
τβS
)
= τβS . (12)
One can view GPs as highlighting the “bottomline” of
any model for thermodynamical interactions. For initial
and final states which are block-diagonal, the set of al-
lowed transitions via GPs coincide with thermal opera-
tions. However, for general quantum states, GPs may
act on energy-incoherent initial states to create energy-
coherent final states. This is not possible via thermal op-
erations.
GPs are one of the less studied thermodynamic re-
source theory models, since there is no known explicit
physical process that describes the full set of GPs. Nev-
ertheless, the existence of a GP map can be phrased as
a semi-definite problem, and this gives rise to straight-
forward necessary and sufficient conditions for such a
map. In [31], it has been shown that this condition can
be phrased in terms of a new entropic quantity, that acts
as a parent quantity for several entropic generalizations.
2. Multiple conserved quantities
A quantum system may in general obey several conser-
vation laws other than total energy, where the conserved
quantities (such as spin, momentum etc) are represented
by operators on the system which do not generally com-
mute. In this case, one can also further restrict the set
of free operations to conserve other constants of motion.
Systems in this case tend to equilibrate to the general-
ized Gibbs ensemble instead of thermalizing to Eq. (6).
In [32–35], such scenarios have been studied in order to
model not only energetic/information exchanges in ther-
modynamics, but also including exchanges of other non-
commuting observables. For further discussion, refer to
chapter QBOOK:CH.30. In another vein, necessary and
sufficient conditions for arbitrary state transitions have
been derived in [36] for a set of operations called general-
ized thermal processes, which also take into account such
non-commuting variables. While it is unclear if such op-
erations reduce to the set of TOs in the case where only
energy is conserved, nevertheless, when the considered
states are energy-incoherent, the necessary and sufficient
conditions in [36] do reduce to thermo-majorization.
D. Defining Work
A central focus of thermodynamics is the consump-
tion/extraction of work, which is the output/input of or-
dered energy to a system. Therefore, we must ask the
question: in the context of TRTs, what does it mean to
extract work?
To gain some intuition for a rigorous formulation, let
us recall how this is approached in classical thermody-
namics. Work is often pragmatically pictured as the ef-
fect of storing potential energy on a system, for example
designing a protocol involving a hanging weight, such
that in the end, the weight undergoes a height difference
5
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∆x. It is also a long-standing observation that one can-
not extract work solely from a thermal reservoir; however
given two reservoirs at distinct temperatures, one can de-
sign protocols to extract work. A common approach is to
consider a heat engine, where a machine interacts with
two different heat baths successively, and undergoes a
cyclic process [37–40]. A physical example of such a
“machine” could be a cylinder of ideal gas, where the vol-
ume can be changed with a piston. By coupling the piston
to the weight, and allowing the machine to go through a
series of isothermal/adabatic processes while interacting
with two reservoirs, one may analyze the net energy flow
in and out of this machine system, and calculate the en-
ergy output on the weight, while assuming that energy
lost/dissipated (for example, via friction) is negligible.
In the quantum regime, earlier approaches [41–45]
have considered different sets of operations. Some popu-
lar approaches include allowing for a mixture of 1) level
transformations, which is the freedom to tune energy lev-
els in the Hamiltonian and 2) thermalization. These op-
erations are non-energy preserving in general. Therefore,
with each operation, one may refer to an amount of work
done on/by the system [46]. This amount of work would
be largely influenced by energy fluctuations in the sys-
tem. In particular, much discussion has gone into how
one should differentiate work from heat [43, 47–49]. Al-
though both contribute to a change in energy of the sys-
tem, work stored is of an ordered form, and therefore
can be extracted and used, while heat is irreversibly dis-
sipated/lost. Though a seemingly simple problem, there
is no consensus among the community as to how work
should be defined. We describe the main two different
strategies in this section.
1. Average work
A popular way to quantify work is to model the weight
as a quantum system (referred to as a battery) that un-
dergoes a change ρW → ρ′W during a thermodynamic
process [50–52]. Work is then defined as ∆W =
tr(HˆW ρ
′
W ) − tr(HˆW ρW ). Since ∆W is the average
energy change, which is subjected to random processes
(ex: thermalization), work is treated as a random vari-
able. Studies have shown that for example, an optimal
amount of average work (equal to the free energy of the
system) can be drawn, or that Carnot efficiency can be
achieved [51].
The simplicity of this quantity makes it one of the first
choices in quantifying work. However, when such a mea-
sure is used, it is crucial that the amount of entropy has
to be separately analyzed, in order to show that heat con-
tributions to the average energy increase are either neg-
ligible, or at least accounted for. This is because ther-
modynamic processes could, and often do produce work
with fluctuations of the same order [43, 53]. Such fluc-
tuations are undesirable for two reasons: (1) they affect
the reusability of the battery, i.e. one might not be able to
extract the full amount of ∆W out again, (2) the battery
could have potentially been used as an “entropy sink”,
where the average work cannot capture this effect, thus
leading to an apparent violation of the second law.
To solve the latter problem, a recent approach is to
further restrict the allowed operations, so that they sat-
isfy translational invariance on the battery [54, 55]. By
this restriction, one can show that defining work as above
still allows one to formulate refined versions of the sec-
ond law. While this approach is conceptually a large step
forward in justifying the reasonableness in using average
energy as a work quantifier, several improvements await.
One of the main caveats is that the current battery mod-
els in such approaches have no ground state; which is a
reasonable approximation only when the initial and final
states of the battery have extremely high energy. Under-
standing the corrections that enter this picture when using
physical battery models is therefore of high importance.
2. Single-shot and deterministic work
Another common approach in TRTs [28, 29] (although
not restricted to resource theories), is to phrase the work
extraction problem as a state transition problem on the
battery. More concretely, one fixes a particular desirable,
perhaps more physically motivated battery Hamiltonian
HW , along with specific battery states ρW , ρ′W , and then
consider the possibility of the state transition
ρS ⊗ ρW −→
X
ρ′S ⊗ ρ′W , (13)
for any arbitrary final state ρ′S (one can consider X for
TOs, CTOs, or other processes as well). Commonly used
models of battery Hamiltonians include a two-level qubit
with a tunable energy gap [28, 29], a harmonic oscilla-
tor [51], or a system with quasi-continuous energy lev-
els [56]. For an explicit example, if we use the two-level
qubit battery such that HˆW = Wext|1〉〈1|W , then a transi-
tion from the state ρW = |0〉〈0|W to ρ′W = |1〉〈1|W cor-
responds to extracting an amount of work equal to Wext.
At the same time, we have required that we retain per-
fect knowledge of the final state of ρ′W , and no entropy
increase occurs.
Most often, the explicit battery model (i.e. its
Hamiltonian HˆW ) does not affect the amount of work
stored/used. However, it does depend on the initial and
final battery states ρW , ρ′W .
III. SECOND LAWS OF QUANTUM
THERMODYNAMICS
The framework of thermal operations, presented so far,
incorporates the zeroth and first law of thermodynamics
very naturally. The zeroth law is established by noting
that Gibbs states are singled out as special, free states that
are uniquely characterized by a parameter β. The first law
comes in due to the requirement that only energy preserv-
ing unitaries are allowed. But where is our second law?
Thermo-majorization governs state transitions, however
it is very different from what we usually know as the sec-
ond law, namely: when a system is brought into contact
with a heat bath, its free energy
F (ρ, Hˆ) := tr(ρHˆ)− β−1S(ρ), (14)
never increases. While we know that if ρ thermo-
majorizes σ, then F (ρ) ≥ F (σ), thermo-majorization
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is however much stricter than just requiring free energy
to decrease. Is there hope to bridge these two statements
more closely? The answer is affirmative, by two steps:
(1) allowing a catalyst, and (2) looking at approximate
transitions in the i.i.d. limit.
A. Catalytic TOs (CTOs)
CTOs are extensions of TOs, where in addition to the
same free resources and operations, catalysts that remain
uncorrelated and unchanged are allowed. In other words,
ρS −−−→
CTO
ρ′S is possible via a β-CTO iff there exists
1. (free states) a Hamiltonian HˆR, with a corresponding
Gibbs state τβR as in Eq. (7),
2. (catalysts) any additional finite-dimensional quantum
state ωC with Hamiltonian HˆC ,
3. (free operations) a global unitary USRC such that
[USRC , HˆSRC ] = 0, and
trR
[
USRC
(
ρS ⊗ τβR ⊗ ωC
)
U†SRC
]
= ρ′S ⊗ ωC .
(15)
There are transitions that cannot occur via TOs, but
are made possible by a catalyst. An example is seen in
classical thermodynamics: a system going through a heat
engine cycle, interacting successively with multiple heat
baths and outputting some work before returning to its
original state. Mathematically, non-trivial examples can
already be demonstrated for systems of dimension 4, with
a 2-dimensional catalyst [57]. Similarly to the case of
TO, for CTO we would like to have conditions on the
states ρS , ρ′S and their Hamiltonian HˆS for ρS −−−→
CTO
ρ′S
to occur. It turns out that such conditions exist, and they
show a deep connection with entropic measures used of-
ten in quantum information theory.
B. Necessary conditions for arbitrary state transitions
As earlier mentioned, necessary and sufficient condi-
tions for state transitions under TO remains a large open
question for TRTs. This is also the case for CTO. How-
ever, we know that since TOs are quantum channels that
preserve the thermal state, one can derive easily neces-
sary conditions for CTOs. In particular, if we have any
function f(ρ||σ) where ρ, σ are density matrices, and if
we know that f satisfies the data processing inequality,
meaning that for any quantum channel E , and any ρ, σ,
we have
f(ρ||σ) ≥ f(E(ρ)||E(σ)), (16)
then we can derive that f(ρS ||τβS ) is also monotonically
decreasing under TOs, where τβS is simply the thermal
state of the system, w.r.t. Hamiltonian HˆS . Examples of
such functions are the quantum Re´nyi divergences:
D˜α(ρ||σ) =
{
1
α−1 log tr(ρ
ασ1−α) α ∈ [0, 1)
log
(
(σ
1−α
2α ρσ
1−α
2α )α
)
α > 1,
(17)
where for α = 1, D˜1(ρ||σ) = tr(ρ(log ρ− log σ)) which
follows by demanding continuity in α. To apply these
data processing inequalities for CTOs, note that CTOs
and TOs are directly related, i.e.
ρS −−−→
CTO
ρ′S ⇐⇒ ρS ⊗ ωC −−→
TO
ρ′S ⊗ ωC (18)
for some ωC . Let NTO be the quantum channel such
that NTO(ρS ⊗ ωC) = ρ′S ⊗ ωC . Then we also know
that NTO(τβSC) = τβSC , i.e. the thermal state of τβSC =
τβS ⊗ τβC is of product form (because it is assumed that
there is no interaction term in the Hamiltonian of HˆSC),
and is preserved by NTO. If we know that ρS −−−→
CTO
ρ′S ,
then for any quantity f that satisfies a data processing
inequality in Eq. (16), there exists ωC such that
f(ρS ⊗ ωC ||τβSC) ≥ f(ρ′S ⊗ ωC ||τβSC). (19)
Furthermore, if f is additive under tensor product, as both
variants of the quantum Re´nyi divergences are, we have
f(ρS ||τS) ≥ f(ρ′S ||τS).
The fact that D˜α(ρS ||τS) decreases is insufficient to
guarantee that a transition may occur via TO/CTO. For
example, instead of using τβS in the second argument
of f , one can consider the quantity D˜α(ρS ||DHˆS (ρS)),
where DHˆS is the operation that decoheres ρS in the en-
ergy eigenbasis of HˆS . Then it is also known [58] that
D˜α(ρS ||DHˆS (ρS)) ≥ D˜α(ρ′S ||DHˆS (ρ′S)) must also be
true, and one can find examples where D˜α(ρS ||τS) de-
creases but D˜α(ρS ||DHˆS (ρS)) does not. Intuitively, this
quantifies solely the amount of coherence between dis-
tinct energy subspaces in the state ρS ; and such coher-
ences can only decrease under TOs/CTOs. However, de-
manding that both quantities are decreasing still does not
provide sufficient conditions for a transition.
C. Necessary and sufficient conditions for
energy-incoherent states
If we consider only initial and final states ρS , ρ′S which
are energy-incoherent, then the necessary conditions we
saw on D˜α(ρS ||τβS ) can be extended to become sufficient
as well. First of all, note that if ρS and ρ′S both commute
with τβS , the quantum Re´nyi divergences simplify to their
classical decompositions Dα(p||q), where p and q are
simply the eigenvalues of respective states. For example,
let ρS =
∑
i pi|Ei〉〈Ei|, and τβS =
∑
i qi|Ei〉〈Ei|, where
qi = e
−βEi/Zβ . Then we know that D˜α(ρS ||τβS ) =
Dα(p||q), where
Dα(p‖q) := 1
α− 1 ln
(∑
i
pαi q
1−α
i
)
, ∀α ≥ 0. (20)
Therefore, for two commuting states ρ, σ, we will also
write Dα(ρ||σ) = Dα(eig(ρ)||eig(σ)). In order to spec-
ify the state transition conditions, one needs to extend the
definition of Dα for the regime of α < 0, by multiplying
Eq. (20) with sgn(α). For the regime of α ≥ 0, Eq. (20)
remains unchanged; however for negative α,
Dα(p‖q) := 1
1− α ln
(∑
i
pαi q
1−α
i
)
, ∀α < 0. (21)
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The Re´nyi divergences in Eqs. (20), (21) now collectively
determine the possibility of a state transition via CTOs.
We state this in terms of the following theorem:
Theorem III.1. (Second laws for block-diagonal states)
Consider a system with Hamiltonian HˆS , and states
ρS , ρ
′
S such that [ρS , HˆS ] = [ρ
′
S , HˆS ] = 0. Then for
any ε > 0, the following are equivalent:
1. Dα(ρS ||τβS ) ≥ Dα(ρ′S ||τβS ), ∀α ∈ (−∞,∞).
2. For any ε > 0, there exists a catalyst ωC , and a
thermal operation NTO such that NTO(ρS ⊗ ωC) =
ρ′εS ⊗ ωC and d(ρ′S , ρ′εS ) ≤ ε.
In other words, the transition ρS −−−→
CTO
ρ′S can be
performed arbitrarily well, if and only if we have
Dα(ρS ||τβS ) ≥ Dα(ρ′S ||τβS ) as defined in Eqs. (20) and
(21). Moreover, if one is willing to use an additional,
pure qubit ancilla |0〉〈0| and return it back ε-close to
its original state, then the requirement on Re´nyi diver-
gences for α < 0 is no longer necessary, because they
will be automatically determined by the fulfillment of
D0(ρS ||τβS ) ≥ D0(ρ′S ||τβS ). Thererfore, in that case,
only the Re´nyi divergences for α ≥ 0 matter.
For an energy-incoherent state ρS , one can define gen-
eralized free energies
Fα(ρS , Hˆ) := β
−1
[
lnZβ +Dα(ρS‖τβS )
]
. (22)
Since these are equivalent to Dα up to an extra multi-
plicative and additive constant, we see that ρS −−−→
CTO
ρ′S
iff Fα(ρS , Hˆ) ≥ Fα(ρ′S , Hˆ). These inequalities are
known as the generalized second laws of quantum ther-
modynamics [59].
While this is a continuous family of second laws, there
are three special instances of α for Eq. (22) that have
notable significance. The quantity F1 is defined by de-
manding continuity in α, and is equal to the well-known
non-equilibrium free energy in Eq. (14). Therefore, these
generalized second laws contain the standard second law
as a special case, but demonstrate that we have more con-
straints when considering small quantum systems.
On the other hand, the quantities F0 and F∞ :=
lim
α→∞Fα correspond to the amount of single-shot distil-
lable work and work of formation [29] respectively. In
other words, if we adapt the requirements on work as
described in Section II D 2, then F0(ρS , HˆS) gives the
maximum amount of work extractable Wext, when con-
sidering HˆW = Wext|1〉〈1|W , such that the transition
ρS ⊗ |0〉〈0|W −−−→
CTO
ρ′S ⊗ |1〉〈1|W is possible for some
ρ′S . One can easily show that ρ
′
S = τS obtains the max-
imum Wext. Therefore, the maximum amount of single-
shot work can always be obtained by thermalizing S to its
surroundings. In fact, for such a transition, a catalyst is
not needed; thereforeWext when maximized over all final
states, can already be achieved via TOs. However, if we
would require a particular fixed ρ′S 6= τS to be achieved,
then the corresponding amount of Wext is given by opti-
mizing
Wext = inf
α≥0
[Fα(ρS , HˆS)− Fα(ρ′S , HˆS)], (23)
where the infimum may happen on any α, depending on
the specific states ρS , ρ′S . Similar to the quantity F0,
F∞(ρS , HˆS) gives the minimum amount of work Wform
required to create ρS starting from the thermal state τS .
More precisely, it gives the minimum possible value of
Wform where HˆW = Wform|1〉〈1|W , so that the transi-
tion τS⊗|1〉〈1|W −−−→
CTO
ρS⊗|0〉〈0|W is possible. Again,
one can also achieve this optimal value of Wform without
a catalyst, since the initial state is thermalized with its
environment.
D. Relaxing conditions on CTOs
Given the continuous, infinite set of generalized sec-
ond laws that are hard to check, the question naturally
arises to whether one can further extend CTOs so that
these laws simplify. In particular, one could ask: what
happens if we allow for the catalyst to be returned only
approximately after the process? This question is also
physically motivated, since for realistic scenarios, the
catalyst might undergo slight degradation due to uncer-
tainties such as those in the initial state, or imperfections
in the implementation of quantum operations. These fac-
tors can induce small, unnoticed changes in a single use
of the catalyst, and cause it to gradually lose its catalytic
ability. At the macroscopic scale, the fact that a process
is only approximately cyclic has generally been assumed
to be enough to guarantee the second law. However, this
is not the case in the microscopic regime, which leads to
a phenomenon known as thermal embezzling.
1. Thermal embezzling and approximate catalysis
At first glance, one might be tempted to demand close-
ness of ω′C to ω
′
C to be quantified in terms of trace dis-
tance d(ωC , ω′C), since this quantity tells us how well one
can distinguish two quantum states, given the best pos-
sible measurement. In terms of the catalyst, one might
hence ask that d(ωC , ω′C) ≤ ε for some arbitrary small ε.
However, if there are no additional restrictions on what
catalysts are allowed, then the generalized free energies
are non-robust against errors induced in the catalyst. This
can already be demonstrated in the case where all in-
volved Hamiltonians are fully-degenerate: given a dS-
dimensional system S, for any ε > 0 error one allows on
the catalyst, one can always find a corresponding dC(ε)-
dimensional catalyst ωC , such that any state transition
ρS ⊗ ωC → ρ′S ⊗ ω′C is allowed for all ρS and ρ′S ,
while d(ωC , ω′C) ≤ ε. Naturally, the dimension dC has
to diverge as ε → 0. Intuitively, one understands this
by the fact that maximum entropic difference between
ωC and ω′C is not only determined by ε, but also grows
with log dC (as shown in the Fannes-Audenart inequal-
ity [60]). Therefore, any restriction on trace distance er-
ror ε can be hidden by choosing a large enough catalyst
Hilbert space, so that one extracts a small amount of re-
source (in terms of energy/purity) that remains relatively
unnoticed, and using this resource to enable transitions
on the (relatively small) system S. Thermal embezzling
tells us that whenever catalysts are used, it is important to
assess changes, however slight (even according to seem-
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ingly reasonable measures), on the catalyst. There are
currently two known ways to further restrict approximate
catalysis, in a way that the family of generalized free en-
ergies relax to the standard free energy in Eq. (14) be-
ing the only condition for state transitions (for energy-
incoherent states):
1. Requiring that the catalyst used must be returned with
error d(ωC , ω′C) ≤ O
(
ε
log dC
)
for any fixed ε > 0,
and dC being the dimension of the catalyst [28]. This
restriction guarantees that although the catalyst is re-
turned with some error, embezzling is avoided since
the free energy difference between ωC and ω′C is re-
quired to be arbitrarily small.
2. Allowing correlations to build up in the final reduced
state of ρ′SC , such that ρ
′
C = ωC is still returned ex-
actly [61], while allowing some error ε on the final,
created state. It is important to note that as the de-
sired ε → 0 is desired, the required catalyst dimen-
sion dC →∞ as well. Nevertheless, this construction
has the appealing effect that the final reduced state ρ′C
is exactly preserved after enabling the transformation
on system S, and therefore ρ′C can be used in a sec-
ond, fresh round of state transitions on S′, as long as
S′ is initially uncorrelated from S.
2. Approximate system transformations recovering standard
free energy in the thermodynamic limit
While most literature on TRTs are concerned with ex-
act state transformations, in realistic implementations,
we may be satisfied as long as the transition is approx-
imately achieved. This has been studied theoretically, for
example in the context of probabilistic thermal operations
[62], and in work extraction protocols when heat/entropy
is inevitably produced alongside [43, 56]. Therefore, it is
a natural and physical relaxation of CTOs to consider ap-
proximate state transitions: in other words, given initial
and target states ρS and ρ′S , and some error parameter ε,
can we decide if there exists:
1. a state σS such that d(ρS , σS) ≤ ε,
2. a state σ′S such that d(ρ
′
S , σ
′
S) ≤ ε,
such that σS −−−→
CTO
σ′S? Another motivation for consid-
ering approximate CTOs is to investigate how the macro-
scopic law of thermodynamics emerges, in the thermo-
dynamic limit. We know that if no approximation is al-
lowed, then the generalized second laws do not change at
all, since these quantities are additive under tensor prod-
uct. However, it has been shown that the conditions for
approximate CTOs can be given by a family of smoothed
generalized free energies, denoted as F εα(ρS , Hˆ). More-
over, consider multiple identical systems ρ⊗nS with re-
spect to the joint Hamiltonian Hˆn =
∑n
i=1 Hˆi. Then,
in the limit where n → ∞ and ε → 0, all the smoothed
quantities F εα(ρS , Hˆn) converge to the standard free en-
ergy in Eq. (14), namely for all α ≥ 0,
lim
ε→0
lim
n→∞
1
n
F εα(ρ
⊗n
S , Hˆn) = F (ρS , Hˆ). (24)
IV. APPLICATION OF SECOND LAWS:
FUNDAMENTAL LIMITS ON QUANTUM HEAT
ENGINES
1. Introduction and motivation
One of the initial motivations for the development of
thermodynamics was to understand heat engines. Prior
to the development of thermodynamics, engineers had
little idea whether there were fundamental limits to the
efficiency of heat engines, nor what quantities; if any,
such hypothetical limit might depend on. It was Nico-
las Le´onard Sadi Carnot who is credited with proposing
the first successful theory on maximum efficiency of heat
engines in 1824 [63]. In particular, Carnot studied heat
engines that extract energy by interacting with different
working fluids, which are substances (usually gas or liq-
uid) at different temperatures in thermal states; and as
such, are defined in terms of their Hamiltonians. He con-
cluded that the maximum efficiency attainable did not
depend on the exact nature of the working fluids, but
only on their inverse temperatures, βHot, βCold. It was
later demonstrated that this maximum efficiency — now
known as the Carnot efficiency — is ηc = 1− βHotβ−1Cold.
Carnot’s results are known to hold in the realm of macro-
scopic systems — indeed, the form of ηc can be derived
from the standard second law of thermodynamics.
Given that the generalized second laws of thermody-
namics govern state transitions for microscopic systems,
where the laws of large numbers do not apply; a natural
question is: does Carnot’s famous result still hold? The
importance of this question goes beyond purely academic
interests, since people are starting to build atomic scale
heat engines [64, 65]. We discuss some recent progress
in this direction.
2. Setup of a microscopic heat engine
A heat engine consists of 4 parts; a hot bath, a cold
bath, a working body or machine, and a battery where
the extracted work can be stored. The Hamiltonians of
the systems are HˆHot, HˆCold, HˆM, HˆW, respectively,
with a total Hamiltonian Hˆtot being simply the sum of
free Hamiltonians of the individual systems. A work-
ing heat engine should not need any additional systems
in order to work. Moreover, allowing for them with-
out explicitly accounting for them, could inadvertently
allow for cheating; since one could draw heat or work
from them. As such, we only allow for closed dynamics.
The machine can be transformed to any state as long as
it is returned to its initial state after one cycle. The dy-
namics during one cycle can be represented by an energy
preserving unitary; namely U(t), with [U(t), Hˆtot] = 0.
Here, t is the time per cycle of the heat engine. Note that
this formalism allows for an arbitrarily strong interaction
term IˆColdHotMW between subsystems, as long as it com-
mutes with Hˆtot to preserve energy. This set-up readily
fits into the resource theory framework: the machine acts
as a catalyst, while one of the thermal baths is explicitly
accounted for in the system, for example the cold bath,
τ0Cold. In the language of CTOs, one cycle of the heat
engine is possible, iff τ0βCold ⊗ ρ0W −−−→CTO ρ
1
ColdW, where
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ρ1ColdW is the final state of the cold bath and battery.
As we have seen in Section II D, not all measures
of energetic changes can act as a suitable quantifier of
work. Several different characterizations of work have
been proposed, and it is very important to first specify
which characterization is considered, when comparing
and analysing the maximum efficiency of heat engines.
For example, it was shown in [66] that with a particu-
lar characterization called imperfect work, one can sur-
pass the Carnot efficiency with this set-up. This is not
because microscopic heat engines are superior to macro-
scopic ones, but because imperfect work detects only the
average amount of energy change in the battery, but not
the amount of entropy production. On the other hand,
at the microscopic scale, one has to be careful not to
go to the opposite extreme, since it was proven in [56]
that there exists no final state ρ1ColdW, where the battery
outputs deterministic work, namely ρ0W = |Ej〉〈Ej |W,
ρ1W = |Ek〉〈Ek|W, Ek − Ej > 0, which was defined in
Section II D 2. This motivates the following definition of
work, which for all purposes, is as good as determinis-
tic work, but without the technical caveats. Let the final
battery state be ε close to |Ek〉〈Ek|W in trace distance,
d
(
ρ1W, |Ek〉〈Ek|W
)
= ε, with ε bounded away from one.
The work extracted, Wext = Ek − Ej , is near perfect if
there exists an infinite sequence of heat engines such that,
for all p > 0,
0 <
∆S
Wext
≤ p (25)
holds for some proper subset of the sequence, where ∆S
is the increase in von Neumann entropy of the battery.
3. Heat engine efficiency
The efficiency of a heat engine is defined as η := Wext∆H ,
where ∆H is the amount of heat drawn from the hot bath,
namely ∆H = tr(HˆHotρ0Hot)− tr(HˆHotρ1Hot). Since the
machine’s final and initial states are the same after one
cycle, and the initial state of the cold bath is fixed; due to
total mean energy conservation, ∆H is a function of ρ1Cold
and Wext. We can then define the maximum achievable
efficiency in the nanoregime ηnano as a function of the
final state of the cold bath ρ1Cold. More precisely,
ηnano(ρ1Cold) := sup
Wext>0
η(ρ1Cold) subject to (26)
Fα(ρ
0
W ⊗ τ0Cold) ≥ Fα(ρ1ColdW) ∀α ≥ 0, (27)
where Fα are defined in Eq. (22).
We are interested in answering the question: un-
der what conditions, if any, can Carnot efficiency be
achieved? It is known that in regimes where we only have
the usual 2nd law, Carnot efficiency can only be achieved
when the free energy remains constant during the transi-
tion. This is the special case in Eq. (27) corresponding
to
F1(ρ
0
W ⊗ τ0Cold) = F1(ρ1ColdW). (28)
Due to sub-additivity of entropy, F1(ρ1ColdW) >
F1(ρ
1
Cold ⊗ ρ1W) iff ρ1ColdW is correlated, so correlations
in the final state cannot help one to achieve the Carnot
efficiency if one assumes finite-dimensional catalysts. In
addition, it can be shown that for near perfect work, that
for constant ∆C, the state of the cold bath which max-
imises the efficiency η when only F1 is required to be
non-increasing, is when ρ1Cold is a Gibbs state. Further-
more, when ρ1Cold is a Gibbs state, equality in Eq. (28)
can only be achieved in the limiting case in which the
temperature of the final state of the cold bath approaches
the initial cold bath temperature from above. We call this
limit in which the Carnot efficiency can be reached, ac-
cording to the standard second law, the quasi-static heat
engine limit. The natural question, is whether or not a
quasi-static heat engine can achieve the efficiency in the
microscopic regime. For this, not only will F1 have to be
non-increasing, but rather all generalised free energies in
Eq. (27) will have to be.
To answer this question, we specialise to the case
in which the cold bath Hamiltonian is comprised of n
qubits, with the i-th qubit energy gap denoted ∆Ei; and
introduce the parameter Ω
Ω := min
i=1,2,...,n
(βCold − βHot) ∆Ei
Zi eβCold∆Ei
(29)
where Zi is the partition function of the i-th qubit.
Theorem IV.1. (From [56]) A quasi-static heat engine
extracting near perfect work can achieve the Carnot ef-
ficiency, iff Ω ≤ 1, otherwise only a strictly smaller effi-
ciency is achievable, specifically
ηnano =
(
1 +
βHot
βCold − βHot Ω
)−1
. (30)
To see that Eq. (30) is indeed less that the Carnot ef-
ficiency when Ω > 1, observe that ηnano achieves the
Carnot efficiency for Ω = 1 and that it is monotonically
decreasing in Ω.
Theorem IV.1 has significant consequences for
Carnot’s famous results about the universality of the max-
imum efficiency of heat engines. Namely, that it does not
apply at the microscopic scale when at least one of the
baths is finite, since not all Hamiltonians of the thermal
baths — the working fluids, in the language of Carnot —
can achieve Carnot efficiency. This said, observe how for
any pair βHot, βCold; when energy gaps of the cold bath
are sufficiently small such that Ω < 1, then Carnot effi-
ciency is again achievable; even for this finite heat bath.
V. DEVELOPMENTS AND OPEN QUESTIONS IN
THERMODYNAMIC RESOURCE THEORIES
The simplicity of a resource theoretic approach to-
wards quantum thermodynamics is its main appeal and
power, although it may at the same time be its weakness.
Given the large amount of past endeavours in modeling
thermodynamical interactions, via Master/Linblad equa-
tions [67–73] (especially those involving strong coupling
system-bath Hamiltonians [74–76]), time dependence in
Hamiltonians (such as quenches [77, 78]) etc, the ques-
tion arises as to how TRTs relate to these approaches.
Since the primitive version of noisy/thermal operations,
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various works have endeavoured to extend and connect
the usage of TRTs with other approaches. In particular,
we list some important results to date:
1. Inclusion of catalysts
Thanks to the understanding of CTOs, any experimen-
tal apparatus used to implement TOs can now be mod-
elled as additional quantum systems, and be included into
the framework of thermal operations. The criteria and
guidelines for choosing appropriate catalyst states have
been studied, including inexact catalysis, catalysts that
may correlate with the system [61], and energy-coherent
catalysts [79]. Despite increasing knowledge on this sub-
ject, we still lack a clear consensus on the full role of cat-
alysts. In light of thermal embezzling, a question arises
as to how one may quantify/justify errors on the catalyst.
Moreover, for current results on the subject, the state of a
useful catalyst still depends strongly on the desired trans-
formation (initial and final states of the system), and it
would be desirable to have generic catalysts which are
not only useful for particular transformations, but at least
for a subset of processes.
2. Implementation of TOs via autonomous models
A fully autonomous model of thermodynamical inter-
actions would simply be described by a time independent
Hamiltonian. Such a scenario usually depicts a naturally
arising physical process, since systems simply evolve
spontaneously according to a fixed Hamiltonian without
any control from an observer. Since unitary operations
such as those in TRTs are applied at a specific time, one
can understand them to be implemented by using an addi-
tional quantum system as a clock, and a time independent
Hamiltonian over the system and clock Hilbert-spaces,
controlled on the clock’s state. One of the initial models
to attempt to address this issue [80], suffers from the flaw
of having a clock with no ground state (thus infinite en-
ergy), where no physical realization is possible. This has
the unphysical consequence of never suffering any back-
reaction of the clock due to the implementation of uni-
taries regardless of how quickly there are implemented.
Another approach [81], while not suffering from these is-
sues; has so-far proven inconclusive about the true ther-
modynamical cost, and whether there is extra cost unac-
counted for in controlling quantum systems by applying
autonomously energy preserving unitaries. Despite excit-
ing progress that has been made, this is still an important
ongoing area of research.
3. Equivalence to other operations
In order to study the fundamental limits to thermody-
namics, TOs consider a large set of operations: the ex-
perimenter is allowed to use an arbitrary thermal bath,
and any energy-preserving unitary. This allows for the
derivation of statements holding for full generality, how-
ever, one may question if there exists simple operations
that would also achieve the full power of TOs. Recently it
has been shown that all TOs for energy-incoherent states
can be accomplished via a finite number of coarse op-
erations [82], where the latter involves qubit baths, level
transformations and thermalization. This partially recon-
ciles the TRT framework with various other approaches
in quantum thermodynamics [41–45]. Moreover, recent
studies have further identified subsets of TOs that have
clear experimental realizations [83]. These efforts pave
the way to designing protocols that achieve the optimal
state transitions as predicted by TOs. See [84] for a more
detailed review of recent attempts to realise resource the-
oretic approaches to quantum thermodynamics.
4. Relation with fluctuation theorems
A distinct approach to quantum thermodynamics
known as fluctuation relations has been independently
progressing in parallel to the development of TRTs [85–
88]. A handful of experimental verifications for these re-
lations have been demonstrated, both in the classical [89]
and quantum regime [90, 91]. However, the stark concep-
tual differences between fluctuation relations and TRTs
have prevented them, so far, from being connected. Re-
cently, the possibility of connecting both to form a har-
monious picture of thermodynamics has been explored
[55, 92]. Should this be achieved, it would provide us
potential means to experimentally investigate the pre-
dictions of TRTs by making use of fluctuation relations
demonstrations.
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