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Abstract
Facial expressions provide important indications about human emotions. The devel-
opment of an automatic emotion recognition method is a challenging task and has
applications in several knowledge domains, such as pattern recognition, behavior pre-
diction, entertainment, interpersonal relations and human-computer interactions. An
emotion recognition approach based on facial expressions robust to occlusions is pro-
posed and evaluated in this work. Robust Principal Component Analysis (RPCA)
is employed to reconstruct the occluded facial expressions. Facial expressions are
extracted using different features: geometric representation, Gabor Filters, Local Bi-
nary Patterns and Histogram of Oriented Gradients. The obtained feature vectors are
reduced using Principal Component Analysis (PCA) and Linear Discriminant Anal-
ysis (LDA), increasing recognition accuracy rates significantly. Finally, K-Nearest
Neighbor algorithm (K-NN) and Support Vector Machine (SVM) classifiers are used
to recognize the expressions. Three public data sets - Cohn-Kanade (CK), Japanese
Female Facial Expression (JAFFE) and Multimedia Understanding Group (MUG)
Facial Expression - are used to demonstrate the effectiveness of the proposed method-
ology. The geometric representation achieved high accuracy rates for occluded and
non-occluded faces compared to approaches available in the literature. Among tex-
ture features, Gabor filter performed better on non-occluded faces, whereas HOG and
LBP descriptors were robust to occluded-faces.
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Resumo
Expressões faciais oferecem evidências importantes sobre as emoções humanas. O
desenvolvimento de um método automático para reconhecimento de emoções é uma
tarefa desafiadora e tem aplicações em várias áreas de conhecimento, tais como re-
conhecimento de padrões, predição de comportamento, entretenimento, relações in-
terpessoais e interações humano-computador. Uma abordagem de reconhecimento
de emoções baseada em expressões faciais robusta a oclusões é proposta e avaliada
nesta dissertação. Análise Robusta de Componentes Principais é empregada na re-
construção das expressões faciais ocluídas. Expressões faciais são extraídas por meio
de diferentes características: representação geométrica, filtros de Gabor, Padrões
Binários Locais e Histograma de Gradientes Orientados. Os vetores de cacterísti-
cas gerados são reduzidos pelas técnicas de Análise de Componentes Principais e
Análise Discriminante Linear, permitindo aumentar significativamente os níveis de
acurácia. Os classificadores K-Vizinhos mais Próximos e Máquinas de Vetores de
Suporte são usados para reconhecer as expressões. Três bases de dados públicas -
Cohn-Kanade (CK), Japanese Female Facial Expression (JAFFE) e Multimedia Un-
derstanding Group Facial Expression (MUG) - são utilizadas nos experimentos para
demonstrar a eficácia da metodologia proposta, comprovando que a representação geo-
métrica consegue atingir altos níveis de acurácia para o reconhecimento de emoções
sem oclusões e com oclusões em comparação com abordagens disponíveis na literatura.
Os resultados também demonstram que, entre as características de textura, os filtros
wavelets de Gabor operam melhor sem a presença de oclusões nas faces, enquanto
os operadores Padrões Binários Locais e Histograma de Gradientes Orientados são
robustos às faces ocluídas.
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Chapter 1
Introduction
This work proposes a methodology for recognizing emotions using facial expressions
that is robust to occlusions. Several applications can benefit from the methodology,
such as human-computer interactions, behavior prediction, entertainment, among oth-
ers. This chapter presents the motivations for the development of the work, its main
objectives and contributions, as well as the structure of the text.
1.1 Problem and Motivation
In recent years, human emotion has been studied in various knowledge fields. Emo-
tion is a physiological reaction or subjective experience of human beings, which can
be expressed through different forms, for instance, body gestures, voice intonation,
cardiac rhythm, respiration, and facial expressions [88].
Facial expressions are a universal and non-verbal communication mode that shows
emotions in all human beings, which allow to communicate emotional information in
an easier, simple and natural way. A facial expression consists of one or more facial
musculature movements, which is functionally the same for adults and newborns [4].
Research has recently been conducted to develop robust devices that can help to
understand emotions and moods of human beings. Thus, computers should also gener-
ate an artificial emotional response to human expressions in a believable way. Thereby,
human-computer interaction scenarios would be more natural, efficient and effective.
Furthermore, investigations are carried out to apply these devices in the develop-
ment of automated tools for behavioral prediction, airport security, video surveillance
systems, aggression detector for CCTV, on-board emotion detector for drivers, enter-
tainment, among others. Therefore, facial expression recognition plays an important
role for affective computing research [37, 63].
The universality hypothesis [4, 16, 20] considers that there are seven basic human
facial expressions of emotions (anger, contempt, disgust, fear, happiness, sadness and
surprise) expressed through similar facial movements independent on culture, age and
gender [4].
1
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The recognition of facial expressions can be classified into two main approaches:
frame-based and sequence-based. The former identifies facial expressions from a single
image, whereas the latter is based on recognition over an image sequence through
temporal information [88], such as head movement, skin color variation, facial muscle
movement, among other factors.
Automatic facial expression recognition systems [3, 19, 44, 66] usually involve three
main stages [7, 59, 62, 88]: facial detection, facial expression feature extraction and
representation, and expression recognition.
A persistent problem on developing facial expression recognition systems is that
most of them are based on image collections that do not reflect real and natural scenes.
Furthermore, the majority of them do not deal with occlusions caused by sunglasses,
hat, scarf or beard. On the other hand, most of the image data sets are composed of
non-occluded and frontal-view images, with generally posed and highly exaggerated
expressions. The omission of these factors during the training stage can affect the
accuracy of facial expression recognition techniques.
1.2 Objectives
This work aims to propose and evaluate an emotion recognition system through facial
expressions robust to occlusions, achieving rates of accuracy competitive with the
literature. For this, we intend to:
1. Investigate new methods and algorithms for reconstructing and recovering oc-
cluded facial regions in order to extract texture appearance and geometric fea-
tures.
2. Explore new feature descriptors and possible combinations.
3. Evaluate dimensionality reduction techniques for selecting the most discrimina-
tive features.
4. Test the proposed methodology on different classifiers.
5. Conduct experiments on different occluded and non-occluded image data sets.
1.3 Contributions
A facial expression recognition methodology robust to occlusions composed of five
main stages is proposed in this work. The first step aims to perform the recon-
struction of the occluded facial expression using the Dual Algorithm based on RPCA
principles [28, 42]. The second one involves the automatic detection of facial fiducial
points. The third stage extracts four types of features: Gabor Filters [40], Local
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Binary Patterns (LBP) [55], Histogram of Oriented Gradients (HOG) [17] and ge-
ometric representations [64]. The fourth step performs a dimensionality reduction
through Principal Component Analysis (PCA) [34] and Linear Discriminant Analysis
(LDA) [25]. The latter stage is focused on occluded and non-occluded facial expres-
sion recognition, using K-Nearest Neighbor (KNN) [26] and Support Vector Machine
(SVM) [76] classifiers.
The proposed methodology was evaluated on three facial expression data sets:
Cohn-Kanade (CK+) [48] data set, Japanese Female Facial Expression (JAFFE) [50]
data set and MUG Facial Expression data set [1].
Facial occlusions can significantly deteriorate the performance of a facial expression
recognition system. Despite being a challenging problem, we conducted experiments
with occlusions in facial expressions.
Our approach achieved high recognition accuracy rates for occluded and non-
occluded images on three data sets, using a geometric representation. The results
obtained with the proposed method were compared against other approaches available
in the literature. Among texture features, a Gabor representation proposed showed to
work better with non-occluded faces, whereas HOG and LBP operators were robust
to occluded facial expressions. Furthermore, the proposed feature extraction methods
did not demand high computational resources.
1.4 Text Structure
The remainder of this work is structured as follows. Chapter 2 describes relevant
concepts and works related to the topic under investigation. Chapter 3 presents the
methodology proposed in this work, including details on preprocessing, facial expres-
sion reconstruction, facial feature extraction, feature reduction and facial expression
classification. Experiments conducted on three public data sets are described and
discussed in Chapter 4. Finally, conclusions and directions for future research are
presented in Chapter 5.
Chapter 2
Background
Some relevant concepts and works related to the problem of emotion recognition based
on facial expressions are described in this chapter.
2.1 Related Concepts
In this section, several concepts related to the topic under investigation in this work are
presented, such as emotions, facial expressions, dimensionality reduction techniques,
feature descriptors and classifiers.
2.1.1 Emotion
Emotion is a difficult term to define: “Everyone knows what an emotion is until asked
to give a definition. Then it seems that no one knows” [22].
According to [68], emotion can be defined as “an episode of interrelated, synchro-
nized changes in the states of all or most of the five organismic subsystems [(Informa-
tion Processing, Support, Executive, Action, Monitor)] in response to the evaluation
of an external or internal stimulus event as relevant to major concerns of the organism
(angry, sad, happy, fearful, embarrassed, proud, elated, desperate)”.
The term emotion is usually differentiated from feelings, mood and affect. The
feeling is the subjective experience associated with emotion. The mood is a prolonged
emotional state in time, which is less specific, less intense and that lack a contextual
stimulus. The affect is a broad range of feelings that people experience, involving
both emotions and moods [4].
Emotion can be expressed in audiovisual form, such as speech, prosody, respiration
sound, pupil size, facial expression, gesture, posture, among others. Emotion can also
be expressed by biological changes, for example heart rate, respiration rate, sweating,
temperature, muscle tension, brain waves, etc.
Emotion is used to ease communication between people, organize and motivate
behavior, influence learning and memory, direct perception and attention, as well as
4
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increase, decrease and control arousal.
2.1.2 Facial Expression of Emotion
Facial expressions are used to communicate emotional information. Seven basic fa-
cial expressions have been categorized in the literature, which correspond to different
universal emotions: disgust, sadness, happiness, fear, anger, surprise and contempt.
Facial expression consists in one or more facial musculature movements, which is
functionally the same for adults and newborns; and independent of culture, age and
gender. Facial expressions can be voluntary or involuntary, depending on the per-
son [4].
Facial expressions vary along communication, generating changes, which some of
them can be referred to as microexpressions. These microexpressions may reflect
many times true emotions, characterized by having a duration of just a fraction of
a second. Microexpressions are involuntary and very difficult to detect for untrained
people. Sometimes, these ones just use a region of the face to express an emotion [4].
Due to the facial expression universality and microexpression existence, interper-
sonal relationships face-to-face can improve because of reading skills of people’s emo-
tion. These skills can help developing good and solid relationships, trust, partnership,
teamwork, credibility, empathy, compassion, deception detection, among others [4].
2.1.3 Facial Expression Recognition
Facial expression recognition is a process that can be performed by humans or comput-
ers. This topic has been studied in fields such as artificial intelligence and neuroscience.
The recognition process requires three essential stages. The first one consists in facial
recognition through a static or sequential scene. The second step aims to extract facial
features. The latter phase analyzes movements and/or changes of facial features. This
information is classified into facial expression-interpretative categories, such as facial
muscle activations -smile, frown-; emotion categories, for example, sadness, surprise;
attitude categories such as ambivalence; among others [56].
For developing an automatic facial expression recognition system, in the first phase,
a facial detector can be used, such as Viola-Jones algorithm [77]. In the second stage,
it can be employed feature extraction algorithms using, for instance, Gabor filters [40],
Local Binary Patterns [55], among others; and reduction dimensionality techniques,
for example, Principal Analysis Components (PCA) and Linear Discriminant Analysis
(LDA). Finally, AdaBoost algorithm [27], Support Vector Machines [76] and Artificial
Neural Networks [8] are commonly used for the classification task.
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2.1.4 Principal Component Analysis
Principal Component Analysis (PCA) [34] is a technique widely used for identifying
patterns in data of high dimensions. Thus, PCA allows data reduction, analysis and
interpretation. PCA aims to reduce a large set of variables to a small set of new
composite variables that better represent the large feature space with a minimum in-
formation loss. PCA also focuses on discovering new meaningful underlying variables.
This method is very useful, especially when variables are strongly correlated.
PCA is a mathematical model that transforms a set of correlated variables into a
set of linearly uncorrelated variables, which are called principal components, through
linear combinations from the original variables. Supposing a t-dimensional space of N
samples {x1, x2, ..., xN} projected onto a f -dimensional space, where f << t, a new
space is defined as follows
yi = W TPCAxi i = 1, . . . , N (2.1)
such that W TPCA denotes the linear transformation matrix and its columns represents
the f eigenvectors associated with the f largest eigenvalues of the scatter matrix ST ,
which is expressed as
ST =
N∑
i=1
(xi − µ)(xi − µ)T such that µ = 1
N
N∑
i=1
xi (2.2)
where µ is the mean of all the samples [18].
2.1.5 Robust Principal Component Analysis
Robust Principal Component Analysis (RPCA) [12] is a variant of the Principal Com-
ponent Analysis (PCA) [34], which has shown to be robust to outliers, missing data
and grossly corrupted observations. RPCA has many real applications in face recog-
nition, latent semantic indexing and ranking, collaboration filtering, background sub-
traction in video streams, and video surveillance [12].
RPCA focuses on recovering a low-rank matrix A and a sparse matrix E from a
corrupted data matrix D = A+ E by solving the convex optimization problem
min
A,E
‖A‖∗ + λ|E|1 such that D = A+ E (2.3)
such that ‖A‖∗ denotes the nuclear norm of a matrix A (the sum of its singular values),
|E|1 represents the sum of the absolute values of the entries of a matrix E, and λ is
a positive weighting parameter.
There are some strategies for solving the RPCA problem, e.g., Augmented La-
grange Multiplier (ALM) [42] method, Accelerated Proximal Gradient (APM) [28]
algorithm, Dual method [28], Singular Value Thresholding [11], Alternating Direc-
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tion [85] method. In this work, the RPCA problem (Equation 2.3) is solved via its
dual approach
max
Y
〈D, Y 〉 such that J(Y ) ≤ 1 (2.4)
where
〈A,B〉 = tr(ATB) J(Y ) = max(‖Y ‖2, λ−1|Y |∞) (2.5)
where tr(.) denotes the trace of a matrix, ‖Y ‖2 is the spectral norm of a matrix Y ,
and |Y |∞ implies the infinite norm of a matrix Y (the maximum absolute value of the
matrix entries) [28, 42]. The dual problem (Equation 2.4) can be solved adopting a
steepest ascend method constrained on the surface {Y |J(Y ) = 1}. The dual approach
is more efficient and scalable than several similar methods, because it does not perform
a full SVD computation every iteration and can work well with larger input matrices.
For more details of the algorithm, refer to [28].
2.1.6 Linear Discriminant Analysis
Linear Discriminant Analysis (LDA) [25] is employed as a dimensionality reduction
technique prior to classification, which has proven to produce models with a high
accuracy. LDA is commonly used in pattern recognition (e.g. face recognition),
statistics and machine learning.
The goal of LDA is to find a feature linear combination that maximizes the
between-class scatter while minimizing the within-class scatter, preserving as much
of the discriminatory information of the class as possible. The within-class scatter
matrix SW and the between-class scatter matrix Sb are expressed mathematically as
follows
SW =
C∑
j=1
Nj∑
i=1
(yji − µj)(yji − µj)T (2.6)
Sb =
C∑
j=1
(µj − µ)(µj − µ)T (2.7)
where yji defines the ith sample of class j, µj implies the mean of class j, µ denotes the
mean of all classes, C is the class number, and Nj represents the number of samples
per class j [18].
2.1.7 PCA + LDA
Let us assume a t-dimensional feature space projected onto an intermediate f -
dimensional feature space through PCA. The latter is projected onto a final g-
dimensional feature space by LDA. This approach of PCA followed by LDA has
demonstrated to achieve higher recognition accuracy rates [18] than using each one
independently.
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2.1.8 Gabor Filters
Gabor wavelet filters [40] correspond to a mathematical model of mammalian visual
cortical simple cells. Thus, Gabor wavelets are perceptually similar to the human vi-
sual system [40]. They are frequently used in recognition systems (face recognition, fin-
gerprint recognition, character recognition) and texture-based image analysis (region
detection, corner detection, edge detection, segmentation, classification) [53, 58, 72].
Gabor filters provide a complete image representation, extracting salient visual
properties, such as spatial locality, orientation selectivity and spatial frequency char-
acteristics. The Gabor wavelet filters can be defined as follows
ϕµ,v(x, y) =
‖ku,v‖2
σ2
e
‖ku,v‖2‖‖z‖2
2σ2
[
eiku,vZ − e−σ
2
2
]
(2.8)
where µ and v denote the orientation and scale of the Gabor wavelet kernel, ‖.‖
represents the norm operator, kµv is the frequency vector defined as follows
kµv = kveiφµ (2.9)
such that kv = kmax/f v, and φµ = piµ/8. kv defines the orientation and φµ denotes
the scale of the Gabor Wavelets, kmax is the maximum frequency and f implies the
spacing factor between kernels in the frequency domain [88].
Figure 2.1 shows an example of Gabor Wavelets generated by a Gabor function
with five scales (v = {0, 1, 2, 3, 4}) and eight orientations (µ = {1, ..., 8}).
2.1.9 Local Binary Patterns
Local Binary Patterns (LBP) [55] are texture operators commonly used in several
computer vision tasks, such as object classification, face recognition, facial expression
recognition, among others. LBP is a highly discriminative descriptor, which is invari-
ant to monotonic intensity variations and less sensitive to illumination changes. LBP
is also characterized by its computational simplicity and efficiency, allowing image
analysis in real time.
LBP encodes the difference between the central pixel value and its n×n neighbor-
hood pixels sequentially, considering the result as a binary number. Figure 2.2 shows
the LBP operator using a fixed 3×3 neighborhood. The idea of using LBP to describe
faces derives from the fact that faces can be seen as micro-pattern composition [55].
2.1.10 Histogram of Oriented Gradients
Histogram of Oriented Gradients (HOG) [17] is a feature descriptor widely used in
computer vision and image processing tasks for object detection. HOG descriptor
represents local patterns at every pixel using gradient orientations.
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(a)
(b)
Figure 2.1: (a) Gabor filters (kernels) with five scales and eight orientations; (b)
Magnitudes of the Gabor filters at the corresponding five different scales.
Figure 2.2: The basic Local Binary Pattern Operator.
The HOG algorithm divides an image into small connected regions, called cells.
For each cell, a histogram of oriented gradients is computed. Groups of adjacent
cells correspond to spatial regions, called blocks. Cell grouping forms the basis for
combination and normalization of histograms. The final HOG descriptor is achieved
by grouping all normalized groups of histograms into a single feature vector.
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2.1.11 K-Nearest Neighbors
The K-Nearest Neighbor (KNN) algorithm [26] is a non-parametric method used in
classification and regression problems. For classification purposes, KNN classifies new
samples based on distance and similarity measures, e.g., Euclidean distance, Cosine
distance, Hamming distance, Manhattan distance, Minkowski distance.
The algorithm classifies a test sample to the most common class among its k
nearest neighbors, where the value for k is positive and generally small. Figure 2.3
shows an example of KNN classification for a binary problem. For k = 1, the test
sample is assigned to the nearest neighbor class, being the second class. If k = 3,
the test sample should be classified to the first class, because there are two samples
belonging to the first class and just one from the second class. If k = 5, it is assigned
to the second class, having 3 and 2 samples from the second and first class respectively.
Class 1
Class 2
Test Sample
Figure 2.3: K-nearest neighbor Classification for a binary problem.
The KNN algorithm considers that its nearest neighbors offer a better classification
since it takes into account all attributes. However, the existence of a larger amount of
irrelevant attributes than the relevant attributes may impair classification accuracy.
Thus, this problem can be handled using different dimensionality reduction techniques
and principal feature selection methods over an feature space; as well as assigning a
weight to each attribute and a greater weight to the most relevant attributes.
2.1.12 Support Vector Machines
Support Vector Machines (SVM) [76] are supervised machine learning models used for
solving classification, regression analysis, pattern recognition, and grouping problems.
SVM is a representation model of the samples as points in space, such that samples
of each class are separated by a largest possible margin. Hence, the optimal hyperplane
maximizes the margin of the training samples. Samples on the margin are called the
support vectors. Thus, a new sample is assigned to belong to a certain class according
to which side of the margin it lies on. Figure 2.4 shows a binary classification problem
through SVM.
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Figure 2.4: Classification of a binary problem with SVM.
SVM provides a good generalization ability (the generalization of the classifier is
measured by sorting samples that are not used during the training phase), avoiding
overfitting. SVM is also robust to multidimensional spaces, e.g., images. Moreover,
the convexity of SVM objective function is an attractive feature, since the objective
function is quadratic with a single global optimum. Furthermore, the SVM theory is
well established in the fields of mathematics and statistics [73].
2.2 Related Work
In recent years, emotion recognition based on facial expressions has received increasing
attention by the scientific community in several knowledge areas. Along with increas-
ing awareness of potential applications from several knowledge domains, for instance,
affective computing, such as emotional analysis, behavior prediction, human-computer
interactions, e-learning applications, psychological health services and social monitor-
ing, there are arising problems, e.g., occlusions, to be investigated for emotion recog-
nition. Research on occlusions are important, since partial obstruction (sunglasses,
shadows, scarves, facial hair, lights) are very frequent in real world scenarios. The
main related approaches are described in this section.
2.2.1 Emotion Recognition Methods
Zhang et al. [89] performed a comparative study between two different feature ex-
traction methods based on a two-layer perceptron. The first strategy used geometric
positions from 34 facial fiducial points: 3 points for the forehead, 6 points for the
eyebrows, 8 points for the canthus, 2 points for the pupils, 4 points for the nose, 4
points for the mouth, 4 points for the cheek and 3 points for the chin. The second
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one applied Gabor filters over each facial fiducial point. In [89], experiments con-
ducted on JAFFE [50] database showed that Gabor coefficients were more powerful
than geometric positions. The accuracy rate achieved was 73.3% with geometric posi-
tions, 92.2% with Gabor coefficients and 92.3% with the combination of both feature
strategies.
Shan et al. [46] described a neural network (NN) based on the fusion of multiple
Gabor features. This approach used 42 facial fiducial points located around the mouth,
canthus and eyebrows. For each fiducial point, different channels of Gabor filters were
applied. Experiments were performed on JAFFE [50] data set, concluding that Gabor
fusion methods were better than the traditional Gabor method.
Feng et al. [24] introduced a feature extraction method that detects local texture
information, global texture information and shape information from the face. This
proposed technique used Appearance Active Model (AAM) to detect facial fiducial
points, achieving competitive results on JAFFE [50] database.
Zhao et al. [92] proposed a recognition method based on the fusion of a Ga-
bor representation and LBP features, using orthogonal locality preserving projections
(OLPP) for feature reduction. A novel Gabor extraction method is also presented,
consisting in dividing an image into small regions and extracting some statistics
from each formed region. This approach was tested on CED-WYU (1.0) [90] and
TFEID [13] databases.
Shan et al. [70] presented a comprehensive study of facial expression recognition
based on Local Binary Patterns (LBP). Distinct feature extraction techniques, e.g.,
LBP histograms, LBP-template matching, feature selection approaches, and recogni-
tion methods were used on JAFFE [50], Cohn-Kanade [35] and MMI [57] databases.
This study concluded that LBP features were effective and efficient, working well with
low-resolution images. Furthermore, it demonstrated that it is important to adopt
feature selection techniques, as AdaBoost, to learn the most discriminative features
among a large feature vector space.
Yun et al. [86] described a methodology that used scale invariant features extracted
from 26 facial fiducial points: six points for the eyebrows, eight points for the canthus,
four points for the nose, four points for the mouth, two points for the temple, one
point for the chin and one point for the forehead. The points were detected by an
automatic fiducial point detection method in video sequences based on AdaBoost
classifiers. This strategy achieved an accuracy rate of 90.69%.
Sharma et al. [71] proposed a feature extraction approach based on difference-
image methods. This strategy was focused on eigenvector decomposition properties
for synthesizing a neutral and an expression component, contained in a test image.
Experiments were conducted on CK+ [48] dataset utilizing three classifiers: FLDA,
Multilayer Perceptron and Support Vector Machine (SVM). The best recognition rate
achieved was 92.4% using SVM.
Zhang et al. [88] introduced a facial expression recognition method based on Sparse
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Representation Classifier (SRC). For feature extraction, Local Binary Patterns his-
tograms and Gabor filters were used. Experiments were conducted on JAFFE [50] and
Cohn-Kanade [35] data sets. Results showed that this approach was superior when
compared to other traditional classification methods, e.g., artificial neural network
(ANN), Support Vector Machines (SVM) and K-nearest neighbor (KNN).
Zhao et al. [93] performed experiments for emotion recognition using statistical lo-
cal features, Active Shape Model (ASM), Local Binary Patterns (LBP) and AdaBoost
classifier. Results showed that focusing on an effective facial expression representa-
tion, the emotion recognition performance can be superior. Moreover, LBP features
based on ASM were effective and efficient for emotion recognition.
Saeed et al. [65] presented an approach based on several geometrical features,
obtained from eight facial fiducial points. This work was conducted on CK+ [48] and
BU-4DFE [83] datasets, achieving average accuracies of 83% and 68% respectively.
However, experiments on CK+ revealed that, when the neutral facial expression was
added to the classifier, the recognition rate decreased to 73.6%. The accuracy of this
approach depended of a robust facial point detector.
Some relevant results available in the literature on different public data sets will be
presented in Chapter 4, which are summarized in Table 4.10. These results correspond
to accuracy rates for non-occluded facial expression recognition [16]. Some approaches
adopted different protocols on the same data and employed specific preprocessing
stages to the data, such as alignment or cropping of the images, feature normalization
and illumination adjustments.
2.2.2 Methods for Handling Occlusions
There are some works that follow different approaches to dealing with occlusions,
which can generally be divided into two categories. Some emotion recognition studies
emphasize facial expression reconstruction and recovering techniques. The others
focus on studying occlusion impacts on recognition performance.
Expression reconstruction and recovering techniques
Some approaches attempt to minimize occlusion impact by recovering texture and/or
geometric facial features. Bourel et al. [9] proposed a new approach to facial expression
recognition with occlusions of mouth, upper face and left/right half of the face from
video frames, based on a localized representation of facial expression features and on
data fusion. For tracking and recovering facial fiducial points, an enhanced Kanade-
Lucas tracker [47] was used. Then, independent local spatio-temporal vectors are
created from geometrical relations between facial fiducial points. For classification,
local classifiers are applied; each of them is a rank-weighted KNN classifier. This
method has demonstrated to be robust to partial facial occlusions.
Bourel et al. [10] presented another technique for facial expression recognition
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robust to partial facial occlusions and noisy data from image sequences, based on
a state-based feature model of spatially-localized facial dynamics, that consists in a
scalar quantization of the temporal evolution of geometric facial features.
Towner et al. [75] described three techniques based on PCA to recover the positions
of the upper and lower facial fiducial points. The results showed that more facial
expression information is contained in the lower half of the face, being less accurately
the reconstruction of that part of the face.
Zhang et al. [87] proposed a method robust to occlusions using a Monte Carlo
algorithm for extracting a set of Gabor based templates from image data sets. Then,
template matching is applied to find the most similar features located within a space
around the extracted templates, generating features robust to occlusion, i.e., the oc-
cluded parts are covered by some of the random templates. This approach conducted
experiments on the Cohn-Kanade (CK) [35] and the Japanese Female Facial Ex-
pression (JAFFE) [50] data sets considering different occluded facial regions, e.g.,
eyes, mouth, randomized patches of different sizes, and transparent and solid glasses.
Results showed that this method is robust to eyes or mouth occlusions, achieving
accuracy rates of 95.1% (eye occlusion) and 90.80% (mouth occlusion) for CK data
set; and 80.30% (eye occlusion) and 78.40% (mouth occlusion) for JAFFE data set.
However, applying randomly occluded patches over faces in both training and testing
phases (matched strategy), this approach obtained 75.00% and 48.80% recognition
rates for CK and JAFFE databases, respectively.
Dat et al. [54] proposed a Bayesian framework in order to track facial fiducial
points under the presence of hand occlusions and head movements. This approach
was used for facial expression recognition.
There are other techniques that focus on reconstructing texture appearance fea-
tures. Mao et al. [51] proposed an approach to robust facial expression recognition.
Initially, occlusions are detected using RPCA algorithm and saliency detection. Oc-
cluded regions are filled by RPCA projection and a reweighted AdaBoost algorithm
is used for classification. This method was trained and tested on both the Beihang
University Facial Expression (BHUFE) [82] and JAFFE databases, performing ex-
periments with hand, hair and sunglasses occlusions separately, achieving accuracy
rates of 59.30%, 84.80% and 68.80%, respectively. Results showed that this method
is robust to sunglasses and hand occlusions in 5.00% and 16.00% compared to the
classic AdaBoost algorithm.
Jiang et al. [33] performed several experiments considering eye and mouth occlu-
sions separately. Occluded facial regions were reconstructed through PCA, Probabilis-
tic PCA, RPCA, Dual and ALM algorithms; then Eigenface and Fisherface algorithms
were used for feature extraction; and KNN and SVM classifiers were employed.
In [33], it was shown that RPCA algorithms gained better recognition rates than
the other methods applied, however, the accuracy rates for eye and mouth occlusions
were not superior to 76.57% and 72.73%, respectively. The facial reconstruction results
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demonstrated to be better through RPCA algorithms than the other methods.
Impact on emotion recognition performance
Works that analyze the impact and effects of occlusion types are generally based on
texture appearance features. Kotsia et al. [38] presented an analysis of partial occlu-
sion effect on facial expression recognition. It was concluded that occlusions on the
left/right side of the face did not affect recognition rates, i.e., that both regions con-
tained less discriminant information for facial expression recognition. Furthermore,
mouth occlusion caused a higher decrease in facial expression recognition performance
than eye occlusion, because mouth occlusion affected more the emotions of anger, fear,
happiness and sadness, whereas eye occlusion affected disgust and surprise. Experi-
ments were conducted on Cohn-Kanade [35] and JAFFE [50] databases using Gabor
wavelets and DNMF algorithm for feature extraction and SVM classifier.
Zhang et al. [87], as mentioned previously, also performed an analysis of the oc-
clusion effects for both matched and mis-matched training and test strategies.
In [87], the proposed methodology did not learn very well the sample patterns
to reduce the effect of randomized patch occlusion, which followed the mis-matched
strategy, i.e., using non-occluded images for training and partial occluded images
for testing. Thus, recognition rates were worse than following the matched strategy.
Furthermore, it was concluded that occluded facial expression recognition performance
depends on the occluded region size. It was recommended to use the same type of
occlusions during training phase as that expected to be present in tested samples.
Moore et al. [52] presented an analysis of the effects of head poses and multi-view
on facial expression recognition through variations of LBP and LGBP for feature
extraction. Experiments conducted on the BU3DFE [84] database showed that frontal
view was optimal for facial expression recognition. However, some emotions, such as
sadness and anger, performed better at non-frontal views.
Some relevant results available in the literature will be presented in Chapter 4
and are summarized in Table 4.9. These results correspond to accuracy rates for
non-occluded and occluded facial expression recognition.
Chapter 3
Methodology
The proposed methodology for facial expression recognition with occlusions is de-
scribed in this chapter. First, we performed several experiments following existing
approaches for non-occluded image datasets. Hence, for occluded image datasets, we
tried to reproduce experiments following strategies that allowed achieving high recog-
nition accuracy rates for non-occluded datasets. Those experiments involved using
different facial reconstruction parameters and algorithms; distinct facial fiducial point
sets; different feature extraction techniques, e.g., Gabor wavelets, Local Binary Pat-
terns, Histogram of Oriented Gradients, geometric representation; distinct recognition
methods. Therefore, it was followed an empirical research to state the proposed ap-
proach. The main steps of the method are illustrated in Figure 3.1 and detailed as
follows.
3.1 Preprocessing
The image preprocessing stage is crucial to the expression recognition task, whose
main purpose is to generate randomized occluded facial expression images with aligned
faces, as well as uniform size and shape. This stage is primordial toward the success
of facial expression recognition.
Initially, we perform an automatic fiducial point detection over all facial expression
image sets through Chehra Face and Eyes Tracking Software [5], which is a fully
automatic system that tracks 49 facial landmark points and 10 eye fiducial points.
Then, we extract the eye coordinate features. On the basis of the previous steps,
suppose there are two points, (x1, y1) and (x2, y2), representing the left eye and right
eye coordinates, respectively, as shown in Figure 3.2. We can assume there is an angle
α denoting the face inclination angle, defined as
α = arctan
(
dy
dx
)
(3.1)
where dy = y2 − y1 and dx = x2 − x1. Therefore, each facial expression image is
rotated based on this equation, obtaining an aligned image as shown in Figure 3.3.
16
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Figure 3.1: Diagram of the facial expression recognition methodology.
Figure 3.2: Representation of the left eye and right eye coordinates.
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(a) (b) (c)
Figure 3.3: (a) Original image from Cohn-Kanade database; (b) aligned image; (c)
cropped image.
From each image data set, we scale all images proportionally to the minimum
distance between eye coordinates. Facial expression regions are cropped through a
proper rectangle. Color images are converted into grayscale images. Finally, random-
ized black rectangles are applied over different facial expression regions, including left
eye, right eye, two eyes, bottom left side of the face, bottom right side of the face or
bottom side of the face, as illustrated in Figure 3.4, to simulate occlusions.
Figure 3.4: Cropped images without occlusions and cropped images with occluded
facial regions, from the Cohn-Kanade database.
3.2 Facial Expression Reconstruction
For facial expression reconstruction, initially we divide each preprocessed facial ex-
pression image set into training and testing sets. PCA is widely used as a tool for
reducing high-dimensional feature subspaces. However, PCA does not work well with
grossly corrupted observations, such as variations of facial expressions, occluded faces,
image noise, illumination problems, etc.
As suggested in [33] and [51], we decide to use RPCA [28, 42] for reconstructing
occluded facial expressions to obtain a better facial expression recognition accuracy
rate. This approach is an extension of the classical PCA and has demonstrated to be
robust to outliers and missing data.
By conducting several experiments on the training set, we decide to work with the
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(a) (b) (c) (d) (e)
Figure 3.5: (a) Cropped images without occlusions from the MUG database; (b) faces
with occluded regions; (c) reconstructed faces; (d) filling the occluded facial regions
from (c); (e) facial fiducial points detected.
RPCA via the Dual algorithm, using 150 iterations and a parameter regularization
λ [30] selected as follows
λ = 1√
max (m,n)
(3.2)
where m and n are the dimensions of a matrix D (Equation 2.3). This parameter
regularization value was found appropriate to solve this problem. It allows finding a
balance between the sparse and low-rank components. The facial occlusion separation
will be determined by this parameter value. Regarding to the iteration number, this
value allowed obtaining better recovery results of low-rank and sparse components.
Following the facial expression reconstruction procedure, all images of testing set
are projected onto the space created by RPCA. Thereby, we fill all occluded facial
expression regions with the reconstructed faces from both training and testing sets.
Furthermore, contrast-limit adaptive histogram equalization (CLAHE) [95] is ap-
plied over the reconstructed facial expressions regions in order to enhance sharpness
and contrast levels of images. This helps to improve the precision of the facial fiducial
point detection and accuracy of the occluded facial expression recognition. Figure 3.5
illustrates the process.
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3.3 Facial Feature Extraction
Four feature extraction methods - Geometric representation, Gabor Filters, Local
Binary Patterns (LBP) and Histogram of Oriented Gradients (HOG) - are used for
occluded facial expression recognition. Before starting feature extraction, facial fidu-
cial point detection is performed.
As suggested in [65], the geometric representation uses eight 2D facial fiducial
points: two points for the middle of the eyebrows (1-2); two points for eye’s inner
corner (3-4); and four points for the left, right, superior and inferior border of the
mouth (5-8). Figure 3.6 shows the localization of the eight facial points.
(a)
6 7
3 4
1 2
d2
d1
5
8
d4
d5d3
d6
(b)
Figure 3.6: (a) Eight 2D facial fiducial points detected of a cropped image from the
Cohn-Kanade database; (b) the six distances calculated from the eight selected facial
points. Adapted from [65].
We calculated the mean µ and standard deviation σ of the set of facial selected
points per each class. Each x- and y-coordinates are projected to a [0, 1] interval,
considering the upper left corner as the origin. These points form a feature vector of
length 16. This feature vector is normalized as follows
f ′l =
[(fi − µi)/2σi] + 1
2 i = 1, . . . , 16 (3.3)
where f ′l is the normalization form of fi, the ith feature across the training data [65].
The geometric representation helps to describe the position of the facial points to
each other. Thereby, six distances are calculated from the selected points, as shown in
Figure 3.6 (b). These distances are normalized according to face width. For further
consideration, the two distances d1 and d2 are the average values of the mirrored
distances of each side of the face. The two distances d5 and d6 are calculated using
the intersection point of the line between the points of the superior and inferior borders
of the mouth, and the line between the left and right corner of the mouth. Hence, the
set of selected points and distances calculated form a vector of 22 features.
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The Gabor wavelet filters are employed to convolve 22 facial expression regions of
15×15 pixels. These regions are located around 22 facial fiducial points: six points for
the corners and middle of the eyebrows (1-6); eight points for the corners and middle
of the borders of the eyes (7-14); four points for the superior and inferior side of the
nose (15-18); and four points for the left, right, superior and inferior border of the
mouth (19-22).
Figure 3.7(a) shows the location of these 22 points. After executing several
experiments with different Gabor wavelet parameters, we select to work with a
20 Gabor wavelet kernel set, using 5 scales (v = {0, 1, 2, 3, 4}) and 4 orientations
(µ = {1, 2, 3, 4}), with σ = kmax = pi, and f =
√
2.
From each convolved region, we divide it into 9 (= 3×3) blocks of 5×5 pixels, as
shown in Figure 3.7(d). From each of these equivalent blocks, we extracted the mean
and standard deviation. These two measures are concatenated to form the feature
vector. Hence, the generated feature vector has a length of 7920 (= 2×9×20×22).
The entire process is shown in Figure 3.7.
(a) (b) (c) (d)
Figure 3.7: (a) 22 facial fiducial points of a cropped image from the MUG database;
(b) the 20 convolution results of Gabor filters of the region around the location of the
outer corner of the eyebrow; (c) the convolution results at orientation µ and scale v;
(d) the convolution result is divided into 9 subblocks.
LBP is applied over the entire facial expression image for extracting the LBP
code from each pixel. After generating an LBP labeled image and performing several
experiments, we decide to divide the facial expression image into 63 (= 7×9) regions,
as shown in Figure 3.8.
From each facial expression region, we extracted LBP histograms and concatenated
all of them into one with length of 16128 (= 256×63). The generated LBP histograms
describe local texture and global shape information of the facial expression image. The
entire process is shown in Figure 3.8.
As suggested in [6], we extract HOG features using the following optimal parameter
set: block size (bs) = 2 × 2, cell size (cs) = 8 × 8, block overlap (bo) = 1 × 1, bin
number (bn) = 9, and block normalization (bn) = L2. The HOG feature vector
encodes local shape information from regions within an image. The length N of the
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(a) (b) (c)
Figure 3.8: (a) Cropped image from JAFFE database; (b) LBP image from (a); (c)
LBP image is divided into 63 regions.
feature vector for an image I is expressed as
N = bpi ∗ bs ∗ bn (3.4)
bpi = ((size(I)/cs)− bs)/((bs− bo) + 1) (3.5)
where size(.) is the matrix dimension. Figure 3.9 illustrates this process.
(a) (b)
Figure 3.9: (a) Reconstructed image with occlusion from Cohn-Kanade database; (b)
visualization of the HOG features extracted from (a).
It has proven for several computational problems that recognition accuracy rates
can be higher by performing a combination of feature descriptors [89]. After obtaining
the texture and geometric features, the combined feature vector is formed by the
22 dimensional geometric feature vector and M dimensional texture feature vector,
which is a concatenation of Gabor wavelets, Local Binary Patterns and/or Histogram
of Oriented Gradients features. Each feature is normalized through z-score technique.
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3.4 Feature Reduction
Once the feature vector is obtained, it is simplified by applying feature dimensionality
reduction techniques [34, 58]. This process modifies the data representation, such
that the new set of features presents a smaller number of dimensions compared to the
original representation, while maintaining the most representative features.
For feature reduction, we consider two approaches: PCA and PCA+LDA. First,
PCA is applied to each feature vector set - geometric, Gabor, LBP and HOG - inde-
pendently, obtaining principal (feature) vectors. Similarly, PCA is applied over the
combination of geometric and texture feature vectors. Additionally, LDA is employed
over the PCA reduced feature vectors, generating new reduced feature spaces.
3.5 Classification
For occluded and non-occluded facial expression recognition, we used SVM and KNN
classification techniques for comparing the recognition rates. This process requires
stages for training and testing, such that we selected 80% of image data for training
and the remaining 20% for testing.
We established estimation models based on SVM and KNN, which are trained from
the reduced training feature vectors. Thus, using reduced testing feature vectors, we
performed SVM and KNN multiclass classification based on the trained SVM and
KNN models. Afterwards, we obtain the recognition results to assess the accuracy.
Along this process, we used different feature combination sets, considering geomet-
ric, Gabor, LBP and HOG features, as shown in Figure 3.10, whose dimensionality
was reduced before the training and testing stages.
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Figure 3.10: Diagram of feature combination sets.
Chapter 4
Experimental Results
To evaluate the proposed methodology, we implemented a program using MATLAB
and OpenCV library to perform image preprocessing, facial reconstruction and feature
extraction. We also implemented a program to execute feature reduction and clas-
sification using R language. For facial fiducial point detection, we used the Chehra
Face and Eyes Tracking Software [5], which provides libraries written in MATLAB
for non-commercial and academic purposes.
We conducted experiments on three facial expression data sets: the Cohn-Kanade
(CK+) [48] data set, the Japanese Female Facial Expression (JAFFE) [50] data set
and the Multimedia Understanding Group (MUG) Facial Expression data set [1].
The CK [35] data set is available in two versions, such that we used the second
one (CK+). The difference between these two versions is that the second one contains
posed and non-posed (spontaneous) expressions and different metadata types. The
CK+ data set consists of 593 sequences of labeled face images from 123 subjects,
categorized into one of seven facial expressions: anger, contempt, disgust, fear, happy,
sadness and surprise. Each image sequence incorporates the onset with a neutral
facial expression to peak a facial expression. The CK+ is a comprehensive set that
also includes some metadata, such as 68 facial fiducial points [48]. Figure 4.1 shows
some samples from CK+ data set.
(a) (b) (c)
Figure 4.1: Images from Cohn-Kanade database. (a) surprise; (b) sadness; (c) happy.
The JAFFE data set is composed of 213 images performed by 10 Japanese female
25
26
models, labeled as one of seven facial expressions: anger, disgust, fear, happiness,
neutral, sadness and surprise [50]. Figure 4.2 displays some samples from JAFFE
data set.
(a) (b) (c)
Figure 4.2: Images from JAFFE database. (a) fear; (b) disgust; (c) surprise.
The MUG data set is an image sequence collection of 86 subjects performing seven
facial expressions as the JAFFE database, without occlusions. The MUG database
also offers 80 facial landmarks [1]. Some samples from the MUG database are shown
in Figure 4.3.
(a) (b) (c)
Figure 4.3: Images from MUG database. (a) neutral facial expression; (b) happy; (c)
anger.
For each of the three data sets, we randomly select 80% of samples of each class for
the training set and the remaining 20% for the testing set. Then, 50% of the training
set samples of each class are occluded and a similar procedure is performed to the
testing set. We set 20 different randomized collections of occluded and non-occluded
data to conduct experiments on each data set.
From each occluded and non-occluded image collection, we perform experiments
using Gabor Filters, Local Binary Patterns (LBP) and Histogram of Oriented Gra-
dients (HOG) through four methods: PCA+KNN, PCA+LDA+KNN, PCA+SVM
27
and PCA+LDA+SVM. For non-occluded experiments, the results are plotted in Fig-
ures 4.4, 4.5 and 4.6, whose values represent the average facial expression recognition
accuracy, after executing 20 experiments with both randomized training and test-
ing collections. For occluded experiments, the results are plotted in Figures 4.7, 4.8
and 4.9.
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Figure 4.4: Average accuracy, in percentage, for non-occluded images using Gabor
filters, LBP and HOG operator for CK+ data set.
In Figure 4.4, from Cohn-Kanade (CK+) database, average accuracies for non-
occluded images are shown. It can be observed that using a Gabor representation
and a PCA+LDA+SVM method allowed to achieve the best accuracy rate among
the other texture descriptors and recognition methods. Using LBP operator and
PCA+KNN method was the worst recognition strategy, reaching the lowest accu-
racy rate. It can also be seen that the other descriptors reached recognition rates
superior to 90%. In the majority of cases, the best results were obtained through
Gabor wavelets and PCA+LDA, whereas the worst accuracy rates were achieved us-
ing PCA+KNN. The classification results obtained through K-NN and SVM depend
on different parameters, such as number of samples per class, feature length and
experimental setup.
In Figure 4.5, the average accuracies for JAFFE data set are also displayed. HOG
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Figure 4.5: Average accuracy, in percentage, for non-occluded images using Gabor
filters, LBP and HOG operator for JAFFE data set.
operator was slightly superior to Gabor representation, with a difference of less than
1%. The majority of achieved results are analogous to CK+ results, where PCA+LDA
recognition method is the best one.
In Figure 4.6, the results are analogous to CK+ accuracy rates. In general, Gabor
representation and PCA+LDA showed to be robust to non-occluded images and were
slightly better than among the other features, except for the JAFFE database, where
HOG is slightly superior. Complete recognition results for non-occluded images are
presented in Table 4.1.
In Figure 4.7, they are shown average accuracies for occluded images from the CK+
data set. HOG and LBP operators and PCA+LDA method reached the best recog-
nition rates, close to 88%. The Gabor representation through PCA+LDA achieved
an accuracy rate of almost 84%, which was the worst descriptor among other texture
descriptors. The lowest rate was reached by LBP operator and PCA+KNN.
In Figure 4.8, average accuracies for JAFFE database are displayed. In this case,
HOG operator and PCA+LDA allowed achieving the highest accuracy. This time,
LBP operator and Gabor representation reached closer accuracy rates.
In Figure 4.9, the results are analogous to CK+ accuracy rates, with HOG and
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Figure 4.6: Average accuracy, in percentage, for non-occluded images using Gabor
filters, LBP and HOG operator for MUG data set.
LBP operators and PCA+LDA robust to occluded images. Complete recognition
results for occluded images are presented in Table 4.2.
From the experiments on both occluded and non-occluded collections, we can
observe that the PCA+LDA approach achieves higher accuracy rate than just using
PCA. Furthermore, it is possible to see that, in some cases, there is no significant
difference between the non-occluded and occluded facial expression recognition rates
using LBP and HOG features. However, when using Gabor filters, there is a difference
of approximately 10% between the recognition rates of non-occluded and occluded
collections due to the difficulty in recovering the occlusion images.
High non-occluded facial expression recognition accuracy rates using Gabor filters
were achieved due to an accurate fiducial point detection. On the other hand, the
results achieved through HOG features for non-occluded and occluded collections were
competitive since there was not much image background suppression. This allowed to
encode local information, such as shape. Moreover, facial reconstruction for occluded
sets influenced positively the occluded accuracy rate. It is also important to mention
that the results achieved with LBP features are due to the use of PCA approach that
allows to select the most relevant features, instead of assigning different weights to
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Figure 4.7: Average accuracy, in percentage, for occluded images using Gabor filters,
LBP and HOG operator for CK+ data set.
each LBP sub-region.
Table 4.1: Average accuracy, in percentage, for non-occluded images using Gabor
filters, LBP and HOG for each data set.
Recognition Method CK+ JAFFE MUG
Gabor LBP HOG Gabor LBP HOG Gabor LBP HOG
PCA + KNN 59.71 43.74 64.63 86.20 64.41 83.10 79.06 79.69 80.89
PCA + LDA + KNN 92.76 92.62 90.45 95.36 93.00 96.43 91.84 91.40 91.02
PCA + SVM 86.12 77.17 83.36 93.21 84.18 92.74 85.95 85.70 85.26
PCA + LDA + SVM 94.03 92.84 91.20 95.12 92.50 95.60 91.33 90.07 89.12
Other experiments were performed using Gabor wavelets with different parameter
sets. The average recognition accuracy rates of some of them are shown in Tables 4.3
and 4.4. The first parameter set consists of 22 facial fiducial points with 20 Gabor
filters, the second one uses 22 fiducial points with 40 Gabor filters, and the third
employs 17 fiducial points and 20 Gabor filters. Figure 4.10(a) shows the location of
these 22 facial fiducial points: six points for the corners and middle of the eyebrows
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Figure 4.8: Average accuracy, in percentage, for occluded images using Gabor filters,
LBP and HOG operator for JAFFE data set.
Table 4.2: Average accuracy, in percentage, for occluded images using Gabor wavelets,
LBP and HOG for each data set.
Recognition Method CK+ JAFFE MUG
Gabor LBP HOG Gabor LBP HOG Gabor LBP HOG
PCA + KNN 50.17 42.06 61.57 48.58 45.84 60.01 55.76 58.93 63.04
PCA + LDA + KNN 84.63 88.06 88.29 82.51 83.10 89.05 81.21 85.39 85.15
PCA + SVM 76.87 75.01 80.38 73.48 70.60 79.30 67.76 77.98 77.66
PCA + LDA + SVM 85.68 88.44 88.74 82.86 81.44 88.46 81.02 84.00 84.18
(1-6); eight points for the corners and middle of the borders of the eyes (7-14); four
points for the superior and inferior side of the nose (15-18); and four points for the
left, right, superior and inferior border of the mouth (19-22). Figure 4.10(b) shows the
location of these 17 facial fiducial points: four points for the corners of the eyebrows
(1-4); eight points for the corners and middle of the borders of the eyes (5-12); one
point for the superior side of the nose (13); and four points for the left, right, superior
and inferior border of the mouth (14-17).
From Tables 4.3 and 4.4, we can notice that the Gabor parameter set with 22 facial
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Figure 4.9: Average accuracy, in percentage, for occluded images using Gabor filters,
LBP and HOG operator for MUG data set.
(a) (b)
Figure 4.10: (a) 22 facial fiducial points of a cropped image from the Cohn-Kanade
(CK+) database; (b) 17 facial fiducial points of (a).
fiducial points and 20 filters is generally much better than the others, except for the
non-occluded image collection from the CK+ data set, where the Gabor parameter
set with with 22 facial fiducial points and 40 filters is slightly better. It is important
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Table 4.3: Average accuracy, in percentage, for non-occluded images using Gabor
wavelets with different parameter sets for each data set.
Recognition Method CK+ JAFFE MUG
# Fiducial Points 22 22 17 22 22 17 22 22 17
# Gabor Filter 20 40 20 20 40 20 20 40 20
PCA + KNN 59.71 56.42 64.57 86.20 87.74 86.07 79.06 78.80 79.25
PCA + LDA + KNN 92.76 93.21 92.54 95.36 95.12 93.34 91.84 91.65 92.09
PCA + SVM 86.12 86.27 86.12 93.21 94.05 91.44 85.95 86.21 86.65
PCA + LDA + SVM 94.03 94.34 92.69 95.12 94.76 93.22 91.33 92.29 91.53
Table 4.4: Average accuracy, in percentage, for occluded images using Gabor wavelets
with different parameter sets for each data set.
Recognition Method CK+ JAFFE MUG
# Fiducial Points 22 22 17 22 22 17 22 22 17
# Gabor Filter 20 40 20 20 40 20 20 40 20
PCA + KNN 50.17 50.51 53.21 48.58 53.22 50.84 55.76 48.67 50.83
PCA + LDA + KNN 84.63 84.06 84.18 82.51 82.39 79.77 81.21 78.04 77.09
PCA + SVM 76.87 76.98 76.57 76.87 74.94 72.39 67.76 69.10 69.88
PCA + LDA + SVM 85.68 84.86 85.00 85.68 80.84 77.75 81.02 77.60 76.52
to notice that these 22 facial fiducial points together were more informative than 17
facial points. The difference between these two facial point sets is that the first one
considers the middle points of the eyebrows and the inferior points of the nose. Hence,
these different points were very discriminative, achieving better recognition rates.
In a similar manner, we conducted experiments using all the same data collections,
but now extracting the geometric features [15]. For each data set, the results are
plotted in Figures 4.11, 4.12 and 4.13, whose values denote the average recognition
accuracy rate from performing 20 experiments.
Figure 4.11 shows average accuracies for non-occluded and occluded images from
the CK+ data set, where PCA+LDA+KNN and LDA+KNN are the best recognition
methods. We can see that an accuracy rate of non-occluded collections is slightly
better, less than 1%, than among occluded image collections using the geometric
representation. On the other hand, the worst recognition method was PCA+KNN.
In Figures 4.12 and 4.13, the cases are analogous to the CK+ database.
Furthermore, we can observe that the geometric representation reaches higher
facial expression recognition accuracy among occluded and non-occluded image col-
lections compared with other feature types applied. From Tables 4.5 and 4.6, we can
see the complete results.
We also conduct experiments with distinct feature combinations: geomet-
ric+Gabor, geometric+LBP, geometric+HOG, geometric+Gabor+LBP+HOG and
Gabor+LBP+HOG. For each experiment, we normalize the resulting feature space
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Figure 4.11: Average accuracy, in percentage, for non-occluded and occluded images
using a geometric representation for CK+ database.
Table 4.5: Average accuracy, in percentage, for non-occluded images using a geometric
representation for each data set.
Recognition Method CK+ JAFFE MUG
PCA + K-NN 36.20 43.93 61.16
PCA + LDA + K-NN 99.78 99.17 99.94
PCA + SVM 95.75 93.34 93.80
PCA + LDA + SVM 97.47 96.91 99.24
LDA + K-NN 99.78 99.17 99.94
Table 4.6: Average accuracy, in percentage, for occluded images using a geometric
representation for each data set.
Recognition Method CK+ JAFFE MUG
PCA + K-NN 36.65 32.62 43.49
PCA + LDA + K-NN 98.73 98.21 99.43
PCA + SVM 95.30 88.69 92.92
PCA + LDA + SVM 97.47 95.95 98.67
LDA + K-NN 98.73 98.21 99.43
vector by Z-score. The results are shown in Tables 4.7 and 4.8.
From Tables 4.7 and 4.8, we can observe that the obtained results do not con-
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Figure 4.12: Average accuracy, in percentage, for non-occluded and occluded images
using a geometric representation for JAFFE database.
Table 4.7: Accuracy rates, in percentage, for non-occluded images using geometric
and texture feature combinations for each data set.
Data Set Recognition Method Geometric Geometric Geometric Geometric Gabor
+ Gabor + LBP + HOG + Gabor + LBP
+ LBP + HOG
+ HOG
CK+
PCA + KNN 59.11 55.60 64.27 63.60 63.67
PCA + LDA + KNN 93.51 85.38 91.80 94.33 94.26
PCA + SVM 85.08 74.93 82.24 83.66 83.59
PCA + LDA + SVM 93.36 85.83 82.24 92.92 94.84
JAFFE
PCA + KNN 89.05 50.00 88.00 87.74 87.74
PCA + LDA + KNN 97.38 56.00 97.00 94.17 94.41
PCA + SVM 89.65 45.73 88.34 81.32 81.32
PCA + LDA + SVM 96.07 60.72 96.07 96.55 96.55
MUG
PCA + KNN 79.82 65.77 81.00 79.50 80.95
PCA + LDA + KNN 91.97 77.67 91.30 89.50 89.00
PCA + SVM 84.37 74.70 84.12 83.23 83.80
PCA + LDA + SVM 91.65 80.01 89.70 89.00 89.00
tribute to a significant improvement in terms of recognition accuracy rate compared
36
61.16	  
99.94	  
93.8	  
99.24	   99.94	  
43.49	  
99.43	  
92.92	  
98.67	   99.43	  
40	  
45	  
50	  
55	  
60	  
65	  
70	  
75	  
80	  
85	  
90	  
95	  
100	  
PCA	  +	  KNN	   PCA	  +	  LDA	  +	  KNN	   PCA	  +	  SVM	   PCA	  +	  LDA	  +	  SVM	   LDA	  +	  KNN	  
Av
er
ag
e	  
ac
cu
ra
cy
	  (%
)	  
Recogni2on	  Methods	  
Accuracy	  rates	  for	  non-­‐occluded	  and	  occluded	  images	  
using	  a	  geometric	  representa2on	  for	  MUG	  data	  set	  
Non-­‐Occlusion	  
Occlusion	  
Figure 4.13: Average accuracy, in percentage, for non-occluded and occluded images
using a geometric representation for MUG database.
Table 4.8: Accuracy rates, in percentage, for occluded images using geometric and
texture feature combinations for each data set.
Data Set Recognition Method Geometric Geometric Geometric Geometric Gabor
+ Gabor + LBP + HOG + Gabor + LBP
+ LBP + HOG
+ HOG
CK+
PCA + KNN 49.41 52.70 62.02 49.41 57.84
PCA + LDA + KNN 85.83 79.33 89.00 85.83 90.00
PCA + SVM 75.75 69.71 79.63 75.75 78.30
PCA + LDA + SVM 85.60 82.09 88.67 85.06 88.51
JAFFE
PCA + KNN 49.41 38.58 63.94 53.34 53.34
PCA + LDA + KNN 84.10 50.48 89.17 83.46 83.82
PCA + SVM 72.27 42.51 78.82 68.10 67.86
PCA + LDA + SVM 83.22 56.80 89.53 86.20 86.43
MUG
PCA + KNN 50.01 48.11 65.81 55.77 55.95
PCA + LDA + KNN 80.64 71.40 85.45 84.70 84.50
PCA + SVM 69.18 64.82 75.77 74.20 74.00
PCA + LDA + SVM 79.10 75.45 84.10 83.61 83.36
to the previous achieved results. From Table 4.7, we can observe that there is no a
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generally suitable and stable recognition method and feature combination for non-
occluded images. The geometric features were not too powerful and discriminative
when combined with other texture features. In Table 4.8, in the majority of cases, a
Geometric+HOG representation showed to achieve higher accuracy rates among the
other methods. However, just for CK+ data set, using a feature combination of Ga-
bor+LBP+HOG for occluded images, it was possible to slightly improve the results
compared to results obtained with other texture features, reaching a recognition rate
of 90%.
From our experiments with occlusions, it is important to state that RPCA is al-
ways applied to facial reconstruction independently of the evaluated feature reduction
and classification methods. Several experiments with different RPCA algorithms and
number of iterations were conducted in order to obtain a better facial reconstruction
result for our both training and testing image sets.
Some facial reconstruction results are shown in Figure 4.14. Figure 4.14(a) shows
the original image. From top to bottom images in Figure 4.14, we can see mouth oc-
clusion images in the first row and the reconstructed images after performing RPCA
algorithms in the second row. Starting from left to right, dual algorithm with 150
iterations, dual algorithm using 90 iterations, exact Augmented Lagrange Multiplier
(ALM) [42] and inexact Augmented Lagrange Multiplier (ALM) [42] algorithm are
used. The two latter algorithms were executed until convergence. All these exper-
iments were performed using the same λ (Equation 3.2). The facial reconstruction
results of occluded images are in the second last row, whereas facial fiducial point
detection results, in the last row.
We can observe that the dual algorithm using 150 iterations has a much better
effect, allowing an occluded facial expression reconstruction very similar to the orig-
inal facial expression. The effect of this choice allows a better facial fiducial points
detection accuracy. It also allows to improve facial feature recovery. Furthermore, we
can see that the last two ALM algorithms did not provide accurate facial expression
reconstruction results.
We compared our methods to others available in the literature that apply random
partial occlusions over the faces for both training and testing phases. Table 4.9 shows
the comparison results. There are few similar works that consider occlusions on the
training stage, then it can be seen that the proposed method - Geometric+LDA+KNN
- obtains the best results for CK+ and JAFFE data sets, not only for occluded images,
even for non-occluded images. Table 4.9 is sorted in descending order by occluded
recognition accuracy rate.
For non-occluded facial expression recognition, a comparison between the best
recognition rate achieved by our proposed method and some previous works on the
tested data sets - CK+, JAFFE and MUG - is shown in Table 4.10. Although these
results are not directly comparable to our method due to different validation methods,
number of classes, among others, it can be observed that our method is superior and
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(a)
(b) (c) (d) (e)
Figure 4.14: Reconstructed images and recovered images. (a) Cropped image from
the Cohn-Kanade (CK+) data set without occlusions; (b) Dual algorithm with 150
iterations; (c) Dual algorithm with 90 iterations; (d) exact ALM algorithm; (e) inexact
ALM algorithm.
effective than the others.
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Table 4.9: Accuracy rates, in percentage, for non-occluded images and for comparable
methods that work with random partial occlusions on the faces in both training and
testing phases.
Data Set Reference Strategy Classes Non-Occlusion Occlusion
CK+
Ours Geometric+LDA+KNN 7 99.78 98.73
Ours HOG+PCA+LDA+SVM 7 91.20 88.74
Ours LBP+PCA+LDA+SVM 7 92.62 88.44
Ours Gabor+PCA+LDA+SVM 7 94.03 85.68
Liu et al. [45] Maximum Likelihood Estima-
tion Sparse Representation
7 94.29 85.24
JAFFE
Ours Geometric+LDA+KNN 7 99.17 98.21
Ours HOG+PCA+LDA+KNN 7 96.43 89.05
Liu et al. [45] Maximum Likelihood Estima-
tion Sparse Representation
7 93.42 86.73
Ours LBP+PCA+LDA+KNN 7 93.00 83.10
Ours Gabor+PCA+LDA+SVM 7 95.12 82.86
Zhang et al. [87] Gabor template and SVM 7 81.20 48.80
MUG
Ours Geometric+LDA+KNN 7 99.94 99.43
Ours LBP+PCA+LDA+KNN 7 91.40 85.39
Ours HOG+PCA+LDA+KNN 7 91.02 85.15
Ours Gabor+PCA+LDA+KNN 7 91.84 81.21
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Chapter 5
Conclusions and Future Work
This work described and evaluated an emotion recognition method based on facial
expressions robust to occlusions. The facial reconstruction was performed by Robust
Principal Component Analysis (RPCA), allowing to obtain a better accuracy for facial
fiducial point detection.
Experiments conducted on different data sets demonstrated that geometric rep-
resentation for facial expression recognition can achieve robustness to occluded and
non-occluded faces. A normalized geometric representation for facial expression recog-
nition showed to be independent on gender, race and age. The achieved recognition
accuracy rate is competitive or even superior when compared to other methods avail-
able in the literature.
Different features were applied over the reconstructed facial expression images and
the resulting feature vector was reduced through a number of techniques, providing
high accuracy rates for facial expression recognition. Thus, discriminant feature se-
lection techniques, such as PCA and LDA, can contribute to significantly increase the
recognition accuracy.
Among the tested texture feature descriptors, Gabor wavelet filters provided better
results for non-occluded images, whereas LBP and HOG features provided higher
accuracy for occluded images. The generation of feature vectors and training of our
classifiers did not demand high computational requirements. For the Gabor filters,
for instance, we only convolved small regions around few facial fiducial points.
Based on the obtained results, for the development of an emotion recognition sys-
tem robust to occlusions, we recommend to perform a facial expression reconstruction
using the Dual approach based on RPCA algorithm. Also, it is suggested to use a ge-
ometric representation followed by PCA and LDA techniques in order to achieve high
recognition accuracy rates. It is important to consider facial occlusions during both
training and testing phases. Particularly for facial reconstruction, it is necessary to
execute the algorithm over a training image set, preferably containing an equivalent
number of occluded and non-occluded faces to provide better facial reconstruction
results. Those results could be improved if real occlusions were employed. On the
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other hand, the emotion recognition rates could be decreased if more spontaneous fa-
cial expressions were used during the training phase, because some emotions could be
mistaken, for instance, the surprise emotion is often confused with fear or sadness [21].
As directions for future work, we intend to investigate new facial fiducial point
sets, the use of different features, better facial reconstruction parameters, as well as
the research in facial reconstruction algorithm improvements. Additionally, we plan to
conduct experiments using dynamic and static geometric features for facial expression
recognition in video scenes.
Finally, we intend to perform experiments by considering real facial occlusions,
e.g., sunglasses, scarves, facial hair, caps and beard, to be sure that the proposed
method is robust in real scenes. In addition, we need to explore and acquire non-
posed (spontaneous) facial expression image data sets to further evaluate the proposed
methodology. Therefore, we also consider important the development of an automatic
facial occlusion detector.
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