Abstract-Given an image and an aligned depth map of an object, our goal is to estimate the full 7-dimensional gripper configuration-its 3D location, 3D orientation and the gripper opening width. Recently, learning algorithms have been successfully applied to grasp novel objects-ones not seen by the robot before. While these approaches use low-dimensional representations such as a 'grasping point' or a 'pair of points' that are perhaps easier to learn, they only partly represent the gripper configuration and hence are sub-optimal.
I. INTRODUCTION
In this paper, we consider the task of grasping novel objects, given its image and aligned depth map. Our goal is to estimate the gripper configuration (i.e., the 3D location, 3D orientation and gripper opening width) at the final location when the robot is about to close the gripper. Recently, several learning algorithms [1] [2] [3] have shown promise in handling incomplete and noisy data, variations in the environment, as well as grasping novel objects. It is not clear, however, what the output of such learning algorithms should be-in this paper we discuss this issue, propose a new representation for grasping, and present a fast and efficient learning algorithm to learn this representation.
In a learning setting for grasping, the problem is formulated as: given image/range data, predict a 'representation' of the gripper configuration. Typically, this representation is a low-dimensional projection of the full gripper configuration (which is up to 7-dimensional for a two-fingered gripper) at the final grasping stage. Several representations have been proposed: Saxena et al. [1] proposed to use a 2D 'grasping point' for this representation. Le et al. [3] used a pair of points as their representation. These representations suffer from the problem that they are not a faithful representation of the 7-dimensional configuration, so learning is used to predict a part of the configuration while other dimensions are left to be estimated separately.
Our new representation of the 7-dimensional grasping configuration (that takes into account the location, orientation and gripper opening width) is an oriented rectangle ( Fig. 1 ) from which the 7-dimensional gripper configuration can be obtained. This rectangle, which we call a 'grasping rectangle', actually represents a 'set' of grasping configurations. We describe this representation and its benefits in Section III. However, finding the best grasp with this representation is computationally expensive because the number of possible rectangles is quite large.
We therefore present a two-step learning algorithm to efficiently learn this representation. First, we describe a certain class of features that makes the inference in the learning algorithm fast. Second, we describe certain advanced features that are significantly more accurate but take more time to compute. Each step is learned using the SVM ranking algorithm [5] . With the top results from the first step, we then run a second classifier in a cascade that is more accurate (but slower) in order to find the top choice. Using the point cloud, we convert this representation to the full 7-dimensional gripper configuration and execute the grasp.
Our results show that our representation is a better encoding for grasping configurations as compared to the previous 'grasping point' representation. In extensive experiments using an industrial arm (that lacks any kind of haptic or force feedback), our method successfully picks up a wide variety of objects (window wipers, wire strippers, shoes, etc.) even from categories not seen by the robot before.
II. RELATED WORK Most previous work in robotic grasping requires full knowledge of 2D or 3D models of objects. Based on this precise information, methods such as ones based on forceclosure [6, 7] and form-closure [8] focus on designing control and planning algorithms to achieve successful and stable grasps. We refer the reader to [9] [10] [11] for a more general survey of past work in robotic grasping.
In real-world grasping, the full 3D shape of the object is hard to perceive. Some early work considers only objects of simple shapes to address this problem. For example, Miller et al. [12] used heuristic rules to generate and evaluate grasps for three-fingered hands by assuming that the objects are made of basic shapes such as spheres, boxes, cones and cylinders, each with pre-computed grasp primitives. Other methods focus on grasping 2D planar objects using edges and contours to determine form and force closure. Piater [13] estimated 2D hand orientation using K-means clustering for simple objects (specifically: squares, triangles and round "blocks"). Morales et al. [14] calculated 2D positions of three-fingered grasps from 2D object contours based on feasibility and force-closure criteria. Bowers and Lumia [15] also considered grasping planar objects by classifying them into a few basic shapes, and then used pre-scripted rules based on fuzzy logic to predict the grasp. Pelossof et al. [16] used support vector machines to estimate the quality of a grasp given a number of features based on spin images; however this work was done in simulation and it is not clear how it would apply to real-world grasping.
Hsiao et al. [17, 18] used partially observable Markov decision processes to choose optimal control policies for grasps, and also used imitation learning for whole-body grasps. Another notable work is GraspIt [19, 20] where a large database of 3D objects was used to evaluate the grasps. However, all these methods assumed full knowledge of the 3D object model, and their main method of testing was through a simulator. For grasping known objects, one can also use learning-by-demonstration [21] . Klingbeil, Saxena and Ng [22] used supervised learning in order to detect and turn door handles.
Using learning algorithms to predict grasps helps in several ways. First, it provides a degree of generalization to grasping, thus making it applicable to previously unseen objects. Second, it is trained on data, making it possible to add more features (as well as data) in order to increase the performance. Saxena et al. [1, 2, 23] showed that a 'grasping point' could be estimated from the image using supervised learning algorithms, and that this method generalized to a large number of novel objects. However, their grasping point representation only indicated where to grasp, and other parameters such as gripper orientation were left to be estimated by other methods (e.g., [24] ). In later works, Saxena et al. [25] also used point clouds for grasping. Rao et al. [26] used depth information to segment the objects from the background in order to increase the performance in cluttered environments. Le et al. [3] questioned whether a 'grasping point' is a good representation to learn, and instead proposed a new representation based on a pair of points. However even this representation suffers from some limitations that we describe in the following section. -left corner (r G , c G ) , length m G , width n G and its angle from the x-axis, θ G . For some objects, like a red lid in the right image, there can be multiple possible grasping rectangles.
III. REPRESENTATION
In our setting, the robot takes an image along with an aligned depth map from a stereo camera. (Other sensors can also obtain such a depth map/disparity image, such as [27] or [28] .) The depth map can be used to compute a disparity image or a 3D point cloud and vice versa.
The representation used for learning the grasping point should be a sufficient statistic of all seven dimensions-the 3D location, the 3D orientation and the distance between the two fingers. Furthermore, it should also be able to accommodate physical constraints, such as the maximum opening width of the gripper, in the learning algorithm.
We define our representation to be an oriented rectangle in the image plane (see Fig. 2 ). The first and the third edge of the rectangle (shown as blue lines) are where the two jaws of the gripper are to be positioned for grasping. The second and fourth (shown as red lines) depict the gripper opening width and the closing direction. Formally, let I be the n by m image containing the object to be picked up. A 2D rectangle G is uniquely specified by 5 parameters (r G , c G , n G , m G , θ G ). r G and c G refer to the upper-left corner of the rectangle (see the green dot in Fig. 2 ). m G and n G are the dimensions of the rectangle. And θ G is the angle between the first edge and x-axis, as shown in the left image in Fig. 2 . Notice that r G , c G , n G and m G are with respect to the image after rotating it by θ G degrees.
Note that our representation has strong parallels with the 'bounding box' representation used for object detection in the computer vision community that has decades of work behind it and has been quite successful (e.g., [29] ). Now we describe how the rectangle is a full representation of the 7-dimensional gripper configuration. The center of the rectangle is used to obtain the 3D position p from the point cloud. We use the width of the rectangle to compute the gripper opening width. For 3D orientation, θ G gives us one angle-rotation in the image plane (about the camera axis). For the other two orientation angles, the configuration of the 3D points in the rectangle could be used. However, given only one view of the object, we found that the normal to the image plane indicates a good direction to approach.
Another interpretation, more applicable for robots with 'thin' fingers, is that a grasping rectangle actually represents a 'set' of grasping configurations rather than just one. For example, for a long object such as a white-board marker, the ground-truth label for the grasping rectangle would be a long rectangle aligned with the marker and covering almost its full length. Any grasping configuration from this set would be a good grasp. A collection of grasps is more likely to capture the important features and patterns of grasp than an individual pair of points.
Compared with some previous work in which one grasping point [1, 2] or a pair of points [26] is used to represent grasps, our representation has two advantages:
• First, our grasping rectangle explicitly models the physical size of the gripper (i.e., a parallel plate gripper has a certain width), which cannot be captured using only a single point [1] , or a pair of points [26] .
• Second, a grasping rectangle strictly constrains the boundary of features, i.e., the features are computed only from within the rectangle and the entire rectangle is used. On the other hand, a grasping point or a pair of points have an arbitrary support area (e.g., an area of some radius around the points)-which is not matched to the physical space that the gripper fingers will occupy. While our representation captures the aforementioned properties, it is still only useful for single-view grasping. Determining a grasp using multiple views of the object requires additional thought (beyond the scope of this paper). This also draws strong parallels to the field of multi-view object detection [30] in the computer vision community.
While our representation and learning algorithms works for two-jaw grippers, it can potentially represent grasps for multi-fingered hands as well. Multiple fingers could be represented using different locations within the rectangle. This is an interesting direction for future research.
IV. ALGORITHM A. Overview
Our algorithm takes an image and an aligned depth map as input, which we will refer to as a single image with four values at each pixel-RGBD-where D represents depth.
Our goal is to find the optimal grasping rectangle(s) in this image. (As explained in Section IV-C, it is possible to have multiple valid grasping rectangles.) To measure 'optimal' quantitatively, we first define a score function which assigns a real number to a rectangle based on its features. Thus our goal becomes finding the rectangle with the highest score in the image. Using an exhaustive search is infeasible in terms of time complexity. However if both the score and features can be computed incrementally, the search space can be significantly reduced. But this requirement excludes some computationally more expensive features that more accurately capture the aspects of a good grasp.
In order to balance this trade-off between efficiency and accuracy, we design a two-step process. In the first step we use features that allow incremental computation of the score function and use them to narrow down the search space from tens of millions down to a hundred rectangles. In the second step, we then use more sophisticated features to refine the search and finally get the optimal rectangle. The first step is fast but inaccurate, while the second is accurate but slow.
In the following section we will define our score function, our learning method, and then describe our two-step inference process and the different types of features it uses.
B. Score Function
For a rectangle G in I, we use φ (G) to denote the features of G. Assume there are k features, i.e., φ (G) ∈ R k . The score function f (G) should take φ (G) as the input, and our goal is to find the rectangle with highest score:
We define our score function to be a linear function of the features,
Defining f as a linear function of features is quite common in machine learning algorithms such as SVM [31] and linear regression [32] . Besides simplicity, a linear function has another merit in that it accelerates the search process, which we will discuss in Section IV-D.
C. Learning the score function
Our goal is to enable our robot to grasp novel objects, and therefore we use supervised learning to learn the parameters w from the labeled training data (see Section VII-A). This is motivated by Saxena et al. [1, 2, 33] and Le et al. [3] who show that using learning algorithms provides some level of generalization-with the parameters for a large number of features learned from a large amount of labeled data. This is also more robust as compared to hand-written rules or manually computed parameters for a few features (such as edges) from the images.
In our supervised learning approach, similar to [3] , we note that there can be more than one good grasp, and among these, some grasps may be more desirable. For example, a screwdriver may be grasped both by the handle or the shaft, however the handle is preferred due to its size, material and such. This makes the boundary between a good and bad grasping rectangle somewhat vague. In this case, ranking different rectangles makes more sense than just classifying them into 'good' and 'bad' categories. Thus we consider this as a ranking rather than a classification task. Specifically, for each image in the training set, we manually label ranks 1 to 3 for the grasping rectangles and randomly sample some bad ones. We then use SVM-rank [5] to learn the weights, w.
D. Inference: Fast Search
In order to find the rectangle with highest score (see Eq. 1), one can simply go through all the rectangles and compare their scores. While such a brute-force method may have been fine if we were finding a "grasping point" [1] , in the case of rectangles it becomes very expensive. Even if we disregard the orientation of the rectangle for now, this bruteforce search would have to consider four variables r G , c G , n G and m G respectively to specify G, which takes O(n 2 m 2 ) time, for an image of size n by m. For every G, we would have to extract features and compute the score in O(k). Thus in total, direct exhaustive search costs at least O(n 2 m 2 k).
We note that finding the highest-score rectangle is actually equivalent to the classic problem of finding the maximumsum submatrix [34] , for which several efficient algorithms exist. We realize that if the score of the rectangle can be decomposed as a sum of scores of each pixel then our problem can be solved efficiently. This is because of our linear score function that enables us to decompose the score function as a sum of scores over the individual pixels.
Suppose we know f (G) for a rectangle G, and we add ∆G to get G = G ∪ ∆G. If our features are such that:
then we can compute f (G ) as:
As a result, we only need to calculate f (∆G), which costs far less time than computing f (G ) all over again.
More formally, if all features satisfy,
where φ i (I(x, y)) is the value of feature i at pixel (x, y). Then we can calculate f (G) in the following way:
In the last step, we have defined a new matrix F (of the same size as image I), such that F(x, y) represents the score of pixel (x, y), i.e. , y) ). (The next section describes which features satisfy this property.)
Now our goal in Eq. 1 transforms to: given matrix F, find a rectangle (or submatrix) within it with the largest sum. This is exactly the classical problem of finding the maximum-sum submatrix [34] . We use an incremental search algorithm 1 to reduce the time complexity from O(n 2 m 2 k) 1 We first fix the range of rows of the submatrix, i.e. r G and n G , and compute the score of each column within this range F (y) = ∑ r G +n G x=r G F(x, y) for y = 1, . . . , m. Starting with the first column, we keep track of the current sum s and the largest sum s * (each initialized to zero), as well as their corresponding submatrices. With each additional column, y, we add F (y) to the current sum, s ← s + F (y), and update s * and G * if necessary. If s is negative we discard the first y columns and resume the search from the (y + 1) th column by setting s back to 0, and G to / 0. This is because if the current sum is negative, then excluding this part is better than including it. More details and proof can be found in [35] . Thus, we are guaranteed to find the highest-score rectangle. After enumerating r G and n G we only need a one-pass scan of each column to find the maximum-sum submatrix. down to O(n 2 m). We also need to first compute the score of each pixel, i.e. matrix F, in time O(nmk). Therefore the overall time complexity is O(nmk + n 2 m), as long as all the features satisfy Eq. 3.
E. Grasping Features for Fast Search
As Eq. 3 implies, features that are capable of accelerating the search must be computed independently on each pixel. For instance, the sum of grayscale intensity values in the rectangle is a possible feature, while their mean value is not. Similarly, histograms are a good source of such features because calculating a histogram of G equals the sum of the histogram of each pixel in G.
In this work, we use 17 filters to capture the information of color, textures and edges [2, 36] . Among them, six oriented edge filters and nine Law's masks are applied on the intensity channel, and two averaging filters are convolved on the two color channels respectively.
Spatial Histogram Features:
Although a histogram has the potential to describe the overall distribution in the rectangle, it is not always good at finding patterns at different parts of the rectangle. Specifically, if we divide the grasping rectangle into horizontal strips (e.g., as shown in Fig. 3 ), each strip tends to have its own unique pattern. For instance, if we try to grasp a martini glass, the middle part of the rectangle should be the stem and the two sides should be the background. This corresponds to a depth map where the middle strip has closer depths than the sides.
As showed in Fig. 3 , we evenly divide the rectangle into three horizontal sub-rectangles and compute features for each one separately. Thus the feature space is tripled, and our search algorithm requires a modification. We use w 1 , w 2 and w 3 to represent the weights for the top, middle and bottom sub-rectangles respectively. A rectangle's score is now the sum of the scores of the three sub-rectangles. Instead of having one matrix F, we now must compute three matrices F 1 , F 2 and F 3 and use these to compute the score of each sub-rectangle separately 2 , as shown in Fig. 4 . After tripling the feature space the time complexity still remains O(nmk + n 2 m).
Using 17 filters and 5-bin histograms for each of the three sub-rectangles, we now have 17 × 5 × 3 = 255 total features.
F. Advanced Features
While histogram features are good for fast pruning of the search space, more powerful features are needed for estimating the grasping rectangle accurately.
In particular, we must have features that capture the correlations between the three sub-rectangles. For example, one possible relation is that the average depth of both the top and bottom sub-rectangles should be larger than that of the middle one. For illustration, assume the three mean depths of the three sub-rectangles are Fig. 5a and 5b respectively. In the left image, values are almost distributed from 0.5 to 1, while in the right image the distribution is centered around 1, and is very symmetric. This coincides with the fact that for a true grasping rectangle
2 is more likely to be less than 1. Based on the existing 255 features from the histograms, we use more advanced features to improve the model. In each filter, we have three 5-bin histograms for three sub-rectangles (top T , middle M and bottom B), so that for each bin, there 2 They represent the individual pixel's score when it is in a different part of the rectangle. Recall that F ( j) equals the score of j th column from row r G to r G + n G , and now we must re-define F ( j) as F 3 (i, j) . Please refer to Fig. 4 for a better understanding of F 1 , F 2 and F 3 . By pre-computing
are three values from these histograms. Let φ T , φ M , φ B denote values corresponding to the top, middle and bottom subrectangle respectively. For our advanced features, we add the features φ T /φ M , φ B /φ M and φ T φ B /φ M , as well as the mean and median from the depth map to get a total of 522 features. 
G. Learning and Inference in Second Step
In the second step, the form of the SVM ranking model is the same as that described in Section IV-C. We use the first model for searching the top T -ranked rectangles, and then use the second model to rank those T rectangles. Notice that in the first step, searching for the top T rectangles can be done in O(n 2 (m + T )). In the second step ranking, we extract features of those T rectangles and compare their score using the second model. The complexity for computing each feature is as much as O(nm), making the total second step complexity O(nmkT ). Fig. 6 shows an example output from the two-step process. Notice that in the left image, most of the rectangles are located near the head or handle of the brush. After ranking them using more sophisticated features, the top rectangle is found to lie directly over the handle.
Finally, for the rectangle's orientation, we discretize angles in 15 • intervals. For each orientation, we rotate the image before applying the filters and search.
V. ROBOT HARDWARE We use an Adept Viper s850 arm with six degrees of freedom, equipped with a parallel plate gripper that can open to up to a maximum width of 5cm. The arm weighs 29kg and has a rated payload of 2.5kg, but our gripper can only hold up to 0.5kg. The arm, together with the gripper, has a reach of 105cm. The arm has a repeatability of 0.03mm in (a) The top 100 rectangles after the first-step search.
(b) The top 3 rectangles after the second-step rank. XYZ positioning, but because our gripper has some play in its gears our estimated repeatability with the gripper becomes 0.1mm. The camera-arm calibration was accurate up to an average of 3mm. The Adept Viper is an industrial arm and has no force or tactile feedback, so even a slight error in positioning can result in a failure to grasp. For perception, we use a Bumblebee2 stereo camera (manufactured by PointGrey) that provides 1024 × 768 resolution stereo images. We obtain the disparity image, depth map and point-cloud using the camera library.
VI. EVALUATION METRICS IN LEARNING
For an actual grasp to succeed, the predictions must satisfy several criteria:
1) The center point of the gripper must be at the correct location. 2) All three orientation angles must be correct.
3) The area where the object is grasped must be wide enough to accommodate the open gripper. Furthermore, these factors are interrelated, i.e., one center point could work for a particular orientation but not others. The metric described in [1] counts a prediction as correct if the predicted "grasping point" is within a certain distance of the ground-truth labeled point. This metric only satisfies the first criteria, and ignores the others. Our 'rectangle metric' that we describe below considers all the criterion above, but we also evaluate on Saxena et al.'s old 'point metric': 'Point' metric: Our prediction is a rectangle. Therefore, we first obtain the center of the rectangle and then if the distance of the center of the rectangle is within a certain threshold from the ground-truth grasping point labels, we treat it as a correct 'Point' prediction. We will later show that this metric is not always reliable, and slightly overestimates the performance (when compared to actual robotic experiments)-one of the reasons is that it does not consider orientation. 'Rectangle' metric: Let G be the predicted rectangle and G * be the ground truth. We first classify all the predictions that have an orientation error of more than 30 degrees as incorrect. For the rest of the predictions we measure the amount of area that G and G * overlap in order to estimate how close the prediction is to the ground-truth label. More formally, we define a prediction to be correct if (G∩G * )/G ≥ 0.5. Finally, if there are multiple grasping rectangles, we choose the one with the maximum overlap.
VII. EXPERIMENTS
A. Offline Real Data Experiments Dataset. We took 194 pictures of objects such as markers, martini glasses, rubber toys, bags, etc., for training, and tested on 128 images from 9 object categories. (See Table I .) In each image, we manually labeled one to three correct rectangles, and generated five incorrect rectangles randomly.
Results and Discussion. Our goal was to get some insight into the generalization ability of our algorithm, as well as see the effect of using advanced features, including the features from the depth map. Table I shows the test set results for different algorithms. In the 'object-specific training' we only train on objects from the same category being tested, while in the 'general training' we use all types of objects for training. We also compared training the model using different sets of features: (a) only the first-step with spatial histogram based RGB features, (b) the two-step process including advanced RGB image features in the second step, and (c) the two-step process with the advanced features using RGB as well as the depth map. In object-specific training, we see that by using the two-step process with advanced features, we get a significant boost in performance (74.7% to 85.5%). Using depth map based features improves the performance further to 95.4%.
When we compared the two training models, we found that using 'general training', rather than object specific training, actually made the algorithm perform much better on the test set. We believe this is may be due to our limited training data, where even having training examples from different categories of objects helps. This is because our learning algorithm indeed finds some features that indicate good grasps that remain consistent across objects. In a practical application for grasping commonly found objects with limited training data, it may be better to train on a variety of objects instead of performing separate training for each object category.
Also note that the 'point' metric [1] is not a good metric because it often indicates a grasp as correct even if it is in a bad orientation. Our 'rectangle' metric more faithfully indicates the actual grasp success.
B. Robotic Experiments
Experimental Setting. We first place an object in front of the robot (on different backgrounds-some colored, and some with a significant amount of texture such as a carpet). The robot takes one image (along with the depth map) of the object using its camera mounted on its arm. It then uses our algorithm to find the top ranked rectangle and determines the seven-dimensional gripper configuration. Using inverse kinematics, it plans a path to reach the object in a "pregrasp" position, which is defined as 10 cm away from the actual grasping configuration along the approach vector (the normal to the grasping rectangle in 3D space). It then moves along the approach vector to the grasping position, grasps the object, and lifts it to a position 20 cm higher. A successful grasp depends on three key steps: prediction, reaching and the final grasp/hold (thus we show the accuracies at each step. 3 
)
Experimental results. Fig. 7 shows several grasps predicted by the robot as well as the actual robot's hold after grasping. Table II shows the success rate for each object.
We found that our algorithm was quite robust to variations in the objects. For instance, the training set does not contain Table shows performance with using different types of features (first-step features based on RGB image, two-step process with advanced features, and two-step process including depth-based features). We also compared two training methods: known object grasping (where for each test object, training set from the same object category is used), and general object training. Also note that the 'point' metric [1] is not a good metric because it often overestimates the performance of a learning algorithm. objects such as wire strippers, gloves, or book stands, yet our algorithm was still able to find successful grasps for these objects. Even though the objects differ significantly in their appearance and overall shape, they actually share some common features within the grasping rectangle. For example, the handle of a wire stripper is similar to the handles of other objects. Similarly, the graspable areas of a book stand are similar to that of the lid of a jar. This demonstrates that our algorithm has captured common features present in a variety of objects that are indicative of good grasps, seen in Fig. 8 .
Table II also shows some objects on which our algorithm failed. Some objects, such as markers, screwdrivers, and wipers, had brightly colored surfaces with various shapes on them. This sometimes confuses our algorithm, and it attempts to grasp the shape on the surface instead of the actual object. In some cases (such as with the book stand) a correct grasp was found, but the object slipped away from the gripper due to a lack of force (a better gripper would solve this problem).
Another example where it failed was when grasping the shoe, where our algorithm predicted that the best place to pick up the shoe was from its laces. While it may be possible to grasp a shoe from its laces with a robotic hand with force/tactile feedback, our robot failed to pick it up. In the actual experiments, we were limited by the fact that our robotic gripper does not have any force or tactile feedback, so even a slight error in perception could result in a grasp failure. We believe that methods based on force or tactile feedback (e.g., [37, 38] ) would complement our perception algorithm, and help build a more robust grasping system. Fig. 8 : Some screenshots of our robot grasping several objects: a screwdriver, a pencil bag, a window wiper and a martini glass. Note that even though our robot grasps the screwdriver, it is not the 'preferred' location to grasp. This is because our robot has not seen the screwdriver before in these experiments.
VIII. CONCLUSION
We considered the problem of grasping a novel object, given an image and an aligned depth map. We presented our "grasping rectangle" representation-an oriented rectangle in the image plane-that encodes the 7-dimensional configuration of the gripper, i.e., its position, orientation, and the gripper's opening width. We then described a two-step learning algorithm. The first step is fast but less accurate, and the second is accurate but slow. We described the features that could be used in the first step that enable fast search during inference. Given a few top ranked rectangles, our second step then uses more advanced features to make a more accurate prediction on the ranks of the grasping rectangles.
We tested our algorithm on grasping experiments with our robot, and found that our representation and metric is better for predicting actual grasping performance on a robot arm, as compared to previous representations and metrics. Using our algorithm, our robot was able to pick up a large variety of objects, including ones the robot had never seen before. , and the second row shows our robot picking the object up. Starting from left: it picks up the stem of the martini glass, it picks out the 'finger' in the glove with the minimum gripper opening width required, the black case has only a small tricky lip to be picked up from, the bookcase has a weird shape, and finally the spoon holder is tricky because 'pair of points' may predict any place on the lip, but our grasping rectangle representation ensures that the gripper can actually go in because it explicitly considers the gripper size.
