ABSTRACT This paper investigates the system testing scheduling problem (STSP), using one of the largest computer manufacturing companies in the world as a case study. A mixed integer linear programming (MILP) model and a restricted simulated annealing (RSA) heuristic which applies two rules to eliminate ineffective job moves to minimize makespan in the STSP are presented. The proposed RSA is empirically evaluated using 188 simulation instances derived from the characteristics of a real technology company. The RSA computational results are compared with those of the traditional simulated annealing (SA) and the artificial bee colony (ABC) algorithms. The statistical results demonstrate that the RSA, SA, and ABC provide much better solutions than the MILP model solved using Gurobi solver for small problems within a reasonable execution time. The RSA offers significant improvements over the SA and ABC algorithms when applied to large problems. The simulation results demonstrate that the proposed RSA heuristic significantly decreases system testing makespan in a computer manufacturing plant at Taiwan.
I. INTRODUCTION
The rapid development of Taiwan's electronics industry began in the 1980s, when companies first started producing personal computers (PCs), which became one of the principal driving elements in the development of essentially all modern technology. In the 2010s, PC products included desktop computers, laptop (or notebook) computers and tablet computers. The manufacturers' excellent research and design (R&D), mass production, logistics and service made Taiwan one of the world's largest PC production centers. In order to enhance competitiveness, PC manufacturers must deliver targeted specifications, achieve cost targets within a set development timetable and realize high-quality products [1] . In the product development phase, system testing is one of the most important aspects in the production of high-quality PCs.
System testing is actually a series of different tests which exercise a full computer-based system. In practice, developing a better schedule to minimize the makespan of the system testing process is the key to improving production performance, shortening the product testing cycle, and even reducing manufacturing costs [2] , [3] . The system testing scheduling problem (STSP) considered in this study is a variant of minimizing the makespan of the identical parallel machine scheduling problem (IPMSP) under resource constraints, where each PC represents a machine and each test item corresponds to a job. Since the classic IPMSP is strongly NP-hard, the STSP is clearly strongly NP-hard. Given that IPMSPs arise in a broad range of industrial applications in both manufacturing and service sectors, many researchers and practitioners have addressed it in recent decades [4] - [6] . Classical IPMSPs are commonly solved using exact methods and heuristic algorithms. Heuristic algorithms found in the literature for solving IPMSPs can further be decomposed into two subclasses: constructive heuristics and improvement heuristics. Dispatching rules are examples of construction heuristics, which are simple rules that prioritize all jobs waiting for processing on a machine. Improvement heuristics usually begin with an initial schedule and then iteratively try to find a better schedule. Due to the computational com-plexity of solving IPMSPs, exact methods in the literature, such as dynamic programming [7] , [8] , branch-and-bound (B&B) algorithms [9] , [10] , and mixed integer programming models [11] can only be used to solve very small problems.
In order to meet practical requirements, some priority rules are simply applied with very low computational complexity. Frequently used priority rules found in the literature for solving IPMSPs include the Shortest Processing Time rule (SPT), the Preemptive Shortest Processing Time rule (PSPT), the Weighted Shortest Processing Time rule (WSPT), the Earliest Due Date rule (EDD), the Longest Processing Time rule (LPT), the Critical Path rule (CP), the Largest Number of Successors rule (LNS), the Longest Remaining Processing Time First rule (LRPT), the Longest Remaining Processing Time First-Fastest Machine rule (LRPT-FM), and the Shortest Remaining Processing Time rule (SRPT) [12] . These priority rules, though simple, do not consistently yield optimal results. Therefore, most relevant works focus on the development of heuristic algorithms, which are simple to apply and can be very effective.
The most famous improvement heuristics include a family of rolling horizon procedures, the Tabu search algorithm, the pseudo-polynomial algorithm, the simulated annealing (SA) algorithm, the variable neighborhood search method, the greedy randomized adaptive search procedure and the approximation algorithm [13] . In these improvement heuristics, metaheuristics are the main alternative method of solving IPMSPs. Metaheuristics are upper level general templates that can be used as guiding strategies in designing underlying heuristics to provide ''acceptable'' solutions in a reasonable time for specific hard and complex problems [14] . In addition to being easily understood, metaheuristics also have a greater potential to be employed effectively; they are therefore stateof-the-art methods for solving medium-and large-sized IPMSPs. Since metaheuristics are very simple, fast, robust and flexible for solving large optimization problems [15] , this study also designs and implements a metaheuristic to solve the practical STSP. A detailed discussion of heuristic algorithms for solving IPMSPs can be found in the excellent survey conducted by Kaabi and Harrath [12] , Mokotoff [16] , and Nandagopal et al. [17] .
This study investigates the STSP under constraints on the number of workforces and machines, using a computer manufacturing plant in Taiwan as a case study. This computer manufacturing plant uses the First Come, First Served (FCFS) method to schedule all test items that involve manual testing and automated testing, which is implemented as follows. Given a sequence of test items, the tests of those items are sequentially scheduled using the machine with the shortest completion time for the currently assigned test items. However, the FCFS method typically generates a schedule that takes a long time to perform the system testing, which is a priority for improvement. To minimize the makespan of the addressed STSP, this study develops a mixed integer linear programming (MILP) model, and a restricted simulated annealing (RSA) heuristic which is applied two rules to eliminate ineffective job moves.
The remainder of this paper is arranged as follows. First, the system testing schedule problem is outlined and formulated. Second, the proposed RSA heuristic is described. Third, the proposed algorithm is empirically evaluated using 188 simulation instances derived from the characteristics of a real PC production company in Taiwan, and its performance is compared with that of the MILP model, simulated annealing (SA), and artificial bee colony (ABC) algorithms. Finally, conclusions are drawn and recommendations for future research are provided.
II. PROBLEM DESCRIPTION
A traditional method used in the development of PCs consists of five steps (see Fig. 1 ) as follows:
(1) A KICK OFF meeting is held and the product specifications are finalized. All required people and equipment should be identified. Relevant personnel participate in the project meeting to discuss the introduction of the product, the production schedule, and the assignment of tasks and work with departments. (2 when the product moves to the production phase. The PVT focuses on pre-production or production units. The purpose of the PVT is to confirm that the design has been correctly produced. Approximately 100 units are fabricated for an experiment [18] . The standard operation procedure is drawn up. (5) Mass Production (MP) is the final phase of the project.
The contract with the customer determines whether the manufacturer configures products and packages them, or ships them as semi-finished products to be configured and packaged by the customer [18] .
The entire process from EVT to MP takes a very long time, and each stage involves lengthy system testing to ensure product quality. In these stages, the testing of software or hardware is performed using a complete, integrated system, to evaluate the extent to which the system meets its requirements. When errors are found, corrective action must be taken. The STSP considered herein can be formulated as a more complex variation of the IPMSP with resource constraints. In this study, each TM is a test machine, each test item corresponds to a job, and the availability of testers and/or test machines represents resource constraints. To formulate the STSP with resource constraints addressed in this study, consider a set J = {1, 2, . . . , n} of n given test items (jobs) that must be carried out on a set TM = {TM 1 , TM 2 , . . . , TM q } of q identical TMs. The test items involve manual testing and automated testing, following the sequence of steps in a written testing proposal, that is J = J a ∪ J m , where J a is the set of automated testing items, and J m represents the set of manual testing items. The heart of the problem is that the manual testing is executed by one tester and one machine, and must be carried out during working hours, and therefore only on weekdays; the automated testing is performed by one machine only whenever it is available. Any available TMs can carry out each test item j ∈ J with an identified testing time P j . The setup time is independent of the sequence of the test item, and is included in the processing time. The lower bound for the number of jobs assigned to a machine is zero. The upper bound for the number of jobs assigned to a machine is restricted by two constraints on resource consumption as follows: Automated testing items can be tested in any period of 24 hours if the required test machines are vacant; Manual testing items can only be tested when the testers are available during working hours. Each TM can test just one test item at a time and is persistently available to deal with all scheduled test items when required. The available working time of each member of staff (manual testing periods) is the same and known in advance. The testing times of test items are non-negative values that are known in advance. Moreover, the STSP considered in this research satisfies the following two assumptions:
(1) Each test item can be tested by exactly one of the test machines.
(2) All test items are available for testing at the beginning of the scheduling period.
The objective is to obtain a feasible testing schedule = {π 1 , π 2 , . . . , π q } for all test items which minimizes the makespan, C max , of the n test items, where π k (k = 1, 2, . . . , q) is the sequence of test items on TM k .
III. MILP MODEL
This section presents a formulation of the STSP of interest. The MILP model is constructed herein using a case company. The proposed model can be modified to meet the needs of other companies as required. To simplify this formulation, the following notation is used:
Number of test items q :
Number of TMs r :
Number of manual testing periods i, j:
Index of manual testing period, t ∈ {1, 2, . . . , r} J a : Set of automated testing items J m : Set of manual testing items Let job 0 be a dummy initial job. Now the STSP can be formulated as follows:
A ijk = {0, 1} , ∀i = 0, . . . , n,
The objective function is to minimize the makespan. Constraint set (1) ensures that each test item is tested on only one machine. Constraint set (2) ensures each item is tested after one test item (including a dummy test item). Constraint set (3) defines the relations between the completion times of test items j and i that are dependent on whether test item j is processed immediately after test item i on the same machine. For Constraint set (4) the manual testing item will be processed after (or on) the starting time and finished before (or on) the one manual testing period. Constraint set (5) ensures that each manual testing is performed in only one manual testing period. Constraint set (6) ensures that at most one item is the first to be processed on each machine. Constraint set (7) defines the completion time of the testing of the dummy test item as zero. Constraint set (8) defines the makespan. Constraint set (9) specifies the completion time of each job as a non-negative real number. Finally, constraint sets (10) and (11) define the domain of the binary variables. In addition, Assumptions (1) and (2) of the addressed STSP correspond to Constraint sets (1) and (9), respectively.
IV. PROPOSED RESTRICTED SIMULATED ANNEALING ALGORITHM
This section describes the representation of the solution and the calculation of the objective function value for the RSA heuristic, and discusses other parts of the RSA used herein to solve the STSP.
A. BASIC SIMULATED ANNEALING HEURISTIC
The SA heuristic is a commonly used meta-heuristic for solving hard combinatorial optimization problems. SA mimics the annealing process in metallurgy. Annealing is the procedure by which rapid cooling results in poor crystallization, whereas slow cooling of metal results in a uniform and good crystallization. By analogy, the SA heuristic is an optimization procedure that reaches a (near-) global minimum by mimicking the crystallization cooling procedure [14] , [15] , [19] .
In general, the SA heuristic generates an initial solution as a current solution X by random or dispatch rule(s). Then, in the following iteration, the SA heuristic randomly chooses a candidate solution Y from the preset neighborhood solution of X . The objective function value of Y is then compared with that of X . If the objective function value of Y is less than that of X , then it will replace X , after which the search processes will be continued. In order to escape from a local minimum, SA allows a worsening candidate as X , based on a probabilistic criterion derived from the Boltzmann function and controlled by a gradually reduced temperature. Typically, this step is repeated until one of the termination conditions is met.
B. RULES TO ELIMINATE INEFFECTIVE JOB MOVES
In the basic SA heuristic, the set of solutions for neighbor X , N (X ), is generated using a swap operation and an insertion operation. That is, N (X ) is sampled by randomly choosing two jobs (test items), which are exchanged with each other, or by randomly picking one job and placing it back immediately before another randomly selected job. However, many of the random job moves yield the same objective function value, and these are called ineffective job moves or non-effective job moves [20] .
The following two rules can be used to eliminate the ineffective moves in order to increase the search speed in this study; (1) if there are exactly two bottleneck machines, only exchanging one test item from each of them has the probability to improve the current solution, (2) if there is exactly one bottleneck machine, then only exchanging one test item from it has the probability to improve the current solution. However, if there are more than two bottleneck machines, then not exchanging two test items can improve the current solution. Therefore, one test item on any bottleneck machine is chosen, and the second test item is chosen from any one machine [21] .
When the most recent test item on a bottleneck machine has been identified, many ineffective job moves can be recognized and excluded from the neighborhood. To limit the generation of unnecessary neighborhood solutions, the neighborhood generation of the SA heuristic is revised by applying the two above rules into the swapping and insertion operations.
C. REPRESENTATION OF SOLUTION AND CALCULATION OF VALUE OF OBJECTIVE FUNCTION
In this work, a solution is represented as a sequence of numbers that comprises a permutation of n test items and m − 1 zeros, which split the n test items into m parts. For instance, the solution representation in Figure 2 is interpreted as follows: Twenty test items are to be tested on two machines. The test items are processed on machines 1 and 2 in sequences 4-16-19-13-12-3-1-11-7-10 and 18-17-14-8-15-6-5-20-2-9, respectively.
When a test item is scheduled and no machine is available, it must wait until at least one machine becomes available. If a manual testing item is scheduled to be tested before the manual testing period begins, then the process is delayed until the manual testing period begins. If a manual test cannot be completed before the end of a manual testing period, then it is delayed until a new manual testing period begins. 
D. PARAMETERS USED
The proposed RSA heuristic involves four parameters: I iter , T 0 , N non-improving and α. I iter represents the number of iterations of the search at a specific temperature. T 0 represents the initial temperature. N non-improving is the maximum admissible number of temperature reductions in which the best objective function value has not improved. Finally, α is a coefficient that controls the cooling schedule.
E. PROCEDURE OF PROPOSED RSA HEURISTIC
The proposed RSA heuristic is the traditional SA plus the two rules introduced in Section IV.B, which is implemented as follows:
(1) Parameter setting: Set the initial temperature, the cooling rate, the number of iterations at a particular temperature, and the termination condition. T is reduced I iter iterations after the prior temperature reduction, using the formula T = αT , 0 < α < 1. (6) Termination condition check: The search procedure is terminated when the current best solution X best has not improved for N non-improving successive temperature reductions. If the termination condition is not satisfied, then repeat Steps (3) to (6) . Following the termination of the search procedure, the best solution is given by X best .
V. EXPERIMENT RESULTS AND DISCUSSION
The proposed RSA heuristic was coded in C and tested on a computer with an Intel Core 2 2.67 GHz CPU. The MILP model for the STSP was solved using Gurobi 7.0 on the same machine.
A. TEST PROBLEMS
To demonstrate the applicability of the RSA heuristic to real situations, 188 real instances obtained from a computer manufacturing plant were used. Based on the real data from this case company, the processing time p j (j = 1, . . . , n) is an integer generated from the uniform distribution [7, 3840] .
To confirm the proposed MILP and to compare it with RSA and SA, another 50 small problem instances were used. Nineteen problem instances were used to calibrate the parameters. One hundred and twenty large problem instances were used to compare the RSA, SA and ABC algorithms. The ABC used in the comparison is based on one of the best-performing existing algorithms for a similar parallel machine scheduling problem proposed by Lin and Ying [21] . For the 19 problem instances used in parameter calibration, the number of test items ranged from 20 to 200. The numbers of machines in these calibration problem instances were two, five and ten. One number of test items (N ) corresponds to one problem.
For small problems, the number of test items (N ) had five values: 10, 15, 20, 25 and 30, with two machines. For each number of test items, ten instances were randomly generated, yielding a total of 50 test instances.
For large problems, the number of test items had four values, which were 100, 150, 200 and 250, and the number of machines (M ) had three values, which were two, five and ten. For each combination of N and M , ten instances were randomly selected. Therefore, 120 instances of the large problem were used.
B. PARAMETER CALIBRATION
The four key parameters of the proposed RSA include the initial temperature (T 0 ), the number of iterations at a particular temperature (I iter ), the cooling rate (α), and the maximal admissible number of temperature reductions in which the best objective function has not improved (N non−improving ). To determine appropriate values for them, the Taguchi method of design of experiment (DOE) [22] is employed using 19 randomly selected instances. Since each parameter had four levels (see Table 1 ), the orthogonal array L16(44) was applied. As shown in Table 2 , the number of parameter combinations was 16. For each parameter combination, the RSA was run independently 30 times for each of the 19 randomly selected instances. The makespan of the 30 trials for each test instance were recorded and the relative percentage deviation (RPD) was calculated as RPD = (C P max − C BKS max )/C BKS max ×100%, where C P max was the average makespan of the 30 trails obtained using the parameter combination P, and C BKS max was the minimum makespan among 30 trials obtained using all parameter combinations.
The average RPDs for 19 randomly selected instances obtained using each parameter combination are shown in Table 3 as the response variable. The significance value of each parameter is also analyzed in Table 3 . It can be seen that N non-improving is the most significant of the four parameters. That is, the more computing time used, the better the solution obtained will be. The Analysis of Variance (ANOVA) of Parameters is shown in Table 4 , which reveals that T 0 and I iter also have an impact on the solution quality. Figure 3 presents the effect of each parameter on solution quality using the average relative percentage deviation (ARPD). As presented in Fig. 3 , the influences of T 0 and α are not as apparent as those of the other two parameters. In general, if the initial temperature T 0 is too high, then an excessive computational time is required to find better solutions; If T 0 is too low, then the proposed RSA algorithm will be inclined to converge prematurely as a consequence of the low probability of accepting poor solutions; A higher α requires more time to reduce the temperature to the stopping value if the RSA terminates at a final temperature. However, the termination condition of the proposed RSA heuristic involves the value N non-improving , the ranges of solution quality and computational times are not too wide for various values of T 0 and α, as presented in Figures 3(a) and 3(b) . When I iter was increased, better solutions were obtained at the cost of increased computational times, as shown in Fig. 3(c) . As shown in Fig. 3(d) , increasing N non-improving improved the quality of the solution at the expense of a higher computational time. As a trade-off between computational time and solution quality, T 0 = 1.5, α = 0.99, I iter = 5000L, and N non−improving = 15 are set in RSA, where L denotes the length of the solution representation.
C. COMPARISON OF RESULTS WITH THOSE OBTAINED BY MILP USING THE GUROBI SOLVER
In the comparison of results obtained by the RSA heuristic with those obtained by MILP using the Gurobi solver, each problem is solved by both RSA, SA and ABC for only one run. Gurobi 7.0 was used to solve the model. For small problems with 15 and 20 jobs, it is difficult to solve the MILP model to optimality in a reasonable amount of time using the Gurobi solver. In the pilot experiments, it was found that the incumbent feasible solution obtained after running one hour of the Gurobi solver usually did not change for some time. Therefore, the solver was terminated after one hour if it had not obtained an optimal solution. Table 5 presents solutions to 50 small problem instances and the corresponding computational times. The Gurobi solver finds optimal solutions to ten out of 50 problems, as indicated in bold in Table 5 . RSA, SA and ABC also generate optimal solutions to all ten of these problems with known optimal solutions. For the remaining 50 problems without known optimal solutions, RSA, SA and ABC find better solutions than the Gurobi solver in 35 out of 50 problems, respectively, and find solutions equal to that of Gurobi solver in the remaining 15 problems. The computational times of RSA, SA and ABC are all less than three seconds.
Many factors may influence computational time; these include CPU speed, memory size, operating system, To validate the performance of the RSA with that of the SA and ABC heuristics, computational experiments were carried out on a large problem set. Given the computational complexity of the STSP, a high-quality solution to a large problem is typically not readily obtainable. Therefore, for each benchmark instance of the large problem set, the RPD values of the RSA SA and ABC heuristics were calculated using the best solution found by each, according to the following equation:
where C h max and C B max are the makespan value obtained by heuristic h and the best obtained solution, respectively. Table 6 presents the statistical results of the average makespan (C max ), RPD and computational times obtained with the large problem set using the RSA, SA and ABC heuristics. As shown in Table 6 , RSA outperforms both SA and ABC. Additionally, RSA outperforms SA and ABC on both solutions obtained and the required computational times.
The best, mean and worst makespan values of the solutions to each test problem, based on five runs, obtained using RSA and SA, were used to compute RPD values, which were denoted as Min.RPD, MeanRPD and Max. RPD. To determine whether the RSA heuristic outperformed the SA and ABC algorithms, Wilcoxon Rank tests in terms of Min.RPD, MeanRPD and Max. RPD were conducted. The analytical results obtained in Table 7 revealed that, at a confidence level of α = 0.05, the proposed RSA heuristic significantly outperformed the SA and ABC in terms of Min. RPD, Mean RPD and Max. RPD. These statistical results verify that the two rules to eliminate ineffective job moves applied to RSA significantly improved the performance of SA and ABC in solving the STSP problem.
VI. CONCLUSIONS AND FUTURE RESEARCH
This study proposes a novel solution to the STSP, which is critical in new product development. The novelty of this work is that the addressed problem with constraints on both the number of workforces and machines has not, to date, been studied in relation to the IPMSP. The contribution of this work is that the investigated problem is not just a purely theoretical model, but can also be applied to many practical manufacturing systems, such as notebook, desktop, laptop and server manufacturers. To reduce the gap between industrial practice and scheduling theory, this work develops an MILP model of the STSP and an RSA heuristic, which applies two rules to eliminate ineffective job moves in order to obtain better neighborhood solutions, for solving it. The proposed RSA heuristic significantly reduces search effort while minimizing makespan in solving the STSP. Experimental results reveal that the RSA yields higher-quality solutions to the STSP than do the SA and the ABC algorithms.
The STSP is a challenging extension of the parallel machine scheduling problem with resource constraints, and has many practical applications. Some suggested directions for future research are based on this work. First, related problems, such as those with various objective functions, can be solved in the future. Second, extensions of the STSP that consider other costs, such as fixed costs of using machines, costs of usage of machines and the costs of tardy jobs, would be an interesting topic. Third, multi-objective STSPs, such as one including the makespan, mean flow time, weighted number of tardy jobs and total setup time for machines, would be complex, but certainly worthy of further research. Finally, future research may also attempt to apply other meta-heuristics or to hybridize other algorithms to solve the STSP. 
