The acquisition of remote sensing images is affected by imaging equipment and environmental conditions. Usually on lower performance devices, the resolution of the acquired images is also low. Among many methods, the super-resolution reconstruction method based on generative adversarial networks has obvious advantages over previous network models in reconstructing image texture details. However, it is found in experiments that not all of these reconstructed textures exist in the image itself. Aiming at the problem of whether the texture details of the reconstructed image are accurate and clear, we propose a super-resolution reconstruction method combining wavelet transform and generative adversarial network. Using wavelet multi-resolution analysis, training wavelet decomposition coefficients in the generative adversarial network can effectively improve the local detail information of the reconstructed image. Experimental results show that our method can effectively reconstruct more natural image textures and make the images more visually clear. In the remote sensing image test set, the four indicators of the algorithm, peak signal to noise ratio (PSNR), structural similarity (SSIM), Feature Similarity (FSIM) and Universal Image Quality (UIQ) are slightly better than the algorithms mentioned in the article.
I. INTRODUCTION
With the continuous development of digital image processing technology, people have higher and higher requirements for image quality. In practical applications, high-resolution images have more detailed information, which is more conducive to processing and analysis. However, due to the limitation of the quality of the imaging equipment, the generated images usually cannot meet people's needs. In order to obtain high-resolution and clear images, it is usually to improve the quality of hardware equipment, but this method is not only complicated but also expensive. Therefore, super-resolution reconstruction technology has become a research hotspot in the field of image processing as an image processing technology that processes low-resolution images by computers to reconstruct high-resolution images. Super-resolution
The associate editor coordinating the review of this manuscript and approving it for publication was Wenming Cao . reconstruction technology is widely used in medical imaging, satellite imagery, aerial remote sensing, criminal investigation and other fields. The use of super-resolution reconstruction technology in medical images can help doctors make more accurate medical diagnosis [1] - [4] ; The use of super-resolution reconstruction technology in satellite [5] and aerial remote sensing [6] detection can obtain more complex geographical environments Details; In the field of criminal investigation super-resolution reconstruction technology can help provide more accurate information about suspects and provide more effective means for the investigation process [7] .
The current super-resolution reconstruction methods can be divided into three categories: interpolation-based methods, reconstruction-based methods, and learning-based methods. The interpolation-based method is the earliest superresolution reconstruction method [8] , which uses the gray values of known neighboring pixels to generate the gray values of the pixels to be interpolated. This method has low complexity and fast speed, but the interpolation results are easy. Causes artificial effects such as sawtooth, ringing interference; The reconstruction-based method [9] is based on a specific degradation model to provide constraints on high-resolution image reconstruction based on the observed low-resolution image sequence, and then fuses different information of the same scene to obtain high quality. The reconstruction results can better suppress the artificial effects, but also cause the loss of detailed information, and the method is complicated in operation, difficult to guarantee accuracy, and low in efficiency; With the optimization of processor performance, convenient conditions have been provided for the field of big data and artificial intelligence, and deep learning applications have become more widespread [10] , [11] . Learning-based algorithms are currently hotspots in the field of super-resolution [12] , the algorithm learns the mapping relationship between the high-resolution image and the low-resolution image by extracting features, and finally realizes image reconstruction.
The super-resolution reconstruction method based on deep learning is an emerging method, which has advantages over traditional methods in terms of accuracy and clarity. However, some super-resolution reconstruction algorithms based on deep learning take minimizing mean square error as an optimization goal [13] - [16] . Although this method can improve the objective evaluation index of the reconstructed image, it cannot effectively reconstruct the detailed texture of the image. Ledig et al. proposed (Super-Resolution Using a Generative Adversarial Network, SRGAN) to apply a generative adversarial network to the super-resolution reconstruction field [17] . The reconstructed image texture is relatively clear, but some details are not true compared to the real image.
In order to reconstruct more realistic image detail information, we propose a super-resolution reconstruction algorithm that combines wavelet transform technology and generative adversarial network technology from the perspective of improving the high-frequency detail information of missing images in low-resolution images. In this algorithm, we transform the wavelet decomposition and reconstruction process to a convolutional layer and a deconvolution layer in the generated network structure. The decomposed wavelet coefficients are trained in parallel independent subnets, and then the output of the subnets is combined into a reconstructed image by deconvolution. Finally, the discriminative network is used to identify whether the output image of the generated network is a high-resolution image. This method takes advantage of the advantages of wavelet transform and generative adversarial networks in the super-resolution field, so that the reconstructed image has better texture information and is more visually clear.
II. MODEL DESIGN
Our proposed super-resolution reconstruction algorithm combines wavelet transform technology and generative adversarial network. The advantage of generating adversarial networks can reconstruct images with more realistic texture details. In the network, the wavelet multi-resolution analysis is used to train the wavelet decomposition coefficients to improve the network's understanding of the local details of the image during the training process. Finally, it can reconstruct the high frequency High-resolution images with better detail and sharpness. This chapter will introduce the specific operation of this method of image super-resolution reconstruction in detail.
A. WAVELET TRANSFORM
In the method proposed in this paper, super-resolution reconstruction of images is completed by training the image wavelet decomposition coefficients during network training. In the network, we use the changes between the channels of the convolution layer to implement wavelet decomposition of the feature image. The four coefficients decomposed are used as the input of four independent subnets. Finally, the trained wavelet coefficients are passed through a deconvolution layer merge. The subnets are independent of each other and do not affect each other. This method can realize multi-resolution analysis of images in the generative adversarial network, so that the network can both understand the entire image and analyze the image details of the image. The network has multiple aspects of understanding and deeper understanding of the image, thereby effectively reconstructing the image details more accurately and closer to the training results of the original image.
When performing wavelet transform on an image, we consider image I as a two-dimensional signal with index [a, b], where I HR [a, b] is the pixel value in column b and a.
The two-dimensional signal I HR [a, b] can be considered as a one-dimensional signal between a given b-th row I HR [a,:] and a given a-th column I HR [:,b] . If the input low-resolution image is I HR [a, b], we set the high-pass and low-pass filters in the wavelet transform to h [k] and l [k], respectively. In the two-dimensional discrete wavelet transform process, we first perform high-pass and low-pass filtering and frequency reduction processing on the b direction:
Then extend the a direction for high-pass and low-pass filtering and frequency reduction processing. 
Among them, I HR LL obtained by equation (3) represents the approximate coefficient of the original image, that is, the low-frequency component of the image; and I HR HL obtained by equation (4), I HR LH obtained by equation (5), and I HR HH obtained by equation (6) indicate The horizontal, vertical, and diagonal detail coefficients of the image, that is, the high-frequency components of the image.
In addition, when performing discrete wavelet decomposition and reconstruction of two-dimensional images, Haar wavelet functions are often used as wavelet basis functions. Haar wavelet function is the earliest tightly supported orthogonal wavelet basis function. Its function is simple and widely used, especially it has good symmetry. Applying Haar wavelet basis function during training can effectively avoid image decomposition Generates phase distortion.
B. GENERATIVE ADVERSARIAL NETWORK
In generative adversarial networks, we need to define a generative network and a discriminative network. The process of generating adversarial network training is the process of continuously alternating optimization of the generation network and the discriminative network. The optimization process can be defined as:
Among them, G and D represent the generation network and discriminant network, and g and d represent the network parameters in the generation network and discriminant network. In this way, the generation network can continuously optimize and get output results that are very similar to the original image. Therefore, super-resolution reconstruction based on image generation by adversarial networks can obtain reconstructed images with good visual effects.
1) GENERATING NETWORK
According to the definition of the generative adversarial network, the hyperparameter δ g of G is obtained by solving the smallest problem in Eq. (7) .
In the formula, G consists of four functional modules: edge information extraction, residual dense learning and edge enhancement fusion, and image upsampling. The edge extraction module obtains a preliminary edge image through a Laplacian sharpening filter [19] , and transforms the prior information of the edges through a 3 × 3 convolutional layer into a highly discriminating Features; residual dense block (RDB) [20] can form a continuous memory mechanism, local feature fusion in RDB can adaptively learn from previous more effective features, which can stabilize the network training process and perceive loss In RDB, the Euclidean distance between image features is minimized by calculating the gap in the feature space of the image, so that the generated image is less semantically different from the high-resolution remote sensing image feature and the generated image can be fitted to high resolution Potential distribution of remote sensing image features. Definition i (•) represents the activation value of the output feature map after the ith convolutional layer of 
RDB. The expression of the perceptual loss function is:
2) DISCRIMINATION NETWORK D (Discriminant network) is used to estimate the probability of false images from real sample data and G network, where i is obtained by optimizing the minimum-maximum problem in formula (7) in joint formula (8) . D is mainly used for binary classification to distinguish the authenticity of the generated image. The network structure of D is shown in Figure 1 . The convolutional layer of s = 1 is used to extract the shallow features of the image, and the convolutional layer of s = 2 is used to reduce the image size. Then 4 dense connection blocks (DDB) are used for dense connection learning of the image features, and dense layers with PReLU and Sigmoid activation functions are used to discriminate the true and false attributes of image features [21] .
Because the texture of the reconstructed image is too unnatural after being enlarged, in order to deal with this problem, we add a wavelet transform processing process in the generation adversarial network, so that the network can train the wavelet decomposition coefficients of the image, thereby improving the high resolution The frequency detail information makes the texture of the image more realistic. Therefore, in this paper, our loss function adds the loss of wavelet coefficients to the SRGAN perceptual loss function. The loss function can be expressed as: Contains 2806 remote sensing images, including: football fields, helicopters, swimming pools, roundabouts, carts, planes, ships, tanks, baseball fields, tennis courts, basketball courts, track and field fields, ports, bridges, and trolleys 15 categories.
2) RSOD 5364 targets including aircraft, playground, overpass, and fuel tank.
3) UCAS
A total of 7,000 images marked by the Pattern Recognition and Intelligent System Development Laboratory of the Chinese Academy of Sciences, including two types of targets: cars and aircraft.
B. EVALUATION INDEX
The most commonly used indicators in the field of superresolution reconstruction to evaluate the quality of the reconstructed image are the peak signal-to-noise ratio and the Structural Similarity Index (SSIM) [22] . However, many studies have shown that the mean square error and the peak signal-to-noise ratio cannot accurately reflect the visual quality of the image, so we also cited Feature Similarity (FSIM) [23] , Universal Image Quality (UIQ) [25] - [27] to evaluate the reconstructed image quality. According to the Human Visual System (HVS), which mainly understands images through their low-level features, Zhang et al. proposed FSIM. Phase consistency can extract highly image information features, but cannot respond to changes in image contrast, so gradient features are introduced to extract contrast information. Phase consistency is used as the primary feature of FSIM and gradient is used as the secondary feature. The larger the value of FSIM, the higher the feature similarity between the images, and the better the quality of the reconstructed image. FSIM is represented as follows:
where represents the pixel domain of the entire image, and S PC (x) and S G (x) are expressed as the phase consistency and gradient magnitude of the image, respectively. S L (x) and PC m (x) are expressed as:
UIQ is an image quality evaluation indicator that combines three factors, linear correlation loss, brightness distortion and contrast distortion. The larger the value of UIQ, the higher the correlation between the reconstructed image and the original image in terms of linearity, brightness, and contrast, and the better the quality of the reconstructed image. UIQ is defined as follows:
Among them, the first term in formula (16) represents the linear correlation coefficient between x and y. When the value is 1, it means that x and y are linearly correlated. The second term indicates the correlation of image brightness, and the third term indicates the correlation of image contrast.
C. EXPERIMENTAL RESULTS AND ANALYSIS
In order to show the performance of the method in this paper, we quantitatively compare the method in this paper with the SRGAN method. Experiments are performed using DOTA, RSOD, and UCAS data sets, and the obtained PSNR and SSIM results of the reconstructed images are 2, 3, and 4 As shown in Table 1 . From the results in Table 1 , it can be found that the image quality assessment standards PSNR and SSIM of the improved method proposed in this paper have a significant improvement over most previous methods. In order to evaluate the reconstructed image quality more accurately, we used FSIM and UIQ to further analyze the experimental results. As can be seen from Table 2 , our proposed method has achieved good results in both FSIM and UIQ evaluation indicators.
IV. CONCLUSION
By studying super-resolution reconstruction algorithms based on deep learning in recent years, we learned that generating adversarial network models can reconstruct high-resolution images with sharper textures. Because the wavelet transform has the characteristics of decomposing the high-frequency details and low-frequency in the image and expressing them separately, in order to further improve the quality of the reconstructed image, it is proposed to fuse the wavelet transform into the structure of the adversarial network. Through a series of experimental verifications, the super-resolution reconstruction algorithm proposed in this paper can effectively improve the shortcomings of the SRGAN algorithm's reconstructed image quality evaluation standard with lower measured values, and PSNR, SSIM, FSIM, and UIQ all increase. At the same time, the algorithm generates a reconstructed image with realistic texture details. This method fully reflects the advantages of this method in the field of superresolution reconstruction. CHANG-WEI JING was born in Liaocheng, Shandong, China, in 1983. He received the B.S. and M.S. degrees from Jilin University and the Ph.D. degree from Zhejiang University. Since 2013, he has been an Assistant Researcher with the Zhejiang Provincial Key Laboratory of Urban Wetland and Regional Change, Hangzhou, China. He is the author of two books and more than ten articles. His research interests include spatial data processing and remote sensing for natural resources and environment. VOLUME 8, 2020 
