Exact orthogonal kernel estimation from finite data records: extending Wiener's identification of nonlinear systems.
A technique is described for exact estimation of kernels in functional expansions for nonlinear systems. The technique operates by orthogonalizing over the data record and in so doing permits a wide variety of input excitation. In particular, the excitation is not limited to inputs that are white, Gaussian, or lengthy. Diagonal kernel values can be estimated, without modification, as accurately as off-diagonal values. Simulations are provided to demonstrate that the technique is more accurate than the Lee-Schetzen method with a white Gaussian input of limited duration, retaining its superiority when the system output is corrupted by noise.