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Tujost novega medijskega okolja skozi plitvo in globoko kognitivno ekologijo  
 
V diplomski nalogi bomo predstavili nov konceptualni aparat, s pomočjo katerega bo mogoče 
celoviteje in natančneje analizirati razne družbenopolitične posledice čedalje intenzivnejšega 
vnosa ''pametnih'' ali komputacijskih tehnologij ter predhodno nedostopnih informacij v 
družbeno krajino oziroma v obstoječi kulturni vmesnik. Razlika med tole interpretacijo in 
podobnimi interpretacijami znotraj medijskih in komunikacijskih študij bo posledično temeljila 
predvsem na tem, da bomo v nalogi interpretativno shemo zasnovali okoli teorije kognicije ter 
prek bistvenih implikacij nje podali osrednje nastavke za opis družbenopolitičnega stanja, ki 
prihaja. V obzir bomo vzeli teorijo kognicije R. Scotta Bakkerja in prek nekaterih radikalnih 
implikacij nje – tj. spoznanja, da je človeška kognicija hevristična, da ima lastno ekologijo in 
da je odvisna od stabilnih ozadij – prikazali, zakaj bi tovrstni eksponentni vnos tehnične 
kognicije in t. i. globokih informacij v človeško kognitivno ekologijo lahko botroval k vzniku 
raznih rušilnih scenarijev in pripomogel h koncu učinkovitega delovanja evolucijsko 
pridobljenih kognitivnih orodij.  
 
Ključne Besede: ''softver'' mediji, softver epistemologija, tehnična kognicija, plitva kognitivna 
ekologija, globoka kognitivna ekologija. 
 
Alienness of new media environment through shallow and deep cognitive ecology 
 
In diploma thesis we will present a new conceptual apparatus, which will enable a more 
comprehensive and accurate analysis of the various sociopolitical consequences of the 
intensified input of ''smart'' or computational technologies and previously inaccessible 
information into the social landscape or into the existing cultural interface. The difference 
between this interpretation and similar interpretations within media and communication studies 
will then be based on the fact that in the assignment, we will devise an interpretative scheme 
around a theory of cognition and through its essential implications provide central points for a 
description of sociopolitical situation to come. We will take into account R. Scott Bakker's 
theory of cognition and through some of its radical implications – i.e. the realization that human 
cognition is heuristic, that it has its own ecology and that it depends on stable backgrounds – 
show why such exponential input of technical cognition and so-called deep information into 
human cognitive ecology could lead to the emergence of various crash space scenarios and help 
to end the effective functioning of evolutionary acquired cognitive tools. 
 
Keywords: ''software'' media, software epistemology, technical cognition, shallow cognitive 
ecology, deep cognitive ecology. 
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1 UVOD 
 
1.1 Problematizacija naloge 
Kljub temu da vemo, da moderna tehnologija in čedalje intenzivnejši vnos novih – tj. 
komputacijskih ali ''pametnih'' – medijev v obstoječi kulturni vmesnik pomembno vplivata na 
človeško vedenje in ustvarjanje pomena, pa še vedno ne vemo, zakaj in čemu je tako. Ali 
drugače rečeno, da bi sploh lahko ustrezno naslovili današnjo družbeno in politično zagato, ki, 
kot bomo to prikazali v nalogi, po naši oceni temelji predvsem na vedno intenzivnejšem in 
celovitejšem vnosu predhodno popolnoma nedostopnih informacij ali t. i. globokih informacij 
v kulturni vmesnik oziroma v človeško kognitivno ekologijo, najprej potrebujemo (novo) 
teorijo kognicije. Šele prek raznih implikacij nje bo namreč mogoče prepričljivo prikazati, 
zakaj bi vnos (z evolucijskega gledišča) informacij brez primere lahko bistveno pripomogel k 
t. i. ''rušenju'' učinkovitosti delovanja človeške kognicije oziroma evolucijsko pridobljenih 
kognitivnih orodij – slednja so, prav zaradi prilagojenosti na nize plitvih, tj. podedovanih 
kognitivnih ekologij, še posebej izpostavljena in nagnjena k raznim manipulacijam v interakciji 
z globokimi kognitivnimi ekologijami, v katerih naša evolucijsko pridobljena orodja preprosto 
prenehajo (učinkovito) delovati.  
V obziru na to bomo v nalogi največ časa in prostora namenili piscu fantazije in filozofu R. 
Scottu Bakkerju ter vpogledu v oba pola njegove teorije kognicije, in sicer teorije slepih 
možganov (Bakker, 2012) in hevristične teorije zanemarjanja (Bakker, 2017); tam bomo našli 
teoretske nastavke, kot tudi konceptualni aparat, prek katerega bomo različne ugotovitve iz 
ostalih poglavij in področij vnesli v skupni kontekst, v skupno ''sliko'' sveta, ki priča o 
postopnem vzniku t. i.. rušilnih scenarijev in družbenopolitičnem stanju, ki nas (po vsej 
verjetnosti) čaka v prihodnje. Posledično bo za prihodnjo razpravo bistvena prav Bakkerjeva 
empirično podkrepljena trditev, da je človeška kognicija hevristična, informacijsko plitva in 
zatorej v večji meri odvisna od podedovanih ali stabilnih ekoloških ozadij, na katerih 
učinkovitost njenega delovanja temelji.  
Prek pravkar izpostavljene interpretativne sheme si bomo zatorej zastavili osrednje vprašanje 
v nalogi, in sicer, kaj se pripeti ekološki naravi človeške kognicije v evolucijsko čedalje bolj 
tujem, tj. informacijsko globokem okolju, v katerem poleg ljudi prisostvujejo tudi ostali 
kognitivci, predvsem pa tehnični sistemi oziroma komputacijski mediji, katerih bistvo temelji 
prav na vzorčenju, selekciji in interpretaciji novih, za človeka (v veliko primerih) 
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neinteligibilnih informacij oziroma nedostopnih informacij ali kontekstov – kaj lahko 
potemtakem pričakujemo od tovrstnega eksponentnega vnosa in čedalje očitnejše 
kompleksifikacije bivanja v globoki kognitivni ekologiji? 
 
1.2 Struktura diplomskega dela 
Da bi naslovili pravkar zastavljeno vprašanje, bomo v prvem poglavju naloge najprej 
predstavili kratko genezo nastanka sodobnega računalnika in nato nakazali na postopno 
konvergenco med nekaterimi njegovimi osrednjimi lastnostmi in lastnostmi novih medijev, kot 
te definira medijski teoretik Lev Manovich. Natančneje rečeno, ko mediji postanejo numerično 
reprezentirani (v računalniku), postanejo interaktivni in s tem programabilni oziroma 
novomedijski, računalnik pa se – prav zaradi njegove zmožnosti simuliranja katerekoli 
medijske forme ali medijskega objekta – po Manovichevih besedah vzpostavi kot univerzalni 
oziroma metamedij. Identiteta medija se s tem enkrat za vselej spremeni in postane del širše 
komputacijske ontologije.  
Glede na to, da se v prvem poglavju pomudimo le pri osrednjih lastnostih, predvsem pa pri 
numerični reprezentaciji, ki šele omogoči vznik novih medijev, se bomo v drugem osredotočili 
predvsem na spreminjajočo se naravo koncepta medija. V procesu iskanja novih lastnosti in 
nove definicije medija tako najprej naletimo na spremenjeno razmerje med hardverom in 
softverom, pri čemer so sedaj značilnosti (novih) medijev vpisane v drugem in ne več v prvem; 
tako je medij (kot tudi sam koncept) prav zaradi tovrstne odtegnitve iz predhodne materialne 
ujetosti v večji meri osvobojen in postane del t. i. softver ekologije – to je tudi osrednji razlog, 
zakaj Manovich poseže po konceptu medijske softverizacije oziroma medijske hibridizacije, 
saj ta naslavlja prav že izpostavljeni strukturni prehod in potrebo po novi definiciji medija: 
»Medij = algoritmi + podatkovna struktura.« (Manovich, 2013, str. 207) To pa še ni vse, saj v 
zaključku poglavja naletimo na dodatni zaplet: v kolikor smo odgovorili na vprašanje, kaj 
''softver'' mediji so, se moramo vnovič vprašati, kaj ''softver'' mediji počno – namreč, ko mediji 
postanejo numerično reprezentirani ali ko vsak medij postane softver, je smiselno najti novo 
izhodišče za presojo dominantne vloge novih medijev v obstoječem kulturnem vmesniku – 
slednja se ne več toliko navezuje na medije kot medijske objekte, temveč na medije kot 
tehnične sisteme. Ko je celotna družbena krajina oziroma celoten kulturni vmesnik pretvorjen 
v podatke, je prav zmožnost hitrega in učinkovitega obdelovanja informacij in povratne 
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interakcije z okoljem tista, ki po pomembnosti stopi v ospredje: v kulturni vmesnik začne 
vdirati t. i. softver epistemologija.  
Za ustrezno razumevanje raznih implikacij pravkar izpostavljenega vdora in lastnosti delovanja 
kulturnega vmesnika moramo v razpravi narediti korak nazaj – za ustrezno identifikacijo 
današnje družbenopolitične zagate se moramo najprej vprašati o teoriji kognicije, katero 
zasledujemo. Od te točke dalje Manovicha nadomesti Bakker in njegova teorija kognicije 
oziroma teorija pojavnosti zavesti, TSM, ter širša teorija delovanja človeške kognicije, HTZ. 
Tako bomo prek razlage, zakaj se ljudje ne zmoremo prepoznati kot del narave, kot specifičen, 
a še en biomehanizem, ter prek predstavitve številnih razlogov, zakaj je smiselno verjeti, da je 
človeška kognicija radikalno hevristična in zato odvisna od zanašanja na razne okoljske 
namige, na sledenje različnim korelacijam, ki botrujejo k pozitivnemu ekološkemu izkoristku, 
in predvsem od obstoja t. i. ekoloških invariant, tj. stabilnih in samoumevnih ozadij, izpostavili 
nekatere konstitutivne zakonitosti kulturnega vmesnika ali, še bolje, človeške kognitivne 
ekologije in s tem implicitno opozorili na potencialno škodljiv vnos nedostopnih, globokih in 
do virov občutljivih informacij, katerih vpliv bi lahko tovrstna stabilna ozadja postavil pod 
vprašaj. Kot o tem nazorno priča HTZ, je uspeh človeške kognicije nedvomno odvisen tudi od 
načrtnega zanemarjanja vseh potrebnih informacij za ustrezno samorazumevanje in 
razumevanje lastnega okolja.  
V četrtem poglavju ter v dialogu z obema poloma Bakkerjeve teorije kognicije bomo posledice 
vdora softver epistemologije v kulturni vmesnik prikazali s pomočjo analogije oziroma prek 
predstavitve osrednjih konceptualizacij sveže podane in veliko bolj inkluzivne teorije kognicije 
literarne kritičarke in posthumanistične teoretičarke N. Katherine Hayles, ki poleg ljudi znotraj 
sebe vključuje še delovanje ostalih kognitvcev, tj. živali, rastlin in – v tem primeru bistveno – 
tehničnih sistemov oziroma komputacijskih medijev. Haylesina definicija se glasi: »Kognicija 
je proces, ki interpretira informacije znotraj kontekstov, ki jim dajejo pomen.« (Hayles, 2017, 
str. 22) Pri vsem skupaj je odločujočega pomena prav dejstvo, da se proces vzorčenja, selekcije 
in interpretacije informacij odvija znotraj kontekstov, ki jim dajejo pomen: »Metaimplikacija 
tega je, da ljudje ne morejo v zadnji instanci določiti, kateri konteksti in katere ravni bodo 
zmožne generirati smisel.« (prav tam, str. 26) Če se zopet navežemo na primerjavo med softver 
epistemologijo in delovanjem tehničnih sistemov, komputacijskih medijev ali, splošneje 
rečeno, tehnične kognicije, vidimo, zakaj je v razpravo vredno vpeljati tovrstno analogijo – ena 
izmed osrednjih točk globokih informacij se vsekakor navezuje prav na dejstvo, da so 
operacije, ki jih izvajajo razni komputacijski mediji za človeško zaznavo, obravnavo in/ali 
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interpretacijo v večji meri nedostopne; lahko bi dejali, da se od slednjih radikalno razlikujejo, 
njihov razmah pa bi lahko pomembno vplival na učinkovitost delovanja človeške kognicije, o 
čemer priča tudi na koncu podanih sedem analitičnih kategorij, ki opisujejo vdor globokih 
informacij v človeško kognitivno ekologijo. 
Na koncu razprave bomo v center pritegnili osrednje in do tegale trenutka večinoma le 
indirektno naslovljeno razmerje med plitvo in globoko kognitivno ekologijo, ki je sicer bistveno 
tako za Bakkerjevo teorijo kognicije kot tudi za njegov širši (in v nekaterih primerih še 
lucidnejši) teoretski okvir1. V sklopu že izpostavljene sopostavitve in prek krajše rekapitulacije 
osrednjih ugotovitev TSM in HTZ bomo v zaključnem poglavju tako sprva podali nastavke ter 
bistvene razloge za rušenje podedovanih in informacijsko plitvih kognitivnih ekologij, katerih 
evolucijsko pridobljena orodja v informacijsko globokih kontekstih preprosto prenehajo 
delovati. Ker pa je tovrstni vpad softver epistemologije ali tehnične kognicije v kulturni 
vmesnik smiselno tudi praktično podkrepiti, tj. s pomočjo raznih primerov ter ponazoritve 
razlogov za vznik – za intencionalno kognicijo v večini primerov – množice rušilnih scenarijev 
prikazati vrsto nepredvidljivih posledic in učinkov, ki bi lahko usodno botrovali k 
neučinkovitosti in neuspešnosti delovanja oziroma naslavljanja težav (informacijsko plitve) 
intencionalne ali, bolj specifično, moralne kognicije, se bomo temu zastavku posvetili v 
nadaljevanju in ob koncu razprave – do takrat bo bralcu namreč že jasno, da se obetajo 
spremembe, ki jih običajni (tako teoretski kot praktični) prijemi in zastavki nikakor ne zmorejo 
zapopasti, kaj šele rešiti, pred nami pa se izrisuje nekaj, čemur bi lahko dejali postintencionalna 
prihodnost. 
  
                                                     
1 Po Bakkerjevem prepričanju se eden od merilnikov za vrednotenje raznih teorij kognicije tiče prav zmožnosti, 
do kolikšne stopnje prepričljivo, rigorozno in daljnosežno lahko napovedo prihodnje družbeno stanje v 
informacijsko in tehnološko čedalje bolj tujem kulturnem vmesniku oziroma človeški kognitivni ekologiji. 
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2 NUMERIČNA REPREZENTACIJA IN RAČUNALNIK KOT PRVI METAMEDIJ 
 
Matematik in izumitelj ter novomedijski pionir Charles Babbage je bil eden izmed prvih, ki so 
bistveno pripomogli k naknadnemu vzniku, definiciji in celovitejšemu razumevanju širše 
družbene vloge novih medijev, vsaj kot te razume medijski teoretik Lev Manovich. Ker je 
Babbagov doprinos podal nastavke za nastanek sodobnega računalnika oziroma nečesa, čemur 
danes pravimo prvi univerzalni oziroma metamedij, je tukajšnjo razpravo smiselno pričeti z 
njim; ob tem je že v začetku (že zaradi jasnosti razprave) vredno izpostaviti ključni koncept2 
ter osrednjo značilnost računalnika kot metamedija oziroma – splošneje rečeno – vseh 
novomedijskih objektov, ki šele omogoča vzpostavitev sodobnega novomedijskega okolja, v 
katerega smo kot uporabniki potopljeni tudi danes: bistvena je torej numerična reprezentacija 
ali »pretvorba vseh obstoječih medijev v numerične podatke, dostopne za računalnike.« 
(Manovich, 2001, str. 48) 
Natančneje, izpostaviti velja Babbagov sicer nedokončani oziroma nikoli praktično 
materializirani analitični stroj, ki je kljub takratnemu neuspehu še vedno tlakoval pot za vznik 
prvega stroja za splošni namen3; kar sta torej Babbage in ''prva programerka'' Ada Lovelace 
zaznala le v delčkih, v sporadičnih slutnjah4, ki se zaradi takratnih tehnoloških in prav tako 
finančnih limitacij nikoli niso mogle docela uresničiti in so zato ostale predvsem preroške, je 
vzniknilo na plano šele čez približno 100 let. »Stroj je ostal na risalni deski 19. stoletja in minilo 
je sto let, preden je karkoli podobnega Adinemu softveru našlo hardver, na katerem bi se 
zagnalo.« (Plant, 1998, str. 21) V 30. letih 20. stoletja je omenjeno razpravo in problematiko s 
svojim teoretskim doprinosom najprej obogatil slavni matematik Alan Turing, po tem, ko je v 
znanstvenem članku On Computable Numbers, with an Application to 
                                                     
2 Zanj sicer velja, da temelji na postopni konvergenci ter sovpadanju med raznimi medijskimi formami in 
računalnikom kot univerzalnim medijem, o učinkih in posledicah česar se bom pomudil v zaključku poglavja ter 
prek ekspozicije njih vzpostavil lok s prihodnjim. 
3 Razlog, zakaj začeti pri Babbagu, ko poskušamo določiti zgodovino računalništva, sestoji iz izredno modernega 
dizajna analitičnega stroja, ki ga je matematik zasnoval in čigar konceptualni realizaciji smo bili dokončno priča 
šele tekom 2. svetovne vojne. Ali kot vse skupaj pojasni Paul E. Ceruzzi: »Kolikor je bilo pomembno 
izračunavanje, toliko sta bili ključni še dve drugi funkciji: avtomatsko shranjevanje in priklic informacij v kodirani 
obliki in samodejna izvedba sekvence operacij. To je razlog, zakaj zgodovinarji začno z analitični strojem, ki ga 
je Charles Babbage poskušal zgraditi v 19. stoletju.« (Ceruzzi, 2012, str. 4) 
4 Ob opazovanja uporabe luknjanih kartic za kalkulacijo števil ter za usmerjanje tkanja vzorcev – kot je bilo pri 
Jacquardovemu mlinu – je Ada na delu zaznala isti proces, ki je prečil oba stroja. Pri vsem skupaj je bila ključna 
njena ugotovitev, da se je treba osredotočiti na razne možnosti komputacije oziroma na potencialno moč 
analitičnega stroja, ki z uporabo aritmetičnih in logičnih pravil numerično reprezentira ne le števila, temveč tudi 
ostale entitete, kot so na primer fotografije, glasbene kompozicije itd. Na podlagi tega je šlo že v začetku za 
abstraktni stroj, ki lahko reprezentira karkoli. (povz. po Plant, 1998) 
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the Entscheidungsproblem ne le naslovil – do tistega trenutka nerešljivi – matematični 
problem5, marveč tudi oblikoval teoretski model stroja, ki še danes služi za podlago vsemu 
teoretskemu računalništvu. Ključna je bila ugotovitev, da je »mogoče izumiti en sam stroj, ki 
ga lahko uporabimo za komputacijo katerega koli komputabilnega zaporedja.« (Turing, 1936, 
str. 241) Ali nekoliko podrobneje rečeno6: 
Turingov stroj je imel pomnilnik neskončne kapacitete, katerega je Turing opisal kot trak 
arbitrarne dolžine, na katerega lahko zapisujemo, brišemo in beremo simbole. Ni pomembno. 
Stroj, ki ga je opisal, in način, kako ga je zadolžil za rešitev problema, je bil prvi teoretični opis 
temeljnih kvalitet računalnikov. To je, računalnik je lahko programiran tako, da izvede skoraj 
nešteto vrst operacij, če lahko ljudje oblikujejo formalne metode za njihov opis. Klasična 
definicija stroja se tiče naprave, ki opravlja eno stvar in to počne dobro; računalnik je v 
nasprotju s tem univerzalni stroj, čigar aplikabilnost ne neha presenečati njegovih ustvarjalcev. 
Turing je tako formaliziral nekaj, kar je Zuse dognal z inženirskega vidika: računalnik za 
splošni namen, ko je naložen z ustreznim programom, postane v Zusovih besedah ''možgani 
posebne vrste'', ki počno eno stvar – karkoli že program od njih želi. (Ceruzzi, 2012, str. 27)  
Kot razkriva zgornji citat, je bil prav nemški inženir Konrad Zuse tisti, ki je tovrstno 
matematično formalizacijo univerzalnega stroja – danes preimenovanega v Univerzalni 
Turingov stroj – tudi praktično uresničil, saj je leta 1941 uspešno dokončal gradnjo prvega7 
(elektro-mehanskega) digitalnega računalnika Z3, za katerega lahko z današnje perspektive že 
trdimo, da je uspešno realiziral začetno idejo stroja za splošni namen. Ob tem je vredno 
izpostaviti, da je Zuse v procesu izdelave računalnika vanj vnesel kopico novosti, ki so bile v 
naslednjih iteracijah izpiljene in nadgrajene8, o čemer priča tudi tedanja razprava med 
matematiki in inženirji v ZDA, ki je poleg tega kaj kmalu privedla do novega razumevanja 
same strukture računalnika in 1945 rezultirala v objavi nedokončanega dokumenta First Draft 
                                                     
5 »Turingov stroj dokazuje, da so problemi, o katerih se da odločati v skladu z aksiomatsko metodo, komputabilni 
problemi. Nasprotno, propozicije, o katerih se ne da odločati skozi aksiomatsko metodo, ostajajo nekomputabilne. 
[…] Po Turingu zatorej ni popolne komputacijske metode, prek katere bi z manipulacijo simbolov in pravil, ki 
določajo njihovo uporabo, lahko uresničili Leibnizove sanje o mathesis universalis.« (Parisi, 2017, str. 411)  
6 Na podoben način se do pomembnosti t. i. ''numeričnih strojev'' za medijske in komunikacijske študije opredeli 
tudi Paul A. Mayer, ki med drugim pravi: »Raziskovanje računalniških medijev ne zahteva le analize pojmov in 
fenomenov, ki so z medijskimi formami in njihovimi rabami povezani, pač pa vključuje tudi razumevanje idej in 
tehničnega razvoja, ki so učinkovali na njihovo realizacijo.« (Mayer, 1999, str. 3) 
7 Ob Z3-ju si primat prvega (v tem primeru popolnoma elektronskega) digitalnega računalnika lasti še leta 1946 
izdelani ENIAC (elektronski numerični integrator in računalo). 
8 Najprej je smiselno oznaniti, da se je Zusov doprinos v zgodovinske knjige zapisal šele retroaktivno, prav tako 
pa njegova dognanja še dolgo po vojni niso bila širše znana. Ne glede na to pa vemo, da je bil nemški inženir prvi, 
ki je abstraktna aritmetična in logična pravila sistematično upošteval – čeprav se je z delom Babbaga, Hilberta in 
Turinga seznanil šele tekom procesa izdelave ali celo kasneje – in na podlagi njih zasnoval delovanje prvega 
digitalnega računalnika. S tem, ko je na 35-mm filmski trak prek binarnega zapisa uspešno vkodiral navodila za 
izvajanje programa, je realiziral sanje, ki so vodile izdelavo analitičnega stroja. To pa še ni vse; Zuse se je pri 
izdelavi Z3-ja dokopal do uvida, ki je salutiral tako Turingu kot kasneje Neumannu, in sicer, da so operacije 
izračunavanja, shranjevanja, kontrole in transmisije informacij praktično ena in ista stvar. (povz. po Manovich, 
2001 in Ceruzzi, 2012) 
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of a Report on the EDVAC (von Neumann, 1993). V njem je še en genialni matematik John 
von Neumann podal opis novega računalniškega dizajna, danes poznanega pod imenom von 
Neummanova arhitektura oziroma von Neummanov model, katerega bistvo temelji na trodelni 
arhitekturi, sestavljeni iz a) centralne procesne enote (CPE), b) pomnilnika in vhodno-izhodnih 
naprav ter c) načelu programa v pomnilniku, ki je za namen tukajšnje razprave 
najpomembnejše:  
Iz teh razprav je vzniknil koncept, danes znan kot načelo programa v pomnilniku, ki je 
Turingovo idejo razširil v dizajn praktičnih strojev. […] Sodobni računalniki shranjujejo tako 
njihova navodila – programe – kot podatke, na katerih ta navodila delujejo, v isto fizično 
pomnilniško napravo, brez fizičnih ali strukturnih pregrad med njimi. Računalniki to počno 
zavoljo praktičnih razlogov: vsaka aplikacija lahko zahteva drugačno razporeditev pomnilnika, 
zato je razdeljevanje pomnilnika vnaprej nespametno. In računalniki to počno zaradi teoretičnih 
razlogov: programi in podatki so obravnavani enako znotraj stroja, saj so programi in podatki 
v osnovi enaki. (Ceruzzi, 2012, str. 29, 30)  
Da je res tako9, priča uvodoma podana trditev – »pretvorba vseh obstoječih medijev v 
numerične podatke, dostopne za računalnike« (Manovich, 2011, str. 48) – o postopni historični 
konvergenci ter sovpadanju med računalnikom kot univerzalnim medijem in različnimi 
medijskimi formami, načelo programa v pomnilniku pa tovrstno tendenco in njej pripadajoče 
teoretske, kot praktične nastavke potrjuje. Ko torej govorimo o numerični reprezentaciji 
različnih medijskih form oziroma novomedijskih objektov, pravzaprav ciljamo na to, da »je 
vsak kos informacij lahko reprezentiran digitalno – tj. kot sekvenca bitov – in da je vsak tip 
informacijskega procesiranja lahko zapisan kot računalniško navodilo, ki manipulira tovrstne 
digitalne reprezentacije. Ena izmed posledic tega je bil vznik podatkovnih baz, specializiranih 
računalniških programov v 60. letih, ki shranjujejo in manipulirajo podatke ali digitalno 
reprezentirajo informacije.« (Alpaydin, 2016, str. 3) Ali kot se do vsega skupaj opredeli 
Manovich: »Numerična reprezentacija pretvori medije v računalniške podatke in jih posledično 
naredi za programabilne. In to zares radikalno spremeni, kaj medij pravzaprav je.« (Manovich, 
2001, str. 68) In še, »kar izkusimo kot ''medij'', ''vsebino'' ali ''kulturni artefakt'', je tehnično 
gledano niz podatkov, organiziran na specifičen način.« (Manovich, 2013, str. 201)  
Posledično je spoznanje, da lahko računalnik numerično reprezentira in manipulira vse vrste 
informacij ter tudi celoten spekter obstoječih medijskih form, tisto, ki je Manovicha privedlo 
do sklepa, da slednjemu pripiše status prvega univerzalnega oziroma metamedija – računalnik 
                                                     
9 Struktura sodobnih računalnikov resda v večini primerov ne temelji na von Neummanovem modelu, ampak na 
spremenjeni harvardski/strojni arhitekturi, a kljub vsemu bistvenih razlik med njima – vsaj za namene te 
razprave – ni moč najti. 
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zatorej v tej shemi postane stičišče različnih medijskih nastavkov in se v končni fazi vzpostavi 
kot univerzalni medijski procesor10. »Glede na to pa ni težko razumeti, zakaj se je identiteta 
računalnika kot metamedija kaj kmalu začela krhati in poleg tega razvijati tudi v drugo smer. 
Namreč, ko so bile različne medijske forme simulirane v računalnik, se je identiteta vsake 
izmed njih v kratkem času spremenila in odprla pot k vzporednemu oplajanju in polju 
neskončnih možnosti kreativnega, konceptualnega in inženirskega ustvarjanja.« (povz. po 
Manovich, 2013, str. 329) Rečeno krajše, mediji od tega trenutka dalje postanejo novi mediji 
oziroma novomedijski objekti.  
V nadaljevanju, tj. v drugem podpoglavju, sledi podrobnejša obravnava lastnosti novih medijev 
in odgovor na do tega trenutka še nenaslovljeno vprašanje, kaj medij pravzaprav je. Kot bomo 
videli kmalu, lahko v vsesplošnem procesu medijske softverizacije diagnosticiramo proces, ki 
se po pomembnosti seli z medija kot (novomedijskega) objekta in v večji meri kliče na plano 
medij kot tehnični sistem.  
  
                                                     
10 Manovichev poskus teoretske eksplikacije novih medijev se od običajne razprave o prehodu iz analognega v 
digitalno razlikuje predvsem po tem, da se pri definiciji novomedijskih objektov ne sklicuje na pretvorbo ali na 
preprost prehod iz tekočega informacijskega zapisa v diskretni ter na potrebo po vzorčenju informacij, marveč 
primarno na kvalitativno drugačno razmerje, katerega podlaga temelji na sveže vzpostavljeni računalniški – tj. 
komputacijski – ontologiji, ki fundamentalno vpliva na delovanje in lastnosti novomedijskega okolja in novega 
kulturnega vmesnika. Brez nujno potrebne predzgodbe v procesu medijske digitalizacije zato ni mogoče najti nič 
docela prelomnega.  
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3 MEDIJSKA SOFTVERIZACIJA, HIBRIDIZACIJA IN NOVA SOFTVER 
EPISTEMOLOGIJA 
 
Za razumevanje logike novih medijev se moramo obrniti k računalništvu. Tam lahko 
pričakujemo, da bomo našli nove termine, kategorije in operacije, ki opisujejo medije, ki so 
postali programabilni. Iz medijskih študij se selimo k nečemu, čemur pravimo študije softvera; 
iz medijske teorije k softver teoriji. (Manovich, 2001, str 65)  
 
3.1 Nova definicija ''softver'' medija 
Ko mediji oziroma celotna medijska sfera postane numerično reprezentirana in zato 
programabilna, se bistvene lastnosti posamičnih medijskih form in novomedijskih objektov 
preselijo iz hardvera v softver. »S softverizacijo se vsi efekti selijo iz ''hardvera'' (fizični 
materiali in orodja) v softver.« (Manovich, 2013, str. 202) Pri tem procesu gre za prehod 
epohalnih razsežnosti, ki odločujoče spreminja ter vpliva na novo identiteto medijev in slednjo 
simultano briše ali kot se do zapovedanega zopet opredeli Manovich: »Trdim, da so se v 
procesu pretvorbe iz fizičnih in elektronskih medijskih tehnologij v softver vse posamične 
tehnike in orodja, ki so bile predhodno unikatne za določen medij, ''srečale'' v istem softver 
okolju.« (prav tam, str. 45) Zadnja trditev naslavlja problematizacijo identitete medija in hkrati 
kliče po posodobitvi samega koncepta11, zato jo velja podrobneje razložiti.  
Za predhodne – fizične (glinene plošče), mehanske (tisk) in električne (telegraf) – medijske 
forme velja, da so sestavljene iz dveh sestavnih delov: iz materialov, ki hranijo informacije, in 
iz orodij ali opreme, ki informacije zabeležijo, uredijo in omogočijo njihov prikaz. Tako na 
primer filmski medij uporablja »filmski trak za hranjenje informacij, filmsko kamero za 
snemanje, projektor za prikaz in naprave za montažo, kot sta Moviola in Steenbeck. Mediji 
ročnega vgrajevanja rabijo železne tablice (večinoma baker) za hranjenje informacij in 
                                                     
11 Poleg načela transkodiranja, ki izpostavlja daljnosežni proces rekodiranja obstoječih kulturnih kod, ki zavoljo 
medijske in zato tudi kulturne kompjuterizacije postaja vedno bolj podvržen računalniški ontologiji, 
epistemologiji in pragmatiki, Manovich izpostavi še štiri prav tako pomembne lastnosti novih medijev – zanje 
velja, da se v večji meri navezujejo na distinktivne lastnosti novomedijskih objektov in ne toliko na širšo – bolj 
temeljno vez – med človekom in računalnikom ali še drugače, novim kulturnim vmesnikom; seveda pa trdne 
razmejitve med njimi ne gre najti, saj tako prvi kot vsi ostali principi naslavljajo eno in isto stvar. Tole spoznanje 
med drugim potrjuje koncept numerične reprezentacije, ki smo ga jasno že izpostavili in ki pravi, da lahko 
novomedijske objekte reprezentiramo matematično in jih podvržemo algoritmični manipulaciji. Načelo 
modularnosti omogoča združevanje elementov, a to na način, da lahko vsak izmed njih ohrani lastno neodvisnost, 
tudi po tem, ko so ti sestavljeni oziroma združeni skupaj (primer spletnih strani). Načelo avtomatizacije vzdržujeta 
že prej izpostavljena principa, pri čemer lahko določen softver program na primer avtomatično izboljša fotografijo 
ali pa naloži predpripravljeni vmesnik za uporabnikov obisk spletne strani. Zadnji koncept variabilnosti pa se tiče 
fluidnosti oziroma hibridnosti novih medijskih objektov, ki se zavoljo različnih možnosti izrabe podatkovnih baz 
in aplikacije različnih algoritmov nanje lahko spreminjajo v nedogled. (povz. po Manovich, 2001)  
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posebna, utrjena jeklena orodja za njihovo produkcijo z ustvarjanjem zarez vanje.« (prav tam, 
str. 206) Smiselno se je vprašati, na kakšen način že omenjena medijska transformacija 
odločujoče vpliva na tovrstni komponenti. 
Da bi se torej dokopali do ustrezne analogije med deloma, ki sestavljata bistvo starih medijev 
in jima v novih potemtakem našli kolikor toliko ustrezni nadomestek, moramo sprva 
izpeljati/izvesti primerjavo med materialom in podatkovno strukturo12 ter med orodjem in 
algoritmom. V začetni fazi Manovicheve argumentacije različne materiale nadomestijo razne 
podatkovne strukture, fizična, mehanska ali elektronska orodja pa so v procesu pretvorjena v 
softverska orodja oziroma algoritme, ki sedaj operirajo na tovrstnih podatkovnih podstateh. »S 
tega vidika, ne glede na posamezno medijsko področje, vsi oblikovalci in umetniki, ki delajo z 
medijskim softverom, delajo eno in isto stvar: uporabljajo s strani softvera pridobljena orodja 
za ustvarjanje, spreminjanje in urejanje podatkov, organiziranih v določenih podatkovnih 
strukturah.« (prav tam, str. 206)  
Kljub navidezni primernosti povezave pa se moramo tej – kot smo temu med drugim priča tudi 
v nadaljevanju avtorjeve izpeljave – tem prej odpovedati in jo zavreči, saj obstoječi prehod ne 
temelji na preprosti 1 : 1 preslikavi bistvenih značilnosti stare medijske podstati v novo – pri 
vsem skupaj ne gre za preprosto tehnološko nadgradnjo že obstoječih modelov in praks 
(medijskega) delovanja, marveč za (in kot smo na to že opozorili) nadvse disruptivni proces, 
ki zastarelo in docela fiksno ločnico med lastnostmi materiala (hardvera) in zmožnostmi orodja 
oziroma med – tj. tekom pretvorbe v softver – podatkovno strukturo in algoritmom vsaj deloma 
postavlja pod vprašaj. Glede na to, da predhodno ločene in materialno vpete medijske tehnike 
in orodja postanejo softver ali, natančneje, podatkovne strukture in algoritmi, lahko 
pričakujemo, da bo na določeno podatkovno strukturo mogoče aplicirati več različnih 
algoritmov ter s tem poustvariti – simulirati, nadgraditi in/ali na novo modulirati – več 
medijskih tehnik in orodij na eni sami medijski podstati; v skladu s tem lahko zatrdimo, da 
tovrstni proces medijske softverizacije bistveno vpliva na identiteto in koncept medija, saj gre 
pri slednjem v osnovi za reformulacijo tega, kaj medij pravzaprav je in kaj slednjega v zadnji 
                                                     
12 V računalništvu definiramo podatkovno strukturo kot ''specifičen način shranjevanja in organiziranja podatkov 
v računalnikih, tako da lahko te učinkovito uporabljamo''; ali drugače rečeno, struktura ponazarja način, na 
katerega so podatki strukturirani, še preden so programsko obdelani. Od načina tovrstne organizacije je 
potemtakem odvisno, ali bodo lahko določene tehnike (algoritmi) nanjo aplicirane ali ne. Tu pride v poštev tudi 
delitev med medijsko-specifičnimi tehnikami (določen efekt v programu Photoshop) in medijsko-neodvisnimi 
tehnikami (kopiraj, prilepi itd.). (povz. po Manovich, 2013, str. 201, 209, 212) 
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instanci najbolj konstituira. Ko se različne medijske forme srečajo v softver okolju, se 
dosedanje razumevanje medija enkrat za vselej spremeni:  
Kot sem že razpravljal, je veliko materialov preslikanih v eno podatkovno strukturo. Premik iz 
fizičnih medijev v softver aplikacije zatorej vključuje prerazporeditev vlog, predhodno igranih 
s strani fizičnih orodij in materialov. […] Potemtakem nimamo ena-na-ena preslikave med 
fizičnimi materiali in podatkovnimi strukturami. Ista podatkovna struktura (kot je bitna slika) 
je lahko uporabljena za simuliranje velikega števila slikovnih tehnik: od akvarela in gravure do 
fotografije. […] Ista podatkovna struktura hrani več medijev. To je razlog, zakaj je bolje kot 
zatrditi, da se materiali pretvorijo v podatkovne strukture, medtem ko se orodja pretvorijo v 
algoritme, natančneje reči, da je medij, ki je simuliran v softveru, kombinacija podatkovne 
strukture in niza algoritmov. Isto podatkovno strukturo lahko delimo z večjimi medijskimi 
simulacijami, a vsaj nekateri algoritmi bodo edinstveni posameznemu mediju. (prav tam, str. 
207)  
Na podlagi podanega opisa in razlage o razmerju med bistvenima medijskima komponentama 
znotraj t. i. ''softver ekologije'' lahko na tem mestu najprej podamo definicijo medija ter s tem 
odgovorimo na vprašanje, kaj medij v današnji komputacijski ekologiji pravzaprav je. 
Manovich se do tovrstnih softver ''medijev'' opredeli takole: »Prišli smo do definicije softver 
''medija'', in sicer »Medij = algoritmi + podatkovna struktura.« (prav tam, str. 207) Iz tega 
sledeč se moramo v nadaljevanju razprave podrobneje pomuditi pri medijski hibridizaciji ter 
postopnem izbrisu možnosti standardnega medijskega dojemanja kot bodisi vsote medijskih 
objektov bodisi vsote medijskih form, saj se v novi softver ekologiji »začno različni tipi 
medijev obnašati kot vrste znotraj skupne ekologije, tj. znotraj vzajemnega softver okolja« 
(prav tam, str. 164) – glede na to se kaj kmalu porazgubi potrebna podlaga za reproduciranje 
pomenske definicije, ki bi vsaj deloma ustrezala običajnim željam in potrebam.13  
 
3.2 Novo izhodišče v softver ekologiji 
Z gledišča medijske hibridizacije nam zgornja definicija razkriva dve stvari: (1) dejstvo, da 
lahko na eno in isto podatkovno strukturo apliciramo več različnih algoritmov ali medijskih 
tehnik, govori o tem, da je prišlo v procesu medijske softverizacije do delne oziroma popolne 
osamosvojitve predhodno distinktivnih in zato za material (hardver) specifičnih tehnik, ki se, 
                                                     
13 V skladu s tem je model, ki ga izbere Manovich (in kasneje tudi literarna kritičarka in posthumanistična 
teoretičarka N. Katherine Hayles), že usmerjen v odklon od oziroma preseganje osrednjega koncepta, kajti – z 
uvidom, da morda izpademo nekoliko provokativno – sodobni mediji imajo več skupnega z UI kot pa s kinom! 
Čemur bomo zatorej priča v nadaljevanju in v petem poglavju, je prikaz, zakaj se je od določenega trenutka dalje 
bolj smiselno vprašati ''Kaj mediji počno?'' in na podlagi tega skovati (ne toliko definicijo kot predvsem) novo 
medijsko formo ali manifestacijo, ki se najbolje sklada z modelom delovanja in načinom interakcije med 
»človeško-računalniškokulturnim vmesnikom, ki sem ga skrajšal v ''kulturni vmesnik''« (Manovich, 2001, str. 80) 
oziroma med človekom in računalniškim metamedijem – mediji kot tehnični sistemi naposled stopijo v ospredje.  
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od trenutka dalje, ko so bile pretvorjene v softver in postale algoritmi, začno prosto povezovati 
in medsebojno oplajati na vrsto načinov. Tudi v tem primeru, kot že pri Turingu, Zusu in von 
Neumannu, je število medijskih tehnik odvisno le od smotrnosti, kreativnosti in zmožnosti 
njihove matematične formalizacije. Ali rečeno z Manovichevimi besedami: »Softver 
simulacije osvobodijo medijsko ustvarjanje in metode interakcije iz njihovih zadevnih 
hardverov. Tehnike so pretvorjene v softver, tj. vsaka izmed njih postane ločen algoritem. […] 
Ker so bile medijske tehnike del določenega in nekompatibilnega hardvera, je bila njihova 
hibridizacija [predhodno – dodatek je moj] onemogočena.« (prav tam, str. 200) (2) Kot nam je 
sedaj jasno, je bila prav zmožnost povezovanja, izmenjevanja in skupnega kreiranja novih 
vsebin ter novih algoritmov, tista14, ki je sprovedla t. i. proces medijske hibridizacije in 
posamične algoritme pahnila v softver ekologijo, kjer je vsak izmed njih začel delovati kot 
posebna vrsta znotraj skupnega komputacijskega okolja.  
To pa še ni vse, kar nam Manovicheva definicija daje v vpogled; namreč, s pomočjo 
razumevanja, kaj medij je, moramo doumeti še, kaj medij (skozi kulturni vmesnik) pravzaprav 
počne – razlog za tale analitični prehod gre najti v nuji po novem medijskem izhodišču, ki je v 
vmesnem obdobju razsrediščilo medije kot bodisi estetske (umetniške forme15) objekte bodisi 
»formalno-analitične modele (računalniško izdelani oglasi, obvestila, videospoti, animacije, 
fotografije, posebni učinki v filmih …)« (povz. po Krašovec, 2017, str. 73) in se primarno 
usmerilo v medije kot tehnične sisteme. Od trenutka dalje, ko je celotna softver ekologija in – 
širše gledano – ves kulturni vmesnik pretvorjen v skupke informacij16, postane zmožnost 
                                                     
14 »Za samo en primer med neštetimi drugimi, pomislite na primer na popularno Google Earth aplikacijo, ki 
združuje tehnike tradicionalne kartografije, koncepte s področja geografsko informacijskih sistemov (GIS), 3D 
računalniške grafike in animacije, družabno programsko opremo, iskalnik in ostale elemente in funkcije.« 
(Manovich, 2013, str. 45) 
15 Čeprav Manovichu analitični prehod iz medijskih objektov v tehnične sisteme nikakor ni tuj, pa sta avtorjeva 
ljubezen do kina in radost v iskanju novomedijskih elementov v starih medijskih formah ravno dovolj vplivali na 
osnovno os obeh knjig, da se z implikacijami pionirsko podane novomedijske definicije – tj. definicije softver 
''medija'' – podrobneje ukvarjamo šele na koncu, in sicer v samem zaključku knjige; če ne drugega, to drži vsaj za 
potencialno najbolj daljnosežne ugotovitve, o katerih poskušamo v tej nalogi razpravljati tudi sami. Nekaj 
podobnega temu velja še za koncept medijske hibridizacije, ki je prav tako usmerjen v ustvarjanje in medsebojno 
oplajanje med različnimi tehnikami in njihovimi lastnostmi – na primer v nove zmožnosti računalniško 
generiranih posnetkov – in ne v produkcijo vedno boljših algoritmov za učinkovitejše podatkovno procesiranje in 
ekstrakcijo informacij – kar hočemo s tem reči je, da ima poudarek na ekstrakciji, procesiranju, komunikaciji in 
interakciji ter, splošneje rečeno, izmenjavi informacij med tehničnimi sistemi in kulturnim vmesnikom precej 
obrobno vlogo, dasiravno gre pri prvem in drugem nastavku za eno in isto stvar. A ne pozabimo, o medijski slepoti 
Manovicha ne moremo govoriti: »Logika ''nenehne razširljivosti'' medijskega softvera sledi skupni logiki softver 
inženiringa. Računalničarji v akademiji in softver podjetja nenehno razvijajo modifikacije za že obstoječe 
algoritme, vnašajo algoritme iz enega področja v drugo in razvijajo nove algoritme.« (Manovich, 2013, str. 156) 
16 »Bodimo pozorni na dejstvo, da je kategorija medijski softver podskupina kategorije aplikacijski softver; ta 
kategorija je prav tako podskupina softver kategorije – za katero razumem, da ne vključuje le aplikacijskega 
softvera, sistemskega softvera in računalniško programskih orodij, ampak tudi storitve družbenih omrežij in 
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učinkovitega informacijskega procesiranja in povratnega vplivanja na okolje tista, ki po 
pomembnosti stopi na prvo mesto, saj začne voditi omenjeni proces17. Kar želimo s tem reči, 
je, da se je dominantna funkcija medijev – če seveda sprejmemo Manovichevo definicijo – 
tekom razvoja sodobne informacijske krajine dodobra spremenila – slednja ni več vezana na 
kreacijo in ustvarjanje novih, tj. formalno-specifičnih objektov, prostorov, občutenj itd., 
temveč mnogo bolj na informacijsko procesiranje in povratno vplivanje ter vnašanje (v večini 
primerov) predhodno nedostopnih informacij v obstoječi kulturni vmesnik. 
 
3.3 Vznik softver epistemologije 
Omenjeni prehod iz medijskih objektov v tehnične sisteme pa je del širše družbene 
transformacije; je del t. i. softver ekologije, ki v človeško-računalniškokulturni vmesnik vnaša 
delce lastne epistemologije, tj. nove načine produkcije in posredovanja informacij (tokokrog 
sprejema, obdelave in interpretacije informacij), ki se sicer po modelu delovanja ne radikalno 
razlikujejo od človeških kognitivnih operacij, kljub vsemu pa jih v zadnji instanci – po 
drugačnosti, kot nedostopnosti – velikokrat presegajo. Tujost kulturnega vmesnika tako 
primarno označuje postopni vdor softver epistemologije v človeško kognitivno ekologijo. Ali 
rečeno z Manovichevimi besedami:  
Nenehna razširljivost računalniškega metamedija ima pomembne posledice ne le za način, na 
katerega ustvarjamo in smo v interakciji z mediji, ampak tudi za metode pridobivanja znanja v 
''računalniški družbi''. […] Spreminjanje vsega v podatke in uporabljanje algoritmov za njihovo 
analizo spremeni, kaj pomeni nekaj vedeti. Pri tem se ustvarijo nove strategije, ki skupaj tvorijo 
softver epistemologijo. Epistemologija je veja filozofije, ki postavlja vprašanja, kot na primer, 
kaj je vednost, kako jo lahko pridobimo in v kolikšni meri lahko predmet spoznamo. Digitalna 
koda, podatkovne vizualizacije, GIS, pridobivanje informacij, metode strojnega učenja, 
konstantno naraščajoča hitrost procesorjev in zmanjševanje stroškov hranjenja, metode za 
analizo velikega podatkovja, družbena omrežja in ostali deli modernega tehnodružbenega 
univerzuma uvedejo nove načine pridobivanja vednosti in v procesu redefinirajo, kaj vednost 
je. Na primer, vedno je mogoče izumiti nov algoritem (ali nove metode skaliranja že obstoječih 
algoritmov za hitrejšo analizo velikega podatkovja), ki analizira že obstoječe podatke na načine, 
ki za predhodne algoritme niso bili mogoči. Rezultat tega je, da lahko pridobimo dodatne vzorce 
in generiramo nove informacije iz starih, že analiziranih podatkov. (Manovich, 2013, str. 337, 
338)  
                                                     
družbeno omrežnih tehnologij. Če razumemo softver v tem razpotegnjenem smislu, se lahko vprašamo, kaj 
pomeni živeti v ''softver družbi''? In kaj pomeni biti del ''softver kulture''?« (Manovich, 2013, str. 5, 6) S tem 
vprašanjem se bomo podrobneje ukvarjali v drugem delu naloge; za zdaj lahko k temu le pristavimo, da tu 
zasledujemo t. i. proces medijske ''datafikacije'' in ''smartifikacije'' oziroma vznik t. i. digitalne ''feedback'' 
infrastrukture. 
17 »Podatki začno voditi operacije; nič več ne programerji, saj so podatki tisti, ki začno odločati o tem, kaj storiti 
v prihodnje.« (Alpaydin, 2016, str. 12) 
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V 4. in 5. poglavju bomo podrobneje preučili posledice vdora softver epistemologije v kulturni 
vmesnik in prikazali, na kakšen način je izvajanje tehničnih sistemov ali komputacijskih 
medijev po funkcijah in operacijah analogno delovanju človeške (nezavestne) kognicije ter v 
kolikšni meri se od nje razlikuje. V iskanju razlik bomo najprej pod lupo vzeli teorijo slepih 
možganov pisca fantazije in filozofa R. Scotta Bakkerja, v nadaljevanju pa ugotovitve povezali 
s sveže podano teorijo kognicije literarne kritičarke in posthumanistične teoretičarke N. 
Katherine Hayles, ki vanjo poleg ljudi vključuje še rastline, živali in – v tem primeru bistveno 
– tehnične sisteme oziroma komputacijske medije18.  
  
                                                     
18 Kot bo tekom četrtega in petega poglavja postalo jasno, bomo govor o informacijskem procesiranju v 5. 
nadomestili z vzorčenjem, selekcijo in obdelavo informacij, termin softver epistemologija pa bo v večji meri 
postal skladen s tehnično oziroma tehnološko kognicijo. Nekaj podobnega temu drži še za komputacijske 
medije, saj nas bo v sklopu njihovih funkcij delovanja zanimal predvsem kontekst, znotraj katerega se izvaja 
informacijsko procesiranje oziroma tovrstne kognitivne operacije.  
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4 TEORIJA SLEPIH MOŽGANOV IN HEVRISTIČNA TEORIJA 
ZANEMARJANJA 
 
V težnji, da bi ustrezno prikazali ekološko naravo človeške kognicije ter jo nazadnje povezali 
s širšim konceptom planetarne kognitivne ekologije in spoznanjem, da poleg ljudi kognitivne 
operacije izvajajo še rastline, živali in – v tem primeru bistveno – tehnični sistemi oziroma 
komputacijski mediji, si moramo že v začetku zastaviti preprosto, a navsezadnje temeljno 
vprašanje, zakaj se ljudje nikakor ne moremo prepoznati kot del narave. In prav odgovor na do 
tega trenutka v večji meri nerešljivo filozofsko zagato, nam bo v nadaljevanju razprave 
omogočil natančnejši prikaz vpetosti človeške kognicije v t. i. praktično ekologijo in celovitejše 
seznanjenje s problemom teoretskega, kot praktičnega vdora softver epistemologije v kulturni 
vmesnik. V skladu s tem, se moramo takoj poglobiti v (oba pola) Bakkerjevo teorije kognicije, 
začenši z eksplikacijo nekaterih radikalnih implikacij teorije slepih možganov oziroma 
distinktivne in povsem naturalizirane19 teorije pojavnosti zavesti.  
 
4.1 Delovanje in hevristična narava zavesti 
Ker je TSM primarno teorija pojavnosti zavesti, se moramo najprej pomuditi pri teoriji zavesti, 
kateri ta pripada; različne funkcije kognicije je po Bakkerjevem prepričanju mogoče najbolje 
razumeti »prek dualno procesne teorije, ki možgansko aktivnost definira kot mešanico 
podosebnih, avtomatskih in zavesti nedostopnih procesov in na drugi strani osebnih, 
intencionalnih in zavesti dostopnih informacij za vpogled in introspekcijo. Zavest je znotraj te 
perspektive razumljena kot podsistem, kot produkt nekaterih strukturnih lastnosti naše 
kognicije« (Valenčič, 2019) – ali kot se do slednjega opredeli Stanislas Dehaene, čigar 
globalna nevronska delavniška teorija služi kot strukturna podlaga TSM: »Globalna 
dostopnost informacij je natančno to, kar subjektivno občutimo kot zavestno stanje.« (Dehaene, 
2014 , str. 168)  
                                                     
19 Pri tem seveda ne gre za opis edinega modela pojavnosti zavesti ter razmerja med zavestjo in nezavestno 
kognicijo, ali rečeno z Bakkerjevimi besedami: metakognicijo in širšimi možganskimi procesi, temveč za priklic 
naturaliziranega in empirično preverljivega teoretskega okvirja, s pomočjo katerega je mogoče mehansko 
razložiti nekatere najbolj trdovratne zagate zavesti – predvsem značilno subjektivnost in intencionalnost. 
Bakkerjev model se posledično bistveno razlikuje od večine ostalih modelov pojavnosti zavesti – na primer od 
fenomenološkega jaz modela in fenomenološkega modela intencionalnega razmerja filozofa Thomasa 
Metzingerja –, saj se v razlagi ne poslužuje interpretacije intencionalnega izkustva, marveč njen specifičen 
obstoj pojasni prek empirično potrjene informacijske asimetrije in zaprtega ter fiksnega dostopa metakognicije 
do širših možganskih procesov v ozadju. 
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Delovanje zavesti lahko znotraj te sheme interpretiramo kot delovanje še enega, a tokrat nadvse 
specifičnega možganskega mehanizma: »Zavestna percepcija je rezultat vala nevronske 
aktivnosti, ki sproži korteks čez prag aktivacije […] in ultimativno prižge veliko posamičnih 
območjih v prepleteno stanje.« (prav tam, str. 140) »Zdi se, da so njene primarne funkcije prav 
selekcija, stabilizacija, razrešitev in oddajanje informacij skozi možgane; za tovrstni rekurzivni 
sistem je poleg tega značilno, da omogoča večjo stopnjo beleženja lastnih procesov, tj. 
predvsem možnosti večkratnega priklica, simbolnega poimenovanja in shranjevanja informacij 
v dolgotrajnem spominu.« (Valenčič, 2019) Temu sledeč in kot bomo to podrobneje prikazali 
v nadaljevanju, se osrednja poanta TSM tiče predvsem informacijskega dostopa ter bolj 
specifično, kvalitativnega razmerja med zavestjo in nezavestno kognicijo, ki ga v končni fazi 
določa rekurzivni sistem oziroma bistvene strukturne lastnosti človeške kognicije. 
Prek razlage rekurzivnega sistema ter opisa asimetričnega strukturnega razmerja človeške 
kognicije lahko potemtakem definiramo osrednji točki Bakkerjeve TSM, in sicer problematiki 
(empirično potrjenega) informacijskega dostopa zavesti do nezavestne kognicije ter značilnega 
informacijskega zastoja intencionalne kognicije, ki uporabnike tekom filozofske zlorabe 
hevrističnih in ekološko usmerjenih orodij v zadnji instanci prepriča v sprejetje raznih 
perspektivnih iluzij in ontologizacij lastne ''medijske slepote'' v zameno za dejansko stvar – tj. 
za celovit opis strukture in načinov delovanja človeške kognicije20. Tako bo najbolje, da 
razpravo začnemo pri začetni poanti; kot zapiše Bakker v utemeljitvenem tekstu, naslovljenem 
The Last Magic Show: A Blind Brain Theory of the Appearance of Consciousness, v katerem 
dokončno utemelji ključne nastavke TSM: »Razmerje med možgani in zavestjo zaznamuje 
huda informacijska asimetrija, dramatična kvantitativna nesorazmernost med možgansko 
dejansko procesiranimi informacijami in informacijami, ki prispejo do zavesti.« (Bakker, 2012, 
str. 2) V skladu s tem lahko sklepamo, da so »nezavestne21 kognitivne operacije za zavest ne 
                                                     
20 O zgoraj izpostavljeni ''medijski slepoti'' nazorno pričajo številne teorije kognicije, podane v 19. in 20. stoletju, 
ki so »kognicijo tradicionalno enačile s človeško mislijo oziroma s tem, čemur danes pravimo osrednja in visoka 
zavest; William James je na primer zapisal, da je ''kognicija funkcija zavesti.'' Poleg tega je kognicija večinoma 
definirana kot ''dejanje iz vedenja'', ki vključuje ''zaznavo in sodbo''.« (Hayles, 2017, str. 15) 
21 »Nezavestna kognicija deluje na ravni neuronskega procesiranja, ki je nedostopna za načine zavedanja, vendar 
kljub temu opravlja funkcije, ki so bistvene za zavest. Zadnjih nekaj let v nevroznanstvenem raziskovanju je 
pokazalo, da te vključujejo integriranje somatskih markerjev v koherentne telesne reprezentacije, sintetiziranje 
senzoričnih vnosov, da se zdijo koherentni skozi čas in prostor, veliko hitrejše obdelovanje informacij napram 
zavesti, prepoznavanje za zavest preveč zapletenih in preveč subtilnih vzorcev za zmožnost njihovega 
razločevanja in izvajanje sklepov, ki vplivajo na vedenje in pomagajo določiti prioritete za prihodnje. […] Na 
področju človeške kognicije se je izkazalo, da nezavestna kognicija opravlja bistvene funkcije za zavest; ob tem 
smo priča naraščajočim dokazom, da večina človeškega vedenja ni zavestnega, temveč da izhaja iz nezavestnega 
skeniranja in nezavestnega procesiranja.« (Hayles, 2017, str. 10, 66) 
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le v večji meri nedostopne, temveč da so zanjo primarno komputacijsko in ne fizično 
neizsledljive.« (povz. po Bakker, 2017, str. 12) 
Veliko bolj verjetno je, da so zavoljo informacijske plitvosti zavesti »napram/glede na 
nezavestnim algoritmom in hevristikam« (povz. po Hayles, 2017, str. 50) tudi funkcije (višje22) 
zavesti oziroma (v izbrani terminologiji rečeno) funkcije metakognicije – kot je temu tako pri 
socialni kogniciji: pomislite samo na učinkovitost stereotipov in enostavnost medsebojnega 
manipuliranja23 – na enak način hevristične, biomehanično netransparentne in zato v glavnem 
namenjene reševanju praktičnih problemov ter dešifriranju ekoloških namigov in ne 
naslavljanju epistemoloških zagat ter temeljnih filozofskih vprašanj: »Namigi so namigi, ne 
glede na to, ali so notranje ali zunanje izsledljivi.« (Bakker, 2017, str. 12) – po Bakkerjevem 
prepričanju je zato ena od največjih zmot prav verjetje, da je mogoče vprašanje človeške 
kognicije razrešiti s funkcijami, ki so metakogniciji evolucijsko dodeljene24. Ali drugače 
rečeno: »Hevristična kognicija […] je prilagojena za praktično razreševanje izbranih sistemov 
prek namigov, ki so na različne načine povezani s temi sistemi. Ker je celoten namen prezreti, 
kaj se pravzaprav dogaja, je za spreminjanje teh sistemov za namene dognanja ''globljih narav'' 
usojeno, da bo neučinkovito.« (prav tam, str. 15) 
 
4.2 Rekurzivni sistem in pojavnost zavesti 
Prepričanje o fragmentirani in hevristični naravi človeške kognicije lahko ponovno izrazimo s 
pomočjo ponazoritve razmerja med kognitivnimi viri in informacijami, ki so jim na voljo; 
vprašati se moramo, katere informacije so na voljo za določeno sistemsko komponento ali 
proces. Kot bomo kaj kmalu spoznali, je to tudi točka, od katere dalje moramo vpeljati drugi 
                                                     
22 »''Zavest'' […] sestavljata osrednja ali primarna zavest, zavest o sebi in drugih, ki si jo ljudje delijo z veliko 
sesalci in nekaterimi morskimi vrstami, kot so hobotnice. Ob tem ljudje in (morda) nekateri primati izražajo še 
podaljšano ali sekundarno zavest, asociirano s simbolnim mišljenjem, abstraktno mislijo, verbalnim jezikom, 
matematiko in tako naprej.« (prav tam, str. 9)  
23 Sposobnosti ''pritiskanja na prave gumbe''. »Zares ni mogoče pokukati v možgane drug drugega, kar počnemo, 
je preprosto delovanje skozi nekakšen socialni algoritem, kjer sta vidva ena polovica in jaz sem druga. Glede na 
dovoljšno stopnjo podedovane doslednosti v naših kontekstih, nas bo ta algoritem večinoma pripeljal do neke 
vrste srečnega zaključka.« (Bauer in Krašovec, 2018, str. 1076)  
24 S tem v večini primerov najprej popolnoma spregledamo njeno (evolucijsko) vpetost in odvisnost učinkovitega 
izvajanja (človeške) kognicije od stopnje prilagojenosti z obzirom na podedovano kognitivno ekologijo ter nato 
še zaradi že izpostavljene informacijske plitvosti metakognicije in iz tega izhajajoče navidezne nadnaravnosti 
intencionalne kognicije slednjo vztrajno antropomorfiziramo in zato izločimo iz nuje po temeljiti znanstveni 
preiskavi ter realizaciji, da smo resda zapleten, a vsekakor le še en biomehanizem, ki je vpet v širše fizikalne 
procese in interakcije – od tu Bakkerjevo prepričanje, da bo o delovanju človeške kognicije v prihodnosti razsojala 
porajajoča se kognitivna znanost in nevroznanost in ne filozofija. 
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del TSM, in sicer dualno odprto-zaprto naravo rekurzivnega sistema, ki botruje k 
informacijskemu zastoju in značilnemu občutku zaprtosti ali transparentnosti zavesti ter iz tega 
izhajajočem prepričanju v informacijsko zadostnost, ki posameznika odtegne iz ekološke 
vpetosti in vpelje v vsem dobro znani simbolni svet. »Jasno je, da lahko RS procesira le 
informacije, ki so mu dostopne,« (Bakker, 2012, str. 14), zato je vsakršno presojanje o 
uporabnosti ali zlorabi različnih funkcij odvisno od tega, »ali so orodja, s katerimi operiramo, 
vsaj približno prilagojena tako za – v tem primeru bistveno – njihovo teoretsko kot tudi 
praktično aplikacijo ali pa je po drugi strani veliko bolj verjetno, da njihova zloraba priča o 
nečem bolj temeljnem. Zlasti o spoznanju, da informacije, ki metakogniciji niso na voljo, zanjo 
preprosto ne obstajajo.« (Valenčič, 2019)  
Da je res tako, nazorno priča izvajanje rekurzivnega sistema, prek katerega Bakker povsem 
mehansko pojasni nekatere najbolj trdovratne zagate zavesti – predvsem značilno subjektivnost 
in intencionalnost – ter ob tem prepričljivo poda razloge za že poudarjeni (informacijsko in 
strukturno) asimetrični odnos med zavestjo in širšimi možganskimi procesi v ozadju, ki 
uporabnika v končni fazi privedejo do sprejetja raznih perspektivnih iluzij, dualizmov in 
vztrajnega antropomorfiziranja narave: »Pomembno se je zavedati svojevrstnosti sistema, ki 
ga tukaj obravnavamo. Rekurzivni sistem qua nevronski informacijski procesor je ''odprt'' za 
informacije, kolikor gredo informacije skozenj kot gredo skozi vse ostale nevronske sisteme. 
Rekurzivni sistem oziroma ''generator zavesti'' pa je ''zaprt'', kolikor le rekurzivno integrirane 
informacije dosežejo stopnjo zavesti.« (Bakker, 2012, str. 3) Pravkar podana trditev si zasluži 
dodatno pojasnilo: razlog, zakaj se ljudje ne zmoremo prepoznati mehansko, kot specifičen 
biomehanizem, ali kot del narave, posledično ne temelji izključno na informacijski asimetriji 
med obema komponentama, ampak prav tako na značilnem informacijskem zastoju, ki je 
produkt dualne, tj. odprto-zaprte narave rekurzivnega sistema; to je najlažje pojasniti prek 
primera značilnega občutka sedanjosti, ki je zavesti distinktiven in ki se navezuje na 
nezmožnosti zavestne diferenciacije vhodnih informacij, katere rezultat vodi v pozitivno 
kognitivno sklepanje:  
Vsak trenutek RS-a predstavlja celotno zavest, zaradi česar se zdi vsak trenutek ''isti'' trenutek 
in zaradi česar predhodni trenutki ''obstajajo za'' zavest edinole znotraj tegale istega trenutka 
zavesti. […] Edine razlike (informacije), do katerih lahko dostopa, so razlike, do katerih 
dostopa. Vsaka pretekla limita glede na rekurzivno dostopnost, lahko postane dostopna le 
zavoljo nove limite glede na rekurzivno dostopnost. To je razlog, zakaj sem o zavesti govoril 
kot o nečem, kar poseduje tako konstantno globalno zadostnost in temu sledeč asimptotski 
absolut. V pomanjkanju kakršnihkoli temporalnih globalnih informacij prvega-reda RS 
preprosto ne zmore sebe razlikovati od samega sebe skozi čas in zato ne vzpostavi nobene 
(temporalne) zavesti o tej lastni transformaciji. Sedaj, je vedno … sedaj. Ker prav tako nima 
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orodij za razlikovanje te osnovne privzetosti od asimptotskega absoluta na splošno, postane 
sedaj enačena z zavestjo in ''nenehna globalna zadostnost'' postane ''prisotnost''. (prav tam, str. 
15) 
V delovanju rekurzivnega sistema ali v nevronski mahinaciji t. i. ''globalne delavnice'' lahko na 
delu najdemo dva mehanizma, ki odločujoče pripomoreta k poenotenju vhodnih informacij in 
zatorej k vzpostavitvi raznih perspektivnih iluzij, med katere poleg občutka nenehne sedanjosti 
sodijo še koherentnost osebne identitete, zaprtost in transparentnost ter nefragmentiranost naše 
zavesti itd.; pri vsem skupaj pa je treba razumeti, da se omenjeno strukturno razmerje in že 
izpostavljena komputacijska neizsledljivost tiče tudi ostalih, pretežno filozofskih vprašanj, kot 
so vprašanje svobodne volje: zmožnost ''materialistične'' obrazložitve ontologij svobode in iz 
tega izhajajočega vznika subjektivnosti v sicer docela naturaliziranem svetu, subjekt/objekt 
dihotomije in predvsem metakognitivnega verjetja, da lahko intencionalna kognicija razreši 
intencionalno kognicijo. »Prvič, različni nevronski procesi že predhodno vplivajo na tip 
informacij, ki bodo od spodaj navzgor posredovane širšemu globalnemu oddajniku, tj. temu, 
čemur pravimo zavest. Poleg tega omenjeni postopek že predhodno selekcionira in krči poslane 
podatke oziroma se selekcija med bolj ali manj pomembnimi podatki zgodi še pred njihovo 
zavestno obravnavo.« (Valenčič, 2019) »Prek selekcije delavnica hkrati zanemarja tako vse 
alternativne interpretacije kot tudi temu odgovorno nevronsko mahinacijo.« (Bakker, 2014) »In 
drugič, zavest deluje sekvenčno, saj lahko skupke posredovanih informacij obdeluje le znotraj 
sukcesivnih časovnih obdobij – znotraj določenega časovnega bloka so ji torej na voljo le tisti 
čas posredovani podatki.« (Valenčič, 2019) Ali še toliko bolje rečeno: 
V obzir vzemite sinoptično in sekvenčno naravo tega, čemur Dehaene pravi ''vžig'', postopno 
zavedanje določene nezavestne interpretacije. Sinoptična narava vžiga, dejstvo, da zavest zgolj 
vzorči informacije, pomeni, da je zavest radikalno privatna, da vsaka instanca selekcije 
vključuje ogromno zanemarjanja. Po drugi strani je sekvenčna narava vžiga, dejstvo, da 
postopno zavedanje kakršnekoli interpretacije onemogoča postopno zavedanje druge 
interpretacije, pomeni, da je vsak zavesten trenutek vse ali nič stvar. (Bakker, 2014) 
 
Glede na to, da smo pri koncu prvega pola razprave o TSM, si moramo začetno vprašanje še 
enkrat zastaviti: če smo ljudje specifičen, a kljub vsemu samo še en biomehanizem, zakaj se 
potemtakem nikakor ne moremo prepoznati kot del narave, ampak se prepoznamo predvsem 
kot nekaj, kar je od narave ločenega? Na težave naletimo že na samem začetku, tj. pri 
informacijsko asimetričnem razmerju med zavestjo in nezavestno kognicijo, pri čemer 
vzorčenje in selekcijo informacij slednje prva občuti kot zavestno stanje; ker pa omenjeno 
razmerje definira dualna odprto-zaprta narava rekurzivnega sistema, je višji zavesti ali, bolje, 
metakogniciji ne le onemogočeno učinkovito beleženje lastnih procesov zavoljo komputacijske 
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nedostopnosti, temveč je tej primarno odvzeta zmožnost realizacije, da tovrstni informacijski 
zastoj ni vse, kar je za videti, in da je tisto, kar vidimo, le produkt sinoptične in predvsem 
sekvenčne narave dveh osrednjih mehanizmov rekurzivnega sistema oziroma nevronske 
mahinacije globalne delavnice:  
To pojasni popolno neizogibnost tega, kar sem zgoraj poimenoval kot ''naknadni funkcionalizem'': 
vžgane informacije tvorijo celoto vseh informacij na voljo za zavestno metakognicijo. Kadarkoli 
poskušamo zasledovati vire naših zavestnih epizod, ima refleksija na voljo le delovni spomin o 
predhodnih zavestnih epizodah. To nakazuje na nekaj povsem očitnega in hkrati popolnoma 
kontraintuitivnega: zavestna metakognicija bi morala trpeti globoko obliko izvorne slepote. 
Kadarkoli zavestna metakognicija išče vire lastne aktivnosti, najde le samo sebe. (prav tam, 2014) 
Temu sledeč lahko zatrdimo, da so posledice informacijske asimetrije in informacijskega 
zastoja med zavestjo in nezavestno kognicijo tiste, ki odločujoče pripomorejo k vzniku raznih 
perspektivnih iluzij in spregledu lastne medijske slepote metakognicije (za dejansko stvar), ki 
se zavoljo informacijske plitvosti, zaprtosti in simultanemu občutku zadostnosti preprosto ne 
zmore identificirati drugače, kot nekaj, kar je od narave ločenega: »V svoje okolje smo vpeti 
na način, ki nam prepričuje dojemanje samih sebe kot nekaj vpetega, in zavoljo tega smo 
prisiljeni v drugačno, nekavzalno dojemanje, ki se zanaša na hevristike, ki jih teoretska 
refleksija transformira v pravila, cilje, razum in ostale zamegljene obskurnosti na meji 
diskriminacije.« (Bakker, 2017, str. 539, 540) Ali še kompaktneje rečeno: »Zavestna 
metakognicija ni le slepa za dejansko strukturo izkustva in kognicije, temveč je slepa tudi za 
to slepoto.« (Bauer in Krašovec, 2018, str. 1074) Kognicija je mehanska.  
 
4.3 Ekološka narava človeške kognicije 
Zadnje spoznanje tvori tudi drugi pol TSM, in sicer hevristično teorijo zanemarjanja, ki se ji 
bomo podrobneje posvetili v nadaljevanju; še pred tem pa velja opozoriti, da smo tekom 
dozdajšnje razprave izpostavili skozinskoz hevristično naravo (tako zavesti kot nezavestne) 
človeške kognicije in ob tem prikazali, zakaj se je bilo do tegale spoznanja tako težko dokopati 
– v skladu s tem, se je sedaj treba podrobneje posvetiti drugi komponenti Bakkerje obravnave, 
in sicer ugotovitvi, da je človeška kognicija primarno ekološka, hevristično vpeta v nize 
podedovanih ekologij in to na način, ki ne vključuje poznavanja vseh potrebnih informacij. Kot 
bomo videli v naslednjem podpoglavju, je to tudi iztočnica, zakaj je lahko čedalje intenzivnejši 
vnos človeku predhodno nedostopnih informacij s strani komputacijskih medijev oziroma 
softver epistemologije za učinkovitost in ustreznost delovanja podedovane kognitivne 
ekologije absolutno ključen. Z obzirom, da nekoliko prehitevamo stvari: »Odločilno vprašanje 
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mora biti, kako daleč – in kako hitro – lahko človeštvo gre? Na kateri točki (ali pri kateri 
hitrosti) prepoznavno človeška kognitivna ekologija preneha obstajati?« (Bakker, 2018)  
Da bi v zaključnem poglavju odgovorili na zastavljeno vprašanje, moramo v tem najprej 
izpostaviti povezavo med hevristično naravo človeške kognicije in verjetjem, da je kognicija 
primarno ekološka. Na kaj torej napeljujemo? Glede na to, da je človeška kognicija hevristična, 
lahko pričakujemo, da je (1) informacijsko plitva in (2) ustvarjena za hitro in učinkovito 
reševanje specifičnih ekoloških problemov oziroma praktičnih ekologij. Reči, da je 
informacijsko plitva, v tem primeru pomeni, da za hitro in učinkovito delovanje ne potrebuje 
posedovanja globokih oziroma vseh informacij na voljo, saj je uspešnost njene metode odvisna 
od ustreznosti izkoriščanja n- števila ekoloških namigov oziroma za človeka pomembnih 
korelacij. Reči, da je ustvarjena za hitro in učinkovito reševanje specifičnih ekoloških 
problemov oziroma praktičnih ekologij, je medtem utemeljeno na prepričanju, da so bile razne 
funkcije človeške kognicije tekom evolucijskega procesa primarno izbrane za potrebe 
reševanja praktičnih problemov, na podlagi izboljšanja lastnih orodij25 in zavoljo potencialnega 
vplivanja na boljšo reproduktivno razliko skozi čas:  
Tako lahko na primer domnevamo tesno asimetrijo med senzorično dostopnimi informacijami, 
razvitimi vedenjskimi viri in ovirami, ki jih lahko premagamo. […] Evolucija zagotavlja, da bo 
kognitivni izdatek, zmožnost intuitiranja tega ali onega, vedno na nek način vpet v nekaj nizov 
podedovanih okolij. Naše senzibilnosti in kapacitete za izkoriščanje okolij, kognicija in vedenje 
formirajo krog. Informacije, ki ne pripomorejo k reproduktivni razliki, večinoma ne 
predstavljajo biološke razlike. (Bakker, 2017, str. 5,6) 
Iz tega sledeč je bistvenega pomena prav spoznanje, da je naša kognicija primarno ekološka, 
»tj. njene funkcije morajo (in so morale) biti na takšen ali drugačen način sinhronizirane z 
okoljem, iz katerega so nastale in v katerega so še vedno vpete; v nasprotju s tem bi se ob 
preveč intenzivnem spreminjanju okoljskih invariant oziroma spreminjanju dejanskih 
mehanskih procesov v ozadju njihova učinkovitost drastično znižala« (Valenčič, 2019) – s 
pomočjo pravkar podanega uvida lahko sedaj vpeljemo še hrbtno plat že izpostavljenih 
nastavkov, in sicer značilno strukturo zanemarjanja: načrtno zapostavljanje potrebnih 
informacij, sicer nujnih za ustrezno samorazumevanje in razumevanje lastnega okolja in na 
podlagi tega vznikli obstoj ekoloških invariant ali namigov, ki praviloma vodijo v pozitivne 
rezultate: »Pomembno je vedeti, da možgansko prekrivanje z ekološkimi invariantami za svoje 
učinkovito delovanje ne potrebuje razumevanja izvora informacij, saj je uspešnost metode 
                                                     
25 Ali kot se do slednjega opredeli Ladislav Kováć: »Okolje je bogat niz potencialnih niš: vsaka niša je problem, 
ki ga je treba rešiti, preživeti v niši pomeni rešiti problem in rešitev je utelešeno znanje ali algoritem napotkov 
za preživetje.« (Hayles, 2017, str. 15) 
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odvisna od učinkovitosti različnih korelacij; že malo informacij lahko da zelo pozitivne 
rezultate, kot prepričljivo nakazuje izjemna uspešnost predvidevanja socialne kognicije.« (prav 
tam, 2019) Ali kot se do tega izrazi Bakker: 
Lahko rečemo, da bodo nekavzalni, saj so metakognitivni in sociokognitivni hevristični 
nastavki kot korelativni načini za izogibanje kavzalni kogniciji kompleksnih sistemov uperjeni 
v beleženje teh sistemov na neki drug način. Lahko rečemo, da bodo nastavki nizke resolucije 
(''neopisljivi'', ''abstraktni'', ''podobni duhom'' ali karkoli temu podobnega) in to preprosto zato, 
ker bodo njihove izkušnje o njih nizke resolucije, kot nekaj, čemur domnevno manka razširitev 
ali biomehanični viri. (Bakker, 2017, str. 13)  
Rečeno drugače, »trditev, da je kognicija radikalno hevristična, je dejansko potrditev tega, da 
so različne pragmatične, normativne dispozicije – razumljene nesemantično – le bolj ali manj 
uspešne redukcije izjemno kompleksnega biomehaničnega procesa. Delovanje kognicije 
moramo potemtakem razumeti predvsem kot poskus optimizacije vedenja, ki omogoča vedno 
natančnejše vzorčenje dogajanja v določenem okolju ali ekologiji.« (Valenčič, 2019) Ne 
smemo se torej čuditi temu, »da nevroznanost še vedno ni potrdila obstoja različnih mentalnih 
stanj folk psihologije, saj večina teh – vsaj v visoki ločljivosti – dejansko ne obstaja.« (prav 
tam, 2019) K temu pritrjuje tudi analogija »med t. i. inverznim problemom ter načinom 
vzorčenja informacij in iz tega izhajajočega sklepanja naših možganov, katerih cilj je seveda 
tem učinkovitejše modeliranje strukture in dinamičnega ozadja specifičnih kognitivnih 
sistemov oziroma ekologij, v katere smo kot uporabniki vsakodnevno vpeti; kot tak je princip 
osnovan okoli Bayesove ideje možganov kot ''sklepnih strojev''.« (povz. po Bakker, 2012) 
Bodimo še nekoliko konkretnejši: 
Način, na katerega se človeški možgani sinhronizirajo s svojim okoljem, je skladen [z že 
izpostavljenim – dodatek je moj] inverznim problemom – gre za proces, v katerem se možgani 
(na podlagi začetnih opažanj) poskušajo čim bolj približati dejanskim kavzalnim faktorjem, ki 
sprožajo različne človeško pomembne procese in učinke. Postopno usklajevanje glede na 
uspešnost tako privede do transformiranja začetnih perspektiv, do seznanjenja z novimi 
informacijami in do vključevanja vedno več elementov v bolj in bolj kompleksno »sliko« sveta. 
(Valenčič, 2019) 
Za človeško kognicijo potemtakem velja, da sledi realnim vzorcem, a na informacijsko plitvi 
način in zato brez zmožnosti celovitega oziroma popolnega ter do virov občutljivega 
razumevanja: »Človeška kognicija se zanaša na preproste namige in prek njih tvori zelo 
zapletene zaključke, preprosto zato, ker se lahko opre na prilagodljive korelacije med temi 
namigi in sistemi, ki zahtevajo rešitev: vedno se je lahko zanesla na nekaj, čemur bi lahko dejali 
kognitivno ekološka stabilnost.« (Bakker, 2016)  
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Če se na tem mestu še enkrat navežemo na zadnje poglavje, drži, da je tegale obdobja enkrat 
za vselej konec; namreč, kot je sedaj že sleherniku jasno, smo kot družba vedno bolj očitno 
vključeni v postopni, a hkrati sistematični proces vnosa globokih oziroma do virov občutljivih 
in predhodno popolnoma nedostopnih informacij, do katerih je naša radikalno hevristična in 
fragmentirana kognicija že v štartu gojila načrtno odklonilni odnos – še enkrat se moramo torej 
vprašati: »Kaj se pripeti naši informacijsko plitvi škatli z orodjem v informacijsko globokem 
svetu?« (Bakker, 2015) Da bi se lažje dokopali do odgovora na zgornje vprašanje, se torej v 
nadaljevanju najprej obračamo na N. Katherine Hayles in na njeno teorijo kognicije, ki 
učinkovito povzame pravkar podano problematiko in tehničnim sistemom oziroma 
komputacijskim medijem enkrat za vselej poda glas – vdor softver epistemologije v kulturni 
vmesnik bomo zatorej prikazali prek analogije ali prek delovanja tehnične oziroma tehnološke 
kognicije.  
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5 PLANETARNA KOGNITIVNA EKOLOGIJA IN TUJOST INFORMACIJ 
 
Govor o kognitivni vpetosti ter planetarni kognitivni ekologiji potemtakem ni tuj niti N. 
Katherine Hayles; ali natančneje rečeno, ne glede na to, da so osrednji nastavki njene teorije 
plod precej drugačnega teoretskega, kot tudi etičnega raziskovanja, se ti – prav zaradi 
Bakkerjeve radikalizacije funkcij delovanja človeške kognicije in definicije nečesa, čemur bi 
lahko rekli radikalni enaktivizem – odlično vklapljajo in kanalizirajo moč ter veljavo tudi v tej 
razpravi: »Ker v TSM ni ničesar, kar bi ločevalo med notranjim in zunanjim, je znotraj te sheme 
podana teorija kognicije še toliko bolj vpeta, kot je temu tako pri običajni teoriji enaktivizma,« 
(povz. po Robbert, 2014), ki ji sicer – poleg kognitivne biologije in informacijske teorije – sledi 
tudi Hayles.  
Šele prek nekaterih bistvenih uvidov Bakkerjeve teorije kognicije je v naslednjem koraku 
mogoče v obzir vzeti teorijo kognicije, sestavljeno iz skupka pred tem izpostavljenih področij 
raziskovanja, do katere je prišla Hayles. Kot bomo videli v nadaljevanju, je (bila) prav 
Bakkerjeva intervencija tista, ki je sledečo definicijo iztrgala iz klasičnega posthumanističnega 
(in s tem tudi postmodernega) okvirja in vanjo vnesla potrebno empirično in teoretsko 
legitimacijo. Namreč, komaj po tem, ko posedujemo empirično preverljiv teoretski okvir 
delovanja človeške kognicije, lahko začnemo razmišljati o tem, kakšne implikacije bo za seboj 
pustila interakcija med ljudmi in ostalimi kognitivci, še posebej pa razmerje med 
kvintesencialnimi kognitivci, tj. komputacijskimi mediji in nami, o katerem bomo podrobneje 
spregovorili v nadaljevanju. 
 
5.1 Poudarek na nezavestni kogniciji 
Na podlagi pravkar podanih ugotovitev se je tako že v štartu smiselno osredotočiti na Hayles 
in izpostaviti dve osrednji ločnici, ki sta bistveno vplivali na avtoričino nadaljnjo teoretsko 
obravnavo: (1) poudarjanje nezavestne kognicije je Haylesovi omogočilo, da najprej uspešno 
poustvari prevladujočo posthumanistično distinkcijo med človeškim in nečloveškim ter jo 
nadomesti z bolj dodelanim in manj antropocentričnim razmerjem med kognitivci (človeški, 
živalski, rastlinski in tehnični sistemi, ki izvajajo razne kognitivne operacije ali informacijske 
procese) in nekognitivci (neanimirani objekti in materialni procesi). To pa še ni vse, (2) saj ji 
je tovrstni epistemološki prehod oziroma vrednostni zasuk s poudarka na zavesti k nezavestni 
kogniciji poleg tega odprl polje za opis nove teorije kognicije, ki bo resnično vseobsegajoča, s 
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strani sodobnih raziskav posodobljena in zato zmožna znotraj sebe vključiti še delovanje 
ostalih kognitivnih sistemov, predvsem pa komputacijskih medijev.  
Za posledice nadaljnje argumentacije je bil zato bistvenega pomena prav že izpostavljeni 
vrednostni zasuk oziroma epistemološki prehod od razumevanja kognicije kot nečesa, kar 
običajno enačimo z zavestjo, k nečemu, kar je zavesti (1) informacijsko in strukturno 
nedostopno ter (2) usmerjeno prav v hitro in učinkovito procesiranje velikih količin informacij 
za naknadno zavestno obravnavo: »Mogoče je najpomembnejša funkcija [nezavestne kognicije 
– dodatek je moj] obvarovati zavest, z njenim počasnim vžigom in omejeno sposobnostjo 
obdelave, pred poplavo notranjih in zunanjih informacij, ki se zlivajo v možgane vsako 
milisekundo.« (Hayles, 2017, str. 10) Tovrstni proces vzorčenja, selekcije in interpretacije 
informacij pa seveda ni omejen le na delovanje človeške nezavestne kognicije, nasprotno, to je 
predvsem način ali vstopna točka, na katerega se s praktično kognitivno ekologijo 
sinhronizirajo tudi ostali organizmi in tehnični sistemi; učinkovitost informacijskega 
procesiranja in uspešnost kognitivnega izvajanja namreč ni odvisna od zavestne interakcije26 z 
evolucijsko izbranim okoljem.  
 
5.2 Teoretska izhodišča za definicijo kognicije 
Temu sledeč se Haylesova poleg porajajoče se kognitivne biologije in Shannonove 
informacijske teorije pri iskanju nove definicije kognicije pomudi še pri teoriji enaktivizma 
oziroma teoriji ''utelešene'' ali ''udejanjene'' kognicije. Če začnemo pri prvi izmed znanstvenih 
disciplin, se bistvena realizacija tiče tega, »da imajo vse življenjske oblike nekaj kognitivne 
kapacitete, celo rastline in mikroorganizmi« (Hayles, 2017, str. 66) ter da je na tej osnovi v 
razpravo treba vpeljati bolj obsegajoč pogled na kognicijo in razne funkcije njenega delovanja. 
V skladu s tem je vrnitev k informacijski teoriji povsem smiselna, saj tovrstni komunikacijski 
oziroma kognitivni proces vzorčenja, selekcije in interpretacije informacij – kakopak gre za 
                                                     
26 Na tej točki bi lahko izvedli nadaljnjo »distinkcijo med inteligentnim in ciljno-usmerjenim vedenjem in 
dinamičnim, strukturno reguliranim informacijskim procesiranjem; vse to z zavedanjem, da gre za medsebojno 
povezane sisteme delovanja.« (Valenčič, 2019) Ker pa smo tekom poglavja že izpostavili Bakkerjev radikalni 
enaktivizem, lahko zatrdimo, da gre pri vsem skupaj predvsem za vprašanje strukturnih lastnosti organizma in iz 
tega izhajajoče kontingetnosti ali vedenjskega determinizma: »Kaj če je ''biti determiniran'' le indeks relativne 
odvisnosti med termini na verjetnostnem kontinuumu? ''Nujno'' bi bilo 100 % determiniran; ''(absolutno) 
kontingenten'' pa 0 % odvisen. (technocartesius, 2019) Posledično lahko v distinktivni zmožnosti beleženja in 
inkorporiranja posredovanih informacij za prihodnje sistemsko delovanje v delovanju človeške kognicije najdemo 
proces, ki slednji daje značilno plastičnost ali nadpovprečno sposobnost fleksibilnega, prilagodljivega in 
spremenljivega vedenja, ki je v nasprotju z ostalimi organizmi splošnejša in na dolgi rok ne zahteva nadaljnje 
specializacije.  
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postopek ustvarjanja pomena –, Shannon najprej loči od »semantične zasnove in jo nato 
nadomesti s kvantitativno metodo selekcije sporočilnih elementov iz seta (na primer) črk v 
abecedi;« (povz. po Hayles, 2017, str. 22) − resda je pri tem na delu kvantitativni pristop, a 
znotraj njega podani nastavki se odlično vklapljajo v vsakršen kvalitativen oziroma 
procesualen pogled na informacijsko procesiranje ali na proces ustvarjanja pomena. Še bolje 
rečeno, ker se v informacijski teoriji poudarek seli iz naravnih jezikov k ostalim oblikam 
komunikacijskih praks in načinov informacijskega procesiranja, vzemimo za primer binarni 
zapis, se v povezavi s tem odpre novo področje raziskovanja za prevpraševanje, kaj pomen 
dejansko je ter kaj daje raznim kontekstom in ravnem sposobnost njegovega generiranja − glede 
na to, da se različni procesi odvijajo v različnih kontekstih, so očitno ti tisti, ki v končni fazi 
slednjim dajejo pomen. Vprašanje smisla je posledično radikalno odprto, saj je za njegovo 
produkcijo odgovoren predvsem proces, ki ga v zadnji instanci ustvarja. Nazadnje in s 
poudarkom na pravkar podani realizaciji, Haylesova v razpravo vpelje še teorijo enaktivizma, 
»saj je njihov pristop udejanjenja skladen s pristopom, ki ga sama zasledujem, kolikor 
prepozna, da kognicija vznikne iz kontekstu-specifičnih (tj. utelešenih) interakcij. (prav tam, 
str. 21) Kot smo že dejali, »gre za pristop, pri katerem interpretacijo informacij razumemo 
procesualno in ne semantično, kot interakcijo organizma ali entitete s svojim okoljem. Podobno 
kot pri vidu, tudi za kognicijo velja, da ni stvar reprezentacije, nič ni reificirano – v osnovi je 
rekurzivni sistem nenehne interakcije, vpetosti in izvajanja. […] Metaimplikacija tega je, da 
ljudje ne morejo v zadnji instanci določiti, kateri konteksti in katere ravni bodo zmožne 
generirati smisel;« (prav tam, str. 26) zadnja poanta je medtem tudi ena izmed osrednjih točk 
avtoričine razprave ter izhodišče, ki ga tudi mi pospešeno zasledujemo.  
 
5.3 Definicija kognicije in povezava s softver epistemologijo  
Na podlagi zgornjih opažanj in vmes podanih teoretskih ugotovitev se lahko sedaj obrnemo k 
Haylesini definiciji kognicije, ki gre takole: »Kognicija je proces, ki interpretira informacije 
znotraj kontekstov, ki jim dajejo pomen« (prav tam, str. 22) – zavoljo lažjega razumevanja je 
pravkar podano trditev smiselno razdeliti na tri ločene sekvence: (1) Glede na to, da je kognicija 
proces in ne atribut, ni nekaj, kar bi v osnovi merili, ali nekaj, kar bi bilo od narave ločenega, 
saj sta prav vpetost in dinamično informacijsko procesiranje tisti komponenti, ki slednjo 
najbolje definirata: »Na primer, računalniški algoritem, napisan kot navodila na papirju, ni sam 
po sebi kognitiven, kajti proces postane šele tedaj, ko je realiziran v platformi, ki je zmožna 
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razumeti niz navodil in jih izvesti.« (prav tam, str. 25) (2) Kognicija prav tako implicira 
možnost izbire; na voljo mora biti več kot le ena možnost kognitivnega delovanja: »V 
komputacijskih medijih je lahko izbira tako preprosta kot je odgovor na binarno vprašanje: ena 
ali nič, da ali ne. Drugi primeri, v C++ programskem jeziku, vključujejo navodila, kot so na 
primer ''če'' in ''drugo'' izjave […]. Povrh vsega so lahko ta navodila medsebojno vpeta in 
zavoljo tega tvorijo precej zapletena odločitvena drevesa.« (prav tam, str. 25) Na tem mestu 
velja poudariti, da izbira seveda ne vključuje svobodne volje, marveč predvsem naslavlja razne 
vedenjske operacije, ki so vpisane v programska navodila ali strukturno zasnovo organizma. 
(3) Kognicija interpretira informacije znotraj kontekstov, ki jim dajejo pomen: »Implikacija 
tega je, da pomen ni absoluten, ampak se razvija v relaciji do specifičnih kontekstov, znotraj 
katerih s strani kognitivnih procesov izvedene interpretacije vodijo do zaključkov, relevantnih 
za situacijo v danem trenutku. Zapomnite si, da kontekst vključuje utelešenost.« (prav tam, str. 
26) Tako lahko brez težav zatrdimo, da se konteksti med seboj razlikujejo, da so ti primarno 
odvisni od kognitivnih virov ter strukturnih lastnosti organizma, ki v končni fazi določajo in 
bistveno pripomorejo k ustvarjanju ter oblikovanju pomena; v enaki meri pa vemo, da se 
preplet in čedalje očitnejši medsebojni vpliv med tovrstnimi procesi ali, bolje rečeno, 
kognitivci vedno bolj tiče tudi razmerja med človeku znanimi in neznanimi oziroma tujimi 
konteksti, ki se tekom naraščajoče sistemske kompleksifikacije postopoma manifestirajo v 
človeški kognitivni ekologiji in vanjo vnašajo informacije, procese in interakcije, katerih 
pomen se človeškim uporabnikom vseskozi izmika. »Res je, biološka in tehnična kognicija sta 
dandanes tako globoko prepleteni, da je natančneje reči, da interpenetrirata druga drugo;« (prav 
tam, str. 11) − razlika je le v tem, da tehnična kognicija v tem procesu nima kaj izgubiti. 
Za našo razpravo je posledično bistvena prav natančnejša obrazložitev in ponazoritev točke (3) 
ter tega, na kakšen način se slednja vklaplja v predhodno podane konceptualizacije – tj. vdora 
softver epistemologije v kulturni vmesnik in osredotočenosti na tehnične sisteme, 
komputacijske medije ali na tehnološko kognicijo nasploh. Kaj lahko torej pričakujemo v 
zaključnem poglavju naloge? Smiselno je začeti pri osrednjem konceptu tegale poglavja, in 
sicer pri planetarni kognitivni ekologiji oziroma pri t. i. kognitivnem asemblažu ali skupku 
kognitivcev, ki izvajajo razne kognitivne operacije. Kolikor o tem priča že sam koncept, smo 
ljudje vpeti v dinamične procese in interakcije znotraj (človeške) kognitivne ekologije, katere 
funkcije in načini delovanja postajajo tekom vsesplošne družbene modernizacije in 
kompleksifikacije čedalje bolj prepleteni in heterogeni. Odločujoč je predvsem pomik iz 
načinov človeških interakcij, ki preprosto temeljijo na nizu podedovanih kognitivnih ekologij, 
32 
 
k interakcijam, ki so primarno, tj. že v štartu tehnološko mediirane in zato potopljene v razne 
zakonitosti delovanja tehnične kognicije; navzlic temu, pa je pri vsem skupaj dovoljšen že vnos 
predhodno nedostopnih informacij v človeško kognitivno ekologijo in ne le dejstvo, da so 
današnji informacijski kanali plod komputacijskih medijev in ne več analognih metod 
medijskega sporočanja – za produkcijo novih in novih informacij ter človeku (vsaj deloma) 
nedostopnih kontekstov namreč skrbi prav softver epistemologija. 
 
5.4 Analogija med tehnično kognicijo in človeško kognicijo 
Omenjena trditev si zasluži dodatno pojasnilo: razlog, zakaj se preplet med komputacijskimi 
mediji in ljudmi v temelju razlikuje od interakcije med ljudmi in ostalimi kognitivci, izvira iz 
specifične narave porajajočih se kognitivnih tehnologij. Preprosto rečeno, njihovo delovanje je 
v večji meri skladno delovanju človeka: »Komputacijski mediji so distinktivni […], ker imajo 
močnejši evolucijski potencial kot katerakoli tehnologija in ta potencial imajo zavoljo njihove 
kognitivne kapacitete, ki jim poleg ostalih funkcij omogoča simulirati katerikoli sistem.« (prav 
tam, str. 33) Podobno kot pri ljudeh je tudi njihovo delovanje usmerjeno v optimizacijo lastne 
ekološke niše ali, še bolje, zaradi omenjene kognitivne superiornosti se njihov evolucijski 
potencial začne manifestirati tudi v ostalih porah družbe in postane skozi čas univerzalen, tj. 
časovno in prostorsko nenehno prisoten; poglejmo si torej primer, ki tovrstno uzurpacijo 
ponazori prek analogije s človekom ter prek primera uporabe tehnologije:  
Analogija s kognitivnimi kapacitetami komputacijskih medijev nakazuje, da smo trenutno priča 
podobnemu procesu svetovne dominance znotraj tehničnih miljejev. Poganjajoč s strani 
neizprosnih inovacij globalnega kapitala, se komputacijski mediji zavoljo podeljene kognitivne 
kapacitete in iz tega izhajajoče močne evolucijske prednosti širijo v vsako drugo tehnologijo, 
vključno s čistilnimi napravami za odpadne vode in tehnologije transporta, a prav tako v 
gospodinjske aparate, ure, očala in vse ostalo, vanje vnašajoč ''pametne'' kapacitete, ki 
sunkovito spreminjajo tehnološke infrastrukture po svetu. Posledično postajajo tehnologije, ki 
ne posedujejo komputacijskih komponent, vedno redkejše. Komputacijski mediji potemtakem 
niso le še ena vrsta tehnologije. So kvintesencialna kognitivna tehnologija in zavoljo tega imajo 
posebni odnos s kvintesencialno kognitivno vrsto, Homo sapiens. (prav tam, str. 34)  
Povezava med tehnično in človeško kognicijo pa ne sme preprosto temeljiti na kognitivni 
kapaciteti, marveč veliko bolj na analogiji med tehnično in človeško kognicijo ter na osnovi 
tega izhajajočem iskanju razlik med njima – bistvenega pomena je kontekst, znotraj katerega 
se izvajajo kognitivne operacije, ter vprašanje medsebojnega dostopa med njima. Spomnimo 
se na že podano trditev: »Metaimplikacija tega je, da ljudje ne morejo v zadnji instanci določiti, 
kateri konteksti in katere ravni bodo zmožne generirati smisel.« (prav tam, str. 26) Namreč, če 
smo v preteklosti še lahko zanemarili ustvarjanje novih kontekstov in s tem novega pomena, 
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katerega kreacije so bile plod rastlinske in živalske kognitivne vpetosti, ki za človeško 
kognitivno ekologijo niso nosile velikega pomena, saj so bile s strani človeka skoraj v celoti 
kontrolirane, dandanes ni več tako – več kot očitno je, da je se je tekom tehnične oziroma 
tehnološke kognifikacije vzpostavil proces medsebojnega spajanja med človeško in tehnično 
kognicijo ter postopek obojestranskega vpadanja na eno in drugo stran; medtem ko ljudje 
odtisnejo svoje vrednote v tehnologijo, notranje lastnosti tehnologije vplivajo na bodisi (v tem 
primeru bistveno) učinkovito delovanje človeške kognicije bodisi na vse ostale in do tegale 
trenutka vidnejše družbenopolitične spremembe, najočitneje opazne v sami organizaciji 
oziroma v procesu modeliranja prebivalstva. 
Glede na to, da razne kognitivne operacije tehnične kognicije delujejo izven kontekstov 
človeškega dosega ali, natančneje, da zanje na takšen ali drugačen način ostajajo 
neinteligibilne, kljub vsemu pa nanje pomembno vplivajo in jih v končni fazi tudi spreminjajo 
ali celo podvržejo zmožnosti njihove aplikacije pod vprašaj, moramo na tem mestu izpostaviti 
nekaj osrednjih primerov tovrstnih kognitivnih praks in nakazati, zakaj bi razmah različnih 
kognitivnih tehnologij lahko odločujoče pripomogla k neučinkovitosti kognitivnega izvajanja 
človeške kognicije ter širše gledano, človeške kognitivne ekologije. Preden nadaljujemo, se je 
vredno še enkrat spomniti Bakkerjeve trditve, da učinkovitost naših kognitivnih orodij izhaja 
iz načrtnega zanemarjanja potrebnih informacij za ustrezno samorazumevanje in razumevanje 
lastnega okolja ter da bi vnos globokih oziroma vseh informacij lahko učinkovitost niza 
podedovanih kognitivnih ekologij postavil pod vprašaj ali celo zrušil.  
 
5.5 Sedem kategorij softver epistemologije ali tehnične kognicije 
V sklopu tega bomo vrsto primerov, pri čemer tale opis nikakor ne bo popoln, razdelili na 
sedem analitičnih kategorij, ki označujejo in oznanjujejo vdor novih medijev, tehničnih 
sistemov, softver epistemologije, komputacijskih medijev ali tehnične kognicije v kulturni 
vmesnik oziroma človeško kognitivno ekologijo in pričajo o zgoraj nakazanih spremembah. 
Te kategorije so: atmosferični mediji, somatični senzorji, algoritemska vladnost, strojno 
učenje, empirična (ali znanstvena) kognicija (več o tej v nadaljevanju), kognitivna modifikacija 
in originalni scenarij za rušenje evolucijsko pridobljenih orodij – UI.  
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5.5.1 Atmosferični mediji 
Za atmosferične medije velja, da delujejo na temporalni ravni, ki je človeški zaznavi ter 
občutenjem popolnoma nedostopna; iz tega sledeč so njihove funkcije in načini delovanja 
poimenovani z okoljskim oziroma ekološkim izrazom. Mark B. Hansen (Hansen, 2015) je z 
omenjenim konceptom poskušal opozoriti na razne vedenjske manipulacije, ki se zgodijo že 
pred zavestno zaznavo in izhajajo z ravni, na kateri operira tehnična kognicija. Primeri: 
infrastruktura pametnih mest, sociometer, zvočna umetnost itd.  
5.5.2 Somatični senzorji 
Somatični senzorji spadajo v širše področje biometrije, kjer je cilj s pomočjo tehnologije 
izmeriti ''skrita'' telesna oziroma vedenjska stanja, ki so zavestni obravnavi nedostopna, s 
pomočjo uporabe tehnične kognicije pa postanejo prvič tehnološko reprezentirana in največkrat 
namenjena širšemu spektru manipulacij – kot je temu (na primer) tako pri beleženju političnih 
preferenc prek oddajanja mikrosignalov glede na podobo politika ali političarke, ki kandidira 
za višji vladni položaj. Vprašanje pa je, do kolikšne stopnje se da omenjeno tehnologijo 
prignati, ko se aplikacija nje začne odvijati v realnem času? Primeri: MeMachine 
(eksperimentalni primer uporabe pametne tehnologije za biometrični nadzor) itd.  
5.5.3 Algoritemska vladnost 
Novi način družbenega in družbenopolitičnega nadzora. Tako v prvem kot v drugem primeru 
gre v principu za avtomatiziran in računalniško izveden način beleženja in povratnega 
odzivanja na – v realnem času – posredovane informacije oziroma infra- ali suprasubjektivne 
elektronske namige, prek katerih sodobna ''feedback'' infrastruktura napoveduje ali stremi k 
usmerjanju uporabnikovega in/ali skupinskega vedenja v prihodnje – jasno je, da je 
algoritmično posredovane in statistično obdelane skupke podatkov mogoče uporabljati tudi 
izven običajnih tehnologij nadzora in isti mehanizem usmeriti v marketing, v težnjo po višanju 
interakcije na družbenih omrežjih itd. Primeri: policijska uporaba velikega podatkovja, 
»Youtube algoritem, ki poskuša maksimizirati čas gledanja video vsebin in zavoljo tega 
načrtno stimulira negativne afekcije, saj te – vsaj znotraj kratkih časovnih intervalov – 
pripomorejo k osrednji težnji platforme.« (povz. po Lanier, 2018) 
35 
 
5.5.4 Strojno učenje 
Različni modeli strojnega ali globokega učenja pričajo o dveh stvareh: »Podatki začno voditi 
operacije; nič več ne programerji, saj so podatki tisti, ki začno odločati o tem, kaj storiti v 
prihodnje.« (Alpaydin, 2016, str. 11) Ena izmed pomembnih posledic tega je, da postajajo 
stvari med seboj vedno bolj korelativne, sistemsko prepletene ter v večini primerov podvržene 
enemu samemu merilu, tj. pravilom obravnave. Novi način zbiranja in odločanja prek 
pridobljenih informacij velikega podatkovja bi lahko pomembno vplival na kolektivno 
družbeno razumevanje in razumevanje drug drugega, saj bi v razpravo vnesel pred tem 
nedostopne informacije, katerih implikacije bi potencialno pripomogle k afirmaciji razlik 
oziroma poglobitvi že obstoječe diskriminizacije. Primeri: »Prek statističnega modela izvedena 
analiza o verjetnosti nakupa na spletni strani, od katere je odvisno, ali bo stranki že v začetku 
namenjen cenovni popust na prvi nakup, pri čemer se tovrstna diskriminacija odvija na recimo 
etnični bazi.« (povz. po Stucchio in Mahapatra, 2017) itd. 
5.5.5 Empirična (ali znanstvena kognicija) 
Vnos predhodno nedostopnih informacij se seveda ne tiče le ekonomije, saj je njegov učinek 
mogoče zaznati tudi v ostalih conah družbe ali, bolj specifično, v čedalje težjem podajanju 
vrednostnih sodb na razne vedenjske vzorce, ki so zavoljo posedovanja globokih informacij 
postali pojasnljivi tudi na postintencionalni način – »kajti hevristika je: če obstaja kavzalna, 
nevrokognitivna pojasnitev za dejanje, to dejanje ni več intencionalno, torej ni več ustrezno 
dajati karakternih sodb na dotičnega individuuma. […] Mislim, da je to preprost igračkasti 
model, a menim, da je dober igračkasti model za pridobiti zavedanje o tem, kako bo moralnost 
postala bolj in bolj težaška in sčasoma povsem neizvedljiva.« (Bauer in Krašovec, 2018, str. 
1077) Namreč, ko vedno več stvari postane del določenosti27 in ne več del plitvih 
intencionalnih sodb, se učinkovitost in v zadnji instanci tudi zmožnost tovrstnega presojanja 
sčasoma začne rušiti. Primeri: podajanje karakternih lastnosti glede na učni uspeh študenta, 
težave pri določanju odgovornosti za kaznivo dejanje itd. 
                                                     
27 Paradigmatski primer tega je vprašanje svobodne volje (tj. zmožnost delovati drugače), ki je bilo v preteklosti 
konstitutivno za vzpostavitev liberalnih vrednot in modernih držav, v današnjem času pa je v vedno več kontekstih 
empirično postavljeno pod vprašaj. 
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5.5.6 Kognitivna modifikacija 
Za ustrezno delovanje hevristične in zato informacijsko plitve človeške kognicije je bistvenega 
pomena prav stopnja prilagojenosti na določen niz podedovanih ekologij ali drugače rečeno, 
»uspešnost intencionalne kognicije posledično izvira iz stabilnih oziroma samoumevnih 
ozadij.« (povz. po Bakker, 2015) Iz tega sledeč, lahko čedalje očitnejšemu zastavku telesne in 
kognitivne modifikacije očitamo spregled osnovnih parametrov človeške kognicije ter 
predvsem njene odvisnosti od obstoja ekoloških invariant, ki so za učinkovitost vsakršnega 
kolektivnega delovanja ključne – »ker transhumanizem zahteva nenehno transformacijo 
stabilnih, samoumevnih ozadij, lahko pričakujemo, da bo pripomogel k zrušenju intencionalne 
kognicije.« (prav tam, 2015) Primeri: Neuralink, vnos raznih senzorjev za beleženje človeku 
nedostopnih informacij, recimo stopnjo kriminala v določeni soseski itd.  
5.5.7 Umetna inteligenca (UI) 
Rušilno moč UI lahko najlažje ponazorimo prek delovanja kavzalne kognicije. Vzemimo 
primer iz kognitivne znanosti, kjer znanstveniki v eksperimentalnih okoliščinah načrtno 
manipulirajo z informacijami, ki so uporabnikovi nezavestni kogniciji na voljo: »Ko gre za 
nezavestno kognicijo, ki vpliva na vse, kar storimo, obstaja tesno razmerje med kognitivnimi 
viri, ki jih imamo, in informacijami, ki jih ti posedujejo.« (Bakker, 2015) V skladu s tem je 
znanstvenikom omogočeno, da znotraj izoliranih in informacijsko globokih kontekstov – prek 
empirično pridobljenih znanj postaja možganska aktivnost čedalje transparentnejša, natančno 
določljiva in zato enostavneje podvržena manipulaciji – načrtno vplivajo na informacijski 
dostop (nezavestne kognicije) ter posledično tudi na prihodnje delovanje raznih informacijsko 
plitvih kognitivnih orodij. Brez težav lahko zatrdimo, da se je pravkar izpostavljeni postopek 
prekrivanja med globokimi in informacijsko plitvimi konteksti začel vpisovati tudi v čtivo 
obstoječega kulturnega vmesnika, resda najopazneje na družbenih omrežjih, kjer informacijsko 
globoka28 tehnična kognicija vseskozi manipulira s človeško, še posebej pa s funkcijami 
delovanja socialne kognicije. Primeri: romanca s klepetalniškim robotom, globoke laži, UI 
generatorji besedil, Sistem 0, OS Samantha itd. 
  
                                                     
28 »Prek beleženja osebnih informacij iz vseh populacij bi lahko UI razvila celovitejše razumevanje nas, ki je 
boljše kot naše lastno (zavestno) razumevanje samih sebe.« (povz. po Lawrence, 2015) 
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6 RAZMERJE MED PLITVO IN GLOBOKO KOGNITIVNO EKOLOGIJO 
 
Človeška kognicija ni ontološko distinktivna. Kot vsi biološki sistemi ima svojo ekologijo, 
svoje okoljske pogoje. In tako kot je znanstveni napredek privedel k rušenju neštetih 
ekosistemov na tem planetu, je prav tako usmerjen v rušenje naše skupne kognitivne ekologije, 
v rušenje naših sposobnosti zaupanja in verjetja, da niti ne omenjamo možnosti izbire ali 
sprejetja odgovornosti. Ko ima vsako podoptimalno vedenje etiologijo, kaj potem? Ko ima vsak 
izmed nas umetne prijatelje, ki nas zasuvajo s pohvalami, ki izčrpavajo naše negotovosti in ki 
storijo vse, kar lahko, le da bi nam preprečili nekomercialno – podedovano – interakcijo, kaj 
potem? (Bakker, 2018)  
Kot nam tale citat nazorno nakazuje, je za Bakkerja vsesplošno tehnološko pospeševanje – 
čedalje intenzivnejši vnos tehnološke kognicije v nize podedovanih kognitivnih ekologij – ne 
toliko stvar »socialnih in ekonomskih sprememb kot predvsem bioloških – moderna je zanj 
prvenstveno dogodek, ki označuje novo fazo v biološki revoluciji.« (Valenčič, 2019) V 
primeru, da se ponovno navežemo na osrednji poanti TSM in HTZ, je tovrstno verjetje zelo 
predvidljivo, a hkrati docela neizbežno, saj primarno govori o procesu naraščajoče kognitivne 
degradacije podedovanih kognitivnih ekologij ali o nečemu, kar običajno enačimo z 
Antropocenom: Rušenje podedovanih (informacijsko plitvih) kognitivnih ekologij je 
popolnoma v skladu z Antropocenom, le še en način, na katerega znanost in tehnologija kvarita 
biologijo našega planeta. (Bakker, 2018) 
Če se zopet obrnemo k Bakkerju oziroma k bistvenim ugotovitvam TSM in HTZ, lahko 
prikažemo, zakaj bi temu bilo tako; zakaj pričakovati, da bodo evolucijsko pridobljena 
kognitivna orodja ter funkcije delovanja intencionalne kognicije tekom čedalje intenzivnejšega 
vnosa globokih oziroma vseh informacij postajale manj in manj učinkovite, manj zmožne 
generirati željene rezultate, vedno bolj podvržene raznim oblikam manipulacije … In predvsem 
izpostavljene rušenju lastnih, nadvse implicitnih predpostavk, od katerih je bila učinkovitost 
njihovega delovanja že od vsega začetka odvisna. V skladu s tem smo poleg spoznanja, da se 
ljudje – zavoljo nekaterih strukturnih lastnosti naše kognicije – ne zmoremo prepoznati kot del 
narave, kot specifičen, a le še en biomehanizem, v razpravo o Bakkerjevi teoriji kognicije 
vpeljali še dve ključni ugotovitvi, in sicer, da je človeška kognicija fragmentirana in radikalno 
hevristična in da je na podlagi tega uspešnost njenega delovanja odvisna predvsem od stopnje 
sinhroniziranosti z nizom podedovanih kognitivnih ekologij oziroma od stopnje učinkovitosti 
beleženja raznih ekoloških korelacij, ki pozitivno vplivajo na sistemsko vedenje v prihodnje.  
Zaradi hevristične narave človeške (metakognicije in socialne) kognicije ali zaradi načrtnega 
zanemarjanja vseh potrebnih informacij, resda nujnih za ustrezno samorazumevanje in 
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razumevanje lastnega okolja, je hrbtna plat zgornjih ugotovitev ta, da se ljudje (že zaradi 
tovrstnega evolucijskega deficita) nikakor ne zmorejo v celoti spoznati ter kavzalno razumeti 
drug drugega – namesto tega je veliko bolj verjetno, da je tudi človeška (intencionalna) 
kognicija vpeta v nize podedovanih kognitivnih ekologij, da je posledično odvisna od obstoja 
ekoloških invariant in namigov, katerih rešitve bi morale – vsaj večino časa – privesti do 
pozitivnih rezultatov in zaključkov. Tako lahko pričakujemo, da je (in da v še večji meri bo) 
ena izmed posledic vdora globokih oziroma vseh informacij v plitvo kognitivno ekologijo 
usmerjena predvsem v rušenje ali pa čedalje opaznejše transformiranje začetnih nastavkov 
oziroma ekoloških invariant, katerih obstoj je za obstoj intencionalne kognicije absolutno 
ključen – ne pozabimo, »odločilno vprašanje mora biti, kako daleč – in kako hitro – lahko 
človeštvo gre. Na kateri točki (ali pri kateri hitrosti) prepoznavno človeška kognitivna ekologija 
preneha obstajati?« (Bakker, 2018)  
 
6.1 Primeri vdora globoke kognitivne ekologije v plitvo 
Za lažje razumevanje nadaljnje razprave je smiselno na tem mestu postreči z nekaj primeri, ki 
nazorno pričajo o težavah, s katerimi se bo v vedno večji meri morala srečevati intencionalna 
kognicija, saj slednja ne bo več mogla učinkovito usklajevati med lastnimi zastavki in zastavki 
tehnične ter znanstvene kognicije29, katere vpliv se bo – v to smo lahko gotovi: globalni kapital 
namreč predstavlja zaledje za nenehno ekspanzijo tehnične kognicije – skozi čas eksponentno 
večal in odločujoče pripomogel k rušenju evolucijsko pridobljenih kognitivnih orodij in iz tega 
izhajajočih načinov socialnih interakcij, človeških modelov vzorčenja in postopkov mišljenja, 
na primer moralnega vrednotenja, v katere smo kot družba nedvomno vpeti še dandanes; v 
prihodnosti lahko torej pričakujemo nastop nečesa, kar nedvomno ne bo spominjalo na človeku 
podobno kognitivno ekologijo: »Več kot očitno smo priča kvalitativnemu razmerju med dvema 
                                                     
29 Od tu torej Bakkerjeva lucidna in žal v večji meri spregledana kritika raznih ameriških etabliranih 
intelektualcev, na primer Stevena Pinkerja, Sama Harrisa, Neila deGrassa Tysona itd., ki poskušajo na silo 
združiti nekaj docela nezdružljivega, tj. podati enačaj med delovanjem znanstvene in intencionalne ali, 
natančneje, moralne kognicije; slednji pri tem že v osnovi spregledajo historično kontingentnost tovrstne 
skladnosti, ki je v določenem historičnem obdobju zares obstajala ali je vsaj bila mogoča, z razvojem novih 
znanosti in akumulacijo novih ter predhodno nedostopnih znanj, ki pod znanstveno obravnavo ne podvržejo 
le zunanjega sveta, temveč predvsem človeka, pa o tejle povezavi ne moremo več govoriti. Nasprotno, v 
razsvetljenskem projektu lahko namesto odrešenika najdemo rušitelja intencionalne ali, natančneje, moralne 
kognicije, ki tekom vztrajnega vzvratnega inženiringa raznih kognitivnih ekologij, med katerimi se je pred 
kratkim znašla tudi človeška, učinkovitost intencionalnega presojanja vztrajno ruši, postavlja pod vprašaj in 
ga v končni fazi dela za docela redundantnega, tj. za nekaj, kar v visokotehnološkem svetu nima kaj iskati. 
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različnima ekologijama, med hevristično in kavzalno kognicijo ali, drugače rečeno, med plitvo 
in globoko kognitivno informacijsko interpretativno shemo:« (Valenčič, 2019) 
Ljudje spoznavajo sebe in drug drugega prek sistemov, ki vzamejo v zakup toliko, kolikor 
največ lahko. To je dejstvo. Glede na to ni le mogoče, ampak čedalje bolj verjetno, da se nam 
bo usklajevanje med intuitivnim samorazumevanjem in našim znanstvenim razumevanjem 
zdelo nemogoče. Zakaj bi razvili ekstravagantno sposobnost intuitiranja naše narave onkraj 
potreb podedovanega življenja? Na teh potrebah utemeljena plitva kognitivna ekologija 
konstituira naše osrednje samorazumevanje, to, ki vključuje imprimatur evolucijske 
kontingence na vsakem vogalu. Ni mogoče nadomestiti tegale sisteme, brez nadomestitve naše 
človečnosti. (Bakker, 2018)  
Poleg že predhodno izpostavljenih težav pri podajanju karakternih sodb, recimo na univerzi, 
kjer beležimo povečano število študentov s posebnimi potrebami: »V mojem času je bilo tem 
študentom dovoljeno reči, da so leni ali nevzgojeni, dovoljeno nam je bilo izvajati karakterne 
sodbe glede študentov, ki niso dosegali dovolj dobrega uspeha. Sedaj, ko imamo na voljo vse 
te globoke ekološke informacije, nam te omogočajo identificirati mehanizme, ki povzročajo 
določeno vedenje. […] Kar naenkrat tako postane izrekanje moralnih sodb odveč, saj njihova 
osnova izgubi vso preteklo legitimacijo.« (Bauer in Krašovec, 2018, str. 1077), je mogoče najti 
tudi množico veliko bolj daljnosežnih in bolj destruktivnih diskontinuitet med moralno in 
tehnično oziroma globoko kognicijo. Eden izmed tovrstnih primerov se navezuje na 
kaznovalno pravičnost: tako kot v učilnici je tudi v sodni dvorani na delu isti mehanizem, ki v 
enaki meri otežuje običajno odločanje, saj postavlja pod vprašaj legitimnost predhodno 
vpisanih predpostavk, v tem primeru povezavo med kaznivim dejanjem in odgovornostjo, ki 
zanj leti na posameznika; ob tem smo tudi v temle kontekstu priča večanju števila primerov, 
kjer morajo sodniki pri obravnavi in določanju kazni poleg običajnih okoliščin upoštevati še 
predhodno nedostopne, tj. globoke informacije oziroma razne raziskave in ugotovitve iz – vsaj 
v tem primeru – kognitivne znanosti in nevroznanosti. To pa še ni vse, saj nauk omenjenega 
primera seže veliko globlje kot le k preprostemu izničenju odgovornosti ali partikularnemu 
izogibu podajanja moralnih sodb, saj izpostavi bistveno težavo pri kakršnemkoli podajanju 
vrednostnih sodb v razmerju med plitvo in globoko kognitivno ekologijo – kot bomo videli, je 
vnos novih informacij odgovoren za razmah novih problemov in s tem vedno novih težav, ki 
se jim je v preteklosti intencionalna in bolj specifično, moralna kognicija lahko, prav zaradi 
relativne stabilnosti ekoloških invariant, v dobršni meri izognila; v nasprotju s tem lahko v 
prihodnosti pričakujemo množenje teh tipov težav, ki zagotovo niso enostavno, kaj šele 
kolektivno in samoumevno rešljivi. Poglejmo si torej Bakkerju ljub primer te kapacitete: 
globoke informacije so za zdaj pokazale, da obstaja korelacija med »zmanjšanim volumnom 
sive možganovine in možnostjo kaznivega dejanja.« (Bakker, 2018) Na kaj želimo s tem 
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opozoriti? Predvsem na dejstvo, da lahko poznavanje kavzalnih informacij vodi v obe smeri: 
če je v enem kontekstu še veljalo, da je nemoč posameznikovega drugačnega odločanja 
privedla do nižje kazni, na primer v primeru umora, »storjenega v spancu« (povz. po Bakker, 
2018), je smiselno pričakovati, da bomo priča vrsti obratnih praks. Brez težav si lahko 
predstavljamo nasprotni kontekst, kjer poznavanje globokih informacij o storilcu vpliva na 
hujšo in ne milejšo kazen, na primer popoln odpis možnosti pogojnega izpusta. Kar lahko za 
nekoga deluje kot izjemno pozitivno merilo, se lahko pri drugem izteče v pravcato nočno moro:  
Nič, tako mislim, ne zajame rušenja podedovanih moralnih intuicij v modernih, tehnoloških 
kontekstih tako dramatično kot forenzično predvidevanje tveganja. Pomislite, na primer, kako 
imajo globoke informacije v teh kontekstih obraten učinek kot globoke informacije v učilnici. Ker 
kaznovanje vežemo z odgovornostjo, večinoma domnevamo, da si tisti, ki so manj odgovorni, 
zaslužijo nižjo kazen. Tu pa so ti, ki so najmanj odgovorni, ki so ''nezmožni socialnega učenja'', 
tisti, ki kazen ultimativno služijo najdlje. Isti primanjkljaji, ki znižujejo odgovornost pred obsodbo, 
slabšajo kazen po obsodbi. Problem je predvsem kognitivne in ne pravne narave. Kot o tem pričajo 
neštete birokratske grozote, proceduralno sprejemanje odločitev ne rabi biti moralno racionalno. Po 
eni strani bi bili nori, če bi spregledali vsakršno dostopno etiologijo v naši prvotni obravnavi 
odgovornosti. Po drugi strani bi bili nori, če bi spregledali vsakršno etiologijo v naknadni določitvi 
kazni. Ergo, manj odgovornosti velikokrat pomeni več kazni. (prav tam, 2018) 
Tako lahko v skladu z zgoraj izpostavljenimi primeri ter primeri, ki šele prihajajo, izpostavimo 
bistveni poanti t. i. ''crash space'' scenarijev ali sistemskih tendenc, ki ne pričajo o sistemskih 
motnjah ali raznih anomalijah, katerih vpliv bo v prihodnosti mogoče hitro in učinkovito 
odpraviti, ampak o vsesplošnem vzniku novih in novih, tj. za podedovani niz kognitivnih 
ekologij nerešljivih vprašanj, ki jih dandanes občutimo šele v embrionalni fazi in zato 
domnevamo, da smo nanje dovolj pripravljeni. O zgoraj navedenih težavah lahko posledično 
zatrdimo, da ne opisujejo le raznih rušilnih scenarijev, temveč da ciljajo predvsem na prihodnje 
ekološko stanje, v katerem se bodo tovrstne zagate eksponentno množile, njihovo reševanje – 
predvsem zaradi relativizacije ali postavljanja pod vprašaj skupne kognitivne ekologije 
oziroma učinkovitosti naslavljanja problemov intencionalne kognicije – pa vsekakor ne bo 
enodejno, zagotovo ne bo sledilo unificirani moralni poti ali eni sami vrednostni shemi, saj se 
znotraj vsakega partikularnega konteksta mimogrede odpre novo polje za množico novih in 
novih karakterizacij predhodnega stanja, izmed katerih nobena od njih ne bo posedovala vse 
avtoritete in s tem nadzora nad načinom reševanja teh problemov. Ni naključje, da je trditev ne 
le, da se ne moremo dokopati do istih odgovorov, ampak se čedalje bolj očitno ne moremo 
dokopati do istih vprašanj, vmes pridobila na popularnosti. Prek rušenja učinkovitosti 
delovanja intencionalne kognicije in vsesplošne ekološke fragmentacije imamo shemo oziroma 
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rigorozni teoretski model, prek katerega lahko prepričljivo naslovimo današnje ''sporne'' 
družbenopolitične scenarije: 
Cilj je, še enkrat, opisati strukturo in dinamiko naše kolektivne sociokognitivne dileme v dobi 
globokih okoljskih informacij in ne opevati podedovane kognitivne ekologije. Bolj kot se 
odčaramo, več evolucijsko nepredstavljivih informacij imamo na voljo in bolj problematične 
postanejo naše folk določitve. Prikazati to poanto pomeni prikazati brezplodnost pragmatičnih 
redefinicij: ne glede na to, kako Pinker ali Dennet (ali kdorkoli drug) racionalizirajo dano, 
znanstveno-informirano definicijo moralnih načel, slednja ne bo pripomogla k drugemu kot 
podlagi za spekulativne spore. Resda lahko sprejmemo katerokoli hoteno pravno ali znanstveno 
operacionalizacijo, a vse dokler bo govor o odgovornosti določal moralna kognitivna določila, 
se bomo znašli v poziciji, pri čemer ne bomo mogli uskladiti naših intuicij. (prav tam, 2018) 
Vnos predhodno nedostopnih ali, bolje rečeno, globokih informacij posledično prispeva k 
vedno intenzivnejšemu spreminjanju ekoloških invariant in s tem razpiranju novih in novih 
ekoloških težav ali kopičenju problemov, ki smo jih v preteklosti – na podlagi že izpostavljene 
unifikacije, katere obstoj je temeljil na načrtnemu zapostavljanju potrebnih informacij, sicer 
nujnih za ustrezno samorazumevanje in razumevanje lastnega okolja – resda uspešno zajezili, 
z vstopom tehnične in znanstvene kognicije oziroma z vstopom globoke kognitivne ekologije 
v plitvo, pa kmalu ne bo več tako: »Intencionalna kognicija se zanaša na namige, ki se 
navezujejo na ekološke invariante, ki jih tehnologija že zdaj dela za plastične. Tovrstni 
problem, drugače rečeno, se ne tiče toliko ideološke odvečnosti kot kognitivne habitualne 
destrukcije, celovite poustvaritve zanemarjenih ozadij, na katerih intencionalna kognicija 
temelji.« (Bakker, 2016) Stvar je predvsem v tem, da bodo – prav zaradi hitrosti vzvratnega 
inženiringa ekoloških invariant in hkratnega vnašanja globokih informacij in novih nastavkov 
za prihodnje delovanje – razni poskusi ekološke adaptacije intencionalne kognicije že v osnovi 
slepi za tovrstni proces nenehne transformacije še nemalo nazaj ekološko stabilnih zastavkov 
ali, še bolje, da bo prav težnja po konstantnem prilagajanju intencionalne kognicije tista, ki bo 
v končni fazi pripomogla k nadaljnjemu rušenju ter brisanju tega, čemur dandanes še lahko 
pravimo človeška kognitivna ekologija – več kot prepričani smo lahko, da se bo naše 
samorazumevanje in razumevanje okolja okoli nas v prihodnosti spremenilo do te stopnje, da 
bodo razni namigi, nanje navezujoče se hevristike in iz njih vznikla informacijsko plitva 
pravila, vrednote, socialne veščine itd. prenehali delovati oziroma, da bodo v večji meri 
nadomeščeni s strani novih pravil, vrednot, socialnih veščin itd., ki pa se v prvotne 
informacijsko plitve interpretativne sheme nikakor ne bodo mogli vklapljati, kaj šele služiti za 
podlago ponovni človeški sinhronizaciji. Od tu torej Bakkerjeva trditev, da je intencionalni 
kogniciji ter splošneje, unificiranem konceptu človeštva, spodletelo:  
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Četudi bi posedovali zmožnost tehnične remediacije, bi bil problem tovrstne reformulacije v 
tem, da spreminjanje intencionalne kognicije že vključuje spreminjanje socialnih okolij, kar 
avtomatično pripomore k nadaljnjemu spreminjanju socialnih okolij. Problem je, drugače 
rečno, torej v tem, da razsvetljenstvo pravzaprav vključuje konec invariant in konec skupnega 
človeštva. […] Kognitivna ekologija, v kateri so osnovna konstitutivna in okoljska dejstva 
nenehno v igri, ni več prepoznavno človeška. (Bakker, 2018) 
 
6.2 Problem preobremenitve in problem neprilagojenosti 
V drugi fazi razprave lahko razmerje med plitvo in globoko kognitivno ekologijo pojasnimo še 
prek navezave na dva koncepta, in sicer na problem preobremenitve in problem 
neprilagojenosti; najbolje bo, da začnemo s prvim. Gre za problem, ki se navezuje na 
nepredstavljiv razmah novih in novih problemov ali novih in novih težav, ki jih v preteklosti 
intencionalna kognicija ali, bolj specifično, moralna intuicija ni rabila nasloviti, zelo verjetno 
pa je, da jih v veliko primerih – še posebej v primeru, da tale številka močno obremeni 
kapaciteto zavestne obravnave30 – tudi sedaj ne bo zmogla ustrezno in dovolj hitro nasloviti 
oziroma rešiti. Tako bi lahko pod drobnogled vzeli problem genetske modifikacije otrok 
(genetskega modificiranja človeške sperme, jajčeca ali zarodka: t. i. CRISPR babies) ali pa bi 
v isti maniri preučili množico pravnih, političnih in filozofskih težav, ki bi jih prinesel vnos 
čuteče UI oziroma razmah čutečih tehničnih agensov v človeško kognitivno ekologijo; moralna 
intuicija bi v drugem primeru morala v celoti rekontekstualizirati vprašanje življenja, ki bi 
potencialno izviralo iz razlike med biološko in tehnično zasnovo, recimo iz razlike v načinu 
življenjske reprodukcije (na primer zmožnosti neskončnega kopiranja čutečih UI agensov, iz 
tega izhajajoče kvantitativne prevlade le-teh in verjetni povračilni ukrep človeških kognitivcev, 
ki bi v strahu izbrisali sto tisoč avtonomnih življenj). Več kot očitno je, da delovanje 
                                                     
30 In prispeli smo k naslednjemu v vrsti docela bakkerjevskih problemov; namreč, na podlagi omejenih kapacitet 
zavestne obravnave bi razni transhumanisti in/ali futuristi poskušali omenjeno težavo nasloviti na način, pri 
čemer bi s pomočjo uporabe raznih ''softver agentov'', ki bi bili programirani za to, da nenehno beležijo 
dnevno aktivnost in iz tega izhajajoče, tj. skozi čas akumulirane (politične, ekonomske, družbene itd.) 
preference, poskušali avtomatizirati nadvse neučinkoviti proces deliberativnega odločanja, ki bi (oziroma bo) 
v času nadaljnje ekspanzije globoke kognicije postal docela neuporaben in neučinkovit. In čeprav je ideja, ki 
jo je v tem primeru javnosti predal César Hidalgo, zelo dobra, pa kljub vsemu v zadnji instanci potrjuje 
bakkerjevsko prepričanje v neizbežnost sesutja intencionalne ali, bolj specifično, moralne intuicije. Zakaj naj 
bi bilo tako? Problem je zopet v tem, da bi bila tovrstna aktivnost posredovana v tehnološkem okolju, v 
katerem bi razni kognitivni sistemi, ki vsekakor niso tudi kognitivni agenti oziroma ki nimajo znotraj človeške 
kognitivne ekologije kaj za izgubiti, sprejemali odločitve na tej ravni, na tehnološko pogojeni osnovi, ki se 
od klasičnih načinov zanašanja na namige in na zmožnosti medsebojne (človeške) manipulacije povsem 
razlikuje. Še pomembnejše pa je dejstvo, da bi bil sam proces beleženja preferenc oziroma algoritemsko 
posredovanih informacij, tj. elektronskih namigov vpet v evolucijsko popolnoma tuje okolje, v katerem so 
lahko pravila interakcije – kot je temu tako na primer na Twitterju, kjer se uporabniki sami nad seboj čudijo, 
zakaj posegajo po bolj agresivnih ali bolj žaljivih metodah interakcije – radikalno drugačna ali vsaj usmerjena 
v zadovoljevanje drugih potreb in drugih tendenc sistemskega delovanja. 
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intencionalne oziroma moralne kognicije niti približno ni namenjeno reševanju takšnih težav, 
da niti ne govorimo o primerih, v katerih bodo o temu podobnih političnih vprašanjih morali 
odločati populistični voditelji in ne strokovnjaki ali pa takrat, ko bo vrednost življenja znotraj 
različnih centrov moči docela drugače razumljena in na podlagi tega izrabljena. Ker je krhanje 
intencionalne kognicije podobno vsesplošni družbeni fragmentaciji, se lahko razni spori in 
neujemanja pripetijo celo na tako fundamentalni ravni, kot je substrat življenja.  
Razlika med prvim in drugim konceptom, tj. med problemom preobremenitve in problemom 
neprilagojenosti, se medtem tiče vrste informacij oziroma tipa tovrstnega razmaha, s katerim 
se bo morala ubadati in katerega bo v končni fazi morala nasloviti (post)intencionalna ali, bolj 
specifično, (post)moralna kognicija. Če je pri prvem konceptu šlo predvsem za vnos novih in 
za človeško kognicijo docela precedenčnih problemov, so ti ne glede na vse še vedno v osnovi 
bili stvar zunanjosti ali drugače rečeno − kljub legitimnosti težav se slednje kljub vsemu niso 
v celoti nanašale na človeka oziroma na njegovo samorazumevanje, marveč mnogo bolj na 
njegove koncepcije – na epistemološko in ne ontološko raven –, ki jih je potencialno še mogoče 
spremeniti, redefinirati, preoblikovati, da bodo času primerne itd., medtem ko temu v drugem 
primeru več kot očitno ni tako. Za trenutek se zatorej spomnimo na že podane ugotovitve TSM 
in HTZ, ki nazorno pričajo o nezmožnosti človeškega samorazumevanja, ki bi bilo v celoti 
skladno z naravo oziroma ki sebe ne bi dojelo kot nekaj od narave ločenega; na isti način lahko 
v razpravo vpletemo še nekatere druge koncepcije, ki so za delovanje naše kognicije do te 
stopnje kontraintuitivne, da jih uporabniki praktično ne zmorejo postaviti pod vprašaj, vnašanje 
globokih informacij na to temo pa kvečjemu vodi v razne racionalizacije ali izogibanja 
radikalnosti tovrstnih ugotovitev. Ti radikalni rezi se navezujejo še na občutek hotenja31, 
svobodno voljo, transparentnost zavesti itd. Bakker k temu pristavi: »Recimo temu Problem 
neprilagojenosti; problem razrešitve razmaha primerov brez primere, v prisotnosti informacij 
brez primere.« (Bakker, 2015) Za enega izmed mnogih primerov, ki se odlično navezujejo na 
pravkar podane besede, se obrnimo k Yuvalu Noahu Harariju: »Kaj se bo zgodilo potem, ko 
bomo spoznali, da kupci in volivci nikoli ne sprejemajo svobodnih odločitev in ko bomo imeli 
tehnologijo, ki bo izračunavala, oblikovala ali ukanila njihova občutenja? Če je celotno vesolje 
vezano na človeško izkustvo, kaj se bo zgodilo potem, ko bo človeško izkustvo postalo le še 
eden izmed ustvarjenih produktov, v osnovi nič drugačen od kateregakoli od ostalih izdelkov, 
                                                     
31 »Venomer predpostavljamo, da občutek hotenja nastopi najprej, saj naj bi njegova funkcija služila prav nadzoru 
nad vedenjem. Eksperimenti Daniela Wegnerja medtem napeljujejo na drugačen scenarij, in sicer da občutek 
hotenja nastopi šele post hoc in da je njegova primarna, tj. evolucijska funkcija, prav prevzemanje 
odgovornosti za določeno vedenje.« (povz. po Bakker, 2012, str. 4)  
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ki jih najdemo v supermarketu?« (Harari, 2015, str. 277) K temu je poleg vsega smiselno 
dodati, da se drugi problem ne nujno tiče le popolnoma kontraintuitivnih oziroma za naše 
intuitivno samorazumevanje predhodno nedostopnih informacij, ampak takisto vseh ostalih 
nedostopnih informacij, katerih učinek lahko prav tako negativno vpliva na naše podedovano 
razumevanje in zmožnosti uspešne interakcije z okoljem; če si sposodimo še enega v vrsti 
primerov kar pri Bakkerju, lahko zopet ali zdaj že znova in znova vidimo, zakaj bi – brez 
popolne kontrole nad kakršnimkoli tehnološkim pospeševanjem oziroma tehnološkim 
avgmentiranjem na različnih koncih sveta – najbrž bil vstop globokih podatkov v večji meri, 
vsaj za podedovani niz kognitivnih ekologij, slaba stvar:  
A kako bi več informacij lahko pomenilo slabo stvar? No, pomislite le na vztrajno 
diskontinuiteto med dejanskim kriminalnim tveganjem v Severni Ameriki in javno percepcijo 
tegale tveganja. Glede na to, da so se naši predniki razvili v uniformno majhnih socialnih 
enotah, se zdi, da vrednotimo kriminalno tveganje v absolutnih terminih in ne v navezavi na 
kakršnokoli variabilno osnovnico. Temu sledeč lahko pričakujemo, da bodo s strani večje 
populacije zbrane informacije o kriminalu pripomogle k ustvarjanju ''neracionalnih strahov'', 
visceralnih občutenj, da so stvari dejansko bolj nevarne, kot to v principu so. Naše hevristike 
za vrednotenje tveganja so, drugače rečeno, prilagojene plitvim informacijskim okoljem. 
Relativna nespremenljivost velikosti skupine pomeni, da lahko informacije, ki se navezujejo na 
velikost skupine, ignoriramo in problem vrednotenja tveganja ekonomiziramo. To počne 
evolucija: najde načine, da zaobide kompleksnost. Razvoj množičnih medijev je v nasprotju s 
tem ''poglobil'' naša informacijska okolja in v njih predstavil evolucijsko nepredstavljive 
informacije, ki so vplivale na našo percepcijo tveganja v okoljih, v katerih je tveganje dejansko 
zanemarljivo. Ulice, na katerih je predhodno mrgolelo otrok, so danes srhljivo tihe. To je tudi 
prikaz, na podlagi katerega informacije – razlike, ki tvori razlike – zagotovo lahko delujejo kot 
''sociokognitivni onesnaževalci.'' (Bakker, 2015)  
Na podlagi kopice podanih besed in primerov lahko tako še zadnjič diagnosticiramo stanje, ki 
prihaja, tj. stanje, o katerem kakopak priča že sama sopostavitev med plitvo in globoko 
kognitivno ekologijo: »Na koncu vse skupaj postane rušilni scenarij, kolikor bo moralnost 
postajala bolj in bolj nefunkcionalna. Moralne sodbe, ki smo jih uporabljali za reševanje 
problemov, nenadoma ne bodo več reševale teh problemov. V nekaterih primerov bo to 
potekalo postopno, sodbe bodo le manj in manj učinkovite, medtem ko lahko v ostalih primerih 
pričakujemo, da bodo posledice katastrofalne.« (Bauer in Krašovec, 2018, str. 1076, 1077) Ali 
drugače rečeno, glede na to, da živimo v času naraščajoče politične polarizacije, zanikanju 
obstoja globalnih sprememb, v obdobju t. i. kulturnih vojn, ponovnem sklicevanju na rasne 
teorije, zanikanju možnosti multikulturalizma, heterogenizaciji centrov moči in zagovarjanju 
koncepta avtoritarne arbitrarnosti, razmahu lažnih in globokih novic in vsesplošnem 
zavedanju, da je družbeno lepilo – vsaj za zdaj – v celoti popustilo, smo lahko več kot gotovi, 
da smo kot družba kolektivno ujeti v enega izmed t. i. ''crash space'' scenarijev. »It's crash.« 
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7 ZAKLJUČEK 
 
Kaj smo tekom naloge – poleg eksplicitno izpostavljenih ugotovitev – zares ugotovili? S tem, 
ko smo večino pozornosti namenili človeški kogniciji in softver epistemologiji ali, drugače 
rečeno, vzajemnemu poudarku na asimetričnem informacijskem razmerju med obema 
kognitivnima ekologijama in iz tega izhajajoči – delno avtonomni – kognitivni interakciji med 
komputacijskimi mediji in ljudmi oziroma med tehnično in človeško kognicijo, smo prišli do 
spoznanja, da ljudje resnično nismo edini akterji na planetu in da imajo tudi ostali kognitivci, 
če ne drugega pa vsaj komputacijski mediji, bistveno vlogo pri poustvarjanju, spreminjanju in 
v končni fazi transformiranju s strani človeka samoumevnih in zanj v enaki meri konstitutivnih 
ozadij. Prek poudarka na Bakkerjevi teoriji kognicije smo torej prikazali, zakaj bi nas vdor 
tehnične in znanstvene kognicije moral skrbeti, zakaj bi njun medsebojni vpliv lahko naredil 
konec stabilnim ekološkim ozadjem in zakaj bi kvečjemu pripomogel k preklicu ekoloških 
invariant ter zato onemogočil učinkovito in uspešno sinhronizacijo med ljudmi in evolucijsko 
podedovanim okoljem, ki je še nemalo nazaj privedla k za človeka izrecno pozitivnim 
rezultatom.  
Kolikor smo to v nalogi dodobra prikazali, je smiselno verjeti, da bo takšno in drugačno 
kvarjenje evolucijsko pridobljenih orodij postalo bolj in bolj prisotno in stanovitno, v človeško 
kognitivno ekologijo pa se bodo zarodili novi in novi problemi, ki jih intencionalna ali, bolj 
specifično, moralna kognicija preprosto ne zmore in v prihodnosti še toliko bolj očitno ne bo 
zmogla ne nasloviti ne rešiti. Kljub vsemu pa se zdi, da imamo na voljo dve ''možnosti'': bodisi 
izberemo nadvse črnogledo in srhljivo pot proti postintencionalni prihodnosti, ki ne le implicira 
popolnega zapuščanja vsega človeškega, temveč tudi popoln odpis razsvetljenskih in na 
univerzalni zasnovi utemeljenih načel in vrednot, ki so bila tudi sicer osrednja za razvoj in 
pohod razuma in moderne znanosti, bodisi poskusimo v tovrstnem procesu brisanja človeškega 
najti vektor nečloveškega, ki bo nadaljeval zastavljeni projekt razsvetljenskega humanizma in 
nenehno modeliral pot za vnaprej: »Ta neizprosno revidira, kaj pomeni biti človek, s tem ko 
odstranjuje njegove domnevno samoumevne karakteristike, medtem ko ohranja nekatere 
invariante. Obenem se nehumanizem registrira v zahtevo po konstrukciji: zahteva, da določimo, 
kaj pomeni biti človek, tako da tega obravnavamo kot konstruktivno hipotezo, kot prostor 
navigacije in intervencije.« (Negarestani, 2017, str. 427)  
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Pravkar podani argument lahko reformuliramo takole: na ''izbiro'' imamo dva medsebojno 
tekmujoča scenarija. (1) Prvega izmed njiju v dobršni meri reprezentira Bakkerjevo pisanje, 
predvsem pa njegove nadvse pesimistične prognoze bližnje prihodnosti, ki slišijo na ime 
semantična apokalipsa, veliki pljusk, akrasis itd. In čeprav se vsaka izmed njih med seboj 
deloma razlikuje, lahko iz vsake od njih izbrskamo osrednja načela ali temeljne nastavke za 
stanje, ki prihaja – po tem, ko je družbeno lepilo enkrat za vselej popustilo, in po koncu 
učinkovitosti delovanja podedovanih ekologij in načrtno zanemarjenih ozadij, lahko na delu 
zaznamo proces krhanja oziroma čedalje bolj očitni postopek vsesplošne družbene 
fragmentacije, tj. vztrajne cepitve homogenih ozadij in žal tudi – prav zaradi njihove popolne 
negacije ter zaradi konkurenčniških teženj globalnega kapitala – ponovnega uvajanja naravne 
selekcije v družbene mehanizme, katerega vpliv bo mogoče čutiti tako pri vrednotenju življenja 
kot pri selekciji med organizacijskimi modeli in širšimi družbenopolitičnimi težnjami – znotraj 
te sheme lahko poleg potrebe po t. i. hiper rasizmu pričakujemo še dokončni vznik avtoritarne 
oziroma epistemološke arbitrarnosti ter nastop življenja na podlagi teorije iger. (2) A navkljub 
nadvse črnogledim napovedim postintencionalne prihodnosti in ne glede na dejstvo, da nas 
tako konservativni humanisti, ki bi želeli enkrat za vselej končati z nenehnim 
eksperimentiranjem in revidiranjem lastnih predpostavk ter s tem de facto terminirati projekt 
moderne, kot tudi na podoben način konservativni in prav tako neznanstveni ter nekritični – 
vsaj kar se tiče obravnave in razumevanja konstitutivnih lastnosti človeka – posthumanisti, ki 
bi slednjega najraje v celoti zapustili in se raje prepustili radikalno drugačnim, a na podoben 
način informacijsko plitvim modelom ''alternativnega'' raziskovanja – če malce karikiramo, 
razpravi o »čutečih lava svetilkah, inteligentnih krompirjih ali neomejenih inteligencah in 
mogoče celo o bogu kot registru absolutne kontingence (pravcato posthumanistično 
sanjarjenje),« (Negarestani in Mackay, 2018), lahko v neoracionalistični viziji nenehne 
konstrukcije in revizije lastnih predpostavk najdemo potrebno pot za vnaprej. In čeprav nam 
Bakkerjeva TSM v zadnji instanci onemogoča podajanja kakršnihkoli a priori sodb, pa lahko 
prek funkcionalne avtonomije razuma32 zatrdimo, da Bakker (kot tudi ostali eliminitavisti) 
»zmotoma enači racionalno agenstvo s perspektivnim fenomenalnim jazom, katerega obstoj 
lahko pojasnimo prek določenega fizikalnega zakona, medtem ko za razumski jaz velja, da je 
aperspektiven; da je edinole agent na podlagi deprivatiziranega prostora, kar mu ne le omogoča, 
                                                     
32 »Avtonomija razuma je avtonomija njegove zmožnosti revizije; in predanost avtonomiji razuma (s strani 
humanističnega projekta) je predanost avtonomiji razumskega revizionističnega programa, v sklopu katerega 
človek nima nobenega nadzora. Nehumanizem je natanko aktivacija revizionističnega programa razuma proti 
avtoportretu človeštva« (Negarestani, 2017, str. 445) 
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da je večperspektiven, ampak da je aperspektiven – da občuti moč koncepta kot revizionistične 
entitete mišljenja, ki ni determinirana s strani nobenega partikularnega agenta, bodisi 
individualno izkušajočega subjekta bodisi partikularnega historičnega agenta ali sodnika.« 
(povz. po Negarestani in Mackay, 2018)  
Kot o tem nazorno pričajo Negarestanije besede, sta Bakkerjeva TSM in, širše gledano, v nalogi 
podani postintencionalni teoretski okvir resnična toliko, kolikor se ljudje kolektivno ne 
podvržemo in vpnemo v proces spekulativnega racionalnega inženiringa, ki nam bo v 
evolucijsko gledano čedalje bolj tujem okolju edini lahko podal potrebne nastavke za tovrstno 
ekološko prilagajanje in s tem odprl prostor in pot za naprej: postajanje nečloveškega 
posledično ni oziroma ne rabi biti človeku tuje, saj je tisto, kar človeka v zadnji instanci najbolj 
zaznamuje, prav zmožnost uporabe razuma za nenehno konstrukcijo in revizijo tega, kar človek 
pravzaprav je – v skladu z globalno iniciativno in vloženimi milijardami za razne poskuse 
vzvratnega inženiringa človeške kognicije se moramo tako še v večji meri posvetiti celovitemu 
reinženiringu človeške kognicije, človeške kognitivne ekologije oziroma človeštva samega in 
tako prek amplifikacije funkcionalistične avtonomije razuma v njem vedno znova najti 
možnost emancipacije, samokultivacije oziroma nenehnega zavračanja nesvobode. »Svoboda 
je inteligenca.« (Negarestani, 2017, str. 465) 
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