ABSTRACT A novel event-triggered H ∞ -type robust model predictive control (RMPC) approach for linear systems with disturbances is proposed in this paper. The H ∞ -type cost function is employed in our design, which renders a straightforward design of the triggering condition concerning the closed-loop stability. The resultant control system is input-to-state stable with an optimized disturbance attenuation level. Comparing with the time-triggered scenarios, the proposed event-triggered RMPC strategy significantly reduces the computational burden. The Zeno-like behavior together with system errors is further considered, which facilitates the practical implementation of the proposed method. The simulations reveal that the event-triggered H ∞ -type RMPC approach has satisfying control performance, yet the computing time is significantly reduced.
I. INTRODUCTION
Model predictive control (MPC) has been successfully deployed in many process industrials [1] . Abundant theoretical results have been reported in the last two decades [2] , [3] . However, the receding horizon fashion requires solving optimization problems at every sampling time instant, which impedes its prevalence in systems with fast dynamics, e.g., mechanical systems and electrical systems. Several strategies have been proposed to alleviate the computational burden, such as reducing the prediction horizon length and carrying out off-line computations. In recent years, eventtriggered control has been investigated intensively [4] - [10] . MPC and robust MPC (RMPC) with event-triggered fashions also draws much attention more recently, for example, the relevant practical applications can be found in [11] , [12] , while the theoretical achivements are presented in [13] - [19] , et al. The main feature of the event-triggered MPC/RMPC approaches lies in the fact that the implementation of control algorithms, including the sampling and/or optimization,
The associate editor coordinating the review of this manuscript and approving it for publication was Xiaowei Zhao. is driven by events instead of time. In other words, the controller takes actions intermittently, which thus reduces the computational cost. In an event-triggered MPC/RMPC approach, the triggering condition is usually checked realtimely based on the updated system information, e.g., the system states/outputs. If the triggering condition is satisfied, then the control law is updated, otherwise, the control input is determined by the latest event. It is worth mentioning that if the triggering time of the next event is also determined in an optimization, then the strategy is said to be selftriggered, which has been widely considered in networked control systems and multi-agent systems since the communication cost can be further reduced [20] - [23] . In most cases, however, solving an optimization problem is much more time-consuming compared with the signal transmission. Hence, we focus on the optimization-induced computational burden in MPC/RMPC, and try to reduce it using eventtriggered approaches. In this paper, we mainly investigate event-triggered RMPC of discrete-time linear systems with persistent disturbances.
The crucial step of conceiving an even-triggered RMPC approach is to design the triggering mechanism. The authors of [24] considered a triggering condition concerning the closed-loop stability. An event is triggered once the Lyapunov function shows an increasing trend. The feature of the design is that the control input remains constant in the interexecution interval, which simplifies the design at the cost of system performance. An event-triggered strategy was proposed in [25] , where exogenous disturbances were taken into account. In their design, the control inputs between two successive events is determined by the nominal system. Once the difference between the actual system and the nominal prediction exceeds a threshold, an event is triggered. It is shown that the event-triggered approach reduces to the timetriggered one if the threshold value is relatively large. Most of the triggering mechanisms reported in the literature are designed based on the closed-loop stability. Some eventtriggered strategies are proposed based on the feasibility of the optimization problem to be solved. For example, a tubebased self-triggered approach was considered in [26] , where an event is triggered once the optimization problem becomes infeasible.
One issue with the event-triggered control strategy is the Zeno phenomenon [27] , in which cases infinite number of events are generated within a finite time period [28] , [29] . For event-triggered RMPC, the Zeno phenomenon may cause severe performance deterioration. In RMPC of continuoustime control systems, a common method to prevent the Zeno behavior is setting a lower bound for the time interval between the events. The Zeno behavior is effectively excluded in discrete-time control systems, since the interval is lower bounded by the sampling period. However, if the events are triggered at every sampling time instant, Zeno-like behavior occurs [30] , under which condition the event-triggered control strategy reduces to the time-triggered one. As a result, additional computations are involved since the triggering condition is evaluated all the time. It is noticed that the Zeno-like behavior is seldomly investigated for discrete-time event-triggered MPC/RMPC. RMPC based on H ∞ -type cost functions has been paid attention in recent years [31] - [35] , which facilitates the closed-loop system analysis in the framework of input-tostate stability. In this paper, a novel event-triggered RMPC approach is proposed, where the H ∞ -type cost function is employed to facilitates the triggering mechanism design. The main contribution of our work lies in the fact that the threshold parameter in the triggering condition is obtained through optimizations, instead of choosing a preset value which is usually derived based on assumptions/conditions such as Lipschitz continuity. Another contribution of this paper is that the Zeno-like behavior is taken into account in the event-triggered strategy design, which stops triggering new events as the solution of the optimization problem convergences. Besides, an anti-failure mechanism is further considered in the proposed approach, which triggers new events when a system failure occurs, e.g. the actuator fails to work. The resultant closed-loop control system is guaranteed to be input-to-state stable, and maintains an optimized disturbance attenuation level. The details of the proposed event-triggered strategy are presented in the following sections.
Notations: In this paper, the system state at the next sampling time instant is x + , the identity matrix is denoted as I . The Euclidean norm of a vector x is denoted by x , and x P represents √ x T Px, where P is a positive definite matrix. Denote φ as a sequence {φ(1), φ(2), · · · , φ(i)}, then φ is defined as sup{ φ(k) , k ∈ N + i }. The 2-norm of a matrix M is denoted as M , and M Q represents M T QM , where Q is a positive definite matrix. The symbol '' * '' will be used in matrix expressions to induce a symmetric structure.
II. THE SYSTEM MODEL AND PRELIMINARIES
A. SYSTEM MODEL Consider the following discrete-time linear system with external disturbance,
where x ∈ R n , u ∈ R m , and d ∈ R q are the vectors of the system state, control input, and external disturbance, respectively. It is assumed that the system state can be measured at each time instant k. Furthermore, the control input satisfies the amplitude constraint |u i | ≤ U i , i ∈ {1, 2, · · · , m}, and the disturbance is restricted to d 2 ≤ ξ , where ξ is a positive scalar.
B. ROBUST POSITIVELY INVARIANT SET
Robust positively invariant (RPI) set plays an important role in RMPC. Let A c be the closed-loop system matrix, i.e., A c := A + BK . A set is an RPI set of the closed-loop control system
The following lemma holds for a linear system [36] .
Lemma 1: Define an ellipsoidal RPI set := {x|x T Px ≤ α} and a quadratic function V (x) := x T Px, where P is a positive definite matrix. The following facts are equivalent:
a) The set is an RPI set;
C. INPUT-TO-STATE STABILITY (ISS)
A general discrete-time system
where x + represents the successor state, and u(k − 1) denotes the sequence {u(0),
and a K -function ν(·) such that the following two inequalities hold
. Following the definition of ISS-Lyapunov function, a necessary and sufficient condition of ISS can be obtained [37] . [37] .
III. H ∞ -TYPE RMPC APPROACH
Before presenting the mail results, the H ∞ -type RMPC approach is introduced, which severs as the benchmark of our design, i.e. the time-triggered scenario. The H ∞ -type RMPC has been investigated in our previous work [35] , [38] , [39] . The following prediction model is employed for the linear system (1),
where i ≥ 0. For the simplicity in notations, x(k), u(k) and d(k) will be used instead of x(k|k), u(k|k) and d(k|k), respectively, throughout this paper. The H ∞ -type cost function is considered, viz.
with the state cost
where Q and R are constant positive definite matrices, and γ is a positive scalar. Define a quadratic function V (k) := x T Px, such that the following inequality holds, (6) which can be minimized by min η
By introducing X := P −1 η, the constraint in the above problem is equivalent to
A linear feedback control law is considered for the future control input, i.e.,
Now inequality (5) is can be expressed as
which is equivalent to
where
By resorting to the Schur complement, the following sufficient condition can be derived for the inequality (11), (12) where F := KX and ζ := γ η. The new variable ζ plays an important role in the ISS analysis, which is actually the disturbance attenuation level in ISS. Smaller γ implies that better control performance can be guaranteed. The details will be presented later. Since both η and γ should be minimized, minimization of ζ is considered in the optimization problem. Specifically,
where η 0 is an upper bound value of η. In the receding horizon fashion, η 0 is chosen as the optimal value of η obtained in the latest optimization. Thus, the constraint (13) guarantees that η is non-increasing. Now we consider the input constraints
Using the techniques introduced in [40] , the input constraints can be guaranteed by
with Z jj ≤ U 2 j where Z jj denotes the i-th diagonal element of the matrix Z .
Note that due to the exist of disturbances, an RPI set constraint should be enforced, which ensures the recursive feasibility for the optimization problem to be solved online. Lemma 1 yields that the set defined as := {x|x T Px ≤ η} is an RPI set w.r.t. the control law (9) 
if and only if
The former inequality can be represented by
while the later one is equivalent to
According to the S-procedure, the following sufficient condition of RPI set can be obtained if there exists a positive scalar λ such that
According to the Schur complement, the above inequality can be further expressed as
Now the optimization problem to be solved online is summarized as (8), (12), (13), (14), and (19) .
At a time instant k, the system state is measured and the optimization problem OP is solved. It is worth mentioning that the constraint (19) in OP is a bilinear matrix inequality (BMI). Note that 0 < λ < 1, a line-search method or commercial solver such PENBMI [41] can be considered.
Theorem 1: If the optimal control problem OP is initially solvable for the system (1), the close-loop control system is input-to-state stable with respect to the disturbance.
Proof: We will first show the recursive feasibility. It is noticed that only inequality (8) is dependent on the measured system state x(k). Inequality (19) guarantees that the set is an RPI set. Hence, x(k) ∈ renders x(k + 1|k) ∈ for any admissible disturbance d(k). Thus the inequality (19) is ensured and recursive feasibility is guaranteed.
Based on the fact that recursive feasibility holds, the property of ISS can be proved. Denote the optimal solution of
and
Also, the constraint (12) implies
Thus one has
Since V * k (x(k + 1)) is only a feasible value of V k+1 (x(k + 1)) and η(k +1) ≤ η * (k), the optimum of OP at time k +1 implies that
Following (21) and (22), one has
whereγ := max{γ * (k), k ≥ 0}. The inequalities (20) and (23) imply that V * k (x) is an ISS-Lyapunov function. Using Lemma 2, it can be concluded that the closed-loop system is input-to-state stable with respect to the disturbance. The proof is thus completed.
Remark 2: The parameter γ in the stage cost is crucial in the closed-loop ISS. This motivates us to optimize it online instead of selecting a constant scalar. In our approach, γ is time-varying, which is obtained via ζ /η.
IV. EVENT-TRIGGERED RMPC APPROACH A. ISS BASED TRIGGERING MECHANISM
The approach introduced above requires measuring the system state and solving OP at each time instant k. As a contrast, under the framework of event-triggered RMPC, the online optimization is carried out sporadically. Define the time instant for the i-th event as t i , and the time instants before t i+1 as t i + k, where k ∈ {1, 2, · · · , t i } with t i := t i+1 − t i − 1. The optimal solution obtained at the event i are denoted as
Between two successive events, the control law obtained in the latest optimization is employed, i.e., u(
. A natural selection of the triggering mechanism is based on the ISS property of the closed-loop control system. By recalling the aforementioned stability analysis, one has the following inequality,
whereQ
Hence, the following triggering condition can be considered,
Note that the right hand side of inequality (24) is positive when the condition (25) is satisfied. Consequently, the monotonous decrease of ISS-Lyapunov function V * i cannot be guaranteed anymore. The information of x(t i + k) and d(t i + k), k ∈ {1, 2, · · · , t i } is required in order to check the inequality (25) . The disturbance d(t i + k), however, is usually unknown. One may take advantage of the following condition,
which can simplify the triggering condition as follows
One benefit of the proposed triggering mechanism is that the event can be identified one step ahead in advance. Without loss of generality, let k * i be the time instant that inequality (27) is satisfied. As a result, V * i (x(t i + k * i + 1)) cannot be guaranteed to be smaller than V * i (x(t i + k * i )) since the right hand side of inequality (24) is positive. Hence, t i + k * i + 1 is the triggering instant for the event i + 1, i.e., t i+1 := t i + k * i + 1, and t i = k * i . Optimization is carried out when time instant t i + k * i + 1 arrives. As a result, there will be no delay caused by the event detection. Another feature of the triggering mechanism is that the key parameter γ * i is optimized for each event. Hence, there is no need to assign a parameter for the triggering mechanism in advance or design it off-line.
Theorem 2: If the optimization problem OP is solvable at the event time t i , then it is also solvable at the event time t i+1 .
Proof: In order to prove the theorem, we will show that the optimal solution obtained at time t i is a candidate solution for time t i+1 . It is noted that the inequality (8) is the only constraint that is dependent on the sampling time instant, which yields x(t i ) ∈ i with i := {x|x T P * i x ≤ η * i }. Since the RPI set constraint (19) is included in the optimization problem OP, the set i is an RPI set w.r.t. the disturbance if u(t i + k) = K * i x(t i + k), k ∈ {0, 1, 2, · · · } is employed. As a result, x(t i+1 ) ∈ i holds, which renders the satisfaction of inequality (8) . Hence, the optimization problem OP is still solvable at time instant t i+1 . Furthermore, the solution obtained at time t i is a candidate solution for time instant t i+1 . The proof is thus completed.
A straightforward extension of Theorem 2 is the following corollary.
Corollary 1: In the proposed event-triggered H ∞ -type RMPC approach, the optimization problem always has a solution once it is initially solvable. Furthermore, recursive feasibility can be ensured.
It has been shown in the previous section that the timetriggered RMPC approach guarantees ISS of the closedloop control system. For the event-triggered RMPC method, the stability analysis is given as follows.
Theorem 3: When the ISS based event-triggered RMPC strategy is employed for the system (1), the closed-loop control system is guaranteed to be input-to-state stable w.r.t. the disturbance.
Proof: In order to show the stability property, two successive time instants are considered, viz. k and k +1. Without loss of generality, denote i k as the event index corresponding to the time instant k. Depending on whether a new event will be triggered or not, there are two possible situations. We will first consider the case that no new event is triggered at k + 1. Thus, one has
Now we consider the other case, i.e. the event i k + 1 is triggered at k + 1. Note that the inequality (28) still holds. Since optimization is carried out at time instant k + 1, one has
Denote (k) as the quadratic function V * i k (x(k)). Based on the above analysis, one has
withγ * = sup(ϒ) with ϒ := {γ * 1 , γ * 2 , γ * 3 , · · · }. Hence, it can be shown that (k) is an ISS Lyapunov function, which implies that the closed-loop control system is input-to-state stable. The proof is thus completed.
Following Lemma 3, the closed-loop control system is UBIBS, and there exists a K -function G such that
Note that the disturbance d(k) is restricted to d(k) ≤ √ ξ . Thus, the system state ultimately converged to an ellipsoidal RPI set min which is defined as min := {x| x ≤ G( √ ξ )}.
B. AVOIDANCES OF ZENO-LIKE BEHAVIOR AND UNEXPECTED ERRORS
One issue of the event-triggered RMPC approach is the Zeno-like behavior. Specifically, events are frequently triggered with less performance improvement, which should be avoided during the implementation. The event-triggered approach proposed above also suffers from the Zeno-like behavior. When the system state goes into the neighborhood of the origin, the triggering condition x(k))
would be easily satisfied. Define a set := {x|x TQ * ∞ x < γ * ∞ ξ }, whereQ * ∞ and γ * ∞ corresponds to the optimal variables when time goes to infinity. If it holds min ∈ , then the triggering condition is satisfied once the system state goes into the set . Eventually, events will be triggered at every sampling time instant, i.e., the Zeno-like behavior occurs. Another issue with the proposed event-triggered RMPC is that unexpected errors cannot be tackled timely as the timetriggered approach. In other words, an event may not be triggered immediately once an error occurs, which could deteriorate the system performance. Hence, Zeno-like behavior and unexpected errors are addressed in this section.
In our proposed event-triggered RMPC approach, ζ is optimized at each event time instant. Because of the recursive feasibility and the minimization of ζ , its value is non-increasing. As the system state is approaching the set , ζ converges to a finite value. It should be mentioned that ζ will not converge to zero, which can be shown by contradiction. If ζ goes to zero, either η or γ converges to zero, both cases lead to asymptotic stability, which contradicts with the our assumption that persistent disturbance exists. We propose to monitor ζ during the implementation of the event-triggered RMPC approach. Define a positive scalar σ ζ with a small value. The following criteria is employed to avoid the Zeno-like behavior,
where ζ * i is the optimal value of ζ obtained at the i-th event time, and
When the above condition is satisfied, little performance improvement can be achieved even a new round of the optimization problem OP is solved.
Now we consider the case that unexpected error occurs, for example, the actuator fails, then the system behaves abnormally. It is worth mentioning that not all the errors can be detected and identified in time. In our proposed RMPC approach, an RPI set condition is taken into account during each optimization, which guarantees that the system state still lies inside the set i . In the following we mainly consider the errors that can cause the violation of the RPI set condition. Without loss of generality, consider the i-th event, where the following RPI set condition is checked at every time instants until the next event is triggered,
An error can be detected once the condition (33) is violated. Thus, a new event should be triggered, even though the triggering condition is not satisfied. It is now ready to present the improved event-triggered H ∞ -type RMPC approach. In the improved event-triggered RMPC approach, there are priori-and post-event detections. The priori-detection mainly deals with the Zeno-like effect and gives preliminary judgment for the next time instant whether an event should be triggered or not. On the other hand, the post-detection tackles with the errors and thus has the highest priority. An event should be triggered once an error occurs. In the algorithm presented above, Zeno and Trig are two flag signals. Specifically, Zeno = 1 corresponds to the case that the Zeno-like condition is satisfied, while Trig = 1 implies that an event should be triggered. A key step in the algorithm is that once an error is detected, the flag signal Zeno should be cleared in order to make the event-triggering mechanism work properly.
V. SIMULATIONS
An example is given in this section to illustrates the performance of the proposed event-triggered H ∞ -type RMPC approach. The simulations are carried out in MATLAB with YALMIP toolbox [42] . Consider the following system model [43] 
where −10 ≤ u(k) ≤ 10, and d(k) 2 ≤ ξ with ξ = 0.1. We will first show the effectiveness of the H ∞ -type RMPC. To this end, the proposed methods are compared with the minmax MPC approach [40] , [44] , [45] . It should be mentioned that the nominal prediction model is employed in the minmax MPC approach, where the stage cost is chosen as L = As shown in Fig. 2 , the events are triggered sporadically using Algorithm 1. It is noted that the Zeno-like behavior is observed for k > 150, where the algorithm reduces to the time-triggered one.
To show the effectiveness of the improved event-triggered H ∞ -type RMPC strategy, a comparison between Algorithm 1 and Algorithm 2 is further given, which is shown in Fig. 3 . In the simulations, persistent disturbance with sinusoidal form is given. It is observed that the two algorithms have similar control performance. However, the triggering times of Algorithm 2 is much less than Algorithm 1 as illustrated in Fig. 4 . The simulation time of Algorithm 1 and 2 is 47.19s and 2.67s, respectively. The main reason lies in the fact that Algorithm 2 prevents the Zeno-like behavior as ζ converges to a constant. To further verify if Algorithm 2 can react to errors, another case is simulated. To this end, the control input is set to zero which mimicks the actuator error/failure. The results are presented in Fig. 5 , where u(150) = 0. The time instant 150 belongs to the ''Zenolike period'' ( the flag signal Zeno = 1 and the mechanism preventing Zeno-like behavior has been activated). However, Algorithm 2 can still detect the error, trigger new events, and stabilize the system. It is worth mentioning that Algorithm 1 fails to control the system since the event cannot be detected using the proposed triggering mechanism. Figure 6 shows the evolution of γ , which plays a critical role in the triggering mechanism design. It is observed that γ in the event-triggered scenario is increased once the actuator error occurs. However, it quickly decreases and converges to the value corresponding to the time-triggered scenario.
Simulations in this section reveal the features of the proposed event-triggered RMPC approach. Algorithm 1 outperforms the time-triggered method with respect to the computational burden. However, it suffers from the Zenolike behavior and cannot tackle with system errors, which are taken into account in Algorithm 2. Consequently, only necessary events are triggered in Algorithm 2. Interestingly, the improved approach behaves like the dual-mode RMPC, since the control law is not updated once the system meets the Zeno-like condition. However, the conventional dualmode RMPC needs an off-line design of a terminal constraint set, which is not required in our proposed event-triggered approach.
VI. CONCLUSION
An event-triggered RMPC approach is proposed in this paper, which employs an H ∞ -type cost function. It is shown that such consideration renders a straightforward triggering condition concerning the input-to-state stability of the closedloop control system. The triggering signal can be generated one step in advance, which benefits the practical implementations since no delay will be caused by the event detections. Noticing that the method suffers from the Zeno-like behavior. An improved strategy is further proposed, which also takes into account system errors such as actuator failures. Simulations demonstrate that the improved event-triggered RMPC approach has good control performance, although the computational burden has been significantly reduced. In is shown that only ''necessary'' events are triggered during the implementation.
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