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On the Infinitesimal Rigidity of Surfaces*^
By T. MINAGAWA and T. RADO
Introduction
The theory of infinitesimal deformations of surfaces has an exten-
sive literature. References actually needed in this paper are collected
at the end, and will be quoted by means of numbers in square brackets.
Also, Efimov [3], Darboux [2], Blaschke [1] contain extensive biblio-
graphical comments. The starting point of the line of thought studied
in this paper is the classical theorem that a closed convex surface is
infinitesimally rigid. The method of proof in the literature is based
upon the use of an auxiliary vector function ϊ) which represents the
rotational component of the deformation (see for example Blaschke [1]).
Let us note, in passing, that this method (which we shall call the
^-technique for brevity) makes it necessary to require that the given
surface as well as the deformation vectors admitted should be of class
C"". We shall call this briefly the (C"f, C'"} assumption. Following
through this method of proof, one sees readily that a convex surface
with a boundary curve is also infinitesimally rigid provided that the
boundary curve is kept point-wise fixed. The question occurred to us
whether a similar theorem holds for surfaces of negative Gauss curvature.
Pursuing this question, we obtained the results presented in § II. 2.
Also, we found various rigidity theorems concerning surfaces of zero
curvature, included in § II. 3. While we used originally the ^-technique,
we found that a severe and unmotivated restriction had to be placed
upon the boundary of the surface in relation to the asymptotic lines.
To remove this restriction, we devised a new and very simple approach,
presented in section 1.1. 6. Now this approach presents still another
advantage: the assumption (C"f, C'"), explained above, could be now
reduced to the assumption (Cn, C') Explicitly: we assume only that
*) Abstracts of the results in this paper were presented to the American Mathematical
Society at the meetings in New York City, April 1952, and in East Lansing, September
-1952. The research leading to these results was carried on under the sponsorship of the
fo1 lowing agencies. The International Education Board granted a fellowship, on behalf
oi the U. S. Army, to the first named author for the academic year 1951-52. Both authors
worked on this project, during the Summer 1952 term, under a research contract with the
Office of Ordnance Research, U. S. Army.
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the surface is of class Cn and the deformation vector is of class Cf.
There arose the question whether a similar improvement is possible
in the case of convex surfaces. We found that this is indeed the case.
These new results for convex surfaces are presented in part I. Among
the many problems yet open, we should like to call attention to the
following ones. Under the (Crrr, C7") assumptions, E. Rembs [4] proved
the following remarkable theorem (generalizing previous results of
Liebmann). Let S be a convex surface with boundary curves C19 9Cm.
Suppose that each Ck is a plane curve, and that S is in contact with
the plane of Cfc all along Ck. Then S is infinitesimally rigid even if
the boundary curves are not kept fixed. We show, in part I, that the
theorem remains valid under the (Crf, C') assumption, provided that S
is of class Cιn in some vicinity of the boundary curves. The removal
of this restriction may lead to interesting questions. Furthermore, for
surfaces of negative or zero curvature, we found that infinitesimal
rigidity can be achieved even if only a part of the boundary is kept
fixed. For convex surfaces, we could verify only that a corresponding
property occurs, in very strong form, for those surfaces of the second
order that are projectively equivalent to the sphere (see 1.7.2).
Adequate extension of this special result is the second problem to
which we wish to call attention. So far our comments were restricted
to surfaces whose Gauss curvature has constant sign. As regards the
case of surfaces whose curvature is of variable sign, we present only
a special result. In §11.4, we show that our methods yield a proof
of the infinitesimal rigidity of the torus.*'
Since we use a new approach, and also because we operate under
the reduced assumption (C"f C')» direct comparison with previous
methods is not feasible. For example, for the case of convex surfaces,
one feature of our method is to throw a point of the surface to infinity
by means of a projection transformation, and then to resolve our
problems by a study of the singularity so created. The explicit
formulas, due to Darboux [2], for the protective transformation (acting
simultaneously upon the surface and the deformation vector) are
fundamental in this discussion. We note that the rigidity of surfaces
extending to infinity has been studied previously in particular, an
interesting paper of J. J. Stoker [5] proved stimulating for our own
work. However, Stoker makes the (Cfff, Cf") assumption, and his
methods are very different from ours.
Our assumption (<7", C7) may be considered as natural. Indeed, the
theorems depend upon the sign of the Gauss curvature which involves'
the second derivatives of the surface, and the definition of an ίnfinitesi-
*> For the case of analytic deformation, this has been proved already by Liebmann [7J, [8],
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mal deformation involves the first derivatives of the deformation vector.
However, the reader conversant with the modern theory of Real
Variables will easily discover further plausible extensions, not involving
any new ideas. Accordingly, we restricted ourselves to a presentation
in the classical spirit.
PART I. CONVEX SURFACES
§ I. 1. Infinitesimal deformations.
1.1.1. We shall consider surfaces in Euclidean xyz space of the
following two types.
(i) Smooth closed regular surfaces of the type of the sphere.
Such a surface S is topologically equivalent to the sphere, and in the
vicinity of any one of its points it is required to admit of a parametric
representation Of the form
% = % (u9 v} = (x (u, v} , y(u9v)9 z (u, v)) , (u9 v} 6 D ,
where j denotes the position vector which joins the origin (0, 0, 0) to a
point (x(u9 v\ y(u, v)9 z(u, v)) of S. The coordinate functions x(u9 v)9
y(u, v), z(u, v} are assumed throughout to be of class C" in the domain
D. On setting, as usual,
the term regular surface refers to the further condition W^O in D.
(ii) Smooth regular surfaces of the type of a finitely connected
plane Jordan region. Such a surface is required to have, as a whole,
a parametric representation
S : % == £ (u9 v) = (x (u9 v} , y (u9 v} , z (u9 v)) , (u, v} e R ,
where R is a finitely connected Jordan region in the parameter plane
uv. The representation is required to be a 1-1 correspondence between
R and S. The coordinate functions are required to be of class C" in
the interior of R, and it is further required that their partial derivatives
of the first two order remain continuous on the boundary of R. The
condition W^>0 is required to hold in the interior and also on the
boundary of R.
(iϊi) In the course of the proofs, we shall consider further
restricted portions of surfaces of the preceding two types. Further-
more, w
τ
e shall consider unbounded surfaces which arise by subjecting
the previously described types of surfaces to a projective transformation.
1.1.2. Let S be a surface of one of these types, and let
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3 = (X, Y, Z} be a vector function of class C" defined on S. By this
we mean the following set of conditions.
( i ) if j — £ (u, v\ (u, v} e D, is an admissible representation (as
specified in LI. 1) of a portion of S, then X, Γ, Z as functions of u, v
are of class Cf in Z).
(ii) If S : % — £ (w, v), (X v) e β, is an admissible representation of
S (as specified in 1.1.1, (ii)), then X, Y, Z and their first partial deriva-
tives remain continuous on the boundary of R.
Now denote by s a real parameter. If £ is the position vector of
ά, then the vector function 1 + 8% determines (as position vector) for
each fixed value of 6 a surface S9. If C is an arc on S and Cs is the
corresponding arc on S
ζ
, then the length I (C
ε
) of C
ε
 is a function of
8. If dl(C^/de = 0 for £ = 0 and for every choice of C on S, then 3
is said to induce an infinitesimal deformation of S. In terms of the
parameters u9 v, one finds readily that the necessary and sufficient
condition for this is represented by the differential equations
(1) lulu = 0 , 8«Et» + folu = 0 , 3*£* = 0 .
1.1.3. If 3 = 0 on S, then the equations (1) surely hold. Another
obvious case arises if 3 can be represented in the special form
(2) 8 = ( u x s ) + b ,
where it, b are constant vectors. One finds by direct substitution that
the equations (1) hold. In fact, this conclusion is evident a priori since
a vector function 3 of the special form (2) coincides (on S) with the
velocity field of a rigid motion. In the special case (2), we shall say
that the infinitesimal deformation induced by 3 for S is trivial.
LI. 4. In the preceding definitions, the vector function 3 is required
to be of class C" only. In the extensive literature on infinitesimal
deformations, the methods used necessitate the requirement that 3 be
of class Cfn. The reason for this lies in the method generally used.
This method starts with the observation that the equations (1) imply
the existence of a unique vector function ϊ) which satisfies the equations
( 3 ) 3W = i) x ιu , 8, = ϊ) x E, .
This vector ϊ) plays a fundamental role in the literature. For brevity,
we shall refer to its use as the ^-technique. In this technique, one
needs the first and second partial derivatives of i). One finds readily
that for the existence and continuity of these derivatives it is necessary
to assume that 3 itself is of class Cπr. Since the basic equations (1)
contain only the first derivatives of 5, it appears desirable to devise
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a technique which requires only that 3 be of class C". One of the
contributions of this paper is the observation that this objective can
be achieved in a very simple manner.
1.1.5. Definition. Let S be a smooth closed regular surface of
class C" (see 1.1.1). If S admits only of trivial infinitesimal deforma-
tions (in the sense of 1.1.2, 1.1.3), then S is said to be IR (infini-
tesimaάly rigid}.
Definition. Let S be a smooth regular surface of the type of a
finitely connected plane Jordan region (see 1.1.1).
(a) S is said to be IR (infinitesimMy rigid} if it admits only of
trivial infinitesimal deformations.
(/3) Let B be the entire boundary of S. Then S is said to be
IRB (infinitesimMy rigid for fixed boundary B} provided that the
following holds: any vector function 3 which induces an infinitesimal
deformation of S and vanishes on B is identically zero on S.
(7) Let 6 denote a subset of the boundary of S. Then S is said
to be IRb if the condition stated under (β) holds with B replaced by δ.
1.1.6. It is our purpose to derive theorems relating to the IR,
IRB, IRb properties. It is important to recall that the vector function
3 inducing the infinitesimal deformation is required only to be of class
Cf. Accordingly, the classical η-technique (see 1.1. 4) is not applicable.
However, we obtain differential equations appropriate for our purposes
in the following manner. Returning to 1.1.2, let
w
be the unit normal vector of S. We introduce auxiliary functions
a,b,c of u, v by the formulas
( 4 ) a, = %ι
u
 , 6 = 8j
β f c = ζξ .
Since 3 is of class Cf, clearly a, b, c are of class Cf (at least). Diffe-
rentiation of (4) yields, in view of the equation (1),
Now j
αtt, in, jαβ can be expressed in terms of ιu, &,, ξ (see Blaschke
[1]). Substituting these expressions in (5) and using (4), we obtain
( 6 ) α* = α + δ + Lc
 9
( 7 ) 6, = {2^  + {222}b+Nc,
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(8) a9 + bu =
where the coefficients of a, b are the so-called Christoffel symbols, and
L, M, N are the second fundamental quantities for S. These are the
fundamental differential equations in our method. It is important to
realize that a aiul b depend upon the parametric representation chosen for S.
LI. 7. For later reference, we note the form of our equations for
the case when u = x9 v = y, and accordingly z = z (x, y), where z (x, y)
is single-valued and of class C". Denoting the partial derivatives of
z by p, q, r, s, t as usual, one finds
(9) a = X+pZ, b = Y+qZ9
(10) a
x
 = rZ9 by = tZ9 ay + bx=2sZ.
Let us recall that X9Y9Z are of class C
f
 by assumption. Let us
insist again that the functions a, b are not invariant under a change
of parameters.
§Ί. 2. The Darboux transformation.
1.2.1. Let S : % = %(u,v) = (x (u, v}9 y (u, v), z (u, v))f (u, v} e D, be
a portion of a regular surface of class C" (see 1.1.1), which satisfies the
following conditions in the domain Zλ
( i ) z (u, v} > 0 in D.
(ii) If 0 is the origin of the coordinate system and P is any point
of S9 then the line g passing through 0 and P intersects S in the single
point P.
(iii) If P is any point of S9 then the tangent plane of S at P
does not pass through O. It is readily seen that this condition is
equivalent to the condition
(1)
x y z
$u Ί/u %u φ 0 in D
v y
υ
 z
To this surface S9 we apply the protective transformation
( ? "\ γf X n.f y ~! 1U) a, - —, y -. — , z ---.
In view of condition (i), this transformation is applicable to S, and
we obtain from S a new surface S', given by
( 3 ) S': j: = £'(«, w) = (x'(u, v}, y'(u, v), z'(u, v}}, (u,v}<iD.
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From the conditions (ii), (iii) we draw however th$ further inference
that Sr as a whole can be represented in the non -parametric form
(4) S': z' = *'(#', 2/0,
where zr(x'9 2/0 is a single-valued function of class C". Indeed, if a
point (a?0'f yJ9 0) is assigned, then the vertical line gf through this point
corresponds, by means of the transformation (2), to the line g which
joins the origin to the point O0', 2/<Λ 1) By condition (ii), such a line
g intersects S in one point at most. Hence, the vertical line gr inter-
sects Sf in one point at most. Thus Sf can be represented in the form
(4) with z'(xf, 2/0 single-valued. We have to verify yet that z' is again
of class C". For this purpose, we note that the functions xr(u9 v\
yf(u, v\ zf(u, v) are clearly of class 07", in view of the assumptions
made concerning the original surface S. In passing from the represen-
tation (3) to the representation (4), by well-known elementary con-
siderations class properties are preserved provided that the Jacobian
3 (a?', 2/0/3 O, v) is different from zero. One finds readily, in view of
(2), that
\ x y z
3(*'» 3/0 _ 1
~ - ~
which is different from zero by condition (iii).
1. 2. 2. If the original surface S itself is given in the non-parametric
form S : z = z (x, 2/), (x, 2/) € D, where z (x, y} is single-valued and of class
C", and of course the conditions (i), (ii), (iii) of 1.2.1 are assumed
to hold, then the determinant (1) reduces to the simple form
( 5 ) Δ = z - xp - yq ,
where we use the conventional notation
On setting, for the function zr(xf9 2/0 appearing in (4),
' = ^  ' =
 dz
'
one finds readily that
where ΔΦO by the condition (iii) in 1.2.1.
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1.2.3. Returning to the general situation in 1. 2.1, let us consider
a vector function
which is of class Cf and induces an infinitesimal deformation of the
surface S. By a fundamental observation of Darboux [2], for the
transform Sf introduced in 1. 2. 1 one can set up explicitly a vector
function
(7) z'=(X',Y', Z'}
which induces an infinitesimal deformation of Sf, by means of the
formulas
(8) xr = — , γf = ~~, zf =^χX+yγ+zZ
 mz z z
Observe that in these formulas x, y, z stand for the coordinate functions
of the original surface S, and hence x, y, z are of class C". Since z > 0
on S and X, Y, Z are of class Cf by assumption, it is clear that 3' is
of class C". To see that 3' induces an infinitesimal deformation of Sf,
we have to verify the relationships
( 9 ) 3, V = 0 , 3, V + 3.V = 0 , 3» V = 0 .
One finds by straightforward calculation that (9) follows from the
transformation formulas (2) and (8) jointly with the relations
(10) %nin = 0 , 3^ + 8
β
s« = 0 , 3^« = 0 ,
which express the fact that the original vector function 3 induces an
infinitesimal deformation for the original surface S.
The formulas (2) and (8) constitute the Darboux transformation
which will be used as an essential tool in the sequel. At present, we
call attention to the following simple facts.
(α ) If the vector 3 — (X, Y, Z) vanishes at a point P of S, then
the vector 3' = (X'9 Yf, Zf} vanishes at the corresponding point P! of
Sr, and vice versa. This is evident from the formulas (8).
(/3) If the vector function 3 induces a trivial infinitesimal deforma-
tion of S, then 3' induces a trivial infinitesimal deformation of Sf, and
vice versa. Indeed (cf. 1. 1. 3) if 3 is of the special form
where u, Ό are constant vectors and £ — (x, y, z) is the position vector
on S, then it follows immediately from (8) that 3' is of the same special
form, and vice versa.<
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(7) If the Gauss curvature K of S satisfies at a point P of S one
of the relations K > 0, K = 0, K < 0, then the Gauss curvature K1 of
Sf satisfies the same relation at the corresponding point Pf of S1.
This is merely a special case of the well-known general fact that the
sign of the Gauss curvature of a surface is invariant under projective
transformations.
1.2.4. Assume now that S is given by the non-parametric
representation z = z (x, y\ as in 1. 2. 2. The vector 5 gives rise to the
functions . α = a (x, y\ 6 — 6 (x, y) given by the formulas (see 1. 1. 7)
(11) a=X + pZ, b = Y + qZ.
Similarly, the corresponding vector 5' gives rise to the functions
a
f
 — a
f(xf, y'}9 6' = bf(xf, yr) given by
(12) a'=X'+ p'Z' , &' = Γ ' + q'Z' ,
where pf, qf have the meaning explained in 1. 2. 2. The formulas (5),
(6), (8) yield the following expressions for α', 6' by direct calculation.
(14)
§ I. 3. Study of the functions a and b.
I. 3.1. We consider a fixed square
in the xy plane. Over Q, let there be given a piece of surface
S: z = z(x,y)9
and a vector function δ — δ (#> y) = (-X"» ^> ^)» satisfying the following
conditions.
( i ) z (x, y} is of class C" in Q, and the partial derivatives p, q, r,
s, t satisfy the relations
(1) p = 0, q = 0, r>0, t>0, rί-s2>0 at (0,0).
Furthermore
(2) z = 0 at (0, 0).
(ϋ) j = (χ9 Y, Z) is of class Cr in Q, and
(3) X = Q 9 Y = Q, Z = Q at (0, 0),
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.( 4 ) X, = 0 , Xy = 0 , Yβ - 0 , Yy - 0 , Zx = 0 , Zy = 0 at (0, 0) .
(iii) 3 induces an infinitesimal deformation for S. By 1. 1. 7 this
implies that on setting
( 5 ) a = X + pZ , b = Y + qZ,
one has the fundamental differential equations
(6) a
Λ
=>rZ, ay + bsa = 2sZ, by = tZ.
1. 3. 2. For (a:, ?/) 6 Q, we set (using polar coordinates)
( 7 ) p= (xz+yzγ , x = p cos 0 , y = p sin θ .
Since we shall study orders of magnitude, it will be convenient to use
the familiar symbols 0(pn}9 o(pn\ where n is an integer. Let us recall
that if F is any quantity depending upon p and any other variables,
then F = 0 Ow) means that
uniformly in all the variables that F may contain, where C is an
absolute constant. Similarly, F — o Ow) means that
uniformly in all the variables, where C is an absolute constant, and
6 (/o) is a positive monotone function of p alone such that 6 GO) —> 0 for
*>-><).
With these notations, we wish to establish the estimates
(8) a=o(P^9 b = o(p^.
Let us observe that these estimates would be obvious under the usual
assumption that z (a?, y)9 5 (#, y) are of class C'n. Since we assume only
that z is of class C" and 5 is of class Cf, the proof of (8) will be
somewhat laborious, yet quite elementary.
1. 3. 3. Let us first note a few immediate facts. From (1) and (2)
one infers readily that
(9) z = 0(p*)9 p = 0(P), q = 0(p}, JL = O (?-').
On setting again
(10) Δ = z — xp — yq ,
and using (1) and (2), one obtains similarly
(11) Δ = 0(/0*), 4-
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Also, (3) and (4) yield
(12) Z = o(p-)9 Zx = o(l}9 Zy = o(iγ.
From (12) and (6) one sees that
(13) a
x
 = o ( p ) 9 ay + bx = o (?), by = o (?).
From (13), it follows (since a (0, 0) = 0, b (0, 0) = 0 by (3) and (5)) that
(14) α(a?,0)=.o.(α? 2 ) f ' b (0, y) = o (y*}.
Now set
(15) A = a cos θ + b sin θ ,
where the arguments in a and b are x = p cos θ, y — p sin θ. For fixed
θ, A is a function of p, and one obtains, in view of (13),
(16) -^ L = a
Λ
cos
2
 θ + (a
v
 + 6Jcos 0sin 0 + &„ sin2 0 = o (/o).
Observe the circumstance that a,y and bx occur only in the combination
ay -4- bx for which we have an estimate in (13). Integrating (16) with
respect to p and noting that A — 0 for p = 0 by (3) and (5), we obtain
(17) A == a cos θ + b sin θ = o (/o2).
Next introduce
(18) ^ = -^sin*--§-cos0.
Now we have
—= -^ = X—a* sin <9 + ay cos (9),
ίtC7
-,^ - = p(-b
x
 sin 6> + by cos 0).
at/
It follows that
μ = p( — a
x
 sin2 θ •+ (ay+bx} sin θ cos 0 — by cos2 0).
Accordingly, by (13),
(19)
 / , - - s i n 0 - -
1.3.4. We need now two simple lemmas, probably well known
for the convenience of the reader, we shall sketch the proofs.
Lemma 1. In a closed interval 0 <I λ <: A, let /(λ) be a real-valued
function, such that
(i) /(X)/λ->0 for λ-*0,
(ϋ)
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Then f(\) = o (λ2).
Proof. On setting
(20)
we have by (ii)
(21) \ Λ(λ) j < C\28 (λ) , 6 (λ) -> 0 for λ -* 0 ,
where C is a constant and <?(λ) is monotone. Take a λ in the given
interval, and let n be a positive integer. Replacing, in (20), λ by
λ/2, ••• ,λ/2n-1, multiplying the resulting equations by 2, •• ,2W"1 and
adding to (20), one obtains
(22)
By (21) we have (since £(λ) is monotone)
h λ Cλ2<? (λ) 2-2fc.2*
Accordingly, the summation in (22) is dominated by the quantity
(23) C\*s (λ) Σ j * < 2Cλ2£ (λ) .
fc = 0
For n-+oo the first term on the right in (22) converges to zero by the
condition (i) above. Thus (22) yields, for n-*oo, in view of (23) the
estimate
showing that /(λ) = o (λ2).
Lemma 2. In a closed interval 0 <: λ <: A, let /(λ), 0(λ) be two
real-valued functions satisfying the following conditions.
(i ) /(λ)/λ -> 0, flf (λ)/λ -> 0 for λ -> 0.
(ii) For 0 <ct <A, 0 <β <A, the well-defined function
(24) H(a9β} = a f(β) + βg(a}
satisfies the relation
(25) H (a, /3) = o (σ-3) , where σ - (α:2 2
Then
Proof. On setting, in (24), first a = λ and β = \ and next a = λ,
= -o- , one obtains in view of (25) the relations
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(26) /(λ) + <7(λ) = H (λ, λ)/λ = o (λ2)
2/(-£-) + <7(λ) = H (λ, -£- V = o (λ2) .
\ ^ / \ ώ /
Subtraction yields
/(λ)-2/(A)=o(λ»).
\ & i
By Lemma 1, this relation implies (in view of condition (i)) that
= o(λ2). By (26) it follows then that #(λ) = o'(λ2).
I. 3. 5. Now return to the situation in J. 3. L For 0 <Γ a <^ R,
/2, O^r^l , consider
(27) ψCτ > = α ((1 - T) <κ, τ/3) Λ - & ((1 - T) tf, τ/3) /3 ,
where # , /3 are fixed, and T varies from 0 to 1. Since α, 6 are of class
Cr by (5), we can differentiate in (27) with respect to T, obtaining
ψ'(
τ
) = - a,
x
a* + (α, 4- 6 J α/3 - 6,/32 ,
where the arguments in α,., ay, bx, by are #=(1— r)#, ?/ — τ/3. By
(13), we see that
ψ'(
τ
) ^  o (σ-3) , where σ = (a2
Integration from 0 to 1 yields
(28) ψ(l) - ψ<0) = α (0, /3) α + 6 (α, 0) /3 - α (α, 0) a - b (0, /3) β = o
Now by (14) we have α (α, 0) α = o (σ-3), 6 (0, /3) β = o (σ-3). Accordingly,
(28) yields
(29) a (0, /3) α + 6 (Λ, 0) /3 = o (σ-3) .
From (3), (4), and (5) we see that a (0, 0) = 0, 6 (0, 0) = 0, α/0, 0) = 0,
6/0, 0) = 0, and hence
(30) o(0f /3)//3-*0 for /3-*0,
(31) 6(α fO)/α->0 for Λ — 0.
Hence, on setting (for 0 . <: λ ^  A < β),
we see from (29), (30), (31) that the assumptions of Lemma 2 in 1. 3. 4
are satisfied. Hence
.(32) a (0, λ) = o (λ2) , b (λ, 0) = o (λ2) , 0^
Now introduce
(33) Γ = a sin β - 6 cos 0 ,
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where the arguments in α, 6 are x = p cos θ, y — p sin θ. For fixed p
we obtain, in view of (15), (17) and (19),
(34) -
Integration yields (since for θ = 0 we have Γ = — b ( p , 0))
(35) Γ =
In view of (34), (32) it follows that
(36) F = a sin θ - 6 cos 0 = o (/°2) .
By (17) we have also
A — a cos θ + 6 sin θ — o (p2) .
It follows that
α = Λ cos θ + Γ sin θ = o (/o2) ,
6 = Λ sin 0 - Γ cos θ = o (p2) ,
and thus the relations (8) are proved.
L 3. 6. Returning to the situation in 1. 3. 1, we observe that in view
of the conditions (1) we can take, in the xy plane, a circular disc D
around the origin so that
(37) r > 0 , * > 0 , rt - s* > 0 in D .
Let S* be the portion of S over D. The Darboux transformation, dis-
cussed in 1. 2. 1 to 1. 2. 4, applies then to S* if the origin is first deleted
(observe that S* is convex by (37), hence the assumptions made in
§ 1. 2 are satisfied). The transformation yields a piece of surface
SΊ z' = z'(x',y'), (£',?/)£#',
where R' is an unbounded region consisting of all points (xf, y') which
are exterior to a certain simple closed curve Cr, as well of the points
on C'. Indeed, since z = 0(p2') by 1.3.3, it is clear that
(38) x'2 + y'z = =^L -* oo for x2+yz -» 0,
2.'
uniformly in all directions. Let us now denote by Cp the circle in the
xy plane with center at the origin and of radius p, by Cp* the simple
closed curve on S* that lies over Cp, by <7P*' the image of (7P* on S'
under the Darboux transformation, and finally by CJ the projection of
Cp*; upon the xryf plane. From (38) one sees that the following holds.
On the Infinitesimal Rigidity of Surfaces 255
(i) If OOO, then CJ encloses C,f.
(ii) On assigning any circular disc in the x'y* plane, this disc will
be interior to Cp
r
 for p sufficiently small.
Now let 5' = (Xf, Γ', Zr} be the vector function that corresponds
to the vector function 5 of I. 3.1 by means of the Darboux transforma-
tion (see 1.2. 3), and consider the corresponding functions a', &', discussed
in 1.2.4. As noted there, we have
(39) α'= A
u
α + A126,
(40) V = A2la + A22b ,
where
11
 zΔ ' 12 zΔ
Λ»/γ Λ> T/yif Λf\\ Λ «Λ/l£ Λ & ^"^ \vjj
From the estimates (9) and (11), jointly with the formula (10) for Δ
(see 1.3.3), it follows by inspection that
Now since, for fixed p ^> 0,
we infer from (43) that
(44) cl^* = 0(p-2).
We proceed to verify the fundamental estimate
(45) J α ' d 6 ' = o ( l ) .
Proof. In view of the 1-1 correspondence between Cp
f
 and Cp,
this line integral can be evaluated by using the polar angle θ (in the
xy plane) as the variable of integration. Accordingly, we consider
the integral
t^Ldθ.
In view of (39) and (40), the integrand can be written as the sum of
eight terms which we distribute into three groups as follows:
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v* ;
(48)
(AQ \
'
 U
 (Z0
1
T"Al1^
A. .A., π.
w
 9 -tj ll
21
 HF '
d6
 4
dθ
1
2
. . / 4 _
αδ A
»
d
-d¥ab' A^ww>
112/ dθ
da
~dθ~
We proceed to estimate the contributions of these terms as follows.
For the integrands in (47) we obtain, in view of (43), (44) and (8),
directly the estimate
and thus the corresponding integrals are also of the order o(l). The
integrals corresponding to the integrands in (48) are transformed, by
partial integration, into integrals with the integrands
-,
 2
2 d θ ' 2 d θ " '
For these expressions, we infer from (43), (44) and (8) the estimate o (1)
as before, and hence the corresponding integrals are also of the order
o(l). The terms in (49) require special treatment. Multiplying the
functions Λ, μ defined in (15) and (18) respectively, we obtain after some
re-arrangements the formulas
Clu
dθ
Now the contribution of the first term in (49) can be estimated as
follows. On multiplying (50) by AUA22 , one obtains four terms on the
right. The first term is
The integral of this term can be transformed by partial integration
into the integral of the expression
1 o d (A
n
A>2 sin 0 cos #)
-_α -- -^  ------ .
On the Intinitesitttάί Rigidity of Surfaces 257
By (43), (44) and (8) this expression is of the order o (/o4) O(/o-4) = o (1),
hence its integral is also of the order o (1). The next two ones of the
four terms involved are estimated in the same manner. The fourth
term is
ΛμAllLA22,
which is of the order o(pa) o(p2) O(p~2) O(r2) = o(l) by (17), (19), (43),
and hence its integral is of the same order. The contribution of the
second term in (49) is estimated in the same manner, using the identity
(51), and the proof of (45) is complete.
§ 1. 4. An integral formula.
1.4.1. Let R be a finitely connected, bounded Jordan region in the
xy plane, bounded by ra+1 smooth simple closed curves C0, Cτ, •-•, Cm,
where m ;> 0. We assume that C0 is the exterior boundary curve of R
which encloses CΊ , •••, C
m
. For m = 0, these interior boundary curves
are missing, and certain portions of the following argument become
vacuously trivial. Over R, let there be given a piece of surface
S: z = z(x,y}, (x, y " ) e R ,
with the following properties.
( i ) z (x, y) is continuous in R and of class C" in the interior of
R. The partial derivatives p, q, r, s, t of z remain continuous on the
boundary curves of R.
(ii) rt—s2 ^> 0 on a dense set in R (and hence rt—s2 ;> 0 in all of 72).
Furthermore, let j = g (x, y} = (X, Γ, Z) be a vector function defined
in R, with the following properties.
(iii) 5 (x, y} is continuous in R, and it is of class Cf in the interior
of R. Its partial derivatives %
x
, jy remain continuous on the boundary
curves of R.
(iv) δ induces an infinitesimal deformation for S, in the sense of
1.1.2.
Setting, as in,LI. 7,
(1) a=:X + pZ9 b=Ύ+ qZ,
clearly a, b are continuous in R, of class C' in the interior of R, and
the partial derivatives α , , a y , b x , b y remain continuous on the boundary
of R. By 1.1.7 we have the fundamental equations
(2) a
Λ
 = rZ,
(3) b, = tZ9
(4) a,. + b
x
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Multiply (2) and (3), square (4) and divide by 4, and subtract. There
results the equation
(5 ) a,Jby - aybx = (rt - s
Integrate (5) over R, transform the left hand side into a line integral,
and set
(6) 7fc = \ a db, fc —0, l, ,m,
where the integration is taken in the counter-clockwise sense around
Ck. There follows the basic integral formula
f j [(rt - Z* + ~- (ay - &J2 dχdy _ IQ _ /χ -----
R
I. 4. 2. Lemma. Assume that
(8) /o^O, / f c^0, fc = l, ...,w.
Then the vector function 5 is constant in β.
Proof. As a consequence of (8), one infers from (7) that the double
integral appearing there is <: 0. Now the integrand is ^  0 by condition
(ii) in 1. 4. 1. Hence the integrand must vanish identically in R. Since
rt — s2 ]> 0 on a dense set in R, it follows that
( 9 ) Z = 0 , ay - bx = 0 in R .
From (9), (2), (3), (4) one sees now that a
x
 = 0, ay =Q, bx = 0, by = 0
in R. Hence
(10) a = constant , 6 — constant in R .
From (9), (10) and (1) one infers directly that X and Y also reduce to
constants in R, and thus 5 is constant in R.
I. 4. 3. Now consider the following situation. In the xy plane, take
ra :> 0 mutually exclusive, smooth simple closed curves Cl9~-,Cm (if
m = 0, then certain parts of the following argument become vacuously
trivial). Let R° denote the set of those (finite) points (x, y} which are
exterior to all the curves CΊ , ••• , CTO, and set R=R° + Cl+ ••• +Cm
(if m = 0, then R coincides with the whole xy plane). Let S : z = z(x, y},
(x,y)£R, and let t==z(x,y\ (x,y~}£R, be a vector function such that
the conditions (i), (ii), (iii), (iv) stated in I. 4. 1 hold (for the present
unbounded region R). Make the following additional assumptions.
(v) One has
(Π) / t^0, fc = lf ,w,
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where /fc is defined as in (6) (thus the integration around Ck is taken
in the counter-clockwise sense).
(vi) There exists a sequence CJJ of smooth simple closed curves,
enclosing CΊ, ••-, C
m
 and converging to infinity, such that
(12) /; = ί α db -> 0 for n-+°o.
In (12), the integration is taken in the counter-clockwise sense around
CJ. The statement that C" converges to infinity has the following
meaning: C^*1 encloses C", and on assigning any circular disc D in
the xy plane, D will be interior to CJJ for n sufficiently large.
Lemma. Under the conditions stated, j is constant in R.
Proof. Lei A
n
 be the doubly connected region bounded by CJ and
C o h l . Applying the integral formula (7) to A
n9 one obtains
~ (of - 6J2 dxdy =
A
n
Since the integral on the left is :> 0 (see condition (ii) in 1.4.1), it
follows that /; ^  I%+1. As 7J -^  0 by (12), it follows that
(13) / o ^ O .
Now denote by β
w
 the region bounded by C% , C
λ
, •••, C
w
. In 7?
w
, 2 (ίc, ?/)
and 5(0:,^) satisfy the assumptions of the lemma in 1.4.2, in view of
(11) and (13). Hence, by that lemma, 3 is constant in R
n
. But for
n
 _»oo (since £7J converges to infinity) the region R
n
 will contain any
assigned point of the original region R. Thus 5 is constant in R, as
asserted.
§ I. 5. Study of a contour integral.
I. 5.1. In the #?/ plane we consider a bounded, doubly connected
Jordan region R whose boundary consists of two smooth, simple closed
curves C and C*, where C is the interior boundary curve. Over R,
we consider a piece of surface
S : z = z(x,y}9 (xt y} eR ,
which satisfies the following conditions.
( i ) z(x, y) is continuous in R and of class Cr" in the interior of
R. The partial derivatives of z(x,y) of the first three orders remain
continuous on C.
(ii) The first partial derivatives p and q are constant on C.
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Now let 3 — 3 (x9 y} = (X, Γ, Z) be a vector function satisfying the
following conditions.
(iii) 3 is continuous in R and of class C' in the interior of R.
The partial derivatives %
x
, jy remain continuous on C.
(iv) s induces an infinitesimal deformation for S.
For the corresponding functions α, 6 (see 1.1.7) we assert the
inequality
( 1 ) f α d & ^ O ,
c
where the integration is taken in the counter-clockwise sense around
C. We note that this inequality corresponds, in our approach, to a
similar relation discovered by Rembs [4]. However, his inequality is
stated in terms of the η-technique (see 1.1.4), and accordingly his proof
requires stronger smoothness assumptions. Furthermore, our proof of
(1) is based on more elementary considerations. For clarity, we sub-
divide the proof into three parts.
I. 5.2. We begin with a well-known elementary fact.
Lemma (see for example, Landau [6], p. 213, Satz 299). In a domain
D of the xy plane, let / (a?, y) be a continuous function such that f
x
,
f y , fxy exist and are continuous in D. Then fyx also exists and is
continuous in D, and one has f
vx
 = f
xy.
Now let us consider (see 1.1. 7) the fundamental equations
(2) a, = rZ,' '
(3) by = tZ,
( 4 ) ' α, + b
x
 = 2sZ.
Since z, 5 are of class C f r t 9 C
f
 respectively, we obtain from (2) and (3)
the existence and continuity of the derivatives (in the interior of R
and on C)
(5) a
xx9 axv, byx, byy.
From α =X+ pZ, b=Ύ + qZ it is clear that the derivatives
(6) a*, ay, bx, by
exist and are continuous (in the interior of R and on C). By the
Lemma, it follows that
( 7 ) a
ΰx
 = a
xy, bxy = byx
exist and are continuous (in the interior of R and on C). In view of
(5), (6), (7), we have to account yet for the derivatives ayv, bxx. Now
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if we write (4) in the form a
v
 = 2sZ—b
x
, then by (7) the desired con-
clusion follows from (7). Finally, b
xx
 is treated by writing (4) in the
form b
x
=2sZ—a
v
 and using (7). Summing up: the first and second
partial derivatives of a, b exist and are continuous in the interior of
R, and remain continuous on C.
1.5.3. Lemma. The expression
(8 ) λ = ay - sZ
is constant on C.
Proof. In view of 1.5.2, we can differentiate λ with respect to
the arc-length σ on C. Using (2), (3), (4), we obtain the formula
dx
 + t dy
~d~σ~  U-d
Now ry = sx, Sy — tx. Furthermore, since p — constant, q — constant
on C by assumption, we have on C:
Thus, by (9), d\/dσ — 0, and hence λ is constant on C.
I. 5.4. We can now prove the inequality (1) as follows. By I. 5.3
we have
where c is a constant. From (2), (10), (11) we obtain (along (7)
da _ dx dy __ ~ dx , „ , % dy
— — a
x
 — 7 — -f- ay —— — T/J —7— ~r (βz,/ -f- c) —_—-.-Ciσ Cίσ dσ dσ dσ
f dx dy \ π dy dy
\ CΪσ " dσ I dσ dσ
It follows that
dσ
and hence
(12) a = cy + a,
where a is a constant. Using (3), (4), (10), (11), a similar calculation
shows that
(13) - 6 = -ex + β,
where β is a constant. Accordingly, from (12) and (13) we calculate
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db „ dx , Γ dx
do-
c c c
The second integral on the right vanishes, since C is closed. On the
other hand, since we integrate along C in the counter-clockwise sense,
we have
dx
c c
where A is the area enclosed by C. Thus we get from (14) the relation
and thus (1) is proved.
§1.6. Infinitesimal rigidity of convex surfaces.
I. 6. 1. Theorem. Let S be a closed convex surface of class C" (see
1. 1. 1). We assume that the Gauss curvature K of S is positive on a dense
subset of S (clearly then K^>Q everywhere on S). Then S is infinitesimally
rigid (see 1. 1. 5). Explicitly : if % = (X, Y, Z) is any vector function of
class Cf on S which induces an infinitesimal deformation of S, then % is
trivial (see 1.1.2, 1.1.3).
In the case when S, $ are both assumed to be of class C'n, this
theorem is classical (see Efimov [3] for references to the work of
Liebmann, Weyl, Blaschke). To deal with the general situation con-
sidered here, we proceed as follows. We select on S a point 0 at
which the Gauss curvature is positive, and make O the origin of the
coordinate system xyz. Furthermore, we make the xy plane coincide
with the tangent plane of S at 0, and for definiteness we assume that
S lies above the xy plane, except for the point 0 of course. If S* is
a sufficiently small portion of S around 0, then S* can be represented,
in a vicinity of the origin, in the non-parametric form
S*: z = z ( χ , y ) , -R<χ^R, -R<y^R,
and in this vicinity the function z (x, y} satisfies the. conditions stated
in I. 3. 1.
Now let % = (X, Y, Z} be a vector function as described in the
statement of the theorem. In the vicinity of the origin, X, Y, Z are
functions of x, y of class C". We first verify that we can assume,
without loss of generality, that X, Y, Z and their first partial deriva-
tives X
x
 , ••• , Zy vanish at the origin. "To see this, denote by X" , ••• , Zy°
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the values of these functions at the origin. The differential equations
in 1. 1. 2, applied to the portion S* with u — x, v = y, yield the follow-
ing information (recall that p == 0, q = 0 at the origin) :
(1) °^ = 0, Yy°=Q, Xy° + Yx°=Q.
Now consider, on the whole surface S, the auxiliary vector function
3 = (X, Ϋ, Z\ defined by the formulas
(2) X=- Z»z +XJy +X« '.
(3) Ϋ = -XJx-ZJz + Ύ*9
(4) Z= ZJy + Z
a
*x + Z« .
Observe that 5 induces a trivial infinitesimal deformation of S, in the sense
of 1.1.3. In the vicinity of the origin, the components of 3 are single-
valued functions of class Cr of x, ?/. Recalling that p=Q, #=0 at
the origin, and using the relations (1), one finds by direct calculation
that X , ••• , Zy agree with X , ••• ,Zy at the origin. Accordingly, if we
introduce the vector function
-
 :
 - δ = δ - I
on S, then the components of 3 as well as their first partial derivatives
all vanish at the origin (and obviously 3 also induces an infinitesimal
deformation of S}. Hence, if we can show that 5 induces a trivial
infinitesimal deformation, then the same result will follow for 3 — 3-4-5,
since 3 induces a trivial infinitesimal deformation, as observed above.
Summing up : without loss of generality, we can assume that in
the vicinity of the origin we have the situation considered in 1. 3. 1.
In view of the assumption made about S, clearly the portion S— 0 of
S presents the situation considered in 1.2.1. Accordingly, if we apply
to S— O the transformation
then we obtain, by the discussion in 1. 2. 1, a surface
Sf : Zr =Zf(xf, ? / ' , — ° o # ' « o o , —o
where zf(xf,yf} is single-valued and of class C" over the entire xry'
plane. Furthermore, the Gauss curvature of Sf is positive on a dense
set in the x'y' plane. Simultaneously, by the discussion in 1.2.3, we
obtain a vector function
. tf=(X'9Y',Z')9 -oo<α'<oo f -c
given by the explicit formulas
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• γf _ X v, _ Y r, __ xX+yY + zZA- > J — 9 ^ —— >
z z z
which is of class Cf over the entire xryf plane, and induces an infini-
tesimal deformation of S f . To Sf and 3' we wish to apply the Lemma
in L 4.3 (with m = 0). To justify this step, we have to verify the
condition (vi) stated there. For this purpose, let us return to the
portion S - of S in the vicinity of the origin. We noted above that
S- presents the situation discussed in 1.3.1. Accordingly, the basic
estimate
( a' db' = o (1),
derived in L 3.6, yields directly the condition we have to verify, in
view of the comments in I. 3.6. By I. 4.3, it follows that 5' is constant,
and hence certainly induces a trivial infinitesimal deformation for S f .
Accordingly, by 1.2.3, the same is true for 5 in relation to S—O.
Thus 5 can be written, on S—O, in the form
( 5) S = (n x s) + b ,
where π, t> are constant vectors and £ is the position vector of S. By
continuity, it follows that (5) holds at the point 0 also, and the proof
of the theorem is complete.
1.6.2. Let us return to the surface S of I. 6.1. Taking a point
P on S, consider a smooth simple closed curve C on S which does not
pass through P. Let Γ be the set of those points of S which are
connected on S with P, without crossing C (thus Γ is topologically
equivalent with an open circular disc). We shall then say that the
surface S* = S—Γ is derived from S by removing the open cap Γ bounded
by C (and containing P). Since by assumption the Gauss curvature K
of S is positive on-a dense set, it is clearly legitimate to assume that
K > 0 at P.
Theorem. Let P0, P19 9Pn be points on S, where % i> 0. Let S*
be obtained from S by removing open caps Γ0, Γl9 9Γn9 bounded by
mutually exclusive curves C09 CΪ9 ••• 9Cn9 and containing P0, P19 ••• 9Pn
respectively (thus S* is topologically equivalent to a plane Jordan region
bounded by n -f 1 curves*). Then S* is IRB in the sense of LI. 5.
Explicitly: if 5 is a vector function of class Cr on S* which induces an
infinitesimal deformation of S* and vanishes on the whole boundary of
S*, then 5=0 on S*.
Observe that for n = 0 we remove just one cap in this case,
certain portions of the following argument become vacuously trivial.
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If S*f 3 were assumed to be both of class C
nf
, then the theorem would
reduce to a well-known fact; thus the main point is again that S*, 3
are only of class C" and C! respectively. To proceed with the proof,
take the coordinate system xyz so that the origin coincides with the point
P0 and the xy plane is tangent to S at P0. Since the Gauss curvature
is positive at P0, we can assume that z ]> 0 on S—P0, hence also on S*.
Now clearly S* presents the situation discussed in 1.2.1. On applying
the Darboux transformation (see 1.2.1, 1.2.3), we obtain a surface
S f : zf = z'(xf, 2/0 , O', 2/0 e Rf,
as well a corresponding vector function 3', where R' is a bounded Jordan
region bounded by n + 1 curves C0
f
, CV, •••, C
n
r
. Now since 3 vanishes
on the whole boundary of S*, it is clear (see 1.2.3) that 3' vanishes
on the whole boundary of Sr. Thus the functions
a'.=X'+ p'Zf, V = Ύ'+ q'Zf,
corresponding to zr and 3' in the sense of 1.1. 7, also vanish on the
whole boundary of R'. Thus clearly the line integral of af dbf, taken
around each boundary curve Ck
f
, is equal to zero. Thus the assump-
tions of the lemma in 1.4.2 are satisfied, and hence 3' is constant.
But since 3' vanishes on the boundary, it follows that 3' = 0. By 1.2.3,
it follows that 5=0, and the proof is complete.
I. 6.3. In the literature one finds examples to show that a convex
surface with holes (like the S* of 1.6.2) is generally not infinitesimally
rigid if the boundary curves are not kept fixed. Yet, a set of beautiful
results due to Liebmann [3] and Rembs [4] show that infinitesimal
rigidity can be achieved, without keeping the boundary fixed, provided
that the boundary curves satisfy certain special conditions. We shall
derive presently a strengthened version of the general theorem due to
Rembs.
We consider a convex piece of surface S with ra smooth boundary
curves C1, •••, Cm, such that the following conditions hold.
( i ) S is of class C" (including the boundary, see 1.1.1).
(ii) The Gauss curvature of S is positive on a dense subset of R.
(iii) For each k = 1, ••• , m, there is a plane πk such that Ck lies
in τrfc and S is in contact with τrfc along Ck.
(iv) In the vicinity of each Ck, the surface S is of class C"" (by
vicinity, we mean here some narrow band on S bordering on (7*).
Remarks, (α) In the work of Rembs, it is required that the contact
between S and τrfc be of the first order only. One finds comments in
the literature to the effect that this requirement ςan be dispensed with
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by a study of sufficiently high derivatives of S, the order of these
derivatives depending upon the order of contact permitted. In our
method, the order of contact plays no role. (/3) Previous work on the
problem under consideration is based on the ϊ) -technique, and hence
the class condition is C t r f for S, and also Cnt for the vector functions
3 inducing infinitesimal deformations (see 1.1.4). In this respect, our
method yields again a more general result. (7) Condition (iv) above
requires greater smoothness of S in the vicinity of the boundary curves
than elsewhere. While the mechanical interpretation may render such
special caution near the boundary plausible, we are not certain that
condition (iv) is really necessary for the infinitesimal rigidity of S.
Theorem. Under the conditions (i)— (iv) stated above, the surface S
is infinίtesimally rigid, without keeping the boundary curves fixed.
Explicitly : if 3 is any vector function on S, such that % is of class Cf
and induces an infinitesimal deformation of S, then 3 is trivial.
Remarks, (a) We require only class Cf of 3, as compared with
class Cπt in the literature, (β) In contrast with condition (iv) above
for 'S, we do not require a higher degree of smoothness of 3 in the
vicinity of the boundary.
Proof of the theorem. . The proof is quite similar to that presented
in 1. 6. 1 for the case of a closed convex surface, and hence we shall
stress details only at the point where the situation considered here
demands additional attention. We choose on S a point 0, not on the
boundary, such that the Gauss curvature at 0 is positive. We choose
a coordinate system xyz such that 0 is the origin, the xy plane is
tangent to S at O, and S lies above the xy plane (except for the point
O). Now consider a vector function 3 on S as described in the statement
of the theorem. As in I. 6. 1, we can assume that the components X, Y, Z
of 3 as well as their first partial derivatives, with respect to x, y, vanish
at the origin. We apply again the Darboux transformation, obtaining
S': z' = z'(x',v', (x',y
same as in 1.6.1, with the following single difference: R' is now not
the whole x'yf plane but an unbounded Jordan region whose boundary
consists of m simple closed curves C/, ••• ,C
m
f
. Proceeding as in 1.6.1
on the basis of the lemma in 1.4.2, the new feature is that we have
to verify the inequalities
(1)
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where the integration is made in the counter-clockwise sense around
Cy. Thus the proof will be complete as soon as (1) is established.
For this purpose, let us return to the original boundary curves
CΊ, •••, C
m
 . Under the Darboux transformation these curves are carried
into the boundary curves of Sf, say /Y, ••• ,Γ
m
f
. Now, by assumption,
the curve Cfc is a plane curve, and along Ck the surface S is in contact
with the plane containing Ck. These features being invariant under
a projective transformation, it follows that the corresponding /Y is
again a plane curve, and S' is in contact with the plane containing
/Y. Since the curve Ck
f
 occurring in (1) is merely the projection of
/Y, it follows that the partial derivatives pf, qf of z'(x', ?/') are both
constant along (7fc'. Thus (1) follows directly from I. 5.1.
I. 6.4. Observe that the condition (iv) on S, in I. 6.3, is needed
solely to justify the application of the result in I. 5.1. Hence, if that
result can be strengthened in any manner, then the restriction (iv)
can be relaxed or altogether eliminated. In this connection it may
be of interest to point out that the class Crrr requirement is needed
only to verify that a certain function λ = λ(σ-) is constant (see 1.5.3).
A similar issue arises in Calculus of Variations, when the Euler-
Lagrange equation is derived under weaker class assumption than the
classical ones, and perhaps this analogy may suggest a feasible approach
to the problem of eliminating condition (iv).
1.6.5. Various further rigidity theorems will readily occur to the
reader if he observes that in the proof of the result in 1.6.3 the basic
issue was to find, after the Darboux transformation, a situation where
the assumptions of 1.4.3 are satisfied. For example: under the
circumstances considered in 1.6.3, we can remove from the surface a
finite number of caps (as in I. 6.2) if the boundary curves of these
caps are held fixed (that is, if g is required to vanish on these curves),
then we still have, after the Darboux transformation a situation where
1.4.3 applies. Further rigidity theorems are obtained by the observa-
tion that the conclusion in 1.4. 3 remains valid even if certain isolated
singularities are permitted, provided that we can control the integral
of a db on small closed curves enclosing the singular points. An
elementary discussion reveals that certain types of corners can be
permitted. However, in the absence of relevant mechanical applica-
tions, it is not clear what should be considered as reasonable types of
singularities, and so we do not pursue this matter any further at this
time.
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§ I. 7. The IRb property for convex surfaces.
I. 7. 1. As a matter of intuition, under comparable boundary condi-
tions a convex surface should be more rigid than a surface of negative
curvature. Accordingly, in view of the theorems in part II, relating
to surfaces of negative (and zero) curvature, the following question
arises in a natural manner. Let S be a finitely connected convex
surface, with boundary curves C19 ••• ,Cm. Let b be a sub-arc of C19
for example. Is some portion of S infinitesimally rigid if only 6 is
kept fixed ? We are unable to answer this question in a general way
on the other hand, we can verify easily that this type of rigidity
occurs for those quadratic surfaces which are protectively equivalent
to the sphere. These special results will be reviewed presently. We
note that we shall require only class Cf of the vector 5 inducing the
infinitesimal deformation.
I. 7. 2. It is convenient to begin with the paraboloid of revolution
Let R be any bounded, finitely connected Jordan region in the xy plane,
with boundary curves Cl9 — ,Cm9 and let
S: * = A-(B 2 +2/ a )
be the portion of the paraboloid located over R. Finally, let b denote
any sub-arc of that boundary curve of S which is located over CΊ .
We assert that S is then IRb (see 1. 1. 5). Explicitly : if 3 = (X9 Y, Z} is
any vector function on S of class Cf that induces an infinitesimal defor-
mation of S and vanishes on b, then 5^0 on S.
Proof. By 1. 1. 7 we have the fundamental equations
a
x
 = rZ , by = tZ, ay + bx = 2sZ .
In the present case, r = l, t = lf s = 0. Hence
( 1 ) a
x
 = Z , by = Z , ay + bx = 0 .
These equations show that
( 2 ) a
x
 = by , ay = - bx .
Also, since now p = x , q = y , we have, by 1. 1. 7,
(3) a=X+xZ, b = Y+yZ.
ginqe X, Y, Z are of class C', (3) shows that a
x
 , ay , bx , bv are
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continuous, and (2) shows that α, 6 satisfy the Cauchy-Riemann equa-
tions in the interior of R. Thus, on introducing the complex variable
<w = x + iy, the function
( 4 ) f(w} = a + ib
is an analytic function in the interior of R, by the theorem of Goursat
Furthermore, f(w} is continuous in R, and vanishes on the sub-arc b'
of CΊ which is the projection of the arc b. By a classical theorem on
analytic functions, it follows that /O) = 0. Thus a = 0, b = 0 in R,
and hence also a
x
 == 0. From (1) it follows that Z = 0, and finally (3)
yields that X = 0, Y = 0. Thus 3 = 0, as asserted.
I. 7. 3. We observe now that the IRb property is invariant under
protective transformations. Indeed, a general projective transformation
can be decomposed into affine transformations and the transformation
#' = χ/z, yf — y/z, zr =1/2. For this last one, the explicit formulas of
the Darboux transformation (εee 1.2.3) yield the desired *-esult imme-
diately. An affine transformation can be decomposed into a translation
and shearing transformations of the type xr — kx, yf — y, zf = z, and
the assertion is readily verified again. Thus, since the paraboloid
in I. 7. 2 is projectively equivalent to the sphere, it follows that all
surfaces projectively equivalent to the sphere possess the very strong IRb
property exhibited by the paraboloid of revolution.
PART II. NON-CONVEX SURFACES.
§ II. 1. Preliminary comments on differential equations.
II. 1.1. In a bounded, finitely connected Jordan region R of the
uv plane, we consider the system of differential equations
( 1 ) a
u
 = A^u, v} a + B
λ
(u, v}b,
( 2 ) b
v
 = A2(u, v") a + Bz(u, v} b .
The following assumptions are made.
( i ) The coefficients A19 B19 A29 B2 are continuous and hence
bounded in R. We denote by M a common bound for the maximum
of their absolute values in R. We choose a positive number δ, kept
fixed in the sequel, such that
(ii) The functions a (u, v\ b (u, v} are continuous in R, and the
partial derivatives a
u
 , b
v
 exist. The equations (1), (2) show then that
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a
u
, b
υ
 are continuous in the interior Of R and remain continuous on
the boundary.
We observe that if these smoothness assumptions were suitably
strengthened, then differentiation of (1), (2) would yield a hyperbolic
system of the second order. The results to be derived below would
then follow from classical theorems. Under the general conditions
here considered, we shall rely on the familiar method of differential
inequalities. In fact, the auxiliary results we need, concerning the
system (1), (2), are probably contained in the literature. Accordingly,
we shall give only a sketchy presentation.
II. 1. 2. Let r : a0 <^ u <: a, β0 <: v < β be a rectangle, and let P and
Q be opposite vertices of r. Furthermore, let c be a simple continuous
arc with end-points P, Q which is contained in the interior of r, except
for its end-points, and which is intersected by any horizontal or vertical
line in one point at most. Then c subdivides r into two triangle-shaped
regions. We assume that one of these, say r*, is contained in the
region R of II. 1.1.
Lemma. If a and b vanish on the arc c, and if the diameter of
r* is less than the δ occurring in (3), then c& = 0, 6 = 0 in r*.
Proof. Let §1*, 33* denote the maximum in r* of | a \ , | b \ respec-
tively. Then we have a point (u0 , %) e r* such that
(4) l t t ( w o , * o ) l = 2l*
Due to the special shape of r*, we can join (UQ , v^) to a point (u* , v0}
on c by a horizontal segment in r* (this segment may reduce to a
point). Since α — 0 on c, we have then
«0
( 5 ) a (u0 , v0} = j a,v(u, v0} du .
u*
From (1) we infer that
(6) . |α«-|^Af(SΪ*+»*) in.r*.
From (5) and (6) we see that
21* = I a (MO , v0) | ^  δ M(3l* +33*) ,
since the diameter of r* is less than δ. By (3) it follows that
( 7 ) , §ί* ~ -
A similar argument yields the inequality
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Addition of (7), (8) yields (81* +S3?I ) < (2ί* +S3*)/2. Since 21*^  0, S*^ 0,
it is now clear that SP = 0, S3 ' = 0, and the lemma is proved.
II. 1. 3. Let next r : a0 <: u <: a, β0 <^ v <: β be a rectangle con-
tained in the region R of II. 1. 1. Let this time c denote the union of
two adjacent sides of r.
Lemma. If a and 6 vanish on c, and if the diameter of r is less
than the δ occurring in (3), then α = 0, 6^0 in r.
The proof is the same as in II. 1. 2, the present r, c replacing the
r*, G of that section.
II. 1. 4. The lemma in II. 1. 3 remains valid if the restriction con-
cerning the diameter of r is dropped.
Proof. We merely sketch the simple proof. For definiteness, let
us assume that c is the union of the sides u = a, v = β of r. If we
subdivide r into 2n congruent small rectangles, then for n sufficiently
large each one of the small rectangles so obtained will have a diameter
less than the δ in *(3). Now consider the small rectangle rr in the
upper right corner of r. In r', the assumptions of the lemma of
II. 1. 3 are satisfied* and hence a = 0, 6 = 0 in τ f . But then, the assump-
tions of the lemma of ILL 3 are satisfied in the small rectangle r"
right below r', and hence a ΞΞ(), 6 = 0 in r" also. In this manner, one
sees that α = 0, 6 = 0 in the stack of small rectangles bordeiing on
the side u = a of r. The same process can now be repeated on the
next stack on the left, and it follows that a = 0, 6 = 0 in r.
II. 1.5. Again, let r : a0 <L u < a, βQ <^ v <: β be a rectangle, and
let P, Q be opposite vertices of r. Join P and Q, without leaving r, by
a simple polygonal line c which consists of a finite number of alter-
nating horizontal and vertical segments. Let r* be one of the two
polygonal regions into which c divides r, and suppose that r* is a
sub-region of the region R in II. 1. 1.
Lemma. If a and 6 vanish on c, then a = 0, 6 = 0 in r* .
Proof. For definiteness, assume that P is the upper left corner of
r. On extending the horizontal segments of c across r*, one subdivides
r* into a stack of rectangles r
x
*, ••
 frTO*, where these rectangles are
numbered from the highest to the lowest. Then in r f the assumptions
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of II. 1.4 hold, and hence α = 0, 6 = 0 in rf. One sees that, as a
consequence, the assumptions of II. 1.4 hold in r2*, hence α = 0, 6 = 0
in r2*, and so forth down to r,/.
II. 1. 6. Returning to the situation considered in II. 1. 2, let us make
the additional assumption that c is a convex arc. Again, we assume
that one of the triangle-shaped regions, say r*, into which c subdivides
r, is a sub-region of the region R of II. 1. 1.
If a and 6 vanish on c, then a = 0, 6 = 0 in r* (observe :
there is no restriction upon the diameter of r).
Proof. If c' is any sub-arc of c, then because of the convexity of
c we have a triangle-shaped subregion of r*, say r*, bounded by c'
and two line segments, one horizontal and one vertical. If the
diameter of cr is sufficiently small, then the diameter of r* is less than
the δ in (3). Accordingly, by II. 1. 2, we have then a = 0, 6 = 0 in r*.
Now, using this remark, the pattern of the proof is clear. First, we
subdivide c' into sufficiently small sub-arcs c/, •••
 f cTO
f
. Then α = 0,
6 = 0 in the union of the corresponding regions r j* , ••• , rTO*. The rest
of r* is then subject to the lemma of II. 1. 5.
II. 1. 7. Returning to the region of II. 1. 1, let us say that R is
admissible if its boundary can be subdivided into a finite number of
arcs 7ι, , 7 W f such that each γfc satisfies one or the other of the
following two conditions.
(i) 7A is a horizontal or vertical segment.
(ii) γfc is a convex arc which can be repiesented by an 'equation
of the foim v = f(u\ a <; u <: β, where f(ιι) is strictly monotone, and
a<^β. Furthermore, on denoting by rk the rectangle (with sides parallel
to the axes) with opposite vertices at the end-points of 7* , one of the
two triangle-shaped regions, into which 7fc divides τk , is a subregion
of R.
One sees that an admissible region R can be subdivided into a
finite number of subregions R19 •-• ,Rn, each of which satisfies one of
the following two conditions.
(i*) RJ is a rectangle with sides parallel to the axes.
(ii ) Rj is a triangle-shaped region, bounded by two line segments
(one horizontal, one vertical), and by a sub-arc cj of an arc 7* satisfying
cpndition (ii).
II. 1. 8. It is now clear that the results stated in II. 1. 4 and II. 1. 6
yield theorems of the following general type : if the solutions a and 6
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of the differential equations (1), (2) (see II. 1.1) vanish on a sufficiently
comprehensive subset B* of the boundary B of R, then α, 6 vanish
identically in a corresponding subregion of R, or even in all of R
(assuming that R is admissible in the sense of II. 1. 7). By drawing a
diagram of an admissible (simply or multiply connected) region R, the
reader will discover how the vanishing of α and 6 on parts of B is
propagated into the interior of R by means of the results in II. 1.4
and II. 1. 6. We state merely a few representative results, with brief
hints concerning procedure. The region R is assumed to be admissible
throughout.
Lemma 1. If α and 6 vanish on the whole boundary of R, then
α = 0, 6 = 0 in R.
To see this, consider a subdivision of R as described in II. 1. 7.
The result in II. 1.6 shows that a = 0, 6 = 0 in each one of the regions
Rj satisfying the condition (ii*) in II. 1. 7. The remaining regions Rj
are then rectangles, and the vanishing of a, 6 in these rectangles,
arranged in an appropriate order, is then inferred by successive appli-
cations of the result in II. 1.4. In the special case when no regions
of type (ii*) are present, only II. 1.4 is needed of course.
Lemma 2. Suppose that the admissible region R is bounded by
two simple closed curves, where the exterior boundary curve is strictly
convex, and the interior boundary curve is the perimeter of a rectangle,
with sides parallel to the axes. If a and 6 vanish on the exterior
curve, then a = 0, 6 = 0 in R.
To see this, one subdivides again R as indicated in II. 1. 7. Then
a = 0, 6 = 0 in the union of the regions R} of type (ii*). The remaining
regions Rj are then rectangles, and on properly arranging these
rectangles the vanishing of α and 6 can be inferred again by successive
applications of II. 1.4, without requiring a priori the vanishing of a
and 6 on the interior boundary curve. Actually, the reader will readily
perceive that Lemma 2 could be substantially generalized.
Lemma 3. Suppose that a and 6 vanish on the boundary arc cj
of one of the regions Rj of type (ii*) (see II. 1. 7). Then a = 0, 6 = 0
in Rj.
Of course, fhis is merely a restatement of II. 1. 6.
§ II. 2. Surfaces of negative curvature.
II. 2.1. The general concept of an infinitesimal deformation, dis-
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cussed in § 1.1, applies to non-convex surfaces as well as to convex
surfaces. The reader will observe that in §L1 no restriction was
placed upon the sign of the Gauss curvature. Accordingly, we can
utilize the concepts and definitions presented there, and in particular
the fundamental differential equations (6), (7), (8) in 1.1.6 are at our
disposal.
11.2.2. Given a surface S of negative Gauss curvature, through
each individual point of S there pass precisely two asymptotic lines
of S. Accordingly, one can use the asymptotic lines as parameter
curves in the small. If, however, a given surface S is to be represented
in the large in this manner, then there arise various interesting
questions. In order to emphasize the essential issues from the point
of view of infinitesimal rigidity, we assume a priori that we deal with
a surface S, of negative curvature, that can be represented in the large
in terms of asymptotic parameters. Accordingly, we make the fojlowing
assumptions. The surface S is given by a parametric representation
(in vector notation):
(1) S: s = s(tt,0), (u,vyeR,
such that the following holds.
(i) R is a bounded, finitely connected Jordan region which is
admissible (in the sense of II. 1. 7).
(ii) The position vector jc p(w, v). is continuous in R9 of class C" in
the interior of R9 and the first and second partial derivatives of j (u, v)
remain continuous on the boundary of R.
(iii) On denoting by L, M, N, as usual, the second fundamental
quantities for the representation (1), we have
(2) L = 0, N = Q in R,
(3) If Φ 0 on a dense set in R.
(iv) W = (EG-F*γ^>Q, where E, F, G denote the first funda-
mental quantities, as usual.
The following comments are in order. Since the lines u — constant,
v = constant correspond to the asymptotic lines of S, the requirement
that the parameter region R be admissible has a simple geometrical
interpretation: the boundary of S consists of a finite number of arcs,
each of which is either an asympotic arc or else definitely not an
asymptotic arc. Next, since by assumption the Gauss curvature is
negative and hence different from zero, in view of (2) we have actually
M Φθ throughout, while we state only in (3) that M Φθ on a dense set
in R. As a consequence, the rigidity theorems to be derived below
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have a greater scope than what one may expect : the Gauss curvature
may vanish on a substantial subset of S9 as long as (3) holds. Neither
do we require that the representation (1) be 1-1 in the large. Note
also the class requirement C" upon S, in contrast with the usual C"'.
II. 2. 3. Theorem. The surface S, described in ΪL 2. 2, is IRB in the
sense of 1. 1. 5. Explicitly : if 5 — g (u, v), (u, v)€ β, is α vector function
of class Cf which induces an infinitesimal deformation of S and vanishes
on the whole boundary B of S, then 5 = 0.
Proof. In view of II. 2. 2 (2), the fundamental differential equations
(6), (7), (8) of 1.1.6 appear now in the form
(4) α"
( 6 ) a
υ
 + b
u
 = 2 l a + 2 2 b +2Mc.
Since 5 —0 on the boundary, we have (see 1.1.6 (4))
(7) a = Q, b = Q,c = Q on β .
The equations (4), (5) are of the type discussed in § II. 1. Accordingly,
by the lemma 1 in II. 1. 8 it follows that
(8) α = 0, 6 = 0 in R.
F*Όm (6) it follows that Me = 0 in R. Hence, by (3), c = 0 on a dense
set in R. By continuity, it follows that
(9) C Ξ Ξ Ξ O in R.
By 1.1.6 (4) we infer from (8), (9) that
(10) Sϊ
w
 = 0, SE« — 0, tf = Q.
Since the vectors j:M , %v , ξ are linearly independent by the condition
(iv) in II. 2. 2, (10) implies that 3 = 0.
Remark. Two special cases may be mentioned here to illustrate
the scope of this result. First, considei the case when the boundary
of R consists solely of hoiizoήtal and vertical line segments. Then
the surface S may be termed an asymptotic-polygonal surface. Next,
consider the case when R is bounded by a single strictly convex closed
curve. The surface S then may be termed asymptotic-convex. In either
case, S is IRB.
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II. 2.4. It is now clear that a variety of theorems of the iRb type
(see 1.1.5) will follow if one applies theiesults in §11.1 to the situa-
tion considered in II. 2.2. We state explicitly, in the way of illustration,
only two such theorems.
Theorem. Returning to the surface S of II. 2.2, given by (1) with
the properties (i)—(iv) stated there, assume that the parameter region R
is doubly connected. Suppose that the exterior boundary curve C is
strictly convex, while the interior boundary curve is the perimeter of a
rectangle with sides parallel to the axes. Let C correspond to C on S.
Then S is IRC in the sense of 1.1.5. In other words, S is infinitesimally
rigid even if only the exterior boundary curve is kept fixed, provided
that the interior boundary cu^ve is an asymptotic quadrilateral.
The proof is the same as in II. 2.3, except that one will now use
the lemma 2 in II. 1.8.
Theorem. Returning to the surface S given by (1) in II. 2.2, with
the properties (i)—(iv) stated there, consider a sub-region R* of R of the
following character: R* is bounded by two line segments (one horizontal,
one vertical}, and by a strictly convex sub-arc 7 of the boundary of R.
Let 7* correspond to 7 on S. Then the corresponding portion S* of S is
IRy* in the sense of L 1. 5. In other words: if one keeps fixed only a
sub-arc 7* of the boundaiy of S, then a certain portion of S becomes
infinitesimally rigid.
The proof is the same as in II. 2.3, except that the lemma 3 in
II. 1.8 should now be used.
§ II. 3. Surfaces of zero curvature.
II. 3.1. For general preliminary comments, the reader is referred
to II. 2.1, II. 2.2. An important special comment is the following one.
Let S be a surface whose Gauss curvature K vanishes identically. If
P is a particular point of S, then two cases may occur. Either one
has precisely one asymptotic direction at P, or else every direction at
P is asymptotic. In the latter case, P will be termed a flat point. If
no flat points are present, then S is a developable surface in the sense
of classical Differential Geometry, and if further S is not excessively
large, then it admits of a particularly convenient representation in
terms of its rectilinear generators and their orthogonal trajectories.
For such a representation, one will have (with the usual notations)
G = l, F = 0, N = Of M = (X However, simple examples show that
such a representation may be available even though a substantial set
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of flat points is present. To achieve adequate generality, we consider
the following situation. We are given a surface
S: ΐ = ϊ.(u,v)9 (u,v}£R,
such that the following holds. Conditions (i), (ii), (iv) in II. 2. 2 are
taken over verbatim. Condition (iii) is modified as follows.
(iϊi*) G = 1, F = 0, N = 0, M == 0 in R, and L φ 0 on a dense set
in R.
Under these conditions, the fundamental differential equations (6),
(7), (8) of 1. 1. 6 reduce, after a simple calculation, to the following form
(1) a
u
 = ^a-Jjg-
(2) &. = 0,
(3) a9 + bu = -±-a.
The discussion now becomes altogethei elementary, and the conclusions
become very strong. For convenience, we introduce the following
terminology. Let 7 be a sub-arc of the boundary of R which can be
represented in the form
( 4 ) 7 : v = f(u) , u0 <; u ^  M! ,
where f(u) is single-valued and continuous in the indicated interval.
The corresponding arc 7* on the boundary of S will be termed a
strong sub-arc. Geometrically, a strong sub-arc is one that crosses the
rectilinear generators of S (or rather a family of them) only once.
Returning to the 7 in (4), a point (u, v^eR will be termed vertically
accessible from 7 if (ΰ, v) can be joined to some point of 7 by a vertical
segment in R. The set of these vertically accessible points is denoted
by Ry . The corresponding portion of S will be called the shadow of
the strong arc 7*.
II. 3. 2. Theorem. The shadow of a strong arc 7* is IRy* in the
sense of 1. 1. 5. Explicitly : if % = %(u, v) is a vector function of class Cf
which induces an infinitesimal deformation of the shadoτv and vanishes
on 7*, then 8 = 0.
The proof is altogether elementary. The assumptions imply that
(with the notations of II. 3.1)
(5) α = 0, 6 = 0 , c = 0 on 7
By (2), b is constant along vertical segments. By (5) it follows that
(6) ί> = 0 in Ry.
278 T. MINAGAWA and T. RADO
Equation (3) can now be written in the form
-A-- α .=odv E
Thus a/E is constant along vertical segments. By (5) it follows that
( 7 ) a = 0 in E
Ί
 .
Now (1) shows that Lc = 0. Since LφO on a dense set, by continuity
one sees that
( 8 ) c = 0 in R
Ί
 .
From (6), (7), (8) one infers, as in II. 2. 3, that 3 = 0 in R
Ί
 .
II. 3. 3. It is now clear that the theorems for surfaces of negative
curvature, discussed in IL 2. 3 and II. 2. 4, remain valid for the surfaces
of zero curvature we are now considering. In fact, the theorem in
II. 3. 2 shows that these surfaces show greater rigidity of the IRb type.
Accordingly, we restrict ourselves to an illustrative example concerned
with the flat points defined in II. 3. 1. In the xy plane, consider the
rectangle
R: O ^ t f r ^ l , 0^?/^fc,
Let /(#), 0 <L x <1 1, be a continuous function with continuous first and
second derivatives. Consider the cylindrical surface
S: z = z(x,y} = f(x}9 (x, 0)6/2.
In terms of x, y as parameters, one finds readily that G = l, F = Q,
N == 0, M = 0. As regards L, one finds
Thus all the assumptions of II. 3. 1 are satisfied if we add the condition
that /"O')4-0 en a dense set in 0<:#<:l. Now clearly all of S is the
shadow of the boundary arc 7* that lies over Q<Lx<^ί. Thus S is
IRj*. Observe that on properly choosing /(#), we obtain an example
where the flat points of S form a set whose measure (in terms of area
on S) is as close to the total area of S as we please.
§ II. 4. Study of the torus.
II. 4.1. We represent the torus T in the form
(1) T: ι = ΐt(u9v') = (x(u9v^9 y(τι,v}, z ( u , v ) } 9
where
x = (1 — r sin ιi) cos v , y — (1 — r sin u) sin v , z — r cos u
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In these formulas, r is a constant such that 0<^<1, and the para-
meters u, v are restricted by the conditions — π <L u <^π
 9 0 <Lv<^2π.
The outer belt B0 and the inner belt BL of the torus correspond to
— 7Γ <: u <: 0 and 0 <1 w <1 π respectively. For u — 0 and u = π we
obtain the wpper czYcte C
u
 and ίhe Zower cίrcίe Cl of the torus respec-
tively. The Gauss curvature K of T is zero on C
u
 and C
z
 . Otherwise,
K > 0 on #0 and # < 0 on Bi ,
Theorem. TVze ίoras is infimtesimally rigid. Explicitly : if 5 is a
vector function of class Cf on the torus which induces an infinitesimal
deformation, then j is trivial.
In preparation for the proof, let us first note that the outer belt
B0 of T satisfies the assumptions of the theorem in 1. 6. 3, and hence
3 is trivial on B0 . Accordingly, there exist two constant vectors n
and b such that
8 = (u x ϊ) + b on B0 .
Consider then, on T, the vector function
Clearly, 5* induces again an infinitesimal deformation of T, and 5* = 0
on B0 . If $* can be shown to vanish on Bt also, then it follows that
5 is trivial. In other words, we can assume a priori that the vector
function 3 itself vanishes on B0 , without loss of generality. Accord-
ingly, we add the assumption
( 2 ) 5 = 0 on B0 .
Consider 3 on Bt . We have K<^0 on Bt (except for the boundary
circles C
u
 and C
z
), and 5 = 0 on the boundary of Bt , by (2). Accord-
ingly, if it were possible to use a regular representation of Bt in the
large in terms of its asymptotic lines, then the theorem in II. 2. 3 would
yield directly the conclusion that 3 = 0 on Bt also, and the proof of
the theorem would be complete. Actually, we shall find that the circles
C
u
 and C
τ
 represent singularities from this point of view. However,
the method used in § II. 2 will be found to apply with certain modifica-
tions which we shall discuss presently.
II. 4. 2. Returning to the representation (1), it will be convenient
to let v range ίrom — co to +00. Then j, 3 are defined (and periodic
in v with period 2τr) in the infinite strip
S* '. — 7T < U < 7Γ , — CO
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and 5 is of class C' in S* (of course, c is analytic). On introducing
again the auxiliary functions
( 3 ) a = 8E« , b = %ιV9
we have (see 1.1.6) the differential equations
f Λ \ f. ^v ϊ, ^ v ^ , -L. O * γ .\ Q ) ^u — Ist.uu f °u == 5£ttt> > G&y ~r OM — ώ g<l
 wϋ
Since 5 is of class C", we see from (3) and (4) that a
u
, α,,, αttϋ exist
and are continuous in S*. By the lemma in I. 5.2, it follows that a
υu
also exists and a
υu
 = a
uv
. Similarly one finds that b
u
 , b
υ
, b
vu
 = b
uv
 are
available and continuous in S*. From (4) if follows then directly that
fltm > Λ ™ , bVΌ, 6WM also exist and are continuous in S*. Briefly a and
6 are of class C" in S*. Now, by (2), we infer that 5, j
w
, g
v
 vanish
on the line u = 0. From (3) we see then that a, a
u
, 6, b
u
 vanish for
u — 0. Since a, b are of class C", it follows that
( 5 ) α = O(w2), & = O(w2) in S*.
In fact, a simple discussion would show that one has even the estimate
o(u2}, but we do not need this fact.
II. 4.3. We restrict ourselves from now on to the strip
/ /* \ Qf
 β
 f\ ^~ .-^  -x* .^
which corresponds to the inner belt Bt of the torus. For the first and
second fundamental quantities we find the expressions
E = r2, F = 0 , G = (1 - r sin uf ,
L = r
 9 M — 0 , ΛΓ = — (1 — r sin w) sin ^ .
On setting
(7) x (M) = L—^Γ. _•? f 0<^<τr,
the differential equation of the asymptotic lines on Bt appears in the
form
( 8 ) ~f~~ = ^  ^ (w) ' Q <^u<^τr .
Now observe that for u — 0 and u — π the function λ (w) is of the
order of ^~^, (τf — u)~~ respectively. Accordingly, |λ(w)| is integrable
in the closed interval 0 <: u <L π, and thus we can introduce the
auxiliary function
u
( 9 ) ψ (u) = I λ (u) an , 0 <1 u <1 π .
0
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Then φ(u) is strictly increasing, and we have
(10) 9>(0)=0, φ'(u) = \(u)9 φ(*}=k,
where 0 <] k <^ + oo . An entirely elementary argument yields the
relations
(11) u?\(u)-»r% for u-+Q+,
(12) φ (u}/u? ~> 2r* for u -> 0+ .
II. 4. 4. In view of (8), one has v — φ (u} — constant, v + φ (u)
= constant along the two families of asymptotic lines of Bt . Accord-
ingly, we introduce the asymptotic lines as parameter curves by chang-
ing to new parameters
(13) a — v — φ (u) ,
(14) β = V + φ (U) .
In the (a, β) plane, let S denote the infinite strip bounded by the lines
β = a and β — a + 2k respectively (where k = φ (π ) as in (10)). Since
φ (u) is strictly increasing, one sees that the correspondence between
the strips S and S is 1 — 1. The lines u = constant in S correspond
to the lines β = a + constant in S. From (10), (13), (14) one finds
readily that
(15) «.= --^-. «' = -»-' «. = !-. ^=1
and hence
_ _ _
d(a,β) 2λ '
Thus the Jacobian of the tiansformation is different from zero in the
interior of S, but it vanishes on the boundary of S. This makes it
necessary to proceed with some caution. In any case, due to the 1—1
character of the transformation, £ and 5 are single-valued and con-
tinuous on the closed strip S, and £ is analytic and 5 is of class C"
in the interior of S.
II. 4. 5. For clarity, we first study the situation in the interior S°
of the strip S. We denote by E, F G, L, M, N the first and second
fundamental quantities relative to the (a, ff) representation. We set
W = (EG -
We have
In view of the formulas in II. 4. 3, II. 4. 4 we obtain readily :
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(16) E = G = - ~ - - ,
ri _ (1 — r sin w) (1 — 2r sin
*v - I -
^
2
 —
 r
 (1 — '
Thus If Φ 0 in S° , but Tf vanishes on the boundary of S° . ΓAΐs is
the factj hat necessitates a special study of the boundary. In the interior
S° of S, the (a, β) representation is however entirely regular. Since
a = constant, β — constant correspond to the asymptotic lines, and
since the Gauss curvature is negative in S9
 9 we have
(19) L = 0 , N = Q, M Φ 0 in S° .
Accordingly, in S° we have the situation described and studied in § II. 2
(with u, v replaced by a, β}. On introducing the auxiliary functions
(20) a = 5E
Λ
 , 6 = δϊ
β
 , c = %ξ ,
we have by II. 2. 3 the differential equations
(21) δ-
(22) b?
(23) ά
β
 +b
Λ
=2 α + 2 6 + 2M c ,
where, the Chrisfcoffel symbols are relative to the (a, /5) representation.
Using (16), (17), (18), (15), we find by straightforward calculation the
formulas
ίl 11
 =
 _ [2 2)
 =
 _ (3 - 11 r sin u + 8 r2 sin2 u) cos u
I ' l J I 2 j "" 8[>(l-rsintt)8sίn«]ϊ
l 11 _ _ 12 2.1 J. __3cos^
2 j " 11 J "8"[r(l-rsinM)sinwίί
Observe that these expressions approach infinity if the point (a, β)
approaches the boundary of S°. Observe also thai these expressions
depend upon u alone. Accordingly, they aie constant along each line
β = a + constant in S°.
II. 4.6. We now turn to the study of the situation in the vicinity
of the boundary line g : β = a of S (which corresponds to the line
u = 0 in the (u, v} representation). Let (a, β)eS°, and let I be the
distance of (a, β} fiom g. Then I — (β — a]/]/2 , and β — a — 2 φ (u)
by (13) and (14). Hence I = \/2 φ(u\ By (12) we see that
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(26) l/u* -> 2\/2 r* for u -+ 0 u .
Let { } denote any one of the Christoffel symbols occurring in (24),
(25). Since sin u/u -> 1 for u —* 0, it is clear that
« foi
In view of (26) if follows that
(27) l]{ }U~r^ for
From (27) we draw the following conclusion : if N is a positive number
greater than 3>/274, then there exists a positive number δ>0 such
that
for (Λ,0).€S
β
°,
where S
δ
° is the infinite strip bounded by the lines β — a and β — a + S.
Since 3 < 7/2, we can choose N = 7ι/2f/8. We have then (for an
appropriate constant δ > 0) :
(28) /7l/2 .<-«rr- for81
We derive next an estimate for 6, 6 (see (20)). Using (3), (5), (15), (11),
(26) we obtain:
1 . . . 1 *
= O (M) O (^2) + 0 (w2) = O (u2} = O (I4) .
A similar argument applies to b. Thus we have α_= O (Z4), 6 = O (Z4)
in S
δ
°. Accordingly, | α ] / Z 4 , | 6 | / Z 4 are bounded in S
δ
°. Thus we can
define
(29) Si = I. u. b. Ά , 95 = I. u. b. -1£L in S
δ
° .
' 'Now we return to the equations (21), (22), which we write, for con-
venience, in the form
(30) a
Λ
 = AU& •+ Al2b ,
(31) b
β
 = 421^ + ^-22^
By (28) we have
Now take any point (a0 , /50) in 5δ° . The horizontal ray, from (a0 ,
to the right, intersects the boundary line g : β = a in the point (β0 ,
Since α (/30; /30) = 0, we obtain from (29), (30), (32) the relations
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f*o
|δ(«β > &>)! =
Po
T4 Z
3
 da < 8
.
(31 + 33) j I3 da ,
«o
where I is again the distance of (a, /30) from the boundary line g : β = a.
Since clearly / — (β0 — a)/1/2 . one finds readily that
Thus we obtain the inequality
16 (31 -4- 23).
Since (a0, β0) was an arbitrary point in S8°, it follows that
==
 16
A similar argument yields the inequality
Hence finally
7
8
and consequently 31 = 0, 33 — 0. In view of (29), it follows that α = 0,
6 = 0 in S8°. Since M φ 0 in Sa°, from (23) it follows now that c =0
in S
δ
°, and finally from (20) we infer that
(33) 5 = 0 inSΛ
By continuity, we have 5 = 0 also on the boundary line g8: β = a + δ
of S8°. Now take any point P0 in S° — S8°, not on g8. Then P0 is
the vertex of a triangle Δ with vertices P0, Px, P2, where the sides
PoPi > PoPz are horizontal and vertical respectively and the side PιP2
lies on g8, and Δ ζ^ S
Q
. On the side P^, 5 vanishes. In Δ, the
system (21), (22) satisfies all the assumptions of the lemma in II. 1.6
(with a, 6, u9v replaced ,by ά, 6, a, β). Accordingly, by that lemma,
a = 0, 6=Ξθ in Δ. Since P0 was arbitrary, it follows that ά = 0, 6 = 0
in all of S°, and hence, in view of (23), (19), (20), we see finally that
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5 = 0 in S°. Thus 5 vanishes on the inner belt of the torus also, and
the proof is complete.
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