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ABSTRACT

Some previous research has focused on better understanding factors that influence
nurses’ decision-making; however, previous research has not used policy-capturing as a
methodology to examine the impact of fatigue on registered nurses’ decision-making.
The purpose of the current study was to examine whether the fatigue of working a 12hour day shift influenced a sample of registered nurses’ decision-making. Participants
consisted of 69 registered nurses working a 12-hour day shift from 7 AM to 7 PM at a
large southeastern hospital. The participants completed a general questionnaire and a
policy-capturing questionnaire at the beginning and at the end of a 12-hour day shift.
Data analyses indicated that participants did not maintain their judgment policies from
the beginning to the end of the work shift. Additionally, participants made “simpler”
decisions both pre-shift and post-shift and became significantly sleepier, more stressed,
and less alert from the beginning to the end of the work shift. These results, combined
with previous research, suggest that the fatigue nurses experienced from working a 12hour day shift was one factor that significantly contributed to their inconsistent judgment
policies. This finding expands upon previous research indicating there are a variety of
negative outcomes associated with 12-hour shifts and that these shifts may not be best for
nurses or their patients.
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CHAPTER ONE
INTRODUCTION

Primary care givers in hospitals are thought to be doctors, however, nurses are
also in charge of making many patient care decisions. Doctors often diagnose and
determine how to treat patient health problems but the role of nurses is also critical for
effective patient care. Nurses typically spend more time with patients, administer the
doctor’s treatment orders, check patient status throughout their shifts, and decide how to
treat sudden and dramatic changes in patient status. Many times changes in patient status
cannot wait for a physician, forcing nurses to make quick and critical decisions about
how to treat the patient (Kelly, 1966; Baumann & Bourbonnais, 1982; Bourbonnais &
Baumann, 1985; Ruth-Sahd & Hendy, 2004). Within clinical practice it is clear that both
doctors and nurses engage in problem-solving and decision-making activities on a daily
basis (Caputo & Mior, 1998), however, in recent years, technology and specialization has
increased nursing responsibilities, putting more pressure on nurses to be effective
decision-makers (Boney & Baker, 1997).

Clinical Decision-Making in Nursing
Only recently have researchers become interested in better understanding the
decision-making that takes place in nursing environments. Nurses play a critical role in
patient care and many situations involve making decisions that are anything but simple.
Typically, nurses must focus on managing a wide range of information from numerous
diverse sources to make their professional clinical judgments (Orme & Maggs, 1993;

Gambrill, 1990). However, due to clinical research only recently focusing on a nurse’s
role in patient care, the available literature is limited with very few studies examining
nurses in the clinical environment (Ellis, 1997; Bucknall, 2000).
Due to this recent focus on the decision-making role of nurses, there is not a clear
or comprehensive understanding of the types of decisions primary care nurses make or
the sources of information that influence patient decisions (Thompson et al., 2001a,
2001b). Research focused on nurses’ decision-making in clinical practice has taken
numerous approaches towards better understanding this work environment. Thus far, the
research has focused on three primary areas of importance. One area involves better
understanding the types of decisions nurses frequently encounter regarding patient care or
other roles a nurse may assume. A second focus has been on assessing the various
sources of information nurses use to make their decisions. The third focus of decisionmaking in nursing research has been on learning the factors that positively or negatively
impact decision outcomes.

Types of Decisions
One important area to understand within clinical environments is the types of
decisions nurses make. Bakalis and Watson (2005) conducted a review of the literature
and found three broad elements of nurses’ clinical decision-making; direct patient care,
supervision and management decisions, and extended roles. Direct patient care decisions
refers to such things as diagnosing a patient’s condition, providing basic nursing care to a
patient, providing psychological support, and teaching the patient and his or her family
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about the patient’s condition and any relevant discharge information. Supervision and
management decisions include managing the work environment, mentoring nursing
students, supervising junior staff, deciding budgets, and organizing the work of others.
Extended roles for a nurse include things such as deciding how to act in emergency
situations, informing patients about their prognosis, and organizing patient investigations.
Overall, the majority of the research examining the types of decisions nurses make has
focused on the first area of research; direct patient care decisions. Bucknall (2000) has
also found that the majority of decisions nurses make are patient care decisions, with
nurses making approximately one patient care decision every 30 seconds.
Direct patient care can range from observing a patient’s status to communicating
patient information to other individuals. Research focusing on patient care has classified
nurses’ decisions in various ways using various methodologies. Bucknall (2000)
employed a naturalistic design, observing 18 nurses at three different hospitals.
Observers recorded the nurses’ behavior and social interactions on a portable tape
recorder. Content analysis was used to classify nurses’ behavior into three categories of
decision-making; evaluating patient status, choosing whether to intervene, and
communicating patient information to others. Other research (Ellis, 1997) classified
nurses’ decisions a bit differently. Ellis used a qualitative approach which consisted of
observation, interviews, and documentation. Seventeen nurses were observed caring for
patients in two hospital settings. Observers interviewed nurses immediately after each
decision was made to determine cognitive processes used in their decision-making
processes. Analyses focused on finding commonalities and categories of nurses’
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decisions. Overall, Ellis (1997) classified nursing decisions as focusing on preventing or
solving patient problems.
In contrast, other research has focused more attention on specific decisions nurses
make without classifying them into decision categories. Baumann and Bourbonnais
(1982) conducted an exploratory study using a semi-structured interview with 50 nurses
from three hospitals. Nurses read a case study and answered questions posed by an
interviewer asking about their decision-making processes and influencing factors. Nurses
were allowed to ask for additional information to make their decisions. Results revealed
six common, specific decisions nurses make regularly regarding direct patient care;
seeking medical help, assessing patient vital signs, giving oxygen to the patient, assessing
monitor pattern, describing patient pain, and administering medication. Even though the
above-mentioned studies focus on patient care decisions differently from one another,
they all support the idea that the majority of nursing decisions revolve around patient
care.

Sources of Information
A second area important for better understanding the rapid decision-making
environment of nurses is to discuss the sources they use to make their decisions. One
area within this research focus is intuition, which is sometimes thought of as a ‘hunch’,
‘gut feeling’, or ‘sixth sense’ (Cioffi, 1997). A review of this topic within clinical
decision-making literature found intuition to be an essential component of clinical
judgments (Cioffi, 1997), which is usually found with self-report measures. Nurses tend
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to rely on intuition the most when the decision-making situation is uncertain. However,
when or how intuition is used by nurses is not thoroughly understood.
A more common focus has been on what types of informational sources nurses
use when making decisions. Lauri and Salantera (1998) focused on the types of
knowledge available to nurses using a sample of 483 nurses from 15 different hospitals
and medical centers. Participating nurses filled out questionnaires assessing their
decision-making processes. Factor analyses revealed that the majority of nurses used
practice-based knowledge (i.e., practical work experience) and theory-based knowledge
(i.e., general knowledge and principles). A similar study (McCaughan, Thompson,
Cullum, Sheldon, & Raynor, 2005) interviewed and observed 33 nurses’ clinical
decision-making and found that personal experience was one of the most commonly used
informational sources. Additionally, results showed that human sources were another
critical source of information nurses use during decision-making. Information
technology (e.g., internet, databases) seems to be a practical source of information for
nurses, but it is not used as much as experience and human sources. Researchers have
thought information technology is not used as much because it is not as accessible as
personal experience and human sources (McCaughan et al., 2005). Overall, nurses
appear to use information that is most accessible when making patient decisions. Most of
the time nurses use intuition, personal experience, and other people as critical sources
when making clinical decisions.
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Influencing Factors
A third research focus that is important for having a comprehensive view of
decision-making in nursing is the different factors that can influence clinical decisions.
Some researchers have discovered that the complexity of the task has a direct impact on
the decision-making process (Corcoran, 1986). During simple problem-solving, nurses
tend to use a very basic step-by-step approach that is quick to utilize. However, when the
problems are more complex, nurses tend to consider more alternatives before making a
decision. This second approach usually takes more time to utilize and decreases the
chance that nurses will be able to assess all critical information before they have to make
a decision. Results from self-report measures show similar findings. Bucknall and
Thomas (1997) gathered data from 233 critical care nurses about problems they
experience when making critical care decisions. The most frequently reported problems
that can have a negative influence on nurses’ rapid decision-making were a perceived
lack of knowledge, lack of time to make or implement decisions, conflicting personal
values, and disagreements with other staff that are also responsible for making decisions.
Other research (Baumann & Bourbonnais, 1982; discussed previously), focusing on case
studies and a semi-structured interview, has found that values, knowledge, experience,
stress, and role modeling also influence decision-making. Overall, research has shown
knowledge and experience appear to be the two most important factors influencing rapid
decision-making.
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Stressors
An additional factor that plays a critical role in decision-making is stressors.
Many of the previously mentioned factors that influence decision-making (e.g., task
complexity, lack of time) in nursing have been viewed as stressors. What makes stressors
critical is their negative influence on a variety of outcomes. General research focusing on
the impact of the stress experienced from stressors on performance has been somewhat
mixed. However, the majority of the literature indicates that high job stress leads to
negative outcomes such as lower performance, increased turnover, greater absenteeism,
and decreased job satisfaction (e.g., Friend, 1982; Motowidlo, Manning, & Packard,
1986, AbuAlRub, 2004).
The negative relationship between stress and performance has also been
recognized within the nursing profession. Hans Selye, the first prominent stress
researcher, indicated that nursing is one of the most stressful professions and that the
stress experienced by nurses has a negative impact on performance (1976). This
performance is usually related to patient care. Many of the decisions nurses make have a
direct impact on patient status, such that incorrect decisions can lead to the worsening of
a patient’s condition or even death. Frequently, these patient decisions are made in
stressful environments where nurses experience heavy workloads, relationship difficulties
with physicians, and emergency situations. The stress nurses experience in these
situations tends to degrade general cognitive functioning, making it difficult for nurses to
acquire and use critical information for decision-making (Driskell, Salas, & Johnston,
2006). What usually happens in the face of pressure to make decisions is that individuals
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may attempt to speed up their information processing, try to consider all possible
alternatives within the limited time frame, or decrease the amount of information they
consider. Regardless of the strategy used, stress usually leads to decreased performance
(Driskell et al., 2006), with research showing that as the quantity of nursing stressors
increase, nurses’ quality of thinking decreases (Cleland, 1967).

Shift work
Extended shifts (12-hours or longer) in nursing is one stressor that has been
shown to have a negative impact on nursing performance (i.e., quality of care). Patient
care requires 24-hour health care, resulting in most nurses working shifts throughout the
day and night. In recent years, nurse’s workloads have increased substantially, resulting
in more stress, fatigue, and sleep loss. Frequently, the resulting fatigue and sleep loss of
shift work has been linked to many negative outcomes for nurses (Josten, Ng-A-Tham, &
Thierry, 2003). These outcomes consist of increased irritability, decreased mental agility,
poor alertness, and slower problem-solving (Hughes & Stone, 2004; McBride & Westfall,
1993). While fatigue and sleep loss from shift work has these negative direct effects on
nurses, results of shift work can filter down and affect patient care as well. One common
result of nurses experiencing fatigue from shift work is administering incorrect
medication to patients (Ahmed & Fecik, 1999) which can result in illness, injury, or
death. Overall, many results of shift work have negative effects on nurses, but there is
growing concern that these effects can have a negative impact on direct patient care.
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Decreased performance in nursing also has links with time of day and length of
shifts. First, research has been mixed about which shifts seem to result in the worst
performance. One common finding is that nurses rate their quality of performance
highest during day shifts, followed by night, afternoon, and then rotating shifts (Coffey,
Skipper, & Jung, 1988). Other research has shown that nursing performance is most
impaired during night shifts (Porcu, Bellatreccia, Ferrara, & Casagrande, 1998; Kemper,
2001). Overall, most research supports the idea that performance is highest during day
shifts. A second factor that is important for understanding the relationship between
nursing shift work and performance is length of shift. Research indicates performance is
significantly better for nurses working 8-hour shifts compared to those working 12- or
12.5- hour shifts. Fitzpatrick, While, and Roberts (1999) observed first-year nurses for
2.5 hours who were working shifts lasting either 8 or 12-12.5 hours. Performance ratings
indicated that 12.5 hours shifts are associated with less effective performance. While
fatigue is associated with most shift work, it appears that fatigue is greatest during longer
shifts and accounts for the poorer performance during these shifts (Josten et al., 2003).
One area of growing concern and research has focused on the shift length nurses
are required to work. Due to the nursing demand being greater than the supply, many
nurses are forced to work 12-hour shifts that usually involve overtime and usually work
greater than 40 hours each week. Research has shown that nurses are three times more
likely to make a mistake if they work 12.5 hours or more (Rogers, Hwant, Scott, Aiken,
& Dinges, 2004). Findings such as these have encouraged researchers to focus more
attention on the impact of factors such as shift length and fatigue on nursing outcomes.
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Overall, nurses encounter many stressors in their decision-making environments
that have a negative influence on performance. These stressors include lack of time to
make decisions, heavy workloads, emergency situations, task complexity, perceived lack
of knowledge, and shift work. It is important to better understand all of these stressors,
particularly shift work. The demand for 24-hour health care has placed a greater burden
on nurses, with many hospitals employing 12-hour (or longer) shifts. Research indicates
a link between shift work and numerous negative performance outcomes. Furthermore,
research indicates that performance is not equal across all shifts due to such factors as
time of day, length of shift, and the fatigue and sleep loss that result from shift work.
Currently, there is a need to better understand the relationship between nursing shift work
and performance.

Policy-Capturing
Previous studies examining clinical decision-making in nursing have used a
variety of approaches. Some have relied primarily on using naturalistic observation to
assess decisions whereas other researchers have used an interview setting to assess the
cognitive processes involved in decision-making. These approaches leave a great deal of
room for observation or interviewer error. Policy-capturing offers a methodological
approach that helps alleviate these types of errors. Policy-capturing is a technique that
allows for more control over the decision-making environment and a better assessment of
what available information individuals use to make evaluative judgments (Zedeck &

10

Kafry, 1977). It is referred to as “policy-capturing” because it reveals the policies people
use when they make decisions (Graham & Cable, 2001).
A policy-capturing task presents decision makers with a series of experimentally
designed decision situations that are usually in the form of descriptive paragraphs or
scenarios. Within the decision situations, the levels of various theoretically determined
criteria are manipulated (Pablo, 1994). Participants review each of the decision situations
independently and give a rating that best represents their judgment of each situation using
the given information. Simple regressions are used to determine how decision makers
weight and combine the various decision criteria by regressing individual decisions (the
dependent variable) on the decision criteria provided in the decision situations (the
independent variables) (Slovic, Fischhoff, & Lichtenstein, 1977; Slovic & Lichtenstein,
1971). These regressions indicate the relationship between the independent variables and
dependent variable. More specifically, the statistical equation that is derived from each
of the regressions indicates the standardized regression coefficients associated with the
independent variables. These values indicate how consistently the decision makers use
the decision criteria in their judgments as well as how important each decision criterion is
in determining the overall judgment (Slovic & Lichtenstein, 1971; Zedeck & Kafry,
1977). This indicates how well the theories of interest being used in the decision
situations represent the behavior of the decision makers (Pablo, 1994). Overall, policycapturing can be used to identify the extent of differences between individual decisionmaking strategies or to group or cluster individuals with similar decision-making policies
(Karren & Barringer, 2002).
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Designing Policy-Capturing
Realism
When designing policy-capturing paragraphs or scenarios it is important to make
them as realistic as possible. The decision problem needs to be one that is representative
of problems that naturally occur in the target participants’ environment. Having realistic
decision problems will increase the external validity of the results. The results of
unrealistic decision problems may be biased and will not generalize to nonexperimental
environments (e.g., Lane, Murphy, & Marques, 1982; York, 1989). Therefore, it is best
to use naturally occurring problems that participants are likely to encounter.
In order to enhance the realism of the decision problem, researchers should
choose decision criteria that are most likely to be salient to decision makers’ judgments
(Karren & Barringer, 2002). Research has shown that individuals tend to use a small
number of criteria when making judgments and it can be very difficult to a priori
ascertain these specific factors (Slovic & Lichtenstein, 1971; Slovic et al., 1977; York,
1989). However, it is critical to accurately determine realistic criteria participants would
use to make the decisions. One common approach used to identify these criteria is to
survey or interview subject matter experts (SMEs) who are familiar with the decisions of
interest (Karren & Barringer, 2002). These individuals usually have critical information
about the decisions of interest and should be able to offer insight into what information
the target participants use to make the decisions of interest. If SMEs are not available,
researchers could use company records to assess which decisions are critical as well as

12

their corresponding criteria. Overall, the decision problem and its criteria need to be a
problem commonly encountered by participants to have generalizable results.

Cues
After addressing representativeness issues based on the research question and the
target participants, researchers must use that information to design appropriate scenarios
or descriptions (Aiman-Smith, Scullen, & Barr, 2002). As with realism, there are a
number of factors that must be considered. One of the major decisions is selecting how
many cue variables to use in each of the scenarios. Researchers might be tempted to use
all the relevant criteria in order to increase representativeness, but this might not be
appropriate. Including all the possible criteria may introduce more information than
participants might need for making the decisions. Therefore, researchers must decide
which criteria seems to be the most relevant for making the decision of interest.
After determining which criteria are the most relevant for the decisions,
researchers must choose the optimal values for each cue. Most studies tend to use two or
three levels of each cue variable, with these variables being categorical or numeric
(Aiman-Smith et al., 2002). Again, researchers must use previous information they
gathered to determine how many levels seem most relevant for each cue. Researchers
also need to decide the most appropriate ranges for each of the cue variables. It is
important that each cue reflects a distribution that naturally occurs in the real world and
that the ranges are approximately the same across all the cue variables. It is best to have
realistic ranges that are similar across all the cues. If one cue has a wider range than all
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the others, participants might be distracted by that cue and not consider the other cues
when making their decisions (Aiman-Smith et al., 2002).
When deciding on cue values and ranges, it is important to be aware of demand
effects that occur when participants are given a small number of cue variables or
restricted cue ranges. In these situations, participants may try to determine the nature of
the research because the criteria are so restricted (Aiman-Smith et al., 2002). Participants
might try to confirm what they believe the research hypothesis is, try to disconfirm what
they believe the research hypothesis is, or create a positive impression of themselves.
While these demand effects are a common potential problem with other research, these
effects can be reduced with policy-capturing by accurately choosing cue values and
ranges. If researchers are still concerned about demand effects after careful development
of scenarios, they can include a posttask assessment of the level of participant guessing or
include extraneous information in each scenario to distract participants from the cue
variables (Carroll & Johnson, 1990).

Research Designs
A final concern when developing policy-capturing scenarios is deciding on the
total number of scenarios to include. Effective scenario designs include enough scenarios
and cues to yield realistic results, but using too many scenarios can result in participant
fatigue or boredom (Aiman-Smith et al., 2002). Therefore, researchers must determine
the optimal number of scenarios to yield realistic results without negatively influencing
participants. Ultimately, scenarios should be easily read and interpreted by participants.
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However, researchers have not reached a consensus about the minimum number of
scenarios that should be used (Aiman-Smith et al., 2002). Some researchers have
suggested there be a 5:1 scenarios-to-variables ratio (Tabachnick & Fidell, 1996) while
other researchers believe there should be ten scenarios for each cue variable (Cohen &
Cohen, 1983).
Regardless of this disagreement, researchers have a couple of design options that
can aid in resolving these concerns; full factorial designs or confounded factorial designs.
Full factorial designs use all the cue variables and all the levels of each cue variable.
Using this approach allows examination of the independent effects that every variable has
on individual judgments, as well as assessment of all main and higher order effects
(Graham & Cable, 2001). However, as mentioned previously, employing the use of a full
factorial design may result in an extraordinarily large number of scenarios which may not
be the optimal research design. For example, using six cue variables with two levels each
results in 64 unique scenarios (26 = 64) or using seven cue variables with two levels each
results in 128 unique scenarios (27 = 128). Frequently, participants are reluctant to
participant in such time-consuming research with an extraordinary number of scenarios.
This situation can make it difficult to obtain an adequate sample size. If sample size is
not a concern, the individuals who participate in such time consuming research may
experience negative effects such as fatigue, stress, boredom, or overload (York, 1989;
Graham & Cable, 2001) which can result in threats to external validity. A simple
solution to the problem of having an extraordinary number of decision scenarios is to
limit the number of cue variables used. This will minimize the total number of decision
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scenarios. However, this could also lead to the exclusion of potentially important
explanatory variables, meaning researchers using a full factorial design may have to limit
the focus of their study or risk compromising the quality of their research (Graham &
Cable, 2001). Since neither of these potential outcomes is very appealing to researchers,
one option for dealing with this potential problem is to use a subset of the full factorial
set.
Using a subset of the full factorial set is referred to as a confounded factorial
design and usually takes the form of either an incomplete block design or a fractional
factorial design (Karren & Barringer, 2001). Either one of these confounded factorial
designs allows researchers to examine a broader set of variables while avoiding negative
effects on participants such as overload (Graham & Cable, 2001). The scenario sets for
an incomplete block design or a fractional factorial design are derived by using blocks of
decision scenarios. These are created by dividing the full set of scenarios into halves,
quarters, eighths, etc. (Graham & Cable, 2001).
The major difference between an incomplete block design and a fractional
factorial design is in the way the scenarios are divided. An incomplete block design
consists of using all the subsets of scenarios by having subsets of participants each
receive a different subset of scenarios. The fractional factorial design consists of only
using one subset of scenarios that is given to all the participants (Karren & Barringer,
2002). With this distinction, it is important to recognize that a greater number of
participants are required to conduct a study using the incomplete block design as the
number of blocks of scenarios increases (Graham & Cable, 2001). This means that using
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a greater number of cues and/or levels of cues with the incomplete block design increases
how many participants the study requires. This is important to keep in mind when a
researcher is deciding which block design will be most appropriate for his/her research.
Additionally, incomplete designs pose a potential advantage over fractional designs.
Incomplete designs allow researchers to estimate more effects and require fewer
assumptions about which effects are important and which effects are negligible. When
using fractional designs, it may be difficult to determine which cues and the levels of
those cues are the most important ones to include in the decision scenarios (Graham &
Cable, 2001).
An additional point worth making is that confounded factorial designs have major
advantages over full factorial designs. As discussed previously, the fewer number of
scenarios offered by confounded designs may be desirable when participant overload
may be of concern. Confounded designs also offer additional space that may be needed
for other data collection. A final distinction to make is that incomplete designs pose a
potential advantage over fractional designs. Incomplete designs allow researchers to
estimate more effects and require fewer assumptions about which effects are important
and which effects are negligible. When using fractional designs, it may be difficult to
determine which cues and the levels of those cues are the most important ones to include
in the decision scenarios (Graham & Cable, 2001). Overall, researchers need to carefully
assess the goal of their policy-capturing research and appropriately select the best design
that fits with their research.
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Potential Benefits and Limitations of Policy-Capturing
Many times it is difficult to gain a better understanding of the decision-making
process because most decision makers have limitations on their ability to process
information and have poor insight into the judgments they make involving multiple
criteria (Slovic & Lichtenstein, 1971; Slovic et al., 1977). Policy-capturing is technique
that alleviates these potential problems. As mentioned previously, people frequently use
only a few criteria in their decision-making policies. Employing the use of policycapturing is a way to better understand those criteria by including them in the decisionmaking scenarios. The statistical modeling used with policy-capturing can assess the
influence of criteria the decision makers use but possess little insight (Schwab, Rynes, &
Aldag, 1987; Graham & Cable, 2001).
Another potential benefit of policy-capturing over other methods used with
decision-making research is that it may overcome limitations of social desirability,
multicollinearity, and confounding. Decision scenarios are usually designed so there are
no correct or incorrect answers. This means that participants are unlikely to know how to
respond in a socially desirable manner. Following this decision approach as well as
making sure the cue values and levels are realistic helps decrease the possibility of
demand effects. Additionally, policy-capturing allows experimenters to manipulate and
limit the decision criteria available to decision makers. Limiting and manipulating the
decision criteria avoids multicollinearity problems that are often found with field data by
enabling researchers to look at individual effects of the decision criteria (Feldman &
Arnold, 1978; Karren & Barringer, 2002). Having this control allows researchers to be

18

very systematic and specific when examining decision-making. This highly controlled
measurement allows for control over confounding (i.e., ability to rule out competing
explanations for results) (Graham & Cable, 2001; Carroll & Johnson, 1990; McGrath,
1982). Overall, the control that researchers have over their policy-capturing designs
allows them to decrease potential problems such as demand effects, multicollinearity, and
confounding.
A final potential benefit of policy-capturing designs is that, many times, the
results are generalizable from the research sample to the population (Carroll & Johnson,
1990; McGrath, 1982). If the decision situations are constructed with the aid of SMEs or
company records, they should be realistic to the participants. Creating manageable and
realistic scenarios allows for a better understanding of the decision-making environment
which can usually generalize outside of the research design.
It is also important to understand the potential limitations of using policycapturing as an approach to better understand decision-making. One important potential
limitation is that the descriptive paragraphs or decision-making scenarios potentially lack
realism (Aiman-Smith et al., 2002) which would greatly decrease the generalizability of
the results. When designing the decision situations, researchers must select relevant
decisions for the target participants and include the most important evaluative criteria for
the specific decision situations. The design of policy-capturing situations is a highly
subjective process which means the information obtained and/or used could be inaccurate
or incomplete (Cooksey, 1996). However, if researchers take the necessary time in
developing their policy-capturing design, the decision scenarios should be an accurate
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reflection of decisions the participants frequently encounter. As a result, the findings
should provide specific insights into the decision-making process.

Current Study
The current study was an exploratory study due to the limited amount of literature
examining the relationship between fatigue, as a result of shift work, and decisionmaking. This study used a fractional factorial policy-capturing design to assess what
policies registered nurses use when making critical patient decisions and whether these
policies change as a result of the fatigue experienced from the beginning to the end of a
shift of work. This is a new approach with the use of policy-capturing. Most previous
research using policy-capturing administers the judgment questionnaire at one time
period only. This research focused on changes in judgment policies between two
administrations. The decision situations focused on direct patient care because this is the
area where nurses make a significant number of critical decisions (Bakalis & Watson,
2005; Bucknall, 2000). Demographic information such as length of shift and years of
experience was assessed to control for other potential influencing factors within the
clinical decision-making context.
The proposed approach utilizing policy-capturing to examine clinical decisionmaking within nursing should offer benefits beyond those of previous research. Policycapturing offers the benefit of obtaining data that is more easily interpreted than that of
previous approaches. Previous nursing and judgment research has relied heavily on
coding open-ended responses or assessing nursing decision-making through observation
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which can produce inconsistent results across raters. The decision criteria used in the
scenarios of the current study focused on the relevant criteria for the decision-making
context. The standardized regression coefficients obtained for the individual focal
variables provided specific information about the decision-making policies used by the
participants. The confusion presented when trying to code behavior or by asking
participants to subjectively assess their decision-making policies is alleviated with the use
of policy-capturing.
Additionally, utilizing a fractional policy-capturing design provided all registered
nurse participants the same scenarios, providing more control over the research
environment. Some previous decision-making research in nursing has also used
scenarios, however, the nurses were allowed to ask for additional information from the
experimenter before making a decision about what action s/he would take (e.g., Baumann
& Bourbonnais, 1982; discussed previously). Using this approach introduces a lack of
control and potential bias because nurses are not using identical information to make their
decisions. A fractional design provides all nurses with identical information providing
greater control for better understanding decision-making in nursing.

Design of Decision Scenarios
The policy-capturing scenarios were developed with the help of four subject
matter experts (SMEs) within the nursing profession. It was determined that a common
situation nurses find themselves in is determining whether they need to call a physician
when a patient’s status changes. Based on information gathered from SMEs, scenarios
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were developed that focused on a 60-year old man who had just come out of surgery for a
colon resection (See Appendix A).
Scenarios included critical information about the patient’s vital signs (i.e., blood
pressure, temperature, heart rate, respirations, O2 saturations) as well as information on
how the patient described his pain. In these scenarios, the three cue variables consisted
of the patient’s pain rating, O2 saturations, and blood pressure. Using the cue levels for
each of the factors produced 20 unique scenarios. After reading each scenario,
participants were asked how likely it is that s/he will call a physician using a rating scale
ranging from 1 (not at all) to 7 (absolutely).
An additional phase in development consisted of pilot testing the scenarios with a
group of 11 graduate nursing students who were also working in their profession.
Analysis of the pilot study data consisted of running a regression for each participant’s
data and obtaining the R2. The higher the R2, the more consistent participants were in
how they used each variable to make their decisions. The data revealed that the pilot
participants were fairly consistent in their decision-making with a relatively high average
R2 of .286, which indicated the scenarios did not need any further revisions (F. S.
Switzer, personal communication, March 1, 2007). More detailed information about the
development of the scenarios and the pilot study is provided in the methods section.

Hypotheses
Due to the lack of literature focusing on the effects of fatigue on nurses’ judgment
and decision-making, it was difficult to generate specific hypotheses for this research.
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However, it is clear that fatigue produces many negative outcomes in nurses’ work
environments. Within nursing, the fatigue of shift work has led to slower problem
solving, decreased mental agility, and increases in performance errors (McBride &
Westfall, 1993; Hughes & Stone, 2004; Ahmed & Fecik, 1999). Based on this literature,
it was expected that the consistency of the nurses’ decisions would change from the
beginning to the end of a shift of work. Due to the fatigue of working one shift, nurses
were expected to make different decisions for each of the scenarios when comparing preshift decisions to post-shift decisions.
The second hypothesis predicted that nurses’ decisions would become “simpler”
from the beginning to the end of a shift of work. Due to fatigue from shift work, nurses
were expected to weight some of the cue variables less at the end of their shift than they
did at the beginning of their shift. The SMEs indicated that all three cue variables were
important for nurses to make a judgment in each decision scenario, therefore, it was
expected that the standardized regression coefficients for all three cue variables would be
significantly different from zero at the beginning of a shift of work. Heuristics
(shortcuts) research indicates that people often use mental shortcuts to lighten their
cognitive load (Tversky & Kahneman, 1974). Thus, because nurses were expected to
experience fatigue at the end of a work shift, it was thought that nurses would attempt to
lighten their cognitive workloads by using less of the cue variables to make their
decisions. If this occurred, the standardized regression coefficients for at least one cue
variable would become not significantly different from zero by the end of a shift.
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CHAPTER TWO
METHOD

Design
This was a policy-capturing study using a fractional factorial design to assess
what policies registered nurses use when making critical patient decisions and whether
these policies change as a result of the fatigue experienced from the beginning to the end
of a 12-hour shift of work. The decision situations focused on direct patient care because
this is the area where nurses make a significant number of critical decisions (Bakalis &
Watson, 2005; Bucknall, 2000).

Participants
Participants for this study consisted of 69 registered nurses working in a large
southeastern metropolitan hospital. All the nurses were scheduled to work a 12-hour day
shift from 7:00 am to 7:00 pm and received “pride points” for their time. These were
points the hospital awarded to participants that counted towards the nurses’ continuing
education through the hospital. Four participants were dropped due to having insufficient
data to perform the analyses. This resulted in a final sample size of 65 registered nurses.
The majority of the full sample of 69 was female (89.85%) and white (nonHispanic; 83.82%). The average age of these participants was 35.06 years (SD = 9.82).
The participants had an average of 7.64 years experience working as registered nurses.
The average shift length for participants during the study was 12.37 hours. During these
shifts, participants had an average of 5.75 patients, 1.13 breaks, and consumed an average
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of 17.48 ounces of caffeinated beverages. The participants were scheduled to work an
average of 37.26 hours each week but usually worked an average of 40.36 hours each
week. Participants worked in a variety of specialty areas within the hospital, with the
majority working in critical care/cardiac (32.35%), medical/surgical (26.56%), and the
emergency room (26.56%).
The majority of the final sample of 65 participants was female (89.23%) and
white (non-Hispanic; 84.37%). The average age of these participants was 35.16 years
(SD = 9.99 years). The participants had an average of 7.67 years experience working as
registered nurses. The average shift length for participants during the study was 12.37
hours. During these shifts, participants had an average of 5.73 patients, 1.13 breaks, and
consumed an average of 19.90 ounces of caffeine. The participants were scheduled to
work an average of 37.18 hours each week but usually worked an average of 40.23 hours
each week. Participants worked in a variety of specialty areas within the hospital, with
the majority working in critical care/cardiac (31.25%), medical/surgical (26.56%), and
the emergency room (23.44%).
Table 2.1 shows the demographic data for the full sample of 69 and the final
sample of 65. As can be seen, the final sample of 65 did not differ in their demographic
characteristics from the original sample of 69.
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Table 2.1: Descriptive Statistics of the Full Sample of 69 and Final Sample of 65
_____________________________________________
Full Sample
Final Sample
Mean SD
Mean SD
Age
35.06
9.82
35.16
9.99
Experience
7.64
7.66
7.67
7.86
Shift Length
12.37
0.61
12.37
0.62
Numb. Patients 5.75
3.27
5.73
3.29
Numb. Breaks
1.13
0.76
1.13
0.77
Oz. Caffeine
17.48
19.38
17.54
19.90
Scheduled
37.26
4.95
37.18
5.05
Hours
Worked
40.36
7.39
40.23
7.52
Hours
Experience: Average years experience as a registered nurse; Scheduled Hours: Average
hours nurses are scheduled each week; Worked Hours: Average hours nurses work each
week; Shift Length: Average length of the current shift; Numb. Patients: Average number
of patients nurses were in charge of during the current shift; Numb. Breaks; Average
number of breaks nurses received during the current shift; Oz. Caffeine: Average ounces
of caffeine nurses consumed during the current shift.

Measures
Pre-Shift and Post-Shift Questionnaires
A pre-shift questionnaire was given to each participant at the beginning of his/her
12-hour shift of work. This questionnaire contained questions about demographic
information such as age, experience, work unit, as well as subjective measures of
alertness, stress, and sleepiness (See Appendix B). At the end of the shift, each nurse was
given a post-shift questionnaire asking about such things as caffeine consumption during
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the work shift, how many breaks each nurse had, and subjective measures of alertness,
stress, sleepiness, and perceived difficulty of the shift (See Appendix C).
The post-shift questionnaire also included questions about the Situation
Background Assessment Recommendation (SBAR). According to the SMEs interviewed
for this research, SBAR is a protocol that an increasing number of hospitals are
integrating as part of the nursing procedure when deciding whether to call a physician or
not. Many nurses are at least familiar with SBAR, if they have not already received
training on SBAR. SBAR consists of steps that nurses should engage in before calling a
physician to assist with a patient. Nurses should assess the patient (Situation), review the
patient chart and be aware of the admitting diagnosis (Background), review the most
recent vital signs and notice any changes from prior assessments (Assessment), and
decide what steps need to be taken for the patient (Recommendation). As a way to assess
this information, participants were asked about SBAR on the post-shift questionnaire.
Participants were asked if they were familiar with SBAR, had received any training on
SBAR, and if they took SBAR into consideration when responding to the decision
scenarios.

Decision-Making Scenarios
The policy-capturing scenarios were developed with the help of four SMEs within
nursing. The SMEs were interviewed and consulted repeatedly to learn common and
critical decisions that most nurses make on a regular basis regarding patient care. It was
determined that a common situation nurses find themselves in is determining whether
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they need to call a physician when a patient’s status changes. Nurses are in charge of
checking in with patients and sometimes the patient’s status changes for the worse. In
these situations, a nurse must decide if s/he can do something to resolve the situation or if
s/he needs to call for a physician. Based on information gathered from SMEs, policycapturing scenarios were developed that focus on a 60-year old man who had just come
out of surgery for a colon resection (See Appendix A)
Scenarios included critical information about the patient’s vital signs (i.e., blood
pressure, temperature, heart rate, respirations, O2 saturations) and information on how the
patient described his pain. The SMEs provided guidelines of vital signs information to be
aware of when developing and revising the scenarios (Table 2.2). Blood pressure (BP)
and heart rate (HR; beats per minute) are two vital signs that are usually linked together,
such that when BP changes, HR usually changes in an expected direction. In contrast to
BP and HR, SMEs indicated that HR and temperature are two vital signs that function
independent from each other. Lastly, BP is a reading of systolic over diastolic BP, but
when BP is discussed in the medical field; it is usually in terms of systolic. A systolic
reading of 120 is normal for most individuals but it can vary on a case-by-case basis.
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Table 2.2: Vital Signs Information used to Develop the Scenarios.
____________________________________________________
Vital Signs Relationships
BP and HR
Usually as BP decreases, HR increases
It is usually not true that as BP decreases, HR decreases
As BP increases, HR can increase or decrease
HR and temperature
These are usually independent from each other
BP
Systolic over diastolic
When discussed in general, it’s usually in terms of systolic
Normal is 120 but it varies by individual

Each decision-making scenario consisted of three constants and three cue
variables (Table 2.3). The constants included temperature, respirations, and the patient’s
pain description. Temperature was 97.2 degrees, respirations were 14, and the patient
described the pain as intermittent (not constant) and acute (not chronic). The three cue
variables consisted of the patient’s pain rating, O2 saturations, and BP. Each of the three
cue variables had different cue levels. The pain rating used the numerical pain scale
which ranges from 0 (no pain) to 10 (worst possible pain). The pain rating was either a 3
or a 7. O2 saturations were either 88% or 93%. The factor with the most cue levels was
BP. This factor had five different levels indicating the change in BP within the 30minute time frame. HR changes were also included within the scenarios, but the changes
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corresponded with the BP changes. HR was linked to the changes in BP because of this
natural relationship and was included as a distractor variable.
Using the cue levels for each of the factors produced 20 unique scenarios. After
reading each of these scenarios, participants were asked how likely it was that s/he would
call a physician. This rating scale for calling a physician ranged from 1 (not at all) to 7
(absolutely).

Table 2.3: Constants and Factors used in the Decision-Making Scenarios.
__________________________________________________________________
Values
Constants
Temperature
97.2º
Respirations
14
Pain description
Intermittent and Acute
Factors
Patient pain rating*
O2 saturations
BP and HR changes

3
7
88%
93%
120/72BP changes to 110/64; 95HR changes to 100
120/70BP changes to 100/54; 92HR changes to 101
120/72BP changes to 90/46; 94HR changes to 110
120/72BP changes to 130/88; 95HR changes to 91
120/70BP changes to 140/88; 92HR changes to 85

* Patient pain rating is indicated using the numerical pain scale which ranges from 0 (no
pain) to 10 (worst possible pain).
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After the scenarios were revised with the assistance of SMEs, a pilot study was
conducted. The 20 scenarios were given to a group of 11 graduate nursing students who
were also working in their profession as registered nurses. The pilot data were analyzed
by running regressions for each participant’s responses to the decision scenarios. These
regressions produced standardized regression coefficients for each of the three cue
variables (i.e., pain rating, O2 saturations, blood pressure) and an R2. The R2 indicated
the internal consistency of the pilot participants’ judgments and was used to determine if
there were any scenarios that appeared to be confusing and may have needed revision.
The higher the R2 value, the more consistent participants were in how they used each
variable to make their decisions.
The pilot data revealed that the participants appeared to weight and combine the
variables similarly across the 20 scenarios, indicating they were fairly consistent in their
decision-making. For example, a higher R2 value indicated that if a participant called the
physician when the patient rated the pain as a 7, then this participant was more likely to
call a physician every time the patient rated the pain as a 7. R2 values closer to zero
indicated some of the scenarios may have needed revision or exclusion from the scenario
set. The average R2 for the 11 pilot participants was .286. When dropping 2 participants
whose data might be considered outliers because their R2 values were close to zero, the
R2 increased to .345. Both averages indicated that each of the 20 scenarios appeared to
be stable and did not need any modification (F. S. Switzer, personal communication,
March 1, 2007). The 20 decision-making scenarios were given to each participant at the
beginning and at the end of his/her 12-hour work shift.
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Procedure
The participants for this study were registered nurses working 12-hour day shifts.
Over the course of three weeks, the assistant nurse manager at the hospital gathered the
data. Data gathering took place on a Monday, Tuesday, Thursday, Friday, and Saturday
to obtain a more variable sample. The assistant nurse manager attended the pre-shift
meeting on each floor the day before data collection to discuss the opportunity to
participate in the research project the following work day. The nurses were told that
participation was voluntary and only available for nurses working 12-hour day shifts.
The day after discussing the study, the assistant nurse manager attended the pre-shift
meeting to facilitate data collection. Each nurse who was willing to participate filled out
an informed consent, and was asked not to discuss the research with their coworkers until
the completion of the study. Following this, nurses filled out the pre-shift questionnaire
and the 20 decision-making scenarios. The nurses then worked their shifts as usual.
When their shifts were complete, the assistant nurse manager attended the post-shift
meeting and administered the post-shift questionnaires. Nurses filled out the same 20
decision-making scenarios followed by the post-shift questionnaire. After completing all
the questionnaires, the nurses were debriefed about the nature of the research.

Data Analysis
Regressions
Regressions were conducted for each participant’s decision scenarios, pre-shift
and post-shift. The IVs in the regressions were the three cue variables in the scenarios
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(i.e., pain, O2 saturations, blood pressure) while the DV was the response to each scenario
asking how likely the nurses were to call a physician (on a 7-point scale with 1=not at all
and 7=absolutely). Each cue variable was coded in the regressions to obtain the
standardized regression coefficients for each cue variable. A pain rating of 3 in a
scenario was coded as a zero while a pain rating of 7 was coded as a one. An O2
saturation of 88% was coded as a zero while an O2 saturation of 93% was coded as a one.
For blood pressure, a change from 120/72 to 110/64 was coded a zero, a change from
120/70 to 100/54 was coded a one, a change from 120/72 to 90/46 was coded a two, a
change from 120/72 to 130/88 was coded a three, and a change from 120/70 to 140/88
was coded a four. The cue variables were coded the same for each participant’s data set
in the regressions. Table 2.4 shows how each of the cue variables was coded for each
scenario.
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Table 2.4: Cue Variable Coding of each Scenario for the Regressions.
______________________________
Scenarios
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

Pain
1
1
0
1
0
1
1
0
0
1
1
1
0
1
0
0
1
0
0
0

O2
0
0
0
1
1
0
1
1
0
1
0
1
0
1
1
1
0
0
0
1

BP
2
3
4
2
0
0
0
1
2
1
4
3
3
4
4
3
1
1
0
2

Each regression produced one standardized regression coefficient (SRC) for each
of the three IVs. This resulted in 6 SRCs for each participant; 3 pre-shift and 3 post-shift.
The individual SRCs ranged from -1 to +1 and indicated how each participant used each
cue variable in their decision-making when responding to the scenarios. An SRC of zero
indicated that the cue variable was not used by the participant when deciding how likely
s/he was to call a physician in each scenario. SRCs closer to -1 or +1 indicated the
participant used the cue variable more consistently when responding to the scenarios.
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Negative SRCs indicated a participant was more likely to call a physician when a
scenario included the cue variable data with a lower coding value (Table 2.4). For
example, if the SRC for O2 saturations was a negative value, this indicated the participant
was more likely to call a physician when a scenario said the patient’s O2 saturations were
88% (i.e., the zero-coded value) than when a scenario said the patient’s O2 saturations
were 93% (i.e., the one-coded value). Positive SRCs indicated a participant was more
likely to call a physician when a scenario included the cue variable data with the higher
coding value. For example, if the SRC for O2 saturations was positive, this indicated the
participants was more likely to call a physician when a scenario said the patient’s O2
saturations were 93% (i.e., the one-coded value) than when a scenario said the patient’s
O2 saturations were 88% (i.e., the zero-coded value).
Each regression also produced an R2. This value indicated the overall consistency
of participants’ responses to the scenarios based on how consistently they used all 3 cue
variables to make their decisions. A higher R2 indicated a participant more consistently
used the 3 cue variables when responding to each of the scenarios.

Difference Scores
Difference scores were calculated from pre-shift to post-shift for each of the SRCs
(i.e., pain, O2 saturations, blood pressure) and for the R2 values for each nurse. This
resulted in four difference scores for each nurse. Each SRC difference score indicated
how the use of each cue variable (when making the decision about calling a physician)
changed for each nurse from the beginning to the end of the 12-hour shift of work. For
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example, an SRC difference score of 0.00 for pain indicated a participant did not change
how s/he used pain when responding to the scenarios from pre-shift to post-shift. A
positive SRC difference score indicated the SRC value increased from pre-shift to postshift while a negative SRC difference score indicated a decrease in the SRC value from
pre-shift to post-shift. The R2 difference score indicated how much the internal
consistency of participants’ judgments changed pre-shift to post-shift. An R2 difference
score of 0.00 indicated there was no change in how a participant weighted and combined
the cue variables across the scenarios from pre-shift to post-shift. A positive R2
difference score indicated an increase in internal consistency while a negative R2
difference score indicated a decrease in internal consistency.
In order to examine whether the nurses’ policies significantly changed from preshift to post-shift, the absolute values of the 4 difference scores were used. The absolute
value difference scores for the SRCs indicated overall change in how cue variables were
used in the participants’ decision-making policies. The absolute value difference scores
for R2 indicated overall change in the internal consistency of participants’ judgments.
The overall judgment policy change (JPC) was calculated by averaging the
absolute value difference scores for the three cue variables for each participant. This
value indicated the change in how each nurse applied his/her decision-making policies.
The JPC was averaged across all the nurses to obtain the average change in the nurses’
policies from pre-shift to post-shift.
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Outlier Analysis
The first step in outlier analysis focused on the data from the original regressions.
SRC values were examined for data that fell beyond 3 standard deviations. R2 data was
examined for values less than 0.10. Low R2 values were of concern because they might
indicate there were measurement issues with the questionnaire. Even though the
decision-making task was developed using multiple SMEs and the data from pilot testing
revealed that each of the scenarios was a stable measure of nurses’ decision-making, it
was still important to check for low R2 values.
Low R2 data were expected to fall into one of three categories. The first group
consisted of data where R2 values were greater than 0.10 pre-shift and less than 0.10 postshift. This pattern of change was not of great concern because it is likely the decrease in
R2 was due to those participants experiencing fatigue at the end of a 12-hour shift. The
second group consisted of data where R2 values were less than 0.10 pre-shift and greater
than 0.10 post-shift. This pattern in the data was likely due to a practice effect. The third
group consisted of data where R2 values were less than 0.10 both pre-shift and post-shift.
This pattern in the data was of greater concern than the other two classifications. It is
likely that these participants did not have a coherent decision policy and were relying on
intuition. Using intuition does not lead to very consistent decision making and would
result in lower R2 values. It is also likely that these individuals used other variables
(other than the three cue variables) when responding to the decision scenarios or the
scenarios lacked information those individuals would usually use to make those
decisions. Therefore, these participants may have had difficulty responding to the
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scenarios or refused to respond. As a way to check the influence of these patterns of data
on the results, the absolute value R2 change score and overall JPC were calculated both
with and without those individuals. If the results changed significantly, outlier data
would be dropped from the data set.
Boxplots were graphed as a visual way to look for outliers. Histograms were
graphed as a way to examine the data for skew and kurtosis. Both the boxplots and
histograms were graphed using the raw difference scores with the SRC and R2 data, the
absolute value difference scores with the SRC and R2 data, and the JPC data.
An additional section of outlier analysis consisted of conducting individual stepwise regressions. These were conducted to test for 2-way and 3-way interactions
between the cue variables both pre-shift and post-shift. The purpose of these analyses
was to see if some nurses were able to use more complicated policies on the decisionmaking task. It is important to note that no interactions were expected with this data.
The first reason is because the SMEs did not indicate there would be interactions among
the factors used in the scenarios. The second reason is because judgment and decisionmaking research indicates that people usually do not process interactions (Hastie &
Dawes, 2001). However, it was still important to check for the possibility of interactions
due to the more complex decision-making used in the sample.

Testing the Hypotheses
In order to test the first hypothesis, dependent t-tests were conducted for the raw
difference scores with the SRCs and R2, the absolute value difference scores with the
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SRCs and R2, and for the JPC. This was a total of 9 t-tests. Each t-test compared the
average value to zero which indicated if there was a significant change across the 12-hour
work shift.
To test the second hypothesis, dependent t-tests were conducted on the SRCs for
the 3 cue variables, both pre-shift and post-shift. Dependent t-tests for the R2 values preshift and post-shift were also conducted. Each t-test compared the average to zero to test
for significance.

Additional Analyses
Additional analyses were conducted to further examine relationships and patterns
within the data from this study. One method consisted of conducting dependent t-tests on
the subjective data assessing nurses’ alertness, sleepiness, and stress to determine if these
ratings significantly changed from pre-shift to post-shift.
A number of correlations were also examined. One correlation matrix was
conducted using the demographic data, the JPC data, and the absolute value R2 change
data. The main purpose for examining these correlations was to see if the absolute value
R2 change data significantly correlated with judgment policy change. If participants
changed the internal consistency of their judgments (i.e., R2 change), participants must
have also changed how they applied their decision-making policies (i.e., JPC) across the
12-hour shift, meaning these two variables would be correlated.
Other correlations were examined focusing on the SBAR data from the post-shift
questionnaire asking participants if they were familiar with SBAR, had received any
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training on SBAR, and if they took SBAR into consideration when responding to the
decision scenarios. It was expected that these 3 SBAR data sets would be correlated with
each other. If participants were familiar with SBAR, it was likely they had received
training on SBAR, and because of that familiarity, it was also likely they took SBAR into
consideration when responding to the decision scenarios. It was also likely the
participants who considered SBAR when responding to the decision questionnaire would
have less change in how they applied their decision-making policies from pre-shift to
post-shift (i.e., judgment policy change). This is because SBAR provides specific
guidelines for nurses to use when deciding if they need to call a physician. Thus, SBAR
may provide enough structure in patient care situations for nurses to make more
consistent decision-making over time.
Separate correlations were conducted between JPC and changes in the subjective
data asking participants about their levels of alertness, stress, and sleepiness. Since the
focus of this study was on examining the effects of fatigue from a 12-hour shift on
decision-making, it seemed likely that judgment policy change would be significantly
correlated with all the subjective data.
Additional correlations were conducted using the absolute values of the post-shift
SRCs and responses on the post-shift questionnaire asking participants to rate how much
weight they think they gave each of the three cue variables in making their decisions.
These correlations were conducted using the post-shift SRCs because participants
provided their ratings after filling out the post-shift decision scenarios. The absolute
values were used because the focus was on the overall SRC values. The raw data
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included positive and negative values which indicated the direction of use for each
variable. How each cue variable was used was not important for these correlations. It
was unclear whether these correlations would be significant because research is mixed
about whether humans can accurately identify their decision policies (e.g., Carkenord &
Stephens, 1994; Reilly & Doherty, 1992).
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CHAPTER THREE
RESULTS
Regressions
Table 3.1 shows the participants’ average response to each decision scenario
asking how likely they were to call a physician both pre-shift and post-shift. As can be
seen, the average response on the decision-making scenarios decreased from the
beginning to the end of a 12-hour shift. This indicated there was a trend indicating that
the nurses were overall less likely to call a physician at the end of a shift of work than
they were at the beginning in response to the information provided in the scenarios.
However, a dependent t-test revealed this decrease was not significant.
The individual participant data from the regressions are provided in Table 3.2.
This table shows the SRCs and R2 results from each regression, pre-shift and post-shift.
Closer inspection reveals there are not any clear patterns in these data.
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Table 3.1: Mean Participant Responses for each Decision-Making Scenario.
__________________________________________
Pre-shift
Post-shift
Scenarios
Mean SD
Mean SD
1
5.89
1.52
4.92
1.84
2
4.34
2.22
4.15
1.82
3
4.08
2.08
3.83
1.86
4
4.69
1.86
4.06
1.89
5
2.12
1.29
2.42
1.30
6
4.35
1.98
4.25
1.90
7
2.86
1.77
2.97
1.62
8
2.74
1.66
2.71
1.72
9
5.17
1.82
4.71
1.87
10
3.58
1.83
3.42
1.78
11
4.60
1.93
4.40
1.85
12
2.69
1.65
3.03
1.61
13
4.03
1.96
3.91
1.92
14
3.17
1.91
2.95
1.62
15
2.28
1.46
2.52
1.53
16
2.05
1.30
2.41
1.46
17
4.78
1.81
4.51
1.91
18
4.57
2.02
4.08
1.96
19
4.29
2.12
3.92
1.83
20
4.60
2.13
4.09
1.97
Averages & 3.84
0.26
3.66
0.18
SD
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Table 3.2: Standardized Regression Coefficients and R2 from the Regressions for each
Nurse both Pre-Shift and Post-Shift.
________________
Pre-shift
Post-shift
2
Participant
Pain O2
BP
R
Pain O2
BP
R2
1
-0.15 0.05 -0.31 0.12
0.36 -0.15 -0.26 0.22
2
0.04 -0.42 0.00 0.18
-0.04 -0.51 0.08 0.27
3
0.03 -0.70 -0.06 0.49
0.00 -0.75 -0.11 0.57
4
0.08 -0.39 -0.09 0.17
0.09 -0.56 -0.10 0.33
5
0.46 -0.39 -0.19 0.40
-0.23 0.50 0.03 0.30
6
0.25 -0.05 -0.14 0.09
0.14 -0.27 0.14 0.11
7
0.15 -0.56 0.04 0.33
-0.26 0.04 -0.21 0.11
8
0.00 -0.42 -0.18 0.21
0.04 0.28 0.14 0.10
9
0.15 -0.45 -0.21 0.27
-0.12 -0.12 0.16 0.05
10
0.56 -0.44 -0.16 0.53
-0.11 -0.68 0.10 0.49
11
0.32 -0.32 -0.06 0.21
0.42 -0.42 0.20 0.39
12
0.38 -0.29 -0.22 0.27
0.19 -0.70 -0.11 0.54
13
0.00 -0.82 0.00 0.67
-0.02 -0.80 -0.12 0.65
14
0.41 -0.68 -0.05 0.63
0.25 -0.65 0.07 0.50
15
0.70 -0.49 -0.11 0.74
0.12 -0.43 -0.17 0.23
16
0.04 -0.62 -0.12 0.39
0.30 -0.42 -0.09 0.28
17
0.13 -0.71 -0.26 0.59
0.42 0.14 0.10 0.21
18
-0.10 -0.78 -0.22 0.66
0.20 -0.82 -0.14 0.73
19
0.00 -0.78 -0.39 0.77
0.18 -0.18 0.42 0.23
20
0.32 -0.47 -0.31 0.42
0.34 -0.34 -0.29 0.31
21
0.53 0.07 -0.09 0.29
0.75 -0.20 -0.11 0.61
22
0.45 -0.13 0.11 0.24
0.97 0.04 0.01 0.94
23
0.61 0.20 -0.14 0.44
0.60 -0.40 0.00 0.52
24
0.13 -0.20 -0.02 0.06
-0.18 -0.76 0.08 0.62
25
-0.15 -0.61 -0.08 0.41
0.18 -0.55 0.16 0.36
26
-0.18 -0.31 -0.09 0.14
0.20 0.43 0.14 0.24
27
0.11 -0.11 0.15 0.05
-0.09 0.36 -0.32 0.24
28
0.07 -0.07 -0.17 0.04
0.00 -0.17 -0.14 0.05
29
0.33 0.00 0.00 0.11
0.57 -0.05 0.29 0.42
30
0.48 -0.36 -0.21 0.41
-0.51 0.17 -0.15 0.31
31
0.41 -0.41 -0.05 0.34
-0.13 -0.40 -0.09 0.19
32
0.22 -0.59 -0.37 0.53
0.16 -0.16 0.22 0.10
33
-0.14 -0.74 -0.31 0.67
0.00 -0.48 0.17 0.26
34
0.26 -0.16 0.00 0.09
-0.44 -0.15 0.04 0.22
35
0.66 0.05 -0.02 0.44
0.98 -0.13 -0.09 0.98
36
0.21 -0.27 0.05 0.12
0.32 -0.44 0.13 0.31
37
0.06 -0.55 0.15 0.33
-0.40 -0.32 -0.22 0.31
38
0.00 -0.44 0.39 0.34
0.00 -0.71 0.35 0.64
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Participant
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
Averages
SD

Pain
0.09
0.00
0.49
0.03
0.11
-0.04
0.14
-0.02
-0.12
-0.09
0.07
0.31
0.00
-0.22
-0.12
0.11
0.36
0.08
0.12
0.14
0.46
0.41
0.45
0.17
0.34
0.18
0.42
0.18
0.23

Pre-shift
O2
BP
-0.45 0.35
-0.84 0.03
0.08 0.07
-0.18 -0.13
-0.83 -0.10
-0.80 -0.03
-0.76 -0.24
-0.86 0.01
-0.43 -0.17
-0.82 -0.06
-0.89 0.11
-0.21 -0.05
-0.72 0.24
-0.60 0.25
0.06 0.19
-0.79 -0.06
-0.57 0.11
-0.76 -0.11
-0.62 0.31
-0.97 -0.01
-0.46 0.39
-0.17 0.16
-0.20 0.49
-0.58 -0.02
-0.30 -0.18
-0.18 0.03
-0.64 0.24
-0.44 -0.03
0.29 0.19

R2
0.33
0.70
0.25
0.05
0.71
0.65
0.66
0.74
0.23
0.69
0.81
0.14
0.58
0.47
0.05
0.65
0.46
0.59
0.50
0.95
0.57
0.22
0.48
0.37
0.24
0.06
0.64
0.40
0.23
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Pain
0.15
0.02
0.97
0.05
-0.07
0.00
0.43
0.02
-0.02
-0.14
-0.03
0.15
0.07
-0.09
-0.05
0.19
-0.05
-0.03
0.43
0.00
0.10
0.34
0.48
0.24
0.64
-0.04
0.56
0.15
0.31

________________
Post-shift
O2
BP
R2
-0.15 -0.17 0.07
-0.87 0.03 0.76
0.00 0.00 0.93
-0.21 -0.22 0.10
-0.90 -0.02 0.81
-0.82 0.00 0.67
-0.59 -0.28 0.61
-0.87 -0.02 0.75
-0.46 -0.07 0.22
-0.75 -0.15 0.60
-0.80 0.36 0.78
-0.05 -0.25 0.09
-0.63 0.17 0.43
-0.61 0.12 0.39
-0.16 -0.08 0.04
-0.81 -0.07 0.69
-0.98 0.04 0.96
-0.80 -0.07 0.65
-0.69 0.05 0.67
-1.00 0.00 1.00
-0.91 0.07 0.83
-0.47 0.00 0.34
-0.62 -0.29 0.70
-0.71 0.08 0.57
-0.10 -0.02 0.42
-0.38 -0.53 0.16
-0.65 -0.03 0.74
-0.41 -0.02 0.44
0.36 0.18 0.27

Difference Scores
Table 3.3 shows the raw difference scores and the absolute value difference
scores of the SRCs and R2 values for each participant from pre-shift to post-shift. The
raw difference scores for the cue variables show the change in how each variable was
used by participants when responding to the scenarios. A zero indicated there was no
change in how the cue variable was used in decision-making from pre-shift to post-shift.
Positive and negative raw difference scores for the cue variables indicated a change in
how a participant used that variable when responding to the scenarios across the 12-hour
shift. A t-test showed no significant differences in pre-shift and post-shift SRCs for the
three cue variables (see Table 3.5). However, the raw differences score results are the
average of both positive and negative differences and this can underestimate the true
amount of judgment change.
The raw difference scores for R2 (see Table 3.4) showed no zeros, indicating that
all participants changed the internal consistency of their judgments to some extent from
pre-shift to post-shift. A t-test showed no significant difference in pre-shift and post-shift
R2 (see Table 3.5). However, the raw differences scores are the average of both positive
and negative R2 differences. Positive R2 difference scores indicated an increase in the
internal consistency of how participants weighted and combined the cue variables when
making their decisions. Negative R2 difference scores indicated a decrease in the internal
consistency of participants’ decisions. The absolute value R2 differences indicated the
actual amount of the participants’ overall judgment consistency changed across the work
shift.
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The absolute values of the difference scores for pre-shift cues, post-shift cues and
R2 were calculated as an index of judgment policy change and consistency change. The
absolute value difference scores for the cue variables showed the overall change in how
the variables were used in participants’ decision-making regardless of the direction of
change. Higher SRC difference scores indicated there was greater change in how
participants used the cue variables in their decision-making from pre-shift to post-shift.
The absolute value R2 difference score showed the overall change in the internal
consistency of participants’ judgments. Higher R2 difference scores indicated there was
greater change in the internal consistency of participants’ judgments from pre-shift to
post-shift. As shown in Table 3.5, significant differences (pre-shift to post-shift) were
found for all three judgment cues as well as for R2.
Table 3.3 also shows the judgment policy change (JPC) for each participant which
was the average of the three absolute value SRCs. Participants weighted and combined
the cue variables in a specific way pre-shift when deciding how likely they were to call a
physician for each scenario. Participants also weighted and combined the cue variables
in a specific way post-shift. This combination of how participants used all three cue
variables indicated their judgment policies for the decision scenarios, both pre-shift and
post-shift. If the JPC was zero, this indicated a participant used the same judgment
policy pre-shift and post-shift. JPC values closer to zero indicated there was less change
in nurses’ decision-making policies from pre-shift to post-shift. Values closer to one
indicated there was greater change in nurses’ decision-making policies from pre-shift to
post-shift. These results (see Table 3.5) indicated that all participants significantly
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changed their decision-making policies (i.e., how they used the cue variables as part of
their policies to determine when it was necessary to call a physician) across the 12-hour
work shift.
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Table 3.3: Raw Difference Scores (Raw DS) and Absolute Value Difference Scores
(Absolute Value DS) of Standardized Regression Coefficients and R2 and the Judgment
Policy Change (JPC).
_________________
Raw DS
Absolute Value DS
Participant
Pain O2
BP
R2
Pain O2
BP
R2
JPC
1
0.51 -0.19 0.05 0.10
0.51 0.19 0.05 0.10
0.25
2
-0.08 -0.09 0.08 0.09
0.08 0.09 0.08 0.09
0.08
3
-0.03 -0.05 -0.05 0.07
0.03 0.05 0.05 0.07
0.04
4
0.01 -0.17 -0.01 0.16
0.01 0.17 0.01 0.16
0.06
5
-0.68 0.89 0.22 -0.10
0.68 0.89 0.22 0.10
0.60
6
-0.12 -0.22 0.29 0.03
0.12 0.22 0.29 0.03
0.21
7
-0.40 0.59 -0.25 -0.22
0.40 0.59 0.25 0.22
0.41
8
0.04 0.70 0.32 -0.11
0.04 0.70 0.32 0.11
0.35
9
-0.26 0.33 0.37 -0.21
0.26 0.33 0.37 0.21
0.32
10
-0.67 -0.24 0.26 -0.05
0.67 0.24 0.26 0.05
0.39
11
0.10 -0.10 0.26 0.18
0.10 0.10 0.26 0.18
0.15
12
-0.18 -0.41 0.11 0.27
0.18 0.41 0.11 0.27
0.24
13
-0.02 0.02 -0.12 -0.02
0.02 0.02 0.12 0.02
0.05
14
-0.16 0.03 0.12 -0.14
0.16 0.03 0.12 0.14
0.10
15
-0.58 0.06 -0.06 -0.51
0.58 0.06 0.06 0.51
0.23
16
0.26 0.19 0.03 -0.12
0.26 0.19 0.03 0.12
0.16
17
0.30 0.85 0.36 -0.38
0.30 0.85 0.36 0.38
0.50
18
0.31 -0.04 0.07 0.07
0.31 0.04 0.07 0.07
0.14
19
0.18 0.61 0.81 -0.54
0.18 0.61 0.81 0.54
0.53
20
0.01 0.13 0.02 -0.11
0.01 0.13 0.02 0.11
0.05
21
0.22 -0.26 -0.02 0.32
0.22 0.26 0.02 0.32
0.17
22
0.52 0.17 -0.10 0.71
0.52 0.17 0.10 0.71
0.26
23
-0.01 -0.60 0.14 0.08
0.01 0.60 0.14 0.08
0.25
24
-0.31 -0.56 0.11 0.56
0.31 0.56 0.11 0.56
0.33
25
0.34 0.06 0.24 -0.05
0.34 0.06 0.24 0.05
0.21
26
0.37 0.74 0.23 0.11
0.37 0.74 0.23 0.11
0.45
27
-0.20 0.47 -0.48 0.20
0.20 0.47 0.48 0.20
0.38
28
-0.07 -0.10 0.03 0.01
0.07 0.10 0.03 0.01
0.07
29
0.24 -0.05 0.29 0.30
0.24 0.05 0.29 0.30
0.19
30
-0.99 0.53 0.07 -0.10
0.99 0.53 0.07 0.10
0.53
31
-0.54 0.01 -0.05 -0.15
0.54 0.01 0.05 0.15
0.20
32
-0.06 0.43 0.59 -0.43
0.06 0.43 0.59 0.43
0.36
33
0.14 0.26 0.48 -0.41
0.14 0.26 0.48 0.41
0.29
34
-0.70 0.01 0.04 0.12
0.70 0.01 0.04 0.12
0.25
35
0.31 -0.18 -0.07 0.54
0.31 0.18 0.07 0.54
0.19
36
0.11 -0.17 0.09 0.20
0.11 0.17 0.09 0.20
0.12
37
-0.46 0.24 -0.38 -0.02
0.46 0.24 0.38 0.02
0.36
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Participant
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65

Pain
0.00
0.06
0.02
0.48
0.03
-0.18
0.04
0.29
0.04
0.10
-0.05
-0.10
-0.16
0.07
0.13
0.07
0.08
-0.41
-0.11
0.31
-0.14
-0.36
-0.07
0.04
0.07
0.30
-0.22
0.15

Raw DS
O2
BP
-0.28 -0.03
0.30 -0.52
-0.03 0.00
-0.08 -0.07
-0.03 -0.09
-0.07 0.08
-0.01 0.03
0.17 -0.04
-0.01 -0.03
-0.04 0.10
0.08 -0.09
0.09 0.26
0.16 -0.20
0.09 -0.06
-0.01 -0.12
-0.22 -0.27
-0.01 -0.01
-0.41 -0.07
-0.05 0.04
-0.07 -0.26
-0.03 0.01
-0.45 -0.31
-0.30 -0.16
-0.42 -0.78
-0.13 0.11
0.19 0.15
-0.21 -0.55
-0.01 -0.26

R2
0.30
-0.25
0.05
0.68
0.05
0.10
0.02
-0.05
0.02
-0.01
-0.09
-0.03
-0.05
-0.15
-0.08
-0.02
0.04
0.50
0.06
0.17
0.05
0.26
0.12
0.23
0.20
0.19
0.10
0.10
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_________________
Absolute Value DS
Pain O2
BP
R2
JPC
0.00 0.28 0.03 0.30
0.10
0.06 0.30 0.52 0.25
0.29
0.02 0.03 0.00 0.05
0.02
0.48 0.08 0.07 0.68
0.21
0.03 0.03 0.09 0.05
0.05
0.18 0.07 0.08 0.10
0.11
0.04 0.01 0.03 0.02
0.03
0.29 0.17 0.04 0.05
0.17
0.04 0.01 0.03 0.02
0.03
0.10 0.04 0.10 0.01
0.08
0.05 0.08 0.09 0.09
0.07
0.10 0.09 0.26 0.03
0.15
0.16 0.16 0.20 0.05
0.17
0.07 0.09 0.06 0.15
0.08
0.13 0.01 0.12 0.08
0.09
0.07 0.22 0.27 0.02
0.19
0.08 0.01 0.01 0.04
0.03
0.41 0.41 0.07 0.50
0.30
0.11 0.05 0.04 0.06
0.06
0.31 0.07 0.26 0.17
0.21
0.14 0.03 0.01 0.05
0.06
0.36 0.45 0.31 0.26
0.37
0.07 0.30 0.16 0.12
0.18
0.04 0.42 0.78 0.23
0.41
0.07 0.13 0.11 0.20
0.10
0.30 0.19 0.15 0.19
0.22
0.22 0.21 0.55 0.10
0.32
0.15 0.01 0.26 0.10
0.14

Table 3.4 provides the descriptive statistics for the difference scores and the JPC.
The mean raw difference scores for the cue variables showed changes in how participants
used each cue variable in their decision-making from pre-shift to post-shift. There was
the least change in how participants used blood pressure (mean = 0.014) when responding
to the scenarios and equal change in how participants used pain (mean = -0.032) and O2
saturations (mean = 0.032) when responding to the scenarios. Pain was the only cue
variable where the average SRC became more negative post-shift. The mean raw R2
difference score (mean = 0.045) indicated there was an increase in the internal
consistency of how participants weighted and combined the cue variables when making
their decisions.
Similarly, the mean absolute value difference scores for the cue variables showed
overall changes in how participants used each cue variable in their decision-making from
pre-shift to post-shift. These “changes” focus on how important participants thought
each cue variable was in determining whether or not to call a physician. There was the
least change in how participants used blood pressure (mean = 0.184) when making their
decisions, meaning participants were most consistent in how important they thought
blood pressure was when responding to the scenarios. Note however, that this was still a
significant (p < .001) pre to post-shift change in how this cue was used. There was the
most change in how participants used O2 saturations (mean = 0.226) when making their
decisions, meaning the importance participants placed on O2 saturations changed the
most across the 12-hour shift. The mean absolute value R2 difference score (mean =
0.180) indicated there was an overall change in the internal consistency of how
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participants weighted and combined the cue variables from pre-shift to post-shift
although the raw difference score results indicated that some participants became more
consistent in their use of the cues while others became less consistent. The mean JPC
(mean = 0.211) indicated there was an overall change in the participants’ decisionmaking policies across the 12-hour shift, indicating that participants changed how they
used each of the cue variables as part of their decision policies when determining when to
call a physician.

Table 3.4: Descriptive Statistics of the Raw Difference Scores (Raw DS), Absolute Value
Difference Scores (Absolute Value DS) using Standardized Regression Coefficients and
R2, and the Judgment Policy Change (JPC).
___________________
Raw DS
Absolute Value DS
Pain
O2
BP
R2
Pain
O2
BP
R2
JPC
Mean -0.032 0.032
0.014
0.045
0.223
0.226
0.184
0.180
0.211
SD
0.305
0.317
0.260
0.245
0.208
0.223
0.183
0.171
0.142
Median 0.014
-0.012 0.019
0.046
0.155
0.168
0.108
0.113
0.187
Min
-0.994 -0.604 -0.778 -0.536 0.000
0.005
0.001
0.007
0.018
Max
0.156
0.887
0.808
0.707
0.994
0.887
0.808
0.707
0.596

Outlier Analyses
There were no SRC values that fell beyond 3 standard deviations when
examining the original regression data from Table 3.2. However, there were a few
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participants who had R2 values less than 0.10 from these regressions. The first group
consisted of five participants who had R2 values greater than 0.10 pre-shift, but less than
0.10 post-shift. The second group consisted of five participants that had R2 values less
than 0.10 pre-shift and greater than 0.10 post-shift. The third group consisted of three
participants that had R2 values less than 0.10 both pre-shift and post-shift. Thus, a total
of 13 participant data sets had the potential to be outlier data.
R2 values less than 0.10 were potentially problematic; indicating a participant
may have responded differently than most other participants to the decision scenarios. It
was important to check for any significant influence of these participants’ data on the
results by examining the absolute value R2 change score and the JPC data both with and
without these individuals. The absolute R2 difference score with the complete data set
was 0.180. When the data from these 13 participants was removed, the absolute R2
difference score was 0.184. This was a difference of 0.004. The JPC with the complete
data set was 0.211. When the data from the 13 participants was removed, this value
changed to 0.201. This was a difference of 0.010. Thus, the data from these 13
participants did not greatly influence the results of the research and were not considered
as outlier data for the remaining analyses.
The follow-up outlier analyses consisted of boxplots and histograms. The most
critical boxplot to examine was the boxplot with the JPC data because these data were the
focus for the study results. There were not any outliers in the data set (See Appendix D).
The histograms indicated the data appeared to be normally distributed with little skew.
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(See Appendix E). Overall, these additional outlier analyses revealed the data appeared
to be normally distributed without any potential outlier data.
The next step was running step-wise regressions looking for interactions among
the cue variables for each participant pre-shift and post-shift. Each set of regressions
consisted of running the first model with main effects (i.e., the three cue variables) and a
second model which included the interaction terms. Three of the step-wise regressions
showed significance. The first of these showed a significant main effect model (F(3,16)
= 3.49, p < .05, R2 = .396). The interaction model explained an additional 34.5% of the
variance (F(4,12) = 3.98, p < .05) which was caused by the interaction between pain and
O2 saturations from the pre-shift questionnaire. The second significant interaction had a
significant main effect model (F(3,16) = 15.11, p < .01, R2 = .739). The interaction
model explained an additional 15.7% of the variance (F(4,12) = 4.52, p < .05) which was
caused by the interaction between pain and O2 saturations from the pre-shift
questionnaire. The third significant interaction did not have a significant main effect
model, however, the interaction model was significant (F(4,12) = 5.87, p < .01) which
explained an additional 45.5% of the variance. The source of this significant effect was
the interaction between pain and blood pressure on the post-shift questionnaire. It is
important to note that there were only three significant interactions from a total of 130
step-wise regressions. Thus, the majority of nurses did not use interactions between the
cue variables when responding to the decision-making scenarios.
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Testing the Hypotheses
Table 3.5 shows the results of the dependent t-tests conducted to test the first
hypothesis which stated that the internal consistency of participants’ decisions would
change (i.e., participants would change how they weighted and combined the cue
variables) from pre-shift to post-shift. There were no significant changes from pre-shift
to post-shift with the raw difference scores for the cue variables or for R2. However, all
the t-tests using the absolute value difference scores showed significance. As noted
above, the likely reason for this difference between raw and absolute value difference
scores is that the t-tests use averages. With the raw difference scores, positive and
negative values will cancel each other out thus minimizing the amount of observed
change and decreasing the likelihood of finding significance. The overall changes in
judgment policy and judgment consistency were indicated by the absolute value of the
difference scores. Also, a primary focus of this research was on JPC which examines
overall changes in decision policies. Using the absolute value difference scores, there
was a significant overall difference for how participants used pain (t(65) = 8.65, p < .01),
O2 saturations (t(65) = 8.17, p < .01), and blood pressure (t(65) = 8.12, p < .01) when
responding to the scenarios (see Table 3.5). The significant results for R2 (t(65) = 8.47, p
< .01) indicated there was a significant overall change in the internal consistency of
participants’ decisions from pre-shift to post-shift (see Table 3.5). There was also a
significant change in judgment policy (t(65) = 11.99, p < .01) which indicated there was a
significant overall change in how nurses applied their decision-making policies from preshift to post-shift. Overall, these results supported the first hypothesis, showing a
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significant change in the internal consistencies of the policies nurses used to make their
decisions. The participants significantly changed how they weighted and combined the
cue variables to make their decisions across the 12-hour shift.

Table 3.5: T-tests of the Raw Difference Scores (Raw DS), Absolute Value Difference
Scores (Absolute Value DS) using Standardized Regression Coefficients and R2, and the
Judgment Policy Change (JPC).
___________________
Raw DS
Absolute Value DS
BP
R2
Pain
O2
BP
R2
JPC
Pain
O2
N
65
65
65
65
65
65
65
65
65
t
-0.85
0.82
0.45
1.49
8.65
8.17
8.12
8.47
11.99
p
0.400
0.415
0.655
0.140
0.001
0.001
0.001
0.001
0.001
p = 2-tailed

Table 3.6 shows the results of the dependent t-tests conducted to test the second
hypothesis which stated that the participants’ decisions would become “simpler” from
pre-shift to post-shift. If a participant’s SRC for a given cue was not significantly
different from zero, this meant that the participant was not using that cue to make the
judgment. Recall that these cues were chosen based on input from SMEs and pilot
testing that indicated that all three cues were important in making the target judgment.
These results showed that the average SRCs for pain and O2 saturations were
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significantly different from zero, both pre-shift (t(65) = 6.42, p < .01), (t(65) = -12.21, p <
.01), respectively) and post-shift (t(65) = 3.81, p < .01), (t(65) = -9.08, p < .01),
respectively). The average SRCs for blood pressure were not significantly different from
zero, pre-shift or post-shift. Additionally, the R2 t-tests were significant both pre-shift
(t(65) = 13.73, p < .01) and post-shift (t(65) = 13.25, p < .01) which is a reflection of the
significant results for pain and O2 saturations.
These results indicated that participants did not significantly use all three cue
variables to make their decision on the pre-shift decision-making questionnaire as
predicted. Instead, participants significantly and consistently used pain ratings and O2
saturations to make their decisions pre-shift and post-shift, while they did not
significantly or consistently use blood pressure to make their decisions pre-shift or postshift. These results indicated that participants consistently made “simpler” decisions both
pre-shift and post-shift by only significantly using pain and O2 saturations to make their
decisions. Therefore, these results did not support the second hypothesis.

Table 3.6: T-tests of the Standardized Regression Coefficients and R2 both Pre-Shift and
Post-Shift.
________________
Pre-Shift
Post-Shift
Pain
O2
BP
R2
Pain
O2
BP
R2
N
65
65
65
65
65
65
65
65
t
6.42
-12.21 -1.29
13.73
3.81
-9.08
-.70
13.25
p
0.001
0.001
0.203
0.001
0.001
0.001
0.484
0.001
p = 2-tailed
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Additional Analyses
Dependent t-tests examining changes in the subjective data assessing
participants’ alertness, sleepiness, and stress revealed there was a significant decrease in
the participants’ average alertness from 76.27 pre-shift to 60.02 post-shift (t(55) = 5.69, p
< .01). Similarly, there was a significant increase in the participants’ average sleepiness
from 36.00 pre-shift to 44.85 post-shift (t(55) = -2.45, p < .05). There was also a
significant increase in the participants’ stress from 31.76 pre-shift to 57.85 post-shift
(t(55) = -7.51, p < .01). These results showed that participants became significantly less
alert, sleepier, and more stressed over the course of a 12-hour shift.
Correlations with the demographic data (See Appendix F) showed that JPC
significantly correlated with the absolute value R2 change score at .36 (p < 0.01). This
correlation was expected because changes in R2 were a direct reflection of how
consistently participants weighted and combined the cue variables. The R2 change score
was significant, indicating there were significant changes in the SRCs for the cue
variables. If the SRCs changed, then participants’ policies also changed (i.e., JPC). This
significant correlation aids the reliability of this research because these two sets of data
should naturally be correlated with one another, which is what this research found.
Other significant correlations were found that also add to the reliability of this
study. These significant correlations were between age and number of years experience
as a registered nurse (.79; p < .01), number of years experience as a registered nurse and
the number of patients the participants were in charge of during their shift (.41; p < .01),
and between average weekly scheduled hours and average weekly worked hours (.67; p <
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.01). It should be true that older nurses have more experience within their field, that
more experienced nurses have more responsibility on the job (i.e., in charge of more
patients), and that the average weekly scheduled hours should be similar to the average
hours worked each week. All these correlations were found within these data, adding to
the soundness of this research.
It was also likely the SBAR data would result in significant correlations. These
correlations were expected with data from the post-shift questionnaire asking participants
if they were familiar with SBAR, if they had received any training on SBAR, and if they
took SBAR into consideration when responding to the decision scenarios. Significant
correlations were between familiarity with SBAR and training on SBAR (.62; p < .01),
familiarity with SBAR and considering SBAR on the decision questionnaire (.34; p <
.01), and between training on SBAR and considering SBAR on the decision questionnaire
(.41; p < .01). The significant correlations between the three SBAR questions were
expected because if a participant was familiar with SBAR, it is likely s/he had also
received training on SBAR and considered it when responding to the decision scenarios.
Two more significant correlations were between number of years experience as
a registered nurse and considering SBAR on the decision questionnaire (-.26; p < .01) and
between JPC and considering SBAR when responding to the decision questionnaire (-.35;
p < .01). At first glance, it does not appear to make much sense that more experienced
nurses did not take SBAR into consideration when responding to the decision scenarios.
However, since SBAR is a fairly new concept within the nursing profession, it does make
sense that older nurses may not have been as familiar with the concept and, therefore, less
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likely to consider it when responding to the scenarios. An even more interesting finding
was the negative correlation between JPC and considering SBAR, indicating that the
more participants’ judgment policy changed across the work shift, the less they
considered SBAR when responding to the decision scenarios. This correlation indicated
that SBAR may have provided more structure to participants when deciding whether or
not to call a physician, leading to less JPC.
Correlations with JPC and the changes in subjective data asking about
participants’ levels of alertness, stress, and sleepiness revealed some significant results.
There were significant correlations between JPC and changes in stress (.28; p < .05) and
between JPC and changes in sleepiness (.27; p < .05). There was not a significant
correlation between JPC and changes in alertness. These correlations indicate that as
participants became more stressed and sleepy across a 12-hour shift, the more
participants changed how they applied their judgment policies (i.e., how important the
cue variables were in making overall decisions).
Correlations conducted using the absolute values of the post-shift SRCs and
responses on the post-shift questionnaire asking participants to rate how much weight
they think they gave each of the three cue variables in making their decisions revealed
some significant results. These results showed a significant correlation of .48 between
self ratings of how the participants weighted pain and the SRC for pain (p < .01). There
was also a significant correlation of .34 between self ratings of how the participants
weighted O2 saturations and the SRC for O2 saturations (p < .01). There was not a
significant correlation between self ratings of how the participants weighted blood
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pressure and the SRC for blood pressure. These correlations focused on a separate aspect
of this research; whether participants had accurate insight into their own decision-making
policies. As discussed previously, participants significantly and consistently used pain
and O2 saturations when responding to the scenarios but not blood pressure (see Table
3.6). These correlations indicated that participants were fairly accurate in identifying that
they significantly used pain and O2 saturations to make their decisions, but not blood
pressure.
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CHAPTER FOUR
DISCUSSION
Overview
The present study was designed to examine whether the fatigue of working a 12hour day shift influenced a sample of registered nurses’ decision-making. Decisionmaking was measured with the use of a questionnaire designed specifically for this study
as a way to “capture the policies” nurses use when making decisions similar to those
frequently encountered on the job.
The current results indicated that the sample of registered nurses did not maintain
the consistency of their judgments from the beginning to the end of a 12-hour work shift,
meaning, participants changed how they weighted and combined the cue variables when
responding to the decision scenarios. Additionally, participants appeared to make
“simpler” decisions both pre-shift and post-shift by only significantly and consistently
using pain and O2 saturations (not blood pressure) in their decision-making.
Other results from this study indicated that participants became significantly
sleepier, more stressed, and less alert from the beginning to the end of the 12-hour work
shift as was expected. The increases in stress and sleepiness significantly correlated with
judgment policy changes. Results also showed a significant negative correlation between
JPC and whether nurses considered SBAR when responding to the policy-capturing
questionnaire, indicating that the more nurses considered SBAR, the less their judgment
policies changed. An additional finding was that participants seemed to be fairly accurate
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at identifying their judgment policies when asked to indicate how much weight they think
they gave each of the cue variables in their decision-making.

Influence of Fatigue on Decision-Making
Hypothesis One
Much of the previous research that has examined clinical decision-making in
nursing has focused on better understanding the types of decisions nurses make (e.g.,
Bakalis & Watson, 2005) or the factors that influence those decisions (e.g., Bucknall &
Thomas, 1997). The current study provides an extension of previous research by
focusing on changes in nurses’ decision-making over time by comparing decisions before
and after a 12-hour work shift. The current results indicated that participants did not
maintain consistency in their judgment policies across the work shift, thus supporting the
first hypothesis. Meaning, participants significantly changed the consistency of their
judgments and their decision-making policies when responding to the decision scenarios
from the beginning to the end of the work shift.
Similarly, the significant changes in participants’ judgment policies were also
reflected in participants’ responses to the scenarios. Nurses indicated a trend for being
less likely to call a physician at the end of the 12-hour work shift than at the beginning
(Table 3.1). This trend suggests another way participants’ decision-making changed
across the work shift.
One likely reason for participants’ inconsistent decision-making is the increased
sleepiness nurses typically experience after working a 12-hour shift. The current study
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found that sleepiness significantly increased and alertness significantly decreased across
the 12-hour work shift. Nursing research has found similar results. Studies examining
12-hour nursing shifts have found that this longer shift length is satisfying for many
nurses because it provides more days and weekends off (Underwood, 1975; Gillespie &
Curzio, 1996), however, these shifts often result in higher levels of fatigue among nurses
when compared with shorter shifts (Price, 1984; Palmer, 1991).
Moreover, the current results showed a significant correlation between increased
sleepiness and JPC indicating there is a possible link between nurses’ fatigue and changes
in decision-making. Similarly, previous nursing research has also found a relationship
between the fatigue associated with longer work shifts and a variety of outcomes. Much
of this previous research has focused on the impact of shift work and fatigue on
performance outcomes, showing that fatigue is greatest during longer shifts and leads to
poorer performance when compared with shorter shifts (e.g., Fitzpatrick et al., 1999;
Rogers, Hwang, Scott et al., 2004; Josten et al., 2003). Previous research has also found
the fatigue and sleep loss associated with longer shifts often leads to a variety of negative
outcomes such as increased irritability, poor alertness, slower problem-solving, and
decreased mental agility (Hughes & Stone, 2004; McBride & Westfall, 1993) as well as
poor decision-making, degraded judgment, and degraded decision-making (Trossman,
2005; Tabone, 2005). As can be seen, fatigue is a common result of longer work shifts
and has been shown to influence a variety of performance, mood, judgment, and
decision-making outcomes. It is likely the changes in participants’ judgment policies
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with the current study are due at least in part to the increased sleepiness participants’
experienced at the end of the 12-hour work shift.
It is also important to note that the majority of the shift work and fatigue nursing
research has focused on day shifts; however, many of the effects also occur outside of
day shifts. While nurses working night shifts and day shifts experience similar levels of
chronic fatigue (Ruggiero, 2003), nurses working night shifts tend to experience more
sleep disturbances, greater anxiety, greater depression, and have poorer sleep quality than
nurses not working night shifts (e.g., Gold et al., 1992). These studies show that
regardless of which shift nurses work, all are impacted by fatigue effects. Future studies
could address these issues by examining policy-capturing during a 12-hour night shift
with nurses. It is likely the results would also show inconsistent decision polices across
the work shift.
Overall, the current study found increases in participants’ sleepiness and
decreases in participants’ alertness across a 12-hour work shift which parallels previous
research (Price, 1984; Palmer, 1991). Additionally, the correlation between sleepiness
and participants’ policy changes indicates that these changes are likely the result of the
fatigue the participants’ experienced after working a 12-hour shift. Previous research has
consistently shown a relationship between the fatigue of shift work and multiple nursing
outcomes, indicating the participants’ inconsistent judgment policies in the current study
are likely due to the increased fatigue experienced at the end of their work shift. The
current findings compound the fatigue concerns associated with 12-hour shifts by
showing that nurses cannot maintain their judgment policies. This finding lends support
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to the literature expressing concern regarding the variety of outcomes associated with
working longer shifts, indicating that the longer shifts may not be best for nurses or
patients (e.g., Rogers, Hwang, Scott, et al., 2004; Tabone, 2005).

Hypothesis Two
The second hypothesis was derived from decision-making literature, as opposed
to nursing literature, and predicted that nurses would make “simpler” decisions at the end
of a 12-hour work shift. However, the current results showed that nurses made “simpler”
decisions both pre-shift and post-shift, thus, hypothesis two was not supported. While
nurses may have used all three cue variables to make their decisions pre-shift and postshift, they only significantly and consistently used pain ratings and O2 saturations.
Previous clinical decision-making research has usually relied upon observations
or interviews to better understand nurses’ decision-making (e.g., Baumann &
Bourbonnais, 1982; Ellis, 1997; Bucknall, 2000). The current study chose policycapturing as it provides more control over the decision-making environment, even though
this approach has not been previously employed within nursing research. Therefore,
interpretation of this finding must be pulled from policy-capturing research.
There are two possible reasons that the nurses did not significantly use blood
pressure in their pre-shift decision-making as predicted. First, it is possible the
information provided by the SMEs was inaccurate or incomplete. A critical goal when
developing the scenarios for policy-capturing research is to make them as realistic as
possible (Aiman-Smith et al., 2002). The current study focused on interviewing SMEs
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who were familiar with the decisions of interest (Karren & Barringer, 2002) to develop
realistic scenarios. Repeated interviews and revisions with the help of SMEs indicated
that all three cue variables were important when deciding whether or not to call a
physician and that all three cue variables would be used during pre-shift decision-making.
However, it could be the case that pain and O2 saturations are more critical variables than
blood pressure for nurses to use when deciding whether or not to call a physician. It is
also likely participants relied on other information (other than the three cue variables) to
make their decisions such as changes in pulse or previous nursing experience with similar
patients. Therefore, the scenarios may not have been as realistic as possible for
participants because the information provided by the SMEs was inaccurate or incomplete
(Aiman-Smith et al., 2002).
However, it is unlikely the information from the SMEs was inaccurate or
incomplete. The four SMEs were individuals who had been working as registered nurses
for a number of years and were quite familiar with the profession. Additionally, the
SMEs were repeatedly interviewed on separate occasions with each of them indicating
the same common decision context (i.e., deciding when to call a physician to assist with a
patient) and that vital signs and pain ratings were critical for making the decision. The
pilot study results also supported the importance of all three cue variables in the decision
scenarios.
A more likely reason why participants did not significantly use all three cue
variables in their pre-shift decision-making is due to the paper-and-pencil nature of the
policy-capturing questionnaire. The paper-and-pencil format may have lacked the
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realism (Aiman-Smith et al., 2002) participants needed to approach the decision
situations as they usually would within an actual patient care environment, prompting
them to use mental shortcuts as a way of lightening their cognitive loads (Tversky &
Kahneman, 1974). This potential lack of realism might also explain why participants
made “simpler” decisions pre-shift as well as post-shift. It may have been easier for the
nurses to focus on the most critical information provided in the scenarios (i.e., pain
ratings, O2 saturations) rather than take all the information into consideration when
making their decisions.
In order to better examine the “simpler” decision-making that occurred in the
current study, future studies could use a similar methodology, but modify some of the
information. Future scenarios could still use pain and O2 saturations as cue variables
because the current results indicate these variables are critical when responding to the
decision scenarios. An additional cue variable could be temperature (instead of blood
pressure) to determine if some variables appear to be more critical for nurses than others
when deciding whether or not to call a physician. Additionally, future studies could
include follow-up questions asking participants if they used other information provided in
the scenarios (other than the cue variables) to make decisions and if they used
information beyond the study focus such as pervious nursing experience. This would
better indicate if the scenarios include the majority of relevant decision-making criteria.
Overall, the results for hypothesis two showed that nurses made “simpler”
decisions both pre-shift and post-shift as opposed to lightening their cognitive loads and
making “simpler” decisions at the end of a 12-hour shift. It is likely this finding is a
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reflection of the current study’s methodology than how nurses make patient care
decisions in a work environment. The decision scenarios such as those developed for the
current study can never be as complex or realistic as when a nurse works with a patient
whose status has suddenly changed. Thus, although it seems likely that nurses use more
than two variables to make patient care decisions, the current scenarios could not fully
assess the complexity of their decisions.

SBAR Results
There were a few significant correlations within this research relating to SBAR.
One was the negative correlation between JPC and considering SBAR when responding
to the decision questionnaire. This correlation indicated that the less participants
considered SBAR on the questionnaire, the more participants changed their decisionmaking policies. It seems likely that considering SBAR on the questionnaire provided
more structure for decision-making, thus, less change in participants’ decision-making
policies. This is an interesting finding because most previous SBAR research has
focused on using SBAR as a way to improve communication among health care
providers (Haig, Sutton, & Whittington, 2006) as opposed to examining the impact of
SBAR of nurses’ decision-making.
Recently, many health care environments have implemented SBAR as a way to
improve staff communication, especially when nurses hand off patients to a colleague
(“SBAR Initiative,” 2005). This is to help ensure all critical information is passed along
during handoffs (Haig et al., 2006). However, an off-shoot of this focus is using the steps
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outlined in SBAR to help a nurse decide if s/he needs to call a physician (Guise, 2006).
The significant correlation between JPC and considering SBAR on the decision
questionnaire contributes to the current SBAR research indicating a clear structural and
communication benefit provided by this protocol.
Other significant SBAR correlations showed that those who were familiar with
SBAR had also received training on SBAR, that those who were familiar with SBAR
were more likely to consider SBAR on the decision questionnaire, and that the nurses
who had received training on SBAR were more likely to consider it when responding to
the decision scenarios. SBAR is a growing initiative within the healthcare system such
that many individuals who are familiar with SBAR have also received training on SBAR
(Haig et al., 2006). It is usually the case that nurses who have received training on SBAR
are required to use the protocol in the work environment (“SBAR Initiative,” 2005). In
the current study, it is likely the nurses who considered SBAR when responding to the
decision scenarios use the protocol in their work environments; therefore, they treated the
decision scenarios similarly.
An additional significant correlation with SBAR was the negative correlation
between years experience as a registered nurse and considering SBAR on the decision
questionnaire. This significant correlation indicates that registered nurses who had been
working in the field longer were less likely to take SBAR into consideration when
responding to the decision-making questionnaire. It is likely that older nurses were less
familiar with SBAR due to its recent introduction into their profession (“SBAR
Initiative,” 2005; Guise, 2006). Thus, the older participants were less likely to consider
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SBAR when responding to the decision scenarios because they were less familiar with
the protocol.
Overall, SBAR results with the current study are a reflection of its recent
introduction and current use within the health care profession. Not all of the participants
were familiar with SBAR and considered it when responding to the decision scenarios
which is likely due to its more recent introduction into the profession (“SBAR Initiative,”
2005; Guise, 2006). The main purpose of SBAR is to improve communication among
clinicians (Haig et al., 2006), however, it also provides a clear protocol for nurses to use
when deciding whether to call a physician (Guise, 2006). The current study indicates that
the use of SBAR when deciding whether to call a physician provides more structure for
that type of decision-making, leading to more consistent judgment policies.

Participants’ Self-Insight
Additional significant correlations were found when examining the relationship
between participants’ self ratings of how they believed they weighted and used each of
the cue variables when making their decisions and how they actually weighted and used
each of the cues variables based on the absolute value SRCs post-shift. The correlations
for pain and O2 saturations were significant while the correlation for blood pressure was
not, both pre-shift and post-shift. These correlations indicated that participants were
fairly accurate at determining how they weighted and used each cue variable within their
decision policies.
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These results support some of the research indicating that individuals can identify
their own judgment policies, but contradicts some of the research indicating that
individuals do not have insight into their own judgment policies. Some policy-capturing
research has found that under certain circumstances some individuals can accurately
identify their own judgment policies. Reilly and Doherty (1992) asked college students
to make judgments about the desirability of potential roommates. Two weeks later, a
significant number of the participants were able to accurately identify their policies from
a set of regression policies. However, some policy-capturing research has found that an
individual’s subjective assessment of his or her judgment policy contrasts with the actual
judgment (Carkenord & Stephens, 1994). For example, Gardner, Kozloski, and Hults
(1991) found differences between the characteristics recruiters perceived they were using
to make interview selections and the characteristics they actually used to make those
selections.
The difference in these findings may relate to the decision-making context. When
the decision-making context is simple, participants may more easily be able to identify
their own judgment policies (Reilly & Doherty, 1992). With the current study, the
decision scenarios used a limited amount of patient information and only three cue
variables. It is likely the decision scenarios were simple enough for participants to easily
identify how much weight they gave each of the cue variables when responding to the
scenarios. These results support the idea that when a decision-making context is simple,
participants are more likely to identify their own judgment policies.
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Future studies could further examine the impact of a more complex decision
context on nurses’ decision-making. Decision scenarios could be similar to those used in
the current study, but include additional information the nurses are likely to use when
responding to the scenarios. Adding information such as the patient’s previous
medication intake or how long ago the patient came out of surgery will increase the
complexity of the decision-making context. Additionally, the current study only asked
participants to rate how they used the cue variables, but future studies could ask
participants about how they used all the information in the scenarios. This would help
ensure the participants are not given any hints about which variables were the variables of
interest.

Limitations and Future Directions
The current study had a number of limitations. First, there is the possibility of a
lack of realism (Aiman-Smith et al., 2002) due to having written scenarios instead of an
actual patient situation. This could have resulted in nurses responding differently to the
decision-making task than they would have with a real patient, therefore, limiting the
generalizability of the results. It may also be the case that the information obtained from
the SMEs was inaccurate or incomplete (Cooksey, 1996), leading to the information
obtained from the scenarios to be inaccurate or incomplete. However, four separate
SMEs were consulted on repeated occasions in the development and revision of the
decision-making scenarios increasing the likelihood the scenarios provided a realistic
way to evaluate decision-making in nurses. Additionally, it is often the case that nurses
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(and other medical personnel) have to make quick decisions in the presence of diagnostic
ambiguity or incomplete diagnostic information (Brannon & Carson, 2003), making the
decision scenarios similar to some patient care situations nurses may encounter on the
job. Information obtained from the pilot study also indicated the scenarios reflected the
type of situation registered nurses typically find themselves in and provided enough
critical information for nurses to respond to the scenarios. Although all possible relevant
patient information could not be included in each scenario, the results from the current
study are still useful for better understanding clinical decision-making with registered
nurses.
Another limitation is the threat of order effects because the 20 scenarios were
given to participants in the same order both pre-shift and post-shift. It was determined
there would be a threat of practice effects regardless of what order the scenarios were
administered and that it was better to chance order effects than lose power by changing
the order of the scenarios between administrations, as this would require a larger sample
size. Future researchers may want to consider changing the order of scenarios; however,
this would require a larger sample size than that used in the current study.
An additional limitation in the current study is that the scenarios only used pain
ratings of 3 and 7 from the pain scale in the patient descriptions. By only using equal
numbers of 3 and 7, it implies that each rating is present 50% of the time in actual patient
care environments. This is probably not true, however, with the current research, using
more pain rating numbers would have increased the number of scenarios. Additionally,
the SMEs indicated that using only 3 and 7 would be an accurate reflection of the work
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environment. Future research could include more scenarios using a variety of numbers
from the pain rating scale to be a more accurate reflection of the various patient situations
registered nurses encounter on the job.
A final limitation occurred when the questionnaires were administered at the end
of the 12-hour shift. Participants may have been in the mood to leave work as quickly as
possible and may not have paid close attention to their responses on the questionnaires.
However, if their responses were different due to wanting to get home, this could be an
actual reflection of how nurses make patient decisions at the end of a 12-hour shift of
work. With future studies, it might be interesting to assess decision-making at the
beginning, middle, and end of a 12-hour shift of work. It may also be useful to examine
differences such as day shifts versus night shifts, rural versus urban nurses, week day
versus weekend, or whether the presence of administration has an impact on decisionmaking, or if there are differences between various hospital departments.
Some directions for future research have been previously discussed. An
additional area of future research would be to further focus on various work factors (e.g.,
number of breaks, amount of caffeine intake, nursing experience) and how these things
influence decision-making and patient outcomes. Researchers have understood for a long
time that nurses’ decision effectiveness and efficiency may be influenced by such things
as stress (Cleland, 1967), experience and education (Carnevali & Thomas, 1993),
tiredness and shift work (Folkard & Monk, 1985), and social interactions (Hofling,
Brotzman, Dalrymple, Graves, & Pierce, 1966). Due to the increased work demands on
registered nurses, there is a need to better understand the factors that can negatively
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influence nursing outcomes. For example, some research has focused attention on the
relationship between nurses’ breaks and work errors (Rogers, Hwang, & Scott, 2004).
This research did not find an association between nurses skipping breaks and the risk of
making errors, however, there are other compelling reasons for nurses to take breaks.
There is a great deal of pressure on nurses to complete assigned tasks before the end of
their shifts and many nurses feel they are putting patients in jeopardy when taking breaks.
Better understanding these nursing pressures and negative outcomes will enable hospital
administrators to restructure the work environment for the benefit of both patients and
nurses. Other research has found that experienced nurses use more complex cognitive
processes when determining patient care as compared to nursing students (Westfall,
Tanner, Putzier, & Padrick, 1986) and that experience is important for developing clinical
decision-making skills (Cioffi, 2000). It would be useful to know whether nursing
experience results in more accurate decisions or merely provides a different route to the
same conclusion.

Implications
Starting in the mid-1990s, there were shortages of registered nurses within the
medical field which led to more pressure for nurses to work greater than 40 hours each
week. This requirement to work longer weeks has also led to an increase in mandatory
overtime, resulting in a greater risk to patient care (Surani, Murphy, & Shah, 2007).
Many times, nurses are scheduled to work 12 hour shifts, but end up working beyond the
12 hours. After work, nurses go home and still have to attend to personal responsibilities,
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meaning that nurses are not getting enough sleep to turn around and work the next day
without experiencing the effects of fatigue. The result of working a shift of 12 hours or
longer results in a significant increase in error rates (Tabone, 2005). Overall, nursing
research indicates there is a clear link between the number of hours registered nurses
work and negative outcomes, leading to a greater need to better understand this
relationship (e.g., Trossman, 2005; Surani et al., 2007).
The growing evidence linking fatigue and negative outcomes to patients and
registered nurses is becoming more prevalent and evolving (Diemert, 2005). Due to the
need to better understand the effects of fatigue in nursing, a wide-scale study is currently
underway to examine this relationship (“Nurse Fatigue,” 2003). Researchers are
examining the data of 750 nurses who answered questions over a one-month period. The
focus of the research is to assess registered nurses’ work hours and work areas to make
recommendations for how to structure breaks and time off between shifts as a way to
maintain patient and nurse safety. The goal is to show how patient safety can be
jeopardized when nurses are required to work beyond their scheduled shifts, which is
what frequently occurs in the work place.
It is important to understand that medical errors significantly contribute to
morbidity and mortality, especially with inpatient care. Focusing on ways to better
diagnose and prevent medical errors in clinical decision-making has important benefits
for patients, nurses, doctors, hospitals, and insurance companies. This research was an
initial step at better understanding how environmental factors such as fatigue influence
the decision-making of registered nurses involving the critical area of direct patient care.
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One benefit of the current study was the use of policy-capturing which offered an
objective way to study decision-making. The objective nature of this approach is
valuable because people are usually unaware of their true decision-making policies
(Carkenord & Stephens, 1994). The current study was just one approach to better
understand the effects of fatigue in the nursing profession. Results showed that the
fatigue effects from working a 12-hour shift does impact how nurses apply their decisionmaking policies within the context of direct patient care, leading to inconsistent judgment
policies.
Another finding of this study having future implications was the significant
negative correlation between JPC and whether nurses considered SBAR when responding
to the decision scenarios. These results indicated that SBAR may be a valuable tool to
increase the consistency of nurses’ judgments as well as improve nurse-physician
communication (Guise, 2006). SBAR provides a specific protocol for nurses to employ
when deciding whether or not to call a physician, providing stricter guidelines about
when there is a need to call a physician. SBAR may be one step the health care system
can implement to provide more structure to patient care, thus, improving the efficiency of
patient care and decreasing nursing errors.
The current study used a novel approach towards better understanding nurses’
clinical decision-making by using policy-capturing as a way to examine changes in
nurses’ judgments over the course of a 12-hour work shift. Future researchers could also
use policy-capturing to examine how patient characteristics such as socio-economic
status may influence nurses’ decision-making. Additionally, this approach for examining
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decision-making could be used in a variety of non-clinical decision-making
environments.
In summary, even though there is a shortage of nurses, registered nurses are the
largest group of health care providers in the United States (Ruggiero, 2003). Due to the
greater demands placed on nurses over the last several years, and the potential negative
impact their work has on patients, researchers have given increased attention to the
nursing profession. A prevalent and critical area to better understand is the fatigue
experienced by nurses, typically because many are forced to work 12-hour shifts that
usually include overtime. Researchers have long recognized the negative impacts of
fatigue and are currently attempting to better understand its role within the nursing
profession. Nurses focus most of their attention on patient care and it is essential to
better understand any potential negative impacts of fatigue on those patients and try to
minimize them. This is a continually growing area of research that has many
implications for registered nurses and the health care system in years to come.
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Appendix A
Decision-Making Questionnaire
The following is a description of the status for 60-year old man whose normal blood
pressure is 120/80, normal pulse is 92 bpm, normal temperature is 98.4°, normal O2
saturations is 93%, and normal respirations are 15. He is awake and post-op from an
uncomplicated colon resection. He has normal color, is not clammy, and is not in a state
of agitation. The changes in the vital signs are during a ½ hour period of time ranging
from the recovery room to his first check on the floor. The pain ratings provided in each
scenario are based on the numeric pain scale which ranges from 0 (no pain) to 10 (worst
possible pain).
This is not a test. There are no correct answers. While there may be other influencing
factors, please use the information provided to indicate how likely you would be to call a
physician during your current shift. Please, treat each scenario individually.
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This man’s blood pressure decreased from 120/72 to 90/46 and he has a temperature of
97.2°. His pulse has increased from 94 bpm to 110 bpm, his respirations are at 14, and
his O2 saturations is 88%. The patient has described the pain as intermittent and acute
and rated it on the numerical pain scale as a 7.
How likely are you to call a physician?
1
2
3
4
5
6
7
Not at all
Absolutely

This man’s blood pressure increased from 120/72 to 130/88 and he has a temperature of
97.2°. His pulse has decreased from 95 bpm to 91 bpm, his respirations are at 14, and his
O2 saturations is 88%. The patient has described the pain as intermittent and acute and
rated it on the numerical pain scale as a 7.
How likely are you to call a physician?
1
2
3
4
5
6
7
Not at all
Absolutely

This man’s blood pressure increased from 120/70 to 140/88 and he has a temperature of
97.2°. His pulse has decreased from 92 bpm to 85 bpm, his respirations are at 14, and his
O2 saturations is 88%. The patient has described the pain as intermittent and acute and
rated it on the numerical pain scale as a 3.
How likely are you to call a physician?
1
2
3
4
5
6
7
Not at all
Absolutely
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This man’s blood pressure decreased from 120/72 to 90/46 and he has a temperature of
97.2°. His pulse has increased from 94 bpm to 110 bpm, his respirations are at 14, and
his O2 saturations is 93%. The patient has described the pain as intermittent and acute
and rated it on the numerical pain scale as a 7.
How likely are you to call a physician?
1
2
3
4
5
6
7
Not at all
Absolutely

This man’s blood pressure decreased from 120/72 to 110/64 and he has a temperature of
97.2°. His pulse has increased from 95 bpm to 100 bpm, his respirations are at 14, and
his O2 saturations is 93%. The patient has described the pain as intermittent and acute
and rated it on the numerical pain scale as a 3.
How likely are you to call a physician?
1
2
3
4
5
6
7
Not at all
Absolutely

This man’s blood pressure decreased from 120/72 to 110/64 and he has a temperature of
97.2°. His pulse has increased from 95 bpm to 100 bpm, his respirations are at 14, and
his O2 saturations is 88%. The patient has described the pain as intermittent and acute
and rated it on the numerical pain scale as a 7.
How likely are you to call a physician?
1
2
3
4
5
6
7
Not at all
Absolutely
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This man’s blood pressure decreased from 120/72 to 110/64 and he has a temperature of
97.2°. His pulse has increased from 95 bpm to 100 bpm, his respirations are at 14, and
his O2 saturations is 93%. The patient has described the pain as intermittent and acute
and rated it on the numerical pain scale as a 7.
How likely are you to call a physician?
1
2
3
4
5
6
7
Not at all
Absolutely

This man’s blood pressure decreased from 120/70 to 100/54 and he has a temperature of
97.2°. His pulse has increased from 92 bpm to 101 bpm, his respirations are at 14, and
his O2 saturations is 93%. The patient has described the pain as intermittent and acute
and rated it on the numerical pain scale as a 3.
How likely are you to call a physician?
1
2
3
4
5
6
7
Not at all
Absolutely

This man’s blood pressure decreased from 120/72 to 90/46 and he has a temperature of
97.2°. His pulse has increased from 94 bpm to 110 bpm, his respirations are at 14, and
his O2 saturations is 88%. The patient has described the pain as intermittent and acute
and rated it on the numerical pain scale as a 3.
How likely are you to call a physician?
1
2
3
4
5
6
7
Not at all
Absolutely
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This man’s blood pressure decreased from 120/70 to 100/54 and he has a temperature of
97.2°. His pulse has increased from 92 bpm to 101 bpm, his respirations are at 14, and
his O2 saturations is 93%. The patient has described the pain as intermittent and acute
and rated it on the numerical pain scale as a 7.
How likely are you to call a physician?
1
2
3
4
5
6
7
Not at all
Absolutely

This man’s blood pressure increased from 120/70 to 140/88 and he has a temperature of
97.2°. His pulse has decreased from 92 bpm to 85 bpm, his respirations are at 14, and his
O2 saturations is 88%. The patient has described the pain as intermittent and acute and
rated it on the numerical pain scale as a 7.
How likely are you to call a physician?
1
2
3
4
5
6
7
Not at all
Absolutely

This man’s blood pressure increased from 120/72 to 130/88 and he has a temperature of
97.2°. His pulse has decreased from 95 bpm to 91 bpm, his respirations are at 14, and his
O2 saturations is 93%. The patient has described the pain as intermittent and acute and
rated it on the numerical pain scale as a 7.
How likely are you to call a physician?
1
2
3
4
5
6
7
Not at all
Absolutely
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This man’s blood pressure increased from 120/72 to 130/88 and he has a temperature of
97.2°. His pulse has decreased from 95 bpm to 91 bpm, his respirations are at 14, and his
O2 saturations is 88%. The patient has described the pain as intermittent and acute and
rated it on the numerical pain scale as a 3.
How likely are you to call a physician?
1
2
3
4
5
6
7
Not at all
Absolutely

This man’s blood pressure increased from 120/70 to 140/88 and he has a temperature of
97.2°. His pulse has decreased from 92 bpm to 85 bpm, his respirations are at 14, and his
O2 saturations is 93%. The patient has described the pain as intermittent and acute and
rated it on the numerical pain scale as a 7.
How likely are you to call a physician?
1
2
3
4
5
6
7
Not at all
Absolutely

This man’s blood pressure increased from 120/70 to 140/88 and he has a temperature of
97.2°. His pulse has decreased from 92 bpm to 85 bpm, his respirations are at 14, and his
O2 saturations is 93%. The patient has described the pain as intermittent and acute and
rated it on the numerical pain scale as a 3.
How likely are you to call a physician?
1
2
3
4
5
6
7
Not at all
Absolutely
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This man’s blood pressure increased from 120/72 to 130/88 and he has a temperature of
97.2°. His pulse has decreased from 95 bpm to 91 bpm, his respirations are at 14, and his
O2 saturations is 93%. The patient has described the pain as intermittent and acute and
rated it on the numerical pain scale as a 3.
How likely are you to call a physician?
1
2
3
4
5
6
7
Not at all
Absolutely

This man’s blood pressure decreased from 120/70 to 100/54 and he has a temperature of
97.2°. His pulse has increased from 92 bpm to 100 bpm, his respirations are at 14, and
his O2 saturations is 88%. The patient has described the pain as intermittent and acute
and rated it on the numerical pain scale as a 7.
How likely are you to call a physician?
1
2
3
4
5
6
7
Not at all
Absolutely

This man’s blood pressure decreased from 120/70 to 100/54 and he has a temperature of
97.2°. His pulse has increased from 92 bpm to 101 bpm, his respirations are at 14, and
his O2 saturations is 88%. The patient has described the pain as intermittent and acute
and rated it on the numerical pain scale as a 3.
How likely are you to call a physician?
1
2
3
4
5
6
7
Not at all
Absolutely
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This man’s blood pressure decreased from 120/72 to 110/64 and he has a temperature of
97.2°. His pulse has increased from 95 bpm to 100 bpm, his respirations are at 14, and
his O2 saturations is 88%. The patient has described the pain as intermittent and acute
and rated it on the numerical pain scale as a 3.
How likely are you to call a physician?
1
2
3
4
5
6
7
Not at all
Absolutely

This man’s blood pressure decreased from 120/72 to 90/46 and he has a temperature of
97.2°. His pulse has increased from 94 bpm to 110 bpm, his respirations are at 14, and
his O2 saturations is 93%. The patient has described the pain as intermittent and acute
and rated it on the numerical pain scale as a 3.
How likely are you to call a physician?
1
2
3
4
5
6
7
Not at all
Absolutely
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Appendix B
Pre-Shift Questionnaire
Anonymous Code
Please create a unique code by answering the following questions. On each survey we
will ask you these same questions which you should answer the same way. This allows
us to match your surveys over time and protect your identity.
1. First three letters of your favorite pet’s name:
E.g., SPO = Spot

____ ____ ____

2. First three letters of the city where you were born:
E.g., GRE = Greenville

____ ____ ____

3. First three letters of the first name of your best friend from high school:
E.g., PAU = Paul; JAN = Jane
____ ____ ____
4. First three letters of the school mascot of the high school you last attended:
E.g., MUS = Mustangs
____ ____ ____

5. Age_______
6. Gender (circle one):

Male

Female

7. Ethnic Background (circle one): Caucasian (non-Hispanic)

Black

Asian

Hispanic
Other (please specify)
______________
8. What are your scheduled work hours today?
From:_______ am / pm (circle one)
9. What time did you arrive at work today?
_______ am / pm (circle one)
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Until:_______ am / pm (circle one)

10. What type of a unit do you work on? (circle one)
Med/Surg

Intensive Care

Obstetrics

OR/Recovery Room

Pediatrics

Psychiatric

Rehabilitation

Other (please specify) _______________

11. How long is the shift that you usually work? (circle one)
8 hours

12 hours

12. Which shift do you usually work? (circle one)
Day

Evening

Night

Rotating

13. If you work a rotating shift, describe the rotation of your shifts.
________________________________________________________________________
________________________________________________________________________
________________________________________________________________________
14. How many hours are you typically scheduled to work each week?
15. How many hours do you usually work each week?

_______

_______

16. Please describe your typical pattern of days worked and days off (e.g., 4 days
working followed by 3 days off).
________________________________________________________________________
________________________________________________________________________
17. How many years have you worked as a Registered Nurse?
_______
If less than one year, please specify the number of months.
_______
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For the following questions, please indicate your response by drawing a vertical
slash on each line.
18. How alert do you feel right now?

not alert at all

very alert

19. How stressed do you feel right now?

not stressed at all

very stressed

20. How sleepy do you feel right now?

not sleepy at all

very sleepy
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Appendix C
Post-Shift Questionnaire
Anonymous Code
Please create a unique code by answering the following questions. On each survey we
will ask you these same questions which you should answer the same way. This allows
us to match your surveys over time and protect your identity.
1. First three letters of your favorite pet’s name:
E.g., SPO = Spot

____ ____ ____

2. First three letters of the city where you were born:
E.g., GRE = Greenville

____ ____ ____

3. First three letters of the first name of your best friend from high school:
E.g., PAU = Paul; JAN = Jane
____ ____ ____
4. First three letters of the school mascot of the high school you last attended:
E.g., MUS = Mustangs
____ ____ ____

5. What time did you complete your shift today?

_______ am / pm (circle one)

6. Please list how many breaks you had during the shift you just completed. Meal breaks
should be included as breaks.
________________________________________________________________________
________________________________________________________________________

7. How many patients were you in charge of caring for during your shift today?
_______
8. Did you consume caffeinated beverages during your shift today?
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Yes
No
(circle one)

9. If you answered “yes” to question 7, please indicate how much you consumed, what
beverage you consumed, and when.
_______ ounces of ______________ at _______ am / pm (circle one)
_______ ounces of ______________ at _______ am / pm (circle one)
_______ ounces of ______________ at _______ am / pm (circle one)
_______ ounces of ______________ at _______ am / pm (circle one)
_______ ounces of ______________ at _______ am / pm (circle one)

10. In making your overall judgments for the scenarios, indicate how much weight you
gave each of the following variables when making your decisions. Be sure the numbers
total 100%.
E.g., ___60____ + ___10____ + ___30____ = 100%
Pain rating O2 saturationss
BP
_________ + _________ + _________ = 100%
Pain rating O2 saturationss
BP

For the following questions, please indicate your response by drawing a vertical
slash on each line.
11. How alert do you feel right now?

not alert at all

very alert

12. How stressed do you feel right now?

not stressed at all

very stressed

13. How sleepy do you feel right now?

not sleepy

very sleepy
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14. How difficult was the shift you just completed?

not difficult at all

very difficult

The following questions relate to SBAR (Situation Background Assessment
Recommendation).
15. Are you familiar with SBAR?

Yes

No

(circle one)

16. Have you received any training from your employer on SBAR?
(circle one)

Yes

No

17. Did you take SBAR into consideration when responding to the decision-making
questionnaires?
Yes
No (circle one)
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Appendix D
Boxplots
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Appendix E
Histograms
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Appendix F
Demographic Correlation Matrix
________________________________________________________________________

Policy
Change

Policy
R2 Change
Change
1

Sex

Age

Experience

Scheduled
Hours

R2 Change

.362**

1

Sex

-.033

-.001

1

Age

.086

.203

.071

1

Experience

-.021

.157

.197

.788**

1

Scheduled
Hours

-.023

.117

-.111

-.065

-.234

1

Worked Hours .077

.202

-.110

.074

-.098

.667**

Shift Length

.215

-.071

.019

.066

.027

-.045

Numb.
Patients

-.059

-.130

-.030

.213

.405**

-.049

Numb. Breaks .012

-.025

.054

.018

-.009

-.129

Oz. Caffeine

.089

-.024

.143

.106

.150

.061

Familiar
SBAR

-.038

-.117

.062

.024

-.036

-.042

Training
SBAR

-.037

-.014

.110

-.099

-.126

-.068

Considered
SBAR

-.350**

-.233

-.059

-.146

-.262*

.059
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________________________________________________________________________
Worked
Hours
Worked Hours 1

Shift
Length

Numb.
Patients

Numb.
Breaks

Shift Length

.166

1

Numb.
Patients

.044

-.031

1

Numb. Breaks .232

-.195

-.196

1

Oz. Caffeine

.101

-.176

.030

.178

1

Familiar
SBAR

.068

.149

-.127

-.030

-.050

Training
SBAR

-.026

-.011

-.081

.028

-.116

Considered
SBAR

.095

-.066

-.074

-.138

-.010

________________________________________________
Familiar
SBAR
1

Training
SBAR

Training
SBAR

.617**

1

Considered
SBAR

.340**

.411**

Familiar
SBAR

Considered
SBAR

1

* Indicates significance at the p < 0.05 level (2-tailed).
** Indicates significance at the p < 0.01 level (2-tailed).
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