We introduce several exact nonparametric tests for finite sample multivariate linear regressions, and compare their powers. This fills an important gap in the literature where the only known nonparametric tests are either asymptotic, or assume one covariate only.
significance level, for a given sample size. Such tests have been provided for one covariate by Dufour and Hallin (1993) This paper introduces several exact finite sample nonparametric tests for general regressions and compares their power. In particular, our tests allow to derive exact confidence intervals for these coefficients. They rely on the knowledge of bounds on the range of values taken by the dependent variables. The impossibility results obtained by Bahadur and Savage (1956) and Dufour (2003) show that without such knowledge, only trivial tests are exact for a given finite sample. In practice, as data is usually based on outcomes measured on a bounded scale, cases in which the range of the endogenous variables is unbounded are the exception rather than the rule.
We present three different types of tests that we refer to as "Non-Standardized", "Bernoulli", and "Standardized". We derive bounds on the probabilities of type II errors that allow to select the most appropriate test given the sample size and the specific values of the covariates. We briefly summarize their construction. Each test relies on a linear combination of the dependent variables (such as in the OLS method) which is an unbiased estimator of the coefficient to be tested. Each element of the linear combination is a rescaling of the corresponding dependent variable. It is useful to think of the estimator as the sum of these independently distributed rescaled variables with unknown distributions.
The test we call "Non-Standardized" relies on Cantelli's inequality (Cantelli, 1910) , on its strengthening for not too small deviations due to Bhattacharyya (1987) , on a classical inequality of Hoeffding (1963) , as well as on the Berry-Esseen inequality (Berry, 1941; Esseen, 1942; Shiganov, 1986) to bound the tail probabilities of the sum of the rescaled variables. This allows for the construction of an exact test, and for bounds on the power of such a test. We then discuss the choice of linear combination, and present several arguments in favor of using the linear combination that corresponds to the OLS estimator.
The "Bernoulli" test combines insights used in the mean tests of Schlag (2006 Schlag ( , 2008b with a bound for the sum of independent Bernoulli variables due to Hoeffding (1956) . We first define a randomized test, using a mean preserving transformation that maps each rescaled variable into a binary random variable with identical ranges.
In order to determine a critical region for this test, we bound the tails of the distribution of the sum using a result of Hoeffding (1956) showing that the worst case is attained when all Bernoulli variables are identically distributed. From this randomized test, we then define a nonrandomized test by rejecting the null hypothesis if the probability of rejection of the randomized test is above a specified threshold, thus following the same method as Schlag (2006 Schlag ( , 2008b . A candidate for the linear combination of variables used for this test is the one that minimizes the largest absolute value of its coefficients, which is the solution of a linear programming problem.
The "Standardized" test relies both on the Berry-Esseen inequality and on a bound on the difference between the standard deviation of the estimator of the coefficient in the regression and an estimate thereof. A test statistic is constructed by dividing the estimator of the coefficient by the estimate of its standard deviation. It is enlightening to compare this test with that of White (1980) . When the coefficient is estimated using OLS, and under some specification of the parameters defining our test, the test statistic is asymptotically equivalent to White's test statistic, and our bounds on the probability of type I and type II errors converge to those of White. In particular, the Standardized test performs asymptotically as well as White's test.
We investigate the performance of the Non-Standardized and the Bernoulli test in two canonical numerical examples involving one covariate in addition to the constant.
We find that the tests perform well even for small sample sizes (e.g. n = 40). The Non-Standardized test does best when concerned with sufficiently small type II error probabilities. It also does best if the sample is suffcieintly large. Remarkably, the Bernoulli test does better in a variety of intermediate cases when type II error is not too small and the distribution of the covariates is not too asymmetric.
The Standardized test, which is not directly comparable with the first two, is expected to perform well in large samples, and when the noise terms of the regression are small compared to the bound on the exogenous variables.
The paper is organized as follows. Section 2 introduces the model. Sections 3, 4, and 5 successively introduce the Non-Standardized, Bernoulli and Standardized test.
Section 6 presents numerical examples of applications of the first two. We conclude in Section 7.
Linear Regression
We consider a linear regression model with fixed regressors, given by
where X i is the i-th row of a matrix X ∈ R n×m , β ∈ R m and (ε i ) i is a sequence of independent, not necessarily identically distributed, random variables with E (ε i ) = 0.
The error terms (ε i ) i are unobservable while Y = (Y i ) i and X are observable. The vector of parameters β is unknown to the statistician. We assume uniform bounds on Y i and take, w.l.o.g.,
We derive exact tests at the level of significance α for the one-sided hypotheses
Exact means that the probability of a type I error of the test is proven to be below the specified significance level α for the regressors given by X. In particular, bounds on the probabilities of type I errors do not rely on asymptotic theory. For each test we provide upper bounds on the probability of type II error, independently of the realized value of Y .
As shown by Pratt (1961) , upper bounds on the maximal expected width of the confidence intervals can be derived from bounds on the probabilities of type II errors. Hence, our tests can be used to construct confidence intervals with guaranteed coverage.
Each test relies on a linear unbiased estimateβ j of the coefficient β j by considering τ j ∈ R n such that X ′ τ j = e j where e jj = 1 and e jk = 0 for k = j and settinĝ
The bounds on the probabilities of type II errors can be used to select the appropriate τ j in each test and to compare the different tests. We let τ j 2 = i τ 2 ij , and τ j ∞ = max i |τ ij |.
Non-Standardized Test
Our first test usesβ j = τ ′ j Y as test statistic. The test is called "Non-Standardized" as this test statistic is not divided by an estimate of its standard deviation.
In order to construct the test, we first use classical probability inequalities to bound the tail distribution ofβ j in Subsection 3.1. Since some of these inequalities rely on the variance σ 2 β j ofβ j , we present bounds on this variance in Subsection 3.2.
We then combine these bounds to construct an exact test in Subsection 3.3, and to bound the probability of type II error of this test in Subsection 3.4. In Subsection 3.5 we present some useful insights for assembling this test. Finally, we discuss the choice of τ j in Subsection 3.6.
Tail Bounds
We present four methods for bounding the tail distribution ofβ, based on Cantelli, Bhattacharyya, Hoeffding and Berry-Esseen's inequalities.
Cantelli
Cantelli's inequality (Cantelli, 1910) states that for a random variable Z of variance σ 2 and for k > 0:
(1)
1. Fort > 0 and β j ≤β j ,
2. Fort > 0 such that β j >β j +t,
3. For σ, t > 0, ϕ C is increasing in σ, decreasing in t.
Proof. Fort > 0 and β j ≤β j , applying Cantelli's inequality toβ shows
We maximize (4), which is concave in γ 1 , over all
, holding σ β j and τ j ∞ fixed, and obtain
which is point 1. The proof of point 2 is similar, and point 3 comes from the fact that both functionals defining ϕ Y when
− 1 are increasing in σ, decreasing in t, and coincide when
.
Hoeffding
We recall an inequality due to Hoeffding (1963, Theorem 2) 
Relying on Hoeffding's inequality we show:
3. For t > 0, ϕ H is decreasing in t.
Proof. We apply Hoeffding's inequality to (Z i ) i where
which is point 1. The proof of point 2 is similar, and point 3 is immediate.
Berry-Esseen
We recall the Berry-Esseen inequality (Berry, 1941; Esseen, 1942) with the constant as derived by Shiganov (1986) . Let (Z i ) 1≤i≤N be a family of independent random variables with V ar(
where A = 0.7915 and φ is the cumulative density function of the standard normal distribution.
Using the Berry-Esseen inequality, we show
2. Fort such that β j >β j +t,
3. For σ, t > 0, ϕ BE is increasing in σ, decreasing in t.
The idea of the proof of Lemma 3 is to apply (6) to the random variables Z i = τ ij Y i . However, a difficulty arises from the fact that the right hand side in (6) is unbounded as a there is no lower bound on
. Our solution to this is to add additional random variables with known distribution to the family (Z i ) 1≤i≤N to guarantee such a lower bound. We eliminate this noise in a later step.
Lemma 3 Let w > 0,ū ∈ R. With Z ∼ N (0, w 2 ) independent of (Y i ) i , and
we have
Proof. We apply (6) to the family of random variables Z 1 , ..., Z n+N where
The right hand side in (6), up to the multiplicative constant A, becomes
As N → ∞ this decreases and converges to R(w), and the claim follows from (6).
Next we use Lemma 3 to obtain a bound on the upper tail ofβ j − β j .
Lemma 4
Proof. We use the fact that
for all b 1 ,ū and independent random variables W 1 and W 2 . In our case, we write:
Applying this toū =t
+w 2 and combining with Lemma 3 yields the result. Our next task is to provide an upper bound on R(w).
Lemma 5
, and that for x ≥ 0,
we derive
Proof of Proposition 3. Using Lemmata 4 and 5, we obtain that for β j ≤β j :
which is point 1. For point 2, we apply point 1 to
Point 3 is immediate.
Bounds on σ β j
In order to construct a test and bound its power based on the inequalities presented in Subsections 3.1.1 to 3.1.4, we need both a bound on σ β j under the null hypothesis, and a bound on σ β j as a function of the unknown parameter β j . Therefore we let
where the maximum is taken over z ∈ R m with z j = β j and all random variables
It is easy to see that one can restrict attention to Bernoulli random variables, so that
The above expression shows thatσ 2 β j can easily be computed numerically. Also, letσ 0,β j = max
The following lemma, proven in Appendix A, provides upper bounds onσ β j and
Lemma 6σ
Note that when the first regressor is constant, i.e., when X i1 = 1 for all i, we have i τ i1 = 1 and i τ ij = 0 for j > 1, so that the above bound onσ 2 β j only depends on τ j through τ j , and is decreasing in τ j . Appendix A also presents tighter bounds onσ β j andσ 0,β j .
Test Cutoff
Let
It follows from Propositions 1-3 and from the definition ofσ 0,β j that, under H 0 and for t > 0:
ϕ is continuously decreasing int, limt →0 ϕ(σ 0,β j ,t) = 1, and limt →∞ ϕ(σ 0,β j ,t) = 0.
Hence, for 0 < α < 1, there is a unique solutiont N to ϕ(σ 0,β j ,t) = α. We define the Non-Standardized test as the one that rejects the null hypothesis whenβ j −β j ≥t N .
This is an exact test with the probability of a type I error bounded above by α.
Type II Error
Given β j >β j +t N , the following bound on the type II error probability follows from Propositions 1-3, from the definition ofσ β j and oft N :
Computation
The value ofσ β j used in the construction of the test can be computed numerically.
Alternatively, one can use upper bounds on these in order to define the test. For instance, relying on Lemma 6, one can replaceσ
thus obtaining a larger value fort N . By doing so, one obtains an exact test which is less powerful, but more easily computable. With this replacement, the bound on the probability of a type I error derived using Cantelli's inequality is not binding in the equation determiningt N if α < 0.284. To see this, assume thatt N is binding under the bound derived from Cantelli's inequality. Then
which implies that α > 0.284.
Similarly, using the fact thatσ 2 β j ≤ τ j 2 /4 holds for allσ β j , it follows that the bound on the type II error probability of the Non-Standardized test is not determined by Hoeffding's inequality if the type II error of the Non-Standardized test is above 0.285. Indeed,
Finally, note that a necessary condition for Bhattacharyya's inequality to be applied, for type I or for type II error probability, is that the bound derived using Cantelli's inequality is below 0.5. This is because
implies that z > σ β j , and hence that ϕ C (σ β j , z) < 0.5.
Choice of τ j
In what precedes, τ j is an unspecified vector with the property that X ′ τ j = e j .
An appropriate choice of τ j is one that minimizes the bound on the probability of type II error provided by (8). Examination of (8) shows that one would ideally simultaneously want τ j to minimize the rejection thresholdt N ,σ β j , τ j , and τ j ∞ , in order to minimizet N , τ j should minimizeσ 0,β j , τ j ,and τ j ∞ .
These conditions are intuitive. A good unbiased estimator is one with minimal variance, hence minimization ofσ 0,β j andσ β j . In the homoskedastic case, the unbiased estimator with minimal variance, i.e., the OLS estimator, is also the one that minimizes τ j . Finally, minimizing τ j ∞ can be interpreted as a condition that no single observation should be too influential.
Except in some particular cases of interest, including the examples studied in Section 6, we do not provide explicit formulas forσ 0,β j andσ β j , but these can be computed as the solutions of simple maximization problems.
The best choice of τ j can also be computed numerically. We provide some heuristic arguments that are confirmed in the numerical examples presented in Section 6. A natural choice is to choose τ j to minimize the rejection thresholdt N and to only consider the bounds on the probabilities of type II errors thereafter. As shown in the previous section, when α < 0.284 then the bound on probability of type I error derived from Cantelli's inequality is never binding. Berry-Esseen's inequality targets small and moderate deviations while Hoeffding's inequality concerns large deviations.
Hence, we expect that the bound based on Hoeffding's inequality is lower then that under Berry-Esseen's inequality even when τ j is chosen so as to minimize the latter.
Bhattacharyya's inequality, as a variant of Cantelli's, relies heavily on τ j being small whenσ 0,β j is bounded by τ j /2 as in Lemma 6. Anticipating that either
Hoeffding's inequality or Bhattacharyya's inequality with minimal τ j is best at minimizingt N , one needs to choose τ j minimal, hence as in the OLS estimator.
The discussion above indicates that the choice of τ j corresponding to the OLS or not to reject the null hypothesis at significance level α is given by
4 Bernoulli Test
In this section we build on an exact test of Schlag (2006) for testing the mean of a random variable with bounded support based on an independent sample. We extend this test to nonidentically distributed random variables with bounded support and apply it to our linear unbiased estimate by interpreting the estimate as an average.
We first construct a test given τ j and d, and later discuss the choice of these parameters.
Let f be a random transformation on the domain [a, b] defined by
and let 
A Randomized Test
In this subsection, we construct a randomized test based on one realization of the family (W i ) i . Given β j , we let p β j denote the expected proportion of 1's in (W i ) i , it is given by
The null hypothesis H 0 : β j ≤β j can be restated as
The family (W i ) i is a family of independent, non identically distributed Bernoulli random variables. Relying on a result of Hoeffding (1956) , we show that testing for H 0 reduces to testing for the probability of success in a binomial distribution, hence to the case in which (W i ) i is i.i.d.. For 0 < p < 1 and k ∈ {0, ..., n}, we let
and let
Assumek > np + 1.
Consider a randomized test that rejects H 0 with probability r α ′ (W ). Point 1 shows that the type I error probability of this test is bounded by α ′ . A bound on the type II error probability is given by point 2.
Observe that r α ′ (W ) is the rejection probability under the randomized binomial test for testing p ≤p against p >p at level α ′ given n i.i.d. observations, using the most powerful test derived from the Neyman-Pearson lemma (see, e.g., Lehmann and Romano, 2005, Example 3.4 .2).
Proof. Theorem 5 in Hoeffding (1956) 
Now we prove point 1. With λ = r α ′ ((k − 1)/n), 0 ≤ λ < 1 and
Assume that EW ≤p. Thenk − 1 > nEW . Taking expectations in the previous equation, using Hoeffding's inequality and the fact that B(k, p) is increasing in p, we obtain
Point 2 follows as EW >k/n implies:
Non-Randomized Bernoulli Test
The randomized test of Subsection 4.1 relies on one realization of the family (
is the probability that this randomized test rejects the null hypothesis at significance level α ′ , conditional on the observation of (Y i ) i . Note that E(r α ′ (W )|Y ) is a function of Y , hence is known to the observer.
As in Schlag (2006 Schlag ( , 2008b , we use Markov's inequality (first appearing in Bienaymé, 1853) to construct a nonrandomized test from the randomized test.
Proposition 5 For 0 < θ < 1, let α ′ = θα and let ψ(τ j , d, θ) = ψ 0 (k, p β j , θα).
Define the Bernoulli test as the test that rejects
shows that this is an exact test with significance level α, and point 2 provides a bound on the type II error probability.
Proof. For point 1, let β j ≤β j . From point 1 of Proposition 5, E(r α ′ (W )|Y ) ≤ θα.
Applying Markov's inequality to the non-negative random variable E(r α ′ (W )|Y ) of expectation Er α ′ (W ) shows
For point 2, we apply Markov's inequality to 1 − E(r α ′ (W )|Y ):
which together with point 2 of Proposition 5 implies the result.
Choice of the Parameters
The last step is to choose the parameters θ, τ j and d used in the construction of the Bernoulli test to minimize the bound on type II error probability presented in Proposition 5 for given β j with β j >β j .
Recall that the bound on the type II error probability provided by Proposition 5 point 2 is the multiple 1/(1 − θ) of the type II error probability of the randomized binomial test with significance level θα for testing p ≤ pβ j against p > pβ j , where the type II error probability is evaluated at p = p β j . As such, the bound on the type II error probability of the Bernoulli test only depends on θ, pβ j , p β j , α and n, where where τ * j solves min τ j ∈R n { τ j ∞ : X ′ τ j = e j }. τ * j is obtained as the solution of a linear programming problem, hence is easily computable.
1 For the special case where X i1 = 1 for all i and m = j = 2
we have a closed form solution for τ * 2 . Assume that n is even (the case of n odd is similar) and that X i2 is increasing in i. Let
Then τ * i2 = T for i > n/2 and τ * i2 = −T for i ≤ n/2 with τ * 2 ∞ = T .
Standardized Test
In this section we derive a test that relies on an estimate s 2 β j of the variance σ 2 β j ofβ j .
The construction of the test is similar to how we proceed in Subsection 3.1.4, with the only major difference that instead of relying on a uniform bound on σ 2 β j to derive bounds on the probabilities of type I and type II errors, we rely on s
In order to estimate σ
we rely on an estimator of β.
Thus, we consider any τ = (τ 1 , .., τ m ) where for every k, X ′ τ k = e k . For such τ ,
We control for the quality of this estimate, using the following lemma proven in the appendix.
Let X i 1 = m k=1 |X ik |, and
We choose a test statistic that depends on parameters a 1 , w, b 1 with a 1 , w > 0 and is given by:
and define the threshold valuet S bȳ
with the convention thatt
Define the Standardized test as the test that rejects H 0 when t S ≥t S . The next proposition shows that this is an exact test at the level α, and gives a bound on the type II error probability.
Proposition 6
1. If β j ≤β j and b 1 ≤β j −β j then
2. For a 2 > 0 and b 2 , let
If β j >β j +t S then
Proof. Using Lemma 7 we obtain:
Let Z ∼ N (0, w 2 ) with Z independent of Y . From Lemma 3,
Combining equations (12) and (13), we obtain that for β j ≤β j :
which is point 1 of the proposition. For point 2 we first derive
We use Lemma 3 and the de-randomization technique of Lemma 4 again. Letting
Combining (14) and (15) we finally obtain:
The different parameters a 1 , a 2 b 1 , b 2 , w and τ used in the construction of the Standardized test can be chosen in order to minimize the bound (11) on the probability of type II error given α.
Asymptotics
The aim of this subsection is to show that, for a particular choice of parameters a 1 , a 2 , w and τ , the test statistic, the rejection zone of the Standardized test are asymp-totically equivalent to the widely used asymptotic test of White (1980) . Furthermore, the bound on the probability of type II errors is asymptotically no worse than using White's test. To prove this last point, we show that for a particular choice of a 2 , b 2 , the bound on type II error in point 2 of Proposition 6 is asymptotically equivalent to that of White.
We assume that all regressors are bounded, w.l.o.g., |X i,j | ≤ 1, and that det(
δ for some δ > 0 and n large enough, so that there exists K such that
Since we are in the fixed regressor case, these assumptions are implied by Assumption 2 of White (1980) . We also assume (Assumption 3 b in White (1980) ) that the average covariance
. We choose the parameters a 1 = a 1 (n),
and w = w(n) such that
, while our test statistic is
Point 1 of Theorem 1 below shows that the two test statistics t W and t S are asymptotically equivalent.
Point 2 of Theorem 1 establishes the convergence of the rejection thresholdt S of the Standardized test to φ −1 (1 − α), the rejection threshold for White's test.
Finally, fix C W > 0 and consider a sequence (Y n ) n , hence implicitly also a sequence of β j and σ β j , such that along this sequence the probability of type II error computed from White's asymptotic normal approximation equals C W :
Set a 2 = a 1 , b 2 = b 1 . Along this sequence of underlying parameters, point 2 of Proposition 6 shows that the type II error probability of the Standardized test is bounded above by:
Point 3 of Theorem 1 shows the convergence of C S to C W , so that the two formulas asymptotically give the same power.
Theorem 1 When n → ∞,
Numerical Comparison
In two numerical examples we compare the performance of the Non-Standardized and the Bernoulli test as well as the different methods used to bound the probability of type I and type II error within the Non-Standardized test. Both examples involve one covariate, plus the constant. The Standardized test is not included, as, unlike the others, its bound on the probability of type II error depends on σ β j , and hence it does not offer direct comparison with the other tests. Comparison with the test introduced by Schlag (2008b) is not included either, as this test isn't defined beyond a single covariate.
2
In the extreme example, the covariate only takes two different values and our tests reduce to finding significant difference between two means. In the normal example, the covariate is distributed according to the quantiles of the normal distribution.
2 We still point out to the reader interested in working with one covariate that the test introduced in Schlag (2008b) performs better than the tests included in the table for small samples.
The Extreme Example
In the extreme example, the first covariate is constant (X i1 = 1 for every i), while the second covariate takes only the values −1 and 1: X i2 = 1 for i ≤ h and X i2 = −1 for i > h for some 1 ≤ h ≤ n/2. The value of h characterizes the balancedness of the sample, the sample is perfectly balanced for h = n/2, and gets more and more unbalanced as h gets closer to 1. The bound on the outcomes of
constrains the values of β 2 to belong to [−1/2, 1/2] .
We wish to test H 0 : β 2 ≤ 0 against H 1 : β 2 > 0. Since H 0 can be rewritten
EY i , our problem is equivalent to testing the difference of means of two populations.
An easy computation shows that, subject to X ′ τ 2 = e 2 , the minimizer of τ 2 is given by
τ 2 ∞ has a continuum of minimizers, including the above choice of τ 2 and the solution given in Subsection 4.3. The corresponding norm values are
and τ 2 ∞ = 1 2h .
For the Bernoulli test it turns out best in this example to use the minimizer of τ 2
and to choosep = p h = 1 − h/n.
Computation ofσ β j shows, for β 2 ≤ n/ (4 (n − h)), which is the case in the numerics we consider, that
Hence, the same τ 2 minimizes τ 2 ,σ β 2 ,σ 0,β 2 and τ 2 ∞ , and hence minimizes the bound on the probability of type II error of the Non-Standardized test as given by (8).
Lett C be the value oft derived using Cantelli's inequality, so ϕ C (σ 0,β j ,t) = α.
Similarly, lett Y ,t H andt BE be smallest values oft such that the bounds derived using Bhattacharyya's, Hoeffding's and Berry-Esseen's inequality are less or equal to α. Following Section 3.3, the Non-Standardized test rejects the null hypothesis
As stated in Section 3.5, the bound based on Hoeffding's inequality is superior to that based on Cantelli's inequality, i.e.,t H <t C , when α < 0.285. The bound based on Bhattacharyya's inequality can be superior to that based on Hoeffding's inequality. This is the case, for instance, when α = 0.1, n ≥ 45 and h = n/2.
However, for α = 0.05, as assumed in the following tables, we do not encounter such a case. For α = 0.05 and α = 0.01, and n ≤ 2 · 10 6 , we find that the Berry-Esseen inequality gives higher rejection thresholds than Hoeffding's inequality, i.e., t H < t BE .
In our tables below, as α = 0.05,t N =t H , the cutoff of the Non-Standardized test is determined by Hoeffding's inequality.
In the range of values we use, we find that
which means that, when deriving the upper bound on type II error probability, only the second part of the definition of ϕ Y in Proposition 2 applies. Tables 1 and 2 The fifth column specifies the value of β 2 guaranteed to provide type II error probabilities below the values shown in the remaining columns. In the first table the value of β 2 is chosen so that the best bound on the probability of type II error among our tests equals 0.5. In the second table we compare the tests in terms of their ability to guarantee type II error to be below 0.2, and twice, for n = 500 and h = 100, 250, also in terms of type II error below 0.05. We make some observations given these two tables. Overall, each test and each bound has its own region where it adds value to making inference about β 2 .
1. Our tests perform well in small samples. The bound on the probability of type II error of the Bernoulli test is below 0.5 when n = 40 and h = 20 for β 2 ≥ 0.198, the bound on the probability of type II error of the Non-Standardized test is below 0.5 when n = 100 and h = 25 for β 2 ≥ 0.196.
2. The Bernoulli test performs best when the sample is balanced, so when h = n/2.
This finding is intuitive. The Bernoulli test relies on rescaling variables nτ i2 Y i into an interval of width n τ 2 ∞ . If |τ i2 | is small then the information contained in Y i is diluted. When h = n/2 then |τ 2i | is independent of i so this dilution does not occur. Once the data has been transformed into 0's or 1's, it is as if we are comparing the number of successes (occurrences of W i = 1) between the two samples {W i , i ≤ n/2} to {W i , i > n/2} . The Bernoulli test does this very effectively as it relies on the binomial test, its only downside is that the level of the binomial test is chosen to be θα to then be able to derive a test with level α that is nonrandomized. However, despite this adjustment, n = 2 · 10 6 is not large enough for it to be outperformed by the Non-Standardized test. unbalanced, e.g. when n = 40 and h = 10. In this case, as |τ i2 | is very different depending on whether i ≤ h or i > h, too much information on Y i is lost in the Bernoulli test due to rescaling of W i for i > h. For small samples, the probability of type II error of the Non-Standardized test is guaranteed to be below 0.5 by using Cantelli's inequality and to be below 0.2 by using Bhattacharyya's inequality. Hoeffding's inequality is more valuable for bounding the probability of type II error when concerned with large deviations, such as when ensuring the probability of type II error below 0.05 when n = 500 and h = 100. The
Berry-Esseen inequality is valuable for guaranteeing the probability of type II error below 0.5 in larger samples when the sample is not too balanced nor too unbalanced, e.g. when n = 500 and h = 150.
The Normal Example
In the extreme example, the covariate takes only two values. We now study another example, in which the distribution of the covariate approximates the normal distribution.
We let X i1 = 1 for every i, and X i2 = φ
, it is minimized when
The minimum of τ 2 ∞ subject to X ′ τ 2 = e 2 is equal to 1 2 n j=n/2+1 X j2 , where the unique minimizer satisfies |τ i2 | = τ 2 ∞ for all i.
In this example we find numerically that the Bernoulli test performs better in terms of the bound on the type II error probability when one chooses τ j equal to the minimizer of τ 2 ∞ , which means that d is unique and pβ j = 1/2, instead of choosing τ j equal to the minimizer of τ 2 where pβ j can be chosen much larger. The reason seems to be that the value of τ 2 ∞ is more than double in the latter case than in the former case.
Analytic computation shows thatσ β j is given by equation (16) . For our calculations below the difference between these two bounds plays less of a role as the sample gets larger. For the value of β 2 used in the table below, when n = 500 thenσ 2 β j = 4.8 · 10 −4 while the bound from Lemma 6 is 5.1 · 10 −4 . Hence, relying on Lemma 6 to construct the tests would lead to a slightly less powerful test than relying on the exact value as we do.
As in the extreme example, given α = 0.05,t N =t H , the cutoff of the NonStandardized test is determined by the bound derived using Hoeffding's inequality.
We find that the bound on the probability of a type II error derived using the BerryEsseen inequality is sharper when τ 2 is chosen as in the OLS method as compared to when it minimizes τ 2 ∞ .
We summarize our results in Tables 3 and 4. The Non-Standardized test is best for guaranteeing type II error below 0.2 in small samples and for guaranteeing it to be below 0.5 in large samples. In these cases too Otherwise the Bernoulli test performs best.
Conclusion
The question of testing and building confidence intervals for parameters of a linear regression in the presence of heteroskedasticity is a long standing one in Econometrics. White (1980) introduced an asymptotic solution to this problem. This paper introduces several finite sample methods that are exact in the sense that they do not rely on assumptions on the noise terms beyond independence.
The tests rely on a known bound on range the dependent variable. Such bounds are known in most practical cases, and as shown by Bahadur and Savage (1956) , no finite sample exact methods exist if this assumption is relaxed. Until now, one had to apply asymptotic solutions in the analysis of finite sample data, without any control of the rate of convergence of the finite sample test statistics distribution to the asymptotic one. Note also that, in the fixed regressor case, White's asymptotic approach requires a bound on the range of the covariates, and the rate of convergence of the finite test to the asymptotic test necessarily relies on an assumption such as a bound on the range of the dependent variable, or, alternatively, its variance.
The tests are easy to implement. In some cases they contain free parameters that require fine tuning, in other cases we can directly present the formula, such as when the cutoff under the Non-Standardized test is derived using Hoeffding's inequality (see (9)). Similarly, the proofs are straightforward. In most cases their construction builds on existing inequalities.
The general methods we follow to construct these tests can be extended. Evaluating the type II error probabilities numerically, we nd that our tests perform well even in small sample sizes (n=40,60), for which there is a strong doubt on the reliability of asymptotic methods.
