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Explicit formulae for primes in arithmetic
progressions, II∗†
Tomohiro Yamada
Abstract
We shall give an explicit version of Bombieri-Vinogradov theorem
for moduli not divisible by an exceptional modulus.
1 Introduction
The well-known Bombieri-Vinogradov theorem, first proved by Bombieri[1],
states that for any constant A > 0, there exists some constant B such that∑
q< x
1
2
logB x
max
(a,q)=1
∣∣∣∣π(y; q, a)− Li(y)ϕ(q)
∣∣∣∣ = O( xlogA x
)
, (1)
where π(y; q, a) denotes the number of primes ≤ y congruent to a (mod q).
Vaughan’s result[18] enables us to take B = A + 5 (see Chapter 28 of
Davenport’s book [2]). Timofeev showed that B can be taken to be A+ 3
8
.
Actually, they have given upper bounds for the sum over large q’s and used
Siegel-Walfisz theorem in order to majorize the sum over small q’s. As
mentioned by Harman[8], their arguments are effective except the reference
to a possible exceptional zero. Granville and Soundararajan, in their lecture
note[3], gave another effective method which enables us to take B = A+ 3
with the right replaced by O(x(log log x)2 log−A x).
Our purpose of this paper is to give an explicit formula of Bombieri-
Vinogradov Theorem using the method of Granville and Soundararajan.
∗2010 Mathematics Subject Classification: 11N13.
†Key words and phrases: Primes in arithmetic progressions.
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Before stating our main result, we have to introduce an corollary of
results of Kadiri[9] in order to refer a possible exceptional zero.
Define Π(s, q) =
∏
χ (mod q) L(s, χ) and let R0 = 6.397 andR1 = 2.0452 · · · .
Theorem 1.1 of Kadiri[9] states that the function Π(s, q) has at most one
zero ρ = β+ it in the region 0 ≤ β < 1− 1/R0 logmax{q, q |t|}, which must
be real and simple and induced by some nonprincipal real primitive charac-
ter χ˜ (mod q˜) with 987 ≤ q˜ ≤ x. Moreover, Theorem 1.3 of [9] implies that,
for any given Q1, such zero satisfies β < 1 − 1/2R1 logQ1 except possibly
one modulus below Q1.
Theorem 1.1. Let A be an integer with 2 ≤ A ≤ 7. C0, x0 be the constants
with (C0, log log x0) = (C, Y0) given in the column with (α1, α) = (A+3, A+
1) of Table 4 in [19, p.p.16–19]. Moreover, let q0 be the only (possible)
modulus with log
3
2 x < q0 ≤ logA+3 x such that there exists a real zero β ≥
1− 1/2(A+ 3)R1 log log x for Π(s, q0). If x ≥ x0, then∑
q≤ x
1
2
logA+3 x
,q0∤q
max
(a,q)=1
∣∣∣∣ψ(y; q, a)− yϕ(q)
∣∣∣∣ < (C1 + (A+ 3)(C0 + e−100)C22) (log log x)22 logA x
(2)
where
C2 =
∏
p
(
1 +
1
p(p− 1)
)
. (3)
and C1 is the constant given in Table 2.
One of important applications of Bombieri-Vinogradov theorem is es-
timation of error terms in sieve formulae. Sieve formulae often give error
terms of the form ∑
d|P
∣∣∣∣π(x; q, a)− π(x)ϕ(q)
∣∣∣∣ (4)
where P denotes the product of primes below a given number. When we
plan to apply Bombieri-Vinogradov theorem to such error terms, it suffices
only to consider squarefree moduli. This allows us to obtain a better upper
bound as follows.
Theorem 1.2. Let A,C0, x0 be as in Theorem 1.1. If x ≥ x0, then∑
q≤ x
1
2
logA+3 x
,q0∤q
µ2(q) max
(a,q)=1
∣∣∣∣ψ(y; q, a)− yϕ(q)
∣∣∣∣
<
(
C ′1 + (A+ 3)(C0 + e
−100)C13
) (log log x)2
2 logA x
,
(5)
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where
C13 = 1 +
1.334
(A+ 3) log log x0
(6)
and C ′1 is the constant given in Table 3.
We note that Granville and Stark [5] showed that the abc conjecture,
which Mochizuki states that he proved[12], implies the nonexistence of Siegel
zero for characters with negative discriminants. However, their method does
not appear to work for characters with positive discriminants.
For calculations of constants, we used PARI-GP. Our script is available
by requiring the author and can be used to calculate constants except C1
for arbitrary values of A.
2 Notations and Preliminary lemmas
Throughout this paper, we denote by C1, C2, . . . denote effectively com-
putable constants and θ denotes a quantity with absolute value ≤ 1 not
necessarily same at each occurence. Moreover, we denote the squarefree
part of an integer n by n∗.
For an arithmetic function f(n) and the sum F (x; q, a) =
∑
n≤x,n≡a (mod q) f(n),
we define
F (R)(x; q, a) =F (x; q, a)− 1
ϕ(q)
(≤R)∑
χ (mod q)
χ¯(a)
∑
n≤x
f(n)χ(n)
=
1
ϕ(q)
(>R)∑
χ (mod q)
χ¯(a)
∑
n≤x
f(n)χ(n).
(7)
For a sequence (an), we put ||(a)|| =
√∑
n |an|2. Moreover,
∑(r)
χ (mod (q))
indicates the sum over all characters (mod q) with primitive characters
(mod r) and
∑(P )
χ (mod (q)) indicates the sum over all characters (mod q) each
of which has its primitive character (mod r) with r satisfying the property
P .
Now we shall introduce some preliminary lemmas, beginning by upper
bounds for several quantities involving arithmetic functions.
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Lemma 2.1. Let Q0 be a constant greater than 223092870. For any x, y >
1, z > y and q, u > Q0, ∏
y≤p<z
p
p− 1 < 2
log z
log y
, (8)
q
ϕ(q)
< C3 log log q, (9)∑
n≤x
1
ϕ(n)
< C2(1 + log x), (10)
∑
n≤u
µ2(n)n
ϕ2(n)
≤ C4 log u, (11)
∑
n≤x
µ2(n)
ϕ2(n)
< C5 (12)
and
π(x) <
2x
log x
, (13)
where
C3 = e
γ +
5
2 log logQ0
, (14)
C4 = C2 +
89
16
− C2 log 6
logQ0
, (15)
(16)
and
C5 =
∏
p
(
1 +
1
(p− 1)2
)
. (17)
Proof. It follows from [17, Theorem 7–8, p.70] that∏
y≤p<z
p
p− 1 < C1
log z
log y
. (18)
By [17, Theorem 15, (3.41), p.p.71–72], we have ϕ(n) > C3n/ log log n.
We can see that
∑
m<x
1
ϕ(m)
< C2(1 + log x) from the argument in the
proof of Theorem A. 17 in [13, p. 316]. Moreover, it is easy to see that∑
n≤x
µ2(n)
ϕ2(n)
<
∑
n
µ2(n)
ϕ2(n)
= C5.
In order to show
∑
n≤x
µ2(n)n
ϕ2(n)
< C2 log x + C4, we begin by estimating
Qm(x1, x) =
∑
x1<n≤x,(n,m)=1 µ
2(n)/n, the sum of reciprocals of squarefree
integers n with x1 < n ≤ x.
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Let Q(x) the number of squarefree integers ≤ x. Then we have
Q(x) =
∑
m
µ(m)
⌊ x
m2
⌋
= x
∑
m≤√x
µ(m)
m2
+ θQ(
√
x) =
x
ζ(2)
+ 2θ
√
x (19)
and therefore
Qm(x1, x) =
∑
l|m
µ(l)
∑
k≤√x,
(k,m)=1
µ(k)
∑
k2l|n,
x1<n≤x
1
n
=
∑
l|m
µ(l)
l
∑
k≤√x,
(k,m)=1
µ(k)
k2
∑
x1
k2l
<n≤ x
k2l
1
n
=
∑
l|m
µ(l)
l
∑
k≤√x,
(k,m)=1
µ(k)
k2
(
log
x
x1
+ θk2l
(
1
x1
+
1
x
))
= log
x
x1
∑
l|m
µ(l)
l

 ∑
k≤√x,
(k,m)=1
µ(k)
k2
+ θd(m∗)√x( 1x1 + 1x
)
.
(20)
Since∑
x1<q≤x,
(q,l)=1
µ2(q)
ϕ(q)
=
∑
x1<q≤x,
(q,l)=1
µ2(q)
q
∏
p|q
p
p− 1 =
∑
x1<q≤x,
(q,l)=1
µ2(q)
q
∏
m∗|q
1
m
=
∞∑
m=1
1
m
∑
m∗|q,
x1<q≤x,
(q,l)=1
µ2(q)
q
=
∞∑
m=1
1
mm∗
∑
x1/m∗<r≤x/m∗,
(r,ml)=1
µ2(r)
r
<
∞∑
m=1
1
mm∗
Qml
( x1
m∗
,
x
m∗
)
,
(21)
(20) gives∑
x1<q≤x,
(q,l)=1
µ2(q)
ϕ(q)
=
∑
m≤x
1
mm∗
[(
h2(ml)
ζ(2)
+ θ
m∗
x
)
ϕ(ml)
ml
log
x
x1
+ θd((ml)∗)
√
m
(√
x
x1
+
1√
x
)]
=
ϕ(l)
l
log
x
x1
+ θ
[
B1(l)
log x
x1√
x
+B2(l)
(√
x
x1
+
1√
x
)]
,
(22)
where B1(l), B2(l) and h2(n) are arithmetic functions defined by
B1(l) =
ζ(3/2)
ζ(3)
∏
p|l
√
p(p− 1)
p
3
2 + 1
, (23)
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B2(l) = 2
ω(l)
∏
p
(
1 +
2√
p(p− 1)
)∏
p|l
2
(
1 +
2√
p(p− 1)
)−1
(24)
and
h2(n) =
∏
p|n
(
1− 1
p2
)−1
. (25)
∑
x1<n≤x
µ2(n)n
ϕ2(n)
=
∑
x1<n≤x
µ2(n)
n
∑
l|n
µ2(l)
l
=
∑
l
µ2(l)
ϕ(l)
∑
x1<q≤x,
l|q
µ2(q)
ϕ(q)
=
∑
l
µ2(l)
ϕ2(l)
(
ϕ(l)
l
log
x
x1
+ θ
[
B1(l)
log x
x1√
x
+B2(l)
(√
x
x1
+
1√
x
)])
=C2 log
x
x1
+ θ
[
B3
log x
x1√
x
+B4
(√
x
x1
+
1√
x
)]
,
(26)
where
B3 =
∑
l
µ2(l)
ϕ2(l)
B1(l) =
ζ(3/2)
ζ(3)
∏
p
(
1 +
p
(p− 1)(p 32 + 1)
)
(27)
and
B4 =
∑
l
µ2(l)
ϕ2(l)
B2(l) =
∏
p
(
1 +
2√
p(p− 1)
)1 + 2√p
(p− 1)2
(
1 + 2√
p(p−1)
)
 .
(28)
Now we can confirm
∑
n≤x
µ2(n)n
ϕ(n)
≤ C2 log x + 8916 − C2 log 6 ≤ C4 log x
for all x > 1 by calculation.
Finally, using the formula of Rosser and Schoenfeld [17, p. 69, Theorem
1. (3.2)], we have π(x) < 2x
log x
for any x > 1. An elementary proof is implicit
in [7, Chap. 22].
Next, we shall introduce explicit versions of Propositions in Chapter 13
of [3].
2 NOTATIONS AND PRELIMINARY LEMMAS 7
Lemma 2.2.
∑
q≤Q
(≥R)∑
χ (mod q)
∣∣∣∣∣
X+M∑
m=X+1
amχ(m)
∣∣∣∣∣
∣∣∣∣∣
Y+N∑
n=Y+1
bnχ(n)
∣∣∣∣∣
< C3 log logQ ||(a)|| ||(b)||
×
(
α1
α1 − 1C4
(√
MN
R
logQ+
α1
logα1
(
√
M +
√
N) log2Q
)
+
α31
α1 − 1C5Q
)
.
(29)
Proof. Proceeding similarly to the proof of Proposition 13.2 in [3, p.p.73–
74], we obtain
∑
q≤Q
(≥R)∑
χ (mod q)
∣∣∣∣∣
X+M∑
m=X+1
amχ(m)
∣∣∣∣∣
∣∣∣∣∣
Y+N∑
n=Y+1
bnχ(n)
∣∣∣∣∣
=
∑
l≤Q
µ2(l)
ϕ(l)
∑
R≤r≤Q
l
,(r,l)=1
1
ϕ(r)
∑
s≤Q/rl,
p|s⇒p|rl
1
s
×
∗∑
χ (mod r)
∣∣∣∣∣∣∣∣
∑
X+1≤m≤X+M,
(m,l)=1
amχ(m)
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
∑
Y+1≤n≤Y+N,
(n,l)=1
bnχ(n)
∣∣∣∣∣∣∣∣
< C3 log logQ
∑
l≤Q
µ2(l)l
ϕ(l)
∑
y= Q
lαi1
,0≤i≤I
1
y
∑
α−11 y≤r<y,(r,l)=1
r
ϕ(r)
×
∗∑
χ (mod r)
∣∣∣∣∣∣∣∣
∑
X+1≤m≤X+M,
(m,l)=1
amχ(m)
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
∑
Y+1≤n≤Y+N,
(n,l)=1
bnχ(n)
∣∣∣∣∣∣∣∣ ,
(30)
where I = ⌊log(Q/lR)/ logα1⌋.
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Using Cauchy’s theorem and large-sieve inequality, this is
<C3 log logQ ||(a)|| ||(b)||
×
∑
l≤Q
µ2(l)l
ϕ(l)
∑
y= Q
lαi
1
,0≤i≤I
1
y
(√
MN
y
+ (
√
M +
√
N) + y
)
≤C3 log logQ ||(a)|| ||(b)||
×
∑
l≤Q
µ2(l)l
ϕ(l)
(
α1
α1 − 1
(
α1
√
MN
R
+
Q
l
)
+ (
√
M +
√
N)
log Q
lR
logα1
)
≤C3 log logQ ||(a)|| ||(b)||
×
(
α21
α1 − 1C4
(√
MN
R
logQ+
1
logα1
(
√
M +
√
N) log2Q
)
+
α1
α1 − 1C5Q
)
.
(31)
Lemma 2.3.
∑
q≤Q
1
ϕ(q)
(≥R)∑
χ (mod q)
∣∣∣∣∣∑
u≤x
cuχ(u)
∣∣∣∣∣ ≤ AB(C6xR−1 + C7Q√x) log2 x log logQ.
(32)
Proof. We see that
∑
u≤x cuχ(u) =
∑
mn≤x amχ(m)bnχ(n). As in the proof
of Proposition 13.6 in [3, p.p. 76–77], we use the partition for m in the
range X < m ≤ 2X .
Let Y = x/X and Ij,k be the interval(
1 +
2j
2k
)
X < m ≤ min
{
1 +
2j + 1
2k
, 2
}
X,
Y
1 + 2j+2
2k
< n ≤ Y
1 + 2j+1
2k
.
(33)
Let S1(X) be the sum over the Ij,k’s with 0 ≤ j ≤ 2k−1 − 1, k = 1, 2, . . . , K
and S2(X) be the sum over(
1 +
j
2K
)
X < m ≤ min
{
1 +
j + 1
2K
, 2
}
X,
Y
1 + j+1
2K
< n ≤ x
m
with 0 ≤ j ≤ 2K − 1.
By Lemma 2.2, the sum over the interval X < m ≤ X +M,Y < n ≤
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Y +N is at most
C3 log logQAB
√
MN
×
(
α1
α1 − 1C4
√
MN
R
logQ+ α1(α1 − 1)C5Q+ α1 − 1
logα1
C4(
√
M +
√
N) log2Q
)
.
(34)
For each interval Ij,k, we have M ≤ 2−kX +1 and N ≤ 2−kY +1. Running
over the Ij,k’s with 0 ≤ j ≤ 2k−1 − 1, k = 1, 2, . . . , K, we have∑√
MN <
1
log 2
√
XY logX +
1
2−√2(X +
√
XY ) +X, (35)
∑
M
√
N <
1
2(
√
2− 1)X
√
Y+
1
2−√2
(√
XY +
X
√
X
2
√
Y
)
+
1
4−√2
X
√
X
Y
,
(36)∑√
MN <
1
2(
√
2− 1)
√
XY +
1
2−√2
(
X +
Y
2
)
+
1
4−√2X (37)
and ∑
MN <
XY
2
+
1
2 log 2
(X + Y ) logX +X. (38)
Taking the total upper bound, we have
S1(X) ≤ C3AB log logQ
<
[
α21C4
(α1 − 1)R logQ
(
x
2
+
1
2 log 2
(
X +
x
X
)
logX +X
)
+
α1
α1 − 1C5Q
(√
x logX
4 log2 2
+
1
2−√2(X +
√
x) +X
)
+
C4
logα1
log2Q
×
{√
2(
√
2 + 1)
2(
√
2− 1)
(√
xX +
x√
X
)
+
1
2−√2
(
X +
x
2X
+
√
x+
X2
2
√
x
)
+
1
4−√2
(
X +
X2
2
√
x
)}]
(39)
for each X . Summing this over X = 2iR2 with 0 ≤ i ≤ log(√x/R2)/ log 2,
3 PROOF OF THEOREM 1.1 10
we have∑
X
S1(X) ≤ C3AB log logQ
<
[
α21C4
(α1 − 1)R logQ
(
x log x
4 log 2
+
1
2 log 2
(
2 log 2
z1(α1)2
x+
√
x log2 x
4 log 2
)
+ 2
√
x
)
+
α1
α1 − 1C5Q
{√
x log x
4 log2 2
(
log z1 +
1
4
log x
)
+
(
(3−
√
2)(2 +
√
2) +
1
2−√2
log x
2 log 2
)√
x
}
+
C4
logα1
log2Q
{√
2(
√
2 + 1)
2(
√
2− 1)
(
x
3
4 +
x
z1
)
+(2 +
√
2)
(
4
√
x
3
+
x
2z1
+
√
x log x
4 log 2
)
+
8
3(4−√2)
√
x
}]
.
(40)
For the sum S2(X), we see that x − 2 < (1 + 2−K)−1x < mn ≤ (1 +
2−K)x ≤ x+ 2. Thus we have
S2(X) ≤
∑
q≤Q
1
ϕ(q)
(≥R)∑
χ (mod q)
AB
∑
x−2<l≤x+2
d(l) < ABQ
∑
x−2<l≤x+2
d(l). (41)
By [14], we know that d(l) < l1.06602/ log log l and therefore∑
X
S2(X) ≤ 4ABQ log x
log 2
(x+ 2)
1.6602
log log(x+2) < e−1000ABQx
1
2 log2 x log logQ.
(42)
This completes the proof.
3 Proof of Theorem 1.1
Let g(n) be the totally multiplicative function defined by g(p) = 0 if p ≤ R2
and g(p) = 1 if p > R2. We define an by an = g(n)µ(n) if n > 1 and a1 = 0
and bm = g(m) logm. Let G(x, χ) =
∑
n≤x g(n)χ(n) logn,G(x; q, a) =∑
n≤x,n≡a (mod q) g(n) logn.
Now we shall proceed as in p.132 of [4]. We observe that cn = ΛR2(n)−
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g(n) logn and therefore we have, using Lemma 2.3,
∑
q≤Q
1
ϕ(q)
(≥R)∑
χ
∣∣∣∣∣∑
u≤x
cuχ(u)
∣∣∣∣∣ ≤ (C6xR−1 + C7Q√x) log3 x log logQ. (43)
Using a trivial estimate∣∣∣∣∣∑
n≤x
Λ(n)χ(n)− ΛR2(n)χ(n)
∣∣∣∣∣ ≤∑
n≤x
|Λ(n)− ΛR2(n)| ≤ π(R2) log x
<2R2
log x
logR
< C8
√
x log3 x log logQ,
(44)
we have
∑
q≤Q
1
ϕ(q)
(≥R)∑
χ (mod q)
∣∣∣∣∣∑
n≤x
Λ(n)χ(n)− ΛR2(n)χ(n)
∣∣∣∣∣ < C8Q√x log3 x log logQ.
(45)
Using (45), we can replace cu in (43) by Λ(u)− g(u) logu to obtain
∑
q≤Q
1
ϕ(q)
(≥R)∑
χ (mod q)
∣∣∣∣∣∑
n≤x
Λ(n)χ(n)− g(n)χ(n) logn
∣∣∣∣∣
< (C6xR
−1 + (C7 + C8)Q
√
x) log3 x log logQ
(46)
and therefore
∑
q≤Q
∣∣ψ(R)(x; q, a)−G(R)(x; q, a)∣∣ ≤∑
q≤Q
1
ϕ(q)
(≥R)∑
χ (mod q)
|ψ(x, χ)−G(x, χ)|
<(C6xR
−1 + (C7 + C8)Q
√
x) log3 x log logQ.
(47)
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We observe that
G(R)(x; q, a) =G(x; q, a)− 1
ϕ(q)
∑
r≤R,r|q
r∑
χ (mod q)
χ¯(a)
∑
b (mod q),
(b,q)=1
χ(b)G(x; q, b)
=
G(x)
ϕ(q)
+G(1)(x; q, a)
− 1
ϕ(q)
∑
r≤R,r|q
r∑
χ (mod q)
χ¯(a)
∑
b (mod q),
(b,q)=1
χ(b)
(
G(x)
ϕ(q)
+G(1)(x; q, b)
)
=G(1)(x; q, a)− 1
ϕ(q)
∑
r≤R,r|q
r∑
χ (mod q)
χ¯(a)
∑
b (mod q),
(b,q)=1
χ(b)G(1)(x; q, b)
(48)
to obtain∑
q≤Q
∣∣G(R)(x; q, a)∣∣ ≤∑
q≤Q
∣∣G(1)(x; q, a)∣∣+∑
q≤Q
1
ϕ(q)
∑
r≤R,r|q
(r)∑
χ (mod q)
∑
b (mod q),
(b,q)=1
∣∣G(1)(x; q, b)∣∣
=
∑
q≤Q
∣∣G(1)(x; q, a)∣∣+∑
r≤R
∑
q≤Q,r|q
1
ϕ(q)
∑
b (mod q),
(b,q)=1
∣∣G(1)(x; q, b)∣∣ .
(49)
Now we shall bound G(1)(x; q, b) for each congruent class b (mod q).
Lemma 3.1. Let c = c(A) be a constant depending only on A. If x ≥
exp cA2 logA, then
G(1)(x; q, b) <
(
1 +
1
log x
)
x log log x
eγϕ(q) logA+2 x
+
(
1 +
1
ϕ(q)
)
x
Q logA+1 x
.
(50)
We can take c as in table 1 for A = 2, 3, . . . , 7 and c = 17 for A >
e160.51440939.
Proof. Let V (z) =
∏
p≤z(1−1/p) and N(y, z; q, a) be the number of integers
n ≤ y, n ≡ a (mod q) such that n has no prime factor ≤ z.
We see from [17, Theorem 8, p. 70] that for any z > w > 1, we have∏
w≤p<z
p
p− 1 < 2
log z
logw
. (51)
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Table 1: constants in Lemma 3.1
A cA2 logA
2 6978
3 9805
4 13116
5 16912
6 21193
7 25962
Let D = x
Q logA+2 x
= x
1
2 log x,
s =
logD
2 logR
=
log x
4(A+ 3) log log x
+
1
2A+ 6
(52)
and b = 4 + s/ log(2s).
Now, confirming that 1 − e1+1/b/b > 1/e and s > b + 1 for our choices
of c and A, [6, Theorem 3.3.1, p. 91] gives∣∣∣∣N(y, R2; q, b)− yϕ(q, R2)V (R2)
∣∣∣∣ ≤
y
ϕ(q, R2)
V (R2)
[
2
(
4 +
s
log 2s
)]5
Kses(− log s+3+log logK) +D,
(53)
where ϕ(q, R2) = q
∏
p|q,p>R2(1− p−1). Clearly ϕ(q, R2) ≥ ϕ(q).
Since
G(x; q, b) = (log x)N(x,R2; q, b)−
∫ x
1
N(t, R2; q, b)
t
dt (54)
and
G(1)(x; q, b) = G(x; q, b)− 1
ϕ(q)
G(x), (55)
we have∣∣G(1)(x; q, b)∣∣
≤(log x)
∣∣∣∣N(x,R2; q, b)− 1ϕ(q)N(x,R2)
∣∣∣∣ + ∫ x
1
∣∣∣∣N(t, R2; q, b)t − N(t, R2)tϕ(q)
∣∣∣∣ dt
≤(1 + log x) 2x
ϕ(q)
V (R2)
[
2
(
4 +
s
log 2s
)]5
2ses(− log s+3+log log 2)
+D
(
1 +
1
ϕ(q)
)
log x.
(56)
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Let
ǫ1 = 1− 4(A+ 3)s log s
log x
(57)
and
ǫ2 =
s(3 + log log 2) + log 2s+ 5 log
[
2
(
4 + s
log 2s
)]
s log s
. (58)
Then we can easily see that ǫ1, ǫ2 tend to zero as c tends to infinity.
Now we take c so that
c(1− ǫ1)(1− ǫ2)A2 logA
4(A+ 3)
+ 2 log logR− log(1 + 8 log−2R)
> (A + 3) log(cA2 logA).
(59)
Since
s log s =
log x
4(A+ 3)
(1− ǫ1) > c(1− ǫ1)A
2 logA
4(A+ 3)
, (60)
e(1−ǫ2)s log s =
[
2
(
4 +
s
log 2s
)]5
2ses(− log s+3+log log 2) (61)
and V (R2) < e−γ(1 + 1/8 log2R)/2 logR by [17, Theorem 7, (3.26), p. 70],
we have
G(1)(x; q, b)
<
(
1 +
1
log x
)
x log log x
eγϕ(q, R2) logA+2 x
+D
(
1 +
1
ϕ(q, R2)
)
log x
≤
(
1 +
1
log x
)
x log log x
eγϕ(q) logA+2 x
+
(
1 +
1
ϕ(q)
)
x
Q logA+1 x
,
(62)
as stated in the Lemma.
Now the assumption x ≥ x0 allows us to apply Lemma 3.1 since Table
4 in [19] implies x0 > exp(cA
2 logA) for any A. For the first sum in (49),
seeing that
∑
q≤Q
1
ϕ(q)
< C2(1 + logQ) <
C2
2
(log x− 1), we have
∑
q≤Q
∣∣G(1)(x; q, a)∣∣ < C2x log log x
2eγ logA+1 x
+
(
1 +
C2 log x
2Q
)
x
logA+1 x
. (63)
For the second sum in (49), we apply Lemma 3.1 to G(1)(x; q, b) for each
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congruent class b (mod q) to obtain∑
r<R
∑
q≤Q,r|q
1
ϕ(q)
∑
b (mod q),
(b,q)=1
∣∣G(1)(x; q, b)∣∣
≤
∑
r<R
∑
q≤Q,r|q
max
b (mod q),(b,q)=1
∣∣G(1)(x; q, b)∣∣
<
∑
r<R
∑
q≤Q,r|q
(
1 +
1
log x
)
x log log x
eγϕ(q) logA+2 x
+
(
1 +
1
ϕ(q)
)
x
Q logA+1 x
<
∑
r<R
C2x log log x
2ϕ(r)eγ logA+1 x
+
(
1
r
+
C2 log x
2Qϕ(r)
)
x
logA+1 x
<
C22(1 + (A+ 3) log log x)x log log x
2eγ logA x
+(
1 + (A + 3) log log x+
C22(1 + (A+ 3) log log x) log x
2Q
)
x
logA+1 x
.
(64)
With the aid of (63) and (64), (47) gives∑
q≤Q
∣∣ψ(R)(x; q, a)∣∣ ≤ (C6xR−1+(C7+C8)Q√x) log3 x log logQ+C9x(log log x)2
logA x
.
(65)
Since R = logA+3 x and Q =
√
x/ logA+3 x, we have∑
q≤Q
∣∣ψ(R)(x; q, a)∣∣ < (C6 + C7 + C8
log log x
+ C9
)
x(log log x)2
logA x
. (66)
Now it suffices to majorize
∑
q≤Q,q0∤q
∣∣ψ(R)(x; q, a)− ψ(1)(x; q, a)∣∣ = ∑
q≤Q,q0∤q
∣∣∣∣∣∣∣∣
1
ϕ(q)
∑
1<r≤R,
r|q
(r)∑
χ¯(a)ψ(x, χ)
∣∣∣∣∣∣∣∣ .
(67)
The proof of Theorem 3.6 of [11] shows that the left-hand side quantity
ϕ(k)
x
∣∣∣ψ(x; k, l)− xϕ(k)∣∣∣ in this theorem can be replaced by−1+x−1∑χ (mod k) |ψ(x, χ)|.
This also applies to Theorem 1.1 of [19].
Now, proveded that x ≥ x0, Theorem 1.1 of [19] gives∑∗
χ (mod q)
|ψ(x, χ∗)| < C0x log log x
logA+1 x
+ E0
(
x−β0
1− β0 +
xβ0−1
β0
)
, (68)
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where E0 = 1 and β0 denote the Siegel zero modulo q if it exists and E0 = 0
otherwise.
If q ≤ R is non-exceptional, then the right-hand side of (68) is at most
C0 log log x
logA+1 x
+
x
− 1
2(A+3)R1 log log x
1− 1
2(A+3)R1 log logx
+ 2x
1
2 . (69)
We can easily confirm that, provided that x ≥ x0,
x
− 1
2(A+3)R1 log log x
1− 1
2(A+3)R1 log log x
+ 2x
1
2 < e−100
x log log x
logA+1 x
. (70)
On the other hand, if q ≤ log 32 x is exceptional, then, using Theorem 3
of [10], the right-hand side of (68) is at most
C0 log log x
logA+1 x
+
x
− 4pi
9×0.4923 log
1
4 x(log log x)2
1− 4π
9×0.4923 log 14 x(log log x)2
+ 2x
1
2 . (71)
We can easily confirm that, provided that x ≥ x0,
x
− 4pi
9×0.4923 log
1
4 x(log log x)2
1− 4π
9×0.4923 log 14 x(log log x)2
+ 2x
1
2 < e−2000
x log log x
logA+1 x
. (72)
Hence (67) gives
∑
q≤Q
∣∣ψ(R)(x; q, a)− ψ(1)(x; q, a)∣∣ <∑
q≤Q
1
ϕ(q)
∑
1<r≤R,
r|q
(
ϕ∗(r)ω(q) log q +
(C0 + e
−100)x log log x
logA+1 x
)
=
∑
1<r≤R
ϕ∗(r)
∑
q≤Q.
r|q
ω(q) log q
ϕ(q)
+
(C0 + e
−100)x log log x
logA+1 x
∑
1<r≤R
∑
q≤Q.
r|q
1
ϕ(q)
.
(73)
for x ≥ x0.
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Since ω(n) < 1.3841 logn/ log log n by [15, Theorem 11], the contribu-
tion of the first term is
≤1.3841 log
2Q
log logQ
∑
1<r≤R
ϕ∗(r)
∑
q≤Q,
r|q
1
ϕ(q)
≤1.3841 log
2Q
log logQ
∑
1<r≤R
ϕ∗(r)
ϕ(r)
∑
l≤Q
r
1
ϕ(l)
<
1.3841 log2Q
log logQ
RC2(1 + logQ) < C10
x(log log x)2
logA x
.
(74)
The contribution of the second term is
≤Cx log log x
logA+1 x
∑
1<r≤R
1
ϕ(r)
∑
q≤Q
r
1
ϕ(q)
<
(C0 + e
−100)x log log x
logA+1 x
C22 logR(1 + logQ)
<
(A+ 3)(C0 + e
−100)C22x(log log x)
2
2 logA x
.
(75)
Thus we have∑
q≤Q
∣∣ψ(R)(x; q, a)− ψ(1)(x; q, a)∣∣ < (C10 + (A+ 3)(C0 + e−100)C22 )x(log log x)2
2 logA x
.
(76)
Combined with (66), this yields∑
q≤Q
∣∣ψ(1)(x; q, a)∣∣ < (C6 + C7 + C8
log log x
+ C9 + C10 + (A+ 3)(C0 + e
−100)C22
)
x(log log x)2
2 logA x
.
(77)
We take α1 from Table 2 and, for A ∈ {2, 3, 4, 5, 6, 7} and x ≥ x1, we
have upper bounds given in Table 2 for C6, C7 and C9. Moreover, we see
that C8, C10 < e
−2000.
Now we can easily confirm that C6+C7+C8
log log x
+ C9 + C10 < C1 for C1 given
in Table 2. This completes the proof.
4
Lemma 4.1. Moreover, for x ≥ 7920, we have∑
n≤x
µ2(n)
ϕ(n)
≤ C11 + log x (78)
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Table 2: upper bounds for constants in (77) and Theorem 1.1
A α C6 C7 C9 C1
2 3.24 4.3925995 1.0176341 5.4966132 6.1079032
3 3.24 4.3850253 1.0100483 6.5494453 7.1364631
4 3.23 4.3779004 1.0055896 7.6038431 8.1716266
5 3.23 4.3733770 1.0009200 8.6593226 9.2113377
6 3.23 4.3696917 0.9971007 9.7155886 10.254346
7 3.23 4.3666139 0.9939087 10.772447 11.299829
where
C11 = 1.334. (79)
Proof. (22) immedialtely gives∑
x1<q≤x
µ2(q)
ϕ(q)
= log
x
x1
+ θ
[
ζ(3/2)
ζ(3)
log x
x1√
x
+B5
(√
x
x1
+
1√
x
)]
, (80)
where
B5 =
∏
p
(
1 +
2√
p(p− 1)
)
, (81)
and calculation gives that∑
q≤x
µ2(q)
ϕ(q)
≤ log x+ 1.334 (82)
for all x ≥ 7920.
Analogously to (63) and (64), we obtain∑
q≤Q
µ2(q)
∣∣G(1)(x; q, a)∣∣ < x log log x
2eγ logA+1 x
+
(
1 +
log x
2Q
)
x
logA+1 x
. (83)
and ∑
r<R
∑
q≤Q,r|q
1
ϕ(q)
∑
b (mod q),
(b,q)=1
µ2(q)
∣∣G(1)(x; q, b)∣∣
<
∑
r<R
x log log x
2ϕ(r)eγ logA+1 x
+
(
1
r
+
log x
2Qϕ(r)
)
x
logA+1 x
<
(C6 + (A+ 3) log log x)x log log x
2eγ logA x
+ (1 + (A+ 3) log log x
+
(C6 + (A+ 3) log log x) log x
2Q
)
x
logA+1 x
.
(84)
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Now (47) gives∑
q≤Q
∣∣ψ(R)(x; q, a)∣∣ ≤ (C6xR−1+(C7+C8)Q√x) log3 x log logQ+C12x(log log x)2
logA x
.
(85)
Since R = logA+3 x and Q =
√
x/ logA+3 x, we have∑
q≤Q
∣∣ψ(R)(x; q, a)∣∣ < (C6 + C7 + C8
log log x
+ C12
)
x(log log x)2
logA x
. (86)
Since we see that R ≥ (log x0)A+3 > 7920, we have
≤x log log x
logA+1 x
∑
1<r≤R
µ2(r)
ϕ(r)
∑
q≤Q
r
µ2(q)
ϕ(q)
<
x log log x
logA+1 x
(C11 + logR)(C6 + logQ)
<
x(log log x)(C11 + (A+ 3) log log x)
2 logA x
≤(A+ 3)C13x(log log x)
2
2 logA x
,
(87)
Using this in place of (75), we obtain∑
q≤Q
µ2(q)
∣∣ψ(R)(x; q, a)− ψ(1)(x; q, a)∣∣ < (C10 + (A + 3)(C0 + e−100)C13)x(log log x)2
2 logA x
(88)
and therefore∑
q≤Q
µ2(q)
∣∣ψ(1)(x; q, a)∣∣ < (C6 + C7 + C8
log log x
+ C12 + C10 + (A + 3)(C0 + e
−100)C13
)
x(log log x)2
2 logA x
.
(89)
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