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Abstract. Specifications of XML documents typically consist of typing
information (e.g., a DTD), and integrity constraints. Just like relational
schema specifications, not all are good – some are prone to redundancies
and update anomalies. In the relational world we have a well-developed
theory of data design (also known as normalization). A few definitions
of XML normal forms have been proposed, but the main question is why
a particular design is good. In the XML world, we still lack universally
accepted query languages such as relational algebra, or update languages
that let us reason about storage redundancies, lossless decompositions,
and update anomalies. A better approach, therefore, is to come up with
notions of good design based on the intrinsic properties of the model
itself. We present such an approach, based on Shannon’s information
theory, and show how it applies to relational normal forms as well as to
XML design, for both native and relational storage.
1 Introduction
Data organization is one of the most fundamental topics in the study of databases.
In fact, the concept of normalization was proposed by Codd [5] in 1971 – a mere
year after he introduced the relational model. By 1974, the standard 2nd, 3rd,
and Boyce-Codd [6] normal forms (2NF, 3NF, BCNF) had been developed. Bern-
stein’s work on 3NF in the mid 1970s [3] is often viewed as the birth of database
theory. It was understood very early by both database practitioners and the-
oreticians that having well-organized and well-designed databases is absolutely
crucial for storing, querying, and updating data. Already in the 1980s, the stan-
dard normal forms such as 3NF and BCNF were covered by the majority of
database texts.
After three decades of relational dominance, we have seen a new data format
that is extremely widely used and can seriously challenge relational databases.
Thanks to the proliferation of data on the web, much of it now appears in various
markup language formats, of which XML is the most common one. Given the
amount of data available in XML, it is natural to expect that some of XML
designs will exhibit problems similar to those of relational designs, and indeed
this is the case. As a simplest example, we can represent an arbitrary relational
schema R1(A11, . . . , A
1
n1), . . . , R1(A
k
1 , . . . , A
k
nk
) in XML by means of the following
DTD D1:
db → R1, . . . , Rk
Ri → tuple∗i , i ≤ k
that declares Ai1, . . . , A
i
ni to be the attributes of tuplei. This way, a bad rela-
tional design translates into a bad XML design, inheriting its problems such as
redundancies and update anomalies. But there are other ways to have designs
prone to update anomalies due to the hierarchical nature of XML. Consider,
for example, the following DTD D2 for storing information about conference
publications:
db → conf ∗
conf → paper∗
paper → author+, title, year
with author, title, and year elements each carrying an attribute with its value.
Now suppose we know – and this is a reasonable assumption – that all papers
in a conference have the same publication year. Then the year information is
redundant, as it is stored repeatedly for all papers in the conference. In addition
it is likely to lead to update problems: if a year needs to be changed, one cannot
do it just once; instead it needs to be changed for every paper in the conference.
To build foundations of good XML design, we need to answer the following
two questions:
1. How do we recognize poor XML designs, and how do we convert them to
good designs? In other words, we want to develop a theory of normalization
for XML.
2. What constitutes a good XML design? In other words, we want to formulate
criteria for good XML designs. In the relation case, one usually appeals to
the intuitive notions of redundancy and update anomaly. But this approach
is problematic in the case of XML for three reasons:
– First, due to the complicated hierarchical structure of XML documents,
it is harder to see when a schema contains redundancies.
– Second, the notion of an update is not nearly as clean as the notion of
relational updates, which makes it hard to say what constitutes an up-
date anomaly (especially in the absence of a universally accepted notion
of XML updates).
– Third, there is no query language with the same yardstick status as rela-
tional algebra has for relational databases. The process of normalization
needs to be lossless (meaning that the original data can be recovered from
a diﬀerently designed schema). Thus, the notion of losslessness depends
on a query language.
Thus, we need an approach based on “standards-free” XML concepts, that
is, concepts that will not change even if the W3C comes up with a new query
or update language for XML tomorrow.
Several XML normal forms have been proposed recently, see, e.g., [1, 18, 17,
19, 8]. They diﬀer in terms of schema and constraint description, but are based
on essentially the same set of transformations, ﬁrst proposed in [1]. As for the
work on justiﬁcation of XML normal forms, an approach was proposed in [2]
based on information theory. The idea of the approach is that we measure the
amount of redundancy in a design regardless of any query/update language for
a data model. This approach, when applied to relational design, conﬁrms our
intuitive view of which designs are good [2, 12], and then it can be applied in
the case of XML to reason about XML designs for both native [2] and relational
storage [13].
We give a brief survey of these developments. We start with a quick overview
of relational normalization. After that, we introduce the main idea of XML
normalization. We then present the intuition behind the information-theoretic
approach to normalization, and show how it justiﬁes commonly used relational
normal forms. Finally, we analyze the implications of the information-theoretic
approach to XML design.
2 Relational normalization: a brief reminder
We give an overview of two normal forms based on functional dependencies
(FDs): the third normal form 3NF, and the Boyce-Codd normal form BCNF.
If integrity constraints are speciﬁed as FDs, the main cause for problems in
a design is a functional dependency X → Y in which the left-hand side X is not
a key. For example, if we have three attributes A,B,C and an FD A → B, then
a given value a of A can be associated with an arbitrary number of values of the
C-attribute, i.e. we can have tuples (a, b, c1), . . . , (a, b, cn) in a relation, but the
value of the B-attribute must be the same in all of them, as it is determined by
a. Hence, we store b unnecessarily many times. Besides, an attempt to update b
leads to problems as it needs to be updated in all of the tuples – otherwise the
database would be inconsistent.
A standard solution in this case is to split a schema into two; in this case,
into AB with a key dependency A → B, and AC. In general, if we have an FD
X → Y , and Z is the set of attributes that are not dependent on X , one splits
the schema XY Z as follows:
πXY
X Y Z
. . . . . . . . .
πXZ
X Y
. . . . . .
X Z
. . . . . .
Thus, a “bad” FD X → Y is translated into a key dependency X → Y in
the relation with XY attributes, and generates a foreign key from the relation
with XZ attributes.
If we have a relational schema given by a set of attributes U and a set of
functional dependencies F , we write F+ for the set of all FDs logically implied
by F . We say that a schema is in BCNF if, for every nontrivial FD X → Y in
F (i.e. Y ⊆ X), it is the case that X is a key; in other words, X → U ∈ F+.
Intuitively, BCNF completely eliminates all the redundancies, as it eliminates
“bad” FDs, and replaces them by keys and foreign keys. It does suﬀer from one
problem, however. Consider a schema with three attributes A,B,C and two FDs
AB → C and C → A. This schema is not in BCNF, since C is not a key. If we split
it into AC and BC, we lose the FD AB → C. In other words, the decomposition
is not dependency-preserving, and in fact no lossless decomposition of this schema
is. Hence, it is impossible to achieve complete elimination of redundancies and
dependency-preservation at the same time.
If dependency-preservation is important (and it usually is, since it is impor-
tant to maintain consistency of the data), one may have to settle for less than
BCNF. Recall that an attribute is called prime if it belongs to a candidate (min-
imal) key. Now assume that in a schema we allow two conditions for a nontrivial
FD X → Y : either X is a key (as in the case of BCNF), or every attribute
in Y −X is prime. This is the deﬁnition of the third normal form 3NF (actu-
ally, this is not the original deﬁnition but a reformulation by [20], which is most
commonly used these days).
A good property of 3NF is that every relational schema admits a lossless
dependency-preserving 3NF decomposition. However, such a decomposition is
not guaranteed to eliminate all the redundancies, but it restricts them to values
of prime attributes. 3NF is a very common database design used in practice [15].
3 Measuring the amount of redundancy
Our goal is to provide a way of reasoning about XML designs without appealing
to the notions of queries and updates for XML documents. Before introducing
such techniques for XML, we would like to test them in the well-understood
relational case, where we know what constitutes a good design.
The main idea of our approach, which was ﬁrst proposed in [2], is as follows.
Given an instance R of a schema with attributes A1, . . . , An and FDs F , we
deﬁne a notion of relative information content of a position p in R with respect
to F . It will be denoted by RicR(p|F ). Here a position is identiﬁed by a tuple
and an attribute. We deﬁne it in such a way that
0 ≤ RicR(p|F ) ≤ 1,
with RicR(p|F ) = 1 saying that position p carries no redundancy whatsoever.
In general, the less the value of RicR(p|F ) is, the more redundancy this position
p carries.
This notion is deﬁned using the concept of entropy, more precisely, a certain
conditional entropy. The notion of entropy was used in the past to reason about
database constraints [7, 14], but it is a bit of challenge to make it relative to
a set of constraints F . The general idea is as follows. We want to measure the
amount of information in p with respect to an arbitrary set P of positions in the
instance R. This way we account for all possible interactions between p and sets
of positions in R, and then we take the average such amount of information as
the value of RicR(p|F ).
To measure the amount of information in p with respect to a set of positions
P , assume that we lose the value in position p, and that we have a set of k possible
values v1, . . . , vk to choose this value from. We shall assign a certain probability
πi(P ) of picking the right value to each of the vi’s – this is the probability that
vi is a possible value for position p, given the information provided by positions
P . We then look at the entropy of this distribution:
RickR(p, P |F ) =
k∑
i=1
πi(P ) log
1
πi(P )
.
Note that this value is dependent on k, the number of possible values to put in
position p.
The entropy tells us how much information is provided by a certain random
event. For example, if there is only one way to replace the missing value by some
vi, then RickR(p, P |F ) = 0, meaning that the information content of position
p is 0, and that the value is redundant as it can be inferred from the rest.
The opposite case when all the values vi’s are possible with equal probabilities
πi(P ) = 1k . This is the the least redundant case, when we can infer nothing
about the value in position p. In this case, RickR(p, P |F ) = log k, the maximum
value of an entropy of a discrete distribution on k elements.
Now our measure (almost) is the average value of RickR(p, P |F ) over all sets
P of positions:
RickR(p|F ) =
1
2N−1
∑
P⊆Positions(R)
RickR(p, P |F ),
where N is the total number of positions in R (i.e. the number of tuples in R
multiplied by the number of attributes in R).
To compute the πi(P )’s, we need the FDs in F . Now suppose that the value
if position p is vi, and we lose the values in positions P . We now look at the
ratio of the number of value assignments to position in P (from the same set
v1, . . . , vk) that make the resulting instance satisfy all the FDs in F . These are,
essentially, the πi(P )’s (in addition one needs to normalize these values to ensure
that
∑
i πi(P ) = 1).
We have almost deﬁned our measure; the only problem is that RickR(p|F )
depends on k. Since the domain of values is assumed to be countably inﬁnite,
as the measure RicR(p|F ) we take the limit of the ratio of RickR(p|F ) and the
maximum entropy for a discrete distribution on k values, i.e.
RicR(p|F ) = lim
k→∞
RickR(p|F )
log k
.
It was proved in [2] that this limit always exists (in fact it exists for far more
general classes of constraints than FDs), and thus can be taken to be the rel-
ative information content of a position in an instance with respect to a set of
constraints F .
Some basic facts about the measure RicR(p|F ) from [2]:
– The value of RicR(p|F ) is independent of the syntactic representation of
the FDs in F . That is, if F and G are two sets of FDs and F+ = G+, then
RicR(p|F ) = RicR(p|G).
– 0 ≤ RicR(p|F ) ≤ 1.
– If F = ∅, then RicR(p|F ) = 1 (if there are no constraints, there is nothing
to tell us that the schema may not be well-designed).
4 Applying the measure: relational designs
We now use the information-theoretic measure to deﬁne well-designed schemas.
Definition 1. A relational schema given by a set of FDs F is well-designed iﬀ
RicR(p|F ) = 1 for every instance R of the schema and every position p in R.
In other words, the schema is well-designed if no position in any instance of
the schema admits any redundancy.
Theorem 1 (see [2]). A schema given by FDs is well-designed iﬀ it is in
BCNF.
This conﬁrms our intuition that BCNF completely eliminates redundancies.
This result was further extended in [2] to deal with other classes of constraints
such as multi-valued and join dependencies, and justify normal forms such as
4NF [9].
But what about the normal form most commonly used in practice, i.e. 3NF?
The ﬁrst result looks rather discouraging: 3NF schemas may admit an arbitrar-
ily high amount of redundancy (demonstrated by arbitrarily low values of the
measure).
Proposition 1 (see [11]). For every 0 < ε < 1, one can ﬁnd a 3NF relational
schema given by a set of FDs F , an instance R of that schema and a position p
in R such that RicR(p|F ) < ε.
However, the situation is not as bad as it might seem. First, the result requires
schemas with a large number of attributes. More importantly, it has been known
for a long time [20] that not all 3NF designs are equally good: for some schemas
already in 3NF, better 3NF designs can be obtained by applying the standard
3NF synthesis algorithm [3].
3NF designs guarantee the integrity of the database. One may ask whether
3NF is the best choice of a dependency-preserving normal form. That is, if we
look at all normal forms that guarantee dependency-preservation (hence exclud-
ing BCNF), is it 3NF that has the least amount of redundancy?
The answer to this is positive. Assume thatNF is some dependency-preserving
normal form: i.e., every schema admits a lossless dependency-preserving decom-
position into NF . We deﬁne the guaranteed information content provided by
NF as the largest number c ∈ [0, 1] such that every schema may be decomposed
into NF in such a way that in all instances R of the decomposed schema and
all positions p, the information content RicR(p|F ) is at least c.
If RicR(p|F ) ≥ c, then 1− c is the price of dependency preservation, denoted
by Price(NF): that is, the minimum amount of information content one must
lose due to dependency preservation. The following theorem shows that among
normal forms that guarantee dependency preservation, 3NF is the one with the
least amount of redundancy.
Theorem 2 (see [12]). Price(3NF) = 1/2. Furthermore, if NF is an arbitrary
dependency-preserving normal form, then Price(NF) ≥ 1/2.
Furthermore, we can analyze “good” 3NF schemas produced by the standard
synthesis algorithm. We refer to them as 3NF+ schemas (they can be syntac-
tically characterized [20], but for our purposes it suﬃces to think of them as
3NF schemas that cannot be further decomposed using the standard synthesis
algorithm of [3]).
To compare 3NF and 3NF+ designs, we use a new concept of a gain of
normalization function. To deﬁne it, assume that we have a condition C on
schemas consisting of FDs. We ﬁrst deﬁne the set of possible values of RicR(p|F )
for m-attribute instances R of schemas satisfying C:
POSSC(m) = {RicR(p|F ) | R satisﬁes F, F satisﬁes C,
R has m attributes}.
We are now interested in the lowest possible value in such a set, i.e. inf POSSC(m)
(typically these sets are dense subsets of intervals (ε, 1], so the inﬁmum – ε –
is well-deﬁned). For two normal forms NF1 and NF2, the gain of normalization
function GainNF1/NF2 : N→ R is
GainNF1/NF2(m) =
inf POSSNF1(m)
inf POSSNF2(m)
.
In other words, we measure the ratio of the least amount of information in
instances of NF1- and NF2-schemas, which tells us how much better NF1 can
be compared to NF2.
Let All be the set of all (unnormalized) schemas.
Theorem 3 (see [12]). For every m > 2:
– Gain3NF/All(m) = 2;
– GainBCNF/3NF+(m) = 2;
– Gain3NF+/All(m) = 2m−2.
Stated informally, an arbitrary 3NF design is at least twice as good as not
doing any normalization at all. Furthermore, good 3NF designs are much better
– in the worst case, they are within a constant factor of two of the best BCNF
designs in terms of the amount of redundancy, while guaranteeing dependency-
preservation.
5 Applying the measure: XML designs
The information theoretic measure is very robust. It lets us justify relational
normal forms and go beyond them – we saw how to use it for normal form com-
parison, for example. It was also shown in [2] how to reason about normalization
algorithms using the information-theoretic measure.
We now switch our attention to XML, and show that the same information-
theoretic techniques give us a notion of redundancy-eliminating normal form,
which is an analog of BCNF, as well as a notion of “second best” form, similar
to 3NF. Namely, we shall do the following.
1. We deﬁne functional dependencies for XML, for specifying constraints.
2. We then show that the information-theoretic measure applies to XML doc-
uments.
3. We present the notion of a redundancy-eliminating normal form, called XNF,
and sketch an algorithm for converting XML designs into XNF.
4. Finally, we analyze good XML designs assuming XML documents are shred-
ded into relations. Again, we show that XNF eliminates redundancies.
We start with the notion of functional dependency. An analog of a relational
attribute in the case of XML is a path through a DTD, i.e. a sequence of labels
consistent with the DTD of a document. For example, if we represent a relational
schema with attributes ABC and FDs AB → C and C → A by a DTD D:
r → tuple∗ (1)
with tuple having attributes @A,@B,@C, respectively, then the FDs will be
represented as follows:
{r.tuple.@A, r.tuple.@B} → r.tuple.@C
r.tuple.@C → r.tuple.@A (2)
If we look at the DTD D′ for storing information about conferences and papers:
db → conf ∗
conf → paper∗ (3)
where the element type paper comes with attributes @author,@title,@year, then
we have an FD
db.conf → db.conf.paper.@year (4)
For example, it is natural to expect that all the papers appearing in XSym 2007
will have 2007 as the year of their publication.
The notion of satisfaction of FDs should be intuitively clear from these ex-
amples; the interested reader is referred to [1] for a formal deﬁnition that relies
on a notion of tree tuples.
Now we have XML schemas which are given by DTDs D and sets of XML
FDs F . If we have a document T that conforms to D and satisﬁes constraints in
F , we can deﬁne a set of positions in that document as the set of all the places
where an attribute value occurs (more precisely, as sets of pairs (v,@l), where v
is a node identiﬁer in a tree, and @l is an attribute associated with that node).
Once we have the notion of positions, we can deﬁne the measure
RicT (p|F )
in exactly the same way as we deﬁned RicR(p|F ), except that the we use the
set of positions in a document T as opposed to the set of positions in relation
R. It satisﬁes all the same basic properties as RicR(p|F ).
We then say that an XML speciﬁcation (D,F ) is well-designed if for every
document T that conforms to D and satisﬁes F , and every position p in T , we
have RicT (p|F ) = 1.
How do we characterize the notion of being well-designed? To see what a
reasonable normal form for XML might be, we analyze the examples shown
above. Given the DTD (1) and FDs (2), let us look at the FD r.tuple.@C →
r.tuple.@A. The left-hand side implies r.tuple.@A, but since @C is not a key, the
left-hand side does not imply r.tuple – indeed, @C does not determine the tuple
uniquely.
Looking at the DTD (3) and the FD (4), we see that the left-hand side of (4)
does not imply db.conf.paper (as this would mean that there was a single paper
published in the proceedings!).
So what is common to these examples? In both cases we have:
– redundancy built into the speciﬁcation – in the ﬁrst case it is essentially a
non-BCNF relational design, and in the second case the attribute @year is
stored multiple times;
– an FD of the form X → path.@l such that X → path is not implied by other
FDs.
This was the motivation for the following deﬁnition given in [1].
Definition 2. An XML speciﬁcation (D,F ) given by a DTD D and a set F of
FDs is in the XML Normal Form (XNF) iﬀ for every FD X → path.@l implied
by F , it is the case that X → path is also implied by F .
This turns out to be the deﬁnition suggested by the information-theoretic
approach.
Theorem 4 (see [2]). An XML speciﬁcation (D,F ) given by a DTD D and a
set F of FDs is well-designed iﬀ it is in XNF.
Two speciﬁcations seen earlier are not in XNF. A natural question is then
how to convert them into XNF. Looking at the ﬁrst example, we have to apply
the usual relational decomposition; for example, a new DTD will look like
r → tuple∗, rnew
rnew → tuple∗new
where tuple has attributes @A,@C, and tuplenew has attributes @B,@C. We
put in the FD r.tuple.@C → r.tuple, since @C is a key, if tuple contains only
@A and @C as attributes.
In the second example, we do not make a relational split, but instead simply
make @year an attribute of conf, which eliminates the violation of XNF seen
above.
An algorithm for converting a speciﬁcation into XNF is essentially this:
keep applying the “relational split” and the “hierarchical attribute move”
steps illustrated above.
One can prove [1] that such an application of two basic transformation rules
results in an XNF design.
So far we made an assumption that XML documents are represented as
tree-structures. Very often, however, documents are shredded into relations [16].
One of the most common techniques for storing XML in relational databases is
inlining [16]. The idea is that separate relations are created for element types
that appear under a Kleene star, and all other element types are inlined in the
relations corresponding to their parents. Each relation for an element type has
an id attribute that is a key for that relation, as well as a parent id attribute that
is a foreign key pointing for the parent of that element. All the attributes of a
given element type in the DTD become attributes in the relation corresponding
to that element type.
For example, the relational schema for storing XML documents conforming
to the DTD in (3) would be
conf(confID,name)
paper(paperID, confID, title, author, year),
assuming that the conf element type has attribute @name. Keys are underlined.
It is known [13] that XML functional dependencies F are translated into more
general constraints over the inlined relational representation, more precisely,
into a set ΣF of equality-generating dependencies. The inlining mapping also
associates a position δ(p) of the relational representation with each position p in
the XML document.
Let (S,ΣF ) be an inlining translation (S,ΣF ) of (D,F ), where S is a rela-
tional schema, and ΣF is a set of equality-generating dependencies. We say that
(D,F ) is well-designed for relational storage iﬀ for every XML tree T conforming
to D and satisfying F and every position p in T , we have RicRT (δ(p)|ΣF ) = 1,
where RT is the relational instance of S into which T is transformed.
The next result shows that XNF captures the notion of being well-designed
for relational representation of XML documents as well.
Theorem 5 (see [13]). An XML speciﬁcation (D,F ) is well-designed for rela-
tional storage iﬀ it is in XNF.
Summing up, the following are equivalent for a speciﬁcation consisting of a
DTD D and a set of XML FDs F :
1. (D,F ) is well-designed;
2. (D,F ) is well-designed for relational storage;
3. (D,F ) is in XNF.
We conclude with a simple condition that guarantees “reasonable” designs
from the point of view of the information-theoretic measure. First, one can
show that for documents not in XNF, the values of both RicT (p|F ) and
RicRT (δ(p)|ΣF ) can be arbitrarily low [13].
One type of constraints often used for XML documents is relative: such con-
straints do not hold in the entire document, but only in a part of it restricted to
descendants of some element type [4, 10]. In the case of XML FDs, we say that
an FD {q1, . . . , qn} → q is relative if
– for some i ∈ [1, n], the path qi ends with an element type (rather than an
attribute);
– for all j = i, the paths qj extend qi (in other words, qi is a preﬁx of qj); and
– for some path p which is a preﬁx of qi and ends on an element type τ , there
exists an element type τ ′ and a rule τ ′ → e in the DTD such that τ occurs
under the scope of a Kleene star in the regular expression e.
Theorem 6 (see [13]). Let (D,F ) be a speciﬁcation in which every FD violat-
ing the XNF condition is relative. Then for every tree T conforming to D and
satisfying F and every position p in T , we have
RicRT (δ(p)|ΣF ) >
1
2
,
where RT is the relational instance into which T is transformed.
Thus, if we design an XML document that might violate XNF but the only
violating FDs are relative, then the redundancy of each position in the relational
storage of the XML document would not be worse than 12 . In other words, this
would match the worst-case redundancy of 3NF.
6 Open problems
The information-theoretic approach has completely clariﬁed the situation with
good relational designs, and best possible XML designs for both native and
relational storage. However, it is not yet entirely clear how to handle non-perfect
designs that do not eliminate all redundancies. We provided an example of a
suﬃcient condition that matches the bounds on the measure given by 3NF.
However, it is not known whether one can achieve eﬀective normalization with
respect to that condition, nor is it known whether the condition guarantees
dependency-preservation.
The notion of dependency-preservation itself is much less understood for
XML. It was shown in [11] that one can produce XML designs capturing 3NF
relational designs that do not have dependency-preserving BCNF decomposi-
tions in a way that accounts for all the constraints. This needs to be explored
further, as it opens a possibility of storing relations in XML in a way that elimi-
nates redundancies and guarantees dependency-preservation, even if there is no
such relational representation.
Finally, it would be nice to extend the idea of using the information-theoretic
framework for reasoning about and comparing diﬀerent shredding techniques for
XML documents.
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