Abstract System health diagnosis serves as an underpinning enabler for enhanced safety and optimized maintenance tasks in complex assets. In the past four decades, a wide-range of diagnostic methods have been proposed, focusing either on system or component level. Currently, one of the most quickly emerging concepts within the diagnostic community is system level diagnostics. This approach targets in accurately detecting faults and suggesting to the maintainers a component to be replaced in order to restore the system to a healthy state. System level diagnostics is of great value to complex systems whose downtime due to faults is expensive. This paper aims to provide a comprehensive review of the most recent diagnostics approaches applied to hardware systems. The main objective of this paper is to introduce the concept of system level diagnostics and review and evaluate the collated approaches. In order to achieve this, a comprehensive review of the most recent diagnostic methods implemented for hardware systems or components is conducted, highlighting merits and shortfalls.
INTRODUCTION
Integrated Vehicle Health Management (IVHM) is a capability that enables condition monitoring of high value industrial assets and offers numerous services to stakeholders [1] . IVHM outputs can be applied to optimize individual project plans as well as an organization's overall business plan. The understanding of a system's fault modes can provide feedback for the design of new products that can then be made to be more robust to faults and embed intelligent fault detection features.
Maintenance costs contribute significantly to the overall operational cost of high value industrial assets [2, 3] . Thus, optimization of maintenance activities can substantially contribute to overall operational cost reduction. One of the most important services that IVHM can provide is a provision of Condition Based Maintenance (CBM) [4] . CBM targets in suggesting maintenance actions before the performance of an asset has deteriorated to a level that will lead to an unscheduled interruption of its operation [5] . This leads to improved and more robust maintenance plans and potential cost reduction strategies. CBM is based on the implementation of intelligent diagnostic and prognostic methods. Diagnostics is a process of accurately detecting system faults and isolating their root cause. Prognostics moves a step further and targets in identifying the Remaining Useful Life of a system or a component before its replacement. There has been a profound interest from both Original Equipment Manufacturers (OEMs) and operators to advance their level of scientific understanding in the subject area in order to provision optimized maintenance scheduling of high value assets as well as to better align their business models to market needs [1] .
The main contribution of this paper is a review and discussion of system level diagnostics. A literature review of publications developed under this approach is conducted. A discussion is offered that identifies the main features of this approach, merits it can provide, limitations it faces and areas of further research.
In order to set the framework for system diagnostics, a review of existing diagnostic methods is presented. An algorithm-based taxonomy of existing methods is proposed. A literature review of the most recent and representative techniques of its respective category is conducted. Advantages and disadvantages of each category are outlined and the way these techniques were applied to system level diagnostics is discussed.
Scope of present work
System level diagnostics approach is especially beneficial in applications of high value industrial assets whose downtime for unscheduled maintenance is expensive. This approach suggests quickly and accurately to a system's maintainer the component that should be replaced to restore the asset to operational condition.
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Diagnostic methods developed so far focus on the component level and, sometimes, on the system level. In order to clarify this distinction, an example of a compressor (component) in a gas turbine engine (system) is considered. Applying a diagnostic analysis on the engine (system level), the major interest is detecting a fault in the system and identifying the component (e.g. compressor) that if replaced will restore the system to the healthy state. Under a system level diagnostic analysis, the root cause of the component's fault is not the main concern. In the example of the compressor fault, the root cause could be related to fouling, tip clearance, erosion, corrosion, foreign object damage [7] .
In the light of the aforementioned background, the main objective of this paper is to review and discuss the work conducted on system level diagnostics. The main features of this approach are introduced, methods that were developed under this approach are presented along with their advantages and limitations.
Discussion of system level diagnostics, prerequisites a review and discussion of the main features, advantages, and shortfalls of existing diagnostic methods. The quest for each stakeholder is to employ the most suitable diagnostic method(s) that will enable the optimum utilization of the data acquired from their asset of interest to optimize maintenance. Therefore, knowledge of the key pros and cons of each available method plays a vital role on provision the implementation of the most suitable diagnostic method. Thus, another contribution of this paper is a review and discussion of the most recent public domain literature dedicated towards the diagnostic problems. A taxonomy that categorizes diagnostic methodologies based on the algorithms they use is proposed. Initially, diagnostic reasoning techniques that can be used individually or in combination with other diagnostic methodologies are presented. This paper details model based and data driven methods. Methodologies based on expert systems are outlined since they offer a unique approach, but the discussion conducted is limited. Finally, applications of combining model based and data driven methods and creating hybrid techniques are described.
It is to be noted that the aim of this work is not to conduct an exhaustive search of publications of each category but to discuss the most recent work conducted under each respective approach. This work refers to methods that have been developed in order to apply diagnostics in a systematic way. However, it should be mentioned that since diagnostics is an engineering problem, heuristic methods can always be part of the solution (e.g. cracks or leaks at mechanical systems can be discovered with visual inspections or nondestructive inspections [8] ).
The remaining part of this paper is organized as follows. In section 2, a taxonomy of diagnostic methods is proposed and fault reasoning techniques are presented. In section 3, rule and case based reasoning methods are presented. In section 4, model based diagnostic techniques are illustrated, while in section 5 data driven techniques are described. In section 6, hybrid techniques that combine model based and data driven methods are outlined. In Section 7, the system level diagnostic concept is presented and a literature review of the most important publications is conducted. In Section 8 and 9, a detailed discussion and concluding remarks are elaborated respectively.
TAXONOMY OF DIAGNOSTIC METHODS AND DIAGNOSTIC REASONING TECHNIQUES
Categorization of diagnostic methods can be conducted in many ways depending on predefined criteria. For example, a taxonomy of diagnostic algorithms can target to categorize methods based on their application to various fault severity modes (e.g. minor degradation, major degradation, complete destruction). Another categorization of diagnostic methods can separate them in qualitative methods that conduct the analysis using qualitative criteria of system parameters (e.g. increase in a temperature, decrease in mass flow), or in quantitative methods that extract their results by comparing system parameters on predefined thresholds (e.g. component electrical resistant higher that 10kΩ). In this paper, a taxonomy of diagnostic methods is proposed using an algorithmbased perspective. Figure 1 presents A discussion that is conducted for each respective category informs the reader for the inputs each one requires and compares their advantages and disadvantages. Also, the analysis of each respective category compares the advantages and shortfalls of various algorithms in each category (e.g. accuracy, response time, ease of application).
At this section, techniques that can be used in combination with the diagnostic methods and will be referred in this paper as "Diagnostic Reasoning Techniques (DRT)" will be presented. DRT can either be used individually when conducting a diagnostic analysis or can be used as a preprocessor in order to enhance the accuracy and response time of the results. The most widely used DRT are Failure Mode Effect and Criticality Analysis (FMECA), Decision (Fault) Trees, Directed Graphs and Decision Matrices (DMatrices).
A FMECA breaks down the system into its subsystems and components and works in a bottomup way starting from the failure modes each component can present and propagates its effects upwards to the higher system levels. As it is described by [9] , a system's FMECA analysis answers the questions: "what problems could arise?", "how likely are these problems to occur and how serious are they if they happen?", "how can these problems be prevented?". In [10] there is conducted a FMECA study on an industrial gas turbine. The analysis conducted had two branches. Two separate FMECA are conducted on the gas generator subsystem and on the lubrication subsystem. The FMECA was based on onedimensional models of the respective subsystems. The results of this study could identify failure modes in components in each respective subsystem, based on their effect on the overall system performance. Another application of FMECA, as suggested in [11] , is that it can provide a database of system fault modes, which a diagnostic method should target to identify.
A Decision Tree models the system in the same way as a FMECA (higher levels-major subsystems, lower levels-components). However, the diagnostic analysis is conducted by traversing the tree topdown. Higher level nodes are related to major subsystems and lower level nodes correspond to components or different failure modes in the same component. At every node of the tree, a system's parameter is compared to a baseline value and depending on the result of the comparison lower branches of the tree are being excluded. The algorithm terminates when it reaches the lowest nodes of the tree. Depending on the fault modes that the analysis targets to capture, different architectures can be developed. For example, in a pipe fault case, the decision tree should be constructed differently depending if the analysis just targets to capture the faulty pipe or it targets to capture the root cause of the pipe failure (e.g. leakage, blockage). In [12, 13] , was developed a fault tree of an aircraft fuel system. Fuel tank imbalance faults were considered at higher levels of the trees and faults such as pump failure or pipe leakage were modelled on the lower levels. The proposed methodologies could capture the injected faults. Ambiguity groups among some components were developed in few cases.
Another way of identifying possible system and component fault modes is the Directed Graph DIAGNOSTYKA, Vol. 20, No. 1 (2019) Skliros C, Esperon Miguez M, Fakhre A, Jennions IK.: A review of model based and data driven … 6 analysis. The nodes of the directed graph represent the system components failure modes and are connected with directed and weighted edges. The edges indicate the effect that a component fault has on other components that are connected with. Starting from a node where the observed values deviate from normal, the algorithm back-traces the directed graph and all possible fault combinations can be identified. The authors in [12] conducted a diagnostic analysis on an aircraft fuel system, using a directed graph. In this case study, a blocked valve node is connected to a fuel flow node with a weight of "-10", while nodes of pipes that have normal fuel flow operation are connected with a weight of "+1".
Considering a system with its corresponding sensors, a Decision Matrix (D-Matrix) is a table with its columns and rows corresponding to the system failure modes and sensors respectively. The values of the matrix can be either binary or real numbers and represent the way each failure mode is reflected to each sensor. In [14] there are reviewed different techniques for creating and integrating Dmatrices. The D-matrices are separated into three categories; Engineering D-matrix (ED), which is extracted from a physics based analysis of the system; Document D-matrix (DD), which is extracted from maintenance logs and Historic Dmatrix, which can be built utilizing historic knowledge that correlates various symptoms to their corresponding failure modes. Integration of diverse types of D-matrices requires expert or domain knowledge of the application under examination. By using a D-Matrix, the designer understands the critical measurements that reflect each component's health state. This can result in the development of more accurate and faster diagnostic rules.
EXPERT SYSTEM
Expert system methods contain the rule based reasoning approach and the case based reasoning approach. Rule based reasoning is a technique in which the diagnostic results are extracted by propagating the system's observations through a set of rules. The embedded rules are derived from the knowledge of an expert or a group of experts. An expert system can be defined as: "A computer program designed to model the problem solving ability of a human expert" [15] . There are two ways of building an expert system, forward chaining reasoning and backward chaining reasoning. The forward chaining technique propagates the system observations through the expert system's rules and has diagnostic results as its output. In the backward chaining, a fault hypothesis is initially suspected and the expert system investigates if the hypothesis can be supported from the observations, using a predefined set of rules.
Case base reasoning is a methodology of solving an existing problem based on the knowledge acquired by solving the same or similar problems in the past. Under the case base reasoning approach, old solutions and outputs of old problems that are similar to the case under examination are collected. Selecting the old case that most resembles the case under examination, based on predefined criteria, an initial solution is proposed. Through a series of steps involving adjustment and modification of the initial solution, the final solution is extracted. In the case of diagnostics, the solution may have the form of a specific failure mode on a system. The methods of rule and case based reasoning require the system expert knowledge of experienced personnel or a large historic database of solutions of various cases. Both prerequisites are hard to acquire in many cases. When a diagnostic analysis is conducted based on limited experience of the system failure modes, the corresponding symptoms or successful troubleshooting actions, the rule and case base reasoning methods are not applicable. This paper focuses on reviewing the developed diagnostic methods in applications where little or no historic knowledge of the system failures and troubleshooting is available. To this end, the next sections discuss model based and data driven methods in more detail.
MODEL BASED METHODS
Model based methods, use a physics model of the system or component under examination, to conduct the analysis. Physical parameters calculated by the model are compared with system observations and by using various techniques faults can be detected and their root cause can be isolated. Model based methods can be further separated into two major categories, an approach developed by the Control Engineering community, Fault Detection and Isolation (FDI), and an approach developed by the Diagnostic Artificial Intelligence (DX) community.
Fault Detection and Isolation (FDI)
Considering a physical system the FDI approach considers two alternative methods, hardware redundancy and analytical redundancy. The methodology used by both techniques is based on creating redundant information for a system under examination. By analysing the residual vector created by comparing the redundant system information to the observed measurements faults can be detected. In hardware redundancy, redundant information is generated from a hardware module (component or sensor) that operates in parallel with the main hardware module. In analytical redundancy, a system simulation model generates the redundant information.
Hardware Redundancy
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Hardware redundancy has fault detection capabilities as well [17] . This is accomplished by considering two system modules (components or sensors) that work in parallel and a comparator box that compares the modules values. A fault can be detected when an inconsistency is observed. This technique cannot isolate the faulty module, but it can detect a fault in one of the two compared modules [16] .
Analytical Redundancy
Analytical redundancy methods conduct an analysis on the residual between a system's observations to its simulation model. An analysis is conducted on the generated residual in order to detect faults in the system (residual evaluation). Analytical redundancy algorithms target in creating residuals insensitive to sensor and process noise but sensitive to system faults (residual generation). The generated residual must be close to zero at a system's healthy state and greater than zero when faults exist. The main advantage of analytical redundancy compared to hardware redundancy is that this technique does not require additional hardware. On the other hand, a limitation of this method is that diagnostic accuracy is highly dependent on the fidelity of the simulation model.
Residual evaluation targets in decreasing the false alarm rates and building algorithms robust to noise. Statistical hypothesis testing techniques are used for residual evaluation. The null hypothesis is defined as the fault free case. Observing the system parameters, if the null hypothesis is considered to hold, no faults are detected. When the null hypothesis is no longer valid, a fault is detected [18] . Rejecting or confirming the null hypothesis is based on rules derived from probability theory. For example, if a 95% confidence rule is set, having a dataset of pressure measurements against time and 95% of the measurements are within a predefined healthy threshold the system can be considered healthy, otherwise, a fault is detected. The most popular hypothesis testing algorithms used in diagnostics are: Sequential Probability Ratio Test (SPRT) [19] , Cumulative Sum (CUSUM) algorithm [20] and General Likelihood Ratio Test (GLRT) [18] . Hypothesis testing algorithms can be designed to detect either single faults or multiple faults [21] .
Residual (parity) space method is a residual generation technique. Under this approach, system inputs and outputs are represented by vectors. Using a simulation model that is built on mathematical equations, output system values are predicted. Thus, the residual is the algebraic difference of the observed and the simulated output vector. The simulated output vector depends on constants defined in the system's mathematical equations. These constants are selected in such a way that produce a residual close to zero at a fault free case and residuals higher than zero when faults exist [22] . A fault diagnostic analysis based on parity space method was conducted in [23] on a brushless DC motor. The proposed methodology considered the mechanical and the electrical system of the motor operating in isolation (no interconnection between them) and could accurately detected injected faults in each one of them.
An alternative technique for residual generation is based on optimal estimation algorithms (observers). The difference this technique has compared to parity space method is that a system's simulation model is not based on mathematical equations but on optimal estimation algorithms (Kalman filter, weighted least square, etc.) that can estimate a system's outputs based on its inputs [24] . Under this approach, specific faults can be isolated selected by the algorithm's designer. This can be done by considering all other faults as noise and selecting the constants of the simulation model appropriately in order to produce residual higher than zero only in the presence of a predefined fault [25] [26] [27] [28] [29] .
Residual generation can also be conducted using a technique called parameter estimation [30, 31] . Under this technique, a system is modelled using mathematical equations and deviation of its nominal operation (healthy state) can be modelled by adjusting properly equations parameters. These parameters represent features of the physical components, e.g. resistance for electrical components, or effectiveness for mechanical components. Based on the observed input and output measurements, the physical parameters can be estimated using optimal estimation techniques (Kalman filter [32, 33] , weighted least squares [34] ). Faults are detected by correlating parameters that deviated from their nominal baseline to system components. For example, a decrease in the value of a parameter representing a heat exchanger's efficiency in an air conditioning system suggests degradation in the heat exchanger component. A parameter estimation method has been applied on a brushless D.C. motor considering separately the mechanical subsystem and the electrical subsystem of the motor [35] . Two faults were injected into each respective subsystem and the proposed methodology could capture the deviations on the physical parameter values and attribute the faults to the respective components. Parameter estimation, has been widely applied in gas turbine diagnostics (Gas Path Analysis -GPA), initially by [36] and further developed by [34, [36] [37] [38] [39] [40] [41] .
Diagnostic Artificial Intelligence (DX)
A model based approach to detect and isolate systems faults was developed by the Diagnostic Artificial Intelligence (DX) community [42] . This 
Fault detection challenges
Fault detection is highly dependent on the model's accuracy, in [43] there is developed a method of adjusting properly the component equations to be insensitive to noise and disturbances, but sensitive to faults. Based on the complexity of the modelled system and the model's capability of incorporating noise and disturbances, there have been proposed diagnostic rules based on fixed thresholds [44] or adaptive thresholds [45] [46] [47] .
A major obstacle observed in general in all fault diagnostic applications is a trade-off between probabilities of false alarms to probabilities of misdetections. Under DX approach, in [46] there is developed a technique that was able to quantify these probabilities and select a fault detection threshold that could minimize them. Another method of controlling false alarms to misdetections ratio was proposed by [48] . For every observed parameter, a rule is defined that the fault threshold should be exceeded at least "x" times at "y" consecutive time slices, in order for a fault to be detected.
Fault isolation challenges
At the fault isolation step, based on the functional interconnections among the components, all possible combinations of components that can theoretically be faulty are identified. The number of the identified sets grows exponentially in the number of components. In cases of complex systems with many components, the exhaustive search algorithm for identifying possibly faulty components, leads to algorithms with high computational time [49, 50] . Stochastic algorithms [51] and machine learning algorithms [52] have been used to solve the problem more efficiently.
One of the main techniques used for fault isolation is the probabilistic reasoning approach. Under this technique, a probability is assigned to each set of possibly faulty components, based on the existing observations (available sensor measurements). The assigned probabilities are based on Bayes rule and are updated every time a new sensor observation becomes available. A-priori probabilities used Bayes rules are usually calculated from statistical data describing component faults [49] . The authors in [50] proposed another methodology of assigning probabilities to components being faulty. At this methodology, each component is assigned a probability of being faulty, not based on the available sensor measurements, but based on the number of possibly faulty sets it is contained in. It was proved that the latter approach can produce accurate fault isolation results without considering all possible fault combinations of faulty components, thus the computational time of the method was reduced.
Constraint suspension introduced by [42] is an alternative fault isolation technique. Under this approach, components are serially excluded from the system model and physical parameter values are not propagated through their equations. Every time a component is excluded, values of system's physical parameters are propagated through the remaining model components. If inconsistencies continue to be present between the estimated and the observed values, then the suspended component is not considered to be faulty. However, if after excluding a component, estimated and observed values are consistent, this component is suspected to be faulty.
A limitation this technique faces is that there may be cases where the suspension of a component may result in insufficient number of parameter values to conduct consistency check for all remaining components [44, 48] . In such cases, ambiguity groups are created.
A component "comp_1" belongs to the ambiguity group of component "comp_2" if by excluding component "comp_2" from the model, consistency check cannot be conducted to the input and output values of component "comp_1". Formation of ambiguity groups depends on the existing sensor suite, the equations used for modelling components and the connection types [53] . A case study on the NASA rover's power system was conducted in [53] comparing the ambiguity groups formatted depending on the different sensor suites installed. The selection of the appropriate sensor suite depends on the specific application in order for the algorithm to be able to identify faults and usually it targets the most critical components.
Fault detection challenges
A fault diagnostic approach has been developed based on system modelling using bond graphs [54] [55] [56] [57] . Using a bond graph model a cause-effect relation can be developed among a system's physical parameters. For example, fluid pressure (cause) in a tank can generate fluid flow (effect) in a pipe. When faults occur, positive or negative deviations (inconsistencies) are captured between the observed and the modelled values of the system's causes or effects. Based on the deviation of its nominal value (increase or decrease) causeeffect relationships can detect possible qualitative deviations of component characteristics (decrease in the effectiveness of mechanical components). In most applications, there exist more than one faulty candidate components. In such cases, each candidate fault generates a different rate of change Comparing each fault's cause-effect deviation signature, with measured system's values the faulty component can be isolated.
DATA DRIVEN METHODS
Diagnostic analysis conducted by data driven methods is based on machine learning algorithms and statistical algorithms. Data driven algorithms correlate system observed measurements with a health state (healthy or faulty) and solve regression and classification problems (machine learning) or assign a probability of a system or a component being healthy or faulty (statistical). These techniques have been proved to be successful in isolating both component and sensor faults.
It is noted that the methods that will be presented at the next sections are the most popular techniques applied for diagnostics. There exist many different variations of data driven algorithms. For example, there have been developed different types of Artificial Neural Networks (Probabilistic, Dynamic, etc.) or different dimensionality reduction algorithms (Principal Component Analysis, Non-Linear Principal Component Analysis, Partial Least Squares, etc.) that are not explicitly discussed in this paper. However, their fundamental characteristics and their main objectives fall into the methods described in the next sections.
Machine Learning (ML)
Machine learning is a field of computer science also called soft computing. Machine learning targets in estimating the output of a mathematical problem for any given input, by developing a set of rules derived from discrete solutions of the problem under examination. There have been developed various algorithms that propose different ways for developing the estimation rules (Artificial Neural Networks, Support Vector Machines, etc.). Machine learning is currently one of the most rapidly developing field in computer science with application on fields such as; image recognition [58] and economics [59] , since it has been proved to provide accurate solutions in complex problems that analytical methods fail. At this section the most popular techniques applied on diagnostic problems will be discussed.
Artificial Neural Networks (ANN)
The basic principle of neural networks is the mapping of a set of inputs to a set of outputs under the influence of weights and thresholds. Every input vector corresponds to a desired output vector and the goal is to adjust the weights and the thresholds of the neural network to create an output vector as close as possible to the desired vector. The appropriate adjustments of the neural network weights and thresholds permit an optimal mapping (empirical risk minimization) [60] . To assign the appropriate weights and thresholds of the neural network an optimization problem must be solved (training of the network) and the computational time for training a neural network is linear in terms of the depth of the network [61] .
The underlying dangers of using ANN are: i) divergence of the algorithm, ii) trapping in local extrema and iii) overfitting [62] . Divergence and trapping of the algorithm on local extrema is a consequence of using deterministic optimization algorithms in the training stage. Techniques that can mitigate the risk of divergence and trapping of the algorithm in local extrema due to deterministic optimization algorithms can be found in [63] . Overfitting of a neural network is the situation where the network over-conforms to the training examples and cannot produce reliable outputs for new examples [62] . A major reason for the overfitting of a neural network is the use of too many training examples. A rule of thumb to avoid overfitting, suggested in [62] is that the number of trainable weights must be smaller than the number of samples. ANN can model physical systems with respect to non-linearity [62] and have been used in diagnostic applications.
Component fault detection and isolation is approached using ANN by two different techniques. Under the first technique, a neural network is trained in such a way that using the operating conditions as inputs, produces the estimated system's values. The estimated values are compared with the real system measurements and when appropriate thresholds are exceeded faults are detected [64] [65] [66] Under the second technique, a neural network gets as inputs the system measurements and estimates the system physical parameters. This approach can detect a fault and link the abnormal physical parameter to its corresponding component [67] [68] [69] .
An architecture of ANN called Auto Associative Neural Networks (AANN) that map an input vector to itself was proposed by (70) . In cases where the input vector represents sensor measurements, AANN have been proved successful in noise filtering. Applications of pre-processing sensor measurements for noise filtering on gas turbines using AANN have been discussed in [71] [72] [73] [74] .
Support Vector Machines (SVMs)
Support vector machines were initially introduced in [75] . The target of SVM is to separate data points with distinct characteristics in an optimal way. An optimization problem is solved using Laplace multipliers and KKT (Karush-KuhnTucker) conditions. SVM selects a linear function to separate the data points in two-dimension space. If the data cannot be linearly separated into two dimensions, they are projected into higher dimensions using kernel functions (polynomial, radial-basis, sigmoidal) where can be linearly separated. A shortfall of SVM classification is their slow response and as a mitigation action, optimization techniques that can select the appropriate parameters used into the method's mathematical equation have been proposed in [76] .
SVM have been used widely in gas turbine diagnostic problems by utilizing their optimal classifier feature. SVM can be trained on a dataset of engine measurements, containing both healthy and faulty engine states. Therefore, when engine measurements enter a SVM, they can be classified as either healthy or faulty [77] or linked to specific faults [78] [79] .
A technique that combined ANN and SVM applied on a vehicle, was proposed by [80] . At the first stage, an ANN is used to detect faults by comparing the residual between the input and the output to a nominal threshold. The fault isolation is conducted by a multiclass SVM.
Fuzzy Logic (FL)
Fuzzy logic is a mathematical technique derived from set theory that has been applied to fault diagnostic problems. The authors in [81] used fuzzy logic both for fault detection and for threshold adaptation. Initially, a residual was created between a system's observed values and its mathematical model. Fault detection using fuzzy logic is conducted in three stages: fuzzification, inference and defuzzification. During the fuzzification step, membership functions for various residual groups are defined. Each data point of the residual space is assigned a degree of membership at each residual group. The next step is the inference, where each fault is corresponded with one or more residual groups. Finally, in the defuzzification step, each fault case is associated with a crisp value under predefined rules [82] .
The most current trend is the combination of fuzzy logic with classification algorithms (ANN, SVM). Fuzzy logic is used in the initial stage in order to cluster the observed parameter into fuzzy sets (fault modes) and a classification algorithm is trained to classify system parameters to its corresponding health state. In [83] there is conducted a diagnostic analysis on a Heat Ventilation and Air Condition system (HVAC) using fuzzy logic and neural networks. At the fuzzy logic stage, degrees of membership to five fuzzy sets (healthy, temperature sensor error, valve position sensor error, valve stuck open, valve stuck closed) were assigned at three system parameters (temperature, valve position, air flow). A neural network was trained to classify the system parameters to its corresponding set. The proposed methodology was applied to simulated and experimental data and could accurately detect and isolate the system's faults. In [84] there is developed a fault diagnosis algorithm for a wind turbine. The proposed algorithm uses a kernel fuzzy c-means clustering algorithm to cluster vibration signals into fuzzy sets (fault modes). The fuzzy sets are used for training a multiclass SVM that classifies input parameters to their corresponding fault modes. The proposed methodology was compared to a multiclass classic SVM and an ANN, without using the fuzzy logic stage, and demonstrated higher accuracy. The authors in [85] use a fuzzy c-means clustering algorithm to cluster exhaust gas temperature data from an industrial gas turbine. The fuzzy dataset is used to train and test a multiclass SVM on the failure modes that had been identified in the clustering step. A neural network was also tested for the data classification but the SVM demonstrated higher accuracy.
Genetic Algorithms (GA)
Genetic algorithms are stochastic optimization algorithms. The advantage they have compared to deterministic optimization methods is that they do not require the computation of the gradient of a function, so the objective function is not necessary to be differentiable. Their disadvantage is that the computational time required is much longer compared to the deterministic methods [86] .
Genetic algorithms have been utilized in gas turbine diagnostics, both for sensor diagnosis [87, 88] and for components diagnosis [87, [89] [90] [91] ]. An objective function that incorporates the residual between a system's simulated measurements and the real observations is defined. The variables of the objective function are the components physical parameters, which will be estimated using GA. Observing the residual between a parameter's estimated values compared to its nominal values, faults can be detected at the corresponding components. In gas turbine applications genetic algorithms demonstrated better diagnostic results when compared to the Gas Path Analysis (GPA) method [89. 91] , as well as with neural networks and fuzzy logic [89] .
A serious drawback of using GA is their slow response. Techniques have been proposed to decrease the high computational time of GA. In [87] there is proposed a technique in which only specific parameters of the objective function are allowed to deviate. These parameters are selected based on engineering judgment of each specific application. In [90] there is proposed a strategy that allows the algorithm to make bigger steps at the initial stages, so the search is accelerated. The authors in [89] introduce the response surface method, which allows the algorithm to discard members of the population that are not in the region of the global minimum at the initial stages.
Statistical Methods
Techniques derived from statistics and probability theory can be used to conduct diagnostic analysis. Statistical methods can be used to detect outliers in datasets which can either be a DIAGNOSTYKA, Vol. 20, No. 1 (2019) Skliros C, Esperon Miguez M, Fakhre A, Jennions IK.: A review of model based and data driven … 11 pre-processing part of the analysis or can suggest faulty cases. Principal Component Analysis (PCA) has been mostly used for this kind of applications. Also, Bayesian probability analysis and DempsterShafer theory can offer results presenting the probability of occurrence of a fault mode based on the measured parameters.
Principal Component Analysis (PCA)
PCA is a statistical technique that maps high dimension datasets into lower dimensional space. The lower dimensional data are called principal components of the initial dataset and are selected to maintain the variability existing in the original data [92] . In fault diagnostic applications, especially in cases where the data size is large and many data point have almost identical variances, it is beneficial to conduct a PCA on the initial data set in order to reduce the size of the data to be processed.
PCA technique for fault diagnosis can either be used as a pre-processor so that reduced dimension data can be analysed from another algorithm. In [64] PCA was applied on data from a rotating machinery and the principal components were used to train a neural net. In [93] there is conducted a diagnostic analysis on an electronic device that is used to monitor human pulmonary functions. Initially, PCA is conducted on healthy data. A kmeans clustering algorithm is applied on the reduced dimension principal components to identify the various patterns existing for the various operational modes. The Q test (Q test is a mathematical technique used to identify outliers out of a sample of measurements) was used to define the appropriate threshold for each cluster. The fault isolation step is conducted using a neural network. When a fault is detected, a neural network, that has been trained to predict sensor values, is used. Data collected a few sampling points before the fault occurrence are introduced to the neural network and if the predicted values are different from the observed values, the sensor is declared faulty. The proposed methodology was applied on real system's data and could accurately identify the injected sensor fault.
The authors in [94] introduced a technique called Multi Scale Principal Component Analysis (MSPCA). The proposed methodology, applied at a chemical plant, leverages both the advantage of the wavelet transform that considers the correlations within sensors and PCA that captures the correlations among the sensor measurements. The system data are decomposed on various levels from the wavelet transform and at the next step are analysed using PCA. Using the Q test appropriate thresholds for fault detection can be established. The proposed methodology was tested on real system data and demonstrated better diagnostic results compared to the conventional PCA without pre-processing the data using the wavelet transformation. The authors in [95] developed a diagnostic methodology that incorporates wavelet transformation and PCA for a building air handling unit. The data are pre-processed by the wavelet transformation and the low frequency features are excluded from the analysis because they are due to weather or load variations and not due to component faults. PCA was applied on data from the real system in the fault free case before and after the wavelet pre-processing. The results demonstrated that when the data are not preprocessed false alarms are flagged. The corresponding thresholds were defined using Q test. The proposed methodology was tested on faulty cases and could accurately identify the existing faults.
Bayesian network
Bayesian network architecture is a way to represent the joint probability of various events by means of capturing the effects each one of them has upon the others. The three main characteristics of a Bayesian network are: i) that each problem variable is represented by a single node, ii) the nodes are connected by directed edges formatting a directed acyclic graph, and iii) each node is assigned a conditional probability distribution (with the parent nodes as parameters). An important prerequisite of constructing a diagnostic Bayesian network is the estimation of the a priori probability of the system's variables that are used in Bayes rule [96] . The determination of the a-priori probability can be based either on historical data or on expert knowledge. Bayesian networks have been used successfully on diagnostic applications, since they have the advantage of using probability assignment on the fault detection and isolation task that are useful in the design procedure of the diagnostic algorithms as well as in decision making [97] .
In [98] a Bayesian network methodology for fault diagnosis is proposed. The architecture of the network considers three levels (causes, symptoms, faults). The faults are categorized in catastrophic or degraded. Depending on the way the causes, symptoms and faults are interconnected, they are categorized in multiple or common causes/symptoms and cascading faults. Appropriate probability thresholds are assigned for the algorithm to classify each case. Using the node interconnections, sensitivity analysis is conducted to investigate which of the causes or symptoms contributes more to the faults. The proposed methodology was applied on a power plant's centrifugal compressor and the results demonstrated that the proposed metrics could accurately capture the causes or symptoms that affected the faults under investigation.
In operation and direct to fault nodes. The additional information nodes capture data derived from visual inspections, historic logs and other heuristic sources of information and enhance the diagnostic accuracy of the algorithm or point out meaningful inspections to the technical personnel. The proposed method was tested on experimental data and could successfully detect and isolate component faults. The advantage of this method is that it was developed without considering fault data, thus, it can be implemented in cases were historic fault data are unavailable.
Dempster-Shafer theory
Another technique derived from the probability theory and has been applied to fault diagnosis is Dempster-Shafer (D-S) theory. Under the D-S framework, degrees of belief are assigned to individual members or subsets of a set of events based on the existing evidence. The main difference compared to Bayesian network approach is that the belief value of a fact and its corresponding negation are not necessarily complementary [101] .
In [102] there is developed a diagnostic methodology using D-S theory, that was applied to an aircraft's Auxiliary Power Unit (APU). The aim of the proposed methodology was to calculate the probability of multiple faults existing in the system. Different diagnostic algorithms are used to detect faults in the various subsystems existing in the APU (i.e. gas generator subsystem, fuel subsystem, etc.). Calculation of belief values for each algorithm under the D-S framework are based on various evidence (sensors, features and method each algorithm uses). Diagnostic algorithms are classified as highly dependent, weakly dependent or independent based on the overlap of the evidence they use. Using D-S fusion rule on the results of highly dependent, weakly dependent and independent algorithms, belief values of the existence of various fault modes are created. The step forward of the proposed approach is that multiple faults can be detected (with a belief value) and a list of the most probable faults is created. The shortfall of this approach is that the rules used at the D-S fusion step must be defined by the designer and require expert knowledge of the application under examination.
HYBRID METHODS
Data driven techniques have been used in combination to produce more accurate results or achieve a faster response. Fuzzy logic has been used in combination with ANN and SVM (section 5.1). PCA has been used in combination with ANN and wavelet transformation (section 5.2). In [103] there is developed a diagnostic algorithm by combining genetic algorithms with fuzzy logic applied at an HVAC system. Diagnostic rules, expressed by threshold values, for various system faults are generated by a fuzzy logic algorithm. An objective function having as variables the rules (thresholds) is created and a genetic algorithm is used to calculate the threshold values that optimize the objective function.
Algorithms created by combining more than one data driven technique remain a data driven approach. This section focuses on algorithms that combine model based and data driven techniques (hybrid methods). Hybrid methods aim to enhance the diagnostic results by leveraging the advantages and avoiding the limitations of their consisting techniques [104] .
The authors in [105] apply a diagnostic methodology that combines the FDI method and the support vector machine technique on a vehicle's antilock braking system. A physical model of the system is created and four component faults and one sensor fault are considered into the analysis. The parity space technique (FDI), which has the advantage of faster response, is used to isolate the sensor faults and one component fault. The observer based (FDI) technique, which can construct residuals more robust to noise, is used to isolate the rest component faults. Finally, the SVM technique is used to isolate the two remaining component faults, which could not be distinguished using FDI approaches.
In [106] there is proposed a methodology that uses model based techniques for fault detection and data driven techniques for fault isolation. The proposed methodology is applied on a vehicle's electronic power system, observing six system values and considering four system component faults. The CUSUM algorithm (residual evaluation from the FDI technique) was used to detect faults in the system by comparing the cumulative sum of the squared residuals of the observed measurements to a predefined threshold. The fault isolation step consisted of three stages: dimensionality reduction, fault classification, severity estimation. Partial Least Square (PLS) algorithm was used to reduce the dimensionality of the dataset. The reduced dimensionality data was used to train machine learning algorithms (Support Vector Machine, Probabilistic Neural Network, and Nearest Neighbour) to classify different faults. Finally SVM regression is used to estimate the fault severity. The proposed methodology was tested on data collected by a simulation model. The results demonstrated high classification rate and fault severity estimation accuracy improved as the fault severity increased.
In [107] there is developed a hybrid fault diagnosis algorithm for fault detection and isolation. The proposed methodology was applied to an HVAC system. Simulations were conducted considering healthy conditions and three component faults under various severity degrees. At the fault detection stage, the moving average method (residual evaluation from the FDI technique) is used to detect a fault by evaluating the residual between healthy and faulty simulation
A SVM was trained to classify the faults under examination. This methodology was tested on simulation data and could accurately detect the injected faults.
SYSTEM LEVEL DIAGNOSTICS
An emerging topic among the diagnostic community during the last decade is the system level diagnostic approach. System level diagnostics targets in accurately assessing the system's health state and when a fault is detected, identifying the system's faulty component. The system's components considered in the analysis are defined by the designer and are the Line Replaceable Units (LRU) of each application. System level diagnostics is an approach that targets in informing the maintainer which LRU should be replaced when a system is not performing properly. A standard definition for system level diagnostics is still missing from the literature, but there are two major features that can be identified under this approach:  Both structural and functional interconnection of the system components is being considered.  When a faulty component has been identified, the diagnostic analysis is not continued in more detail to identify the root cause of the faulty component.
In [11] there is developed a system level diagnostic algorithm using a model based methodology applied on a helicopter's gearbox. Initially, a database is created that contains the system's building components, their possible fault modes and physical parameters (Condition Indicators -CI) that can capture these fault modes. Based on the system structure, a functional model that describes the functionality of each component is created. Each element of the functional model is correlated with one or more fault modes and each fault mode is associated to one or more condition indicators. Based on the relationship between the fault modes and the condition indicators, a faultsymptom matrix is created. Using this matrix, the faulty components can be uniquely identified. After the fault identification, using the system's structure, a fault propagation tree is created. This tree points out components that are probable of developing a fault, due to their adjacency to a faulty component. The proposed technique was applied on a helicopter's intermediate gearbox considering as condition indicators different frequency bands captured by two accelerometers at the input and at the output of the gearbox. The diagnostic analysis could isolate all component faults.
In [108] the authors apply system level diagnostic methodology on a Heat Ventilation and Air Condition (HVAC) system. The proposed algorithm consists of two modules, a sensor fault detection module and a component fault detection module. As regards the sensor fault detection module, Principal Component Analysis (PCA) was used to reduce the dimensionality of the data and the Q test was used to detect sensor faults. For the component diagnosis module, subsystems of the same type of components, e.g. a Heat Exchanger subsystem (consisting of all the Heat Exchangers of the system), were considered to break the system down to a subsystem level. Appropriate physical parameters for each subsystem were selected (Performance Indicators -PIs). The PIs reflect the system's health state and can detect faults in the corresponding subsystem group. This methodology could accurately detect sensor faults or high severity components faults when examined separately. Limitation of this methodology were that its accuracy in detecting faults was decreased in cases of low severity components faults and in cases were sensor and component faults were combined.
The authors in [109] developed a system level diagnostic method to detect HVAC component faults that lead to delta-T syndrome. Delta-T syndrome is a phenomenon where water temperature difference produced from an Air Handling Unit (AHU) is lower than the design value. In this application the subsystems considered are an Air Handling Unit and Heat Exchangers since these are the systems that can cause delta-T syndrome. For each one of them, appropriate physical variables (Performance Indices -PI), that can effectively capture each component's degradation, are selected. PI baselines are created offline based on healthy historic data. Residual between observed PI and baseline PI is compared to adaptive threshold that captures the variations due to operating conditions. When the residual exceeds a PI threshold a fault is isolated to the corresponding component. The proposed method was tested and could accurately detect and isolate faults into systems under examination when a low delta-T syndrome occurs.
In [110] there is developed a methodology of estimating the health state of a battery of an electric vehicle. Batteries for electric vehicles consist of many cells and the techniques that focus on the cell level diagnostics cannot guarantee accurate system level diagnostics. In this study, the battery cells can be connected either to the "main" output, which is used to supply the electric vehicle with power or to the "test" output, which is used for the diagnostic analysis. The diagnostic analysis conducted on the cells connected to the "test" output can use any component (cell) -level technique. Data collected from a simulation model under healthy and faulty conditions were used to conduct the diagnostic analysis. An experimental rig was used to validate the simulation model. A parameter estimation technique (from the FDI method) was used to assess each cell's health state (component level). It is concluded that as the number of cells connected to the test output increased, the accuracy of the diagnostic results increase as well. An important contribution of this methodology is that the cells used for diagnostics are randomly selected, thus the analysis is conducted at a system level.
In [111] there is developed a method of assessing the health state of a building's power consumption subsystems (HVAC, lighting, lift, etc.). The system's data were classified into working days and non-working days. Furthermore, depending on weather conditions and operating modes of the subsystems, data were separated into cooling or heating categories. A building's power consumption system was divided into four major subsystems and a diagnostic analysis based on different time periods (hourly, weekly, daily) was conducted. By combining physical parameters for every component, appropriate metrics (Energy Performance Indices -EPI) that describe its corresponding performance are created. Based on historic data, regression models create the baseline for each Energy Performance Index. Conducting a statistical analysis on the data, thresholds that can detect faults and suggest their severity can be defined. Weekly diagnosis could accurately detect the total building's power consumption faults. However, there were cases were various system faults oversubscribed with each other and the weekly diagnosis could not accurately isolate a specific fault. Daily and hourly diagnosis could identify subsystems that operated under faulty conditions. The specific component and the root cause of the failure could not be identified by the algorithm and physical inspection was required.
The authors in [112] applied a system level diagnostic methodology at an aircraft's Environmental Control System (ECS). The proposed method breaks the ECS down into two major subsystems and each subsystem into two major components and one sensor module. Initially, a sensor dependency matrix (D-Matrix) is created that identifies the sensors that can capture deviations in each component's health state. The fault detection strategy used traverses the system's pyramid top-down. Thus, at the first step, a subsystem that contains a fault is identified and at the second step, the specific faulty component or sensor module is isolated. The diagnostic analysis is based on neural networks. For training of each neural network for every subsystem and every component, there was considered a dataset for a healthy case and a dataset for a faulty case. The healthy case considered the subsystem or the component under examination to be healthy while one of the remaining components, in another subsystem, is faulty. The faulty case considered the component under examination to be faulty while all other components are healthy. The proposed methodology was tested and could accurately detect faults in all components under examination. Compared to an alternative training method which considered that at the healthy case every component was healthy and at the faulty case the component under examination being faulty and every other component healthy, the proposed training method demonstrated more accurate results. This proves that capturing the component's interconnections increases the diagnostic accuracy.
In [113] there is developed a methodology that can detect and isolate faults in an aircraft's fuel system, using a Bayesian network. The proposed method could accurately estimate the degree of degradation of the component under examination. The novelty introduced in this work is that the calculation of a component's degradation level considered other system components suffering from various degrees of degradation. A Bayesian network was constructed considering the probability of multiple components being degraded at the same time. The results demonstrated that following this technique the various components degradation levels could be accurately identified. Compared to a Bayesian network that did not consider the probability of various components being simultaneously degraded, the proposed methodology demonstrated higher accuracy.
In [114] there is developed a system level diagnostic approach applied on a HVAC system. The proposed method considers the system components interdependencies. At the first step, physical analysis of the system under examination is conducted and the most representative features that can accurately detect and isolate the components' failure modes are selected. The selected features are used to create a Bayesian network that connects features (symptoms) to the corresponding fault modes with their respective probabilities. The system faults under examination, as well as their respective a priori probabilities, are estimated using historic data. Optimal estimation techniques were used to capture variables necessary for the mass and energy balance in cases were physical sensors were missing. The proposed method was tested in two different case studies. In the first one a fault was considered only in one subsystem and in the second, faults could be present in two subsystems simultaneously. This study highlights that if the diagnostic analysis cannot capture the components interconnection in different hierarchical levels or the supplementary role various components have in the same level, the accuracy of the diagnostic results decreases. The case studies considered, demonstrated that when the components interconnections (mass and energy balance) are captured in the Bayesian network, the diagnostic results were more accurate.
SUMMARY & DISCUSSION
This section consists of two parts, the first part summarizes and discusses diagnostic methods, highlighting advantages and shortfalls of each one. The second part analyses more thoroughly the system level diagnostic concept, aiming to emphasize capability for specific applications as well as this concept's strengths and weaknesses. Also, there is discussed the way existing diagnostic 
Diagnostic Methods Summary
Each of the diagnostic methods elaborated in the previous sections offers specific advantages and disadvantages and demand compliance with particular prerequisites for their successful implementation. Major considerations include:
i. Installed sensors or hardware; ii. Online or offline application. Discussion of advantages, disadvantages of each method as well as requirements for their successful application, was carried out at each respective section. This section offers a comprehensive summary of the pros and cons of each method and the availability of their application.
Model based methods define thresholds and rules for fault detection and isolation based on physics based simulation models. Analysis under this approach is highly dependent on modelling accuracy. This means that these methods are very useful for OEMs that have an accurate understanding of the system's behaviour (e.g. thermodynamic design analysis, structural design analysis). Accurate engineering understanding allows development of high fidelity models which can produce more precise diagnostics. System operators that are able to develop lower fidelity models require implementation of more complex fault diagnostic algorithms (e.g. adaptive thresholds, consecutive occurrence of faults) in order to achieve acceptable fault detection rates.
A design challenge faced by all diagnostic methods is false alarms to misdetections ratio. This problem usually arises due to noise or unmodelled parameters that exist in a system's operation. The advantage of model based methods is that this ratio can be controlled. A proposed technique controlling this ratio is by selecting appropriate fault detection thresholds. These thresholds can either be selected by the designer of the diagnostic algorithm (subjectively) or can be quantified and selected objectively [46] . The great advantage of model based analysis is that algorithms can be developed based on engineering knowledge of the system without the requirement of fault history of the system or component under examination. On the other hand, a disadvantage of this method is that complex systems cannot be easily modelled.
Data driven methods are based on machine learning and probability theory algorithms. Supervised or unsupervised learning algorithms are used to solve classification problems (classify systems or components healthy or faulty), probabilistic and stochastic algorithms are used to assign probabilities to systems or components associated with their health condition. Data driven algorithms are used in combination in many applications in order to combine high accuracy features (SVM, GA) with fast response features (neural networks). Results produced by data driven methods are based both on the quality of the data used for training the algorithm as well as the training strategy used. Good quality training datasets should contain a wide representation of the system and component failure modes with the corresponding physical parameter values. Lower quality datasets require more complex training strategies that may need to combine more than one algorithm. A disadvantage of the data driven methods is that they cannot be easily adjusted in order to optimize the rate of false alarms to misdetections and are referred to as "black box" methods. Data driven methods are useful in cases where complex systems are under examination and limited engineering understanding is available for their performance.
Section 3 illustrated that diagnostic methods based on expert systems require historic knowledge of the system faults as well as the corresponding maintenance actions. Even in cases where this information is available, it is challenging to interpret databases containing historic information and develop rules that can be used by computer algorithms. Also, the developed rules will be associated with systems working within a specific operational envelop and under common environmental conditions. However, diagnostic expert systems are valuable in cases where there are not sufficient sensors installed on the system under examination (legacy systems) and there is limited engineering knowledge for their performance. Table 1 gives of tabulated representation of the pros and cons of each category of methods described above. Understanding the advantages, disadvantages and the necessary requirements for successful implementation for each one of them, allows the diagnostic engineer to select the most appropriate methods for the application under examination.
System level diagnostics targets in accurately detecting faults in a system and identifying faulty LRUs. In industrial applications where unscheduled maintenance is expensive, prompt detection of faulty components that should be replaced is of great value.
A great strength of this approach is that it captures interconnections among system components. The analysis aims to identify fault symptoms that characterize each component's health state as well as cases where different components have identical fault symptoms. Table 2 summarizes reviewed publications of system level diagnostics presented in section 7, highlighting their main advantages and shortfalls. Most applications use a methodology of defining metrics or indicators that can be sensitive to a component's fault, but insensitive to all other components faults (physics based). Designing metrics or indicators that are sensitive to specific faults and insensitive to all other faults is similar to the idea of generating residuals that correspond to specific faults at FDI methods. The difference is that development of FDI residuals was based on intelligent matrix manipulation. In system level diagnostics, health metrics are based on engineering judgement and are selected by the designer. Defined metrics can be either individual physical parameters or a function of system's physical parameters. Health state of modelled components is associated with the defined metrics. These components may either represent an LRU or a group of LRUs. All battery cells can be tested.
Single physics system. Accuracy depends on the number of the tested cells.
Wind power plant
Unsupervised learning algorithms (DBSCAN, spectral clustering, PCA)
Fault detection capability for the overall power plant.
Single physics system. The faulty components could not be isolated.
Building power system
Energy Performance Indices Fault on the major energy consumption subsystems were accurately identified.
Single physics system. The exact faulty components could not be accurately identified.
Fuel system
Bayesian network Multicomponent degradation.
Single physics system. No sensor fault considered.
Data driven approaches such as neural networks [112] and Bayesian networks [113] have also been used for system level diagnostics. The key element that allows data driven algorithms to capture components interconnections is the training strategy used. As an example, is presented the methodology used by [112] , to train a neural network (The healthy case considered the subsystem or the component under examination to be healthy while one of the remaining components, in another subsystem, is faulty. The faulty case considered the component under examination to be faulty while all other components are healthy.)
However, there are still challenges in this area. System level diagnostic applications in the literature either consider a single sensor system [11] or a system operating under a single physical environment [108] [109] [110] 113] . Analysis of multiphysical systems has not been widely discussed.
Also, in cases where sensor and component faults were combined, diagnostic accuracy was lower compared to cases where each one of them was considered independently [108] . Methodologies more robust to combined sensor and component faults should be further developed.
An increasing trend among the diagnostic community is the integration of model based and data driven techniques (hybrid methods). In section 6, publications of hybrid methods were presented. These hybrid algorithms produce more accurate results and require less computational time compared to model based or data driven methods individually. This area should be further developed and applied more widely to system level diagnostics.
Concluding, areas of further research that could enhance the performance of system level diagnostics and expand its applications are:  Application of system level diagnostic approach on multiphysical systems  Integration of sensor and component faults  Further development of hybrid techniques and application on system level diagnostics
CONCLUSIONS
This work presents a review of system diagnostics. The necessity of this approach in optimizing maintenance tasks in high value assets is highlighted and examples of its applications have been given. The key features of this approach and techniques employed for their implementation have been presented. Strengths and limitations of this approach are presented and a discussion is conducted analysing the main reasons of the observed limitations and areas of further research were proposed.
Also, a literature review of the most recent diagnostic methodologies and diagnostic reasoning tools identified in the literature is conducted and a taxonomy is proposed. The wide spectrum of available diagnostic techniques is presented and their strengths and weaknesses are highlighted. This aims in informing the reader about the existing diagnostic methods and based on them introduce system level diagnostics. This is also important for the diagnostic engineer, since by understanding the main features, the advantages and disadvantages of diagnostic methods, the most appropriate technique(s) can be used to develop system level diagnostic algorithms on each application.
As a synopsis, the potential accuracy of the diagnostic results can be significantly improved in any given application by identifying the special features and by deploying the most compatible or a combination of most suitable diagnostic techniques. In addition, the proposed taxonomy can be regarded as an enabler to down select the most appropriate diagnostics technique, method, and any combination of methods best suited to diagnose a hardware system efficiently.
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