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Bell’s theorem shows that local measurements on entangled states give rise to correlations incompatible with
local hidden variable models. The degree of quantum nonlocality is not maximal though, as there are even more
nonlocal theories beyond quantum theory still compatible with the nonsignalling principle. In spite of decades
of research, we still have a very fragmented picture of the whole geometry of these different sets of correlations.
Here we employ both analytical and numerical tools to ameliorate that. First, we identify two different classes
of Bell scenarios where the nonsignalling correlations can behave very differently: in one case, the correlations
are generically quantum and nonlocal while on the other quite the opposite happens as the correlations are
generically classical and local. Second, by randomly sampling over nonsignalling correlations, we compute the
distribution of a nonlocality quantifier based on the trace distance to the local set. With that we conclude that
the nonlocal correlations can show a concentration phenomena: their distribution is peaked at a distance from
the local set that increases both with the number of parts or measurements being performed.
I. INTRODUCTION
Bell nonlocality [1] – the fact that local measurements
on some entangled states give rise to correlations incom-
patible with local hidden variable (LHV) models – has
become one of the cornerstones in our modern under-
standing of quantum theory. Beyond its fundamental
role, it is also at the core of many relevant applications
in information processing such as quantum cryptogra-
phy [2–5], randomness certification [6, 7], self-testing
[8–10], dimension witnesses [11–13] and communica-
tion complexity problems [14–16].
Despite being more than five decades old, Bell’s the-
orem still offers a number of experimental and theo-
retical challenges. It was only recently that the viola-
tion of a Bell inequality has been unambiguously con-
firmed experimentally [17–20]. From the theoretical per-
spective, very general frameworks have been developed
[21, 22] including generalizations of Bell’s original sim-
ple scenario – consisting of two distant parts making two
possible dichotomic measurements – to more measure-
ments, outcomes, and parts [23–25], sequential measure-
ment scenarios [26, 27], scenarios with communication
[28–34] and complex networks [35, 36]. However, still
very basic questions remain unsolved. At the center of
many open problems is the fact that there exist correla-
tions agreeing with relativistic causality – the so called
nonsignalling (NS) correlations – which are incompat-
ible with quantum predictions [37, 38], though. Un-
derstanding how to recover the set of quantum correla-
tions and more generally how to obtain a more refined
picture of its relation to the sets of local/classical and
nonsignalling correlations remains a very active field of
research [39–44].
In a typical Bell scenario with a finite number of parts,
measurements and outcomes, testing whether a given ob-
served correlation falls into the nonsignalling set is com-
putationally simple task, as it basically amounts to test
finitely many linear constraints [22]. On the other hand,
testing whether a correlation is local or quantum is con-
siderably more difficult. It is known that the set of local
correlations is a convex polytope [21], and as such can be
characterized by finitely many extremal points or equiva-
lently [45, 46] finitely many linear inequalities (the non-
trivial of which are known as Bell inequalities). While
we can easily list such extremal points, obtaining the
Bell inequalities is a notoriously thorny issue, the com-
plexity of which grows very fast as the Bell scenario of
interest becomes less simple. With the extremal points
of the polytope we can in principle test the locality of a
given correlation, but, once more the complexity grows
very fast and indeed this is a problem known to be intrin-
sically difficult, as it stands in the NP-hard complexity
class [21]. Finally, testing whether a given correlation
admits a quantum realization is even harder. The best
known solution is given by a hierarchy of semi-definite
programs that converges asymptotically to the quantum
set [47, 48]. The still very fragmented picture of the ge-
ometry associated with the correlations sets comes from
the inherent hardness in characterize them [49].
One way of getting around to such difficulties while
gathering at least partial information about the local,
quantum and NS sets is to consider their relative vol-
umes [50, 51]. More recently, machine learning tech-
niques have also been employed [52]. Another promis-
ing venue has been to employ probabilistic and sampling
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techniques [53–56]. For instance, in Ref. [53], estimat-
ing both the quantum norm and the classical norm of ran-
dom matrices with bi-orthogonally invariant probability
distributions, the authors proved that full correlators aris-
ing from local measurements on a pure bipartite quantum
system are generically nonlocal. If instead, the full prob-
ability distributions are considered [56], then the prob-
ability to find a N−partite qudit system violating any
Bell-inequality goes to zero, asymptotically in N, pro-
vided that d > mv(2m− 1)2, where m is the number of
measurements per party and v the number of outcomes
per measurement and d is dimension of the associated
Hilbert space.
Employing both numerical and analytical tools, in this
paper we provide further insight into the geometry of
the set of correlations arising in Bell scenarios. First,
considering a bipartite Bell scenario with an increas-
ing number m of dichotomic measurements and using
the probabilistic approach (as discussed, for example,
in [57]) we prove that nonsignalling full correlators are
generically nonlocal and quantum. It means that vol-
ume of the local set tends to zero, whereas the volume of
those correlations with quantum realization fills the en-
tire nonsignalling region. Surprisingly, we also noticed
that for a particular bipartite Bell scenario connected
with the so called n-cycle scenario [58–61] quite the
opposite happens: nonsignalling correlations are gener-
ically classical. Second, by employing a recently in-
troduced measure of nonlocality based on the trace dis-
tance [62], we consider a number of different Bell scenar-
ios (with increasing number of outcomes, measurements,
and parts) and numerically obtain the distribution of such
nonlocality quantifier over uniformly sampled NS corre-
lations. In most cases, and perhaps not surprisingly, we
obtain that the volume of the local set decays very fast
with increasing number of settings, outcomes or parts.
However, by considering the trace distance distribution
of such nonlocal points to the local set we have found
that some interesting concentration-phenomena can take
place.
The paper is organized as follows. Sec II introduces
the basic framework and provides an overview of the re-
sults. In Sec III and Sec IV we provide analytical results
regarding two scenarios where we only take into account
the full correlations produced in the experiment. More
precisely, in Sec III we analyze a bipartite Bell scenario
with increasing number of measurements per party and
in Sec IV we study the geometry of correlations in the
cycle scenario [58–61]. Sec. V discusses the distribution
of the nonlocality measure introduced in [62] in a variety
of Bell scenarios and points out to the emergence of con-
centration phenomena. Finally, we discuss our results as
well as potential venues for future work in Sec. VI.
II. PRELIMINARIES AND AN OVERVIEW OF THE
RESULTS
Through the paper, we will consider the paradigmatic
Bell scenario denoted by
Γ := (N,m,d), (1)
where N distant parts perform m different d-outcome
measurements on their shares of a joint physical sys-
tem. Initially, we restrict our attention to a bipartite sce-
nario (with straightforward generalization to more parts)
where N = 2 parts, Alice and Bob, perform measure-
ments labeled by the variables x and y obtaining mea-
surement outcomes described by the variables a and b,
respectively, as shown in Fig. 1.
x y
a b
A B
FIG. 1. Bipartite Bell scenario where two agents, Alice and
Bob, share a pair of correlated measurement devices, whose
inputs are labelled by x and y and outputs labelled by a and b,
respectively.
Assuming we do not have access to the internal mech-
anism of each box, our best description of the scenario is
therefore given by the joint statistics
p := {p(a,b|x,y)} ,
that is, a list containing the probability p(a,b|x,y) of ob-
taining outcomes a,b given that the parts have measured
x,y. In a classical description, based on the assumption
of local realism, such correlations can be decomposed as
pC(a,b|x,y) =∑
λ
p(λ )p(a|x,λ )p(b|y,λ ). (2)
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This so-called local hidden variable (LHV) description
implies that all the correlations between Alice and Bob
are assumed to be mediated by a common hidden vari-
able λ that thus suffices to compute the probabilities of
each of the outcomes, that is, p(a|x,y,b,λ ) = p(a|x,λ )
(and similarly for b).
However, as discovered by Bell, there exist quantum
correlations that do not comply with such classical de-
scription. More precisely, local measurements on entan-
gled states described by a density operator ρ give rise to
probability distribution
pQ(a,b|x,y) = Tr
[(
Mxa⊗Myb
)
ρ
]
, (3)
that might violate Bell inequalities, thus precluding its
explanation by LHV models.
Due to spatial distance, we do expect that outcomes of
a given part are independent of the measurement choice
of the other. This implies that the linear constraints
p(a|x) =∑
b
p(a,b|x,y) =∑
b
p(a,b|x,y′) (4)
p(b|y) =∑
a
p(a,b|x,y) =∑
a
p(a,b|x′,y), (5)
known as nonsignalling (NS) conditions must hold true.
Interestingly, there are NS correlations beyond what we
can achieve with quantum mechanics [37, 38], that is,
relativistic causality alone is not enough to single out the
set of quantum correlations.
Denoting the set of classical, quantum and
nonsignalling correlations, respectively, by CC, CQ,
CNS, a fundamental result in the study of nonlocality are
the strict inclusion relations:
CC ⊂ CQ ⊂ CNS. (6)
Strikingly, however, is the fact that apart from these strict
inclusions there are only few aspects known about the
relation of these three sets of correlations. To mitigate
that we employ here two different approaches that give
us further insights about these sets of correlations.
First, we will be interested in the relative volumes
between the sets. We identify two scenarios of inter-
est with very different features. Considering a bipartite
Bell scenario with an increasing number of measurement
choices, we show analytically that generally, the set of
correlations is quantum and nonlocal. That is, at the
same time that the volume of the local set shrinks, the
quantum and NS sets become arbitrarily close. On the
opposite direction, considering the cycle scenario, again
with an increasing number of possible measurements, we
show that the volume of local correlations tends to unity,
thus collapsing all the sets.
Arguably, however, the relative volume method does
not reveal the full picture of what really happens with the
set of correlations. Classifying each correlation either as
local or nonlocal is only a good indicative of what really
happens with those sets. By considering our second fig-
ure of merit, we show that this is indeed the case. We
not only decided whether a given correlation is nonlocal
but we have also quantified its degree of nonlocality. In
doing so, we employ a measure given by [62]:
NL(q)=
1
|x||y| minp∈CC D(q,p) (7)
=
1
2|x||y| minp∈CC ∑a,b,x,y
|q(a,b|x,y)− p(a,b|x,y)|,
to quantify the nonlocality of a given correlation q =
q(a,b|x,y). This is the minimum trace distance between
the correlation under test and the set of local correlations.
Geometrically it should be understood (see Fig. 2) as
how far a given dcorrelation is from the local polytope
defining the correlations (2), with the quantitative aspect
that the degree of nonlocality of q that is equal to zero if
and only if q is local. Beyond its geometrical and quan-
titative content, we point out that this distance has com-
putational and numerical appeal, as it can be evaluated
efficiently via a linear program [62].
Considering a number of different scenarios, we have
uniformly sampled over the NS correlations and com-
puted the distance of each sampled correlation to the set
of local correlations. Our numerical findings go with our
analytical results described above, by indicating that in-
deed there is an unexpectedly rapid convergence. For the
(2,m,2) and (N,2,2) scenarios our numerics indicates
that while the relative size of the local set shrinks very
fast (with an increasing number of measurements and
parts, respectively), a concentration phenomenon takes
part and it keeps nonlocal points at a distance, which in-
creases with m and N, from the local set. For the cycle
we observe a concentration of the volume close to the lo-
cal set. Finally, for the (2,2,d) scenarios with d = 3 and
4 our numerics opens two different venues for further in-
vestigation: either the volume of the local set increases
with d, contrary to what happens with the other scenar-
ios, or its volume decreases and shows a strong concen-
tration phenomenon around it.
III. WHEN NONSIGNALLING CORRELATIONS CAN
BE GENERICALLY QUANTUM AND NONLOCAL
We explore both analytically and numerically the rel-
ative behavior between the local and the quantum sets of
correlations with respect to the nonsignalling set when
one considers Bell scenarios Γ composed by two parts,
m measurement for each part and 2 possible outputs for
3
qp∗
d
CC
CNS
FIG. 2. Schematic drawing of a correlation q ∈ CNS and d =
NL(q), the distance (with respect to the `1 norm) from q to the
closest local correlation p∗ ∈ CC.
each chosen measurement, i.e.
Γ= (2,m,2). (8)
In addition, rather than use directly the set of corre-
lations {p(a,b|x,y)} as we have introduced in the previ-
ous section, it will be crucial for our findings to translate
from that probability distribution parlance to the correla-
tors language. Therefore, assuming without loss of gen-
erality that the labels of the outcomes belong to the set
{±1}, in this section we will only consider the following
objects:
τx,y := 〈x · y〉= p(11|xy)+ p(−1−1|xy)
− p(1−1|xy)− p(−11|xy) (9)
αx := 〈x〉= p(1|x)− p(−1|x) (10)
βy := 〈y〉= p(1|y)− p(−1|y) (11)
for each pair of measurements x,y ∈ [m]. Although it is
usual to call the matrices as in Eq. (11) as full-correlation
matrices, we will also interchangeably use the term cor-
relation matrix to match our nomenclature with that one
present in refs. [53, 63] we have based ourselves to ob-
tain our analytical results. Actually, while these re-
sults will mostly focus on a representative subset of the
full-correlation description of a Bell scenario (see Sub-
sec. III B 1), the reader should also notice that our numer-
ical findings (see Subsecs. III B 3 and III B 2) evidence
that the same conclusions for the local set also hold true
in the complete description of the (2,m,2) scenario.
A. Preliminaries
Plugging the explicit expression of classical and quan-
tum correlations in Eq. (11) one can justify our next def-
initions of local and quantum correlation matrices:
Definition 1. We say that a full-correlation matrix
τ is classical or local whenever there is a probabil-
ity space (Ω,P) and response functions Ax,By with
Ax(ω),By(ω) ∈ {−1,+1} for all ω ∈Ω satisfying:
τx,y =
∫
Ω
Ax(ω)By(ω)dP(ω). (12)
We denote the set of all such classical matrices by C .
Definition 2. We say that τ is quantum whenever there
exists Hilbert spaces HA and HB, a density opera-
tor ρ acting on HA ⊗ HB, and two families of self-
adjoint operators acting on HA and HB respectively with
maxx,y
{‖Ax‖,‖By‖}≤ 1, such that:
τx,y = tr[(Ax⊗By)ρ]. (13)
We denote the set of all such quantum matrices byQ.
Roughly speaking, the next two objects we are about
to describe, namely ‖ · ‖`n∞⊗pi `n∞ the projective norm and
γ2(·) the γ2-norm, are the most important objects within
our framework. We refer to [53] for all details, but the
reason why we are interested in these norms in the con-
text of correlators is due to their power in signalling out
the underlying content of a given full-correlation matrix
τ .
Definition 3. The projective tensor norm on Rn⊗Rn is
defined as follows:
‖τ‖`n∞⊗pi `n∞ := inf
{
n
∑
k=1
‖xk‖∞‖yk‖∞ : τ =
n
∑
i=1
xk⊗ yk
}
,
(14)
where τ is a matrix of size n×n viewed as an element of
Rn⊗Rn
Definition 4. Let τ be a real n×n matrix. We define its
γ2−norm as follows:
γ2(τ) := inf
{
‖X‖`2→`n∞‖Y‖`n1→`2 : τ = XY
}
(15)
where, denoting by Ri(X) the ith-row of a n×m matrix
X and by C j(Y ) the jth-column of an m×n matrix Y , we
have[64]:
‖X‖`2→`n∞ := maxi∈[n] ‖Ri(X)‖2 and ‖Y‖`n1→`2 := maxj∈[n] ‖C j(Y )‖2 (16)
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The relation between the local and the quantum set
with the norms aforementioned being given by the fol-
lowing set of lemmas [53]:
Lemma 5. Let τ ∈Mn(R) represent a full-correlation
matrix, then the following two statements hold true:
1. τ ∈ C ⇐⇒‖τ‖`n∞⊗pi `n∞ ≤ 1
2. τ ∈Q⇐⇒ γ2(τ)≤ 1.
Lemma 6. Let T be an n× n random matrix with bi-
orthogonally invariant distribution[65], and assume that
∃ r > 0; ‖T‖∞ ≤ (r+o(1))n ‖T‖1 w.h.p. as n→ ∞.
(17)
Then with high probability:
‖T‖`n∞⊗pi `n∞ ≥
(√
16
15
−o(1)
)
γ2(T ), as n→ ∞ (18)
so that, defining
τ :=
T
γ2(T )
(19)
guarantees that it is quantum and is not classical as n→
∞ with high probability.
Lemma 7. Let T be a random matrix with bi-
orthogonally invariant distribution which fulfils Eq. (17)
above. Then we have:
γ2(T ) = (1±o(1))‖T‖1n . (20)
Remark: On the one hand, lemma 5 says that when
we view the set of correlation matrices as a subset of
Mn(R) then it is the unitary ball defined by the ‖ ·
‖`n∞⊗pi `n∞ that determines whether a given correlation ma-
trix is classical. On the other hand, the second part
of the lemma guarantees that it is another unitary ball,
now defined by the γ2-norm, that dictates whether or not
a given correlation matrix belongs to the quantum set.
Both norms work therefore as a mechanism to decide
about the nature of a given matrix. Despite being very
technical, lemmas 6 and 7 can both be used to discuss
the asymptotic behavior of correlations matrices for the
(2,m,2) scenario.
B. Nonsignalling correlations are generically quantum
1. Asymptotic Results
Since we are interested in scenarios in which the num-
ber n of inputs is greater than 1, it is possible to restate
the Lemma 7 above in a weaker version, more suitable
for our purposes though:
Proposition 8. Let T be an n× n random matrix with
bi-orthogonally invariant distribution, and assume that
∃ r > 0; ‖T‖∞ ≤ (r+o(1))n2 ‖T‖1 w.h.p. as n→ ∞.
(21)
Then with high probability:
γ2(T ) =
(1±o(1))
n2
‖T‖1. (22)
Now, suppose we are focused only on those full-
correlation matrices τ which are nonsignalling. In that
case we have:
‖τ‖∞ =1
≤(1+o(1))n
2
n2
(23)
=(1+o(1))
‖τ‖1
n2
.
Therefore, in addition, accordingly to Prop. 8 we know
that with high probability
γ2(τ) =
(1±o(1))
n2
‖τ‖1
≤ (1+o(1))
n2
‖τ‖1
≤ (1+o(1))
n2
n2 (24)
=(1+o(1)).
Which in turns imply that if we know beforehand
that a given full-correlation matrix τ belongs to the
nonsignalling set, then with high probability it also be-
longs to the quantum set of correlations. Summing up:
Proposition 9. As the number of inputs goes to infin-
ity, nonsignalling full-correlation matrices (with a bi-
orthogonal invariant distribution) are generically quan-
tum.
Since in ref [53] the authors have found (see Lemma 6)
that quantum full-correlation matrices are generically
non-classical, we can go even further. Once again, we
can restate their main theorem, changing only the condi-
tion on flatness of the spectrum of τ , in order to obtain:
5
Proposition 10. Let T be an n× n random matrix with
bi-orthogonally invariant distribution, and assume that
∃ r > 0; ‖T‖∞ ≤ (r+o(1))n2 ‖T‖1 w.h.p. as n→ ∞.
(25)
Then with high probability:
‖T‖`n∞⊗pi `n∞ ≥
(√
16
15
−o(1)
)
‖T‖1
n2
, as n→ ∞ (26)
With that result in hands, assuming that the τ
is a random full-correlation matrix belonging to the
nonsignalling set one has:
‖T‖`n∞⊗pi `n∞ ≥
(√
16
15
−o(1)
)
, as n→ ∞, (27)
which in turns shows that generically nonsignalling cor-
relations do not belong to the set of classical correlations.
Summing up:
Proposition 11. As the number of inputs goes to infin-
ity, nonsignalling full-correlation matrices (with a bi-
orthogonal invariant distribution) are generically non-
classical.
Giving to the reader a less abstract glimpse of our find-
ings, we finish the present section discussing numerically
what happens with the distance distribution for nonlocal
correlations in many different (2,m,2) scenarios.
2. Numerical results for the (2,m,2) Bell scenario
Moving on, now we analyse what happens when we
estimate the relative volume of the classical set when
considering the complete correlation
(〈x〉 ,〈y〉 ,〈xy〉) . (28)
For doing so we i) used the Gibbs sampler within the
MATLAB function cprnd as implemented by Benham
[66] to ii) generate a set of uniformly distributed points
in q ∈ CNS and iii) then compute NL(q). Table I sum-
marizes our results. The case m = 2 corresponds to the
usual Clauser-Horne-Shimony-Holt scenario, and what
we have found coincide with the results of Refs. [50, 51],
though there the authors have based themselves upon
other methods. The volume of the classical set decreases
fast with m, as we can see in the Fig. 4a. Notice, how-
ever, that the decaying in the volume ratio is much more
notable in the scenario where only full correlators are
considered, thus showing the relevance of marginal in-
formation in the geometry of the Bell correlations.
m 10x ]L %L
2 7 9414201 94.14
3 6 621123 62.11
4 6 212093 21.20
5 6 37396 3.73
TABLE I. Volume of the classical set in the (2,m,2) scenario
with the Gibbs sampler within the MATLAB function crpnd
for m = 2,3,4,5. The second column shows the number of
points sampled, ]L denotes the number of local points found
(within numerical precision of 10−10) and %L denotes the ra-
tion between the number of local points and the number of
nonsignalling points.
As in the case with full correlators only (see Subsec.
III B 3), the probability of finding a point at distance l
from the local set does not decrease monotonically with
l, except for m = 2. For m = 2, each nonlocal extremal
point violates only one facet-defining Bell inequality and
hence the nonlocal portion of the nonsignalling set con-
sists of disjoint pyramids whose apex is one of the non-
local extremal points and the basis is a simplex whose
vertices are the local extremal points saturating the corre-
sponding inequality. This is no longer the case for m> 2,
where there are correlations that might violate more than
one facet-defining inequality. The nonsignalling and
classical sets have a much more complicated geometry
in this case, which manifests as the non monotonic be-
havior of the trace distance shown in Fig. 3a.
3. Numerical results for the full-correlation (2,m,2) Bell
scenario
In the full-correlation framework, the nonsignalling
set for the (2,m,2) scenario is the hypercube {−1,1}m2 .
To estimate the relative volume of the classical set we
sample uniformly from this hypercube and calculate the
trace distance NL(q). We summarize our findings in Ta-
ble II. These results show that the volume of the local set
decreases rapidly as m grows, supporting the analytical
results obtained in the previous section.
m ]L %L
2 666657 66.66
3 140138 14.01
4 8470 0.847
5 165 0.016
TABLE II. Volume of the classical set in the full-correlation
(2,m,2) scenario. From a total of 106 sampled points, ]L de-
notes the number of local points found (within numerical pre-
cision of 10−10) and %L denotes the ratio between the number
of local points and the number of nonsignalling points.
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FIG. 3. Distance distribution for the nonlocal correlations in
the Bell scenario with 106 samples. a) The (2,m,2) Bell sce-
nario for m = 2,3,4,5. b) (2,m,2) Bell scenario where only
full correlators are considered for m = 2,3,4,5. The numerical
precision is within of 10−10. We are considering local if the
result of NL(q)≤ 10−10 and nonlocal otherwise.
The distance distribution for the nonlocal full corre-
lators for m = 2,3,4,5 is shown in the Fig. 3b, and in
Fig. 4b we can see how the relative volume of the local
set decreases with m. The probability of finding a point
at distance l from the local set decreases monotonically
with l only for m = 2. For m > 2 we have the emer-
gence of a concentration- like phenomenon, where the
distribution shows a peak that moves to the right with in-
creasing m. That is, not only the volume of the local set
decreases fast, most of the nonlocal points concentrate
a certain distance that increase with the number of mea-
surement settings m. Clearly, we have here a signature of
the complicated geometry of Bell correlations.
IV. NONSIGNALLING CORRELATIONS CAN BE
GENERICALLY LOCAL
Here we will give an example of a scenario where the
relative volume of the set of local correlations tends to
0
20
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80
V
L
94.18%
64.44%
21.17%
3.73%
VL(m) = 5.2m
2e−0.2m
2+2.5
(2,m, 2) (a)
2 3 4 5
m
0
20
40
60
V
L
66.66%
14.01%
0.85% 0.016%
(2,m, 2) full
VL(m) = 4.4me
−0.4m2+3.6
(b)
FIG. 4. a) Relative volume VL/VNL for the (2,m,2) Bell.
b) Relative volume VL/VNL for the (2,m,2) Bell scenario with
only full correlators. In both cases the relative volume of the
local set decreases with m, however for the full correlators sce-
nario the volume decreases faster. The red line is the best fitting
we numerically find for this points.
unity. The scenario in question is known as the cycle
scenario: we have n measurements x1, . . . ,xn for the first
party and n measurements y1, . . . ,yn for the second party,
with binary outputs ±1. We consider only the joint dis-
tributions for xi and y j whenever i− j = 1 mod n.
Similarly to a usual Bell scenario, the cycle scenario
is described by the probability distributions
p(aib j|xiy j) (29)
for i− j = 1 mod n.
In what follows we will analytically compute the vol-
ume of local and nonsignalling sets as a function of n and
show that VL/VNS→ 1. It is crucial for our construction
to consider exclusively the full correlators
〈
xiy j
〉
. How-
ever, at the end of the section, we will provide evidence
indicating that the same result holds also considering the
complete probability distributions.
In the full-correlation framework, the nonsignalling
set is the hypercube {−1,1}2n with 22n vertices, 22n−2 of
them nonlocal (odd number of entries equal to −1) and
the other 22n−1 corresponding to local ones (even num-
ber of entries equal to −1) [61]. Each nonlocal extremal
point violates only one facet-defining Bell inequality and
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Full Complete M1 Complete M2
n ]L %L ]P = 10x ]NS ]L %NS %L ]L %L
2 666362 66,7% 7 268896 253061 2,69 94,11 939828 93,98
3 955538 95,6% 8 442814 442589 0,44 99,95 999617 99,96
4 996816 99,7% 9 727331 727328 0,07 100 999997 ∼ 100
TABLE III. Volume of the set of local correlators in the cycle scenario for n = 2,3,4. The first column shows the value of
n. Columns 2 and 3 show the number of full-correlation local points ]L and the percentage of full-correlation local points %L,
respectively, from a sample of 106 points for every n. The data obtained when we sample considering the entire correlation with
methods M1 (sampling over the hypercube and discarding the signalling points) and M2 (sampling directly over the NS polytope
using the MATLAB cprnd function) is show in columns 4-10. Columns 4-8 show the number of points ]P sampled, the number of
nonsignalling points ]NS, the number of local points ]L, the percentage of nonsignalling points %NS and the percentage of local
points %L obtained with method M1. Columns 9 and 10 show the number of local points ]L and the percentage of local points %L,
respectively, from a sample of 106 points, obtained with method M2.
FIG. 5. Schematic representation of the set of nonsignalling
correlations in the cycle scenario. The vertices in blue repre-
sent the local vertices, whose convex rule gives the local set,
depicted in gray. The vertices in red represent the nonlocal
vertices. Notice that the nonlocal part of the nonsignalling set
corresponds to disjoint pyramids, one of which is shown in red.
hence the nonlocal portion of the nonsignalling set con-
sists of 22n−1 disjoint pyramids, whose apex is one of the
nonlocal extremal points and the basis is a simplex in di-
mension 2n−1 whose vertices are the 2n local extremal
points saturating the corresponding inequality. Thus, the
volume of the local set is the volume of the hypercube
minus the volume of these pyramids. A schematic repre-
sentation of this sets is shown in Fig. 5.
Remembering basic geometry, we know that to cal-
culate the volume of one of these pyramids we need to
know the area of the basis and the height. First, we cal-
culate the area of the basis. The volume of a simplex
with v+1 vertices and side s is equal to
VS =
sv
v!
√
v+1
2v
. (30)
The basis of the pyramid is a simplex with 2n vertices
and side
√
8, the Euclidean distance from two adjacent
vertices of the local polytope. Hence, its area is given by
AB =
√
8
2n−1
(2n−1)!
√
2n
22n−1
. (31)
In turn, the height of the pyramid is the Euclidean dis-
tance of the nonsignalling extremal point to the uniform
convex mixture of the local ones, and it is given by
h =
2√
2n
. (32)
We can now calculate the volume of the pyramid simply
as
VP =
h×AB
2n
=
22n
(2n)!
. (33)
Since we have 22n−1 such pyramids, the total volume will
be
VL = 22n−22n−1× 2
2n
(2n)!
= 22n
(
1− 2
2n−1
(2n)!
)
. (34)
Clearly, with n→ ∞ the volume of the local set tends to
the volume of the hypercube and thus VL/VNS → 1. As
can be seen from Table III, the relative volume of the
local set tends very rapidly to unity and already at n = 4
it achieves ≈ 0.997.
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FIG. 6. Distance distribution for the contextual full correlators
in the n-cycle scenario for n = 2,3,4 and 106 samples. The
numerical precision is within of 10−10. We are considering
local if the result of NL(q)≤ 10−10 and nonlocal otherwise.
To complete the picture of the cycle with full correlators,
we have uniformly sampled inside the nonsignalling set
and computed the distance to the set of local correlations.
The results are shown in Fig. 6.
Finally, we have also computed the distribution of
the trace distance taking into account an uniform sam-
pling over the complete probability distribution. We
use two different methods to sample the points from the
nonsignalling set. The first step in both methods is to
write the probability distribution in terms of expectation
values:
〈xi〉= p(1|xi)− p(−1|xi) (35)〈
y j
〉
= p(1|y j)− p(−1|y j) (36)〈
xiy j
〉
= p(11|xiy j)+ p(−1−1|xiy j)
−p(−11|xiy j)− p(1−1|xiy j). (37)
The map that takes each nonsignalling probability in the
vector (〈xi〉 ,〈y j〉 ,〈xiy j〉) (38)
with i − j = 1 mod n is bijective and gives a full-
dimensional parametrization of the nonsignalling set in
R4n. Further, notice that the image of the nonsignalling
set under this map belongs to the hypercube [−1,1]4n. A
point in the hypercube belongs to the image of the non-
disturbing set if it satisfies
p(aib j|xiy j) = 1+ai〈xi〉+b j〈y j〉+aib j〈xiy j〉4 ≥ 0
(39)
for all a,b=±1 and i− j= 1 mod n. In the first method,
we sample uniformly from the hypercube [−1,1]4n, test
if inequalities (39) are satisfied, and discard the points
that are outside the image of the nonsignalling set. Then
we compute the distance of this point to the local set. The
results are shown in Table III. Notice that this method
is very inefficient because the relative volume of the
nonsignalling set with respect to the hypercube is very
small. Nevertheless it offers a good testing ground for
other methods since we are sure that the sampling is in-
deed uniform.
In the second method we use the Gibbs sampler within
the MATLAB function cprnd [66] . The results are
shown in Table III and agree with the results obtained
with the previous method. The volume of the local set
grows with n, showing the same behavior as in Fig. 6.
The probability of finding a point at distance D from
the local set decreases monotonically with D. This is
a signature of the geometry of the nonsignalling set.
Again, in this scenario, each nonlocal extremal point vi-
olates only one facet-defining Bell inequality and hence
the nonlocal portion of the nonsignalling set consists of
disjoint pyramids whose apex is one of the nonlocal ex-
tremal points and the basis is a simplex whose vertices
are the local extremal points saturating the correspond-
ing inequality.
V. CONCENTRATION PHENOMENA OF
NONLOCAL CORRELATIONS
So far we have focused on a bipartite scenarios where
the number of measurements increase but the number
of outcomes is always two. In the following we show
that while similar results hold true when we increase
the number of parts, keeping dichotomic measurements,
they can change dramatically if instead we keep fixed
the number of parts and measurements and increase the
number of measurement outcomes.
1. (N,2,2) Bell Scenario
In the (N,2,2) Bell scenario N parts have each
two binary measurements. To find a full-dimensional
parametrization of CNS we write the correlations in terms
of the probabilities
p(−1|xi) ,
p(−1−1|xix j) ,
p(−1−1−1|xix jxk) ,
p(−1−1 . . .−1|x1x2 . . .xN) , (40)
We can recover every probability p(a1 . . .aN |x1 . . .xN)
from the vector with entries given by equations (40).
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FIG. 7. Distance distribution for the nonlocal correlations in
the Bell scenario with 106 samples. a) (N,2,2) Bell scenario
for N = 2,3,4. b) (N,2,2) Bell scenario where only full corre-
lators are considered for N = 2,3,4. The numerical precision
is within of 10−10. We are considering local if the result of
NL(q)≤ 10−10 and nonlocal otherwise.
Hence, the map that takes each correlation to the cor-
responding vector (40) is bijective and gives a full-
dimensional parametrization of the nonsignalling set.
Notice that the image of the nonsignalling set under this
map belongs to the hypercube with coordinates in [0,1].
A point in the hypercube belongs to the image of the
nonsignalling set if every p(a1 . . .aN |x1 . . .xN) recovered
from it is positive.
To estimate the relative volume of the local set we use
the Gibbs sampler within the crnpd MATLAB function
and calculate trace distance NL. The results are shown
in Table IV.
N ]NS = 10x ]L %L
2 7 9414201 94.14201
3 6 585206 58.52
4 6 40576 4.06
TABLE IV. Volume of the local set in the correlation (N,2,2)
scenario.
The distance distribution for the nonlocal correlations
for N = 2,3,4 is shown in Fig. 7a.
2. Full-correlation (N,2,2) Bell scenario
Also in the (N,2,2) scenario we can describe the cor-
relations using only full correlations 〈x1x2 . . .xN〉. In
this framework, the nonsignalling set is the hypercube
{−1,1}2N .
To estimate the relative volume of the local set we
sample uniformly from the hypercube and calculate the
trace distance NL. The results are shown in Table V.
N ]L %L
2 666657 66.66
3 102367 10.23
4 188 0.0188
TABLE V. Relative volume of the classical set in the full-
correlation (N,2,2) Bell scenario using a sample of 106
nonsignalling points.
The distance distribution for the nonlocal correlations
for N = 2,3,4 is shown in Figs. 7b. As in the scenario
(2,m,2), the volume of the local set decays more rapidly
when only the full correlators are considered (in compar-
ison with when the marginal information is taken into ac-
count). And once more, the nonlocal points concentrate
at a distance that increases as we increase the number of
parts n.
3. (2,2,d) Bell scenario
In the (2,2,d) Bell scenario Alice and Bob have each
two d-outcome measurements. The set of nonsignalling
correlations is a 4
(
d2−d)-dimensional set in R4d2 . In
order to perform the sampling in CNS, we need to find a
full-dimensional parametrization of CNS in R4(d
2−d). In
this case, we can not use expectation values to describe
the correlations and we have carefully chosen which
probabilities p(ab|xy) we will keep and which probabil-
ities we will discard.
In this scenario it suffices to keep the probabilities
p(ab|xy) with a = 0, . . . ,d − 2 and b = 0, . . . ,d − 1 if
xy = 00 or xy = 11 and the probabilities p(ab|xy) with
a= 0, . . . ,d−1 and b= 0, . . . ,d−2 if xy= 01 or xy= 10.
All other probabilities p(ab|xy) can be recovered from
these using nonsignalling and normalization conditions.
This gives a full-dimensional parametrization of CNS in
R4(d
2−d). The image of the nonsignalling set under
this projection belongs to the hypercube [0,1]4(d
2−d).
A point in the hypercube belongs to the image of the
nonsignalling set if every p(ab|xy) recovered from it is
positive.
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FIG. 8. Distance distribution for the nonlocal correlations in
the (2,2,d) Bell scenario for d = 3 and 4.
To estimate the relative volume of the classical set we
use the Gibbs sampler within the crnpd Matlab function
and calculate trace distance NL(q). The distance distri-
bution for the nonlocal correlations for d = 3,4 and the
relative volumes are shown in Fig. 8.
Counter-intuitively and contrary to the scenarios
(2,m,2) and (N,2,2), apparently the volume of the lo-
cal set is increasing and the concentration of the nonlocal
points is very close to the local boundary. However, these
results might be an artifact of the numerical precision.
Our codes have a precision of 10−10 when computing
the trace distance to the local set. That is, any nonlocal
point with a distance below this threshold will count as
local. This is not an issue in the scenarios (2,m,2) and
(N,2,2) because not only the local set shrinks but also
the distance to it increases.
Within our numerical precision, two opposite results
become possible. In the first, the volume of the local set
indeed and counter-intuitively increases with d. The sec-
ond option is that the local volume decreases but at the
same time all the nonlocal points concentrate at a very
small distance form the local set and thus cannot be dis-
tinguished by our numerical precision. In either case, we
believe that is a very interesting and non-trivial result.
VI. DISCUSSION
Nonlocality is an key concept in foundations of quan-
tum physics and has also found practical applications.
In both contexts, understanding the geometry of the
nonsignalling, quantum and local set is certainly an im-
portant primitive. Here we have studied their relative
volumes and the distribution of a quantitative measure
of nonlocality using both analytical and numerical meth-
ods.
We have found analytically two different classes of
full-correlation Bell scenarios where the nonsignalling
correlations can behave very differently: on the (2,m,2)
scenario, the correlations are generically quantum and
nonlocal while on the cycle scenario the correlations are
generically classical and local. Our numerical findings
show that a similar result holds true when the entire prob-
ability distribution (and not just the full correlators) are
taken into account, and also when considering the sce-
nario (n,2,2) with more parts.
The distribution of our chosen quantifier for nonlocal-
ity –based on the trace distance between the probability
distribution under test and the set of local correlations
introduced in Ref. [62]– has unveiled interesting fea-
tures in various scenarios. Of particular relevance we
have seen that in the scenarios (2,m,2) and (N,2,2) not
only the volume of the local set decreases very rapidly
but also that the nonlocal points concentrate at a distance
from the local set that increases with both m and N. We
believe that such a surprising behaviour reflects the sig-
nature of the complicated geometry of the nonsignalling
and local sets, giving further insight on the relation be-
tween local and nonsignalling set.
Regarding the scenario (2,2,d), due to numerical pre-
cision, our results are inconclusive so far. Considering
a precision of ε = 10−10 in the calculation of the nonlo-
cality quantifier NL(q) we have seen that the volume of
points with NL(q)≤ ε increases as we increase the num-
ber of outcomes d. Two options are available. First, the
volume of the local set, as opposed to the other scenar-
ios, increases with d. This is similar to the recent result
obtained in [67], where it is shown that the probability of
violation of a Bell inequality in (2,d,2) decreases with
d if one considers a maximally entangled state and ran-
domly sampled projective measurements. Second option
is that the local volume is indeed decreasing (as intuition
would suggest) but at the same time the distribution of
NL(q) concentrates at an ε distance from the local set.
Either way, this shows the complex geometry of the Bell
correlations and is a point that certainly deserves further
investigation.
Finally, we highlight that even though here we have
focused on Bell nonlocality, the same methods can also
be applied not only to study the differences between clas-
sical and nonclassical resources in more general notions
of nonlocality and contextuality, but also to study the rel-
ative volumes –in many different scenarios– between the
classical set and those sets of correlations defined by the
NPA hierarchy, as suggested by the authors in [68]. We
hope our results might motivate further research in these
directions.
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