Abstract: In this work we investigate both from a theoretical and a practical point of view the following problem: Let s be a function from 0 ; 1] to 0 ; 1]. Under which conditions does there exist a continuous function f from 0 ; 1] to IR such that the regularity of f at x, measured in terms of H older exponent, is exactly s(x), for all x 2 0 ; 1]? We obtain a necessary and su cient condition on s and give three constructions of the associated function f . We also examine some extensions regarding, for instance, the box or Tricot dimension or the multifractal spectrum. Finally we present a result on the \size" of the set of functions with prescribed local regularity. 
1. Introduction Since Riemann 1], a number of authors have been interested in constructing nowhere di erentiable continuous functions. Some use geometrical constructions, of which the best known examples are probably Von Koch's 2], Peano's and Hilbert's 3] curves, while others are based on analytical tools. The very well known example is here the Weierstrass function, which was shown by Weierstrass to be continuous and nowhere di erentiable 4]. This result was later greatly enhanced by Hardy 5] ? n ( ( n x + n ) ? ( n )) ;
where > 1; 0 < < 1, each n is an arbitrary number, and is a function which has period one. They showed that there exists a constant C > 0 such that, if is large enough, then the Hausdor dimension of the graph of W is bounded from below by 2 ? ? C log . Several other techniques are now employed for constructing continuous nowhere di erentiable functions. One powerful scheme is to use wavelet decompositions. For instance, Ja ard 10] has given a construction of a function with prescribed multifractal spectrum ( ; f( )). Choosing in such a construction f( ) such that f( ) j ]?1 ;0] 1 ;+1 = ?1 leads to a nowhere di erentiable continuous function.
Another method that has been investigated a lot these past years is based on Iterated Function System (IFS). Although the study of iteration of matrices dates back to Doeblin and Fortet 11] and Dubbins and Freedman 12], it is Hutchinson 13] who really laid the foundations of the IFS theory. Subsequently, several authors have explored this path (see for instance 14, 15, 16, 17] and many others). Barnsley 14] showed that, under some conditions, it is possible to construct an IFS whose attractor is the graph of a continuous nowhere di erentiable function. More precise results are now known, concerning the almost sure H older exponent of such functions 17] or their multifractal spectrum 18, 19] .
We shall hereafter call f the H older function of f (which associates, to each point x, the H older exponent of the function f at x).
The main objective of the present work is the following: Let The motivation for this investigation stems partly from applications in signal processing. Indeed, in some cases, it is desirable to model highly irregular signals while precisely controlling the irregularity at each point. This happens, for instance, when the signi cant information lies in the singularities of the signal more than in its intensity. In such cases, we want to tune the value of f (x) everywhere and not merely almost everywhere. An example in speech modeling is presented in 19, 20] . The proof of i) ) ii) is easy and is given in section 3. The proof of ii) ) i) requires more work. For practical purposes, we are here interested in constructive proofs, i.e, we want to derive explicit methods to construct the function f. We present below three such proofs which highlight di erent aspects of the problem. We also investigate related problems, as for instance the evaluation of the local box dimension of f at each point or the computation of the multifractal spectrum of f. Finally, for practical applications, we want to construct functions f with prescribed H older function that satis es additional constraints, as for instance interpolating a nite number of points (x i ; y i ) 2 0 ; 1] IR, i = 1; 2; : : : ; N. This naturally leads to a characterization of the set of functions with prescribed H older function.
The remainder of this paper is organized as follows: in section 2, we recall some INRIA basic de nitions about the local regularity of functions, the Hausdor , Tricot and box dimension. We also prove a new relation between the local box dimension and the H older exponent. In section 4 we construct functions with prescribed local regularity s(x) at each point using the Schauder basis. In section 5, we give another solution based on a generalized Weierstrass function. In section 6, we use IFS to give a solution which constructively allows to interpolate a given nite set of equispaced points. In section 7, we propose some desirable extensions that would allow to measure more nely the local structure of graphs of continuous functions. Section 8 shows some implementation results.
Recalls and a result relating the local box dimension and the H older exponent
In this section we recall some basic de nitions useful for the sequel. The de nitions are not given in full generality, but only in the form adapted to our problem. whenever this limit exists.
When the limit exists, its value is una ected if we change the de nition of N (F ) and take any of the following:
(1) the smallest number of squares of size that cover F; (2) the smallest number of closed balls of diameter that cover F; (3) the smallest number of sets of diameter that cover F; (4) the largest number of disjoint balls of diameter with centers in F.
2.3. De nition of the Tricot (packing) dimension. Let F be a non empty set of IR 2 , where n 1 is an integer, and :
where fB i g i2N is a collection of disjoint balls of radii at most whose centers belong to F:
Consider :
P r 0 (F ) = lim !0 P r (F ) this limit exists since P r (F ) decreases with . De ne now the r-dimensional Tricot measure 23, 22] P r by :
then, the Tricot (or packing) dimension dim P is de ned as follows:
dim P F = sup fr : P r (F ) = +1g = inf fr : P r (F ) = 0g : 2.4. De nition of the H older spaces and the H older exponent. Let 
We deduce : Note that the converse is not true : the existence of the local box dimension of f at x does not tell anything about the continuity of s at x. Besides, when s is not continuous at x, s(x) and dim x B graph f can greatly di er (take for instance f(x) = p jxj at x = 0). Another consequence is that we can think of the local box dimension as a more \local" quantity, and of the H older exponent as a more \pointwise" quantity: in the case of f(x) = p jxj, the local box dimension, which is equal to 1, is dominated by the local behavior of f around 0, as the H older De ne now the conditions (p 1 ) and (p 2 ) by : The rst part of the theorem is easy to prove. Indeed, take s n (x) = inf 2 ?n jhj<2 ?n+1
Then, s n is continuous for every integer n 1 , and since
it is easy to see that :
In the following sections, we shall give three constructive proofs of the second part of the theorem. We shall denote by H the set of all functions, de ned from 0 ; 1] to 0 ; 1], which are the lower limit of a sequence of continuous functions.
4. Construction using the Schauder basis This construction is due to S. Ja ard 25] , and is based on the well known relation between the pointwise regularity of a function and the coe cients of its expansion in the Schauder basis. we have :
where ! is a strictly increasing function from 0 ; 1] to IR, which veri es : 
For j < j 0 ? 1, j;k (x 0 ) 6 = 0, implies j;k (x 1 ) 6 = 0. Furthermore, for each j, there exists a unique k such that j;k (x 0 ) 6 = 0 or j;k (x 1 ) 6 = 0. 
where .] denotes the integer part. Then :
there exists a sequence fQ n g n 1 of polynomials such that : 8 < :
Q n (t) 8t 2 0 ; 1] jjQ 0 n jj 1 n 8 n 1 (5) where Q 0 n is the derivative of Q n . 
Proof : see appendix.
Construction using Iterated Function System(IFS)
The third construction of continuous function with prescribed H older function is based upon a generalization of the notion of IFS. This construction bears some analogy with the rst one, but here we directly manipulate the contraction ratios of a ne functions instead of working on the coe cients of the expansion in the Schauder basis. To begin with, we recall some basic facts about IFS. More details can be found in 13 F n (x 0 ; y 0 ) = y n?1 ; F n (x N ; y N ) = y n : (6) The attractor of this IFS is the graph of a continuous function f which interpolates the points (x n ; y n ) 14] .
If the L n 's are a ne, L n (x) = a n x + h n , and if, for each n 2 f1; : : : ; Ng, On the other hand, consider now a real > . Assume w.l.o.g. that :
log(c j1 :::c jk ) log(m ?k ) ; (the other cases are treated by simply changing j to i or l). Then, there exists a subsequence (k) such that, for every k, we have : log(c j1 :::c j (k) ) log(m ? (k) ) < : If q 1 ; q 2 and q 3 are three non-colinear points in G, then S j1 ::: S j (k) (G) contains the points (x n ; f(x n )) = S j1 ::: S j (k) (q n )(n = 1; 2; 3). The height d (k) of the triangle with these vertices is at least dc j1 :::c j (k) where d is the vertical distance from q 2 to q 1 ; q 3 ]. Thus, for every k, there exists a real h k such that jh k j < 2m ? (k) and jf(t + h k ) ? f(t)j d 2 c j1 :::c j (k) ; which implies that :
This shows that f = 2 C + (t), for every > 0, and the proof is complete.
Using this proposition, it is easy to deduce the spectrum ( ; F( )) of singularity of f. The proof is analogous to the one for multinomial measures. It is now clear that, with this construction, we can not hope to control the local regularity at each point, since almost all points have the same H older exponent (because the almost sure value of i (t) w.r.t the Lebesgue measure is 1 m ) . We thus need to use some generalization, which will be presented in the next section.
6.3. Recursive construction. We set up here another way to construct fractals recursively, originally due to Anderssson 28] . We consider a collection of sets We will use this generalized result to obtain more exibility in the construction of our functions. Proof : Let Q k be de ned as in Lemma 2 and de ne :
Corollary 4. Let s(t) be a function from 0 ; 1] to 0 ; 1], which is the lower limit of a sequence of continuous functions. Then, there exists a generalized a ne IFS whose attractor is the graph of a continuous function f which veri es :
Proof : Because of the continuity constraints, nding the generalized a ne IFS amounts to determining the double sequence (c k i ) i;k .
Let fR n g n 1 be a sequence of piecewise polynomials that veri es (8) Using (9), one veri es that conditions (c) and (c 0 ) are ful lled. Using proposition 11, we get :
Using (8), we have :
We end up with : 
where P L (x) is the Legendre polynomial de ned by :
and is a real di erent from ?1. Then, since P L 2 C 1 (IR), it is clear that g = s, and of course, the function g interpolates the (x i ; y i )'s for every 2 IR n f?1g. Several improvements may be proposed in order to describe these discrepancies : A well known method to measure more precisely the local structure would be to use ner scales of functions, as for instance functions of the form :
g(x) = x (log 1 x ) 1 (log log 1 x ) 2 : : : (log log : : : log 1 x ) n ;
the H older exponent at a point x 0 would then be a vector ( ; 1 ; 2 ; : : : ; n ).
Another possibility is to characterize algebraic oscillations instead of taking the absolute values, i.e consider the two limits : 
