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Zusammenfassung
In 1995 Besson, Courtois und Gallot [BCG] wiederholten den Beweis eines
bekannten Satzes, na¨mlich, dass jedes positive Mass µ auf dem Rand M(∞)
eines lokal symmetrischen Raumes M vom Rang 1 einen Schwerpunkt p in-
nerhalb des Raumes besitzt, der als Lo¨sung p der Gleichung :
∫
M(∞)
dBθ(p)(ei)dµ(θ) = 0
beschrieben werden kann, wobei Bθ die Busemann Funktion fu¨r θ ∈ M(∞)
ist.
Wenn der Rang ho¨her ist, ist es klar, dass der Schwerpunkt nicht immer exis-
tieren kann, weil er zum Beispiel auf euklidischen Untermannigfaltigkeiten,
der sogenannten Flachs, nicht existiert.
Nach der pra¨zisen Definition des Schwerpunktes im Kapitel 3 folgt im Kapitel
4 die Definition des Cauchy Randes C, als einen Teil des u¨blichen Randes von
SL(3,R)/SO(3,R), auf dem wir einen Schwerpunkt erwarten ko¨nnen :
C =

 limt→∞

 e
−tI e2tb
0 e2t

 ; b ∈ R2


Im Kapitel 4 wird die Existenz und Eindeutigkeit des Schwerpunktes fu¨r ein
diskretes Mass, das heisst fu¨r eine endliche Menge von Punkten auf dem Cau-
chy Rand von SL(3,R)/SO(3,R) bewiesen. Dazu muss noch eine schwache
zusa¨tzliche Bedingung hinzugefu¨gt werden : Wenn im Fall von Rang 1 sym-
metrischen Ra¨umen einen diskreten Mass betrachtet wird, so muss verlangt
werden, dass mindestens drei Punkte vorhanden sind. Diese Bedingung ist
auf dem Fall ho¨heren Ranges zu verallgemeinern. Punkte die diese Bedingung
erfu¨llen werden dann gut verteilte Punkte genannt.
v
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Im Kapitel 6 wird ein Algorithmus beschrieben, um diesen Schwerpunkt zu
rechnen. Ein Programm wird in den Fa¨llenM = H2 undM = SL(3,R)/SO(3,R)
gegeben, und ein Paar Beispiele vorgestellt.
Eine mo¨gliche Beziehung zur Statistik wird im Kapitel 7 vorgeschlagen ; es
wird eine Beziehung zwischen dem Schwerpunkt einer Familie von Punkten
in R bzw. R2 und ihrem Scha¨tzer in der Familie der Cauchy Verteilungen
aufgezeigt.
Abstract
In 1995 Besson, Courtois and Gallot [BCG] repeated the proof of a theorem
that stated that any positive measure µ on the boundary M(∞) of a locally
symmetric spaceM with rank 1 admits a unique center of mass as the solution
of the equation :
∫
M(∞)
dBθ(p)(ei)dµ(θ) = 0,
where Bθ is the Busemann function for θ ∈M(∞).
In the higher rank case it is obvious that the center of mass does not exist
anymore. As an example we know that the center of mass on an Euclidean
manifold, called a flat, does not exist.
After the precise definition of the center of mass in chapter 3 the Cauchy
boundary C is defined in chapter 4. The Cauchy boundary is a part of the
usual boundary of SL(3,R)/SO(3,R) on which we can try to prove the exis-
tence of a center of mass :
C =

 limt→∞

 e
−tI e2tb
0 e2t

 ; b ∈ R2


The existence and uniqueness of the center of mass for a discrete measure,
that means for points, on the Cauchy boundary of SL(3,R)/SO(3,R) is given
in chapter 5. We must add a slight restriction : If we consider a discrete
measure on a rank 1 symmetric space we must have at least three points.
In the higher rank case we generalize somewhat this condition. Points that
satisfy this condition are called well-spread points.
In chapter 6 there is an algorithm to compute that center of mass. The code
is given for the cases where M = H2 and M = SL(3,R)/SO(3,R), as well as
a list of examples.
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Some possible relation to statistics is given in chapter 7. More precisely we
relate the center of mass of a family of points in R resp. R2 to an estimator
in the family of Cauchy densities.
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Chapitre 1
Pre´face
1.1 Au lecteur curieux
Imagine une surface lisse, par exemple un plan, une sphe`re, un hyperbolo¨ıde
ou une varie´te´ quelconque. La`-dessus place un ge´ome`tre muni d’une re`gle et
d’un miroir. Avec la premie`re il peut mesurer des distances et avec le miroir
il peut faire des syme´tries.
En utilisant des syme´tries il est possible de faire des translations. La recette
est la suivante :
Pour faire une translation de deux pas il faut
– avancer d’un pas
– faire une syme´trie
– avancer d’un pas
– faire une syme´trie
Ainsi, avec des longueurs et des syme´tries on peut faire des translations, puis
des triangles. Alors le ge´ome`tre commence a` mesurer des angles. D’un cercle
il calcule le centre, et d’un triangle ou d’un nuage de points, il cherche le
centre de gravite´. Une question qu’il se pose alors est la suivante :
Et que se passe-t-il si les points s’e´loignent jusqu’a` l’infini,
existe-t-il toujours un centre de gravite´ ?
C’est la question a` laquelle je me suis confronte´. Selon les cas, la re´ponse est
oui, non ou parfois. Le but de ce travail est de mieux comprendre une des
situations ou` la re´ponse sera parfois.
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6 CHAPITRE 1. PRE´FACE
Les pages qui suivent de´veloppent de manie`re beaucoup plus pre´cise ce pa-
ragraphe, pre´sentant, chapitre apre`s chapitre, le cadre mathe´matique de la
question, les fondements ne´cessaires, puis un cas particulier ou`, a` de´faut de
pouvoir encore voir sur un dessin ce qui se passe, on peut calculer, a` la main
ou avec un ordinateur, le centre de gravite´.
Chapitre 2
Introduction
Le but de ce chapitre est de pre´senter les objets avec lesquels nous allons
travailler. Ainsi cela nous permettra de de´finir les notations utilise´es, d’ex-
pliquer certaines notions de base et d’indiquer les ouvrages a` consulter pour
mieux comprendre certains e´le´ments ou pour trouver les preuves.
2.1 Les varie´te´s Hadamard
Dans ce travail, nous conside´rerons toujours M comme une varie´te´ rieman-
nienne connexe et simplement connexe. Pour p ∈ M nous appellerons TpM
son espace tangent, TM son fibre´ tangent et e´crirons UpM , respectivement
UM lorsqu’on se restreindra aux vecteurs unitaires.
Pour u, v ∈ TpM appelons R(u, v) : TpM → TpM le tenseur de courbure
et κ(u, v) ∈ R la courbure sectionnelle en p du plan engendre´ par les deux
vecteurs u et v [Jo]. Dans ce cas nous avons
κ(u, v) =
R(u, v)
‖u ∧ v‖2
ou` ‖u ∧ v‖2 =< u, u >< v, v > − < u, v >2.
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Localement, c’est-a`-dire dans le voisinage imme´diat d’un point, on e´tudie
ge´ne´ralement trois situations particulie`res (cf. fig. 2.1). :
– soit la courbure sectionnelle κ est positive,
– soit elle est nulle,
– soit elle est ne´gative.
κ<0 κ>0κ=0
Fig. 2.1: Le comportement local des ge´odesiques
selon la courbure sectionnelle.
Notre inte´reˆt portera sur des varie´te´s ou`, en chaque point, la courbure sec-
tionnelle est non positive, c’est-a`-dire ne´gative ou nulle.
Dans ce contexte particulier le the´ore`me de Hadamard-Cartan [BGS] nous
assure que M est diffe´omorphe a` Rn. Seule la me´trique diffe`re :
The´ore`me 2.1
Soit M une varie´te´ riemannienne comple`te de courbure sectionnelle non
positive. Alors pour tout p ∈ M l’applications expp : TpM → M est un
reveˆtement.
L’application expp est l’application exponentielle en p qui associe a` tout vec-
teur tangent u ∈ TpM le point γ(1) pour la ge´ode´sique γ qui satisfait les
e´quations γ(0) = p et γ˙(0) = u.
Etant donne´ le the´re`me de Hadamard-Cartan nous de´signerons par varie´te´
Hadamard une varie´te´ riemannienne connexe, simplement connexe, comple`te
et de courbure sectionnelle non positive.
Une varie´te´ riemannienne est dite comple`te si toutes les ge´ode´siques γ(t)
existent pour tout t ∈ R.
Nous de´signerons par I(M) le groupe des isome´tries de M et par I0(M) la
composante connexe de I(M) qui contient l’identite´. Munis de la topologie
compacte-ouverte les groupes I(M) et I0(M) sont des groupes de Lie [KN].
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2.2 L’ensemble M(∞)
De´finition 1
Deux ge´ode´siques γ et σ dont la vitesse est un vecteur unitaire sont dites
asymptotiques s’il existe une constante C <∞ telle que
d(γ(t), σ(t)) ≤ C
pour tout t ≥ 0
De meˆme deux vecteurs unitaires u, v ∈ UM sont dits asymptotiques si les
ge´ode´siques γu et γv qui satisfont γ˙u(0) = u et γ˙v(0) = v sont asymptotiques.
Le fait d’eˆtre asymptotique est une relation d’e´quivalence sur les ge´ode´siques
de M ou sur UM .
De´finition 2
Un point a` l’infini de M est alors une classe d’e´quivalence de ge´ode´siques
asymptotiques sur M . On de´signera par M(∞) l’ensemble des points a` l’in-
fini.
En ge´ne´ral, on peut identifier M(∞) de dimension n avec la sphe`re Sn−1, par
exemple avec UpM pour tout point p ∈M ([EO]) :
The´ore`me 2.2
Soit M une varie´te´ comple`te, simplement connexe et γ une ge´ode´sique de
M. Alors pour tout point p ∈M il existe une unique ge´ode´sique σ de M qui
satisfait σ(0) = p et qui est asymptotique a` γ.
L’ensemble M ∪ M(∞) est parfois appele´ compactification conique pour
la distinguer des nombreuses autres compactifications possibles des espaces
syme´triques. Pour plus de de´tails sur ces compactifications on peut consulter
[GJT].
Remarque concernant les topologies
– On peut compactifier au moyen de la topologie du coˆne, voir [EO],
l’ensemble M ∪M(∞).
– Au moyen cette topologie toute isome´trie Φ ∈ I(M) peut eˆtre prolonge´e
en un home´omorphisme surM∪M(∞) en de´finissant, pour x ∈ M(∞),
Φ(x) comme la classe d’e´quivalence de Φ ◦ γ avec γ une ge´ode´sique
asymptotique a` x.
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2.3 Les espaces syme´triques
2.3.1 De´finition
En tout point p ∈M on de´finit la syme´trie
Sp : M → M
γ(t) 7→ γ(−t)
pour chaque ge´ode´sique γ telle que γ(0) = p. D’ou` la de´finition suivante :
De´finition 3
Une varie´te´ riemannienne simplement connexe M est dite syme´trique si,
pour chaque p ∈M , la syme´trie ge´ode´sique Sp est une isome´trie.
La famille des espaces syme´triques est tre`s grande, englobant notamment les
espaces euclidiens, les espaces hyperboliques, les espaces homoge`nes ainsi que
leurs quotients.
On trouvera dans [Jo] et [Hel] les proprie´te´s suivantes :
1. Un espace syme´trique est ge´ode´siquement complet, c’est-a`-dire si toute
ge´ode´sique est de´finie sur R.
2. Dans un espace syme´trique tout couple de points peut eˆtre relie´ par
une ge´ode´sique.
3. La syme´trie Sp est unique.
4. I0(M) ope`re transitivement sur M .
5. Le tenseur de courbure R deM est paralle`le, ou, de manie`re e´quivalente,
∇R ≡ 0.
6. Soit M un espace syme´trique, p ∈M , G = I0(M) et K le sous-groupe
de G qui fixe p. Alors le quotient G/K est diffe´omorphe a`M et devient
une isome´trie en relevant la me´trique de M .
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7. Re´ciproquement on peut effectuer la construction inverse :
soit G un groupe de Lie connexe, K un sous-groupe ferme´ pour lequel
le groupe AdG(H) est compact. AdG(H) e´tant de´fini comme l’image de
H par l’application
AdG(σ) := dI(σ)e , σ ∈ G,
ou` I(σ) applique g ∈ G sur σgσ−1.
Alors le quotient G/H est un espace syme´trique pour toute structure
riemannienne G invariante.
Remarque : On appelle espace localement syme´trique une varie´te´ rieman-
nienne pour laquelle la proprie´te´ locale 5 est ve´rifie´e.
2.3.2 La de´composition de Cartan
et la forme de Killing
Appelons g l’alge`bre de Lie du groupe G = I0(M), alge`bre que nous identi-
fions avec l’espace tangent TeG. Pour p ∈M nous de´finissons
σp : G → G
g 7→ Sp ◦ g ◦ Sp
et
θp = dσp : g → g.
On peut calculer que θ2 = I et donc de´composer
g = k⊕ p,
ou`
k = {X ∈ g, θpX = X}
et
p = {X ∈ g, θpX = −X} .
Cette de´composition est appele´e de´composition de Cartan.
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Voici trois proprie´te´s importantes de la de´composition de Cartan :
1. [k, k] ⊆ k, [k, p] ⊆ p, [p, p] ⊆ k
2. k est l’alge`bre de Lie de K = {g ∈ G, gp = p}
3. L’espace vectoriel p peut eˆtre identifie´ avec Te(G/K).
Cette de´composition de Cartan nous permet d’e´crire une me´trique canonique
sur une famille particulie`re d’espaces syme´triques, les espaces syme´triques de
type non compact :
pour X ∈ g une alge`bre de Lie on de´finit une transformation line´aire
adX : g → g
Y 7→ [X, Y ]
et une forme biline´aire syme´trique, appele´e forme de Killing
B(X, Y ) := Trace(adX ◦ adY ).
De´finition 4
Un espace syme´trique M est dit semisimple si le groupe G l’est.
M semisimple est dit de type compact si B est de´finie ne´gative sur p.
M semisimple est dit de type non compact si B est de´finie positive sur p.
Sur les espaces syme´triques de type non compact la forme de Killing est alors
un produit scalaire.
Pour deux vecteurs orthonorme´s X et Y de p la courbure sectionnelle vaut :
κ(X, Y ) = − < [[X, Y ], Y ], X >= −B([X, Y ][X, Y ]) = −‖X, Y ‖2 ≤ 0.
Preuve dans [Jo].
2.3.3 Le rang, les plats et les chambres de Weyl
De´finition 5
Une varie´te´ riemannienne est dite plate si son tenseur de courbure R est
identiquement nul.
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De´finition 6
SoitM un espace syme´trique. Le rang deM est alors la dimension maximale
d’une sous-varie´te´ totalement ge´ode´sique et plate de M . On de´signera par la
suite par un plat une telle sous-varie´te´.
Dans le cas des espaces syme´triques de type non compact la me´trique est
de´finie en fonction de crochets de vecteurs. Ainsi on peut aussi de´finir le
rang au niveau de l’alge`bre de Lie comme la dimension d’un sous-espace
abe´lien maximal de l’espace tangent TeM = p.
De meˆme un espace syme´trique de type non compact admet une courbure
sectionnelle strictement ne´gative si et seulement si son rang est 1 puisque
chaque sous-varie´te´ de dimension 2 doit avoir une courbure ne´gative et donc
des vecteurs tangents qui ne commutent pas.
Pour X ∈ g on appelle Z(X) le centralisateur de X :
Z(X) = {Y ∈ g : [X, Y ] = 0}.
Alors les e´le´ments de p = Te(M) se divisent en deux classes :
De´finition 7
X ∈ p est dit re´gulier si l’ensemble Z(X)∩ p est un sous-espace abe´lien de p
(et donc ne´cessairement maximal). Sinon X est dit singulier
Dire que X est singulier signifie donc que X se trouve a` l’intersection de
plusieurs sous-espaces abe´liens maximaux.
Si l’on fixe maintenant un sous-espace abe´lien maximal a alors l’ensemble des
vecteurs re´guliers de a est le comple´ment d’une famille finie d’hyperplans.
Chaque zone ainsi de´limite´e par des hyperplans est appele´e une chambre de
Weyl.
Une description plus de´taille´e sort largement du cadre de cet expose´. Pour
plus de de´tails ge´ome´triques et alge´briques sur les chambres de Weyl on
pourra consulter [I].
De`s le prochain paragraphe nous allons nous restreindre a` un cas particulier
tre`s repre´sentatif du comportement ge´ne´ral des espaces syme´triques de type
non compact : SL(n,R)/SO(n,R).
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2.4 SL(n,R)/SO(n,R) comme exemple d’espace
syme´trique de type non compact
Commenc¸ons par les de´finitions des espaces concerne´s :
Mn est l’ensemble des matrices re´elles (n× n).
GL(n) = GL(n,R) = {A ∈Mn; detA 6= 0},
SL(n) = SL(n,R) = {A ∈ Mn; detA = 1},
SO(n) = SL(n,R) = {A ∈Mn;At = A−1}.
Avant de nous plonger dans les de´tails de SL(n,R)/SO(n,R) rappelons le
the´ore`me du plongement (voir [Eb2], Annexe) qui dit que tout espace syme´tri-
que de type non compact peut se de´composer en composantes, appele´es fac-
teurs de de Rham irre´ductibles, chacune d’entre elles e´tant diffe´omorphe et
isome´trique a` une sous-varie´te´ de SL(n,R)/SO(n,R) munie de la me´trique
issue de la forme de Killing.
The´ore`me 2.3
Soit M un espace syme´trique de type non compact, g0 sa me´trique, p ∈ M ,
G = I0(M) et n = dim(G). Alors
– L’applications Ad : G→ GL(n) est une repre´sentation fide`le et Ad(G)
est un sous-groupe auto-adjoint de SL(n)
– L’application Fp : M → SL(n) donne´e par Fp(g(p)) = Ad(g)SO(n) est
un diffe´omorphisme sur une sous-varie´te´ comple`te, totalement ge´ode´-
sique de SL(n)/SO(n). Si g∗ est la me´trique obtenue par rele`vement par
Fp de la me´trique issue de la forme de Killing, alors, sur chaque facteur
de de Rham irre´ductible de M , elle est identique a` g0, e´ventuellement
apre`s multiplication par une constante.
Les alge`bres de Lie des trois groupes de Lie GL(n), SL(n) et SO(n) sont
respectivement :
gl(n) = Mn,
sl(n) = {X ∈Mn; Trace(X) = 0},
so(n) = {X ∈ sl(n);X = −X t}.
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De cette manie`re nous obtenons imme´diatement la de´composition de Cartan
de G = SL(n) :
sl(n) = k⊕ p,
ou`
k = so(n), et
p = TI(SL(n)/SO(n)) = {X ∈ sl;X = X t}.
La me´trique invariante a` gauche issue de la forme de Killing sur sl(n) est
Bn(X, Y ) = 2nTrace(XY ),
qui n’est autre que 2n fois le produit scalaire euclidien sur Rn
2
.
Si n est pair nous avons
G = I0(SL(n)/SO(n)) = SL(n)/{±I},
alors que si n est impair nous avons
G = I0(SL(n)/SO(n)) = SL(n).
Sur GL(n) l’exponentielle est la fonction exponentielle habituelle sur les ma-
trices. Les ge´ode´siques issues de p = I · SO(n) sont donc de la forme
t 7→ etX · SO(n).
L’ensemble a des matrices diagonales forme un sous-espace maximal abe´lien
de p donc le rang de SL(n)/SO(n) est n− 1.
On peut ve´rifier (voir [Eb1]) que les e´le´ments re´guliers de p sont les matrices
dont toutes les valeurs propres sont distinctes.
Nous avons maintenant de´crit les proprie´te´s des espaces syme´triques dont
nous aurons besoin. On trouvera beaucoup plus de de´tails et de re´fe´rences
dans [Eb1]. Une introduction comple`te aux espaces syme´triques se trouve
dans [Jo] alors que [Hel] pre´sente une description plus approfondie, y compris
la classification des espaces syme´triques, sujet que nous n’avons pas aborde´
dans ce travail.
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2.5 Les fonctions convexes
Dans cet expose´, les fonctions convexes joueront un roˆle majeur. Ces fonctions
ont l’avantage d’avoir des proprie´te´s inte´ressantes mais e´galement d’aider a`
connaˆıtre la structure d’une varie´te´.
De´finition 8
Une fonction continue f de I ⊂ R → R est dite convexe si
f(tx+ (1− t)y) ≤ tf(x) + (1− t)f(y)
pour tout x < y ∈ I et t ∈ [0, 1].
Elle est dite strictement convexe si l’ine´galite´ est stricte.
Soit maintenant M une varie´te´ Riemannienne comple`te et connexe. On dira
alors qu’une fonction continue est convexe si la composition f ◦ γ : R → R
est une fonction convexe pour toute ge´ode´sique non triviale.
Quelques proprie´te´s des fonctions convexes :
– Une fonction convexe qui admet une borne supe´rieure globale est con-
stante.
– Tout point critique d’une fonction convexe est un minimum global.
– Les surfaces de niveau Sc = {x ∈ M, f(x) ≤ c}, c ∈ R d’une fonction
convexe f sont convexes, c’est-a`-dire pour chaque couple de points (x, y)
de Sc une ge´ode´sique γ(t) satisfaisant γ(0) = x et γ(1) = y se trouve
dans Sc pour tout t ∈ [0, 1].
Toute ge´ode´sique γ reliant deux points sur une telle surface est dans
cette surface entre les deux points.
Voici encore deux the´ore`mes concernant les fonctions convexes sur des varie´-
te´s de courbure sectionnelle non positive.
The´ore`me 2.4
Soit M une varie´te´ riemannienne de courbure non positive. Alors la fonction
distance
d : M ×M → R
est une fonction convexe sur la varie´te´ produit M ×M .
On trouvera la preuve dans [BGS].
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The´ore`me 2.5
Soit f une fonction convexe sans minimum sur une varie´te´ riemannienne M
de courbure sectionnelle non positive. Alors M est diffe´omorphe a` L×R ou`
L = f−1(b) est une surface de niveau quelconque de f .
La preuve de cette affirmation se trouve dans [BO].
Cet article explique e´galement que si f est une fonction convexe sur une
varie´te´ riemannienne M de courbure sectionnelle non positive alors les cou-
rbes inte´grales du champ vectoriel
− gradf‖gradf‖
s’e´tendent a` l’infini ou se terminent sur l’ensemble minimal.
Cette proprie´te´ est utilise´e pour la conception de l’algorithme qui sera de´crit
dans le chapitre 5 puisque nous allons suivre ces courbes inte´grales.
Nous verrons e´galement dans le prochain chapitre que les fonctions de Buse-
mann sont des fonctions convexes.
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Chapitre 3
Fonctions de Busemann et
barycentre
Supposons que l’on ait un sous-ensemble A ⊂ Rn et une mesure de probabilite´
µ sur A. Le barycentre de (A, µ) est alors de´fini comme la solution x de
l’e´quation ∫
A
(x− a)dµ(a) = 0.
Les conditions d’existence du barycentre, lorsque A est une varie´te´, sont
de´crites dans [Ch] qui se base sur un article de [Ka].
Cependant, comme indique´ dans l’introduction nous nous inte´ressons ici a`
une mesure de probabilite´ ou, plus pre´cise´ment, a` une famille finie de points
sur le bord d’une varie´te´. Les distances entre un point x ∈ M et a ∈ M(∞)
seront donc infinies. Il est alors ne´cessaire de remplacer la notion habituelle de
distance par une nouvelle fonction. C’est le roˆle de la fonction de Busemann
pour le point a qui sera de´finie ci-dessous.
Ensuite nous pourrons de´finir le barycentre a` partir des fonctions de Buse-
mann.
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3.1 De´finition et proprie´te´s de la fonction de
Busemann
De´finition 9
Soit M une varie´te´ connexe de courbure sectionnelle non positive et γ une
ge´ode´sique. La fonction de Busemann pour γ est de´finie par
Bγ(p) : M → R
p 7→ lim
t→∞
d(p, γ(t))− t
Cette fonction posse`de les proprie´te´s suivantes :
1. Bγ est une fonction C
2 convexe sur M .
2. gradBγ(p) = −v(p) ou` v(p) est le vecteur unitaire de TpM asympto-
tique a` γ˙(0).
3. si γ˜ est une ge´ode´sique asymptotique a` γ alors Bγ−Bγ˜ est une fonction
constante sur M .
4. |Bγ(p)−Bγ(q)| ≤ d(p, q).
Ces proprie´te´s sont cite´es et prouve´es dans [BGS] et [Eb1].
Par la proprie´te´ 4 nous savons que B est une fonction uniforme´ment continue,
ce qui est une caracte´ristique tre`s importante qui sera utilise´e dans la preuve
de l’existence du barycentre.
De´finition 10
Les horosphe`res de´termine´es par un point p ∈ M(∞) sont les ensembles de
niveau de la fonction Bγ pour γ une ge´ode´sique satisfaisant γ(∞) = p. Par
la proprie´te´ 3 nous savons que ces ensembles de niveau ne de´pendent pas de
la ge´ode´sique choisie.
Avant de de´finir le barycentre, calculons la fonction de Busemann dans deux
cas particuliers que nous utiliserons plus tard : l’espace euclidien et l’espace
hyperbolique.
Cas 1 : l’espace euclidien.
Pour une ge´ode´sique γ dont le vecteur vitesse est unitaire on a
Bγ(p) = lim
t→∞
d(p, γ(t))− t = lim
t→∞
d(p, γ(t))− d(γ(0), γ(t)).
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γ(0)
γ(t)
pi(p)
p
d(p,γ(t))
Fig. 3.1: Dans le plan euclidien
Bγ(p) = d˜(γ(0), pi(p)).
Ainsi a` l’aide d’un dessin (cf. fig. 3.1) on voit que, dans l’espace euclidien, la
fonction de Busemann vaut
Bγ(p) = d˜(γ(0), pi(p))
ou` d˜ de´signe une distance signe´e le long de γ(t) :
d˜(γ(0), γ(t)) := t
et ou` pi est la projection orthogonale de p sur la ge´ode´sique γ.
Les horosphe`res sont alors les droites orthogonales a` γ.
Cas 2 : l’espace hyperbolique.
Sur l’espace hyperbolique de dimension 2, H2, le groupe des transforma-
tions de Mo¨bius agit transitivement sur le fibre´ tangent. Il nous suffit donc
d’e´tudier la fonction de Busemann pour une seule ge´ode´sique, par exemple
celle de la forme γ(t) = (0, et), dans la repre´sentation du demi-plan de Poin-
care´. Dans mon travail de diploˆme [Dew] on peut voir que la fonction de
Busemann vaut, pour (u, v) ∈ H2 :
Bγ(u, v) = − log(v).
Dans ce cas, les horosphe`res sont toutes les lignes horizontales. Pour toute
autre ge´ode´sique γ les horosphe`res sont repre´sente´es dans le demi-plan de
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Poincare´ par des cercles tangents au point γ(∞) du bord de H2, comme on
le voit sur la figure 3.2.
(0,1)
γ
Fig. 3.2: Une ge´ode´sique γ deH2 et quelques ho-
rosphe`res.
3.2 De´finition et proprie´te´s du barycentre
Passons maintenant a` la de´finition du barycentre. Pour cette de´finition,
nous suivons la description de [BCG] qui prouve e´galement en appendice
l’existence et l’unicite´ du barycentre sur les varie´te´s de courbure strictement
ne´gative.
De´finition 11
Soit M une varie´te´ connexe, simplement connexe, comple`te et de courbure
sectionnelle strictement ne´gative. Soit µ une mesure positive et sans atome
sur M(∞). De´signons par θ simultane´ment un point de M(∞) et une ge´o-
de´sique qui va vers ce point. Le barycentre de µ est de´fini comme la solution
p ∈M des e´quations implicites
∫
M(∞)
dBθ(p)(ei)dµ(θ) = 0
ou` {ei} est une base de TpM .
Dans ([BCG]) il est demande´ que la mesure soit sans atomes, les atomes e´tant
des points dont la mesure est non nulle. On verra par la preuve du the´ore`me
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principal qu’il suffit d’exiger qu’aucun point de M(∞) ne porte plus d’un
tiers de µ(M(∞)).
Dans la suite de ce travail nous allons nous restreindre a` conside´rer une
famille finie de points Θ = {θj}j=1,...,k sur M(∞), tous les points ayant le
meˆme poids. On peut cependant toujours ponde´rer la famille Θ en choisissant
plusieurs fois le meˆme point.
Dans ce cas le barycentre devient la solution des e´quations
k∑
j=1
dBθj (p)(ei) = 0,
e´quations que l’on peut encore simplifier en utilisant la proprie´te´ 2 des fon-
ctions de Busemann, a` savoir que son gradient est donne´ par les vecteurs
asymptotiques.
Nous devons alors re´soudre l’e´quations vectorielle suivante :
k∑
j=1
vθj (p) = 0,
ou` vθj(p) de´signe le vecteur unitaire de TpM asymptotique a` θj .
3.3 Un exemple : l’espace hyperbolique
L’espace hyperbolique H2 est de courbure sectionnelle strictement ne´gative.
L’existence et l’unicite´ du barycentre est alors assure´e. La figure 3.3 permet
de mieux comprendre la situation :
Sur le bord de H2 nous plac¸ons quelques points. A l’identite´ nous calculons
la somme des vecteurs asymptotiques puis nous suivons le champ vectoriel
− grad
∑k
j=1Bθj (p)
‖grad∑kj=1Bθj (p)‖
pour trouver la solution. L’algorithme de calcul sera de´crit dans le chapitre
6.2.
Comme il existe une isome´trie entre SL(2,R)/SO(2,R) et l’espace hyperbo-
lique H2 le cas SL(2,R)/SO(2,R) peut eˆtre conside´re´ comme re´gle´.
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θ θ θ θ1 2 3 4
Fig. 3.3: Le barycentre de 4 points dans H2.
Le passage de n = 2 a` n = 3 est source de nouveaux proble`mes. Le but du
chapitre suivant est de les discuter.
Chapitre 4
Bord de Cauchy sur
SL(n + 1)/SO(n + 1)
4.1 Barycentre sur un plat
L’espace syme´trique SL(3)/SO(3) admet des plats de dimension 2, c’est-a`-
dire des sous-varie´te´s de dimension 2 isome´triques a` l’espace euclidien E2.
Essayons de voir a` quoi ressemblerait le barycentre d’une famille de points
Θ = {θj}j=1,...,k si tous les e´le´ments θj se trouvaient sur le bord d’un meˆme
plat Π.
Sur un espace Euclidien, et donc sur un plat, un vecteur asymptotique a` un
autre est donne´ par transport paralle`le, ce qui signifie que la somme
k∑
j=1
vθj (p)
sera une fonction constante sur le plat, c’est-a`-dire soit identiquement nulle,
soit jamais nulle.
Cette constatation restreint donc fortement le choix d’une partie du bord de
SL(3,R)/SO(3,R) sur laquelle toute famille de points admet un centre de
gravite´ dans la varie´te´.
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4.2 De´finition et proprie´te´s du
bord de Cauchy
SoitM l’espace syme´trique SL(n+1,R)/SO(n+1,R) et b un e´le´ment de Rn.
On va de´signer par cb(t) la ge´ode´sique
cb(t) =

 e
−tI(k) entb
0 ent

 ,
ou` I(k) de´signe la matrice unite´ de dimension k.
Par cb nous appellerons le point de M(∞) de´fini par
cb = lim
t→∞
cb(t).
De´finition 12
Avec les notations ci-dessus, on appelle bord de Cauchy et on note C le
sous-ensemble de M(∞) de la forme
C = {cb; b ∈ Rn}
4.2.1 Proprie´te´s du bord de Cauchy sur
SL(n+ 1)/SO(n+ 1)
1. Etudions plus pre´cise´ment la ge´ode´sique cb(t) pour b = 0. Elle joint le
point
Y = lim
t→∞
=


et
. . .
et
e−nt


au point
c0 = lim
t→∞
=


e−t
. . .
e−t
ent

 .
La ge´ode´sique c0(t) est entie`rement contenue dans le plat forme´ par
les matrices diagonales. Elle est singulie`re puisque ses vecteurs c˙0(t)
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posse`dent tous au moins deux valeurs propres e´gales. En fait, toutes les
valeurs propres sont e´gales sauf une, ce qui justifie la de´nomination de
ge´ode´sique ou de vecteur tangent extreˆmement singulier. Ge´ome´trique-
ment cela signifie que les vecteurs tangents sont dans les intersections
de dimension 1 de n parois de chambres de Weyl. Le point Y a` l’infini
est e´galement appele´ singulier. Et toutes les ge´ode´siques qui partent de
Y le sont [Eb1]. Or nous remarquons que Y est le point oppose´ (dans le
sens ge´ode´sique [Eb1]) a` cb pour tout b ∈ Rn, ce qui signifie, on le verra
e´galement en calculant explicitement les vecteurs asymptotiques, que
le bord de Cauchy est forme´ d’une famille d’extre´mite´s de ge´ode´siques
extreˆmement singulie`res, toutes issues d’un meˆme point (cf. fig. 4.1).
2. Il est possible de de´crire encore plus pre´cise´ment cette famille de ge´ode´-
siques.
De´finition 13
Un sous-groupeG∗ du groupe des isome´tries G deM est dit parabolique
s’il existe x ∈M(∞) tel que G∗ = Gx = {g ∈ G : gx = x}.
Pour l’espace syme´trique SL(n+ 1)/SO(n+ 1) et pour une ge´ode´sique
c0 on peut calculer ce groupe parabolique (voir [Eb1], 2.17.27) et on
obtient
GY =
{(
A b
0 c
)
; det(A)c = 1
}
.
Soit g ∈ GY avec det(A) = 1. L’action de g sur c0(t) nous donne,
lorsque t→∞
lim
t→∞
gc0(t) = lim
t→∞
(
A b
0 1
)(
e−tI 0
0 ent
)
= lim
t→∞
(
e−tA entb
0 ent
)
qui est une nouvelle ge´ode´sique. Cependant cette ge´ode´sique est asym-
ptotique a` cb(t) puisque
d
((
e−tA entb
0 ent
)
,
(
e−tId entb
0 ent
))
= d
((
etId −etb
0 e−nt
)(
e−tA entb
0 ent
)
,
(
Id 0
0 1
))
= d
((
A 0
0 1
)
,
(
Id 0
0 1
))
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qui est donc une fonction borne´e en t.
Cela signifie que le bord de Cauchy peut eˆtre identifie´ avec l’action des
e´le´ments du sous-groupe parabolique GY pour lesquels det(A) = 1.
Y c
c
0
b
Fig. 4.1: Les ge´ode´siques qui forment le bord de
Cauchy sont issues du meˆme point Y .
4.2.2 Proprie´te´s du bord de Cauchy sur
SL(3,R)/SO(3,R)
En plus des proprie´te´s 1 et 2 de la section 4.2.1 nous avons une description
plus pre´cise du bord de Cauchy lorsque n = 2. Dans cette section M de´signe
l’espace syme´trique SL(3,R)/SO(3,R) et M(∞) son bord a` l’infini.
3. On peut par exemple calculer explicitement la forme du vecteur tan-
gent :
Lemme 4.1
A l’identite´ le vecteur asymptotique vers cb est de la forme


−1+2 b21−b22√
6 (1+b21+b22)
√
3
2
b1 b2
1+b21+b
2
2
√
3
2
b1
1+b21+b
2
2√
3
2
b1 b2
1+b21+b
2
2
− 1+b21−2 b22√
6 (1+b21+b22)
√
3
2
b2
1+b21+b
2
2√
3
2
b1
1+b21+b
2
2
√
3
2
b2
1+b21+b
2
2
− −2+b21+b22√
6 (1+b21+b22)


,
si
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b =
(
b1
b2
)
∈ R2.
De meˆme, au point A, appelons
 ab
c

 = A−1

 b1b2
1

 ,
et
R =


− c√
a2+c2
a b√
a2+c2
√
a2+b2+c2
a√
a2+b2+c2
0 −
√
a2+c2√
a2+b2+c2
b√
a2+b2+c2
a√
a2+c2
b c√
a2+c2
√
a2+b2+c2
c√
a2+b2+c2

 .
Le vecteur asymptotique vb(a) de TeM qui, une fois multiplie´ a` gauche
par A, devient le vecteur v˜b(A) de TAM asymptotique a` cb est alors de
la forme
R

 −1 0 00 −1 0
0 0 2

RT .
Afin de faciliter la lecture de ce chapitre, la preuve est donne´e en appen-
dice a` la fin du chapitre. Le besoin de connaˆıtre les vecteurs asympto-
tiques a` l’identite´ est clair. Par contre, nous justifierons dans le prochain
chapitre la ne´cessite´ de connaˆıtre ces vecteurs a` l’identite´, qui par une
isome´trie ade´quate, deviennent asymptotiques en un point quelconque.
4. On peut reformuler le vecteur asymptotique de´crit ci-dessus d’une fac¸on
telle qu’il soit beaucoup plus commode a` manipuler dans les preuves.
Lemme 4.2
Soit A ∈M et cb, b ∈ Rn un point du bord de Cauchy dans M(∞). Le
vecteur vb(A) ∈ TeM asymptotique a` A−1cb est de la forme
vb(A) = 3
(A−1x)⊗ (A−1x)∗
‖A−1x‖2 − I,
ou`
x :=
1√
1 + ‖b‖2
(
b
1
)
,
et I est la matrice unite´ de dimension 3 et ou` U⊗V ∗ de´signe le produit
matriciel UV T .
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Remarque : On obtient x en conside´rant qu’il est le repre´sentant dans
S2 de la classe d’e´quivalence dans RP 2 du vecteur
(
b
1
)
. La figure 4.2
illustre cette transformation.
( )b1
x
1
Fig. 4.2: R2 ∪R2(∞) comme parame´trisation
de RP 2.
Preuve
Il suffit d’effectuer le produit de matrices et de comparer les re´sultats
avec ceux du lemme pre´ce´dent. Si nous de´signons l’inverse de A par la
matrice
A−1 =

 m11 m12 m13m12 m22 m23
m13 m23 m33

 ,
(nous pouvons toujours choisir un repre´sentant syme´trique par la de´-
composition polaire) nous obtenons, dans les deux cas, pour vb(A) :
vb(A) = {{((2m213 + a2((2m211 −m212 −m213))− m223 + b2((2m212 −m222 −m223))− m233 + a((4m11m13 −
2m12m23+b((4m11m12−2m12m22−2m13m23))−2m13m33))+b((4m12m13−2m23((m22+m33))))))/((m
2
13
+
a2((m2
11
+ m2
12
+ m2
13
)) + m2
23
+ b2((m2
12
+ m2
22
+ m2
23
)) + m2
33
+ 2a((m11m13 + m12m23 + b((m11m12 +
m12m22 + m13m23)) + m13m33))+ 2b((m12m13 + m23((m22 + m33)))))), ((3((am11 + bm12 + m13))((am12 +
bm22 + m23))))/((m
2
13
+ a2((m2
11
+ m2
12
+ m2
13
)) + m2
23
+ b2((m2
12
+ m2
22
+ m2
23
)) + m2
33
+ 2a((m11m13 +
m12m23 + b((m11m12 +m12m22 +m13m23))+m13m33))+2b((m12m13 +m23((m22 +m33)))))), ((3((am11 +
bm12 + m13))((am13 + bm23 + m33))))/((m
2
13
+ a2((m2
11
+ m2
12
+ m2
13
)) + m2
23
+ b2((m2
12
+ m2
22
+ m2
23
)) +
m2
33
+ 2a((m11m13 + m12m23 + b((m11m12 + m12m22 + m13m23)) + m13m33))+ 2b((m12m13 + m23((m22 +
m33))))))}, {((3((am11 + bm12 + m13))((am12 + bm22 + m23))))/((m
2
13
+ a2((m2
11
+ m2
12
+ m2
13
)) + m2
23
+
b2((m2
12
+ m2
22
+ m2
23
)) + m2
33
+ 2a((m11m13 + m12m23 + b((m11m12 + m12m22 + m13m23)) + m13m33)) +
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2b((m12m13 + m23((m22 + m33)))))), (−(((m
2
13
+ a2((m2
11
− 2m2
12
+ m2
13
)) − 2m2
23
+ b2((m2
12
− 2m2
22
+
m2
23
)) + m2
33
+ 2a((m11m13 − 2m12m23 + b((m11m12 − 2m12m22 + m13m23)) + m13m33)) + 2b((m12m13 −
2m22m23 +m23m33))))/((m
2
13
+a2((m2
11
+m2
12
+m2
13
))+m2
23
+b2((m2
12
+m2
22
+m2
23
))+m2
33
+2a((m11m13+
m12m23+b((m11m12+m12m22+m13m23))+m13m33))+2b((m12m13+m23((m22+m33)))))))), ((3((am12+
bm22 + m23))((am13 + bm23 + m33))))/((m
2
13
+ a2((m2
11
+ m2
12
+ m2
13
)) + m2
23
+ b2((m2
12
+ m2
22
+ m2
23
)) +
m2
33
+ 2a((m11m13 + m12m23 + b((m11m12 + m12m22 + m13m23))+ m13m33))+ 2b((m12m13 + m23((m22 +
m33))))))}, {((3((am11 + bm12 + m13))((am13 + bm23 + m33))))/((m
2
13
+ a2((m2
11
+ m2
12
+ m2
13
)) + m2
23
+
b2((m2
12
+ m2
22
+ m2
23
)) + m2
33
+ 2a((m11m13 + m12m23 + b((m11m12 + m12m22 + m13m23)) + m13m33)) +
2b((m12m13 + m23((m22 + m33)))))), ((3((am12 + bm22 + m23))((am13 + bm23 + m33))))/((m
2
13
+ a2((m2
11
+
m2
12
+m2
13
))+m2
23
+b2((m2
12
+m2
22
+m2
23
))+m2
33
+2a((m11m13+m12m23+b((m11m12+m12m22+m13m23))+
m13m33))+2b((m12m13 +m23((m22+m33)))))), (−(((m
2
13
+a2((m2
11
+m2
12
−2m2
13
))+m2
23
+b2((m2
12
+m2
22
−
2m2
23
))− 2m2
33
+ 2a((m11m13 + m12m23 + b((m11m12 + m12m22 −2m13m23))− 2m13m33))+2b((m12m13 +
m22m23−2m23m33))))/((m
2
13
+a2((m2
11
+m2
12
+m2
13
))+m2
23
+b2((m2
12
+m2
22
+m2
23
))+m2
33
+2a((m11m13+
m12m23 + b((m11m12 + m12m22 + m13m23)) + m13m33)) + 2b((m12m13 + m23((m22 + m33))))))))}}.
5. La dernie`re proprie´te´ des vecteurs asymptotiques que nous allons citer
concerne leurs vecteurs propres, proprie´te´ qui sera utilise´e dans la preu-
ve de l’unicite´ du centre de masse. Les notations sont celles des lignes
qui pre´ce`dent.
Lemme 4.3
Le vecteur vb(A) admet A
−1x comme vecteur propre pour la valeur
propre 2, valeur propre de multiplicite´ 1.
Preuve
(
3 (A
−1x)⊗(A−1x)∗
‖A−1x‖2 − I
)
(A−1x)
= 3‖A−1x‖2 (A
−1x)(A−1x)T (A−1x)− (A−1x)
= 3‖A−1x‖2 (A
−1x)‖A−1x‖2 − (A−1x)
= 2(A−1x)
4.3 Preuve de la forme des vecteurs
asymptotiques
Nous prouvons la forme du vecteur asymptotique en commenc¸ant par citer
quatre proprie´te´s sur les matrices qui sont elles-meˆmes prouve´es a` la fin de
la section.
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1. Un chemin M(t) de la forme
lim
t→∞
e−t


g1
. . .
gn
0

+ ent


0
. . .
0
gn+1

 ,
avec g1 · . . . · gn+1 = 1 admet pour vecteur asymptotique a` l’identite´ le
vecteur


−1
. . .
−1
k

 .
2. Par la suite nous aurons besoin de connaˆıtre la de´composition polaire
de certaines matrices re´gulie`res. En effet, toute matrice M peut eˆtre
de´compose´e en M = QR ou` Q est une matrice syme´trique et de´finie
positive et R une matrice orthogonale. Dans le cas particulier ou` n = 2,
on peut parfois calculer explicitement ces de´compositions :
La de´composition polaire de
M =

 0 0 a0 0 b
0 0 c

 ,
est M = QR ou`
Q =


a2√
a2+b2+c2
a b√
a2+b2+c2
a c√
a2+b2+c2
a b√
a2+b2+c2
b2√
a2+b2+c2
b c√
a2+b2+c2
a c√
a2+b2+c2
b c√
a2+b2+c2
c2√
a2+b2+c2

 ,
et
R =


− c√
a2+c2
a b√
a2+c2
√
a2+b2+c2
a√
a2+b2+c2
0 −
√
a2+c2√
a2+b2+c2
b√
a2+b2+c2
a√
a2+c2
b c√
a2+c2
√
a2+b2+c2
c√
a2+b2+c2
}

 .
De plus la matrice syme´trique Q peut eˆtre diagonalise´e en
Q = R

 0 0 00 0 0
0 0
√
a2 + b2 + c2

RT ,
avec la meˆme matrice R.
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3. Deux matrices A,B ∈ SL(n+ 1) et S ∈ SO(n+ 1) satisfont
A ∼ B → S−1AS ∼ S−1BS,
ou` le symbole ∼ indique que les matrices de SL(n + 1) sont dans la
meˆme classe d’e´quivalence dans SL(n + 1)/SO(n+ 1).
Cette proprie´te´ indique que la conjugaison est une ope´ration bien de´fi-
nie sur le quotient SL(n+ 1)/SO(n+ 1)
4. La courbe
M(t) = e−t
(
A 0
b 0
)
+ ent
(
0 0
0 1
)
,
est asymptotique, lorsque t tend vers l’infini, a` la courbe
M˜(t) = e−t
(
A 0
0 0
)
+ ent
(
0 0
0 1
)
.
Nous avons maintenant tous les outils ne´cessaires pour calculer les vecteurs
asymptotiques. Nous nous rappelons qu’en chaque point
A ∈ SL(n+ 1)/SO(n + 1)
nous recherchons un vecteur asymptotique a` cb mais que pour les calculs
dans les chapitres suivants, il nous suffit de connaˆıtre la forme d’un vecteur
tangent a` l’identite´ qui soit asymptotique a` A−1cb puisque SL(n+ 1) est le
groupe des isome´tries sur l’espace syme´trique SL(n+ 1)/SO(n+ 1).
Nous voulons donc calculer, pour un point quelconque
A ∈ SL(n+ 1)/SO(n + 1)
un vecteur tangent de Te(SL(n+1)/SO(n+1)) qui soit asymptotique a` A
−1cb.
Ecrivons d’abord
M1 = A
−1
(
I 0
0 0
)
, et M2 = A
−1
(
0 b
0 1
)
.
Ainsi A−1(t)cb = e−tM1 + entM2.
Nous commenc¸ons par calculer la de´composition polaire deM2 enM2 = Q·R
et nous e´crivons Q sous sa forme diagonale (voir proprie´te´ 2) ou` D sera une
matrice diagonale
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D =


0
. . .
0
‖A−1
(
b
1
)
‖


.
Nous obtenons alors
A−1cb(t) = e−tM1 + entQR = e−tM1 + entRD,
qui est dans la meˆme classe d’e´quivalence que
A−1cb(t) ∼ e−tM1RT + entRDRT .
Utilisant la proprie´te´ 3 nous obtenons
RTA−1cb(t)R ∼ e−tRTM1 + entD ∼ e−t
(
N 0
n 0
)
+ entD,
puisque la dernie`re colonne de RTM1 est nulle par la forme spe´cifique de M1.
Nous utilisons la proprie´te´ 4 pour simplifier l’expression en
RTA−1cb(t)R ≈ e−t
(
N 0
0 0
)
+ entD,
ou` ≈ de´signe que les deux ge´ode´siques sont asymptotiques.
Remplac¸ons maintenant la matrice N par sa de´composition polaire N =
PdP T P˜ ou` les matrices P et P˜ sont orthogonales dans SO(n) et d est dia-
gonale.
RTA−1cb(t)R ≈ e−t
(
PdP T P˜ 0
0 0
)
+ entD.
Remarquons que(
PdP T P˜ 0
0 0
)
=
(
P 0
0 1
)(
d 0
0 0
)(
P T 0
0 1
)(
P˜ 0
0 1
)
,
et que les matrices agrandies de la sorte restent soit diagonales soit dans
SO(n+ 1). De plus l’action a` gauche ou a` droite des matrices contenant
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P ,P T ou P˜ ne modifie pas la matrice diagonale D puisque ses deux premie`res
valeurs diagonales sont identiques.
Ainsi
RTA−1cb(t)R
≈ e−t
(
P 0
0 1
)(
d 0
0 0
)(
P T 0
0 1
)(
P˜ 0
0 1
)
+ entD
≈
(
P 0
0 1
)(
e−t
(
d 0
0 0
)
+ entD
)(
P T 0
0 1
)
,
car (
P˜ 0
0 1
)
∈ SO(n).
Utilisons maintenant la proprie´te´ 1 qui nous permet de remplacer le terme
central lorsque t→∞.
lim
t→∞
RTA−1cb(t)R
≈ lim
t→∞
(
P 0
0 1
)

exp t


−1
. . .
−1
n




(
P T 0
0 1
)
.
Les matrices contenant P ne modifient plus la limite et nous obtenons donc
lim
t→∞
A−1cb(t)
≈ lim
t→∞
R

exp t


−1
. . .
−1
n



RT ,
avec
R =


− c√
a2+c2
a b√
a2+c2
√
a2+b2+c2
a√
a2+b2+c2
0 −
√
a2+c2√
a2+b2+c2
b√
a2+b2+c2
a√
a2+c2
b c√
a2+c2
√
a2+b2+c2
c√
a2+b2+c2
}

 ,
(voir proprie´te´ 2) ce qui prouve la forme ge´ne´rale du vecteur asymptotique
recherche´.
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A l’identite´ les valeurs a,b et c dans R sont respectivement les composantes
de b et 1. Ce qui nous permet de calculer explicitement R et le vecteur
asymptotique vers cb dans le cas ou` n = 2.
Prouvons encore les 4 proprie´te´s cite´es au de´but de la section :
1. Preuve
d

exp


−1
. . .
−1
nt

 ,


e−tg1
. . .
e−tgn
ent




= d

I,


et
. . .
et
e−nt




e−tg1
. . .
e−tgn
ent




= d

I,


g1
. . .
gn
1




qui est une fonction constante.
2. Preuve
Il suffit de multiplier les matrices.
3. Preuve
Clair
4. Preuve
d(M˜(t),M(t))
= d(M˜(t)−1M˜(t), M˜(t)−1M(t))
= d(I, M˜(t)−1M(t))
= d
(
I,
(
etA−1 0
0 e−nt
)(
e−tA 0
e−tb ent
))
= d
(
I,
(
I 0
e−(n+1)tb 1
))
= 0
lorsque t→∞.
Chapitre 5
Existence et unicite´ du
barycentre
5.1 Introduction
Nous avons maintenant de´taille´ tous les e´le´ments ne´cessaires pour prouver
le the´ore`me principal sur l’existence et l’unicite´ du barycentre. Rappelons le
concept utilise´ avant de pre´ciser les de´tails, concept qui sera e´galement a` la
base de l’algorithme de´crit dans le chapitre 6. Dans ce chapitre, la varie´te´ M
conside´re´e sera toujours SL(3)/SO(3).
La donne´e du proble`me est une famille de points (bi)i=1...k de R
2, vu comme
parame´trisation de RP 2. Le but est alors de trouver le barycentre dans M
de la famille de points (cbi)i=1...k , cbi ∈M(∞).
Nous supposerons que chaque point a le meˆme poids. Cela alle`ge la notation
mais ne restreint pas la preuve. De meˆme les illustrations seront celles du
comportement dans le mode`le du disque de H2. Ces illustrations servent
uniquement a` la compre´hension du de´roulement de la preuve puisqu’elles ne
refle`tent pas tous les aspects.
Nous de´signons par v˜bi(A) le vecteur de TAM asymptotique a` cbi . Pourtant
ce n’est qu’a` l’identite´ que nous avons une bonne description des vecteurs
tangents sous la forme de matrices syme´triques dont la trace est nulle. Pour
cette raison au lieu de chercher dans TAM un vecteur v˜bi(A) asymptotique a`
cbi nous chercherons dans TeM celui qui pointe vers A
−1cbi , vecteur que nous
de´signerons par vbi(A).
L’algorithme de recherche du barycentre consiste a` calculer (voir fig. 5.1), a`
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l’identite´, la somme
d =
k∑
i=1
vbi(A),
de se de´placer dans la direction d puisque (voir chapitre 2.2 sur les fonctions
convexes) les courbes inte´grales dans le sens oppose´ au gradient me`nent au
minimum. Alors nous recalculons cette somme afin de suivre ces courbes.
e
c
c
c
c
c
b
b
b
b
b
1
2
3
4
5
Fig. 5.1: Au point e on calcule d, on avance
dans cette direction et on recalcule la
somme.
Dans ce chapitre nous allons d’abord e´noncer une restriction faible sur le
choix de la famille (bi)i=1...k. En effet dans H
2 par exemple, le barycentre est
mal de´fini si la famille contient moins de trois points. Cette restriction peut
eˆtre ge´ne´ralise´e a` une famille de points sur le bord de SL(n+ 1)/SO(n+ 1).
Ensuite nous prouverons l’existence du barycentre en e´tudiant le comporte-
ment de la fonction
d(A) =
k∑
i=1
v˜bi(A),
lorsque A se rapproche du bord, puis l’unicite´ par une conside´ration locale
sur la courbure sectionnelle de M .
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5.2 Bonne re´partition des points
De´finition 14
Soit la famille (bi)i=1...k, bi ∈ R2 et xi de´fini par
xi :=
1√
1 + ‖bi‖2
(
bi
1
)
∈ R3.
Nous dirons que la famille est bien re´partie si n’importe quel plan de dimen-
sion 2 dans R3 contient au plus 1/4 des points de la famille (xi)i=1...k. Si l’on
de´sire mettre des poids sur les points choisis, il faut alors exiger que le poids
total des points se trouvant dans un plan quelconque n’exce`de pas 1/4.
En comparant avec le cas de dimension infe´rieure, H2, on remarque alors que
c’est le poids de n’importe quelle droite projective qui ne doit pas exce´der
1/3, cela signifie donc qu’il faut avoir au moins trois points.
5.3 The´ore`me principal
Nous utilisons les notations et de´finitions des chapitres pre´ce´dents.
The´ore`me 5.1
Toute famille de points du bord de Cauchy de SL(3)/SO(3) bien re´partie
admet un barycentre unique a` l’inte´rieur de la varie´te´.
5.4 Preuve de l’existence du barycentre
Commenc¸ons par montrer que la somme d des vecteurs asymptotiques est
non nulle et pointe vers l’inte´rieur de M lorsque l’on suit une ge´ode´sique qui
part a` l’infini.
Soit a ∈ TeM une matrice syme´trique de trace nulle avec ‖a‖ = 1 et
γ(t) := exp(t a)
une ge´ode´sique dans la direction de a. Nous choisissons toujours des vec-
teurs tangents unitaires, raison pour laquelle il faudra multiplier les vecteurs
asymptotiques par une constante ade´quate.
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Comme pour u, v ∈ TeM on a
< u, v >= 6 Trace(uv)
le vecteur asymptotique vbi(A) doit eˆtre multiplie´ par
1
6
.
Le cosinus de l’angle entre le vecteur vitesse de γ et la somme d est alors
< γ˙(t),
k∑
i=1
v˜bi(γ(t)) > .
Il faut donc e´tudier la limite
lim
t→∞
< γ˙(t),
k∑
i=1
v˜bi(γ(t)) >,
et montrer que cette limite est strictement ne´gative.
Afin de calculer cette limite nous devons distinguer 2 cas, selon la forme de
a.
Cas 1 : a est re´gulie`re ou admet les valeurs propres 1
6
{−2, 1, 1}
Dans ce cas a = RdRT avec
d =

 λ1 0 00 λ2 0
0 0 λ3

 , avec λ1 < λ2 ≤ λ3.
Comme la somme des valeurs propres est nulle λ1 doit eˆtre ne´gative.
Les conditions
‖a‖ = 1,
λ1 + λ2 + λ3 = 0,
λ1 < λ2 ≤ λ3,
nous assurent que
λ1 <
−1
6
.
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Avec cette de´composition nous pouvons e´crire
γ(t) = R exp(td)RT ,
et
γ(t)−1 = R exp(−td)RT .
Appelons
vi := Rei, i = 1...3
les vecteurs propres de γ(t) et e´galement de (γ(t))−1 car
R exp(td)RTRei = exp(tλi)Rei,
et
R exp(−td)RTRei = exp(−tλi)Rei.
Tout x ∈ R3 peut eˆtre e´crit sous la forme
x = αv1 + βv2 + δv3,
et ainsi nous avons
γ(t)−1x
‖γ(t)−1x‖ =
αv1e
−tλ1 + βv2e−tλ2 + δv3e−tλ3
‖αv1e−tλ1 + βv2e−tλ2 + δv3e−tλ3‖ .
Lorsque t → ∞ cette expression tend vers v1 si α 6= 0. Or si la famille est
bien re´partie il y a au plus 1/4 des points pour lesquels α = 0 puisque tous
ces points se trouveraient dans un plan orthogonal a` v1.
Nous pouvons maintenant e´tudier la limite du cosinus de l’angle entre la
fonction d et le vecteur vitesse.
lim
t→∞
< γ˙(t),
k∑
i=1
v˜bi(γ(t)) >
= lim
t→∞
< a,
k∑
i=1
vbi(γ(t)) >
= lim
t→∞
< a,
k∑
i=1
1√
6
(
3
(γ(t)−1xi)⊗ (γ(t)−1xi)∗
‖γ(t)−1xi‖2 − Id
)
>
42 CHAPITRE 5. EXISTENCE ET UNICITE´ DU BARYCENTRE
= lim
t→∞
< a,
k∑
i=1
1√
6
(
3
(γ(t)−1xi)
‖γ(t)−1xi‖ ⊗
(γ(t)−1xi)∗
‖γ(t)−1xi‖ − Id
)
>
= < a,
k∑
i=1
lim
t→∞
1√
6
(
3
(γ(t)−1xi)
‖γ(t)−1xi‖ ⊗
(γ(t)−1xi)∗
‖γ(t)−1xi‖ − Id
)
>
≤ 3k
4
< a,
1
6
(3v1 ⊗ v∗1 − Id) > +
k
4
=
k
8
< RdRT , 3Re1e
T
1R
T − Id > +k
4
=
k
8
<

 λ1 0 00 λ2 0
0 0 λ3

 , 3

 1 0 00 0 0
0 0 0

−

 1 0 00 1 0
0 0 1

 > +k
4
=
k
8
6(2λ1 − λ2 − λ3) + k
4
=
3k
4
(3λ1 − λ1 − λ2 − λ3) + k
4
<
3k
4
(
3
6
)
= −5k
8
=: c1
qui est une valeur strictement ne´gative.
Quelques explications sur les e´galite´s et ine´galite´s ci-dessus. La premie`re est
due au fait que γ(t) ∈ SL(3) agit sur le produit scalaire comme une isome´trie,
la seconde est la de´finition de vbi. On sait qu’au moins 3/4 des points xi ne
sont pas orthogonaux a` v1 d’ou` la premie`re ine´galite´. Et on estime les autres
par 1, la plus grande valeur possible du produit scalaire de deux vecteurs
unitaires. Ensuite on effectue un changement de base et on utilise l’estimation
faite pour λ1.
Cas 2 : a est singulie`re et admet les valeurs propres 1√
6
{−1,−1, 2}.
A nouveau nous de´composons a en a = RdRT avec
d =
1√
6

 −1 0 00 −1 0
0 0 2

 .
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Avec les meˆmes notations que dans le cas 1 nous obtenons :
γ(t)−1x
‖γ(t)−1x‖ =
αv1e
−tλ1 + βv2e−tλ2 + δv3e−tλ3
‖αv1e−tλ1 + βv2e−tλ2 + δv3e−tλ3‖ .
Cependant, lorsque t → ∞ cette expression tend vers une combinaison
line´aire unitaire de v1 et v2 si αβ 6= 0 vers v3 sinon. Cependant la famille de
points choisis e´tant bien re´partie, peu de points, c’est-a`-dire au plus 1/4 des
points, se trouveront sur la droite engendre´e par v3.
Nous pouvons donc e´crire, si αβ 6= 0
lim
t→∞
γ(t)−1x
‖γ(t)−1x‖ = cos(φ)v1 + sin(φ)v2
pour un angle φ satisfaisant
tan(φ) =
α
β
.
De fac¸on analogue au cas 1 on calcule la limite
lim
t→∞
< γ˙(t),
k∑
i=1
v˜bi(γ(t)) >
≤ 3k
4
<
1
6

 −1 0 00 −1 0
0 0 2

 , 1
6

3

 cos(φ)
2 ∗ 0
∗ sin(φ)2 0
0 0 0

−

 1 0 00 1 0
0 0 1



 >
+
k
4
=
3k
4
1
6
Trace

 −3 cos(φ)
2 + 1 ∗ 0
∗ −3 sin(φ)2 + 1 0
0 0 −2

+ k
4
=
k
8
(−3) + k
4
= −k
8
=: c2,
qui est e´galement une valeur strictement ne´gative.
Remarque : l’angle φ diffe`re pour chaque bi mais pour simplifier l’e´criture
nous n’e´crivons que φ puisque ces angles se simplifient de`s la ligne suivante.
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Etudions maintenant la fonction de´finie sur M par
B(x) :=
k∑
i=1
Bcbi (x).
Sur la ge´ode´sique γ(t) = exp(ta) la fonction B(x) est convexe et, lorsque
t→∞, sa de´rive´e vaut :
lim
t→∞
dB(γ(t))γ˙(t)
= lim
t→∞
< γ˙(t), gradB(γ(t)) >
= − lim
t→∞
< γ˙(t),
k∑
i=1
vcbi (γ(t)) >
≥ c
> 0,
ce qui signifie que lim
t→∞
B(γ(t)) = +∞.
Il faut maintenant prouver que cela implique que B admet un minimum a`
l’inte´rieur de M .
Soit (zi)i∈N une suite telle que B(zi) tend vers
inf{B(x), x ∈M} ≤ B(e).
Si l’infimum est a` l’inte´rieur deM , il est ne´cessairement un minimum puisque
B est une fonction continue. Nous avons alors trouve´ un minimum global
puisque B est convexe.
Il nous reste a` montrer que cet infimum ne peut pas eˆtre sur M(∞). Suppo-
sons donc que d(e, zi)→∞.
Conside´rons la suite (ai)i∈N ∈ UeM , l’espace tangent forme´ des vecteurs
unitaires de TeM , ou` ai est le vecteur vitesse d’une ge´ode´sique liant e a` zi.
Cette suite, de´finie sur l’espace compact UeM , admet un point d’accumula-
tion a ∈ UeM .
Montrons que nous pouvons en de´duire une contradiction.
D’une part nous savons que, dans la direction a
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lim
t→∞
B(exp(ta)) = +∞
Il existe donc t0 tel que B(exp(t0a)) > 2B(e).
Par la proprie´te´ 4 du paragraphe 3.1 nous avons, dans une boule β de rayon
B(e)
k
,
‖B(x)− B(exp(t0a))‖
≤
k∑
i=1
‖Bcbi (x)− Bcbi (exp(t0a))‖
≤ k d(x, exp(t0a))
≤ B(e).
Donc sur la boule β la fonction B est plus grande que B(e).
D’autre part, de la suite (ai)i∈N nous tirons une sous-suite (aij)j∈N telle que
chaque ge´ode´sique exp(t aij) coupe la boule β.
Comme d(e, zi)→∞ il existe zij0 tel que
d(e, zij0 ) > d(e, exp(t0a)) + B(e).
Ainsi, sur la droite exp(t aij0 ) la fonction B vaut
B(e) en t = 0,
B(exp(t aij0 )) > B(e) si exp(t aij0 ) ∈ β,
B(exp(t aij0 )) < B(e) si exp(t aij0 ) = zij0 ,
e
aij0
z ij0
a
exp(t a)0
β
Fig. 5.2: Le barycentre ne peut pas eˆtre sur le bord.
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ce qui est une contradiction avec la convexite´ de B.
Ainsi nous savons qu’une famille de points bien re´partie sur le bord de Cauchy
admet un barycentre a` l’inte´rieur de M . La prochaine section comple`te la
preuve en expliquant pourquoi ce barycentre est unique.
5.5 Preuve de l’unicite´ du barycentre
La premie`re partie de cette section consiste a` montrer que les solutions de
l’e´quation qui de´finit le barycentre d’une famille bien re´partie forment un
ensemble connexe alors que la seconde partie pre´cisera que cet ensemble est
limite´ a` un unique point.
Supposons donc pour commencer qu’il existe deux points a1 et a2 dans M
qui satisfont
k∑
i=1
v˜bi(aj) = 0, pour j = 1, 2.
Comme les fonctions de Busemann sont convexes, la fonction
B(x) :=
k∑
i=1
Bcbi (x)
est convexe sur la ge´ode´sique liant a1 a` a2. Donc la somme
k∑
i=1
v˜bi(x)
est nulle sur tout le segment ge´ode´sique liant a1 a` a2, ce qui prouve que
l’ensemble des minima de B est connexe.
Montrons maintenant que cet ensemble est force´ment limite´ a` un seul point :
Soit a ∈M ou`
k∑
i=1
v˜bi(a) = 0,
et c(t) une ge´ode´sique avec c(0) = a.
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Nous savons que vbi(a) admet a
−1xi comme vecteur propre avec xi de´fini
comme dans le paragraphe 4.2.2. La valeur propre correspondant a` ce vecteur
propre est de multiplicite´ 1.
Nous recherchons une estimation sur la courbure sectionnelle du plan en-
gendre´ par v˜bi(a) et c˙(0). Cette courbure est nulle uniquement si
[v˜bi(a), c˙(0)] = [vbi(a), La−1 c˙(0)] = 0,
ou` L−1a de´signe la de´rive´e en a de l’isome´trie x 7→ a−1x, c’est-a`-dire si les
matrices correspondantes commutent.
Or deux matrices syme´triques commutent si et seulement si il existe un base
dans laquelle les deux sont diagonales, donc une base forme´e de vecteurs
propres communs aux deux matrices.
Pour que vbi(a) et La−1 c˙(0) commutent il faut donc que La−1 c˙(0) admette
a−1x comme vecteur propre.
Si La−1 c˙(0) est une matrice re´gulie`re elle admet 3 sous-espaces propres de
dimension 1 mais, la famille de points choisis e´tant bien re´partie, au plus
1/4 de ces points peut se trouver dans chacun de ces trois sous-espaces. Il
reste donc toujours au moins 1/4 des points (bi)i=1,...,k pour lesquels a
−1xi
ne se trouve dans aucun de ces sous-espaces et donc pour lesquels v˜bi(a) ne
commute pas avec c˙(0).
Si La−1 c˙(0) est une matrice singulie`re elle admet un sous-espace propre de
dimension 1 qui peut contenir au plus 1/4 des vecteurs asymptotiques et un
sous-espace propre de dimension 2 qui peut e´galement contenir au plus 1/4
des vecteurs asymptotiques. Ainsi il reste toujours au moins la moitie´ des
points (bi)i=1,...,k pour lesquels v˜bi(a) ne commute pas avec c˙(0).
Etudions le comportement d’un vecteur asymptotique le long de c(t), et plus
pre´cise´ment l’angle aigu φi(t) que forme ce vecteur avec c˙(t) (voir fig 5.3).
a c(t)
v (a)bi~
c(0).
ϕ(0)
Fig. 5.3: En avanc¸ant l’angle entre le vecteur
asymptotique et le vecteur vitesse ne
diminue pas.
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Si localement la courbure sectionnelle du plan engendre´e par v˜bi(a) et c˙(0) est
strictement ne´gative alors elle le reste pour une petite variation de ces deux
vecteurs et ainsi la fonction de Busemann associe´e est localement strictement
convexe, ce qui signifie que la fonction
cos(φi(t)) =< v˜bi(c(t)), c˙(t) >=< gradBcbi (c(t)), c˙(t) >= −dBcbi (c(t))(c˙(t))
est strictement de´croissante et donc que φi(t) est localement une fonction
strictement croissante si φi(t) > 0.
Comme localement au moins 1/4 des points choisis engendrent un plan de
courbure sectionnelle strictement ne´gative avec c˙(0), au moins 1/4 des fonc-
tions φi(t) sont localement strictement croissantes tandis que les autres sont
non de´croissantes.
Ainsi, en avanc¸ant dans la direction c˙(0) la somme
k∑
i=1
v˜bi(c(t))
ne peut rester nulle puisque certains vecteurs asymptotiques se de´placent
dans la direction −c˙(0), ceux pour lesquels φi(t) est croissante, alors qu’aucun
ne se de´place dans la direction c˙(0).
Chapitre 6
Exemples nume´riques
Dans ce chapitre nous allons exposer quelques re´sultats nume´riques trouve´s a`
l’aide de l’algorithme de´veloppe´ dans la preuve de l’existence du barycentre.
6.1 Algorithme dans l’espace hyperbolique
Dans le demi-plan de Poincare´ nous connaissons les ge´ode´siques comme e´tant
des arcs de cercle dont le centre est situe´ sur l’axe des x, axe qui est en meˆme
temps le bord de Cauchy de la varie´te´. Ainsi nous pouvons de´crire les vecteurs
asymptotiques ainsi que tout l’algorithme avec des outils e´le´mentaires de
trigonome´trie, ce qui ne sera plus possible en dimension supe´rieure.
Au point i = (0, 1) nous avons la situation suivante.
θ
θ
x
i=(0,1)
Fig. 6.1: Dans H2 on trouve x en fonction de θ.
49
50 CHAPITRE 6. EXEMPLES NUME´RIQUES
Supposons que l’on nous donne θ ∈]−pi, pi[. Alors le centre de l’arc ge´ode´sique
c(t) pour lequel c˙(0) forme un angle θ avec l’horizontale se trouve en (tan θ, 0)
et le vecteur c˙(0) pointe vers le point
µ =
(
tan θ +
1
cos θ
, 0
)
=
(
tan θ +
√
1 + tan2 θ, 0
)
.
Bien suˆr que la me´trique conside´re´e est la me´trique hyperbolique.
Re´ciproquement, connaissant µ = (x, 0) sur le bord, on en de´duit que
θ = 2 arctan(x)− pi
2
.
Dans le cas ge´ne´ral, nous cherchons l’angle θ au point (x0, y0) forme´ par la
ge´ode´sique qui relie (x0, y0) a` µ et l’horizontale. Nous obtenons alors
θ = 2 arctan(
x− x0
y0
)− pi
2
.
Ainsi, pour chaque point µ du bord, nous connaissons l’orientation du vecteur
asymptotique v˜µ en tout point (x0, y0). La somme de ces vecteurs nous donne
alors le champ vectoriel
d =
k∑
i=1
v˜µi(x0, y0)
pour une famille de points (µi)i=1,...,k avec les notations des chapitres pre´ce´-
dents.
En suivant le flot de ce champ nous nous rapprochons alors du barycentre de
la famille (µi)i=1,...,k.
Voici l’algorithme e´crit a` l’aide du programme MATLAB ainsi que quelques
re´sultats. Le chemin parcouru n’est pas exactement celui du flot puisque
l’algorithme est un algorithme discret. Ce chemin est dessine´ avec chaque
re´sultat. Une e´toile repre´sente chaque point choisi sur le bord et un cercle la
solution obtenue. La croix correspond au point (moyenne(µi), variance(µi))
indique´ e´galement puisque le chapitre suivant traitera des relations entre le
barycentre et la statistique.
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Code MATLAB
x=[0];
y=[1];
coef = 0.01;
epsilon=1;
mu=input(’Entrez une liste de points avec des [ ] :’);
MaxLikeMean=mean(mu);
MaxLikeSdev=std(mu);
maxit=300;
k=1;
while ( epsilon >1e-10 | k<100 );
k=k+1;
theta=2*atan((mu-x(k-1))/y(k-1))-pi/2;
x = [x,x(k-1)+sum(cos(theta)) * coef];
y = [y,y(k-1)+sum(sin(theta))* coef];
epsilon=abs( x(k)-x(k-1))+abs(y(k)-y(k-1));
end
muu=[];
for l=1:1:length(mu);
muu=[muu,0];
end
plot(x,y,’-’,x,y,’.’,x(k),y(k),’o’,...
mu,muu,’*’,MaxLikeMean,MaxLikeSdev,’+’)
[’ barycentre x’,’barycentre y’,’moyenne ’,’ variance ’]
[x(k),y(k),MaxLikeMean,MaxLikeSdev]
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Voyons, dans quelques cas particuliers, a` quoi ressemble le centre de masse
– Soient les e´le´ments (1, 2, 3) sur le bord. Le barycentre est alors
Entrez une liste de points avec des [ ] :[1,2,3]
ans =
barycentre x barycentre y moyenne variance
2.0000 0.5774 2.0000 1.0000
0 0.5 1 1.5 2 2.5 3
0
0.2
0.4
0.6
0.8
1
1.2
Fig. 6.2: Le barycentre de la famille {1,2,3}.
Les * de´signent les points choisis sur le bord,
Le cercle ◦ de´signent le barycentre calcule´ et
la croix + de´signe l’espe´rance et la variance.
– Soient les e´le´ments (1, 2, 2, 3, 3, 4) sur le bord. Le barycentre est alors
Entrez une liste de points avec des [ ] :[1,2,2,3,3,4]
ans =
barycentre x barycentre y moyenne variance
2.2768 0.7516 2.5000 1.0488
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0 0.5 1 1.5 2 2.5 3 3.5 4
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Fig. 6.3: Le barycentre avec des points ponde´re´s.
– Et voici encore un exemple avec un nuage de points centre´ en 0 et un
e´le´ment e´loigne´
Entrez une liste de points avec des [ ] :
[-0.1274, 0.5542,-1.0973,-0.7313, 1.4047,-0.6202,
0.2371,-1.5868,-0.4015,-0.7707,30]
ans =
barycentre x barycentre y moyenne variance
-0.4469 0.5982 2.4419 9.1769
-5 0 5 10 15 20 25 30
0
1
2
3
4
5
6
7
8
9
10
Fig. 6.4: Le barycentre d’une famille avec un point e´loigne´.
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Nous remarquons alors que le barycentre est beaucoup moins sen-
sible a` une valeur tre`s e´loigne´e du nuage de points que la moyenne
ge´ome´trique.
6.2 Algorithme sur SL(3)/SO(3)
En dimension 2 l’isome´trie entre SL(2,R)/SO(2,R) et H2 nous permettait
de simplifier conside´rablement les calculs. Dans ce paragraphe nous sommes
force´s de travailler avec les matrices de SL(3,R)/SO(3,R) elles-meˆmes.
Voici tout d’abord une description de l’algorithme de calcul qui permet de
trouver le barycentre d’une famille de points bien re´partie (cbi)i=1,...,k sur le
bord de Cauchy.
1. A l’identite´ I on calcule la somme des vecteurs asymptotiques
d =
k∑
i=1
vbi(I).
2. On de´termine alors A := exp(sd) pour une valeur fixe´e s que l’on peut
de´signer par le pas de l’ite´ration.
3. Au lieu de calculer la somme
k∑
i=1
v˜bi(A)
en A on de´place tous les points par multiplication a` gauche par A−1
pour revenir a` l’identite´.
4. On calcule alors a` nouveau
d =
k∑
i=1
vbi(A).
5. On reprend en 2. avec la nouvelle valeur de d tant que d n’a pas atteint
une norme tre`s petite.
Finalement, si on appelle A1, ..., Aj toutes les matrices calcule´es en tant qu’ex-
ponentielles, alors le barycentre se trouve en
A1 · ... · Aj
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Remarque : Le but de cet algorithme est de montrer qu’on arrive a` trouver
une bonne approximation du barycentre. La question de l’optimisation, que
ce soit des constantes telles que le pas s, la condition d’arreˆt ou que ce soit du
de´roulement de l’algorithme n’a pas e´te´ discute´e. Elle devrait eˆtre conside´re´e
si l’on voulait, comme le chapitre prochain l’annonce, l’utiliser en statistique.
Voici les diffe´rentes fonctions e´crites a` l’aide du logiciel MATHEMATICA
qui permettent de calculer le barycentre :
Premie`rement, il s’agit de pouvoir calculer l’exponentielle d’une matrice :
Code MATHEMATICA
expo[M_] := N[Sum[MatrixPower[M, i]/(i!), {i, 0, 50}]];
Puis il faut connaˆıtre le vecteur tangent vB(A) donne´ par le lemme 4.1 :
Code MATHEMATICA
TanVect[A_, B_] := Module[{AM2, a, b, c, Q, Dia,
M2, M1},
M1 = {{1, 0, 0}, {0, 1, 0}, {0, 0, 0}};
M2 = {{0, 0, B[[1]]}, {0, 0, B[[2]]}, {0, 0, 1}};
AM2 = A . M2;
{a, b, c} = Transpose[AM2][[3]];
Q = {{-(c/Sqrt[a^2 + c^2]),
(a*b)/(Sqrt[a^2 + c^2]*Sqrt[a^2 + b^2 + c^2]),
a/Sqrt[a^2 + b^2 + c^2]},
{0,
-(Sqrt[a^2 + c^2]/Sqrt[a^2 + b^2 + c^2]),
b/Sqrt[a^2 + b^2 + c^2]},
{a/Sqrt[a^2 + c^2],
(b*c)/(Sqrt[a^2 + c^2]*Sqrt[a^2 + b^2 + c^2]),
c/Sqrt[a^2 + b^2 + c^2]}};
Dia = {0, 0, a^2 + b^2 + c^2};
Q .
DiagonalMatrix[{-(1/Sqrt[6]), -(1/Sqrt[6]), Sqrt[2/3]}] .
Transpose[Q]];
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Et maintenant la fonction principale calcule le barycentre :
Code MATHEMATICA
barycentre[S_] :=
Module[
{ls, IA, Grand, NA, A},
Grand = 1;
A = N[IdentityMatrix[3]];
ls = Length[S];
IA = Sum[TanVect[A, N[S[[j]]]], {j, 1, ls}];
For[i = 1, Grand > 1/10^4, i++,
Grand = (IA . IA)[[1,1]] + (IA . IA)[[2,2]] +
(IA . IA)[[3,3]];
NA = Inverse[expo[IA/ls]];
A = NA . A;
IA = Sum[TanVect[A, S[[j]]], {j, 1, ls}]];
Inverse[A]]
Nous pouvons alors calculer le barycentre d’une famille de points :
[In]
barycentre[{{1, 0}, {1, 1}, {1, 2}, {2, 2}, {0, 1}}]
[Out]
{{1.40394, 0.890405, 0.704152},
{0.959358, 1.80117, 0.656686},
{0.922505, 0.891743, 1.105}}
Chapitre 7
Relation avec la statistique
7.1 Motivation issue de
l’espace hyperbolique
Dans le demi-plan de Poincare´ le point (0, 1) est le barycentre d’une densite´
de probabilite´ uniforme sur U(0,1)H
2. Observons aussi qu’une ge´ode´sique γ(t)
pour laquelle γ˙(0) fait un angle θ ∈] − pi
2
, pi
2
[ avec l’horizontale arrive sur le
bord en la valeur
xθ = tan(θ) +
√
1 + tan2(θ).
(0,1) θ
γ(0)
x
Fig. 7.1: Le bord de Cauchy dans H2.
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Inverse´ment, x ∈ ∂H2 donne´, l’angle θ vaut
θ = 2 arctan(x)− 1
2
=: i(x).
La densite´ de probabilite´ uniforme sur U(0,1)H
2. induit donc une densite´ µ
sur le bord ∂H2 qui vaut
µ([a, b]) =
∫ i(b)
i(a)
1
2pi
dt =
1
2pi
(
2 arctan(b)− 1
2
)
−
(
2 arctan(a)− 1
2
)
=
1
2pi
∫ b
a
(2 arctan(x))′ dx =
∫ b
a
1
pi
1
1 + x2
dx,
qui est une densite´ de Cauchy de parame`tre (0, 1).
De meˆme nous pouvons calculer qu’une densite´ uniforme sur U(u,v)H
2 induit
sur ∂H2 une densite´ de Cauchy de parame`tre (u, v), c’est a` dire de la forme
1
pi
v
(x− u)2 + v2 .
Il est donc raisonnable de conside´rer le barycentre comme un estimateur
d’une densite´ de Cauchy qui approximerait bien, ce terme restant encore a`
de´finir pre´cise´ment, une se´rie de mesures ponctuelles faites, c’est-a`-dire une
famille de points sur le bord de H2.
Dans la section suivante nous allons e´voquer comment cette ide´e est ge´ne´ra-
lisable en dimension supe´rieure.
7.2 Analogie en dimension supe´rieure
L’ensemble des distributions de Cauchy multivarie´es peut eˆtre identifie´ avec
l’espace syme´trique SL(n+1)/SO(n+1) et la me´trique de Killing correspond
alors a` la me´trique de Fisher sur ces densite´s (voir [Sto] et [LMR]).
On peut donc conside´rer chaque point du bord de Cauchy comme une densite´
de Cauchy de type Dirac, c’est-a`-dire qui met tout le poids sur un seul point.
Dans ce cas le barycentre d’une famille de points du bord devient un esti-
mateur de la loi de Cauchy a` laquelle correspondrait la famille conside´re´e,
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raison pour laquelle nous avons appele´ le bord de SL(n + 1)/SO(n + 1) pris
en compte dans ce travail le bord de Cauchy.
Voici encore deux exemples calcule´s, pour n = 2, a` l’aide de MATHEMATICA
qui servent de motivation a` la poursuite des inverstigations dans cette direc-
tion :
7.2.1 Une famille de points re´partie selon
une densite´ de Cauchy standard
Choisissons donc une famille (bi)i=1,...,50 de points re´partis selon une densite´
de Cauchy, c’est-a`-dire de la forme (voir [Fe]) :
a
2pi(a2 + x21 + x
2
2)
3
2
.
c2dist = MultivariateTDistribution[{{1., 0.}, {0., 1.}}, 1]
T = Table[Random[c2dist], {i, 1, 50}];
Calculons maintenant le barycentre de cette famille
IN
B = barycentre[T];
OUT
{{1.08045, 0.0799642, 0.0345159},
{0.0812853, 1.09452, -0.0170204},
{0.0411953, -0.0171693, 0.851963}}
Le re´sultat est une matrice de la forme
L =

 l1l2
l3

 .
Comme nous savons, voir [Sto], que les transformations affines de R2 sont de
la forme
(
A b
0 1
det(A)
)
,
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nous pouvons choisir un repre´sentant de L tel que la dernie`re ligne soit de
la forme (0, 0, ∗), c’est-a`-dire multiplier L a` droite par une matrice de SO(3)
dont la dernie`re colonne est
lT3
‖l3‖ .
Dans ce cas le nouveau repre´sentant de L est de la forme d’une transformation
affine et la dernie`re colonne vaut alors
IN
b = B[[3]]/Sqrt[B[[3]].B[[3]]];
B.b/Sqrt[B[[3]].B[[3]]]
OUT
{0.0996696, -0.0411419, 1.}
Les deux premie`res valeurs peuvent alors eˆtre conside´re´es comme un estima-
teur d’une moyenne de la famille de points.
7.2.2 Un deuxie`me exemple
Si la densite´ choisie est centre´e en un point b ∈ R2 autre que l’origine, nous
obtenons par calcul nume´rique un barycentre de la forme
( ∗ λb
0 λ
)
,
comme le montre l’exemple suivant centre´ en (−1, 2) :
IN
c2dist = MultivariateTDistribution[{{1., 0.}, {0., 1.}}, 1];
T = Table[Random[c2dist] - {1, -2}, {i, 1, 100}];
B = barycentre[T];
b = B[[3]]/Sqrt[B[[3]].B[[3]]];
B.b/Sqrt[B[[3]].B[[3]]]
OUT
{-1.06352, 1.90117, 1.}
L’e´tude de la qualite´ statistique de cet estimateur est un projet qui doit
encore eˆtre de´veloppe´.
Chapitre 8
Conclusion et perspectives
Nous avons donc vu dans ce travail une possibilite´ de ge´ne´raliser le the´ore`me
d’existence et d’unicite´ du barycentre aux espaces syme´triques de rang supe´rieur
a` 1, dans le cas de SL(3)/SO(3).
Bien que les notions et de´finitions soient pre´sente´es pour une dimension
ge´ne´rale , les de´tails de la preuve de l’existence du barycentre sont de´veloppe´s
uniquement sur SL(3)/SO(3).
Une prochaine e´tape consistera donc a` prouver l’existence et l’unicite´ du
barycentre sur le bord de Cauchy de SL(n)/SO(n) pour une valeur de n
quelconque.
Le dernier chapitre concernant les relations avec la statistiques n’est en-
core qu’une pre´sentation informelle des applications possibles du the´ore`me
de´montre´.
Comme cela n’e´tait pas le but de notre travail nous nous sommes limite´s a`
pre´senter quelques re´sultats nume´riques qui encouragent a` entreprendre une
recherche plus avance´e dans cette direction. Dans son travail de the`se, Mme
Stotzer a aborde´ un autre aspect de la relation entre les densite´s de Cauchy
et les espaces syme´triques, voir [Sto] ainsi que [LMR].
Il serait donc inte´ressant d’approfondir ces deux approches afin d’arriver
a` une bonne compre´hension statistique et ge´ome´triques du barycentre vu
comme un estimateur en statistique.
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