Team training in healthcare is usually evaluated by observers who either score trainees' behaviors, social skills, and cognitive skills during simulation or measure changes in the clinical state of a mannequin. Both methods have shortcomings that limit their usefulness. We propose Brunswik's probabilistic functionalism and the Accuracy Score (AS), a measure emerging from judgment analysis, as elements of a complementary approach that could increase the objectivity of team training evaluation. We report an initial investigation. Method: Three groups of neonatal clinicians participated in a resuscitation experiment involving three different training interventions. During the experiment, at various phases, the participants were required to assign an Apgar score to a mannequin. Analysis: The AS was used to test how accurately the clinicians assigned Apgar scores to the mannequin across different levels of task demand, training content, and training delivery method. Results: The AS was lower when task demand increased (P Ͻ 0.01). The AS was higher after teamwork training than after clinical training (P Ͻ 0.05) and better after hands-on teamwork training than after lecture-based teamwork training (P Ͻ 0.05).
Teamtrai ning in healthcare is aimed at turning a heterogeneous group of expert clinicians into a team that can perform multiple coordinated activities under stressful conditions. 1, 2 There is no single measure that can be used to score team coordination, so previous authors have recommended that the evaluation of team training effectiveness should use several measures that reflect various aspects of team performance. 3, 4 A common approach is to score the behaviors, social skills, and cognitive skills shown by team members during simulation. 4, 5 Typically, observers assign scores either while observing the trainees in simulated clinical performance or afterward while viewing recordings of these events. 2 To reduce subjectivity, observers need to be specifically trained for the scoring task. [5] [6] [7] A complementary approach to evaluation involves scoring performance outcomes, such as the eventual clinical state of the mannequin. 2 Outcome measures may be objective, but they do not explain why one team performed better or worse than another. 4 Moreover, in some cases, outcome measures reflect the performance of individual members and not necessarily the performance of the team.
We propose an additional, objective measure of team effectiveness that assesses a different aspect of team function. The measure is based on Brunswik's theory of probabilistic functionalism, described later, and judgment analysis techniques, and it scores the accuracy of clinical assessments made by team members. Brunswik's theory describes how individuals make assessments and act in demanding tasks, suggesting that measuring accuracy of clinical assessment may be a valid and objective way of measuring how well clinical teams perform in diverse scenarios. Furthermore, if team training makes team members' clinical assessment more accurate, then the interventions performed by the team are probably more clinically apt and could result in better patient outcomes.
assessments. Previous healthcare studies 10 -12 have shown that judgment analysis techniques can model judgments in different clinical settings. Together, Brunswik's theory and judgment analysis can provide important insight into clinical decision making. 13 An example from an intensive care unit setting illustrates this.
By observing a patient directly and using monitoring equipment, an intensive care unit nurse observes a variety of cues that reflect the clinical state of a patient. The extent to which each cue represents the patient's illness is not explicitly defined, and there may be redundancies in the information presented by the cues. Being attuned to the probabilistic nature of the environment, the nurse uses knowledge and skill to integrate the cues and to make judgments, together comprising an overall assessment of the patient's condition. The nurse then decides how to act to maintain or improve the clinical state of the patient. Different nurses may make different judgments, but training and experience are likely to reduce the variation, and improve accuracy, which in turn has a direct influence on the quality of care provided.
Brunswik's probabilistic functionalism provides a framework to study how an individual, such as the nurse, achieves a consistency of judgment policy that carries over from patient to patient. Judgment analysis provides techniques to quantify each person's judgment policy, allowing their assessment to be predicted in any given situation and allowing changes as a result of training to be measured. For more details about Brunswik's theory and judgment analysis, see Hammond and Stewart, 14 Cooksey, 15 and Kirlik. 13 To illustrate the relationship between accuracy of clinical assessments and effectiveness of teamwork, we move from the bedside nurse example to complex emergency situations, where high-quality care can be provided only by a well-coordinated team of clinicians. 2 In these situations, each clinician's capacity to monitor cues diminishes because of the focus needed for specific tasks in which he or she is involved. To compensate, team members should share information, so that all members are aware of the details they need to make good decisions and provide appropriate care. Therefore, in emergency situations, the accuracy of clinical assessments that each team member makes depends not only on his or her individual knowledge and skill, as in the example of the bedside nurse, but also on how effectively relevant clinical cues are communicated between all members of the team. Thus, each member's accuracy of assessment depends on the quality of teamwork, meaning that accuracy may be a good indicator for the effectiveness of team coordination.
ACCURACY SCORE
We measured the accuracy of clinical assessments with a version of the Accuracy Score (AS). The AS 15 is an indexed measure of how accurate a set of judgments is with respect to a set of actual environmental situations. The AS is computed from the discrepancy, or squared error, between the values of the assessments and the actual situations (MSE Y ), as a proportion of the maximum squared error possible (MSE max ), as presented in Eq. (1).
The value of the AS can range between 0 (poorest possible accuracy) and 1 (perfect accuracy). More details about the computation of the AS and the derivation of MSE Y and MSE max are presented in Appendix A.
For this article, the AS was used to measure the accuracy of a set of clinical assessments, made during neonatal resuscitation, with respect to the objective illness severity that a mannequin was programmed to represent. The clinical assessments and the objective illness were indicated by Apgar scores. 16 The objective illness severity was computed algorithmically from the values of five clinical signs exhibited by the mannequin. These signs and their theoretical relationship to the computation of Apgar scores for real babies are presented in Appendix B.
We propose that the accuracy of clinical assessments made during simulated clinical emergency scenarios can be computed and can then serve as a measure for the effectiveness of the interaction between team members. Such a measure might then be used to evaluate how factors such as different levels of task demand and training method influence teamwork effectiveness.
FROM THEORY TO APPLICATION

Area of Practice
We focused our initial research on neonatal resuscitation. There are three characteristics of neonatal resuscitation that made it suitable as a first setting to test the proposed measure.
First, neonatal resuscitation is an intense emergency activity during which observations and clinical procedures need to be performed in timeframes of minutes and even seconds. 17 As a result, teamwork is expected to be a dominant factor in outcomes.
Second, at the time of this research, the Neonatal Resuscitation Program (NRP) that is taught in many countries worldwide 18 did not include a specific curriculum for team training. 19 We expected that the clinicians who participated in the experiment, and who were previously trained in a course based on NRP, might show noticeable changes in their performance in response to training that was specifically designed to promote teamwork. 19 -21 Third, the Apgar score is a universal system, familiar to all clinicians who care for newborns, for describing the physiological status of a newborn. It is directly computed from numeric values attributed to five types of clinical signs. Although the reliability of the Apgar score has been questioned over the years, 22, 23 in previous research, we found that individual clinicians could reliably and accurately 24 interpret clinical signs of the SimNewB (Laerdal Inc.) 25 mannequin from video-recorded simulated resuscitations.
Hypotheses
Previous studies 21, 26, 27 have found that team performance is affected by variations in workload and in training. We hypothesized that the AS would be sensitive to similar variables.
The first hypothesis was that when clinicians are engaged in the hands-on task of simulated resuscitation, their Apgar Vol. 6, No. 5, October 2011 assessments would be less accurate than when they watch videos of resuscitations performed by others and then make assessments. 26 The second hypothesis was that Apgar assessments by clinicians trained in Crisis Resource Management (CRM) principles 28 would be more accurate than those by clinicians exposed only to further clinical resuscitation training 21 (later referred as the "Clin-Sim" condition).
The third hypothesis was that Apgar assessments by clinicians exposed to simulator-based CRM training (the "CRMSim" condition) would be more accurate than those by clinicians exposed to lecture-based CRM training 27 (the "CRM-Lec" condition).
METHOD Participants
The participants were 17 clinicians, comprising eight neonatal nurses and nine doctors. The doctors included two neonatologists, three neonatal fellows, and four pediatric registrars (approximately equivalent to postgraduate year 2-3 residents) from Mater Mothers' Hospital (MMH) in Brisbane, Australia. All the participants worked together at MMH and performed neonatal resuscitations as part of their routine scope of practice.
Participants were divided into three experimental groups, and each group was exposed to a different training condition. In each training condition, there was at least one experienced doctor (a neonatologist or neonatal fellow) and one nurse with several years experience in neonatal nursing:
• In the Clin-Sim condition (N ϭ 5), there were three doctors and two nurses (originally the Clin-Sim condition had three nurses, but one nurse had to withdraw from the experiment before it started). • In the CRM-Lec condition (N ϭ 6), there were three doctors and three nurses. • In the CRM-Sim condition (N ϭ 6), there were three doctors and three nurses.
Four of the clinicians indicated that they had prior experience with simulator-based training. One of these was in the Clin-Sim condition, two in the CRM-Lec condition, and one was in the CRM-Sim condition.
The study was approved by the Human Research Ethics Committees of Mater Health Services (Brisbane), The University of Queensland, and Queensland Health.
Apparatus
The experiment took place in the Queensland Health Skills Development Centre in Brisbane, Australia. The experimental environment included a resuscitation area resembling the MMH neonatal resuscitation environment and a control room separated by one-way viewing glass. The vital signs from a Laerdal SimNewB mannequin were manipulated from the control room and were recorded into dedicated data files. An audiovisual recording system was used to record the scenarios.
EXPERIMENTAL PROCEDURES
Participants in each training condition spent 2 nonconsecutive days in the Queensland Health Skills Development Centre and progressed in their training condition group through the five phases shown later (further detail in Table 1 ). The experimental procedure was identical for all participants except during 3b. Individually assigns an Apgar score to the mannequin after each of the nine scenarios.
4. Training 4a. Undergoes training specific to a condition: Different across training conditions. Further details about training that participants in each condition underwent are in Table 2 . Clin-Sim: Clinical content and simulator-based hands-on scenarios CRM-Lec: Teamwork content and lecture-based delivery format CRM-Sim: Teamwork content and delivery included simulatorbased hands-on scenarios. 5. Posttraining assessment 5a. Participates as a team member in nine hands-on 5-minute NNR scenarios.
Posttraining done in three-person teams formed from different combinations of the five or six participants in each training condition. Each team had at least one doctor and at least one nurse. Team composition changed after each scenario; 18 different compositions if n ϭ 6; nine different compositions if n ϭ 5.
3b. Individually assigns an Apgar score to the mannequin after each of the nine scenarios.
Steps are shown as the flow of activities, which was identical for each participant (left column). Differences in the procedure across training conditions are shown in the right column.
*Steps 1-3 and about half of step 4 activities were conducted on the first experimental day; the rest of the activities were conducted on the second day.
the training phase. Training is described in more detail in a later section.
1. Familiarization: The simulation environment and procedures were fully explained to participants. 2. Baseline: The participants viewed video-recorded scenarios and provided Apgar assessments (additional details about the preparation and presentation of the recordings were reported in Nadler et al 24 ). This phase was required to make sure that the three experimental groups were balanced for factors such as individuals' clinical experience and familiarity with simulated tasks. 3. Pretraining (provide Apgar scores after hands-on scenarios): Each participant took part in nine hands-on resuscitation scenarios in rotating teams of three and provided Apgar assessments at the end of the scenario. There was always at least one doctor and one nurse in each team.
Team structure is described further in Table 1 . 4. Training (Clin-Sim, CRM-Lec, or CRM-Sim): Training is described later and in Table 2 . 5. Posttraining (provide Apgar scores after hands-on scenarios): The same procedure was used as in the pretraining phase.
Before the start of each hands-on scenario in the pretraining and posttraining phases, the participants were given a brief clinical history for the simulated patient. Once a scenario started, the simulator was manipulated from the control room to exhibit naturalistic responses of the mannequin (either improvement or deterioration) in response to the clinicians' activities. Regardless of the clinical status of the mannequin, hands-on scenarios were stopped after 5 minutes. A recording from one of these scenarios is provided as Video, Supplemental Digital Content 1, http://links.lww.com/SIH/A21.
Scenario Design
The video-recorded scenarios that were presented in the baseline phase were designed to present a large variety of situations, showing the mannequin in different illness states. The design was guided by Brunswik's theory and by the needs of the judgment analysis framework. The design and the validation of these recordings were reported in detail in the study by Nadler et al. 24 The scenarios in the pretraining and posttraining phases each started with a predefined set of clinical signs (eg, for heart rate, breathing, oxyhemoglobin saturation, vocal sounds, and movement). Each scenario started with different clinical signs, but the values of the clinical signs at the start of the scenarios were matched in the three groups.
Training Conditions
During the training phase, participants in each training condition experienced a different training intervention, as follows. Further details are provided in Table 2. 1. Participants in the Clin-Sim condition underwent clinical training, which included lectures, hands-on resuscitation scenarios, and debriefings. There was no focus on working in teams. 2. Participants in the CRM-Lec condition underwent training that included lectures about CRM and video presentations of CRM. This training did not include hands-on resuscitation scenarios. 3. Participants in the CRM-Sim condition underwent training that included presentations about CRM, video demonstrations of CRM, hands-on resuscitation scenarios to allow participants to practice applying CRM principles, and debriefings in which teamwork was discussed. 
Analysis
Accuracy Score
ASs were computed for each participant for the baseline, pretraining and posttraining phases of the experiment. For the computation, we compared the Apgar score judgments that each clinician made after each scenario and the known, objective state of the mannequin (in Apgar score terms) at the end of each scenario. As explained earlier, the objective state was computed from five clinical signs that the mannequin presented. The data sets that were used to calculate MSE Y and MSE max are presented in Appendix A, Table A1 .
Statistics
For the first analysis step, we used a two-way analysis of variance with the between-subjects factor of training conditions (three levels: Clin-Sim, CRM-Lec, and CRM-Sim) and the within-subjects factor of phases (three levels: baseline, pretraining, and posttraining). At the second analysis step, we used a post hoc Tukey Honestly Significant Difference (HSD) test to evaluate differences between the means for each of the three phases and a post hoc Tukey unequal-n HSD test to evaluate differences between all nine cells in the design. All statistical testing was performed with Statistica (version 9.0). Results for the baseline phase were also reported in a previous publication, where they were analyzed for other purposes. 24 
RESULTS
We found significant differences between training conditions (P Ͻ 0.01), between phases (P Ͻ 0.001) and between the interaction of training conditions and phases (P Ͻ 0.001) (Fig. 1) .
The ASs decreased significantly from the baseline phase to the pretraining phase (P Ͻ 0.01, post hoc Tukey HSD). Between these phases, task demand increased, impairing clinicians' capability to monitor closely the mannequin's clinical state and resulting in less accurate assessments. This result was consistent with our first hypothesis.
In the posttraining phase, the ASs for the CRM-Sim condition and the CRM-Lec condition were each significantly higher than for the Clin-Sim condition (P Ͻ 0.001 and P Ͻ 0.05, respectively, all comparisons by post hoc Tukey unequal-n HSD test), consistent with our second hypothesis that CRM training would enable better assessments than clinical training. However, unexpectedly, the AS for the Clin-Sim condition decreased significantly from the pretraining to the posttraining phase (P Ͻ 0.01).
During the posttraining phase, the AS for the CRM-Sim condition was significantly higher than for the CRM-Lec condition (P Ͻ 0.05, post hoc Tukey unequal-n HSD test). This was consistent with our third hypothesis, which was that there would be an advantage of CRM training with hands-on practice over CRM training with no hands-on practice.
DISCUSSION
The results show that the AS was sensitive to all the variations of the experiment. The differences in the AS between the three training conditions were all in the direction expected, in the light of previous studies on team training. 21, 26, 27 The significant decrease in the AS from the baseline phase, where participants provided Apgar scores for video-recorded scenarios performed by others, to the pretraining phase, where participants provided Apgar scores for scenarios in which they took part, showed sensitivity to task demand. The similar decrease in the AS for all three training conditions between these two phases suggests that the groups were balanced for variables such as clinical experience that otherwise could have biased the results.
The AS showed that clinicians who underwent any CRM training were more accurate in their posttraining clinical assessments than clinicians who underwent only clinical NRPbased training. However, this finding was influenced more by the significant decrease in the AS for the Clin-Sim condition from the pretraining to posttraining phase than by improvement in the CRM training conditions, even though results for the CRM-Sim condition showed a slight trend to improve after training. All five Clin-Sim participants provided less accurate Apgar assessments after training, and for two doctors and one nurse the effect was quite marked. A possible explanation for the decrease could be self-imposed pressure to execute the clinical material just learned, which could have made participants focus on adjusting their knowledge and skills at the expense of the quality of their teamwork. Regardless of cause, this decrease could be transient, and we cannot conclude that there will be a long-term advantage of CRM training over clinical training for accuracy of clinical assessments. Clearly, further research is needed to understand the decrease in AS for the Clin-Sim condition after training and to test the generality of the results for all three training conditions.
The superior accuracy after the CRM-Sim training when compared with the CRM-Lec training indicates that the AS was sensitive to differences in CRM training with versus without hands-on practice and supports expectations that hands-on practice is important in improving teamwork. The accuracy for the CRM-Sim condition was as high in the posttraining phase as in the baseline phase, in contrast to the other two training conditions. This might indicate that the CRM-Sim team training helped clinicians to compensate for the higher task demand of hands-on resuscitations compared with simply observing recorded scenarios. The superiority of the CRM-Sim condition could be due to better team communication, where updated information is being shared more effectively between team members, so they can make their judgments with more up-to-date information. Alternatively, role allocation, which was also emphasized in the CRM training, could have improved, enabling one or more team members to make more frequent and accurate observations and convey the information to the rest of the team.
Nevertheless, although the AS changed with changes in task demand and training condition, in the absence of wellestablished models to explain how team members share different attributes of a situation, 29 we do not know exactly why the AS changed. Rather than measuring team performance by assessing qualitative or quantitative aspects of team members' interactions, the AS reflects how accurately clinicians assess a patient's clinical state, which is critical for decision making about interventions and, ultimately, for patient outcomes. 12 The AS is, therefore, inherently different from other measures of team performance, and it is particularly meaningful to healthcare because it reflects diagnostic accuracy.
There are advantages when computing the AS based on Apgar scores. The Apgar calculation is simple and universal, and the component signs for simulated patients resemble those used for decision making during actual neonatal resuscitation. These characteristics made the Apgar score an excellent candidate for applying Brunswik's probabilistic functionalism and judgment analysis.
The results of this study apply not only to neonatal resuscitation but also potentially to other clinical emergency areas for which simulator-based training is used. Scenarios would need to be prepared and validated using the method described in Nadler et al. 24 Application to other clinical areas would require a well-established clinical score that can be used for computing the actual state of the simulated patient.
Limitations and Future Studies
This study presents an initial test of the AS as a measure of the effectiveness of simulator-based team training. There are several limitations of the study that need to be addressed in future research to determine the validity and generality of the results.
First, the reliability and validity of the AS should be tested in studies with a larger number of participants. Our small sample was due mainly to the small number of participants available to us at the time.
Second, the AS should be tested in a study that uses multiple independent teams with fixed compositions within and across the pretraining and posttraining phases, rather than changing compositions as in this study. With fixed-composition teams, the effects of team training would be tested on independent rather than partially dependent samples. Moreover, fixed-composition teams might develop their own strategies 26 when applying newly learned material, and the impact of team training on the AS could be more evident as a result.
Third, from the present investigation, we cannot be completely certain that the AS reflects team effectiveness. We did not have a control condition in which no training was provided between the pretraining and posttraining assessments, which could have helped us to interpret the unexpected ClinSim result. Some changes in the AS could have been due to external factors and not to the training manipulations. Furthermore, we cannot determine from our experiment the exact mechanisms through which hands-on team training led to better clinical assessments. In future studies, results based on the computation of the AS should be compared with results based on other validated measures of team training effectiveness.
Fourth, the calculation of the AS requires that the illness severity of the patient can be represented with a well-established clinical score (or criterion in Brunswik's terms). This research made use of the Apgar score, but Apgar scores apply only to newborn infants, and in their simplicity, relevance and familiarity could be uniquely suited to our approach. To date, judgment analysis studies in other clinical areas have quantified clinicians' assessments by establishing criteria either from predictive models 30 or from published "gold standard" computations. 11 However, the usefulness of the AS as an indicator of teamwork effectiveness needs to be tested in other clinical realms and with measures other than the Apgar score.
CONCLUSIONS
Currently, there is no standard measure or method for evaluating team training effectiveness. 4 The results of this initial study suggest that the AS may be a useful additional measure for testing the effectiveness of teamwork training in simulated scenarios. Our research has opened many questions and to date has left many unanswered, but if future studies indicate that the AS is reliably sensitive to team training manipulations, it may prove to have several advantages over measures of team effectiveness that require scoring by observers. The computation of the AS does not pose a burden on any observers who might be present and does not require off-line viewing and scoring. 2 The AS could increase the objectivity of team training evaluation 31 and consequently inVol. 6, No. 5, October 2011 crease its reliability and validity. When used alongside other measures, 2,4 the AS could make the evaluation of training interventions more comprehensive and thorough.
Brunswik's probabilistic functionalism provides a solid theoretical basis for explaining how assessments are made during the performance of complex clinical interventions and judgment analysis leads us to the specific formula for the AS. Changes in the AS may serve as a measure for evaluating the effectiveness of team training interventions. Overall, the approach may provide a new framework for studies about training in healthcare 13 that ultimately improve patient outcomes.
APPENDIX A: METHOD FOR CALCULATING THE AS
The Accuracy Score (AS) is presented in Eq. (2)
MSE Y ϭ mean of the squared errors between a set of assessments and the reference set.
MSE max ϭ maximal squared error between a set of assessments and the reference set.
We outline the specific methods used to calculate MSE Y and MSE max , especially because there are alternatives for calculating the latter in particular.
MSE Y can be calculated by using Eq. (3) 32 :
where: Table A1 lists data sets used for the computation of the AS for each clinician in each of the experimental phases. For Clin-Sim condition, 45 errors (5 clinicians and 9 errors per clinician) 9 objective Apgar scores calculated for the hands-on scenarios in each of the two phases.
For CRM-Lec and CRM-Sim conditions, 54 errors (six clinicians and 9 errors per clinician) *Ten of the 40 recordings presented in the baseline phase showed the mannequin with rapid respiration rates that can be typical for sick infants but not immediately after birth. The rest of the scenarios in the experiment showed the mannequin with clinical signs that are typical immediately after birth. This difference could potentially lead to incorrect Apgar score assessments, and therefore, the scores of these 10 recordings were excluded from the computation of the Accuracy Score. 
