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Introduction
Le problème du contrôle de l'intégrité des structures revêt un double intérêt technique et scientiﬁque. Le
premier en raison de l'importance, cruciale dans de très nombreuses applications industrielles, de la détection
de l'apparition, ou du suivi de la propagation de défauts à l'intérieur ou à la surface des pièces. Le second
est, quant à lui, notamment dû au fait que ces problèmes, une fois mathématisés, s'avèrent bien souvent être
mal posés.
Les défauts considérés peuvent aussi bien être issus du procédé de fabrication, comme les bulles d'air dans
une pièce métallique issue de fonderie [57], ou un mauvais alignement de ﬁbres d'une pièce composite [122],
qu'être apparus au cours de la vie de la structure, comme une ﬁssure de fatigue [111] ou de la corrosion sur
une surface inaccessible (l'intérieur d'un tuyau par exemple [67]).
Dans tous les cas, il est souvent très avantageux, voire vital, pour les applications industrielles, d'être en
mesure de détecter ces défauts le plus tôt possible, et de suivre leur propagation de la façon la plus précise
possible, aﬁn de pouvoir optimiser la mise en ÷uvre de la maintenance.
Les méthodes les plus largement développées et utilisées en pratique pour l'identiﬁcation de défauts se
basent sur des phénomènes de propagation des ondes. Il peut s'agir d'ondes électromagnétiques, comme pour
le cas de la tomographie par rayons X [112], ou bien d'ondes mécaniques comme des ultrasons [129]. En eﬀet,
la propagation des ondes est propice à des phénomènes très intéressants comme la réﬂexion ou la transmission
partielle sur les défauts. Il est alors possible, à partir des temps de retour d'onde en diﬀérents points situés à
la surface d'une pièce, ou même du sol, de reconstruire la position et la forme de défauts. Un autre phénomène
utilisable, quoique moins employé que la propagation des ondes, est la réponse vibratoire des structures. En
eﬀet, à-partir du spectre de réponse à une excitation donnée, on peut, au prix d'une analyse inverse adéquate,
reconstruire des défauts d'une structure [106].
Pourtant certaines applications particulières sont peu favorables à l'utilisation de phénomènes dynamiques.
C'est par exemple le cas des applications médicales car on préférerait éviter l'exposition du patient à des
rayonnements ionisants. Il peut aussi se trouver des cas dans l'industrie mécanique où on aimerait contrôler
en temps réel l'intégrité d'une pièce mécanique soumise uniquement à des chargements statiques sans avoir à
la mettre hors-service pour l'inspecter.
Malheureusement, les phénomènes statiques sont beaucoup moins propices à l'identiﬁcation de défauts
parce que les problèmes mathématiques qui en sont issus sont bien souvent très mal posés, et il est rare que
l'on puisse se contenter de prendre des mesures ponctuelles pour réaliser l'identiﬁcation de façon acceptable.
Heureusement, il est aujourd'hui possible de s'appuyer sur des mesures ﬁables de champs à la surface des
pièces [145, 147].
Du point de vue mathématique, on peut modéliser la mesure physique comme dans la ﬁgure 1 : à partir
de données d'entrées e, le système physique, modélisé par une fonction φ, donne un état de sortie s, dont un
capteur, de fonction m permet d'extraire la mesure y.
Dans le cas d'un problème direct, e est entièrement connu et on cherche à calculer l'état s ou des quantités
d'intérêt y au travers de la relation s “ φpeq (ou y “ φ ˝mpeq). En général, ce problème est bien posé dans
le sens où la solution existe, est unique et la fonction φ est continue.
Dans le cadre de l'identiﬁcation, les entrées prennent la forme e “ pe0, xq où e0 est supposé connu et x est
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Figure 1  Le problème direct
un défaut à identiﬁer (ou un champ permettant son identiﬁcation). On appelle f : x ÞÑ fpxq “ m ˝ φpe0, xq.
Le problème d'identiﬁcation peut alors s'écrire de façon formelle comme (1).
P : trouver x tel que fpxq “ y (1)
Contrairement aux problèmes directs, les problèmes issus de l'identiﬁcation de défauts s'avèrent bien
souvent être mal posés au sens de Hadamard [98]. C'est à dire que l'une des trois conditions suivantes n'est
pas respectée :
‚ Existence de la solution : @y, Dx, fpxq “ y
‚ Unicité : tfpx1q “ fpx2q “ yu ñ tx1 “ x2u
‚ Stabilité : f´1 est continue pour une topologie raisonnable
De façon assez intuitive, pour l'identiﬁcation de défauts, l'existence de la solution dans le cas général est
mise à mal. En eﬀet, on imagine assez facilement comment générer artiﬁciellement des mesures qui ne peuvent
s'expliquer par aucune forme de défaut. Un contre exemple spéciﬁque au problème de Cauchy est donné dans
la partie 1.2.1.2.3. C'est pour cette raison que l'on suppose bien souvent que l'on dispose de mesures dites
compatibles, c'est à dire issues de la résolution d'un problème direct dans la mise en donnée duquel un certain
défaut x0 a été utilisé.
Cependant, ceci cause un problème évident dans le cas réaliste, où les mesures ne sont pas artiﬁcielles, mais
eﬀectivement issues d'une pièce instrumentée. En eﬀet, les erreurs de modèle d'une part, et de mesure d'autre
part permettent d'avoir la quasi-certitude que les données ne sont pas compatibles, et qu'en conséquence, la
solution x recherchée n'existe pas, d'où l'utilité de ne pas imposer le respect des mesures de façon stricte.
Pour ce qui est de l'unicité, dans le cadre des problèmes d'identiﬁcation, elle est aussi souvent appelée
identiﬁabilité. En eﬀet, le fait qu'il y ait un seul x capable d'expliquer la mesure y est nécessaire pour
permettre l'identiﬁcation de x à partir de la mesure y. Pour les cas où la quantité d'information est inﬁnie
(c'est à dire que l'on suppose comme donné un champ continu avant discrétisation), l'unicité est bien souvent
vériﬁée. En revanche, sitôt que la mesure est discrète, il est bien fréquent que l'unicité soit perdue, ce qui se
manifeste par la présence de systèmes singuliers à inverser.
La stabilité, quant à elle, est la diﬃculté majeure rencontrée dans les problèmes inverses. En eﬀet, il
est très fréquent que de petites perturbations dans les données conduisent à une grande variation dans la
solution. Or, il se trouve que lors de la résolution de problèmes d'identiﬁcation, les données subissent diﬀérentes
perturbations comme le bruit de mesure, l'erreur de modèle ou tout simplement les erreurs d'approximation
numérique, inévitables dans la résolution pratique des systèmes.
Les problèmes d'existence, d'unicité et de stabilité abordés plus haut ont pour conséquence l'impossibilité
en pratique de résoudre des problèmes inverses tels quels. Il est donc nécessaire de les régulariser avant de
chercher à les résoudre. Le principe de la régularisation est de chercher à choisir, parmi tous les x vériﬁant
à peu près les mesures (fpxq » y) l'une de ces solutions en se basant sur des informations supplémentaires
disponibles a priori, qui portent généralement sur la régularité de la solution. Une telle démarche peut être
interprétée comme inductive : en présence de données dont la qualité ou la quantité font qu'il est impossible
de trancher pour une solution particulière, on est conduit à choisir la solution qui se conforme le mieux à l'a
priori que l'on en a.
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La plupart des méthodes d'identiﬁcation sont variationnelles, C'est à dire qu'elles permettent de recons-
truire la géométrie d'un défaut en partant d'une estimation initiale qui sera aﬃnée de façon itérative. On peut
citer par exemple la méthode FEMU [90] ou la méthode de l'erreur en relation de comportement [106]. Un tel
schéma d'identiﬁcation demande de résoudre, à chaque pas de calcul, au moins un problème direct 2. Il existe
d'autres familles de méthodes, comme les méthodes bayésiennes, qui transforment un problème déterministe
mal posé en un problème probabiliste bien posé, mais là encore, il est nécessaire d'eﬀectuer de nombreuses
résolutions directes.
Comme il est très fréquent, dans les applications industrielles, que les problèmes à résoudre soient de grande
taille, les méthodes variationnelles demandent souvent de disposer de capacités de calcul très importantes.
Dans les cas où on souhaite eﬀectuer le calcul rapidement, par exemple en temps réel, une piste qui fait l'objet
de recherches actives est l'utilisation d'un modèle réduit pour le problème direct [139, 115]. Ceci permet en
eﬀet d'accélérer chaque calcul direct, et éventuellement de régulariser le problème, au prix d'une perte de
précision plus ou moins contrôlée. Une autre piste pour réduire le temps de calcul est de se tourner vers une
méthode d'identiﬁcation dite explicite, comme l'écart à la réciprocité [13], qui ne demande pas de résoudre
de problème direct.
Dans cette thèse, nous nous sommes intéressés à deux problèmes, et pour chacun à une méthode dédiée.
Le premier est le problème de Cauchy, portant sur la reconstruction de conditions aux limites manquantes sur
un bord à partir de conditions aux limites redondantes sur un autre bord. La méthode de résolution choisie
est la méthode de Steklov-Poincaré, assimilable à une méthode variationnelle 3. Le deuxième problème auquel
nous nous intéresserons est l'identiﬁcation de ﬁssures, et la méthode que nous étudierons est la méthode de
l'écart à la réciprocité.
Il a été choisi, pour illustrer numériquement les algorithmes présentés, d'utiliser l'équation de l'élasticité
statique, mais ceux-ci devraient être utilisables dans le cadre de n'importe quelle équation aux dérivées
partielles elliptique, comme l'équation de Laplace, régissant les phénomènes de thermique stationnaire et
d'électrostatisme.
Cette thèse est organisée en trois chapitres.
Dans un premier temps, des résultats de la bibliographie utiles dans le cadre de notre étude sont présentés.
On dresse une liste de méthodes de régularisation utilisables pour la résolution de problèmes inverses dans le
cadre général. Lorsque cela s'y prête, on illustre le fonctionnement de ces méthodes sur un problème-jouet de
traitement d'image. Dans la suite du chapitre, on dresse un état de l'art des méthodes permettant la résolution
du problème de Cauchy. Enﬁn, on passe en revue les approches disponibles pour le problème d'identiﬁcation
de ﬁssures.
Le second chapitre est consacré à l'apport de contributions à l'amélioration de l'algorithme de Steklov-
Poincaré de résolution du problème de Cauchy. Le travail qui y est présenté exploite la similarité entre la
méthode de Steklov-Poincaré et les méthodes de décomposition de domaine de type Schur [71, 114]. À la
lumière de cette analogie, on cherche à mettre en ÷uvre diﬀérentes améliorations du solveur. Par la suite,
des travaux plus variés sont présentés, ayant pour but de montrer que l'on peut traiter numériquement le
problème de Cauchy dans des cadres divers. D'abord, on s'intéresse au cadre bayésien, puis on résout un
problème de dynamique transitoire, puis un problème de statique non-linéaire. Finalement, on cherche à
résoudre un problème de Cauchy par décomposition de domaine.
Le troisième chapitre est consacré à l'identiﬁcation de ﬁssures à l'aide du concept d'écart à la réciprocité.
Dans un premier temps, un algorithme, disponible dans la littérature, mais jamais testé numériquement dans
le cas de ﬁssures internes en élasticité 3D, est étudié, et on montre comment améliorer sa robustesse. Par
la suite, deux nouveaux algorithmes plus généraux sont proposés. Ces algorithmes sont des réponses aux
deux limites classiques de la méthode de l'écart à la réciprocité telle qu'elle est habituellement présentée.
2. Deux si on utilise un problème adjoint, et beaucoup plus si on a opté pour un schéma aux diﬀérences ﬁnies
3. La méthode de Steklov-Poincaré telle qu'exploitée ici consiste en une méthode itérative au cours de laquelle le champ de
conditions aux limites est optimisé à l'aide de résolutions directes.
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Le premier algorithme peut s'appliquer à partir de données partielles sur le bord du domaine tandis que le
second algorithme permet d'identiﬁer des ﬁssures de forme quelconque.
Enﬁn, la conclusion est l'occasion de dresser un bilan des apports de ce travail aﬁn d'annoncer des
perspectives scientiﬁques qui pourront faire l'objet de recherches ultérieures.
Complétion de données puis identiﬁcation de ﬁssures
[59, 10]
partie 3.2
Steklov-Poincaré
pour la complétion de données
[23, 96]
partie 1.4.6
Écart à la réciprocité
pour l'identiﬁcation de ﬁssures
[15]
partie 1.5.5
Améliorations du solveur de Krylov [72]
parties 2.2 et 2.3
Complétion de données dans des cas originaux
parties 2.4 à 2.7
Implémentation,
étude et améliorations de la méthode [73]
partie 3.1
Lien avec l'erreur en relation de comportement
partie 3.3
Généralisations de la méthode
parties 3.4 et 3.5
Figure 2  Interactions entre les diﬀérentes parties du manuscrit
Chapitre 1
Bibliographie
1.1 Le problème elliptique direct
L'ensemble des travaux présentés dans cette thèse porte sur la résolution de problèmes inverses dans le
cadre des équations aux dérivées partielles elliptiques, c'est pourquoi on présente dans cette partie le problème
elliptique direct de façon générale, puis dans le cas particulier de l'élasticité linéaire, qui sera exclusivement
utilisé pour illustrer numériquement le comportement des algorithmes présentés.
1.1.1 Cadre général
Soit d “ 2 ou 3, la dimension de l'espace physique. Soit un opérateur linéaire symétrique déﬁni positif
A P Rd Ñ Rd, dépendant éventuellement de l'espace. On déﬁnit l'opérateur diﬀérentiel d'ordre 2, linéaire et
elliptique, L‚ “ divA gradp‚q. Soit Ω, un ouvert de Rd suﬃsamment régulier. Soient Γd et Γn, deux parties
du bord BΩ, telles que ΓdYΓn “ BΩ et ΓdXΓn “ H. Soient g0 P H´1pΩq, ud P H1{2pΓdq et fn P H´1{2pΓnq.
Soit n, la normale sortante au bord du domaine. Le domaine et ses bords sont représentés sur la ﬁgure 1.1.
On déﬁnit le problème direct comme suit :
trouver u dans H1pΩq tel que :
$’&’%
Lu` g0 “ 0 dans Ω
u “ ud sur Γd
A gradpuq ¨ n “ fn sur Γn
(1.1)
On peut introduire σ “ A gradpuq, le ﬂux.
Figure 1.1  Le domaine et ses bords
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On déﬁnit les espaces U, u P U ðñ  u P H1pΩq, u |Γd“ ud( et U0, u P U0 ðñ  u P H1pΩq, u |Γd“ 0(.
La forme faible de ce problème peut s'écrire comme suit :
trouver u dans U tel que @v P U0, apu, vq “ lpvq (1.2)
Avec :
apu, vq “
ż
Ω
gradpuqA gradpvqdV
lpvq “
ż
Γn
fnvdS `
ż
Ω
g0vdV
(1.3)
On suppose que A est tel que a soit continue et elliptique. De même, fn et g0 sont tels que l soit continue.
Dans le cas où Γd est de mesure non-nulle, on peut montrer, à l'aide du théorème de Lax-Milgram
[44], que ce problème est bien posé au sens de Hadamard, c'est à dire qu'il existe une unique solution
à ce problème dans H1pΩq, et que celle-ci est stable par rapport à tous les chargements. Plus précisé-
ment, il existe un unique u P H1pΩq satisfaisant (1.2), et il existe C1 ą 0, C2 ą 0 et C3 ą 0 tels que
}u}H1pΩq ď C1}g0}H´1pΩq ` C2}ud}H1{2pΩq ` C3}fn}H´1{2pΩq.
En l'absence de suﬃsamment de conditions de Dirichlet, l'unicité de la solution est perdue (une condition
suﬃsante à l'unicité est que la mesure de Γd soit non-nulle), mais elle peut être retrouvée par exemple en
imposant des conditions en moyenne sur la solution.
Remarque 1 (Condition de Robin). Il peut également exister sur une partie du bord BΩ des conditions aux
limites de type Robin, c'est à dire telles que ku ` A gradpuq ¨ n “ r0, avec k un réel positif. Le théorème de
Lax-Milgram reste applicable avec une telle condition aux limites.
L'équation présentée est suﬃsamment générale pour couvrir les cas de l'équation de Laplace et la majorité
des cas de mécanique statique. Notons toutefois que certaines équations elliptiques, comme l'équation de
Helmholtz ne rentrent pas tout à fait dans ce cadre. Néanmoins, la plupart des résultats et méthodes présentés
dans cette thèse sont valables également dans le cas de cette équation.
1.1.2 Cas de l'élasticité
Le cas qui va nous intéresser plus particulièrement dans cette thèse est celui de l'élasticité statique, avec
un comportement linéaire et l'hypothèse des petites perturbations. Dans ce cadre, le champ u est un vecteur
qui représente le déplacement de la matière. Pour mettre en évidence le fait qu'il s'agit d'un vecteur, il sera
noté dans la suite u. g
0
représente une force volumique, f
0
une force surfacique et u0 un déplacement imposé.
Le problème direct d'élasticité statique se met sous la forme suivante :
trouver u P H1pΩq tel que :
$’&’%
divpσpuqq ` g
0
“ 0 dans Ω
u “ ud sur Γd
σpuq ¨ n “ f
n
sur Γn
(1.4)
Où le tenseur de contraintes de Cauchy σ est lié à la déformation linéarisée ε au travers de la relation de
comportement comme suit : $&%σp‚q “ H : εp‚qεp‚q “ 1
2
´
gradp‚q ` gradp‚qT
¯ (1.5)
Où H est le tenseur de Hooke, d'ordre 4, caractéristique du matériau étudié.
On peut placer cette équation dans le cadre établi précédemment en posant A‚ “ H1
2
p‚ ` ‚T q. En
conséquence, le ﬂux σ et l'opérateur diﬀérentiel L se notent comme suit :
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#
σp‚q “ Agradp‚q
Lp‚q “ divpσp‚qq (1.6)
1.2 Déﬁnition et mauvais conditionnement des problèmes inverses étudiés
Dans cette partie, on va donner des résultats bien connus dans la littérature aﬁn de mettre en évidence le
fait que le problème de Cauchy d'une part et l'identiﬁcation de ﬁssures d'autre part sont des problèmes mal
posés sujets à de l'instabilité.
1.2.1 Le problème de Cauchy
Le problème de Cauchy, ou problème de complétion de données est un problème dans lequel il s'agit de
retrouver des conditions aux limites manquantes sur un bord d'un domaine à partir de la donnée de conditions
redondantes sur un autre bord du domaine. Considérons toujours le domaine Ω, muni de sa normale sortante
n. Son bord BΩ va être cette fois-ci divisé en deux parties. Γr est le bord sur lequel on dispose des données
redondantes du champ et de son ﬂux, et Γm est son complémentaire, sur lequel on ne connaît aucune condition
aux limites. Le domaine et ses bords sont représentés sur la ﬁgure 1.2.
Remarque 2. On peut ajouter deux bords Γd et Γn sur lesquels des conditions respectivement de Dirichlet
et de Neumann sont imposées. En pratique, dans la plupart des exemples numériques disponibles dans la
littérature (et dans cette thèse), on utilise ces bords supplémentaires, et leur présence n'a pas d'impact sur
le principe des algorithmes de résolution.
trouver u tel que :
$’&’%
Lu` g0 “ 0 dans Ω
u “ uˆr sur Γr
A gradpuq ¨ n “ pfr sur Γr (1.7)
Figure 1.2  Le domaine et ses bords
Du point de vue physique, résoudre ce problème revient à trouver, à partir de l'observation d'un bord
d'une pièce, des sollicitations appliquées sur un autre bord. Il a été proposé de résoudre des problèmes de
Cauchy dans diverses applications industrielles. On citera notamment [155], où l'auteur propose de retrouver
le potentiel électrique à la surface d'un c÷ur à partir de mesures sur le thorax du patient. De même, on peut
proposer de résoudre des problèmes de Cauchy pour identiﬁer des ﬁssures contenues dans une surface connue
[96], des facteurs d'intensité de contrainte [11], ou la distribution de température à l'intérieur d'un tuyau [12].
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Mentionnons également [50], dans lequel des mesures de déplacement par corrélation d'image sont étendues
en résolvant un problème similaire à celui de Cauchy.
On peut intuiter, en s'appuyant sur le principe de Saint-Venant, que si le bord Γm est éloigné du bord
Γr, l'inﬂuence de la condition limite à identiﬁer sur le bord de mesure est faible. Ceci permet de comprendre
pourquoi le problème est mal posé. Pour s'en assurer, on peut étudier l'exemple de Hadamard.
1.2.1.1 Exemple de Hadamard
Dans [81] 1, qui a été repris par exemple dans [2], il est mis en évidence que le problème de Cauchy
elliptique est mal posé. Il s'agit du problème sur le Laplacien dans le carré unité. Soit k P N, et Γr “ r0, pis
est le côté bas du carré.
trouver uk tel que :
$’’’’&’’’’%
∆uk “ 0 @ px, yq P r0, pis ˆ r0, 1s
uk “ 1
k
sinpkxq pour y “ 0 et @x P r0, pis
Buk
Bn “ 0 pour y “ 0 et @x P r0, pis
(1.8)
Ce problème admet une solution unique qui est :
ukpx, yq “ 1
k
sinpkxq coshpkyq (1.9)
On va montrer que l'on ne peut pas contrôler la norme de uk sur r0, pis ˆ r0, 1s par la norme de la donnée
de Dirichlet sur r0, pis.
La limite de la norme L2pΓrq de uk pour x P r0, pis et y “ 0 quand k tend vers `8 est nulle.
lim
kÑ`8 }uk}L2pΓrq “ limkÑ`8
ż
r0,pis
u2kpx, 0qdx “ lim
kÑ`8
1
k2
ż
r0,pis
sin2pkxqdx “ lim
kÑ`8
pi
2k
“ 0 (1.10)
À l'inverse, la norme de uk sur l'ensemble du domaine a le comportement suivant :
lim
kÑ`8 }uk}L2pΩq “ limkÑ`8
ż
r0,pisˆr0,1s
u2kpx, yqdxdy “ lim
kÑ`8
pi
2k
ż
r0,1s
cosh2pkyqdy
“ lim
kÑ`8
pi
2k
ˆ
1
2
` sinhp2kq
4k
˙
“ `8
(1.11)
En conséquence, pour une donnée de norme arbitrairement petite, on peut avoir une solution de norme
arbitrairement grande. La condition de stabilité n'est donc pas respectée et on a aﬀaire à un problème mal
posé. Par ailleurs, on remarque que les données de faible norme capables de faire exploser la solution sont très
oscillantes, ce qui correspond à la forme usuelle du bruit de mesure, ce qui est particulièrement défavorable
à la résolution pratique du problème inverse.
On voit sur la ﬁgure 1.3 la solution du problème de Cauchy pour deux valeurs de k. pour k “ 2, la donnée
en y “ 0 est peu oscillante et la norme de la solution est contrôlée par celle de la donnée. Par contre, dès
k “ 5, la donnée est davantage oscillante et on constate que la norme de la solution a tendance à exploser
quand on s'éloigne du bord y “ 0.
1.2.1.2 Résultats théoriques sur le problème de Cauchy
La littérature mathématique sur le problème de Cauchy est très fournie, et de nombreux résultats ont été
prouvés. Une partie d'entre eux sont rassemblés dans cette partie.
1. Que je n'ai pas pu me procurer
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0
pi 0
0.5
1´10
0
10
x
y
u
k
(a) k “ 2
0
pi 0
0.5
1´10
0
10
x
y
u
k
(b) k “ 5
Figure 1.3  Solution du problème de Cauchy pour diﬀérentes valeurs de k
1.2.1.2.1 Unicité Pour le cas du problème linéaire, le théorème de Holmgren permet de montrer cette
unicité (voir [130], chapitre 1.7, dans lequel le cas d'un problème de Cauchy d'ordre élevé est traité). Ce
théorème permet d'aﬃrmer que la diﬀérence entre deux solutions u1 et u2, qui est en conséquence solution
d'un problème de Cauchy homogène, est nulle sur tout le domaine Ω.
Dans [41], on trouve également une démonstration de l'unicité de la solution du problème de Cauchy pour
le cas de l'équation de Laplace, qui s'appuie sur un résultat d'unicité plus général.
1.2.1.2.2 Stabilité La question de la stabilité de la solution est cruciale puisque la qualité des solutions
numériques que l'on obtiendra est nécessairement tributaire des résultats théoriques de stabilité. Celle-ci est
abordée notamment dans l'article de revue [2] sur un opérateur elliptique de forme générale, et les auteurs
exposent un résultat de stabilité logarithmique optimal. Pour information, la stabilité logarithmique est une
relation de la forme suivante, établie dans le cadre de l'équation de Helmholtz dans [42].
@κ Ps0; 1r DC P R, }u}H1pΩq ď C MplogpM{δqqκ avec"}u}H2pΩq ďM
}g0}L2pΩq ` }uˆr}H1pΓq ` } pfr}L2pΓq ď δ
(1.12)
Dans [35], une analyse spectrale est conduite, qui arrive à la conclusion que les valeurs propres de l'opé-
rateur de Steklov-Poincaré 2 tendent vers 0 de façon exponentielle, ce qui est compatible avec le résultat
précédent.
Ces résultats permettent d'aﬃrmer que le problème de Cauchy est sévèrement mal posé au sens de la
stabilité.
1.2.1.2.3 Existence Rappelons enﬁn que le problème de Cauchy n'admet pas nécessairement de solution
dans le cas général. On peut montrer cela en utilisant un raisonnement par l'absurde : soit un domaine Ω,
dont le bord est divisé en trois parties Γ1, Γ2 et Γ3, tous trois de mesure non nulle. Supposons que tout
problème de Cauchy a une solution. Considérons le problème de Cauchy suivant :
2. voir la partie 1.4.6
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trouver u tel que :
$’&’%
Lu` g0 “ 0 dans Ω
u “ u1 sur Γ1
A gradpuq ¨ n “ f1 sur Γ1
(1.13)
Il a une solution, dont on sait qu'elle est unique. Considérons alors le problème suivant :
trouver u˜ tel que :
$’’’’’’&’’’’’’%
Lu˜` g0 “ 0 dans Ω
u˜ “ u1 sur Γ1
A gradpu˜q ¨ n “ f1 sur Γ1
u˜ “ u˜2 sur Γ2
A gradpu˜q ¨ n “ f˜2 sur Γ2
(1.14)
L'unicité de la solution du problème (1.13) nous permet d'aﬃrmer qu'elle est égale à la solution de (1.14).
En conséquence, ce dernier problème n'admet de solution que si u˜2 “ u |Γ2 et f˜2 “ pA gradpuq ¨ nq |Γ2 . Il
s'agit des conditions de compatibilité.
Pour les cas pratiques, la question de l'existence de la solution peut être réglée en supposant que les
conditions aux limites données sont compatibles entre elles, c'est à dire qu'elles sont issues de la résolution
préalable d'un problème bien posé.
Le théorème de Cauchy-Kowalevski (voir [63], Chap V, Th 3) assure l'existence d'une solution au problème
de Cauchy sous certaines hypothèses de régularité du bord portant les données redondantes, et si ces dernières
sont analytiques et compatibles.
1.2.2 Le problème d'identiﬁcation de ﬁssures
Le problème que l'on va examiner dans cette partie consiste en la détermination de la forme et la taille
d'une ﬁssure à partir des données du champ et du ﬂux sur une partie du bord du domaine. La ﬁssure est
représentée par une surface de discontinuité dans le domaine, notée Σ. Déﬁnissons deux surfaces, confondues
avec Σ, mais orientées de façon opposées, Σ` et Σ´, telles que leurs normales sont n` “ ´n´. On pose
arbitrairement nΣ “ n`, la normale à la surface de ﬁssure. Tous ces éléments sont représentés sur la ﬁgure
1.4.
Figure 1.4  Le domaine ﬁssuré
La nature des conditions à écrire sur Σ dépend de la physique considérée. Pour ce qui nous intéresse,
en mécanique, on peut par exemple supposer une condition de contact unilatéral, qui s'écrit à l'aide des
conditions de Signorini, en posant f
Σ
“ σpu`q.n` “ ´σpu´q.n´, l'eﬀort entre les lèvres de ﬁssure :
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$’’’’’&’’’’’%
JuK ¨ nΣ ě 0
f
Σ
¨ nΣ ď 0
f
Σ
¨ JuK “ 0
f
Σ
“
´
f
Σ
¨ nΣ
¯
nΣ
(1.15)
Dans certains cas, on peut simpliﬁer ces conditions en supposant que le chargement est tel que la ﬁssure
est toujours ouvrante, c'est à dire qu'il n'y a jamais de contact entre les lèvres de ﬁssure. En conséquence, on
peut modéliser la présence de la ﬁssure simplement en utilisant des conditions de Neumann sur Σ` et Σ´.
Dans cette partie, c'est ce que l'on va faire pour avoir le problème le plus simple possible.
trouver Σ tel que Du respectant :
$’’’’&’’’’%
Lu` g0 “ 0 dans ΩzΣ
A gradpuq ¨ n “ pfr sur BΩ
u “ uˆr sur BΩ
A gradpuq ¨ n “ 0 sur Σ
(1.16)
Remarque 3. Dans d'autres cas, il peut y avoir une condition aux limites diﬀérente sur Σ. Par exemple, en
thermique ou électrostatisme (équation de Laplace), on peut être amené à modéliser une ﬁssure à l'aide de
conditions de Robin.
1.2.2.1 Existence
Pour prouver que le problème n'admet pas de solution dans le cas général, nous allons construire un jeu
de données tel qu'il n'existe pas de ﬁssure Σ solution du problème inverse. Pour cela, considérons u1, solution
du problème direct suivant :
trouver u1 tel que :
#
Lu1 “ 0 dans Ω
A gradpu1q ¨ n “ f0 sur BΩ (1.17)
Si f0 ‰ 0, alors, u1 ‰ 0. On va montrer que le  retournement  du champ ne peut s'expliquer par une
ﬁssure. Posons le problème d'identiﬁcation de ﬁssure suivant :
trouver Σ tel que Du respectant :
$’’’&’’’%
Lu “ 0 dans ΩzΣ
A gradpuq ¨ n “ f0 sur BΩ
u “ ´u1 sur BΩ
A gradpuq ¨ n “ 0 sur Σ
(1.18)
On utilise la formule de Green pour le domaine sain :
0 ă
ż
Ω
gradpu1qA gradpu1q dV “ż
BΩ
u1A gradpu1q ¨ ndS ´
ż
Ω
gradpu1q divpA gradpu1qq dV “
ż
BΩ
u1f0 dS
(1.19)
Le bord du domaine ﬁssuré Ω2 “ ΩzΣ est BΩ2 “ BΩY pΣ` Y Σ´q. La formule de Green donne donc :
0 ă
ż
BΩ2
gradpuqA gradpuq dS “
ż
BΩ2
uA gradpuq ¨ ndS
“
ż
BΩ
uA gradpuq ¨ ndS `
ż
Σ`
uA gradpuq ¨ ndS `
ż
Σ´
uA gradpuq ¨ ndS “ ´
ż
BΩ
u1f0 dS ă 0
(1.20)
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On aboutit donc à une contradiction, ce qui prouve que le problème (1.18) n'a pas de solution. Une
interprétation physique de ce contre-exemple consiste à dire qu'une mesure conduisant à un travail négatif
ne peut pas s'expliquer par la présence d'une ﬁssure.
1.2.2.2 Unicité
L'identiﬁabilité (ou unicité), quant à elle, a été démontrée pour diﬀérents cas de ﬁgure. Dans [75], l'unicité
est prouvée pour l'équation de Laplace 2D 3 ; une hypothèse dans cette démonstration est qu'il existe des
mesures issues de deux cas de chargement distincts. Dans [30], un résultat d'identiﬁabilité est obtenu pour
l'équation de l'élasticité linéaire en 2D dans le cas où la ﬁssure est un bord de Neumann.
1.2.2.3 Stabilité
Enﬁn, en ce qui concerne la stabilité, on pourra citer [1] où un résultat de stabilité de Lipschitz est donné
dans le cadre de l'équation de Laplace. Un résultat de Lipschitz-stabilité locale pour le cas de l'élasticité 2D
est donné quant à lui dans [30] sous les hypothèses que la ﬁssure est linéaire et débouchante, et que u n'est
pas régulier en pointe de ﬁssure. On introduit u, le champ de déplacement mesuré pour une ﬁssure donnée
et uh, le champ mesuré pour une ﬁssure perturbée. h peut être une variation de la longueur de la ﬁssure, ou
son angle. Dans ces deux cas, les auteurs montrent l'inégalité suivante :
lim
hÑ0
}uh ´ u}L2pΓrq
|h| ą 0 (1.21)
Ce résultat s'interprète comme la majoration d'une variation inﬁnitésimale des paramètres de la ﬁssure h
par la norme de la variation correspondante du champ mesuré multipliée par une constante positive.
À la lumière de ces résultats théoriques, on peut conclure que le problème d'identiﬁcation de ﬁssures est
moins instable que le problème de Cauchy.
1.3 Méthodes de régularisation
Comme on l'a vu plus haut, les problèmes qui seront traités dans cette thèse sont instables, et les al-
gorithmes de résolution sont susceptibles de conduire à des approximations de très mauvaise qualité, en
particulier en présence de bruit. C'est pour cette raison que l'on va s'intéresser aux remèdes qu'il est possible
de mettre en ÷uvre.
Indissociables de la résolution des problèmes inverses et mal posés, dont elles sont un ingrédient essentiel,
les méthodes de régularisation prennent des formes très diverses pour s'adapter aux besoins particuliers de
chaque problème. Dans cette partie, on va tenter de donner un aperçu de cette diversité en présentant un
grand nombre d'entre elles.
On va considérer dans toute cette partie que le problème traité prend la forme présentée dans l'introduc-
tion :
P : trouver x tel que fpxq “ y (1.22)
Où px, yq P Rm ˆ Rn. Ce problème est alors équivalent au problème de minimisation suivant :
x “ arg min 1
2
}fpx˜q ´ y}2 (1.23)
x est la solution, y la mesure (ou second-membre), fpx˜q ´ y est appelé le résidu.
3. Dans cet article, l'identiﬁabilité est prouvée à la fois dans le cas où la ﬁssure se manifeste par une condition de Dirichlet
nulle sur Σ et celui, qui est le notre, où il s'agit d'une condition de Neumann sur Σ` etΣ´
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Remarque 4. Il arrive que l'on utilise une norme particulière dans ce problème de minimisation, en minimisant
plutôt }fpx˜q ´ y}2
NTN
. Ceci revient à minimiser }Nfpx˜q ´ Ny}2, c'est à dire à préconditioner à gauche le
problème par N´1.
Nous allons étudier le lien entre la stabilité de la solution et le conditionnement du problème. Considérons
un bruit δy, introduit sur les données, et qui cause une erreur δx sur la solution. Le problème bruité s'écrit
comme suit :
fpx` δxq “ y ` δy (1.24)
On déﬁnit κMf,x le conditionnement du problème au point x et au sens de la norme M comme le plus petit
réel positif tel que :
}δx}M
}δy}M ď κ
M
f,x (1.25)
On voit ainsi que le conditionnement contrôle la stabilité de la solution du problème.
Dans le cas où f est une fonction linéaire, on déﬁnit A P Rn,m, une matrice telle que fpxq “ Ax. Le
problème s'écrit alors comme suit :
Ax “ y (1.26)
Lorsque l'on rajoute un bruit δy sur les données, le système bruité devient (1.27) et il apparaît une erreur
δx sur la solution :
Apx` δxq “ y ` δy (1.27)
On peut donc en déduire que le conditionnement du problème s'exprime en fonction de la norme subor-
donnée de l'opérateur A et de son inverse. On note le conditionnement de la matrice A au sens de la norme
N , κMA :
κMA “ }A}M}A´1}M (1.28)
En particulier, le conditionnement en norme 2 est égal au rapport entre la plus grande et la plus petite
valeur singulière de A.
Dans le cas où A est la discrétisation d'un opérateur compact, c'est à dire d'un opérateur ayant une
inﬁnité de valeurs propres s'accumulant vers zéro, son conditionnement en norme 2 tend donc vers `8 quand
la taille de A augmente. C'est pour cette raison que les opérateurs compacts sont réputés pour intervenir
dans des problèmes extrêmement mal conditionnés.
Remarque 5 (Eﬀet de la discrétisation). Dans le cadre des problèmes inverses, la discrétisation joue un rôle
à double tranchant. En eﬀet, d'une part le fait que la solution à trouver, x, soit discrétisée, a tendance à
stabiliser la résolution, comme cela a été mis en évidence par exemple dans le cadre de la corrélation d'images
[39], au point même que la discrétisation peut être considérée comme un moyen de régularisation à part
entière. Cette stabilisation vient du fait que, si elle est pertinente, la discrétisation permet d'imposer l'espace
dans lequel la solution se trouve, et donc permet de limiter l'existence de solutions éloignées de la référence,
et ayant un résidu faible. Cependant, d'autre part, les données d'entrée, y sont elles aussi discrétisées, ce qui
a pour conséquence que la quantité d'information peut ne pas être suﬃsante pour résoudre le problème dans
de bonnes conditions. On peut même se retrouver dans le cas où le problème discret est sous-déterminé (et
dans ce cas, l'unicité n'est évidemment plus assurée).
L'esprit général des méthodes de régularisation consiste à admettre que, pour des raisons de qualité ou
de quantité, les mesures y ne sont pas à même à elles seules de permettre la détermination de la solution
x, et que la résolution du problème (1.23) tel quel conduirait à une solution xˆ qui en est éloignée et même
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n'ayant pas de sens physique. On va alors s'aider d'informations connues a priori, et qui portent souvent sur
la régularité de la solution, ou sa proximité avec un champ connu.
Lors de la mise en ÷uvre d'une méthode de régularisation, un point qui demande une attention particulière
est la façon de pondérer les deux sources d'informations que sont la mesure et l'information a priori. Nous
verrons également dans cette partie des procédures adaptées à chaque méthode, qui permettent de choisir un
poids relatif pertinent.
Ces procédures se divisent en deux grandes catégories : certaines peuvent fonctionner sans utiliser l'in-
formation du niveau de bruit, tandis que d'autres nécessitent cette donnée pour être applicables. Il convient
alors de souligner qu'un résultat mathématique [25] appelé veto de Bakushinskii stipule que dans le pire des
cas, un choix du paramètre de régularisation sans utiliser l'information du niveau de bruit peut conduire à
une solution arbitrairement fausse. La conséquence pratique est que, dans le cas où on ne peut pas estimer
le niveau de bruit, il est préférable de chercher à recouper les informations données par plusieurs procédures
plutôt que de faire conﬁance à une seule d'entre elles.
Remarque 6. Les articles de revue bibliographique sur les méthodes de régularisation pourront apporter des
informations complémentaires à cette partie. On peut citer [149], qui apporte une approche mathématique,
ou [146], qui est plus orienté vers l'ingénierie.
Remarque 7. La bibliothèque Regularization Tools [87], fonctionnant sur Matlab, est dédiée à la mise en
÷uvre numérique d'un grand nombre de méthodes de régularisation.
Pour celles qui s'y prêtent, les méthodes présentées dans cette partie seront illustrées sur l'application
particulière du déﬂoutage d'image, qui oﬀre l'avantage de fournir des résultats très visuels. Il s'agit d'un
problème inverse bien connu qui revient mathématiquement à l'inversion d'un système linéaire plein, très
mal conditionné et non symétrique impliquant l'opérateur de ﬂoutage. Il a été choisi d'utiliser un ﬂoutage
indépendant de la couleur, ce qui fait que le problème peut être traité à l'aide de résolutions à seconds
membres multiples, les trois seconds membres correspondant aux couleurs rgb. On suppose que I représente
la distribution sur l'image des niveaux de l'une des trois couleurs. La distribution des niveaux de couleurs de
l'image ﬂoutée, IB se calcule comme suit :
IB “ GpIq avec GpIqpxq “ 1
Npxq
ż
Ω
kpx, yqIpyqdy
Npxq “
ż
Ω
kpx, yqdy et kpx, yq “ e´
px´ yq2
2σ2
(1.29)
Où σ, l'écart-type, est un paramètre gouvernant la sévérité du ﬂoutage. L'opérateur G est un opérateur
intégral de Hilbert Schmidt (de noyau k{N), qui est donc compact. En pratique, l'image est discrétisée sur
des pixels, et la version discrète de l'opérateur G est extrêmement mal conditionnée, ce qui fait que le bruit
numérique suﬃt à faire apparaître les phénomènes que l'on cherche à mettre en évidence. Pour cette raison,
aucun bruit supplémentaire n'a été ajouté.
Un exemple d'image ﬂoutée, avec un écart-type de 5 pixels est proposé sur la ﬁgure 1.5. Le lecteur intéressé
par ce problème particulier pourra avantageusement se référer à un article de revue bibliographique comme
[152].
1.3.1 Régularisation de Tikhonov
1.3.1.1 Présentation de la méthode
Cette méthode a été proposée dans [128] et [144] 4. L'information apportée est la proximité à une donnée
a priori x0, pour une distance d bien choisie. Ainsi, le problème (1.23) devient :
4. L'auteur de cet article a laissé son nom à la méthode, mais je n'ai pas réussi à me le procurer
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(a) Image d'ori-
gine
(b) Image ﬂou-
tée
Figure 1.5  Floutage d'image
x “ arg min 1
2
}fpx˜q ´ y}2 ` µdpx˜, x0q (1.30)
Dans lequel µ est le paramètre de régularisation positif, dont le choix sera fait en fonction de la conﬁance
que l'on a dans le fait que dpx˜, x0q est petit.
Dans le cas du problème linéaire, et si la distance d est quadratique, on peut introduire un opérateur
linéaire L tel que la minimisation s'écrive :
x “ arg min 1
2
x˜T pATA` µLTLqx˜´ x˜TAT y ´ µx˜TLTLx0 (1.31)
Ceci conduit au système linéaire :`
ATA` µLTL˘x “ AT y ` µLTLx0 (1.32)
Si la matrice A est symétrique déﬁnie positive, on peut plutôt minimiser la fonctionnelle suivante :
x “ arg min 1
2
x˜T pA` µLTLqx˜´ x˜T y ´ µx˜TLTLx0 (1.33)
Ce qui conduit au système linéaire suivant :
pA` µLTLqx “ y ` µLTLx0 (1.34)
L'avantage d'une telle formulation, par rapport à l'équation normale qui dériverait de la minimisation
(1.30) est que l'équation non régularisée sous-jacente est mieux conditionnée, ce qui autorise des valeurs plus
faibles du paramètre de régularisation si le bruit numérique est prépondérant 5. Mentionnons le fait intéressant
que dans le cas où A est seulement carrée, la résolution d'un tel problème linéaire conduit empiriquement à
des résultats cohérents alors que le problème (1.33) n'a plus de sens.
Remarque 8 (Lien entre préconditionnement et choix de la norme régularisante). Dans le cadre des problèmes
linéaires, résoudre un problème du type de (1.31) ou (1.33), régularisé par la norme L est équivalent, si la
matrice L est inversible, à résoudre au sens de la minimisation du résidu le problème (1.26) préconditionné
à droite par L´1 et régularisé par la norme euclidienne. Notons d'ailleurs que pour (1.33), on a l'équivalence
que le prédonditionnement soit à gauche, à droite ou symétrique.
Revenons au cadre général non linéaire. À ce stade, il convient de distinguer deux grands cas de ﬁgure
dans lesquels la régularisation de Tikhonov peut être appliquée :
‚ Le premier cas est celui dans lequel on cherche à recaler un paramètre dont l'ordre de grandeur est déjà
plutôt bien connu. Par exemple, si on cherche à identiﬁer le module d'Young d'une variante d'aluminium,
on pourra prendre x0 “ 70 GPa. Dans ce cas, la norme M la plus pertinente sera souvent la norme
euclidienne. Le terme de régularisation permet de s'assurer que la présence de bruit ne conduit pas le
paramètre recherché à s'éloigner de valeurs raisonnables.
5. Mais le bruit sur le second membre a toujours autant d'impact car il est multiplié lui aussi par AT
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‚ Le second cas de ﬁgure est celui où il n'y a pas de bonne raison de penser que x a un certain ordre
de grandeur connu. Dans ce cas, il est très fréquent de prendre x0 “ 0. Le terme de régularisation
s'interprète alors comme un moyen de forcer le champ x à être suﬃsamment régulier au sens de la
mesure d. En conséquence, cette mesure doit être choisie pour avoir un sens physique. Par exemple, il
est très fréquent de se servir d'une semi-norme pénalisant les oscillations du champ recherché.
Si, du point de vue pratique, l'utilisation pour d d'une forme quadratique est souvent préférée car elle
conduit lors de la minimisation à un problème linéaire (pourvu que f soit aussi une forme linéaire), il peut
parfois être avantageux de proposer des fonctions moins faciles à minimiser. Par exemple, si on s'attend à ce
que le champ recherché présente des discontinuités, comme c'est le cas pour le champ de module d'Young
d'une structure ayant des inclusions, ou le champ de niveaux de gris d'une image, il peut être avantageux
d'utiliser pour d la semi-norme appelée variation totale. Des exemples peuvent être trouvés dans [135] pour
une application au traitement d'images, ou dans [58] pour une application la détection d'une inclusion.
}x}TV “
ż
Ω
|∇x|dV (1.35)
Cette fonctionnelle présente la propriété de ne pas plus pénaliser les variations rapides que les variations
sur une plus grande longueur, comme le ferait une norme de type H1.
En revanche, }‚}TV n'est pas une fonctionnelle quadratique, elle n'est que faiblement convexe et elle n'est
même pas diﬀérentiable sur les points où ∇x “ 0. Ceci fait que la minimisation de (1.30) est plus diﬃcile à
mettre en ÷uvre si on choisit la variation totale.
1.3.1.2 Méthodes à régularisation itérative
Dans la littérature, on rencontre diﬀérentes approches reposant sur une régularisation itérative.
Dans [38], par exemple, il s'agit d'identiﬁer quelques paramètres à partir de mesures. Les auteurs ont choisi
de mettre en place une procédure itérative dans laquelle à chaque itération, la référence x0 est la solution de
l'itération précédente, et le paramètre de régularisation µ est mis à jour au bout de quelques itérations pour
faire converger la résolution.
Un autre exemple de méthode à régularisation itérative, utilisée cette fois pour l'identiﬁcation d'un champ,
est traité plus en détail dans la section 1.4.2. Il s'agit de la méthode de régularisation évanescente, proposée
dans [60].
1.3.1.3 Choix du paramètre de régularisation
Il est évident que le choix de µ peut gouverner à lui tout seul la solution vers laquelle converge la
minimisation. Dans ce contexte, il est crucial d'être capable de déterminer la meilleure valeur de ce paramètre.
Pour ce faire, le moyen le plus immédiat est d'observer l'allure de la solution obtenue pour diﬀérentes valeurs
de µ aﬁn de juger visuellement laquelle oﬀre le meilleur compromis.
Malheureusement, cette solution demande à l'utilisateur de régler ce paramètre à chaque utilisation, c'est
pourquoi il existe un outil permettant d'automatiser le choix de ce paramètre. Cet outil est la L-curve [120],
qui a été étudiée en détail dans [86]. Il s'agit du tracé d'un graphe présentant, pour diﬀérentes valeurs de
µ, le résidu }fpxq ´ y} en abscisse, et la mesure de la solution dpx, x0q (ou plus souvent }x ´ x0}M , dans
le cas quadratique) en ordonnée. La solution recherchée doit avoir un résidu et une norme aussi faibles que
possibles. On constate que, lorsque la stratégie de régularisation est pertinente et que le problème s'y prête,
la L-curve présente un coin (d'où son nom). On est alors conduit à choisir la solution correspondant à ce coin.
Le plus souvent, les L-curves sont tracées dans un graphe avec une échelle logarithmique.
Sur la ﬁgure 1.6, la L-curve pour notre problème-test est présentée. On constate que pour des valeurs
faibles du paramètre de régularisation, le résidu est faible mais la norme de la solution est élevée. Comme
dans notre cas, il n'y a pas de bruit ajouté, cette norme élevée vient du fait que la matrice à inverser devient
numériquement singulière et le solveur n'est donc plus capable de l'inverser avec suﬃsamment de précision.
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Quand le paramètre de régularisation augmente, la norme de la solution diminue, puis le résidu augmente
en raison du fait que le système que l'on résout s'éloigne du système non régularisé. Le choix optimal du
paramètre de régularisation est situé dans le coin de la courbe.
µÕ
10´13 10´12 10´11
101.9
102
102.1
}Ax´ y}
}x
´
x
0
} L
Figure 1.6  L-curve pour le problème-test de déﬂoutage d'image avec la norme identité
Le tracé d'une L-curve nécessite le plus souvent de faire une résolution inverse par valeur du paramètre
de régularisation à tester. Ceci ampliﬁe encore le prix de la résolution en terme de temps de calcul. C'est
pour cette raison qu'il est parfois intéressant d'utiliser des critères permettant de choisir la meilleure valeur
du paramètre µ à partir de l'amplitude du bruit de mesure, si celle-ci est connue.
Le critère de Morozov [121], propose de choisir µ tel que le résidu de la solution soit égal à la norme du
bruit de mesure }δy}. Dans le cas d'un problème linéaire, la norme du bruit de mesure est égale au résidu que
l'on obtiendrait si on comparait la solution du problème sans bruit aux mesures bruitées. Ce critère conduit
alors à adopter la stratégie très intuitive dans laquelle on renonce à faire décroître le résidu en dessous de la
valeur obtenue par la solution sans bruit.
µ tel que }fpxq ´ y}2 “ }δy}2 (1.36)
Le critère d'Arcangeli [16] 6, étudié également dans [140], quant à lui, propose de faire un choix légèrement
diﬀérent pour lequel il a été montré que, dans le cas où dpx, 0q “ şΩ x2dV , la convergence de x vers la vraie
solution, f´1pyq, quand le niveau de bruit tend vers zéro, est plus rapide.
µ tel que }fpxq ´ y}2 “ }δy}
2
µ
(1.37)
1.3.1.4 Exemple
Dans l'exemple de la ﬁgure 1.7, on compare les résultats de déﬂoutage d'image obtenus avec la régulari-
sation de Tikhonov pour deux formes de la semi-norme M .
La comparaison des résultats obtenus avec la norme 2 et la variation totale est très intéressante : on
constate bien que le second autorise les changements brutaux de couleurs, mais lisse davantage les couleurs
à l'intérieur des objets. Par ailleurs, même si la première solution est peut-être plus proche de la référence,
on constate que la seconde solution est plus réaliste étant donné que les artiﬁces propres au pixel art ont été
éliminés (contour sombre, reﬂets exagérés, pixels en damier...). On constate par ailleurs que le contour du
6. Cet article est souvent cité en référence, mais je n'y ai pas eu accès
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(a) Image d'ori-
gine
(b) Image ﬂou-
tée
(c) Image re-
construite avec
la norme 2
(d) Image re-
construite avec
la variation to-
tale
Figure 1.7  Déﬂoutage d'images avec régularisation de Tikhonov
personnage est bien mieux rendu (notamment grâce à l'absence totale de pixel gris dans la zone blanche), ce
qui est davantage propice à certaines applications comme la segmentation d'image.
Pour illustrer plus en détail l'eﬀet de la régularisation, on compare sur la ﬁgure 1.8 les résultats obtenus
en utilisant la norme identité pour diﬀérentes valeurs du paramètre de régularisation. On voit que la solution
sous-régularisée présente des oscillations exagérées des couleurs tandis que la solution sur-régularisée présente
un lissage trop important.
(a) Recons-
truction sous-
régularisée
(b) Reconstruc-
tion dans le coin
de la L-curve
(c) Recons-
truction sur-
régularisée
Figure 1.8  Comparaison de solutions sur et sous-régularisées
1.3.2 GSVD tronquée
La méthode de la décomposition en valeurs singulières tronquée (TSVD) est apparue dans [88], et une
étude en est disponible dans [83]. Elle s'applique à la régularisation des systèmes linéaires. On suppose donc
dans cette partie que f est une fonction linéaire. On s'intéresse aux problèmes (1.26) et (1.27).
1.3.2.1 Présentation de la méthode
La décomposition en valeurs singulières (SVD) permet de décomposer l'opérateur A en trois matrices :
U P Rn,n, Σ P Rn,m et V P Rm,m.
A “ UΣV T avec
#
UTU “ In
V TV “ Im
et Σ “ diagpσiqqi“1..n P Rn,m (1.38)
Les opérateurs sont numérotés de façon à ce que les valeurs singulières soient classées par ordre décroissant :
pour i ą j, 0 ă σi ď σj .
Remarque 9. Dans (1.38), Σ a été écrite pour le cas où n ă m (A est sous-déterminée), mais la méthode
s'applique aussi au cas où n ă m (A est sur-déterminée), et au cas où m “ n.
Remarque 10. Dans le cas où A est symétrique semi-déﬁnie positive, la décomposition en valeurs singulières
est équivalente à la décomposition en valeurs propres.
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Remarque 11 (Matrice de rang déﬁcient). Si le rang de A, noté r est inférieur à sa plus petite dimension,
alors les valeurs singulières σi pour i “ r ` 1..minpn,mq sont nulles.
On peut alors transformer (1.26) comme suit, en posant x˜ “ V Tx et y˜ “ UT y :
Σx˜ “ y˜ (1.39)
Si on suppose que y comporte un bruit de mesure δy assimilable à un bruit blanc, ce bruit aura alors
statistiquement la même amplitude sur chaque terme de δy˜. Par conséquent, les termes de δx˜ correspondants
auront une amplitude d'autant plus grande que la valeur singulière σ correspondante est petite.
En conséquence, si on décide de tronquer la solution, c'est à dire d'annuler les termes de x˜ correspondant
aux valeurs singulières les plus petites, on réduit l'inﬂuence du bruit sur la solution. Le nombre de valeurs
singulières conservées est le paramètre permettant de contrôler la méthode de régularisation, c'est pourquoi
on le note µ. Ici, il s'agit d'un entier positif. La solution régularisée s'écrit :
xreg “ V Σˆ:µUT y, avec : Σˆµ “ pdiagpσˆiqqi“1..µ P Rn,m, et :
#
σˆµ,i “ σi @ i ď µ
σˆµ,i “ 0 @ i ą µ (1.40)
où Σˆ:µ P Rm,n est la pseudo-inverse de la matrice diagonale Σˆµ.
Remarque 12 (Factorisation QR). Certains auteurs appliquent la même idée de troncature à la factorisation
QR de la matrice [149]. Le principe est le même que pour la SVD tronquée.
Dans [148], les auteurs proposent une première généralisation de la SVD d'une façon similaire à ce qui
est bien connu pour la décomposition en valeurs propres, et qui est retravaillée dans [127], pour donner la
version qui est aujourd'hui la plus utilisée.
Les auteurs montrent qu'on peut décomposer une paire de matrices A P Rn,m et L P Rp,m à l'aide de
U P Rn,n, Σ P Rn,m, V P Rp,p, Λ P Rp,m et X P Rm,m. On a choisi d'ordonner les tailles des opérateurs
de la façon n ď m ď p, car cet ordre correspond aux cas qui seront rencontrés dans la suite de la thèse,
mais la SVD généralisée est utilisable pour toutes tailles d'opérateurs. On suppose que les noyaux de A et L
sont orthogonaux. On suppose de plus pour simpliﬁer les écritures que
ˆ
A
L
˙
est de rang plein, et le lecteur
intéressé par l'écriture de la décomposition dans le cas contraire est invité à lire [127].
#
A “ UΣX´1
L “ V ΛX´1 avec
$’&’%
UTU “ In
V TV “ Ip
X inversible
et
$’’&’’%
Σ “
´
0 pdiagpσiqqi“1..n
¯
Λ “
˜
pdiagpλiqqi“1..m
0
¸
(1.41)
Pour assurer l'unicité de la décomposition, on impose σ2i ` λ2i “ 1 @i ď n et λi “ 1 @i ą n. De plus, les
opérateurs sont numérotés de façon à ce que les valeurs singulières soient classées : pour i ą j, σi ď σj .
Remarque 13. Dans le cas où L “ Im, alors X “ V et on se retrouve dans le cas de la SVD.
Dans [84], on déﬁnit, comme plus haut, la solution régularisée, paramétrée par un entier µ, comme suit :
xreg “ XΣˆ:UT y, avec : Σˆ “
`
0 pdiagpσˆiqqi“1..n
˘ P Rn,m, et : #σˆi “ σi @ i ď µ
σˆi “ 0 @ i ą µ (1.42)
Remarque 14 (Diﬀérentes déﬁnitions de la GSVD). Dans [148], les auteurs proposent deux déﬁnitions de la
décomposition en valeurs singulières généralisée qui coïncident quand L est de rang plein et de la taille de A.
On peut voir la similitude entre elles en remarquant qu'on a alors ΛX´1 “ V TL, ce qui permet de montrer
que la base X´TΛT est orthonormée au sens de l'opérateur LTL. En conséquence, on a écrit A “ UΣΛ:W T ,
avec W “ X´TΛT P Rn,m, une base orthonormée au sens de LTL. Dans cette déﬁnition, l'analogie avec la
décomposition en valeurs propres généralisée apparaît nettement.
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1.3.2.2 Lien avec la méthode de Tikhonov
Considérons l'équation normale régularisée suivante :
pATA` µLTLqx “ AT y (1.43)
En introduisant la décomposition aux valeurs singulières de A et L, et en posant x˜ “ X´1x et y˜ “ X´1y,
ce système est équivalent au système suivant :
pΣTΣ` µΛTΛqx˜ “ ΣT y˜ (1.44)
On se retrouve donc avec un système diagonal dont la solution est x˜i “ σiy˜i
σ2i ` µλ2i
. Si la matrice L a
été bien choisie, elle est telle que les termes associés aux valeurs singulières de A qui sont trop petites sont
gouvernés par les valeurs singulières de L. En conséquence, pour tout σi trop petit, λ2i " σ2i , ce qui permet
d'inhiber les termes correspondants, comme le fait la GSVD tronquée.
Une analyse de la similarité des résultats obtenus par les méthodes de la SVD tronquée et de Tikhonov,
accompagnée d'une illustration numérique peut être trouvée dans [149, 85] par exemple. Il faut toutefois
nuancer cette analyse dans le cas où l'une des dimensions de l'opérateur A est très faible. En eﬀet, le nombre
de valeurs singulières est alors lui aussi très faible. Or, comme la méthode impose de tronquer un nombre
entier de valeurs singulières, on s'attend à ce qu'elle permette bien moins de souplesse que la méthode de
Tikhonov.
Remarque 15 (Méthode des valeurs singulières amorties). Une alternative à la troncature des valeurs singu-
lières consiste à amortir les termes de Σ [68]. Il s'agit de faire en sorte que les valeurs propres les plus petites
soient artiﬁciellement éloignées de zéro, ce qui améliore le conditionnement du problème. On peut voit que le
fait d'augmenter toutes les valeurs propres de la même valeur est équivalent à une régularisation de Tikhonov.
1.3.2.3 Choix du paramètre de régularisation
Dans cette méthode, il est toujours possible d'utiliser une L-curve pour déterminer la valeur la plus
pertinente du paramètre de régularisation.
Par ailleurs, il existe un moyen dédié au choix du nombre de valeurs singulières. Il s'agit du graphe de
Picard [85], permettant d'assurer la condition de Picard discrète.
Pour le système non-bruité, et si la solution que l'on cherche est de norme ﬁnie, l'amplitude des termes de
la solution dans la base singulière doit décroître en fonction du numéro des valeurs singulières (si elles sont
classées par ordre décroissant).
En conséquence, le comportement attendu pour les termes de x˜ dans le cas où on a aﬀaire à un système
mal conditionné dont le second membre est bruité est d'abord la décroissance, jusqu'à ce que les valeurs
singulières deviennent trop petites et que les x˜i ne soient gouvernés plus que par le bruit. Alors, les valeurs de
x˜ deviennent de plus en plus grandes. Le nombre de valeurs singulières à choisir est alors celui jusqu'auquel
les termes de x˜ ne font que diminuer en moyenne. Le paramètre de régularisation permet alors de garder un
maximum d'information physique, contenue dans les premiers termes, tout en éliminant le bruit présent sur
les dernières valeurs singulières.
Dans la GSVD, la matrice L doit être choisie pour optimiser la décroissance des termes avec le numéro
de la valeur singulière, aﬁn de séparer plus nettement l'information physique du bruit. Empiriquement, on
constate souvent que ceci fonctionne au mieux si L correspond à la norme énergétique naturelle du problème
physique.
Une autre façon de comprendre le caractère régularisant de la méthode de la SVD tronquée consiste à
observer les vecteurs singuliers. En eﬀet, ceux d'entre eux associés aux premières valeurs singulières (les plus
grandes) ont une très grande longueur d'onde. En revanche, les vecteurs singuliers d'ordre élevé présentent de
très fortes oscillations et de nombreux changements de signe car ils contiennent une information locale sur les
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champs. On a présenté pour illustrer cette remarque sur la ﬁgure 1.9 les vecteurs singuliers vi correspondant
à diﬀérentes valeurs singulières de l'opérateur de ﬂoutage.
(a) v1 (b) v100 (c) v1025 (d) v1075 (e) v1400
Figure 1.9  Diﬀérents vecteurs singuliers de l'opérateur de ﬂoutage
À titre d'exemple, le graphe de Picard associé au problème de déﬂoutage d'image (pour la couleur rouge)
est présenté dans la ﬁgure 1.10. On y voit que les valeurs singulières de l'opérateur décroissent de façon
exponentielle 7, ce qui montre bien que la matrice à inverser est mal conditionnée. Les coeﬃcients du second
membre dans la base singulière, quant à eux, décroissent un peu plus rapidement que les valeurs singulières,
avant de stagner après une décroissance de 16 décades (c'est à dire l'amplitude du bruit numérique). Ceci
a pour conséquence pour les coeﬃcients de la solution, que ceux-ci décroissent d'abord légèrement avant de
re-croître à partir de la 1050 ème valeur singulière approximativement, pour ﬁnalement, n'être gouvernés que
par du bruit. Ce graphe nous permet donc de ﬁxer le seuil de troncature à la 1050 ème valeur singulière.
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Figure 1.10  Graphe de Picard pour le problème-test de déﬂoutage d'image (pour les niveaux de rouge)
Remarque 16 (Matrice mal conditionnée, second membre et régularisation). Dans l'exemple proposé, la simple
observation des valeurs singulières de l'opérateur permet de conclure qu'il est très mal conditionné (il s'agit
en fait de la discrétisation d'un opérateur compact), mais le comportement du second membre est lui aussi
crucial. En eﬀet, le fait que la décroissance de ses termes soit à peine plus rapide que celle des valeurs propres
fait que lors de la troncature, on perd nécessairement une part non négligeable de l'information, ce qui est
préjudiciable à la qualité de la solution.
Par ailleurs, dans le cas où l'on connaît le niveau du bruit, il est toujours possible d'utiliser, comme précé-
demment, le critère de Morozov. Le critère d'Arcangeli, quant à lui, fait directement intervenir le paramètre
de Tikhonov et n'est donc pas directement applicable, bien qu'on pourrait proposer de l'exploiter en utilisant
pour µ l'amplitude de la première valeur singulière tronquée.
7. jusqu'à 10´16, zéro numérique, à partir duquel leur approximation devient imprécise et stagne
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1.3.2.4 Exemple
Dans l'exemple de la ﬁgure 1.11, on compare le déﬂoutage d'image utilisant la régularisation de Tikhonov
avec la norme quadratique d'une part, et la SVD tronquée d'autre part. On remarque que les solutions
obtenues sont très proches, ce qui est en accord avec ce qui a été montré dans la partie 1.3.2.2.
(a) Image d'ori-
gine
(b) Image ﬂou-
tée
(c) Image re-
construite avec
Tikhonov
(d) Image re-
construite avec
la SVD tronquée
Figure 1.11  Déﬂoutage d'images avec régularisation par TSVD comparée à Tikhonov
1.3.3 Algorithme itératif
Dans certaines méthodes de la littérature, par exemple dans la résolution du problème de Cauchy par
la méthode de Steklov-Poincaré [33], traitée plus loin dans cette partie, ou dans certaines applications de
traitement d'image [51], on résout un problème linéaire mal conditionné à l'aide d'un solveur itératif. La
procédure de régularisation associée consiste alors tout simplement à limiter le nombre d'itérations.
Il est de même bien connu, dans le cadre des problèmes inverses, et même dans certains cas où le problème
a été régularisé par exemple en ajoutant un terme de Tikhonov, qu'il est souvent nécessaire de stopper les
itérations d'une méthode d'identiﬁcation à partir du moment où il devient évident que la solution ne s'améliore
plus. Ce phénomène s'appelle la semi-convergence.
1.3.3.1 Cas du point ﬁxe
Considérons la résolution du système linéaire Ax “ y. Supposons que A est mal conditionnée, et que y
est entaché de bruit de mesure. Comme on l'a montré dans la partie 1.3.2.1, le bruit sur y va impacter la
solution x au travers des valeurs propres les plus petites de A. Nous allons étudier l'eﬀet sur la solution de
l'utilisation d'un point ﬁxe partiellement convergé.
Dans le cas où A est contractante (c'est à dire de rayon spectral inférieur à 1), le point ﬁxe le plus simple
consiste à construire une suite txˆiu convergeant vers x de la façon suivante :
initialisation : xˆ0
xˆi`1 “ pI ´Aqxˆi ` y @i “ 1..n (1.45)
Diagonalisons maintenant A : A “ VΘV T avec V TV “ I. Posons x˜ “ V T xˆ et y˜ “ V T yˆ. Il vient :
x˜i`1 “ pI ´Θqx˜i ` y˜ @i “ 1..n (1.46)
D'après (1.46), on voit que plus une valeur propre est petite, plus la solution en projection sur le vecteur
propre correspondant converge lentement. En conséquence, si on stoppe les itérations prématurément, les
termes associés aux plus petites valeurs propres, qui sont destinés à avoir une grosse amplitude en raison
du bruit, seront limités, et donc, ne pollueront pas la solution. C'est par exemple la source des propriétés
régularisantes de la méthode KMF de résolution du problème de Cauchy [102], présentée en détail dans la
partie 1.4.1.
L'interprétation spectrale de cette méthode permet de faire le lien avec la SVD tronquée, elle-même
proche de la méthode de régularisation de Tikhonov en norme Euclidienne. En conséquence, si on veut que
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le problème soit régularisé à l'aide d'une autre norme (quadradique), il suﬃt d'exploiter la remarque 8 et de
préconditionner le solveur utilisé à l'aide de l'opérateur en question de façon à contrôler la norme au sens de
cet opérateur.
Ce comportement régularisant de la méthode, illustré ici pour le point ﬁxe, fonctionne également pour les
solveurs de Krylov ainsi que pour d'autres méthodes itératives.
1.3.3.2 Choix du nombre d'itérations
Comme on l'a vu, la méthode de régularisation est paramétrée par le choix du nombre d'itérations que
l'on laisse faire à l'algorithme avant de le stopper. Ce paramètre peut, comme pour la méthode de Tikhonov,
être choisi en utilisant une L-curve. On peut également concevoir des critères d'arrêt basés sur la condition
de Picard, comme dans [107]. Par ailleurs, comme précédemment, le critère de Morozov reste disponible dans
le cas où on connaît le niveau de bruit.
1.3.3.3 Exemple
Sur la ﬁgure 1.12, on présente la solution du problème de déﬂoutage d'image résolu à l'aide du solveur
GMRES (l'opérateur de ﬂoutage n'est pas symétrique) en choisissant le nombre d'itérations par une L-curve
dans laquelle la semi-norme utilisée est la norme du gradient des niveaux des trois couleurs rgb. On constate
que la solution obtenue par GMRES est plus ﬂoue que celle obtenue par Tikhonov. Ceci s'explique par le
fait que le solveur est incapable de faire diminuer le résidu au niveau requis (voir la L-curve de la ﬁgure 1.6).
Néanmoins, dans des cas réalistes où du bruit serait présent sur le second membre, le résidu optimal serait
bien supérieur et la méthode de Tikhonov ne serait pas capable de donner une solution signiﬁcativement
meilleure que le solveur itératif.
(a) Image d'ori-
gine
(b) Image ﬂou-
tée
(c) Image re-
construite avec
Tikhonov
(d) Image re-
construite avec
GMRES
Figure 1.12  Déﬂoutage d'images avec régularisation par GMRES comparée à Tikhonov
1.3.4 Inversion bayésienne
En plus d'avoir des propriétés régularisantes, l'utilisation d'une approche probabiliste permet, dans un
contexte de données incertaines, de tenir compte de l'information dont on dispose sur leurs incertitudes en
donnant plus de poids à celles qui sont les plus ﬁables. Par ailleurs, l'approche probabiliste permet d'avoir
accès à des informations sur les incertitudes de la solution. Une très grande variété de méthodes d'inversion
a été développée dans le contexte bayésien. Dans cette partie, on va se contenter de présenter la méthode de
Monte-Carlo, et la méthode analytique disponible dans le cas de probabilités gaussiennes.
1.3.4.1 Théorème de Bayes
Soient x˜ et y˜, deux variables aléatoires vectorielles réelles. Le théorème de Bayes stipule alors que l'on
peut calculer ppx˜ “ x|y˜ “ yq, la probabilité que la variable x˜ prenne la valeur x, sachant que la variable y˜
prend la valeur y, comme suit :
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ppx˜ “ x|y˜ “ yq “ ppy˜ “ y|x˜ “ xqppx˜ “ xq
ppy˜ “ yq (1.47)
Dans le cadre des problèmes inverses, la distribution de x˜ est ce que l'on cherche à déterminer, et y est la
mesure. On déﬁnit les fonctions de probabilité suivantes :
‚ pipxq “ ppx˜ “ xq : la probabilité a priori, c'est à dire sans avoir d'information issue de la mesure, que
la variable x˜ prenne la valeur x. Il s'agit du terme régularisant
‚ ρpyq “ ppy˜ “ yq : la probabilité que la variable y˜ prenne la valeur mesurée y (voir la remarque 17)
‚ µpy, xq “ ppy˜ “ y|x˜ “ xq : la probabilité que la variable y˜ prenne la valeur mesurée y, sachant que la
variable x˜ prend la valeur x. Elle est fonction de la précision du moyen de mesure
‚ λpx, yq “ ppx˜ “ x|y˜ “ yq représente la probabilité pour chaque x que la variable aléatoire x˜ lui soit
égale sachant que la mesure est y
1.3.4.2 Mise en ÷uvre de l'inversion bayésienne
Une fois la formule (1.47) écrite, il faut, pour l'exploiter, être capable de trouver son espérance, qui
pourra être considérée comme la solution 8, son écart-type et éventuellement des moments d'ordre supérieur.
Par exemple, la moyenne Eypx˜q et la variance VARypx˜q a posteriori s'écrivent comme suit :$’’&’’%
Eypx˜q “
ż
Rm
xλpx, yqdx
VARypx˜q “
ż
Rm
px´ Epx˜qq2λpx, yqdx
(1.48)
On utilise le théorème de Bayes dans ces formules :$’’&’’%
Eypx˜q “
ż
Rm
x
µpy, xq
ρpyq pipxqdx
VARypx˜q “
ż
Rm
px´ Epx˜qq2µpy, xq
ρpyq pipxqdx
(1.49)
Comme on le voit, il faut être capable de calculer des intégrales de densités de probabilités. Pour ce faire,
la méthode la plus communément employée dans le contexte de l'inversion bayésienne est l'intégration de
Monte-Carlo, apparue dans [119]. Il s'agit d'approcher l'intégrale d'une fonction selon une mesure pipxqdx à
partir de l'évaluation de cette fonction pour un ensemble de Nmax échantillons tirés selon la loi de probabilité
associée. ż
Rm
apxqpipxqdx » 1
Nmax
Nmaxÿ
n“1
apxnq (1.50)
L'application d'une telle formule pour le calcul de la moyenne, par exemple, requiert de tirer Nmax
échantillons xn selon la loi de probabilité a priori, pi, et de calculer pour chaque échantillon fpxnq (en
résolvant un problème direct) aﬁn d'avoir accès à µpy, xq à partir de la loi de probabilité de la mesure.
Remarque 17. En pratique, comme ρpyq ne dépend pas de x, on peut le sortir de la somme et le déterminer
comme la constante de normalisation permettant d'assurer que pour la mesure y,
ş
Rd λpx, yqdx “ 1
On peut montrer que la méthode de Monte-Carlo converge presque sûrement 9, et que l'erreur évolue
en OpN´1{2max q. La conséquence pratique est qu'un très grand nombre d'échantillons est souvent nécessaire
8. De façon alternative, ce pourrait être le maximum de la densité de probabilité, ou la médiane, selon les problèmes visés
9. C'est à dire sauf pour un ensemble de réalisations de tirages dont la probabilité tend vers 0 quand le nombre d'échantillons
tend vers `8
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pour obtenir la convergence, et étant donné qu'un problème direct doit être résolu pour chaque échantillon,
cette méthode peut rapidement devenir numériquement très coûteuse. Ce phénomène est ampliﬁé quand la
dimension du vecteur inconnue x est grande et quand la densité de probabilité a priori pi est éloignée de la
densité a posteriori λp‚, yq.
C'est pour cette raison que de nombreuses alternatives ont été proposées, qui nécessitent de résoudre
un nombre bien moins important de problèmes directs. On peut dresser une liste non exhaustive de ces
alternatives :
‚ La chaîne de Markov [46]
‚ Le tirage de Monte-Carlo multi-niveau [78]
‚ Le ﬁltre de Kalman [19]
‚ La méthode Bayésienne variationnelle [17]
1.3.4.3 Cas des probabilités gaussiennes
Dans le cas où le problème considéré est linéaire et où les probabilités a priori sont gaussiennes, on
introduit Cy, la matrice de covariance de la variable aléatoire y˜ et C0x la matrice de covariance a priori de la
variable aléatoire x˜. On a alors :$’’’&’’’%
pipxq “ 1p2piqm{2adetpC0xq exp
ˆ
´1
2
px´ x0qT
“
C0x
‰´1 px´ x0q˙
µpy, xq “ 1p2piqn{2adetpCyq exp
ˆ
´1
2
py ´AxqTC´1y py ´Axq
˙ (1.51)
On peut alors déterminer analytiquement la probabilité a posteriori par la formule suivante (où Cte est
une constante scalaire de normalisation) :
λpx, yq “
Cte ¨ exp
ˆ
´1
2
´
xT pATC´1y A`
“
C0x
‰´1qx´ 2pxT0 “C0x‰´1 ` yTC´1y Aqx` xT0 “C0x‰´1 x0 ` yTC´1y y¯˙ (1.52)
On remarque que le maximum de probabilité de λp‚, yq, qui est par ailleurs aussi égal à l'espérance, vaut :
arg max
x
λpx, yq “ Eypx˜q “
arg min
x
´
xT pATC´1y A`
“
C0x
‰´1qx´ 2pxT0 “C0x‰´1 ` yTC´1y Aqx` xT0 “C0x‰´1 x0 ` yTC´1b y¯ (1.53)
Cette espérance, que l'on notera xpost est la solution du problème linéaire suivant :
pATC´1y A`
“
C0x
‰´1qxpost “ “C0x‰´1 x0 `ATC´1y y (1.54)
Il s'agit du problème linéaire préconditionné par l'opérateur C´1y (corrélation de la mesure) et régularisé
par la méthode de Tikhonov avec l'opérateur
“
C0x
‰´1
(corrélation a priori). En conséquence, dans le cas où
le problème est linéaire et où les probabilités sont gaussiennes, l'inversion Bayésienne peut être vue tout
simplement comme un moyen de choisir à partir d'information issues de la physique du problème l'opérateur
régularisant et le préconditionneur.
La particularité ici est qu'on a accès à la densité de probabilité a posteriori de la solution, donnée dans
le cas Gaussien par sa moyenne et sa matrice de covariance notée Cx,post :
C´1x,post “ ATC´1y A`
“
C0x
‰´1
(1.55)
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On remarquera que cette résolution analytique est équivalente à l'application d'un ﬁltre de Kalman dans
le cas linéaire gaussien, et avec une seule observation. Le ﬁltrage revient en eﬀet à déﬁnir un gain K et à
calculer la moyenne et la corrélation a posteriori comme suit :$’&’%
K “ C0xAT
`
AC0xA
T ` Cy
˘´1
xpost “ x0 `Kpy ´Ax0q
Cx,post “ pI ´KAqC0x
(1.56)
on peut montrer que les xpost et Cpost ainsi déﬁnis vériﬁent les relations (1.54) et (1.55).
1.3.5 Relaxation des contraintes
La dernière méthode régularisante que nous allons aborder est souvent utilisée conjointement à d'autres
méthodes citées plus haut. Il s'agit de distinguer parmi les mesures celles qui ont de fortes chances d'être
entachées de bruit, et de relaxer le respect de celles-ci. Il s'agit de chercher, en plus de x, une version modiﬁée
des mesures yˆ, et d'écrire :
px, yˆq “ arg min
x˜,y˜
1
2
}fpx˜q ´ y˜}2 ` µ
2
}y˜ ´ y}2 (1.57)
Évidemment, si le nombre d'inconnues x du système est inférieur ou égal au nombre de données y,
cette nouvelle écriture ne rend pas le système inversible et il est nécessaire d'utiliser une autre méthode
de régularisation (voir par exemple la partie 1.5.3.2). En revanche, cette méthode permet d'éviter d'avoir à
respecter les mesures bruitées de façon exacte. En d'autres termes, on ne demande plus à l'inconnue d'expliquer
le bruit, ce qui permet de concentrer l'eﬀort d'optimisation sur la partie explicable de la mesure. Ce procédé
de régularisation est notamment l'un des éléments clef de la méthode de l'erreur en relation de comportement
modiﬁée [106].
1.3.6 Problématiques spéciﬁques aux problèmes non linéaires
Dans cette thèse, on se concentre sur deux problèmes inverses. L'un, le problème de Cauchy, est linéaire
(pourvu que le problème direct le soit aussi). En revanche, l'autre, le problème d'identiﬁcation de ﬁssure,
est un problème inverse géométrique et n'a donc aucune raison d'être linéaire par rapport aux paramètres
régissant la forme de la ﬁssure.
Pour ce qui est des méthodes présentées précédemment, le principe de chacune d'entre elles est facilement
applicable aux problèmes non-linéaires, sauf pour la SVD tronquée. Cependant, il est possible de réutiliser
l'esprit de cette méthode en utilisant une approche de réduction de modèle, ce qui conduit à écrire la solution
sur une base simpliﬁée. De façon similaire à ce qui est fait pour la SVD tronquée, le choix du nombre de
modes utilisés permet de contrôler le compromis entre résidu et oscillations de la solution.
De façon générale, les problèmes non-linéaires apportent des diﬃcultés qui leurs sont propres. La première
diﬃculté est que la fonction-coût à minimiser n'est pas nécessairement convexe et peut donc présenter des
minima locaux. La deuxième est la nécessité de mettre en ÷uvre des procédures itératives gourmandes en
temps de calcul. On choisit de classer ces procédures en trois grandes catégories :
‚ Les méthodes à gradient comme l'algorithme de plus grande pente. Elles ont une vitesse de convergence
plutôt lente dans le cas de problèmes mal conditionnés.
‚ Les méthodes de type Newton, qui ont une vitesse de convergence supérieure (quadratique dans le
voisinnage de la solution), mais nécessitent d'estimer le gradient et la Hessienne de la fonction-coût. On
notera qu'il existe des méthodes permettant d'estimer la Hessienne en faisant un minimum de calculs,
comme la méthode BFGS.
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‚ Les méthodes  stochastiques , comme l'échantillonnage de Monte-Carlo ou les méthodes génétiques.
Elles ne demandent pas d'estimer de gradient ni de Hessienne, mais leur vitesse de convergence est
beaucoup plus lente que pour les autres.
Pour les deux premières catégories de méthodes, basées sur la pente, rien n'assure qu'elles ne convergeront
pas vers un minimum local. C'est pour cette raison qu'il est parfois nécessaire de lancer plusieurs minimisations
à partir d'initialisations diﬀérentes.
Si ces diﬃcultés sont communes à tous les problèmes non-linéaires, elles deviennent encore plus critiques
dans le cas de problèmes mal posés. En eﬀet, le mauvais conditionnement peut se manifester par des gros
écarts entre les termes du gradient (et aussi ceux de la Hessienne), ce qui fait qu'une approximation de
mauvaise qualité de ces quantités peut être fatale pour l'identiﬁcation des paramètres correspondant aux
termes les plus petits.
1.4 Résolution du problème de Cauchy
La résolution du problème de Cauchy, présenté dans la partie 1.2.1, a fait l'objet de nombreuses études
par le passé. Dans cette section, nous allons présenter quelques-unes des méthodes qui ont été appliquées à
sa résolution. Le principe de celles-ci sera exposé de façon formelle, mais on donnera également des éléments
permettant la résolution numérique une fois le problème discrétisé.
On rappelle les notations des bords du domaine étudié su la ﬁgure 1.13.
Figure 1.13  Le domaine et ses bords
1.4.1 KMF
Appelée des initiales des auteurs du premier article dans lequel elle a été présentée [102] 10, la méthode
KMF, ou méthode Dirichlet-Newmann, consiste en une initialisation par un u0 sur Γm, et en une suite de
résolutions alternées des problèmes bien posés suivants :
$’&’%
Lu` g0 “ 0 dans Ω
u2n`1 “ u2n sur Γm
A gradpu2n`1q ¨ n “ pfr sur Γr
$’&’%
Lu` g0 “ 0 dans Ω
A gradpu2n`2q ¨ n “ A gradpu2n`1q ¨ n sur Γm
u2n`2 “ uˆr sur Γr
(1.58)
10. Cet article a été écrit en russe, mais il en existe une traduction en anglais
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Il a été montré qu'en l'absence de bruit, les solutions u2n`1 et u2n`2 tendent toutes les deux vers la solution
du problème de Cauchy. Lorsque du bruit est présent dans les données, le phénomène de semi-convergence
est observé. Par conséquent, on peut proposer de choisir le nombre d'itérations à partir d'une L-curve.
La méthode KMF a été appliquée à la résolution du problème de Cauchy avec de nombreux opérateurs
elliptiques diﬀérents, linéaires [94, 117, 61] ou non [20]. Par ailleurs, pour la résolution, à chaque itération,
des problèmes bien posés, certains auteurs ont opté pour la méthode des éléments ﬁnis [23, 95] (qui est celle
qui sera utilisée dans cette thèse), ou la méthode des éléments de frontière [117, 93], qui présente l'avantage
d'accélérer la résolution dans les cas, comme celui-ci, où seules les traces sur les bords du champ et de son ﬂux
doivent être calculées à chaque itération. Ce cas de ﬁgure se retrouve d'ailleurs dans plusieurs des méthodes
présentées dans la suite.
Remarque 18 (Calcul du ﬂux). Lorsque la méthode de résolution choisie est basée sur la discrétisation du
champ u, et non pas du ﬂux (comme c'est le cas pour les éléments ﬁnis les plus couramment utilisés), la
démarche consistant à déterminer A gradpu2n`1q ¨ n par post-traitement avant de le re-discrétiser pour en
déduire les forces nodales à appliquer est très imprécise (surtout si BΩ n'est pas continu). En conséquence, il
est largement préférable de construire directement ces forces nodales en appliquant la matrice de rigidité à
u2n`1.
1.4.2 Régularisation évanescente
La méthode de régularisation évanescente, apparue dans [60], propose de résoudre le problème de Cauchy
en minimisant l'écart entre la mesure Φˆr “ puˆr, pfrq et le champ calculé U “ pu,A gradpuq ¨ nq sur le bord Γr
sous la contrainte que Lu “ g0.
On déﬁnit l'espace H comme suit : H “ tpu,A gradpuq ¨ nq , Lu “ g0u. Pour tout bord Γ Ă BΩ, on peut
déﬁnir la norme suivante sur H : }U}Γ “ }u}H1{2pΓq ` }A gradpuq}H´1{2pΓq.
Pour rendre le problème bien posé, les auteurs ont choisi d'utiliser un schéma itératif et d'ajouter un
terme de Tikhonov pénalisant l'écart entre la solution courante et celle de l'itération précédente. Le premier
itéré est pris nul 11 et la relation de récurrence s'écrit ainsi de façon formelle :
Un`1 “ arg min
V PH
}V ´ Φˆr}2Γr ` µ}V ´ Un}2BΩ (1.59)
Les auteurs montrent que dans le cas où les données sont compatibles, la suite Un converge vers la solution
du problème de Cauchy quelle que soit la valeur du paramètre de régularisation µ. Ce paramètre gouverne
en revanche la vitesse de convergence, et dans un cas bruité, il faudra faire un compromis entre sensibilité au
bruit et vitesse de convergence.
Numériquement, la méthode de régularisation évanescente a été appliquée avec la méthode des éléments
de frontière et la méthode des éléments ﬁnis. Dans ces deux méthodes, on construit des vecteurs u et f ,
qui représentent respectivement la discrétisation de u et de A gradpuq ¨ n sur BΩ. De la même manière, on
discrétise les mesures uˆr et pfr sous la forme uˆr et fˆr. Les auteurs de [60] proposent de discrétiser la contrainte
U P H sous la forme d'une combinaison linéaire :
Au “ Bf (1.60)
Cette écriture découle naturellement de la méthode des éléments de frontière, et si on souhaite utiliser
la méthode des éléments ﬁnis, la condition est obtenue à l'aide d'une condensation de l'équilibre discret sur
les bords du domaine. Davantage de précisions sont données dans la partie 2.1.2. Notons que la méthode des
solutions fondamentales peut également être utilisée pour discrétiser l'EDP en jeu [116].
Par la suite, on peut écrire la forme discrète du problème à résoudre à chaque itération :
pun`1, fn`1q “ arg min
Avn`1“Bgn`1
}vn`1 ´ uˆr}2Γr ` }gn`1 ´ fˆr}2Γr ` µ}vn`1 ´ vn}2BΩ ` µ}gn`1 ´ gn}2BΩ (1.61)
11. Rien n'interdit de le prendre non nul, mais certains résultats théoriques ont été démontrés dans ce cadre
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Remarque 19. Numériquement, les normes employées sont des normes L2 sur le bord, et ce en raison du fait
que leur évaluation est bien moins coûteuse en pratique que les normes naturelles que sont H1{2 et H´1{2.
Cependant, dans des cas où, à cause de l'opérateur diﬀérentiel étudié, le champ et son ﬂux ont des ordres
de grandeur numériques très diﬀérents, il pourra probablement être nécessaire d'introduire un coeﬃcient de
pondération entre les termes.
Par la suite, les auteurs proposent d'assurer le respect de la condition à l'aide de multiplicateurs de
Lagrange, ce qui conduit à la résolution d'un problème matriciel par itération. Il est d'ailleurs à noter qu'au
cours des itérations, la matrice à inverser ne change pas, ce qui est propice à l'accélération de la résolution.
Dans [64] et [65], les mêmes auteurs ont proposé deux variantes de cette méthode, appelées méthode d'ordre
1 et méthode d'ordre 1 modiﬁée, qui présentent principalement l'avantage de permettre une identiﬁcation
bien meilleure de la dérivée normale du champ en ajoutant des informations régularisantes sur la solution.
1.4.3 Méthode de quasi-réversibilité
Proposée dans [110, 109], articles qu'il est apparemment diﬃcile de se procurer, cette méthode a été
reprise et étudiée plus en détail dans [100]. Le nom de la méthode de quasi-réversibilité vient du fait qu'elle a
d'abord été utilisée pour résoudre l'équation de la chaleur rétrograde. Les diﬀérents auteurs utilisent diﬀérentes
formulations et dans un souci d'homogénéité avec ce qui suit, il a été choisi de reprendre celle proposée dans
[41]. On s'intéresse à l'équation de Laplace homogène :$’’&’’%
∆u “ 0 dans Ω
u “ uˆr sur Γr
Bu
Bn “
pfr sur Γr (1.62)
On introduit alors les deux espaces suivants :
Ur “
"
u P H1pΩq,∆u P L2pΩq et u “ uˆr et BuBn “
pfr sur Γr*
U0r “
"
u P H1pΩq,∆u P L2pΩq et u “ 0 et BuBn “ 0 sur Γr
* (1.63)
Soit un réel positif . Considérons le problème sous forme faible d'ordre 4 suivant :
Trouver u P Ur tel que @v P U0r ,ż
Ω
∆u∆vdV ` 
ż
Ω
gradpuq gradpvqdV ` 
ż
Ω
uvdV “ 0 (1.64)
Le théorème de Lax-Milgram permet de montrer que le problème (1.64) admet un solution unique u. Par
ailleurs, il est montré dans [41] que si le problème de Cauchy admet une solution u, alors lim
Ñ0u “ u. Dans
le cas contraire, cette formulation d'ordre élevée permet de contourner le problème de la non existence de la
solution.
La méthode consiste donc à résoudre le problème (1.64) où  doit être choisi de façon judicieuse. numéri-
quement, la résolution d'un tel problème par la méthode des éléments ﬁnis nécessite de mettre en ÷uvre des
éléments de type C1. En eﬀet, le ﬂux de v lui aussi doit être continu pour que le premier terme de (1.64) ait
un sens.
Dans [41], les auteurs font le constat que les éléments ﬁnis C1 ne sont pas suﬃsamment ancrés dans les
m÷urs pour que la méthode puisse être facilement implémentée. En conséquence, ils proposent une variante
de la méthode de quasi-réversibilité utilisant une formulation mixte dont l'idée est de ramener le problème
(1.64) à un système de deux EDP d'ordre 2 en introduisant un nouveau champ λ P H1pΩq qui doit moralement
se substituer à ∆u.
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1.4.4 Problème extrémal borné
Il est possible d'écrire une transformation de l'espace permettant de passer d'un problème de Cauchy sur
n'importe quel domaine de R2 simplement connexe à un problème sur le disque unité. Dans [54], les auteurs
proposent de reformuler le problème de Cauchy pour l'équation de Laplace homogène dans le disque unité
comme la minimisation de l'écart aux mesures dans l'espace de Hardy H2 (dont la déﬁnition est (1.67)).
Ils exploitent en eﬀet une propriété très intéressante des fonctions harmoniques du disque unité D qui est
qu'elles peuvent s'écrire comme la partie réelle de fonctions holomorphes (c'est à dire de fonctions analytiques
complexes) du disque unité du plan complexe D. Les fonctions holomorphes sont déﬁnies comme suit :
tf : DÑ C : z “ x` iy “ ρeiθ ÞÑ upx, yq ` ivpx, yq “ u˜pρ, θq ` iv˜pρ, θq est holomorphe sur D u
ðñ$&% f est R diﬀérentiable sur DBfBy “ iBfBx dans D
(1.65)
La deuxième condition de (1.65) est l'équation de Cauchy-Riemann. Dans le cas du disque unité, on peut
la réécrire comme suit :
Bu˜
Bρ “
Bv˜
Bθ dans D (1.66)
On impose alors que u respecte la condition de Dirichlet et la condition de Neumann. En conséquence,
sur Γr, la trace de u vaut uˆr et la trace de v est égale à la primitive suivante 12 :
ş pfrpeiθqdθ, déﬁnie à une
constate près. On déﬁnit alors la fonction φr “ uˆr ` i
ş pfrpeiθqdθ sur le bord Γr.
On déﬁnit l'espace de Hardy sur le disque unité H2pDq comme l'espace des fonctions holomorphes dont
les termes de la série de Taylor sont de carré sommable :
f P H2pDq ðñ
#
fpzq “
ÿ
ně0
fˇnz
n,
ÿ
ně0
|fˇn|2 ă `8
+
(1.67)
À ce stade, on peut assimiler les fonctions de H2pDq aux fonctions de L2pBDq à l'aide d'une isométrie,
dont les fˇn sont donc les coeﬃcients du développement de Fourier (puisque sur BD, le disque unité, z “ eiθ).
La fonction holomorphe dont la partie réelle est solution du problème de Cauchy s'écrit donc, en sup-
posant qu'elle est suﬃsamment régulière pour appartenir à H2, comme la solution unique du problème de
minimisation suivant :
f “ arg inf
f˜PH2
}f˜ ´ φr}L2pΓrq (1.68)
Malheureusement, ce problème est instable (cette instabilité n'est que la conséquence très logique de celle
du problème de Cauchy). En conséquence, on introduit un paramètre de régularisation réel positif M et la
fonction a priori φm P L2pΓmq. On résoudra le problème régularisé suivant, appelé problème extrémal borné :
f “ arg inf
f˜PH2pDq
}f˜´φm}L2pΓmqďM
}f˜ ´ φr}L2pΓrq (1.69)
Ce problème admet une solution unique, qui sature la contrainte. En conséquence, le choix du paramètre
M est crucial, et peut être fait à l'aide de critères ad hoc ou plus classiquement avec une L-curve.
12. Ce qui assure la condition de Neumann sur u au travers de l'équation de Cauchy-Riemann
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On va se placer dans le cas où Γr est connexe, ce qui autorise, à la faveur d'une simple rotation des axes,
à considérer que Γr occupe l'arc p´θ0, θ0q. On peut d'abord exprimer le développement en série de Fourier
de la solution de (1.68) en remarquant que } ‚ }L2pΓrq “
ż θ0
´θ0
‚ dθ et en imposant la stationnarité du résidu :
f “
ÿ
nPZ
fˇnz
n
2θ0fˇk ` 2
ÿ
nPN
n‰k
sinpn´ kqθ0
pn´ kq fˇn “
ż θ0
´θ0
φrpeiθqe´kiθdθ @k P Z
(1.70)
On déﬁnit alors l'opérateur de Toeplitz T et le second-membre pˇ comme suit :
tT un,k “ sinpn´ kqθ0
pipn´ kq n ‰ k
tT uk,k “ θ0
pi
pˇk “ 1
2pi
ż θ0
´θ0
φrpeiθqe´kiθdθ
(1.71)
Par la suite, on suppose pour simpliﬁer que φm est nul sur Γm, ce qui revient à ne pas avoir d'a priori
sur la solution. On propose d'introduire λ Ps ´ 1;`8r et de résoudre plutôt le problème linéaire suivant :
pI ` λT q fˇ “ pˇ (1.72)
On peut montrer qu'il est possible de choisir λ tel que fλ soit solution du problème (1.69) (en pratique,
on peut utiliser la dichotomie). Numériquement, on discrétise le système linéaire (1.72) en tronquant la série
de Fourier, et il ne reste plus qu'à assembler la matrice de Toeplitz et à résoudre le système.
Dans le cas où le domaine est doublement connexe (c'est à dire qu'il y a un trou), il n'est pas possible
d'écrire de transformation conforme permettant de se ramener à un disque, mais on peut de façon similaire
construire une transformation conduisant à un problème sur un anneau. Une version de cette méthode pour
des domaines annulaires a en conséquence été proposée dans [91].
Par ailleurs, la résolution du problème extrémal borné permet de résoudre diverses variantes du problème
de complétion de données, dont notamment le cas où des ﬁssures inconnues sont présentes dans le domaine [32].
1.4.5 Erreur en relation de comportement
Utilisée depuis longtemps dans le contexte de l'estimation d'erreur de discrétisation des calculs par élé-
ments ﬁnis [105], la fonctionnelle d'erreur en relation de comportement est également utilisée dans le cadre
des problèmes inverses. On peut par exemple citer les articles [62, 3]. Dans le cas où les mesures sont présentes
sur le bord du domaine uniquement, cette approche revient à minimiser la fonctionnelle de Kohn-Vogelius,
introduite dans [101] dans le cadre de l'équation de Laplace, et utilisée par de nombreux auteurs dans des
contextes variés [5, 53].
1.4.5.1 Méthode de l'erreur en relation de comportement
On se place dans le cadre de l'élasticité linéaire statique. On déﬁnit la forme bilinéaire énergétique :
@pu, vq P H1pΩq, apu, vq “
ż
Ω
εpuqHεpvqdV (1.73)
L'énergie d'un champ e se déﬁnit par :
~e~2 “ ape, eq (1.74)
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La formule de Green nous permet d'écrire :
apu, vq “
ż
BΩ
u σpvq ¨ ndS ´
ż
Ω
divpσpvqqudV (1.75)
Soit un problème inverse dans lequel on cherche à identiﬁer un jeu de paramètres noté θ (il peut aussi
s'agir d'un champ) à partir de mesures notées uˆr. Les mesures sont prises au travers d'un opérateur de mesure
noté Π. Il peut s'agir simplement d'un opérateur de restriction (les mesures sont prises en certains points et
pas en d'autres) ou de convolution (les mesures sont une moyenne pondérée du champ de déplacement sur
une zone).
On introduit alors deux espaces : MA (Mesure Admissible), l'espace des champs respectant la mesure
(de déplacement) u1 P MA ðñ Πu1 “ uˆr, et EA (Équilibre Admissible), l'espace des champs respectant
l'équilibre. Les paramètres θ peuvent avoir un impact sur H (paramètres matériau) ou seulement sur 13 EA
(comme des paramètres régissant le second membre de l'équilibre statique). On va donc écrire Hpθq et EApθq
aﬁn de souligner cette dépendance.
L'objet de la méthode va être de trouver le jeu de paramètres θ permettant la meilleure minimisation de
l'écart énergétique entre les éléments de MA et de EA.
min
θ
min
u1PMA
u2PEApθq
Φpu1, u2, θq
avec Φpu1, u2, θq “ 12~u1 ´ u2~
2 “ 1
2
ż
Ω
εpu1 ´ u2qHpθqεpu1 ´ u2qdV
(1.76)
Remarque 20 (Estimation d'erreur de discrétisation). Dans le cadre de la vériﬁcation des modèles, on utilise
l'erreur en relation de comportement pour estimer l'erreur de discrétisation comme la plus petite distance
énergétique un champ CA (cinématiquement admissible) obtenu par le calcul élément ﬁnis et SA (statique-
ment admissible) obtenu par post-traitement de la solution CA, voir par exemple [131]. Il est également
possible, dans le cadre des problèmes inverses, d'estimer l'erreur de discrétisation entre un champ de EA et
un champ de SA.
1.4.5.2 Application de l'erreur en relation de comportement au problème de Cauchy
Dans [12], les auteurs proposent d'appliquer la notion d'erreur en relation de comportement à la résolution
du problème de Cauchy. Ici, pour faire le lien avec les parties précédentes, la méthode est présentée dans le
cadre de l'élasticité, mais elle est évidemment généralisable à toutes les équations elliptiques. Les inconnues
du problème, remplaçant θ, sont u et f appartenant à H1{2pΓmq ˆ H´1{2pΓmq, qui réalisent le minimum
de l'écart entre les champs u1 P MApfq et u2 P EApuq (on notera au passage que, dans ce problème, et
contrairement à l'écriture générique de la partie précédente, MA dépend aussi des paramètres). Ces espaces
sont déﬁnis comme suit :
u1 PMApfq ðñ
"
u1 “ uˆr sur Γr
σpu1q ¨ n “ f sur Γm
u2 P EApuq ðñ
$&%
divpσpu2qq ` g0 “ 0 dans Ω
u2 “ u sur Γm
σpu2q ¨ n “ pf r sur Γr
(1.77)
Ici, u2 est déterminé de façon unique pour chaque u. Par ailleurs, la fonctionnelle est quadratique en u1
et on peut montrer par diﬀérenciation de Gâteaux que le u1 minimisant (1.76) respecte :ż
Ω
εpu1qHεpv˚qdV “
ż
Ω
εpu2qHεpv˚qdV @v˚ P H1pΩq (1.78)
13. Il est à noter que EA dépend de H, ce qui fait que dans tous les cas, cet espace dépend de θ
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Ceci revient à rajouter l'équation divpσpu1qq ` g0 “ 0 dans Ω. En conclusion, u1 et u2 s'écrivent comme
solutions des problèmes suivants : $’&’%
divpσpu1qq ` g0 “ 0 dans Ω
u1 “ uˆr sur Γr
σpu1q ¨ n “ f sur Γm
(1.79)
$’&’%
divpσpu2qq ` g0 “ 0 dans Ω
u2 “ u sur Γm
σpu2q ¨ n “ pf r sur Γr
(1.80)
La minimisation de l'erreur en relation de comportement s'écrit alors :
min
u,f
u1 respecte (1.79)
u2 respecte (1.80)
1
2
~u1 ´ u2~2 (1.81)
En utilisant la formule (1.75) et le fait que divpσpu1 ´ u2qq “ 0, il vient :
~u1 ´ u2~2 “
ż
BΩ
pu1 ´ u2qσpu1 ´ u2q ¨ ndS (1.82)
Le problème de minimisation devient donc :
min
u,f
u1 respecte (1.79)
u2 respecte (1.80)
1
2
ˆż
Γr
puˆr ´ u2qpσpu1q ¨ n´ pf rqdS ` ż
Γm
pu1 ´ uqpf ´ σpu2q ¨ nqdS
˙
(1.83)
Dans [12], les auteurs proposent, pour minimiser l'erreur en relation de comportement, d'utiliser un
algorithme à régions de conﬁance. Pour ce faire, à chaque pas de l'algorithme, il faut calculer le gradient de
la fonctionnelle Φ à l'aide d'un problème adjoint. Cette minimisation est explicitée, sous forme algébrique,
dans la partie 2.1.4.
La méthode de l'erreur en relation de comportement a été appliquée au cas de l'équation de Laplace, dans
[12] donc, mais aussi à celui de l'élasticité linéaire [9], et à un comportement mécanique non linéaire [8]. Par
ailleurs, dans [27], cette méthode est mise en perspective dans un cadre plus large qui fait apparaître ses liens
avec la méthode de Steklov-Poincaré (voir la partie 1.4.6) et de Kozlov.
Remarquons par ailleurs qu'il existe une version modiﬁée de la méthode de l'erreur en relation de com-
portement, qui sera développée dans la partie 1.5.3.2.
1.4.6 Méthode de Steklov-Poincaré
Nous allons présenter ici la méthode dans le cadre de laquelle des contributions seront apportées dans le
chapitre 2, à savoir la méthode de Steklov-Poincaré, introduite dans [36, 24]. Cette méthode a été appliquée
à l'équation de Laplace dans le cadre de l'électrocardiographie dans [154], à l'équation de Helmholtz dans
[37] et de l'élasticité statique dans [95], article dans lequel il s'agit de reconstruire le champ d'eﬀort résultant
d'une indentation à partir de mesures sur la pièce indentée.
1.4.6.1 Approche Primale
On déﬁnit les opérateurs de Steklov Sd et Sn, et les second-membres bd et bn suivants :
42 CHAPITRE 1. BIBLIOGRAPHIE
Sd : u P H1{2pΓmq ÞÑ Sdu “ σpvq ¨ n|Γm P H´1{2pΓmq,
$&%
divpσpvqq “ 0 dans Ω
v “ 0 sur Γr
v “ u sur Γm
Sn : u P H1{2pΓmq ÞÑ Snu “ σpvq ¨ n|Γm P H´1{2pΓmq,
$&%
divpσpvqq “ 0 dans Ω
σpvq ¨ n “ 0 sur Γr
v “ u sur Γm
bd “ ´σpvq ¨ n|Γm P H´1{2pΓmq,
$&%
divpσpvqq ` g
0
“ 0 dans Ω
v “ uˆr sur Γr
v “ 0 sur Γm
bn “ ´σpvq ¨ n|Γm P H´1{2pΓmq,
$&%
divpσpvqq ` g
0
“ 0 dans Ω
σpvq ¨ n “ pf
r
sur Γr
v “ 0 sur Γm
(1.84)
Remarque 21. Dans les cas (très courants en pratique) où il existe, en plus de Γm et Γr, des bords de Dirichlet
ou de Neumann, on est amené à imposer des conditions homogènes dans la déﬁnition de Sn et Sd, et non
nulles dans la déﬁnition de bn et bd (exactement comme pour le chargement volumique g0).
On peut alors voir que u est la trace sur Γm de la solution du problème de Cauchy (1.7) si et seulement
si il respecte l'équation suivante :
pSd ´ Snqu “ bd ´ bn (1.85)
Ce système implicite est alors résolu à l'aide d'un solveur de Krylov qui nécessite à chaque itération de
résoudre deux problèmes directs, sachant que deux autres problèmes directs doivent au préalable être résolus
pour assembler le second-membre. Dans cette méthode, le fait que le problème de Cauchy est mal posé se
manifeste au travers de la compacité de l'opérateur Sd ´ Sn (voir [36]).
Une fois la trace retrouvée, la résolution d'un problème de Dirichlet permet de reconstruire la solution
dans tout le domaine.
1.4.6.2 Approche Duale
Cette approche est similaire à la précédente : on déﬁnit les opérateurs de Steklov duaux Dd et Dn, et les
second-membres dd et dn comme suit :
Dd : f P H´1{2pΓmq ÞÑ Ddf “ v|Γm P H1{2pΓmq,
$&%
divpσpvqq “ 0 dans Ω
v “ 0 sur Γr
σpvq ¨ n “ f sur Γm
Dn : f P H´1{2pΓmq ÞÑ Dnf “ v|Γm P H1{2pΓmq,
$&%
divpσpvqq “ 0 dans Ω
σpvq ¨ n “ 0 sur Γr
σpvq ¨ n “ f sur Γm
dd “ ´v|Γm P H1{2pΓmq,
$&%
divpσpvqq ` g
0
“ 0 dans Ω
v “ uˆr sur Γr
σpvq ¨ n “ 0 sur Γm
dn “ ´v|Γm P H1{2pΓmq,
$’&’%
divpσpvqq ` g
0
“ 0 dans Ω
σpvq ¨ n “ pf
r
sur Γr
σpvq ¨ n “ 0 sur Γm
(1.86)
Comme précédemment, f est solution du problème de Cauchy (1.7) si et seulement si il respecte l'équation
suivante :
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pDn ´Ddqu “ dn ´ dd (1.87)
Remarque 22. Dans le cas où il n'y a aucun bord de Dirichlet supplémentaire, le problème impliqué dans la
déﬁnition de Dn est singulier puisque sa solution est déﬁnie à un mouvement de corps rigide près. Classique-
ment, il est proposé dans un tel cas de ﬁgure d'ignorer les données de Neumann sur une petite partie de Γr
aﬁn de créer un bord Γd. Un autre moyen de contourner ce problème est développé dans la partie 2.2.4.
1.5 L'identiﬁcation de ﬁssures
La question de l'identiﬁcation de ﬁssures à partir de données de bord a été abordée numériquement par de
nombreux auteurs. Nous allons donner dans cette section un aperçu des méthodes utilisées. Certaines d'entre
elles sont spéciﬁques à l'identiﬁcation de ﬁssures tandis que d'autres sont utilisées de façon assez classiques
pour toutes sortes de problèmes d'identiﬁcation. On rappelle les notations du domaine ﬁssuré sur la ﬁgure
suivante 1.14.
Figure 1.14  Le domaine ﬁssuré
1.5.1 Minimisation au sens des moindres carrés
La méthode la plus naturelle pour identiﬁer des ﬁssures consiste à poser un ensemble de paramètres θ
dont la forme de la ﬁssure dépend et de trouver le jeu de paramètres permettant de minimiser l'écart entre les
mesures et le champ calculé. Il s'agit d'une méthode très classique pour identiﬁer toutes sortes de paramètres,
qui porte le nom de FEMU (Finite Elements Method Updated). On peut se référer notamment à l'article de
revue [21] qui lui consacre une partie. Une fois discrétisé et régularisé, le problème de minimisation s'exprime
comme suit :
min
θ,Kpθqu“f
1
2
}Πu´ uˆr}2 ` µ
2
}Lθ ´ Lθ0}2 (1.88)
Où K est la matrice de raideur du problème (modiﬁée pour prendre en compte des conditions aux limites
de Dirichlet), f le second membre du problème direct (construit entre autres à partir de fˆr), Π l'opérateur
d'observation permettant de passer de l'état à la mesure (par exemple, dans le cas où les mesures sont prises
sur tout le bord, il s'agit de l'opérateur de trace sur BΩ). uˆr est la mesure et θ0 est une estimation a priori
du jeu de paramètres.
Remarquons qu'une variante de la méthode consiste à utiliser une (ou plusieurs) fonction surface de niveau
(level set), aﬁn de ne pas avoir à paramétrer explicitement la forme de la ﬁssure, comme dans [4].
À ce stade, il existe un très grand nombre de méthodes pour minimiser cette fonctionnelle. Nous allons
développer deux d'entre elles : la méthode des diﬀérences ﬁnies et la méthode de l'état adjoint.
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1.5.1.1 Méthode des diﬀérences ﬁnies
On va écrire, pour un θ donné, upθq la solution du problème Kpθqu “ f . Ceci permet de prendre en
compte la condition de façon implicite. Le problème (1.88) devient alors :
min
θ
Φpθq
Φpθq “ 1
2
}Πupθq ´ uˆr}2 ` µ
2
}Lθ ´ Lθ0}2
(1.89)
Cette fonctionnelle sera minimisée à l'aide d'une procédure de Newton, qui est itérative. On note θi les
diﬀérentes composantes de θ et θk, les diﬀérents itérés. À chaque étape, θ est mis à jour de la façon suivante :
θk`1 “ θk ´
”
∇2θΦpθkq
ı´1∇θΦpθkq (1.90)
On va calculer les termes du gradient de Φ comme suit, en utilisant peiq, une base orthonormée de l'espace
paramétrique : !
∇θΦpθkq
)
i
“ Φ,θipθkq “ uT,θipθkqΠT
´
Πupθkq ´ uˆr
¯
` µeTi LTLpθk ´ θ0q (1.91)
On approche ensuite la Hessienne en s'épargnant le terme le moins commode à calculer :
!
∇2θΦpθkq
)
ij
“ Φ,θiθj pθkq “ uT,θiθj pθkqΠT
´
Πupθkq ´ uˆr
¯
` uT,θipθkqΠTΠu,θj pθkq ` µeTi LTLej
» uT,θipθkqΠTΠu,θj pθkq ` µeTi LTLej
(1.92)
On déﬁnit alors l'opérateur de sensibilité en θk, qui approche le gradient de u par diﬀérences ﬁnies en
introduisant un pas p :
!
spθkq
)
i
“ 1
p
pupθk ` peiq ´ upθkqq (1.93)
Et on obtient alors les estimateurs suivants pour le gradient et la Hessienne :#
∇θΦpθkq » sT pθkqΠTΠupθkq ` µLTL´ΠT uˆr ´ µLTLθ0
∇2θΦpθkq » sT pθkqΠTΠspθkq ` µLTL
(1.94)
Le choix du pas p est crucial pour la convergence de la méthode. En eﬀet, s'il est trop grand, on se
retrouve à perdre beaucoup d'informations sur les oscillations locales de la fonctions-coût, ce qui empêche
une convergence ﬁne de la méthode. En revanche, si le pas est trop petit, et que les paramètres θ ont peu
d'inﬂuence sur u, l'erreur numérique peut  saturer  la sensibilité, c'est à dire que tous ses termes sont
gouvernés par le bruit de troncature numérique et pas par la physique du problème, ce qui fait évidemment
que cet opérateur n'a plus de sens.
Comme on le voit, cette méthode demande d'eﬀectuer à chaque pas de calcul n ` 1 résolutions directes
(où n est le nombre de paramètres) aﬁn d'évaluer upθq et les upθ ` δθiq pour calculer la sensibilité. Elle
n'est donc adaptée que si ce nombre de paramètres est relativement faible. En revanche, si la fonction Φ est
suﬃsamment régulière 14, alors on proﬁte de la convergence quadratique assurée par la méthode de Newton.
14. Elle ne l'est pas si par exemple on ajoute un terme de régularisation en variation totale
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1.5.1.2 Méthode de l'état adjoint
Si on écrit plutôt la condition à l'aide d'un multiplicateur de Lagrange, le problème (1.88) devient :
min
θ,u
stat
λ
Ψpθ,u, λq
Ψpθ,u, λq “ 1
2
}Πu´ uˆr}2 ` µ
2
}Lθ ´ Lθ0}2 ` λT pKpθqu´ fq
(1.95)
Où stat représente les points stationnaires de la fonction, c'est à dire ceux où son gradient est nul. On
calcule alors les gradients de Ψ par rapport aux trois inconnues.$’&’%
∇θΨ “ λT∇Kpθqu
∇uΨ “
`
ΠTΠ` µLTL˘u´ΠT uˆr ´ µLTLθ0 `Kpθqλ
∇λΨ “ Kpθqu´ f
(1.96)
La minimisation par rapport à θ va s'eﬀectuer à l'aide d'un algorithme itératif à chaque pas duquel
la fonctionnelle sera minimisée par rapport à u et λ, ce qui ne demande que la résolution des problèmes
linéaires 15 imposant la stationnarité des gradients correspondants.
Il faut donc à chaque étape résoudre les deux problèmes suivants, appelés respectivement problème direct
et adjoint, aﬁn de déterminer le gradient par rapport à θ :#
Kpθqu “ f
Kpθqλ “ `ΠTΠuˆr ` µLTLu0 ´
`
ΠTΠ` µLTL˘u (1.97)
Le calcul de ∇θΨ demande quant à lui de connaître ∇Kpθq, le gradient de la matrice de raideur par
rapport aux paramètres. On peut alors mettre en ÷uvre une procédure de minimisation de la fonctionnelle
par rapport à θ. N'ayant pas accès à la Hessienne directement, il faudra se contenter du gradient, ce qui laisse
notamment la possibilité d'utiliser un algorithme de plus grande pente ou BFGS [74].
1.5.2 Minimisation d'une fonctionnelle énergétique
Dans [138], les auteurs proposent une méthode permettant d'identiﬁer des ﬁssures linéaires à partir de la
minimisation d'une fonctionnelle énergétique construite à partir des déplacements mesurés et de champs-tests
calculés. Cette méthode est ensuite généralisée dans [47] à l'identiﬁcation d'un ensemble de ﬁssures linéaires.
La méthode a été présentée pour l'identiﬁcation de lignes parfaitement conductrices dans un domaine 2D
régi par l'équation de Laplace, mais il est possible, bien que cela demande quelques calculs, de l'adapter à
l'identiﬁcation de ﬁssures (bords de Neumann).
On va paramétrer la forme de la ﬁssure par les coordonnées de l'une de ses extrémités, x et y, sa longueur,
L et son angle avec une certaine référence, α. Comme dans les autres parties, l'ensemble de ces paramètres
sera regroupé sous la notation θ.
En résolvant le problème de Neumann dans lequel le ﬂux imposé sur BΩ est égal à pfr, il est possible de
reconstruire un champ upθq P H1{2pBΩq. Les paramètres θ ont été correctement identiﬁés quand upθq “ uˆr.
Les auteurs proposent alors d'étudier une forme faible de cette condition. Le problème d'identiﬁcation de
ﬁssure devient alors :
trouver θ tel que
ż
BΩ
upθqφdS “
ż
BΩ
uˆrφdS @φ P V (1.98)
L'ensemble V des champs-tests utilisés est pris le plus petit possible pour limiter les calculs : V “
tφp1q, φp2q, φp3q, φp4qu. Soit L0, la longueur courante de la ﬁssure. On choisit d'écrire chaque φpiq “ Bv
piq
Bn
15. Dans le cas où le problème direct est non-linéaire, la méthode fonctionne exactement de la même façon en remplaçant la
contrainte Ku “ f par fintpuq “ f
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avec
`
vpiq
˘
i“1,2,3,4 P H1pΩq, quatre champs harmoniques déﬁnis ci après en utilisant la variable complexe
z “ x` iy dans le repère centré sur l'une des pointes de ﬁssures et dont l'axe x est alignée avec celle-ci :$’’’’’’’’’’’’&’’’’’’’’’’’’%
vp1q “ Impzq
vp2q “ Impz2q
vp3q “
$&%Re
´
pz ´ L0q
a
zpz ´ L0q
¯
,Repzq ą L0{2
´ Re
´
pz ´ L0q
a
zpz ´ L0q
¯
,Repzq ă L0{2
vp4q “
$&%Re
´
z
a
zpz ´ L0q
¯
,Repzq ą L0{2
´ Re
´
z
a
zpz ´ L0q
¯
,Repzq ă L0{2
(1.99)
On introduit les fonctions à annuler :
Gpiqpθq “
ż
BΩ
upθqBv
piq
Bn dS ´
ż
BΩ
uˆr
Bvpiq
Bn dS (1.100)
Les auteurs calculent ensuite explicitement le gradient de G par rapport aux paramètres et proposent
d'utiliser un algorithme de Newton pour chercher le zéro de G.
Dans [138], les auteurs proposent de surcroît une procédure permettant de piloter les essais pour identiﬁer
au mieux la ﬁssure. Il s'agit de déterminer à chaque pas de calcul le meilleur ﬂux pf
r
à imposer aux bords du
domaine.
1.5.3 Erreur en relation de comportement
Le concept général de l'erreur en relation de comportement est présenté dans la partie 1.4.5.1. Comme
pour FEMU, il s'agit d'une méthode permettant de résoudre toutes sortes problèmes d'identiﬁcation, et elle
est donc adaptable à l'identiﬁcation de ﬁssures. On rappelle que l'erreur en relation de comportement se
déﬁnit comme l'énergie de la diﬀérence entre un champ u1 qui respecte les mesures et un champ u2 qui
respecte l'équilibre.
e2RdC “
ż
Ω
εpu1 ´ u2qHεpu1 ´ u2qdV (1.101)
On va commencer par présenter une propriété très intéressante de l'erreur en relation de comportement,
puis on va développer une variante de la méthode.
1.5.3.1 Localisation de l'erreur en relation de comportement
Un point qui a été soulevé par de nombreux auteurs ayant utilisé l'erreur en relation de comportement
[48, 40] est le fait que celle-ci peut être calculée localement, pour chaque élément ﬁni, et que cette erreur
locale à tendance à se concentrer dans les zones où le défaut à identiﬁer est présent. En conséquence, il et
souvent proposé, aﬁn de régulariser la résolution, de ne mettre à jour, à chaque itération, que les paramètres
ayant un impact dans les zones où cette erreur locale dépasse un certain seuil (voir par exemple [106, 28]).
Sur la ﬁgure 1.15, on compare l'erreur en relation de comportement à l'itération 0 (les champs EA et MA
sont calculés sur le domaine sain) pour le cas-test d'un domaine carré, en contraintes planes, soumis à des
conditions de Neumann auto-équilibrées de traction verticale. Sur ce domaine, on cherche à identiﬁer une
ﬁssure (aﬃchée en rose). Dans un cas, le champ de déplacement est mesuré en tout point du domaine étudié
et dans l'autre, ce déplacement n'est mesuré que sur les bords du domaine. On voit clairement que dans le
premier cas, la localisation est parfaite, et il n'y a pas besoin de faire davantage d'itérations. En revanche, si
les mesures ne sont disponibles que sur les bords, la localisation est de moins bonne qualité, même si elle nous
apporte une information pertinente sur la zone approximative dans laquelle se trouve la ﬁssure. On remarque
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(a) Mesures dans tout le domaine (b) Mesures uniquement sur le bord
Figure 1.15  Comparaison de l'erreur en relation de comportement locale entre un cas où les mesures sont
disponibles dans tout le domaine et un cas où elles ne sont disponibles que sur le bord
en particulier que la distribution de l'erreur a tendance à être  entraînée  vers les bords selon la direction
de chargement.
1.5.3.2 Méthode de l'erreur en relation de comportement modiﬁée
Dans cette variante, proposée dans [106], on relaxe la condition u1 P MA car on s'attend à ce que cette
mesure de déplacement soit entachée de bruit. On minimise donc la fonctionnelle suivante :
min
θ
min
u1PH1pΩq
u2PEApθq
1
2
ż
Ω
εpu1 ´ u2qHpθqεpu1 ´ u2qdV ` µ2 }Πu1 ´ uˆr}
2 (1.102)
Remarque 23 (fonctionnelle énergétique). Dans certains cas (voir par exemple [106, 28]) on préfère utiliser,
pour pénaliser le non-respect des mesures, une fonctionnelle énergétique de type }Πu1 ´ uˆr}2G où G est une
réduction de l'opérateur de rigidité sur les points de mesure. Cette écriture permet d'avoir un paramètre de
régularisation µ sans dimension que les auteurs peuvent réécrire r{p1´ rq, avec r P r0; 1r.
Pour l'écriture de l'erreur en relation de comportement dans le cadre discret, on peut notamment se
référer à [34]. On suppose que l'on a discrétisé notre problème direct à l'aide de la méthode des éléments
ﬁnis. On a donc construit la matrice de rigidité du problème Kpθq, éventuellement modiﬁée pour prendre en
compte les conditions de Dirichlet par substitution, ainsi qu'un second membre calculé à partir des conditions
de Neumann et d'éventuelles forces de volumes 16, f . Remarquons que f contient les données de Neumann,
notées fˆr. Pour simpliﬁer l'écriture, on va supposer ici que seul K dépend de θ.
Caractérisons l'espace des champs équilibre admissibles dans le cadre discret. On introduit d'abord les
champs qui vériﬁent l'équilibre, noté yEA :
u2 P yEA ðñ Kpθqu2 “ f (1.103)
Cependant, dans f , il peut exister des composantes inconnues (zone de contact, forces de réaction...) ou
du moins qui ne sont pas connues avec suﬃsamment de précision. On est alors conduit à déﬁnir un nouvel
16. Dans la plupart des cas pratiques, ce second membre sera nul car les forces de volume sont rares puisqu'on travaille en
perturbation, et les eﬀorts de bords ne sont pas connus localement avec précision
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espace statiquement admissible plus grand (car on a moins d'information) EA Ą yEA. On sépare le système
Kpθqu2 “ f en deux : K˜pθqu2 “ f˜ où f˜ est totalement connu, et KHpθqu2 “ fH où fH est inconnu :
K “
ˆ
K˜
KH
˙
et f “
ˆ
f˜
fH
˙
(1.104)
On a alors :
u2 P EA ðñ K˜pθqu2 “ f˜ (1.105)
La minimisation de l'erreur en relation de comportement discrète s'écrit donc :
min
θ
min
u1
K˜pθqu2“f˜
1
2
pu1 ´ u2qTKpθqpu1 ´ u2q ` µ
2
}Πu1 ´ uˆr}2 (1.106)
Comme pour la méthode de minimisation au sens des moindres carrés, plusieurs approches s'oﬀrent à
nous pour minimiser cette fonctionnelle. Une approche par diﬀérence ﬁnies est probablement envisageable,
bien que jamais rencontrée dans la littérature. On va plutôt présenter l'approche par problème adjoint. On
introduit un multiplicateur de Lagrange pour écrire la fonctionnelle à minimiser :
min
θ
stat
u1,u2,λ
Φpθ,u1,u2,λq
Φpθ,u1,u2,λq “ 1
2
pu1 ´ u2qTKpθqpu1 ´ u2q ` µ
2
}Πu1 ´ uˆr}2 ` λT pK˜pθqu2 ´ f˜q
(1.107)
On écrit les gradients :$’’’’’&’’’’’%
∇θΦ “ 1
2
pu1 ´ u2qT∇θKpθqpu1 ´ u2q ` λT∇θK˜pθqu2
∇u1Φ “ Kpθqpu1 ´ u2q ` µΠT pΠu1 ´ uˆrq
∇u2Φ “ ´Kpθqpu1 ´ u2q ` K˜T pθqλ
∇λΦ “ K˜pθqu2 ´ f˜
(1.108)
Comme précédemment, la minimisation par rapport à θ va s'eﬀectuer à l'aide d'un algorithme de type
gradient. Il faut donc, à chaque étape, calculer ∇θΦ, et pour ce faire, trouver u1, u2 et λ en résolvant le
problème linéaire imposant la stationnarité des gradients.
La nullité du gradient∇u2Φ permet d'écrire Kpθqpu1´u2q “ K˜T pθqλ. Restreignons ce système d'équations
aux degrés de liberté sur lesquels on possède l'information d'équilibre discrétisé en introduisant les notations
suivantes :
K˜ “
´
K˜ K˜H
¯
c'est à dire K “
˜
K˜ K˜H
K˜TH KHH
¸
(1.109)
Il vient alors : K˜pθqpu1 ´ u2q “ K˜pθqλ. On peut alors substituer dans ce système K˜pθqu2 par f˜ , ce qui
permet de se débarrasser de l'inconnue u2.
La nullité du gradient ∇u1Φ, quant à elle, une fois que Kpθqpu1´u2q a été substitué par K˜T pθqλ, donne
µΠT pΠu1 ´ uˆrq ` K˜T pθqλ “ 0. Le système global à résoudre devient alors :˜
µΠTΠ K˜T pθq
K˜pθq ´K˜pθq
¸ˆ
u1
λ
˙
“
ˆ
µΠT uˆr
f˜
˙
(1.110)
Par la suite, il suﬃt, pour retrouver u2, d'écrire u2 “ u1 ´ P˜λ, où P˜ est un opérateur de prolongement
par zéro sur les degrés de liberté de condition de Neumann inconnue. Ceci se déduit de la nullité de ∇u2Φ en
remarquant que K est de rang plein 17 et que K˜T pθqλ “ KpθqP˜λ.
17. Sauf s'il y a des mouvements de corps rigides, auquel cas, on les impose à zéro
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Dans le cas où les conditions de Neumann sont inconnues sur de grandes parties du bord, la taille de K˜
est très petite et en conséquence, l'opérateur écrit plus haut devient mal conditionné. Son inversion fera donc
appel à une méthode de régularisation. Dans [34], par exemple, la factorisation QR tronquée a été choisie.
Remarque 24. Dans le cas où l'espace d'admissibilité statique yEA peut être complètement caractérisé (c'est à
dire que des conditions aux limites sont considérées comme ﬁables sur tout le bord) , on a Kpθq “ K˜pθq “ K˜pθq
le système se simpliﬁe donc puisqu'il devient possible d'additionner les deux lignes de (1.110). On se retrouve
donc à devoir résoudre successivement le problème direct pénalisé pKpθq ` µΠTΠqu1 “ f ` µΠT uˆr et le
problème adjoint : Kpθqλ “ Kpθqu1 ´ f .
Remarque 25. Comme on le voit, cette méthode s'applique très bien au cas où on ne connaît pas (ou on
ne souhaite pas utiliser) de conditions aux limites sur les bords du domaine 18. Ceci oﬀre un avantage par
rapport à la majorité des autres méthodes dans lesquelles on est réduit soit à utiliser des conditions limites
peu ﬁables soit à introduire de nouvelles inconnues pour les représenter. L'intérêt d'une telle approche a été
montré numériquement dans [34].
1.5.4 Méthode du gradient topologique
Dans [5], des auteurs se proposent de chercher la forme d'une ﬁssure permettant de minimiser l'écart
au sens des moindres carrés sur l'ensemble du domaine. Ils ont proposé de calculer le gradient de cette
fonctionnelle par rapport à la longueur de ﬁssure ρ en tout point du domaine. Il a été montré numériquement
que le champ scalaire ainsi reconstruit est un bon indicateur de la forme de la ﬁssure.
On déﬁnit les deux champs u1pρq et u2pρq tels que :
$’’&’’%
∆u1 “ 0 dans ΩzΣ
Bu1
Bn “ 0 sur Σ
u1 “ uˆr sur BΩ
$’’’’&’’’’%
∆u2 “ 0 dans ΩzΣ
Bu2
Bn “ 0 sur Σ
Bu2
Bn “
pfr sur BΩ
(1.111)
On cherche ensuite la solution du problème suivant :
min
u1,u2
1
2
}u1 ´ u2}2L2pΩq (1.112)
On va prendre en compte les conditions (1.111) à l'aide de multiplicateurs de Lagrange λ1 et λ2. On
transforme le problème de minimisation de la façon suivante :
stat
u1,u2,λ1,λ2,ρ
u1|BΩ“uˆr
λ1|BΩ“0
Φpu1, u2, λ1, λ2, ρq
Φpu1, u2, λ1, λ2, ρq “ 1
2
ż
Ω
pu1 ´ u2q2dV `
ż
ΩzΣpρq
gradpu1q ¨ gradpλ1qdV
`
ż
ΩzΣpρq
gradpu2q ¨ gradpλ2qdV ´
ż
BΩ
pfrλ2dS
(1.113)
On va, comme d'habitude, calculer les dérivées directionnelles suivantes :
18. Bien qu'on le paye en terme de conditionnement de la matrice à inverser
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Du˚1 Φ “
ż
Ω
pu1 ´ u2qu1˚dV `
ż
ΩzΣpρq
gradpλ1q ¨ gradpu1˚qdV
Du˚2 Φ “ ´
ż
Ω
pu1 ´ u2qu2˚dV `
ż
ΩzΣpρq
gradpλ2q ¨ gradpu2˚qdV
Dλ˚1 Φ “
ż
ΩzΣpρq
gradpu1q ¨ gradpλ1˚qdV
Dλ˚2 Φ “
ż
ΩzΣpρq
gradpu2q ¨ gradpλ2˚qdV ´
ż
BΩ
pfrλ2˚dS
Dρ˚Φ “ Dρ˚
˜ż
ΩzΣpρq
gradpu1q ¨ gradpλ1qdV `
ż
ΩzΣpρq
gradpu2q ¨ gradpλ2qdV
¸
(1.114)
Annuler les deux premiers termes revient à résoudre des problèmes adjoints de Neumann et de Dirichlet
comportant un terme source volumique de valeur ˘pu1 ´ u2q et annuler les deux seconds revient à résoudre
les problèmes directs (1.111). Pour ce qui est du dernier terme, Dρ˚Φ, on observera qu'à l'ordre 1, c'est à dire
si on ne tient pas compte des variations de u1, u2, λ1 et λ2, ce terme est nul. Les auteurs de [5] parviennent
alors à déterminer le terme d'ordre 2, qui vaut :
Dρ˚Φ 9 nTMn avec M “
`
gradpu1q gradpλ1qT ` gradpu2q gradpλ2qT
˘
SYM
(1.115)
Le gradient minimal est atteint pour n égal au premier vecteur propre de M (à calculer en chaque point
de Gauss du maillage). Le gradient est donc égal, en chaque point, à l'opposé du rayon spectral de M. Il
est alors proposé de calculer ce dernier dans l'état sans ﬁssure, en résolvant quatre problèmes directs. La
cartographie de ce gradient permet de localiser les ﬁssures. Cet outil a été principalement repris dans le cadre
du traitement d'image [108] pour le partitionnement ou pour la reconstruction des discontinuités dans une
zone masquée.
Diﬀérentes variantes de la méthode existent. On se référera par exemple à [52], article dans lequel on
identiﬁe des cavités en optimisant la fonction }u1 ´ u2}2L2pBΩq à l'aide de la dérivation topologique. Par
ailleurs, on peut mentionner [29]. Dans cet article, les ﬁssures sont identiﬁées à l'aide de la méthode du
gradient topologique dans le cadre de l'élastodynamique.
1.5.5 Écart à la réciprocité
Pour ﬁnir, nous allons présenter la méthode de l'écart à la réciprocité, sur laquelle des développements
seront apportés dans le chapitre 3 de cette thèse.
Dans cette méthode telle qu'elle est présentée dans [15, 31], on doit supposer que la ﬁssure est contenue
dans un plan. Nous allons donc déﬁnir ω tel que Σ Ă ω “ Ω X Π, où Π est un plan et Σ¯ X BΩ “ H. On va
montrer comment retrouver Σ à partir de la connaissance de la trace du champ u et du ﬂux sur tout le bord
BΩ. On se référera à la ﬁgure 1.16 pour visualiser les diﬀérentes entités géométriques.
1.5.5.1 Fonctionnelle d'écart à la réciprocité
Dans cette sous-section, on reprend les explications apportées dans [73], qui a été rédigé à l'occasion de
cette thèse.
Le but de l'écart à la réciprocité est d'inférer Σ à partir d'une famille de valeurs de bord
´
uˆr,
pf
r
¯
r
. En
pratique, deux expériences sont suﬃsantes, ce qui fait que r P t1, 2u.
Pour un couple puˆr, pf rq, on déﬁnit la fonctionnelle d'écart à la réciprocité RGr :
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Σ
Figure 1.16  Fissure plane
RGr : H
1pΩq Ñ R
v ÞÑ RGrpvq “
ż
BΩ
ppf
r
¨ v ´ uˆr ¨ σpvq ¨ nq dS
(1.116)
Soit V “ tv P H1pΩq, divpσpvqq “ 0 faiblement dans Ωu. V est l'équivalent pour l'élasticité de l'ensemble
des fonctions harmoniques dans le domaine sain. Dans le cas où le domaine étudié est lui aussi sain, on peut
montrer que RGr “ 0.
1.5.5.2 Diverses utilisations de l'écart à la réciprocité dans le cadre des problèmes inverses
L'écart à la réciprocité peut être utilisé, comme on va le montrer plus loin, pour identiﬁer une ﬁssure plane
dans le cadre des équations elliptiques. Cependant, la minimisation de cette fonctionnelle peut permettre
dans le principe d'identiﬁer n'importe quelle sorte de défaut. On peut mentionner l'identiﬁcation explicite
de sources thermiques ponctuelles [18] ou l'identiﬁcation de cavités ou d'inclusions rigides dans le cadre de
diﬀérentes équations elliptiques [156, 141]. Dans [6], l'écart à la réciprocité est utilisé pour identiﬁer des
sources à l'aide d'un algorithme variationnel. Par ailleurs, dans [40] section 3.1, une méthode permettant
d'identiﬁer les petites ﬂuctuations des coeﬃcients de Lamé en utilisant l'écart à la réciprocité est exposée.
Dans le chapitre 8 de [7], il est montré comment utiliser l'écart à la réciprocité pour résoudre le problème
de Cauchy. Diﬀérentes formules permettant d'utiliser la méthode de l'écart à la réciprocité dans le cadre de
diﬀérents problèmes inverses ont été regroupées dans l'annexe B.
Il est de plus à noter que dans [49], les auteurs ont adapté le concept d'écart à la réciprocité pour identiﬁer
des ﬁssures dans le cadre de la dynamique.
Pour ce qui est de l'identiﬁcation de ﬁssures dans le cadre d'équations elliptiques, on peut citer [13], où
le concept d'écart à la réciprocité est présenté et où on montre comment l'appliquer pour retrouver la ligne
portant une ﬁssure droite dans le cadre de l'équation de Laplace 2D et de l'élasticité statique. Dans [26],
une méthode numérique est proposée pour identiﬁer la forme complète d'une ﬁssure plane pour l'équation
de Laplace 3D et [14, 15] font de même pour l'élasticité 3D. Des cas d'élasticité anisotrope ont étés abordés
dans [143]. Dans [31], il est montré numériquement sur un cas 3D que l'on peut eﬀectuer une identiﬁcation
de très bonne qualité avec l'équation de Helmholtz.
Très vite, une question cruciale a été de savoir comment utiliser l'écart à la réciprocité dans des cas où les
données ne sont redondantes que sur une partie du bord. Dans [32], est exposé un algorithme qui utilise un
problème extrémal borné (voir partie 1.4.4) dans le cadre de l'équation de Laplace 2D. Dans [10], une autre
approche est expérimentée, qui consiste à résoudre un problème de Cauchy préalable.
L'autre grande diﬃculté pour cette méthode est son utilisation dans le cas où la ﬁssure n'est pas plane,
ou qu'elle est constituée de plusieurs ﬁssures non coplanaires. On peut trouver une étude de ce dernier cas
dans [142].
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1.5.5.3 Identiﬁcation de ﬁssures planes
On peut montrer la propriété suivante :
@v P V, RGrpvq “
ż
Σ
σpvq : pnΠ b JurKqdS (1.117)
Où JurK est le saut de déplacement sur la ﬁssure. On suppose que les chargements r sont tels que JurK ‰ 0.
Plus loin, par simplicité, on supposera même que les chargements ouvrent le ﬁssure et donc que le saut normalJurK ¨ nΠ est non nul. L'étude des fonctionnelles pRGrq (si nécessaire pour diﬀérents r) peut par conséquent
fournir des informations sur nΠ, Π et enﬁn Σ, qui est le support de JurK sur Π. Remarquons au passage que
Σ n'a pas besoin d'être connexe.
1.5.5.3.1 Détermination de la normale au plan de ﬁssure Soit peiq, la base canonique de R3, et
pxiq, les composantes du vecteur x. Déﬁnissons six champs-tests pvijq1ďiďjď3 :
vij est tel que σpvijq “ pei b ejqsym (1.118)
Si l'opérateur de Hooke H n'est pas homogène dans l'espace, le calcul des expressions de pvijq peut être
diﬃcile. On les donne dans le cas le plus simple.
Remarque 26 (Expression de pvijq dans le cas homogène isotrope). Soit E le module d'Young et ν le coeﬃcient
de Poisson, on a :
v11 “ 1E
¨˝
x1
´νx2
´νx3
‚˛ v22 “ 1E
¨˝´νx1
x2
´νx3
‚˛ v33 “ 1E
¨˝´νx1
´νx2
x3
‚˛
v12 “ 1` ν2E
¨˝
x2
x1
0
‚˛ v13 “ 1` ν2E
¨˝
x3
0
x1
‚˛ v23 “ 1` ν2E
¨˝
0
x3
x2
‚˛ (1.119)
Dans le cas 2D en contraintes planes, seules les deux premières composantes des champs v11, v22 et v12
sont utilisés.
On assemble ensuite la matrice symétrique R˜r où R˜r,ij “ RGrpvijq. On a alors :
R˜r “
ˆˆż
Σ
JurKdS˙ nTΠ˙
sym
(1.120)
Notons U˜ r “
ż
Σ
JurKdS. Pour déterminer nΠ et U˜ r, il va falloir utiliser deux expériences. On détermine
donc pnΠ, U˜1, U˜2q à partir de pR˜1, R˜2q.
Une méthode de calcul de nΠ est proposée dans [15] pour le cas tridimensionnel. Nous en proposons ici
une légèrement diﬀérente qui peut s'appliquer au cas 2D ou 3D et ne nécessite qu'une seule décomposition
en valeurs singulières. On a :
trpR˜rq “ U˜ r ¨ nΠ et }R˜r}2F “ trpR˜Tr R˜rq “ 12
´
pU˜ r ¨ nΠq2 ` }U˜ r}22
¯
(1.121)
On peut alors calculer }U˜ r}2 et déﬁnir la quantité normalisée Rr “ R˜r{}U˜ r}2 qui est associée à U r “
U˜ r{}U˜ r}2. On calcule alors :
γr :“ trpRrq “ U r ¨ nΠ
γ12 :“ 2 trpR1R2q ´ γ1γ2 “ U1 ¨ U2
∆1 :“ pR1R2 ´ γ2R1q ´ γ12 ´ γ1γ2
4
I
(1.122)
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On peut alors montrer que nΠ engendre le noyau de ∆1, il peut alors être calculé en utilisant une
décomposition en valeurs singulières.
Pour la suite de l'identiﬁcation, un seul jeu de données est suﬃsant. Nous allons garder la notation r,
mais en pratique, il prendra la valeur (r “ 1 ou r “ 2).
1.5.5.3.2 Détermination du plan de ﬁssure Soit pv1, v2q une base orthonormale de nKΠ. Dans le
repère pv1, v2, nΠq, les coordonnées sont écrites pX1, X2, X3q, et l'équation de Π est X3 “ C, avec C une
constante à déterminer. L'origine du repère est choisie de façon à ce que Ω soit dans le semi-espace X3 ą 0,
ce qui permet de s'assurer que C ą 0.
Construisons les champs-tests pv1, v2q tels que σpviq “ X3pvi b nΠqsym pour i P t1, 2u. Ils conduisent à :
RGrpviq “ C
ˆż
Σ
JurKdS˙ ¨ vi (1.123)
Et :
RGrpv1q2 ` RGrpv2q2 “ C2
´
}U˜ r}22 ´ pU˜ r ¨ nΠq2
¯
(1.124)
Ce qui permet de calculer C, puisqu'on sait qu'il est positif, en utilisant les valeurs de (1.121).
Remarque 27 (Expression de vi dans le cas 3D isotrope homogène).
v1 “
¨˚
˚˝˚˚´X
2
1
2E
´ νX
2
2
2E
` p2` νqX
2
3
2E
ν
X1X2
E
ν
X1X3
E
‹˛‹‹‹‚ v2 “
¨˚
˚˝˚˚ νX1X2E
´X
2
2
2E
´ νX
2
1
2E
` p2` νqX
2
3
2E
ν
X1X3
E
‹˛‹‹‹‚ (1.125)
Remarque 28 (Expression de v1 dans le cas 2D contraintes planes).
C “ |RGrpv1q|b
}U˜ r}22 ´ pU˜ r ¨ nΠq2
avec v1 “
¨˚
˝´X
2
1
2E
` p2` νqX
2
3
2E
ν
X1X3
E
‹˛‚ (1.126)
1.5.5.3.3 Détermination de la ﬁssure elle-même Comme c'est montré dans [15], la ﬁssure Σ peut
être caractérisée comme le support de JurK dans ω. L'idée est donc d'identiﬁer JurK. Dans [15], les auteurs
proposent des champs-tests qui permettent d'approximer les composantes normale et tangentielles de JurK.
Pour simpliﬁer, nous allons supposer que le cas-test r ouvre la ﬁssure, ce qui fait que l'identiﬁcation de la
partie normale du saut de déplacement est suﬃsante.
Au moyen d'une translation du repère, on s'assure que l'équation de Π soit X3 “ 0. La méthode repose
sur la possibilité de construire N fonctions pφ
j
q de V générant des eﬀorts purement normaux dans la section
ω :
pour φ
j
P V, Dϕj P L2pωq σpφjqpX1, X2, 0q “ ϕjpX1, X2qnΠ b nΠ (1.127)
Par la suite, une approche de Petrov-Galerkin peut être employée : le saut de déplacement est approché
sous la forme d'une combinaison linéaire : JurK ¨ nΠ » Nÿ
i“1
uiϕ˜i (en général, ϕ˜i “ ϕi), les coeﬃcients inconnus
puiq étant déterminés par l'équation de l'écart à la réciprocité (égalité entre les expressions (1.116) et (1.117))
projetée sur les fonctions-test pφ
j
q :
@j “ 1..N,
Nÿ
i“1
ui
ż
ω
ϕ˜ipX1, X2qϕjpX1, X2q dS “ RGrpφjq (1.128)
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Il s'agit d'un système linéaire N ˆN classique qui peut être écrit sous la forme :
BNuN “ bN avec
uN : vecteur des puiq, bN : vecteur des pRGrpφjqq
BN : matrice des
ż
ω
ϕ˜ipX1, X2qϕjpX1, X2q dS
1 ď i, j ď N (1.129)
La construction de ce système n'implique que des intégrations de surface sur ω pour le membre de gauche
et sur BΩ pour le second membre.
Il faut souligner que la méthode conduit à l'estimation du saut JurK, alors que dans la plupart des
applications, la quantité d'intérêt est la forme de Σ : après que le plan Π a été déterminé, la méthode
transforme le problème inverse géométrique en un problème d'identiﬁcation d'un champ. Une possibilité est
de post-traiter le saut pour obtenir une estimation de Σ, par exemple par l'utilisation d'un seuil bien choisi ε,
comme dans [10] : Σid “ tX, JurpXqK ¨ nΠ ě εu.
1.5.5.3.3.1 Approximation classique par développement de Fourier Dans [15], il est proposé
de développer le saut de déplacement en série de Fourier. Dans le cas d'un comportement homogène, il est
possible de calculer une famille de fonctions pφ
k,l
q (voir la remarque 29 pour son expression dans le cas
isotrope) de façon à ce que :
σpφ
k,l
q ¨ nΠ “ exp
ˆ
´2ipi
ˆ
kX1
L1
` lX2
L2
˙˙
nΠ dans Π
Où L1 et L2 sont les dimensions du plus petit rectangle que l'on peut construire autour de ω. On va
ensuite calculer l'extension par 0 de JurK dans ce rectangle.
JurK ¨ nΠ “ÿ
k,l
uk,lϕ˜k,l avec ϕ˜k,l “ exp
ˆ
2ipi
ˆ
kX1
L1
` lX2
L2
˙˙
Grâce aux propriétés classiques d'orthogonalité entre les fonctions de Fourier dans un domaine rectan-
gulaire, le système linéaire à résoudre est diagonal, et les coeﬃcients de Fourier puk,lq peuvent être calculés
immédiatement :
uk,l “
RGrpφk,lq
L1L2
(1.130)
Remarque 29 (Expression de φ
k,l
dans le cas 3D homogène).
φ
k,l
“ 1` ν
2Eλ23
¨˝´iλ1 exp p´iλ1X1 ´ iλ2X2q pexp pλ3X3q ` exp p´λ3X3qq
´iλ2 exp p´iλ1X1 ´ iλ2X2q pexp pλ3X3q ` exp p´λ3X3qq
λ3 exp p´iλ1X1 ´ iλ2X2q pexp pλ3X3q ´ exp p´λ3X3qq
‚˛
avec
λ1 “ 2kpi
L1
λ2 “ 2lpi
L2
et λ3 “
b
λ21 ` λ22
(1.131)
1.5.5.3.3.2 Discussion Les séries de Fourier sont extrêmement intéressantes puisqu'elles conduisent
à un système diagonal. Cependant, elles ont certains inconvénients :
‚ Comme RGpφ
k,l
q implique des intégrales de surface de fonctions sinusoïdales, un nombre élevé de points
de Gauss doit être employé pour les approximer de façon satisfaisante, et ce d'autant plus que les termes
sont d'ordre élevé (pk, lq grands).
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‚ Les fonctions φ
k,l
ont une forme exponentielle (réelle) dans la direction normale (X3). Ceci donne
davantage d'importance aux mesures éloignées de la ﬁssure Σ et cela peut fortement ampliﬁer le bruit
dans les données. Cet eﬀet indésirable est en conséquence particulièrement important pour les domaines
épais. L'épaisseur peut être caractérisée par la distance maximale entre le bord et la ﬁssure normalisée
par le diamètre de Ω : maxXPBΩX3{diampΩq.
En conséquence, la facilité pour résoudre le système linéaire est contrebalancée par le fait que la diﬃculté
de l'évaluation du second membre augmente rapidement avec l'ordre du développement de Fourier. Une
technique de régularisation immédiate pour cette méthode consiste donc à limiter le nombre de modes dans
la décomposition de Fourier du JurK reconstruit. Comme dans n'importe quelle technique de régularisation, le
nombre de modes de Fourier doit être choisi pour réaliser un compromis entre la précision et l'ampliﬁcation
du bruit. Dans le chapitre 3, on propose d'utiliser des fonctions polynomiales au lieu des fonctions de Fourier.
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Chapitre 2
Résolution du problème de Cauchy par
l'approche de Steklov-Poincaré
Ce chapitre est consacré à quelques contributions à l'étude numérique des problèmes de Cauchy elliptiques.
Les trois premières parties sont très largement reprises de [72], qui a été écrit dans le cadre de cette thèse.
Dans la première partie, on introduit des notations pour le problème de Cauchy discret, qui nous permettent
de ré-interpréter quelques unes des méthodes de résolution présentées dans le chapitre bibliographique. Dans
une seconde partie, ces notations sont reprises pour étudier plus en détail la méthode de Steklov-Poincaré.
On étudie dans la troisième partie diﬀérents moyens de stabiliser et d'accélérer la résolution numérique par
cette méthode.
Les quatre parties suivantes sont toujours centrées sur la méthode de Steklov-Poincaré, mais présentent
des études menées sur des aspects du problème de Cauchy qui sont encore peu étudiés. Il s'agit en quatrième
partie de montrer comment on peut, avec un coût le plus faible possible, propager des incertitudes suivant
des lois de probabilité gaussiennes au cours de la résolution. La cinquième partie est consacrée à la résolution
d'un problème de Cauchy en dynamique transitoire, et on y montre que les modiﬁcations à apporter à la
méthode sont minimes. Dans une sixième partie, un algorithme permettant de résoudre des problèmes non
linéaires est proposé et mis en ÷uvre numériquement. Enﬁn, la dernière partie sera l'occasion de s'intéresser
au cas de problèmes directs trop gros pour être résolus tels quels, et sur lesquels la décomposition de domaine
est utilisée. On cherche alors à tirer proﬁt de la similarité entre les méthodes de Steklov et les méthodes de
décomposition de domaine de Schur.
2.1 Ré-interprétation de quelques méthodes de résolution
Dans cette partie, on ré-interprète en utilisant des notations discrètes certaines des méthodes de résolution
du problème de Cauchy. Ceci nous permettra d'apporter un regard nouveau sur certains liens connus entre
les méthodes, et d'en établir d'autres.
On rappelle sur la ﬁgure 2.1 la désignation du domaine et de ses frontières.
2.1.1 Problème de Cauchy discret en élasticité
Supposons qu'une discrétisation, par exemple par éléments ﬁnis de Lagrange, a été utilisée. Soit u, le
vecteur des déplacements nodaux. Supposons que les conditions de Dirichlet sur un éventuel bord de Dirichlet
ont été prises en compte par élimination de façon à ce que K soit une matrice déﬁnie positive creuse. La
lettre i désigne les degrés de liberté de l'intérieur du domaine et des bords de Neumann. Les lettres r et
m désignent les degrés de liberté avec information respectivement redondante et manquante. Le nombre de
degrés de liberté d'un certain type est noté | ‚ |, par exemple, |m| est le nombre de degrés de liberté avec
information manquante.
L'équivalent discret de l'équation (1.7) est :
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Figure 2.1  Le domaine et ses bords
puˆr, fˆrq connus, trouver pui,um, fmq t.q.
¨˝
Kii Kir Kim
Kri Krr Krm
Kmi Kmr Kmm
‚˛¨˝ uiuˆr
um
‚˛“
¨˝
0
fˆr
fm
‚˛ (2.1)
Pour des raisons de simplicité, on suppose qu'il n'y a pas d'élément portant à la fois des degrés de liberté
redondants et manquants. Remarquons qu'il est toujours possible de rendre cette hypothèse vraie en oubliant
l'une des données redondantes sur un certain degré de liberté 1. Ceci revient à convertir un degré de liberté
de type r en un degré de liberté de type i. Cette hypothèse se traduit par Krm “ 0.
Comme c'est fait classiquement en décomposition de domaine [79], on peut éliminer les degrés de liberté
internes et condenser le problème sur les degrés de liberté manquants et redondants :
ui “ ´K´1ii pKiruˆr `Kimumqˆ
Sr,d Crm
CTrm Sm,d
˙ˆ
uˆr
um
˙
“
ˆ
fˆr
fm
˙
avec
Sm,d “ Kmm ´KmiK´1ii Kim
Sr,d “ Krr ´KriK´1ii Kir
Crm “ ´KriK´1ii Kim
(2.2)
Sm,d est le complément de Schur de la structure sur les degrés de liberté manquants, en considérant les
conditions limites de Dirichlet sur la partie Redondante. Sr,d est le complément de Schur de la structure sur
la partie Redondante (avec des conditions aux limites de Dirichlet sur la partie Manquante).
Crm représente le couplage entre les parties Manquante et Redondante qui s'eﬀectue au travers des
degrés de liberté intérieurs. Plus précisément, pur,umq ÞÑ uTr Crmum donne la contribution croisée au travail
mécanique associée aux conditions de Dirichlet appliquées sur Γm et Γr. Grâce au principe de maximum
elliptique, on sait que l'équivalent continu de cette forme bilinéaire est déﬁni. on peut imaginer qu'en général
Crm sera de rang plein. De manière à éviter les situations où cette propriété est perdue, on peut faire
l'hypothèse que l'approximation satisfait le principe du maximum discret (ce qui dans certains cas conduit à
des conditions géométriques simples sur le maillage [97]), et éliminer les cas pathologiques ne présentant pas
d'intérêt pratique (comme |i| ă |r| ou |i| ă |m|). Dans la suite, on suppose donc que Crm est une matrice de
rang plein.
Rappelons que les compléments de Schur héritent de beaucoup de propriétés des matrices à partir des-
quelles ils sont construits [157]. En particulier, dans le cas que nous considérons, ils sont tous symétriques
déﬁnis positifs. De plus, on a la relation :
1. Il s'agira typiquement de la donnée de Dirichlet puisqu'elle est susceptible d'être entachée d'erreur
2.1. RÉ-INTERPRÉTATION DE QUELQUES MÉTHODES DE RÉSOLUTION 59
}um}Sm,d “ }u}K où u “
¨˝
K´1ii Kimum
0r
um
‚˛ (2.3)
Ceci signiﬁe que la norme associée à Sm,d est la norme énergétique du champ obtenu par relèvement
harmonique discret (en supposant des conditions aux limites nulles sur les degrés de liberté redondants).
Remarquons que pour un problème régulier (typiquement un domaine avec une forme régulière, pas trop
d'élancement, suﬃsamment de conditions de Dirichlet et pas trop d'inhomogénéités) et avec une discrétisation
pas trop ﬁne, on peut aﬃrmer que les compléments de Schur introduits plus haut sont des matrices bien
conditionnées, et ce d'autant plus en comparaison des autres opérateurs que nous rencontrerons dans cette
partie.
Remarque 30 (Résolution de problèmes impliquant des compléments de Schur). Il faut souligner le fait qu'en
pratique, le complément de Schur ne doit jamais être assemblé lorsque le nombre de degrés de liberté n'est
pas très petit. En eﬀet, le calcul de cette matrice nécessite l'inversion d'une matrice de grande taille. C'est
pour cette raison que le complément de Schur est simplement évalué sur les chargements donnés à chaque
étape au travers d'un calcul direct.
2.1.2 Régularisation évanescente
On peut expliciter, grâce à l'équation (2.2), les opérateurs impliqués dans le système linéaire permettant
d'imposer la condition V P H (voir les notations de la partie 1.4.2) pour la méthode de régularisation
évanescente [60] : $’&’%A “
˜
Sr,d Crm
CTrm Sm,d
¸
B “ I
(2.4)
2.1.3 KMF
Dans cette partie, on s'intéresse à la méthode alternée de la partie 1.4.1. Il s'agit de résoudre le problème
(2.2) à l'aide de la relation de récurrence suivante :$’’’’&’’’’%
Sr,du
r
2n`1 “ fˆr ´Crmum2n
um2n`1 “ um2n
fm2n`1 “ CTrmur2n`1 ` Sm,dum2n
f r2n`1 “ fˆr
$’’’&’’’%
Sm,du
m
2n`2 “ fm2n`1 ´CTrmuˆr
ur2n`2 “ uˆr
f r2n`2 “ Sr,duˆr `Crmum2n`1
fm2n`2 “ fm2n`1
(2.5)
On peut reformuler cette récurrence de deux façons qui nous serviront dans la suite. La première consiste
à écrire une relation de récurrence sur fm2n`1 et um2n`2 :#
fm2n`1 “ CTrmS´1r,d fˆr ` pSm,d ´CTrmS´1r,dCrmqum2n
um2n`2 “ S´1m,dfm2n`1 ´ S´1m,dCTrmuˆr
(2.6)
La seconde écriture consiste à considérer la relation de récurrence entre les itérés um2n :
um2n`2 “ S´1m,dCTrmS´1r,nfˆr ` pI´ S´1m,dCTrmS´1r,nCrmqum2n ´ S´1m,dCTrmuˆr (2.7)
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2.1.4 Erreur en relation de comportement
On reprend la méthode de l'erreur en relation de comportement de la partie 1.4.5.2, qui consiste à résoudre
le problème de minimisation suivant :
min
u,f
u1 respecte le pb de Dirichlet
u2 respecte le pb de Neumann
1
2
ˆż
Γr
puˆr ´ u2qpσpu1q ¨ n´ fˆ rqdS `
ż
Γm
pu1 ´ uqpf ´ σpu2q ¨ nqdS
˙
(2.8)
2.1.4.1 Écriture de la méthode en notations discrètes
Une fois que le problème a été discrétisé par éléments ﬁnis, on doit minimiser :
min
u,f
ur1,u
r
2,u
m
1 ,u
m
2
fr1 ,f
r
2 ,f
m
1 ,f
m
2
Φpu, f ; ur1,ur2,um1 ,um2 , f r1 , f r2 , fm1 , fm2 q
Φpu, f ; ur1,ur2,um1 ,um2 , f r1 , f r2 , fm1 , fm2 q “ 12
`pur1 ´ ur2qT pf r1 ´ f r2 q ` pum1 ´ um2 qT pfm1 ´ fm2 q˘
(2.9)
Sous les contraintes :$’’&’’%
Sm,du
m
1 “ fm1 ´CTrmuˆr
ur1 “ uˆr
f r1 “ Sr,duˆr `Crmum1
fm1 “ f
$’’&’’%
Sr,du
r
2 “ f r2 ´Crmu
um2 “ u
fm2 “ CTrmur2 ` Sm,du
f r2 “ fˆr
(2.10)
Dans [12], les auteurs proposent, pour minimiser la fonction-coût, d'utiliser un algorithme à régions de
conﬁance. Pour ce faire, on doit calculer les gradients de Φ par rapport à u et f . On prend en compte les
égalités (2.10) par substitution dans (2.9), à l'exception de fm1 “ f et de f r2 “ fˆr, qui sont prises en compte en
introduisant des multiplicateurs de Lagrange. f rj et f
m
j pour j “ 1 ou 2 ont été remplacés par leurs expressions
en fonction de urj et u
m
j . Ceci permet de chercher la stationnarité de la fonctionnelle suivante, ne dépendant
plus que de 6 champs :
Ψpu, f ; um1 ,ur2,λm1 ,λr2q “12puˆr ´ u
r
2qT pSr,duˆr `Crmum1 ´ Sr,dur2 ´Crmuq`
1
2
pum1 ´ uqT pSm,dum1 `CTrmuˆr ´CTrmur2 ´ Sm,duq`
λmT1
`
Sm,du
m
1 ´ f `CTrmuˆr
˘` λrT2 ´Sr,dur2 ´ fˆr `Crmu¯
(2.11)
Les gradients de Ψ par rapport à u et f , dont on a besoin pour mettre en ÷uvre l'algorithme de minimi-
sation s'expriment très simplement :
∇uΨ “ CTrmλr2
∇fΨ “ ´λm1
(2.12)
Pour déterminer les quantités nécessaires au calcul de ces gradients, il faut utiliser la nullité des gradients
par rapport à um1 , u
r
2, λ
m
1 et λ
r
2 :
∇um1 Ψ “ fm1 ´ fm2 ` Sm,dλm1
∇ur2Ψ “ f r2 ´ f r1 ` Sr,dλr2
∇λm1 Ψ “ Sm,dum1 ´ f `CTrmuˆr
∇λr2Ψ “ Sr,dur2 ´ fˆr `Crmu
(2.13)
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À chaque pas, pour construire le gradient, on calcule donc premièrement les champs um1 et u
r
2 en résolvant
les problèmes (1.79) et (1.80).
Le champ λm1 est ensuite calculé en résolvant le problème pour lequel on a une condition de Dirichlet
homogène sur le bord Γr et une condition de Neumann valant fm2 ´ fm1 sur le bord Γm. Or, comme um1 a été
déterminé par l'équation (1.79), on a fm1 “ f , ce qui fait qu'on utilise comme condition de Neumann fm2 ´ fm1 .
Le champ CTrmλ
r
2, quant à lui, est déterminé de façon similaire en résolvant un problème pour lequel on a
une condition de Dirichlet homogène sur le bord Γm et une condition de Neumann valant f r1 ´ fˆr sur le bord
Γr. On retrouve alors les quatre problèmes à résoudre à chaque étape de l'algorithme, décrits par exemple
dans [132].
2.1.4.2 KMF comme moyen de minimiser l'erreur en relation de comportement
Pour minimiser Φ, on peut, de façon alternative, exprimer cette fonctionnelle uniquement en fonction de
u et f (et des quantités connues uˆr et fˆr). Il vient alors :
Φpu, fq “ 1
2
´
puˆr ´ S´1r,dpfˆr ´CrmuqqT pSr,duˆr `CrmS´1m,dpf ´CTrmuˆrq ´ fˆrq`
pS´1m,dpf ´CTrmuˆrq ´ uqT pf ´CTrmS´1r,dpfˆr ´Crmuq ´ Sm,duq
¯ (2.14)
On en calcule les gradients :
∇fΦpu, fq “ 1
2
´
S´1m,dC
T
rmpuˆr ´ S´1r,dpfˆr ´Crmuqq ` S´1m,dpf ´CTrmS´1r,dpfˆr ´Crmuq ´ Sm,duq`
pS´1m,dpf ´CTrmuˆrq ´ uq
¯
∇uΦpu, fq “ 1
2
´
CTrmS
´1
r,dpSr,duˆr `CrmS´1m,dpf ´CTrmuˆrq ´ fˆrq´
pf ´CTrmS´1r,dpfˆr ´Crmuq ´ Sm,duq`
pCTrmS´1r,dCrm ´ Sm,dqpS´1m,dpf ´CTrmuˆrq ´ uq
¯
(2.15)
Le système linéaire permettant l'annulation des gradients de Φ est :
#
S´1m,df ` pS´1m,dCTrmS´1r,dCrm ´ Iqu “ S´1m,dCTrmS´1r,d fˆr
pCTrmS´1r,dCrmS´1m,d ´ Iqf ´ pCTrmS´1r,dCrm ´ Sm,dqu “ pCTrmS´1r,dCrmS´1m,dCTrm ´CTrmquˆr
(2.16)
Considérons la relation de récurrence à deux termes de l'équation (2.6), On remarque qu'il s'agit des itérés
permettant la résolution de (2.16) en imposant u2n issu de l'itération précédente dans l'équation du haut et
f2n`1 issu de l'itération précédente dans l'équation du bas. Ceci montre que la méthode de KMF consiste
en une minimisation de l'erreur en relation de comportement par une approche à directions alternées. On
retrouve ainsi dans le cadre discret un résultat montré dans [12] dans le cadre discret.
2.2 Méthode de Steklov-Poincaré
Pour ﬁnir, nous allons présenter les notations discrètes pour la méthode de Steklov-Poincaré, qui seront
utilisées dans la suite de cette thèse.
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2.2.1 Approche à deux champs
Une première expression mérite notre attention. De (2.2), on obtient directement :ˆ
0 Crm
´I Sm,d
˙ˆ
fm
um
˙
“
ˆ
fˆr ´ Sr,duˆr
´CTrmuˆr
˙
(2.17)
Il s'agit d'une formulation rectangulaire avec |m| ` |r| lignes et 2|m| colonnes. Le problème est sous-
déterminé si |r| ă |m|, c'est à dire s'il y a moins de mesures que de données à identiﬁer. Dans ce cas, la
solution n'est pas unique. Le problème est surdéterminé si |r| ą |m|, et dans ce cas, la condition pour qu'il
soit bien posé est pfˆr ´Sr,duˆrq P ImagepCrmq, c'est à dire que les données doivent être compatibles pour que
la solution existe. Si elles ne le sont pas, celle-ci devra être cherchée au sens du résidu minimum.
Dans la suite, on présente deux moyens classiques d'obtenir des systèmes carrés.
Dans cette approche, on déduit de (2.2) deux problèmes directs classiques en oubliant alternativement
l'une des informations redondantes, ce qui permet de lier um et fm.
‚ Si on considère la condition de Dirichlet sur Γr, il vient :
Sm,dum “ fm ´CTrmuˆr (2.18)
On introduit la notation suivante : bd “ ´CTrmuˆr.
‚ Si on considère la condition de Neumann sur Γr, il vient :
um “
`
0 I
˘ˆSr,d Crm
CTrm Sm,d
˙´1 ˆ
fˆr
fm
˙
(2.19)
En utilisant la formule d'inversion par bloc, on peut l'écrire :
um “ S´1m,npfm ` bnq avec
Sm,n “ Sm,d ´CTrmS´1r,dCrm
bn “ ´CTrmS´1r,d fˆr
(2.20)
Remarque 31. Sm,n est le complément de Schur de la structure sur les degrés de liberté manquants en utilisant
des conditions de Neumann sur la partie redondante. En utilisant la formule du quotient de Haynsworth [126],
on obtient des expressions équivalentes pour Sm,n et bn :
Sm,n “ Kmm ´
`
Kmi 0
˘ˆKii Kir
Kri Krr
˙´1 ˆ
Kim
0
˙
bn “ ´
`
Kmi 0
˘ˆKii Kir
Kri Krr
˙´1 ˆ
0
fˆr
˙ (2.21)
2.2.2 Approche Primale
La formulation de Steklov-Poincaré primale consiste simplement à éliminer les eﬀorts inconnus fm des
équations ((2.18),(2.20)), ce qui conduit au système suivant :
pSm,d ´ Sm,nqum “ bd ´ bn (2.22)
On obtient de plus les expressions suivantes :
Sm,d ´ Sm,n “ CTrmS´1r,dCrm
bd ´ bn “ CTrmS´1r,d
´
fˆr ´ Sr,duˆr
¯ (2.23)
On peut en déduire la propriété suivante :
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Proposition 1. pSm,d ´ Sm,nq est une matrice symétrique semi-déﬁnie positive de taille |m| et de rang
minp|m|, |r|q.
On peut reconnaître un problème de minimisation équivalent :
um “ arg min
u
}Crmu´ pfˆr ´ Sr,duˆrq}S´1r,d (2.24)
Cette équation permet de comprendre le choix caché derrière l'utilisation de l'approche de Steklov-Poincaré
primale : il s'agit de la première ligne de (2.17) prise au sens de la minimisation de l'énergie. La deuxième
ligne peut être utilisée pour post-traiter les réactions nodales.
On peut mentionner la propriété suivante, héritée de la formulation continue étudiée dans [23] :
Proposition 2. pSm,d ´ Sm,nq est l'analogue discret d'un opérateur symétrique semi-déﬁni positif, et compact
de l'espace des déplacements de Γm.
Ceci implique que même dans le cas où pSm,d ´ Sm,nq est déﬁnie, certaines des valeurs propres de cette
matrice ont tendance à être très petites.
De cette propriété et de l'équation (2.23), on peut en déduire que certaines des valeurs singulières de la
matrice Crm sont très petites. Mécaniquement, cette matrice représente les réactions nodales sur le bord Γr
encastré résultant d'un champ de déplacement donné sur Γm. Les petites valeurs singulières correspondent à
des déplacements de norme unitaire sur Γm ayant des eﬀets négligeables sur le bord Γr.
Remarque 32. On peut s'attendre à ce que les expressions du membre de droite de (2.23) soient moins sensibles
à l'erreur de cancellation que leur forme classique sur la gauche. En pratique, ceci n'a jamais été observé,
c'est pourquoi on a préféré la forme classique qui est moins coûteuse en temps de calcul.
On peut dresser une analogie entre la méthode de Steklov-Poincaré primale et la méthode de décomposition
de domaine primale BDD [114] dont l'objet est de chercher à déterminer un déplacement d'interface en
résolvant un système impliquant des opérateurs de Steklov sur cette interface. La diﬀérence notable est que
dans la méthode BDD, l'opérateur à inverser n'est pas compact puisqu'il s'agit d'une somme d'opérateurs de
Steklov et non pas d'une diﬀérence, ce qui est cohérent avec le fait que le problème que l'on résout est un
problème direct.
2.2.3 Approche Duale
La formulation de Steklov-Poincaré duale [96] consiste simplement à éliminer les déplacements inconnus
um des équations ((2.18),(2.20)), ce qui permet d'écrire le système suivant :´
S´1m,n ´ S´1m,d
¯
fm “ S´1m,dbd ´ S´1m,nbn (2.25)
En utilisant la formule de Sherman-Morrison [82] sur l'expression de Sm,n (2.20), il vient :
S´1m,n “ S´1m,d ` S´1m,dCTrm
´
Sr,d ´CrmS´1m,dCTrm
¯´1
CrmS
´1
m,d (2.26)
Notons Sr,n “ Sr,d´CrmS´1m,dCTrm, le complément de Schur de la structure sur le bord Γm en considérant
les conditions de Neumann sur Γm. Le second membre s'écrit :
S´1m,nbn “ ´
´
S´1m,d ` S´1m,dCTrmS´1r,nCrmS´1m,d
¯
CTrmS
´1
r,d fˆr
“ ´S´1m,dCTrmS´1r,n
´
Sr,n `CrmS´1m,dCTrm
¯
S´1r,d fˆr “ ´S´1m,dCTrmS´1r,nfˆr
(2.27)
Et ﬁnalement :
S´1m,n ´ S´1m,d “ S´1m,dCTrmS´1r,nCrmS´1m,d
S´1m,dbd ´ S´1m,nbn “ S´1m,dCTrm
´
S´1r,nfˆr ´ uˆr
¯ (2.28)
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La formulation duale satisfait des propriétés équivalentes à celles de l'approche primale :
Proposition 3.
´
S´1m,n ´ S´1m,d
¯
est une matrice symétrique semi-déﬁnie positive de taille |m| et de rang
minp|m|, |r|q.
On peut de même reconnaître le problème de minimisation équivalent :
fm “ arg min
f
}CrmS´1m,df ´ pfˆr ´ Sr,nuˆrq}S´1r,n (2.29)
Cette équation permet de mettre en évidence le fait que la formulation de Steklov-Poincaré duale peut
aussi être dérivée de (2.17) en minimisant la première ligne au sens de l'énergie (avec une mesure de l'énergie
légèrement diﬀérente de l'approche primale) et en utilisant la deuxième ligne pour remplacer les déplacements
par des eﬀorts.
Numériquement, dans [96], il a été constaté que la méthode duale a tendance à conduire à des résultats
de meilleure qualité que la méthode primale.
On peut faire le parallèle entre cette méthode et la méthode de décomposition de domaine duale FETI
[71], dans laquelle il s'agit de calculer un eﬀort d'interface à l'aide d'opérateurs de Steklov duaux. Comme
pour la méthode primale, l'opérateur inversé dans FETI est bien mieux conditionné que l'opérateur à inverser
pour résoudre le problème de Cauchy.
2.2.4 Approche Duale en absence de conditions de Dirichlet
En l'absence de conditions de Dirichlet (Γd “ H), l'opérateur Sm,n n'est pas inversible. Cette situation est
équivalente à celle induite par la présence de sous-domaines ﬂottants dans les méthodes de décomposition de
domaine. Dans ce cas, on utilise S:m,n la pseudo-inverse de Sm,n, et on introduit R, la base des mouvements
de corps rigide de l'ensemble du domaine. Rm est la restriction de R sur Γm. On peut montrer qu'il s'agit
du noyau de Sm,n, c'est à dire que Sm,nRm “ 0.
La formule (2.20) doit être adaptée au cas d'un problème sans condition de Dirichlet :
um “ S:m,npfm ` bnq `Rmα
0 “ RTmpfm ` bnq
(2.30)
Sur la première ligne, le déplacement est déﬁni à un déplacement de corps rigide près caractérisé par son
amplitude α. La deuxième ligne correspond à la condition rendant le problème de Neummann bien posé.
Ceci conduit à écrire le système suivant :˜´
S:m,n ´ S´1m,d
¯
Rm
RTm 0
¸ˆ
fm
α
˙
“
˜
S´1m,dbd ´ S:m,nbn
´RTmbn
¸
(2.31)
Ce système sera typiquement résolu en utilisant un algorithme d'initialisation/projection approprié, à
l'image de ce qui est fait en décomposition de domaine dans [71].
2.2.5 Stratégie de résolution
Dans cette section, on étudie des algorithmes itératifs à même de résoudre les formulations de Steklov-
Poincaré. En eﬀet, l'utilisation de solveurs itératifs avec un critère de convergence adapté est un moyen
d'empêcher les petites valeurs propres de perturber la solution, en particulier, nous allons utiliser la L-curve
[86] pour choisir ce critère d'arrêt. Le système étant symétrique, semi-déﬁni positif, nous utilisons l'algorithme
du Gradient Conjugué (GC), comme proposé dans [33].
On remarquera que de nombreux auteurs [24, 96] préfèrent utiliser l'algorithme GMRES [137] (ou Or-
thodir [153] qui lui est équivalent) pour résoudre le problème de Cauchy. Cependant, lors des expériences
numériques qui ont été conduites, aucune diﬀérence signiﬁcative de qualité des résultats n'a été constatée
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entre l'algorithme Orthodir et le Gradient Conjugué, pourvu, et c'est très important, que ce dernier soit
implémenté avec une ré-othogonalisation systématique des directions de recherche.
En eﬀet, l'algorithme du Gradient Conjugué utilisé sans réorthogonalisation a tendance, s'il est appliqué
à une matrice mal conditionnée, à ﬁnir par générer des directions de recherche non orthogonales à celles
calculées dans les itérés précédents, ce qui compromet grandement la précision de la solution.
Une dernière astuce qui permet d'augmenter la stabilité de la résolution est la normalisation des directions
de recherche. Il s'agit, lors de la détermination du pas, d'intercaler les étapes suivantes : s Ð ppTi qiq1{2,
pi Ð pi{s et qi Ð qi{s. Ceci permet de faire en sorte que toutes les directions de recherche soient normées
au sens de A, et rend donc l'orthogonalisation plus précise.
L'intérêt principal de l'utilisation d'un Gradient Conjugué plutôt que par exemple un algorithme de point
ﬁxe est que cette méthode assure une décroissance quadratique de l'erreur (en l'absence de problèmes de
conditionnement).
2.2.5.1 Gradient Conjugué Préconditionné
Le Gradient Conjugué est un solveur de Krylov classique pour les systèmes symétriques déﬁnis positifs.
Nous allons utiliser les notations suivantes : on résout le système Ax “ b, où A est une matrice symétrique
déﬁnie positive, xi est l'approximation à l'itéraiton i ą 0, x0 est l'initialisation, et le résidu est ri “ b´Axi.
On utilise un préconditionneur symétrique déﬁni positif M (en pratique, seul l'inverse de M est utilisé), de
sorte que l'on résout en fait le système symétrique équivalent : L´1AL´T pLTxq “ L´1b où M “ LLT .
Soit zi “ M´1ri, le résidu préconditionné, on déﬁnit le sous-espace de Krylov à l'itération i ą 0 :
KipM´1A, z0q “ Vectpz0,M´1Az0, . . . , pM´1Aqi´1z0q (2.32)
Le Gradient Conjugué respecte le principe de recherche suivant, pouvant être exprimé en terme d'opti-
malité d'une part ou d'orthogonalité d'autre part :
xi P x0 `KipM´1A, z0q, xi “ arg min }x´ xi}A ðñ ri K KipM´1A, z0q (2.33)
Dans notre cas, A présente de très petites valeurs propres en raison de l'impossibilité d'évaluer correcte-
ment l'erreur commise dans les directions associées.
On va à présent rappeler un résultat, présent dans [136] à propos du calcul des éléments de Ritz du
système, qui nous sera utile dans la suite. Supposons que le solveur ait convergé (au sens du résidu) en m
itérations. On note par des majuscules les concaténations de vecteurs stockés pendant la résolution : par
exemple Pm “ pp0, . . . ,pm´1q.
Les vecteurs de Ritz Vm forment une base spéciﬁque du sous-espace de Krylov, qui peut être calculée
sans coût supplémentaire, et qui satisfait les relations suivantes :
VTmAVm “ diagpθiq , VTmMVm “ I (2.34)
Les pθiq sont les valeurs de Ritz ; ce sont des approximations des valeurs propres généralisées de la paire
formée par l'opérateur A et le préconditionneur M. On suppose qu'elles sont classées par ordre décroissant.
La remarque qui suit rappelle comment elles peuvent être calculées à coût quasi-nul.
Remarque 33 (Calcul des éléments de Ritz). Si au cours des itérations de Gradient Conjugué, on calcule le
vecteur normalisé zˆi “ p´1qizi{
b
zTi ri, alors Zˆi est une base de Ki`1 qui satisfait :
ZˆTi MZˆi “ I and ZˆTi AZˆi “: T
Où T est une matrice tridiagonale symétrique dont les valeurs propres sont les valeurs de Ritz recherchées.
Les coeﬃcients de T peuvent être obtenus à partir de grandeurs calculées au cours des itérations [136], même
dans le cas d'un solveur par bloc, comme présenté dans l'algorithme 1. Si on note U la concaténation des
vecteurs propres orthonormés en norme euclidienne de T, alors Vi “ ZˆiU sont les vecteurs de Ritz. Soit u la
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première ligne de la matrice U, elle correspond à la décomposition de z0 dans la base de vecteurs de Ritz :
z0 “ }r0}M´1ViuT ou de façon équivalente uT “ VTi r0{}r0}M´1 .
Algorithme 1 : Gradient Conjugué par Bloc avec calcul de Ritz
x0 donné ;
r0 “ b´Ax0;
z0 “ M´1r0, p0 “ z0 // φ´1 “ 0
for i “ 0, 1, . . . ,m (convergence) do
qi “ Api;
δi “ ppTi qiq, γi “ pzTi riq, αi “ δ´1i γi // zˆi “ p´1qiziγ´1{2
xi`1 “ xi ` piαi;
ri`1 “ ri ´ qiαi;
zi`1 “ M´1ri`1;
for j “ 0 . . . i do
φi,j “ pqTj zi`1q, βi,j “ δ´1j φi,j // Ti`1,i`1 “ γ´1{2i pδi ` βTi´1,i´1δi´1βi´1,i´1qγ´1{2i
end
pi`1 “ zi`1 ´řj pjβi,j // (i>0) Ti`1,i “ TTi,i`1 “ γ´1{2i´1 δi´1γ´1i´1γ1{2i
end
pθiqiăm = Valeurs propres de T // T est symétrique tridiagonal par bloc
U = Vecteurs propres de T;
Renvoyer : Solution xm`1, Valeurs de Ritz pθiq, Vecteurs de Ritz Vm “ ZˆmU;
2.2.5.2 Discussion du cas sous-déterminé
Dans le cas |m| ą |r|, la matrice Crm a un noyau à droite, ce qui rend A sous-déterminée. Soit R, une
base du noyau de A. Soit x, solution de Ax “ b, alors pour tout vecteur α, px`Rαq est aussi solution.
Le gradient conjugué cherche la solution dans le sous-espace de Krylov. Remarquons que, même si A
est sous-déterminé, on a toujours z0 P VectpM´1Aq et par conséquent, KipM´1A, z0q Ă RangepM´1Aq.
Le gradient conjugué converge donc vers l'intersection entre px`Rαq et VectpM´1Aq, que l'on note x¯. Un
calcul simple conduit alors à :
x¯ “ pI´RpRTMRq´1RTMqx (2.35)
x¯ est la projection de x sur VectpM´1Aq, parallèlement à VectpRq. On peut aussi le caractériser comme :
x¯ “ arg min
yPVectpM´1Aq
}x´ y}A ñ x¯ “ M´1ApAM´1AM´1Aq:AM´1Ax (2.36)
Dans le cas des mesures synthétiques dans lesquelles des données sont générées numériquement à partir
d'un x donné, si il y a moins de mesures que de données manquantes, l'erreur due au solveur au cours
des itérations doit être évaluée par rapport à x¯, tandis que l'erreur d'identiﬁcation est toujours évaluée par
rapport à x.
Dans les cas pratiques, une fois qu'une bonne approximation de x¯ a été trouvée, il est possible d'améliorer
la solution en ajoutant un terme de la forme Rα avec α choisi à partir de considérations physiques.
Remarque 34. Le cas sur-déterminé est naturellement réglé par la formulation de Steklov-Poincaré (en raison
du problème de minimisation équivalent). Il n'a donc pas d'interaction avec le solveur.
2.2. MÉTHODE DE STEKLOV-POINCARÉ 67
2.2.6 Liens avec d'autres méthodes
Comme souvent, il est possible de dresser des liens étroits entre la méthode de Steklov-Poincaré, que l'on
vient de présenter, et deux autres méthodes, à savoir la méthode KMF et la méthode de l'erreur en relation
de comportement.
2.2.6.1 KMF comme un algorithme de Steklov-Poincaré préconditionné
De la formule (2.5), on peut déduire la relation de récurrence entre les itérés um2n, qui est rappelée ci-après :
um2n`2 “ S´1m,dCTrmS´1r,nfˆr ` pI´ S´1m,dCTrmS´1r,nCrmqum2n ´ S´1m,dCTrmuˆr (2.37)
On reconnaît, en utilisant les formules (2.23) les itérés du point ﬁxe permettant de résoudre le problème
suivant :
S´1m,dpSm,d ´ Sm,nqum “ S´1m,dpbd ´ bnq (2.38)
Il s'agit exactement de la formulation primale préconditionnée par S´1m,d. En conséquence, on retrouve un
résultat bien connu dans la littérature [66], qui stipule que l'algorithme de KMF consiste en la résolution, par
un point ﬁxe, du système de Steklov-Poincaré primal préconditionné.
Proposition 4. Le spectre de l'opérateur préconditionné I´ S´1m,dSm,n est contenu dans l'intervalle s0, 1r.
Démonstration. Soit une valeur propre λ de pI´ S´1m,dSm,nq, et x le vecteur propre associé. On a :´
I´ S´1m,dSm,n
¯
x “ λx
p1´ λqSm,dx “ Sm,nx
p1´ λq “ x
TSm,nx
xTSm,dx
#
ą 0
ă 1
(2.39)
Ce qui permet d'en déduire que 0 ă λ ă 1.
Cette propriété fait qu'il est possible de résoudre ce système préconditionné par l'algorithme du point
ﬁxe, ce qui est un moyen de montrer la convergence de la méthode de KMF. Le point ﬁxe est lent à converger
mais a l'avantage d'être plus stable que les itérations de Krylov, en particulier en l'absence de valeurs propres
complexes [89].
Le préconditionneur étant symétrique déﬁni positif, son utilisation peut être interprétée comme un chan-
gement des propriétés d'orthogonalité dans le solveur de Krylov. Par ailleurs, comme on peut le voir dans
(2.3), la norme associée à Sm,d est équivalente à la norme énergétique. Ces propriétés font de l'utilisation du
préconditionneur de KMF une régularisation en elle-même puisqu'elle a tendance à favoriser les modes les
plus énergétiques. Ce rôle est particulièrement important dans les cas où le complément de Schur est très
éloigné de l'identité. C'est typiquement le cas pour les structures hétérogènes pour lesquelles l'énergie n'est
pas distribuée de façon homogène.
2.2.6.2 Steklov-Poincaré pour minimiser l'erreur en relation de comportement
On a montré que l'algorithme KMF minimisait l'erreur en relation de comportement et qu'il s'agissait
d'une formulation de Steklov-Poincaré préconditionnée. Il en résulte très logiquement que la résolution du
système de Steklov-Poincaré préconditionné permet de minimiser l'erreur en relation de comportement. On
peut néanmoins montrer ce dernier point directement de la façon suivante.
Reprenons le système (2.16). En utilisant les formules (2.23) et (2.28), et en posant u˜ “ S´1m,df , il vient :
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#
u˜´ S´1m,dSm,nu “ ´S´1m,dbn
Sm,npu˜´ uq “ ´Sm,nS´1m,dbd
(2.40)
Par substitution la première ligne nous donne :
S´1m,dpSm,d ´ Sm,nqu “ S´1m,dpbd ´ bnq (2.41)
On retombe alors sur la formulation de Steklov-Poincaré préconditionnée par S´1m,d, qui est le système
résolu par l'algorithme KMF.
2.3 Accélération et ﬁltrage de la solution
Toute l'analyse conduite précédemment sur la résolution de l'équation de Steklov par un algorithme du
Gradient Conjugué nous permet d'expérimenter diﬀérentes idées dans l'objectif d'obtenir une solution ﬁable
à un coût calculatoire le plus faible possible.
2.3.1 Critère d'arrêt basé sur la L-curve
Grâce à son principe de recherche par optimalité, le Gradient Conjugué Préconditionné est un solveur
robuste, en particulier quand la réorthogonalisation totale est employée aﬁn de réduire les erreurs numériques.
Dans notre cas, la quantité }x´ xi}A décroît à chaque itération, mais à cause des petites valeurs propres de
A, ceci est souvent accompagné par l'explosion de }xi}2, ce qui fait que }x´xi}2 ne converge pas. La L-curve
(voir la partie 1.3.1.3) permet de stopper les itérations avant l'explosion de la solution en trouvant le  coin 
en bas à gauche d'une courbe de type plogp}ri}q, logp}xi}qq où }ri} est une mesure calculable de l'erreur et
}xi} une norme de la solution. Le coin réalise un compromis, mais sa détection (et même son existence) n'est
pas évidente. Dans la suite, on montre qu'il existe un système de coordonnées dans lequel la construction de
la L-curve est particulièrement bien adaptée au gradient conjugué.
2.3.1.1 Présentation du critère
La quantité }x´ xi}A n'est pas calculable, mais grâce à la relation suivante [22], son évolution peut être
suivie au cours des itérations de l'algorithme 1 :
}x´ xi`1}2A “ }x´ xi}2A ´ α2i δi (2.42)
La suite est décroissante (γi, δi et donc αi sont toujours positifs), et seul le point de départ }x´x0}A est
inconnu.
Une bonne mesure de la norme de la solution est }xi ´ x0}M, en eﬀet, la relation de récurrence suivante
peut être prouvée pour i ě 0 :
}xi`1 ´ x0}2M “ }xi ´ x0}2M ` α2i }pi}2M ` 2αippTi Mpxi ´ x0qq
}pi`1}2M “ γi ` β2i,i}pi}2M, }p0}2M “ γ0
ppTi`1Mpxi`1 ´ x0qq “ ´βi,i
`ppTi Mpxi ´ x0qq ` αi}pi}2M˘
(2.43)
La suite }xi ´ x0}M est par conséquent croissante (βi,i est toujours négatif), et démarre à 0. La L-curve
est tracée pour i ą 0 pour que les logp}xi`1 ´ x0}Mq soient bien déﬁnis.
Avec le choix de ces mesures, la L-curve a toujours une évolution monotone, du coin en bas à droite vers
le coin en haut à gauche.
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2.3.1.2 Illustration de la méthode
On considère le cas-test présenté sur la ﬁgure 2.2a. La structure est un rectangle de dimensions 5mm ˆ
10mm. On se place dans l'hypothèse de contraintes planes et d'un comportement linéaire élastique. Le co-
eﬃcient de Poisson est 0,3. Dans le cas homogène, le module d'Young est E “ 70000 MPa ; dans le cas
hétérogène, chaque élément se voit attribuer un module d'Young aléatoire selon une loi de probabilité uni-
forme dans r7000; 70000s MPa. La solution de référence est construite avec des conditions de Neumann de
la forme : f
m
“ f0 p1` y{y0q ex, pf r “ f0 p1´ y{y0q ex, avec f0 “ 1 N.mm´1 et y0 “ 1 mm. On utilise un
maillage triangulaire avec des éléments ﬁnis continus linéaires par morceaux, il y a un total de 288 degrés
de liberté, avec |m| “ 38 et |r| “ 40. Ce choix implique que le problème ne possède que des valeurs propres
strictement positives, mais elles peuvent être très petites.
La solution du problème direct sert de référence pour les calculs inverses. Quand du bruit est injecté, il
prend la forme d'un bruit blanc Gaussien : uˆnr “ pI ` NlGquˆr avec uˆnr la donnée bruitée, Nl le niveau de
bruit, I la marice identité et G une marice diagonale de variables aléatoires Gaussiennes de moyenne 0 et de
covariance 1. Notons au passage que les mêmes algorithmes ont été testés avec une forme de bruit purement
additive, et que les résultats sont très similaires.
La référence pour le cas homogène est représentée sur la ﬁgure 2.2b ; l'évolution de la composante x du
déplacement sur le bord de droite, urefmx , est tracée sur la ﬁgure 2.2c. Dans l'ensemble de cette thèse, tous les
maillages 2D et 3D ont été réalisés à l'aide du logiciel Gmsh [77].
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Figure 2.2  Problème de référence et sa solution
Aﬁn d'évaluer la qualité de la solution um, on utilise l'erreur suivante em “ purefm ´ umq{max |urefm |.
Pour illustrer la méthode, on choisit d'abord de tracer des L-curves avec les mesures classiques : l'abscisse
est la norme Euclidienne du résidu }r}2 et l'ordonnée est la norme Euclidienne du vecteur inconnu }xi}2
(déplacement dans le cas primal, réactions nodales dans le cas dual). Ces deux quantités sont normalisées par
leur valeur initiale. Ces L-curves sont présentées sur la ﬁgure 2.3. On peut comparer ces courbes aux L-curves
tracées avec les normes présentées dans la partie 2.3.1.1, ﬁgures 2.4a et 2.5a. On voit alors que ces dernières
présentent dans tous les cas étudiés ici une forme plus propice au choix du nombre d'itérations optimal.
Les ﬁgures 2.4a, 2.4b, 2.5a et 2.5b comparent L-curves et distribution de l'erreur (à l'itération correspon-
dant au coin) pour les approches primale et duale basiques dans le cas hétérogène et homogène avec 10% de
bruit. Il est intéressant de remarquer que dans le cas sans bruit (ﬁgure 2.4b), les deux approches conduisent
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à des coins bien identiﬁés dans les L-curves et la méthode duale donne de bien meilleurs résultats que la
méthode primale, ce qui est en accord avec [96]. Par contre, quand le niveau de bruit augmente (ﬁgure 2.5b),
les coins sont bien plus diﬃciles à détecter et la supériorité de la méthode duale a l'air de disparaître (comme
on peut le voir dans le tableau 2.1, dans ce cas, la méthode primale conduit à une erreur très petite même si
le résidu est plutôt grand).
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Figure 2.3  L-curves euclidiennes pour le cas hétérogène sans bruit
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Figure 2.4  Méthodes SP primale et duale dans le cas hétérogène sans bruit
2.3.2 Préconditionnement
L'opérateur avant discrétisation étant compact, il a une accumulation de valeurs propres tendant vers zéro,
et son inverse n'est pas continu. Après discrétisation, le système est mal conditionné avec un bas du spectre
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Figure 2.5  Méthodes SP primale et duale dans le cas homogène avec 10% de bruit
peuplé de nombreuses valeurs propres très petites. En pratique, il n'y a aucun espoir de s'en sortir en utilisant
des solveurs directs sans régulariser le système. Même les algorithmes de pseudo-inversion peuvent donner
des résultats imprécis à cause des erreurs d'arrondi numérique ampliﬁées par le mauvais conditionnement.
Dans le cadre de la résolution par un solveur itératif, l'utilisation d'un préconditionneur n'est pas forcément
pertinente car la convergence est gouvernée par la partie basse du spectre, sur laquelle il est impossible
d'obtenir des informations ﬁables.
Par conséquent, les solveurs peuvent être utilisés  seuls , c'est à dire sans préconditionnement, ce qui
peut apparaître comme une hérésie à ceux qui sont familiers avec les problèmes directs. On peut trouver,
dans [124] et les références associées, l'illustration de solveurs non préconditionnés appliqués avec succès à
des systèmes compacts. Dans la littérature, les méthodes de Steklov-Poincaré ont été d'ailleurs la plupart du
temps mises en ÷uvre sans préconditionneur, avec un certain succès [33, 96, 24].
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Figure 2.6  Spectre de l'opérateur primal
Dans la suite, on examine des stratégies de préconditionnement. On va se concentrer sur l'approche
primale bien qu'il soit facile de construire les équivalents duaux. Cependant, il est apparu au cours de nos
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expérimentations que pour ces problèmes, les approches primale et duale diﬀèrent fortement et de fait, pour
l'instant, nous n'avons pas trouvé de bonne stratégie de préconditionnement pour l'approche duale.
Le tableau 2.1 donne une vue synthétique de la performance des méthodes qui seront discutées dans la
suite (pour le cas bruité homogène et sans bruit hétérogène respectivement). Pour les diﬀérentes méthodes,
on compare le numéro de l'  itération de coin , et pour cette itération, l'erreur par rapport à la référence
en norme Euclidienne, le résidu normalisé (en norme Euclidienne) et la norme Euclidienne du déplacement.
Méthode Itération de coin }em}2 }rm}2{}rm,0}2 }um}2
Cas homogène bruité
Dual 4 1.91 10´4 1.09 10´4 0.00162
Primal 3 8.88 10´5 1.20 10´3 0.00160
Primal KMF 4 1.69 10´4 1.10 10´3 0.00161
Primal Sym. 4 2.10 10´4 4.97 10´4 0.00161
Primal MultiPrec. 3 4.98 10´4 1.24 10´4 0.00166
Cas hétérogène sans bruit
Dual 20 3.01 10´5 2.92 10´16 0.00317
Primal 24 4.52 10´4 4.22 10´15 0.00314
Primal KMF 22 6.07 10´5 3.17 10´15 0.00317
Primal Sym. 20 3.81 10´5 8.33 10´16 0.00318
Primal MultiPrec. pas de coin 9.40 10´5 7.28 10´7 0.00317
Table 2.1  Vue synthétique des performances des méthodes
2.3.2.1 Préconditionneur KMF
Le préconditionneur de KMF consiste à préconditionner la formulation primale par S´1m,d. Comme montré
dans la partie 2.2.6.1, le système préconditionné a un rayon spectral inférieur à 1, et on peut y appliquer
un point ﬁxe, ce qui correspond à l'algorithme KMF. Dans notre cas, on choisit cependant d'utiliser un
algorithme du Gradient Conjugué qui permet une convergence plus rapide.
2.3.2.2 Préconditionneur symétrique  à la dual 
Puisqu'en général la méthode duale a un comportement plus favorable que la méthode primale, on propose
de construire une version de l'approche primale aussi proche que possible de l'approche duale.
Par un simple changement de variable f˜m “ Sm,dum, et en pré-multipliant (2.23) par S´1m,d, on obtient :
S´1m,dC
T
rmS
´1
r,nCrmS
´1
m,df˜m “ S´1m,dCTrm
´
uˆr ´ S´1r,nfˆr
¯
(2.44)
Si on compare à l'approche duale (2.28), Sr,d est remplacé par Sr,n.
Puisque Sr,d ě Sr,n (au sens de la relation d'ordre des matrices SDP), et à cause du fait que le mauvais
conditionnement du système est avant tout causé par les valeurs propres les plus petites, on peut s'attendre
à ce que l'approche duale ait un comportement numérique légèrement meilleur. Néanmoins, en utilisant la
formule de Neumann, on peut vériﬁer que les deux approches sont équivalentes au premier ordre :
S´1m,n ´ S´1m,d “ pSm,d ´ pSm,d ´ Sm,nqq´1 ´ S´1m,d “ S´1m,dpI´ pSm,d ´ Sm,nqS´1m,dq´1 ´ S´1m,d
“ S´1m,dpI` pSm,d ´ Sm,nqS´1m,d ` opSm,d ´ Sm,nqq ´ S´1m,d
“ S´1m,dpSm,d ´ Sm,nqS´1m,d ` opSm,d ´ Sm,nq
(2.45)
Comme attendu, les expérimentations numériques montrent que cette méthode est presque équivalente à
l'approche duale (voir tableau 2.1).
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2.3.2.3 Multipreconditionnement
Dans [133], on peut trouver une interprétation physique des préconditionneurs classiques utilisés par les
méthodes de décomposition de domaine FETI et BDD. Cette interprétation nous conduit à considérer un
préconditionneur constitué des inverses locaux pondérés des opérateurs :
pSd ´ Snq´1 » 1
2
pS´1m,n ´ S´1m,dq
1
2
(2.46)
Le facteur 1{2 est l'équivalent de l'opérateur de pondération (ou scaling) de FETI et BDD [99] dans le
cas de compléments de Schur calculés sur le même domaine. Dans la suite, on expose des indices permettant
de dire que ce préconditionneur n'est pas éloigné de l'optimal, mais dans un sens qui n'est pas adapté au
problème que l'on souhaite résoudre.
On se base sur le Gradient Conjugué MultiPréconditionné [45, 80, 43]. En partant d'une famille de
préconditionneurs potentiels, dans notre cas pS´1d ,S´1n q, les solveurs de Krylov multipréconditionnés laissent
le solveur trouver la combinaison linéaire optimale à chaque itération pour le problème de minimisation sous-
jacent (2.33). Schématiquement, à l'itération i, le préconditionneur prend la forme pαni S´1n ` αdiS´1d q où αni
et αdi sont calculés à partir des conditions d'optimalité.
Remarque 35 (Algorithme MPCG). Pour appliquer un multipréconditionneur au Gradient Conjugué, il faut
simplement considérer z,p,q comme des matrices à deux colonnes et remplacer l'étape de préconditionnement
par z “ rS´1m,nr,S´1m,drs (concatenation de deux vecteurs) ; alors pTq est une matrice 2ˆ 2 et α est un vecteur
2 ˆ 1. Remarquons qu'une réorthogonalisation totale doit être utilisée car le multipréconditionnement casse
la récurrence courte du Gradient Conjugué.
La ﬁgure 2.7 compare les itérations du Gradient Conjugué et du Gradient Conjugué Multipréconditionné
en terme de résidu (mesuré par }r}2) et d'erreur (mesurée par }e}2) pour le cas hétérogène sans bruit. On
observe que la convergence initiale est plus rapide avec le multipréconditionneur, mais la stagnation se produit
rapidement à cause des mauvaises propriétés de la matrice pTq “ pTAp.
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Figure 2.7  Performance du gradient conjugué multipréconditionné dans le cas hétérogène sans bruit
Après les premières itérations, il semble que le rapport entre les paramètres se stabilise autour de
αn “ ´αd. Il s'agit de la combinaison intuitive, correspondant à (2.46), et ce résultat montre qu'elle
74 CHAPITRE 2. LE PROBLÈME DE CAUCHY
est quasi-optimale au sens de la propriété de minimisation du solveur. C'est ce qui peut être observé sur la
ﬁgure 2.7b. Cependant, utiliser αn “ ´αd revient à préconditionner un opérateur compact par un autre opé-
rateur compact, ce qui est clairement une mauvaise idée du point de vue de la stabilité et conduit rapidement
à une stagnation, voire à une explosion de l'erreur. De plus, le ﬁltrage, qui sera présenté dans la section 2.3.4
n'est plus aussi évident à mettre en ÷uvre que pour le préconditionneur KMF classique.
2.3.3 Solveur par bloc
Les solveurs par bloc forment une famille de méthodes simples et eﬃcaces permettant d'accélérer les
itérations [125] : au lieu de résoudre pour un second-membre vectoriel, on ajoute artiﬁciellement d'autres
colonnes. Dans notre cas où le second-membre est la diﬀérence entre deux vecteurs, on peut résoudre le
système suivant :
en primal : pSm,d ´ Sm,nq rum, u˜ms “ rbd ´ bn,bd ` bns
en dual : pS´1m,n ´ S´1m,dq
”
fm, f˜m
ı
“
”
S´1m,dbd ´ S´1m,nbn,S´1m,dbd ` S´1m,nbn
ı (2.47)
Il est aussi possible, dans le cas particulier où l'un des deux vecteurs rbd,bns est nul, d'utiliser un second-
membre aléatoire.
Les solveurs de Krylov par bloc impliquent des opérations par blocs dont l'implémentation est hautement
optimisée. Ils génèrent de plus des sous-spaces de Krylov plus grands. Dans notre cas, ils convergent en
général en un nombre d'itérations qui est la moitié de celui du Gradient Conjugué classique. Par ailleurs,
on peut combiner le Gradient Conjugué par bloc avec n'importe quel préconditionneur, la récurrence courte
s'applique toujours, et même l'analyse de Ritz est possible (voir la section 2.3.4).
2.3.4 Filtrage par les valeurs de Ritz
La solution obtenue par gradient conjugué peut être améliorée en utilisant l'analyse des vecteurs de Ritz.
On suppose que le solveur a convergé en m itérations. Une fois que les éléments de Ritz ont été déterminés,
une troncature peut être appliquée aﬁn de ne garder que les m1 ď m plus grandes valeurs de Ritz. La solution
projetée (écrite avec l'indice R) peut être calculée comme suit :
xR,m1 “ x0 ` }r0}M´1
m1ÿ
i“0
ui
θi
vi où ui “ v
T
i r0
}r0}M´1
(2.48)
On a :
}x´ xR,i}2A “ }x´ x0}2A ´ }r0}2M´1
m1ÿ
i
u2i
θi
}xR,i ´ x0}2M “ }r0}2M´1
m1ÿ
i
u2i
θ2i
(2.49)
On voit que l'erreur (en norme A) décroît avec m1 alors que la norme de la solution (en norme M)
augmente. Contrairement aux itérations de Gradient Conjugué, le fait que les valeurs de Ritz sont ordonnées
force la pente de la L-curve à avoir une évolution monotone.
Si θi ă 1, la croissance de la norme est plus rapide que la décroissance de l'erreur. Ces propriétés permettent
d'assurer la possibilité de déﬁnir un  coin  sans ambiguïté une fois qu'un compromis précision/norme a été
choisi sur la L-curve paramétrée par le nombre de composantes de Ritz (dans le repère p}ei}A, }xi ´ x0}Mq)
pour les itérations de Gradient Conjugué et les solutions paramétrées par Ritz.
L'explosion de la norme est sous contrôle tant que les coeﬃcients puiq décroissent plus vite que les valeurs
propres, ce qui revient à la condition de Picard classique et qui oﬀre une alternative quantitative à la L-curve
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pour choisir le nombre de modes de Ritz. On peut voir ces courbes, tracées en échelle log-log, sur la ﬁgure 2.8a.
Remarquons que ce choix d'échelle logarithmique fait perdre à la courbe la propriété de convexité démontrée
à l'aide des formules (2.49).
Sur la ﬁgure 2.8b, une analogie avec le graphe de Picard [85] est faite : les valeurs de Ritz sont tracées sur
le même graphe que les coeﬃcients de la projection du second-membre sur la base de Ritz, et les coeﬃcients de
la projection de la solution sur la base de Ritz. De façon similaire à [107], on peut proposer comme alternative
à la L-curve d'arrêter la reconstruction quand les composantes de la solution commencent à augmenter en
moyenne. En eﬀet, cette augmentation peut être attribuée aux eﬀets du bruit sur les données. Sur le graphe
présenté, par exemple, la condition de Picard discrète suggère de ne garder que les 5 premiers termes de la
solution dans la base de Ritz.
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Figure 2.8  Filtrage des itérations KMF par analyse de Ritz, 10% de bruit, cas homogène.
Remarquons que le post-traitement de Ritz a évidemment de fortes similarités avec la SVD tronquée [83].
Plus précisément, comme A est symétrique semi-déﬁnie positive et M est symétrique déﬁnie positive, les
valeurs de Ritz approximent les valeurs singulières généralisées de A dans la norme associée à M .
De façon physique, le ﬁltrage de Ritz revêt un sens particulier quand il est utilisé avec le préconditionneur
KMF puisque dans ce cas, les modes de Ritz sont des modes à énergie unitaire sur lesquels la solution est
décomposée.
En utilisant la remarque 8 faisant le lien entre le préconditionnement et le choix de l'opérateur de régu-
larisation, on peut aﬃrmer que ce qui est fait ici a des eﬀets similaires à une régularisation de Tikhonov au
sens d'une norme énergétique.
Remarque 36. Dans le contexte d'un solveur par blocs, l'utilisation de l'analyse de Ritz oﬀre l'avantage
supplémentaire d'oﬀrir un moyen de régularisation plus ﬁn que l'arrêt des itérations puisque plusieurs modes
de Ritz sont générés à chaque itération.
2.3.5 Application sur un cas 3D
Dans cette partie, on propose d'analyser un cas-test 3D résolu par la méthode de Steklov-Poincaré duale
non préconditionnée et la méthode primale avec préconditionneur KMF. Les résultats sont ﬁltrés par l'analyse
de Ritz a posteriori.
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La géométrie du problème direct est décrite sur la ﬁgure 2.9a : il s'agit d'un parallélépipède encastré sur
ses quatre faces latérales. Il est soumis à des conditions de Neumann sur les faces supérieure et inférieure.
Sur la face supérieure, Γm, le support des conditions limites de Neumann est constitué de deux ellipses ; la
face inférieure, Γr, quant à elle, est libre. Le but du problème inverse est de reconstruire le déplacement sur
la face supérieure Γm à partir de données redondantes sur le bord inférieur Γr. Au total, il y a 1669 degrés
de liberté, dont 447 sont sur Γm et 324 sur Γr.
Pour la mise en ÷uvre du choix du niveau de troncature par un critère inspiré de la condition de Picard
discrète, on utilise le critère heuristique suivant : considérons la courbe des  coeﬃcients de la solution  dans
la base de Ritz, on ﬁltre l'oscillation de haute fréquence en enlevant toutes les valeurs qui sont localement
les plus basses, on fait alors une interpolation polynomiale d'ordre faible des points restants. Le nombre de
modes choisi est l'entier le plus proche de l'argument minimum de cette fonction polynomiale. La solution de
référence et les résultats de l'identiﬁcation sont présentés sur les ﬁgures 2.9 et 2.11.
D'abord, on résout ce problème avec des données non bruitées sur le bord redondant. Le graphe de Picard
2.10a suggère dans ce cas de projeter le problème sur tous les modes calculés car les coeﬃcients de la solution
décroissent en moyenne.
(a) Géomérie du domaine (b) Solution de référence (c) Erreur relative (en déplacement)
pour l'approche duale sans bruit
Figure 2.9  Illustration du problème 3D
Dans le cas où un bruit blanc Gaussien tel que décrit dans la partie 2.3.1.2 est appliqué, les graphes
de Picard des ﬁgures 2.10b et 2.10c suggèrent de choisir un nombre de modes de Ritz plus faible quand
l'amplitude du bruit augmente.
Sur le tableau 2.2, le nombre de modes optimal et l'erreur à l'issue de la procédure sont présentés. Comme
ce problème est sous-déterminé, on donne à la fois l'erreur par rapport à la référence et l'erreur projetée de la
façon indiquée dans 2.2.5.2. On remarquera que pour la méthode duale, l'erreur projetée n'est pas disponible
car celle-ci ne peut être calculée qu'en eﬀort 2. On observe que l'approche primale-KMF a tendance à converger
en moins d'itérations que l'approche duale, mais l'approximation obtenue n'est pas aussi précise.
Méthode KMF KMF KMF Dual Dual Dual
Niveau de bruit 0% 1% 10% 0% 1% 10%
Nb de modes de Ritz 50 30 15 50 35 20
Erreur sur um 0.041535012 0.10590 0.15267 0.024440 0.073293 0.13115
Erreur projetée sur um 0.015586 0.088206 0.13869 - - -
Table 2.2  Erreur et nombre de modes de Ritz pour les méthodes primale-KMF et duale
2. Il est évidemment possible de reconstruire le déplacement résultant de cet eﬀort, mais l'optimalité est alors perdue
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2.3.6 Inﬂuence de la quantité de mesures
Si les techniques de corrélation d'images numériques permettent de mesurer tout un champ de déplacement
(de dimension ﬁnie) et potentiellement de façon très ﬁable, la mise en ÷uvre d'une telle mesure reste plutôt
complexe (surtout dans des cas de surfaces non planes). En conséquence, il est pertinent de se poser la
question du comportement de la méthode quand elle est confrontée à des mesures ponctuelles, souvent plus
faciles à acquérir expérimentalement.
Pour ce faire, on ré-utilise le cas-test précédent et on compare les cartographies d'erreur pour diﬀérents
nombres de capteurs ponctuels. On suppose pour simpliﬁer que ces capteurs mesurent toutes les composantes
du déplacement en un nombre limité de points. Ces points de mesure sont choisis comme des n÷uds du
maillage 3 à peu près équirépartis sur la surface inférieure du parallélépipède. On ajoute un bruit de 1% sur
les mesures et on choisit de résoudre le problème à l'aide de la méthode duale par bloc. Ici, on mesure les
erreurs par rapport à la solution de référence, et pas par rapport à sa projection dans l'image de l'opérateur
de Steklov.
mesure de champ 49 points 25 points 9 points
(324 ddl) (147 ddl) (75 ddl) (27 ddl)
Nb optimal de modes 35 35 41 12
Erreur sur um 0,073279 0,090545 0,12420 0,25844
Table 2.3  Erreurs et nombres de modes optimaux en fonction du nombre de points de mesure
Sur la ﬁgure 2.12, on peut observer que, comme prévu, les erreurs sont de plus en plus fortes quand
le nombre de points de mesure diminue. On observe de plus que l'erreur locale se concentre sur les deux
zones où des eﬀorts inconnus sont appliqués. Pour mieux apprécier les eﬀets d'un faible nombre de points
de mesure, on peut se référer à la ﬁgure 2.13 qui présente la forme des champs identiﬁés eux-mêmes. Les
erreurs et nombres optimaux de modes pour diﬀérentes quantités de mesures sont rassemblés dans le tableau
2.3. On voit nettement que moins il y a d'information mesurée, plus l'algorithme a tendance à produire un
champ lisse. Selon les applications visées, un résultat de la forme de celui obtenu dans le cas avec 49 points
de mesure peut être acceptable. En revanche, s'il y a très peu de points de mesure, l'identiﬁcation n'est pas
satisfaisante.
3. bien évidemment, dans une situation expérimentale, ce serait plutôt le maillage qui aurait été construit pour que certains
de ses n÷uds coincident avec les points de mesure
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Figure 2.10  Graphes de Picard pour le problème 3D (avec solveur dual par bloc)  la ligne verticale
désigne la dernière composante avant troncature.
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(a) Solution de référence (uz) (b) Erreur  sans bruit
(c) Erreur  1% de bruit blanc Gaussien (d) Erreur  10% de bruit blanc Gaussien
Figure 2.11  Solution et cartographie de l'erreur relative (emz)  approche duale par bloc  pour diﬀérents
niveaux de bruit
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(a) Mesure de champ (b) 49 points de mesure
(c) 25 points de mesure (d) 9 points de mesure
Figure 2.12  Erreurs d'identiﬁcation selon la quantité de mesures (1% de bruit)
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(a) Référence (b) Mesure de champ (c) 49 points de mesure
(d) 25 points de mesure (e) 9 points de mesure
Figure 2.13  Champs identiﬁés selon la quantité de mesures (1% de bruit)
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2.4 Méthode de Steklov-Poincaré dans le cadre Bayésien
On propose à présent de se placer dans un cadre probabiliste. C'est à dire que l'on suppose que l'on est
capable de quantiﬁer les incertitudes sur le champ de données. On va alors montrer comment exploiter cette
donnée pour adapter au mieux la régularisation et calculer des incertitudes sur la solution. Mentionnons au
passage qu'une étude Bayésienne du problème de Cauchy a déjà été conduite dans [92] dans le cas de densités
de probabilités quelconques, dans laquelle les auteurs utilisent un échantillonnage par chaîne de Markov.
Nous allons montrer comment on peut, en reprenant les ingrédients de la partie 2.3, calculer non seulement
une solution régularisée du problème, mais aussi déduire à moindre coût les incertitudes sur la solution à
partir de la connaissance du niveau de bruit. La contrepartie au faible coût de mise en ÷uvre de la méthode
est que, contrairement à [92], on a dû supposer que les densités de probabilités sont gaussiennes.
On reprend la formulation discrète du problème présentée en détail dans la partie 2.2.
pSm,d ´ Sm,nqum “ bd ´ bn (2.50)
2.4.1 Calcul des incertitudes associées à la solution
Dans le cas où les densités de probabilité a priori et l'incertitude de la mesure sont gaussiennes, on se
retrouve dans le cas exposé dans la partie 1.3.4.3.
La première étape consiste à propager les incertitudes de fˆr et uˆr sur bd et bn. On déﬁnit les matrices
de corrélation associées à ces quantités Cfˆr , Cuˆr , Cbd et Cbn . En utilisant les formules démontrées dans la
partie 2.2 qui lient ces quantités entre elles, et par propagation directe des incertitudes, on obtient :#
Cbd “ CTrmCuˆrCrm
Cbn “ CTrmS´1r,nCfˆrS´1r,nCrm
(2.51)
On remarque que le calcul de Cbd et Cbn demande d'avoir assemblé les opérateurs Crm et C
T
rmS
´1
r,n, ce
qui revient en fait à avoir résolu autant de problèmes directs qu'il y a de degrés de liberté manquants (cette
opération peut être réalisée au cours d'une inversion à second membre multiple, mais reste quand-même
extrêmement lourde).
La matrice de covariance du second membre bd ´ bn est tout simplement la somme des covariances des
deux contributions : Cbd´bn “ Cbd ` Cbn . On introduit ensuite u0m, l'espérance a priori de la quantité
cherchée, et C0um , sa matrice de covariance a priori. On va déduire de toutes ces informations l'espérance a
posteriori, notée um, et la matrice de covariance Cum .
Par la suite, on peut utiliser les formules (1.56), en introduisant le gain de Kalman K :$’&’%
K “ C0um pSm,d ´ Sm,nq
`pSm,d ´ Sm,nqC0um pSm,d ´ Sm,nq ` Cbd´bn˘´1
um “ u0m `K
`
bd ´ bn ´ pSm,d ´ Sm,nqu0m
˘
Cum “ C0um ´K pSm,d ´ Sm,nqC0um
(2.52)
Un point très délicat et pourtant crucial consiste à déterminer l'incertitude a priori sur u0m et sur les
données uˆr et fˆr. Le choix de l'écart-type C0um permet d'estimer dans quel intervalle on veut chercher la
solution. Dans la partie 2.4.3, on va proposer de trouver la probabilité a priori à l'aide d'une solution sur-
régularisée. Cuˆr et Cfˆr quant à eux, seront déterminés à partir des incertitudes associées aux moyens de
mesure. Bien souvent, d'ailleurs, fˆr est en fait un eﬀort nul sur un bord libre et par conséquent, l'incertitude
associée peut être prise nulle. C'est ce qui a été systématiquement fait dans les expériences numériques qui
suivront.
On constate que malheureusement, l'application de ces formules demande de connaître de façon explicite
l'opérateur de Steklov, c'est à dire qu'il est nécessaire de résoudre autant de problèmes directs qu'il y a de
degrés de liberté à retrouver. Si une telle approche est pertinente dans un cas où le nombre de paramètres
à identiﬁer est faible, il est évident que dans le cas où un champ complet doit être reconstruit, elle est
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inutilisable. On va alors montrer comment il est néanmoins possible d'exploiter une formule de ce type en
s'aidant de l'analyse de Ritz.
2.4.2 Utilisation des modes de Ritz
Dans cette partie, on va utiliser l'analyse de Ritz, dont on a montré le fonctionnement dans la partie 2.3.4,
comme un moyen de construire un modèle réduit permettant de s'aﬀranchir du coût de calcul rédhibitoire
des quantités probabilistes.
Supposons qu'une analyse de Ritz a été conduite sur le système, comme cela est décrit dans la partie 2.3,
au moyen d'un gradient conjugué. On est donc en mesure de projeter le système (2.50) sur la base de Ritz.
En posant um “ Vx˜ et y˜ “ VT pbd ´ bnq, il vient alors :
VT pSm,d ´ Sm,nqV “ Θ , VTMV “ I (2.53)
Θx˜ “ y˜ (2.54)
On va conduire exactement la même analyse que dans la partie 2.4.1 sur ce système. Il convient d'abord
de propager les incertitudes de fˆr et uˆr sur y˜ et celles sur u0m sur x˜. On note les matrices de covariance
correspondantes Cy˜ et C0x˜. $’’’’&’’’’%
Cyd “ VTCTrmCuˆrCrmV
Cyn “ VTCTrmS´1r,nCfˆrS´1r,nCrmV
Cy˜ “ Cyd ` Cyn
C0x˜ “ VTMC0umMV
(2.55)
Ici, le calcul de CrmV et de S´1r,nCrmV est beaucoup moins coûteux que précédemment. Assembler CrmV
revient à résoudre des problèmes dans lesquels des conditions de Dirichlet valant Vi sont imposées sur Γm et
une condition de Dirichlet nulle est imposée sur Γr. Assembler S´1r,nCrmV revient à résoudre des problèmes
dans lesquels des conditions de Dirichlet valant Vi sont imposées sur Γm et une condition de Neumann nulle
est imposée sur Γr. Chaque calcul demande donc de résoudre autant de problèmes directs qu'il y a de modes
de Ritz dans la base choisie.
On remarque cependant que ces problèmes sont les mêmes que ceux permettant d'évaluer Sm,d et Sm,n
(sauf que le champ résultat est récupéré sur le bord Γr). En conséquence, il est possible de calculer les quantités
CrmV et S´1r,nCrmV à un coût quasi-nul au cours des itérations du gradient conjugué (voir l'algorithme 1)
en stockant les vecteurs correspondants après chaque évaluation de Sm,dpi et Sm,npi. On utilisera le fait que
pour i ą 0, Crmzi “ Crmpi `řj Crmpjβi´1,j (et de même pour S´1r,nCrmzi). On fera ensuite subir à CrmZ
(respectivement S´1r,nCrmZ) les transformations adéquates pour construire les deux matrices demandées.
Les résultats numériques présentés dans la suite ont été obtenus sur un modèle ayant suﬃsamment peu
de degrés de liberté pour qu'il n'ait pas été nécessaire d'utiliser cette construction astucieuse des matrices
en question, mais on peut s'attendre à ce que le gain devienne très intéressant dans le cas de modèles plus
coûteux.
Les vecteurs composant MV peuvent quant à eux être stockés au cours des itérations du gradient conjugué
sur le même modèle que V en écrivant rˆi “ p´1qiriγ´1{2 et MV “ RˆU dans l'algorithme 1. Cependant, ceci
n'a pas été mis en ÷uvre dans la partie numérique, où aucun préconditionneur n'a été utilisé.
Par la suite, on peut écrire, comme précédemment :$’&’%
K “ C0x˜Θ
`
ΘC0x˜Θ` Cy˜
˘´1
x˜ “ x˜0 `K `y˜ ´Θx˜0˘
Cx˜ “ C0x˜ ´KΘC0x˜
(2.56)
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Tous les opérateurs impliqués dans ces relations ont la taille de la base de Ritz tronquée. En conséquence,
toutes les opérations décrites dans (2.56) ont un coût très faible.
Enﬁn, il reste à propager les incertitudes de x˜ vers um en utilisant le prolongement Cum » VCx˜VT (à ce
stade, on néglige une partie de l'incertitude à cause de la troncature de la base de Ritz) et um “ Vx˜. Pour ce
qui est de la détermination de l'eﬀort fm, on peut le déﬁnir comme fdm “ Sm,dum´bd ou fnm “ Sm,num´bn
(deux termes qui sont censés être égaux si um est égal à la solution de référence). Si bn est supposé sans
bruit, la deuxième expression est probablement préférable, et on se retrouve avec Cfm “ Sm,nVCx˜VTSm,n. À
nouveau, la détermination de Sm,nV demande de résoudre autant de problèmes directs qu'il y a de vecteurs
dans la base de Ritz tronquée.
Pour résumer, la procédure à suivre est présentée dans l'algorithme 2.
Algorithme 2 : Résolution bayésienne sur la base de Ritz
Construire la base de Ritz V et les vecteurs de Ritz associés Θ au moyen d'un gradient conjugué;
Choisir le nombre optimal de modes de Ritz;
Cyd “ VTCTrmCuˆrCrmV;
Cyn “ VTCTrmS´1r,nCfˆrS´Tr,nCrmV;
Cy˜ “ Cyd ` Cyn // Covariance du second-membre réduit
y˜ “ VTCTrmuˆr `VTCTrmS´1r,nfˆr // Espérance du second-membre réduit
C0x˜ “ VTMC0umMV // Covariance de la solution a priori réduite
x˜0 “ VTMu0m // Espérance de la solution a priori réduite
K “ C0x˜Θ
`
ΘC0x˜Θ` Cy˜
˘´1
// Gain de Kalman
x˜ “ x˜0 `K `y˜ ´Θx˜0˘ // Mise à jour de l'espérance réduite
Cx˜ “ C0x˜ ´KΘC0x˜ // Mise à jour de la variance réduite
Cum » VCx˜VT ;
Cfm “ Sm,nVCx˜VTSm,n;
um “ Vx˜;
fm “ Sm,nVCx˜ `VTCTrmS´1r,nfˆr;
Cette procédure a été présentée (et mise en ÷uvre numériquement dans la partie suivante) dans le cas de
la méthode primale, mais elle peut s'appliquer aussi bien à la méthode duale.
Cette méthode est valable dans le cas linéaire et à probabilités gaussiennes. Cependant, dans un cas non-
gaussien ou non-linéaire, on pourrait proposer de conduire la même étude en utilisant la méthode proposée
dans [134], et dont une généralisation au cas non-linéaire est exposée dans [118]. Cette méthode, baptisée
 méthode bayésienne sans échantillonnage  consiste en une généralisation du ﬁltre de Kalman à des cas
non-gaussiens au moyen d'une décomposition en polynômes du chaos.
Remarque 37. Le fonctionnement de la méthode présentée ici, comme pour toutes les méthodes bayésiennes,
est très dépendant du choix de la densité de probabilité a priori. Dans le cas où celle-ci n'est pas disponible,
on peut imaginer une variante dans laquelle um est déterminé par la méthode de Steklov-Poincaré et la
covariance est obtenue par simple propagation des incertitudes Cx˜ “ Θ´1Cy˜Θ´1, qui correspond à la formule
(2.56) dans le cas où l'information a priori est équiprobable sur Rn (où n est la dimension de x˜).
Remarque 38. En ce qui concerne l'estimation de l'espérance de um, la procédure décrite plus haut revient
simplement, comme c'est expliqué dans la partie 1.3.4.3, à mettre en ÷uvre une régularisation de Tikhonov
sur le système linéaire de Steklov-Poincaré dans sa base de Ritz.
Remarque 39. La troncature de la base de Ritz permet, comme on va le montrer, de simpliﬁer énormément les
calculs pour déterminer l'incertitude sur la solution. Cependant, ceci est fait au prix d'une simpliﬁcation du
problème, et donc d'une certaine perte de précision. Numériquement, on a constaté que lorsqu'on augmentait
le nombre de modes de Ritz, les écarts-types estimés augmentaient jusqu'à stagner. Le choix du nombre
de modes pertinent (qui n'est en particulier plus celui permettant de respecter la condition de Picard), et
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l'évaluation de l'imprécision commise, sont des questions importantes qui ne font pas l'objet d'un travail
approfondi dans cette étude.
2.4.3 Exemples numériques
On étudie le cas-test très simple présenté dans la partie 2.3.1.2. Le bruit de mesure est de 10%, et porte
uniquement sur uˆr. On va montrer numériquement l'importance du choix de la loi de probabilité a priori.
Le problème étudié étant un problème synthétique, on ne dispose pas d'information supplémentaire sur
le champ recherché permettant d'estimer la loi de probabilité a priori. Par conséquent, on propose d'extraire
cette information de l'analyse de Ritz. En projetant le problème sur un seul mode de Ritz, on obtient la
solution sur-régularisée notée u0, dont on extrait notamment l'amplitude umax “ maxpu0q ´minpu0q.
Dans un premier temps, la loi de probabilité a priori est une loi d'espérance nulle, dont la covariance est
diagonale. L'écart-type de chaque composante de um est pris égal à umax{6, en considérant que toutes les
réalisations de la variable aléatoire seront contenues dans l'intervalle r´3σ;`3σs. On présente sur la ﬁgure
2.14 l'espérance de la solution en déplacement obtenue ainsi que son écart-type. On constate que la valeur
moyenne reconstruite a une forme assez éloignée de la référence, mais cependant l'écart-type est plutôt bien
reconstruit puisqu'il donne une estimation à peu près juste des erreurs faites sur la solution.
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Figure 2.14  Solution et ses écarts-types comparés à la référence pour une loi a priori d'espérance nulle
et de covariance diagonale
Dans un second calcul, la covariance est toujours calculée de la même façon, mais l'espérance de la loi a
priori est désormais prise égale à u0. On observe sur la ﬁgure 2.15a la solution obtenue. Ici, on constate que
la forme du champ reconstruit est nettement meilleure, et les écart-typs calculés sont toujours les mêmes. On
trace à présent, sur la ﬁgure 2.15b la solution en eﬀort, ainsi que les écarts-type de celle-ci. On constate alors
que si il est normal que la reconstruction des eﬀorts soit de moins bonne qualité que celle des déplacements
puisqu'obtenir des eﬀorts revient à dériver les déplacements, l'écart-type sur les eﬀorts, en revanche, est très
mal estimé. On remarque par ailleurs un phénomène très bien connu dans le cadre du problème de Cauchy
qui est que les incertitudes sur les eﬀorts de réaction identiﬁés explosent lorsqu'on se rapproche d'un bord de
Dirichlet. Ceci est dû au fait qu'il est diﬃcile de séparer la réaction sur le bord de Dirichlet de celle supportée
par le bord Γm.
L'erreur sur l'estimation de l'écart-type des eﬀorts vient de la loi de probabilité a priori choisie. En eﬀet,
on a supposé que les déplacements nodaux de um étaient tous décorrélés. En conséquence, les eﬀorts de
réaction, qui sont calculés à partir d'un opérateur diﬀérentiel, ont une très grande incertitude. C'est pourquoi
on essaye d'introduire de l'intercorrélation dans cette loi. On utilise une corrélation gaussienne de longueur
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Figure 2.15  Solution et ses écarts-types comparés à la référence pour une loi a priori d'espérance calculée
à partir du premier mode de Ritz et de covariance diagonale
de corrélation L{10, qui est suﬃsamment faible pour s'assurer que les déplacements d'un bout à l'autre soient
indépendants tout en évitant de fortes oscillations à courte longueur d'onde. Les résultats en eﬀort et en
déplacement sont donnés sur la ﬁgure 2.16. On constate que si l'écart-type sur le déplacement a un peu
diminué, l'écart-type sur l'eﬀort est davantage impacté et donne alors une idée plus réaliste de l'incertitude
sur l'eﬀort identiﬁé.
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Figure 2.16  Solution et ses écarts-types comparés à la référence pour une loi a priori d'espérance nulle
et de covariance non diagonale
Comme on le voit dans les exemples exposés plus haut, le choix de la loi de probabilité a priori revêt une
importance certaine dans la procédure. On a proposé ici quelques moyens pour choisir cette loi à partir d'un
calcul sur-régularisé, et ne nécessitant donc aucune information supplémentaire, qui permettent d'obtenir des
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résultats cohérents à la fois en terme d'espérance et d'écart-type. Cependant, il est certain que dans tous
les cas où cela est possible, il serait préférable de déterminer cette loi a priori à partir de considérations
physiques.
2.5 Résolution d'un problème de Cauchy en dynamique transitoire
Dans cette partie, on montre comment résoudre un problème de Cauchy en dynamique transitoire par la
méthode de Steklov-Poincaré.
2.5.1 Le problème de Cauchy en dynamique et diﬃcultés associées
On suppose que ρ est la masse volumique du matériau utilisé. On déﬁnit également u0 P H1pΩq, la position
initiale de tous les points matériels de Ω et v0 P H1pΩq, la vitesse initiale. On déﬁnit de plus un intervalle
temporel r0;T s sur lequel le problème est posé.
trouver u P C2pr0;T s, H1pΓmqq tel que :
$’’’’’’&’’’’’’%
divpσpuqq ` g
0
“ ρ:u dans Ωˆ r0;T s
u “ uˆr sur Γr ˆ r0;T s
σpuq ¨ n “ pf
r
sur Γr ˆ r0;T s
upt “ 0q “ u0 dans Ω
9upt “ 0q “ v0 dans Ω
(2.57)
Où 9u et :u sont respectivement la dérivée et la dérivée seconde de u par rapport au temps, c'est à dire la
vitesse et l'accélération.
L'originalité de ce problème par rapport à ce qui a été développé précédemment vient de la causalité.
Ceci signiﬁe que les champs inconnus sur Γm à un instant t0 donné ont une inﬂuence sur les champs mesurés
sur Γr pour tout t ě t0. Le résultat est qu'une résolution séquentielle qui consisterait à essayer de résoudre
le problème instant après instant nous priverait de la plus grande partie de l'information disponible 4. En
conséquence, il est nécessaire d'aborder ce problème à l'aide d'une approche globale en temps.
2.5.2 Méthode de Steklov-Poincaré globale en temps
Soit U “ C2 `r0;T s, H1{2pΓmq˘ et F “ C2 `r0;T s, H´1{2pΓmq˘, les espaces dans lesquels sont déﬁnis
respectivement les déplacements et les eﬀorts sur Γm. On déﬁnit, de la même façon que pour le cas statique
(voir la partie 1.4.6), les opérateurs de Steklov duaux, linéaires, comme suit (on utilise un exposant ‚p`q pour
rappeler qu'ils sont évalués à l'aide d'une résolution directe en temps) :
4. Et ce d'autant plus qu'en dynamique, l'information met un certain temps à parcourir la distance entre Γm et Γr
88 CHAPITRE 2. LE PROBLÈME DE CAUCHY
Dp`qd : f P F ÞÑ Dp`qd f “ v|Γm P U,
$’’’’&’’’’%
divpσpvqq “ ρ:v dans Ωˆ r0;T s
v “ 0 sur Γr ˆ r0;T s
σpvq ¨ n “ f sur Γm ˆ r0;T s
vpt “ 0q “ 0 dans Ω
9vpt “ 0q “ 0 dans Ω
Dp`qn : f P F ÞÑ Dp`qn f “ v|Γm P U,
$’’’’&’’’’%
divpσpvqq “ ρ:v dans Ωˆ r0;T s
σpvq ¨ n “ 0 sur Γr ˆ r0;T s
σpvq ¨ n “ f sur Γm ˆ r0;T s
vpt “ 0q “ 0 dans Ω
9vpt “ 0q “ 0 dans Ω
d
p`q
d “ ´v|Γm P U,
$’’’’&’’’’%
divpσpvqq ` g
0
“ ρ:v dans Ωˆ r0;T s
v “ uˆr sur Γr ˆ r0;T s
σpvq ¨ n “ 0 sur Γm ˆ r0;T s
vpt “ 0q “ u0 dans Ω
9vpt “ 0q “ v0 dans Ω
dp`qn “ ´v|Γm P U,
$’’’’’&’’’’’%
divpσpvqq ` g
0
“ ρ:v dans Ωˆ r0;T s
σpvq ¨ n “ fˆ
r
sur Γr ˆ r0;T s
σpvq ¨ n “ 0 sur Γm ˆ r0;T s
vpt “ 0q “ u0 dans Ω
9vpt “ 0q “ v0 dans Ω
(2.58)
Par la suite, il ne reste plus qu'à résoudre le problème linéaire (2.59), comme précédemment à l'aide d'un
solveur de Krylov. ´
Dp`qn ´Dp`qd
¯
f “ dp`qn ´ dp`qd (2.59)
L'opérateur de Steklov espace-temps est la le produit tensoriel de l'opérateur spatial (classique) avec
l'intégrateur temporel, qui est triangulaire par causalité. En conséquence, l'opérateur Dp`qn ´ Dp`qd n'est
malheureusement pas symétrique, ce qui fait qu'on doit utiliser un solveur adapté, à savoir le solveur OrthoDir.
On a choisi de présenter la méthode duale seulement car la méthode primale a donné numériquement des
résultats de moins bonne qualité. Par ailleurs, celle-ci peut se déduire très facilement de la méthode duale.
Numériquement, on s'intéresse toujours au problème-test présenté dans la partie 2.3.1.2. Le chargement
est le même que précédemment en espace, à l'exception près que les eﬀorts connus sur le bord Γr sont nuls.
Ce chargement est modulé par une fonction triangulaire en temps (voir la ﬁgure 2.17). Le matériau se voit
doté d'une densité ρ “ 7500 ¨ 10´9 kg ¨mm´3, et les paramètres d'élasticité sont toujours E “ 70000 MPa
et ν “ 0, 3. La durée de l'étude est T “ 1, 1 ¨ 10´3 s et la discrétisation temporelle est eﬀectuée à l'aide d'un
schéma de Newmark de paramètres β “ 1{4 et γ “ 1{2, et de pas temporel δt “ 2 ¨ 10´6 s. Les résultats
du problème direct sont visibles sur la ﬁgure 2.17, où ils sont comparés aux résultats de l'identiﬁcation par
la méthode de Steklov globale en temps. Remarquons au passage que dans cette partie, aucun bruit n'a été
ajouté sur les mesures.
Les évolutions temporelles sont quant à elles tracées pour le point milieu du segment Γm en supposant
que ce point peut raisonnablement représenter le comportement de tout le champ.
On constate que si la forme générale de la solution temporelle est bien reconstruite, des défauts majeurs
sont observés en début et en ﬁn de l'intervalle de temps. Ceux-ci s'expliquent comme suit :
‚ Les erreurs en début d'intervalle proviennent du fait que la base de Krylov ayant été construite à partir
de solutions de problèmes pour lesquels les chargements ne sont présents que sur le bord Γr, les valeurs
des vecteurs de cette base sur le bord Γm sont très faibles avant que l'onde ne ﬁnisse par arriver sur ce
bord, et ceci cause des perturbations dans tout l'intervalle t P r0; 0,4s ms. On va corriger ce défaut à
l'aide d'un préconditionneur adapté.
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Figure 2.17  Évolution temporelle du déplacement et de l'eﬀort au point milieu de Γm
‚ Les erreurs en ﬁn d'intervalle viennent quant à elles du fait que l'information sur le chargement vu par
Γm n'a pas le temps de parvenir sur le bord de mesure. Ces erreurs n'ont pas vocation à être corrigées
car l'information requise n'a tout simplement pas été mesurée.
Une estimation de la vitesse des ondes et sa mise en lien avec les diﬀérents résultats obtenus sont présentées
dans la remarque 40.
2.5.3 Préconditionneur rétrograde
Il est nécessaire, comme on l'a vu, de représenter la solution sur une base de Krylov plus adaptée. En
particulier, on a besoin que les éléments de cette base soient non nuls dans les premiers instants. La base de
Krylov est engendrée par les puissances de M´1A appliquées au résidu préconditionné. Notons τ , le temps
pour que les ondes parcourent le domaine de Γm à Γr. Ce temps sera estimé dans la suite. Dans le cas où
M “ I, le résidu r0 est nul pour tout t ă τ , z0 “ r0 et les vecteurs de la base de Krylov Aiz0 sont tous nuls
pour t ă pi ` 1qτ . En revanche, si M´1 est un opérateur rétrograde en temps, z0 a des valeurs non-nulles
pour tout t ą 0 et il en va de même pour `M´1A˘i z0.
2.5.3.1 Préconditionneur primal
La première idée consiste à utiliser le préconditionneur le plus naturel pour une formulation duale, à
savoir un préconditionneur primal, en dépit du constat fait sur le problème statique que ce préconditionneur
a tendance à dégrader la qualité de la solution.
Sp´qn : u P U ÞÑ Sp´qn u “ σpvq ¨ n|Γm P F,
$’’’’’’&’’’’’’%
divpσpvqq “ 0 dans Ωˆ r0;T s
σpvq ¨ n “ 0 sur Γr ˆ r0;T s
v “ u sur Γm ˆ r0;T s
vpt “ T q “ 0 dans Ω
9vpt “ T q “ 0 dans Ω
(2.60)
On peut cependant remarquer que dans le cas où le champ u est non nul à l'instant t “ T , ce que rien
n'empêche, le problème rétrograde en temps permettant de calculer Sp´qn u est mal posé dans le sens où v
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doit être à la fois nul sur Ω en t “ T et non-nul sur Γm ˆ r0;T s. Pour surmonter ce problème, on choisit de
composer Sp´qn à droite avec l'application linéaire f1 : u ÞÑ u´ upt “ T q.
Remarquons qu'une façon plus simple de résoudre ce problème serait d'imposer dans (2.60) les conditions
ﬁnales vpt “ T q “ upt “ T q et 9vpt “ T q “ 9upt “ T q, mais une telle écriture ne permet pas de résoudre le
problème présenté ci-après. C'est pourquoi on a préféré n'utiliser que des transformations du type de f1.
De façon similaire, dans le cadre d'un solveur de Krylov, le champ f “ Sp´qn u est destiné à se voir
appliquer les opérateurs Dp`qn et Dp`qd , c'est pourquoi il faut s'intéresser à la condition initiale fpt “ 0q. Si
celle-ci est non-nulle, elle demande, dans la construction de Dp`qn f et Dp`qd f , de résoudre un problème de
choc pour lequel la discrétisation de Newmark s'est avérée peu performante. En conséquence, on compose le
préconditionneur avec l'application linéaire f2 : f ÞÑ f ´ fpt “ 0q à gauche. Le prédonditionneur total est le
suivant : M´1 “ f2 ˝ Sn´ ˝ f1.
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Figure 2.18  Référence et solution sur Γm à l'instant t “ 0,1 ms
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Figure 2.19  Évolution temporelle du déplacement et de l'eﬀort au point milieu de Γm
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Les résultats sont présentés sur la ﬁgure 2.18 pour la distribution spatiale de ux à l'instant t “ 0,1 ms, qui
est l'instant auquel le chargement à reconstruire est maximal, et sur la ﬁgure 2.19 pour l'évolution temporelle.
On peut faire deux constats. Le premier est que la solution est très bruitée ; ceci est imputable au fait que
le préconditionneur est primal. Le second constat est qu'en revanche, en moyenne, la solution se comporte
mieux dans les premiers instants que dans le cas non préconditionné.
2.5.3.2 Préconditionneur dual
On abandonne l'idée d'utiliser un préconditionneur primal. On utilise en conséquence un problème dual
rétrograde.
Dp´qn : f P F ÞÑ Dp´qn f “ v|Γm P U,
$’’’’’’&’’’’’’%
divpσpvqq “ ρ:v dans Ωˆ r0;T s
σpvq ¨ n “ 0 sur Γr ˆ r0;T s
σpvq ¨ n “ f sur Γm ˆ r0;T s
vpt “ T q “ 0 dans Ω
9vpt “ T q “ 0 dans Ω
(2.61)
Pour les mêmes raisons que dans le paragraphe précédent, on va utiliser les deux opérateurs suivants :
f1 : f ÞÑ f ´ fpt “ T q et f2 : u ÞÑ u ´ upt “ 0q. En notation continue, il ne faut pas oublier de composer
cet opérateur par l'isomorphisme de Ritz sur H1{2, noté J , qui, dans l'écriture discrète, est remplacé par
l'identité. Le préconditionneur total est donc le suivant : M´1 “ J ˝ f2 ˝Dp´qn ˝ f1 ˝ J .
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Figure 2.20  Référence et solution sur Γm à l'instant t “ 0,1 ms
La solution à l'instant t “ 0,1 ms est présentée sur la ﬁgure 2.20 et son évolution temporelle au point milieu
est visible sur la ﬁgure 2.21. On constate ici que la solution est de bien meilleure qualité que précédemment,
et en particulier en début d'intervalle. En revanche, pour ce qui est de la ﬁn de l'intervalle, conformément au
principe de causalité, la qualité de la solution reste très mauvaise.
Remarque 40 (Vitesse de l'information). Un rapide calcul en ordre de grandeur va nous permettre d'estimer
la vitesse des ondes acoustiques, et donc de l'information dans la pièce. En supposant que les contraintes
sont dans le plan Oxy, que les déformations sont dans le plan Ozx et en faisant l'hypothèse (abusive au
demeurant) que le chargement ne dépend pas de y, on peut estimer, à l'aide d'un calcul analytique, que
la vitesse des ondes vaut c2 “ E
ρp1´ ν2q . Numériquement, ceci conduit à estimer la célérité à c “ 1 ¨ 10
5
mm ¨ s´1. Le temps de parcours d'un bord du domaine à l'autre est donc τ “ 5 ¨ 10´5 s. On peut donc
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Figure 2.21  Évolution temporelle du déplacement et de l'eﬀort au point milieu de Γm
supposer que u est nul sur Γr jusqu'à l'instant t “ 5 ¨10´5 s, et que, par retour d'onde, les vecteurs de la base
de Krylov non préconditionnée sont nuls jusqu'à l'instant t “ 1 ¨ 10´4 s. Ceci est conforme avec le résultat
observé sur la ﬁgure 2.17. Par ailleurs, cette analyse nous permet de prévoir qu'il est impossible d'identiﬁer
les conditions aux limites appliquées à partir de 5 ¨ 10´5 s avant la ﬁn de l'intervalle de mesure. Sur la ﬁgure
2.21, on observe certes que la solution en eﬀort est eﬀectivement totalement fausse à partir d'un instant
situé approximativement à 1,04 ms. Cependant, on voit nettement que cette solution commence à osciller
dangereusement à partir de l'instant 0,8 ms. Ceci est imputable au fait qu'en ﬁn d'intervalle temporel, la
quantité d'informations mesurée est de plus en plus faible, ce qui impacte la qualité de la reconstruction.
En lien avec la remarque précédente, il serait en pratique préférable de ne pas chercher à identiﬁer la
condition aux limites sur tout r0;T s, mais de se concentrer sur le début de l'intervalle temporel. Il s'agit
probablement d'un prérequis à la mise en ÷uvre d'une procédure de régularisation ﬁable pour ce problème.
Une question se pose dans le cas où un terme d'amortissement est présent dans le problème direct. En
eﬀet, il paraît téméraire de tenter de résoudre, pour évaluer le préconditionneur, un problème de dynamique
amorti rétrograde en temps. Un tel problème est réputé pour être mal conditionné et conduirait à des résultats
très instables. On pourrait alors tout simplement proposer de supprimer le terme d'amortissement dans le
préconditionneur, ce qui serait potentiellement préjudiciable à la qualité des résultats. On concédera quoi
qu'il en soit qu'il est moral de s'attendre à une identiﬁcation de moindre qualité en présence de dissipation
puisqu'alors une partie de l'information contenue dans les ondes est perdue.
2.6 Résolution d'un problème d'élastostatique non-linéaire
Une autre question qu'il est intéressant d'aborder est celle de l'application des méthodes à des problèmes
non-linéaires. Dans cette section, on montre comment résoudre un problème de Cauchy dans le cas où le
domaine étudié a un comportement élastique non-linéaire. La méthode qui sera développée est comparée à
la méthode de KMF, assez standard, dont on sait actuellement qu'elle s'applique plutôt bien aux problèmes
non-linéaires (voir [20, 103]). En conséquence, aﬁn de faciliter la comparaison, les essais numériques seront
conduits avec la méthode de Steklov primale, dont l'objet est d'identiﬁer le déplacement sur Γm, comme pour
la méthode KMF, et non pas l'eﬀort, comme le fait la méthode duale.
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2.6.1 Formulation de Steklov non-linéaire
L'apparition de la non-linéarité se manifeste dans le fait que les opérateurs de Steklov impliqués de-
viennent non-linéaires. En conséquence, il est impossible de séparer, comme c'est fait dans le cas linéaire, les
contributions de l'inconnue um et des autres sollicitations sur les forces de réaction. La formulation s'écrit
donc simplement comme suit :
fm,dpumq “ fm,npumq (2.62)
Où fm,d et fm,n sont les équivalents discrets des opérateurs continus Fm,d et Fm,n :
Fm,d : u P H1{2pΓmq ÞÑ Fm,du “ σpvq ¨ n|Γm P H´1{2pΓmq,
$&%
divpσpvqq ` g
0
“ 0 dans Ω
v “ uˆr sur Γr
v “ u sur Γm
Fm,n : u P H1{2pΓmq ÞÑ Fm,nu “ σpvq ¨ n|Γm P H´1{2pΓmq,
$&%
divpσpvqq ` g
0
“ 0 dans Ω
σpvq ¨ n “ fˆ
r
sur Γr
v “ u sur Γm
(2.63)
On préconditionne alors cette formulation par l'opérateur f´1m,d. il s'agit de la généralisation du précondi-
tionneur de KMF pour la méthode duale, tel que présenté dans la partie 2.3.2. On arrive alors à la formulation
suivante : ´
I´ f´1m,d ˝ fm,n
¯
pumq “ 0 (2.64)
L'algorithme du point ﬁxe, qui revient à l'algorithme KMF standard utilisé par exemple dans [20] consiste
alors à initialiser u0m, puis à écrire la relation de récurrence suivante :
ui`1m “ f´1m,d ˝ fm,npuimq (2.65)
Pour accélérer la résolution à l'aide de solveurs de Krylov, on s'inspire de ce qui est fait en décomposition
de domaine [123]. Il s'agit d'utiliser un solveur de Newton pour résoudre (2.64) en construisant une suite uim
convergeant vers la solution. Deux étapes demandent une attention particulière :
‚ Le calcul du résidu ri “
´
I´ f´1m,dfm,n
¯
puimq se fait en résolvant deux problèmes directs non-linéaires
(par un algorithme de Newton  intérieur ).
‚ La résolution du problème tangent
ˆ
I´
´
Stanm,d
¯´1
Stanm,n
˙
pδuimq “ ri se fait à l'aide d'un solveur de
Krylov adapté aux problèmes non-symétriques. On a choisi le solveur OrthoDir, qui est mathématique-
ment équivalent au solveur GMRes. Il est à remarquer que le problème tangent est mal conditionné,
et qu'il doit être résolu à chaque étape de l'algorithme, ce qui rend indispensable l'utilisation d'une
méthode de régularisation ﬁable et automatique, comme celle proposée dans la partie 2.3.1.1 ou dans
la partie 2.3.4.
Dans l'algorithme 3, chaque itération du solveur de Newton  extérieur  demande la résolution de deux
problèmes non-linéaires. Il faut ensuite résoudre le problème tangent à l'aide d'un solveur de Krylov. Cette
dernière étape demande de résoudre itérativement des problèmes directs tangents et est potentiellement
assez coûteuse. Cependant, la matrice de raideur de chaque problème ne change pas au cours des itérations,
contrairement à celle du problème non-linéaire. Pour conclure, on s'attend à ce que le coût de chaque itération
de Newton de ce solveur soit un peu supérieur à celui d'une itération de point ﬁxe (qui demande simplement
de résoudre deux problèmes non-linéaires), mais du même ordre de grandeur.
Comme dit plus haut, il est nécessaire de disposer d'une technique de régularisation ﬁable avec un cri-
tère automatique. Il a été constaté dans la partie 2.3.4 que l'approche par décomposition de Ritz tronquée
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Algorithme 3 : Méthode de Steklov-Poincaré Non linéaire
Initialiser u0m;
for i “ 1, 2, . . . ,m (convergence) do
ri´1 “
´
I´ f´1m,dfm,n
¯
pui´1m q;
Récupérer Stanm,dpfm,npui´1m qq et Stanm,npui´1m q qui ont été calculés au dernier pas de la résolution
non-linéaire de l'étape précédente;
Résoudre
ˆ
I´
´
Stanm,d
¯´1
Stanm,n
˙
pδuimq “ ri´1 par le solveur OrthoDir;
uim “ ui´1m ´ δuim;
end
satisfaisait assez bien ces exigences. Dans le cas présent, le système n'étant pas linéaire, il est nécessaire de
généraliser ce travail pour eﬀectuer une SVD approchée de l'opérateur. Une approche en ce sens est présentée
dans l'annexe A
Remarque 41. Il a été décidé de préconditionner l'ensemble du système non-linéaire, ce qui a conduit à un
problème tangent non symétrique. Il pourrait être proposé de ne préconditionner que le problème tangent, ce
qui permettrait d'utiliser un simple solveur gradient conjugué préconditionné.
2.6.2 Mise en ÷uvre numérique
On choisit, pour montrer le comportement de la méthode, de l'illustrer sur un cas de non-linéarité parti-
culièrement simple à mettre en ÷uvre. Il s'agit d'un problème d'élasticité statique dans lequel la loi élastique
est elle-même non-linéaire. La loi de comportement choisie est celle de l'équation (2.66), qui est la même que
dans [8]. On introduit α, dont la valeur contrôle la sévérité de la non-linéarité. À l'instar de [8], il est pris
égal à 200. On déﬁnit de plus κ “ E
3p1´ 2νq , le module de compressibilité ainsi que λ “
νE
p1` νqp1´ 2νq et
µ “ E
2p1` νq , les coeﬃcients de Lamé. Contrairement aux cas précédents, et aﬁn de favoriser l'apparition de
non-linéarités, le calcul 2D est fait en utilisant l'hypothèse de déformations planes et non-plus de contraintes
planes. Le module d'Young est E “ 70 MPa et le coeﬃcient de Poisson vaut ν “ 0,3.
σ “ λ tr εI ` 2µε` ακ `tr ε˘3 I (2.66)
On utilise toujours le cas-test présenté dans la partie 2.3.1.2, mais pour favoriser les non-linéarités dues
à la partie hydrostatique de la déformation, les chargements appliqués sont modiﬁés. il s'agit maintenant de
deux tractions uniformes. Par ailleurs, aﬁn d'éprouver les méthodes, on n'utilise pas de méthode incrémentale,
c'est à dire que l'on ne charge pas la structure pas à pas.
La solution du calcul direct est présentée sur la ﬁgure 2.22. Le champ de déplacement sur Γm est tracé
pour un eﬀort linéique de 5 N.mm´1, et l'évolution du déplacement en fonction de la valeur de l'eﬀort est
tracé au point milieu du bord Γr, et comparé à la réponse d'un matériau linéaire (α “ 0).
2.6.2.1 Résultats obtenus par la méthode du point ﬁxe
La méthode du point ﬁxe (ou méthode KMF) présente l'avantage d'être généralisable aux problèmes non-
linéaires sans diﬃculté supplémentaire. On présente sur la ﬁgure 2.23 trois courbes de convergence en erreur
par rapport à la référence. Dans l'un des cas, que l'on appellera  faible non-linéarité , l'eﬀort appliqué est
de 5 N ¨mm´1. Le second cas est celui de  forte non-linéarité , pour lequel l'eﬀort est de 10 N ¨mm´1, et
le dernier est un cas avec faible non linéarité, mais l'ajout de 5 % de bruit sur les données.
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(b) Courbe de traction au point milieu de Γm
Figure 2.22  Solution de référence
On constate que la méthode du point ﬁxe est très robuste vis-à-vis de la non-linéarité puisque son taux
de convergence n'est pas vraiment aﬀecté par l'augmentation du niveau d'eﬀort. En revanche, l'introduction
du bruit a davantage d'impact sur la convergence et conduit l'erreur à saturer à une valeur plus élevée.
2.6.2.2 Résultats obtenus par la méthode OrthoDir
Sur la ﬁgure 2.24, on présente la courbe de convergence de la méthode OrthoDir en fonction des itérations
du solveur de Newton pour les mêmes cas-tests que précédemment. La nature des itérations n'est pas la même
que pour la méthode du point ﬁxe, mais on a montré plus haut que leur coût est du même ordre de grandeur.
On remarque ici que le solveur est très favorable dans le cas faiblement non-linéaire puisque dès la deuxième
itération, on atteint un niveau d'erreur qu'il est impossible d'obtenir avec un nombre raisonnable d'itérations
de la méthode de KMF, alors que le coût d'une itération est seulement légèrement supérieur.
En revanche, pour le cas dans lequel les non-linéarités sont plus fortes, bien que l'avantage en terme de
nombre d'itérations soit conservé, on observe une remontée de l'erreur à partir de l'itération 5. On peut
néanmoins espérer qu'un travail soigné sur critère automatique permettant de choisir le nombre de valeurs
de Ritz à conserver dans la résolution du problème tangent puisse venir à bout de ce type d'artefacts. Par
ailleurs, une solution reste disponible, qui n'a pas du tout été étudiée ici, qui consiste à subdiviser l'intervalle
temporel pour que chaque incrément voie moins de variations de la matrice tangente.
Dans le cas bruité, la méthode proposée a toujours de meilleures propriétés de convergence que la méthode
du point ﬁxe, bien que le niveau de bruit atteint à la stagnation soit, comme attendu, plus élevé.
Notons que si cette expérience numérique a le mérite de démontrer la possibilité de résoudre des problèmes
non-linéaires par ce type d'approche, de nombreuses questions restent ouvertes, et notamment sur le critère
d'arrêt de la résolution du problème tangent mal conditionné dont on a vu qu'il était crucial pour le bon
fonctionnement de la méthode. Par ailleurs, cette approche consiste à résoudre un problème non-linéaire mal
conditionné en régularisant chaque problème tangent séparément. Il pourrait plutôt être préférable, en terme
de stabilité, de modiﬁer la méthode pour qu'elle puisse s'interpréter directement en terme de régularisation
du problème non-linéaire lui-même.
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Figure 2.23  Convergence de la méthode KMF non linéaire
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Figure 2.24  Convergence de la méthode Steklov-Poincaré non linéaire
2.7 Couplage avec la décomposition de domaine
Dans le cas où le domaine sur lequel on veut résoudre un problème de Cauchy a une géométrie particulière-
ment complexe, le nombre de degrés de liberté du problème direct discrétisé peut être tel qu'il est impossible
de le résoudre tel quel. En conséquence, on peut être amené à utiliser une méthode de décomposition de
domaine, par exemple la méthode FETI [71], pour venir à bout de chaque problème direct.
Dans cette partie, on va expérimenter une autre approche. Ayant constaté la similarité entre les algorithmes
de Steklov pour la résolution du problème de Cauchy et les algorithmes de décomposition de domaine comme
FETI ou BDD [114], on cherche à explorer, sur un problème jouet, la possibilité d'écrire un algorithme
résolvant un problème de Cauchy sur un domaine décomposé et permettant de reconstruire à la fois le champ
cherché sur les bords inconnus et aux interfaces entre sous-domaines.
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2.7.1 Présentation du problème-test
On étudie un tuyau cylindrique contenant un ﬂuide. Sous l'eﬀet de la gravité, ce ﬂuide occasionne sur
la paroi intérieure du tuyau une pression hydrostatique non homogène. On souhaite reconstruire ces eﬀorts
internes à partir de la mesure du déplacement sur la partie libre de la paroi extérieure de ce tuyau. On utilise
un modèle bidimensionnel en déformations planes. Les paramètres du matériau sont E “ 200 000 MPa et
ν “ 0,3. Le nombre de degrés de liberté sur le bord Γm est de 126, auquel il faut ajouter entre 12 et 16 degrés
de liberté pour les bords Γb pour chaque ajout d'un sous-domaine.
(a) Maillage et déformée de la solution de ré-
férence
(b) Décomposition du domaine (les points rouges
marquent les déplacements imposés nuls)
Figure 2.25  Le problème-test
On cherche à résoudre ce problème inverse en décomposant, après discrétisation, le domaine étudié de
façon radiale. On peut voir sur la ﬁgure 2.25 le type de décomposition utilisé. On remarquera cependant que
l'utilisation de la décomposition de domaine sur un cas ayant aussi peu de degrés de liberté n'a strictement
aucun intérêt en terme de performances. Il s'agit en eﬀet simplement d'un problème jouet.
2.7.2 Notations de décomposition de domaine
Pour les éléments spéciﬁques à la décomposition de domaine, le lecteur pourra se référer à l'article [79],
dont les notations ont été reprises dans cette partie.
Pour chaque sous-domaine Ωpsq, en plus des bords Γpsqm et Γpsqr , on introduit les bords Γpsqb , ajoutés par
la décomposition de domaine. De façon similaire, on note avec l'indice b les degrés de liberté sur ces bords.
Par ailleurs, il existe des degrés de liberté appartenant à la fois à Γpsqm et Γpsqb , qui sont notés avec l'indice c.
Les inter-eﬀorts entre les sous-domaines (donc eﬀorts dus à la décomposition de domaine) sont notés λpsqb et
λ
psq
c , tandis que les eﬀorts extérieurs sont notés f
psq
b , fˆ
psq
r et f
psq
c . Chaque sous-domaine s se voit également
attribuer des vecteurs déplacement upsqb , u
psq
c , uˆ
psq
r et u
psq
m , ainsi que des compléments de Schur comme S
psq
r,d.
Sur les interfaces entre sous-domaines, on impose des conditions de continuité des déplacements et d'équi-
libre des inter-eﬀorts, qui peuvent se noter à la façon du système (2.67) à l'aide des opérateurs d'assemblage
Apsq et Apsqc , qui font des sommes sur les n÷uds en vis-à-vis et Bpsq et Bpsqc , qui font des diﬀérences.
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$’’’’’’’’’’&’’’’’’’’’’%
ÿ
s
Bpsqupsqb “ 0ÿ
s
Bpsqc upsqc “ 0ÿ
s
Apsqλpsqb “ 0ÿ
s
Apsqc λpsqc “ 0
avec
$’’&’’%
ÿ
s
ApsqTBpsq “ 0ÿ
s
Apsqc
T
Bpsqc “ 0
(2.67)
Pour aboutir à des notations plus légères, on construit les opérateurs par blocs sur le modèle suivant :
um “
¨˚
˚˝˚˚ ¨¨
u
psq
m
¨
¨
‹˛‹‹‹‚ Sr,d “
¨˚
˚˚˚˚
˝
¨ 0
¨
S
psq
r,d
¨
0 ¨
‹˛‹‹‹‹‚ A “
`¨ ¨ Apsq ¨ ¨˘ (2.68)
Les équations de continuité et d'équilibre (2.67) s'écrivent alors comme suit :$’’’&’’’%
Bub “ 0
Bcuc “ 0
Aλb “ 0
Acλc “ 0
avec
#
ATB “ 0
ATc Bc “ 0
(2.69)
On remarquera que les degrés de liberté indicés c voient à la fois un inter-eﬀort et un eﬀort extérieur
inconnu. C'est pour cette raison qu'il va falloir prendre particulièrement soin de la manière de déﬁnir les
vecteurs λc et fc. On va en fait plutôt utiliser fc, qui est l'eﬀort total vu par un point. Sur la ﬁgure 2.26, un
point d'intersection entre Γm et Γb est représenté.
Ωpiq Ωpjq
λ
piq
c “ ´λpjqc
fˇc
f
piq
c f
pjq
c
Γ
pjq
bΓ
piq
b
Γ
pjq
mΓ
piq
m
Figure 2.26  Inconnues d'un point multiple
fˇc est l'eﬀort extérieur reçu par l'ensemble des sous-domaines sur les degrés de liberté c, et ne peut donc
pas être exprimé à l'aide d'une notation par blocs. On peut d'abord écrire que l'assemblage des fc est égal
à l'eﬀort global vu par l'ensemble du domaine, ce qui s'écrit : Acfc “ fˇc. On construit alors l'opérateur A˜c,
qui est tel que A˜Tc Ac “ I. Cet opérateur répartit les eﬀorts extérieurs entre les sous-domaines. Notons que
le choix de A˜c n'est pas unique et pour avoir des opérateurs les mieux conditionnés possible, on peut choisir
un opérateur eﬀectuant une moyenne entre les degrés de liberté correspondants sur les diﬀérentes interfaces.
Sachant que Acλc “ 0, on a alors la relation suivante, qui exprime le fait que l'eﬀort vu par un sous-domaine
est égal à une contribution extérieure et une contribution venant des autres sous-domaines :
fc “ A˜Tc fˇc ` λc (2.70)
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2.7.3 Présentation du solveur couplé
On réécrit la condensation du problème de Cauchy, de façon similaire à ce qui est fait dans la partie 2.1.1 :¨˚
˚˝Sr,d Crm Crb CrcCTrm Sm,d Cmb Cmc
CTrb C
T
mb Sb,d Cbc
CTrc C
T
mc C
T
bc Sc,d
‹˛‹‚
¨˚
˚˝ uˆrum
ub
uc
‹˛‹‚“
¨˚
˚˝ fˆrfm
λb
fc
‹˛‹‚ (2.71)
De ce système, on peut déduire un système dit de Dirichlet, utilisant uniquement la donnée uˆr.¨˝
Sm,d Cmb Cmc
CTmb Sb,d Cbc
CTmc C
T
bc Sc,d
‚˛¨˝umub
uc
‚˛“
¨˝
fm ´CTrmuˆr
λb ´CTrbuˆr
fc ´CTrcuˆr
‚˛ (2.72)
De même, en utilisant la relation uˆr “ S´1r,d
´
fˆr ´Crmum ´Crbub ´Crcuc
¯
, on peut construire le système
dit de Neuman, n'utilisant que la donnée fˆr.¨˝
Sm,n Cmb,n Cmc,n
CTmb,n Sb,n Cbc,n
CTmc,n C
T
bc,n Sc,n
‚˛¨˝umub
uc
‚˛“
¨˚
˝fm ´CTrmS
´1
r,d fˆr
λb ´CTrbS´1r,d fˆr
fc ´CTrcS´1r,d fˆr
‹˛‚ (2.73)
Où les opérateurs ‚n sont construits à partir des opérateurs ‚d par condensation sur BΩzΓr.
À partir des deux systèmes (2.72) et (2.73), et des relations assurant la continuité des déplacements et la
réciprocité des eﬀorts, on doit choisir entre éliminer fm et éliminer um pour avoir une méthode de Steklov
primale ou duale pour la résolution du problème de Cauchy. Et de même, on doit choisir entre λb et fc d'une
part et ub et uc d'autre part pour aboutir à une méthode de Schur primale ou duale pour la résolution du
problème de décomposition de domaine.
Il est envisageable de panacher les variables primales et duales, mais pour simpliﬁer, deux méthodes
seulement seront présentées dans les parties suivantes : la méthode  tout primal  et la méthode  tout
dual .
2.7.3.1 Méthode primale
On peut s'attendre à ce que la mesure en déplacement uˆr soit plus touchée par le bruit que la mesure en
eﬀort fˆr. En conséquence, on va chercher à utiliser de préférence les équations du système (2.73) à chaque fois
que c'est possible. Pour éliminer fm et fc, on soustrait entre elles les premières et dernières équations de (2.72)
et (2.73). On introduit alors wb et wc qui sont respectivement tels que ub “ ATwb et uc “ ATc wc. Grâce aux
relations (2.69), on a donc automatiquement Bub “ 0 et Bcuc “ 0. On multiplie ensuite la deuxième ligne
par A pour éliminer λb, et la troisième ligne par Ac pour aboutir à un système carré. On est alors conduit à
écrire le système suivant :¨˚
˝ Sm,d ´ Sm,n pCmb ´Cmb,nqA
T pCmc ´Cmc,nqATc
ACTmb,n ASb,nA
T ACbc,nA
T
c
Ac
`
CTmc ´CTmc,n
˘
Ac
´
CTbc ´CTbc,n
¯
AT Ac pSc,d ´ Sc,nqATc
‹˛‚
¨˝
um
wb
wc
‚˛
“
¨˚
˝ CTrmS
´1
r,d fˆr ´CTrmuˆr
´ACTrbS´1r,d fˆr
AcC
T
rcS
´1
r,d fˆr ´AcCTrcuˆr
‹˛‚
(2.74)
La résolution de ce problème linéaire est eﬀectuée par un solveur de Krylov. Le produit de l'opérateur par
un vecteur peut être eﬀectué en résolvant deux problèmes directs par sous-domaine. L'un des problèmes com-
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porte des conditions de Dirichlet homogènes sur le bord Γr et l'autre des conditions de Neumann homogènes
sur ce même bord. Des conditions de Dirichlet sont appliquées sur les autres bords.
2.7.3.2 Méthode duale
On peut choisir de plutôt dualiser les systèmes (2.72) et (2.73) en condensant les équations sur l'un ou
l'autre des bords (ce qui revient à inverser le système par blocs) en introduisant les opérateurs ‚˜. Ceci conduit
aux systèmes suivants :
¨˝
S˜m,d C˜mb C˜mc
C˜Tmb S˜b,d C˜bc
C˜Tmc C˜
T
bc S˜c,d
‚˛¨˝fmλb
fc
‚˛“
¨˝
C˜Trmuˆr ` um
C˜Trbuˆr ` ub
C˜Trcuˆr ` uc
‚˛ (2.75)
¨˚
˝ S˜m,n C˜mb,n C˜mc,nC˜Tmb,n S˜b,n C˜bc,n
C˜Tmc,n C˜
T
bc,n S˜c,n
‹˛‚
¨˝
fm
λb
fc
‚˛“
¨˚
˝C˜TrmS
´1
r,d fˆr ` um
C˜TrbS
´1
r,d fˆr ` ub
C˜TrcS
´1
r,d fˆr ` uc
‹˛‚ (2.76)
Remarque 42. Les opérateurs du type S˜m,n et C˜mb,n sont homogènes à des souplesses tandis que les opérateurs
du second-membre, comme C˜rm sont sans unité.
De façon similaire à ce qui est fait dans le cas primal, on eﬀectue les soustractions permettant de se
débarrasser de la quantité um et on multiplie la deuxième ligne par B pour éliminer ub. On introduit gb qui
est tel que λb “ BTgb, ce qui permet d'assurer l'égalité Aλb “ 0. Le système devient alors :¨˚
˝ S˜
´1
m,n ´ S˜´1m,d pCmb,n ´CmbqBT pCmc,n ´Cmcq
BCTmb,n BS˜
´1
b,nB
T BCbc,n´
C˜Tmc,n ´ C˜Tmc,d
¯ ´
C˜Tbc,n ´ C˜Tbc,d
¯
BT
´
S˜´1c,n ´ S˜´1c,d
¯ ‹˛‚
¨˝
fm
gb
fc
‚˛
“
¨˚
˝CTrmuˆr ´CTrmS
´1
r,d fˆr
´BCTrbS´1r,d fˆr
CTrcuˆr ´CTrcS´1r,d fˆr
‹˛‚
(2.77)
2.7.3.3 Approche choisie
On a choisi d'implémenter l'approche duale en raison des meilleures performances qu'elle a semblé pré-
senter dans la partie 2.3. On doit alors résoudre le système (2.77). Chaque évaluation de l'opérateur en jeu
demande de résoudre deux problèmes par sous-domaine (un seul si le sous-domaine en question ne rencontre
pas Γr). Il s'agit de problèmes pour lesquels des conditions de Neumann sont appliquées sur Γm et Γb (et
donc aussi sur Γc) et une condition de Dirichlet ou de Neumann nulle est appliquée sur Γr.
Ce système n'étant malheureusement pas symétrique. On choisit alors d'utiliser l'algorithme OrthoDir
pour eﬀectuer la résolution.
N'ayant pas trouvé de préconditionneur adapté à la méthode de Steklov-Poincaré duale, il a été décidé
de mettre ici en ÷uvre la méthode non préconditionnée. Vu tout ce qu'implique une telle décision pour la
convergence du solveur de décomposition de domaine, ce point constitue clairement la voie d'amélioration
principale de la méthode.
On remarquera que la structure proposée comme cas-test présente des sous-domaines ﬂottants, c'est à dire
n'ayant pas de bord de Dirichlet dans le cas où la condition considérée sur le bord redondant est la condition
de Neumann. Ce phénomène est très courant et apparaît de façon quasi systématique en décomposition de
domaine. C'est pour cela qu'il faut utiliser un solveur projeté, comme c'est mentionné dans la partie 2.2.4.
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2.7.4 Résultats numériques
On compare sur la ﬁgure 2.27 les courbes de convergence de la méthode proposée pour diﬀérents nombres
de sous-domaines, et avec ou sans ajout d'un bruit blanc de 1 % . On constate dans l'ensemble que cette mé-
thode permet d'obtenir un résultat cohérent. Cependant, malheureusement, plus le nombre de sous-domaines
est grand, plus l'erreur sature haut.
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Figure 2.27  Convergence de la méthode
On peut également constater que l'algorithme étudié n'est pas extensible numériquement quand le nombre
de sous-domaines augmente. Ceci est dû principalement à l'absence de tout préconditionneur sur la méthode,
ce qui est un handicap certain pour la partie décomposition de domaine. Pour remédier à cette diﬃculté,
deux pistes sont envisageables :
‚ La plus simple est de s'intéresser à la version primale de la méthode, couplée cette fois avec un solveur
BDD. En eﬀet, même si en terme de résolution du problème de Cauchy, des performances moindres
ont été observées, un préconditionneur a été trouvé dans ce cas, qui se trouve d'ailleurs être compatible
avec le préconditionneur de la méthode BDD.
‚ On pourrait chercher à construire un préconditionneur primal n'agissant que sur les inconnues de
décomposition de domaine. On bénéﬁcierait ainsi de l'avantage de la méthode préconditionnée sans
handicaper l'aspect résolution du problème inverse.
Conclusion
Cette partie, consacrée à la résolution du problème de Cauchy a été l'occasion tout d'abord d'apporter
un regard nouveau sur un certain nombre de méthodes de la littérature partageant entre elles des principes
communs. Cette nouvelle vision de l'une de ces méthodes, celle de Steklov-Poincaré, nous a permis d'apporter
dans une deuxième partie plusieurs contributions à sa mise en ÷uvre numérique. Un préconditionneur pour
la méthode primale a été proposé, un solveur par blocs a été mis en ÷uvre pour accélérer la résolution, et
la régularisation par valeurs de Ritz a permis de régulariser le problème à moindre coût. Par la suite, il
a été montré comment, à l'aide d'outils probabilistes, on peut, sans eﬀectuer de calculs lourds, inférer les
incertitudes sur la solution.
Une question qu'il peut être intéressant de se poser est la possibilité d'appliquer les diﬀérents outils
présentés dans ces premières parties, comme la base adaptée pour la L-curve, l'analyse de Ritz ou le solveur
par blocs, à d'autres méthodes de résolution de problèmes inverses utilisant des solveurs de Krylov.
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Par la suite, trois cas de ﬁgure ont permis de tester la méthode de Steklov-Poincaré dans le cadre de
problèmes plus complexes. La dynamique transitoire apporte des diﬃcultés originales liées à la causalité, et
on a montré que, tant que les phénomènes étudiés sont réversibles, l'approche globale en temps et l'utilisation
de problèmes rétrogrades sont autant d'ingrédients permettant d'améliorer la qualité de la solution. Par la
suite, pour pouvoir traiter les problèmes non-linéaires, on a proposé un algorithme inspiré de la décomposition
de domaine non linéaire. Enﬁn, un algorithme, couplant problème inverse et décomposition de domaine, visant
à résoudre des problèmes de Cauchy sur des domaines ayant un nombre particulièrement élevé de degrés de
liberté a été proposé et étudié sur un problème jouet.
Sur les cas étudiés dans les trois dernières parties, on a mis en évidence les études complémentaires
qu'il serait nécessaire de conduire pour que les méthodes exposées puissent gagner en robustesse et devenir
applicables à des cas plus réalistes.
S'il peut arriver que des problèmes de Cauchy émergent directement de problématiques physiques, il arrive
aussi que la résolution d'un problème de Cauchy soit une première étape dans la résolution d'un problème
d'identiﬁcation à l'aide d'une méthode demandant de disposer de mesures sur un bord inaccessible. Ce peut
être par exemple le cas pour identiﬁer des ﬁssures par la méthode de l'écart à la réciprocité.
Chapitre 3
Identiﬁcation de ﬁssures par la méthode de
l'écart à la réciprocité
Dans ce chapitre, on trouvera diﬀérents travaux relatifs à l'utilisation de la méthode de l'écart à la
réciprocité pour résoudre le problème d'identiﬁcation de ﬁssures. Comme cela a été évoqué dans l'introduction
générale de la thèse, la méthode de l'écart à la réciprocité présente l'avantage de ne nécessiter aucune résolution
de problème direct, ce qui autorise à espérer des temps de calcul faibles. Cependant, cette méthode a quelques
limites auxquelles on s'attaque dans ce chapitre.
Dans une première partie, on a cherché à implémenter la procédure décrite dans [15], à proposer une
famille de fonctions-tests plus adaptée à l'étude de domaines épais et à stabiliser l'identiﬁcation vis à vis du
bruit à l'aide d'une méthode de régularisation adaptée. Dans une deuxième partie, une piste pour réaliser
une identiﬁcation à partir de données incomplètes, qui consiste à les compléter préalablement à l'aide d'un
algorithme de Steklov-Poincaré est explorée. La troisième partie est l'occasion de montrer le lien fort qui existe
entre la fonctionnelle d'écart à la réciprocité et l'erreur en relation de comportement. Dans une quatrième
partie, en se basant sur une version modiﬁée de la famille de fonctions-tests introduite précédemment, on
propose deux algorithmes permettant d'exploiter directement des données partielles pour identiﬁer des ﬁssures
planes. Le premier algorithme présente l'avantage d'être potentiellement beaucoup moins coûteux en terme de
temps de calcul, mais est moins général que le second. Celui-ci est évalué entre autres sur un cas expérimental,
ce qui permet de montrer le potentiel de l'approche développée. Enﬁn, dans une dernière partie, on propose
deux algorithmes permettant d'identiﬁer des ﬁssures de formes quelconques. Ceux-ci sont basés sur la même
idée de départ, mise en ÷uvre de deux façons diﬀérentes. Même si on verra que ces derniers algorithmes
peuvent être eux aussi adaptés à des cas de mesures incomplètes, ceci ne sera pas étudié dans cette thèse.
3.1 Méthode de l'écart à la réciprocité par projection de Galerkine
On se place dans le cadre de la procédure présentée dans la partie 1.5.5.3 et on va proposer d'eﬀectuer
la projection de Galerkine de la dernière étape sur une base polynomiale plutôt que trigonométrique. Cette
nouvelle variante de la méthode de l'écart à la réciprocité sera ensuite dotée de diﬀérentes méthodes de
régularisation qui seront confrontées les unes aux autres de façon numérique sur des cas tridimensionnels.
Cette partie est adaptée à partir de l'article [73].
On rappelle la déﬁnition de la fonctionnelle d'écart à la réciprocité pour le cas de chargement r P 1..rmax,
entre des mesures de Dirichlet uˆr et de Neumann pf r :
RGr : H
1pΩq Ñ R
v ÞÑ RGrpvq “
ż
BΩ
ppf
r
¨ v ´ uˆr ¨ σpvq ¨ nq dS
(3.1)
On rappelle également la déﬁnition de l'espace harmonique :
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V “ tv P H1pΩq, divpσpvqq “ 0 faiblement dans Ωu (3.2)
Dans le cas où une ﬁssure est présente dans la pièce, l'écart à la réciprocité se réécrit en fonction du saut
de déplacement sur la ﬁssure JurK :
@v P V, RGrpvq “
ż
Σ
σpvq : pnΠ b JurKqdS (3.3)
où Σ est la surface de la ﬁssure. Si cette surface est supposée plane, on peut déﬁnir ω, l'intersection du plan
de ﬁssure Π avec le domaine Ω. À l'aide d'un prolongement par zéro dans ω, on peut remplacer dans la
formule précédente Σ par ω. Dans le repère aligné avec le plan de ﬁssure, en ayant discrétisé JurK comme la
somme des uiϕ˜ipX1, X2q, et en notant ϕjpX1, X2q “ σpφjq ¨ nΠ, on peut projeter la formule comme suit (par
simplicité, l'indice r n'est pas repris) :
@j “ 1..N,
Nÿ
i“1
ui
ż
ω
ϕ˜ipX1, X2qϕjpX1, X2q dS “ RGrpφjq (3.4)
Ce qui donne à résoudre le système suivant :
BNuN “ bN avec
uN : vecteur des puiq, bN : vecteur des pRGrpφjqq
BN : matrice des
ż
ω
ϕ˜ipX1, X2qϕjpX1, X2qdS
1 ď i, j ď N (3.5)
3.1.1 Proposition d'une nouvelle reconstruction polynomiale
On cherche une nouvelle approche pour identiﬁer le saut de déplacement. Supposons que le plan de ﬁssure
ait été complètement déterminé en utilisant l'approche classique exposée dans la partie 1.5.5.3.
Comme cela a été souligné dans la partie 1.5.5.3.3.2, il serait intéressant d'utiliser une nouvelle base
d'approximation qui limiterait l'ampliﬁcation du bruit. Dans cette partie, on propose d'utiliser des polynômes
au lieu des séries de Fourier utilisées pour la détermination du saut de déplacement dans le plan de ﬁssure.
De telles fonctions ont l'avantage d'une part d'être intégrables exactement (avec un nombre de points de
Gauss suﬃsant), et surtout de connaître une croissance plus lente que les fonctions exponentielles lorsqu'on
s'éloigne du plan de ﬁssure.
Comme dans la partie 1.5.5.3, on suppose que la reconstruction de JurK ¨nΠ est suﬃsante pour retrouver Σ
(voir la partie 3.1.1.4). Toutefois, l'étude de la partie tangentielle du saut de déplacement (qui est nécessaire
si la ﬁssure est non-ouvrante) ne devrait pas poser de diﬃcultés supplémentaires avec l'approche polynomiale
que l'on propose (à part le fait que le saut tangentiel a souvent une amplitude bien plus petite que le saut
normal, et que son identiﬁcation est donc plus instable vis-à-vis d'un même niveau de bruit).
Comme précédemment, la première chose à faire est de normaliser les coordonnées dans le plan de ﬁssure :
on construit le parallélépipède circonscrit à Ω, dont les bords sont alignés avec pv1, v2, nΠq. Soient pL1, L2, L3q
les demi-longueurs des bords. On écrit px˜1, x˜2, x˜3q les coordonnées normalisées telles que tout point de Ω
appartienne au cube unité.
On utilise des notations multi-indice pour les polynômes :
α “ pα1, α2, α3q P N3, x˜α “ x˜α11 x˜α22 x˜α33 , |α| “
ÿ
i
αi
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3.1.1.1 Construction de polynômes  harmoniques 
Soit Pn, l'espace des polynômes de degré inférieur ou égal à n à valeurs dans Rd. Le polynôme A P Pn
prend la forme Apx˜q “ řαďn aαx˜α où les aα sont les coeﬃcients qui caractérisent A. Pn est un espace de
dimension d
ˆ
n` d
n
˙
. Dans les expériences numériques qui suivent, n sera typiquement égal à 20, ce qui
conduit à un espace de dimension 5313. Pour manipuler le polynôme, on écrit les coeﬃcients aα sous la forme
d'un vecteur colonne aα.
Pour travailler dans l'espace V X Pn, il faut satisfaire la condition divpσpAqq “ 0 qui conduit à pd ˆ nq
équations linéaires homogènes portant sur les coeﬃcients paαq. On utilise un logiciel de calcul symbolique
pour calculer la matrice ∆n associée à l'opérateur divpσp‚qq dans Pn, les conditions de divergence nulle se
traduisent en une relation matricielle sur les coeﬃcients :
∆naα “ 0 (3.6)
En conséquence, on caractérise les polynômes de V X Pn comme les polynômes dont les coeﬃcients en-
gendrent le noyau de ∆n. Tous ces polynômes peuvent être utilisés comme des fonctions-tests dans l'équation
de l'écart à la réciprocité (3.4). Cependant, on préfère se restreindre aux polynômes qui sont utiles à l'ap-
proximation du saut de déplacement.
Parmi tous les polynômes, on est intéressés par ceux qui sont non-nuls sur Π. Pour toute paire d'entiers
non nuls pα1, α2q avec α1 ` α2 ď n, on propose de construire une fonction pφα1,α2q, telle que :
φ
α1,α2
P V X Pn, σpφα1,α2q “ x˜
α1
1 x˜
α2
2 nΠ b nΠ on Π (3.7)
Soit aα1,α2 le vecteur des coeﬃcients de φα1,α2 , et soit χα1,α2 l'opérateur permettant de calculer les
coeﬃcients associés au monôme x˜α11 x˜
α2
2 de la contrainte σpφα1,α2q dans le plan Π, c'est à dire tel que l'équation
χα1,α2aα1,α2 “ 1 assure le respect de l'équation (3.7). Les coeﬃcients aα1,α2 doivent être solution des équations
suivantes : ˆ
∆n
χα1,α2
˙
aα1,α2 “
ˆ
0
1
˙
(3.8)
Remarquons que ces conditions ne sont pas suﬃsantes pour caractériser complètement φ
α1,α2
puisque
cette fonction est déﬁnie à des polynômes de contrainte nulle sur Π près (dont les coeﬃcients engendrent le
noyau de la matrice de (3.8)) :
N “  ψ P V X Pn, σpψq ¨ nΠ “ 0 on Π( ‰ H (3.9)
Diﬀérentes stratégies peuvent être imaginées pour choisir les composantes dans N , une possibilité, basée
sur la minimisation d'une norme de φ
α1,α2
est présentée dans la sous-partie suivante.
Le saut de déplacement est approximé sous la forme JurK ¨ nΠpx˜1, x˜2q » řuα1,α2 x˜α11 x˜α22 , les puα1,α2q sont
solutions d'un système de la forme (3.5) :
@pβ1, β2q ą 0, pβ1 ` β2q ď n,
ÿ
α1`α2ďn
uα1,α2
ż
ω
x˜α11 x˜
α2
2 x˜
β1
1 x˜
β2
2 dS “ RGrpφβ1,β2q (3.10)
Remarque 43. Dans nos développements, on est partis de la base canonique de Pn (c'est à dire des monômes)
pour construire des polynômes admissibles (dans V). D'autres points de départ pourraient être choisis comme
des polynômes orthogonaux ; cependant, il paraît compliqué de préserver des propriétés sympathiques comme
l'orthogonalité tout en rendant les polynômes admissibles.
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3.1.1.2 Reconstruction simpliﬁée dans le cas 3D
Comme dit précédemment, Pn est un très grand espace. Il se trouve qu'un bon sous-espace peut être
intuité. Au lieu de travailler avec des polynômes généraux dans la base canonique, on propose de partir des
polynômes de la forme :
φ
k,l
“
¨˚
˝
řtpk`1q{2u
i“0
řtl{2u
j“0 a1i,j x˜
k`1´2i
1 x˜
l´2j
2 x˜
2i`2j
3řtk{2u
i“0
řtpl`1q{2u
j“0 a2i,j x˜
k´2i
1 x˜
l`1´2j
2 x˜
2i`2j
3řtk{2u
i“0
řtl{2u
j“0 a3i,j x˜
k´2i
1 x˜
l´2j
2 x˜
2i`2j`1
3
‹˛‚ (3.11)
où t‚u représente la fonction partie entière.
Pour une paire pk, lq donnée, on choisit de ne construire qu'une seule fonction φ
k,l
. Ceci signiﬁe qu'il faut
caractériser les coeﬃcients pami,jq dans (3.11).
Soit ak,l, le vecteur des coeﬃcients pami,jq caractérisant la fonction φk,l, les coeﬃcients doivent satisfaire la
contrainte (3.8), dans une forme adaptée à la base considérée (3.11) :
ˆ
∆k,l
χk,l
˙
ak,l “
ˆ
0
1
˙
(3.12)
Puisque cette contrainte n'est pas suﬃsante pour caractériser totalement φ
k,l
, c'est à dire que le système
(3.12) est sous-déterminé, on ajoute une condition d'optimalité simple :
Minimiser aTk,lMak,l sous la contrainte (3.12) (3.13)
Plusieurs formes ont été essayées pour la matrice M. Finalement, c'est la matrice identité que nous avons
choisie. Ceci revient à dire que les polynômes choisis ont des coeﬃcients d'amplitude similaire. Aucune des
autres matrices que nous avons essayées (pénalisation de l'énergie mécanique du champ, ou des termes d'ordre
les plus élevés en x˜3) n'a donné de meilleurs résultats.
En pratique, puisque la matrice des contraintes n'est pas très grosse, il est apparu être plus stable de
chercher ak,l sous la forme ak,l “ a0k,l `Ck,la˜k,l où a0k,l satisfait la contrainte et Ck,l est une base du noyau
à droite de la matrice de contrainte (3.12) ; a˜k,l est alors obtenu par une minimisation sans contrainte.
Remarquons que Ck,l peut être calculé à un coût faible en recombinant le noyau de ∆n qui, lui, peut être
calculé une fois pour toutes.
Une fois que les fonctions pφ
k,l
q ont été déterminées, un petit système de la même forme que (3.5) peut
être obtenu et résolu.
3.1.1.3 Construction simpliﬁée pour le cas 2D contraintes planes
On propose les champs-tests suivants (x1 est la direction tangente et x3 la normale, pour limiter la
complexité des équations, on se place dans le cas où L1 “ L3) :
φ
k
“
˜řtk`1{2u
i“0 a1i x˜
k`1´2i
1 x˜
2i
3řtk{2u
i“0 a3i x˜
k´2i
1 x˜
2i`1
3
¸
(3.14)
Les conditions que doit satisfaire le polynôme conduisent à :
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‚ σpφ
k
q “ x˜k1x˜l3 en x˜3 “ 0 ñ a10 “ ´ 1´ ν
2
νEpk ` 1q
‚ divpσpφ
k
qq ¨ e1 “ 0 ñ @0 ď i ď
Z
k ´ 1
2
^
,
a1i pk ` 1´ 2iqpk ´ 2iq ` a3i p2i` 1qpk ´ 2iq
1´ ν2 `
a1i`1p2i` 2qp2i` 1q ` a3i pk ´ 2iqp2i` 1q
2p1` νq “ 0
‚ divpσpφ
k
qq ¨ e3 “ 0 ñ @1 ď i ď
Z
k
2
^
,
a3i p2iqpk ` 1´ 2iq ` a1i p2iqpk ´ 2i` 1q
1´ ν2 `
a3i´1pk ´ 2i` 2qpk ´ 2i` 1q ` a1i pk ` 1´ 2iqp2iq
2p1` νq “ 0
(3.15)
Il n'y a qu'une seule équation de moins que d'inconnues. Pour cette raison, et étant donnés les résultats
très satisfaisants obtenus dans la section 3.1.3 pour les cas 2D, il a été simplement décidé d'ajouter une
condition a30 “ 0 pour rendre le système carré.
Une fois que les fonctions pφ
k
q ont été déterminées, un petit système de la même forme que (3.5) peut
être obtenu et résolu.
3.1.1.4 Reconstruction de la forme de la ﬁssure à partir du saut
Le travail présenté dans cette partie consiste avant tout à reconstruire le saut de déplacement dans le plan
de ﬁssure en sachant que son support est la forme de la ﬁssure elle-même. Cependant, en présence de bruit, la
reconstruction que l'on obtient a de fortes chances de ne pas laisser apparaître directement cette forme. Dans
le cas où l'on veut disposer d'une donnée quantitative, la stratégie la plus directe à adopter est de seuiller ce
champ identiﬁé, ce qui fait apparaître une surface que l'on peut considérer comme étant la ﬁssure identiﬁée.
Ceci est proposé notamment dans [10].
Dans le cadre de cette thèse, on se contente de chercher à identiﬁer le saut de la façon la plus ﬁdèle
possible en considérant que celui-ci sert d'indicateur qualitatif de la forme de la ﬁssure.
3.1.2 Stratégies de régularisation pour l'identiﬁcation de la ﬁssure
La partie précédente présente comment construire les sous-espaces polynomiaux de l'espace de recherche
V (en partant soit de la base Pn complète soit de la base d'un sous-espace simpliﬁé). Dans tous les cas, ceci
conduit à résoudre le système linéaire (3.5), qui n'est pas diagonal, au contraire de l'approche classique de
Fourier dont le système linéaire (1.130) est introduit dans le chapitre bibliographique. Même si on s'attend à
ce que le conditionnement augmente avec la dimension de l'espace de recherche, on s'attend également à ce
que la qualité du second-membre soit largement améliorée par l'utilisation de polynômes.
Utilisons à nouveau les notations génériques avec un seul indice. On suppose que l'on a construit N
fonctions en déplacement pφ
j
q de V. On suppose que les fonctions sont triées par degré croissant. Chaque
fonction φ
j
génère un eﬀort purement normal sur ω et d'intensité ϕj . Le saut de déplacement est reconstruit
comme
Nÿ
i“1
uiϕ˜i (ϕ˜i “ ϕi pour la méthode polynomiale et ϕ˜i “ ϕ¯i pour la méthode de Fourier) et les puiq
sont déterminés par l'équation de l'écart à la réciprocité (3.5).
On déﬁnit ensuite le saut de déplacement approché :
δN “
Nÿ
i“1
uiϕ˜i » JurK ¨ nΠ (3.16)
Il apparaît que les termes associés aux degrés les plus élevés sont les plus touchés par le bruit et contiennent
une information de mauvaise qualité. Des méthodes de régularisation doivent donc être mises en ÷uvre, c'est
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pourquoi on détaille diﬀérentes stratégies en ce sens. Remarquons que les stratégies de régularisation que
l'on propose ont pour but d'améliorer l'estimation du saut de déplacement, et en particulier de réduire les
oscillations du champ. Dans le cas où on cherche uniquement la forme de la ﬁssure, obtenue au moyen d'un
seuillage, la pertinence de ces stratégies doit encore être prouvée.
3.1.2.1 Troncature de la base
Une première technique de régularisation consiste à tronquer la base d'approximation pour n'utiliser que
les K premières fonctions pφ
j
q et pϕ˜iq (avec K ă N), ce qui conduit à un système réduit BKuK “ bK (avec
des notations évidentes) et à une autre approximation du saut de déplacement δK “
Kÿ
i“1
uiϕ˜i.
La question du choix de K mérite qu'on s'y attarde. Ce paramètre doit être aussi grand que possible
pour permettre la plus grande précision possible dans la reconstruction du champ, mais il doit aussi être
suﬃsamment petit pour empêcher l'ampliﬁcation dramatique des inévitables bruits de mesure et erreurs
d'arrondi numériques. De nombreuses stratégies sont disponibles pour faire ce choix, et certaines d'entre elles
sont présentées dans la partie 1.3.2.3.
Remarque 44. La détermination des paramètres de régularisation optimaux demande très souvent de lancer
l'algorithme de nombreuses fois. Mais dans la procédure décrite plus haut, la seule étape coûteuse en temps
de calcul est l'évaluation des intégrales de bords impliquées dans l'écart à la réciprocité, et celui-ci peut
être eﬀectué une fois pour toutes avant de choisir les paramètres de régularisation. En conséquence, la seule
opération qui doit être répétée pour chaque valeur de ces paramètres est la résolution du système (3.5), qui
est instantanée puisque BN est une matrice de petite taille.
3.1.2.2 Optimisation a posteriori du gradient
La troncature est nécessaire car les plus hauts termes puiqK`1ďiďN ne peuvent pas être estimés de façon
ﬁable à l'aide de l'équation de l'écart à la réciprocité. Cependant, d'autres critères peuvent être appliqués
pour enrichir l'approximation δK :
δ`K “ δK `
Nÿ
i“K`1
uˆiϕˆi (3.17)
où les fonctions pϕˆiqK`1ďiďN sont des versions modiﬁées de pϕ˜iqK`1ďiďN qui ont été rendues orthogonales
aux pϕiq1ďiďK :
@k “ K ` 1..N,
ˇˇˇˇ
ˇˇˇˇ
ˇˇˇ
ϕˆk “ ϕ˜k ´
Kÿ
i“1
dk,iϕ˜i
avec @j “ 1..K,
ż
ω
ϕjϕ˜k dS “
Kÿ
i“1
dk,i
ż
ω
ϕjϕ˜i dS
(3.18)
de sorte à ce que l'écart à la réciprocité ne puisse pas être perturbé par l'enrichissement de l'approximation.
Les coeﬃcients d'enrichissement puˆiqK`1ďiďN peuvent alors être librement choisis pour optimiser la so-
lution. Le saut de déplacement est censé être nul en dehors de Σ, mais la procédure d'identiﬁcation est
susceptible de conduire à des oscillations dans ωzΣ. En conséquence, il est pertinent d'ajouter un critère
visant à limiter ces oscillations, qui peuvent être mesurées par le gradient du saut. Les mesures L2 et L1 de
ce gradient ont été utilisées :
puˆiqK`1ďiďN “ arg min
pvˆiq
›››››∇δK ` Nÿ
i“K`1
vˆi∇ϕˆi
›››››
L2pωq
(3.19)
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puˆiqK`1ďiďN “ arg min
pvˆiq
›››››∇δK ` Nÿ
i“K`1
vˆi∇ϕˆi
›››››
L1pωq
(3.20)
La norme L2 présente l'avantage de conduire à la résolution d'un système linéaire classique. Le critère en
norme L1 peut être traité à l'aide d'une méthode standard de programmation linéaire disponible dans des
bibliothèques logicielles. Davantage de détails sur l'implémentation de cette minimisation sont disponibles
dans l'annexe C.
3.1.2.3 Régularisation de Tikhonov
Cette méthode ne repose pas sur une troncature a priori. Elle consiste à réécrire le problème (3.5) comme
un problème de minimisation sur lequel un terme de régularisation visant à limiter les oscillations est ajouté.
À nouveau, les mesures L2 et L1 sont considérées :
uN,2 “ arg min
v
1
2
vTBNv ´ vTbN ` µ}DNv}2L2pωq (3.21)
uN,1 “ arg min
v
1
2
vTBNv ´ vTbN ` µ}DNv}L1pωq (3.22)
où DN est l'opérateur gradient : DNuN “
Nÿ
i“1
ui∇ϕ˜i et µ est le paramètre de régularisation pondérant la
satisfaction de la nullité de l'écart à la réciprocité et du gradient.
À nouveau, le cas quadratique conduit à un simple système linéaire permettant de calculer uN,2. La norme
L1 est plus compliquée à traiter, et ce en particulier car elle n'est pas diﬀérentiable. Une première possibilité,
décrite dans [56] dans le contexte de la restauration d'images, est d'utiliser la norme régularisée L1, que l'on
décrit ci-dessous pour une fonction scalaire f :
}f}L1,pωq “
ż
ω
a
f2 ` dS (3.23)
où  ą 0 doit rester suﬃsamment petit. En utilisant cette norme modiﬁée, un algorithme de Newton-Raphson
peut être appliqué pour approximer le minimum, si nécessaire en s'aidant d'une recherche linéaire (line search).
Une deuxième méthode de minimisation pour le cas L1, issue elle aussi de la communauté du traitement
d'image, est basée sur la dualisation du problème et est présentée dans l'annexe D. Remarquons que la
convergence n'est assurée pour aucun des deux algorithmes proposés. Un critère, qui a fait ses preuves
numériquement, consiste à utiliser la distance entre les solutions données par ces deux algorithmes.
3.1.3 Expériences numériques
L'objectif de cette section est d'évaluer numériquement la méthode de l'écart à la réciprocité pour l'identi-
ﬁcaion de ﬁssures non débouchantes sur des géométries 2D et 3D. En particulier, la nouvelle base polynomiale
est comparée à la reconstruction classique de Fourier, et les diﬀérentes méthodes de régularisation sont testées.
Dans les expériences numériques qui suivent, les données sont obtenues à partir d'un calcul par éléments
ﬁnis direct avec des conditions de Neumann imposées, et en utilisant des éléments triangulaires ou tétraédraux
de Lagrange d'ordre 2. Le champ de déplacement sur le bord est ensuite extrait et si mentionné un bruit
Gaussien est ajouté pour simuler le processus de mesure. Dans tout ce chapitre, et contrairement au chapitre
précédent, la forme du bruit est la suivante : uˆnr “ uˆr ` Nl ¨ uRMS ¨ g, où Nl est le niveau de bruit, tout
comme dans la partie 2.3.1.2. uRMS , quant à lui, est la racine de la moyenne des écarts quadratiques à zéro
de uˆr, et g un vecteur de variables aléatoires Gaussiennes de moyenne 0 et de covariance 1.
Aﬁn d'évaluer correctement la fonctionnelle d'écart à la réciprocité, une grande précision est nécessaire
pour le calcul des intégrales de bord impliquant des polynômes de degré élevé. On utilise un maillage raﬃné
110 CHAPITRE 3. IDENTIFICATION DE FISSURES
sur le bord (voir Figure 3.7) et une méthode d'intégration de Gauss d'ordre élevée pour que tous les polynômes
jusqu'au degré 20 soient intégrés de façon exacte.
Remarquons que pour des raisons de simplicité, le même maillage a été utilisé pour le calcul par éléments
ﬁnis direct et pour le calcul des intégrales de bord. Si des maillages diﬀérents avaient été utilisés, la seule
source d'erreur supplémentaire aurait été l'interpolation du champ de déplacement entre le maillage éléments
ﬁnis (direct) et le maillage de bord utilisé pour l'intégration, qui peut être considérée comme négligeable en
raison de la ﬁnesse du maillage.
La résolution implique plusieurs paramètres selon le type de régularisation (degré maximal des polynômes,
niveau de troncature, paramètre de régularisation). Dans cette étude, ces paramètres sont réglés pour maxi-
miser le rapport entre le maximum absolu du saut de déplacement reconstruit et les maxima locaux qui en
sont proches. Par ce moyen, le saut de déplacement fait apparaître un pic clair qui devrait correspondre à la
plus grande ﬁssure connexe.
3.1.3.1 Identiﬁcation d'une ﬁssure linéaire dans un domaine 2D rectangulaire
Dans cette partie, la méthode est testée numériquement pour un problème d'identiﬁcation de ﬁssures
sur une géométrie 2D en contraintes planes. Soit un domaine rectangulaire de dimensions 10 mm ˆh avec
h P r1; 15s mm. Deux cas de chargement sont appliqués : ils consistent en des tractions pures pf
r
q (de
Neumann) alignées avec les axes. La normale à la ﬁssure étant assez proche de ey (voir par ex. la ﬁgure 3.1),
le deuxième chargement est plus ouvrant. Les valeurs de Dirichlet purq sont ensuite extraites sur BΩ. Le
matériau isotrope a les propriétés suivantes : le module d'Young E “ 210000 MPa et le coeﬃcient de Poisson
ν “ 0,3. Le maillage éléments ﬁnis est raﬃné sur les bords dans le but d'avoir une interpolation plus précise
de ur. Alors que la taille d'un élément au centre est de l'ordre de 0,5 mm, celle-ci vaut 0,1 mm sur le bord.
Ceci conduit à avoir 500 éléments sur de bord et 10537 n÷uds en tout pour le problème direct. Le même
maillage de bord est utilisé pour calculer les intégrales, et pour compenser, certains cas ont été étudiés avec
l'addition d'un bruit synthétique sur les mesures de bord.
Comme on va le montrer, la procédure d'identiﬁcation brute dans le domaine 2D donne des résultats
plutôt satisfaisants. C'est pourquoi le bénéﬁce des stratégies de régularisation est discuté dans le cas 3D
uniquement.
3.1.3.1.1 Identiﬁcation de la normale et de la ligne Les ﬁgures 3.1 et 3.2 présentent l'identiﬁcation
du vecteur normal nΠ et de la ligne Π dans le cas sans bruit pour un domaine ﬁn et un domaine épais. Pour
l'identiﬁcation de la ligne, les résultats obtenus avec les deux cas de chargement sont aﬃchés tous les deux.
On constate que celle-ci donne des résultats de bonne qualité.
(a) Rose : ﬁssure (inconnue), bleu : vraie normale,
rouge : normale identiﬁée
(b) Rose : ﬁssure (inconnue), rouge : ligne identi-
ﬁée avec le chargement vertical, vert : ligne identiﬁée
avec le chargement horizontal
Figure 3.1  Domaine 2D ﬁn (h “ 2 mm) en absence de bruit, identiﬁcation de la ligne
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(a) Rose : ﬁssure (inconnue), bleu : vraie normale,
rouge : normale identiﬁée
(b) Rose : ﬁssure (inconnue), rouge : ligne identi-
ﬁée avec le chargement vertical, vert : ligne identiﬁée
avec le chargement horizontal
Figure 3.2  Domaine 2D épais (h “ 10 mm) en absence de bruit, identiﬁcation de la ligne
Les ﬁgures 3.3 et 3.4 présentent les mêmes expériences en présence de 1% de bruit. Dans ces cas, la
normale est toujours bien identiﬁée tandis que la détermination de la ligne est légèrement plus sensible, en
particulier pour le cas ﬁn avec un chargement vertical. Ceci peut être expliqué à l'aide de la formule (1.126),
puisque dans ce cas, le dénominateur devient petit et ampliﬁe les erreurs.
(a) Rose : ﬁssure (inconnue), bleu : vraie normale,
rouge : normale identiﬁée
(b) Rose : ﬁssure (inconnue), rouge : ligne identi-
ﬁée avec le chargement vertical, vert : ligne identiﬁée
avec le chargement horizontal
Figure 3.3  Domaine 2D ﬁn (h “ 2 mm) avec 1% de bruit, identiﬁcation de la ligne
3.1.3.1.2 Identiﬁcation de la ﬁssure La ﬁgure 3.5 montre le saut de déplacement normal JurK ¨ nΠ
sur la ligne de ﬁssure (ω “ Π X Ω) en utilisant respectivement la reconstruction de Fourier et polynomiale.
Comme attendu, pour des données sans bruit, la reconstruction utilisant des fonctions polynomiales est plus
précise que le reconstruction de Fourier. Seule la méthode polynomiale est capable de donner des résultats
pour des domaines très épais (h ě 10 mm).
Sur la ﬁgure 3.6, on remarque cependant que les solutions obtenues en utilisant des fonctions polynomiales
sont moins stables vis à vis de la quantité de bruit injectée dans la donnée ur mais cet avantage des fonctions
de Fourier disparaît quand l'épaisseur du domaine augmente.
Un résumé présentant le degré optimal des polynômes ou de l'ordre de Fourier et de l'erreur L2 obtenue
pour diﬀérentes épaisseurs et niveaux de bruit est proposé dans le tableau 3.1. L'erreur utilisée est l'erreur
relative sur le saut de déplacement normal mesuré avec la norme L2pωq et écrite e2puq.
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(a) Rose : ﬁssure (inconnue), bleu : vraie normale,
rouge : normale identiﬁée
(b) Rose : ﬁssure (inconnue), rouge : ligne identi-
ﬁée avec le chargement vertical, vert : ligne identiﬁée
avec le chargement horizontal
Figure 3.4  Domaine 2D ﬁn (h “ 10 mm) avec 1% de bruit, identiﬁcation de la ligne
épaisseur niveau de bruit degré optimal erreur L2 ordre optimal erreur L2
(mm) (polynomial) e2puq (Fourier) e2puq
2 0 15 0.0072429 4 0.022424
2 0.01 10 0.023584 4 0.014851
2 0.1 3 0.60718 2 0.3828
3 0 14 0.016906 2 0.13844
4 0 10 0.017701 1 0.36841
5 0 10 0.026753 1 0.78623
10 0 8 0.049781 - -
10 0.01 5 0.19486 - -
15 0 5 0.15391 - -
Table 3.1  Erreurs et degrés optimaux des polynômes ou ordre de Fourier pour diﬀérents cas-tests
Remarque 45 (Évaluation de l'erreur). Comme on le voit en comparant les résultats du tableau 3.1 avec les
ﬁgures de cette partie, l'erreur L2 n'est pas nécessairement l'indicateur le plus pertinent de la qualité de la
reconstruction. En eﬀet, cette erreur a tendance à être souvent très grande, même pour des cas dans lesquels
le champ reconstruit est visuellement cohérent avec la référence.
Par la suite, on évalue l'eﬀet de la richesse de l'information à disposition sur la qualité de la reconstruction.
Dans nos expériences synthétiques, l'information disponible est une fonction de la densité du maillage utilisé
sur le bord pour générer la solution directe. La procédure d'identiﬁcation est donc mise en ÷uvre sur diﬀérents
maillages, présentés sur la ﬁgure 3.7. Puisque le maillage contrôle aussi la précision de l'intégration, chaque
taille de maille conduit à l'utilisation d'un degré de polynôme optimal diﬀérent. Ces informations peuvent
être trouvées dans le tableau 3.2.
La conclusion principale à laquelle on aboutit est que quand davantage d'information est disponible, le
degré des polynômes de reconstruction peut être augmenté et la précision de l'identiﬁcation s'améliore.
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Figure 3.5  JurK ¨ nΠ sur la ligne Π pour diﬀérentes épaisseurs en l'absence de bruit
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Figure 3.6  JurK ¨ nΠ sur la ligne Π pour le domaine ﬁn (h “ 2) avec du bruit
(a) lb “ 0.5 mm (b) lb “ 0.4 mm
(c) lb “ 0.2 mm (d) lb “ 0.1 mm
Figure 3.7  Diﬀérents maillages utilisés pour l'étude de raﬃnement
longueur des éléments de bord degré polynomial optimal erreur L2
lb(mm) e2puq
0.5 10 0.020010
0.4 10 0.016615
0.3 10 0.014982
0.2 15 0.011293
0.1 15 0.0072429
Table 3.2  Eﬀet de la taille caractéristique du maillage de bord pour un domaine mince (h “ 2)
3.1.3.2 Fissures 3D
Cette expérience numérique concerne la détection de ﬁssures contenues dans une surface inconnue à
l'intérieur d'une pièce tridimensionnelle élastique.
La géométrie de la pièce ﬁssurée est donnée sur la ﬁgure 3.8. Elle consiste en un parallélépipède de
dimensions 7ˆ 10ˆ h, constitué d'un matériau homogène isotrope et élastique pE “ 210, 000 MPa, ν “ .3q.
Ce domaine contient deux ﬁssures elliptiques coplanaires : S1 de semi-axes a1 “ 2 et b1 “ 1 et S2 de semi-axes
a2 “ 1.5 et b2 “ 2.5. Le plan de ﬁssure, dessiné en rouge sur la ﬁgure, est normal au plan d'abscisse y “ 0,
et fait un angle de pi15 avec l'axe y. La ﬁssure S1 a son centre en p4, 2, h2 q et S2 est centrée en p4, 7, h2 q.
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Chacun des deux essais consiste en une mise en traction uniforme, parallèle à un axe et appliquée sur
deux faces. Le premier est une traction selon ez et le second est une traction selon ex.
X Y
Z
Figure 3.8  Géométrie du domaine ﬁssuré étudié
3.1.3.2.1 Comparaison entre reconstruction polynomiale et de Fourier Considérons d'abord
l'identiﬁcation des paramètres du plan de ﬁssure pour des données non bruitées. Le premier critère per-
mettant d'évaluer la qualité de cette identiﬁcation est le produit scalaire pn entre la vraie normale au plan
de ﬁssure et celle qui a été identiﬁée. Ce produit scalaire doit être proche de 1. Le deuxième critère est la
distance dpi entre le plan identiﬁé et le centre de la plus grande ellipse
`
en
`
4, 7, h2
˘˘
, qui doit être aussi petit
que possible. Les résultats sont donnés dans le tableau 3.3. Ils montrent qu'en l'absence de bruit, l'estimation
du plan de ﬁssure est très précise : la normale est reconstruite exactement et l'erreur de positionnement du
plan normalisée par l'épaisseur est proche de 10´6.
Épaisseur (mm) h “ 2 h “ 4 h “ 6 h “ 10
pn 1.0000 1.0000 1.0000 1.0000
dpi (mm) 8.1556 ¨ 10´6 1.0724 ¨ 10´5 4.8479 ¨ 10´6 3.6787 ¨ 10´6
dpi{h 4.0778 ¨ 10´6 2.681 ¨ 10´6 8.079 ¨ 10´7 3.6787 ¨ 10´7
Table 3.3  Identiﬁcation des paramètres du plan de ﬁssure en absence de bruit
On considère alors la reconstruction du saut de déplacement pour les méthodes de Fourier et polynomiale
(voir les ﬁgures 3.9, 3.10, 3.11, 3.12 et le tableau 3.4). L'erreur étudiée est déﬁnie comme la norme L2 sur ω
de la diﬀérence entre le saut reconstruit et le saut de référence extrait du calcul direct par éléments ﬁnis. On
remarque que l'erreur donnée par la méthode polynomiale est bien inférieure à l'erreur donnée par l'approche
de Fourier, et l'écart augmente avec l'épaisseur du domaine.
Hauteur du domaine (mm) h “ 2 h “ 4 h “ 6 h “ 10
Ordre des fonctions-tests de Fourier 3 1 1 -
Erreur L2 pour l'approche de Fourier 0.37 1.6 5.5 -
Ordre des fonctions-tests polynomiales 15 15 11 10
Erreur L2 pour l'approche polynomiale 0.085 0.12 0.13 0.19
Table 3.4  Erreurs et nombres de modes pour le cas sans bruit
3.1.3.2.2 Étude de diﬀérentes géométries de ﬁssure Quelques géométries diﬀérentes ont été iden-
tiﬁées sur un domaine de 2 mm d'épaisseur sans bruit. Les résultats, qui sont présentés sur les ﬁgures 3.13
et 3.14, montrent que tandis que la position et la taille de la ﬁssure sont toujours à peu près identiﬁables, sa
forme exacte peut être plus compliquée à retrouver.
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(a) Référence (b) Méthode de Fourier (c) Méthode Polynomiale
Figure 3.9  Référence et reconstruction du saut pour h “ 2 mm
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Figure 3.10  Référence et reconstruction du saut sur la ligne x “ 4mm pour h “ 2 mm
(a) h “ 4 mm (b) h “ 6 mm
Figure 3.11  Référence comparée à l'identiﬁcation polynomiale pour deux épaisseurs
La diﬀérence entre une ﬁssure rectangulaire, elliptique ou losange est diﬃcile à établir à partir du saut de
déplacement reconstruit dans le plan. De plus, la ﬁgure 3.14 montre que pour une forme non convexe, seule
une partie de la ﬁssure est reconstruite (il s'agit de la zone où les sauts sont les plus grands).
3.1.3.2.3 Robustesse en présence de bruit et comparaison entre les méthodes de régularisation
Dans cette partie, un bruit gaussien est ajouté aux mesures. Le niveau de bruit est noté NB. Le but est de
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Figure 3.12  Référence (gauche) comparée à l'identiﬁcation polynomiale (droite) pour h “ 10 mm
(a) ﬁssure elliptique (b) ﬁssure rectangulaire
Figure 3.13  Identiﬁcation de diﬀérentes formes, comparée à la référence, h “ 2 mm
(a) ﬁssure losange (b) ﬁssure en sourire
Figure 3.14  Identiﬁcation de diﬀérentes formes, comparée à la référence, h “ 2 mm
comparer les résultats donnés par les diﬀérents schémas de régularisation présentés dans la partie 3.1.2. Le
tableau 3.5 contient les résultats quantitatifs pour l'identiﬁcation du plan de ﬁssure (produit scalaire pn entre
la normale de référence et identiﬁée et distance dpi entre le centre de la ﬁssure et le plan identiﬁé).
NB “ 0 % NB “ 2 % NB “ 10 %
pn 1, 0000 0, 9997 0, 9998
dpi (mm) 8, 1556 ¨ 10´6 0, 1701 0, 3836
Table 3.5  Identiﬁcation du plan de ﬁssure en présence de bruit
Sur la ﬁgure 3.15, sont donnés les cartographies du champ de déplacement, les erreurs L2 et les para-
mètres de régularisation optimaux pour diﬀérents niveaux de bruit et diﬀérents schémas de régularisation.
Les paramètres sont l'ordre maximal des polynômes pour la troncature K, le nombre total de polynômes N
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et le paramètre de régularisation de Tikhonov µ. La ﬁgure 3.16 compare les solutions sur la ligne passant par
les centres des ellipses.
On observe que la méthode de régularisation pénalisant les gradients donne de meilleurs résultats d'iden-
tiﬁcation. La méthode de Tikhonov est supérieure à la méthode a posteriori puisqu'elle permet d'avoir moins
d'oscillations dans les cartographies et des erreurs plus faibles. Enﬁn, les méthodes basées sur la variation
totale ne semblent pas conduire à une amélioration signiﬁcative de la reconstruction par rapport à la ré-
gularisation quadratique, alors qu'elles sont bien plus coûteuses en terme de temps de calcul et d'eﬀort
d'implémentation.
Référence
Niveau de
bruit
NB “ 2 % NB “ 10 %
Saut de
déplacement
Erreur L2
Paramètres
de régulari-
sation
Saut de
déplacement
Erreur L2
Paramètres
de régulari-
sation
Troncature 0.303 K “ 9 0.612 K “ 5
a posteriori
quadratique
0.300
K “ 9
N “ 12 0.563
K “ 5
N “ 10
a posteriori
TV
0.301
K “ 9
N “ 12 0.559
K “ 5
N “ 10
Tikhonov
quadratique
0.254
N “ 12
µ “ .1 0.471
N “ 7
µ “ .1
Tikhonov
TV
0.249
N “ 12
µ “ .001 0.479
N “ 7
µ “ .001
Figure 3.15  Identiﬁcation du saut de déplacement pour des données bruitées avec régularisation, h “ 2
mm
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Figure 3.16  Référence et solution avec diﬀérentes techniques de régularisation (h “ 2 mm) sur la ligne
passant par les centres des deux ellipses (NB “ 2%)
3.1.3.2.4 Expérience dans le cas d'une ﬁssure non plane Toutes les méthodes présentées plus haut
reposent sur l'hypothèse que la ﬁssure est plane. Dans cette partie, on évalue numériquement le comportement
de la méthode dans le cas où elle est légèrement non plane. La ﬁssure est constituée de deux demi-ellipses
d'axes a “ 2, 5 et b “ 1, 5 mm, qui ne sont pas parfaitement coplanaires. L'angle entre les semi-ellipses est pi10 .
La procédure d'identiﬁcation aboutit à une ﬁssure plane dont la normale n'est pas très éloignée de la
bissectrice entre les vecteurs normaux aux deux semi-ellipses (pn “ 0,9869), et qui n'est distant que de
0,1885 mm du centre du segment commun aux semi-ellipses. Cette distance est plutôt petite une fois ramenée
à la taille des ellipses.
Le résultat de la reconstruction du saut de déplacement, présenté sur la ﬁgure 3.17, montre que tandis
que le non respect de l'hypothèse de planéité introduit une perturbation dans l'identiﬁcation, la forme et la
localisation de la ﬁssure sont toujours plutôt bien reconstruites. Un résultat similaire a été obtenu dans [31]
pour l'équation de Helmholtz avec l'approximation de Fourier.
3.1.3.2.5 Bilan sur les essais numériques
‚ La méthode de Fourier donne des solutions plutôt stables pour les domaines ﬁns, mais n'est pas adaptée
à des domaines plus épais.
‚ La méthode polynomiale donne des résultats d'identiﬁcation précis pour de faibles niveaux de bruit et
des domaines relativement épais, cependant, pour des niveaux de bruit de l'ordre de 10%, ou dans le
cas de domaines très épais, la qualité de l'identiﬁcation se détériore (voir les ﬁgures 3.12 et 3.15).
‚ L'utilisation d'une stratégie de régularisation qui pénalise le gradient donne des résultats légèrement
meilleurs que la troncature de la base d'approximation.
‚ La régularisation par variation totale et la régularisation quadratique donnent des résultats de qualité
similaire. Comme cette dernière est bien plus simple à implémenter et moins chère en terme de CPU,
elle devrait probablement être préférée.
120 CHAPITRE 3. IDENTIFICATION DE FISSURES
X Y
Z
(a) Domaine ﬁssuré avec le
plan identiﬁé en rouge
X
Y
Z
(b) Projection de la ﬁs-
sure dans le plan iden-
tiﬁé
(c) Reconstruction du saut de
déplacement par la méthode po-
lynomiale tronquée
(d) Saut de déplacement recons-
truit par la méthode polyno-
miale avec une régularisation de
Tikhonov quadratique
Figure 3.17  Identiﬁcation d'une ﬁssure non plane dans un domaine d'épaisseur 6 mm
Conclusion
Dans cette première partie, on a étudié numériquement la méthode de l'écart à la réciprocité telle que
proposée dans [15], dont on a proposé une variante qui s'est avérée être plus favorable à la reconstruction
de ﬁssures dans les domaines épais. Cette méthode a été accompagnée de procédure de régularisation qui
permettent d'apporter davantage de stabilité à la reconstruction.
3.2 Méthode de Galerkine pour des données partielles
Comme on l'a vu, la méthode de l'écart à la réciprocité telle que développée dans la partie précédente
demande que l'on ait accès à des mesures de Dirichlet et de Neumann sur l'ensemble du bord du domaine
étudié. Une telle exigence n'est en fait pas compatible avec la plupart des cas d'application imaginables
d'identiﬁcation de ﬁssure. On a vu dans la partie 1.5.5.3 que deux pistes ont été étudiées dans la littérature
pour utiliser l'écart à la réciprocité à partir de données incomplètes. Le principe pour toutes les deux est de
commencer par compléter ces données, en résolvant un problème extrémal borné (voir partie 1.4.4) dans le
cas de [32] ou en résolvant un problème de Cauchy sur un sous-domaine pour [59] et [10]. Dans cette partie,
on va tenter d'appliquer la deuxième stratégie en utilisant l'algorithme de Steklov-Poincaré présenté dans le
chapitre 2, et sur un cas-test pour lequel le plan de ﬁssure n'est pas connu à priori.
3.2.1 Présentation des notations et du nouveau cas-test
Séparons le bord BΩ en deux : Γn est la partie sur laquelle la donnée de Neumann pf r est disponible et Γd
est le bord sur lequel la donnée de Dirichlet uˆr est mesurée. On introduit aussi Γn¯ “ BΩzΓn et Γd¯ “ BΩzΓd.
3.2. MÉTHODE DE GALERKINE POUR DES DONNÉES PARTIELLES 121
Ce partitionnement des bords est présenté sur la ﬁgure 3.18.
Γd X Γn
Γd X Γn
Γd X Γn
Γd X Γn
Ω
Figure 3.18  Partition des bords du domaine
On va s'intéresser au cas du carré unité ﬁssuré encastré sur son côté supérieur. Diﬀérents chargements de
Neumann sont appliqués sur les autres bords et le déplacement qui en résulte est mesuré. Dans ce cas-test,
la donnée de Dirichlet est disponible sur tout le bord du domaine tandis que les forces de réactions sont
inconnues sur le bord supérieur à cause de la condition de Dirichlet. Les cas de chargement sont présentés
sur la ﬁgure 3.19.
1 2 3 4
Figure 3.19  Domaine étudié et chargements appliqués
3.2.2 Présentation de la méthode
On commence par résoudre un problème de Cauchy sur un sous-domaine de Ω, noté Ω1 (voir la ﬁgure
3.20) pour lequel il est nécessaire de faire l'hypothèse que la ﬁssure n'est pas contenue dans Ω1. Les équations
correspondant au problème de Cauchy sont présentées en (3.24). Pour les résoudre, on utilise l'algorithme de
Steklov-Poincaré, et plus précisément, conformément à ce qui a été développé dans la partie 2.3, la méthode
duale avec un gradient conjugué par bloc et un ﬁltrage de Ritz de la solution. Dans ce contexte, puisqu'on
doit eﬀectivement résoudre plusieurs problèmes de Cauchy (un pour chaque cas de chargement), les diﬀérents
second-membres sont donnés par les diﬀérents cas-tests, et non-plus par le problème de Neumann et le
problème de Dirichlet, comme cela était le cas dans le chapitre 2. Remarquons que grâce au solveur par
bloc, les problèmes de Cauchy correspondant à tous les cas-tests sont résolus simultanément, et plus il y a
de cas-tests plus de vecteurs de Ritz sont calculés à chaque itération, ce qui fait que moins d'itérations sont
nécessaires pour traiter les données. Cette méthode est donc très avantageuse pour résoudre des problèmes
de Cauchy à second membre multiple à condition que le ﬁltrage de Ritz soit utilisé pour donner à chaque
second-membre le niveau de régularisation dont il a besoin.
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divpσ
r
q “ 0 dans Ω1
σ
r
“ H : εpurq
σ
r
¨ n “ pf
r
sur BΩ1 X Γn
ur “ uˆr sur BΩ1 X Γd
(3.24)
Ω
Σ
Γ
Γd Y Γn
Problème de départ
Ω1
Γ
Γd Y Γn
Problème de Cauchy
Ω
Σ
Γd Y Γn
Problème d'identiﬁcation de ﬁssure
(a) Choix 1
Ω
Σ
Γ
Γd Y Γn
Problème de départ
Ω1
Γ
Γd Y Γn
Problème de Cauchy
Ω2Σ
Γ
Problème d'identiﬁcation de ﬁssure
(b) Choice 2
Figure 3.20  Résolution du problème d'identiﬁcation de ﬁssure
Pour appliquer la méthode de l'Écart à la Réciprocité, il y a deux possibilités, comme illustré sur la ﬁgure
3.20. La première consiste à appliquer la méthode sur Ω2 “ ΩzΩ1, en utilisant les fn et un calculés sur Γ.
L'autre possibilité est d'appliquer la méthode de l'Écart à la Réciprocité sur Ω en utilisant les champs calculés
sur Γd Y Γn.
Dans le cas où Γn Y Γd “ BΩ, ce qui signiﬁe qu'il y a toujours au moins une donnée de Dirichlet ou de
Neumann en chaque point de BΩ, on peut intuiter que la solution du problème de Cauchy sur Γd Y Γn, qui
est la partie de BΩ où la donnée de Dirichlet ou de Neumann est manquante, est plus précise que la solution
sur Γ. Pour cette raison, la deuxième variante de la méthode, malgré le fait qu'elle demande de résoudre le
problème d'identiﬁcation de ﬁssures pour un domaine plus épais, est susceptible de donner des résultats de
meilleure qualité que la première variante.
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3.2.3 Étude numérique
Pour pouvoir appliquer la méthode proposée, on suppose que la ﬁssure Σ est contenue dans la moitié
inférieure du carré unité. La première étape consiste à résoudre deux problèmes de Cauchy, qui correspondent
à deux des quatre cas de chargement disponibles, sur la moitié supérieure du carré, Ω1. Les cas de chargement
choisis sont ceux portant les numéros 1 et 3. Dans cette étude numérique, le maillage utilisé pour le calcul
direct est ré-utilisé pour résoudre le problème de Cauchy, et ses éléments de bord sont aussi utilisés pour le
calcul des intégrales utilisées dans l'Écart à la Réciprocité.
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0
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ur
(a) Erreur sur fy sur la ligne Γ
0 0.2 0.4 0.6 0.8 1
0
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Erreur sur x
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(b) Erreur en eﬀort sur la ligne Γd Y Γn pour le cas-test 1
Figure 3.21  Erreurs relatives comparées sur les eﬀorts de réaction pour le cas de chargement 1
La ﬁgure 3.21 compare les erreurs relatives en terme d'eﬀorts identiﬁés sur le bord ajouté Γ, et sur le bord
aux données incomplètes Γd Y Γn. L'erreur sur Γ augmente de façon spectaculaire quand on se rapproche
du coin. C'est pour cette raison que l'on pourrait proposer d'ajouter une étape supplémentaire au cours de
laquelle le champ de forces de réaction serait lissé, ce qui permettrait probablement d'améliorer la qualité de
l'identiﬁcation de la ﬁssure par la suite. Cette piste ne sera pas explorée ici. On constate que, comme attendu,
la précision de l'identiﬁcation est bien meilleure sur le bord Γd Y Γn que sur le bord Γ.
En ce qui concerne le déplacement identiﬁé sur Γ, comme souvent pour le problème de Cauchy, son erreur
est plus faible que celle sur les eﬀorts. Ici, elle n'est pas aﬃchée, mais est inférieure à 2 % en tout point de la
ligne.
La procédure d'identiﬁcation de ﬁssure avec reconstruction polynomiale est ensuite appliquée sur le do-
maine du bas Ω2. Cette procédure permet d'identiﬁer la ligne de ﬁssure ainsi que le saut de déplacement sur
cette ligne. Les deux cas-tests sont nécessaires pour identiﬁer la normale. La position de la ligne sur cette
normale peut être calculée à partir du cas de chargement 1 (vert) ou 3 (rouge) et le saut reconstruit est celui
du cas de chargement 1. Cette ligne est aﬃchée sur la ﬁgure 3.22. L'identiﬁcation de la ligne de ﬁssure est très
satisfaisante tandis que le saut de déplacement souﬀre du mauvais conditionnement et sa reconstruction doit
être fortement régularisée, ce qui le rend très lisse. Quoi qu'il en soit, cette identiﬁcation donne une bonne
idée de la position de la ﬁssure, mais sa longueur n'est pas évidente à déduire du résultat.
La deuxième variante consiste à résoudre le problème d'identiﬁcation de ﬁssure sur le domaine Ω complet.
Les lignes et le saut identiﬁés sont présentés sur la ﬁgure 3.23. On remarque à nouveau que le saut identiﬁé
donne une idée plutôt juste de la position de la ﬁssure, mais sa longueur ne peut toujours pas être identiﬁée
précisément.
Dans cette expérience numérique, les deux variantes de la méthode s'avèrent donner des résultats de qualité
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(a) Identiﬁcation de la ligne de ﬁssure
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(b) Identiﬁcation du saut de déplacement normal
Figure 3.22  Identiﬁcation de la ﬁssure, reconstruction sur Ω2 pour le cas-test 1
comparable. Cependant, malgré le fait que les coordonnées de la ligne de ﬁssure sont identiﬁées correctement,
la forme exacte de la ﬁssure, déduite par le saut de déplacement sur la ligne, n'est pas très bien reconstruite.
Bilan sur l'identiﬁcation par données incomplètes
Cette méthode demande de savoir a priori que la ﬁssure n'est pas située dans une certaine partie du
domaine, qui est suﬃsamment grande pour résoudre de façon eﬃcace le problème de Cauchy. De plus, dans
cette méthode, la résolution du problème de Cauchy doit être particulièrement précise aﬁn de fournir à
l'algorithme d'écart à la réciprocité des données de qualité suﬃsante. Par ailleurs, on sait que la stabilité du
problème d'identiﬁcation de ﬁssure est de Lipschitz locale (voir la partie 1.2.2.3), alors que le problème de
Cauchy, utilisé comme étape intermédiaire, est plus mal posé, avec une stabilité logarithmique et des valeurs
propres de l'opérateur de Cauchy tendant vers zéro de façon exponentielle (voir la partie 1.2.1.2.2). En
conséquence, cette méthode n'est pas optimale en terme de stabilité. Une autre limitation est qu'étant donné
la variante de la méthode de l'écart à la réciprocité que l'on utilise, seuls 2 cas de chargement peuvent être
exploités. La dernière limitation de cette approche est qu'elle demande de résoudre de nombreux problèmes
directs durant la résolution du problème de Cauchy, ce qui réduit le bénéﬁce de la méthode de l'écart à la
réciprocité.
D'un autre côté, il faut souligner que cette méthode peut être appliquée de façon simple à n'importe quelle
géométrie du bord et à toutes sortes de donnée manquante (Dirichlet, Neumann ou les deux).
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(a) Identiﬁcation de la ligne de ﬁssure
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(b) Identiﬁcation du saut de déplacement normal
Figure 3.23  Identiﬁcation de la ﬁssure, reconstruction sur Ω
3.3 Lien entre l'écart à la réciprocité et l'erreur en relation de comporte-
ment
L'objet de cette toute petite partie est de démontrer qu'un lien très fort existe entre les deux fonctionnelles
énergétiques que sont l'écart à la réciprocité et l'erreur en relation de comportement présentée dans la partie
1.4.5.
Plaçons-nous dans le cas où des données de Dirichlet et de Neumann sont disponibles sur tout le bord
du domaine. Dans ces circonstances, pour une forme de ﬁssure donnée, paramétrée par θ, les champs u1 et
u2 appartenant respectivement aux espaces Mesure Admissible et Équilibre Admissible déﬁnis dans la partie
1.4.5.1 (dont on reprend les notations) minimisant l'erreur en relation de comportement sont u1 P MApθq
solution du problème de Dirichlet et u2 P EApθq solution du problème de Neumann (rendue unique en
imposant les modes rigides égaux à ceux du problème de Dirichlet).
On va alors montrer que l'erreur en relation de comportement entre ces deux champs peut se retrouver à
partir de l'écart à la réciprocité. On note ~ ‚ ~ la norme énergétique (voir la partie 1.4.5).
Pour tout champ v P H1pΩq, l'inégalité de Cauchy-Schwarz permet d'écrire :
~u1 ´ u2~~v~ ě |apu1 ´ u2, vq| (3.25)
De plus, cette borne est atteinte pour v “ u2 ´ u1. On peut alors écrire :
~u1 ´ u2~ “ max
vPH1pΩq
apu1 ´ u2, vq
~v~ (3.26)
Revenons alors à l'écart à la réciprocité. Il est déﬁni d'après la formule (3.1). En utilisant le fait que la
trace sur BΩ de u1 vaut uˆr, et que le ﬂux sortant de u2 vaut pf r, on peut établir, à l'aide de la formule de
Green, l'égalité suivante :
RGpvq “ apu2, vq ´ apu1, vq “ apu2 ´ u1, vq (3.27)
On se retrouve donc, d'après (3.26), avec :
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~u1 ´ u2~ ě RGpvq~v~ @v, divpσpvqq “ 0 (3.28)
En remarquant que divpσpu2 ´ u1qq “ 0, on peut conclure que la borne est atteinte par le champ-test
v “ u1 ´ u2, et on aboutit donc au résultat principal de cette partie :
~u1 ´ u2~ “ max
divpσpvqq“0
RGpvq
~v~ “ maxdivpσpvqq“0
~v~“1
RGpvq (3.29)
On a donc montré que l'erreur en relation de comportement peut être calculée à partir de l'écart à la
réciprocité. Une procédure de calcul serait la suivante :
‚ Construire une base de fonctions-tests φ
i
orthonormées au sens de l'énergie, respectant pour tout i,
divpσpφ
i
qq “ 0, et dense dans l'espace V
‚ Construire le vecteur R tel que Ri “ RGpφiq. Pour tout champ de composantes v dans la base
!
φ
i
)
,
l'écart à la réciprocité associé vaut R ¨ v
‚ La norme 2 de R tend vers l'erreur lorsque la taille de la base
!
φ
i
)
augmente
‚ L'énergie volumique de l'argument du maximum, c'est-à-dire du champ qui a les mêmes composantes
que R dans la base iso-énergie
!
φ
i
)
, est l'erreur locale
Cette procédure de calcul est potentiellement assez coûteuse en terme de temps de calcul. On n'a pas
pour objectif de la mettre en ÷uvre systématiquement, et elle ne va servir qu'à illustrer numériquement le
résultat que l'on a établi.
On va illustrer numériquement ce calcul de l'erreur locale dans le cas d'un domaine carré en élasticité
avec contraintes planes soumis à une traction verticale, avec comme champs-tests v, tous les polynômes de
degré inférieur ou égal à 20 et respectant l'équilibre local.
Remarque 46. L'orthogonalisation de la base φ
i
au sens de l'énergie implique l'inversion d'un opérateur mal
conditionné. Celle-ci a été eﬀectuée en utilisant la SVD tronquée (ou plus simplement la décomposition en
valeurs propres tronquée car l'opéateur en question est symétrique déﬁni positif).
(a) Référence (b) Erreur calculée par l'écart à la réciprocité
Figure 3.24  Erreur locale calculée par l'écart à la réciprocité comparée à l'erreur évaluée par élément
Sur la ﬁgure 3.24, on compare des champs d'erreur pour le cas-test d'un carré unité en contraintes planes
en traction verticale. Le domaine sain sert de référence pour calculer l'erreur et la ﬁssure utilisée pour générer
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les mesures est dessinée en rose. On peut observer que le champ calculé via l'écart à la réciprocité est très
proche de celui qui a été obtenu en calculant simplement l'énergie par élément de la diﬀérence entre u1 et
u2. Les écarts peuvent s'expliquer car les discrétisations utilisées dans les deux méthodes sont radicalement
diﬀérentes. Pour la référence, il s'agit d'une discrétisation par éléments ﬁnis tandis que pour l'écart à la
réciprocité, la discrétisation vient du nombre ﬁni de fonctions φ
i
(qui n'ont été projetées sur le maillage
éléments ﬁnis que pour des raisons de visualisation).
3.4 Identiﬁcation à partir de données incomplètes par méthode de Petrov-
Galerkine
La reconstruction de ﬁssure par la méthode de Galerkine oﬀre l'avantage de conduire à la résolution d'un
système symétrique, et donc en particulier carré. Pourtant, on va chercher à utiliser des fonctions diﬀérentes
pour tester la forme bilinéaire de l'écart à la réciprocité et pour reconstruire le saut, et ce malgré la perte du
caractère carré du système à résoudre. Une telle approche présente en eﬀet certains attraits, comme une plus
grande facilité à construire les fonctions-tests ou la possibilité d'utiliser des fonctions de reconstruction plus
adaptées.
Deux variantes de cette approche de Petrov-Galerkine sont proposées ici pour eﬀectuer une identiﬁcation
à partir de données incomplètes sur les bords. La première consiste à adapter les fonctions-tests à l'absence
de certaines données et la seconde demande plutôt de rajouter des fonctions de reconstruction.
3.4.1 Utilisation de champs-tests adaptés
Déﬁnissons l'espace V0 comme suit :
V0 “
#
v P V, v “ 0 sur Γd¯
σpvq ¨ n “ 0 sur Γn¯
+
avec V “ tv P H1pΩq, divpσpvqq “ 0 faiblement dans Ωu
(3.30)
Dans (3.1), si on utilise uniquement des fonctions-tests appartenant à V0, il est possible d'utiliser les
formules sans plus de restriction en remarquant que dans la déﬁnition de l'écart à la réciprocité, les termes
sur Γd et Γn s'annulent (voir l'équation (3.31)).
@v P V0,@r P J1; rmaxK,
RGrpvq “
ż
BΩ
ppf
r
¨ v ´ uˆr ¨ σpvq ¨ nq dS “
ż
Γn
pf
r
¨ v dS´
ż
Γd
uˆr ¨ σpvq ¨ n dS
(3.31)
Le problème est que la construction de champs-tests qui respectent ces conditions, et qui de plus sont
pertinents pour identiﬁer les paramètres du plan de ﬁssure comme présenté dans la partie 1.5.5.3, n'est pas
simple. C'est pourquoi une approche légèrement diﬀérente est choisie.
On décide d'utiliser la méthode de Petrov Galerkine en construisant toutes les fonctions polynomiales
d'ordre inférieur ou égal à 20 et appartenant à V0. L'espace des fonctions polynomiales de V0 est dense dans
V0 et pourvu que les bords Γd¯ et Γn¯ soient polynomiaux par morceaux, on peut écrire toutes les conditions
présentes dans (3.30), y-compris l'appartenance à V, comme des conditions linéaires sur les coeﬃcients des
polynômes. La version discrète de V0 est alors simplement le noyau de l'opérateur assurant le respect de
toutes ces conditions linéaires.
Remarquons que si Γd¯ et Γn¯ ne sont pas disjoints, le théorème de Holmgren permet de montrer que V0
ne comprend que la fonction identiquement nulle sur Ω, ce qui rend la méthode inapplicable dans ce cas.
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3.4.1.1 Principe de la méthode
On va minimiser, au sens des moindres carrés, la diﬀérence entre les valeurs données par les formules
(3.1) et (3.3), pour n fonctions-tests diﬀérentes pψiqi“1...n qui sont dans V0. En l'absence d'uns stratégie plus
sophistiquée, on se contente simplement de sommer les contributions correspondant aux diﬀérents cas-tests
r allant de 1 à rmax.
On suppose comme précédemment que la ﬁssure est plane. Introduisons alors le problème de minimisation
sur Π dans l'ensemble des plans de Rd, et sur JurK dans H1{2pωq :
min
Π,pJurKqr
1
2
rmaxÿ
r“1
nÿ
i“1
ˆż
ω
σpψiq : pnΠ b JurKqdS´ ˆż
Γn
pf
r
¨ ψi dS´
ż
Γd
uˆr ¨ σpψiq ¨ n dS
˙˙2
(3.32)
En pratique, le plan Π, et donc le domaine ω sont paramétrés par 2 (en 2D) ou 3 paramètres scalaires
regroupés dans le vecteur θ, c'est pourquoi on note à partir de maintenant Πpθq et ωpθq. On va chercher JurK
dans un espace de dimension ﬁnie engendré par une base de taille m : pφjqj“1...m, et on déﬁnit les vecteurs
des amplitudes correspondantes αr “
´
αrj
¯
j“1...m
. Le problème de minimisation devient alors :
min
θ,pαrqr
1
2
rmaxÿ
r“1
nÿ
i“1
˜
mÿ
j“1
αrj
ż
ωpθq
σpψiq : pnΠpθq b φjq dS´
ˆż
Γn
pf
r
¨ ψi dS´
ż
Γd
uˆr ¨ σpψiq ¨ n dS
˙¸2
(3.33)
Remarque 47. Dans le cas où il y aurait d'autres paramètres inconnus ou peu ﬁables, comme par exemple
un paramètre du matériau ou de la géométrie, on pourrait envisager de les ajouter dans θ pour qu'ils soient
aussi sujets de la minimisation.
Le problème (3.33) est exactement le problème de minimisation qui résulte de la projection de Petrov-
Galerkine des équations (3.1) et (3.3) pour tout r appartenant à J1; rmaxK. Il peut alors être réécrit algébri-
quement :
min
θ,pαrqr
1
2
rmaxÿ
r“1
}Apθqαr ´ br}2 (3.34)
Avec les notations suivantes :
bri “
ż
Γn
pf
r
¨ ψi dS´
ż
Γd
uˆr ¨ σpψiq ¨ n dS
Aij “
ż
ωpθq
σpψiq : pnΠpθq b φjqdS
(3.35)
Comme ce problème de minimisation sera très probablement instable à cause du mauvais conditionnement
inhérent au problème et à la taille potentiellement grande de la base pφjqj“1...m, on ajoute un terme de
régularisation quadratique symétrique déﬁni positif αrTMpθqTMpθqαr à la fonctionnelle. Le poids de ce
terme est réglé par un paramètre réel positif µ.
min
θ,pαrqr
1
2
rmaxÿ
r“1
}Apθqαr ´ br}2 ` µ
2
αrTMpθqTMpθqαr (3.36)
Si on note } ‚ }F la norme de Frobenius, l'opérateur choisi pour Mpθq est tel que :
αrTMpθqTMpθqαr “
ż
ωpθq
}∇JurK}2FdS (3.37)
La fonction-coût à minimiser peut être écrite comme suit :
3.4. PETROV-GALERKINE POUR DES DONNÉES INCOMPLÈTES 129
Υpθ, pαrqrq “
1
2
rmaxÿ
r“1
αrT
`
ApθqTApθq ` µMpθqTMpθq˘αr ´ αrTApθqT br (3.38)
3.4.1.2 Quelques propriétés de la formulation proposée
On essaie ici de dresser quelques propriétés de la formulation de l'écart à la réciprocité développée plus
haut. On se place dans le cas où des données redondantes sont présentes sur tout le bord BΩ.
Pour v P V, on rappelle :
RGrpvq :“
ż
BΩ
fˆr ¨ v ´ uˆr ¨ σpvq ¨ ndS (3.39)
On rappelle la déﬁnition de l'espace V :
V “  v P H1pΩq, σpvq P HdivpΩq, divpσpvqq “ 0( (3.40)
On suppose qu'une ﬁssure Σ est présente, qui engendre une discontinuité dans ur, que l'on note JurK P
H
1{2
00 pΣq. On déﬁnit la forme bilinéaire a :
@v P V, apJurK,vq :“ xσpvq ¨ n, JurKyH1{2pωq (3.41)
On sait que :
@v P V, apJurK,vq “ RGrpvq (3.42) 
u P H1, σpuq P Hdiv
(
est un espace de Hilbert pour la norme :
}u}V “
b
}u}2
L2
` } gradpuq}2
L2
` }divpσpuqq}2
L2
(3.43)
V est un sous-espace vectoriel fermé de cet espace de Hilbert sur lequel la norme coïncide avec la norme H1.
Par ailleurs la continuité de la trace dans H1 et Hdiv permet de borner les }u}H1{2pBΩq et }σpuq.n}H´1{2pBΩq
par }u}V , et on utilisera une constante générique C (qui peut être modiﬁée d'une ligne à l'autre) quand on
fera appel à la continuité de la trace.
Pour une surface plane ω donnée (qui a vocation à contenir la ﬁssure), on peut déﬁnir Vω, l'espace des v
tels que σpvq ¨ n|ω “ 0. On déﬁnit de plus v P VKω , qui est le sous-espace de V orthogonal à Vω. Vω est un
espace fermé, donc il n'est en particulier pas dense dans V, ce qui assure que v P VKω est non vide.
Proposition 5. Soit une surface ω coupant le domaine Ω. Pour tout f P H´1{2pωq, il existe v P VKω tel que
σpvq ¨ nΠ “ f sur ω.
Démonstration. La surface ω sépare Ω en deux ouverts, notés Ω1 et Ω2. En choisissant u1 P H1{2pBΩ1q
quelconque et en résolvant un problème direct sur Ω1, on peut construire v1 P H1pΩ1q vériﬁant l'équilibre et
assurant σpv1q ¨ nΠ “ f sur ω.
v1 et f constituent des données compatibles pour résoudre un problème de Cauchy sur Ω2 et construire
le champ v2 P H1pΩ2q vériﬁant lui aussi l'équilibre et assurant σpv2q ¨ nΠ “ f sur ω.
Les traces sur ω des champs v1 et v2 sont égales, et en conséquence, le champ v, valant v1 sur Ω1 et v2
sur Ω2, et prolongé par continuité en ω, est dans VKω et est tel que σpvq ¨ nΠ “ f sur ω.
Une question pertinente est celle de la stabilité d'une telle solution, qui peut s'interpréter comme la
question de l'équivalence entre les normes }v}V et }σpvq ¨ n}H´1{2pωq. L'inégalité de trace nous dit que }σpvq ¨
n}H´1{2pωq ď C}v}V , mais l'instabilité du problème de Cauchy, que l'on a illustrée dans la partie 1.2.1.2.2
permet d'aﬃrmer que, pourvu que le champ v soit construit comme dans la preuve ci-dessus, la borne inverse
ne peut pas être vériﬁée.
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Figure 3.25  Partitionnement du domaine
Proposition 6. @
´
uˆr, fˆr
¯
P H1{2pBΩq ˆH´1{2pBΩq, l'application de VKω dans R : v ÞÑ RGrpvq est une forme
continue.
Démonstration.
|RGrpvq| ď
ˇˇˇˇż
BΩ
fˆr ¨ v dS
ˇˇˇˇ
`
ˇˇˇˇż
BΩ
uˆr ¨ σpvq ¨ ndS
ˇˇˇˇ
ď }fˆr}H´1{2pBΩq}v}H1{2pBΩq ` }uˆr}H1{2pBΩq}σpvq ¨ n }H´1{2pBΩq
De plus, on sait : }v}H1{2pBΩq ď C}v}V et }σpvq ¨ n}H´1{2pBΩq ď C}v}V . Il vient alors :
|RGrpvq| ď C
´
}fˆr}H´1{2pBΩq ` }uˆr}H1{2pBΩq
¯
}v}V
En conclusion, en prenant C1 “ C}fˆr}H´1{2pBΩq ` C}uˆr}H1{2pBΩq, il vient :
@
´
uˆr, fˆr
¯
P H1{2 ˆH´1{2, DC1 P R, |RGrpvq| ď C1}v}V
Proposition 7. a est une forme bilinéaire continue
Démonstration. On sait que |apu,vq| ď }u}H1{2pωq}σpvq ¨ n}H´1{2pωq et }σpvq ¨ n}H´1{2pωq ď C}v}V .
Proposition 8.
`@v P VKω , apu,vq “ 0˘ñ u “ 0
Démonstration. On a apu,vq “ă σpvq ¨ nΠ,u ąH1{2pωq, d'après la proposition 5, on peut choisir v tel que
σpvq ¨nΠ “ Jpuq où J est l'isomorphisme de Ritz de H1{200 pωq dans H´1{2pωq. On a alors ă Jpuq,u ąH1{2pωq“
}u}
H
1{2
00 pωq “ 0 et donc u “ 0.
Soit le problème suivant :
trouver u P H1{2pωq tel que @v P VKω , apu,vq “ RGrpvq (3.44)
À ce stade, il ne manque que la condition inf-sup pour pouvoir appliquer le théorème de Banach-Necas-
Babuska [70] (ou Lax-Milgram-Babuska) aﬁn de prouver que le problème (3.44) admet une solution unique
et stable.
Pour un u donné, on note fu, l'image de u par l'isomorphisme de Ritz de H
1{2
00 pωq dans H´1{2pωq. On
sait, (propriété 5) qu'il existe un vu P VKω tel que σpvuq ¨ nΠ “ fu sur ω.
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On a alors :
@u, sup
vPVKω
apu,vq
}u}H1{2pωq}σpvq ¨ nΠ}H´1{2pωq
“ apu,vuq}u}H1{2pωq}σpvuq ¨ nΠ}H´1{2pωq
“ 1 (3.45)
Puisqu'on travaille avec la norme V, la condition inf-sup demanderait de pouvoir borner cette quantité par
apu,vuq
}u}H1{2pωq}vu}V
, ce qui demanderait qu'il existe un C P R tel que }vu}V ď C}σpvuq ¨nΠ}H´1{2pωq. Comme on
l'a évoqué à la proposition 5, il n'est en général pas possible d'obtenir une telle borne, d'où l'importance de la
régularisation pour pallier cette lacune. À noter également le rôle stabilisant que peut jouer une discrétisation
relativement grossière au prix d'une limite en précision atteignable
En conclusion, l'instabilité du problème de prolongement (ou du problème de Cauchy) empêche la ré-
solution du problème apJurK,vq “ RGrpvq d'être stable au sens de Lipschitz. C'est cette raison qui justiﬁe
l'utilisation d'une méthode de régularisation (à savoir ici Tikhonov) permettant de substituer à la forme
bilinéaire a une forme ayant des propriétés plus favorables.
3.4.1.3 Choix techniques
Pour pψiqi“1...n, on choisit une base de l'espace vectoriel des fonctions polynomiales de V0 et d'ordre
inférieur ou égal à 20. Comme les ordres des polynômes sont très diﬀérents entre eux, ceux-ci doivent être
mis à l'échelle pour avoir approximativement la même amplitude. Dans le cas des expériences numériques de
cette partie, comme les géométries étudiées sont le carré et le cube unité, les valeurs prises par les polynômes
de la base canonique sont automatiquement dans r´1; 1s.
Pour pφjqj“1...m, on choisit d'utiliser des fonctions chapeau sur un maillage de la surface ω, de façon simi-
laire à ce qui est fait dans la méthode des éléments ﬁnis P1-Lagrange. Ces fonctions sont locales, contrairement
à celles qui sont communément utilisées (par exemple dans les parties précédentes et les articles [15, 10]).
Ceci est possible grâce à la procédure de Petrov-Galerkine et présente plusieurs avantages. D'abord, il est
possible de raﬃner localement certaines parties du maillage. Ensuite, comme la ﬁssure n'est censée occuper
qu'une petite partie de la surface ω, le saut présente des variations locales, qui sont mieux représentées par
des fonctions locales. Et enﬁn, il est plus facile d'appliquer des conditions locales au saut pour le régulariser.
Le choix de fonctions chapeau implique qu'à chaque fois que les matrices Apθq etMpθq doivent être calcu-
lées, il faut mailler ω. Le maillage qui en résulte est notéMpθq. Pour le cas 2D, la ﬁssure est unidimensionnelle
et le maillage est trivial, mais dans le cas 3D, la ﬁssure est bidimensionnelle et les maillages sont générés à
l'aide du logiciel Gmsh [77].
Si on sait que la ﬁssure n'est pas émergente, tous les degrés de liberté correspondant aux valeurs sur le
bord de ω peuvent être imposées à 0 en écrivant pour tout r la condition Tαr “ 0, avec T un opérateur de
trace discret sur le bord de ω. De plus, comme il n'y a pas d'interpénétration, on sait que JurK ¨ nΠ ď 0. Si C
est la discrétisation de l'opérateur de projection sur le vecteur nΠ, la condition discrète s'écrit Cα
r ď 0 pour
tout r. On peut alors ajouter ces conditions à la minimisation de (3.38) :
min
θ,pTαr“0,Cαrď0qr
1
2
rmaxÿ
r“1
`
αrT
`
ApθqTApθq ` µMpθqTMpθq˘αr ´ αrTApθqT br˘ (3.46)
Dans ce contexte, la minimisation par rapport à α sera eﬀectuée à l'aide d'un algorithme d'Uzawa.
En ce qui concerne le choix de la paramétrisation θ, il est diﬀérent entre les cas 2D et 3D. Dans le cas
2D, deux angles ont été choisis ; ils déﬁnissent deux demi-lignes partant du barycentre de Ω. Si on suppose
que Ω est convexe (ou au moins étoilé par rapport à son barycentre), l'intersection de chacune de ces demi-
droites avec BΩ déﬁnit un point unique P1 ou P2. Le segment entre les deux points ainsi déﬁnis est ω (voir
la ﬁgure 3.26).
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Figure 3.26  Paramétrisation de la surface de ﬁssure par 2 angles en 2D θ “ pθ1, θ2q
On s'attend à ce que cette paramétrisation conduise à une hessienne bien conditionnée puisque les deux
paramètres ont la même amplitude. Par ailleurs, avec cette paramétrisation, Π a nécessairement une inter-
section avec Ω. Dans le pire des cas, ω est confondu avec l'un des bords.
Dans le cas 3D, nous n'avons pas trouvé de paramétrisation simple et élégante, c'est pourquoi il a été décidé
d'utiliser comme paramètres les coeﬃcients de l'équation du plan Π. Plusieurs diﬃcultés sont entraînées par
ce choix. D'abord, les coeﬃcients n'ont pas tous la même dimension, bien qu'il soit possible d'assurer que leurs
ordres de grandeur soient proches en utilisant une transformation proportionnelle qui relie le parallélépipède
circonscrit à Ω au cube unité (ou carré en 2D). Une autre diﬃculté est que rien n'assure que le plan ait
eﬀectivement une intersection avec Ω.
Enﬁn, le dernier point est que la paramétrisation choisie a 4 degrés de liberté alors que la position d'un
plan dans l'espace n'en a que 3. Ceci peut causer la singularité de la hessienne, en plus de nous obliger à
faire plus de calculs que nécessaire pour l'assembler. Pour surmonter cette diﬃculté, on peut remarquer que
l'ensemble des plans a une structure d'espace projectif, c'est à dire que si θ représente les coeﬃcients de
l'équation du plan, pour tout η de R, ηθ représente le même plan. Par conséquent, on utilise une recherche
dans le plan tangent suivie d'une projection. C'est à dire qu'à chaque itération s, la minimisation est conduite
dans le sous-espace de R4 orthogonal à θs. Puis, aﬁn d'assurer l'unicité de la solution en terme de θ, ce vecteur
est normalisé à chaque itération.
La question est alors de déterminer quelle stratégie peut être employée pour eﬀectuer la minimisation
par rapport à θ. Comme aucun résultat théorique sur la dépendance de la fonction-coût par rapport aux
paramètres n'a été établi, on a décidé de calculer numériquement cette fonction pour un cas 2D dans la
partie 3.4.1.4. Le problème est traité de façon hiérarchique comme une minimisation sur θ d'une fonction-
coût Φ, qui est déterminée via une minimisation sur pαrpθqqr, comme présenté sur (3.47).
min
θ
Φpθq “ min
θ
Υpθ, pα˜rpθqqrq
avec : α˜rpθq “ arg min
pαrqr
Υpθ, pαrqrq (3.47)
Ce problème sera résolu par une méthode itérative, en s'inspirant de ce qui est fait classiquement dans la
méthode FEMU (voir la partie 1.5.1.1). Soit α˜s, et θs l'itéré au pas s. On suppose que l'on connaît le gradient
et la hessienne de Φ au point θs (du moins de façon approchée), notées respectivement ∇Φs et ∇2Φs. La
relation de récurrence s'écrit θs`1 “ θs´r∇2Φss´1∇Φs. α˜rs`1 peut alors être calculé en résolvant le problème
linéaire résultant de la minimisation quadratique de Υ par rapport à α (avec un θ “ θs`1 ﬁxé).
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Φ,θj “
rmaxÿ
r“1
`pα˜rTAT q,θj pAα˜r ´ bq ` µpα˜rTMT q,θjMα˜r˘
Φ,θjθk »
rmaxÿ
r“1
`pα˜rTAT q,θj pAα˜rq,θk ` µpα˜rTMT q,θj pMα˜rq,θk˘ (3.48)
Dans ce cadre, les quantités pAα˜rq,θk et pMα˜rq,θk sont obtenues à l'aide d'un calcul par diﬀérences ﬁnies.
Remarque 48 (Pas des diﬀérences ﬁnies). Dans la méthode des diﬀérences ﬁnies, le choix du pas p est impor-
tant, et il a été constaté numériquement que si p est trop gros, l'erreur sur les paramètres θ stagne rapidement,
et si p est trop petit, l'algorithme peut, dans certaines circonstances, être incapable d'optimiser eﬃcacement
la fonction-coût, principalement à cause du fait que les artefacts numériques ont davantage d'impact sur les
gradients. Pour cette raison, il a été décidé d'adapter p au pas δθs`1 auquel on s'attend en écrivant ps “ kδθs
θs
,
avec k “ 1{10. En pratique, autour de cette valeur, le paramètre k n'aﬀecte pas la convergence. Et il peut
aussi être intéressant d'empêcher ce pas de devenir inférieur à une certaine valeur.
Remarque 49 (Paramétrisation de l'algorithme d'Uzawa). Cet algorithme utilise un paramètre positif, noté
ku et si on note spec le spectre d'une matrice, une condition suﬃsante pour la convergence de l'algorithme
s'écrit comme suit (pourvu que les lignes de C soient de norme 1).
ku ă minpspecpApθqTApθq ` µMpθqTMpθqqq (3.49)
C'est pour cette raison que l'on peut prendre pour ku l'estimation de la valeur propre minimale de
l'opérateur de régularisation µMpθqTMpθq, qui respecte la condition énoncée. Une exception est le cas dans
lequel la ﬁssure est débouchante et on n'impose donc pas de condition de type Tαr “ 0 car alors la valeur
propre minimale de la matrice MpθqTMpθq est zéro. Dans l'algorithme tel qu'il a été implémenté, le critère
d'arrêt choisi est le nombre d'itérations d'Uzawa, ﬁxé à 100. Une amélioration qu'il pourrait être intéressant
d'étudier serait d'imposer un critère en stagnation de la quantité }xCαry`} de plus en plus sévère au fur et
à mesure que la valeur de θ converge. Ceci permettrait en eﬀet de s'épargner des calculs trop longs dans les
premiers pas pour lesquels le saut identiﬁé est de toute façon très faux.
Remarque 50 (Résolution par second membre multiple). En pratique, les problèmes de minimisation qui
doivent être résolus sous la contrainte inégalité pour les diﬀérents cas-tests r partagent tous le même membre
de gauche 1. C'est pour cette raison qu'une stratégie de résolution à second membre multiple peut être utilisée
dans l'algorithme d'Uzawa.
Remarque 51 (Calcul des intégrales). Les calculs des intégrales de bords, qui apparaissent dans la déﬁnition
de la fonctionnelle d'écart à la réciprocité, et dans les termes de la matrice A sont faits par intégration de
Gauss sur un maillage de la surface avec un nombre de Gauss Ng “ 2. Augmenter Ng au dessus de 2 n'a pas
amélioré la qualité des résultats.
Remarque 52 (Projections entre maillages). Apθqα˜pθq a la taille du nombre de fonctions-tests, qui ne varie
pas, mais Mpθqα˜pθq a la taille du nombre de degrés de liberté de α˜pθq, qui varie en fonction de θ, et qui peut
changer entre les deux étapes de diﬀérences ﬁnies. Pour cette raison, il est nécessaire de projeter la quantité
Mpθ ` dθqα˜pθ ` dθq du maillage Mpθ ` dθq sur le maillage Mpθq. Alors que dans le cas 2D, la projection
est triviale, elle peut être coûteuse dans le cas 3D. Une alternative consiste à transformer le même maillage
entre les diﬀérents pas du calcul par diﬀérences ﬁnies à l'aide d'une technique de déformation de maillage
(morphing) sans modiﬁer la connectivité. Il a été constaté que cette alternative conduit généralement à des
résultats similaires à la projection.
1. On pourrait d'ailleurs imaginer des cas pratiques dans lesquels la même ﬁssure est identiﬁée à partir d'essais pour lesquels
les conditions de Dirichlet changent de bords, et donc les membres de gauche diﬀèrent selon les cas tests
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Algorithme 4 : Algorithme d'optimisation hiérarchique
Paramètres µ et k donnés;
θ0 et p0 donnés;
for s “ 0, 1, . . . , n (convergence) do
Remailler la surface et assembler Apθsq, Mpθsq et Cpθsq;
for r “ 1, 2, . . . , rmax (les cas de chargement) do
Trouver
α˜rpθsq “ arg min
Tα“0
Cαď0
1
2
αT
`
ApθsqTApθsq ` µMpθsqTMpθsq
˘
α´ αTApθsqT br
(algorithme d'Uzawa)
end
Trouver une base te1, . . . , edu de θKs , de dimension d “ 2 ou 3;
for j “ 1, 2, . . . , d do
Remailler la surface et assembler Apθs ` psejq et Mpθs ` psejq;
for r “ 1, 2, . . . , rmax (les cas de chargement) do
Trouver
α˜rpθs ` psejq “ arg min
Tα“0
Cαď0
1
2
αT
`
Apθs ` psejqTApθs ` psejq
`µMpθs ` psejqTMpθs ` psejq
˘
α´ αTApθs ` psejqT br
(algorithme d'Uzawa)
end
end
for r “ 1, 2, . . . , rmax (les cas de chargement) do
Ar “ 1
ps
¨˝
Apθs`pse1qα˜rpθs`pse1q´Apθsqα˜rpθsq . . . Apθs`psedqα˜rpθs`psedq´Apθsqα˜rpθsq‚˛;
Mr “ 1
ps
¨˝
Mpθs`pse1qα˜rpθs`pse1q´Mpθsqα˜rpθsq . . . Mpθs`psedqα˜rpθs`psedq´Mpθsqα˜rpθsq‚˛;
end
g “ řrmaxr“1 `ATr pAα˜rpθsq ´ brq ` µMTrMα˜rpθsq˘ // g approche ∇Υs
H “ řrmaxr“1 `ATr Ar ` µMTrMr˘ // H approche ∇2Υs
δθs “ ´H´1g;
θs`1 “ θs ` δθs;
ps “ k }δθs}}θs} ;
end
Remarque 53 (Schéma de quasi-Newton). Dans certains cas, il a été constaté que l'algorithme d'optimisation
proposé stagne autour d'une solution non optimale, qui parfois n'est même pas un minimum local. Ceci
est dû aux erreurs dans les estimations du gradient et de la hessienne par diﬀérences ﬁnies. Des schémas de
minimisation alternatifs ont été testés, comme une mise à jour BFGS de la hessienne au lieu de son estimation
à chaque étape de calcul. En particulier, cette variante permet d'éviter les opérations de projection décrites
plus haut, mais elle ne s'est pas avérée rendre la minimisation plus eﬃcace. Un autre moyen est d'utiliser
une chaîne de Markov. Le grand avantage est que cette méthode ne nécessite pas d'estimer de gradient ou
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de hessienne, et qu'elle conduit statistiquement à une convergence plus robuste. Malheureusement, son taux
de convergence est largement moins bon (en puissance 1{2), ce qui la rend moins pratique. C'est pour ces
raisons que tous les résultats proposés dans ce qui suit ont été obtenus avec le schéma de Newton présenté
plus haut.
3.4.1.4 Étude numérique
On choisit d'utiliser le même cas-test que dans la partie 3.2. Pour rappel, il s'agit du carré unité encastré
sur son bord supérieur, et soumis à diﬀérentes sollicitations rappelées sur la ﬁgure 3.27.
1 2 3 4
Figure 3.27  Domaine étudié et chargements appliqués
Dans le cas-test choisi, la seule donnée manquante est la donnée de Neumann sur le bord supérieur. Pour
cette étude numérique, il a été choisi d'interpoler les mesures sur un maillage grossier qui est diﬀérent de celui
utilisé pour les calculs directs. De cette manière, même quand aucun bruit synthétique n'est explicitement
ajouté, les données mesurées sont légèrement incompatibles.
Sur le tableau 3.6, la norme euclidienne du second-membre est donnée pour chaque cas de chargement.
Cette norme est proportionnelle à l'amplitude du saut de déplacement sur la ligne de ﬁssure, ce qui signiﬁe
que les cas de chargement ayant la plus grande norme du second membre ont aussi le rapport signal sur bruit
le plus favorable.
Cas de chargement 1 2 3 4
Norme 2 du second membre 32.427 1.5031 8.5605 16.827
Erreur relative sur l'identiﬁcation du saut 0.10775 1.3757 1.0282 0.40753
Table 3.6  Amplitude des diﬀérents second membres et erreur associée
Dans un premier temps, on observe sur la ﬁgure 3.28 une cartographie des contributions de chaque cas-test
à la fonction-coût Φ en fonction de θ sur ce cas. Remarquons que chaque évaluation de cette fonction-coût
nécessite une minimisation par rapport à pαrqr.
La première remarque qui s'impose en observant ces cartographies est que la fonction-coût est symétrique
par rapport à la deuxième diagonale, ce qui vient du fait que θ1 et θ2 sont interchangeables. De plus, comme
les paramètres sont des angles, l'espace est 2pi périodique. Par ailleurs, ces cartographies nous mettent face au
constat qu'en plus d'être non convexes, ces fonctions-coûts n'ont même pas forcément de minimum unique.
La fonction issue du premier cas de chargement est néanmoins celle ayant le minimum le plus prononcé, et
qui coïncide avec les valeurs de référence (cercle rouge). On remarque sur le tableau 3.6 que ce premier cas
de chargement conduit au plus grand résidu, ce qui conﬁrme que c'est celui qui est le plus approprié pour
l'identiﬁcation.
Les paramètres θ1 et θ2 (voir la ﬁgure 3.26) ont été initialisés avec θ01 “ 0 et θ02 “ pi, ce qui correspond
à une ligne horizontale d'équation y “ 1{2. La décroissance de la fonction-coût en fonction des itérations est
tracée sur la ﬁgure 3.29a.
L'identiﬁcation de la ligne de ﬁssure est présentée sur la ﬁgure 3.29b. La conclusion est que la ligne
identiﬁée est très ﬁdèle à la ligne de référence utilisée pour le calcul direct. Sur la ﬁgure 3.30, le saut identiﬁé
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Figure 3.28  Cartographie du logarithme de la fonction-coût pour diﬀérents cas de chargement (le cercle
rouge est centré sur la valeur de référence)
sur cette ligne est comparé à la référence sur la vraie ligne pour les diﬀérents cas de chargement. On remarque
que plus le chargement est proche de la normale à la ﬁssure, plus la norme du second membre est élevée et
plus le saut a une amplitude élevée, ce qui rend par conséquent son identiﬁcation plus précise.
Remarque 54. Le saut utilisé dans l'équation (3.3) est négatif. Pour avoir des résultats plus intuitifs, le saut
aﬃché sur la ﬁgure 3.30 est son opposé. Par ailleurs, le saut de référence est calculé à partir du champ issu
de la résolution directe par éléments ﬁnis en faisant une diﬀérence entre les valeurs sur deux lignes proches
de part et d'autre du plan de ﬁssure. Comme ces lignes sont distinctes, la valeur de la référence ne s'annule
pas strictement en dehors de la ﬁssure.
Remarque 55. Dans le cas où le chargement appliqué ne provoque pas d'ouverture de ﬁssure, il est nécessaire
d'étudier les composantes tangentielles du saut de déplacement, qui sont calculables par la méthode proposée,
mais pas présentés ici.
3.4.1.5 Conclusion sur la méthode
Cette méthode est limitée par la nécessité de construire des fonctions-tests appartenant à V0. Dans notre
cas où on utilise des fonctions-tests polynomiales, il est faisable de construire de telles fonctions pour des bords
de forme polynomiale sur lesquels des données de Dirichlet ou de Neumann sont manquantes, à condition que
ceux-ci soient disjoints. Dans le cas contraire, ou si la forme du bord manquant est trop complexe, ou par
exemple si la donnée de Dirichlet n'est disponible que sur des points discrets, la méthode n'est pas applicable.
De plus, si il y a des données manquantes sur seulement une portion d'une ligne, cette méthode demande
d'ignorer ces données sur toute la ligne.
D'un autre côté, et contrairement à la méthode précédente, il n'est pas nécessaire de supposer que la
ﬁssure est contenue dans un sous-domaine de Ω. La méthode donne aussi l'impression d'être plus stable, et
3.4. PETROV-GALERKINE POUR DES DONNÉES INCOMPLÈTES 137
2 4 6 8 10
10´1
100
101
102
Nb d'itérations
fo
nc
ti
on
co
ût
Φ
(a) Convergence de la méthode de minimisation (b) Ligne identiﬁée
Figure 3.29  Identiﬁcation de la ligne de ﬁssure
en raison de l'absence de tout problème direct à résoudre, le bénéﬁce de la méthode d'écart à la réciprocité
en terme de coût de calcul est conservé malgré la nécessité d'assembler et d'inverser à chaque itération la
matrice Apθq, pleine, mais petite.
138 CHAPITRE 3. IDENTIFICATION DE FISSURES
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
¨10´3
abscisse sur la ligne identiﬁée
Ju 1K
¨n
Π
Référence
Solution
(a) Cas-test 1
0 0.2 0.4 0.6 0.8 1
0
0.5
1
¨10´4
abscisse sur la ligne identiﬁée
Ju 2K
¨n
Π
Référence
Solution
(b) Cas-test 2
0 0.2 0.4 0.6 0.8 1
0
0.5
1
1.5
2
2.5
¨10´4
abscisse sur la ligne identiﬁée
Ju 3K
¨n
Π
Référence
Solution
(c) Cas-test 3
0 0.2 0.4 0.6 0.8 1
0
1
2
3
4
5
¨10´4
abscisse sur la ligne identiﬁée
Ju 4K
¨n
Π
Référence
Solution
(d) Cas-test 4
Figure 3.30  Identiﬁcation du saut de déplacement normal
3.4.2 Reconstruction simultanée des données manquantes
Dans cette partie, on présente une méthode techniquement proche de la précédente, mais dont le but est
de se débarrasser de la nécessité de construire des fonctions-tests dans V0 en résolvant simultanément les
problèmes d'identiﬁcation de ﬁssure et de reconstruction des données de bord.
3.4.2.1 Présentation de la méthode
Ré-écrivons la déﬁnition de la fonctionnelle d'écart à la réciprocité (3.1), en séparant les intégrales sur
les diﬀérentes parties du bord. On distingue pf
r
, la partie connue de l'eﬀort, déﬁnie sur Γn, de f r, la partie
inconnue de l'eﬀort, déﬁnie sur Γn¯. Il est possible de faire la même distinction pour le déplacement, mais
pour que l'écriture soit aussi valable dans le cas de mesures ponctuelles, il s'est avéré préférable de ne séparer
les inconnues des données qu'après discrétisation. Td est l'opérateur de trace sur le lieu de mesure, tel que
Tdpur ´ uˆrq “ 0 assure que les mesures connues sont respectées par ur.
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Comme dans (3.32), on introduit n diﬀérentes fonctions-tests pψiqi“1...n qui vivent dans V, et on peut
écrire le problème de minimisation suivant :
min
Π,pJurK,Tdpur´uˆrq“0,frqr
1
2
rmaxÿ
r“1
nÿ
i“1
˜ż
ωpθq
σpψiq : pnΠpθq b JurKqdS
´
ˆż
Γn¯
f
r
¨ ψi dS´
ż
BΩ
ur ¨ σpψiq ¨ n dS
˙
´
ż
Γn
pf
r
¨ ψi dS
˙2 (3.50)
On introduit comme précédemment la famille pφjqj“1...m, qui engendre l'espace permettant de décrireJurK. Deux autres familles doivent aussi être introduites. L'approximation de f r vit dans l'espace engendré parpχkqk“1...p, de dimension p, et l'approximation de ur vit dans l'espace engendré par pρlql“1...q, de dimension
q. Les vecteurs correspondants sont respectivement αr “
´
αrj
¯
j“1...m
, βr “ pβrkqk“1...p et γr “ pγrl ql“1...q.
Supposons que les degrés de liberté en déplacement sur les bords sont triés de sorte que les premiers qˆ sont
donnés : γrl “ γˆrl @ l “ 1..qˆ. Les termes inconnus sont notés γru “ pγrl ql“pqˆ`1q..q. Le problème de minimisation
devient alors :
min
Π,
´
αr,βr,γr,pγrl “γˆrl ql“1...qˆ
¯
r
1
2
rmaxÿ
r“1
nÿ
i“1
˜
mÿ
j“1
αrj
ż
ωpθq
σpψiq : pnΠpθq b ψjq dS
´
pÿ
k“1
βrk
ż
Γn¯
χk ¨ ψi dS`
qÿ
l“1
γrl
ż
BΩ
ρl ¨ σpψiq ¨ n dS´
ż
Γn
pf
r
¨ ψi dS
¸2 (3.51)
Comme précédemment, ce problème peut être ré-écrit algébriquement sous la forme :
min
θ,pαr,βr,γruqr
1
2
rmaxÿ
r“1
}Φpθqαr `Xβr `Rγr ´ br}2 (3.52)
Avec :
bri “
ż
Γn
pf
r
¨ ψi dS´
qˆÿ
l“1
γˆrl
ż
BΩ
ρl ¨ σpψiq ¨ n dS
Φij “
ż
ωpθq
σpψiq : pnΠpθq b φjq dS
Xik “ ´
ż
Γn¯
χk ¨ ψi dS
Ril “
ż
BΩ
ρl ¨ σpψiq ¨ n dS
(3.53)
Dans l'équation précédente, on remarque que les matrices X et R, ainsi que les second-membres br ne
dépendent pas de θ puisque les termes qui les composent sont des intégrales sur des parties de BΩ, qui ne
dépend pas de Π.
La minimisation est régularisée à l'aide de deux termes pénalisant la norme L2 de f r et les gradients de ur
et JurK comme dans l'équation (3.37). Par conséquent, les opérateurs discrets MΦ, Mx et MR sont introduits
dans le but de construire les quantités désirées à partir des degrés de liberté.
min
θ,pαr,βr,γruqr
1
2
rmaxÿ
r“1
`}Φpθqαr `Xβr `Rγru ´ br}2
`µ
2
αrTMTΦMΦα
r ` µ
2
ηβrTMTXMXβ
r ` µ
2
γrTMTRMRγ
r
¯ (3.54)
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Le champ ur, dont les ddl sont contenus dans le vecteur γ
r, est connu sur Γd, et inconnu sur Γd¯. On
peut séparer MR en deux et noter MkR et M
u
R les parties de cet opérateur qui sont multipliées respectivement
par γˆr et γru.
γrTMTRMRγ
r “ γˆrTMkTR MkRγˆr ` γrTu MuTR MuRγru ` 2γˆrTMkTR MuRγru (3.55)
Le problème de minimisation est transformé :
min
θ,pαr,βr,γruqr
1
2
rmaxÿ
r“1
`}Φpθqαr `Xβr `Rγru ´ br}2
`µ
2
αrTMTΦMΦα
r ` µ
2
ηβrTMTXMXβ
r ` µ
2
γrTu M
uT
R M
u
Rγ
r
u ` µγˆrTMkTR MuRγru
¯ (3.56)
Le problème (3.56) présente l'inconvénient d'utiliser 2 paramètres de régularisation, µ et η. En consé-
quence, on peut proposer d'imposer le paramètre η tel que la norme de Frobenius de MTΦMΦ additionnée à
la norme de MuTR M
u
R soit égale à celle de ηM
uT
X M
u
X . Ce qui signiﬁe que deux vecteurs β
r et γru d'ordre de
grandeur similaire (voir la partie 3.4.2.2 pour l'ordre de grandeur des degrés de liberté) ont une contribution
comparable à la partie régularisation de la fonction-coût.
Pour simpliﬁer, on va introduire les notations suivantes :
Apθq “ `Φpθq X R˘
Mpθq “
¨˝
MΦpθq 0 0
0 ηMX 0
0 0 MuR
‚˛
α´
r “
¨˝
αr
βr
γru
‚˛
δr “
¨˝
0
0
MkRγˆ
r
‚˛ (3.57)
Enﬁn, et de façon similaire à ce qui a été fait dans la partie précédente, deux opérateurs sont introduits :
T est un opérateur de trace discret et C est construit de sorte à ce que Cα´
r ď 0 assure la non-interpénétration
entre les deux faces de la ﬁssure. Le problème de minimisation ﬁnal est le suivant :
min
θ,
ˆ
T α´
r“0,Cα´rď0
˙
r“1...rmax
1
2
rmaxÿ
r“1
ˆ
α´
rT `
ApθqTApθq ` µMpθqTMpθq˘ α´r ´ α´rT `ApθqT br ´ µMpθqT δr˘˙
(3.58)
3.4.2.2 Choix techniques
Cette méthode est très proche de la précédente du point de vue technique et en plus de toutes les remarques
faites pour cette dernière, qui sont tout aussi pertinentes ici, il convient d'ajouter quelques points.
Dans cette méthode, comme la force f
r
et le déplacement ur, qui ont des ordres de grandeurs numériques
très diﬀérents, sont déterminés simultanément au cours de la même inversion matricielle, cette résolution
linéaire est très mal conditionnée. Vu diﬀéremment, on peut dire que les valeurs propres de Φpθq et Ru ont de
fortes chances d'être très diﬀérentes de celles de X. un moyen facile de régler ce probème est de normaliser
X par le rapport entre les normes de Frobenius de R et X.
Pour construire les fonctions-tests, le bord BΩ est maillé, ainsi que la surface ω. pφjqj“1...m est la famille de
fonctions chapeau sur ce dernier maillage. Deux autres familles doivent également être introduites. pχkqk“1...p
est la famille des fonctions constantes par élément sur le maillage de BΩ, et pρlql“1...q est la famille de fonctions
chapeau sur ce même maillage.
Remarque 56 (Taille de maille). Alors qu'on a observé que la taille de maille peut être arbitrairement grosse
dans le plan de ﬁssure ω (le seul critère étant la lisibilité du résultat), si le maillage de BΩ est trop grossier,
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cela peut conduire à des instabilités sur l'identiﬁcation du saut sur ω. Ceci est probablement dû au fait que si
trop peu de degrés de liberté sont proposés sur BΩ pour décrire correctement les champs de bord, l'algorithme
aura tendance à réduire artiﬁciellement le résidu en proposant un champ peu pertinent sur ω. C'est pour
cette raison qu'il est recommandé d'utiliser un maillage plus grossier sur ω que sur BΩ. On notera d'ailleurs
que dans la partie  résultats numériques , ce maillage est raﬃné plus que nécessaire aﬁn que le résultat soit
plus lisible.
On constate qu'au cours des itérations de la méthode, des systèmes linéaires impliquant la matrice
ApθqTApθq ` µMpθqTMpθq, que l'on va noter ici Dpθq, sont résolus à de nombreuses reprises pour diﬀé-
rentes valeurs de θ. On va chercher à tirer proﬁt du fait que l'un des blocs de cette matrice (le plus gros) est
indépendant de θ.
Dpθq “
ˆ
D0pθq D01pθq
D10pθq D11
˙
(3.59)
Le système Dpθqx “ b peut être ré-écrit comme suit :
D0pθqx0 `D01pθqx1 “ b0
D10pθqx0 `D11x1 “ b1 (3.60)
Ou encore : `
D0pθq ´D01pθqD´111 D10pθq
˘
x0 “ b0 ´D01pθqD´111 b1
x1 “ D´111 pb1 ´D10pθqx0q
(3.61)
Si D11 a été inversé (ou du moins factorisé, mais dans notre cas, l'inversion s'est avérée plus avantageuse)
une fois pour toutes, il n'y a plus besoin que de résoudre pour toute nouvelle valeur de θ un système linéaire
impliquant uniquement le complément de Schur D0pθq ´D01pθqD´111 D10pθq, dont la taille est assez petite. x1
sera obtenu dans une opération de post-traitement.
Cette stratégie est particulièrement intéressante dans notre contexte pour deux raisons. La première
est que le maillage sur ω est plus grossier que sur BΩ (voir la remarque 56). En conséquence, la taille du
complément de Schur est bien plus petite que celle de la matrice totale.
La deuxième raison est que comme l'optimisation sur α´
r
est faite sous une contrainte d'inégalité, un
algorithme d'Uzawa est utilisé, qui demande de résoudre le problème linéaire plusieurs fois. Comme les
contraintes ne sont appliquées que sur les inconnues dans le plan de ﬁssure, contenues dans x0, il n'y a en fait
pas besoin de calculer x1 à chaque pas d'Uzawa, ce qui permet un gain de temps de calcul supplémentaire. De
plus, la détermination automatique du paramètre d'Uzawa utilise la valeur propre minimale de l'opérateur
(ou en pratique son estimation), or on peut montrer que la valeur propre minimale du complément de Schur
est plus grande que celle de la matrice complète. C'est pourquoi le paramètre d'Uzawa est plus grand et
moins d'itérations sont nécessaires.
En terme de temps de calcul, les étapes coûteuses de l'algorithme 5 sont les suivantes :
‚ La détermination des polynômes de la base pψiq en trouvant le noyau de la discrétisation de l'opérateur
divpσp‚qq. Cette opération peut être réalisée une fois pour toutes pour une loi de comportement donnée
et la base stockée, bien qu'en pratique, dans notre implémentation, elle soit peu coûteuse.
‚ L'assemblage des matrices X et R, qui sont pleines, est l'une des étapes les plus limitantes du point de
vue du temps de calcul, bien qu'elle n'ait lieu qu'une fois. Les matrices MX et MuR sont quant à elles
sparses, ce qui fait que le coût de leur assemblage est négligeable.
‚ Le remaillage de ω a un coût en pratique négligeable.
‚ Le coût unitaire de l'assemblage de Φpθsq est plutôt faible car cet opérateur est plus petit, mais cette
opération est répétée à chaque itération de Newton, ce qui la rend coûteuse.
‚ La minimisation par l'algorithme d'Uzawa est une autre étape potentiellement coûteuse.
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Algorithme 5 : Algorithme de résolution simultanée
Paramètres donnés µ et k;
θ0 et p0 donnés;
Assembler les matrices X, R, MX , MuR et δ
r et les second-membres br;
for s “ 0, 1, . . . , n (convergence) do
Remailler la surface et assembler Φpθsq, MΦpθsq, Mpθsq et Cpθsq;
Écrire Apθsq;
for r “ 1, 2, . . . , rmax (les cas de chargement) do
Trouver
α´
rpθsq “ arg min
Tα“0
Cαď0
1
2
αT
`
ApθsqTApθsq ` µMpθsqTMpθsq
˘
α´ αT `ApθsqT br ´MpθsqT δr˘
(Algorithme d'Uzawa)
end
Trouver une base te1, . . . , edu de θKs , de dimension d “ 2 ou 3;
for j “ 1, 2, . . . , d do
Remailler la surface et assembler Φpθs ` psejq, MΦpθs ` psejq, Mpθs ` psejq et Cpθs ` psejq;
Écrire Apθs ` psejq;
for r “ 1, 2, . . . , rmax (les cas de chargement) do
Trouver
α´
rpθs ` psejq “ arg min
Tα“0
Cαď0
1
2
αT
`
Apθs ` psejqTApθs ` psejq
`µMpθs ` psejqTMpθs ` psejq
˘
α´ αT `Apθs ` psejqT br ´Mpθs ` psejqT δr˘
(Algorithme d'Uzawa)
end
end
for r “ 1, 2, . . . , rmax (les cas de chargement) do
Ar “ 1
ps
¨˝
Apθs`pse1qα´
rpθs`pse1q´Apθsqα´
rpθsq . . . Apθs`psedqα´
rpθs`psedq´Apθsqα´
rpθsq‚˛;
Mr “ 1
ps
¨˝
Mpθs`pse1qα´
rpθs`pse1q´Mpθsqα´
rpθsq . . . Mpθs`psedqα´
rpθs`psedq´Mpθsqα´
rpθsq‚˛
end
g “ řrmaxr“1 ´ATr pAα´rpθsq ´ brq ` µMTr ´Mα´rpθsq ` δr¯¯ // g approxime ∇Υs
H “ řrmaxr“1 `ATr Ar ` µMTrMr˘ // H approxime ∇2Υs
δθs “ ´H´1g;
θs`1 “ θs ` δθs;
ps “ k }δθs}}θs} ;
end
‚ La projection entre maillages permettant de calculer Mr utilise dans notre implémentation beaucoup
de temps de calcul. Néanmoins, il est très probable que ce temps puisse être fortement réduit par une
mise en ÷uvre plus performante.
Les calculs numériques, aussi bien pour le problème direct qu'inverse, ayant été conduits sur octave, c'est
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à dire un code interprété faisant appel à certaines fonctions compilées, les tendances observées en terme de
temps de calcul ne peuvent être données qu'à titre indicatif, et des conclusions fermes sur la performance
ne pourraient être tirées que si l'algorithme avait été implémenté dans un langage compilé et le calcul direct
eﬀectué à l'aide d'un code éprouvé et performant. Néanmoins, il a été constaté que dans le cas 2D, la résolution
du problème inverse est plus rapide que celle du problème direct. Dans le cas tridimensionnel, ce n'est plus
le cas, mais les temps de calcul restent comparables.
3.4.2.3 Étude numérique
Comme pour l'expérience numérique précédente, la mesure a été interpolée sur un maillage grossier avant
d'être utilisée dans l'algorithme de reconstruction de ﬁssure.
Sur cet exemple, la stagnation de la fonction-coût Φ se produit après 6 itérations. La ﬁgure 3.31 montre la
ligne de ﬁssure identiﬁée après 20 itérations. Comme pour la méthode précédente, cette ligne est très proche
de la référence. Le tableau 3.7 montre l'erreur sur le saut identiﬁé et sur la réaction de Neumann sur le bord
du haut. Étant donné ces résultats, il a été choisi de n'aﬃcher graphiquement que l'identiﬁcation résultant des
cas-tests 1 et 4 (voir 3.32). La qualité de la reconstruction paraît être comparable à la qualité de la méthode
précédente. Le cas-test 2, pour lequel les eﬀorts de traction sont presque parallèles à la ligne de ﬁssure, induit
un saut de déplacement de très faible amplitude qui n'est pas identiﬁable par cette méthode.
Figure 3.31  Identiﬁcation de la ligne de ﬁssure
Cas de chargement 1 2 3 4
Erreur relative sur l'identiﬁcation de la CL 0.097940 0.48754 0.21947 0.14691
Erreur relative sur l'identiﬁcation du saut 0.22109 2.5757 0.97297 0.37512
Table 3.7  Erreurs à l'issue de la procédure d'identiﬁcation
3.4.2.4 Conclusion sur la méthode
Cette méthode présente l'avantage d'être plutôt générale et de demander très peu d'hypothèses (excepté
la planéité de la ﬁssure) pour être utilisable, contrairement à celles présentées plus haut. Sa stabilité est
également plutôt bonne grâce à la régularisation.
Du point de vue temps de calcul, la méthode peut être comparée à la méthode des éléments de frontière,
avec laquelle elle partage quelques ressemblances. Elle nécessite de faire de nombreux assemblages partiels
et d'inversions de matrices petites, mais pleines. Dans les cas où le bord du domaine a une géométrie assez
simple, la résolution du problème inverse d'identiﬁcation de ﬁssure par la méthode de l'écart à la réciprocité
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Figure 3.32  Identiﬁcation du saut de déplacement normal
peut même être plus rapide qu'une résolution directe du problème avec domaine ﬁssuré. D'un autre côté, on
peut trouver des cas, avec un bord complexe et de nombreuses données marquantes, pour lesquels la méthode
est très coûteuse en temps CPU.
3.4.3 Investigations numériques approfondies sur la deuxième méthode
Dans cette partie, la deuxième méthode présentée est mise à l'épreuve numériquement sur diﬀérents cas-
tests basés sur la même géométrie que précédemment. Le premier paramètre que l'on peut faire varier est la
quantité de capteurs présents sur le bord du domaine étudié. En eﬀet, on s'attend à ce que moins il y ait de
capteurs, moins l'identiﬁcation soit précise. Ensuite, la stabilité de la méthode par rapport à un bruit blanc
gaussien sur les données de Dirichlet est étudiée.
Dirichlet Neumann Niveau Erreur Erreur Erreur Erreur
inconnu inconnu de bruit 1 2 3 4
- 3 0 0.22109 2.5757 0.97297 0.37512
- 1 et 3 0 0.85649 1.7539 2.2508 0.58149
- 2 et 3 0 0.56698 9.8960 1.8935 1.2769
3 3 0 0.27089 0.39863 0.45479 0.30697
Ponctuel 3 0 0.61730 0.81833 0.60565 0.72947
3 3 1 % 0.51328 0.75323 0.58504 0.37015
3 3 5 % 0.77818 2.3261 1.0576 2.2263
Table 3.8  Résumé des erreurs sur l'identiﬁcation du saut
3.4.3.1 Impact de la quantité de capteurs
Dans cette partie, on étudie l'impact du nombre de points de mesure. La situation du domaine et de la
ﬁssure est présentée sur la ﬁgure 3.33.
Dans la première expérience, la donnée de Dirichlet est manquante sur les deux bords haut et bas.
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Figure 3.33  Situation du domaine et de la ﬁssure
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Figure 3.34  Identiﬁcation de la ﬁssure dans le cas où les deux bords 1 et 3 n'ont pas de donnée de Neumann
On remarque sur la ﬁgure 3.34 que l'orientation de la ﬁssure n'est pas identiﬁée avec précision dans ce cas.
On voit néanmoins que le saut de déplacement, qui donne la position de la ﬁssure sur cette ligne, est plutôt
bien reconstruit (du moins pour le cas-test ayant le saut de la plus grande amplitude). La mauvaise qualité
relative des ces résultats est probablement due au fait que la ﬁssure à reconstruire est en fait proche de l'un
des bords sur lesquels aucune donnée de Neumann n'est disponible. C'est pourquoi un autre cas est étudié,
dans lequel les deux bords Neumann-déﬁcients sont les bords haut et droite, qui sont tous deux éloignés de
la position réelle de la ﬁssure (voir 3.33).
Sur la ﬁgure 3.35, on peut voir que la ligne de la ﬁssure est maintenant reconstruite avec précision, et les
reconstructions sont acceptables pour les cas de chargement 1 et 4, qui sont ceux qui conduisent à la plus
grande amplitude pour le saut.
Dans la troisième expérience, les données de Dirichlet et de Neumann sont toutes deux manquantes sur
le bord du haut.
Sur la ﬁgure 3.36, on remarque que l'identiﬁcation de la ligne est très bonne. On voit de plus que la qualité
de l'identiﬁcation du saut est comparable à celle obtenue sur la ﬁgure 3.32. Ce bon résultat peut à nouveau
être expliqué par la position de la ﬁssure, qui est éloignée du bord aux données manquantes.
Enﬁn, dans le dernier cas-test, les données de Neumann sont disponibles partout (sauf sur le bord du
haut) et seules des conditions de Dirichlet ponctuelles sont connues. Il a été choisi d'utiliser un point de
mesure par coin et 4 points supplémentaires sur chaque segment, soit 20 points en tout, alors que le maillage
utilisé pour la calcul de l'écart à la réciprocité a 146 n÷uds sur le bord (répartis de façon inéquitable avec
davantage de n÷uds vers l'encastrement).
En analysant la ﬁgure 3.37, on peut observer que l'orientation de la ﬁssure est plutôt mal identiﬁée.
146 CHAPITRE 3. IDENTIFICATION DE FISSURES
(a) Ligne de ﬁssure
0 0.5 1
0
0.5
1
¨10´3
abscisse sur la ligne identiﬁée
Ju 1K
¨n
Π
Référence
Solution
(b) Saut pour le cas-test 1
0 0.5 1
´2
0
2
4
¨10´4
abscisse sur la ligne identiﬁée
Ju 4K
¨n
Π
Référence
Solution
(c) Saut pour le cas-test 4
Figure 3.35  Identiﬁcation de la ﬁssure dans le cas où les deux bords 2 et 3 sont sans donnée de Neumann
(a) Ligne de ﬁssure
0 0.5 1
0
0.5
1
¨10´3
abscisse sur la ligne identiﬁée
Ju 1K
¨n
Π
Référence
Solution
(b) Saut pour le cas-test 1
0 0.5 1
0
2
4
¨10´4
abscisse sur la ligne identiﬁée
Ju 4K
¨n
Π
Référence
Solution
(c) Saut pour le cas-test 4
Figure 3.36  Identiﬁcation de la ﬁssure dans le cas avec un bord avec Dirichlet et Neumann manquants
Néanmoins, comme la ligne identiﬁée intersecte la ligne de référence assez près de la vraie position de la
ﬁssure, celle-ci est à peu près bien reconstruite. De plus, le saut reconstruit est bien plus lisse que le saut de
référence (alors que la valeur du paramètre de régularisation est la même que pour les calculs précédents).
Ceci est dû au fait que comme il y a très peu de données mesurées, le terme de régularisation gagne en poids
par défaut. Cette expérience numérique montre que même si la méthode proposée est théoriquement capable
de fonctionner avec des données de Dirichlet ponctuelles, elle n'est en pratique pas très eﬃcace en l'état.
3.4.3.2 Impact du niveau de bruit
Dans cette partie, les données de Dirichlet et de Neumann sont manquantes sur la partie supérieure. Le
premier niveau de bruit est de 1 % sur la donnée de Dirichlet uniquement. Le paramètre de régularisation de
Tikhonov a été fortement augmenté sur ce cas-test.
L'analyse de la ﬁgure 3.38 montre que l'identiﬁcation de la ligne de la ﬁssure est perturbée par le bruit. On
peut observer que la reconstruction du saut est lissée à cause de l'augmentation du paramètre de Tikhonov,
mais la localisation de la ﬁssure est plutôt bonne.
Une autre expérience numérique est conduite pour un niveau de bruit plus élevé (5 %). Comme précéde-
ment, le paramètre de Tikhonov a été encore augmenté.
La qualité de la ligne de la ﬁssure identiﬁée, présentée sur la ﬁgure 3.39 diminue, comme attendu. Cepen-
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Figure 3.37  Identiﬁcation de la ﬁssure dans le cas du bord Neumann-déﬁcient 3 et de mesures de Dirichlet
ponctuelles
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Figure 3.38  Identiﬁcation de la ﬁssure avec 1 % de bruit blanc gaussien sur la donnée de Dirichlet
dant, les sauts identiﬁés donnent quand-même une idée grossière de la bonne localisation de la ﬁssure.
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Figure 3.39  Identiﬁcation de la ﬁssure avec 5 % de bruit gaussien sur la donnée de Dirichlet
3.4.4 Expérience numérique sur un cas 3D
Les méthodes présentées n'ont été illustrées jusqu'ici sur des cas-test 2D. Dans cette partie, on montre le
comportement de l'algorithme sur un cas 3D plus contraignant avec une ﬁssure qui est plus éloignée de tout
bord. Notons au passage que s'il est assez intuitif de considérer qu'une ﬁssure éloignée de tous les bords est
plus diﬃcile à retrouver, ceci n'est pas évident dans le cadre de cet algorithme. En eﬀet, pour la méthode de
type Galerkine présentée dans la partie 3.1, on a vu que plus la ﬁssure est éloignée de l'un des bords (donc
plus elle est proche d'un autre bord), plus l'identiﬁcation est mauvaise. Ceci a pour conséquence le fait que
les ﬁssures les moins diﬃciles à identiﬁer sont celles qui sont situées le plus profondément dans la matière.
Or, rien ne permet d'aﬃrmer que ce phénomène n'a pas cours avec la méthode de Petrov-Galerkine que l'on
propose dans cette partie. Il se pourrait d'ailleurs que la méthode modiﬁée introduite dans la partie 3.4.5,
en relâchant la contrainte de respect des mesures, puisse permettre une meilleure identiﬁcation des ﬁssures
excentrées.
On considère le cube unité, avec une ﬁssure interne elliptique. Le cube est encastré sur sa face supérieure, et
est soumis séquentiellement à 13 eﬀorts de traction diﬀérents, qui sont les analogues 3D aux cas de chargement
présentés sur la ﬁgure 3.19. Les 13 problèmes directs qui résultent de ces chargements sont résolus et les
solutions complètes sont stockées. Comme précédemment, les données sont redondantes sur tous les bords du
domaine, à l'exception du bord supérieur qui est Neumann-déﬁcient. Par ailleurs, le maillage de bord utilisé
pour le calcul des intégrales n'est pas coïncidant avec les bords du maillage utilisé pour simuler l'essai, et une
interpolation permet de passer les mesures simulées du second au premier. 1 % de bruit synthétique gaussien
est ajouté.
Le résidu stagne après 9 itérations, et à ce moment, le plan identiﬁé, visible sur la ﬁgure 3.41, est assez
proche du plan de référence, et le saut de déplacement identiﬁé sur ce plan, présenté sur la même ﬁgure pour
l'un des 13 cas de chargement, est comparé à la référence. On notera que si le saut identiﬁé est déformé par
rapport à la référence, la position et la taille de la ﬁssure sont plutôt ﬁdèles, ainsi que la valeur du maximum
du saut.
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Figure 3.40  Situation du domaine avec ses conditions de Dirichlet pour le problème direct
(a) Identiﬁcation du plan de ﬁssure
(vert) comparé à la référence (rouge)
(b) Saut identiﬁé sur ce plan (c) Saut de référence sur le plan de
référence (projeté sur un maillage
grossier)
Figure 3.41  Identiﬁcation de la ﬁssure avec 1 % de bruit gaussien
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Figure 3.42  Saut normal tracé selon deux lignes
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3.4.5 Écart à la réciprocité modiﬁé
On a constaté que, comme bien souvent dans la résolution de problèmes inverses, les méthodes proposées
ci-dessus sont très sensibles à l'ajout sur les données d'un bruit, même s'il est faible. Dans ces circonstances,
il est parfois proposé (voir la partie 1.3.5) d'aﬀaiblir la condition imposant le respect de ces données. Dans
cette partie, on propose donc une méthode en ce sens, que l'on a choisi de désigner sous le nom de  méthode
modiﬁée  en référence à la méthode de l'erreur en relation de comportement modiﬁée [106].
Reprenons le problème (3.51), de la partie 3.4.2, que l'on rappelle ci-dessous.
min
Π,
´
αr,βr,γr,pγrl “γˆrl ql“1...qˆ
¯
r
1
2
rmaxÿ
r“1
nÿ
i“1
˜
mÿ
j“1
αrj
ż
ωpθq
σpψiq : pnΠpθq b ψjq dS
´
pÿ
k“1
βrk
ż
Γn¯
χk ¨ ψi dS`
qÿ
l“1
γrl
ż
BΩ
ρl ¨ σpψiq ¨ n dS´
ż
Γn
pf
r
¨ ψi dS
¸2 (3.62)
On va alors relaxer la condition de respect des mesures, à savoir l'égalité pγrl “ γˆrl ql“1...qˆ. Le problème se
transforme donc de la façon suivante, en introduisant un paramètre λ P R :
min
Π,pαr,βr,γrqr
1
2
rmaxÿ
r“1
nÿ
i“1
˜
mÿ
j“1
αrj
ż
ωpθq
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´
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Γn¯
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r
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` λ
2
rmaxÿ
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qˆÿ
l“1
pγrl ´ γˆrl q2
À partir de ce point, on peut développer les mêmes calculs que dans la partie 3.4.2 à ceci près que tous les
γr sont inconnus, et plus seulement les γru. On introduit la matrice Π qui n'est rien d'autre que le projecteur
sur le bord Γd. Le problème devient alors :
min
θ,pαr,βr,γruqr
1
2
rmaxÿ
r“1
ˆ
}Φpθqαr `Xβr `Rγru ´ br}2 ` λ2 }Πγ
r ´ γˆr}2
`µ
2
αrTMTΦMΦα
r ` µ
2
ηβrTMTXMXβ
r ` µ
2
γrTMuTR MRγ
r
¯ (3.63)
où Φ, X et R sont déﬁnis de la même façon que précédemment et le second-membre, quant à lui, ne prend
plus en compte la donnée de Dirichlet :
bri “
ż
Γn
pf
r
¨ ψi dS (3.64)
Les mêmes considérations que dans la partie 3.4.2 nous permettent de déterminer une fois pour toutes le
paramètre η. La suite du raisonnement (sur la minimisation, le choix des fonctions-tests etc...) est inchangé
par rapport à ce qui est fait plus haut.
Pour ce qui est du terme pénalisant l'écart aux mesures, il pourrait être judicieux d'utiliser plutôt un
terme de la forme }GΠγr ´Gγˆr}2 où G est un opérateur bien choisi, par exemple issu de la discrétisation de
la norme L2pΓdq. Ceci n'a pas été fait en pratique car on a fait conﬁance à la régularité du maillage.
Le terme de régularisation de Tikhonov µ n'a plus d'autre impact que celui de pallier la déﬁcience de rang
de l'opérateur à inverser. En conséquence, on peut proposer de le choisir égal à 10´14 fois le rayon spectral
de cet opérateur en θ0 . Un tel choix permet d'assurer que l'inversion se passe dans de bonnes conditions à
condition que le rayon spectral ne diminue pas trop quand θ évolue. Par contre, le paramètre λ, lui, devra
être réglé soigneusement à l'aide d'une L-curve.
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Remarque 57. Il est évidemment possible de relaxer de la même façon le respect de la donnée de Neumann.
Cependant, ceci n'est pas nécessairement utile dans la plupart des cas que l'on peut imaginer car la donnée
de Neumann est souvent soit connue avec précision (sur un bord libre) soit totalement inconnue.
Dans cette thèse, cette méthode ne fait pas l'objet d'expériences numériques. En revanche, elle est direc-
tement confrontée au cas expérimental exposé ci-après, pour lequel elle montre une meilleure robustesse vis
à vis d'une donnée bruitée que la méthode non modiﬁée.
3.4.6 Validation sur des données expérimentales
Dans cette partie, on va observer le comportement de certains des algorithmes présentés plus haut vis à
vis de données issues d'un essai. Celui-ci a été réalisé dans le cadre de la thèse de Raphaël Vargas, et a été
exploité dans le but d'identiﬁer certaines propriétés mécaniques d'un béton réfractaire. Ce travail est présenté
dans les articles [150, 151].
3.4.6.1 Présentation de l'essai
Il s'agit d'un essai de fendage par coin sur un bloc de béton réfractaire pré-entaillé et muni d'une rainure de
7 mm de profondeur pour que la ﬁssure se propage sur la ligne prévue. La pièce étudiée a comme dimensions
100ˆ 100 mm et une épaisseur de 72,5 mm. On modélise le matériau comme élastique en dehors de la zone
de propagation de la ﬁssure, avec un module d'Young E “ 17 GPa et un coeﬃcient de Poisson ν “ 0,2. On
supposera de plus que les déformations du matériau sont planes dans Oxy.
Le chargement imposé consiste en un déplacement sur le plateau inférieur selon une série de 5 cycles
eﬀectués en régime quasi-statique. Une photographie de la pièce étudiée ainsi que la courbe eﬀort-déplacement
sont présentés sur la ﬁgure 3.43 :
(a) Essai de fendage par coin
0 0.2 0.4 0.6 0.8 1
0
100
200
300
´u (mm)
´f
(N
)
(b) Courbe force-déplacement globale de l'essai
Figure 3.43  Dispositif de fendage par coin et chargement
Contrairement aux cas-tests numériques précédents (pour lesquels les seules incertitudes venaient d'un
bruit blanc gaussien ajouté sur les mesures), dans le cas présent, de nombreuses sources d'incertitude poten-
tiellement assez importantes sont présentes, qui portent sur diﬀérentes grandeurs et hypothèses :
‚ Les mesures de déplacement, car le problème de mesure par corrélation d'image est lui-même mal posé
‚ Les bords libres (voir le premier paragraphe de la section 3.4.6.2)
‚ Les constantes matériau dont la mesure est souvent délicate
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‚ L'homogénéité du matériau, qui n'est pas du tout acquise à l'échelle du maillage utilisé
‚ L'hypothèse de contraintes planes. En eﬀet, celle-ci ne s'applique rigoureusement qu'au c÷ur du maté-
riau, or les bords sur lesquels on a paris les mesures sont évidemment des bords libres.
‚ L'hypothèse selon laquelle le matériau est élastique en dehors de la ﬁssure car pour les matériaux
cimentaires une zone plus ou moins grande autour de la zone de ﬁssure, appelée zone d'élaboration, est
siège de phénomènes de micro-ﬁssuration et n'a donc pas du tout un comportement élastique. Cette zone
peut même avoir une taille non négligeable devant les dimensions de la pièce étudiée. Ce phénomène
est par exemple étudié dans [76].
Grâce à des images prises au cours de l'essai de fendage, les auteurs de [150] ont pu déterminer par
corrélation d'image intégrée la longueur de la ﬁssure en fonction du temps et en déduire le facteur d'intensité
de contrainte du matériau. Dans, [151], les mêmes auteurs ont utilisé le logiciel Correli [145] pour obtenir une
mesure de déplacement sur toute la face avant de la pièce, supportée sur un maillage éléments ﬁnis. Par ce
moyen, ils ont pu calculer cette longueur de ﬁssure par la méthode FEMU.
En ce qui nous concerne, pour exploiter les résultats de cet essai, on ne considère le champ de déplacement
mesuré que sur le bord du domaine. Dans ce cas de ﬁgure, la ligne de ﬁssure est connue et seule la partie
en minimisation quadratique de l'algorithme 5 est considérée. On réutilise pour les calculs d'intégrales de
bords propres à l'écart à la réciprocité le bord du maillage utilisé pour eﬀectuer la corrélation d'images. Le
champ de déplacement mesuré sur tout le domaine est conservé et son saut sur la ligne de ﬁssure (calculé par
diﬀérence) constitue la référence à retrouver aﬃchée sur la ﬁgure 3.44.
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Figure 3.44  Saut de déplacement de référence à diﬀérents instants
Remarquons au passage que si en théorie, il est possible de retrouver la ﬁssure comme support de ce saut,
en pratique, ce n'est pas évident, comme on peut le voir sur la ﬁgure 3.44 où il est assez diﬃcile d'identiﬁer la
pointe de ﬁssure. C'est d'ailleurs pourquoi, dans les cas où on a mesuré le champ complet, on préfère utiliser
d'autres informations, comme le résidu de corrélation. Dans le cadre de notre étude, faite à partir de mesures
de bords, on se ﬁxera simplement comme objectif de reconstruire ce saut sur la ligne de ﬁssure.
On dispose de deux mesures de champs, calculées à partir de la même série d'images avec deux réglages de
l'algorithme de corrélation. La première mesure n'utilise pas la régularisation mécanique, et est donc plutôt
oscillante, ce qui fait que pour faciliter la visualisation, il a fallu, dans le champ aﬃché, mettre à zéro les
termes les plus faux. La deuxième mesure a été faite en s'aidant de la régularisation mécanique et est donc
plus lissée et plus ﬁable. Ces deux champs mesurés sont aﬃchés sur la ﬁgure 3.45, pour l'instant t “ 263
correspondant au sommet du dernier pic, celui qui a la plus grande amplitude.
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(a) Champ non régularisé (b) Champ régularisé
Figure 3.45  Mesures de champ disponibles à l'instant t = 263
3.4.6.2 Premiers résultats numériques
Pour ce qui est des données de Dirichlet, on se donne les mesures sur tout le bord. Il est d'ailleurs à noter
que malheureusement, le bord est l'endroit où la mesure par corrélation d'images est de moins bonne qualité,
et ce surtout dans le cas de la méthode non régularisée. En ce qui concerne les données de Neumann, on ne
connaît la distribution d'eﬀort que sur les bords libres, qui bien heureusement occupent la plus grande partie
du bord. Les parties des bords qui ne sont pas libres sont surlignées en rouge sur la ﬁgure 3.46.
Figure 3.46  Tout le bord est libre à l'exception des portions notées en rouge
Deux remarques s'imposent à propos des données de Neumann. D'abord, pour éviter des eﬀets très
défavorables sur les arrêtes du massif étudié, le bord du maillage ne coïncide pas tout à fait avec les arrêtes
du lopin, et en conclusion, les bords libres ne le sont pas tout à fait. Le deuxième point est que l'on dispose
d'une information en résultante de l'eﬀort (elle est exposée dans la ﬁgure 3.43) et que l'on pourrait l'exploiter
à moindre frais en pénalisant tout écart à cette résultante (en introduisant cependant un nouveau paramètre).
Il a été choisi de ne pas explorer cette voie.
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J'ai déjà pu souligner à de multiples reprises au cours de cette thèse l'inclinaison que j'ai pour les ré-
solutions à second membre multiple, qui permettent très souvent une réduction substantielle des temps de
calcul. Nul ne sera donc surpris que l'on résolve le problème d'identiﬁcation simultanément pour tous les pas
de temps à l'aide d'une telle procédure. Il a été décidé pour simpliﬁer l'implémentation que le paramètre de
régularisation de Tikhonov est le même pour tous les seconds-membres.
On utilise d'abord l'algorithme non modiﬁé pour identiﬁer le saut de déplacement à partir de la mesure
la plus ﬁable. La première chose à faire est de choisir la valeur du paramètre de Tikhonov. Pour ce faire, on
trace la L-curve résidu-norme, disponible sur la ﬁgure 3.47. Chaque second-membre donnant lieu à un résidu
et à une norme qui lui est propre, les valeurs utilisées pour tracer la L-curve sont la somme quadratique sur
tous les second membres de ces grandeurs.
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Figure 3.47  L-curve (en second membre multiple). Le coin détecté est encerclé en rouge
En se plaçant dans le coin marqué par un cercle rouge sur la L-curve, et en utilisant la méthode de l'écart
à la réciprocité présentée dans la partie 3.4.2, on obtient le saut de déplacement sur la ligne de ﬁssure comparé
à la référence pour deux instants correspondant aux sommets des deux derniers pics de déplacement sur la
ﬁgure 3.48. La distribution spatio-temporelle complète est visible sur la ﬁgure 3.49.
En ce qui concerne la mesure la plus oscillante, l'algorithme non modiﬁé est incapable de donner une
identiﬁcation acceptable tel quel. Ceci est principalement dû aux quelques points situés sur le bord sur
lesquels on a vu que les valeurs du déplacement mesuré sont fantaisistes (voir ﬁgure 3.45). Une idée est
de repérer manuellement tous ces points et de se passer des valeurs qui y sont mesurées en ajoutant ces
déplacements aux inconnues. On a alors aﬀaire à une mesure de champ, sauf quelques points. On observe
alors l'évolution spatio-temporelle du saut identiﬁé sur la ﬁgure 3.51.
De façon globale, le champ identiﬁé est d'une qualité comparable au champ précédent. Cependant, pour
une poignée d'instants situés à proximité du pic le plus grand, l'identiﬁcation échoue de façon ﬂagrante.
Plusieurs pistes sont possibles pour remédier à cette diﬃculté. Il se pourrait par exemple simplement que le
choix des mesures à ignorer n'ait pas été fait de façon suﬃsamment ﬁne. Par ailleurs, on pourrait proposer
une forme de régularisation  temporelle  pénalisant la variation de la solution entre les itérés. Dans cette
étude, on ne fera rien de tout ça et on va plutôt voir si la version modiﬁée de l'écart à la réciprocité peut
permettre d'obtenir des résultats de façon plus sereine.
3.4.6.3 Résultats numériques par la méthode modiﬁée
À présent, on exploite l'algorithme modiﬁé et celui-ci donne des résultats cohérents pour les deux jeux de
mesures. Ceux-ci sont proposés sur la ﬁgure 3.51. On voit que si les mesures régularisées permettent d'avoir
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Figure 3.48  Comparaison entre le saut de référence et le saut identiﬁé pour deux instants
(a) Référence (b) Solution obtenue par la méthode non modiﬁée
Figure 3.49  Distribution spatio-temporelle du saut de déplacement sur la ligne de ﬁssure (champ de mesure
régularisé et méthode non modiﬁée)
des résultats légèrement plus réguliers (cela se voit surtout sur l'avant-dernier pic situé autour de t “ 176 s)
la qualité est quand-même très comparable. On peut donc, grâce à cette méthode modiﬁée, exploiter des
mesures bruitées de la même façon que des données régularisées.
Remarque 58. Pour obtenir ces résultats, on a relâché la condition de respect des mesures de Dirichlet. On a
aussi tenté de relâcher le respect des mesures de Neumann de la même manière. Ceci était à priori pertinent
puisqu'on sait que les bords que l'on considère comme des bords libres n'en sont pas tout à fait puisque les
bords du maillage ne coincident pas exactement avec ceux de la pièce (pour des raisons propres à la corrélation
d'images). Cependant, en pratique, le relâchement de la condition de Neumann n'a pas semblé apporter quoi
que ce soit à la résolution.
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(a) Référence (b) Solution obtenue par la méthode modiﬁée
Figure 3.50  Distribution spatio-temporelle du saut de déplacement sur la ligne de ﬁssure (champ de mesure
non régularisé et méthode non modiﬁée)
(a) Référence (b) Solution obtenue à partir des don-
nées réguliarsées
(c) Solution obtenue à partir des don-
nées non régularisées
Figure 3.51  Distribution spatio-temporelle du saut de déplacement sur la ligne de ﬁssure (méthode modi-
ﬁée)
Conclusion
Dans cette partie, on a introduit une nouvelle manière d'exploiter l'écart à la réciprocité à l'aide d'une
projection de Petrov-Galerkine. Cette méthode a été elle-même déclinée en plusieurs variantes dans le but de
répondre à diﬀérentes problématiques cruciales dans la résolution des problèmes inverses que sont l'absence
de mesures sur certaines parties d'un bord ou la présence de données de mauvaise qualité.
Deux des trois variantes proposées ont été confrontées à des résultats issus d'un essai pour lequel de
nombreuses sources d'incertitudes étaient présentes, et ont donné des résultats encourageants. Maintenant
que l'on sait que la méthode peut être confrontée à des mesures expérimentales, une perspective évidente
est de l'appliquer à des mesures issues d'un essai conçu dans ce but. Ainsi, on pourrait utiliser un matériau
mieux connu et présentant moins d'incertitudes.
Toujours est il que la méthode proposée plus haut ne répond pas à l'autre grande diﬃculté classique de
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la méthode de l'écart à la réciprocité qui est l'identiﬁcation de ﬁssures non planes. On pourrait évidemment
proposer d'enrichir l'espace paramétrique dans lequel évolue θ pour identiﬁer une ﬁssure supportée par une
surface polynomiale ou plane par morceaux mais la fonctionnelle étant non quadratique (et même non convexe)
par rapport à θ, la multiplication des paramètres pose de gros problèmes de performance et de stabilité. Il a
donc été choisi, dans une dernière partie, d'explorer une autre voie.
3.5 Identiﬁcation de ﬁssures quelconques
Cette partie vise à proposer un moyen d'identiﬁer des ﬁssures de forme quelconque à l'aide de l'écart à
la réciprocité et sans recourir à une paramétrisation de la géométrie de ﬁssure. La base de la méthode est,
comme toujours, l'égalité entre les expressions (3.1) et (3.3) :
@v P V,
ż
BΩ
ppf
r
¨ v ´ uˆr ¨ σpvq ¨ nqdS “
ż
ω
σpvq : pnΠ b JurKqdS (3.65)
Dans cette partie, ω est une surface quelconque (ou même une famille de surfaces) sur laquelle on va
identiﬁer le saut permettant d'avoir le résidu le plus faible possible. Comme précédemment, on utilise une
famille de fonctions-tests pψiqi“1..n polynomiale. Pour ce qui est du choix des fonctions de reconstruction,
deux alternatives ont été testées, qui donnent lieu aux deux variantes présentées ci-après.
On va tester les algorithmes sur le cas suivant, illustré sur la ﬁgure 3.52. Il s'agit d'un carré unité compor-
tant une ou plusieurs ﬁssures, et mis en traction de façon uniforme. Ici, on suppose que l'on dispose de mesures
sur tout le bord du domaine et pour le problème direct, tout BΩ est sujet à une condition de Neumann. Dans
l'un des cas, on a une seule ﬁssure non-plane, et dans l'autre, il s'agit d'identiﬁer plusieurs ﬁssures planes,
mais non alignées.
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Figure 3.52  Domaine étudié et chargements appliqués
Remarquons qu'il est possible théoriquement d'allier l'une des stratégies proposées dans la partie 3.4
avec celles qui sont développées par la suite aﬁn d'eﬀectuer une identiﬁcation de ﬁssure non-plane à partir de
données partielles, probablement au prix d'un conditionnement encore plus mauvais du problème. Cependant,
ceci n'a pas été fait dans le cadre de cette thèse.
3.5.1 Réseau de ﬁssures
La première idée est d'utiliser pour ω l'union de tous les bords d'un maillage élément ﬁni. Les fonctions
de reconstruction pψiqi“1..m sont alors constantes par morceaux sur les éléments de bord. Le problème de
reconstruction du saut de déplacement se met alors sous la forme très classique du problème linéaire suivant,
pour chaque cas de chargement r :
Aαr “ br (3.66)
Avec :
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bri “
ż
BΩ
ppf
r
¨ ψi ´ uˆr ¨ σpψiq ¨ nqdS
Aij “
ż
ω
φj ¨ σpψiq ¨ ndS “
ż
ωj
σpψiq ¨ ndS
(3.67)
Cette inversion matricielle est régularisée en tronquant la base propre de l'opérateur normal ATA. Le
niveau de troncature est déterminé automatiquement à l'aide d'un graphe de Picard comme dans la partie
1.3.2.3. Sur la ﬁgure 3.53, on peut voir la cartographie de la somme sur tous les cas de chargement des normes
des sauts issus de la résolution du système (3.67).
Figure 3.53  Norme du saut de déplacement identiﬁé
On constate que le saut de déplacement identiﬁé est eﬀectivement le plus élevé à proximité de la ﬁssure.
Néanmoins, on est très loin de pouvoir reconnaître la forme de celle-ci. On choisit donc d'aborder le problème
d'une façon un peu diﬀérente. On va proposer une procédure permettant de déterminer les portions du
maillage sur lesquelles la mise à zéro du saut (c'est à dire l'interdiction à la ﬁssure de passer par cet élément)
est la plus coûteuse en terme de résidu.
La première hypothèse régularisante que l'on fait est que la ﬁssure est connexe et non ramiﬁée, ce qui fait
que l'on s'interdit d'emblée de traiter les cas d'identiﬁcation de ﬁssures multiples. On cherche donc à trouver
la meilleure chaîne d'éléments au sens d'un certain critère. On a mis en ÷uvre un algorithme génétique dont
les étapes sont les suivantes :
‚ Initialisation de 120 chaînes comprenant un seul élément
‚ Mutations des chaînes (voir ci-dessous)
‚ Aucun croisement
‚ Résolution pour chaque chaîne du système linéaire (3.66)
‚ Sélection des 30 meilleures chaînes au sens de la fonction-coût développée ci-après
Le fait que l'on impose ou non la nullité du saut sur chaque élément constitue une variable booléenne
et il a d'abord été envisagé que les mutations consistent simplement à changer aléatoirement ces variables
booléennes. Cependant, une telle approche a conduit à la nécessité de choisir de très grandes populations et
de faire beaucoup d'itérations avant d'aboutir à un résultat cohérent.
On a alors plutôt opté pour une approche assurant de meilleures propriétés de convergence en n'autorisant
que quatre types de mutations illustrées sur la ﬁgure 3.54 :
1. Suppression d'un angle aigu
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2. Suppression d'un élément extrême
3. Déplacement d'un n÷ud
4. Ajout d'un n÷ud
1 2 3 4
Figure 3.54  Les 4 mutations autorisées
Le choix de la fonction-coût à minimiser est quant à lui primordial. Il a été choisi d'utiliser la somme des
résidus à laquelle deux termes de régularisation sont ajoutés. Le premier porte sur la longueur L de la ﬁssure
et le second sur la régularité du champ de saut. G est la norme discrète du gradient.
Φ “
rmaxÿ
r“1
}Aαr ´ br} ` λL` µG (3.68)
Les paramètres λ et µ ont été réglés par essai-erreur. On présente sur la ﬁgure 3.55 la solution obtenue à
l'issue du processus. Sont dessinés seulement les éléments sur lesquels le saut est non-nul et sur ces éléments,
le champ scalaire de la somme des normes des sauts est aﬃché.
(a) Reconstruction sans bruit (b) Reconstruction avec 5% de bruit
Figure 3.55  Fissure reconstruite comparée à la référence en rose avec et sans bruit
Cette méthode présente deux inconvénients majeurs. D'abord, la fonction-coût utilisée fait usage de
plusieurs paramètres qui peuvent être très diﬃciles à régler, contrairement aux cas dans lesquels un seul
paramètre de régularisation doit être déterminé. L'autre inconvénient de cette méthode est son caractère
non-déterministe, qui, couplé à l'instabilité inhérente au problème, peut donner des résultats surprenants
(très bons ou très mauvais) impossibles à reproduire en lançant l'identiﬁcation à nouveau.
En revanche, l'avantage de la méthode est que l'on aboutit directement à une courbe, composée des ωj
pour lesquels le saut est non-nul, qui est la ﬁssure elle-même. Il n'y a pas besoin de post-traiter un champ
par seuillage comme dans les autres méthodes développées plus haut.
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3.5.2 Fissuration diﬀuse
Introduisons à présent une alternative à la méthode précédente. On ne va plus chercher à identiﬁer un
saut situé sur une surface (ou un réseau de surfaces) comme précédemment, mais plutôt un saut diﬀus, situé
dans le volume, que l'on va noter δr P L2pΩq.
@v P V,
ż
BΩ
ppf
r
¨ v ´ uˆr ¨ σpvq ¨ nqdS “
ż
Ω
σpvq : pnΠ b δrq dS (3.69)
Comme nΠ et δr sont inconnus, et σpvq est symétrique, on peut espérer reconstruire par la méthode de
Petrov-Galerkine le champ tensoriel que l'on va noter νr, qui approche pnΠ b δrqSYM pour chaque r sur
une base de fonctions de reconstruction φ. On se retrouve encore à devoir résoudre un système linéaire (non
symétrique) pour chaque cas de chargement r.
Aαr “ br (3.70)
Avec :
bri “
ż
BΩ
ppf
r
¨ ψi ´ uˆr ¨ σpψiq ¨ nq dS
Aij “
ż
Ω
φj : σpψiqdV
(3.71)
Le système est régularisé par la méthode de Tikhonov, et on impose, comme dans la partie 3.4, la positivité
du saut à l'aide d'un schéma d'Uzawa. Par la suite, on cherche à déduire, pour chaque degré de liberté, les
vecteurs nΠ et δr à partir de ν
r. Ce problème est proche de celui consistant à reconstruire la normale au plan
de ﬁssure à partir de champs-tests dédiés (voir la partie 1.5.5.3.1 et l'article [15]). Ici, on choisit de le résoudre
à l'aide d'un solveur de Newton, en minimisant pour chaque degré de liberté, la fonction-coût suivante, où F
est la norme de Frobenius :
min
δr,}nΠ}“1
ÿ
r
} pnΠ b δrqSYM ´ νr}2F (3.72)
Il apparaît que pour chaque cas-test r, cette fonction-coût présente des minima locaux, qui en revanche
ont tendance à s'estomper quand on eﬀectue la somme. En conséquence, même s'il est sans doute possible en
théorie de séparer les vecteurs à partir d'un seul cas-test, il est en pratique préférable de tous les considérer,
et on peut s'attendre à ce qu'un plus grand nombre de cas-tests permette une meilleure identiﬁcation de δr
et nΠ.
On se retrouve donc avec un champ de saut et un champ de normale. Ceux-ci ont été tracés sur la ﬁgure
3.56 pour un cas-test avec deux ﬁssures non coplanaires.
Si on peut constater que le champ de saut volumique est le plus grand à proximité des ﬁssures, il est
néanmoins ﬂagrant que la localisation est très mauvaise dans la direction de la normale. En revanche, cette
information est donnée de façon plutôt pertinente par la tangente.
Grâce au champ de normale, on peut, à condition de se donner un point de départ P0, reconstruire de
proche en proche une surface (ou ligne en 2D), pouvant être quelconque, qui supporte la ﬁssure.
Le choix du point P0 est une question extrêmement importante puisqu'il conditionne la qualité de toute
la reconstruction. Et dans le cas où il existe n ﬁssures non connexes dans la structure étudiée, il faut choisir
n points de départ pP0 . . . Pn´1q. Dans l'annexe E, une procédure automatique est proposée pour retrouver
le nombre de ces points et leur position.
Une fois que l'on a construit la surface portant la ﬁssure, que l'on appelle à nouveau ω, on peut proposer
d'eﬀectuer un autre calcul pour obtenir des résultats d'identiﬁcation plus précis. Il est possible d'envisager
de mettre en ÷uvre une procédure du type FEMU ou minimisation de l'erreur en relation de comportement
en imposant la surface, ce qui réduit beaucoup le nombre de paramètres sur lesquels l'identiﬁcation porte,
et donc le coût des calculs. De même, on peut, maintenant que la surface de ﬁssure est connue, utiliser un
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Figure 3.56  Norme du saut de déplacement (somme sur tous les cas-tests) et champ de tangente à la
ﬁssure (en blanc)
algorithme du type de ceux proposés dans la partie 3.4 pour reconstruire le saut de façon plus précise et ainsi
obtenir la forme de la ﬁssure elle-même. Nous allons proposer une troisième approche tirant avantage du fait
que les opérateurs de (3.71) ont déjà été construits. On va simplement résoudre à nouveau le système (3.70)
en ajoutant, en plus du terme de Tikhonov, un nouveau terme pénalisant la distance à la surface de ﬁssure.ż
Ω
dpx, ωq
L0
}νpxq}2F dV (3.73)
où dpx, ωq est la distance à la ﬁssure. Comme on le voit, ce terme est pondéré par une longueur L0. La
valeur de ce nouveau paramètre peut facilement être choisie à la main car elle n'impacte pas la stabilité de
la résolution, mais seulement la qualité visuelle du résultat.
(a) Localisation sans bruit (b) Localisation avec 5% de bruit
Figure 3.57  Localisation de la ﬁssure avec et sans bruit (le champ scalaire correspond à la somme sur tous
les cas de chargement des normes des sauts)
Sur la ﬁgure 3.57, on peut observer la distribution de la norme du saut diﬀus. On remarque que même en
présence de bruit, ce champ scalaire est un bon indicateur de la ﬁssuration.
L'inconvénient majeur de cette approche (du moins de la façon dont elle a été implémentée ici) est que
la détermination de la normale à la ﬁssure est assez instable, ce qui fait que la ﬁssure reconstruite est assez
déformée. C'est pour cette raison qu'en particulier l'identiﬁcation d'une ﬁssure connexe non-plane ne donne
pas de résultats exploitables. Il se pourrait néanmoins qu'il soit possible d'adapter la stratégie de régularisation
pour améliorer cette stabilité. Une autre diﬃculté peut apparaître en présence de ﬁssures assez proches les
unes des autres, que l'on aurait du mal à séparer.
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En revanche, cette méthode présente l'avantage d'être déterministe et apparemment plutôt robuste. Elle
permet de localiser plusieurs ﬁssures à la fois dans le domaine à l'aide du champ de saut diﬀus.
Bilan pour les ﬁssures non-planes
Dans cette partie, on propose deux approches permettant de reconstruire des ﬁssures non planes ou non
connexes à partir de mesures de bord. On remarquera d'ailleurs que, même si ça n'a pas été fait ici, il est
possible d'envisager d'utiliser des données incomplètes en adoptant l'une des deux stratégies développées dans
la partie 3.4.
Ces approches ont été testées numériquement sur des cas-tests simples et bidimensionnels qui ont permis
de montrer qu'elles permettent eﬀectivement d'obtenir des résultats cohérents. Néanmoins, plusieurs ques-
tions posées par ces algorithmes restent ouvertes. D'abord, on peut se demander quelle est la stratégie de
régularisation la plus pertinente entre la SVD tronquée, qui demande de déterminer les valeurs singulières de
l'opérateur et la méthode de Tikhonov, qui nécessite d'utiliser l'équation normale (qui est plus mal condi-
tionnée). Il faut ensuite trouver des stratégies permettant de déterminer de la façon la plus automatique
possible les paramètres des méthodes proposées. Enﬁn, il faut traiter la question de la possibilité d'adapter
ces approches à des cas-tests plus complexes, notamment tridimensionnels.
Conclusion sur l'identiﬁcation de ﬁssures
Ce chapitre a été l'occasion d'apporter quelques contribution à l'identiﬁcation de ﬁssures à l'aide de la
méthode de l'écart à la réciprocité. La méthode, telle que présente dans la littérature a été implémentée sur
des cas-tests tridimensionnels, sur lesquels on a pu mettre en lumière l'intérêt de l'utilisation de fonctions-
tests qui ont été proposées dans la première partie. Dans la suite, on a cherché à surmonter les deux limites
classiques de la méthode qui sont la nécessité d'avoir accès à des mesures sur tout le bord du domaine étudié,
et l'hypothèse selon laquelle la ﬁssure à identiﬁer doit appartenir à un plan.
On a commencé par mettre en ÷uvre une méthode dans laquelle des données incomplètes sont complétées
dans une première étape en résolvant un problème de Cauchy. Ces données complétées sont ensuite utilisées
pour identiﬁer la ﬁssure.
Par la suite, on propose deux approches très proches et potentiellement complémentaires permettant
d'appliquer la méthode de l'écart à la réciprocité directement à partir de données incomplètes, et sans re-
courir à un algorithme de complétion préalable. Ces méthodes ont montré sur des cas-tests numériques des
résultats très intéressants. Par la suite, forts du lien fait entre l'écart à la réciprocité et l'erreur en relation de
comportement, on a montré comment mettre en ÷uvre une méthode de l'écart à la réciprocité modiﬁée pour
tolérer le non respect des mesures. Les approches proposées sont ensuite confrontées à un cas expérimental
pour lequel les résultats obtenus sont encourageants. Si la méthode proposée est plus complexe que celle
présente dans la littérature, elle garde néanmoins un coût en temps de calcul plus faible qu'une approche de
type FEMU.
Enﬁn, on cherche à se passer de l'hypothèse de ﬁssure plane. Deux algorithmes sont proposés en ce sens.
Le premier utilise un algorithme de minimisation génétique, dont la mise en ÷uvre est rendue possible par
le faible coût CPU de la méthode, pour reconstruire la forme optimale de ﬁssure sur un maillage donné. Le
deuxième algorithme cherche plutôt à identiﬁer un saut diﬀus, ce qui permet de se passer de la nécessité
de déﬁnir une surface support. Si ces deux algorithmes ont permis d'obtenir des résultats d'identiﬁcation à
première vue intéressants, du travail est sans doute encore nécessaire pour perfectionner ces approches et les
appliquer à des cas plus exigeants.
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Conclusion
Des problèmes d'identiﬁcation de champs en régime statique à partir de mesures de bords émergent
naturellement de certaines problématiques industrielles ou médicales évoquées dans l'introduction. Or, ceux-
ci s'avèrent très souvent extrêmement mal posés, ce qui conduit à utiliser des méthodes ayant des vertus
régularisantes. Leur résolution numérique peut nécessiter d'avoir recours à des algorithmes extrêmement
coûteux en temps de calcul. On a cherché dans cette thèse à proposer des méthodes stables et eﬃcaces du
point de vue du coût CPU permettant de résoudre les deux types de problèmes que sont l'identiﬁcation de
conditions aux limites (ou problème de Cauchy) et l'identiﬁcation de ﬁssures.
Dans le cadre du problème de Cauchy, on a eu à c÷ur de réécrire les méthodes qui s'y prêtaient dans le
même formalisme pour faciliter la compréhension des points qu'elles ont en commun et de ce qui les diﬀérencie.
On s'est intéressé plus particulièrement à la méthode de Steklov-Poincaré pour laquelle on a cherché à tirer
proﬁt de la bibliographie très fournie sur les solveurs de Krylov. Préconditionneur, solveur par blocs, repère
pour le tracé de la L-curve et ﬁltrage de Ritz sont autant d'ingrédients qui ont été examinés attentivement
pour aboutir à une implémentation rapide et robuste de la méthode. Par la suite, la question capitale de
l'estimation des incertitudes sur la solution a été abordée, et des pistes ont été données.
Quelques variantes plus originales du problème de Cauchy ont ensuite été envisagées dans le but de se
convaincre que la méthode de Steklov n'est pas du tout démunie lorsque l'on sort du cadre statique linéaire.
On a montré qu'un problème de Cauchy dynamique pouvait être résolu moyennant l'utilisation d'un solveur
global en temps et d'un problème rétrograde en temps (ingrédient que l'on peut d'ailleurs retrouver lorsqu'on
veut résoudre un problème transitoire par la méthode FEMU). On s'est également intéressé à un problème
non-linéaire pour lequel on a proposé et testé un solveur qui a montré des performances très intéressantes.
Enﬁn, des pistes ont été données pour aborder le problème de Cauchy dans le cas où chaque problème
direct devrait être résolu par décomposition de domaine. Les résultats numériques obtenus dans ce dernier
cas permettent de se rendre compte de la nécessité de poursuivre les eﬀorts si on veut rendre ce dernier
algorithme utilisable en pratique.
Pour ce qui est de l'identiﬁcation de ﬁssures, on s'est intéressé à la méthode de l'écart à la réciprocité car
elle permet de ne pas avoir à résoudre de problèmes directs (qui sont extrêmement chers en temps de calcul
dans le cas d'un domaine ﬁssuré) et ne demande pas d'eﬀectuer une paramétrisation compliquée de la forme
de la ﬁssure à identiﬁer. On s'est eﬀorcé de rechercher des moyens de contourner les deux limitations de cette
méthode qui sont la nécessité de disposer de mesures complètes et l'hypothèse selon laquelle la ﬁssure étudiée
est plane.
La première partie a été dédiée à l'étude numérique de la méthode telle que présente dans la littérature, à
la proposition d'une famille de fonctions-tests plus adaptée à l'identiﬁcation sur domaines épais, et à l'étude
et la confrontation numérique de méthodes de régularisation. On s'est ensuite intéressé à un cas sur lequel les
mesures sont incomplètes, qui a été traité en résolvant au préalable un problème de complétion de données.
Même si quelques voies d'amélioration de cette dernière approche ont été identiﬁées, on a préféré proposer
une autre variante de la méthode.
On a montré que, sous certaines hypothèses, l'erreur en relation de comportement entre les meilleurs
champs admissibles à l'équilibre et aux mesures pouvait s'exprimer comme le maximum de l'écart à la réci-
procité sur tous les champs-tests harmoniques de norme 1.
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Par la suite, on a proposé deux variantes d'une méthode permettant d'eﬀectuer l'identiﬁcation de ﬁssures
directement à partir des données incomplètes. Ces deux méthodes ont donné des résultats de bonne qualité
sur les cas-tests numériques étudiés. Une troisième variante, supposément plus robuste vis-à-vis du bruit de
mesure, et inspirée de la méthode de l'erreur en relation de comportement modiﬁée, a ensuite été introduite.
On a eu l'opportunité de confronter ces méthodes à des résultats expérimentaux, issus d'un essai conduit dans
un contexte tout à fait diﬀérent. Si la forme de la ﬁssure elle-même n'a pas pu être identiﬁée (probablement à
cause de la présence de phénomènes anélastiques dans la zone d'élaboration de la ﬁssure) on a pu néanmoins
reconstruire une approximation cohérente du saut de déplacement sur la ligne de ﬁssure.
Enﬁn, on a tenté de lever l'hypothèse de ﬁssure plane. Renonçant à l'idée de paramétrer la surface de
la ﬁssure car ceci conduirait à des calculs très conséquents, on propose plutôt deux méthodes permettant
en principe de retrouver le saut de déplacement (dont le support est censé être la ﬁssure elle-même) en
résolvant un seul problème linéaire. Évidemment, ces méthodes doivent être accompagnées de procédures de
régularisation adaptées demandant de faire appel à des techniques originales.
En ce qui concerne les perspectives des travaux présentés, elles sont évidemment nombreuses dans chacune
des deux thématiques abordées dans cette thèse.
Pour ce qui est de la résolution du problème de Cauchy par l'approche de Steklov-Poincaré, il nous est
apparu que dans les cas d'application les plus simples, en élasticité linéaire et sur des cas jouets, la méthode est
maintenant bien contrôlée, et on l'a dotée d'une procédure de régularisation ﬁable et peu coûteuse. Pourtant,
une question qui reste très largement ouverte, et qui est pourtant primordiale est celle de l'application des
algorithmes aux cas expérimentaux. Celle-ci est compromise par le caractère très mal conditionné du problème.
Néanmoins, il pourrait être très intéressant d'étudier expérimentalement des problèmes de reconstruction de
conditions aux limites, posés sur des géométries aussi favorables que nécessaires dans l'optique de comprendre
quelles applications industrielles peuvent être visées. La question connexe de l'estimation des incertitudes s'est
vue consacrer une partie de cette thèse, mais mériterait elle aussi qu'on y revienne.
Par ailleurs, puisqu'on a proposé diﬀérentes améliorations à la méthode en utilisant des connaissances sur
les solveurs de Krylov, il serait intéressant de se demander si d'autres méthodes inverses basées sur l'utilisation
d'un tel solveur pourraient bénéﬁcier de certains de ces résultats.
Un point crucial qui pourrait conditionner l'émergence de cas d'application pratiques du problème de Cau-
chy est notre capacité à résoudre des cas plus complexes, qui malheureusement sont très fréquents lorsqu'on
s'intéresse à des problèmes issus de la physique. On a eeuré dans cette thèse certaines des problématiques
apportées par ces cas plus exigeants, mais il reste beaucoup de travail à faire sur celles-ci.
D'abord la question de la détermination de l'intervalle temporel de mesure minimal pour calculer une
condition aux limites sur un intervalle donné, et celle du choix du préconditionneur optimal dans le cadre de
problèmes dépendants au temps, ont été évoquées, mais laissées largement sans réponse. Ensuite, le cas-test
non-linéaire a apporté deux nouvelles problématiques cruciales. D'une part, il est nécessaire de disposer d'un
critère de troncature extrêmement ﬁable pour la base de Ritz, puisque cette troncature est eﬀectuée de façon
itérative, et d'autre part, il devient rapidement indispensable, si on veut poursuivre dans cette direction,
d'étudier théoriquement l'impact des diﬀérentes lois de comportement non-linéaires sur la stabilité et même
l'identiﬁabilité de la solution. Dans le cadre du couplage avec la décomposition de domaine, la question du
préconditionneur optimal a fait un retour remarqué puisqu'il est évident que les méthodes de décomposition
de domaine ont besoin d'être préconditionnées, tandis que la méthode de Steklov duale, elle, fonctionne
mieux sans préconditionneur. Il va donc être nécessaire, avant de penser à implémenter ces méthodes sur des
problèmes à très grand nombre de degrés de liberté, de concilier ces deux impératifs dans le but d'obtenir
une méthode numériquement extensible.
Enﬁn, le dernier point à aborder à plus long terme concerne la résolution de problèmes couplant diﬀérentes
sources de complexité (abordées dans cette thèse ou non), qui ouvrirait la voie à la mesure de conditions aux
limites au travers de pièces dont la géométrie et le matériau sont complexes.
En ce qui concerne l'identiﬁcation de ﬁssures planes par la méthode de l'écart à la réciprocité, une
procédure ﬁable et eﬃcace pour l'identiﬁcation à partir de données incomplètes a été proposée. Cependant,
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plusieurs choses peuvent encore être améliorées. Passons sur diﬀérents points techniques qui sont perfectibles
comme le critère d'arrêt de la procédure d'Uzawa ou les quelques moments dans lesquels on a eu recours, de
façon plutôt péremptoire, à la mise à niveau des normes de Frobenius de plusieurs termes pour décider de
leur poids relatif, alors que des procédures ad hoc pourraient probablement être plus opportunes, ou enﬁn
la décision qui a été prise de construire la fonction-coût simplement en sommant les résidus des diﬀérents
cas-tests. La voie d'amélioration la plus pertinente de la méthode est probablement à trouver du côté de sa
plus grande faiblesse : rien n'empêche la méthode de l'écart à la réciprocité de proposer comme solution un
champ de saut sur-lissé, dont l'intégrale est assez proche de celle du saut de référence, mais dont le support
est beaucoup trop grand, tandis qu'une méthode par optimisation (de type FEMU) ne pourra pas donner
comme résultat une ﬁssure beaucoup trop grande (car cela conduirait à des déplacements ayant un mauvais
ordre de grandeur). En conséquence, il pourrait être intéressant de se poser la question de pénaliser, en plus
de la norme du gradient du saut, l'aire du support de celui-ci. Si cette idée semble fonctionner sur le principe,
comme l'atteste le résultat obtenu dans la partie 3.5.1 dans un contexte un peu diﬀérent, elle apportera
son lot de questions : comment choisir ce nouveau paramètre de régularisation ? Comment minimiser une
fonctionnelle comprenant ce nouveau terme ?
Pour ce qui est de l'identiﬁcation de ﬁssures non planes, cette thématique n'a été abordée qu'à la ﬁn de
ce manuscrit et est assez peu illustrée. Elle mérite une étude approfondie, notamment pour connaître la taille
limite de défaut identiﬁable ou pour essayer de réaliser des identiﬁcations à partir de données incomplètes.
Une telle étude conduira inévitablement à proposer des améliorations permettant d'aﬃner la résolution.
La dernière perspective, qui est sans doute la plus passionnante, concerne l'application de toutes ces
méthodes à des données issues de l'expérimentation. En eﬀet, les résultats expérimentaux présentés dans
cette thèse ont certes le mérite d'exister, mais il est apparu que le problème-test utilisé n'est pas le plus
propice pour évaluer la méthode choisie. Il est nécessaire, si on veut avoir un aperçu de ce qui est identiﬁable
ou non par ce type d'approches, d'eﬀectuer des essais sur d'autres types de matériaux et dans des contextes
où on comprend mieux pourquoi la mesure à l'intérieur du domaine pourrait ne pas être disponible.
En lien avec l'aspect expérimental, il convient de rappeler que si les développements apportés dans cette
thèse sont illustrés sur l'équation de l'élastostatique, rien n'interdit d'appliquer ces méthodes à d'autres
équations elliptiques. En particulier, il devrait être possible de réécrire les algorithmes dans le cas de l'équation
de Laplace, et donc d'adapter les méthodes proposées pour faire de l'identiﬁcation de ﬁssures par tomographie
d'impédance électrique. Dans ce contexte, la mise en ÷uvre d'essais devient d'ailleurs sans doute une tâche
plus abordable, et dont les implications pratiques sont plus évidentes.
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Annexe A
SVD approchée d'une matrice non
symétrique à partir des itérés du solveur
OrthoDir
On a montré dans la partie 2.2.5.1 comment construire, à partir des itérés de l'algorithme du Gradient
Conjugué, les valeurs propres approchées d'une matrice symétrique, appelées valeurs de Ritz, dans le but re
mettre en ÷uvre une procédure de régularisation par troncature de cette base de Ritz. Dans cette annexe, on
va montrer que cette approche est généralisable à des matrices non-symétriques (mais carrées) en utilisant
les itérés d'un solveur OrthoDir.
Le principe est simplement de construire la matrice de Hessenberg associée aux itérés du solveur de
Krylov, avant de la décomposer en valeurs singulières. On obtient alors une SVD approchée de la matrice.
Remarquons que si un solveur GMRES est utilisé, cette matrice de Hessenberg et la base de Krylov associée
sont construites explicitement. En revanche, si on souhaite utiliser un solveur OrthoDir, il faut exploiter la
formule PTATM´TAM´1AP “ H où P est la concaténation des directions de recherche, M le précondi-
tionneur et H la matrice de Hessenberg supérieure. On utilise alors l'algorithme 6, sur lequel les quelques
objets supplémentaires à construire pour déterminer la SVD approchée sont écrits sur la droite.
On a introduit 3 vecteurs permettant de s'éviter de faire des produits matrice-vecteur inutiles : ci “ Azi,
ki “ M´1qip“ M´1Apiq et si “ AM´1qi.
Remarquons au passage qu'à priori rien ne s'oppose à ce qu'on puisse faire la même chose pour un solveur
par blocs (la matrice H sera alors de Hessenberg par blocs).
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Algorithme 6 : Algorithme Orthodir et SVD approchée
x0 donné;
r0 “ b´Ax0;
z0 “ M´1r0, p0 “ z0;
q0 “ Ap0 // c0 “ q0
for i “ 0, 1, . . . ,m (convergence) do
δi “ pqTi qiq, γi “ pqTi riq, αi “ δ´1i γi;
xi`1 “ xi ` piαi;
ri`1 “ ri ´ qiαi;
zi`1 “ M´1ri`1;
pi`1 “ zi`1;
qi`1 “ Api`1 // ci`1 Ð qi`1, ki`1 “ pzi ´ zi`1q{αi, si`1 “ pci ´ ci`1q{αi
for j “ 0 . . . i do
φi,j “ pqTj qi`1q, βi,j “ δ´1j φi,j
end
pi`1 Ð pi`1 ´řj pjβi,j ;
qi`1 Ð qi`1 ´řj qjβi,j ;
end
H “ KTS `“ QTM´TAM´1Q˘ est la matrice de Hessenberg;
SVD : H “ U˜ΣV˜ Renvoyer : Solution xm`1, SVD approchée : Σ, U “ KU˜ et V “ KV˜;
Annexe B
Diﬀérentes formules d'identiﬁcation de
champs par l'écart à la réciprocité
Dans cette thèse, on s'intéresse en particulier à l'identiﬁcation de ﬁssures à l'aide de l'écart à la réciprocité.
Pourtant, cette fonctionnelle peut s'exprimer en fonction de diﬀérents types de défauts ou de champs inconnus.
Rappelons la déﬁnition de l'écart à la réciprocité :
RGr : H
1pΩq Ñ R
v ÞÑ RGrpvq “
ż
BΩ
ppf
r
¨ v ´ uˆr ¨ σpvq ¨ nq dS
(B.1)
On a vu que dans le cas où une ﬁssure est présente, cet écart à la réciprocité peut s'exprimer en fonction
du saut de déplacement sur la surface de la ﬁssure JurK et de la normale à la ﬁssure, nΠ.
@v P V, RGrpvq “
ż
Σ
σpvq : pnΠ b JurKqdS (B.2)
De même, dans le cas où il existe des conditions aux limites inconnues, portées sur des bords quelconques
notés Γd¯ et Γn¯, on a vu que RG s'exprime comme suit (à condition de mettre à zéro les valeurs de pf r sur Γn¯
et uˆr sur Γd¯ dans (B.1)) :
@v P V, RGrpvq “
ż
Γd¯
uˆr ¨ σpvq ¨ n dS´
ż
Γn¯
pf
r
¨ v dS (B.3)
Supposons à présent que l'inconnue soit plutôt la relation de comportement, c'est à dire que l'on cherche
une fonction σ
0
“ H0εp‚q, sachant que σ “ Hεp‚q. On écrit la diﬀérence Hd “ H0´H. On peut alors montrer
que dans ce cas, RG s'exprime en fonction de Hd et de u, le champ de déplacement :
@v P V, RGrpvq “ ´
ż
Ω
εpuqHdεpvqdV (B.4)
Si on veut exploiter cette formule telle quelle, il faut identiﬁer u et Hd, ce qui revient à devoir résoudre un
problème non-linéaire (par exemple ar minimisation alternée). Dans [40], les auteurs présentent une méthode
dans laquelle on suppose que les perturbations sont faibles, de sorte que u peut être pris égal à la solution
pour la loi de comportement de référence (qu'il faut tout de même calculer dans tout le domaine à l'aide
d'une résolution directe), ce qui rend le problème à nouveau linéaire.
Enﬁn, on peut écrire une dernière formule dans le cas où on cherche plutôt à identiﬁer un chargement
volumique f
v
:
@v P V, RGrpvq “
ż
Ω
f
v
v dV (B.5)
171
172 CHAPITRE B. FORMULES D'ÉCART À LA RÉCIPROCITÉ
Malheureusement, un résultat théorique, proposé notamment dans [69] pour l'équation de Laplace, stipule
que seule la projection de f
v
dans l'espace des champs harmoniques est identiﬁable. C'est ce qui explique
qu'en pratique, on ne cherche jamais à identiﬁer des sources à partir de données de bords sans informations
supplémentaires, et qu'on s'intéresse plutôt par exemple à des sources ponctuelles, comme dans [18].
Annexe C
Algorithme de minimisation a posteriori de
la variation totale
On veut résoudre le problème de minimisation non-quadratique (3.20) rappelé ici :
puˆiqK`1ďiďN “ arg min
pvˆiq
›››››∇δK ` Nÿ
i“K`1
vˆi∇ϕˆi
›››››
L1pωq
(C.1)
Comme la valeur absolue d'un polynôme n'est pas un polynôme, on a choisi de calculer son intégrale en
l'approchant par une fonction constante par morceaux sur un maillage rectangulaire comprenantM éléments.
L'opérateur de gradient DN peut alors être discrétisé en un opérateur noté G, qui donne la valeur du gradient
au barycentre de chacun des M rectangles à partir des coeﬃcients polynomiaux, et qui est de taille M ˆN .
Le système qui en résulte est le système (C.2). | ‚ | est la valeur absolue par composante et Sj est l'aire du
rectangle j.
puˆiq1ďiďN “ arg minpvi“uiq1ďiďK
Mÿ
j“1
Sj |Gv|j (C.2)
On introduit IK, le projecteur sur les K premières composantes, tel que IKv “ IKu est équivalent à
pvi “ uiq1ďiďK . On introduit de plus le vecteur IΣ qui eﬀectue la somme pondérée sur toutes les composantes
1 ď j ďM . Le problème de minimisation devient alors :
min
IKv“IKu
ITΣ|Gv| (C.3)
Pour écrire cette équation sous la forme d'un problème de programmation linéaire classique, on introduit
le vecteur x, qui doit être égal à |Gv|. On a ´x ď Gv ď x et on peut rechercher pv,xq comme solutions de :
min
IKv “ IKuˆ
G ´Id
´G ´Id
˙ˆ
v
x
˙
ď
ˆ
0
0
˙
`
0 ITΣ
˘ˆv
x
˙
(C.4)
Pour résoudre le problème sous cette forme, on peut utiliser les fonctions de la bibliothèque glpk [113], qui
est interfacée avec Octave.
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Annexe D
Méthode duale pour la minimisation d'une
fonctionnelle régularisée par variation totale
On veut résoudre le problème (3.22), rappelé ci-après :
uN,1 “ arg min
v
1
2
vTBNv ´ vTbN ` µ}DNv}L1pωq (D.1)
En ré-utilisant les notations de l'annexe C, le système s'écrit :
uN,1 “ arg min
v
1
2
vTBNv ´ vTbN ` µITΣ|Gv| (D.2)
La méthode est adaptée à partir d'une autre approche issue de la communauté du traitement d'image
[55]. Elle consiste à résoudre un problème dual. Comme IΣ ě 0, on peut introduire un vecteur dual w pour
obtenir :
ITΣ|Gv| “ max|w|ďIΣ w
TGv (D.3)
En conséquence, le problème de minimisation (D.2) devient :
min
v
max
|w|ďIΣ
1
2
vTBNv ´ vTbN ` µwTGv (D.4)
Comme la fonction-objectif est convexe par rapport à v et concave par rapport à w, et comme le domaine
déﬁni par |w| ď IΣ est borné, le problème d'optimisation précédent est équivalent au problème suivant :
max
|w|ďIΣ
min
v
1
2
vTBNv ´ vTbN ` µwTGv (D.5)
que l'on peut minimiser par-rapport à v :
v “ B´1N pbN ´ µGTwq (D.6)
Par conséquent, le problème peut être simpliﬁé en remplaçant v par son expression et en remplaçant le
max par un min.
min
|w|ďIΣ
1
2
wT
`
GB´1N G
T
˘
w ´wT
ˆ
GB´1N
bN
µ
˙
(D.7)
Remarquons que comme G est un opérateur de dérivation rectangulaire, il est sous-déterminé, mais
GB´1N
bN
µ
est orthogonal au noyau de GB´1N GT . À cause de ce noyau, le problème (D.7) ne peut pas être
résolu par une méthode d'Uzawa. La méthode des statuts quant à elle a de fortes chances d'échouer à cause
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du très grand nombre de contraintes et du mauvais conditionnement des opérateurs. C'est pour ces raisons
qu'il a été décidé d'utiliser un algorithme à directions alternées, inspiré de [104]. On recherche un couple
pu, fq qui appartienne aux deux espaces L et N déﬁnis ci-dessous :
pu, fq P Lô tGB´1N GTu “ GB´1N
bN
µ
` fu
pu, fq P N ô t@ ddl i, |ui| ď IΣ,i, signpuiqfi ď 0, fipui ´ IΣ,iq “ 0 ou fipui ` IΣ,iq “ 0u
(D.8)
Si pu, fq P LXN , alors u minimise (D.7).
L'algorithme consiste à trouver alternativement des solutions dans N et dans L, respectant respective-
ment :
pun, fnq P L avec fn “ fn´1{2 ´ k
`
un ´ un´1{2
˘
pun`1{2, fn`1{2q P N avec fn`1{2 “ fn ` kpun`1{2 ´ unq
(D.9)
où k est un paramètre de la méthode qui doit être choisi proche du rayon spectral de GB´1N GT .
Trouver un couple dans L demande de résoudre un problème linéaire global, tandis que trouver un couple
dans N demande de résoudre un problème non linéaire, qui peut être résolu indépendamment sur chaque
degré de liberté i. Enﬁn, on relaxe cette méthode avec un paramètre de relaxation de valeur 1{2.
Annexe E
Séparation de ﬁssures
Dans la partie 3.5.2, on propose un algorithme permettant de localiser plusieurs ﬁssures dans un domaine.
Le point qui nous intéresse ici est la question de la détermination du nombre de ﬁssures, ainsi que du centre
de celles-ci à partir d'un champ scalaire (la norme du saut diﬀus) upxq, relativement lisse et qui prend de
plus grosses valeurs autour des ﬁssures.
Si on se donne un nombre de points, p, on peut chercher les coordonnées des p points, pxiqi“1..p permettant
de minimiser la fonctionnelle suivante :
min
pxiqi“1..p
Φppxiqi“1..pq “ minpxiqi“1..p
1
2
ż
Ω
min
i
`}x´ xi}2˘upxqdV (E.1)
Si p “ 1, il s'agit simplement de trouver le barycentre de Ω pondéré par la fonction scalaire u. Dans le
cas où p ą 1, il s'agit de construire p points concentrant autour d'eux au mieux les fortes valeurs de u.
Pour minimiser cette fonctionnelle, on adopte un schéma de type Newton, dans lequel le gradient et la
Hessienne sont remplacés par des approximations. Pour les construire, on commence par noter Ωi l'ensemble
des points de Ω plus proches de xi que de n'importe quel autre xj . On conduit alors les calculs de dérivation
approchée sans tenir compte de la dépendance des Ωi en xi, et en notant xki la k ième composante de xi :
Φ “ 1
2
ÿ
i
ż
Ωi
}x´ xi}2upxqdV (E.2)
BΦ
Bxki
»
ż
Ωi
´
xki ´ xk
¯
upxqdV (E.3)
B2Φ
Bxki Bxlj
»
ż
Ωi
upxqdV δijδkl (E.4)
où δ est le symbole de Kronecker.
Si p est égal à n, le nombre eﬀectif de ﬁssures, alors les xi sont de bons indicateurs de la position des centres
de ces ﬁssures. Un autre bon indicateur de ces centres est la position des maxima de u. En conséquence, on
s'attend à ce que pour tout p ‰ n, la moyenne des valeurs de u aux points xi soit inférieure à cette moyenne
pour p “ n. C'est ce critère qui a été choisi pour discriminer le bon nombre de ﬁssures.
Numériquement, sur les quelques cas essayées, qui comprenaient 1, 2 ou 3 ﬁssures, et dans les cas avec un
bruit inférieur ou égal à 5 %, cette procédure s'est montrée ﬁable.
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Titre : Strate´gies de re´solution nume´rique pour des proble`mes d’identification de fissures et de conditions aux
limites
Mots cle´s : proble`mes inverses, proble`me de Cauchy, approche de Steklov-Poincare´, identification de fis-
sures, me´thode de l’e´cart a` la re´ciprocite´
Re´sume´ : Le but de cette the`se est d’e´tudier et de
de´velopper des me´thodes permettant de re´soudre
deux types de proble`mes d’identification portant
sur des e´quations elliptiques. Ces proble`mes e´tant
connus pour leur caracte`re fortement instable, les
me´thodes propose´es s’accompagnent de proce´dures
de re´gularisation, qui permettent d’assurer que la so-
lution obtenue conserve un sens physique.
Dans un premier temps, on e´tudie la re´solution du
proble`me de Cauchy (identification de conditions aux
limites) par la me´thode de Steklov-Poincare´. On com-
mence par proposer quelques ame´liorations base´es
sur le solveur de Krylov utilise´, en introduisant no-
tamment une me´thode de re´gularisation consistant
a` tronquer la de´composition de Ritz de l’ope´rateur
concerne´. Par la suite, on s’inte´resse a` l’estimation
d’incertitude en utilisant des techniques issues de l’in-
version Baye´sienne. Enfin, on cherche a` re´soudre des
proble`mes plus exigeants, a` savoir un proble`me tran-
sitoire en temps, un cas non-line´aire, et on donne
des e´le´ments pour effectuer des re´solutions sur des
ge´ome´tries ayant un tre`s grand nombre de degre´s de
liberte´ en s’aidant de la de´composition de domaine.
Pour ce qui est du proble`me d’identification de fis-
sures par la me´thode de l’e´cart a` la re´ciprocite´, on
commence par proposer et tester nume´riquement
diffe´rents moyens de stabiliser la re´solution (utilisa-
tion de fonctions-tests diffe´rentes, minimisation des
gradients a posteriori ou re´gularisation de Tikho-
nov). Puis on pre´sente une autre variante de la
me´thode de l’e´cart a` la re´ciprocite´, qui est appli-
cable aux cas pour lesquels les mesures sont in-
comple`tes. Cette me´thode, base´e sur une approche
de Petrov-Galerkine, est confronte´e entre autres a` un
cas expe´rimental. Enfin, on s’inte´resse a` certaines
ide´es permettant d’e´tendre la me´thode de l’e´cart a` la
re´ciprocite´ a` l’identification de fissures non planes.
Title : Numerical resolution strategies for cracks and boundary conditions identification problems
Keywords : inverse problems, Cauchy problem, Steklov-Poincare´ approach, crack identification, reciprocity
gap method
Abstract : The goal of this thesis is to study and to
develop some methods in order to solve two types
of identification problems in the framework of elliptical
equations. As those problems are known to be parti-
cularly unstable, the proposed methods are accompa-
nied with regularization procedures, that ensure that
the obtained solutions keep a physical meaning.
Firstly, we study the resolution of the Cauchy problem
(boundary conditions identification) by the Steklov-
Poincare´ method. We start by proposing some impro-
vements based on the used Krylov solver, especially
by introducing a regularization method that consists in
truncating the Ritz values decomposition of the ope-
rator in question. We study afterwards the estimation
of uncertainties by the mean of techniques stemming
from Bayesian inversion. Finally, we aim at solving
more demanding problems, namely a time-transient
problem, a non-linear case, and we give some ele-
ments to carry out resolutions on geometries that
have a very high number of degrees of freedom, with
help of domain decomposition.
As for the problem of crack identification by the re-
ciprocity gap method, we firstly propose and numeri-
cally test some ways to stabilize the resolution (use
of different test-functions, a posteriori minimization of
the gradients or Tikhonov regularization). Then we
present an other variant of the reciprocity gap me-
thod, that is applicable on cases for which the mea-
surements are incomplete. This method, based on
a Petrov-Galerkin approach, is confronted, among
others, with an experimental case. Finally, we inves-
tigate some ideas that allow to extend the reciprocity
gap method for the identification of non-plane cracks.
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