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ABSTRACT 
We generalize the notion of a staircase matrix and deal with the problem of 
minimizing the permanent over faces, determined by such generalized staircase 
matrices, of the polytope 0, consisting of all n x n doubly stochastic matrices. 
0 Elseuier Science Inc., 1997 
1. INTRODUCTION 
Let a,, denote the convex polytope consisting of all n X n doubly 
stochastic matrices. Since the resolution of the famous van der Waerden 
conjecture [4, 5, 123 concerning the minimization of the permanent over n,, 
many authors have studied the problem of minimizing the permanent over 
various faces of R, [l, 3, 6-111. For a (0, 1) matrix D of order n, let 
fi( D) = {X E CI, ] X Q D}, where X Q D denotes that every entry of X is 
less than or equal to the corresponding entry of D. Then fi( D) forms a face 
of a,, and every face of a, is described in this fashion [2]. The association 
D + n(D) defines a one to one correspondence between the n X n (0, 1) 
matrices having total support and the faces of Q, [2]. A matrix A E fi( D> is 
called a minimizing matrix over n(D) if per A Q per X for alI X E n(D). 
We denote by Mint D) the set of aU minimizing matrices over a(D). D is 
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called baycentric if the barycenter of Q(D) is a minimizing matrix, i.e., if 
P E Min(D), 
where the summation extends over all permutation matrices P Q D. A square 
(0,l) matrix D is called a staircase matrix if it is partitioned into blocks Dij, 
i,j = 1 ,***, k, such that Dij = 0 for all i, j satisfying i <j. 
In [8], the minimum permanents and the sets of minimizing matrices are 
determined over the faces iI of a,, defined by staircase matrices D. A 
special type of staircase matrix is the following lower Hessenberg matrix: 
1 1 0 **. 0 0 0 
1 1 1 *** 0 0 0 
1 1 1 *** 0 0 0 
H,= : : : *. : : . . . . . . . ; 
1 1 1 *** 1 1 0 
1 1 1 *** 1 1 1 
1 1 1 *** 1 1 1 
The minimum permanent over fl(H,) was computed to be 2l-” [l]. Re- 
cently Brualdi and Shader 131 g eneralized the notion of Hessenberg matrices 
and determined the minimum permanents over faces defined by the general- 
ized Hessenberg matrices. They also characterized the minimizing matrices 
over such a face by a system of linear constraints. In this paper we generalize 
the notion of staircase matrices and investigate the problem of minimizing the 
permanent over faces determined by the generalized staircase matrices. 
2. GENERALIZED STAIRCASE MATRICES 
Let L,n denote the m X n matrix of 1’s. In the case that m = 72, we 
write ],, to denote Jn, n. Let D be a (0, 1) matrix of order n of which the rows 
21, * * *, i, are identical, being equal to a row vector, say y. Let x = 
(X i, . . . , xJT, where 
xi = 
1 if iE{il,...,it}, 
0 otherwise, 
and let 
EC * x 
[ 1 Y 1’ 
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The (n + 1) X (n + 1) matrix E thus defined is said to be obtained from D 
by copying a row and is called a (t + l)-qansion of D or simply an 
expansion of D. An expansion can also be achieved by copying a column. For 
example the lower Hessenberg matrix H, as well as a usual staircase matrix 
can be obtained from the 1 X 1 matrix J1 by a finite number of expansions 
by copying the last row each time. The matrix 
1 1 1 0 0 
1 1 1 0 0 
G= 0 1 1 1 1 
I I 
(2.1) 
0 1 1 1 1 
0 1 1 1 1 
can be constructed by three successive 2-expansion followed by a 3-expan- 
sion, starting from Jr, as follows: 
1 
+o [ 
1 1 
1 1 1 
11 
0 1 1 
0 
0 Cl 1+ 1 
A square (0, 1) matrix E is called a generalized staircase matrix or simply 
a GS matrix if E is obtained from Jr by a finite number of expansions. To 
characterize GS matrices, we introduce new terminology in the following. 
A row (column) u of a square (0, 1) matrix D is called a tie line of D if it 
satisfies the following two conditions; 
CT.11 The row (column) u contains two or more 1’s. 
CT.21 All the columns (rows) intersecting u at a 1 are identical. 
For example, the matrix G in (2.1) has three tie lines, namely columns 1, 4, 
and 5. The following lemmas, containing some properties of tie lines, can be 
easily proved, and we omit the proofs. 
LEMMA 2.1. Let x and y be two rows or two columns of a square (0,l) 
matrix D. If x is a tie line of D, then either x < y or x * y = 0, where - 
stands for the e&dean inner product. In particular, if both x and y are tie 
lines, then either x = y or x - y = 0. 
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LEMMA 2.2. Let D = [dij] be a fully indecomposable (0, 1) mutrix of 
order n. Then the following hold: 
(a) If row p and column q of D are tie lines, then d,, = 0 unless D = 1”. 
6) Let (rl, r2, . . . , r,>, Cc,, c2, . . . , c,) be the row sum vector and the 
column sum vector of D respectively. For a positive (p, q) with d,, = 1, if 
r-r > cq (r-r < cq), then row p (column q) of D is not a tie line of D. 
As usual, for a matrix X of order n and for (Y, p C {1,2,. . . , n}, let 
X( (Y 1 p > denote the matrix obtained from X by deleting the rows indexed by 
(Y and the columns indexed by /3. The submatrix of X complementary to 
X((Y~ p> is denoted by X[al p]. 
In the following, we give a theorem which can be used as a simple tool for 
testing whether or not a given square (0, 1) matrix is a GS matrix. 
THEOREM 2.3. Let D be a fully indecomposable (0, 1) matrix of order n. 
Then D is a GS matrix if and only q the following hold: 
(a) All the diagonal entries of D are 1. 
(b) For each k = 1,2,. . . , n, either the last row or the last column of the 
principal submatrix D[ 1, . . . , k I 1, . . . , k I is a tie line of D[l, . . . , k I 1, . . . , k 1. 
Proof. The “only if” part of the theorem readily follows from the 
definition of expansion. 
Conversely, with assumptions (a) and (b), the matrix D[l, . . . , k I 1, . . . , kl 
is an expansion of D[l, . . . , k - 1 I 1, . . . , k - 11 achieved by copying a row 
or a column for each k = 2,. . . , n, and hence D = D[l, . . . , n I 1,. . . , nl is a 
GS matrix. ??
For example, with Theorem 2.3 and Lemma 2.2(b), the matrix 
11100100 
11111100 
1 1 1 1 1 1 0 1 
1 1 1 1 1 1 0 1 
11111101 
11000110 
11000110 
1 1 1 1 1 1 0 1 
is easily seen to be a GS matrix. 
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In the following, we prove another property of GS matrices which will be 
useful later. For the moment we define the type of a row or a column of a 
matrix to be its underlying vector. A row vector and a column Gector are 
always thought to be different. 
LEMMA 2.4. Every GS matrix of order n > 2 has at least two tie lines of 
diflerent type. 
Proof. We use induction on n. The validity of the lemma for n = 2 is 
clear. 
Assume that the lemma holds for any GS matrix of order n. Let E be a 
GS matrix of order n + 1. Then there is a GS matrix D of order n of which 
E is a (t + l&expansion for some t > 1. If t = n, then it must be that 
D =Jn and E =]“+1, so that, for example, the first row and the first column 
of E are two tie lines of different types. So let us consider the case t < n. By 
taking the transpose and then permuting columns if necessary, we may 
assume that the last t columns of D are identical, say equal to a vector x, and 
also that E has the form 
E= 
where the number of l’s in the last row of E is t + 1. Then the last row of E 
is a tie line of E. If D = J,,, then the first column of E is another tie line of 
E whose type is different from that of the last row of E. Suppose that 
D # J”. Permuting rows of D, we can also assume that D has the form 
x 0 
D = y Is,, 1 1 
where the zero block in the upper right comer may possibly be vacuous. If 
either one of the first n - t columns or one of the first n - s rows, in the 
case that s < n, is a tie line of D, then the same numbered column or row of 
E is a tie line of E of which the type is different from that of the last row of 
E, and we are done then. To assure the existence of such a tie line of D, take 
any two tie lines of D of different type. Then by Lemma 2.2(a), one of them 
must lie off the submatrix Is,, of D at the lower right comer, providing us 
with a desired tie line of D, and the proof is complete. W 
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3. MAIN RESULTS 
LEMMA 3.1 [7]. Let D = [dill be afuZZy indecomposable (0, 1) matrix of 
order n, and let A = [ai .] E Min( D). Then A is fully irulecomposable, and 
moreover, for (i, j) sue rl that dij = 1, per A(i 1 j) > per A with equality if 
aij > 0. 
LEMMA 3.2 Ill]. Let D and A = [a,,a,, . . . ,a,] be the same us in 
Lemma 3.1. Zf a1 = a2 = **a = a, for some r < n, then the matrix obtained 
from A by replacing each of a,, a2,. . . , a, by (l/rXa, + a2 + *-* +a,) is 
also a matrix in Min( D). A similar statement holds for rows. 
From now on, for a fully indecomposable (0, 1) matrix D, let p(D) 
denote the minimum permanent over the face Cl(D). 
LEMMA 3.3. Let D be a fully indecomposable (0, 1) matrix of any order, 
and let E be a (t + I)-expansion of D. Then the following hold: 
Proof. Let D = [d,,..., d,]. We may assume that the last t columns of 
D are identical and 
E= 4 
.a. d,_, d,_t+l ... d, d, 
0 . . . 0 1 . . . 1 1 1’ 
By Lemma 3.2, we can choose a Y E Min(E) such that the last t + 1 
columns of Y are identical. Let 
y’= Y z”_t Q [( t+1 tI,QZ, (n+lln+l). iI 
Then r’ E fl( D) and 
perY(n + lln + 1) 
= (q)‘perY= (G)‘,(E) 
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by Lemma 3.1. Therefore we get 
P(E) 2 & ( 1 
t 
P(D)* 
By Lemma 3.2, we can take a 2 = [z,, . . . , z,,] E Min(D) whose last t 
columns are identical. Let 
I 
t t t 
Zl -** z,_t 
i= 
t + lZ,_t+l ‘*- -z -z 
t+1 I3 t+1 n 
1 1 1 * 
0 . . . 0 - 
t+1 *** t+1 t+l I 
Then z^ E R(E) and 
p(E) <perI!= (&)tperZ= (&)tp(D). 
Thus the equality (a) is proved. 
To prove (b), let B and C be the barycenters of ND) and R(E) 
respectively. Write B = [bl, b,, . . . , b,] = [bij] and C = [c1,c2,. . . ,c,,, 
c,+~] = [c,]. Then clearly b,_t+l = **a = b, and c,-~+~ = +** = c, = 
C n+ 1’ Moreover, the last row of C is equal to 
( 1 1 0 o,- - >***1 I t+l”“‘t+l * 
Let 
IL! = [f+...,6”,6,,,] 
bl -.. b,_, --&b,_,+, 
t 
... -b” Lb t+1 t+1 n = 
1 1 1 * 
0 . . . 0 - *** t + 1 t+1 t+l I 
Since, for each i = 1, . . . , n, 
perE(iIn+ 1) = tperE(i,n + lln,n+ 1) =tperD(iIn), 
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and since per E = (t + 1) per D, we have 
perE(dIn + 1) t per D(i I n) 
Ci,n+l = perE = - t+l per D 
t 
=- b 
t+1 iTn 
= &i.n (i = 1,2 )...) 4. 
Thus we see that cj = 6. for all j = n - t + 1,. . . , n + 1. 
Now let (i, j> be sue 6 that 1 Q i Q n and 1 Q j Q n - t. Then, expand- 
ing per E(i 1 j> along the last row, we get per E(i 1 j) = (t + 1) pez E(i, n + 
1 I j, n + 1) = (t + 1) per D(i I j), which gives us that cij = bij = bij. There- 
fore ye get that cj = Lj for all j k 1,. . . , n - t, and hence it follows that 
C = B. 
Now the assertion (b) follows from the equality (a), since 
perBA= ??
For n = 1,2,. . . , let 8, denote the permanent of the matrix (l/n>],, 
i.e., let 8, = n!/n” and 6, = 1. Then, for positive integer t, 
t ( 1 t at+1 t+1 =- 4 * 
So the equality (a) of Lemma 3.3 can be rewritten as 
s 
P(E) = Fp( D). 
t 
As an example, let us consider the staircase matrix 
1 
1 
1 
D,= ’ 
1 
1 
1 
1 
(3.1) 
0 
0 
1 
1 
1 . 
1 
1 
1 
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The matrix is achieved from Js by a 4-expansion, followed by a 5-expansion, 
followed by a 6-expansion. So, by (3.1), 
Like this, for a staircase matrix D, a simple expression of the value of p(D) 
can be formulated as follows. 
Let fxl, (112,. . . ) a, be nonempty subsets of {1,2, . . . , n) such that 1 = 
min o1 < min oz < *+* < min (Y,. and max o1 < max C-Q < *** < max 
(Y, = n. For each k = 1,2, . . . , r, let Amk = [u,~] be the n X n matrix 
defined by 
i 
1 
aij = 
if i,j E q, 
0 othem-ise. 
For a staircase matrix D, there exist LY = (a,, q,, . . . , a,) such that D 0 
DT = Am1 + m-e +A,, where D 0 DT denotes the Hadamard (entrywise) 
product of D and GT, and the summation on the right side is taken as the 
Boolean sum. Then by (3.11, applied a finite number of times, we get 
where, for a set S, ISI stands for the cardinality of S. This formula was 
introduced in [S] in a slightly different form. 
THEOREM 3.4. Let D = [d,,] be a GS matrix of order n, and let 
m k = min 
i j=l i=l 
for k = 1,2,. . . , n. Then D is baycenttic and 
where it is assumed, conventionally, that 0’ = 1. 
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Proof. The barycentricity of D follows directly from Lemma 3.3(b). 
From Theorem 2.3, we see that D[l, . . . , k 11, . . . , k ] is an mk-expansion 
of D[l, . . . , k - 1 I 1, . . . , k - 11, so that 
P(D[l,...,kll,...,k]) 
nL-1 
p( D[l, . . . , k - 111,. . . , k - 11). 
Thus the equality in the Theorem follows from Lemma 3.3(a), since 
p(D[l Ill> = 1. ??
EXAMPLE 1. For the GS matrix 
G= 
-1 1 1 0 0 1 0 0 
11111100 
11111101 
1 1 1 1 1 1 0 1 
1 1 1 1 1 1 0 1 
11000110 
11000110 
1 1 1 1 1 1 0 1 
we have that (ms, m,, . . . , ml) = (4,2,3,4,3,3,2,1). Therefore 
p(G) i3, 8, 6, 6, 8, 6, 6, 6, t3‘$Q3 
1 
= ssssssss = 
3 1 2 3 2 2 1 0 
6 =
2 
44. 
EXAMPLE 2. For any generalized Hessenberg matrix H of order n, we 
have (m,, m, _ 1, . . . , m,> = (2, . . . ,2,1). Therefore 
Characterization of minimizing matrices over the faces C!(D) for GS 
matrices D does not seem to be easily described, because of the complicated 
structures of GS matrices. However, this problem can be resolved for some 
particular cases [3]. In the following, we characterize minimizing matrices by 
some inductive means for some special cases. 
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THEOREM 3.5. Let 
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be a fully indecomposable (0,l) matrix of order n of which the last t + 1 
columns are identical, and let D = [F, g], where g is any column of G. Let 
A= ; ; ~fi(E). 
[ 1 
Then A E Min( E) if and only if 
(a) Z = &J,,,+ 1 and 
(b) [X, y] E Min( D), where y is the sum of all the columns of Y. 
Proof. Let 
Yll 
Y21 
Y= . I: Yn-t.1 
Y12 
Y22 
Yn-t,2 
. . . 
. . . 
. . . 
Y1.t+1 “1 
Yz,t+1 “2 
: Yn-t,t+1 1 II = = [Y17Y27***>Yt+J* V n-t 
Let y = y1 + y2 + *** +Y~+~ = ( yl, y2,. . . , Y,,_,)~, and let W = [X,yl. 
Then W E fi( D). We claim that 
A E Min( E) if and only if W E Min( D) (3.2) 
under the assumption (a). 
Suppose that (a) holds. For i = 1, . . . , n - t, let X, denote the (n - t - 
1) x (n - t - 1) matrix obtained from X be deleting the row i. Expanding 
per A along the last t + 1 columns, we obtain 
n-t 
per A = c per z 
[I 
n-t t+1 
per X, = C C Yij 
t! 
t per Xi 
i=l i-1 j=l (t + 1) 
= 
(t rljt ~~~YiFr Xi = ‘! t (t + lyperW 
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since 
per A = S,,, per W, (3.3) 
t! t!(t + 1) (t + l)! 
= 
(t + 1y (t + 1)“(t + 1) = 
(t + l)t+l = 6 t+l’ 
On the other hand, applying (3.1) t times, we get 
P(E) = &+,P(D). (3.4) 
Thus (3.2) follows from (3.3) and (3.4). Therefore we have proved that (a) 
and (b) imply that A E Min(E). 
To prove the converse, suppose that A E Min(E). Let 
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Then B E Min(E) by Lemma 3.2, and B has the form 
B= 
Thus, for each i = 1,2,. . . , n - t such that yi > 0, we get, by Lemma 3.1, 
that 
t! 
p(E) =perB(iIn) = 
(t+ 1) 
tperXi = a,+, perXi. 
Letv=vr+ *** +v,_~, and let 
v= ;. 
[ 1 
Then it is easily seen that V E R,,,. Since vi = 0 if yi = 0, by expanding 
perA along the last t + 1 columns again, we get 
n-t 
p(E) =perA= 
[I 
P(E) zper z *perX,= 6 per V, 
i=l t+1 
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which gives us that per V = S,, r. Thus it follows, by van der Waerden-Ego- 
ryiev-Fahkman theorem [4, 5, 121 that V = [l/(t + l>lJ,+ r, and hence that 
z = [l/(t + Ol],,,+r. Thus the validity of (a) is proved, and hence (3.2) 
holds. Therefore (b) follows. ??
We remark that Theorem 3.5 for t = 2 is due to Brualdi and Shader [31. 
Besides the properties introduced in Lemmas 3.1 and 3.2, a bit more can 
be said about the minimizing matrices over ti(D) for GS matrices D, as we 
see in the following. 
LEMMA 3.6. Let E be a GS matrix of order n of which the p th column 
(row) is a tie line for some p Q n. Then E(p I p) is also a GS matrix. 
Proof. The theorem is clearly true if p = n or E = Jn. So assume that 
p&n - 1 and E # J,,. Let D = E( p 1 p). Clearly all the diagonal entries of 
D are 1. Thus, by Theorem 2.3, it suffices to show that the following assertion 
holds: 
6) Either the last row or the last column of the principal submatrix 
D[l, . . . , k 11,. . . , kl is a tie line of D[ 1, . . . , k 11, . . . , k ] for each k = 
1 ,...,n - 1. 
Assertion (i) is clearly true for k < p, since D[ 1, . . . , k I 1, . . . , k ] = E[ 1, . . . , 
kll , . . . , k j if k < p. Suppose that k > p. Since D[l, . . . , k ) 1, . . . , k] = 
Ek+l(pIp),where Ek+l=E[l,...,k+lll,...,k+l],andsinceEk+lis 
also a GS matrix, we may assume that k = n - 1. Let 
Xl 
E = [eij] = 1 = [yl,...,y,,]. I.1 xll 
For a row vector or a column vector u of length n, we denote by U the vector 
obtained from y by deleting the pth component. Then 
E(k I k) = 
xk-l 
fi k+l 
2” 
138 SUK-GEUN HWANG AND SUN-JEONG SHIN 
We know that either x, or y,, is a tie line of E, but not both. Let 
%I ifx,isatielineof E, v= 
YTl ify, isatielineof E. 
We show that V is a tie line of D = E(k I k), i.e., that ;i; satisfies the 
conditions 
CT.11 V contains two or more l’s, and 
CT.21 all the columns (rows) intersecting V at a 1 are identical. 
Clearly V satisfies (T.2). We prove (T.l) in the following. 
Suppose that V has exactly one 1. Then since, as a tie line of E, v has at 
least two l’s, it follows that v has exactly two 1’s. Clearly these two l’s are the 
kth and nth components of v. 
Case i: v = x,. Since yk is a tie line of E and since both xk and x, have 
kth component 1, it follows that xk = x,. But then E[ k, n I{ 1, . . . , n) - 
{k, n}] is a 2 X (n - 2) zero submatrix of E, contradicting the full indecom- 
posability of E. 
Case ii: v = yn. Since both yk and y,, have k th component 1, we have 
yk * y,, # 0. Thus by Lemma 2.1, it follows that yk = y,,, producing an 
(n - 2) X 2 zero submatrix E[{l, . . . , n) - {k, n} 1 k, n] of E again, complet- 
ing the proof. ??
THEOREM 3.7. Let E = [ejj] be a GS matrix of or&r n, and let 
A = [aij] E Min(E). For (r, s> with ers = 1, if either the row r or the 
column s of E is a tie line with t l’s, then ars = l/t. 
Proof. By permuting rows and columns and by taking the transpose if 
necessary, we can assume that r = s = n and the last row of E is a tie line 
with exactly t l’s in the last t positions, 2 Q t < n. We are to show that the 
last row of A equals (0,. . . ,O, l/t,. . . , l/t). 
This is true for n < 3. We proceed by induction on n. By Lemma 2.4, E 
has a tie line whose type is different from the last row. Let it be either the 
row p or the column p. Then it must be that p z n, so that the last row of 
E(p 1 p> is still a tie line of E(p I p> by Lemma 3.6. 
Case i: Row p of E is a tie line. Let S = {j 1 ePj = l}. Then, since the 
rows p and n of E are tie lines of different type, it follows that S n {n - t 
+ l,..., n} = 0, so that the last row of E( p I p), which is a tie line of 
E( p I p), has still t 1’s. Write A = [a,, a2,. . . , a,,]. Let G be the (n - 1) X 
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(n - 1) matrix obtained from A by replacing each of the columns aj, j E S, 
with 
and then deleting row p and column p. Then G = Min(E( p I p)) and 
hence, by induction, the last row of G equals (0,. . . , 0,1/t,. . . , l/t). Notic- 
ing that, in the process of constructing G from A, the last t entries of the last 
row of A remain untouched, we conclude that the last row of A must be 
equal to (0,. . . , 0,1/t,. . . , l/t). 
Case ii: Column p of E is a tie line. Let R = {i 1 eip = l}. Then, by 
Lemma 2.2(a), we get p < n - t and hence n G R. Write 
Let H be the (n - 1) X (n - 1) matrix obtained from A by replacing each 
of the rows bi, i E R, with 
and then deleting row p and column p. Then H is a minimizing matrix over 
E( p I p) whose last row equals (0,. . . ,O, l/t,. . . , l/t). Since H also keeps 
the last t entries of the last row of A untouched, we see that the last row of 
A must be equal to (0,. . . , 0,1/t,. . . , l/t) in this case too, and the proof is 
complete. W 
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