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Adams inequalities on measure spaces
Luigi Fontana, Carlo Morpurgo
Abstract. In 1988 Adams obtained sharp Moser-Trudinger inequalities on bounded domains of Rn.
The main step was a sharp exponential integral inequality for convolutions with the Riesz potential. In
this paper we extend and improve Adams’ results to functions defined on arbitrary measure spaces with
finite measure. The Riesz fractional integral is replaced by general integral operators, whose kernels satisfy
suitable and explicit growth conditions, given in terms of their distribution functions; natural conditions
for sharpness are also given. Most of the known results about Moser-Trudinger inequalities can be easily
adapted to our unified scheme. We give some new applications of our theorems, including: sharp higher
order Moser-Trudinger trace inequalities, sharp Adams/Moser-Trudinger inequalities for general elliptic
differential operators (scalar and vector-valued), for sums of weighted potentials, and for operators in the
CR setting.
INTRODUCTION
Exponential integrability can often compensate for lack of boundedness, as a natural
(although weaker) condition. There are numerous important instances of this idea in the
literature, the first is perhaps due to Zygmund. It is well known that the conjugate function
of a bounded function on the torus T need not be bounded, but in 1929 Zygmund proved
that for all λ < π2 the conjugate function f˜ satisfies∫
T
exp
(
λ|f˜(θ)|
)
dθ ≤ Cλ
whenever f is real-valued and belongs to the closed unit ball of L∞(T) ([Z], Ch. VII).
Cancellation, through Cauchy’s integral formula, plays the central role in the proof of this
result.
On the other hand, size has the major role in the chain of results that followed a
1967 paper by Trudinger, in which he showed that exponential integrability fills the gap
in Sobolev’s embedding theorem (see also earlier versions in [Po] and [Yu]):
Theorem [Tr]. Let Ω be an open and bounded set in Rn, n > 1. There exist constants
λ and C such that, if u belongs to the Sobolev space W 1,n0 (Ω) and (
∫
Ω
|∇u|n) 1n ≤ 1, then∫
Ω
exp
(
λ|u| nn−1
)
dx ≤ C. (1)
In 1971 Moser sharpened the result by showing that λ = nω
1
n−1
n−1 is best possible in
(1), where ωn−1 is the surface measure of the unit sphere in Rn.
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Due to the wide range of applications in PDE’s, Differential Geometry and String
Theory, Moser’s result triggered an enormous amount of work in the years that followed,
and up to present time. Several aspects and extensions of Moser’s inequality were studied,
and still are part of an active field of research: existence of extremals, Neumann conditions
rather than Dirichlet, settings other than Rn, higher order derivatives, and more. All but
a handful of the references listed in the back of this article deal with Moser-Trudinger
inequalities, in some form or another, and the list is only partial.
Adams’ paper in 1988, however, represents a true turning point. Not only did he
extend Moser’s sharp result to higher order derivatives, but he also set the strategy that
opened the way to most of the later work in the field. We recall here the basic developments.
Adams’ generalization of Moser’s theorem is:
Theorem [Ad1]. Let Ω be an open and bounded set in Rn, n > 1, and let m ∈ N with
m < n. There are constants β(m,n) and C with the following property: If u belongs to
the Sobolev space W
m,n/m
0 (Ω) and ‖ ∇mu ‖n/m≤ 1, then∫
Ω
exp
[
β(m,n)|u(x)| nn−m
]
dx ≤ C. (2)
The constant β(m,n) is given explicitly in [Ad1] and it is sharp (see also Theorem 6
in Section 5). Also, ∇m means ∆m2 when m is even and ∇∆m−12 when m is odd, where ∆
denotes the positive Laplacian on Rn.
Adams’ approach consists of five main steps.
Step 1. Represent u in terms of ∇mu, via convolutions with the Riesz potential.
Step 2. Formulate the following sharp theorem on exponential integrability for Riesz
potentials (a dual, but more general, version of the above theorem that has its own rele-
vance). The first theorem follows immediately from the second, apart for some extra work
necessary to ensure that the inequality is indeed sharp.
Theorem [Ad1]. For 1 < p < ∞ , there is a constant C such that for all f ∈ Lp(Rn)
with support contained in Ω and ‖ f ‖p≤ 1,∫
Ω
exp
[ n
ωn−1
|Iα ∗ f(x)|p′
]
dx ≤ C (3)
where α = n/p, 1/p+1/p′ = 1, and Iα ∗ f(x) =
∫ |x− y|α−nf(x)dy. The constant n/ωn−1
cannot be replaced by any larger number without forcing C to depend on f as well as on
p and n.
2
Step 3. The third step of Adam’s strategy is to reduce the proof of the above theorem
to a one-dimensional exponential inequality by using a lemma due to O’Neil: if T is a
convolution operator on a measure space, then
T (f, g)∗∗(t) ≤ tf∗∗(t)g∗∗(t) +
∫ ∞
t
f∗(u)g∗(u)du, t > 0 (4)
where f∗ denotes nonincreasing rearrangement on the half-line, and f∗∗(t) = t−1
∫ t
0
f∗(u)du.
Step 4. The next step is to prove the one-dimensional exponential inequality derived in
step 3 by means of a technical lemma, now known as the “Adams-Garsia’s lemma”.
Step 5. The final step is to show that the exponential constant is sharp, by showing
that for any larger constant one can find a suitable sequence of functions that makes the
exponential integral arbitrarily large.
In his PhD thesis (1991) Fontana adapted Adams’ strategy, and extended his results
in the setting of compact Riemannian manifolds [F]. In that situation the Green function
replaces the Riesz potential in step 1; the corresponding integral representation is no longer
a global convolution, but locally the Green kernel is a perturbed Riesz potential. These
facts eventually lead to suitable versions of O’Neil’s lemma and Adams-Garsia’s lemma;
these modified lemmas could not be deduced from the original ones, even though the
original proofs were successfully adapted to the perturbed setting [F].
Several other authors also used Adams strategy, sometimes partially, in order to prove
sharp Moser-Trudinger estimates in various settings. In most cases, like in [F], some
individual steps had to be adapted, and sometimes their proofs were only sketched, or
even omitted.
Recently ([BFM]), the authors of this paper, in joint project with Tom Branson,
needed a sharp form of various Moser-Trudinger inequalities in the CR setting in order
to obtain the sharp version of Beckner-Onofri’s inequality on the complex sphere. Inde-
pendently Cohn and Lu [CoLu 1,2] had worked out Adams and Moser-Trudinger sharp
estimates in some very special cases, which were not suitable to our needs. While working
out yet another version of Adams strategy, we realized that steps 2,3,4,5 could be formu-
lated in an arbitrary measure space, for integral operators more general than convolutions,
and with kernels satisfying suitable growth and integral conditions.
It was then that we seriously looked into the possibility of a general result that would
encompass and unify the various Adams-type procedures, with the hope that it would
prove to be useful to authors in need of such sharp estimates in a variety of situations.
Stripped down to its essence, the present paper could be summarized as follows.
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Suppose that T is an integral operator of type
Tf(x) =
∫
M
k(x, y)f(y)dµ(y) , x ∈ N
where (M,µ), (N, ν) are measure spaces with finite measure, and suppose that the kernel
k(x, y) satisfies
sup
x∈N
µ
(
{y ∈M : |k(x, y)| > s}
)
≤ As−β
(
1 +O(log−γ s)
)
(5)
sup
y∈M
ν
(
{x ∈ N : |k(x, y)| > s}
)
≤ Bs−β0 (6)
as s→ +∞, where β > 1, β′ is the conjugate exponent, 0 < β0 ≤ β, and γ > 1. Then we
have an exponential inequality of type∫
N
exp
[
β0
Aβ
( |Tf(x)|
‖f‖β′
)β]
dν(x) ≤ C (7)
for any f ∈ Lβ′(M). As for the sharpness statement, if equality holds in (5) then the
constant β0/(Aβ) in (7) is sharp, provided that certain reasonable “regularity” conditions
are satisfied by the kernel k.
The main feature of this result, which is Theorem 1 in the next section, is that
it reduces Moser-Trudinger inequalities for integral operators, or in “dual form”, to a
couple of estimates for the distribution functions of their kernels, and the sharpness result
(under suitable but reasonable geometric conditions) to a single integral estimate (see d)
in Theorem 4). In some cases estimates (5) and (6) are rather trivial to check, like for the
Riesz potential k(x, y) = |x− y|d−n, on a domain Ω, for which
sup
x∈Ω
|{y ∈ Ω : |x− y|d−n > s}| = ωn−1
n
s−
n
n−d . (8)
In other situations the asymptotics of the distribution function of k could be a bit more
involved, but they are usually a consequence of an asymptotic expansion of the kernel k
around its singularity. For example, kernels that satisfy (5) and (6) are those of type
k(x, y) = c(d, n)|x− y|d−n +O(|x− y|d−n+ǫ) (9)
some ǫ > 0, or more generally of type
k(x, y) = kd−n(x, x− y) +O(|x− y|d−n+ǫ) (10)
some suitable kd−n(x, z) homogeneous of order d−n in z (see Lemma 9). These are in fact
more than just examples. It was already shown by Fontana in [F] that one can still set
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up the Adams machinery for powers of Laplace-Beltrami operators on compact manifolds
without boundary, even though such operators have fundamental solutions that do not
satisfy the precise identity (8), but instead satisfy a perturbed version like (9), in local
coordinates.
The fact that error terms are allowed in the asymptotics of the kernels or their dis-
tribution functions is an important point of our theory. Indeed, (10) is precisely the type
of expansion satisfied by the classical parametrix of elliptic pseudodifferential operators
of order d on bounded domains of Rn (or on compact manifolds, in local coordinates).
Whenever an elliptic operator P , say on a domain Ω, has a fundamental solution T with
such kernel, we can write any compactly supported smooth function as u = T (Pu) and
almost immediately obtain a sharp Moser-Trudinger inequality of type
∫
Ω
exp
[
A−1
( |u(x)|
‖Pu‖p
)p′]
dx ≤ C
where the sharp constant A−1 depends on the principal symbol of P . This is in fact one
of the applications we give of our main theorem, extending Adams original result (2) to
a wide class of scalar and vector-valued elliptic differential operators (see Theorems 10,
and 12). In the special case of second order elliptic operators, the sharp constant is even
more explicitly described in terms of the matrix formed by the second order coefficients
(see Corollary 11).
Another feature of our main theorem is that it offers ample flexibility in the choice of
the base measure spaces (M,µ) and (N, ν). To illustrate this point we offer an extension
of a very recent result of Cianchi [Ci1] who proved that if ν is a Borel measure on Ω ⊆ Rn
satisfying ν
(
B(x, r) ∩ Ω) ≤ Crλ, for suitable λ ∈ (0, n], and for small r, then
∫
Ω
exp
[
λω
1
n−1
n−1
( |u(x)|
‖∇u‖n
)n′]
dν(x) ≤ C (11)
for all u ∈ W 1,n0 (Ω). As Cianchi observed, this result immediately leads to inequality for
traces of functions, either on boundaries of smooth λ-dimensional submanifolds of Rn or on
sets of fractal type. Cianchi’s proof of the above inequality did not follow the representation
formula as in Adams’ original paper, step 1. By use of a trace Sobolev inequality also due
to Adams (see (59)) and clever rearrangement results, Cianchi is however able to make
some contact with Adams’ original steps 2,3,4,5.
In Theorems 6 and 7, we extend (11) to higher order operators and potentials. We
especially hope to show how (11) and its higher order versions are part of the same large
family of Adams/Moser-Trudinger inequalities, and are in fact simple applications of our
main theorems. The role of the constant is clearly explained in terms of the interactions
between the base measures dν(x), dµ(y) = dy, and the Riesz potentials, as given in (5)
and (6).
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We would like to point out that our original formulation of (5)-(7) had β = β0, and
was based (among many other things) on an improved version of O’Neil’s lemma given
as in (20). It was only after being aware of Cianchi’s result that we started looking for
a further improvement of O’Neil’s lemma and (5)-(7). In particular it was Cianchi’s idea
to exploit Adams’ trace inequality (59) that eventually lead us to exploit instead Adams’
weak-type estimates (21), in order to obtain a further substantial extension of O’Neil’s
lemma.
In a third application, we consider Adams inequalities for sums of weighted Riesz
potentials, i.e. for integral operators with kernel
K(x, y) =
N∑
j=1
gj(x, y)|x+ aj − y|d−n
where the functions gj are Ho¨lder continuous, and where x and y are allowed to move
in different domains. The sharp constant is explicitly described even in this case, see
Theorem 15.
Finally, and this was the original motivation for our work, we turn to the CR setting,
by proving a sharpness result for some Adams’ inequalities on the complex sphere, which
were only partially proved [BFM], using the methods of this work.
The paper is organized in two main parts. In Part I we give the main results, in a
measure-theoretical setting. Some portions of some proofs are of course based on Adams’
and O’Neil’s original arguments, but we decided to include them, in part because the
modifications are many, and often not trivial, and in part to achieve a rather self-contained
and cleaner presentation.
In Part II we give several new applications of the general results of Part I: higher order
Adams and Moser-Trudinger trace inequalities, Moser-Trudinger and Adams inequalities
for general and then specific elliptic operators and parametrix-like potentials respectively,
followed by those for sums of weighted Riesz potentials, and finally for certain types of
potentials arising in CR geometry. Some of these applications could be combined together,
but we decided to keep them separate in order to highlight the relevant aspects of a given
setting, rather than presenting more comprehensive theorems with too many parameters.
We certainly do not claim to have covered every possible Moser-Trudinger inequality,
in fact we hope that many more could be obtained using our setup, in a relatively painless
way, and in a variety of settings. Moreover, in Theorems 10 and 12, a general form of the
sharp exponential constant is given, but in specific cases it could be more helpful to know
this constant more explicitly. In this work we limit ourselves to give more explicit values in
the case of second order operators and certain other vector-valued inequalities, but more
such computations are possible.
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Another interesting situation arises regarding Moser-Trudinger inequalities in the
space W d,p(Ω), i.e. without boundary conditions. In [Ci2] Cianchi obtained a sharp
inequality for the case W 1,n(Ω), but using different tools than ours, such as the isoperi-
metric inequality. It is possible that our methods are suitable to handle at least some
special cases, such as low order operators, or particular domains.
PART I: ABSTRACT THEOREMS
1. Adams inequalities on measure spaces
Let (M,µ) be a measure space, and µ a finite measure. Given a measurable f :M →
[−∞,∞] its distribution function will be denoted by
m(f, s) = µ
({x ∈M : |f(x)| > s}), s ≥ 0
its nonincreasing rearrangement by
f∗(t) = inf
{
s ≥ 0 : m(f, s) ≤ t}, t > 0
and
f∗∗(t) =
1
t
∫ t
0
f∗(s)ds, t > 0
Given another finite measure space (N, ν) and a ν×µ−measurable function k : N ×M →
[−∞,∞] we let, for t > 0,
k∗1(t) = sup
x∈N
k∗(x, ·)(t)
k∗2(t) = sup
y∈M
k∗(·, y)(t)
where k∗(x, ·)(t) is the nonincreasing rearrangement of k(x, y) with respect to the variable
y for fixed x, and k∗(·, y)(t) is its analogue for fixed y. With a slight abuse of notation we
set
k∗∗j (t) =
1
t
∫ t
0
k∗j (s)ds, t > 0, j = 1, 2
If k∗2 ∈ L1
(
[0,∞)), or equivalently m(k∗2 , ·) ∈ L1([0,∞)), then the integral operator
Tf(x) =
∫
M
k(x, y)f(y)dµ(y) (12)
is well defined and continuous from L1(M,µ) to L1(N, ν). In fact, as we shall see later,
Tf is also well defined on some Lp under weaker integrability conditions on k∗2 , but with
additional restrictions on k∗1 .
Here is our main theorem:
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Theorem 1. Let k : N × M → [−∞,∞] be measurable on the finite measure space
(N ×M, ν × µ) and such that
m(k∗1 , s) ≤ As−β
(
1 +O(log−γ s)
)
(13)
m(k∗2 , s) ≤ Bs−β0 (14)
as s → +∞, for some β, γ > 1, 0 < β0 ≤ β and A,B > 0. Then, T is defined by (12) on
Lβ
′
(M) and there exists a constant C such that
∫
N
exp
[
β0
Aβ
( |Tf |
‖f‖β′
)β ]
dν ≤ C (15)
for each f ∈ Lβ′(M), with 1
β
+
1
β′
= 1.
Remarks.
1. It is possible to modify slightly the arguments in order to include in Theorem 1 the
case of Lorentz spaces. For simplicity we just treat Lp spaces.
2. Theorem 1 holds verbatim in case k is complex-valued and T acts on complex-valued
functions, provided that |k(x, y)| satisfies conditions (13), (14).
Theorem 1, as an immediate corollary of itself, can be extended to vector-valued
functions as follows. For a measurable F : M → Rn, F = (F1, ..., Fn), define |F | =
(F 21 + ...+F
2
n)
1/2 and say F ∈ Lp(M) if ∫
M
|F |p <∞, likewise for vector-valued functions
defined on N , valued on Rn, or on R
n
= [−∞,∞]n.
Theorem 1’. Let K : N ×M → Rn, where K = (K1, ..., Kn), be measurable and such
that k(x, y) = |K(x, y)| satisfies conditions (13) and (14) of Theorem 1. If
TF (x) =
∫
M
K(x, y) · F (y) dµ(y) =
∫
M
n∑
j=1
Kj(x, y)Fj(y) dµ(y)
then, T is defined on Lβ
′
(M) and there exists a constant C such that
∫
N
exp
[
β0
Aβ
( |TF |
‖F‖β′
)β ]
dν ≤ C (16)
for each F ∈ Lβ′(M), with 1
β
+
1
β′
= 1.
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The formulation in terms of vector-valued function is useful since in many cases one
has a representation formula of a function which involves the gradient operator, as in the
classical Adams setting. Needless to say a similar version of the inequality holds for Cn-
valued kernels and functions. It is important to point out that while the inequality of
Theorem 1’ is an immediate consequence of the scalar case, via Cauchy-Schwarz, this is
not the case for the sharpness statement (see Theorem 4).
The following elementary facts about rearrangements will be useful (f, g denote two
measurable functions on M):
Fact 1. m(f, s) = m(f∗, s) and m(f∗, s) ≤ m(g∗, s) for all s > s0 (some s0 > 0) if and
only if f∗(t) ≤ g∗(t) for all t < t0 (some t0 > 0).
Fact 2. If ψ(s) is continuous and strictly decreasing on [s0,∞) then inf{s : ψ(s) ≤ t} =
ψ−1(t) for t < ψ(s0), (and hence ψ is the distribution function of ψ−1 on that interval).
Fact 3. Given a measurable k(x, y) on N × M , if m˜(k, s) = supxm
(
k∗(x, ·), s) =
supxm
(
k(x, ·), s) and k˜(t) = inf {s : m˜(k, s) ≤ t}, then m(k˜, s) = m˜(k, s) and k˜(t) =
supx k
∗(x, ·)(t).
Fact 4. The following are equivalent (A, β, γ > 0):
a) m(f∗, s) ≤ As−β(1 + C log−γ s), for all s > s0 > 1
b) f∗(t) ≤ A1/βt−1/β(1 + C′| log t|−γ), for all t < t0 < 1.
Likewise, the following are equivalent:
a’) m(f∗, s) ≥ As−β(1− C log−γ s) > 0, for all s > s0 > 1
b’) f∗(t) ≥ A1/βt−1/β(1− C′| log t|−γ) > 0, for all t < t0 < 1.
The first, and crucial, step in the proof of Theorem 1 is the following Lp version of
O’Neil’s lemma:
Lemma 2 (Improved O’Neil’s Lemma). Let k : N ×M → [−∞,∞] be measurable
and
k∗1(t) ≤Mt−1/β, k∗2(t) ≤ Bt−1/β0 , t > 0 (17)
with β > 1 and 0 < β0 ≤ β. If
max
{
1,
β − β0
β − 1
}
< p <
β
β − 1 = β
′, q =
pβ0
β − (β − 1)p > p (18)
then T is defined on Lβ
′
(M), in fact T : Lp(M)→ Lq,∞(N) and bounded, and there is a
constant C = C(M,B, β, β0, p) such that for any f ∈ Lβ′(M)
(Tf)∗∗(t) ≤ C max{τ− β0qβ , t− 1q }∫ τ
0
f∗(u)u−1+
1
p du+
∫ ∞
τ
f∗(u)k∗1(u)du, ∀t, τ > 0.
(19)
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If instead of (17) we assume k∗1 , k
∗
2 ∈ L1
(
[0,∞)) then for every f ∈ L1(M)
(Tf)∗∗(t) ≤ τ max{k∗∗1 (τ), k∗∗2 (t)} f∗∗(τ) + ∫ ∞
τ
f∗(u)k∗1(u)du, ∀t, τ > 0. (20)
We observe that inequality (20) implies (19) in case β0 > 1, that is when both k
∗
1 and
k∗2 are integrable, and it is also perfectly suitable to prove Theorem 1 in that case, but it
is useless when β0 ≤ 1.
Proof. We begin right away with the following weak-type estimate due to Adams [Ad3].
If k and f are nonnegative, with
sup
x∈N
m
(
k(x, ·), s) ≤Ms−β , sup
y∈M
m
(
k(·, y), s) ≤ Bs−β0
which are equivalent to (17), and under the hypothesis (18), then for s > 0
sm(Tf, s)
1
q = s ν
({x : Tf(x) > s}) 1q ≤ q2
β0(q − p)M
1− 1pB
1
q ‖f‖p (21)
or
(Tf)∗(t) ≤ Ct− 1q ‖f‖p, ∀t > 0. (22)
This means that T : Lp(M) → Lq,∞(N) is bounded, in particular T is well defined on
Lβ
′
(M) ⊆ Lp(M).
Without loss of generality we can assume throughout this proof that both k and f
are nonnegative. With a slight abuse of language we let supp(f) = {x ∈ M : f(x) 6= 0}.
The main step of the proof relies on the following:
Claim (See also Lemma 1.4 in [ON]). If µ(suppf) = z and 0 ≤ f(z) ≤ α, and if
k∗1 , k
∗
2 satisfy conditions (17), then ∀t > 0
(Tf)∗∗(t) ≤ α z k∗∗1 (z). (23)
(Tf)∗∗(t) ≤ C α z 1p t− 1q . (24)
If instead of (17) we assume that k∗1 and k
∗
2 are integrable, then (23) holds and (24) can
be replaced by
(Tf)∗∗(t) ≤ α z k∗∗2 (t) (25).
Assuming the Claim, the proof of the lemma proceeds as follows. For fixed t, τ > 0,
pick {yn}∞−∞ such that y0 = f∗(τ), yn ≤ yn+1, yn → +∞ as n → +∞, and yn → 0 as
n→ −∞. Then
f(y) =
∞∑
−∞
fn(y) where fn(y) =
 0 if f(y) ≤ yn−1f(y)− yn−1 if yn−1 < f(y) ≤ yn
yn − yn−1 if yn < f(y).
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Observe that suppfn ⊆ En :=
{
y : f(y) > yn−1
}
, µ(En) = m(f, yn−1), and also
0 ≤ fn(y) ≤ yn − yn−1. Write
f =
0∑
−∞
fn +
∞∑
1
fn = g1 + g2
so that (Tf)∗∗ ≤ (Tg1)∗∗ + (Tg2)∗∗ (this is the subadditivity of (·)∗∗). Using (24) we
obtain
(Tg2)
∗∗(t) ≤
∞∑
1
(Tfn)
∗∗(t) ≤ Ct− 1q
∞∑
1
(yn − yn−1)
(
m(f, yn−1)
) 1
p
so that taking the inf over all such {yn} we get
(Tg2)
∗∗(t) ≤ Ct− 1q
∫ ∞
f∗(τ)
(
m(f, y)
) 1
p dy = −
∫ τ
0
(
m(f, f∗(u))
) 1
p d f∗(u)
≤ −
∫ τ
0
u
1
p d f∗(u) = −u 1p f∗(u)
∣∣∣τ
0
+
1
p
∫ τ
0
u−1+
1
p f∗(u)du ≤ 1
p
∫ τ
0
u−1+
1
p f∗(u)du.
(The last inequality follows since f ∈ Lβ′ =⇒ t 1β′ f∗(t)→ 0, as t→ 0.)
Likewise, using (23)
(Tg1)
∗∗(t) ≤
0∑
−∞
(Tfn)
∗∗(t) ≤
0∑
−∞
(yn − yn−1)m(f, yn−1)k∗∗1
(
m(f(yn−1))
)
and so
(Tg1)
∗∗(t) ≤
∫ f∗(τ)
0
m(f, y)k∗∗1
(
m(f, y)
)
dy = −
∫ ∞
τ
m
(
f, f∗(u)
)
k∗∗1
(
m
(
f, f∗(u)
))
df∗(u)
= −
∫ ∞
τ
u k∗∗1 (u)df
∗(u) = −u k∗∗1 (u)f∗(u)
∣∣∣∣∞
τ
+
∫ ∞
τ
k∗1(u)f
∗(u)du
≤ τ k∗∗1 (τ)f∗(τ) +
∫ ∞
τ
f∗(u)k∗1(u)du ≤ τ1−
1
p k∗∗1 (τ)
∫ τ
0
f∗(u)u−1+
1
p du+
∫ ∞
τ
f∗(u)k∗1(u)du
≤ C τ1− 1p− 1β
∫ τ
0
f∗(u)u−1+
1
p du+
∫ ∞
τ
f∗(u)k∗1(u)du
and (19) follows since
1
p
+
1
β
− 1 = β0
qβ
.
To prove (20), assume that k∗1 , k
∗
2 and f are integrable and estimate (Tg1)
∗∗ as before.
The estimate for (Tg2)
∗∗ is now performed as above, but using (25) instead of (24). This
yields
(Tf)∗∗(t) ≤ max{k∗∗1 (τ), k∗∗2 (t)}[τf∗(τ) + ∫ ∞
f∗(τ)
m(f, y)dy
]
+
∫ ∞
τ
f∗(u)k∗1(u)du
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and (20) follows from the identity∫ ∞
f∗(τ)
m(f, y)dy =
∫ ∞
f∗(τ)
m(f∗, y)dy =
∫ τ
0
f∗(u)du− τf∗(τ).
Proof of Claim. Let r > 0 and set
kr(x, y) =
 k(x, y) if k(x, y) ≤ r
r otherwise,
k(x, y) = kr(x, y) + k
r(x, y).
so that
Tf(x) =
∫
M
kr(x, y)f(y)dµ(y)+
∫
M
kr(x, y)f(y)dµ(y) = h1(x) + h2(x).
Assume that k∗1 is integrable. Then, for every given x
h2(x) ≤ ‖f‖∞
∫
M
kr(x, y)dµ(y) ≤ α
∫ ∞
r
m(k∗1 , s)ds, (26)
h1(x) ≤ ‖f‖1 sup
y
kr(x, y) ≤ αzr, (27)
so that letting r = k∗1(z) in (26) and (27) leads to
(Tf)∗∗(t) =
1
t
∫ t
0
(Tf)∗ ≤ ‖Tf‖∞ ≤ ‖h1‖∞ + ‖h2‖∞
≤ αz k∗1(z) + α
∫ ∞
k∗1(z)
m(k∗1 , s)ds = α
∫ z
0
k∗1(s)ds = αz k
∗∗
1 (z),
which is (23). If in addition k∗2 is integrable, then∫
N
h2(x)dν(x) =
∫
N
dν(x)
∫
M
kr(x, y)f(y)dµ(y)
=
∫
M
f(y)
(∫
N
kr(x, y)dν(x)
)
dµ(y) ≤ ‖f‖1
∫ ∞
r
m(k∗2 , s)ds ≤ αz
∫ ∞
r
m(k∗2 , s)ds,
(28)
therefore, letting r = k∗2(t) and using (27) and (28)
t (Tf)∗∗(t) ≤
∫ t
0
h∗1 +
∫ t
0
h∗2 ≤ t ‖h1‖∞ +
∫ ∞
0
h∗2
≤ t αz k∗2(t) + αz
∫ ∞
k∗2 (t)
m(k∗2 , s)ds = αz t k
∗∗
2 (t)
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and this concludes the proof of (23) and (25), in case both k∗1 and k
∗
2 are integrable. If
conditions (17) are assumed instead, then (23) still holds (since only integrability of k∗1 was
needed), and estimate (24) is an immediate consequence of the weak-type estimate (22).
///
Remark. We emphasize here the new elements appearing in the lemma, as compared to
O’Neil’s original version. First, the role of the two measures, as reflected in the explicit
dependence on k∗1 and k
∗
2 , and their bounds. Secondly, the fact that O’Neil’s lemma is really
a two-variable statement; this is hinted in the Claim, even in O’Neil’s original version, but
it does not seem to have been noticed before. Our original version of the lemma was just
(20) with τ = t which was suitable to prove Theorem 1 when β0 = β (our first version) but
not for β0 < β. The further improvements of O’Neil’s lemma came about in our attempts
to incorporate some of Cianchi’s main results [Ci1] in our general framework (see Theorem
6).
Proof of Theorem 1. It is enough to assume that k is nonnegative, and show that for
each nonnegative f ∈ Lβ′(M) with ‖f‖β′ ≤ 1 we have∫
N
exp
[
β0
Aβ
(Tf)β
]
dν ≤ C (29)
for some C independent of f .
Pick any p as in (18). By (19) of the improved O’Neil’s Lemma 2, with τ = tβ/β0
(Tf)∗(t) ≤ (Tf)∗∗(t) ≤ Ct− 1q
∫ tβ/β0
0
f∗(u)u−1+
1
p du+
∫ ∞
tβ/β0
k∗1(u)f
∗(u)du
= Ct−
1
q
∫ t
0
f∗
(
u
β
β0
)
u
−1+ βpβ0 du+
β
β0
∫ ∞
t
k∗1
(
u
β
β0
)
f∗
(
u
β
β0
)
u
β
β0
−1
du.
(30)
By Fact 4, combined with the fact that k∗j (t) = 0 for t ≥ max{ν(N), µ(M)},
k∗1
(
u
β
β0
) ≤ A 1β u− 1β0 (1 + C(1 + | log u|)−γ) , u > 0 (31)
(C denotes a positive constant that may change from place to place).
Combining (30) and (31) yields
(Tf)∗∗(t) ≤ Ct− 1q
∫ t
0
f∗
(
u
β
β0
)
u
−1+ βpβ0 du+
+
β
β0
∫ µ(M)β0/β
t
A1/β
(
1 + C(1 + | log u|)−γ)f∗(u ββ0 )u ββ0−1du
13
and therefore, with t1 = max{ν(N), µ(M)β0/β},∫
N
exp
[
β0
Aβ
(Tf)β
]
dν(x) =
∫ ν(N)
0
exp
[
β0
Aβ
(
(Tf)∗(t)
)β]
dt ≤
∫ ν(N)
0
exp
[
β0
Aβ
(
(Tf)∗∗(t)
)β]
dt
≤
∫ t1
0
exp
[(
Ct−
1
q
∫ t
0
f∗
(
u
β
β0
)
u
−1+ βpβ0 du+
+
(
β
β0
) 1
β′
∫ t1
t
(
1 + C(1 + | log u|)−γ)f∗(u ββ0 )u ββ0−1du)β ]dt.
Now we make the changes of variables u = e−x, t = e−y , and we let y1 = − log t1 and
φ(x) =
(
β
β0
) 1
β′
f∗
(
e
−βxβ0
)
e
− β−1β0 x.
Notice that φ is defined on [y1,∞) and ‖φ‖β′ = ‖f∗‖β′ = ‖f‖β′ ≤ 1.
With these changes, estimate (29) reduces to∫ ∞
y1
exp
[(
H
∫ ∞
y
φ(x)e
y−x
q dx+
∫ y
y1
(
1 +H(1 + |x|)−γ
)
φ(x)dx
)β
− y
]
dy ≤ C (32)
where H is a suitable, fixed, positive constant.
Define
g(x, y) =
 1 +H(1 + |x|)
−γ if y1 ≤ x ≤ y
He
y−x
q if y1 ≤ y < x <∞
(33)
and
F (y) = y −
(∫ ∞
y1
g(x, y)φ(x)dx
)β
(34)
which is defined for y ∈ [y1,∞). Estimate (32) is a direct consequence of the following
modified Adams-Garsia’s lemma:
Lemma 3. Suppose that φ : [y1,∞) → [0,∞) satisfies
∫ ∞
y1
φβ
′ ≤ 1, and g and F be
defined as in (33), (34), with H > 0, β > 1, q > 0 and
1
β
+
1
β′
= 1. Then there exists a
constant C independent of φ such that∫ ∞
y1
e−F (y)dy ≤ C. (35)
This lemma differs from the original Adams-Garsia lemma (Lemma 1 in [Ad1]) by
the perturbation term H(1 + |x|)−γ for x ≤ y (which was not present in Adams-Garsia’s
lemma). In his original work Moser had 1 for x ≤ y and 0 for x > y which makes the
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argument much simpler. The proof below is a modification of the proof or Lemma 3.2 in
[F], which was itself a modification of the proof of Lemma 1 in [Ad1]. We note that in
[FFV] there is an even more general version of Lemma 3, which appeared after that in [F],
but we decided to include its proof in order to make our results self-contained.
Proof of Lemma 3. Let Eλ = {y ≥ y1 : F (y) ≤ λ} and let |Eλ| be its Lebesgue
measure. Then ∫ ∞
y1
e−F (y)dy =
∫ ∞
−∞
|Eλ|e−λdλ.
Claim 1. There exists c ≥ 0 independent of φ such that if Eλ 6= ∅, then λ ≥ −c, i.e.
infy≥y1 F (y) ≥ −c > −∞.
Claim 2. There exists C independent of φ and λ such that for every λ ∈ R
|Eλ| ≤ C(1 + |λ|). (36)
Claims 1 and 2 imply (35) since∫ ∞
y1
e−F (y)dy =
∫ ∞
−c
|Eλ|e−λdλ ≤ C
∫ ∞
−c
(1 + |λ|)e−λdλ,
which is a constant independent of φ.
Proof of Claim 1. It is enough to assume that λ < 0 and y1 − λ > 0. If y ∈ Eλ then
(y − λ) 1β ≤
∫ y
y1
(
1 +H(1 + |x|)−γ
)
φ(x)dx+H
∫ ∞
y
e
y−x
q φ(x)dx
≤
(∫ y
y1
φβ
′
) 1
β′
(∫ y
y1
(
1 +H(1 + |x|)−γ
)β
dx
) 1
β
+H
(∫ ∞
y
φβ
′
) 1
β′
(∫ ∞
y
e(y−x)
β
q dx
) 1
β
.
Note that for a, b ≥ 0 and β ≥ 1
(a+ b)β ≤ aβ + β2β−1(aβ−1b+ bβ) (37)
(identity at b = 0, and b−derivative of LHS smaller than b−derivative of RHS). Hence∫ y
y1
(
1 +H(1 + |x|)−γ
)β
dx ≤
∫ y
y1
(
1 +H1(1 + |x|)−γ
)
dx ≤ y − y1 + d1 = y + d
some d ∈ R, independent of y (here is where we use γ > 1).
As a result, if we let
L(y) =
(∫ ∞
y
φβ
′
) 1
β′
∈ [0, 1].
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we have (using (37) again)
y − λ ≤
[(
1− L(y)β′) 1β′ (y + d) 1β + CL(y)]β
≤ (1− L(y)β′) ββ′ (y + d) + β2β−1[(1− L(y)β′) β−1β′ (y + d) β−1β CL(y) + CβL(y)β]
Since β, β′ > 1, L(y) ∈ [0, 1] and (1 − L(y)β′) ββ′ ≤ 1 − 1
β′
L(y)β
′
, if we let z =
(y + d)1/β
′
L(y) ≥ 0 we obtain
zβ
′ ≤ Dz + β′λ+D
for some constant D (independent of y and φ). Since zβ
′ −Dz −D has a finite negative
minimum on [0,∞), we deduce that if Eλ 6= ∅ then λ ≥ −c, for some c ≥ 0 (independent
of y and φ).
Note also that for large z we have Dz ≤ 12zβ
′
so that zβ
′ ≤ C(|λ|+ 1) or
(y + d)
1
β′ L(y) ≤ C(|λ| 1β′ + 1) (38)
for some C independent of y, φ, and λ.
Proof of Claim 2. It is enough to prove that there exists H > 0 (independent of φ)
such that for any λ ∈ R
t1, t2 ∈ Eλ and t2 > t1 > H|λ|+H =⇒ t2 − t1 ≤ H|λ|+H. (39)
Indeed, if this is the case, then (recall that Eλ ⊆ [y1,∞))
|Eλ| =
∣∣Eλ ∩ {t : t ≤ H|λ|+H}∣∣+ ∣∣Eλ ∩ {t : t > H|λ|+H}∣∣
≤ H|λ|+H − y1 + sup
t2>t1>H|λ|+H
t1,t2∈Eλ
(t2 − t1) ≤ C|λ|+ C.
To show (39), pick t1, t2 ∈ Eλ, t2 > t1, so that, arguing as in the proof of Claim 1
(t2 − λ) 1β ≤
∫ ∞
y1
g(x, t2)φ(x)dx ≤
(∫ t1
y1
g(x, t2)
β
) 1
β
(∫ t1
y1
φβ
′
) 1
β′
+
(∫ t2
t1
g(x, t2)
β
) 1
β
(∫ t2
t1
φβ
′
) 1
β′
+
(∫ ∞
t2
g(x, t2)
β
) 1
β
(∫ ∞
t2
φβ
′
) 1
β′
≤ (t1 + d) 1β + (t2 − t1 + d1) 1β
(∫ ∞
t1
φβ
′
) 1
β′
+ C
(∫ ∞
t1
φβ
′
) 1
β′
= (t1 + d)
1
β +
(
(t2 − t1 + d) 1β + C
)
L(t1)
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which , using (37) and (38), implies
t2 − λ ≤ t1 + d+ β2β−1
[
(t1 + d)
β−1
β
(
(t2 − t1)
1
β + C
)
L(t1) +
(
(t2 − t1)
1
β + C
)β
L(t1)
β
]
≤ t1 + d+ β2β−1
[(
(t2 − t1)
1
β + C
)
(t1 + d)
1
β′ L(t1) + 2
β(t2 − t1)L(t1)β + 2βCβ
]
≤ t1 +
(
(t2 − t1) 1β + C
)
(C|λ| 1β′ + C) + C(t2 − t1)L(t1)β + C
≤ t1 + t2 − t1
β
+
(C|λ| 1β′ + C)β′
β′
+ C(t2 − t1)L(t1)β + C|λ|
1
β′ + C.
Hence,
t2 − t1
β′
≤ C|λ|+ C + C(t2 − t1)L(t1)β ≤ C|λ|+ C + (t2 − t1)C|λ|+ C
t1 + d
so it follows that there is C so that
t1 + d > 2β
′C|λ|+ 2β′C =⇒ t2 − t1 ≤ 2β′C|λ|+ 2β′C,
which is (39). Claim 2, Lemma 3 and Theorem 1 are thus completely proven.
///
2. Conditions for sharpness
In the following theorem we prove that, under suitable “geometric” conditions, equal-
ity in (13), implies that
β0
Aβ
in (15) or (16) is sharp, i.e. it cannot be replaced by a larger
constant. We state and prove the general vector-valued case, since it does not follow di-
rectly from the scalar case, as opposed to the proof of Theorem 1’. It will be apparent from
the proof that the same result will also hold for complex-valued operators (see Remark 1
after the proof of Theorem 4).
For measurable F :M → Rn and K : N ×M → Rn let
TF (y) =
∫
M
K(x, y) · F (y) dµ(y)
if the integral is well defined.
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Theorem 4. Suppose that k(x, y) = |K(x, y)| satisfies
m(k∗1 , s) = As
−β(1 +O(log−γ s)), as s→ +∞, (40)
or equivalently
k∗1(t) = A
1/βt−1/β
(
1 +O
(| log t|−γ)), as t→ 0, (41)
and
m(k∗2 , s) ≤ Bs−β0
as s→ +∞, for some β, γ > 1, 0 < β0 ≤ β and B > 0. Suppose that there exist xm ∈ N ,
measurable sets Bm ⊆ N, Em ⊆M , m ∈ N, with the following properties:
a) Em ⊇ {y : |K(xm, y)| > m}, µ(Em) = O(m−β), as m→∞
b) there exist constants c1, c2 > 0 such that c1m
−β0 ≤ ν(Bm) ≤ c2m−β0 , m = 1, 2....
c)
k∗(xm, ·)(t) ≥ A1/βt−1/β
(
1− c3| log t|−γ
)
, 0 < t < t0 < 1 (42)
d) ∫
M\Em
∣∣(K(x, y)−K(xm, y)) ·K(xm, y)∣∣ |K(xm, y)|β−2dµ(y) ≤ c4 , ∀x ∈ Bm (43)
with c3, c4 independent of x and m. Then, the Adams inequality (16) holds and it is sharp,
in the sense that
sup
F∈Lβ′(M)
∫
N
exp
[
α
( |TF |
‖F‖β′
)β ]
dν = +∞, ∀α > β0
Aβ
.
More specifically, if a), b) , c) hold and
Φm(y) = K(xm, y)|K(xm, y)|β−2χM\Em(y) (44)
then Φm ∈ Lβ′ with
‖Φm‖β
′
β′ = A log
1
µ(Em)
+O(1), (45)
and if d) also holds then
lim
m→∞
∫
N
exp
[
α
( |TΦm|
‖Φm‖β′
)β ]
dν = +∞, ∀α > β0
Aβ
. (46)
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Remarks.
1. If there is a point x0 such that k
∗
1(t) = k
∗(x0, ·)(t) for small t, then typically one
can choose xm = x0, so that (42) is automatically true. In the context of metric spaces
one can typically choose Em to be the m−th level set of |K(x0, y)|, or a possibly slightly
larger set, and Bm a suitable small ball around x0. In all the applications we know,
the only minor technical check is about the integral estimate in (43), which is usually a
consequence of Ho¨lder continuity estimates on K(x, y). This point is illustrated clearly in
all the applications presented in Section 5.
2. In the scalar case K(x, y) = k(x, y) condition d) obviously becomes∫
M\Em
|k(x, y)− k(xm, y)| |k(xm, y)|β−1dµ(y) ≤ c4 , ∀x ∈ Bm. (47)
In the vector-valued case condition d) is implied by∫
M\Em
|K(x, y)−K(xm, y)| |K(xm, y)|β−1dµ(y) ≤ c4 , ∀x ∈ Bm.
3. The classical form of a Moser-Trudinger inequality for a differential (or pseudodifferen-
tial) operator of order d takes the form
∫
N
exp
[
α
( |u|
‖Pu‖p
)p′ ]
dν ≤ C (48)
where P acts on a suitable subspace of Lp(N) (usually a Sobolev space). A lower bound
for α can be achieved via a representation formula u = T (Pu), where T is an integral
operator with kernel K, satisfying the hypothesis of Theorem 1 or 1’. If the conditions in
Theorem 4 are satisfied, then the sharpness of the constant follows immediately if one is
able to produce a sequence um in the given space such that Pum = Φm, the extremizing
sequence of Theorem 4. When dealing with scalar functions this is usually possible (see
Theorems 6 and 10). Another similar way to obtain an upper bound for α is by choosing
a suitable sequence of functions um and sets Bm ⊆ N such that um ≥ δm on Bm, via the
inequality
α ≤ lim inf
n
(‖Pum‖p
δm
)p′
log
1
ν(Bm)
(49)
which follows easily from (48). This approach is slightly more flexible in that the um may
not be the exact inverse images of the Φm, even though they usually differ from those by
negligible terms.
The following lemma will play an important role in the proof of Theorem 4:
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Lemma 5. Let f : M → R be measurable, and E ⊆ M measurable with 0 < µ(E) <
µ(M). Let
f˜(y) =
{
ess sup
z∈M\E
|f(z)| if y ∈ E
f(y) if y ∈M \ E.
Then
f˜∗(t) ≥ f∗(t), µ(E) ≤ t ≤ µ(M).
Moreover, ∫
M\E
|f˜ |β =
∫ µ(M)
µ(E)
[f˜∗(t)]βdt.
Proof. Suppose first that f is essentially bounded on M \E (actually this is all we need
for the proof of Theorem 4). If s0 = ess sup
z∈M\E
|f(z)|, then |f | ≤ s0 a.e. on M \ E, so that
m(f, s0) ≤ µ(E). This implies that for µ(E) ≤ t ≤ µ(M)
f∗(t) ≤ f∗(µ(E)) = inf{s : m(f, s) ≤ µ(E)} ≤ s0
which proves the claim if f˜∗(t) = s0 (it cannot be > s0). On the other hand
{y : |f˜(y)| > s} = {y : |f(y)| > s} ∪E, 0 < s < s0
hence m(f˜ , s) ≥ m(f, s) if 0 < s < s0, so that if f˜∗(t) = inf{s : m(f˜ , s) ≤ t} < s0, then
f˜∗(t) = inf{s < s0 : m(f˜ , s) ≤ t} ≥ inf{s < s0 : m(f, s) ≤ t} ≥ f∗(t).
For the last statement, note that f˜∗(t) = s0 for 0 < t < µ(E) (indeed m(f˜ , s) = 0 for
s ≥ s0, and for any s < s0 we have |f˜(y)| > s on E and on a set of positive measure inside
M \ E, i.e. m(f˜ , s) > µ(E), for s < s0). Hence∫
M
|f˜ |β =
∫ µ(M)
µ(E)
[f˜∗(t)]βdt+ sβ0µ(E)
but also ∫
M
|f˜ |β =
∫
M\E
|f˜(y)|βdµ(y) + sβ0µ(E).
A standard approximation argument (truncation and the monotone convergence theorem)
completes the proof for general f .
///
Proof of Theorem 4. Define for m ∈ N
Φm(y) = K(xm, y)|K(xm, y)|β/β′−1χM\Em (y)
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Fm = {y : |K(xm, y)| > m} ⊆ Em
so that, by (41) and a), and since Fm is a level set for |K(xm, y)|,
‖Φm‖β
′
β′ =
∫
M\Em
|K(xm, y)|βdµ(y) ≤
∫
M\Fm
|K(xm, y)|βdµ(y) =
∫ µ(M)
µ(Fm)
[k∗(xm, ·)(t)]βdt
≤
∫ µ(M)
µ(Fm)
A
(
1 + C(1 + | log t|)−γ
) dt
t
= A log
1
µ(Fm)
+ C ≤ A log 1
µ(Em)
+ C′
(the last inequality follows from the assumptions a) and c)). On the other hand, if we
define
k˜m(y) =
 ess supz∈M\Em|K(xm, z)| if y ∈ Em|K(xm, y)| if y ∈M \ Em
then by Lemma 5 we have k˜∗m(t) ≥ k∗(xm, ·)(t), for µ(Em) ≤ t ≤ µ(M), so that (by (42))
‖Φm‖β
′
β′ =
∫
M\Em
|K(xm, y)|βdµ(y) =
∫
M\Em
|k˜m(y)|βdµ(y) =
∫ µ(M)
µ(Em)
[k˜∗m(xm, ·)(t)]βdt
≥
∫ µ(M)
µ(Em)
A
(
1− C(1 + | log t|)−γ
) dt
t
= A log
1
µ(Em)
− C. (50)
which gives (45). Now, for x ∈ Bm, using (50) and (43)
TΦm(x) =
∫
M
K(x, y) · Φm(y) dµ(y) =
∫
M\Em
K(x, y) ·K(xm, y) |K(xm, y)|β/β′−1dµ(y)
=
∫
M\Em
|K(xm, y)|1+β/β′dµ(y) +
∫
M\Em
(
K(x, y)−K(xm, y)
)
·K(xm, y)|K(xm, y)|β/β′−1 dµ(y)
≥ A log 1
µ(Em)
− C
with C independent of m. Hence, if Φ˜m = Φm‖Φm‖−1β′ and x ∈ Bm
T Φ˜m(x) ≥
A log
1
µ(Em)
− C(
A log
1
µ(Em)
)1/β′
+O(1)
=
(
A log
1
µ(Em)
)1/β
+O(1).
Finally, if α >
β0
Aβ∫
N
exp
[
α|T Φ˜m(x)|β
]
dν(x) ≥
∫
Bm
ec exp
[
αA log
1
µ(Em)
]
dν(x)
= ecν(Bm)
(
µ(Em)
)−αA ≥ Cm−β0+αAβ → +∞.
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Remark 1. It is clear from the proof just shown that Theorem 4 holds almost verbatim
when K is complex-valued and T acts on complex-valued functions. The functions Φm
need only to be replaced by
Φm(y) = K(xm, y) |K(xm, y)|β−2χM\Em (y)
3. Sharpness in γ
In this section we show that if γ ≤ 1 in (13) then the conclusion of Theorem 1 is in
general false. We do this by considering the simplest setting, namely N =M = B(0, 1) =
{x ∈ Rn : |x| ≤ 1}, 0 < d < n, β′ = n
d
, β = β0 =
n
n− d , and for the operator Td defined
as
Tdf(x) =
∫
B(0,1)
|x− y|d−n
(
1 +
1
1 +
∣∣ log |x− y|∣∣
)
f(y)dy f ∈ Lβ′(B(0, 1)).
As we mentioned previously, in this case A =
ωn−1
n
. For 0 < r < 1 consider fr(x) =
|x|−dχ{r≤|x|≤1}(x), so that ‖fr‖β′ =
(
ωn−1 log 1r
)1/β′
. Letting f˜r(x) = fr(x)‖fr‖−1β′ we
obtain
(
ωn−1 log 1r
)1/β′
Tdf˜r(x) =
∫ 1
r
sn−1−dds
∫
Sn−1
∣∣|x|e1 − sσ∣∣d−n(1 + 1
1 +
∣∣∣ log ∣∣|x|e1 − sσ∣∣∣∣∣
)
dσ
=
∫ |x|/r
|x|
dt
t
∫
Sn−1
|te1 − σ|d−n
(
1 +
1
1 +
∣∣ log |te1 − σ|+ log |x| − log t∣∣
)
dσ
=
∫ |x|/r
|x|
dt
t
∫
Sn−1
(
1 +
1
1 +
∣∣ log |te1 − σ|+ log |x| − log t∣∣
)
dσ+
+
∫ |x|/r
|x|
dt
t
∫
Sn−1
(|te1 − σ|d−n − 1)(1 + 1
1 +
∣∣ log |te1 − σ|+ log |x| − log t∣∣
)
dσ.
If |x| ≤ r/2 and |x| ≤ t ≤ |x|/r, then log 1
2
≤ log |te1−σ| ≤ log 32 and
∣∣|te1−σ|d−n−1∣∣ ≤ Ct,
so that the second term above is bounded, for |x| ≤ r/2, and
Tdf˜r(x) ≥
ω
1/β
n−1(
log 1r
)1/β′ [ ∫ |x|/r|x|
(
1 +
1
1 + log 2 + log t− log |x|
)
dt
t
− C
]
≥ ω
1/β
n−1(
log 1r
)1/β′ [ log 1r + log(1 + log 1r1 + log 2
)
− C
]
≥ (ωn−1 log 1r )1/β[1 + log log 1r2 log 1r
]
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for 0 < r ≤ r0 < 1, with r0 small enough. Finally, for r ≤ r0∫
B(0,1)
exp
[
n
ωn−1
(
Tdf˜r
)β]
dx ≥
∫
B(0,r/2)
exp
[
n log
1
r
(
1 +
log log 1r
2 log 1
r
)β]
dx
≥ ωn−1
n
(r
2
)n
r−n exp
[
1
2nβ log log
1
r
]
=
ωn−1
n
2−n
(
log 1r
)nβ/2 → +∞,
as r → 0.
PART II: APPLICATIONS
4. Adams and Moser-Trudinger trace inequalities
As a first illustration of our theorems we give a simultaneous extension of Adams’
original results in [Ad1], and Cianchi’s recent sharp Moser-Trudinger trace inequality in
[Ci1] ∫
Ω
exp
[
λω
1
n−1
n−1
( |u(x)|
‖∇u‖Ln(Ω)
) n
n−1
]
dν(x) ≤ C (51)
valid for all u ∈ Wn0 (Ω), where Ln(Ω) and Wn0 (Ω) are w.r. to the Lebesgue measure, and
where ν denotes a positive Borel measure on Ω such that
∃λ ∈ (0, n] and r0 > 0 : ν
(
B(x, r) ∩ Ω
)
≤ Crλ, ∀x ∈ Rn, ∀r ∈ (0, r0]. (52)
Here and throughout the rest of this work
B(x, r) = {y ∈ Rn : |y − x| < r}.
Note that (51) is itself an extension of Adams’ original result when λ = n, in the special
case of the gradient. Cianchi’s results are given in the slightly more general framework of
Lorentz-Sobolev spaces.
As an immediate consequence of our general theorem we will now derive Cianchi’s
result, for arbitrary powers of the Laplacian and their gradients. In other words, we will
extend Adams’ result (2), in the case of measures satisfying (52).
In the following, by Lp(Ω) we mean the space of Lebesgue measurable functions f
on Ω such that ‖f‖p :=
( ∫
Ω
|f |pdx
)1/p
< ∞. Also, ∆ will always denote the positive
Laplacian on Rn. The fractional powers of ∆ are defined on the Schwarz class S as
(∆d/2φ)̂(ξ) = ( 2π|ξ| )d φ̂(ξ) , φ ∈ S.
Here d ∈ R and the Fourier transform is defined as φ̂(ξ) = ∫
R
n e−2πix·ξφ(x)dx. By duality
we can extend ∆d/2 to an operator acting on S′, the space of tempered distributions.
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When 0 < d < n and f ∈ Lp(Rn), p ≥ 1, the equation ∆d/2φ = f has a unique
solution in Lq, with q−1 = p−1 − d/n. This solution is given explicitly in terms of the
Riesz potential
∆−d/2f(x) = cd
∫
Rn
|x− y|d−nf(y)dy (53)
with
cd =
Γ
(
n−d
2
)
2dπn/2Γ
(
d
2
) . (54)
In other words, the distributional Fourier transform of the RHS of (53) coincides with
(2π|ξ|)−df̂(ξ).
The usual Sobolev space on Rn is denoted by W d,p(Rn) and the space W d,p0 (Ω) is the
closure of C∞0 (Ω) in W
d,p(Rn).
Theorem 6. Let Ω be open and bounded on Rn, n ≥ 3, and let ν be a positive Borel
measure on Ω satisfying (52). For 0 < d < n, d ∈ N, let p = n
d
and
1
p
+
1
p′
= 1. Then,
there exists C such that∫
Ω
exp
[
λ c−p
′
d
ωn−1
( |u(x)|
‖∆d/2u‖p
)p′]
dν(x) ≤ C, d even (55)
and ∫
Ω
exp
[
λ
ωn−1
(
cd+1(n− d− 1)
)−p′( |u(x)|
‖∇∆ d−12 u‖p
)p′]
dν(x) ≤ C, d odd (56)
for all u ∈ W d,p0 (Ω). The constants appearing inside the exponents in (55) and (56) are
sharp, provided there exists x0 ∈ Ω such that ν
(
B(x0, r)∩Ω
) ≥ C1rλ for 0 < r ≤ r1, some
r1, C1 > 0.
When λ = n and d = m one recovers the constants β(m,n) appearing in [Ad1]. When
d = 1 the constant in (56) coincides with that of Cianchi, for 0 < λ ≤ n.
It is clear that it is enough to prove the theorem if u is smooth with compact support
inside Ω. Secondly, for d even
u(x) = cd
∫
Ω
|x− y|d−n∆d/2u(y)dy
and for d odd
u(x) = cd+1(n− d− 1)
∫
Ω
|x− y|d−n−1(x− y) · ∇∆ d−12 u(y)dy, (57)
and therefore the inequalities of Theorem 6 are instant consequences of the following:
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Theorem 7. Let Ω be open and bounded on Rn, n ≥ 1, and let ν be a positive Borel
measure on Ω satisfying (52). For 0 < d < n, let p =
n
d
and
1
p
+
1
p′
= 1. Define for
f : Ω→ R, f ∈ Lp(Ω)
Tf(x) =
∫
Ω
|x− y|d−nf(y)dy
and for F : Ω→ Rn, F ∈ Lp(Ω)
T1F (x) =
∫
Ω
|x− y|d−n−1(x− y) · F (y)dy.
Then, there exists C such that
∫
Ω
exp
[
λ
ωn−1
( |Tf(x)|
‖f‖p
)p′]
dν(x) ≤ C (58)
for every f ∈ Lp(Ω), and
∫
Ω
exp
[
λ
ωn−1
( |T1F (x)|
‖F‖p
)p′]
dν(x) ≤ C (59)
for every F ∈ Lp(Ω). The constant λ
ωn−1
in (58) and (59) is sharp, provided there exists
x0 ∈ Ω such that ν
(
B(x0, r) ∩ Ω
) ≥ C1rλ, for 0 < r ≤ r1, some r1, C1 > 0.
Proof. It is easy to check that if k(x, y) = |x− y|d−n then for large s
m(k∗1 , s) =
ωn−1
n
s−
n
n−d
and, using (52),
m(k∗2 , s) ≤ Cs−
λ
n−d ,
so that Theorems 1 and 1’ immediately imply (58), (59). To verify sharpness, according to
Theorem 4, (and Remark 1 following it) first assume WLOG that x0 = 0 ∈ Ω, then take
xm = 0 ∈ Ω, and m,R large enough so that
{y ∈ Ω : |K(0, y)| > m } = B(0, m−p′/n) ⊆ Ω ⊆ B(0, R), (60)
and let
rm = m
−p′/n, Em = B(0, rm) Bm = B(0, 12rm) (61)
with either K(x, y) = |x− y|d−n or K(x, y) = |x− y|d−n−1(x− y). Conditions a), b), c) of
Theorem 4 are met, with β = n/(n− d) and β0 = λ/(n− d), so all we need to check is d),
i.e.
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∫
Ω\Em
∣∣(K(x, y)−K(0, y)) ·K(0, y)∣∣ |K(0, y)|p′−2dy ≤ C , |x| ≤ rm
2
for either kernel. If K(x, y) = |x− y|d−n we need to check
sup
|x|≤rm/2
∫
rm≤|y|≤R
|y|−d
∣∣∣|x− y|d−n − |y|d−n∣∣∣dy ≤ C (62)
for some C independent of m, but this estimate is an immediate consequence of
|x− y|d−n ≤ |y|d−n
∣∣∣ x|y| − y|y| ∣∣∣d−n ≤ 2n−d|y|d−n (63)
and
|y|−d
∣∣∣|x− y|d−n − |y|d−n∣∣∣ ≤ C|y|−n∣∣∣∣1− ∣∣∣ x|y| − y|y| ∣∣∣n−d
∣∣∣∣ ≤ C|x||y|−n−1, (64)
both valid for any d < n (even negative) and |x| ≤ rm2 , |y| ≥ rm.
If instead K(x, y) = |x− y|d−n−1(x− y) then we are reduced to
sup
|x|≤rm/2
∫
rm≤|y|≤R
∣∣∣|x− y|d−n−1(x · y − |y|2) + |y|d−n+1∣∣∣ |y|−d−1dy ≤ C
which is implied by
sup
|x|≤rm/2
∫
rm≤|y|≤R
|x| |y|−d |x− y|d−n−1dy ≤ C
sup
|x|≤rm/2
∫
rm≤|y|≤R
∣∣∣|x− y|d−1−n − |y|d−1−n∣∣∣ |y|−(d−1)dy ≤ C,
and both of these are also easy consequences of (63) and (64).
///
Proof of Theorem 6. The inequalities of Theorem 6 follows from the formulas
u(x) = Tf(x) =
∫
Ω
|x− y|d−nf(y)dy, f = cd∆d/2u
for d even, and
u(x) = T1F (x) =
∫
Ω
|x− y|d−n−1(x− y) · F (y)dy, F (y) = cd+1(n− d− 1)∇∆
d−1
2 u
for d odd.
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As far as the sharpness statement, the proof we give below is a slight modification
of Adams’ original method. We include some details here since similar formulas will be
used later in the proof of Theorem 12. It is possible however to give a proof based on our
Theorem 4 by using representation formulas via the Green function of ∆d/2 on the unit
ball, with zero boundary conditions. Later in Theorem 10 we will give a sharp inequality
for more general (scalar) operators, and the proof of sharpness given there is a more direct
application of Theorem 4, and applies also to the case d even of the present theorem (see
Remark 2 after the proof of Theorem 10).
Let rm → 0+ and Bm = B(0, rm) ⊆ Ω, for m large enough.
Next, pick any δ ≥ 0 and ϕ ∈ C∞([δ, 1+ δ]) such that ϕ(k)(δ) = 0 for 0 ≤ k ≤ ℓ, some
ℓ ≥ d, and ϕ(1 + δ) = 1 + δ, ϕ′(1 + δ) = 1, ϕ(k)(1 + δ) = 0 for 2 ≤ k ≤ ℓ.
Define for m large enough
um(y) =

0 for |y| ≥ e−δ
ϕ
(
log
1
|y|
)
for e−1−δ ≤ |y| < e−δ
log
1
|y| for e
1+δrm ≤ |y| < e−1−δ
log
1
rm
− ϕ
(
log
|y|
rm
)
for eδrm ≤ |y| < e1+δrm
log
1
rm
for |y| < eδrm.
(65)
Then, if we pick δ large enough we have um ∈ W d,p0 (Ω) and it is easy to check that
for d even
∆d/2um(y) =

|y|−d
ωn−1cd
if e1+δrm < |y| < e−1−δ
O(1)|y|−d if eδrm < |y| < e1+δrm
O(1) otherwise
and
‖∆d/2um‖p
′
p =
1
ωn−1c
p′
d
(
log
1
rm
)p′/p
+O(1).
This means that if ∫
Ω
exp
[
α
( |u(x)|
‖∆d/2u‖p
)p′]
dν(x) ≤ C
holds for all u ∈W d,p(Ω), then according to (49)
α ≤ lim inf
n
(
‖∆d/2um‖p
log(1/rm)
)p′
log
1
ν(Bm)
=
λ
ωn−1c
p′
d
.
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The proof in the case d odd is completely similar, and based on the identity
∇∆ d−12 log 1|y| =
(d− 1)y|y|−d−1
ωn−1cd−1
= − y|y|
−d−1
ωn−1(n− d− 1)cd+1 .
///
We remark here that the above theorem can be formulated and proved in the setting
of compact Riemannian manifolds, in the same spirit as in [F]. The point is that such
theorem holds for any pseudodifferential operator of order d, whose leading symbol is ∆d/2
(see next section for even a more a general result). For such operators the fundamental
solution k(P,Q) satisfies locally
k(P,Q) = cdd(P,Q)
d−n
(
1 +O
(
d(P,Q)ǫ
))
for some ǫ > 0, where P,Q are points on the manifold, and d(P,Q) is their Riemannian
distance. Under these conditions it is easy to check that
k∗1(t) =
ωn−1
n
(cd)
−p′t−1/p
′(
1 +O
(
t−1/p
′+ǫ))
for small t, and it is clear that the estimate k∗2(t) ≤ Ct−n/(λp
′) would follow if the underlying
Borel measure ν satisfies ν
(
B(P, r)
) ≤ Crλ, for small geodesic balls B(P, r). These facts,
and similar ones for vector-valued operators, imply inequalities such as those of Theorems
6 and 7, and the sharpness statements are proven in essentially the same manner.
It would also be possible to extend this theorem to general Lorentz-Sobolev space, in
the same spirit as in [Ci1], with suitable and slightly more general versions of our Theorems
1,1’ and 4, which for simplicity we only treated in the Lp setting.
Finally, we wish to remark that our proof of Theorem 6 is of a somewhat different
nature than the one given by Cianchi in [Ci1]. In the special case d = 1 Cianchi started
by applying the Sobolev inequality
‖Ψ‖
L
λp
n−p (Ω,dν)
≤ C‖∇Ψ‖Lp(Ω) (66)
for some suitable p < n, with Ψ(x) = exp
[n− p
p
ω
1
n−1
n−1 |u|n
′
(x)
]
−1. Note that (66) holds on
W 1,p0 and it is a special case of a general Sobolev inequality derived by Adams [Ad2], [Ad3].
Next, the fact that ∇eu = eu∇u combined with clever use of rearrangement inequalities
and O’Neil’s/Adams-Garsia’s lemmas allowed Cianchi to obtain the result. However, it is
unclear to us how to efficiently apply this strategy to arbitrary order derivatives.
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5. Sharp Moser-Trudinger inequalities for general elliptic differential operators
In this section we extend Adams’ original inequality to general elliptic differential op-
erators on Rn. We then specialize to particular cases. Some of these results can perhaps be
further extended to suitable elliptic pseudodifferential operators, operators on manifolds,
or even non-elliptic operators, but we will not treat such cases here.
The structure of the fundamental solution of general elliptic operators is best explained
by use of the pseudodifferential calculus, which we now very briefly recall.
Note. Throughout this section all functions will be complex-valued, unless otherwise
specified.
A pseudodifferential (ΨDO ) operator of order d ∈ R on an open set U ⊂ Rn is an
operator P : C∞c (U)→ C∞(Rn) of type
Pf(x) = Op(p)f(x) :=
∫
Rn
∫
Rn
e2πi(x−y)·ξp(x, ξ)f(y)dydξ
where p ∈ C∞(U × Rn), the symbol of P , satisfies
|∂βx∂αξ p(x, ξ)| ≤ Cd,β,K(1 + |ξ|)d−|α|, x ∈ K, ξ ∈ Rn
for any K ⊂ U compact, and any multiindices α, β (where C is independent of x, ξ), and
where ∂αx = ∂
i1
x1
, ...∂inxn, if α = (i1, ..., in).
A classical, or polyhomogeneous, ΨDO of order d is given by a symbol p(x, ξ) such
that
i) there is a sequence of functions pd−j(x, ξ) ∈ C∞(U,Rn) which are homogeneous of order
d− j in ξ, for |ξ| ≥ 1:
pd−j(x, tξ) = td−jpd−j(x, ξ), t ≥ 1, |ξ| ≥ 1, j = 0, 1, 2...
ii) p has the asymptotic expansion p ∼∑∞j=0 pd−j , that is
∣∣∣∂βx∂αξ [p(x, ξ)− N−1∑
j=0
pd−j(x, ξ)
]∣∣∣ ≤ Cα,β,K,N(1 + |ξ|)d−|α|−N , x ∈ K, ξ ∈ Rn
for any M ∈ N, any multiindices α, β, and any compact set K ⊂ U .
The principal symbol of such P is the function pd(x, ξ) and the strictly homogeneous
symbol is defined by
p0d(x, ξ) = |ξ|dpd(x, ξ/|ξ|), ξ 6= 0,
that is the unique function on Rn \ {0} which coincides with pd for |ξ| ≥ 1, and which is
homogeneous or order d in ξ ∈ Rn \ {0}.
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From now on we will consider only classical ΨDO. Every ΨDO can be written as an
integral operator with kernel
KP (x, y) =
∫
R
n
e2πi(x−y)·ξp(x, ξ)dξ
defined in the sense of oscillatory integrals, and C∞ off the diagonal. If KP is C∞(U ×U)
then KP is called smoothing (or negligible) operator.
For a classical ΨDO T of order d, with −n ≤ d < 0 the Schwarz kernel of T has an
expansion
K(x, y) =
∑
0≤j<n−d
kd−n+j(x, x− y) + c(x) log |x− y|+O(1) (67)
with kd−n−j(x, z) homogeneous of order d − n − j in z ∈ Rn \ {0}, c(x) continuous on
U , and O(1) continuous and bounded on K × K for any K ⊂ U compact. This fact is
standard (see e.g. [Ca], Theorem 28) and follows from taking the inverse Fourier transform
of the expansion of the symbol of T . To be more specific, let T have symbol q with
q ∼
∞∑
j=0
q−d−j x ∈ U, |ξ| ≥ 1, (68)
where q−d−j are homogeneous of order −d − j for |ξ| ≥ 1, and let Fu = uˆ denote the
Fourier transform on tempered distributions. Then for j < n− d the q0−d−j are integrable
around the origin, so that modulo a smooth function F−1[q0−d−j(x, ·)](z) coincides with
kd−n−j(x, z) := F−1
[
q0−d−j(x, ·)
]
(z) (69)
which is a homogeneous function of order d− n− j in z, smooth in x and in z 6= 0. When
j = n − d (which can only happen for integer d), then one can show (see [Ca], Theorem
27) that
F−1[q−n(x, ξ)](z) = c(x) log 1|z| +O(1) (70)
as z → 0, with c continuous, and in fact c(x) =
∫
Sn−1
q0−n(x, ω)dω (the term O(1) is in fact
the sum of a C∞(Rn \ 0) homogeneous function of degree 0 and a polynomial). Finally,
the inverse Fourier transform of the error term q−∑j≤n−d q−d−j is easily estimated to be
O(1).
A ΨDO operator P is elliptic, if
pd(x, ξ) 6= 0, x ∈ U, |ξ| ≥ 1
i.e. p0d(x, ξ) 6= 0 for ξ 6= 0. For elliptic operators one can construct a parametrix G, i.e.
a ΨDO of order −d such that GP − I = PG − I is smoothing. The symbol q(x, ξ) of
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G has an expansion like (68), where the q−d−j are determined from the symbol of P . In
particular
q−d(x, ξ) =
1
pd(x, ξ)
, x ∈ U, |ξ| ≥ 1
so that the parametrix admits a kernel expansion (67), with leading term given by
kd−n(x, x− y) = F−1
[
p−d(x, ·)−1
]
(x− y) = |x− y|d−ng(x, y − x|y − x|) (71)
with
g(x, ω) =
(
1
p0d(x, ·)
)∧
(ω), ω ∈ Sn−1 (72)
the restriction of kd−n(x, ·) (which is C∞(R− \{0})) to the sphere.
Sharp inequalities for the potential case
The precise asymptotic expansion of the parametrix operator G suggests the following
general theorem:
Theorem 8. Let Ω be open and bounded on Rn, and let K : Ω× Ω→ R be measurable
and such that
K(x, y) = g
(
x,
y − x
|y − x|
)
|x− y|d−n +O(|x− y|d−n+ǫ) (73)
where g : Ω × Sn−1 → R is measurable and bounded, and ǫ > 0. For 0 < d < n, p = n
d
,
1
p
+
1
p′
= 1, let, for x ∈ Ω
Tf(x) =
∫
Ω
K(x, y)f(y)dy, f ∈ Lp(Ω).
Then there exists C > 0 such that
∫
Ω
exp
[
A−1
( |Tf(x)|
‖f‖p
)p′]
dx ≤ C (74)
for all f ∈ Lp(Ω), with
A =
1
n
sup
x∈Ω
∫
Sn−1
|g(x, ω)|p′dω. (75)
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If the supremum in (75) is attained at some x0 ∈ Ω, if g(·, ω) is Ho¨lder continuous of
order σ ∈ (0, 1] at x0 uniformly w.r. to ω, i.e. if
|g(x, ω)− g(x0, ω)| ≤ C|x− x0|σ |x− x0| ≤ δ, ω ∈ Sn−1,
and if g(x0, ·) is Ho¨lder continuous of order σ on Sn−1, then the constant A−1 in (74) is
sharp. In particular, there is a suitable sequence rm → 0 such that if Em = B(x0, rm) ⊆ Ω
and Φm(y) = K(x0, y)|K(x0, y)|p′−2χΩ\Em(y), then Φm ∈ Lp and
lim
m→∞
∫
Ω
exp
[
α
( |TΦm|
‖Φm‖p
)p′ ]
dx = +∞, ∀α > 1
A
.
Remarks.
1. Cohn and Lu were the first to consider Adams inequalities for potentials of simpler
type g(y/|y|)|y|d−n, and the analogous version on the Heisenberg group ([CoLu1]).
2. The Ho¨lder continuity condition on g can be relaxed to an integral condition similar to
that used in [CoLu1].
In view of Theorems 1 and 4 it is clear that to prove Theorem 8 it would essentially
suffice to estimate the distribution function of the kernel K. This is done in the following
lemma:
Lemma 9. Suppose that K is as in Theorem 8, satisfying (73) with g bounded and
measurable. Then for s > 0
sup
x∈Ω
|{y ∈ Ω : |K(x, y)| > s}| ≤ As−p′ +O(s−p′−σ) (76)
for suitable σ > 0, with A as in (75), with equality if the sup in (75) is attained in Ω.
Moreover,
sup
y∈Ω
|{x ∈ Ω : |K(x, y)| > s}| ≤ Cs−p′ . (77)
Note. A similar lemma was proved in [BFM], Lemma 2.3, for kernels in the CR sphere.
Proof of Lemma 9. From now on we will use the notation
y∗ =
y
|y| .
The hypothesis implies
|K(x, y)| ≤ |g(x, (y− x)∗)| |x− y|d−n + C|x− y|d−n+ǫ
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so that for any x ∈ Ω
mx(s) := |{y ∈ Ω : |K(x, y)| > s}| ≤ |{y ∈ Rn : |g(x, y∗)| |y|d−n + C|y|d−n+ǫ > s}|
and since
|g(x, y∗)| |y|d−n + C|y|d−n+ǫ > s =⇒ |y| ≤ s−p′/n(|g(x, y∗)|+ C|y|ǫ)p′/n ≤ Cs−p′/n
then
mx(s) ≤ s
−p′
n
∫
Sn−1
(|g(x, y∗)|+ Cs−ǫp′/n)p′dy∗
which implies (76). Suppose that for some x0 ∈ Ω
A =
1
n
∫
Sn−1
|g(x0, ω)|p′dω
and WLOG we can assume that x0 = 0. Since
|K(0, y)| ≥ |g(0, y∗)| |y|d−n −D|y|d−n+ǫ
for some D > 0, then
m0(s) ≥ |{y ∈ Ω : |g(0, y∗)| |y|d−n −D|y|d−n+ǫ > s}|
= |{y ∈ Ω : |y| < s−p′/n(|g(0, y∗)| −D|y|ǫ)p′/n}|.
But
|y| < s−p′/n(|g(0, y∗)|−D|g(0, y∗)|ǫp′/ns−ǫp′/n)p′/n =⇒ |y| < s−p′/n(|g(0, y∗)|−D|y|ǫ)p′/n ≤ Cs−p′/n
and if B(0, δ) ⊆ Ω then pick s so large that Cs−p′/n < δ. Let ǫ < n/p′ and
Es = {y∗ ∈ Sn−1 : |g(0, y∗)| > D|g(0, y∗)|ǫp′/ns−ǫp′/n} = {y∗ ∈ Sn−1 : |g(0, y∗)| > D
n
n−ǫp′ s
− ǫp′
n−ǫp′ }.
Then,
m0(s) ≥ s
−p′
n
∫
Es
(|g(0, y∗)| −D|g(0, y∗)|ǫp′/ns−ǫp′/n)p′dy∗ ≥ s−p′
n
∫
Es
(|g(0, y∗)|p′ − Cs−σ)dy∗
≥ s
−p′
n
∫
Sn−1
|g(0, y∗)|p′dy∗ − Cs−p′−σ
which means that we have equality in (76). Finally, (77) is a simple consequence of (73)
and the boundedness of g.
///
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Proof of Theorem 8. The previous lemma implies that
K∗1 (t) ≤ At−1/p
′(
1 +O(tǫ)
)
, K∗2 (t) ≤ Ct−1/p
′
(78)
so that the exponential inequality (74) follows form Theorem 1.
To prove sharpness, we appeal to Theorem 4. If the sup in (75) is attained in Ω, say
WLOG at x = 0, then we have equality in the first estimate of (78). Choose xm = 0, and
let C0, m, R large enough so that
{y ∈ Ω : |K(0, y)| > m} ⊆ B(0, C0m−p
′/n) ⊆ Ω ⊆ B(0, R).
Choosing
rm = C0m
−p′/n, Em = B(0, rm), Bm = B
(
0, 12rm
)
we have that conditions a), b), c) of Theorem 4 are satisfies, so all we need to check is∫
Ω\Em
|K(x, y)−K(0, y)| |K(0, y)|p′−1dy ≤ C , ∀x ∈ Bm. (79)
It is enough to verify this for K(x, y) = g(x, (y−x)∗)|x−y|d−n. By adding and subtracting
g
(
x, (y − x)∗)|y|d−n we see that it suffices to verify∫
rm≤|y|≤R
∣∣|x− y|d−n − |y|d−n∣∣ |y|−ddy ≤ C, |x| ≤ rm
2
(80)
which is the same as (62), and∫
rm≤|y|≤R
|g(x, (y − x)∗)− g(0, y∗)| |y|−ndy ≤ C, |x| ≤ rm
2
. (81)
The Ho¨lder continuity hypothesis on g imply
|g(x, (y − x)∗)− g(0, y∗)| ≤ C|x|σ + C∣∣∣∣ y − x|y − x| − y|y|
∣∣∣∣σ ≤ C|x|σ/2|x− y|−σ/2
but if |x| ≤ rm/2 and |y| ≥ rm, then |x− y| ≥ |y|/2 and we are reduced to∫
rm≤|y|≤R
|x|σ/2|y|−n−σ/2dy ≤ C, |x| ≤ rm
2
which is clearly true.
///
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Sharp inequalities for general elliptic operators
With Theorem 8 at our disposal we are now in a position to extend Adams inequality
(2) to rather general elliptic differential operators of order d < n. In order for this ma-
chinery to work, we need to make sure that we can write u = T (Pu), for u in a suitable
class of smooth functions with compact support where Pu 6= 0, and where T is an integral
operator with a kernel essentially equal to the kernel of the parametrix G of P . Note that
we cannot simply take T = G, since G is not, in general, an exact left inverse of P.
So let P be a general elliptic differential operator of order d, written as
P =
∑
|α|≤d
aα∂
α
on the space of distributions D′(U), some open set U . The coefficients aα are assumed to
be C∞, complex-valued, and the principal symbol of P then satisfies pd(x, ξ) = p0d(x, ξ) =
(2πi)d
∑
|α|=d aα(x)ξ
α 6= 0, for ξ 6= 0. The adjoint of P is the operator P ∗ =∑|α|≤d(−1)|α|∂αaα.
Theorem 10. Let P be an elliptic, differential operator of order d < n on an open set U ,
with principal symbol pd(x, ξ). Let Ω be open and bounded with Ω ⊆ U , and let p = n
d
,
1
p
+
1
p′
= 1. If P is injective on C∞c (Ω), then there exists a constant C such that
∫
Ω
exp
[
A−1
( |u(x)|
‖Pu‖p
)p′]
dx ≤ C (82)
for all u ∈W d,p0 (Ω), with
A =
1
n
sup
x∈Ω
∫
Sn−1
|g(x, ω)|p′dω (83)
g(x, ω) =
(
1
p0d(x, ·)
)∧
(ω), ω ∈ Sn−1. (84)
In the special case p = p′ = 2, i.e. d =
n
2
, we have
A =
1
n
sup
x∈Ω
∫
Sn−1
1∣∣p0n/2(x, ω)∣∣2 dω = supx∈Ω
∫
Rn
e−|p
0
n/2(x,ξ)|2dξ. (85)
If the supremum in (83) is attained in Ω, and if the adjoint P ∗ is injective on C∞c (Ω) (in
particular if P is self-adjoint) then the constant A−1 in (82) is sharp.
Proof. It is enough to assume u ∈ C∞c (Ω). The given hypothesis assure the existence a
(properly supported) ΨDO T of order −d such that TPu = u for any u ∈ C∞c (Ω) (in fact
for any distribution u with support in Ω) (see for example [Ca], Thm 24 and Thm 29). If
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G denotes the parametrix of P (in U) then T = G+R, some smoothing operator R, and
therefore
u(x) =
∫
Ω
K(x, y)Pu(y)dy
with K(x, y) having an expansion as in (67); in particular
K(x, y) = g
(
x,
y − x
|y − x|
)
|x− y|d−n +O(|x− y|d−n+ǫ) x, y ∈ Ω
with g(x, ω) as in (84). Clearly this is precisely what one needs in order to apply Theorem 8,
and hence prove inequality (82). For the sharpness statement, if P ∗ is injective on C∞c (Ω)
then P (Tf) = f in Ω, for any f ∈ D′(U) (see [Ca], Thm 24), P :W d,p0 (Ω)→ Lp(Ω) has left
inverse T , and T : Lp → W d,p(Ω). Suppose WLOG that the supremum in (83) is attained
at x0 = 0 ∈ Ω and B(0, 1) ⊂⊂ Ω. If Φm is the sequence in the sharpness statement of
Theorem 8, let um = ψTΦm, with ψ ∈ C∞c (Ω) and ψ = 1 in B(0, 1). Then um ∈W d,p0 (Ω)
and it’s easy to check using the Leibniz rule that Pum = ψΦm + SΦm, where S is a
pseudodifferential operator of order at most −1. Hence, since |Φm(y)| ≤ C|y|−d on Ω, we
have |SΦm(y)| ≤ C|y|−d+1 and a straightforward estimate shows
‖Pum‖p = ‖Φm‖p +O(1),
so that ∫
Ω
exp
[
α
( |um(x)|
‖Pum‖p
)p′]
dx ≥
∫
B(0,1)
exp
[
α
( |TΦm(x)|
‖Φm‖p + C
)p′]
dx→∞
for any α > A−1. Finally, when p = 2 the first formula for A given in (85) is a consequence
of the following spherical Parseval’s formula: if f, g ∈ C∞(Sn−1) and E−d(f), Ed−n(g) are
their homogeneous extensions to Rn \ 0 of order −d and d − n respectively (0 < d < n),
then ∫
Sn−1
E∧−d(f)E∧d−n(g) =
∫
Sn−1
fg. (86)
The formula was originally found by Koldobsky in case f and g are powers of Minkowsky
functionals of smooth star bodies (see [K] for a proof). In [Mil] the above version is proven
for f, g real-valued and even, but a small modification of the proof yields the more general
result. The second identity in (85) is obtained by a polar coordinate change.
///
Remarks.
1. It is possible to extend slightly Theorem 10 to the case when P does not have a trivial
nullspace. Indeed, in the setup of Theorem 10, if KerP denotes the nullspace of P among
distributions which are supported in Ω, then Ker(P ) consists of C∞ functions, and it is
finite-dimensional.
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2. The argument for the sharpness statement above can clearly be used to settle the
sharpness statement of Adams original result, or that of our Theorem 6, in the case of
∆d/2 for d even.
3. The purpose of the second identity in (85) is that in many situations the exponential
integral can actually be evaluated explicitly. See a related calculation in Corollary 14
below.
4. Both Theorems 8 and 10 can be formulated under a Borel measure satisfying condition
(52), in the same spirit as in Theorems 6 and 7 - the changes are minimal. We kept the
usual Euclidean measures to better emphasize the relations between the sharp constants
and the operators.
We now specialize Theorem 10 to the second order case. Let us start with an elliptic
operator
P =
n∑
j,k=1
ajk∂
2
jk +
n∑
j=1
bj∂j + c (87)
with ajk, bj, c ∈ C∞(U), real-valued, ajk = akj , and let Ax =
(
ajk(x)
)
, an n×n symmetric
matrix, which we assume to be positive definite. As before we assume that Ω is bounded,
open and Ω ⊆ U .
Corollary 11. Suppose that P is an elliptic operator as in (87), and injective on C∞c (Ω).
Then for n > 2 there exists C > 0 such that∫
Ω
exp
[
n(n− 2) nn−2ω
2
n−2
n−1 inf
x∈Ω
(detAx)
1
n−2
( |u(x)|
‖Pu‖n/2
) n
n−2
]
dx ≤ C (88)
for all u ∈W 2,n/20 (Ω). If inf
x∈Ω
detAx is attained in Ω then the exponential constant in (88)
is sharp.
Note. If P is strongly elliptic in U , the classical theory (e.g. [GT], Thm 8.9) guarantees
that P is certainly injective on C∞c (U) if c ≤ 0.
Proof. All we need to do is apply Theorem 10 to the operator P , with
g(x, ω) = − 1
(2π)2
∫
Rn
e−2πiω·ξ
ξTAxξ
dξ
where ξT denotes the transpose of the vector ξ seen as a column vector. If λ1(x), ..., λn(x)
denote the positive eigenvalues ofAx and if
ξ√
λ
=
(
ξ1√
λ1
, ..., ξn√
λn
)
, then for some orthogonal
matrix R
g(x, ω) = − 1√
detAx
∫
Rn
e
−2πiRω· ξ√
λ
(2π)2|ξ|2 dξ = −
c2√
detAx
∣∣∣∣Rω√λ
∣∣∣∣2−n
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where c2 =
1
(n− 2)ωn−1 is the constant in the Newtonian potential, as in (54).
Next, we compute∫
Sn−1
|g(x, ω)| nn−2 dω =
(
c2√
detAx
) n
n−2 ∫
Sn−1
∣∣∣∣ ω√λ
∣∣∣∣−ndω.
But the computations of the volume (with x = x∗|x|)
ωn−1
n
√
detAx =
∣∣∣{x : ∣∣∣ x√
λ
∣∣∣ < 1}∣∣∣ = ∣∣∣{x : |x| < ∣∣∣ x∗√
λ
∣∣∣−1}∣∣∣ = 1
n
∫
Sn−1
∣∣∣∣ ω√λ
∣∣∣∣−ndω
give that
∫
Sn−1
∣∣ω/√λ∣∣−ndω = ωn−1√detAx, and this concludes the proof. ///
Remarks.
1. In case b1 = ...bn = c = 0 the result of Corollary 11 can be derived directly from
the known asymptotic expansion of the fundamental solution of P , and under even less
restrictive smoothness conditions on the coefficients. In the case of λ-Ho¨lder continuous
coefficients (0 < λ < 1) a classical result (see [Mi], Thm 19, VIII) guarantees that the
equation Pu = 0 has a fundamental solution K(x, y) with an expansion
K(x, y) =
c2√
detAx
(
(x− y)TA−1x (x− y)
) 2−n
2 (
1 +O(|x− y|λ)).
This expansion can also be extended to Dini-continuous coefficients or even under weaker
conditions [MMcO]. With the aid of such expansion the calculation of the distribution
function of K is straightforward, and produces the same constant as that of the above
corollary. For the sharpness result, one just needs to make sure that estimate d) of Theorem
4 is verified, under milder smoothness conditions on the coefficients (and ultimately of the
function g(x, ω)).
2. In [FFV], Thm. 3.5, an estimate such as (88) is derived using a different method, and
for elliptic operators with much more general coefficients; the constant produced there is
n(n − 2) nn−2ω
2
n−2
n−1 , under the ellipticity hypothesis ξ
TAxξ ≥ |ξ|2. In such hypothesis and
with smoother coefficients, it is clear that our constant is in general greater (i.e. better),
since detAx ≥ 1.
Sharp inequalities for vector-valued operators.
We now offer a version of Theorem 10 for vector-valued differential operators of type
P = (Pj), Pj =
∑
|α|≤d
ajα∂
α, j = 1, 2, ..., ℓ, ℓ ∈ N (89)
with ajα ∈ C∞ and complex-valued, with sharp statements in the special case p = 2, i.e.
d = n/2.
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The goal is clearly to extend Adams’ inequality for the operators ∇∆ d−12 with d odd,
by mimicking the integration by parts that leads to the representation formula (57). For the
scalar case one can represent u in terms of Pu essentially in a unique way, if P is elliptic
and injective; in the vector-valued situation, on the other hand, a question of “optimal
representation” of u in terms of Pu arises, in order to obtain sharpness. The basic idea
is to start with a vector-valued differential operator P as above, and assume that for a
given operator Q = (Qj) of order d
′, the operator L = Q∗ · P with order d + d′ ≤ n is
elliptic and injective in C∞c , so that it has an inverse T of order −d − d′, and a Schwarz
kernel k(x, y). One can therefore write u = (TQ∗) · Pu and apply Theorem 1’ to obtain
an Adams inequality, with exponential constant given explicitly in terms of the symbols
of Q and P. Clearly one cannot expect such constant to be sharp, given the dependence
on Q. We will not state in full generality such result, and for simplicity we will only deal
with the case Q = P, since in the special situation p = 2 i.e. d = n/2 a sharpness result
can be easily obtained.
For vectors X = (Xj), Y = (Yj) we let X · Y =
∑ℓ
j=1XjYj , |X| =
(
X · X)1/2 =(∑ℓ
1 |Xj|2
)1/2
.
Theorem 12. Let P = (Pj) be an operator as in (89), with d ≤ n
2
, defined on D′(U),
some open set U . If Ω is open and bounded with Ω ⊆ U and if L =∑ℓ1 P ∗j Pj is elliptic on
U and injective on C∞c (Ω), then there exists a constant C such that, with p = n/d,∫
Ω
exp
[
A−1
( |u(x)|
‖Pu‖p
)p′]
dx ≤ C (90)
for all u ∈W d,p0 (Ω), with
A =
1
n
sup
x∈Ω
∫
Sn−1
|g(x, ω)|p′dω
g(x, z) =
(
gj(x, z)
)
, gj(x, z) =
(
p0j(x, ·)
ℓ∑
k=1
|p0k(x, ·)|2
)∧
(z),
where p0j (x, ξ) = (2πi)
d
∑
|α|=d ajα(x)ξ
α is the principal symbol of Pj .
In the case p = 2 i.e. d =
n
2
we have
A =
1
n
sup
x∈Ω
∫
Sn−1
( ℓ∑
j=1
|p0j(x, ω)|2
)−1
dω = sup
x∈Ω
∫
R
n
exp
(
−
ℓ∑
j=1
|p0j (x, ξ)|2
)
dξ (91)
and if the supremum in (91) is attained in Ω, then the constant A−1 in (90) is sharp.
Proof. The given hypothesis on L imply, just as before, that we can write any u ∈ C∞c (Ω)
as u = T (Lu) =
∑
j TP
∗
j (Pju), for a certain ΨDO T of order −2d ≥ −n, with Schwarz
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kernel k(x, y) and principal symbol p(x, ξ) =
(∑ℓ
k=1 |p0k(x, ξ)|2
)−1
. Since now TP ∗j is a
ΨDO of order −d, and with principal symbol p0j (x, ξ)p(x, ξ), then it has a Schwarz kernel
Kj(x, y) so that
Kj(x, y) = gj
(
x, (y − x)∗)|x− y|d−n +O(|x− y|d−n+ǫ).
The inequality in (90) follows now from Theorem 1’, since if K = (Kj) then
u =
∫
Ω
K(x, y) ·Pu(y)dy
with |K(x, y)| = ∣∣g(x, (y− x)∗)∣∣ |x− y|d−n+O(|x− y|d−n+ǫ) and the estimates on its dis-
tribution functions follow from Lemma 9. The formula for A given in (91) is a consequence
of the spherical Parseval formula (86).
To prove sharpness of the constant in (90) in the special case p = 2, we proceed as
in the proof of Theorem 6. Let the supremum in (91) be achieved at some x0 ∈ Ω and
WLOG assume x0 = 0. Note that Kj(x, ·) = Pjk(x, ·), where k is the kernel of T , and
that k(0, y) = c log 1|y| +O(1), some c > 0, as per (70); let’s say that
c log
c0
|y| ≤ k(0, y) ≤ c log
c1
|y| , y ∈ Ω
for some c0, c1 > 0. Now, using the same ϕ as in (65), with rm → 0+ to be selected later,
define
um(y) =

0 for k(0, y) ≤ δ
ϕ
(
k(0, y)
)
for δ < k(0, y) ≤ 1 + δ
k(0, y) for 1 + δ < k(0, y) ≤ c log 1
rm
− 1− δ
c log
1
rm
− ϕ
(
c log
1
rm
− k(0, y)
)
for c log
1
rm
− 1− δ < k(0, y) ≤ c log 1
rm
− δ
c log
1
rm
for k(0, y) > c log
1
rm
− δ.
Then um = 0 if |y| > c1e−δ/c, hence we can choose δ so large that the support of um is inside
Ω, which implies that um ∈ Wn/2,20 (Ω). Additionally, um = c log 1rm for |y| < c0rme−δ/c,
and um(y) = k(0, y) for c1rme
1+δ
c < |y| < c0e− 1+δc , for m large enough. So
Pjum(y) =
Kj(0, y) for c1rme
1+δ
c < |y| < c0e− 1+δc
O(1)|y|−n/2 for c0rme−δ/c < |y| < c1rme 1+δc
O(1) otherwise
(here we used the chain and product rules, combined with |∂αy k(0, y)| ≤ C|y|−|α|, for
|α| > 0, since ∂αk is the kernel of the operator ∂αT , which has order |α| − n).
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Now choose rm so that {y ∈ Ω : |K(0, y)| > m} ⊆ B(0, Cm−2/n) ⊆ B(0, c1rme 1+δc ),
and therefore, we can apply (45) of Theorem 4 with Em = B(0, c1rme
1+δ
c ) to conclude∫
Ω\B(0,c1rme(1+δ)/c)
|K(0, y)|2dy = A log 1
rm
+O(1)
which allows us to conclude ‖Pum‖22 = A log 1rm+O(1) and the sharpness of the exponential
constant follows immediately from (49), just as in the proof of Theorem 6.
///
We will give one first application of the above theorem to first order operators. Con-
sider a family of operators
P =
(
Pj
)n
j=1
, Pj =
n∑
k=1
ajk∂k + bj (92)
with ajk, bj real-valued and C
∞ on some open set U ⊇ Ω, with Ω bounded.
Corollary 13. Suppose that Ax =
(
ajk(x)
)
is invertible on U and that L =
∑n
j=1 P
∗
j Pj
is injective on C∞c (Ω). Then, for n > 1 there exists C > 0 such that∫
Ω
exp
[
nω
1
n−1
n−1 inf
x∈Ω
| detAx| 1n−1
( |u(x)|
‖Pu‖n
) n
n−1
]
dx ≤ C (93)
for all u ∈W 1,n0 (Ω). If inf
x∈Ω
| detAx| is attained in Ω then the exponential constant in (93)
is sharp.
Note. In [FFV], Theorem 3.3, a similar estimate is given for less regular coefficients, under
the condition ξTAxξ ≥ |ξ|2, and with exponential constant nω
1
n−1
n−1 , which is smaller than
the one given in the above corollary.
Proof. The proof of (93) is just an application of Theorem 12. One just has to first
compute g, proceeding like in the proof of Theorem 12: if P0 =
(∑
j aij∂j
)
= Ax · ∇
−g(x, z) =
(
(2πi)Axξ
(2π)2|Axξ|2
)∧
(z) = P0
(
1
(2π)2|Axξ|2
)∧
(z) =
1
| detAx|P0
(
1
(2π)2|ξ|2
)∧(
(A−1x )
T z
)
=
c2
| detAx|P0
∣∣(A−1x )T z∣∣2−n = (2− n)c2| detAx| ((A−1x )T z)∣∣(A−1x )T z∣∣−n
since ifA−1x = (a
′
jk) then
∑
j aij∂j
∣∣(A−1x )T z∣∣2−n = (2−n)∣∣(A−1x )T z∣∣−n∑j,k aija′jk((A−1x )T z)k.
Estimate (93) follows since
A =
1
n
sup
x
∫
Sn−1
|g(x, ω)| nn−1 dω = 1
n
sup
x
1
(ωn−1| detAx|) nn−1
∫
Sn−1
∣∣(A−1x )Tω∣∣−ndω
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and
∫
Sn−1
∣∣(A−1x )Tω∣∣−ndω = ωn−1| detAx|. For the sharpness statement, suppose WLOG
that inf
x∈Ω
| detAx| is attained at x0 = 0 ∈ Ω and that the ellipsoid {y : |A−10 y| < 1} ⊆ Ω.
Take any rm ↓ 0, rm < 1, and let
um =
 log |A
−1
0 y|−1 if rm < |A−10 y| < 1
log r−1m if |A−10 y| ≤ rm
0 if |A−10 y| ≥ 1.
Then um ∈W 1,n(Ω), Pum(y) = −(A−10 y)|A−10 y|−2+O
(
log |A−10 y|−1
)
if rm < |A−10 y| < 1,
and it’s easy to check that ‖Pum‖nn = ωn−1| detA0| log 1rm +O(1). The result follows from
(49), with Bm = {y : |A−10 y| < rm}.
///
As a second and final quick application of Theorem 12 we consider in R4 the second
order operators
P1 =
(
∂211, ∂
2
22, ∂
2
33, ∂
2
44
)
P2 =
(
∂211 + ∂
2
22, ∂
2
33 + ∂
2
44
)
P3 =
(
∂211 + ∂
2
22 + ∂
2
33, ∂
2
44
)
Corollary 14. Let Ω ⊆ R4 be open and bounded. Then there exists C > 0 such that for
j = 1, 2, 3 ∫
Ω
exp
[
Bj
( |u(x)|
‖Pju‖2
)2]
dx ≤ C (94)
with
B1 =
π4
Γ
(
5
4
)4 , B2 = 64π, B3 = 16π5/2Γ( 3
4
)
for any u ∈W 2,20 (Ω), and the constants Bj are sharp.
Note that the constant 32π2 in the sharp inequality∫
Ω
exp
[
32π2
( |u(x)|
‖∆u‖2
)2]
dx ≤ C
is bigger than all of the constants in (94), in fact 32π2 > B3 > B2 > B1; this is consistent
with ‖∆u‖2 ≥ ‖P3u‖2 ≥ ‖P2u‖2 ≥ ‖P1u‖2, which is easily seen via Fourier transform.
Proof. We can apply Theorem 12, since the operator L = P∗1 · P1 =
∑4
1
∂4
∂x4
j
is elliptic
and injective on C∞c (Ω), and the same is true for P
∗
2 ·P2 and P∗3 ·P3. The computation
of the constants follows easily from (91) and the identity∫
Rm
exp
[
−
( m∑
j=1
x2j
)p/2]
dx =
2πm/2Γ
(
1 + mp
)
mΓ
(
m
2
)
valid for m ∈ N and p > 0. Note that B−11 is in fact the volume of the convex body{
x ∈ R4 : ∑41 x4j < 1} (see for example [K]).
///
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6. Sharp Adams inequalities for sums of weighted potentials.
As another illustration of how Theorems 1 and 4 can be used, we offer an extension
of Adams’ inequality (3) in a different direction:
Theorem 15. Let Ω, Ω′ be bounded open sets of Rn, a1, ..., aN ∈ Rn, aj 6= ak, j 6= k. Let
U be a bounded open set of Rn × Rn, with Ω′ × Ω ⊂⊂ U , and let gj : U → R, be Ho¨lder
continuous of order σj ∈ (0, 1], j = 1, 2, ...N . For 0 < d < n, p = n
d
,
1
p
+
1
p′
= 1, let, for
x ∈ Ω′ and y ∈ Ω,
K(x, y) =
N∑
j=1
gj(x, y)|x+ aj − y|d−n, T f(x) =
∫
Ω
K(x, y)f(y)dy, f ∈ Lp(Ω),
If g = (g1, ...gN) and
M(g) := sup
{ N∑
j=1
|gj(x, x+ aj)|p′ , x ∈ Ω′, (x, x+ aj) ∈ U , j = 1, ...N
}
> 0, (95)
then there exists C such that for any f ∈ Lp(Ω)
∫
Ω′
exp
[
n
ωn−1M(g)
( |Tf |
‖f‖p
)p′ ]
dx ≤ C (96)
with C independent of f . If
Ω∗ := Ω′ ∩
N⋂
j=1
(Ω− aj) 6= ∅ (97)
and M(g) is attained on Ω∗, then the constant
n
ωn−1M(g)
is sharp in (96), i.e. it cannot
be replaced by a larger constant.
Proof. Fix x ∈ Ω′. If δ > 0 is such that δ < dist(Ω′×Ω , U c), and B(aj, δ)∩B(ak, δ) =
∅,for j 6= k, j, k = 1, ...N , then for s > s1 := Nδd−nmaxj ‖gj‖∞ we have
∣∣{y ∈ Ω : |K(x, y)| > s }∣∣ = N∑
j=1
∣∣{y ∈ Ω ∩B(x+ aj, δ) : |K(x, y)| > s}∣∣
With our choice of δ it’s clear that if (x, x+ aj) /∈ U then Ω ∩B(x+ aj, δ) = ∅ so∣∣{y ∈ Ω ∩B(x+ aj, δ) : |K(x, y)| > s}∣∣ = 0
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for any s > s1 (in fact for any s > 0).
Assume that (x, x+ aj) ∈ U and y ∈ Ω ∩B(x+ aj , δ). Then
|K(x, y)| ≤ |gj(x, y)| |x+aj−y|d−n+Cδd−n ≤ |gj(x, x+aj)| |x+aj−y|d−n+C|x+aj−y|d−n+ǫ
some ǫ > 0, ǫ < n− d and C independent on x, y. As a consequence, if |K(x, y)| > s then
|x+ aj − y| < s−1/(n−d)
(|gj(x, x+ aj)|+ C|x+ aj − y|ǫ)1/(n−d) ≤ Cs−1/(n−d)
and
∣∣{y ∈ Ω ∩B(x+ aj, δ) : |K(x, y)| > s}∣∣ ≤ ωn−1
n
s−n/(n−d)
(|gj(x, x+ aj)|+ Cs−ǫ/(n−d))n/(n−d)
≤ ωn−1
n
s−p
′ |gj(x, x+ aj)|p′ + Cs−p′−σ (98)
some σ > 0 (we used here, for example, that |(a+ b)ν − bν | ≤ Camin{1,ν} if ν > 0 and
a, b ∈ [0, K], some fixed K > 0, C independent of a, b).
Now we see that if x ∈ Ω′ and (x, x+ aj) ∈ U for all j, then
∣∣{y ∈ Ω : |K(x, y)| > s }∣∣ ≤ s−p′ ωn−1
n
N∑
j=1
|gj(x, x+ aj)|p
′
+O
(
s−p
′−σ), ∀s > s1 (99)
(with |O(s−p′−σ)| ≤ Cs−p′−σ, C independent of x, s), from which it follows that
sup
x∈Ω′
m
(
K(x, ·), s) ≤ s−p′M(g) +O(s−p′−σ). (100)
On the other hand, the same argument used to derive (99) can be used to show∣∣{x ∈ Ω′ : |K(x, y)| > s }∣∣ ≤ Bs−p′ (101)
for all s > s1, and y ∈ Ω, for some B > 0 independent of y.
Estimate (96) now follows from Theorem 1, using (100), (101) together with Fact 3.
Now assume that Ω∗ 6= ∅ and that the sup in (95) is attained inside Ω∗, say at x∗.
WLOG we can assume that x∗ = 0 (indeed it’s enough to perform a translation by x∗ in
both the x and the y variables). If y ∈ Ω ∩B(x+ aj , δ)
|K(0, y)| ≥ |gj(0, aj)| |aj − y|d−n − C|aj − y|d−n+ǫ
and |gj(0, aj)| |aj − y|d−n − C|aj − y|d−n+ǫ > s if and only if
|aj − y| < s−1/(n−d)
(|gj(0, aj)| − C|aj − y|ǫ)1/(n−d).
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Then letting
φ(s) := s−1/(n−d)
(|gj(0, aj)| − Cs−ǫ/(n−d)|gj(0, aj)|ǫ/(n−d))1/(n−d) (102)
we have{
y ∈ Ω ∩B(aj, δ) : |aj − y| < φ(s)
}
⊆ {y ∈ Ω ∩B(aj, δ) : |aj − y| < s−1/(n−d)(|gj(0, aj)| − C|aj − y|ǫ)1/(n−d)}
⊆ {y ∈ Ω ∩B(aj, δ) : |K(0, y)| > s}.
(103)
Since aj ∈ Ω let δ0 > 0 be such that B(aj, δ0) ⊆ Ω. There exists s0 > s1 such that
0 ≤ φ(s) < δ0 for all s ≥ s0, so that
∣∣{y ∈ Ω ∩B(aj, δ) : |K(0, y)| > s}∣∣ ≥ ωn−1
n
(
φ(s)
)n ≥ ωn−1
n
s−p
′ |gj(0, aj)|p′ − Cs−p′−σ
for all s ≥ s0.
This means that for all s > s0
∣∣{y ∈ Ω : |K(0, y)| > s }∣∣ = s−p′ ωn−1
n
N∑
j=1
|gj(0, aj)|p
′
+O
(
s−p
′−σ) = s−p′M(g)+O(s−p′−σ).
Now let us choose xm = 0 for m ∈ N,
Em = {y ∈ Ω : |K(0, y)| > m } =
N⋃
j=1
{y ∈ Ω ∩B(aj, δ) : |K(0, y)| > m}
the union being disjoint for m > s1. From ii) we have |Em| = m−p′M(g)+O(m−p′−σ)→ 0
as m → ∞. Moreover, from (102) and (103), if g(0, aj) 6= 0 then {y ∈ Ω ∩ B(aj, δ) :
|K(0, y)| > m} contains a ball of center aj and radius Cjm−p′/n some Cj > 0, for all
m > mj > s1; let C0 be the smallest of such Cj and let
rm = C0m
−p′/n, Bm = B
(
0, 12rm
)
. (104)
With these choices conditions a), b), c) of Theorem 4 are satisfied, so all we need is
to check (43), i.e.∫
Ω\Em
|K(x, y)−K(0, y)| |K(0, y)|p′−1dy ≤ C , ∀x ∈ Bm (105)
some C independent of x and m.
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Now observe the following elementary inequalities, valid for any x ∈ Ω′ and y ∈ Ω
|K(0, y)|p′−1 ≤ C
N∑
j=1
|gj(0, y)|d/(n−d)|y − aj|−d
≤ C
N∑
j=1
(|y − aj |ǫd/(n−d) + |g(0, aj)|d/(n−d))|y − aj|−d
(106)
∣∣gj(x, y)|x+ aj − y|d−n − gj(0, y)|aj − y|d−n∣∣ ≤ C(|y − aj |ǫ + |x|ǫ)|x+ aj − y|d−n
+ |gj(0, aj)|
∣∣|x+ aj − y|d−n − |aj − y|d−n∣∣
(107)
|K(x,y)−K(0, y)| |K(0, y)|p′−1 ≤ C
N∑
j=1
{
|x|ǫ|y − aj |−d|x+ aj − y|d−n+
+ |g(0, aj)|n/(n−d)|y − aj |−d
∣∣|x+ aj − y|d−n − |aj − y|d−n∣∣}+ Φ(x, y)
(108)
where Φ(x, y) ≥ 0 is integrable in y ∈ B(0, R) some R large enough so that ∫
B(0,R)
Φ(x, y)dy ≤
C, independent of x ∈ Ω′.
By virtue of (108) it is enough to consider those j for which g(0, aj) 6= 0, and for such
j we can write Ω \ Em ⊆ Ω \ B(aj, rm) (recall the definition of rm in (104)). Thus, it all
boils down to (62), which we already checked, and the estimate
sup
|x|≤rm/2
∫
rm≤|y|≤R
|x|ǫ|y|−d|x− y|d−ndy ≤ C, (109)
which is an easy consequence of (63).
///
Remarks.
1. From the proof above it should be apparent that Theorem 15 holds verbatim for
kernels of type
K(x, y) =
N∑
j=1
gj(x, y)|x+ aj − y|d−n
[
1 +O
( N∑
j=1
|x+ aj − y|ǫj
)]
(110)
where ǫ1, ...ǫN > 0.
2. The regularity hypothesis on the gj can be somewhat relaxed to an integral condition
of type (43).
46
3. If the sup defining M(g) is not attained in Ω∗, or if Ω∗ is empty, then the sharp
constant in (96) will in general be larger, and the geometries of the domains could
play a definite role. For example, if K(x, y) = |x − y|d−n, and Ω′, Ω are two open
balls with empty intersection but tangent to one another (or two C1 domains with the
same property), then M(g) = 1, but it’s easy to see that the sharp constant in (96)
is 2n/ωn−1. This can bee seen by explicit asymptotics of the distribution function
of the kernel with the given domains, together with Theorems 1 and 4. Similar
considerations could be made if ∂Ω has corners, or even positive measure. On the
other hand, if K(x, y) = |x + e1 − y|d−n + |x − e1 − y|d−n, with e1 = (1, 0, .., 0),
and Ω′ = B(0, 10), Ω = B
(
0, 1
2
)
, then Ω∗ = ∅, M(g) = 2, but the sharp constant in
(96) is n/ωn−1. This can be seen for example by splitting Ω′ into two halves each
containing e1 or −e1, and noticing that in each half only one of the two potentials is
really effective (i.e. Theorems 1 and 4 apply in each half separately).
On the n−dimensional Euclidean sphere Sn Theorem 15 takes a somewhat simpler
form. Let η, ξ denote points on Sn, and let dη denote the standard volume element of Sn.
Theorem 16. On Sn consider an operator
Tf(ξ) =
∫
Sn
K(ξ, η)f(η)dη, f ∈ L1(Sn)
with
K(ξ, η) =
N∑
j=1
gj(ξ, η)|Rjξ − η|d−n +O
( N∑
j=1
|Rjξ − η|d−n+ǫj
)
, 0 < d < n, σj > 0
for some R1, ..., RN ∈ SO(n), and gj : Sn×Sn → R Ho¨lder continuous of orders σ1, ..., σN ∈
(0, 1]. If p =
n
d
,
1
p
+
1
p′
= 1, g = (g1, ..., gN) and if
M(g) = max
ξ∈Sn
N∑
j=1
|gj(ξ, Rjξ)|p′ > 0,
then there exists C so that∫
Sn
exp
[
n
ωnM(g)
( |Tf |
‖f‖p
)p′]
dξ ≤ C (111)
for any f ∈ Lp(Sn). The constant n
ωnM(g)
in (111) is sharp.
The proof of this theorem is identical to the one of Theorem 15, with the obvious
modifications, and with the additional simplifications due to the compactness of Sn.
On a compact Riemannian manifold M , with volume element dV (P ) and geodesic
distance d(P,Q), we have the following slight extension of Fontana’s result ([F], Thm.
1.9):
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Theorem 17. On the compact Riemannian manifold M consider an integral operator
Tf(P ) =
∫
M
K(P,Q)f(Q)dV (Q), f ∈ L1(M)
with
K(P,Q) = g(P,Q) d(P,Q)d−n +O
(
d(P,Q)d−n+ǫ
)
, 0 < d < n, ǫ > 0
with g :M ×M → R Ho¨lder continuous of order σ ∈ (0, 1]. If p = n
d
,
1
p
+
1
p′
= 1 and if
M(g) = max
P∈M
|g(P, P )|p′ > 0,
then there exists C so that∫
M
exp
[
n
ωnM(g)
( |Tf |
‖f‖p
)p′]
dV (P ) ≤ C (112)
for any f ∈ Lp(M). The constant n
ωnM(g)
in (112) is sharp.
The proof of Theorem 17 is a consequence of Theorems 1 and 4, and a sharp asymptotic
estimate of the distribution function of K, which is the same one as in the Euclidean case
(Theorem 15) given the fact that the volume of a small geodesic ball is asymptotically the
same as that of an Euclidean ball.
7. Sharp Adams inequalities on the CR sphere
As we mentioned in the introduction, Moser-Trudinger inequalities have recently been
introduced in the context of CR-manifolds, first by Cohn and Lu [CoLu1,CoLu2] and more
recently by Branson, Fontana, Morpurgo [BFM]. In [BFM], a special case of Theorem 1
of the present paper was quoted and used to derive sharp Adams inequalities for a class
of convolution operators on the CR sphere ([BFM], Thm. 2.2.). The proof that such
inequalities are sharp was only hinted in [BFM]; in this section we will provide a more
detailed argument as an application of Theorem 4.
We will now briefly recall the main setup. Let S2n+1 be the (2n + 1)−dimensional
sphere with its standard CR structure, i.e. that induced naturally from the ambient space
C
n+1, endowed with Hermitian product ζ · η, where ζ = (ζ1, ..., ζn+1), η = (η1, ..., ηn+1).
The homogeneous dimension of S2n+1 is denoted by Q = 2n+ 2. Let dζ be the standard
volume element of the sphere, and ω2n+1 = 2π
n+1/n! its volume; the average of a function
F on S2n+1 is denoted by −
∫
F .
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The Heisenberg group Hn, with elements (z, t) ∈ Cn×R and group law (z, t)(z′, t′) =
(z+z′, t+ t′+2Im z ·z′) is biholomorphically equivalent to S2n+1 via the Cayley transform
C : Hn → S2n+1 \ (0, 0, ..., 0,−1) given by
C(z, t) =
( 2z
1 + |z|2 + it ,
1− |z|2 − it
1 + |z|2 + it
)
and with inverse
C−1(ζ) =
( ζ1
1 + ζn+1
, ...,
ζn
1 + ζn+1
, Im
1− ζn+1
1 + ζn+1
)
.
The homogeneous norm on Hn is defined by
|(z, t)| = (|z|4 + t2)1/4
and the distance from u = (z, t) and v = (z′, t′) is given as
d((z, t), (z′, t′)) := |v−1u| = (|z − z′|4 + (t− t′ − 2Im (zz′))2)1/4
On the sphere the distance function is defined as
d(ζ, η)2 := 2|1− ζ · η| = ∣∣ |ζ − η|2 − 2i Im (ζ · η)∣∣ = (|ζ − η|4 + 4 · Im 2(ζ · η))1/2
and a simple calculation shows that if u = (z, t), v = (z′, t′), and ζ = C(u), η = C(v). then
|1− ζ · η|
2
= |v−1u|2((1 + |z|2)2 + t2)−1/2((1 + |z′|2)2 + (t′)2)−1/2 (113)
Further, we let
u = (z, t) ∈ Hn, Σ = {u ∈ Hn : |u| = 1}, u∗ = u|u| = (z
∗, t∗) ∈ Σ
ζ = C(u), 1− ζn+1
1 + ζn+1
= |z|2 + it = (|z|4 + t2)1/2eiθ, N= C(0, 0) = (0, 0, ..., 1),
and for w ∈ C, |w| < 1 we let
θ(w) = arg
1− w
1 + w
∈
[
− π
2
,
π
2
]
.
A function depending only on θ = sin−1 t∗ can be regarded as a function on the
Heisenberg sphere Σ.
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Theorem 18 ([BFM], Thm. 2.2). For 0 < d < Q let p =
Q
d
and
1
p
+
1
p′
= 1. Define
TF (ζ) =
∫
S2n+1
G(ζ, η)F (η)dη, F ∈ Lp(S2n+1)
where
G(ζ, η) = g0
(
θ(ζ · η)) d(ζ, η)d−Q +O(d(ζ, η)d−Q+ǫ) =
= 2
d−Q
2 g0
(
θ(ζ · η)) |1− ζ · η| d−Q2 +O(|1− ζ · η| d−Q+ǫ2 ), ζ 6= η
for bounded and measurable g0 :
[− π2 , π2 ]→ R, with ∣∣O(|1−ζ·η| d−Q+ǫ2 )∣∣ ≤ C|1−ζ·η| d−Q+ǫ2 ,
some ǫ > 0, and with C independent of ζ, η.
Then, there exists C0 > 0 such that for all F ∈ Lp(S2n+1)∫
S2n+1
exp
[
Ad
( |TF |
‖F‖p
)p′]
dζ ≤ C0 (114)
with
Ad =
2Q∫
Σ
|g0|p′du∗
. (115)
Moreover, if the function g0(θ) is Ho¨lder continuous of order σ ∈ (0, 1] then the constant
in (115) is sharp, in the sense that if it is replaced by a larger constant then there exists a
sequence Fm ∈ Lp(S2n+1) such that the exponential integral in (114) diverges to +∞ as
m→∞.
In [CoLu1] Cohn and Lu give a similar result in the context of the Heisenberg group,
and for kernels of type G(u) = g(u∗)|u|d−Q, i.e. without any perturbations. An Hn version
of Theorem 18 holds with virtually the same proof (in fact somewhat easier), but the two
versions do not seem to be a consequence of each other.
In view of Theorem 1, to prove (114) it is enough to find an asymptotic estimate for
the distribution function of G. This is provided by the following result (which was proved
in [BFM]):
Proposition 19 ([BFM] Lemma 2.3). Let G : S2n+1×S2n+1\{(ζ, ζ), ζ ∈ S2n+1} → R,
be measurable and such that
G(ζ, η) = g
(
θ(ζ · η)) |1− ζ · η|−α +O(|1− ζ · η|−α+ǫ), ζ 6= η
some bounded and measurable g :
[− π2 , π2 ]→ R, with ∣∣O(|1−ζ·η|−α+ǫ)∣∣ ≤ C|1−ζ·η|−α+ǫ,
some ǫ > 0, and with C independent of ζ, η. Then, for each η ∈ S2n+1 and as s→ +∞
∣∣{ζ : |G(ζ, η)| > s}∣∣ = s−Q/2α 2Q/2−1
Q
∫
Σ
|g|Q/2αdu∗ +O(s−Q/2α−σ)
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for a suitable σ > 0.
Observe that G above may not be symmetric, but has upper and lower bounds with
enough symmetries, so that in effect G(ζ, ·)∗(t) and G(·, η)∗(t), have the same asymptotic
expansion in t (independent of ζ, η). Proposition 19 combined with Theorem 1 gives (114).
We now apply Theorem 4 in order to show the sharpness statement (this part was not
done in [BFM]).
Proof of sharpness statement of Thm 18. The proof is similar to that of Theorem 8.
Let ζm = N , rm = C0m
−1/(Q−d) < 1, so that{
η : |G(N, η)| > m} ⊆ Em := {η : |1− ηn+1| < 2r2m}
and let Bm =
{
ζ : |1− ζn+1| < 14r2m
}
.
Conditions a), b), c) of Theorem 4 are met, from Proposition 19 and Remark 1 after
Theorem 4, so all we need to do is show that∫
S2n+1\Em
|G(ζ, η)−G(N, η)| |G(N, η)|p′−1dη ≤ C , ∀η ∈ Bm.
WLOG we can assume that G(ζ, η) = g
(
θ(ζ · η)) |1− ζ · η| d−Q2 , with g = 2 d−Q2 g0; as it
will be apparent from the proof below, an error term of type |1− ζ · η| d−Q+ǫ2 will produce
an integrable function on S2n+1, with uniformly bounded integral. So let us show that∫
|1−ηn+1|≥2r2m
|G(ζ, η)−G(N, η)| |G(N, η)| dQ−d dη ≤ C , |1− ζn+1| < 14r2m (116)
By adding and subtracting the quantity g
(
θ(ζ · η))|1 − ηn+1| d−Q2 we are reduced to
proving the following estimates∫
|1−ηn+1|≥2r2m
∣∣g(θ(ζ · η))− g(θ(N · η))∣∣|g(N · η)| dQ−d |1− ηn+1|−Q/2dη ≤ C (117)
∫
|1−ηn+1|≥2r2m
∣∣g(θ(ζ·η))∣∣∣∣g(θ(N·η))∣∣ dQ−d ∣∣|1−ζ·η| d−Q2 −|1−ηn+1| d−Q2 ∣∣ |1−ηn+1|−d/2dη ≤ C
(118)
valid for all ζ ∈ Bm.
The first step is to transfer these integrals to Hn via the Cayley transform. Recall
that the volume density of the Cayley transform is
|JC(z, t)| = 2
2n+1(
(1 + |z|2)2 + t2)n+1 ≤ 2
2n+1
(1 + |u|4)Q/2
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If u = (z, t), v = (z′, t′), and ζ = C(u), η = C(v) then for m large enough (using (113))
2r2m ≤ |1− ηn+1| =
2|v|2
(1 + 2|z′|2 + |v|4)1/2 ≤ 2|v|
2 =⇒ |v| ≥ rm
r2m
4
> |1− ζn+1| = 2|u|
2
(1 + 2|z|2 + |u|4)1/2 ≥
2|u|2
1 + |u|2 =⇒ |u| <
rm
2
and so if η /∈ Em, ζ ∈ Bm then (using that |v−1u| is a distance)
|1− ζ · η|1/2
|1− ηn+1|1/2 =
|v−1u|
|v|
1
(1 + 2|z|2 + |u|4)1/4 ≥
1− |u||v|
(1 + |u|2)1/2 ≥
1
2
√
2
.
Since |v−1u|/|v| = 1 + O(|u|/|v|), for our range of u and v, we obtain that the integrand
in (118) in Hn coordinates is bounded above by
Jm = C
∫
|v|≥rm
( |v|2
1 + |v|2
)−Q/2( |u|
|v| + |u|
2
)
1
(1 + |v|4)Q/2 dv, |u| <
rm
2
. (119)
The integrand in (119) is bounded above by an integrable function on {|v| ≥ 1}, hence
Jm ≤ C +
∫
rm≤|v|≤1
(
|v|−Q−1|u|+ |v|−Q|u|2
)
dv = C
∫ 1
rm
(
r−2|u|+ r−1|u|2
)
dr ≤ C
which proves (118).
To prove (117), if |z|2 + it = |u|2eiθ and |z′|2 + it′ = |v|2eiϕ, then
1− ζ · η
1 + ζ · η =
|u|2eiθ + |v|2e−iϕ − 2z · z′
1 + |u|2|v|2ei(θ−ϕ) + 2z · z′
so, since g is Ho¨lder continuous, (117) is implied by∫
rm≤|v|≤1
∣∣ arg(1 + |u|2|v|2ei(θ−ϕ) + 2z · z′)∣∣σ |u|−Qdu ≤ C
and ∫
rm≤|v|≤1
∣∣ arg(|u|2eiθ + |v|2e−iϕ − 2z · z′) + ϕ∣∣σ |u|−Qdu ≤ C
whenever |u| < 12rm. Both these estimates follow easily as above, from the simple ob-
servation that arg(e−iϕ + tω) = −ϕ + O(t), as t → 0, if |ω| ≤ C, uniformly in ϕ (recall
that −π/2 ≤ ϕ ≤ π/2). This concludes the proof of (116) and the sharpness statement of
Theorem 18.
///
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