We present a sound and complete axiomatisation for extended computation tree logic. This language extends the standard computation tree logic CTL* by allowing path formulae to be expressed in linear time mu-calculus instead of linear time temporal logic. The main novelties in the current paper are an inference rule in the axiom system reflecting the limit closure of paths, a new strongly aconjunctive deterministic normal form for formulae, and the way the completeness proof takes advantage of techniques provided by automata theory.
Introduction
This paper solves the problem of providing a sound and complete axiomatisation for extended computation tree logic vCTL*. The axiom system contains a new inference rule reflecting the limit closure of paths, as the axiomatisation is sound and complete with respect to the class of R-generable models.
The computation tree logic CTL* [9] arises by adding path quantifiers to the standard propositional linear time temporal logic TL, and is used widely in specification and verification of concurrent systems (for surveys, see [5, 16] ). The extended computation tree logic uCTL* is an interesting extension of CTL*, using linear time mu-calculus vTL instead of standard linear time temporal logic TL for path formulae, and allowing the expression of all w-regular path properties. Expressively equivalent formulations of extended computation tree logic using linear time operators corresponding to w-regular expressions and various types of finite automata on infinite strings are discussed in [22, 19, 3] . Requiring an infinite family of temporal operators, these formulations are syntactically less elegant than the fixpoint-based uCTL*, which only requires the single nexttime temporal operator. At the basis of all these extensions of the branching time logic CTL* are extensions of the underlying linear time logic TL, either by automata-based temporal operators [25, 23] , or by fixpoints as in ~TL [2] .
Although all these logics are decidable, and natural axiom systems for many of the underlying linear time formalisms are known (TL [10], ETL [25], uTL
[11] see also [24] ), axiomatising the branching time logics has turned out to be difficult. The main reason for this is the interaction of path quantifiers with other operators of the logic, which means that it is generally not enough to simply add * e-mail: Roope.Kaivola~dcs.ed.ac.uk, tel: -I-44-131-650 5997, fax: +44-131-667 7209 the obvious quantifier rules to an axiomatisation of the underlying linear time logic.
There are several different classes of structures for interpreting branching time logics. The most common and computationally natural class of models are the R-generable structures [4], basically normal transition systems where every maximal sequence of pairwise connected states counts as a path. More general classes of models in which not all such sequences are considered paths for the purposes of path quantification arise e.g. from fairness considerations. Although the notion of what counts as a path can in principle be arbitrary, the set of paths is usually required to fulfil some regular properties, such as suffix closure, i.e. if PiP2 ...... is a path then so is P2P3. ., fusion closure, i.e. if PiP2 . and Pl P2~ ~ 9 9 9 are paths and Pi = P~ then pl...PiP~+lP~+2.., is a path, or limit closure, i.e. if for all i E IN, Pl. 9 -P~ is a prefix of some path then piP2 9 9 9 is a path. These three requirements together correspond to R-generability in the sense that a formula of a branching time logic is valid in all R-generable models iff it is valid in all suffix, fusion and limit closed models [4] .
Different classes of models correspond to different notions of universal validity, and therefore to different axiomatisation problems. An axiomatisation of CTL* that is complete with respect to all suffix closed models is presented in [16] , and it is shown that this can be extended to an axiomatisation that is complete with respect to all suffix and fusion closed models by adding the axiom V|162 =:~ |162 However, the problem of completely axiomatising CTL* for R-generable models, i.e. capturing limit closure by axioms, has been an open problem for some while, stated e.g. in [9, 5, 16] . The best that is known is an axiomatisation for CTL, a restricted sublogic of CTL*, where limit closure is characterised by the axiom schema ~-VG(r =~ 3|162 =~ (r ~ 3Gr [7, 5] .
The current paper solves this axiomatisation problem with respect to Rgenerable structures for the extended computation tree logic vCTL*. To characterise limit closure, we introduce a new inference rule, the 3t,-induction. The completeness proof is is based on transforming t, CTL* formulae to a strongly aconjunctive deterministic normal form that corresponds to finite automata on infinite strings with a first recurrence acceptance condition. On a general level, what the approach here illustrates is how insights given by automata theory can be taken advantage of in showing the completeness of a logical axiomatisation.
An intriguing aspect in the completeness proof is that the ability to transform a formula to the deterministic form requires the power given by arbitrary alternation of fixpoints. Therefore, the approach is not directly applicable for the formulation of extended computation tree logic with w-regular expressions, although this is semantically equiexpressive with vCTL*. The same holds also for CTL*, so the axiomatisation problem for it remains open. However, we believe that a way to solving these problems may be found in mimicking the transformation to the deterministic form in the level of the proof, although at the current stage this is still speculation.
