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Introduccio´n
Actualmente el ser humano ha integrado a su vida cotidiana el uso de sistemasde procesamiento masivo, estos van desde simples dispositivos mo´viles has-
ta equipos sofisticados de alto desempen˜o, as´ı mismo las ciencias computacionales
proponen nuevas te´cnicas y metodolog´ıas para el tratamiento de la informacio´n en
espec´ıfico la parte de la interaccio´n humano computadora. Es en esta a´rea donde
la representacio´n gra´fica toma importancia. Este trabajo de investigacio´n aborda el
problema de la representacio´n gra´fica de los entornos virtuales y los objetos que los
componen esta es un a´rea de las ciencias computacionales denominada “graficacio´n
por computadora”.
La interaccio´n humano computadora es natural cuando la informacio´n es presenta-
da de manera gra´fica [4], la informacio´n puede ser interpretada de mejor forma y
de manera mucho mas ra´pida, en comparacio´n a ser presentadas como cadenas de
caracteres que el usuario tendra´ que traducir e interpretar. De ah´ı la importancia
de construir ambientes virtuales que permitan al usuario tomar decisiones en condi-
ciones de incertidumbre. A medida que incrementa el volumen de la informacio´n es
necesario encontrar mejores te´cnicas de procesamiento, en el caso particular de los
gra´ficos por computadora se puede apreciar que una imagen esta´ saturada de mu´lti-
ples caracter´ısticas. Hoy en d´ıa existen herramientas que permiten generar gra´ficos
con complejas relaciones entre datos y su visualizacio´n. Sin embargo estos gra´ficos
carecen de los feno´menos f´ısicos observados en los ambientes naturales por el ser
humano [5]. Los gra´ficos por computadora se han posicionado como una herramien-
ta u´til en la interpretacio´n de informacio´n. En la actualidad se utiliza ampliamente
la representacio´n de objetos tridimensionales en diferentes a´reas, como: medicina,
arquitectura, industria de manufactura, desarrollo de v´ıdeo juegos, animacio´n e in-
dustria del cine, entre otros.
El realismo en las ima´genes toma importancia, ya que permite crear sistemas de
simulacio´n complejos que pueden ser utilizados en las diferentes a´reas del conoci-
miento, como en la industria aeroespacial en donde se requiere que el piloto este´ fa-
miliarizado con la aeronave antes de realizar el primer vuelo; en el caso de la medicina
se utilizan las ima´genes realistas en el entrenamiento de procedimientos quiru´rgicos
o el estudio anato´mico; en la industria del cine se usa para generar escenarios sinte´ti-
cos y filmar escenas de alto riesgo para mantener seguros a los actores y personal
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involucrado, ejemplo de esto se puede apreciar en algunos t´ıtulos, como en el caso
de pel´ıculas como Avatar, X-Men:First Class, Fast and Furious [6], entre otras.
Las ciencias computacionales, en espec´ıfico la graficacio´n por computadora, propone
diferentes te´cnicas para la creacio´n de ima´genes sinte´ticas, sin embargo la comple-
jidad de la imagen y el tiempo de produccio´n son elevadas, por ello se hace uso
del ca´lculo de la interaccio´n de la luz conocido como Raytracing [7]. La te´cnica de
raytracing consiste en la emisio´n de rayos que al colisionar con el objeto este obtiene
una coloracio´n en el a´rea en cuestio´n, esta te´cnica ofrece la reconstruccio´n de objetos
sinte´ticos con cierto realismo, sin embargo el tiempo para obtener los efectos visua-
les deseados es alto. El uso de algoritmos de ca´lculo son utilizados para acelerar la
construccio´n de los objetos. En este trabajo se estudian las diferentes estructuras del
tratamiento de la informacio´n y se propone una alternativa para obtener ima´genes
en el menor tiempo posible, pero sobre todo observar feno´menos que los me´todos
tradicionales no consiguen obtener.
La creacio´n de ima´genes foto-realistas depende mucho de las estructuras de datos
que manejan la informacio´n de los objetos a renderizar, las cuales son cruciales para
una ra´pida reconstruccio´n o actualizacio´n de la escena. La carencia de una estruc-
tura de datos o la inadecuada seleccio´n de e´sta, puede ser un cuello de botella en
el desempen˜o del motor de raytracing [8]. Desde los or´ıgenes de las ima´genes por
computadora se han formulado distintas estructuras de datos para manejar las pri-
mitivas de las escenas, esto ha ocupado a los investigadores interesados en estas
a´reas a desarrollar nuevas y mejores formas de calcular las superficies visibles de los
objetos a partir del punto de observacio´n (la ca´mara).
Utilizar el raytracing y algoritmos involucrados como te´cnica para la generacio´n
de ima´genes sinte´ticas crea un amplio campo de estudio, en donde el objetivo prin-
cipal es minimizar el tiempo de espera y obtener una imagen que pueda ser utilizada.
Hoy en d´ıa es comu´n hacer uso del co´mputo paralelo en raytracing, lo que reduce
el tiempo de creacio´n de ima´genes sinte´ticas. S´ı bien es cierto que los tiempos de
procesamiento y aumento de la memoria permite procesar los algoritmos actuales
del raytracing, au´n existen problemas en poder observar feno´menos en las ima´genes
obtenidas, en donde la demanda actual es obtener escenas con mayor grado de com-
plejidad y realismo.
Problema
En un escenario dina´mico virtual, el a´ngulo de visualizacio´n se modifica constante-
mente, lo que significa que el objeto a visualizar requiere calcular diferentes feno´me-
nos luminosos en tiempos breves para no perder la sensacio´n de: continuidad, pers-
pectiva, volumen y textura.
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Las te´cnicas actuales para la generacio´n de ima´genes realistas basadas en raytracing
utilizan algoritmos recursivos tomando tiempos largos de procesamiento. El presente
trabajo propone una te´cnica para no perder la sensacio´n de realismo en las ima´genes
obtenidas, sin sacrificar caracter´ısticas foto-realistas como sombras, reflejos, trans-
parencias, etc.
Para darse una idea del ca´lculo necesario para renderizar una imagen se tiene que
tomar en cuenta la cantidad de primitivas (N), el nu´mero de fuentes de luz (L) y
el taman˜o de la imagen deseada (M) [9]. Suponiendo que se calcule solo la primera
interseccio´n del rayo y el objeto, para ejemplificar, los ca´lculos necesarios de la pri-
mera interaccio´n entre la luz y el objeto se tiene que calcular:
O(N ·M · L)
S´ı se considera que:
N = 252, 000
M = 1, 024 · 1, 024 = 1, 048, 576
L = 2
O(N ·M · L) = (252, 000)(1, 048, 576)(2) = 528, 480, 304, 000 rayos.
Cada rayo requiere que se calcule el punto de origen, direccio´n, a´ngulo de incidencia,
a´ngulo de salida, entre otros, lo que consume tiempo de procesador.
Motivacio´n
La interaccio´n humano computadora requiere de interfaces gra´ficas que permitan
tomar decisiones y acciones en una condicio´n dada. Por otra parte las ima´genes
foto-realistas resuelven problemas de visualizacio´n para distintas disciplinas. La po-
sibilidad de jerarquizar los objetos permite la paralelizacio´n de los algoritmos invo-
lucrados en la generacio´n de ima´genes basadas en raytracing.
Objetivo
La propuesta de investigacio´n busca generar ima´genes basadas en objetos 3D con un
alto realismo, utilizando la te´cnica de raytracing, optimizando los tiempos de las es-
tructuras de datos que permitan reducir los tiempos de obtencio´n de la imagen final.
Generar ima´genes de superficies cristalinas, caracterizando sus propiedades f´ısicas,
ya que este tipo de textura involucra una gran cantidad de tiempo de co´mputo para
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generar una imagen aceptable.
Utilizar los modelos tridimensionales propuestos por la comunidad especializada en
gra´ficos por computadora.
Objetivos particulares
Estudiar y analizar los principales algoritmos de raytracing.
Evaluar las estructuras propuestas en la literatura de raytracing.
Implementar los algoritmos raytracing ma´s eficientes para el caso de estudio.
Seleccionar casos de uso para validar los algoritmos implementados.
Metodolog´ıa
Revisio´n constante de el estado del arte sobre el raytracing.
Estudio de las principales estructuras algor´ıtmicas para el uso de raytracing
en el a´rea de las ciencias computacionales.
Clasificacio´n de las estructuras susceptibles a paralelizar.
Analizar las caracter´ısticas y propiedades de los principales me´todos de ray-
tracing destacando cualidades y debilidades.
Implementar los principales y validar con los objetos 3D de la literatura la
propuesta realizada para la obtencio´n de objetos foto-realistas.
Describir detalladamente las mejoras de la propuesta desarrollada.
Estructura del documento
El presente trabajo de investigacio´n esta´ compuesto por cuatro cap´ıtulos, en los
cuales se detallan ideas y conceptos necesarios para el desarrollo de la presente in-
vestigacio´n.
El primer cap´ıtulo aborda a detalle las principales estructuras de datos que son uti-
lizadas con la te´cnica del raytracing, estructuras que trabajan sobre las dimensiones
del espacio y las que trabajan el volumen de objeto. Tomara´ particular intere´s sobre
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las estructuras h´ıbridas que permitira´n formalizar la propuesta de investigacio´n.
El segundo cap´ıtulo aborda los conceptos de o´ptica los cuales permiten modelar
interaccio´n entre la luz y las superficies de los objetos, de forma que crean distintos
efectos a visualizar, cada uno de ellos con un requerimiento computacional diferente.
En el cap´ıtulo tres se estudian los algoritmos de renderizado que toman en cuenta
gran parte de las caracter´ısticas que se desean obtener en la imagen final.
En el cap´ıtulo cuatro se desarrolla la propuesta de investigacio´n utilizando los al-
goritmos y conceptos de los cap´ıtulos previos y la muestra de resultados, haciendo
una comparacio´n entre los distintos tiempos de co´mputo, as´ı como de la cantidad
de pol´ıgonos utilizados por los modelos propuestos por la comunidad de gra´ficos por
computadora.
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1Cap´ıtulo
Estructuras utilizadas en el Raytracing
Las estructuras de datos se han utilizado con distintos propo´sitos, ya que permiten
llevar un mayor control de la informacio´n, en los gra´ficos por computadora tam-
bie´n han tenido cabida al optimizar la consulta de los datos que compone la escena.
Existen distintos enfoques de estructuras orientadas a los gra´ficos por computadora,
computar la informacio´n necesaria para ser mostrada en pantalla es de gran intere´s,
ya que de esta manera se puede descartar informacio´n innecesaria, optimizando el
tiempo de renderizado.
Hablando desde un sentido de computacio´n, un a´rbol es una coleccio´n jera´rquica de
informacio´n, donde cada uno de sus elementos (nodos) esta´ ordenado de acuerdo al
dato o datos que lo componen. La bu´squeda de datos tiene aplicacio´n en una gran
variedad de campos de investigacio´n, en este caso interesa su aplicacio´n en gra´ficos
por computadora, ya que un a´rbol de bu´squeda permite localizar la informacio´n
de forma ra´pida. En los gra´ficos por computadora existen dos grandes enfoques de
estructuras de datos; Las jerarqu´ıas espaciales las cuales dividen el espacio en sub-
regiones; Las jerarqu´ıas de objetos las cuales dividen el objeto recursivamente en
objetos cada vez ma´s pequen˜os. En los siguientes pa´rrafos se aborda cada uno de
estos.
1.1 Jerarqu´ıas Espaciales
Estructuras de datos orientadas a la jerarqu´ıa espacial, en donde la dimensio´n del
espacio en el que se esta´ trabajando es un criterio para ordenar los datos que aparecen
en este, dependiendo de los usos a los que se enfoque la estructura de datos sera´ la
forma en la cual se trabaje la divisio´n del espacio, as´ı como el criterio con el cual se
comparara´n los puntos para poderse almacenar, en estos casos se puede encontrar
estructuras como z-buffer, BSP, Kd-tree y Octree.
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CAPI´TULO 1. ESTRUCTURAS UTILIZADAS EN EL RAYTRACING
1.1.1 Z-buffer
Un buffer de datos es un espacio de memoria reservada para almacenar temporal-
mente la informacio´n a procesar, en este espacio se almacena el resultado de la
ecuacio´n 1.1 en lo que se conoce como Z-buffer [10] es un me´todo que elimina las
superficies no visibles de la escena, transformando los objetos de la escena de tal
forma que la direccio´n de visualizacio´n en el eje z sea positiva. Los objetos en la
escena se exploran de forma arbitraria, a medida que se alejen del plano de visio´n se
apreciaran de un menor taman˜o en la escena, la conversio´n de proyeccio´n permite
determinar si un objeto es cubierto por el espacio de visualizacio´n de la ca´mara, por
tanto potencialmente visible.
z′ = −f + n




f − n (1.1)
El buffer determina si los objetos que conforman el escenario se encuentran dentro
del a´ngulo de visio´n de la ca´mara, es decir, s´ı existe una correspondencia de los
objetos y el plano de visio´n en donde se generan los p´ıxeles de la imagen, de ser as´ı,
se calcula la profundidad a la que se encuentran los puntos de intere´s del objeto.
El Z-buffer almacena la distancia entre el objeto y la ca´mara. La profundidad de z,
donde el espacio de trabajo debe ser acotado entre dos planos, el plano lejano f y
el plano cercano n ( ver Figura 1.1 ).
Figura 1.1: Planos delimitadores del espacio de trabajo, direccio´n del eje z.
Para generar la imagen, se recorre el Z-buffer, empezando por los puntos ma´s aleja-
dos, s´ı la coordenada z del objeto de intere´s es menor a la coordenada z del pol´ıgono
Pn se almacena en la memoria del buffer Mn ( ver Figura 1.2 ).














Figura 1.2: Representacio´n de los pol´ıgonos almacenados en el buffer de datos
Esto permite determinar la profundidad entre los objetos que conforman el escenario
tridimensional y el plano de visio´n. Al recorrer el buffer los objetos que se encuentran
distantes al plano se pintan primero en la imagen, finalizando con los objetos que
se encuentran cerca del plano de visio´n, esto provoca que se dibuje sobre los objetos
previamente mostrados.
El me´todo es ra´pido y sencillo, la desventaja es que se requiere memoria extra para
el Z-buffer, y una prueba adicional en el plano z para comprobar si cada pixel es
cubierto por un objeto. En la Figura 1.3(a) se muestran modelos poligonales que
conforman el escenario y la implementacio´n de Z-buffer se muestra en la Figura
1.3(b), donde se resalta la profundidad en escala de grises, las a´reas oscuras se en-
cuentran cercanos a la ca´mara y a´reas claras para el caso contrario.
(a) Composicio´n del mallado de objetos tridi-
mensionales.
(b) Implementacio´n utilizando Z-buffer.
Figura 1.3: Aplicando Z-buffer a lo modelos 3D
En la Figura 1.3 se muestra el resultado de implementar Z-buffer, cada pixel de la
coordenada z del objeto visible se muestra como una intensidad de color, los objetos
se van oscureciendo a medida que se acercan al plano de visio´n.
El frame buffer calcula la correspondencia del objeto y el plano de visio´n, mien-
tras que Z-buffer la distancia a la que se encuentran de e´ste, denomina´ndose como
profundidad del plano de visio´n, simplemente profundidad. Z-buffer es uno de los
principales algoritmos para determinar las superficies visibles en el escenario al or-
denar la profundidad a la que se encuentran e´stas. La sencillez del algoritmo lo hace
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CAPI´TULO 1. ESTRUCTURAS UTILIZADAS EN EL RAYTRACING
uno de los ma´s utilizados para remover superficies ocultas, sin embargo el algoritmo
tiene el inconveniente de requerir almacenamiento adicional para el Z-buffer y una
prueba extra en la coordenada z. A esto se le conoce como el algoritmo del pintor
donde los objetos ma´s alejados al plano de visio´n se “pintan” primero en pantalla,
sobre estos se sobre ponen los que esta´n a menor profundidad.
Z-Buffer opera la dimensio´n z de los objetos, sin tomar en cuenta como parte del
criterio de ordenamiento las dema´s dimensiones; x y y, lo que facilita la implemen-
tacio´n del algoritmo, pero esta misma falta de criterio hace que Z-buffer tenga que
almacenar y consultar toda la informacio´n de los objetos que se encuentran dentro
del escenario, as´ı que los pol´ıgonos no visibles tambie´n ocupan espacio de memoria,
sin embargo el mayor costo es que tengan que ser procesados a pesar de no ser
presentados en la imagen final.
1.1.2 Kd-Tree
Kd-Tree [11] es un a´rbol multidimensional, descompone el espacio conforme se des-
ciende por cada nivel del a´rbol, los cuales representan la divisio´n del plano de trabajo,
dependiendo de la dimensionalidad de los datos que se requiera almacenar sera´ el
grado del a´rbol.
La ventaja de Kd-tree respecto a otras estructuras como octree y quadtree es que
Kd-tree permite hacer consultas por niveles del a´rbol, lo que no sucede con estruc-
turas que necesitan recorrer todo el a´rbol antes de poder procesar la informacio´n. Lo
que es ma´s costoso en te´rminos de espacio debido a mu´ltiples nodos nulos o vac´ıos,
en particular el taman˜o de un nodo es mayor para un a´rbol d-dimensional cuyo
taman˜o de registro es al menos d+ 2d (asumiendo que cada puntero es almacenado
en un registro) [12].
Suponiendo que se tiene un punto P en un espacio bidimensional, este tiene un
discriminador x, todos los nodos que contengan una coordenada x, cuyo valor sea
menor que el discriminador x de P , sera´n hijos izquierdos de P , de lo contrario sera´n
hijos derechos de P , un criterio similar se usa para espacios como y y z.
DEFINICIO´N 1.1:
Sea D un conjunto de puntos en Rk, donde todos los puntos son distintos. Cada
elemento de Rk es una k-tupla (v0, v1, . . . , vk−1), donde cada valor es un atributo del
registro.
Sea P un punto con k elementos, y cada uno apuntara a otro nodo como los cuales
sera´n LOSON(P ) y HISON(P ), y un discriminador DISC(P ), el cual indica el
orden del a´rbol. j sera´ el discriminador para cada nodo Q en LOSON(P ) cuando
Kj(Q) < Kj(P ), de la misma forma para cualquier nodo R en HISON(P ) cuando
Kj(Q) < Kj(P ). El discriminador es calculado como:
NEXTDISC(i) = (i+ 1)mod k
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De los puntos :A(50, 50), B(10, 70), C(80, 15), D(25, 20), E(40, 85), F (70, 85) yG(10, 60),





























Figura 1.4: Coordenadas en un espacio bidimensional manejado por un Kd-tree.
Con esto orden se logra una subdivisio´n recursiva del espacio en un tiempo O(log n)
y su tiempo de construccio´n es de O(n log n). Cada nivel del a´rbol Kd-tree es un












Figura 1.5: Representacio´n de un espacio bidimensional ejemplificado por la Figura
1.4, el resultado de los datos ordenados en un a´rbol Kd-tree.
El Kd-tree es considerado por muchos como la mejor estructura de datos para esce-
narios esta´ticos en el raytracing [3]. Su desventaja radica en los escenarios dina´micos.
Esto implica que se necesite reconstruir la estructura desde el principio para cada
cuadro a mostrar, ya que se requiere una constante actualizacio´n de la estructu-
ra, por lo que se vuelve costoso computacionalmente. Kd-tree se adapta mejor a
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la implementacio´n a nuevas arquitecturas de hardware con mu´ltiples procesadores,
aplicando paralelizacio´n se logra un mejor desempen˜o.
1.1.3 A´rbol de particionamiento binario del espacio
Un a´rbol de particionamiento binario del espacio abreviado (binary space partitio-
ning tree, BSP) [13] se puede interpretar como una generalizacio´n de Kd-tree, con
la diferencia de que en un BSP el plano de divisio´n puede tener una orientacio´n y
posicio´n arbitraria [14]. La divisio´n sobre un espacio R3 se realiza desde el punto
de visio´n por medio de un plano1, el cual crea dos particiones del espacio visible [15].
Un ambiente 3D esta´ conformado por un conjunto de pol´ıgonos P = {p1, p2, . . . , pn},
seleccionar un pol´ıgono arbitrario pk funge como nodo ra´ız ( ver Figura 1.6 ). El plano
de corte definido por pk particiona el espacio en dos, Sk y S ′k, las cuales se identifi-
can como positivo y negativo, tomando la ecuacio´n del plano ax+ by + cz + d = 0,
Sk = {(x, y, z)| ax+ by + zc+ d ≥ 0}. S´ı un pol´ıgono en P − {pk} se encuentra
completamente en Sk, entonces es parte del sub-a´rbol positivo, de lo contrario se











Figura 1.6: Pol´ıgonos en espacio 3D
Cada pol´ıgono en el escenario es dividido en dos, el pol´ıgono de referencia seleccio-
nado en la Figura 1.6 es el B, el cual funge como la ra´ız, el a´rbol se muestra en la
Figura 1.7.
1El concepto se puede extender a Rn, en el cual se divide el espacio por hiperplanos.











Figura 1.7: A´rbol BSP
DEFINICIO´N 1.2:
Sea S un grupo de objetos ( puntos, l´ıneas, pol´ıgonos, grupo de pol´ıgonos o cualquier
otro tipo de objetos en el espacio), y sea S(v) el conjunto de objetos asociados con
el nodo v. La definicio´n de BSP [14] T (S) es:
Si |S| ≤ 1, entonces T es una hoja S(v) := S.
Si |S| > 1, entonces T es un nodo v; v almacena al plano hv y al conjunto
S(v) := {x ∈ S|x ⊆ hv}. Cada nodo v tiene dos hijos T− y T+. Donde T− es
S− := {x ∩ h−v |x ∈ S} y T+ es S+ := {x ∩ h+v |x ∈ S}.
Con BSP se tiene mayor libertad de dividir el espacio en comparacio´n con Kd-tree,
el auto-particionado de BSP crea Ω(n2) fragmentos ( ver Figura 1.7 ).
LEMA 1:
En un conjunto S con n planos de divisio´n, se espera fragmentar T (S) en O(n log n),





Figura 1.8: Cada l´ınea hn divide el espacio en dos, esto se realiza de forma recursiva.
Rogelio Alfredo Campos Serapio
7
CAPI´TULO 1. ESTRUCTURAS UTILIZADAS EN EL RAYTRACING
Este enfoque no so´lo divide el espacio, sino que tambie´n divide los pol´ıgonos que
conforman los objetos, fragmenta´ndose dentro de la escena ( ver Figura 1.8 ), en caso
de que el pol´ıgono sea dividido una parte se encontrara´ en Sk y el otro en S ′k. El
proceso continua hasta que quede un elemento en cada regio´n, a esto se le denomina
auto-particio´n.
Una vez creado el a´rbol BSP, se puede recorrer de dos maneras; de forma positiva
donde se recorre sub-a´rbol positivo → nodo → sub-a´rbol negativo, o de forma nega-
tiva, en cuyo caso el recorrido es sub-a´rbol negativo → nodo → sub-a´rbol positivo.
BSP puede renderizar de atra´s hacia adelante, donde primero se accede a los nodos
ma´s lejano del a´rbol, por lo que se muestran los pol´ıgonos ma´s lejanos, despue´s el
nodo2, posteriormente el nodo ma´s cercano [16]. En el renderizado de adelante hacia
atra´s se muestran los pol´ıgonos ma´s cercanos, y posteriormente los pol´ıgonos ma´s
lejanos, as´ı so´lo los pol´ıgonos visibles son mostrados, descartando los que se encuen-
tren en oclusio´n, como consecuencia se tiene un mejor rendimiento.
1.1.4 Quadtree
Extender el concepto del a´rbol binario, el cual maneja datos en una dimensio´n, divi-
die´ndola en dos partes, ordena´ndolas de acuerdo a posicio´n relativa a estas pudiendo
ser un hijo izquierdo o derecho. El quadtree fue desarrollado por Bentley [17], exten-
diendo el concepto de a´rbol binario a un espacio bidimensional, creando un a´rbol
que divide el espacio en cuadrantes, reduciendo el factor de ramificacio´n. Cada no-
do de un quadtree esta´ compuesto de siete campos: coordenada (x, y), cuadrante
(NW,NE, SW, SE) y Nombre. El quadtree es inherentemente una estructura de
datos que maneja espacios bidimensionales, como los que podemos encontrar en un
mapa, donde la informacio´n se expresa por medio de coordenadas.
Un quadtree es una estructura de datos en forma de a´rbol cuyos nodos tienen cuatro
hijos, cada nodo en el a´rbol corresponde a un cuadrante el cual se divide recursiva-
mente.
S´ı |P | ≤ 1, entonces el quadtree esta´ compuesto por un solo nodo, cuyo ele-
mento es ra´ız y hoja.
En otro caso QNE, QNW , QSE y QSW denotan los cuatro cuadrantes. Donde se
tiene que:
2Cada nodo en el a´rbol guarda informacio´n de un pol´ıgono, por lo que cada nodo en el a´rbol
representa un pol´ıgono.
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PNE := {p ∈ P : px > xmid ∧ py > ymid}
PNW := {p ∈ P : px ≤ xmid ∧ py > ymid}
PSW := {p ∈ P : px ≤ xmid ∧ py ≤ ymid}
PSE := {p ∈ P : px > xmid ∧ py ≤ ymid}
(1.2)
Sea P un conjunto de puntos. La definicio´n de un quadtree para el conjunto P dentro








La informacio´n se organiza en forma de a´rbol ( ver Figura 1.9 ), en la cual cada
nodo de informacio´n tiene cuatro sucesores, representados de la siguiente manera:
P
PNE PNW PSW PSE
Figura 1.9: Cada nodo reserva cuatro espacios de memoria.
S´ı se tiene informacio´n en un espacio de dos dimensiones, la informacio´n se encuentra
dispersa dentro de este espacio finito, es necesario descartar las partes donde no se
encuentra informacio´n como se muestra en la Figura 1.10.
(a) Informacio´n dispersa en un
espacio bidimensional.
(b) La informacio´n es organizada en un a´rbol
quadtree.
Figura 1.10: Representacio´n del informacio´n en una imagen y su correspondiente
quadtree.
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DEFINICIO´N 1.3:
La profundidad de un quadtree para un conjunto P de puntos en el plano es a lo
ma´s log s
c
+ 23 , donde c es la distancia ma´s pequen˜a entre cualquier par de puntos en
P , s es la longitud del cuadrado inicial que contiene P . El costo de la construccio´n
recursiva de un quadtree y su complejidad depende de la profundidad del a´rbol [18].
DEFINICIO´N 1.4:
Un quadtree con una profundidad d que almacena un conjunto de puntos n tiene
O((d+ 1)n) nodos y puede ser construida en un tiempo O((d+ 1)n) [15].
Figura 1.11: Divisio´n del espacio en cuadrantes.
A medida que se subdivide el espacio se abarca informacio´n con mayor detalle, s´ı la
informacio´n de intere´s esta´ concentrada en una sola regio´n ocasiona que el a´rbol se
cargue de informacio´n en una rama, lo que afecta al desempen˜o de e´ste, en la Figura
1.11 se muestra un cuadrante que tiene una mayor concentracio´n de informacio´n.
root
NE NW
NE NW SW SE
SW
NE
NE NW SW SE
NW SW SE
SE
Figura 1.12: A´rbol resultante de la Figura 1.11.




El octree [19] es el equivalente tridimensional del quadtree, solo que el octree divide
el espacio en octantes y cada nodo tiene ocho hijos ( ver Figura 1.13 ). Este tipo de
estructuras es ideal para ambientes tridimensionales esta´ticos, donde las posiciones
de las primitivas se mantienen constantes respecto a su punto de referencia. Si
se incrementa el dimensionamiento del espacio, cada nivel del a´rbol tiene como
resultado nuevas celdas las cuales ampl´ıan la dimensio´n del a´rbol.
(a) Espacio tridimensional (b) La informacio´n es organizada en un a´rbol octree
Figura 1.13: Representacio´n de un espacio tridimensional y su respectivo a´rbol.
1.3 Jerarqu´ıas de Objetos
En las jerarqu´ıas por objetos estos son clasificados por su forma y volumen. Disen˜ar
estructuras de datos que almacenen ma´s que puntos es complicado, aunque su efi-
ciencia es mayor ya que evita que informacio´n se referencie´ ma´s de una vez [20]. Una
estructura que pueda manejar distintos tipos de datos, tiene una ventaja al hacer
una consulta ya que no da una respuesta, sino un conjunto de ellas, de las cuales se
puede seleccionar el candidato ido´neo.
Los objetos en el escenario son geometr´ıas que pueden ser almacenadas y consul-
tadas en la estructura de datos. Para almacenar en una estructura la informacio´n
que compone un escenario de intere´s es necesario conocer cierta caracter´ıstica de la
geometr´ıa como el volumen que ocupa, permitiendo ordenar la informacio´n de forma
jera´rquica [21].
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1.3.1 Objetos acotados por volumen
La prioridad de renderizar un objeto esta´ dada por tres condiciones: la cercan´ıa a la
ca´mara, su volumen, y si entra dentro del campo de visio´n de e´sta. La representa-
cio´n jera´rquica descompone cada objeto recursivamente para poder ser almacenado
dentro de la estructura de datos.
Conocer el volumen de un objeto y la cercan´ıa al punto de visio´n es necesario para
poder comparar objetos a partir del espacio que ocupa el mallado que lo compone
y as´ı poder determinar la prioridad que tienen sobre los dema´s. El espacio esta´ da-
do por la distancia entre su punto ma´s cercano (dneari ) al punto de referencia y el
punto ma´s alejado del objeto (dfari ), el espacio producido entre estas distancias se
le denomina slab [3] o bloque. Una de las primeras formas para delimitar los objetos
fue el uso de planos ( ver Figura 1.14 ), los diferentes conjuntos de planos producen
bloques delimitadores, la interseccio´n de los distintos bloques genera el volumen de-




























Figura 1.14: Esquema del espacio que ocupa un objeto en R2, la distancia entre
dNeari y dFari se conoce como slab.
El volumen acotado (Bounding Volume, BV) de un objeto permite disminuir el
espacio de bu´squeda de interaccio´n rayo-objeto, s´ı el volumen l´ımite no es el adecuado
los rayos se pierden ya que no logran una interaccio´n con el objeto de intere´s por lo
tanto son ca´lculos desaprovechados para el resultado final.
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1.3.2 Jerarqu´ıa de Volu´menes Acotados
La jerarqu´ıa de volu´menes acotados (Bounding Volume Hierarchy, BVH) es un
a´rbol de datos que almacena los objetos que han sido clasificados por su volumen,
donde cada nodo se conecta con otros por medio de aristas. Las primitivas son alma-
cenadas como hojas en el a´rbol, un grupo g esta´ conformado por los nodos interiores.
Los grupos siempre almacenan BV, mientras que las primitivas pueden almacenar
ya sea BV o la geometr´ıa completa como un solo nodo, formalmente una jerarqu´ıa
delimitada por volumen se define [14] como:
DEFINICIO´N 1.5:
Sea P = {p1, p2, . . . , pn} un conjunto de n primitivas, y sea e un entero donde e > 0,
el cual es el factor de ramificacio´n, por tanto un BVH para P esta´ definido como:
Si |P | ≤ e entonces se tiene un solo grupo g con P como sus nodos hijos.
Si |P | > e, entonces se tiene un grupo g con un conjunto de nodos C =
{c1, c2, . . . , ck} como nodos hijos. Cada hijo ci es un subconjunto pi ⊂ P , la
unio´n de todos subconjuntos componen P .
En un espacio R3 regularmente se utilizan esferas, cubos, elipsoides o una combina-
cio´n de e´stos para ajustar tanto como sea posible los l´ımites al volumen del objeto,
con esto se intenta abarcar cualquier modelo tridimensional geome´tricos (objetos
definidos por ecuaciones) u orga´nicos (modelos sin una forma definida).
Es importante que el volumen delimitador sea un objeto simple ( ver Figura 1.15 ),
esto mejora el desempen˜o de la interseccio´n y da mejores resultados, adema´s de ser
sencillos de implementar [21]. Objetos comu´nmente utilizados para estos propo´sitos
son:
AABB Cajas delimitadoras alineadas a los ejes (Axis Aligned Bounding Bo-
xes), estas son comu´nmente representadas con un par de puntos: coordenadas
mı´nima y ma´xima.
OBB Cajas delimitadoras orientadas (Oriented Bounding Boxes), e´stas regu-
larmente se extienden sobre un eje en el espacio, ya sea x, y o z
Esferas E´stas esta´n definidas por una coordenada en el espacio y un radio.
Ca´psulas son representadas por un vector y radios en sus extremos
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Figura 1.15: Objetos comu´nmente usados como delimitadores.
Objetos que se encuentren cerca del punto de visio´n muestran ma´s detalle del ma-
llado, es por ello que se requiere subdividir el objeto de forma recursiva para poder
aproximarse con mayor exactitud al volumen del mallado.
DEFINICIO´N 1.6:
Las primitivas cubiertas por un nodo n, en un BVH coverage(n), son los nodos hoja
que pueden ser consultados al recorrer todos los nodos de una subjerarqu´ıa con ra´ız
en n.
Es importante que la estructura del a´rbol este´ balanceada con respecto al volumen
( ver Figura 1.16 ), una estructura balanceada representa un alto desempen˜o en la
consulta.
Figura 1.16: A´rbol BVH.
DEFINICIO´N 1.7:
Sea B un objeto, volumen(B) es el volumen delimitado del objeto. Sea C(B) el con-
junto de nodos hijos del nodo B, el ajuste o tightness τ esta´ definido como:
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Un ajuste τ que tiende a uno entre el volumen del objeto B y la suma de los volu´me-
nes C(B) que componen la estructura C, lo cual repercute en un traslape mı´nimo
de los BV y los nodos contiguos, y as´ı se evita cubrir el mismo espacio mu´ltiples
veces por la estructura.
Objetos que se encuentren con mayor lejan´ıa a la ca´mara no requieren tanta subdi-
visio´n, ya que los detalles mostrados en algunos casos no son perceptibles. General-
mente se usan de cinco a seis niveles de subdivisio´n para cubrir escenarios complejos
( ver Figura 1.17 ), cada nivel contiene un orden de magnitud con mayor detalle, lo
que incrementa el tiempo de acceso a causa de los niveles adicionales, ocasionando
un aumento exponencial de subdivisio´n del mallado.
(a) BVH subdivisio´n nivel 1. (b) BVH subdivisio´n nivel
2.
(c) BVH subdivisio´n nivel
3.
Figura 1.17: Objeto delimitado por OBB, se ejemplifica que varios volu´menes son
requeridos dependiendo de la resolucio´n deseada.
DEFINICIO´N 1.8:
El costo de la jerarqu´ıa esta´ dada por el conjunto de nodos hijo de n multiplicado





En este tipo de estructuras se desea que sea corta y amplia, de lo contrario se vuelve
lenta. Esto depende del factor de ramificacio´n as´ı como de los BV usados. Muchas
de las estructuras de datos BVH se orientan espec´ıficamente a un tipo de objeto,
y as´ı un a´rbol esta´ conformado por so´lo OBB, lo que no se ajusta apropiadamente
a superficies curvas, por tanto el ajuste no es el adecuado, esto provoca una mayor
subdivisio´n del objeto, lo que a su vez provoca un mayor consumo de memoria.
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1.3.3 Jerarqu´ıas H´ıbridas
Las jerarqu´ıas h´ıbridas son estructuras de datos que hacen uso de distintos tipos
de BV sobre un mismo a´rbol, por ello se puede encontrar conformado por AABB,
OBB, esferas y ca´psulas. Los a´rboles de jerarqu´ıas h´ıbridas de volu´menes acotados
(Hybrid Bounding Volume Hierarchy, HBVH) [22] tienen un mayor factor de rami-
ficacio´n al hacer uso de mu´ltiples geometr´ıas que en conjunto se aproximan mejor
al objeto de intere´s que contiene superficies planas y curvas. El tipo de combinacio´n
comu´nmente usada es AABB y esferas como se puede apreciar en la Figura 1.18.
El tiempo de ejecucio´n de un HBVH es de O(n log2 n), donde n es el nu´mero de
primitivas.




x = xa + xb2
y = ya + yb2
z = za + zb2
(1.6)
Con e´sto se pueden calcular los Rx, Ry y Rz los cuales son tres radios del AABB.
Rx =
1
2 · [(Max(xA,xB) +R)− (Min(xA,xB) −R)]
Ry =
1
2 · [(Max(yA,yB) +R)− (Min(yA,yB) −R)]
Rz =
1
2 · [(Max(zA,zB) +R)− (Min(zA,zB) −R)]
(1.7)
Se establece A(XA, YA, ZA) y A(XB, YB, ZB) como los extremos del AABB y en cuya
posicio´n se creara´n las esferas delimitadoras, el cual da como resultado:
(a) Caja delimitadora orientada. (b) Esferas en los extremos de AABB.
Figura 1.18: Combinacion de AABB y esferas.
Los HBVH al hacer uso de esferas reduce la necesidad de subdividir la superficie
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curva en AABB cada vez ma´s pequen˜os, por tanto los niveles del a´rbol son menores.
La desventaja de este tipo de estructura es que su construccio´n depende del orden
de insercio´n de los nodos, teniendo una alta probabilidad de que el a´rbol no quede
balanceado.
La construccio´n de la estructura se puede hacer de arriba-abajo o de abajo-arriba.
Arriba-abajo: El BV se establece alrededor del conjunto de primitivas, poste-
riormente se divide este conjunto en dos o ma´s subconjuntos usando un plano
de divisio´n, este proceso se repite sobre los subconjuntos detenie´ndose hasta
que se encuentre la condicio´n de paro.
Abajo-arriba: Aqu´ı los objetos se fusionan como un grupo, el algoritmo se
detiene cuando so´lo queda un grupo siendo el u´ltimo grupo la ra´ız del a´rbol.
1.3.4 Heur´ısticas basadas en a´reas de superficie
Tanto las estructuras de divisio´n espacial como las estructuras de divisio´n jera´rqui-
ca comparten un problema en comu´n. Dependiendo del criterio de almacenamiento,
un objeto puede estar almacenado ma´s de una vez o puede no estar cubierto en su
totalidad, a esto se le conoce como fragmentacio´n. Las heur´ısticas basadas en el a´rea
de superficie (Surface Area Heuristic) [24] son utilizadas en raytracing para estimar
la probabilidad de que un rayo interactu´e con un objeto B dentro de un espacio A
correspondiente a la escena. Distribuciones de probabilidad que tengan una ra´pida
convergencia permiten reducir el tiempo de procesamiento.
El uso comu´n de las estructuras jera´rquicas es la subdivisio´n de los objetos de manera
recursiva, los a´rboles pueden ser compuestos por un solo tipo de objeto delimitador
o una combinacio´n varios, donde el nodo ra´ız corresponde al escenario completo.
El costo de un nodo interior Ci, es la probabilidad de interaccio´n de un rayo en la
superficie de un nodo hijo SA(v′) sobre la probabilidad de la superficie del nodo





Figura 1.19: Esquema de superficies de SAH.
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Los objetos en el escenario han sido ordenados por una estructura de datos, para
as´ı calcular la probabilidad de interaccio´n de los rayos sobre cada una de las su-
perficies de los objetos que componen el escenario, por ello es necesario visitar el
objeto hijo dentro del nodo padre, asumiendo que todos los rayos tengan la misma
probabilidad de que el rayo S golpee al nodo hijo v′ que se encuentra dentro del
nodo padre, el costo de total Ct es:




Para calcular el costo total del a´rbol es necesario calcular el costo de cada uno de
sus componentes, la cual es la suma del nu´mero de nodos interiores Ni, nu´mero de






SA(i) + Cl ·
Nl∑
l=1






Ni Nu´mero de nodos interiores.
Nl Nu´mero de hojas.
N(l) Nu´mero de objetos almacenados en la hoja l.
SA(i) A´rea de la superficie de los nodos interiores.
SA(l) A´rea de la superficie de los nodos hoja.
La interaccio´n entre la superficie de cada uno de los objeto que se encuentra dentro
del escenario (Ni) y la superficie total (SA(v)) es el costo de lanzar rayos sobre la
superficie total del escenario, la cual es calculada por la ecuacio´n 1.9, suponiendo
que la distribucio´n de estos rayos se de´ uniformemente. La interaccio´n de la luz dado
en un punto en particular de la superficie del objeto, forma un a´ngulo entre la fuente
de luz y la ca´mara, es necesario conocer la interaccio´n entre e´stos tres elementos,
como la incidencia de la luz sobre un a´rea en particular, la proyeccio´n de energ´ıa a
causa de esta interaccio´n.
Rogelio Alfredo Campos Serapio
18
2Cap´ıtulo
Manejo de Materiales sobre las Superficies
Los materiales tienen distintos tipos de comportamientos dependiendo de sus propie-
dades y la composicio´n de su superficie, pudiendo reflejar la luz total o parcialmente,
en otros casos atravesar dicho material. E´ste tipo de caracter´ısticas se calculan con
las leyes de reflexio´n y refraccio´n; para calcular la luz incidente en la superficie del
objeto es necesaria conocer co´mo es proyectada y los ca´lculos involucrados para lo-
grar el efecto deseado.
2.1 Longitud de arco
La longitud del arco [25] ds esta´ dada por la ecuacio´n ??, donde r es el radio y dθ
es el a´ngulo de apertura entre A y B, como podemos ver en la Figura ??.






Figura 2.1: Longitud de arco entre el punto A y B con origen en O.
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2.2 A´ngulo so´lido
El a´ngulo so´lido [26] tambie´n conocido como esteriorradia´n es la representacio´n tri-
dimensional de la longitud de arco, es el volumen que ocupa dω ( ecuacio´n ?? ), el
cual se determina dividiendo el a´rea de la superficie que ocupa la seccio´n de la esfera








Figura 2.2: A´ngulo so´lido.
El a´rea de dA se calcula con la ecuacio´n ??.
dA = r dθ · r sin θ · dφ (2.2)
Una hemiesfera tiene una superficie 2pir2 y su a´ngulo so´lido se subtiende1 en 2pi
estereorradianes(sr) cuyo centro es la base con r = 1. El a´ngulo so´lido desde el
centro a la base es igual al a´rea de la hemiesfera unitaria, la direccio´n es medida
por los a´ngulos cenital θ y azimutal φ sobre el plano ( ver Figura ?? ). La posicio´n
angular para φ = 0 es arbitraria, pero usualmente se mide desde el eje x. El a´ngulo
so´lido de cualquier superficie dA es igual a la interseccio´n del a´rea en la hemiesfera
unitaria, cuyo elemento se calcula :
1R.A.E.
Subtender: Del lat. subtende˘re ‘extender por debajo’, tr. Geom. Unir con una l´ınea recta los
extremos de un arco de curva o de una l´ınea quebrada.





= r dθ · r sin θ · dφ
r2
= dθ sin θ · dφ (2.3)





Figura 2.3: A´ngulos involucrados en el ca´lculo del la hemiesfera.










dθ sin θ dφ (2.4)
De esta´ forma se puede calcular la proyeccio´n del a´ngulo so´lido sobre una esfera con
radio r. Trabajar en un espacio tridimensional permite entender mejor el compor-
tamiento de modelos como es el flujo luminoso, refraccio´n, reflejo, entre otros.
2.3 Intensidad Luminosa
El intensidad radiante (Φ) emitido por unidad de a´ngulo solido (ω) por una fuente




Una fuente de luz puntual proyecta una intensidad radiante I por a´rea de a´ngulo
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El reflejo de la radiacio´n incidente Ni(Ψ) es reflejado en direccio´n Nr(θ, φ), el resul-
tado de este reflejo es:
dNr = (Ψ; θ, φ) (2.7)
La direccio´n de la luz reflejada requiere de dos a´ngulos; el a´ngulo cenit θ y el a´ngulo
azimut2 φ. El a´ngulo de reflexio´n se denota como (Ψ; θ, φ), donde como se men-
ciono´ anteriormente Ψ es el a´ngulo de incidencia del rayo de luz, y (θ, φ) son los
a´ngulos con los que el rayo abandona la superficie de contacto.
La radiacio´n N es el flujo radiante Φ por unidad de a´ngulo so´lido, en direccio´n θ
o´ Ψ por unidad de a´rea de proyeccio´n A perpendicular al rayo de incidencia. La
superficie de un objeto tiene determinada cantidad de radiacio´n incidente N la cual
es inducida por una fuente de luz. El resplandor de la superficie se mide como el
flujo o cantidad de radiacio´n Φ emitida por el a´ngulo so´lido ω en direccio´n cos θ
o´ cos Ψ perpendicular al rayo. Por tanto el flujo de radiacio´n emitida por un rayo
en algu´n punto arbitrario es:
dΦi(Ψ) = Ni(Ψ) cos Ψ dAdωi (2.8)
Donde dωi es el a´ngulo so´lido de la fuente de luz cuando es visualizada por dA,
la radiacio´n reflejada por dA en direccio´n (θ, φ) se designa como dNr(Ψ; θ, φ), para
pequen˜as superficies se calcula la integral de dNr(Ψ; θ, φ)
dΦr(Ψ; θ, φ) = dNr(Ψ; θ, φ) cos θ dAdωr (2.9)
La funcio´n de reflectancia se define como la radiacio´n reflejada dNr en direccio´n
(θ, φ), dividida por el flujo de radiacio´n incidente por la superficie del a´rea3 (dΦi/dA).
E(Ψ) = dΦi(θi, φi)
dA
(2.10)
ρ(Ψ; θ, φ) = dNr(Ψ; θ, φ)
dE(Ψ) =
dNr(Ψ; θ, φ)
Ni(Ψ) cos Ψ dωi
(2.11)
La ecuacio´n de reflectancia bidireccional ?? relaciona las ecuaciones ?? y ??, tambie´n
conocida como reflectancia biangular, la cual denota la dependencia de iluminacio´n
incidente y la direccio´n de reflectancia.
2.4 Funcio´n de Reflectancia Bidireccional
La funcio´n de distribucio´n reflectancia bidireccional (Bidirectional reflectance distri-
bution function, BRDF) [27] calcula la cantidad de radiacio´n que es reflejada por
una superficie en un punto espec´ıfico en determinada direccio´n. La designacio´n de
2se puede emplear indistintamente acimut o´ azimut ya que tienen el mismo significado
3En algunos textos se puede encontrar Ψ para referirse a los a´ngulos de incidencia (θi, φi)
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bidireccional se refiere a que dos a´ngulos esta´n involucrados, el a´ngulo de incidencia
Ψ sobre la superficie de intere´s y el a´ngulo de salida con la que es reflejada dicha
radiacio´n, e´ste reflejo esta´ compuesto por dos valores θ y φ. En la Figura ?? se
ilustra un elemento de la superficie del objeto, la cual se conoce como primitiva del
objeto. φ es el a´ngulo de entrada, mientras que θ es el a´ngulo de salida, es decir, el






Figura 2.4: Vector normal del plano de la superficie.
ρ(Ψ; θ, φ) = dNr(Ψ; θ, φ)
Ni(Ψ) cos Ψ dωi
(2.12)
El BRDF es ampliamente utilizado para describir el comportamiento de la luz que
incide sobre la superficie de los objetos. Tomando en cuenta que los objetos tridi-
mensionales esta´n compuestos por tria´ngulos ( ver Figura ?? ), los cuales se pueden
visualizar individualmente como planos, cada plano tiene un vector normal, el cual
es fundamental para calcular los rayos de incidencia y el reflejo de estos.
(a) Objeto tridimensional compuesto por
tria´ngulos
(b) Visualizacio´n de las normales de cada
uno de los tria´ngulos que componen al ob-
jeto
Figura 2.5: Objetos 3D compuestos por tria´ngulos.
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Los efectos de iluminacio´n dependen del material con el que este´n compuestos los
objetos en la escena. Los materiales reflejan de distintas formas la luz, el raytracing
haciendo uso de la reflectancia bidireccional simula distintos comportamientos de
estos materiales. La funcio´n de reflectancia bidireccional hace uso del a´ngulo so´lido
para calcular la cantidad de radiacio´n que es reflejada en determinada direccio´n.
2.5 Ley de Reflexio´n
La ley de reflexio´n dice que cuando un rayo inside sobre una superficie de un medio
uniforme, la luz es reflejada por el plano de intere´s, el a´ngulo de reflexio´n θr es igual
al a´ngulo de incidencia θi ( ecuacio´n ?? ), medido desde la normal del plano en el




Figura 2.6: Relacio´n entre la luz entrante y la reflejada
θi = θr (2.13)
La reflexio´n es una propiedad de los materiales con superficies altamente pulidas
cuya textura es de espejo, donde se puede apreciar el reflejo de los objetos que se
encuentran alrededor.
2.6 Ley de Snell
La ley de Snell permite calcular tanto el reflejo como la desviacio´n de la luz al atra-
vesar un material, a esto se le conoce como refraccio´n incidente o ı´ndice de refraccio´n
(IR), calcula´ndose la desviacio´n de la luz desde la normal del plano en el punto de
incidencia. El seno del a´ngulo de refraccio´n es directamente proporcional al seno del
a´ngulo de incidencia.
Esta propiedad se puede ver propiamente en los objetos transparentes como: agua,
cristal, incluso sobre gases debido a que la luz cambia su a´ngulo de direccio´n cuando
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atraviesa un medio. La refraccio´n de la luz se calcula con la ecuacio´n ??.
El a´ngulo de refraccio´n θt depende de la velocidad con la cual la luz atraviesa dos
medios ni y su a´ngulo de incidencia ( ver Figura ?? ), a esta´ relacio´n se le conoce







Figura 2.7: Relacio´n del a´ngulo incidencia y el de refraccio´n.
n1 sin θi = n2 sin θt (2.14)
Cuando los medios por los que viaja la luz son distintos, esta es desviada por las
distintas densidades del medio en el que viaja, por lo que tambie´n tienen un ı´ndice
de refraccio´n (IR)4 distinta , s´ı los materiales con los que el haz de luz interacciona
tienen el mismo ı´ndice de refraccio´n, significa que son el mismo tipo de material,






Si nt > ni entonces θt < θi, la luz entra a un medio en donde su velocidad disminuye,
entonces el rayo se dobla hacia la normal. S´ı nt < ni, entonces θt > θi, el haz de
luz se dobla aleja´ndose de la normal. Otros materiales reflejan o transmiten la luz
de forma difusa, por lo que la ley reflexio´n y de refraccio´n no pueden modelar su
comportamiento de forma precisa.
2.7 Ley de Fresnel
La ley de Fresnel describe la fraccio´n de la luz incidente reflejada o transmitida
sobre la superficie del material, la cantidad de luz perceptible no so´lo depende del
ı´ndice de refraccio´n y el cambio del a´ngulo de incidencia, sino que tambie´n de la
4En ingle´s se encuentra como index of refraction (IOR)
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polarizacio´n de la luz incidente.
El ı´ndice de refraccio´n relativo n ≡ n1/n2, el ı´ndice de refraccio´n y el a´ngulo de
transmisio´n se relacionan con la ley de Snell, sin θ = n sin θt. Una parte de la luz
incidente es reflejada y la otra parte transmitida, quedando la ecuacio´n en te´rminos
so´lo del a´ngulo de incidencia y un ı´ndice de refraccio´n, las ecuaciones de reflexio´n
ele´ctrica y magne´tica [26].
R = r2 = n1 cos θi − n2 cos θt
n1 cos θi + n2 cos θt
= cos θi − n cos θtcos θi + n cos θt
= cos θ −
√
n2 − sin2 θ
cos θ +
√
n2 − sin2 θ
(2.16)
TM : r = n2 cos θi − n1 cos θt
n2 cos θi + n1 cos θt
= n cos θ − cos θt
n cos θ + cos θt
= n
2 cos θ −√n2 − sin2 θ
n2 cos θ +
√
n2 − sin2 θ
(2.17)








Ecuacio´n de transmisio´n ele´ctrica por:
TE : t = 2n1 cos θi
n1 cos θi + n2 cos θt
= 2 cos θcos θ + n cos θ
= 2 cos θ
cos θ +
√
n2 − sin2 θ
(2.19)
Ecuacio´n de transmisio´n magne´tica:
TM : t = 2ni cos θi
n2 cos θi + n1 cos θt
= 2n cos θ
n2 cos θ + n cos θ
= 2n cos θ
n2 cos θ +
√
n2 − sin2 θ
(2.20)









Figura 2.8: Refraccio´n de la luz.






= 4n1n2(n1 + n2)2
(2.21)
Un medio transparente transmite la mayor parte de la luz incidente; sin embargo
parte de e´sta luz escapa creando un efecto de reflexio´n-refraccio´n, este efecto crea
las ca´usticas en los materiales cristalinos, como es el agua, miel, cristal, etc., incluso
se puede apreciar en la interaccio´n del aire a distintas temperaturas. En el caso de
las superficies altamente pulidas, el reflejo se acentu´a en determinado a´ngulo, el cual
se calcula con la ley del coseno de Lambert.
2.8 Superficies lambertianas
Las superficies altamente pulidas como espejos y cristales reflejan la luz directamen-
te, son conocidas como superficies lambertianas, ya que su brillo es independiente
de la direccio´n de visualizacio´n.
2.8.1 Ley del coseno de Lambert
En los gra´ficos por computadora se busca generar materiales los cuales simulen
caracter´ısticas o´pticas del mundo real, el renderizado basado en f´ısica se basa en
simular estos materiales los cuales esta´n clasificados generalmente en dos categor´ıas:
superficies de reflectancia, tambie´n conocidas como superficies lambertianas y su-
perficies de dispersio´n, conocidos como superficies no-lambertianas.
La intensidad de la luz incidente sobre una superficie decrece cuando el a´ngulo de
incidencia se incrementa respecto a la normal (cuando el a´ngulo tiende a 90 grados),
la intensidad de la luz se incrementa cuando el a´ngulo tiende a cero, esta´ carac-
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ter´ıstica se le conoce como la ley de Lambert.
Ley del coseno de Lambert: la luz incidente sobre una superficie es directamente
proporcional al coseno del a´ngulo de incidencia entre la direccio´n de la fuente de luz
y la normal de la superficie de incidencia [26].
Las superficies lambertianas reflejan la misma cantidad de energ´ıa en todas direccio-
nes. As´ı una superficie que obedezca a esta´ caracter´ıstica se le conoce como superficie
lambertiana, por tanto se dice que tiene una reflectancia lambertiana.
La radiacio´n Lλ incidente es constante. La radiacio´n lambertiana depende del coseno
del a´ngulo de incidencia sobre una superficie dA.
Lλ(Ψ; θ, φ) = Lλ cos θ (2.22)
El comportamiento de una superficie lambertiana refleja la luz con mayor o menor
intensidad dependiendo del a´ngulo que se este visualizando ( ver Figura ?? ), el
valor ma´ximo de luz reflejada es en 0 grados respecto a la normal de la superficie y






Figura 2.9: Valor ma´ximo de luz reflejada es en 0 grados respecto a la normal de la
superficie.
La luz incidente sobre una superficie lambertiana ( ver Figura ?? ) puede ser refle-
jada; para determinar la potencia con la que esta energ´ıa abandona dicha superficie
dA es necesario tomar en cuenta el a´ngulo dω con el que es proyectada [25]. La
intensidad de la luz se incrementara cuanto el a´ngulo de la fuente de luz y la normal
de la superficie dA tiendan a cero.





dω I cos θ dω dA
dA
Figura 2.10: Esquema de una superficie lambertiana.
La integracio´n del a´ngulo so´lido.
pi/2∫
0
I cos θ dω (2.23)
Una superficie lambertiana refleja la luz incidente en todas direcciones sobre la





I cos θ sin θ dω dφ (2.24)
Gran parte de los materiales reflejan con mayor intensidad la luz cuando el a´ngulo in-
cidente tiende a alinearse con la normal, estos materiales tienen un comportamiento
que se puede modelar con la ecuacio´n:
I cosn θ (2.25)
El cual para una superficie de la hemiesfera se tiene la ecuacio´n ??, donde n expresa






I cosn θ sin θ dω dφ (2.26)
La iluminacio´n de cada cara depende del a´ngulo de incidencia con respecto a la
normal de la superficie, por tanto cada cara es iluminada de manera uniforme, en
los primeros gra´ficos por computadora se lograba apreciar un fuerte reflejo en los
pol´ıgonos, quedando el pol´ıgono con un color uniforme, y dando un efecto de que el
objeto esta´ conformado por cuadrados.
2.8.2 Superficies No Lambertianas
Las superficies rugosas conocidas como superficies No Lambertianas esta´n cons-
tituidas por micro-cavidades que reflejan la luz en distintos a´ngulos, y en muchos
Rogelio Alfredo Campos Serapio
29
CAPI´TULO 2. MANEJO DE MATERIALES SOBRE LAS SUPERFICIES
casos no esta´n dispuestos uniformemente. Cuando una gran cantidad de estas micro-
superficies conocidas como facetas inciden sobre el un mismo pixel la intensidad
lumı´nica se incrementa con el a´ngulo de incidencia.
Una superficie dA que contiene una coleccio´n de estas micro-superficies, las cuales
reflejan la luz en un a´ngulo so´lido dωr, cada una de estas se inclinaran en un a´ngulo α
respecto a la superficie ( ver Figura ?? ). Sea Pdωr, el nu´mero de facetas por unidad
de superficie, cuyas normales esta´n contenidas en dω′ para superficies isotro´picas las
normales tienen una distribucio´n normal. El modelo de reflectancia de Torrance y
Sparrow [28] asume que esta´ distribucio´n es uniforme y sime´trica.





Por tanto, calcular la luz reflejada por la superficie dA con a´ngulo so´lido dω y dis-
tribucio´n normal de facetas que esta´n orientadas en un a´ngulo α hacia el pixel con
un promedio normal de la superficie P (α) es:
fP (α) dω dA (2.28)
La superficie principal dA esta´ constituida por pequen˜as superficies, las cua´les for-
man cavidades, e´stas esta´n constituidas por dos facetas adyacentes.
Pixel
dA







Figura 2.11: Micro-superficies sobre una superficie mayor.
Para calcular la cantidad de luz que refleja por la superficie respecto a la fuente de
luz, es necesario tomar en cuenta el a´ngulo de incidencia, como se ha mencionado
anteriormente, el a´ngulo de incidencia de la luz sobre esta superficie es cos Ψ, de la
ecuacio´n ?? se obtiene la luz incidente sobre la micro-superficies calculadas por la
ecuacio´n ??.
f cos ΨP (α) dω dA (2.29)
dΦi = fNi cos Ψ′ P (α) dω′ dAdωi (2.30)
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Debido a que una fraccio´n de la luz incidente es reflejada por la superficie de cada
una de las facetas, la superficie no refleja perfectamente la luz.
2.8.3 Factor geome´trico de atenuacio´n
Las superficies rugosas esta´n compuestas por micro-cavidades, cuando todas las ca-
vidades son iluminadas y visibles por grandes a´ngulos de incidencia y reflexio´n se
producen dos feno´menos conocidos como sombreado y enmascaramiento los cuales
repercuten en la cantidad total de luz reflejada por la superficie [29].
El sombreado se refiere a que las facetas dentro de la cavidad son parcialmente ilumi-
nada, causada por la faceta adyacente la cual ocluye la luz sobre la faceta de intere´s.
El enmascaramiento se da cuando las facetas dentro de la cavidad son parcialmente
visibles, debido a que la faceta adyacente la ocluye. Ambos efectos de iluminacio´n
deben ser tomados en cuenta al calcular la energ´ıa total proyectada por la superfi-
cie, a esta´ interaccio´n se le denomina factor geome´trico de atenuacio´n o simplemente
conocido como factor geome´trico [30].
Cuando un observador se mueve alrededor de la fuente de luz que incide sobre el
objeto, este la refleja dependiendo de como este´n distribuidas las cavidades sobre su
superficie, creando un efecto de incremento de brillo, mientras que las a´reas oscuras
decrecen, es decir, las a´reas se distinguen con un mayor brillo cuando el observador
se alinea con la fuente de luz.
Al incidir la luz sobre superficies irregulares se pueden dar uno de los tres tipos de
traslape:
Unidireccional. Todas las cavidades en este tipo de traslape se encuentran
alineadas en una sola direccio´n sobre la superficie.
Isotro´pico. Este tipo de superficies tienen la caracter´ıstica de que las cavi-
dades esta´n distribuidas uniformemente y sobre la superficie.
Gaussiana. El caso general donde la distribucio´n el traslape tiene una media
respecto a la normal, la cual tiende a cero.
El factor geome´trico de atenuacio´n G(Ψ, θ) se define como la fraccio´n de luz reflejada
por las facetas de la superficie, la intensidad de la luz es proporcional al nu´mero de
facetas incidentes sobre el pixel [31]. La longitud de la faceta l es sombreada o
enmascarada por una longitud m ( ver Figura ?? ).
m
l
= sin γsin β (2.31)
G(Ψ, θ) = 1− m
l
(2.32)
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Figura 2.13: Diagrama de enmascaramiento.
La luz incidente por el vector L es enmascarado ( ver Figura ?? ) por la faceta adya-
cente con direccio´n al vector V , es decir, parte de la luz es bloqueada y es calculada
por la ecuacio´n ?? en te´rminos de sus vectores.
Donde el factor de enmascaramiento Ge esta´ dado por:
Ge =
2(N ·H)(N · V )
V ·H (2.33)
Otro efecto es el de sombreado, en el cual la luz incidente ha sido parcialmente
bloqueado por la faceta adyacente, como se muestra en la Figura ??, al evaluar el





Figura 2.14: Diagrama de sombreado.
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El factor de sombreado Gs es:
Gs =
2(N ·H)(N · L)
V ·H (2.34)
Si este producto punto es negativo significa que la superficie se esta´ visualizando
desde el lado opuesto. Por tanto el factor de atenuacio´n se expresa de la siguiente
manera:
G = min {1, Ge, Gs}
Cada una de estas caracter´ısticas fueron tomadas en cuenta y modeladas por Oren
y Nayar [30] tomando en cuenta ambas disposiciones de las facetas y dando co-





(A+B Max [0, cos(φr − φi)] sinα tan β) (2.35)
Donde:
A = 1,0− 0,5 σ
2
σ2 + 0,33
B = 0,45 σ
2
σ2 + 0,09
α = max(θi, θo)




Una superficie no lambertiana refleja con mayor intensidad la luz en cierta direccio´n,
este reflejo anisotro´pico es calculado por el te´rmino geome´trico, este tipo de textura
se puede apreciar en materiales como el metal brun˜ido, discos de vinilo, seda, cabello,
etc. Conociendo el manejo de la luz sobre la superficie de los objetos se puede hacer
uso de las distintas propiedades de e´sta para lograr diferentes efectos f´ısicos de los
materiales, tarea que es realizada por el proceso de render.
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Render es un te´rmino anglosajo´n utilizado en computacio´n para describir los ca´lcu-
los necesarios para generar una imagen o video, partiendo de un modelo 3D so´lo con
el ca´lculo de la iluminacio´n del entorno. El proceso de renderizado tiene el objetivo
de generar un espacio 3D formado por estructuras poligonales. Como hemos visto
anteriormente para lograr una simulacio´n realista se deben trabajar las superficies
que contendra´n las texturas, como agua, madera, metal, pla´stico, etc. El ca´lculo de
la iluminacio´n del ambiente permite observar colisiones y comportamientos f´ısicos
en las estructuras, logrando escenas con alta calidad, pero con carencias de varios
comportamientos f´ısicos observados en la naturaleza.
A mediados de los an˜os 60 se comenzo´ a cuestionar la posibilidad de realizar los
ca´lculos de la luminosidad, a partir de la emisio´n de mu´ltiples rayos que incidan
directamente sobre un objeto, a primera vista la respuesta fue que ser´ıa pra´ctica-
mente imposible, ya que los rayos incidentes sobre el objeto son millones y de forma
continua. La forma en que se resolvio´ este problema fue utilizar una ca´mara virtual
en un espacio tridimensional, tomando en cuenta so´lo aquellos rayos que incidan
en la superficie del objeto y dicha superficie sea observable por la ca´mara. Esto dio
origen a lo que hoy se conoce como Raytracing.
El intere´s de utilizar un trazador de rayos es la posibilidad de calcular los canales
alfas y gamas, permitiendo observar feno´menos f´ısicos como transparencia, reflejo,
sombras e iluminacio´n global haciendo que las escenas sean dif´ıciles de diferenciar
entre sinte´ticas y reales.
Los objetos 3D esta´n compuestos por coordenadas cuyos componentes esta´n en R3;
denotados como x, y y z; esto permite manejar el volumen del objeto representados
por estas componentes. En el espacio tridimensional la primitiva mı´nima del objeto
es un triangulo, a estas primitivas se les puede asignar ciertas caracter´ısticas de in-
tere´s como son textura y color.
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La textura de un objeto depende del material del que este´ hecho, los materiales
tienen distintos tipos de comportamiento y por tanto distintas ecuaciones que los
modelan. Para lograr visualizar los objetos en el escenario tridimensional es necesario
que estos se encuentren iluminados, ya que sin una fuente de luz los pol´ıgonos que
componen a los objetos no pueden ser visualizados.
3.1 Te´cnicas de iluminacio´n
Los efectos de iluminacio´n dan la sensacio´n de profundidad, ya que la degradacio´n
de la sombra sobre la superficie 3D hace una mayor descripcio´n del objeto observa-
do, esto es claro en el caso en donde se tienen superficies curvas como cilindros y
esferas, donde la superficie con mayor cercan´ıa a la fuente de luz presenta una mayor
concentracio´n de e´sta [32].
(a) Ortogra´fica (b) Perspectiva
Figura 3.1: Distintas proyecciones de objetos curvos
Como se puede apreciar en la Figura ?? no se obtiene informacio´n relevante sobre
la profundidad, en algunos casos parecen no tener volumen, la falta de los claro-
oscuros crea confusio´n y da la sensacio´n que son objetos de dos dimensiones, lo cual
confunden al observador al no saber de que a´ngulo se esta mostrando el objeto.
Por ello es necesario dotar con efectos de iluminacio´n, sombreado y proyeccio´n a las
primitivas.
3.1.1 Raycasting
El modelo de ca´mara de pinhole es el modelo comu´nmente utilizado para la gene-
racio´n de una imagen bidimensional, el cual consiste en la convergencia de haces
de luz en un punto focal en un arreglo matricial de p´ıxeles, los objetos visibles se
encuentran “frente” a la ca´mara (encerrados o truncados por la pira´mide de cuatro
lados generada por la ca´mara) [33]. El raycasting se refiere a trazar los rayos los
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cuales pasan a trave´s de cada uno de los p´ıxeles en el arreglo, los cuales conectan al
punto focal con la escena (un rayo por pixel), este punto focal es “la posicio´n” del
observador ( ver Figura ?? ), los rayos incidentes en la matriz permite determinar
la intensidad con la que un punto de interseccio´n es iluminado.
Cuando la distancia focal converge en un punto se crea la vista en perspectiva, la
cual es la forma natural de visio´n del ojo humano, en caso de que la distancia focal
sea infinita los rayos no convergen por tanto son paralelos a la matriz de visio´n,
tambie´n conocida como plano de visio´n, a este tipo de visualizacio´n se le conoce
como vista paralela. En la Figura ?? se puede apreciar que no existe variacio´n en
el eje de profundidad z. En la Figura ?? el punto focal converge en el origen del
sistema de coordenadas.
(a) Vista Paralela (b) Vista en Perspectiva
Figura 3.2: Esquema de distintos puntos focales.
Por conveniencia el sistema de coordenadas se estandariza que la pantalla se en-
cuentra en un plano xy, y el escenario en el eje +z, mientras que el punto focal en el
eje −z. Hacer una correspondencia de un espacio R3 a R2 y mantener la proporcio´n
de la lejan´ıa de los objetos da la sensacio´n que se encuentran a mayor distancia, se
visualizan de menor taman˜o o mayor taman˜o dependiendo de su posicio´n en el eje z.
Para hacer esto se usa la matriz de proyeccio´n, donde un punto p = (x, y, z, 1) es
trasformado por la matriz de proyeccio´n [34], en donde z es la distancia entre el plano
y el objeto, la ecuacio´n ?? debe satisfacer: (−1 ≤ z ≤ 1), 1 ≤ x ≤ r y b ≤ y ≤ t,
donde n es la distancia menor y f es la mayor distancia al punto de visio´n, a este
espacio se le conoce comu´nmente como frustum ( ver Figura ?? )
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Figura 3.3: Plano de visio´n cercano n y el plano de visio´n lejano f .
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Las primeras computadoras no representaban la profundidad haciendo uso de la
perspectiva, solo se limitaban a dibujar las primitivas es lo que conoce como proyec-
cio´n ortogra´fica. En algunas aplicaciones de gra´ficos por computadora se requiere
una forma geome´trica con mayor descripcio´n, es decir, representar la profundidad
con claro-oscuros, los cuales se generan en objetos con volumen ( ver Figura ?? ).
(a) Ortografica (b) Perspectiva
Figura 3.4: Vista plana vs perspectiva
La imagen generada debe representar caracter´ısticas mı´nimas propias de volumen,
como son altura, anchura y profundidad. Los objetos al estar conformados por coor-
denadas (x, y, z) que al ser mapeadas sobre un espacio bidimensional (x, y) se man-
tiene la descripcio´n de profundidad [34] con la ecuacio´n ??, a medida que los objetos
se alejan del plano de visualizacio´n, estos se ven ma´s pequen˜os, ya que al alejarse el
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plano de visio´n es mayor ( ver Figura ?? ). Las aristas del cubo se perciben iguales
en la Figura ??, mientras que en la Figura ?? se perciben ma´s cortas conforme e´stas
se alejan.
3.1.2 Sombreado Plano
Arthur Appel [1] desarrolla un algoritmo para plasmar los efectos de claro-oscuros
( ver Figura ?? ) al imprimir planos de piezas de ingenier´ıa. Esta te´cnica permite
crear distintas intensidades de color, s´ı la luz incidente sobre un punto de intere´s
es bloqueada o no, por tanto el punto de incidencia es iluminado si existe dicha
incidencia, esto logra una mayor velocidad para mostrar el objeto de intere´s, pero
con carencias, puesto que esta te´cnica no permite crear reflejos, ca´usticas o transpa-
rencias. El raycasting calcula so´lo un punto de interseccio´n entre el objeto y el rayo.
Para lograr un efecto con mayor degradacio´n de sombreado es necesario aumentar el
nu´mero de pol´ıgonos, por tanto tambie´n aumenta la cantidad de memoria requerida
para almacenar el mallado. Representar la profundidad tiene una gran importan-
cia en una escena tridimensional, ya que con ella se puede identificar la direccio´n
de iluminacio´n, la posicio´n, intensidad, taman˜o de la fuente de luz y eliminar la
ambigu¨edad.
Figura 3.5: La presencia de claro-oscuros, Arthur Appel, 1968 [1]
Esto genera sombras bien definidas dentro del escenario debido al ca´lculo de fuen-
te de luz-objeto-ca´mara, en caso de que se produzca un a´ngulo entre e´stos tres
objetos, se tiene una superficie iluminada, de lo contrario e´sta se encuentra en las
sombras.
En el estudio de ima´genes por computadora se ha encontrado que la generacio´n
de sombra tiene una gran impacto en la percepcio´n de realismo de la escena [35].
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En ambientes 3D se intenta simular distintos tipos de sombra que existen en la
naturaleza, como son hard shadows, soft shadows [36]. La sombra es una regio´n
relativamente oscurecida por causa de un objeto el cual ocluye parcial o totalmente
la superficie respecto a la fuente de luz. El sombreado de las caras que conforman el
modelo tridimensional son iluminadas dependiendo del a´ngulo de incidencia de la luz
y de la intensidad de e´sta, la ecuacio´n ?? calcula la intensidad con que es iluminado
cada pol´ıgono que conforma el objeto. Usando la ley del coseno y tomando en cuenta
tanto la orientacio´n de observacio´n, como la distancia hacia el punto de intere´s se
tiene:
I = Φcos θ
r2
(3.2)
Donde la intensidad Φ de la fuente de luz, el a´ngulo de θ e´sta dado entre la normal
N del pol´ıgono y la Fuente de luz L.
Figura 3.6: Efecto de iluminacio´n en una esfera.
Cada pol´ıgono tiene un so´lo color como se puede apreciar en la Figura ??. Se sabe
que una de las caracter´ısticas f´ısicas de la iluminacio´n es que obedece a la ley del
cuadrado inverso, es decir, decrece con el cuadrado de la distancia a la fuente de luz.
3.1.3 Sombreado Gouraud
Este tipo de sombreado crea una interpolacio´n de color entre cada uno de los pol´ıgo-
nos, con lo que crea un efecto de suavidad del sombreado [37]. Por ello es necesario
calcular el nivel de degradacio´n entre cada ve´rtice, as´ı como la profundidad dentro
del escenario. Una forma ba´sica de calcular la perspectiva de un punto P (x, y, z) es:
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Suponiendo que el observador se encuentra en el origen del sistema de coordenadas,
e´ste tiene la direccio´n de observacio´n en el eje z, la coordenada 1/z es una buena
aproximacio´n de la profundidad a la que se encuentra el punto de intere´s. Por tanto
el sombreado es:





El factor de sombreado en el pol´ıgono es la interpolacio´n entre dos puntos de los










Figura 3.7: El sombreado puntual se encuentra dentro de los l´ımites del pol´ıgono.
El coeficiente de atenuacio´n α se encuentra acotado (0 ≤ α ≤ 1). La posicio´n de S
se encuentra entre el segmento formado por E y F .
α = S − E
F − E (3.5)
De forma similar se calcula β, sobre el segmento GH
β = E −G
H −G (3.6)
El sombreado que se da en el segmento EF es calculado por la ecuacio´n ??, y el
sombreado en el segmento GH por la ecuacio´n ??.
Sα = (1− α) 1
SE
cos2 θ + α 1
SF
cos2 θ (3.7)
Sβ = (1− β) 1
SG
cos2 θ + α 1
SH
cos2 θ (3.8)
En la Figura ?? se muestra la comparacio´n entre el sombreado plano y el sombreado
Gouraud.
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(a) Efecto de iluminacio´n plana (b) Efecto de iluminacio´n Gou-
raud
(c) Esfera con iluminacio´n
Gouraud y menor nu´mero de
pol´ıgonos
Figura 3.8: Comparacio´n entre iluminacio´n plana y Gouraud.
Interpolar el sombreado permite crear un efecto de sombra continua, lo que en
gra´ficos por computadora se traduce en una reduccio´n de pol´ıgonos en el modelo,
por tanto menor consumo de memoria y mayor velocidad al procesar dicho modelo.
3.1.4 Blinn-Phong
La calidad de las ima´genes dependen de las te´cnicas de sombreado e iluminacio´n.
La percepcio´n visual de realismo se fundamentan en las leyes de la o´ptica para
incrementar esta sensacio´n. La ley del coseno de Lambert ignora la posicio´n del
observador, as´ı como la normal de la superficie en cada punto. Tomando en cuenta
la posicio´n de la ca´mara la cual recibe parte de reflexio´n difusa y una parte de la
reflexio´n especular de la luz incidente.
El modelo de sombreado Gouraud crea un efecto de bandas de color sobre superficies
que tienen una diferencia de a´ngulo notable entre los pol´ıgonos, a este efecto se le
conoce como bandas de Mach [38], el cual dice “Cualquier descenso en la intensidad
de luz en una superficie curva (la cual varia en un eje de direccio´n) ya sea co´ncavo o
convexa, en un punto en particular aparece una regio´n brillante u oscura las cuales
se encuentran al rededor de dicha regio´n”.
En gra´ficos por computadora el sombreado es la obtencio´n de la intensidad de la
luz en cada punto de la superficie, calculando la relacio´n de posicio´n de la fuente de
iluminacio´n y la del observador. Phong [39] toma en cuenta estas caracter´ısticas, se
basa en el ca´lculo de varios a´ngulos: la incidencia de la luz; el a´ngulo de reflexio´n y el
a´ngulo de visualizacio´n, los cuales crean el efecto completo de reflexio´n de superficies
pulidas. El modelo de iluminacio´n Phong es la suma de la luz ambiental, luz difusa
y luz especular.
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L = A(La + Ld + Ls)
La ecuacio´n ?? es el modelo de intensidad modelada por Phong.
I = Ia +Kd
j=ls∑
j=1
(N · Lj) + ks
j=ls∑
j=1
(N · L′j)n (3.9)
Donde:
Ia Reflexio´n debido a la iluminacio´n ambiental
Kd Coeficiente de reflexio´n difusa
N Normal de la superficie
Lj Vector de direccio´n hacia la j-e´sima fuente de luz
Ks Coeficiente de reflexio´n especular
L′j Vector de direccio´n entre el punto de visio´n y la j-e´sima fuente de luz
n Coeficiente de reflexio´n de la superficie del material
Este tipo de iluminacio´n proporciona mejores resultados que Gouraud sobre super-
ficies lisas y tambie´n con superficies con un alto ı´ndice de reflexio´n. El aumento de
la calidad de representacio´n del material tambie´n aumenta la cantidad de tiempo
requerido para lograr el resultado final.
3.1.5 Iluminacio´n directa
La iluminacio´n directa total es la suma de la radiacio´n emitida por una superficie,
ma´s la integral de la radiacio´n entrante, cada punto de la superficie x. Cada radia-
cio´n entrante en direccio´n wi tiene un te´rmino coseno θi.
La iluminacio´n directa crea sombras bien definidas, conocidas como sombras fuertes,
un rayo de sombra es disparado hacia un punto de interseccio´n y la fuente de luz. La
iluminacio´n directa permite determinar la existencia de oclusio´n. Sobre la superficie
de intere´s se trazan rayos de sombra, s´ı el rayo intersecta cualquier otro objeto entre
el origen y la fuente de luz, entonces es una sombra, en caso contrario es ignorado.
El efecto que produce son penumbras [36].
Los rayos de iluminacio´n y los rayos de sombra se lanzan juntos, se tienen rayos
primarios los cuales determinan si el punto a iluminar es visible por la ca´mara, y
el rayo secundario o rayo de sombra determina si dicho punto es iluminado por la
fuente de luz [40]. En este´ caso solo interesa la luz incidente directamente por la
fuente de luz ( ver Figura ?? ) la cual se denota Ld(x,w), el a´ngulo entre el rayo
primario y la sombra es cos θi. La superficie de intere´s Le(x,w) es conocido como el
punto de interseccio´n [41]. Por tanto la ecuacio´n de iluminacio´n directa es:
Lo(x,wo) = Le(x,wo) +
∫
Ω
f(x,wo, wi)Ld(x,wi) cos θidωi (3.10)
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Figura 3.9: La iluminacio´n directa genera sombras bien definidas.
3.1.6 Iluminacio´n indirecta
La iluminacio´n indirecta tambie´n es conocida como iluminacio´n global toma en cuen-
ta todas las superficies que tienen una reflexio´n difusa, este modelo relaciona la luz
reflejada por una superficie hacia otra, s´ı se asume que las superficies que conforman
el escenario son superficies lambertianas, entonces se requiere que la distancia entre
estas superficies se considere, as´ı como la oclusio´n que pudiera suscitarse. Por ello
es necesario el factor de forma.





Radiocidad B Energ´ıa total que deja una superficie, la cual es la
suma de la energ´ıa emitida y la energ´ıa reflejada.
Emisio´n E Energ´ıa emitida por una superficie.
Factor de forma F Fraccio´n de energ´ıa que deja una superficie y llega
a otra.
N Es el nu´mero de superficies discretizadas como “lo-
sas”.
Donde Fij es el factor de forma entre un nu´mero finito de superficies ( ver Figura
??). El factor de forma representa la fraccio´n de la energ´ıa que deja un elemento i
y se dirige a otro elemento j.
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La luz interacciona de forma distinta sobre las superficies con alta rugosidad, las
cuales, como se ha mencionado anteriormente dispersan la luz de forma difusa, esta
dispersio´n de luz provoca que otras superficies sean iluminadas, la ventaja de este
me´todo es que la intensidad es independiente del punto de observacio´n.












Figura 3.10: El factor de forma relaciona la intensidad entre las superficies.
La iluminacio´n indirecta se puede apreciar independientemente de donde se encuen-
tre el punto de observacio´n, ya que en principio la radiacio´n es dispersa de forma
uniforme en todas direcciones ( ver Figura ??), la ecuacio´n de radiocidad puede crear
inter-reflexiones difusas, agregando a las sombra el color de la superficie primaria
con la cual la luz interacciono´. La ecuacio´n discretizada se puede expresar como una
matriz.

1− ρ1F1,1 −ρ1F1,2 · · · −ρ1F1,n
−ρ2F2,1 −ρ1F2,2 · · · −ρ2F2,n
... ... · · · ...
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Figura 3.11: El modelo presenta caracter´ısticas de iluminacio´n indirecta.
A pesar de que es aceptable para algunas aplicaciones, muchas otras aplicaciones
de ima´genes requieren de la habilidad de cambiar o mover los objetos, por ende,
la solucio´n puede siempre reiniciar desde el principio despue´s del cambio, pero esto
requiere desechar informacio´n potencialmente u´til sobre todo en cambios pequen˜os.
3.2 Render
El renderizado es la interpretacio´n de la informacio´n a mostrar, su principal objeti-
vo es crear una imagen de dos dimensiones, a partir de una ca´mara virtual, objetos
tridimensionales, luces, texturas, etc. Renderizar las primitivas requiere realizar una
deteccio´n de colisio´n entre ca´mara-objeto-fuente de luz ( ver Figura ?? ), lo que se
busca, es determinar las superficies visibles del objeto y al mismo tiempo que di-
chas superficies sean iluminadas, los objetos opacos bloquean completamente la luz,
mientras que los objetos translucidos la atenu´an, a medida que se ha avanzado en el
mejoramiento de los gra´ficos por computadora, tambie´n se han ido incrementando
la exigencias para generar ima´genes con caracter´ısticas realistas.
Figura 3.12: Esquema de conceptual de raytracing.
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Para que una imagen aparezca en el plano de visio´n (ca´mara) se debe generar un
“rayo”, con el cual determina el punto de contacto de la luz, este punto de intersec-
cio´n es visible s´ı sigue una trayectoria sin obstruccio´n entre la ca´mara y el objeto,
permitiendo crear ima´genes por medio de “disparo” de rayos (vectores) y calcular
la interseccio´n que se genera con los objetos que conforman la escena ( ver Figura
?? ). Estos objetos se encuentran en un espacio R3, al ser calculada la intensidad de
luz y color pasa a un espacio R2, el cual se conoce como plano de imagen, este es
grabado como una imagen digital [42].
El render se divide principalmente en tres pasos:
Etapa de aplicacio´n; se establecen las caracter´ısticas de la escena, como son la
posicio´n de los objetos, textura, para´metros de ca´mara e iluminacio´n.
Etapa de geometr´ıa, en esta parte se llevan acabo las operaciones sobre los
objetos en la escena, como son transformacio´n, escalado, rotacio´n, etc.
Rasterizacio´n, aqu´ı todos los ca´lculos realizados sobre los objetos con los
para´metros establecidos se convierten en p´ıxeles sobre la pantalla.
El trazo de un rayo R es una l´ınea en el espacio tridimensional, el cual es calculado
de forma parame´trica como un vector ( ver Figura ??), el extremo del vector es el






Figura 3.13: o es el origen, d es el vector de direccio´n, t es un para´metro [0,∞).
La ecuacio´n ??, calcula´ el recorrido del vector.
r(t) = o+ td (3.15)
El punto de origen y el vector direccio´n esta´n constituidos por tres componentes,
los cuales deben ser calculados independientemente ( ecuacio´n ?? ), permitiendo
encontrar la interseccio´n entre un rayo R y una superficie definida por una funcio´n
F (x, y, z).
x = xo + tdx
y = yo + tdy
z = zo + tdz
(3.16)
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Para encontrar la interseccio´n de un rayo y la superficie de una esfera la cual tiene
la forma :
x2 + y2 + z2 = 0 (3.17)
Se sustituye la ecuacio´n del rayo (ecuacio´n ??) en la ecuacio´n ??, la cual queda de
la forma:
(xo + tdx)2 + (yo + tdy)2 + (zo + tdz)2 − r2 = 0 (3.18)
Calcular el punto de interseccio´n no proporciona suficiente informacio´n sobre el
objeto, adema´s es necesario calcular la normal del punto de interseccio´n, el a´ngulo
de reflexio´n, transmisio´n o absorcio´n, entre otros.
3.3 Raytracing Recursivo
La luz incidente sobre los materiales afectan a los objetos que se encuentran alrede-
dor como en el caso del reflejo, a diferencia de las te´cnicas de iluminacio´n donde la
intensidad de la luz se calcula directamente sobre el punto a iluminar, el raytracing
toma en cuenta la luz reflejada o absorbida por los dema´s objetos. Turner Whit-
ted [2] introduce propiamente el raytracing recursivo con la ecuacio´n ?? ya que a
diferencia de los efectos de iluminacio´n crea rayos, los cuales tiene las propiedades
de poder ser reflejados o transmitidos por los objetos circundantes (ver Figura ??),
creando efectos con mayor grado de realismo.
Comu´nmente para crear el efecto de transparencia se pinta la superficie de forma
inversa, es decir, el fondo se vuelve a pintar parcialmente sobre los objetos que se
quieren simular como trasparentes, pero esta te´cnica no logra simular los reflejos
entre los objetos. La intensidad de la luz I que pasa entre el observador y el punto
de la superficie consiste en los rayos primarios del reflejo S, y el componente de
transmisio´n T , e´stas intensidades representan la luz que se propaga en direccio´n V ,
R y P , la cantidad de reflejos que pueden darse en el escenario eleva considerable-
mente el tiempo de computo, ya que cada reflejo eleva exponencialmente el nu´mero
de ca´lculos sobre la superficie.
I = Ia + kd
j=ls∑
j=1
(N ·  Lj) +KsS +KtT. (3.19)
S es la intensidad de la luz incidente causada por el reflejo, kt es el coeficiente de
transmisio´n, T es la intensidad de la luz en direccio´n P .









(a) Una parte de la Luz reflejada y












(b) Los rayos reflejan sobre las su-
perficies recursivamente
Figura 3.14: La luz incidente en los objetos puede ser reflejada o transmitida, en el
caso del reflejo puede ser recursivo hasta que no rebote con ma´s superficies reflec-
tantes.
El modelo Phong no toma en cuenta la luz reflejada por los objetos circundantes.
Este inconveniente no afecta el comportamiento de la reflexio´n difusa, sin embargo
se puede apreciar su impacto en superficies con un alto grado de reflectancia. Los
reflejos y la simulacio´n de sombras son caracter´ısticas deseables en los modelos de
iluminacio´n. Una superficie se encuentra en sombra cuando ocurre simulta´neamente
dos caracter´ısticas; debe ser vista directamente por el observador, pero no iluminada
directamente por la fuente de luz.
Figura 3.15: Imagen producida por Turner Whitted con su algoritmo de renderizado
recursivo en 1980 [2].
Generalmente una escena con moderada complejidad a menudo la luz se refleja va-
rias veces sobre las superficies antes de poder ser captada por el observador. Esto
crea un a´rbol en el cual se calculan las intersecciones de los rayos producidos por
cada una de las superficies. El proceso de reflexio´n se repite recursivamente, en el
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peor caso es cuando dos superficies reflectivas de encuentran alineadas de forma pa-
ralela, lo que produce un a´rbol cuyas ramas se extienden de forma infinita, as´ı que
es necesario que la profundidad sea truncada en algu´n punto. Los ca´lculos de reflejo
producen rayos secundarios, este proceso se repite hasta que ya no se creen nuevos
rayos secundarios por parte de ningu´n otro objeto.
3.4 Ecuacio´n de Renderizado
La ecuacio´n de renderizado calcula los rayos incidentes sobre las superficies pun-
to a punto, las cuales se trazan desde el punto de observacio´n hasta la fuente de
iluminacio´n, esta es modelada por Kajiya [42] a partir de la ecuaciones de electro-
magnetismo de Maxwell. La ecuacio´n ?? es una aproximacio´n de o´ptica geome´trica,
la cual modela el transporte de la luz de un punto a otro. La suma de la luz emitida
sobre una superficie es igual a la intensidad total que es dirigida desde x hacia todas
las dema´s direcciones w. Esta ecuacio´n so´lo maneja efectos como reflexio´n, refraccio´n
e iluminacio´n directa.
Lo(x,wo) = Le(x,wo) + Lr(x,wo) (3.20)
La idea detra´s de la ecuacio´n de renderizado es calcular la radiacio´n de salida Lo
(??) como la suma de la radiacio´n emitida Le, ma´s la radiacio´n refrejada Lr, esta










La ecuacio´n de renderizado ?? fue propuesta por Kajiya [42], utilizando la notacio´n
de Pharr [43] queda de la siguiente manera:
Lo(x,wo) = Le(x,wo) +
∫
Ω
f(x,wo, wi)Ld(x,wo) cos θi dωi (3.22)
Donde :
Lo(x,wo) Intensidad de la luz que pasa del punto x en direccio´n wo.
Le(x,wo) Es la relacio´n de la intensidad de la luz emitida de x en direccio´n wo.
f(x,wo, wi) Funcio´n de reflectancia bidireccional.
Ld(x,wo) Es la iluminacio´n difusa en un punto x, con un a´ngulo wi.
cos θi Es al a´ngulo entre la fuente de luz y la normal de la superficie.
dωi Es el a´ngulo solido.
La ecuacio´n de renderizado calcula la incidencia de los rayos punto a punto, esto es
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que por cada punto de la superficie iluminada se ha calculado la intensidad entre la
fuente de iluminacio´n y el observador, lo que ocasiona que las sombras que se gene-
ran sean n´ıtidas, este efecto se le llama iluminacio´n directa, efectos como reflexio´n
y refraccio´n son fa´cilmente alcanzados con este modelo ( ver Figura ?? ).
Figura 3.16: Imagen creada por J. Kajiya, en el an˜o 1986 [3]
.
El proceso de renderizado en los u´ltimos an˜os ha proporcionado un profundo y me-
jor entendimiento de la interaccio´n de la luz y la materia [40]. Las ima´genes que se
basan en el ca´lculo del comportamiento o´ptico, se conocen como ima´genes basadas
en f´ısica, las cuales crean renderizados realistas al simular la propagacio´n de la luz
en el ambiente, tomando en cuenta la energ´ıa emitida por las fuentes de luz sobre
los objetos en el escenario y modelar el comportamiento de estos, ya sea que la luz
por e´stos sea reflejada, transmitida o absorbida.
3.5 Ima´genes basadas en fotones
La ecuacio´n de renderizado haciendo uso de me´todos estoca´sticos extiende su con-
cepto llamado path tracing con el que en teor´ıa simula todo tipo de reflejos, y la cual
tiene problemas para simular ca´usticas, por tanto esta´ limitado a superficies lamber-
tianas, escenarios con un grado considerable de superficies reflectantes requieren un
nu´mero considerables de operaciones y ca´lculos matema´ticos para poder observar
ca´usticas. Los me´todos con mayor e´xito de hoy d´ıa combinan la capacidad de la
radiocidad y del raytracing para generar ima´genes con un alto grado de realismo.
El concepto de las ima´genes creada por fotones se divide en dos tipos de mapas, uno
conocido como mapa de ca´usticas de fotones (caustics photon map) y mapa global de
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fotones (global photon map) [41], la creacio´n de ima´genes por fotones consiste en que
los rayos ahora son vistos como fotones los cuales son paquetes de energ´ıa para ser
emitidos sobre la escena desde una fuente de luz y golpear la superficie de los objetos.
Separar los me´todos garantiza mayor exactitud, mejora el rendimiento y reduce la
cantidad de memoria requerida. El resplandor Ls(x,Ψr) de los objetos es calculada
con la ecuacio´n de renderizado (??), esto se calcula por cada uno de los rayos que
golpean la superficie de los objetos.
Ls(x,Ψr) = Le(x,Ψr) +
∫
Ω
fr(x,Ψi; Ψr)Li(x,Ψi) cos θidωi (3.23)
Donde Le es el resplandor emitido por la superficie del objeto, Li es el resplandor
entrante en direccio´n Ψi, mientras que fr es el BRDF y Ω es la hemiesfera de vecto-
res entrantes. Le es tomada directamente de la informacio´n que posee la superficie,
as´ı que no requiere ca´lculos adicionales. Lr depende del resplandor emitido por el
resto del escenario, aplicando el me´todo Monte Carlo [44] se puede resolver directa-
mente. La ecuacio´n ?? se puede dividir como la suma de sus componentes, donde




fr(x,wo, wi)Li,l(x,wo) cos θidωi +∫
Ω
fr(x,wi, wo)[Li,c(x,wi) + Li,d(x,wi)] cos θidωi +∫
Ω
fr,dLi,c(x,wo, wi) cos θidωi +∫
Ω
fr,dLi,d(x,wo, wi) cos θidωi
(3.24)
3.5.1 Mapa global de fotones
Cada rayo de luz es trazado en la escena hasta que el rayo sea absorbido por la su-
perficie, o´ ya no golpea con otro objeto. Cada vez que un rayo golpea una superficie
la energ´ıa es depositada en un mapa de fotones, este mapa solo almacena los rayos
secundarios de las reflexiones.
En el trazado de luz se emiten una cierta cantidad de fotones, los cuales son emi-
tidos desde distintas posiciones por las fuentes de luz, la cantidad es determinada
por el taman˜o de la fuente de luz y su relacio´n respecto a las dimensiones de la escena.
S´ı la proyeccio´n de fotones en cierta direccio´n solo contiene superficies difusas la
cantidad de estos sera´ menor, si por el contrario, esa direccio´n sobre la que se proyec-
taron contiene superficies lambertianas con alto grado de reflectividad, la cantidad
de fotones se incrementara´. Cada rayo proporciona una fraccio´n de la energ´ıa de la
fuente de luz, cada vez que un rayo golpea la superficie de un objeto se decide si este
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foto´n se absorbe o se refleja, la nueva direccio´n de un foto´n es calculada utilizando
el BRDF de la superficie.
El mapa global de fotones es usado para renderizar superficies rugosas, esto es, emitir
fotones hacia todos los objetos en la escena, y si este no es visualizado directamente,
entonces no requiere una alta densidad de fotones. La primera interseccio´n foto´n-
objeto ( iluminacio´n directa) es almacenada, La siguiente interseccio´n del foto´n es
almacenada como sombra, estos fotones de sombra son utilizados para reducir el
nu´mero rayos requeridos ( ver Figura ?? ).
D D D D S S S S D D DII
D = Iluminacio´n directa
S = Sombra del foto´n
I = Iluminacio´n indirecta
Figura 3.17: Global Photon Map es usado para reducir el nu´mero de rayos requeridos.
3.5.2 Mapa de ca´usticas
El mapa de ca´usticas de fotones es usado para almacenar so´lo la informacio´n rela-
cionada a las ca´usticas producidas por los fotones, este tipo de mapas requiere una
gran densidad de fotones. La informacio´n computada de estos fotones es almacena-
da en un mapa global de fotones (global photon map). Efectos como las ca´usticas
son dif´ıciles de generar con un trazador de rayos, habitualmente se utilizan me´todos
estoca´sticos como lo es Monte Carlo [45], utilizando la combinacio´n de rayos con un
mapa de fotones se obtiene de forma sencilla, sin embargo las ca´usticas no se logran
simular de forma adecuada usando solamente radiosidad, as´ı que es necesario tomar
distintos me´todos para crear un h´ıbrido.
Las ca´usticas se generan cuando los rayos de luz son reflejados o refractados por
un objeto, esto crea concentraciones de luz en determinada a´rea. La formacio´n de
ca´usticas requiere una gran cantidad de fotones para converger adecuadamente,
debido a esta caracter´ıstica, computacionalmente se requiere tiempos considerables
para generarlas. Las ca´usticas solo pueden ser visualizadas directamente cuando se
proyectan sobre la superficie, lo requieren alta precisio´n, contrario a lo que sucede
con la iluminacio´n global.
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3.5.3 Iluminacio´n directa
Siguiendo las ecuaciones del mapeado de fotones de Jenssen [41] al implementarlas
muestra los distintos comportamientos que tiene la luz, el resultado de cada una de
estas ecuaciones se combina para generar una imagen que muestre la mayor cantidad
de efectos involucrados en el escenario. La ecuacio´n de mapeado de fotones ?? esta
constituida por cuatro te´rminos, los cuales contribuyen en el color y la intensidad de
iluminacio´n del pixel final, el primer te´rmino se refiere a la iluminacio´n directa. La
ecuacio´n ?? normalmente se envia´ rayos de sombra junto a los rayos de iluminacio´n,
esto permite saber si un objeto es visible o no por el punto de observacio´n.∫
Ω
fr(x,wi, wo)Li,l(x,wi) cos θidωi (3.25)
Figura 3.18: Iluminacio´n directa.
En la Figura ?? se muestra solo un rebote de la luz hacia la ca´mara generado por
los objetos; se aprecian objetos con textura rugosa. La iluminacio´n directa adema´s
de calcular las superficies que son directamente iluminadas, identificar estas a´reas
disminuye el uso de rayos de sombra, si este rayo no golpea la superficie de intere´s,
entonces la contribucio´n de la iluminacio´n se incluye en la integral y la contribucio´n
de la sombra es cero, en el caso de que el rayo de sombra golpee la superficie la
iluminacio´n es atenuada, el uso de sombras es costoso. El uso de rayos de sombra
son utilizados so´lo en situaciones donde existe una mezcla de superficies sombreadas
e iluminadas o donde la cantidad de superficies sombreadas es baja.
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3.5.4 Reflejo especular
La ecuacio´n ?? pertenece al segundo te´rmino de la ecuacio´n ??, el cual se refiere
al efecto de reflejo de superficies especulares, las superficies que tienen esta carac-
ter´ıstica requieren de un alto nu´mero de fotones de forma recursiva, ya que en e´ste
tipo de superficies en reflejo con mayor nitidez de los objetos circundantes crea un
efecto convincente de superficie pulida.∫
Ω
fr(x,wi, wo)[Li,c(x,wi) + Li,d(x,wi)] cos θidωi (3.26)
Figura 3.19: Superficies especulares.
Este te´rmino representa al modelo para los reflejos lambertianos, el cual requiere
una cantidad menor de fotones para obtener buenos resultados en comparacio´n con
otros efectos.
3.5.5 Ca´usticas
La ecuacio´n ?? pertenece al tercer te´rmino de ??, y se refiere al ca´lculo de ca´usticas,
las cuales son generadas por materiales como l´ıquidos y/o cristales, como se ha
mencionado anteriormente estas requieren una gran cantidad de fotones, lo cual
consume un tiempo de computo considerable.∫
Ω
fr,dLi,c(x,wo, wi) cos θidωi (3.27)
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Figura 3.20: Aparicio´n de ca´usticas.
Jenssen [41] no recomienda hacer uso del me´todo Monte Carlo para generar las
ca´usticas ya que resulta ineficiente, esto significa que la ca´ustica es visualizada di-
rectamente, una aproximacio´n de la radiacio´n de la ca´ustica se incluye en el mapa
de global de fotones.
3.5.6 Iluminacio´n indirecta
La ecuacio´n ?? es el cuarto te´rmino de ??, este calcula la luz reflejada al menos una
vez, desde que fue emitida por la fuente de luz, este reflejo crea una iluminacio´n
suave sobre la superficie del objeto.∫
Ω
fr,dLi,d(x,wo, wi) cos θidωi (3.28)
La iluminacio´n indirecta proporciona parte del color de la superficie primaria con la
que interacciono´ la luz. Esta iluminacio´n puede combinarse con las ca´usticas ( ver
Figura ?? ).
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Figura 3.21: Iluminacio´n indirecta
Al combinar las ecuaciones es una sola imagen se puede apreciar co´mo los distintos
objetos dentro del escenario crean un efecto visual con mayor realismo. Como puede
apreciarse la luz interacciona de distintas maneras sobre los objetos dependiendo de
su material, un solo modelo no puede modelar todos los comportamientos de la luz.
El mapeado de fotones es un modelo muy robusto, el cual considera la mayor parte
de interacciones.
La luz en el mayor´ıa de los casos es reflejada por la superficie con la que ha colisionado
o hasta que la energ´ıa es absorbida y no puede ser reflejada. Por lo que escenarios
con mayor realismo requieren un nu´mero considerable de recursio´n, aumentando
exponencialmente el tiempo de renderizado.
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4Cap´ıtulo
Propuesta y ana´lisis de resultados
Los sistemas de renderizado se han valido de innumerables te´cnicas y combinaciones
de ellas para encontrar un equilibrio entre velocidad y exactitud. El realismo en
ima´genes generadas por computadora requiere de estas dos caracter´ısticas, por un
lado generar una imagen en tiempos reducidos disminuye el realismo, por otro lado
si se requiere mayor detalle el tiempo para alcanzarlo se incrementa. Las superficies
a calcular debe ser delimitadas, puesto que no todas las superficies que conforman el
escenario son visibles, las estructuras de datos permiten delimitarlos y so´lo calcular
aquellas superficies de intere´s.
Las estructuras de datos involucradas en la generacio´n de ima´genes por computado-
ra tienen distintas caracter´ısticas y son eficientes bajo ciertas condiciones, por lo
que es un problema seleccionar la estructura de datos adecuada para generar una
imagen y que e´sta se obtenga con una alta calidad de renderizado y en el menor
tiempo posible, por lo que dentro de la propuesta se hace el uso de la te´cnica de
raytracing conocida por conos, e´sta permite obtener eficiencia en la obtencio´n de
la imagen a renderizar y minimizando los tiempos de obtencio´n lo que nos permite
ima´genes con una alta calidad que es uno de los objetivos planteados en este trabajo.
Generar ima´genes por computadora con alto grado de realismo involucra distintas
tareas y operaciones, las cuales deben trabajar en conjunto para lograr el objetivo
deseado, en la Figura ?? se muestra un diagrama general, donde se relacionan cada
una de las tareas, e´stas contribuyen tanto a mejorar la velocidad de procesamiento,
como la creacio´n de efectos f´ısicos visuales en la imagen final.
La siguiente seccio´n muestra la metodolog´ıa utilizada para la generacio´n de raytra-
cing usando el esquema de conos y fotones, con un control h´ıbrido (HBVH), as´ı mis-
mo el ca´lculo de los materiales utilizados en la textura de los objetos a renderizar,
tomando en consideracio´n los conceptos antes vistos.
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Render por Fotones Pruebas Resultados
Propuesta
Figura 4.1: Diagrama de metodolog´ıa.
El manejo de las primitivas que componen los objetos dentro del escenario tridimen-
sional, se realiza por medio de la estructura de datos de volu´menes acotados por
jerarqu´ıas h´ıbridas ( ver Figura ?? ).
Leer modelo Estructura HBVH Supericies visibles
Estructura HBVH1
Figura 4.2: Diagrama de la estructura HBVH.
Las texturas a mostrar en una imagen dependen del color y de la composicio´n de
su superficie, la cual puede estar constituida por micro-cavidades, dependiendo de
la densidad de estas cavidades sobre la superficie del objeto, sera´ la apariencia de
la textura pudiendo ser una apariencia rugosa, satinada o lisa, en la Figura ?? se
muestra el diagrama a seguir para al ca´lculo de los materiales.
Color Ca´lculo de Superficies Material
Materiales2
Figura 4.3: Superficie de los materiales
En la Figura ?? se muestra el diagrama a seguir para cada rayo saliente de la
superficie, los cuales son proyectados en forma de cono, el cual tiene un punto de
mayor intensidad en el centro de este, desde donde se calcula la intensidad con la
que son afectados los p´ıxeles vecinos.






Figura 4.4: Esquema de conos
Al obtener la imagen con las caracter´ısticas visuales deseadas es necesario compa-
rarla con una imagen base, en la Figura ?? se muestra el diagrama a seguir para la






La Figura ?? muestra el diagrama de flujo de la propuesta realizada para la obtencio´n
de ima´genes foto-realistas, pudiendo observar ca´usticas y feno´menos f´ısicos dif´ıciles
de obtener mediante me´todos tradicionales.
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Figura 4.6: Raytracing basado en conos, fotones y HBVH.
4.1 Raytracing por conos
Alcanzar altas tasas de cuadros por segundo es complicado, dependiendo de los efec-
tos que se quieran mostrar en la imagen. Crassin [46] utiliza el esquema de conos,
iluminacio´n directa e indirecta para crear renderizados en tiempo real, la ilumina-
cio´n directa es discretizada como puntos de iluminacio´n virtual, debido a que este
tipo de iluminacio´n es costosa, generalmente utilizada en escenarios que contienen
iluminacio´n esta´tica. Los sistemas de renderizado ma´s eficientes hoy solo trabajan
con un solo punto de observacio´n, desde el cual se han calculado los efectos de ilu-
minacio´n de la escena, a medida que el punto de observacio´n cambia, se actualiza la
informacio´n de iluminacio´n de la escena, se debe tomar en cuenta que una superficie
iluminada reflejan la misma cantidad de luz en todas direcciones, por ello es que
independientemente de donde se este´ observando la superficie se visualiza con la
misma cantidad de luz.
El renderizado por conos originalmente fue propuesto por Amanatides [47], en el
cual se intenta que el rayo de incidencia abarque una cierta a´rea, para lograr esto es
necesario dividir el escenario en primitivas, es decir un plano se divide en pequen˜os
elementos conocidos como voxeles ( ver Figura ?? ), los cuales son elementos de
volumen que contienen informacio´n como posicio´n, color y un vector normal.
Un rayo se extiende en forma de pira´mide circular ( cono, ver Figura ?? ). E´sto se
logra s´ı se incluye el a´ngulo de extensio´n, el punto donde interacciona es tomado
como el origen del rayo virtual, la forma tradicional de un rayo es que tiene un origen
y una direccio´n, los cuales so´lo dan un punto de interaccio´n, dif´ıcilmente la luz man-
tendra´ una forma puntual, es decir, la luz tiende a dispersarse mientras e´sta recorre
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el escenario, creando un a´rea de iluminacio´n, como lo es la iluminacio´n difusa. Al
propagarse la luz en los bordes del cono se crean a´reas de traslape, mientras que el
centro tiene una mayor intensidad.
Fuente de luz
Cono de iluminacio´n
Figura 4.7: Proyeccio´n de la luz en forma de cono.
4.2 Representacio´n de voxeles
Dividir el espacio requiere hacer un mayor uso de la memoria, sin embargo tiene la
ventaja de una mayor exactitud. El rayo que coincide con el centro del voxel ( ver
Figura ?? ) almacena la mayor intensidad de la luz incidente, a partir de este punto
se distribuye hacia los vecinos de forma gaussiana lo que facilita la interpolacio´n de
la informacio´n.




por el a´rea de interac-
cio´n del cono
(c) Conjunto de voxeles sobre los cua-
les interacciona el cono de ilumina-
cio´n.
Figura 4.8: Representacio´n de p´ıxeles y su vecindad.
Los voxeles se almacenan en un a´rbol octree, de esta forma se puede calcular el
escenario de forma paralela, permitiendo adquirir mayor velocidad de muestreo, lo
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cual es conveniente para algunos usos donde se requiere tiempos de respuesta cor-
tos, tambie´n considerando que el dispositivo donde se muestra la imagen tenga las
caracter´ısticas deseadas para dichos propo´sitos. Lo deseable es que la velocidad de
muestreo sea mayor a la del dispositivo.
Al aumentar la cantidad de voxeles afectados por el cono de iluminacio´n el efecto de
suavizado es ma´s natural, pero este incremento tambie´n crea un mayor requerimien-
to de memoria y tiempo de computo. La incidencia de la luz en el centro del a´rea de
interaccio´n crea una distribucio´n gausiana ( ecuacio´n ?? ) de iluminacio´n sobre los
voxeles adyacentes, con lo cual los bordes tienen una menor intensidad luminosa, y
el traslape no crea intensidades de luz indeseadas.
La radiacio´n emitida L producida por el cono es calculada con la integral sobre la
superficie la cual contiene el volumen, como se sabe la radiacio´n emitida depende de
la radiacio´n entrante, lo cual genera los efectos que percibe el observador, la ecuacio´n
?? toma los valores dependientes del cono xc es el centro del cono, rc es el radio que
abarca y vc es la direccio´n con la que se proyecta. RΩ es el BRDF de la superficie.
L(xc, rc, vc) = RΩVΩ(xc, rc)NΩ(vc) (4.1)
A partir del radio r que tiene el cono y el punto de interaccio´n xc, es necesario





H(rc− ‖ x− xc ‖)dω (4.2)
VΩ(xc, rc) determina el porcentaje de rayos que caen dentro del cono, procesar la
profundidad z del punto xc y el cuadrado de la distancia (z2). Calculando una
distribucio´n gaussiana sobre el punto xc ( ver Figura ?? ), para esto es necesario
calcular la media µ ( ecuacio´n ?? ) y la varianza σ2 ( ecuacio´n ?? ) sobre el a´ngulo

















NΩ(vc) determina si un punto es potencialmente visible, por el me´todo backface-
culling [48], esto descarta todos los tria´ngulos cuando el producto punto sobre la
superficie de la normal y la ca´mara es mayor o igual a cero.
NΩ(vc) =< ~n · vc > (4.6)
Para asegurar una transicio´n progresiva entre los conos es necesario calcular la regio´n
de traslape que se da entre e´stos como una funcio´n de decaimiento [49].
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(b) Intensidad de la iluminacio´n se muestra en una curva
gaussiana.
Figura 4.9: En la imagen se muestran los voxeles iluminados, y en la imagen se
muestra curva de intensidad.
Subdivisio´n No.8 Subdivisio´n No.9 Subdivisio´n No.10
Memoria 228.06 MB Memoria 476.31 MB Memoria 1469.22 MB.
Figura 4.10: Subdivisio´n del modelo drago´n.
Detalles en los objetos requieren una mayor subdivisio´n del mallado ( ver Figura
?? ), de no ser as´ı, el efecto de luz y sombras son vistas como grietas en la imagen
final, por tanto el costo de subdividir crea un a´rbol con un mayor profundidad y
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requerimiento de memoria como se muestra en la Figura ??. Con el enfoque de conos
so´lo un rayo es requerido por un conjunto de ellos, lo que incrementa el desempen˜o,
decidir cual es el nivel correcto de subdivisio´n depende mucho del escenario y de los
objetos involucrados, ya que para percibir detalles en el objeto requieren una mayor
subdivisio´n del mallado.
La te´cnica de conos esta´ enfocada sobre todo a superficies difusas, a´rea en la que
se desempen˜a de forma muy exitosa ya que al dividir el escenario, se puede grabar
la informacio´n de iluminacio´n en cada uno de los elementos que lo componen, para
despue´s ser le´ıdo y mostrado directamente, es decir, no requiere que la informacio´n
de iluminacio´n sobre el escenario sea computado nuevamente s´ı el punto de obser-
vacio´n se mantiene constante.
La iluminacio´n directa define un a´rea de interaccio´n mientras que la iluminacio´n
indirecta es la que se vuelve a calcular a menos que el objeto que genera esos rayos
secundarios se mueva. La iluminacio´n global requiere una gran cantidad de rayos
sobre la escena, lo que resulta costoso.
(a) (b)
Figura 4.11: El modelo Happy buddha con distintos niveles de sub-divisio´n muestra
mayor definicio´n de la figura.
4.3 Modelos
Calcular la iluminacio´n en cada una de las primitivas que componen la escena re-
quiere un mayor nivel de detalle, por tanto es necesario subdividir los objetos en el
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escenario. El a´rea que abarca el cono sobre las primitivas es mayor a medida que
la distancia entre la fuente de luz y el objeto de intere´s se incrementa, por ello los
objetos que se encuentran a menor distancia requieren mayor subdivisio´n de la su-
perficie para mayor detalle.
Como se ha mencionado anteriormente, los objetos almacenados en el a´rbol requiere
que se subdividan, lo que tiende a crear a´rboles des-balanceados, con ramas carga-
das, esto crea problemas de desempen˜o, ya que para accesar a un nodo en especifico
se requiere recorrer los nodos previos, en el peor de los casos.
Los modelos utilizados son los propuestos por la comunidad de gra´ficos por compu-
tadora ( ver Figura ?? ), estos modelos han sido ampliamente estudiados debido
a que esta´n compuestos por distintas cantidades de pol´ıgonos, los cuales son bien
conocidos.
Armadillo Blade Happy Buddha Bunny
xyz Drago´n Drago´n Thai Statue
Figura 4.12: Modelos comu´nmente utilizados por la comunidad de gra´ficos por
computadora.
En el Cuadro ?? se muestra especificaciones sobre los modelos utilizados en las prue-
bas de renderizados con el algoritmo propuesto.
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Modelo Nombre Ve´rtices Pol´ıgonos MB.
1 Bunny 35,947 69,451 2,9
2 Armadillo 172,974 345,944 6,6
3 Dragon 437,645 871,414 32,3
4 Budha 543,652 1,087,716 40,6
5 Blade 882,954 1,765,388 80,1
6 xyz-Dragon 3,609,600 7,219,045 130,8
7 Statuette 4,999,996 10,000,000 181,2
Cuadro 4.1: Caracter´ısticas de los objetos.
De el cuadro anterior se puede observar la comparacio´n de la cantidad de ve´rtices y
pol´ıgonos que componen los modelos es significativa ( ver Figura ?? ). Lo que los ha-

































Figura 4.13: Los pol´ıgonos duplican en cantidad a los ve´rtices
Los modelos tridimensionales son constituidos por pol´ıgonos, como se puede apre-
ciar en la comparativa cada modelo tiene una mayor cantidad en comparacio´n con
los dema´s. Los modelos de la Figura ?? se renderizaron con el escenario Cornellbox
( Figura ?? ), esto se realizo´ para establecer los escenarios base, los cuales sera´n
comparados con el algoritmo aqu´ı propuesto, en los cuales se utilizaron las estruc-
turas de datos estudiadas para las pruebas de desempen˜o presentaron las siguientes
caracter´ısticas.
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Figura 4.15: Comparacio´n de tiempos entre las estructuras.
En cada uno de los escenarios de la Figura ?? se utilizaron 10 mil fotones por pixel,
con las estructuras de datos estudiadas, lo que se muestra en la Figura ??.
La estructura de datos HBVH permite una menor cantidad de tiempo en compa-
racio´n con las estructuras de datos Kd-tree y BVH, a partir de esta se establece la
imagen de comparacio´n base. La memoria que cada uno de estos modelos ocupa se
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Figura 4.16: Los escenarios de la Figura ?? con las distintas estructuras de datos.
La estructura de datos utilizada para manejar estos modelos fue HBVH, la cual como
se ha visto en comparacio´n con otras estructuras de datos requiere menor tiempo
de construccio´n, otro factor a considerar es la memoria que se requiere para cargar
cada uno de los modelos que se han utilizado en esta investigacio´n.
4.4 Me´tricas
Las ima´genes obtenidas con el me´todo de renderizado aqu´ı propuesto ha sido logra-
do con distintas cantidades de fotones vertidos sobre el escenario, por ello lograr un
nu´mero aceptable de exposicio´n, es necesario establecer una imagen base, la cual
ha sido expuesta a una cantidad considerable de fotones, logrando as´ı los efectos y
la imagen deseada. Debido a que la generacio´n de fotones es de forma aleatoria, se
genera ruido en la imagen, con una exposicio´n suficiente se logra disminuir dicho
ruido y esta converge en una calidad deseada, una sobre exposicio´n consume tiempo
de ca´lculo.
4.4.1 Error cuadra´tico medio
Para encontrar las diferencias entre dos ima´genes es u´til usar el error cuadra´tico
medio ( Mean Square Error ) [50] el cual mide la diferencia entre el estimador y
lo que se estima, es decir una imagen con una gran cantidad de fotones la cual se
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establece como imagen base y las dema´s que son con menores cantidad.
Sean C y S las matrices de las ima´genes a comparar, donde N y M son valores







[Ci,j − Si,j]2 (4.7)
Entre ma´s pequen˜o sea el error cuadra´tico medio entre las dos ima´genes, la similitud
es mayor, por lo que en caso de que el MSE sea igual a cero, significa que la imagen
es la misma.
4.4.2 Relacio´n sen˜al a ruido de pico
La relacio´n sen˜al a ruido de pico PSNR (Peak Signal to Noise Ratio) [50]. Esto per-
mite relacionar el ma´ximo valor posible del pixel en comparacio´n con el valor de la
imagen de intere´s.
Para calcular el PSNR, es necesario calcular previamente el MSE, que como se ha
mencionando, indica el error cuadra´tico entre las dos ima´genes, en las cuales en
cuanto mayor sea el error, la diferencia entre estas es ma´s evidente. Los valores
t´ıpicos que adopta PSNR esta´n entre 30 y 50 dB, siendo mayor cuanto mejor es la
calidad de la imagen. Un pequen˜o MSE resulta en un bajo rango de ruido, s´ı el MSE
tiende a cero, entonces el PSNR tiende a infinito, es decir el incremento del valor
PSNR indica mejoramiento en la calidad de la imagen.
P indica las intensidades de los valores del pixel para cada canal, los cuales esta´n
entre 0 y 255, por tanto P = 28 − 1.




El ruido de la imagen disminuye al aumentar la cantidad de fotones a calcular para
la generacio´n de la imagen final, este incremento de fotones repercute directamente,
tanto en la calidad de la imagen como el tiempo necesario para que sean calculados y
por tanto en la obtencio´n de la imagen final. Cuanto mayor sea el nu´mero de fotones
en los algoritmos de renderizado tradicional.
La Figura ?? del modelo Statuette es establecida como imagen base, al igual que la
Figura ?? del modelo drago´n, las cuales son comparadas con distintas cantidades de
fotones, en la Figura ?? se muestra dicha comparacio´n para el modelo Statuette y
en la Figura ?? para el modelo drago´n, el resultado del MSE se muestra en la Figura
?? y el PSNR correspondiente en la Figura ??.
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Figura 4.22: Una mayor cantidad de fotones aumenta la calidad de la imagen.
El renderizado de las superficies difusas no logra mostrar todas las caracter´ısticas
del comportamiento de la luz que se esperan ver en la naturaleza, particularmente
efectos como ca´usticas y reflejos, por ello la comunidad de gra´ficos por computado-
ra propuso el escenario CornellBox [29], el cual fue estudiado en la universidad de
Cornell, donde la luz incidente sobre determinada superficie afectaba el resultado de
iluminacio´n de sobre las dema´s.
La Figura ?? es tomada como imagen base, ya que en ella se utilizaron una gran
cantidad de fotones, logrando el efecto deseado, imperfecciones de la iluminacio´n
del escenario son nulas, y los detalles de reflejos, iluminacio´n directa e indirecta,
as´ı como ca´usticas se pueden apreciar en el escenario, la imagen es renderizada con
10 mil fotones, en los cuadros azules se hace un acercamiento a las regiones donde
comu´nmente se requiere una mayor cantidad de fotones.
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(a) Imagen base con reflejos y ca´usti-
cas.
(b) Ampliacio´n de los detalles.
Figura 4.23: Imagen base renderizada con 10 mil fotones
500 Fotones 1000 Fotones 2000 Fotones
5000 Fotones 8000 Fotones
Figura 4.24: Ima´genes del escenario cornell box, con distintas cantidades de fotones.
Las ima´genes de obtenidas ( ver Figura ?? ) son comparadas con la imagen base,
las cuales deben de alcanzar con la menor cantidad de fotones y en el menor tiempo
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posible los efectos visuales de la imagen base.
Al hacer una comparativa entre las distintas cantidades de fotones utilizados para
renderizar las ima´genes del la Figura ??, se puede apreciar en la Figura ?? que la
diferencia entre las distintas cantidades de fotones y la imagen base disminuye al
incrementar el nu´mero de fotones, por lo que el la fidelidad aumenta, esto se muestra
en la Figura ??.










(a) MSE del escenario CornellBox




















(b) PSNR del escenario CornellBox
Figura 4.25: MSE y PSNR del escenario CornellBox.
En la Figura ?? se resalta la diferencia entre el render tradicional y el esquema
de conos, utilizando la misma cantidad de fotones, se puede observar que en el
esquema de conos el ruido es ma´s difuminado, se hace una ampliacio´n en las a´reas




(a) Render tradicional (b) Render con esquema de cono
Figura 4.26: Render tradicional vs render por conos
(a) Los p´ıxeles coincidentes quedan en negro. (b) Se resalta en falso color, los p´ıxeles rojos
tienen una mayor diferencia.
Figura 4.27: Se muestra la diferencia de las intensidades de los p´ıxeles coincidentes.
El algoritmo de trazado de rayos tradicional define la iluminacio´n para cada pixel, lo
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que puntos de iluminacio´n quedan bien definidos y delimitados, de la misma forma
resulta cuando un rayo no converge en un pixel de la imagen, quedando un efecto
de sal y pimienta, con el enfoque de conos se logra reducir esta caracter´ıstica, per-
mitiendo iluminar un conjunto de p´ıxeles en menor tiempo.
Cuando la iluminacio´n del pixel converge con la tonalidad de la imagen base, la
diferencia entre estas dos es igual a cero ( ver Figura ?? ), lo que se espera es que
los p´ıxeles de la imagen por conos alcancen los tonos de la imagen base en menor
tiempo en comparacio´n con el algoritmo de renderizado tradicional.
Renderizar el escenario con una menor cantidad de fotones se puede apreciar la
diferencia entre el renderizado tradicional y el renderizado por conos, en la cual el
ruido disminuye, estas diferencias se muestran como resultado en falso color [51] (ver
Figura ??), en la cual la mayor diferencia se han resaltado en color rojo, mientras
que la convergencia de valores tienden al color morado.
Una vez que la propuesta converge en tiempos adecuados ( con menor tiempo po-
sible) se realizaron pruebas sobre los modelos propuestos por la comunidad ( ver
Figura ?? y Figura ?? ), utilizando diferentes texturas que tienen un grado de difi-
cultad.
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(a) Material de cristal
(b) Material metal oro con superficie no lambertiana
(c) Material metal oro con superficie lambertiana
Figura 4.28: Modelo Buddha con distintos materiales.
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(a) Segunda recursion interaccio´n entre la luz y los objetos.
(b) Tercera recursion interaccio´n de la luz.
(c) Cuarta recursion de la luz.
Figura 4.29: Drago´n frente al espejo.
El modelo drago´n tiene un efecto de material cristal, el cual esta frente a un espejo,
lo que se puede apreciar en estas ima´genes es el efecto de recursion el cual incrementa
el realismo visual.




Despue´s de implementar un trazador de rayos de forma co´nica podemos ver algunas
caracter´ısticas que los me´todos tradicionales no logran fa´cilmente, esto se ve espec´ıfi-
camente en efectos f´ısicos de la luz, como lo son las sombras, reflejos, transparencias
y las denominadas ca´usticas.
Comparando las te´cnicas tradicionales con respecto al tiempo de renderizado pode-
mos decir que las igualamos o sobrepasamos con segundos, esto pudiera verse como
una desventaja a la vista del tiempo de obtencio´n de la imagen, sin embargo la
te´cnica propuesta logra casi en el mismo tiempo obtener feno´menos ca´usticos, que
los me´todos tradicionales les toma el doble de tiempo en este caso sera´ decisio´n del
usuario, decidir que´ imagen le resuelve mejor el problema.
Se renderizaron objetos tridimensionales como lo es el Buddha y el drago´n con mate-
riales dif´ıciles de procesar como lo es el oro y el cristal, logrando la obtencio´n de las
ima´genes con la mayor´ıa de las ca´usticas que los me´todos tradicionales no obtienen.
Hablando de renderizado en tiempo real, este solamente se aborda en la divisio´n de
la estructura en voxeles, dejando al CPU y GPU’s tomar la decisio´n de paralelizar
los ca´lculos. En este caso dejamos la implementacio´n de las estructuras paraleliza-
bles como trabajo futuro.
El uso del error medio cuadra´tico como comparativa entre las ima´genes obtenidas
nos permite validar la obtencio´n de caracter´ısticas adicionales sobre los me´todos
tradicionales, sin embargo otro tipo de validacio´n se hace necesaria para afirmar que
las ima´genes obtenidas se asemejan a la realidad.
La posibilidad de representar a la luz por medio de algoritmos ha permitido la crea-
cio´n de ima´genes foto-realistas gracias a las propiedades de la luz sobre los objetos.
La utilizacio´n de feno´menos o´pticos nos permite observar comportamientos obser-
vados en ambientes naturales que hemos simulado en los ambientes virtuales.
El renderizado basado en conos permite renderizar modelos tridimensionales obte-
niendo ca´usticas que los me´todos tradicionales no logran fa´cilmente o requieren de
un tiempo considerable.
La estructura utilizada permite optimizar el uso de la memoria logrando tratar ob-
jetos tridimensionales con un volumen considerable de pol´ıgonos que la conforman.
En nuestro caso utilizamos materiales basados en su f´ısica, lo que nos permitio´ re-
ducir el tiempo con un mayor nu´mero de detalle en los objetos renderizados.
Se utilizaron los modelos propuestos por la comunidad de gra´ficos por computadora,
los cuales debido a las distintas cantidades de pol´ıgonos que los componen los hacen
ideales para medir el desempen˜o tanto de memoria, como de tiempo.
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4.6 Trabajo Futuro
Es necesario generar una librer´ıa que contenga texturas que puedan ser fa´cilmente
utilizadas en los ambientes virtuales, sobre todo aquellos denominados dina´micos,
por ejemplo los video juegos.
La caracterizacio´n de materiales requiere un mayor estudio para poder obtener mate-
riales semi-translucidos como son pantallas luminosas que dejan pasar parcialmente
la luz.
S´ı bien la tecnolog´ıa de hoy d´ıa cuenta con procesadores constituidos por varias uni-
dades de procesamiento que permiten aumentar la velocidad en los ca´lculos, sobre
todo hablando de raytracing, es necesario que las estructuras de datos puedan ser
paralelizables bajo paradigmas como CUDA, MPI y Clustering.
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Ape´ndice A
Estructura de datos Kd-tree
La estructura de datos Kd-tree divide el espacio en dos por cada dimension que
constituya la k-tupla, aqu´ı se describe un ejemplo. Cada nodo se encuentra en un
espacio Rk, por lo que un nodo P esta´ constituido por k − 1 valores de forma que
se tiene un nodo P (v0, v1, . . . , vk−1).
El nodo Q tendra´ dos hijos; hijos mayores, en el cual se almacenan los datos que
tienen un mayor valor que el nodo actual P , denomina´ndose HISON(P ), por el
contrario, si el valor es menor que el nodo Q, sera´ LOSON(P ), el discriminante
DISC(P ), el cual solo toma en cuenta la dimension en la que se esta operando para
realizar las comparaciones, descartando de e´sta forma las dema´s, as´ı solo se tiene
que realizar una comparacio´n por dimension.
El a´rbol al estar vac´ıo toma el primer dato entrante como nodo ra´ız, los siguientes
datos P se comparan con el nodo del a´rbol Q, el nodo a consultar es parte del
a´rbol. El nodo divide el espacio k0 en dos, el siguiente dato P se comparara en esta
dimension y solo puede ser mayor o menor, por lo que si es mayor se identifica como
hijo mayor de P (HISON(P)), en caso contrario se identifica como hijo menor de P
(LOSON(P)).
Entonces tenemos que Qk0 > Pk0 , si es mayor HISON(P ), si es menor LOSON(P ),
el proceso se repite, a medida que se desciende en el a´rbol la dimensionalidad a com-
parar es (i+ 1)mod k, por lo que con cada nivel se compara Kn−1.
Se tiene un conjunto de puntos : A(50,50), B(10,70), C(80,15), D(25,20), E(40,85), F(70,85) y
G(10,60).

































A(50,50) es primer dato a graficar, se toma como la ra´ız del a´rbol, como A esta consti-
tuido por dos dimensiones x y y, estas se identificaran como k0 y k1 respectivamente,
por fines de claridad se denotara´ como A(k0,k1).
Nodo k0 k1 k0 Nodo
A Ak0 ra´ız
B Ak0|Bk0 A : LOSON(B)
C Ak0|Ck0 A : HISON(C)
D Ak0|Dk0 Bk1|Dk1 B : LOSON(D)
E Ak0|Ek0 Bk1|Ek1 B : HISON(E)
F Ak0|Fk0 Ck1 |Fk1 C : HISON(F )
G Ak0|Gk0 Bk1 |Gk1 Dk0|Gk0 D : LOSON(G)
Al utilizar los valores de cada dato, se obtiene el siguiente cuadro:
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Nodo k0 k1 k0 Nodo
A A50 ra´ız
B A50|B10 A : LOSON(B)
C A50|C80 A : HISON(C)
D A50|D25 B70|D25 B : LOSON(D)
E A50|E40 B70|E85 B : HISON(E)
F A50|F70 C15|F85 C : HISON(F )
G A50|G10 B70|G60 D25|G10 D : LOSON(G)
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