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The attention literature distinguishes two general mechanisms by which attention can benefit perfor-
mance: gain (or resource) models and orienting (or switching) models. In gain models, processing
efficiency is a function of a spatial distribution of capacity or resources; in orienting models, an
attentional spotlight must be aligned with the stimulus location, and processing efficiency is a function
of when this occurs. Although they involve different processing mechanisms, these models are difficult
to distinguish empirically. We compared performance with abrupt-onset and no-onset Gabor patch
stimuli in a cued detection task in which we obtained distributions of reaction time (RT) and accuracy
as a function of stimulus contrast. In comparison to abrupt-onset stimuli, RTs to miscued no-onset stimuli
were increased and accuracy was reduced. Modeling the data with the integrated system model of Philip
L. Smith and Roger Ratcliff (2009) provided evidence for reallocation of processing resources during the
course of a trial, consistent with an orienting account. Our results support a view of attention in which
processing efficiency depends on a dynamic spatiotemporal distribution of resources that has both gain
and orienting properties.
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Cognitive psychology conceives of attention as a mechanism or
set of mechanisms for allocating the brain’s limited processing
capacity to stimuli in the environment. The questions of why, and
under what circumstances, attended stimuli show performance
benefits relative to unattended stimuli are among the most basic
questions investigated during the last 50 years. In this article we
ask: What processes are engaged when we attend to a stimulus and
how do these processes confer a performance benefit? We com-
pare two general mechanisms of attentional selection, both with
long pedigrees in the attention literature, which we term gain and
orienting models. Gain models assume that the efficiency of stim-
ulus processing varies as a function of the spatial distribution of
processing resources. Orienting models assume that a limited-
capacity central processing mechanism must first be switched to
the stimulus location before stimulus identification can be com-
pleted. Most theories of attention assume some version of one of
these basic mechanisms, but it has proved difficult to distinguish
between them. In this article, we use the integrated system model
of Smith and Ratcliff (2009) and a novel variant of the no-onset
stimulus manipulation of Yantis and Jonides (1984; Jonides &
Yantis, 1988) to test between these alternatives.
We focus here on the attentional effects in visual signal detec-
tion in a spatial cuing paradigm (Posner, 1980). In this paradigm,
a single, weak stimulus is presented at a cued or an uncued location
in an otherwise empty display. Cued detection is theoretically
interesting for several reasons. First, it is the simplest visual task in
which attentional effects are reliably found (Posner, Snyder, &
Davidson, 1980). Second, the task, despite its simplicity, produces
attentional effects that are unexpectedly complex. These include
interactions with visual masks of various kinds (Smith, Ellis,
Sewell, & Wolfgang, 2010; Smith, Ratcliff, & Wolfgang, 2004;
Smith & Wolfgang, 2007), and with spatial uncertainty (Gould,
Wolfgang, & Smith, 2007), and a dissociation in the effects of
these variables on accuracy and response time (RT). Third, the
task, although it produces complex patterns of performance, is
nevertheless sufficiently simple that it can be characterized in a
mathematically detailed way using the Smith and Ratcliff (2009)
model.
Gain and Orienting Models of Attention
The defining features of gain and orienting models can be traced
back, respectively, to the capacity theory of Kahneman (1973) and
the filter theory of Broadbent (1958). Broadbent proposed that, to
identify a stimulus, a selective filter must first be switched to the
stimulus location. This allows stimulus information to pass into a
limited capacity channel. The same idea underlies Posner’s (1980)
spotlight account of visual attention. Posner characterized the
process of stimulus identification as one in which a central atten-
tional mechanism must be aligned with, or oriented to, the path-
ways activated by the visual input (Posner et al., 1980). Like filter
theory, Posner’s account is a switching model, in which a limited-
capacity mechanism must be switched to the target location before
stimulus identification can be completed. When a stimulus is
unattended, the central mechanism must first be switched to the
relevant location before the stimulus can be identified. When a
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stimulus is attended, the central mechanism is switched to the
relevant location before stimulus onset, thereby avoiding switching
costs.
In contrast to orienting models, Kahneman (1973) viewed at-
tentional selection as a reflection of the brain’s limited ability to
activate the neural structures needed to process information. He
characterized this limited ability as a finite pool of central capacity
that can be allocated in accordance with the demands of the task.
In a typical spatial cuing task, stimuli have a high probability of
occurring at cued locations and lower probability of occurring
elsewhere. A large fraction of the available capacity is therefore
allocated to the cued location and the remaining capacity is dis-
tributed among the other locations. Processing is more efficient at
locations at which capacity is concentrated.
Unlike the all-or-none central mechanism assumed in orienting
models, capacity conceived of in this way is a continuously dis-
tributed quantity, which can be freely allocated in response to the
demands of the task. Although the idea of capacity and the related
idea of processing “resources” have been criticized for their im-
precision (Navon, 1984), Townsend and colleagues have shown
that it is possible to define capacity in a rigorous way. In
Townsend’s theory, capacity is defined as the rate of information
processing, measured as a function of the number of items in the
display (Townsend & Ashby, 1978; Townsend & Wegner, 2004).
Our idea of gain is related to this sense of capacity. Specifically,
we define attentional gain as the rate at which stimulus informa-
tion is transferred from early visual encoding stages to later stim-
ulus identification stages.
Despite differences between gain and orienting accounts of
attentional selection, it has been difficult to distinguish between
them empirically. There are at least two reasons why this should be
so. First, some theoretical accounts of attention combine aspects of
both gain and orienting. For example, the zoom lens model of
Eriksen and colleagues (Eriksen & St. James, 1986; Eriksen &
Yeh, 1985) is like an orienting model in that the attentional lens
can be directed to different parts of the visual display. It is like a
gain model in that the lens can be “zoomed in” to focus on a small
region of the display or “zoomed out” to focus on a large region.
The efficiency of processing within the selected area is determined
by the setting of the zoom. The episodic theory of Sperling and
Weichselgartner (1995) provides a quantitative expression of a
similar idea. Second, gain and orienting models both predict,
qualitatively at least, the main effects of attention that are found in
many experimental tasks. Mean RT and accuracy differences be-
tween attended and unattended stimuli may reflect either switching
time costs (movement of the spotlight) or differences in the spatial
distribution of resources (setting of the zoom).
Smith and Ratcliff (2009) implemented versions of gain and
orienting models in their integrated system model, which draws on
the theoretical framework of the Sperling and Weichselgartner
(1995) episodic theory, and tested them in two spatial cuing
paradigm studies (Gould et al., 2007; Smith, Ratcliff, & Wolfgang,
2004). They found that the predictions of the two models were
essentially indistinguishable and that both fitted the data well. In
other words, they found that, in their experiments, gain and ori-
enting models mimicked one another. The experiments we report
in this article were designed to provide a further, quantitative test
of these alternatives. Before describing the experiments, we give
an overview of the integrated system model and describe how
attentional gain and orienting mechanisms were able to fit the
spatial cuing data considered by Smith and Ratcliff. A full descrip-
tion of the model is given later in the article.
The Smith and Ratcliff (2009) model combines models of visual
encoding, spatial attention, visual short-term memory (VSTM),
and decision making in an integrated, dynamic framework. The
main elements of the model are depicted in Figure 1. The infor-
mation in a briefly presented stimulus is encoded in a transient
form by early perceptual filters. The output of the filter is de-
scribed by a sensory response function, t, which characterizes the
time course of perceptual encoding and the decay of the percept
after stimulus offset. The information in the sensory response
function is transferred to VSTM under the control of spatial
attention. The VSTM trace, t, preserves the stimulus information
in a durable form for the time (around a second or so) needed to
make a decision. Decisions are made by accumulating successive
samples of the noise-perturbed VSTM trace to a response criterion.
The decision process is modeled mathematically as a diffusion
process between absorbing barriers. The decision model is like the
Ratcliff (1978) model, except that the VSTM trace that drives the
process is time-varying rather than constant. The resulting model
has successfully accounted for both accuracy and distributions of
RT in the spatial curing task in a number of experiments.
The integrated system model assumes that information is en-
coded in VSTM under the control of spatial attention. Specifically,
it assumes that attention affects the rate at which the information
in the sensory response functions is transferred into VSTM. This
rate is termed the attention gain and is denoted as . Minimally,
gain is assumed to take one value, A, for attended stimuli and
another value, U, for unattended stimuli, with A  U. That is,
information in attended stimuli is transferred rapidly into VSTM;
information in unattended stimuli is transferred more slowly. The
differential rate in information transfer interacts with the time
course of the sensory response, (t), to determine the asymptotic
strength of the VSTM trace, (t). The strength of the trace de-
scribes the quality of the stimulus representation, which in turn
determines the speed and accuracy of the response.
The integrated system model nicely dovetails with the Sperling
and Weichselgartner (1995) episodic model of attention, because
they are both based on a continuous-flow view of information
processing. The Sperling and Weichselgartner theory conceives of
attention shifts as a sequence of episodes, each with its own spatial
and temporal extent. Instead of a moving spotlight, they use a stage
light metaphor: Attention shifts are likened to the process of
turning off a spotlight that illuminates one part of a stage and
turning on a second light that illuminates another part. Like the
Eriksen zoom lens model, the beam of the spotlight can be narrow
or broad, brightly illuminating a small area or diffusely illuminat-
ing a large area. Such episodic dynamics can be represented in the
integrated systems model by thinking of the two values of gain, A
and U, as points on a spatiotemporal attention weight function,
denoted (t, x, y). This function describes the rate at which
information about a stimulus at location (x, y) in the visual field is
transferred to VSTM at time t. The weight function expresses the
fact that the rate of VSTM transfer can vary continuously as a
function of both time and the spatial position of the stimulus.
In this framework, gain and orienting cease to be mutually
exclusive mechanisms and instead become the spatial and tempo-
ral dimensions of a general attentional control function. “Gain”
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refers to the spatial distribution of attentional resources at a given
time, specifically, to whether the beam of the spotlight is narrow or
diffuse. “Orienting” refers to changes in the distribution of atten-
tional resources from one episode to another. Viewed in this light,
the gain and orienting models represent the two ends of a theoret-
ical continuum of resource allocation, which describes how the
allocation of processing resources changes with time during the
course of a trial.
Gain models assume that a distribution of processing resources
is established at the beginning of the trial in response to the cue
and then remains unchanged until after stimulus identification is
completed. Although a distribution of resources that is established
in response to a cue can presumably be redistributed in response to
a salient stimulus, gain models assume that the time needed to do
so is too long for it to confer any measurable performance benefit
when stimulus exposures are brief. Under these circumstances,
performance will be wholly determined by the distribution of
resources that is established by the cue prior to stimulus onset.
Orienting models, as described by researchers like Posner
(1980; Posner et al., 1980), assume that, in order to identify a
stimulus, a central mechanism must first be switched to, or aligned
with, the stimulus location. In the integrated system model, this
mechanism is conceived of—as it is in the Sperling and Weich-
selgartner (1995) theory—as an attentional gate, or window, that
opens after a temporal delay to admit stimulus information into
VSTM. We refer to this assumption as mandatory orienting.
Mandatory orienting implies that stimulus identification cannot
occur until after attention has been switched to the stimulus.
A less restrictive assumption than mandatory orienting is what
we will refer to as contingent orienting. Unlike mandatory-
orienting models, contingent-orienting models do not assume that
orienting must occur before stimulus identification can take place.
Instead, they assume that orienting is the fastest and most accurate
way to process unattended stimuli, and that orienting is therefore
a matter of efficiency rather than necessity. Like gain models,
contingent-orienting models assume that information about an
unattended stimulus accumulates at a slower rate than an attended
stimulus. Unlike gain models, however, contingent-orienting mod-
els do not assume that the redistribution of resources is too slow to
confer any performance benefit with brief, unattended stimuli.
Instead, such models assume that redistribution is the most effi-
cient way to process unattended stimuli, even if the time required
to do so imposes a cost in speed and accuracy. Resource allocation
in such models is determined by a trade-off between the relative
rates of information acquisition at attended and unattended loca-
tions and the time required to redistribute resources from one
location to another.
The difference between gain and orienting models can also be
framed in terms of a parallel-serial processing distinction, although
the distinction applies most naturally to tasks in which there are
multiple stimuli in the visual field. Gain models are limited-
capacity parallel models, in which the rate of information transfer
into VSTM is capacity limited. The integrated system model
assumes that the information and item capacities of VSTM and
decision making are sources of capacity limitations. Mandatory-
orienting models assume that the process of VSTM transfer is
serial, in that an item cannot be transferred to VSTM until after an
attention window has been opened at the stimulus location, which
admits only one item at a time. Serial VSTM transfer is a feature
of models like the two-stage model of Hoffman (1979). Unlike
mandatory-orienting models, contingent-orienting models allow
for the possibility that information about an unattended stimulus
Figure 1. The integrated system model of Smith and Ratcliff (2009). A brief stimulus of duration d and contrast
c is encoded by spatiotemporal filters. The output of the filter encoding the stimulus is described by a sensory
response function, (t). The transient information in the sensory response is encoded in a durable form in VSTM
under the control of spatial attention. The VSTM trace, (t), grows to an asymptote that depends on the duration
of the stimulus, its transduced contrast, r(c), and on whether or not it is attended. The rate at which stimulus
information is transferred to VSTM depends on an attention weight function, (t, x, y), that depends jointly on
time, t, and position in the visual field, (x, y). Decisions are made by accumulating successive samples of the
noisy VSTM trace to a response criterion. There are two sources of noise in the model: between-trial noise,
which reflects trial-to-trial variation in the efficiency of stimulus encoding, and within-trial noise, which reflects
moment-to-moment perturbations in the developing VSTM trace. The specific properties ascribed to the
attention function determine whether the model is a pure gain model, a pure orienting model, or combines aspects
of each. VSTM  visual short-term memory.
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acquired before and after orienting can be subsequently combined
when making a decision.
Figure 2 depicts two alternative models of attentional facilita-
tion in the cuing paradigm, one that assumes mandatory orienting
and one that does not. The functions shown in the figure are the
weight functions that determine the rate of VSTM transfer. To
allow the weight function to be shown as a three-dimensional plot,
we write it as a function of two variables rather than three: time,
t, and a single spatial coordinate, x, which may be thought of as the
horizontal axis of the stimulus display. The resulting function is
written as (t, x). If xA and xU denote the locations of attended and
unattended stimuli, respectively, the weight function takes values
of (t, xA) and (t, xU) for these two kinds of stimuli. We also show
the weight function as a two-dimensional contour plot, which is
equivalent to viewing the three-dimensional surface plots from
above.
In the function shown in Figures 2a and 2c, the observer begins
the trial, prior to the cue, in a diffuse or divided attention state, in
Figure 2. Attention-weighting functions in gain and orienting models and their interaction with transient
stimulus information. Gain and orienting models of attention are, respectively, depicted in the left and right
columns of the figure. Attention-weighting functions are presented as three-dimensional surfaces in (a) and (b),
and equivalently as two-dimensional contour plots in (c) and (d). Gain and orienting models differ in
characterizing the spatial distribution of processing resources through time. Whereas the distribution can be
diffuse or focused under a gain model (a, c), an orienting model shifts attention through a series of spatially
discontinuous episodes of focused attention (b, d). The interaction between attention and transient stimulus
information is illustrated by superimposing two hypothetical attention functions (Cued: thick solid line; Miscued:
dashed line) on a sensory response function (thin solid line), (t), which characterizes the time course of transient
stimulus information (e, f). The effect of cuing on the growth of a VSTM trace of the stimulus is illustrated in
(g) and (h). For both gain and orienting models, cued stimuli (solid line) generate stronger VSTM traces relative
to miscued stimuli (dashed line). VSTM  visual short-term memory.
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which resources are distributed diffusely across the possible stim-
ulus locations. Presentation of a cue initiates a second, focused,
attentional episode, in which resources are withdrawn from the
uncued locations and concentrated at the cued location. If the
stimulus occurs at the cued location, information about the stim-
ulus will be transferred rapidly to VSTM; if the stimulus occurs at
an uncued location, information will be transferred more slowly.
The key assumption expressed in the figure is that information
about stimulus identity can be extracted from an unattended stim-
ulus, but at a slower rate than if the stimulus were attended.
Miscuing costs reflect the uneven distribution of processing re-
sources across spatial locations.
In the function shown in Figures 2b and 2d, the initial state of
the observer is unspecified, because, under the assumption of
mandatory orienting, the observer cannot identify a stimulus with-
out first orienting to it. The act of orienting to the cue initiates a
focused attention episode, in which an attention window is opened
at the cued location. If the stimulus occurs at the cued location, the
observer remains in the initial focused attentional state for the
duration of the trial, and the trial as a whole can be characterized
by a single episode. If, instead, the stimulus occurs at an uncued
location, the observer must reorient to it, and initiate a new
attentional episode at the stimulus location. Two episodes are then
needed to characterize performance: one associated with orienting
to the cue and another associated with reorienting to the stimulus.
The cost of miscuing reflects the time required to initiate the
second episode in response to a stimulus at an uncued location, and
the fact that information about stimulus identity is not extracted
until the second episode has been initiated. Our use of the term
orienting refers to the delay in initiation of an attentional episode,
which results in a delay in the uptake of stimulus information in
VSTM. As discussed by Sperling and Weichselgartner (1995),
some tasks may involve more episodes than the two depicted in
Figure 2.
The lower panels of Figure 2 make clear why Smith and Ratcliff
(2009) were unable to distinguish gain and orienting models em-
pirically. Fits of the integrated system model to data do not yield
estimates of the entire weight function, but only of two slices
through it, one at the attended location, xA, and one at unattended
locations, xU, where each slice is a function of time only. We
denote these functions by A(t) and U(t), where A(t)  (t, xA)
and U(t)  (t, xU) in an obvious notation. In the gain model,
these weight functions are scaled copies of each other. They have
identical time courses but different asymptotes: The attended lo-
cation is weighted more heavily than unattended locations. In the
orienting model, the weight functions are time-shifted copies of
each other. They have identical asymptotes, but the opening time
of the attentional window for unattended stimuli is delayed relative
to attended stimuli. These functions ignore the effect of any initial
diffuse attentional episode, as shown in Figures 2a and 2c, on the
assumption that the interval between cue and target is sufficient to
allow a focused attention episode to be established prior to stim-
ulus onset.
Figures 2e and 2f show the weight functions, A(t) and U(t), for
the gain and orienting models superimposed on the sensory re-
sponse function, (t), which describes the time course of stimulus
encoding. The strength of the VSTM representation of the stimulus
depends on the proportion of the sensory response that falls within
the attentional window (i.e., that overlaps with the weight func-
tion). Mathematically, the VSTM trace, (t), depends on the time
integral of the product of the sensory response and the weight
function. Panels in the bottom row of Figure 2 show the VSTM
traces that result from the weight functions in the rows above. It is
clear from the figure that the two models generate very similar
VSTM traces. The asymptotic trace strength is greater for cued
than for miscued stimuli in either instance, and the relative trace
strengths and the time to reach asymptote is also very similar. In
the integrated system model, the VSTM trace determines the
time-varying drift of a diffusion process decision stage, which
determines the speed and accuracy of responding. Smith and
Ratcliff (2009) found that gain and orienting models, as we have
described them, predicted accuracy and RT distributions that
matched those in their data and which were empirically indistin-
guishable from each other. As we discuss next, manipulation of the
intrinsic orienting properties of the stimulus is the key to test
between gain and orienting models reported in this article.
Attentional Orienting and the No-Onset Paradigm
We have argued that the main theoretical difference between
gain and orienting models is in the way in which resources are
allocated spatially and temporally during the course of a trial.
Orienting models attribute the speed and accuracy costs of pro-
cessing an unattended stimulus to the time required to reallocate
resources from an attended to an unattended location. Gain models
attribute these costs to a spatially nonuniform allocation of re-
sources that is established at the beginning of the trial. Clearly, the
two kinds of model will be indistinguishable when stimuli are
highly salient, because salient stimuli should elicit rapid orienting,
and there will be no way to tell whether a stimulus would have
been identified had orienting not taken place or to assess the
efficiency of unattended processing. The only conditions under
which we might expect to distinguish between models are if we
decouple the discriminative information in the stimulus from the
orienting response it elicits. If the costs of inattention are due to a
spatially nonuniform, but temporally invariant, distribution of pro-
cessing resources, manipulating the orienting properties of the
stimulus should not change the size of the attentional effect,
because the costs are not orienting costs. If, on the other hand, the
costs of inattention are due to the time required to reallocate
resources to an unattended stimulus, manipulating the orienting
properties of the stimulus should produce large changes in the
attentional effect, because the costs will vary with the efficiency of
orienting.
Attentional orienting, as we have described it, is closely related
to the idea of attentional capture. Much of the current literature on
attentional capture was stimulated by Yantis and Jonides’s (1984)
demonstration that stimulus onset transients facilitated rapid target
detection in visual search. Although the precise mechanism of
attentional capture remains in dispute, for our purposes, it is of
secondary importance whether attentional capture is mediated by
low-level luminance transients (Franconeri, Hollingworth, & Si-
mons, 2005; Gellatly, Cole, & Blurton, 1999; Jonides & Yantis,
1988; Martin-Emerson & Kramer, 1997; Miller, 1989; Yantis &
Jonides, 1984) or higher-order processes involved in the represen-
tation of new perceptual objects (Cole, Kentridge, & Heywood,
2004; Cole & Kuhn, 2009, 2010; Enns, Austen, Di Lollo,
Rauschenberger, & Yantis, 2001; Gellatly & Cole, 2000; Kahne-
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man, Treisman, & Gibbs, 1992; Yantis & Hillstrom, 1994; Yantis
& Jonides, 1996). What is important is that orienting models
tacitly assume that the abrupt-onset event—not the stimulus per
se—functions as an orienting cue to the attentional system. Absent
an orienting cue, information about unattended stimuli either is not
processed at all or is processed with very low efficiency. In the
current experiments, we adapt the no-onset manipulation of Yantis
and Jonides (1984) to investigate signal detection in the spatial
cuing paradigm.
In the spatial cuing paradigm, a cue is presented at some
location in the visual field, followed by a to-be-detected target at
either the cued location or elsewhere. The effect of attention is
inferred from performance advantages on cued trials relative to
uncued trials. In our experiments, observers judged the orientation
(horizontal or vertical) of Gabor patch target stimuli (Gaussian-
vignetted sinusoidal gratings). Smith and colleagues and others
(Cameron, Tai, & Carrasco, 2002; Carrasco, Penpeci-Talgar, &
Eckstein, 2000; Gould et al., 2007; Lee, Koch, & Braun, 1997;
Smith et al., 2010; Smith, Ratcliff, & Wolfgang, 2004) have used
this orthogonal discrimination task to investigate attentional ef-
fects in the detection of simple visual features.
We used a novel version of the no-onset manipulation with
near-threshold Gabor patch targets. At the beginning of each trial,
observers fixated a display containing four placeholder stimuli,
each consisting of a horizontal and a vertical grating superimposed
to form a plaid. After the cue, at the end of the cue-target stimulus
onset asynchrony (SOA), three of the plaids and one component of
the fourth were removed, leaving a single grating stimulus whose
orientation was to be identified. Presentation of targets via removal
of plaid components means that neither onset transients nor the
appearance of a new perceptual object characterized stimulus
presentation.
Orienting models predict large costs for uncued, no-onset stim-
uli because the absence of onset transients means there is no
orienting cue at the target location. Gain models, on the other hand,
predict that the costs will be no greater than those found with
abrupt-onset stimuli of the same intensity and contrast, because
reorienting is not required to identify unattended stimuli: capacity
allocation is done in response to the cue, and is thus independent
of the stimulus. Although the size of the cuing effect found in the
orthogonal discrimination task varies with stimulus conditions, it
rarely exceeds about 3.0–3.5 dB, and is often less (e.g., Gould et
al., 2007; Smith, Ratcliff, & Wolfgang, 2004; Smith & Wolfgang,
2007; Smith, Wolfgang, & Sinclair, 2004). This value corresponds
to a sensitivity to cued stimuli, expressed in signal detection d
units, of around 1.41.5 times the sensitivity to uncued stimuli. If
the cuing effect is due to orienting time, we predict an effect with
no-onset stimuli that is substantially greater than this.
As well as decoupling stimulus information from the orienting
cue, we must also decouple the local effect of the cue on perceptual
processing from its global effect on decision making. When a weak
stimulus is presented at an unknown location against a uniform
background, cues may benefit performance either by increasing the
amount of information extracted from the display—via either gain
or orienting—or by reducing the observer’s uncertainty about
which region of the display is relevant to the decision. Specifically,
cues may reduce the likelihood that the decision will be based on
noise at allocation other than the one containing the target. These
two mechanisms have variously been termed signal (or stimulus)
enhancement and noise (or uncertainty) reduction, respectively
(Shiu & Pashler, 1994). To study stimulus enhancement (usually
the question of theoretical interest), we need to distinguish the
effect of the cue on the quality of the stimulus information from its
effect on the observer’s uncertainty about the likely location of the
target.
We controlled uncertainty experimentally by localizing stimuli
perceptually with high-contrast fiducial markers, like those used
by Gould et al. (2007). As shown in Figure 3, the markers con-
sisted of four arms of a cross, centered on the stimulus location.
The markers were presented after a variable delay after removal of
the plaid components, and were 100% predictive of the stimulus
location. Gould et al. (2007) showed that, when stimuli were
unmasked and were localized with fiducial markers, there were
cuing effects in RT but none in accuracy. When stimuli were not
localized in this way, there were large cuing effects in both RT and
accuracy. They interpreted the cuing effect in accuracy with un-
localized stimuli as being due to decisional uncertainty.
The use of fiducial makers to localize stimuli perceptually is
similar to the poststimulus probe method introduced by Downing
(1988) and subsequently used by Hawkins et al. (1990), Mu¨ller
and Humphreys (1991), Smith (1998), and others. In the post-
stimulus probe method, observers report the contents of a single
display location that is probed after stimulus offset. More recently,
investigators such as Eckstein, Pham, and Shimozaki (2004) and
Dosher and Lu (2000a) have used a variant of this technique in
which the reporting cue is presented simultaneously with the
stimulus. Dosher and Lu have used a central reporting cue; our
technique, which used a peripheral reporting cue that identifies the
stimulus location directly, was adapted from Eckstein et al.
In cuing tasks, high-contrast stimulus events like the fiducial
markers play a dual role. As well as localizing stimuli perceptu-
ally, they also act as strong cues for reorienting attention. Inde-
pendent of the orienting properties of the stimulus itself, presen-
tation of a fiducial marker should lead to rapid reorienting of
attention. To study the relationship between the orienting proper-
ties of the stimuli and those of the fiducial markers, we presented
the markers at two different SOAs: 0 ms (simultaneous stimulus
and fiducial marker) and 120 ms (fiducial markers lagging the
stimulus). The effect of delaying the fiducial marker is to delay
perceptual localization of the stimulus. Studies by Smith et al. have
shown that performance in the cued orthogonal-discrimination task
is sensitive not only to the presence of localizing information but
also to its timing (Smith & Wolfgang, 2007; Smith, Wolfgang, &
Sinclair, 2004)—an effect that Smith and Wolfgang attributed to
the time course of uncertainty reduction. We therefore predict
large cuing effects with no-onset stimuli and delayed fiducial
markers. If the cuing effect is due to the action of an orienting
mechanism that is engaged by the fiducial marker, then it should
be eliminated when the marker and the stimulus are simultaneous,
as found in our previous studies with unmasked stimuli (e.g.,
Gould et al., 2007).
In Experiment 1, we investigate cued orthogonal discrimination
with Gabor patches in a no-onset paradigm (i.e., stimuli were
revealed by removing features from existing perceptual objects). In
Experiment 2, we report a comparison experiment, using abrupt-
onset stimuli. This experiment tested whether the cuing effect with
well-localized, unmasked stimuli depends on whether the stimuli
are also new perceptual objects. In Experiment 2, a Gabor patch
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target was added to a suprathreshold contrast luminance pedestal,
similar to that used to localize stimuli in the studies of Smith,
Ratcliff, and Wolfgang (2004) and Smith, Wolfgang, and Sinclair
(2004). In those studies, a Gabor patch and a luminance pedestal
were presented simultaneously, forming a new perceptual object
that could act as a strong orienting cue. When stimuli were
unmasked, there was a cuing effect in RT but none in accuracy,
just as was found with fiducial markers in the Gould et al. (2007)
study. In Experiment 2, unlike the studies of Smith, Ratcliff, and
Wolfgang (2004) and Smith, Wolfgang, and Sinclair (2004), lu-
minance pedestals were presented at all possible locations from the
beginning of the trial, so targets were defined by a luminance
change to an existing perceptual object. Experiment 2 is therefore
comparable to Experiment 1, except that it used abrupt-onset
rather than no-onset stimuli. As in Experiment 1, stimuli were
localized with fiducial markers presented at target-marker
SOAs of 0 or 120 ms.
If the cuing effect is due to the time needed to orient to a
luminance change, and if the efficiency of orienting is unaffected
by the presence of an existing perceptual object at the target
location, then the cuing effect in accuracy should be eliminated
when stimuli are accompanied by simultaneous localizing markers,
just as it was in the Gould et al. (2007) and Smith, Ratcliff, and
Wolfgang (2004) studies. If, instead, there is a cuing effect in
accuracy with simultaneous localizing markers, then this implies
inefficiencies in the processing of changes to existing perceptual
objects relative to changes that signal the appearance of new
objects. After reporting the experiments, we describe fits of the
integrated system model to both individual observer and group
data, in which gain and orienting models are compared quantita-
tively. To foreshadow our main conclusions, we find large cuing
effects when the fiducial cross is delayed relative to the stimulus,
consistent with orienting. We confirm by computational modeling
that, for no-onset stimuli, the data strongly favor an attentional-
orienting account at both the group and the individual observer
levels. For onset stimuli, both the gain and the orienting models
provided a good account of the data, consistent with the mimicry
previously reported by Smith and Ratcliff (2009). We conclude
that only the orienting model can account for performance with




Stimuli were presented on a linearized 21-in. Sony Trinitron
Multiscan G520 monitor driven by a Cambridge Research Systems
ViSaGe framestore. The frame rate was set at 100 Hz, giving a
frame duration of 10 ms. Software written in C		 controlled
stimulus presentation and recorded responses. Observers per-
formed the task in a dimly lit testing booth at a viewing distance
of 100 cm. Viewing position was stabilized with a chinrest.
Stimuli
The stimuli were vertically and horizontally oriented Gabor
patch stimuli presented on a uniform, 50 candelas per square
meter, gray background. The sinusoidal carrier had a spatial fre-
quency of 3.5 cycles per degree and the Gaussian window had a
space constant (full width at half height) of 0.46°. The mathemat-
Figure 3. Schematic representation of the time course of each trial. Gray boxes correspond to various display
events illustrated toward the bottom of the figure. (Stimuli are not drawn to scale.) White boxes correspond to
intervals between display events. Each trial began with presentation of a fixation cross and four plaid placeholder
stimuli. A spatial cue was then presented to one of the placeholder locations. After a brief delay, placeholder
components were removed, revealing the target Gabor stimulus. In the SIM condition, a FID cross, which
localized the stimulus and also served as an orienting cue, was presented at the same time as the target. In the
DEL condition, the FID was presented 60 ms after the target was extinguished. SIM  simultaneous; FID 
fiducial; DEL  delayed.
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ical form of the stimuli was as given by Graham (1989, p. 53). The
stimuli were presented at five equally spaced levels of contrast
whose range was calibrated for each observer individually during
practice sessions such that cued performance spanned from near-
chance at the lowest level of contrast to near-perfect at the highest.
The placeholder stimuli were plaids formed by superimposing
horizontal and vertical gratings. The placeholders were presented
at a fixed 50% contrast, regardless of target contrast, to ensure that
the energy in the target grating was always less than the energy in
each component of the placeholders. This meant there was no net
increase in contrast energy at stimulus onset that could act as an
orienting cue. Stimuli were localized by a fiducial cross compris-
ing four high-contrast radial line segments centered on the target
location (Eckstein et al., 2004; Gould et al., 2007). The fiducial
line segments were separated from the edge of the Gaussian
envelope by 0.8°.
The trial sequence is shown in Figure 3. At the start of each trial,
a central fixation cross appeared along with four placeholder
stimuli positioned along the cardinal axes. The fixation display
was presented for 2000 ms and then the cue was flashed from 80
ms. The cue consisted of four black right-angled markers identi-
fying the corners of a 1.8° square centered on one of the three
possible target locations. The placeholder components were re-
moved 150 ms after the cue presentation (SOA  150 ms), leaving
only a single target grating onscreen. The target remained visible
for 60 ms before being extinguished. In the simultaneous (SIM)
condition, the fiducial cross was presented at the same time as the
target, and was extinguished with the target. In the delayed (DEL)
condition, the fiducial cross appeared at an SOA of 120 ms relative
to the target (i.e., the cross appeared 60 ms after the target was
extinguished). The cross remained onscreen for 60 ms before being
extinguished.
Observers
Seven paid observers from the University of Melbourne com-
pleted a minimum of eight practice and calibration sessions, fol-
lowed by eight experimental sessions. The practice and calibration
sessions familiarized observers with the task and allowed appro-
priate levels of stimulus contrast to be determined. For some
observers, further minor adjustments were required between ex-
perimental sessions to compensate for perceptual learning. Each
session lasted approximately 45 minutes.
Procedure
On each trial, observers were required to report the orientation
(horizontal or vertical) of the target grating. In 50% of the trials,
the target appeared at the same location as the cue; on the remain-
ing 50% of the trials, the target appeared randomly at one of the
three noncued locations. Cued and miscued trials appeared equally
often in the SIM and DEL conditions, which were randomly
interleaved in a given session. Each session comprised 24 blocks,
each with 20 trials. Observers were instructed to respond quickly,
but not at the expense of accuracy. The response terminated the
trial and started a 2500 ms intertrial interval. Trial-by-trial auditory
feedback was provided for accuracy, but not for RTs. An accuracy
summary was presented at the end of each block.
Results
Our data analysis was carried out in two stages, each with a
different objective. First, we sought to quantify the cuing effects in
detection sensitivity and mean response time (MRT). Consistent
with our small-sample design, we did this for each observer
individually. This allowed us to ascertain the consistency with
which cuing effects were present across observers. Second, we
fitted gain and orienting versions of the integrated system model to
the RT distributions and choice probabilities for the individual
observers and the quantile-averaged group data. This allowed us to
determine which model provided a better account of the cuing
effects in our data. We defer discussion of the integrated system
modeling until after presentation of the results of Experiments 1
and 2.
Detection Sensitivity
We assessed performance in terms of both proportion correct
and detection sensitivity (d). Because these measures led to the
same conclusions, we report only the d analyses. For each ob-
server in each condition, proportions of correct responses to hor-







where z[.] denotes the inverse normal distribution function. The 2
in the denominator puts d values from a discrimination task onto
the same scale as those from a yes or no detection task (Wickens,
2002). We assessed cuing effects in the SIM and DEL conditions
by fitting Weibull distributions to the psychometric functions, d as
a function of contrast, for cued and miscued stimuli for each
observer. The Weibull is a three-parameter function that has pa-
rameters for the amplitude, dispersion, and shape of the psycho-
metric function. The shape parameter captures the asymmetries in
psychometric functions that are typically found in detection data,
and which are not captured by symmetrical functions like the
Gaussian and logistic distributions. These asymmetries are usually
attributed to nonlinearities in contrast transduction in the early
visual system and are explicitly represented in the equations of the
integrated system model, as we discuss subsequently. Details of
the fitting procedure, including the mathematical form of the
Weibull function, can be found in the Appendix.
Cuing effects in accuracy were assessed by comparing fits of a
one-function and a two-function Weibull model to the psychomet-
ric functions for individual observers. The one-function model
assumed that the psychometric functions for cued and miscued
stimuli could be described by a single Weibull function (i.e., no
sensitivity differences for cued and miscued stimuli); the two-
function model assumed that the psychometric functions for cued
and miscued stimuli differed. Cuing effects were inferred if the
two-function model fitted better than the one-function model.
These two models had six and three parameters, respectively, and
so the difference between them is distributed approximately as 2
with three degrees of freedom. The fits of the two-function model
for each observer in the SIM and DEL conditions are shown in
Figure 4. The figure also shows fits to the group averaged data.
The associated fit statistics are summarized in Table 1.
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As is usual in psychophysical studies of cued detection, there are
individual differences in the size of the cuing effect. Nevertheless,
the overall pattern is fairly clear. In the SIM condition, four of the
seven observers showed significant cuing effects, the exceptions
being JE, LB, and RM. In the DEL condition, six of the seven
observers showed significant cuing effects, with LB again being an
exception. Qualitatively, the cuing effects in the DEL condition are
larger and more systematic than those in the SIM condition. This
is most evident in the lower panels of Figure 4, which show the
cuing effects averaged across observers. Although the tests of the
group effect were significant in both the SIM and the DEL con-
ditions, the cuing effect in the DEL condition is larger at all levels
of contrast except the lowest, where performance is at or near
chance. This difference is reflected in the relative magnitudes of
the 2 values in the two conditions, which express the improve-
ment in fit for the two-function model over a one-function model.
The improvement in the DEL condition is almost five times that in
the SIM condition, consistent with a larger cuing effect in the DEL
condition.
To quantify the relative magnitude of the cuing effects in the
SIM and DEL conditions, we computed the ratio of the d values
in the cued (or attended) condition, dA, and the miscued (or
unattended) condition, dU, at each level of contrast, and expressed
the result in decibels (cf. Smith & Wolfgang, 2007; Smith, Wolf-
gang, & Sinclair, 2004),
gc 20 log10dAcdU . (2)
The advantage of a ratio measure over a difference measure is
that it shows the proportional change in sensitivity attributable to
cuing as a function of the sensitivity at each level of contrast. The
cuing effects in the SIM and DEL conditions are shown as solid
lines in Figure 5. The figure also shows the corresponding effects
from Experiment 2, which we discuss subsequently.
The cuing effects in Figure 5 are consistent with the picture
obtained from Figure 4. The cuing effect in the DEL condition is
uniformly larger than that in the SIM condition at all levels of
contrast. Except at the lowest level of contrast, where ratio mea-
sures are unreliable, the effect decreases with increasing stimulus
contrast. This decrease is present in both conditions but is more
pronounced in the SIM condition.
Two features of the results in Figure 5 are noteworthy. First, the
magnitude of the cuing effect in the DEL condition is unusually
large for an experiment of this kind. Apart from the lowest level of
contrast, the effect is between 10 and 12 dB. Cuing effects in the
orthogonal discrimination task rarely exceed 3.0–3.5 dB and these
effects are usually only found when stimuli are backwardly
masked. An exception is Gould et al. (2007), who obtained large
cuing effects when abrupt-onset stimuli were presented with no
localizing information of any kind. Second, the cuing effect in the
SIM condition, although it is smaller than in the DEL condition, is
nevertheless large (5–10 dB) and fairly systematic (4 of 7 observ-
ers). Apart from the use of no-onset stimuli, the SIM condition was
virtually identical to the fiducial localization condition in the
experiments of Gould et al. (2007), in which unmasked stimuli
were presented with simultaneous fiducial markers. That study
Table 1
Tests of Cuing Effects on d for Experiment 1 in Simultaneous






2(3) p 2(3) p
DS 87.82 .001 124.26 .001
CW 122.98 .001 164.27 .001
JE 3.04 .39 24.17 .001
MO 8.77 .03 54.18 .001
CP 70.55 .001 35.77 .001
RM 7.21 .07 35.77 .001
LB 0.74 .99 3.50 .32
Group 13.81 .003 67.24 .001
Figure 4. Cued (black) and miscued (gray) detection sensitivities for
Experiment 1 observers in simultaneous and delayed orienting conditions.
Detection sensitivities, averaged across observers, are presented in the
bottom panels. SIM  simultaneous; DEL  delayed.
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found no cuing effects in accuracy for any observer in either
experiment. The differences between the results of Experiment 1
and those of Gould et al. (2007) suggest that abrupt-onset stimuli
have superior attentional-orienting properties, consistent with the
findings of Yantis and Jonides (1984).
Similar results to those of Gould et al. (2007) were reported by
Smith, Ratcliff, and Wolfgang (2004), Smith and Wolfgang
(2007), and Smith, Wolfgang, and Sinclair (2004). In these studies,
stimuli were localized by presenting them on luminance pedestals.
As in the fiducial condition of the Gould et al. study, none of these
studies found cuing effects in accuracy with unmasked stimuli.
This contrasts with the present experiment, in which the combi-
nation of a no-onset manipulation and a simultaneous fiducial
marker produced fairly large cuing effects in a majority of observ-
ers. The critical difference between Experiment 1 and the previous
studies was the use of a no-onset manipulation, whereas the other
studies cited used abrupt-onset stimuli.
Mean Response Time
A robust finding from cued detection tasks is an unconditional
effect of cuing on RT: Responses to cued stimuli are faster than
those to miscued stimuli, even when there is no cuing effect on
accuracy (Gould et al., 2007; Smith, Ratcliff, & Wolfgang, 2004).
We examined the effect of cuing on MRT data by fitting two-
parameter Pie´ron’s law power functions (Appendix, Equation A2)
to the cued and miscued data. As discussed in the Appendix,
Pie´ron’s law functions were fitted by minimizing an approximate
2 statistic, using the squared estimate of the standard error of the
mean as a measure of variability. As in the analysis of sensitivity,
we compared the fit of a two-function model—in which MRTs to
cued and miscued stimuli were assumed to differ—to a one-
function model, in which MRTs to cued and miscued stimuli were
assumed to be the same. Cuing effects were inferred if the two-
function model provided a better description of the data than the
one-function model. We tested the improvement in fit from a
two-function model over a one-function model as a 2 random
variable with two degrees of freedom. The fits of the two-function
model are shown in Figure 6 and the model tests are summarized
in Table 2. All observers, with the exception of the slowest
observer (LB), showed significant cuing effects in both the SIM
and DEL conditions.
The test of the group effect in Table 2 was carried out with the
data from observer LB both included and excluded. Inclusion of
LB’s data substantially increased the estimated standard errors and
rendered the test of the group effect nonsignificant; when these
data are excluded, the test of the group effect is highly significant
in both the SIM and DEL conditions. The plots in Figure 6, and the
relative magnitudes of the 2 values in Table 2, which are, on
average, around twice as large in the DEL condition as in the SIM
condition, suggest that the cuing effect in MRT is systematically
Figure 6. Mean cued (black) and miscued (gray) RT for observers in
simultaneous and delayed orienting conditions in Experiment 1. Mean RT,
averaged across observers, is shown in the bottom panels. SIM  simul-
taneous; DEL  delayed.
Figure 5. Magnitude of the cuing effect (in dB) averaged across observ-
ers in simultaneous (triangles) and delayed (squares) orienting conditions
for Experiments 1 (no-onset stimuli  solid lines, filled symbols) and 2
(onset stimuli  dashed lines, open symbols). SIM  simultaneous;
DEL  delayed.
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larger in the former condition. We investigate the theoretical
implications of this finding in the integrated system modeling
reported subsequently.
Discussion
The results of Experiment 1 are readily summarized. We
showed that when targets are defined by offsets, there is a large
cuing effect in accuracy (sensitivity) and MRT for the majority of
observers. The cuing effect in accuracy is larger than we have
found in other experiments using the orthogonal discrimination
paradigm and, moreover, was obtained without the use of back-
ward masks. Further, we showed that the magnitude of the cuing
effect interacts with the timing of the fiducial marker. Delaying
stimulus localization, by delaying the marker, increased the cuing
effect in both accuracy and MRT. In both the SIM and DEL
conditions, the magnitude of the cuing effect decreased with stim-
ulus contrast, except at the lowest level of contrast. However, the
decrease is more pronounced in the SIM condition.
These findings are evidently consistent with an orienting model
of attention. Orienting models assume the cuing effect is a function
of the orienting time, which we have argued will depend on the
presence of onset transients. Orienting will be slow with no-onset
stimuli, leading to large cuing effects, as we have found. With our
stimuli, the primary source of orienting information would have
come from the fiducial markers. Delaying the markers would slow
orienting and increase the size of the cuing effect, again as we have
found.
The finding that cuing effects tend to decrease with increasing
stimulus contrast, especially in the SIM condition, suggests that
the efficiency of orienting depends on the contrast energy in the
Gabor patch as well as the energy in the localizing marker. The
pronounced decrease in the SIM condition can be explained by
assuming that weak no-onset stimuli are ineffective in eliciting
orienting when presented alone, but, when they are combined with
simultaneous fiducial markers, the orienting time depends on the
aggregate of the energies in the marker and the patch. Higher
contrast stimuli would then be associated with smaller cuing
effects, like those in the SIM condition in Figure 5.
Although the results of Experiment 1 falsify the simplest gain
models of attention, they may be consistent with more complex
models like the integrated system model, which incorporates the
effects of stimulus saliency. The simplest gain model assumes that
speed and accuracy depend on a distribution of processing re-
sources that is established by the cue and remains constant there-
after. This model predicts the same performance with abrupt-onset
and no-onset stimuli and so cannot account for the unusually large
cuing effects in Experiment 1. It also cannot account for the effects
of spatial uncertainty, and the large changes in speed and accuracy
that result from manipulations of the timing of localizing informa-
tion, as found in Experiment 1 and in the studies reviewed previ-
ously.
In contrast, in the integrated system model, the efficiency of
stimulus processing depends on the product of two quantities:
attention gain, i(t), i  {A, U}, and stimulus saliency, here
denoted a(c), where c is stimulus contrast. Whereas gain is a
top-down quantity that reflects the allocation of resources in the
processing system, saliency is a bottom-up quantity that reflects
the properties of the stimuli themselves. The notation indicates that
saliency is a function of stimulus contrast; more generally, how-
ever, we may think of saliency as depending on the aggregate
energy in the stimulus compound. It will therefore be affected both
by the contrast of the stimulus and by the presence of neighboring,
high-contrast features like fiducial markers. Stimuli that are local-
ized by fiducial markers will be more salient than stimuli that are
not, and stimuli that are localized by simultaneous markers will be
more salient than stimuli that are localized by delayed markers. In
addition, the integrated system model assumes that uncertainty
affects the transduction of stimulus contrast in the early visual
system (Pelli, 1985). This leads to different psychometric func-
tions for stimuli viewed under conditions of high and low uncer-
tainty.
Unlike the simplest gain model just discussed, the integrated
system model predicts larger cuing effects in the DEL condition
than in the SIM condition, because of the higher saliency of the
latter. It also predicts a reduction in the cuing effect with stimulus
contrast, if we assume that the energy in the Gabor patch and in the
fiducial marker jointly contribute to saliency. Whether or not it
predicts the large cuing effects found with no-onset stimuli will
depend on the assumptions that are made about saliency. Saliency
may be conceived of solely in spatial terms, as a reflection of the
local contrast between a stimulus and its background, or it can be
conceived of in spatiotemporal terms, as a reflection of the change
in the background that results from stimulus presentation.
If saliency is conceived of exclusively in spatial terms, then gain
models are falsified by Experiment 1, without any further quanti-
tative test. Such models predict no difference between abrupt-onset
stimuli and no-onset stimuli. They do not predict the cuing effect
in accuracy in the SIM condition found for the majority of observ-
ers. If, however, saliency is conceived of in spatiotemporal terms,
then it could be argued that no-onset stimuli will be less salient
than abrupt-onset stimuli and so should lead to larger cuing effects.
According to this spatiotemporal account, the change associated
with stimulus presentation (removal of one of the plaid compo-
nents at the target location) is one of several simultaneous changes
occurring in the visual field, each producing an energy transient
(removal of the placeholders at nontarget locations). The target
location will be salient to the extent that the associated energy
Table 2
Tests of Cuing Effects on Mean Response Time for Experiment 1






2(2) p 2(2) p
DS 234.60 .001 600.84 .001
CW 300.12 .001 544.03 .001
JE 95.97 .001 298.16 .001
MO 160.92 .001 264.95 .001
CP 124.64 .001 357.79 .001
RM 17.42 .001 94.91 .001
LB 1.74 .42 .63 .73
Group (LB in) 2.03 .36 4.53 .10
Group (LB out) 32.51 .001 44.23 .001
Note. Group effects were assessed both including (LB in) and excluding
(LB out) observer LB’s data.
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change differs from those at other locations. In essence, the onset
transient at the target location will be masked by noise transients
at other locations (e.g., Miller, 1989). Under these circumstances,
no-onset stimuli will produce large cuing effects that are predict-
able from a gain model of the kind we have just described. To go
further, a quantitative test of the model is required. We report such
a test after presenting Experiment 2.
Experiment 2
We attributed the large cuing effects in accuracy found in
Experiment 1 to the use of a no-onset paradigm. However, Exper-
iment 1 differed from previous studies using the orthogonal dis-
crimination paradigm in two ways. First, it used no-onset stimuli
and, second, the stimuli were defined by changes to existing
perceptual objects. In Experiment 2, we sought to test whether the
unusually large cuing effects found in Experiment 1 could be
attributed to the use of no-onset stimuli or whether they could be
due to the presence of existing perceptual objects. Like Experiment
1, the stimuli in Experiment 2 were defined by changes to existing




The apparatus and procedure were identical to those of Exper-
iment 1, with the exception that stimuli were characterized by
onsets rather than offsets.
Stimuli
Targets were Gabor patch stimuli presented on top of 0.46°
circular, 15% contrast, luminance pedestals, like those used by
Smith, Ratcliff, and Wolfgang (2004), which acted as placehold-
ers. The placeholders remained onscreen for the duration of the
trial. This ensured that the only transient events were the onset of
the cue, the target Gabor patch, and the fiducial marker. In all other
respects, the presentation sequence for SIM and DEL trials was the
same as that in Experiment 1.
Observers
Five paid observers from the University of Melbourne commu-
nity completed a minimum of eight practice and calibration ses-
sions, followed by eight test sessions. Session details were the
same as those in Experiment 1. Observer LB from Experiment 1
was one of the observers in Experiment 2.
Results
Detection Sensitivity
Cuing effects were again assessed by comparing the fits of
one-function and two-function Weibull models to the d data. Fits
of the two-function model to the individual observers and the
group averages are shown in Figure 7. Table 3 summarizes these
fits.
Again, despite the presence of individual differences in the data,
the overall pattern is quite clear. At the group level, cuing effects
(particularly in the SIM condition) were smaller in magnitude in
Experiment 2 as compared to Experiment 1. In the DEL condition,
three of the five observers showed a cuing effect. In the SIM
condition, only two observers showed an effect. The group effects
were significant in both conditions, but in either case, the signif-
icant effects appear to be confined to a subset of observers.
The most striking feature of the data from Experiment 2 is that
the delay manipulation had a relatively small effect on the mag-
Figure 7. Cued (black) and miscued (gray) detection sensitivity for
observers in simultaneous and delayed orienting conditions in Experiment
2. Detection sensitivities, averaged across observers, are presented in the
bottom panels. SIM  simultaneous; DEL  delayed.
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nitude of the cuing effect. Inspection of the figure suggests only a
marginal increase in the cuing effect, which is much smaller than
in Experiment 1. Consistent with this, the 2 values in Experi-
ment 2 in the DEL condition are smaller than those in Experiment
1. Also noticeably absent from the DEL condition in Experiment
2 is the persistence of the cuing effect at high contrasts: miscued
performance more closely approaches the level of cued perfor-
mance at high contrasts.
The average cuing effects in the SIM and DEL conditions
(Equation 2) are plotted in Figure 5, along with the corresponding
effects from Experiment 1. These results confirm the picture from
Figure 7. The cuing effects in Experiment 2 are smaller than those
in Experiment 1 and more comparable in magnitude to those from
other studies using the orthogonal discrimination paradigm. The
finding of a larger cuing effect in the DEL condition than the SIM
condition, and the decrease in the effect with increasing contrast,
are consistent with those in Experiment 1.
Mean Response Time
Cuing effects on MRT were again compared by assessing fits of
one-function and two-function Pie´ron’s law power functions to the
RT data. Group average and individual observer data along with
two-function model fits are shown in Figure 8. Table 4 summarizes
the fits.
The pattern of MRTs is interesting, for several reasons. First, all
observers (except CM) show a cuing effect in MRT in both SIM
and DEL conditions. Second, the RT cuing effects are uniformly
larger in the DEL condition, even for Observers LB and CM, who
showed no cuing effect in d. This is similar to the pattern in
Experiment 1: The cuing effect in MRT was increased by the delay
manipulation even in the absence of any effect in d. The disso-
ciation in the effects on detection sensitivity and RT place strong
constraints on models of detection performance.
Discussion
The results of Experiment 2 complement and extend those of
Experiment 1. They clearly show that the large cuing effect in
accuracy in the DEL condition observed in Experiment 1 was
primarily due to the offset characteristics of the stimuli in that
experiment. When onset targets with intrinsic orienting properties
were used instead, delaying the fiducial markers produced only a
small increase in the cuing effect.
The fact that some observers (two of five) showed significant
cuing effects in accuracy in the SIM condition needs comment
because it contrasts with results we have reported previously with
unmasked, perceptually well localized, abrupt-onset stimuli (e.g.,
Gould et al., 2007; Smith, Ratcliff, & Wolfgang, 2004; Smith &
Wolfgang, 2007; Smith, Wolfgang, & Sinclair, 2004). No observer
in any of these studies showed a cuing effect in accuracy when
stimuli were unmasked, although reliable cuing effects in MRT
were obtained in those studies in which it was measured (Gould et
al., 2007; Smith, Ratcliff, & Wolfgang, 2004). The difference
between these studies and Experiment 2 is that the abrupt onsets in
our previous studies were also associated with the appearance of
new perceptual objects, whereas those in Experiment 2 were
Figure 8. Mean cued (black) and miscued (gray) RT for observers in
simultaneous and delayed orienting conditions in Experiment 2. Mean RT,
averaged across observers, is shown in the bottom panels. SIM  simul-
taneous; DEL  delayed.
Table 3
Tests of Cuing Effects on d for Experiment 2 in Simultaneous






2(3) p 2(3) p
BH 138.42 .001 151.62 .001
SM 16.87 .001 39.60 .001
SG 4.12 .25 8.54 .04
LB 0.37 .95 5.62 .13
CM 1.26 .74 5.68 .13
Group 9.68 .02 21.37 .001
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associated with changes to existing objects. The presence of a
weak cuing effect in the SIM condition of Experiment 2 is con-
sistent with the idea that the attentional system is adapted to
processing new perceptual objects and that changes to existing
objects are processed relatively inefficiently, as some have sug-
gested (e.g., Cole et al., 2004; Yantis & Jonides, 1996). However,
these effects were small in comparison to the effect of offsets
versus onsets and the effect of delay.
Taken together, the results of Experiments 1 and 2 are consistent
with an orienting model of attention. As discussed previously,
orienting models predict more efficient orienting with abrupt-onset
stimuli than with no-onset stimuli and therefore smaller cuing
effects, as we have found. They also predict larger cuing effects
with delayed localization and smaller cuing effects with higher
levels of stimulus contrast.
The results also falsify the simplest gain models of attention, in
which the spatial distribution of processing resources is invariant
within a trial and is unaffected by stimulus saliency. They also
falsify any saliency-based gain model in which saliency is con-
ceived of in purely spatial terms. As discussed in relation to
Experiment 1, such models predict identical performance with
no-onset and abrupt-onset stimuli. If saliency is conceived of in
spatiotemporal terms, however, then it can be argued that the
stimuli in Experiment 1 were less salient than those in Experiment
2. Stimulus presentation in Experiment 1 was associated with
multiple (offset) transients, whereas in Experiment 2 it was asso-
ciated with a single (onset) transient. If saliency is conceived of
spatiotemporally, a saliency-based gain model cannot be rejected
by appealing to any simple qualitative feature of the data. Instead,
we compare gain models and orienting models quantitatively, by
implementing them in the integrated system model, and fitting
them to data.
Computational Modeling
The Integrated System Model
An overview of the main elements of the integrated system
model was given in the introductory section of this article. Here,
we give a more formal description of the model. The integrated
system model of Smith and Ratcliff (2009) comprises four com-
ponent mechanisms that model early perceptual encoding, atten-
tion, VSTM, and decision making, respectively (see Figure 1). The
outputs of early perceptual filters encode the information in a brief
stimulus presentation in a transient form. This information drives
subsequent processing stages. A durable representation of the
stimulus is encoded in VSTM under the control of visual attention.
The VSTM trace in turn drives a sequential sampling decision
mechanism, which accumulates successive noisy samples of the
VSTM trace until a criterion amount of evidence for a response is
obtained. The sequential sampling decision mechanism allows the
model to predict choice probabilities and RT distributions (Rat-
cliff, 1978; Ratcliff & Smith, 2004).
Perceptual encoding. A sensory response function, (t),
defines the time course of the availability of stimulus information
to subsequent processing. The sensory response function is of the
form,
t t; on, n
1 t d; off, n, (3)
where (t; , n) the output of a linear filter comprising n identical
exponential stages,





and d is the stimulus duration. The exponential rate parameter, 
in Equation 4, determines the temporal response characteristics of
the filter.
Allowing the filter response onset and offset parameters (on
and off, respectively) to differ in Equation 3 generalizes the usual
linear system model of visual temporal sensitivity (Watson, 1986)
by allowing the rise and decay times of the filter response to
differ.1 This feature of the model allows it to capture the differing
persistence of masked and unmasked stimuli (Smith et al., 2010;
Smith & Ratcliff, 2009). The amplitude of the sensory response is
a nonlinearly transduced function of the stimulus contrast. For a
stimulus of contrast c, the amplitude of the sensory response is
denoted r(c). As is common in many studies in psychophysics and






In this equation,  determines the shape of the nonlinearity and
cin is a divisive inhibition term that determines the horizontal
position of the transducer function on log-contrast axes (Boynton,
2005). For typical values of  (around 2.0), r(c) has a sigmoid
form. The transduced stimulus contrast determines the asymptotic
strength of the VSTM trace, as described below.
Visual short-term memory. Because the stimulus informa-
tion carried by (t) is subject to rapid iconic decay (Sperling,
1960), a durable stimulus representation in VSTM is needed to
provide a basis for perceptual decision making. We assume that the
process of memory trace formation is under the control of atten-
1 For consistency with the notation of Smith and Ratcliff (2009), we
adopted the following convention: We use “on” and “off” subscripts to
denote the parameters describing the rise and decay times of the sensory
response function. We use “	” and “–” symbol subscripts, respectively, to
denote model parameters estimated from onset and offset modes of stim-
ulus presentation.
Table 4
Tests of Cuing Effects on Mean Response Time for Experiment 2






2(2) p 2(2) p
BH 583.30 .001 834.35 .001
SM 293.08 .001 672.71 .001
SG 87.09 .001 143.78 .001
LB 11.92 .003 140.00 .001
CM 2.56 .28 27.22 .001
Group 14.15 .001 23.26 .001
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tion. The growth of the VSTM trace, (t), is modeled as a sym-




1 rctt; i A,U.
(6)
This equation describes the growth of the VSTM trace, (t), as
a function of the transduced stimulus contrast, r(c), and the sensory
response function, (t). Because the stimulus information, (t),
enters the equation multiplicatively, when the iconic trace of the
stimulus has decayed and (t) becomes 0, the derivative d/dt also
goes to 0, and the trace stops changing. This provides a model of
how a durable VSTM trace is computed from a transient stimulus
event. Asymptotically, the VSTM trace strength for a given stim-
ulus will approach a value that is proportional to its transduced
contrast, r(c). The constant, , maps contrast to VSTM trace
strength.
Two functions, i(t) and a(c), affect the rate of VSTM trace
formation. The effects of attention are modeled by the time-
dependent gain function i(t), i  {A, U}, which describes the rate
at which stimulus information is transferred to VSTM; larger i(t)
values result in faster VSTM transfer. Here we assume that atten-
tional effects may depend both on time and on whether the stim-
ulus appears at an attended (A) or unattended (U) location. This
allows us to model the effects of gain or orienting or any combi-
nation of the two. The function a(c) represents the saliency of the
stimulus. We assume that saliency is a function of the overall
contrast energy of the stimulus, as distinct from its information
content. We modeled saliency as a(c)  c2 	 c0, where c0 is a
constant estimated from the data. In the model, a(c) affects the
leading edge of the RT distribution, which is a reflection of the rate
of VSTM trace formation.2
Attention: gain model. Gain and orienting models may both
be realized within the integrated system model by using different
forms of the attention weight function, i(t). Gain models charac-
terize attention as a graded spatial distribution of processing re-
sources, or capacity. In the cuing paradigm, the attentional system
responds to the cue by partitioning the display into high- and
low-gain regions. Attentional gain is assumed to affect the under-
lying processing rates for stimuli at attended and unattended loca-
tions. We assumed that the values of gain at attended and unat-
tended locations are established by the cue prior to stimulus onset
and, once established, do not change before completion of stimulus
processing. That is, A(t)  A, and U(t)  U, with A  U. We
also assumed that the rate of VSTM trace formation may differ for
SIM and DEL stimuli because of their differing saliency. Because
the rate of VSTM formation in Equation 6 depends on the product
of i and a(c), in fitting the model we also allowed the gain
parameter to vary as a function of the timing of the fiducial marker.
Functionally, this is equivalent to a multiplicative change in sa-
liency as a function of marker delay. We parameterized the model
in this way because it allowed us to represent the effects of both
cuing and delay using a single parameter, . The effect of high and
low attentional gain on VSTM trace formation is shown in the
lower panels of Figure 2.
Attention: orienting model. Whereas gain models of atten-
tion assume a time-invariant gain function, in orienting models, the
attention weights are time-dependent. We model orienting using
the Sperling and Weichselgartner (1995) episodic framework,
which captures the key intuitions of Posner’s (1980) spotlight
metaphor. Specifically, orienting models assume that attention
must first align with the stimulus before processing begins; this
imposes a temporal cost, which we refer to as the orienting time,
tor. The orienting time describes the interval between the appear-
ance of the stimulus and the opening of an “attention window”
through which stimulus information is transferred to VSTM at
some rate,  (Sperling & Reeves, 1980). Mathematically, the
transition from prealignment to postalignment is modeled as a
rapid increase in stimulus processing rate from 0 to . Unlike gain
models, the postalignment processing rate does not differ between
cuing conditions. Instead, cuing affects the attentional orienting
time, such that tor is shorter when the stimulus appears at an
attended relative to an unattended location. That is, attentional
orienting occurs more rapidly on cued trials. Differences in ori-
enting time affect the amount of overlap between the sensory
response function, (t), and the attention weight function, (t), as
depicted in Figure 2f. We also assumed that orienting time would
vary as a function of the timing of the fiducial marker. The
theoretical intuition is that delaying the marker reduces the sa-
liency of the stimulus and increases the orienting time. The effects
of cuing and delay could thus again be represented by changes in
a single parameter, tor, paralleling our treatment of the gain model.
Decision making. Decisions are made in the integrated sys-
tem model by accumulating successive noisy samples of the
VSTM trace. The quality of the sampled information constitutes
evidence for one response alternative (e.g., a horizontal grating)
over the other (e.g., a vertical grating). Evidence accumulation is
modeled as a diffusion process described by a stochastic differen-
tial equation,
dXt  tdt  tdWt. (7)
Equation 7 states that the change in the evidence quantity, dX(t),
over a small temporal interval, dt, is made up of two components:
a deterministic component and a stochastic component. The deter-
ministic component, the drift of the diffusion process, equals (t),
the VSTM trace strength. This describes the average quantity of
discriminative evidence accumulated from samples of the VSTM
trace in the interval dt. Across trials, drift rates are assumed to be
normally distributed with standard deviation ; this trial-to-trial
2 Smith and Ratcliff (2009) introduced energy dependency in the rate of
VSTM growth to capture changes in the leading edge of RT distributions
that arise when stimuli are equal in discriminability but differ in saliency
(i.e., when there are large between-condition differences in saliency, the
fastest response times in low-salience conditions are substantially slower
than those in high-salience conditions). In the study of Gould et al. (2007),
low-contrast stimuli were presented directly against a uniform field. This
study found large changes in the leading edge of the RT distribution as a
function of stimulus contrast. In the study of Smith, Ratcliff, and Wolfgang
(2004), stimuli were localized perceptually by presenting them on top of
suprathreshold contrast luminance pedestals. This study found little change
in the leading edge of the RT distribution as a function of contrast. The
saliency term, a(c), allowed the model to simultaneously capture these two
patterns of data. We have used a simpler form of the saliency term than that
used by Smith and Ratcliff, which sought to capture the different saliencies
of abrupt-onset Gabor patch stimuli presented with and without luminance
pedestals.
1057ATTENTIONAL CONTROL IN DETECTION
variation is analogous to the noise in signal detection theory
(Green & Swets, 1966). The stochastic component, (t)dW(t), is
the differential of a Brownian motion (or Wiener diffusion) pro-
cess with infinitesimal variance 2(t). The infinitesimal variance is
referred to as the diffusion coefficient. The diffusion coefficient
describes the magnitude of the moment-by-moment perturbations
in the quality of evidence entering the decision process, and it
captures the assumption that stimulus representations are inher-
ently noisy. The diffusion coefficient sets the “clock” of the
process, that is, the rate at which the accumulating evidence
spreads (i.e., diffuses) toward the response boundaries. Figure 9
illustrates diffusive evidence accumulation between two response
boundaries.
As shown in Figure 9, we assume that accumulation starts at a
point, z, which we set equidistant between two response boundar-
ies. Criterion levels of evidence are controlled by a boundary
separation parameter, a. When one of the boundaries is reached,
the associated response is executed. RT is determined by the time
taken to reach the boundary, plus an additional nondecision time
(e.g., time required to execute a motor response), which is uni-
formly distributed with mean Ter and range s_{t}. Setting the
starting point midway between the response boundaries means the
decision process is unbiased. We have found little evidence of
response bias in the orthogonal discrimination task and little im-
provement in model fit when response bias was free to vary.
Indeed, this feature of the task is one of our reasons for preferring
it to the yes or no task in studies of detection.
The decision model described by Equation 7 closely resembles
the Wiener diffusion model of Ratcliff (1978), with the exception
of the time-dependent drift, (t), and diffusion coefficient, 2(t),
terms. Thus the quality of the evidence and the amount of decision
noise both vary as a function of time. In the integrated system
model, the diffusion coefficient grows in proportion to the drift to
a fixed asymptote. Further details may be found in Smith and
Ratcliff (2009).
Individual Observer Fits
We now describe fits of the integrated system model to the data
from Experiments 1 and 2. We report fits of the gain and orienting
models to the individual observer data, and fits to the group data
from Experiments 1 and 2, both separately and together. The data
we fit are the choice probabilities and RT distributions for correct
responses and errors for each of the five levels of stimulus contrast.
The RT distributions are summarized using the .1, .3, .5, .7, and .9
distribution quantiles. The .1 quantile describes the fastest RTs
(the leading edge of the distribution), the .5 quantile describes the
central tendency (the median), and the .9 quantile describes the
slowest RTs (the tail of the distribution). Because each experiment
comprised four conditions, resulting from crossing the cuing
(cued/miscued) and delay (SIM/DEL) manipulations at five levels
of stimulus contrast, the data to be modeled were 20 correct-error
RT distribution pairs and their associated choice probabilities in
each experiment.
Figure 9. Diffusion decision process. Five irregular sample paths show diffusive accumulation of evidence
between absorbing barriers, which act as decision criteria. The process begins from a starting point, z, and
continues until an absorbing barrier (located at 0 or a) is reached. The response is determined by which barrier
is reached first, and the time taken to reach a barrier determines the response time. The drift rate of the diffusion
process depends on the VSTM trace strength, (t), which determines the direction and rate of evidence
accumulation. The mean accumulation rate is drawn as a smooth ascending line. The irregularity in the sample
paths arises from noise in the accumulation process. On occasions, the cumulative effect of noise causes the
process to reach the wrong response boundary and an error is produced—illustrated as a sample path terminating
at the Respond “Horizontal” barrier.
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For the group fits, we averaged the distribution quantiles across
observers in each of the four conditions in each experiment. This
yielded quantiles of the 20 pairs of group RT distributions for
correct responses and errors. We also averaged the choice proba-
bilities across observers for each of the five levels of contrast in
each condition. Ratcliff and Smith have repeatedly shown that fits
of the diffusion model to quantile-averaged group data yield con-
sistent, interpretable, and apparently unbiased, estimates of the
underlying psychological processes (see Ratcliff & Smith, 2004,
2010, for references and discussions of this issue). Fitting quantile-
averaged data also has the advantage that the effects of extraneous
sources of variability are reduced, yielding a clearer picture of
model performance.
We fitted the model by minimizing the likelihood ratio statistic,
G2 (Equation A5) and performed model selection using the Bayes-
ian information criterion (BIC; Equation A6). As discussed in the
Appendix, the BIC is a likelihood statistic that penalizes models
for their number of free parameters. The best fitting model is the
one with the lowest BIC. Because our gain and orienting models
had the same number of free parameters when fitted to individuals,
model selection using the BIC is equivalent to choosing the model
with the smallest G2.
A total of 16 parameters were estimated in fitting the data from
one experiment. These are listed in Tables 5 and for the gain and
orienting models, respectively. There were four sensory-response
function parameters, six attention/VSTM parameters, five
decision-process parameters, and one nondecision time parameter.
The sensory-response parameters were the Naka-Rushton param-
eters,  and cin, and the filter onset and offset parameters on and
off. The attention/VSTM parameters were the gain and/or orient-
ing parameters,  and tor, the VSTM amplitude scaling parameter,
, and the saliency constant, c0. In the gain model, there were four
separate gain parameters, one for each cell in the Cue  Delay
design. In the orienting model, there was a single gain parameter,
which was the same in all four cells of the design, and three
orienting time parameters. The orienting time was set to 0 for cued,
zero-delay stimuli and allowed to vary freely in the other three
conditions. This difference in parameterization is a reflection of
the fact that, unlike the effects of gain, the effects of orienting time
in the model are relative, rather than absolute, that is, they are
Table 5
Parameters Used to Fit the Gain Model to the Data From
Experiments 1 and 2
Parameter Symbol Estimate
Sensory Encoding
Filter onset on 112.44
Filter offset off 44.19
Mapping constant (Exp. 1)  0.41
Mapping constant (Exp. 2) 	 0.65
Naka-Rushton exponent (Exp. 1)  3.80
Naka-Rushton exponent (Exp. 2) 	 2.32
Naka-Rushton inhibition (Exp. 1) cin, 0.04
Naka-Rushton inhibition (Exp. 2) cin,	 0.03
Attention/VSTM
Attention gain (Exp. 1, cued-SIM) 1 14.19
Attention gain (Exp. 1, miscued-SIM) 2 6.26
Attention gain (Exp. 1, cued-DEL) 3 7.99
Attention gain (Exp. 1, miscued-DEL) 4 3.00
Attention gain (Exp. 2, cued-SIM) 5 35.81
Attention gain (Exp. 2, miscued-SIM) 6 12.28
Attention gain (Exp. 2, cued-DEL) 7 20.36
Attention gain (Exp. 2, miscued-DEL) 8 6.44
Saliency offset term c0 0.37
Decision Making
Decision Criterion (boundary separation) a 0.074
Drift variability (Exp. 1, cued-SIM) 1 0.001
Drift variability (Exp. 1, miscued-SIM) 2 0.056
Drift variability (Exp. 1, cued-DEL) 3 0.012
Drift variability (Exp. 1, miscued-DEL) 4 0.017
Drift variability (Exp. 2, cued-SIM) 5 0.207
Drift variability (Exp. 2, miscued-SIM) 6 0.225
Drift variability (Exp. 2, cued-DEL) 7 0.193
Drift variability (Exp. 2, miscued-DEL) 8 0.071
Diffusion SD (Exp. 1) () 0.086
Diffusion SD (Exp. 2) 	() 0.100
Nondecision Processes
Mean nondecision time Ter 0.503
Nondecision time range st 0.100
Note. Exp.  Experiment; VSTM  visual short-term memory; SIM 
simultaneous; DEL  delayed.
 Denotes fixed parameters.
Table 6
Parameters Used to Fit the Orienting Model to the Data From
Experiments 1 and 2
Parameter Symbol Estimate
Sensory Encoding
Filter onset on 136.04
Filter offset off 13.82
Mapping constant (Exp. 1)  0.34
Mapping constant (Exp. 2) 	 0.75
Naka-Rushton exponent (Exp. 1)  3.88
Naka-Rushton exponent (Exp. 2) 	 2.15
Naka-Rushton inhibition (Exp. 1) cin, 0.041
Naka-Rushton inhibition (Exp. 2) cin,	 0.028
Attention/VSTM
Attention gain (all conditions)  13.03
Orienting time (Exp. 1, cued-SIM) tor1 0.000
Orienting time (Exp. 1, miscued-SIM) tor2 0.098
Orienting time (Exp. 1, cued-DEL) tor3 0.066
Orienting time (Exp. 1, miscued-DEL) tor4 0.204
Orienting time (Exp. 2, cued-SIM) tor5 0.000
Orienting time (Exp. 2, miscued-SIM) tor6 0.071
Orienting time (Exp. 2, cued-DEL) tor7 0.040
Orienting time (Exp. 2, miscued-DEL) tor8 0.125
Saliency offset term c0 0.25
Decision Making
Decision criterion (boundary separation) a 0.068
Drift variability (Exp. 1, cued-SIM) 1 0.099
Drift variability (Exp. 1, miscued-SIM) 2 0.181
Drift variability (Exp. 1, cued-DEL) 3 0.127
Drift variability (Exp. 1, miscued-DEL) 4 0.129
Drift variability (Exp. 2, cued-SIM) 5 0.209
Drift variability (Exp. 2, miscued-SIM) 6 0.324
Drift variability (Exp. 2, cued-DEL) 7 0.224
Drift variability (Exp. 2, miscued-DEL) 8 0.292
Diffusion SD (Exp. 1) () .076
Diffusion SD (Exp. 2) 	() .100
Nondecision Processes
Mean nondecision time Ter 0.463
Nondecision time range st 0.1
Note. Exp.  Experiment; VSTM  visual short-term memory; SIM 
simultaneous; DEL  delayed.
 Denotes fixed parameters.
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relative to the time course of (t). The decision-process parameters
were the boundary separation, a, and four drift variability param-
eters, , one for each cell of the design. The mean nondecision
time, Ter, was assumed to be the same for all conditions, as was its
range of variability, which was fixed at 0.1, based on estimates
obtained from other experiments. Following Ratcliff (1978), we
set the asymptotic value of (), the square root of the diffusion
coefficient, to 0.1 and estimated the decision criterion, drift, and
drift variability as multiples of this value. Although the number of
parameters in the model is fairly large, each model parameter
accounts for around 13 to 14 degrees of freedom in the data, which
represents a high degree of parsimony.3
Table 7 shows fits of the gain and orienting models to the
individual observer data from Experiments 1 and 2. The last row
of the table shows the fits to the quantile-averaged group data. The
sample size used in calculating G2 for the group data was the same
as that used for the individual observers (see Appendix), consistent
with our interpretation of the group fit as characterizing the per-
formance of an “average observer.” For Experiment 1, for all
observers, the best model (in either a G2 or a BIC sense) was the
orienting model. On average, the fit of the orienting model was
around 16% better than the gain model. This advantage is even
more pronounced for the group data: The G2 for the orienting
model was around twice as good as that for the gain model. In the
group data, where the effects of individual differences were min-
imized, the orienting model performed decisively better than the
gain model. The smaller G2 statistics for the group data reflects the
data-smoothing effects of quantile averaging.
The fits to Experiment 2 give a different picture. In this exper-
iment, there was no evidence that the orienting model is uniformly
superior. Indeed, for two of the five observers, the gain model was
the better of the two models, but, in general, the performance of the
two models was comparable. (The exception was BH, who gen-
erated the largest cuing effects, and for whom the orienting model
was substantially better.) This picture is mirrored in the group data,
in which the G2 statistics for the gain and orienting models were
almost equal. This accords with the findings of Smith and Ratcliff
(2009), who were unable to discriminate between gain and orient-
ing models using data collected with abrupt-onset stimuli.
As a further, stronger, test of the models, we followed Smith and
Ratcliff (2009) and fitted the models simultaneously to the
quantile-averaged data from Experiments 1 and 2, with some
parameters constrained to be equal for the two experiments. Be-
cause the experiments were carried out with a subset of different
observers, some degree of misfitting might be expected with such
a composite model. However, as Smith and Ratcliff (2009) argued,
quantile averaging attenuates the effects of individual differences,
so meaningful comparisons between models should still be possi-
ble in simultaneous fits to quantile-averaged data. Simultaneous
fits impose additional constraints on the parameters and so have
the potential to be highly diagnostic. We found that the main
features of the fits to the individual observers were also present in
the simultaneous fits to the group data, so we emphasize these fits
in the remainder of this section.
Simultaneous Fits to Quantile-Averaged Group Data
To fit the models to Experiments 1 and 2 simultaneously, we
constrained the parameters of the sensory response function, on
and off, the boundary separation, a, and the nondecision time, Ter,
to be the same in both experiments. We chose to constrain the
boundary separation based on our previous experience with this
paradigm, in which we have found little difference in average
estimated criterion values across experiments. Instead, we attrib-
uted the differences in overall RT in the two experiments to
differences in the rate at which the decision process accumulates
stimulus information, which is controlled by the diffusion coeffi-
cient, 2(t).
In most applications, the diffusion coefficient is assumed to be
the same in all conditions of an experiment, but recently some
researchers have considered the psychological implications of al-
lowing it to vary. Smith and Ratcliff (2009) investigated whether
the effects of stimulus uncertainty could be attributed to variations
in the diffusion coefficient (see their Equation 18). Donkin,
Brown, and Heathcote (2009) argued, more generally, that model
fits can be improved by allowing the diffusion coefficient to vary
across conditions. Their recommendation was to fix the diffusion
coefficient in one condition and to allow its values in the remain-
ing conditions to vary freely. Our theoretical intuition was that, in
comparison to abrupt-onset stimuli, no-onset stimuli may be asso-
ciated with a lower overall rate of evidence accumulation. Accord-
ingly, we set ()  0.1 in Experiment 2 and estimated its value
in Experiment 1 from the data.
We assumed that the discriminative information carried by
stimuli of a given contrast would differ, depending on the mode of
presentation (offset or onset), so we allowed the Naka-Rushton
parameters,  and cin, the VSTM scaling parameter, , and the drift
variability parameters, , to vary across experiments. For the gain
3 The degree of data reduction provided by the model is comparable to
accounting for 2728 data points with a single regression line.
Table 7
Fits of the Integrated System Model to Individual Observer and
Group Data for Each Experiment
Observer
Gain Orienting
G2 (204) BIC G2 (204) BIC
Experiment 1 (Offset)
DS 385.2 516.2 335.3 464.3
CW 477.1 608.1 358.9 481.9
JE 519.6 650.6 416.6 547.6
MO 503.6 634.6 473.1 587.1
CP 693.7 824.7 589.7 679.7
RM 675.9 806.9 611.1 742.1
LB 857.2 988.2 783.1 914.1
Group 215.9 346.9 109.1 240.1
Experiment 2 (Onset)
BH 1069.2 1200.2 911.9 1042.9
SM 442.3 573.3 425.5 556.5
SG 286.5 417.5 312.6 443.6
LB 483.4 614.4 540.3 671.3
CM 446.2 577.2 434.7 565.7
Group 147.5 278.5 146.3 277.3
Note. Fit statistics for the best model by BIC are presented in boldface.
BIC  Bayesian information criterion.
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model, we estimated a total of eight gain parameters (one for each
condition of each experiment). For the orienting model, we esti-
mated a single gain parameter for all conditions and six different
orienting time parameters, tor. We set the orienting time to be 0 for
cued, no-delay stimuli in both experiments and allowed the ori-
enting times in the other conditions to vary. The resulting orienting
model had 27 parameters and the gain model had 28 parameters.
These parameters accounted, in either instance, for 440 degrees of
freedom in the data.
The model fits are shown in Figure 10 and Figure 11, for the
gain and orienting models, respectively. The parameters that were
estimated in fitting the models are listed in Tables 5 and 6, together
with their values. The data and model fits are shown as quantile
probability plots (Ratcliff & Tuerlinckx, 2002). In these plots, the
quantiles of the RT distributions for correct responses and errors at
each level of contrast are plotted as a function of the choice
probabilities. These plots provide a compact representation of the
relationships among accuracy, RT distribution shape, the relative
speed of correct responses and errors, and how these statistics vary
as a function of stimulus contrast.
Each of the panels of Figures 10 and 11 shows 10 RT distribu-
tions and their associated choice probabilities. Each distribution is
summarized by its RT quantiles, which are shown as a column of
symbols. The distributions on the left-hand side of each panel are
for error responses; those on the right-hand side are for correct
responses. The innermost pair of columns shows performance at
the lowest level of stimulus contrast (i.e., the most difficult stim-
ulus condition). The outermost pair of columns shows performance
at the highest level of contrast (i.e., the easiest stimulus condition).
The remaining pairs of columns show performance at intermediate
levels of contrast. Within each column, the lowest symbol on the
ordinate corresponds to the .1 RT quantile, which describes the
leading edge of the RT distribution, followed by the .3, .5, .7, and
.9 quantiles in ascending order. Within a given column, the relative
spacing between adjacent symbols shows the shape of the RT
distribution in that condition. The five solid lines in each panel link
the predicted RT quantiles across different levels of stimulus
contrast, indicating the changes in RT distributions across condi-
tions and responses predicted by the model.
The plots reveal a number of regularities in the data. All of the
RT distributions show evidence of positive skew: Tail quantiles
are more widely separated than quantiles at the leading edge. Error
RTs are longer than those for correct responses: The RT quantiles
for errors are relatively higher on the ordinate than the correspond-
ing quantiles for correct responses. Comparison of cued/miscued
and SIM/DEL panels reveals additional regularities. Cued perfor-
mance is more accurate than miscued performance: The horizontal
extent of the data is greater in cued conditions, reflecting higher
proportions of correct responses (and fewer errors); in miscued
conditions, the data cluster more tightly around the vertical midline
of the panels (i.e., chance performance). Cuing also results in
faster RTs: Cued RT quantiles are shorter than miscued RT quan-
tiles. The effects of delaying the fiducial cross are qualitatively
similar to those of miscuing: Relative to the SIM condition, per-
formance in the DEL condition is less accurate, and RTs are
longer.
Fit of the gain model. Inspection of Figure 10 shows that the
gain model provides a good characterization of performance in
seven of the eight experimental conditions in Experiments 1 and 2.
In these conditions, the fitted model captures the joint changes in
accuracy and RT, together with the associated distribution shapes,
as a function of cuing and delay. However, the model fails to
Figure 10. Quantile probability plot displaying the fit of the gain model to data from Experiments 1 and 2. Each
panel presents data from one of the eight conditions generated by crossing experiment, cuing condition, and
delay condition. Correct response and error data from each level of stimulus contrast are plotted as free-floating
symbols in each panel. Model predictions are plotted as symbols connected by lines. See text for details. SIM 
simultaneous; DEL  delayed.
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capture performance in the critical miscued-DEL condition in
Experiment 1 (DEL-off, miscued). This is the condition in which
accuracy was lowest and RTs were longest, when stimuli were
presented at unattended locations with delayed localizing informa-
tion. As Figure 10 shows, although the model was able to repro-
duce the observed choice probabilities and capture the leading
edge of the distributions (the .1 quantile), the best-fitting distribu-
tions were much more variable and skewed than those in the data.
The model captures the reduction in accuracy and the slowing
down of the fastest responses (the leading edge of the distribution),
but fails to capture the shape of the distribution as a whole. It
predicts RTs that are appreciably longer than those in the data,
particularly the slower responses (the .7 and .9 quantiles).
Fit of the orienting model. Figure 11 shows the fit of the
orienting model. Like the gain model, the orienting model quali-
tatively captures all the relevant features of the data. For the
experimental conditions that were well described by the gain
model, the orienting model also provides a good account of per-
formance, echoing the mimicry reported by Smith and Ratcliff
(2009). Crucially, the orienting model also provides a good quan-
titative account of the miscued-DEL condition from Experiment 1
(see Figure 11), which was not well fitted by a gain model. Thus,
only the orienting model is able to explain the complete set of data
from the two experiments. The better performance of the orienting
model is reflected in the goodness-of-fit statistics, which were
G2(413)  313.5, BIC  557.0, for the orienting model, and
G2(412)  378.6, BIC  629.1, for the gain model. The fit of the
orienting model is around 20% better than the fit of the gain model,
despite having one fewer free parameter. The individual observer
fits, the separate fit to the group data for each experiment, and the
combined fits to both experiments all agree in preferring the
orienting model to the gain model. Whereas both models per-
formed similarly with abrupt-onset stimuli in Experiment 2, only
the orienting model captured the full range of performance varia-
tion with no-onset stimuli in Experiment 1.
Examination of the best fitting attention parameters for the
orienting model (tor parameters) reveals how the model was able to
account for the data (see Table 6). Orienting times were relatively
short in cued conditions compared to miscued conditions; the same
pattern is evident between SIM and DEL conditions. The effect of
the different orienting times can be understood in terms of the
temporal overlap between the sensory response function, (t), and
the attention weight function, i(t) (see Figure 2f). All else being
equal, shorter orienting times permit increased transfer of stimulus
information into VSTM. Miscuing and delaying the fiducial cross
both increase the orienting time, resulting in poorer VSTM trans-
fer, and thus slower, less accurate detection performance.
General Discussion
In this article, we investigated attentional control mechanisms
using a novel variant of the no-onset paradigm in a simple dis-
crimination task. Whereas previous studies using no-onset stimuli
have typically used complex judgments, such as letter identifica-
tion in visual search paradigms (e.g., Yantis & Jonides, 1984), we
used a minimal version of the spatial cuing paradigm, in which a
single, low-contrast Gabor patch target was presented, along with
a localizing marker, in an otherwise empty display.
Our main finding was that no-onset stimuli produced large cuing
effects in accuracy and RT. Previous studies of detection and
simple discrimination using abrupt-onset stimuli have found cuing
effects in accuracy only when stimuli were backwardly masked,
degraded by noise, presented in a background of distractors, or
presented without localizing markers. We found significant or
near-significant cuing effects in accuracy with no-onset stimuli for
the majority of observers when stimuli were localized with simul-
taneous markers and large cuing effects in accuracy for all observ-
ers when the marker was delayed. These results agree with the
results of visual search studies that have found large attentional
Figure 11. Quantile probability plot displaying the fit of the orienting model to data from Experiments 1 and
2. See text for details. SIM  simultaneous; DEL  delayed.
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effects in RT with no-onset stimuli (e.g., Jonides & Yantis, 1988;
Yantis & Jonides, 1984).
We also found cuing effects in both RT and accuracy with
abrupt-onset stimuli. A majority of observers showed significant
cuing effects in accuracy when the localizing marker was delayed,
but some observers showed significant effects when it was pre-
sented at the same time as the stimulus. The latter result contrasts
with a number of previous studies we have reported previously
from similar paradigms, with unmasked stimuli and simultaneous
localizing markers, none of which found cuing effects in accuracy
for any observer (e.g., Gould et al., 2007; Smith, Ratcliff, &
Wolfgang, 2004; Smith & Wolfgang, 2007; Smith, Wolfgang, &
Sinclair, 2004). The key methodological difference between our
Experiment 2 and previous studies is that, in Experiment 2, the
abrupt onsets were associated with existing perceptual objects,
whereas in our previous studies the onsets marked the appearance
of new perceptual objects. Our results are therefore consistent with
studies suggesting that attentional processing of new perceptual
objects is more efficient than processing of changes to existing
objects (e.g., Cole et al., 2004; Yantis & Jonides, 1996). However,
the cuing effects in accuracy with abrupt-onset stimuli were much
smaller than those with no-onset stimuli. This suggests that the
energy transients at stimulus onset plays an important role in the
process of forming a VSTM representation of a stimulus and
initiating perceptual sampling by a decision process.
We contrasted two kinds of attentional processes, which we
termed gain and orienting models, both formulated in an integrated
system model framework. Both of these models assumed that the
process of VSTM trace formation and perceptual decision making
depends on attention, but they conceive of the attentional depen-
dency in different ways. In the gain model, the effect of inattention
is to slow the rate of VSTM trace formation. In the orienting
model, the effect of inattention is to delay the onset of trace
formation. Both models assumed that the speed and accuracy of
performance depends jointly on the attentional set established in
response to the cue and the saliency of the stimulus.
Our differing results for no-onset and abrupt-onset stimuli suf-
ficed to falsify the simplest gain model, which assumes there is no
reallocation of attentional resources during the course of a trial
once they have been allocated in response to the cue. More
specifically, this model assumes that any reallocation of resources
to an unattended stimulus or its accompanying localizing marker
occurs too slowly to confer a performance benefit. Typical esti-
mates of orienting times mediated by the exogenous control sys-
tem are on the order of 100–150 ms (e.g., Cheal & Lyon, 1991;
Mu¨ller & Findlay, 1988; Mu¨ller & Rabbitt, 1989; Nakayama &
Mackeben, 1989), whereas our stimuli were presented for 60 ms
only. On this estimate, most or all of the discriminative informa-
tion used to make the decision would be acquired before reorient-
ing occurs. Although the atypically large cuing effect in Experi-
ment 1 may have been partly due to object-based attention, this
was controlled for by Experiment 2, in which the stimuli were also
defined by changes to existing perceptual objects.
We also argued that our results falsify any gain model that
incorporates the effects of stimulus saliency, in which saliency is
conceived of in purely spatial terms, as a function of the contrast
between a stimulus and its background. However, we argued that
they may be consistent with gain models that conceive of saliency
in spatiotemporal terms, as an energy change in the stimulus
display. We therefore sought to discriminate between gain and
orienting models by implementing them within the integrated
system model and fitting them to data. We did so by assuming
different forms of the attention weight function, i(t), which de-
termines the rate of VSTM trace formation and, consequently, the
speed and accuracy of decision making. We interpreted gain and
orienting models within the framework of the episodic theory of
Sperling and Weichselgartner (1995), in which gain and orienting
become, respectively, the spatial and temporal dimensions of a
general attention control function.
Our principal result was to show that the use of a no-onset
manipulation allowed gain and orienting models to be distin-
guished empirically. Our model fits strongly favored the orienting
model at both the group and the individual observer level. This
finding is striking, given Smith and Ratcliff’s (2009) inability to
distinguish between these models using data from abrupt-onset
paradigms. Our modeling results show that the attentional effects
in our no-onset data are better conceived of as being due to a delay
in the formation of a VSTM representation of the stimulus rather
than as a slowing of the rate of formation. We refer to this delay
as “orienting.” Although cuing effects in the literature have often
been attributed to attention orienting, there have been few attempts
to test competing models in the kind of quantitative detail we have
reported here, in which RT and accuracy are considered simulta-
neously.
There is no implication in either episodic theory or the
integrated system model that orienting is associated with an
analog movement of an attentional spotlight. Indeed, Sperling
and Weichselgartner’s (1995) primary motivation for develop-
ing the episodic theory was to provide an alternative to an
analog spotlight account, which they explicitly repudiated. Re-
allocation of resources in episodic theory, although not instan-
taneous, does not require resources to be shifted across the
space intervening between one stimulus location and another. In
our orienting model, the cost of miscuing is conceived of as a
delay in initiating a new attentional episode at a different
stimulus location, as shown in Figures 2b and 2d.
Although the integrated system model provides a detailed ac-
count of the time course of stimulus processing at the level of
perception, VSTM, and decision making, there are some theoret-
ical possibilities that remain difficult to test within this framework.
One such possibility is that performance with miscued stimuli
reflects the cumulative effects of two attentional episodes: one
episode of low gain, established in response to the cue, and a
second episode of high gain, established in response to either the
stimulus or the fiducial cross. In the integrated system model, the
predicted RT and accuracy depend on the strength of the VSTM
trace. Mathematically, trace strength depends on the time integral
of the product of the sensory response function and the attention
weight function. Because of this, the effects of two successive
attentional episodes, one of low gain and one of high gain, will be
indistinguishable from a single episode of intermediate gain. Man-
datory orienting presupposes a single attentional episode, in which
no stimulus information is extracted prior to orienting. Contingent
orienting allows for parallel extraction of information from unat-
tended locations prior to orienting, which would be represented as
a diffuse episode of low gain followed by a focused episode of
high gain.
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Although our data are consistent with either mandatory or
contingent orienting, other results in the literature might lead us to
favor the latter interpretation. For example, Shimozaki (2010)
investigated the effects of cues on signal detection using a classi-
fication image methodology that allowed him to evaluate the
relative weights given to cued and uncued stimulus information at
varying times after stimulus onset. His analysis favored a parallel,
weighted-likelihood (Bayesian) model, in which cued and uncued
stimuli were differentially weighted in making a decision. Stimu-
lus information around 100–120 ms after onset was most heavily
weighted in the decision, but there was no evidence that the peak
of the weight function for uncued stimuli was delayed relative to
the peak for cued stimuli, as would have been expected if observ-
ers had oriented to the cued location and then switched to the
uncued location.
Shimozaki’s (2010) results are difficult to compare directly
to ours because the two tasks were very different. Whereas our
experiments presented a single stimulus in an otherwise empty
display, Shimozaki’s task required observers to compare a pair
of flickering stimuli, one cued and one uncued, to a central
reference stimulus, to judge whether a signal (defined as an
increase in contrast relative to the reference stimulus) was
present at either location. Unlike our stimuli, which were
uniquely localized perceptually, both stimuli in Shimozaki’s
paradigm were relevant for the duration of the trial. Our results
can be reconciled with Shimozaki’s if we assume that reallo-
cation of resources is contingent rather than mandatory; that is,
it occurs for reasons of efficiency rather than necessity. Orient-
ing would be expected precisely under those circumstances in
which the information needed to do the task is carried by a
single stimulus. Further comparison of our results with Shimo-
zaki’s is difficult because his weighted-likelihood model pre-
dicts no cuing effect in accuracy whatsoever in our paradigm, in
which stimuli were localized by fiducial markers. Under these
circumstances, the model predicts that decision weights will be
maximal at the stimulus location and zero elsewhere, irrespec-
tive of whether the stimulus was cued. Although this model
provides a good account of accuracy in tasks in which uncer-
tainty about the stimulus location remains unresolved at the
time of the decision (Shimozaki, Eckstein, & Abbey, 2003), it
does not appear to be an appropriate model for our data.
Another issue that is difficult to address using small-N psy-
chophysical designs is that of individual differences in atten-
tional effects. Individual differences in attentional effects are
usually not reported in cognitive experiments, which typically
consider mean effects only. In our studies, in which we use
small-N designs and analyze data on an observer-by-observer
basis, we routinely find individual differences in cuing effects
similar to those reported here. The variation found psychophys-
ically is consistent with the individual differences reported in a
neuroimaging study of attention by Brefczynski-Lewis, Datta,
Lewis, and DeYoe (2009), who measured attention-related neu-
ral activity via lateralization of cortical blood-oxygen-level
dependence (BOLD). They found pronounced individual differ-
ences in the degree of lateralization of the BOLD in response to
instructions to attend to different regions of the visual field. The
differences in BOLD lateralization appear to be a neural cor-
relate of variations among individuals in attentional set.
To our knowledge, there is as yet no comprehensive theory of
individual differences that explains this variation. However, our
findings are consistent with evidence from the individual dif-
ferences literature, which implicates variation in attentional
control as a source of variation in performance in visual atten-
tion tasks. Performance in attentional blink tasks (Colzato,
Spape´, Pannebakker, & Hommel, 2007), cuing tasks (Bleckley,
Durso, Crutchfield, Engle, & Khanna, 2003), antisaccade tasks
(Kane, Bleckley, Conway, & Engle, 2001; Unsworth, Schrock,
& Engle, 2004), and flanker interference tasks (Heitz & Engle,
2007) has been found to covary with working memory capacity,
which as been linked theoretically with individual differences
in attentional control (Kane, Conway, Hambrick, & Engle,
2007). Specifically, people with high working memory spans
can focus spatial attention faster, and with greater precision,
than low span individuals (Bleckley et al., 2003; Heitz & Engle,
2007). Such results suggest that the individual differences in
cuing effects we report might derive from more fundamental
differences in people’s ability to control attention. At present
though, the relationship between attentional control and perfor-
mance in visual attention tasks is still not fully understood
(Kane, Poole, Tuholski, & Engle, 2006; Poole & Kane, 2009;
Sobel, Gerrie, Poole, & Kane, 2007).
Relationship to Other Work
In this article, we analyzed our data using the integrated system
model of Smith and Ratcliff (2009). This model is one of a number
of computational models of visual attention, most based on the
principles of signal detection theory, which have appeared in the
literature during the last 30 years, following the pioneering work of
Shaw in the 1980s (Shaw, 1980, 1982, 1984). Signal detection
models of the cuing paradigm have been investigated, in particular,
by Eckstein and colleagues (Eckstein, Shimozaki, & Abbey, 2002;
Eckstein et al., 2004; Shimozaki et al., 2003), as discussed above,
and by Foley and Schwarz (1998), Dosher, Lu, and colleagues
(Dosher & Lu, 2000a, 2000b; Lu & Dosher, 1998; Lu, Lesmes, &
Dosher, 2002), and Smith (1998). A full account of the relationship
between the integrated system model and these models is beyond
the scope of this article. The interested reader is referred to Smith
(2000), Smith et al. (2010), and Smith and Ratcliff (2009) for
discussions of various aspects of this relationship. Here, we note
that the integrated system model differs from other models in two
important respects. First, and most important, the integrated sys-
tem model is a model of both RT and accuracy and of how they
vary as a function of experimental manipulations. Signal detection
models are models of accuracy only and are silent on the effects of
attention on RT. The main empirical phenomena investigated in
this article involved the joint properties of RT and accuracy, and
our ability to distinguish between mechanisms of attentional se-
lection depended critically on our use of models that could predict
this relationship.
Second, the integrated system model predicts at least one im-
portant attentional phenomenon that is not captured by other
models. This is the interaction with backward-masking, the so-
called mask-dependent cuing effect, in which cuing effects increase
in magnitude when stimulus information is limited by backward
masks (Smith, 2000; Smith, Ratcliff, & Wolfgang, 2004; Smith &
Wolfgang, 2004, 2007; Smith, Wolfgang, & Sinclair, 2004), or
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more generally by masks that interrupt stimulus processing (Smith,
Lee, Wolfgang, & Ratcliff, 2009).
The integrated system model attributes this effect to an interaction
between the differential informational persistence of masked and
unmasked stimuli and the differential efficiency of VSTM transfer of
attended and unattended stimuli. Because the model incorporates
models of visual encoding, VSTM, attention, and decision making,
and of the temporal relationships among them, it provides a natural
account of the effects of masking in cued detection tasks that are
found empirically. Its ability to provide a detailed account of the
fine-grained temporal dynamics of attentional selection into VSTM
makes it an appropriate theoretical framework for investigating the
kinds of phenomena we have reported here.
Although limitations in the temporal resolution of our model pre-
vented us from distinguishing between mandatory and contingent
orienting accounts, we believe our results offer insights into the
dynamic processes of attentional selection that would be difficult or
impossible to arrive at by other means. Our model provides a detailed
account of the effects of experimental manipulations on the speed and
accuracy of responding, including the shapes of RT distributions and
the relative speed and frequency of errors. It attributes these effects to
processes of perception, attention, memory, and decision making
acting in concert, and shows how the observed patterns of RT and
accuracy data in the spatial cuing paradigm emerge from the interac-
tions among these component processes.
References
Bleckley, M. K., Durso, F. T., Crutchfield, J. M., Engle, R. W., & Khanna,
M. M. (2003). Individual differences in working memory capacity
predict visual attention allocation. Psychonomic Bulletin & Review, 10,
884–889. doi:10.3758/BF03196548
Boynton, G. M. (2005). Attention and visual perception. Current Opinion
in Neurobiology, 15, 465–469. doi:10.1016/j.conb.2005.06.009
Brefczynski-Lewis, J. A., Datta, R., Lewis, J. W., & DeYoe, E. A. (2009).
The topography of visuospatial attention as revealed by a novel visual
field mapping technique. Journal of Cognitive Neuroscience, 21, 1447–
1460. doi:10.1162/jocn.2009.21005
Broadbent, D. E. (1958). Perception and communication. Elmsford, NY:
Pergamon Press. doi:10.1037/10037-000
Cameron, E. L., Tai, J. C., & Carrasco, M. (2002). Covert attention affects
the psychometric function of contrast sensitivity. Vision Research, 42,
949–967. doi:10.1016/S0042-6989(02)00039-1
Carrasco, M., Penpeci-Talgar, C., & Eckstein, M. (2000). Spatial covert
attention increases contrast sensitivity across the CSF: Support for signal
enhancement. Vision Research, 40, 1203–1215. doi:10.1016/S0042-
6989(00)00024-9
Cheal, M., & Lyon, D. R. (1991). Central and peripheral precuing of
forced-choice discrimination. The Quarterly Journal of Experimental
Psychology A: Human Experimental Psychology, 43, 859–880.
Cole, G. G., Kentridge, R. W., & Heywood, C. A. (2004). Visual salience
in the change detection paradigm: The special role of object onset.
Journal of Experimental Psychology: Human Perception and Perfor-
mance, 30, 464–477. doi:10.1037/0096-1523.30.3.464
Cole, G. G., & Kuhn, G. (2009). Appearance matters: Attentional orienting
by new objects in the precueing paradigm. Visual Cognition, 17, 755–
776. doi:10.1080/13506280802611582
Cole, G. G., & Kuhn, G. (2010). Attentional capture by object appearance
and disappearance. The Quarterly Journal of Experimental Psychology,
63, 147–159. doi:10.1080/17470210902853522
Colzato, L. S., Spape´, M. M. A., Pannebakker, M. M., & Hommel, B.
(2007). Working memory and the attentional blink: Blink size is pre-
dicted by individual differences in operation span. Psychonomic Bulletin
& Review, 14 1051–1057. doi:10.3758/BF03193090
Donkin, C., Brown, S. D., & Heathcote, A. (2009). The overconstraint of
response time models: Rethinking the scaling problem. Psychonomic
Bulletin & Review, 16, 1129–1135. doi:10.3758/PBR.16.6.1129
Dosher, B. A., & Lu, Z. L. (2000a). Mechanisms of perceptual attention in
precuing of location. Vision Research, 40, 1269–1292. doi:10.1016/
S0042-6989(00)00019-5
Dosher, B. A., & Lu, Z. L. (2000b). Noise exclusion in spatial attention.
Psychological Science, 11, 139–146. doi:10.1111/1467-9280.00229
Downing, C. J. (1988). Expectancy and visual-spatial attention: Effects on
perceptual quality. Journal of Experimental Psychology: Human Per-
ception and Performance, 14, 188 –202. doi:10.1037/0096-
1523.14.2.188
Eckstein, M. P., Pham, B. T., & Shimozaki, S. S. (2004). The footprints of
visual attention during search with 100% valid and 100% invalid cues.
Vision Research, 44, 1193–1207. doi:10.1016/j.visres.2003.10.026
Eckstein, M. P., Shimozaki, S. S., & Abbey, C. K. (2002). The footprints
of visual attention in the Posner cueing paradigm revealed by classifi-
cation images. Journal of Vision, 2, 25–45. doi:10.1167/2.1.3
Enns, J. T., Austen, E. L., Di Lollo, V., Rauschenberger, R., & Yantis, S.
(2001). New objects dominate luminance transients in setting attentional
priority. Journal of Experimental Psychology: Human Perception and
Performance, 27, 1287–1302. doi:10.1037/0096-1523.27.6.1287
Eriksen, C. W., & St. James, J. D. (1986). Visual attention within and
around the field of focal attention. Perception & Psychophysics, 40,
225–240. doi:10.3758/BF03211502
Eriksen, C. W., & Yeh, Y. Y. (1985). Allocation of attention in the visual
field. Journal of Experimental Psychology: Human Perception and
Performance, 11, 583–597. doi:10.1037/0096-1523.11.5.583
Foley, J. M., & Schwarz, W. (1998). Spatial attention: Effect of position
uncertainty and number of distractor patterns on the threshold-versus-
contrast function for contrast discrimination. Journal of the Optical
Society of America A, Optics, Image Science, and Vision, 15, 1036–
1047. doi:10.1364/JOSAA.15.001036
Franconeri, S. L., Hollingworth, A., & Simons, D. J. (2005). Do new
objects capture attention? Psychological Science, 16, 275–281. doi:
10.1111/j.0956-7976.2005.01528.x
Gellatly, A., & Cole, G. (2000). Accuracy of target detection in new-object
and old-object displays. Journal of Experimental Psychology: Human
Perception and Performance, 26, 889 – 899. doi:10.1037/0096-
1523.26.3.889
Gellatly, A., Cole, G., & Blurton, A. (1999). Do equiluminant object onsets
capture visual attention? Journal of Experimental Psychology: Human
Perception and Performance, 25, 1609 –1624. doi:10.1037/0096-
1523.25.6.1609
Gould, I. C., Wolfgang, B. J., & Smith, P. L. (2007). Spatial uncertainty
explains exogenous and endogenous attentional cuing effects in visual
signal detection. Journal of Vision, 7(13), 1–17. doi:10.1167/7.13.4
Gourevitch, V., & Galanter, E. (1967). A significance test for one-
parameter isosensitivity functions. Psychometrika, 32, 25–33. doi:
10.1007/BF02289402
Graham, N. V. S. (1989). Visual pattern analysers. Oxford, UK: Oxford
University Press. doi:10.1093/acprof:oso/9780195051544.001.0001
Green, D. M., & Swets, J. A. (1966). Signal detection theory and psycho-
physics. New York, NY: Wiley.
Hawkins, H. L., Hillyard, S. A., Luck, S. J., Mouloua, M., Downing, C. J.,
& Woodward, D. P. (1990). Visual attention modulates signal detect-
ability. Journal of Experimental Psychology: Human Perception and
Performance, 16, 802–811. doi:10.1037/0096-1523.16.4.802
Heitz, R. P., & Engle, R. W. (2007). Focusing the spotlight: Individual
differences in visual attention control. Journal of Experimental Psychol-
ogy: General, 136, 217–240. doi:10.1037/0096-3445.136.2.217
1065ATTENTIONAL CONTROL IN DETECTION
Hoffman, J. E. (1979). A two-stage model of visual search. Perception &
Psychophysics, 25, 319–327. doi:10.3758/BF03198811
Jonides, J., & Yantis, S. (1988). Uniqueness of abrupt visual onset in
capturing attention. Perception & Psychophysics, 43, 346–354. doi:
10.3758/BF03208805
Kahneman, D. (1973). Attention and effort. Englewood Cliffs, NJ: Prentice
Hall.
Kahneman, D., Treisman, A. M., & Gibbs, B. J. (1992). The reviewing of
object files: Object-specific integration of information. Cognitive Psy-
chology, 24, 175–219. doi:10.1016/0010-0285(92)90007-O
Kane, M. J., Bleckley, M. K., Conway, A. R. A., & Engle, R. W. (2001).
A controlled-attention view of working-memory capacity. Journal of
Experimental Psychology: General, 130, 169–183. doi:10.1037/0096-
3445.130.2.169
Kane, M. J., Conway, A. R. A., Hambrick, D. Z., & Engle, R. W. (2007).
Variation in working memory capacity as variation in executive atten-
tion and control. In A. R. A. Conway, C. Jarrold, A Miyake, & J. Towse
(Eds.), Variation in working memory (pp. 21–48). Oxford, UK: Oxford
University Press.
Kane, M. J., Poole, B. J., Tuholski, S. W., & Engle, R. W. (2006). Working
memory capacity and the top-down control of visual search: Exploring
the boundaries of “executive attention”. Journal of Experimental Psy-
chology: Learning, Memory, and Cognition, 32, 749–777. doi:10.1037/
0278-7393.32.4.749
Lee, D. K., Koch, C., & Braun, J. (1997). Spatial vision thresholds in the
near absence of attention. Vision Research, 37, 2409–2418. doi:10.1016/
S0042-6989(97)00055-2
Lu, Z. L., & Dosher, B. A. (1998). External noise distinguishes attention
mechanisms. Vision Research, 38, 1183–1198. doi:10.1016/S0042-
6989(97)00273-3
Lu, Z. L., Lesmes, L. A., & Dosher, B. A. (2002). Spatial attention
excludes external noise at the target location. Journal of Vision, 2,
312–323. doi:10.1167/2.4.4
Luce, R. D. (1986). Response times: Their role in inferring elementary
mental organization. Oxford, UK: Oxford University Press.
Martin-Emerson, R., & Kramer, A. F. (1997). Offset transients modulate
attentional capture by sudden onsets. Perception & Psychophysics, 59,
739–751. doi:10.3758/BF03206020
Miller, J. (1989). The control of attention by abrupt visual onsets and
offsets. Perception & Psychophysics, 45, 567–571. doi:10.3758/
BF03208064
Mu¨ller, H. J., & Findlay, J. M. (1988). The effect of visual attention on
peripheral discrimination thresholds in single and multiple element
displays. Acta Psychologica, 69, 129 –155. doi:10.1016/0001-
6918(88)90003-0
Mu¨ller, H. J., & Humphreys, G. W. (1991). Luminance-increment detec-
tion: Capacity-limited or not? Journal of Experimental Psychology:
Human Perception and Performance, 17, 107–124. doi:10.1037/0096-
1523.17.1.107
Mu¨ller, H. J., & Rabbitt, P. M. A. (1989). Reflexive and voluntary
orienting of visual attention: Time course of activation and resistance to
interruption. Journal of Experimental Psychology: Human Perception
and Performance, 15, 315–330. doi:10.1037/0096-1523.15.2.315
Nakayama, K., & Mackeben, M. (1989). Sustained and transient compo-
nents of focal visual attention. Vision Research, 29, 1631–1647. doi:
10.1016/0042-6989(89)90144-2
Navon, D. (1984). Resources—A theoretical soupstone? Psychological
Review, 91, 216–234. doi:10.1037/0033-295X.91.2.216
Pelli, D. G. (1985). Uncertainty explains many aspects of visual contrast
detection and discrimination. Journal of the Optical Society of America
A, Optics, Image Science, and Vision, 2, 1508–1532. doi:10.1364/
JOSAA.2.001508
Poole, B. J., & Kane, M. J. (2009). Working-memory capacity predicts the
executive control of visual search among distracters: The influences of
sustained and selective attention. The Quarterly Journal of Experimental
Psychology, 62, 1430–1454. doi:10.1080/17470210802479329
Posner, M. I. (1980). Orienting of attention. The Quarterly Journal of
Experimental Psychology, 32, 3–25. doi:10.1080/00335558008248231
Posner, M. I., Snyder, C. R. R., & Davidson, B. J. (1980). Attention and the
detection of signals. Journal of Experimental Psychology, 109, 160–
174. doi:10.1037/0096-3445.109.2.160
Ratcliff, R. (1978). A theory of memory retrieval. Psychological Review,
85, 59–108. doi:10.1037/0033-295X.85.2.59
Ratcliff, R., & Smith, P. L. (2004). A comparison of sequential sampling
models for two-choice reaction time. Psychological Review, 111, 333–
367. doi:10.1037/0033-295X.111.2.333
Ratcliff, R., & Smith, P. L.. (2010). Perceptual discrimination in static and
dynamic noise: The temporal relation between perceptual encoding and
decision making. Journal of Experimental Psychology: General, 139,
70–94. doi:10.1037/a0018128
Ratcliff, R., & Tuerlinckx, F. (2002). Estimating the parameters of the
diffusion model: Approaches to dealing with contaminant reaction times
and parameter variability. Psychonomic Bulletin & Review, 9, 438–481.
doi:10.3758/BF03196302
Shaw, M. L. (1980). Identifying attentional and decision-making compo-
nents in information processing. In R. S. Nickerson (Ed.), Attention &
performance VIII (pp. 277–296). Hillsdale, NJ: Erlbaum.
Shaw, M. L. (1982). Attending to multiple sources of information: I. The
integration of information in decision making. Cognitive Psychology,
14, 353–409. doi:10.1016/0010-0285(82)90014-7
Shaw, M. L. (1984). Division of attention among spatial locations: A
fundamental difference between detection of letters and the detection of
luminance increments. In H. Bouma & D. G. Bouwhuis (Eds.), Attention
& performance X (pp. 109–121). Hillsdale, NJ: Erlbaum.
Shimozaki, S. S. (2010). Uncued and cued dynamics measured by response
classification. Journal of Vision, 10, 1–27. doi:10.1167/10.8.10
Shimozaki, S. S., Eckstein, M. P., & Abbey, C. K. (2003). Comparison of
two weighted integration models for the cueing task: Linear and likeli-
hood. Journal of Vision, 3, 209–229. doi:10.1167/3.3.3
Shiu, L., & Pashler, H. (1994). Negligible effects of spatial precuing on
identification of single digits. Journal of Experimental Psychology:
Human Perception and Performance, 20, 1037–1054. doi:10.1037/
0096-1523.20.5.1037
Smith, P. L. (1998). Attention and luminance detection: A quantitative
analysis. Journal of Experimental Psychology: Human Perception and
Performance, 24, 105–133. doi:10.1037/0096-1523.24.1.105
Smith, P. L. (2000). Attention and luminance detection: Effects of cues,
masks, and pedestals. Journal of Experimental Psychology: Human
Perception and Performance, 26, 1401–1420. doi:10.1037/0096-
1523.26.4.1401
Smith, P. L., Ellis, R., Sewell, D. K., & Wolfgang, B. J. (2010). Cued
detection with compound integration-interruption masks reveals multi-
ple attentional mechanisms. Journal of Vision, 10, 1–28. doi:10.1167/
10.5.3
Smith, P. L., Lee, Y.-E., Wolfgang, B. J., & Ratcliff, R. (2009). Attention
and the detection of masked radial frequency patterns: Data and model.
Vision Research, 49, 1363–1377. doi:10.1016/j.visres.2008.04.024
Smith, P. L., & Ratcliff, R. (2009). An integrated theory of attention and
decision making in visual signal detection. Psychological Review, 116,
283–317. doi:10.1037/a0015156
Smith, P. L., Ratcliff, R., & Wolfgang, B. J. (2004). Attention orienting and
the timecourse of perceptual decisions: Response time distributions with
masked and unmasked displays. Vision Research, 44, 1297–1320. doi:
10.1016/j.visres.2004.01.002
Smith, P. L., & Wolfgang, B. J. (2004). The attentional dynamics of
masked detection. Journal of Experimental Psychology: Human Percep-
tion and Performance, 30, 119–136. doi:10.1037/0096-1523.30.1.119
Smith, P. L., & Wolfgang, B. J. (2007). Attentional mechanisms in visual
1066 SEWELL AND SMITH
signal detection: The effects of simultaneous and delayed noise and
pattern masks. Perception & Psychophysics, 69, 1093–1104. doi:
10.3758/BF03193947
Smith, P. L., Wolfgang, B. J., & Sinclair, A. J. (2004). Mask-dependent
attentional cuing effects in visual signal detection: The psychometric
function for contrast. Perception & Psychophysics, 66, 1056–1075.
doi:10.3758/BF03194995
Sobel, K. V., Gerrie, M. P., Poole, B. J., & Kane, M. J. (2007). Individual
differences in working memory capacity and visual search: The roles of
top-down and bottom-up processing. Psychonomic Bulletin & Review,
14, 840–845. doi:10.3758/BF03194109
Sperling, G. (1960). The information available in brief visual presentations.
Psychological Monographs: General and Applied, 74, 1–29. doi:
10.1037/h0093759
Sperling, G., & Reeves, A. (1980). Measuring the reaction time of a shift
of visual attention. In R. Nickerson (Ed.), Attention & performance VIII
(pp. 347–360). Hillsdale, NJ: Erlbaum.
Sperling, G., & Weichselgartner, E. (1995). Episodic theory of the dynam-
ics of spatial attention. Psychological Review, 102, 503–532. doi:
10.1037/0033-295X.102.3.503
Townsend, J. T., & Ashby, F. G. (1978). Methods of modeling capacity in
simple processing systems. In N. J. Castellan Jr. (Ed.), Cognitive theory
(Vol. 3, pp. 199–239). Hillsdale, NJ: Erlbaum.
Townsend, J. T., & Wegner, M. J. (2004). A theory of interactive parallel
processing: New capacity measures and predictions for a response time
inequality series. Psychological Review, 111, 1003–1035. doi:10.1037/
0033-295X.111.4.1003
Unsworth, N., Schrock, J. C., & Engle, R. W. (2004). Working memory
capacity and the antisaccade task: Individual differences in voluntary
saccade control. Journal of Experimental Psychology: Learning,
Memory, and Cognition, 30, 1302–1321. doi:10.1037/0278-
7393.30.6.1302
Watson, A. B. (1986). Temporal sensitivity. In K. R. Boff, L. Kaufman, &
J. P. Thomas (Eds.), Handbook of perception and performance (Vol. 1,
pp. 6.1–6.85). New York, NY: Wiley.
Wickens, T. D. (2002). Elementary signal detection theory. New York,
NY: Oxford University Press.
Yantis, S., & Hillstrom, A. P. (1994). Stimulus-driven attentional capture:
Evidence from equiluminant visual objects. Journal of Experimental
Psychology: Human Perception and Performance, 20, 95–107. doi:
10.1037/0096-1523.20.1.95
Yantis, S., & Jonides, J. (1984). Abrupt visual onsets and selective atten-
tion: Evidence from visual search. Journal of Experimental Psychology:
Human Perception and Performance, 10, 601–621. doi:10.1037/0096-
1523.10.5.601
Yantis, S., & Jonides, J. (1996). Attentional capture by abrupt onsets: New
perceptual objects or visual masking? Journal of Experimental Psychol-




Psychometric functions. To test for significant cuing ef-
fects in sensitivity, we fitted Weibull functions, F(c), of the
form
Fc 1 exp c
, (A1)
to the d values for each observer. In this equation, , , and  are
amplitude, dispersion, and shape parameters, respectively, and c is
stimulus contrast. We fitted the functions iteratively by minimizing









using the Matlab routine fminsearch. In this expression, d(c) is the
measured sensitivity in condition i and Fi(c) is the predicted
sensitivity obtained from Equation A1. The index of summation, i,
runs over the five levels of stimulus contrast and the two levels of
attentional cue (cued and miscued). The variance term in the
denominator, var[d(c)], is the asymptotic variance estimate of














In this expression, PH(C) and PV(C) are the proportions of
correct responses to the horizontal and vertical stimuli; nH and
nV are the numbers of horizontal and vertical stimuli, respec-
tively; z[.] is the standard normal deviate (z score) and {.} is
the normal density function evaluated at the specified abscissa.
The factor of 2 in the denominator is a reflection of the 2
in the denominator of Equation 1.
To test for the presence of cuing effects, we compared the fit of an
unrestricted model {A, A, A, U, U, U,}, in which separate
Weibull functions were fitted to the empirical psychometric functions
for attended (cued) and unattended (miscued) conditions, to the fit of
a restricted, or null, model, {, , }, in which the same Weibull
function was fitted to the psychometric functions simultaneously. The
improvements in fit obtained from the unrestricted model relative to the
restricted model were tested for significance as a 2(3) random variable.
(Appendix continues)
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Pie´ron’s law. The tests for cuing effects in MRT in Figures
4 and 6 were carried out in a similar way, by fitting two-parameter
power law functions of the form
F(c)c, (A4)
to the MRTs for each observer by minimizing a chi-square statis-
tic, as was done with the d values, with the square of the estimated
standard error of the mean used as a variance term in the denom-
inator. Pie´ron’s law is often written with an additional asymptote
parameter, the so-called irreducible minimum RT (Luce, 1986, p.
58). We have found that, with long RTs like those in our current
experiments, the three-parameter model yields no appreciable im-
provement in fit and shows poorer stability; so we prefer the
simpler, two-parameter model. To test for significant differences
in MRT between cued and miscued conditions we compared the
fits of an unrestricted model {A, A, U, U}, in which separate
power laws were fitted to the MRTs for attended (cued) and
unattended (miscued) conditions, to the fit of a restricted model
{, }, in which the same function was fitted to the two conditions
simultaneously. The improvement of fit of the unrestricted model
relative to the restricted model was tested for significance as a
2(2) random variable.
Integrated system model. The integrated system model fits
in Figures 10 and 11 were obtained by minimizing the likelihood
ratio chi-square, G2, using the empirical RT quantiles as bounds to
group the data into bins. Let pij denote the observed proportion of
responses in bin j in condition i, and let ij denote the proportion
predicted by the model. Let ni denote the number of experimental








In this equation, the summation over j runs over the 12 bins
formed by each pair of joint distributions for correct responses and
errors and the summation over i runs over the 20 distribution pairs,
comprising the five levels of stimulus contrast in each of the four
conditions in the Cue (cued, miscued)  Delay (SIM, DEL)
design. Because G2 was computed on joint distributions, it simul-
taneously tested the fit of the RT distributions and response accu-
racy. To calculate G2, correct and error RTs were grouped sepa-
rately into six bins, giving 12 bins per distribution pair. Each joint
distribution pair was subject to the constraint that the total ex-
pected number of observations in the pair equaled the total ob-
served number. This leads to the loss of one degree of freedom for
each pair, giving 12 – 1  11 degrees of freedom per pair, or 220
degrees of freedom per experiment.
If product-multinomial sampling assumptions are satisfied, G2 is
distributed asymptotically as a chi-square random variable with
degrees of freedom equal to the number of degrees of freedom in
the data (here 220) minus the number of parameters estimated in
fitting the model (here usually 16). In theory, the fit of the model
may be tested for significance using percentage points of the
chi-square distribution. In practice, however, the chi-square test is
overly sensitive to extraneous sources of variability in the data,
whose effects are magnified in large samples. This property is
often characterized by saying the chi-square test is “too powerful.”
Rather than using absolute measures of fit, we used G2 as a rough
indicator of model performance only, and carried out model se-
lection using the BIC. BIC is defined as
BIC  G2  klogN, (A6)
where k is the number of parameters estimated in fitting the model
and N is the total sample size. Like the alternative Akaike infor-
mation criterion (AIC), BIC is a likelihood function that penalizes
models for their number of free parameters. As with the AIC, the
preferred model is the model with the smallest BIC. Unlike AIC,
the penalty term in BIC depends on the sample size, which gives
it better properties than AIC. Specifically, BIC is less likely than
AIC to favor more complex models with large sample sizes.
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