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SUMMARY
When an unbiased estimator of the likelihood is used within a Metropolis–Hastings chain, it is
necessary to trade off the number of Monte Carlo samples used to construct this estimator against
the asymptotic variances of the averages computed under this chain. Using many Monte Carlo
samples will typically result in Metropolis–Hastings averages with lower asymptotic variances
than the corresponding averages that use fewer samples; however, the computing time required to
construct the likelihood estimator increases with the number of samples. Under the assumption
that the distribution of the additive noise introduced by the loglikelihood estimator is Gaussian
with variance inversely proportional to the number of samples and independent of the parameter
value at which it is evaluated, we provide guidelines on the number of samples to select. We
illustrate our results by considering a stochastic volatility model applied to stock index returns.
Some key words: Intractable likelihood; Metropolis–Hastings algorithm; Particle filter; Sequential Monte Carlo;
State-space model.
1. INTRODUCTION
The use of unbiased estimators within the Metropolis–Hastings algorithm was initiated by Lin
et al. (2000), with a surge of interest in these ideas since their introduction in Bayesian statistics
by Beaumont (2003). In a Bayesian context, an unbiased likelihood estimator is commonly con-
structed using importance sampling as in Beaumont (2003) or particle filters as in Andrieu et al.
(2010). Andrieu & Roberts (2009) call this method the pseudo-marginal algorithm and establish
some of its theoretical properties.
c© 2015 Biometrika Trust
 Biometrika Advance Access published March 7, 2015
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2 A. DOUCET, M. K. PITT, G. DELIGIANNIDIS AND R. KOHN
Apart from the choice of proposals inherent to any Metropolis–Hastings algorithm, the main
practical issue with the pseudo-marginal algorithm is the choice of the number, N , of Monte
Carlo samples or particles used to estimate the likelihood. For any fixed N , the transition kernel
of the pseudo-marginal algorithm leaves the posterior distribution of interest invariant. Using
many Monte Carlo samples usually results in pseudo-marginal averages with lower asymptotic
variances than the corresponding averages obtained from fewer samples, as established in a 2014
unpublished paper by C. Andrieu and M. Vihola (arXiv:1404.6909) for likelihood estimators
based on importance sampling. Empirical evidence suggests that this result also holds when the
likelihood is estimated by particle filters. However, the computing cost of constructing the like-
lihood estimator increases with N . We aim to select N so as to minimize the computational
resources necessary to achieve a specified asymptotic variance for a particular pseudo-marginal
average. This amount of computational resources, a quantity referred to as the computing time, is
typically proportional to N times the asymptotic variance of the particular average, this variance
being itself a function of N . Assuming that the distribution of the additive noise introduced by
the loglikelihood estimator is Gaussian with a variance inversely proportional to N and indepen-
dent of the parameter value at which it is evaluated, this minimization was carried out by Pitt
et al. (2012) and Sherlock et al. (2015). However, Pitt et al. (2012) assumed that the Metropolis–
Hastings proposal is the posterior density, whereas Sherlock et al. (2015) relaxed the Gaussian
noise assumption but restricted themselves to an isotropic normal random walk proposal and
assumed that the posterior density factorizes into d independent and identically distributed com-
ponents, where d → ∞.
Our article addresses a similar problem but considers general proposal and target densities
and relaxes the Gaussian noise assumption. In this more general setting, we cannot minimize
the computing time itself, and instead minimize explicit upper bounds on it. Quantitative results
are presented under a Gaussian assumption. In this scenario, our guidelines are that N should
be chosen such that the standard deviation of the loglikelihood estimator is around 1·0 when the
Metropolis–Hastings algorithm using the exact likelihood is efficient and around 1·7 when it
is inefficient. In most practical scenarios, the efficiency of the Metropolis–Hastings algorithm
using the exact likelihood is unknown, as the algorithm cannot be implemented. In such cases,
our results suggest selecting a standard deviation around 1·2.
2. METROPOLIS—HASTINGS METHOD USING AN ESTIMATED LIKELIHOOD
We briefly review how an unbiased likelihood estimator can be used within a Metropolis–
Hastings scheme in a Bayesian context. Let y ∈ Y be the observations and θ ∈⊆ Rd the param-
eters of interest. The likelihood is denoted by p(y | θ), and the prior for θ admits a density p(θ)
with respect to Lebesgue measure, so the posterior density of interest is π(θ)∝ p(y | θ)p(θ). We
slightly abuse notation by using the same symbols for distributions and densities.
The Metropolis–Hastings scheme to sample from π simulates a Markov chain according to
the transition kernel
QEX(θ, dϑ)= q(θ, ϑ)αEX(θ, ϑ) dϑ + {1 − EX(θ)}δθ (dϑ),
where
αEX(θ, ϑ)= min{1, rEX(θ, ϑ)}, EX(θ)=
∫
q(θ, ϑ)αEX(θ, ϑ) dϑ,
with rEX(θ, ϑ)= π(ϑ)q(ϑ, θ)/{π(θ)q(θ, ϑ)}. This Markov chain cannot be simulated if p(y | θ)
is intractable.
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Efficient implementation of Markov chain Monte Carlo 3
Assume that p(y | θ) is intractable but we have access to a nonnegative unbiased estimator
p̂(y | θ,U ) of p(y | θ), where U ∼ m(·) represents all the auxiliary random variables used to
obtain this estimator. In this case, we introduce the joint density π̄(θ, u) on × U , where
π̄(θ, u)= π(θ)m(u) p̂(y | θ, u)/p(y | θ). (1)
This joint density admits the correct marginal density π(θ), because p̂(y | θ,U ) is unbiased. The
pseudo-marginal algorithm is a Metropolis–Hastings scheme targeting (1) with proposal density
q(θ, ·)m(·), yielding the acceptance probability
min
{
1,
p̂(y | ϑ, v)p(ϑ)q(ϑ, θ)
p̂(y | θ, u)p(θ)q(θ, ϑ)
}
= min
{
1,
p̂(y | ϑ, v)/p(y | ϑ)
p̂(y | θ, u)/p(y | θ) rEX(θ, ϑ)
}
(2)
for a proposal (ϑ, v). In practice, we record only {θ, log p̂(y | θ, u)} instead of (θ, u). We follow
Andrieu & Roberts (2009) and Pitt et al. (2012) and analyse this scheme using additive noise,
Z = log p̂(y | θ,U )− log p(y | θ)=ψ(θ,U ), in the loglikelihood estimator, rather than U . In
this parameterization, the target density on × R becomes
π̄(θ, z)= π(θ) exp(z)g(z | θ), (3)
where g(z | θ) is the density of Z when U ∼ m(·) and the transformation Z =ψ(θ,U ) is applied.
To sample from π̄(θ, z), we could use the scheme previously described to sample from π̄(θ, u)
and then set z =ψ(θ, u). Equivalently, we can use the transition kernel
Q{(θ, z), (dϑ, dw)} = q(θ, ϑ)g(w | ϑ)αQ{(θ, z), (ϑ,w)} dϑ dw
+ {1 − Q(θ, z)}δ(θ,z)(dϑ, dw), (4)
where
αQ{(θ, z), (ϑ,w)} = min{1, exp(w − z) rEX(θ, ϑ)} (5)
is (2) expressed in the new parameterization. Henceforth, we make the following assumption.
Assumption 1. The noise density g(z) is independent of θ .
Under this assumption, the target density (3) factorizes as π(θ)πZ(z), where
πZ(z)= exp(z)g(z). (6)
Assumption 1 allows us to analyse the performance of the pseudo-marginal algorithm in detail,
but it is not satisfied in practical settings. However, in the stationary regime, we are concerned
with the noise density at values of the parameter which arise from the target density π(θ) and
the marginal density of the proposals at stationarity,
∫
π(dϑ)q(ϑ, θ). If the noise density does
not vary significantly in regions of high probability mass of these densities, then this assumption
is approximately satisfied. In § 4, we examine experimentally how the noise density varies with
respect to draws from π(θ) and
∫
π(dϑ)q(ϑ, θ).
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3. MAIN RESULTS
3·1. Outline
This section presents the main results of the paper. The proofs are given in Appendix 1 and
the Supplementary Material. We minimize upper bounds on the computing time of the pseudo-
marginal algorithm, as discussed in § 1. This requires us to establish upper bounds on the asymp-
totic variance of an ergodic average under the kernel Q given in (4). To obtain these bounds, we
introduce a new Markov kernel Q∗, defined by
Q∗{(θ, z), (dϑ, dw)} = q(θ, ϑ)g(w)αQ∗{(θ, z), (ϑ,w)} dϑ dw
+ {1 − EX(θ)Z(z)}δ(θ,z)(dϑ, dw),
where
αQ∗{(θ, z), (ϑ,w)} = αEX(θ, ϑ)αZ(z, w), αZ(z, w)= min{1, exp(w − z)}, (7)
Z(z)=
∫
g(w)αZ(z, w) dw.
As Q and Q∗ are reversible with respect to π̄ and the acceptance probability in (7) is always
smaller than (5), an application of the theorem in Peskun (1973) ensures that the variance of an
ergodic average under Q∗ is greater than or equal to the variance under Q. We obtain an exact
expression for the variance under the bounding kernel Q∗, as well as simpler upper bounds,
by exploiting a nonstandard representation of this variance, the factor form of the acceptance
probability in (7), and the spectral properties of an auxiliary Markov kernel.
3·2. Inefficiency of Metropolis–Hastings-type chains
In this subsection we recall and establish various results on the integrated autocorrelation
time of Markov chains, henceforth referred to as the inefficiency. In particular, we give a novel
representation of the inefficiency of Metropolis–Hastings-type chains, which will be the basic
ingredient of the proof of our main result.
Consider a Markov kernel 
 on the measurable space (X,X )= {Rn,B(Rn)}, where B(Rn)
is the Borel σ -algebra on Rn . For any measurable real-valued function f , measurable set A
and probability measure μ, we write μ( f )= ∫X μ(dx) f (x), f̄ = f − μ( f ), μ(A)=μ{IA(·)},

 f (x)= ∫X
(x, dy) f (y) and, for n  2,
n(x, dy)= ∫X
n−1(x, dz)
(z, dy), with
1 =
.
We introduce the Hilbert spaces
L2(X, μ)= { f : X → R :μ( f 2) <∞}, L20(X, μ)= { f : X → R :μ( f )= 0, μ( f 2) <∞}
equipped with the inner product 〈 f, g〉μ =
∫
f (x)g(x)μ(dx). We write φn( f,
)=
〈 f̄ ,
n f̄ 〉μ/μ( f̄ 2) for the autocorrelation at lag n  0 and IF( f,
)= 1 + 2
∑∞
n=1 φn( f,
) for
the associated inefficiency. A μ-invariant and ψ-irreducible Markov chain is said to be ergodic;
see Tierney (1994) for the definition of ψ-irreducibility. The next result follows directly from
Kipnis & Varadhan (1986) and Häggström & Rosenthal (2007, Theorem 4 and Corollary 6).
PROPOSITION 1. Consider a μ-reversible and ergodic Markov kernel
. Let (Xi )i1 be a sta-
tionary Markov chain that evolves according to
, and let h ∈ L2(X, μ) be such that μ(h̄2) > 0.
Then the following properties hold.
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Efficient implementation of Markov chain Monte Carlo 5
(i) There exists a probability measure e(h,
) on [−1, 1), called the spectral measure, such
that
φn(h,
)=
∫ 1
−1
λne(h,
)(dλ), IF(h,
)=
∫ 1
−1
(1 + λ)(1 − λ)−1e(h,
)(dλ). (8)
(ii) If IF(h,
) <∞, then as n → ∞,
n−1/2
n∑
i=1
{
h(Xi )− μ(h)
} → N{0, μ(h̄2)IF(h,
)} (9)
in distribution, where N (a, b2) denotes the normal distribution with mean a and vari-
ance b2.
When estimating μ(h), (9) implies that we need approximately nIF(h,
) samples from the
Markov chain (Xi )i1 to obtain an estimator of the same precision as an average of n independent
draws from μ.
Henceforth we consider a μ-reversible kernel
P(x, dy)= q(x, dy)α(x, y)+ {1 − (x)}δx (dy), (x)=
∫
q(x, dy)α(x, y),
where the proposal kernel is selected such that q(x, {x})= 0, α(x, y) is the acceptance proba-
bility, and we assume that there does not exist an x such that μ({x})= 1. We refer to P as a
Metropolis–Hastings-type kernel because it is structurally similar to the Metropolis–Hastings
kernel but we do not require α(x, y) to be the Metropolis–Hastings acceptance probability.
This generalization is required when studying the kernel Q∗, as the acceptance probability
αQ∗{(θ, z), (ϑ,w)} in (7) is not the Metropolis–Hastings acceptance probability.
Let (Xi )i1 be a Markov chain that evolves according to P . We now establish a nonstandard
expression for IF(h, P) derived from the associated jump chain representation (X̃i , τi )i1 of
(Xi )i1. In this representation, (X̃i )i1 corresponds to the sequence of accepted proposals and
(τi )i1 the associated sojourn times, i.e., X̃1 = X1 = · · · = Xτ1, X̃2 = Xτ1+1 = · · · = Xτ1+τ2 and
so on, with X̃i+1 |= X̃i . We now state some properties of this jump chain; see Lemma 1 in Douc
& Robert (2011).
LEMMA 1. Let P be ψ-irreducible. Then (x) > 0 for any x ∈ X and (X̃i , τi )i1 is a Markov
chain with a μ̄-reversible transition kernel P̄, where
P̄{(x, τ ), (dy, ζ )} = P̃(x, dy)G{ζ ; (y)}, μ̄(dx, τ )= μ̃(dx)G{τ ; (x)}
with
P̃(x, dy)= q(x, dy)α(x, y)
(x)
, μ̃(dx)= μ(dx)(x)
μ()
,
and G(· ; υ) denotes the geometric distribution with parameter υ.
The next proposition gives the relationship between IF(h, P) and IF(h/, P̃).
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6 A. DOUCET, M. K. PITT, G. DELIGIANNIDIS AND R. KOHN
PROPOSITION 2. Assume that P and P̃ are ergodic, that h ∈ L20(X, μ) and that IF(h, P) <∞.
Then h/ ∈ L20(X, μ̃),
μ(h2){1 + IF(h, P)} =μ()μ̃(h2/2){1 + IF(h/, P̃)}
and IF(h/, P̃) IF(h, P).
Lemma 1 and Proposition 2 are used in § 3·3 to establish a representation of the inefficiency
for the kernel P = Q∗.
We conclude this section by establishing some results on the positivity of the Metropolis–
Hastings kernel and its associated jump kernel. Recall that a μ-invariant Markov kernel 
 is
positive if 〈
h, h〉μ  0 for any h ∈ L2(X, μ). If 
 is reversible, then positivity is equivalent to
e(h,
)([0, 1))= 1 for all h ∈ L2(X, μ), where e(h,
) is the spectral measure, and positivity
also implies that IF(h,
) 1; see, for example, Geyer (1992). The positivity of the jump kernel
P̃ associated with a Metropolis–Hastings kernel P is useful here, as several bounds on the inef-
ficiency established subsequently require the spectral measure e(h, P̃) to be supported on [0, 1).
We now give sufficient conditions ensuring this property by extending Lemma 3.1 of Baxendale
(2005). This complements results of Rudolf & Ullrich (2013).
PROPOSITION 3. Assume that α(x, y) is the Metropolis–Hastings acceptance probability and
μ(dx)=μ(x) dx. If P is ψ-irreducible, then P̃ and P are both positive if one of the following
two conditions is satisfied:
(i) q(x, dy)= q(x, y) dy is a ν-reversible kernel with ν(dx)= ν(x) dx, μ is absolutely con-
tinuous with respect to ν, and there exists r : X × Z → R+ such that ν(x)q(x, y)=∫
r(x, z)r(y, z)χ(dz), where χ is a measure on Z;
(ii) q(x, dy)= q(x, y) dy, and there exists s : X × Z → R+ such that q(x, y)=∫
s(x, z)s(y, z)χ(dz), where χ is a measure on Z.
Remark 1. Condition (i) in the proposition is satisfied for an independent proposal q(x, y)=
ν(y) by taking Z ={1}, χ(dz)= δ1(dz) and r(x, 1)= ν(x). It is also satisfied for autoregres-
sive positively correlated proposals with normal or Student-t innovations. Condition (ii) holds
if q(x, y) is a symmetric random walk proposal whose increments are multivariate normal or
Student-t .
3·3. Inefficiency of the bounding chain
In this subsection we apply the results of § 3·2 to establish an exact expression for IF(h, Q∗).
The next lemma shows that IF(h, Q∗) is an upper bound on IF(h, Q).
LEMMA 2. The kernel Q∗ is π̄-reversible and IF(h, Q) IF(h, Q∗) for any h ∈ L2(×
R, π̄).
In practice, we are only interested in functions h ∈ L2(, π). To simplify notation, we write
IF(h, Q) in this case, instead of introducing the function h̃ ∈ L2(× R, π̄) which satisfies
h̃(θ, z)= h(θ) for all z ∈ R and writing IF(h̃, Q). Proposition 2 shows that it is possible to express
IF(h, Q∗) as a function of the inefficiency of its jump kernel Q̃∗, which is particularly useful as
Q̃∗ admits a simple structure.
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Efficient implementation of Markov chain Monte Carlo 7
LEMMA 3. Assume that Q∗ is π̄-irreducible. The jump kernel Q̃∗ associated with Q∗ is
Q̃∗{(θ, z), (dϑ, dw)} = Q̃EX(θ, dϑ)Q̃Z(z, dw), (10)
where
Q̃EX(θ, dϑ)= q(θ, ϑ)αEX(θ, ϑ) dϑ
EX(θ)
, Q̃Z(z, dw)= g(w)αZ(z, w) dw
Z(z)
.
The kernel Q̃EX is reversible with respect to π̃(dθ), and the kernel Q̃Z is positive and reversible
with respect to π̃Z(dz), where
π̃(dθ)= π(dθ)EX(θ)
π(EX)
, π̃Z(dz)= πZ(dz)Z(z)
πZ(Z)
.
Moreover, Q̃Z is uniformly ergodic and if πZ(1/Z) <∞, then IF(1/Z, Q̃Z) <∞.
In addition, if Q∗ is ergodic, h ∈ L20(, π), IF(h, Q∗) <∞ and Q̃∗ is ergodic, then h/EX ∈
L20(, π̃), πZ(1/Z) <∞, IF{h/(EXZ), Q̃∗}<∞ and
π(h2){1 + IF(h, Q∗)} = π(EX)πZ(1/Z)π̃(h2/2EX)
[
1 + IF{h/(EXZ), Q̃∗}
]
. (11)
The following theorem provides an expression for IF(h, Q∗) which decouples the contribu-
tions of the parameter and the noise components. The proof exploits the relationships between
IF(h, QEX) and IF(h/EX, Q̃EX) and between IF(h, Q∗) and IF{h/(EXZ), Q̃∗}, as well as the
spectral representation (8) of IF{h/(EXZ), Q̃∗}. This spectral representation admits a simple
structure due to the product form (10) of Q̃∗.
THEOREM 1. Let h ∈ L2(, π). Assume that QEX, Q∗, Q̃EX and Q̃∗ are ergodic with
IF(h, Q∗) <∞. Then IF(h, Q) IF(h, Q∗) and IF(h, Q∗) equals
1 + IF(h, QEX)
πZ(Z)
− 1
+ 2{1 + IF(h, QEX)}
1 + IF(h/EX, Q̃EX)
{
πZ(1/Z)− 1
πZ(Z)
} ∞∑
n=0
φn(h/ EX, Q̃EX)φn(1/Z, Q̃Z).
Remark 2. If q(θ, ϑ)= π(ϑ), then IF(h, QEX)= IF(h/EX , Q̃EX)= 1 and φn(h/EX, Q̃EX)=
0 for n  1. It follows from Theorem 1 that IF(h, Q∗)= 2πZ(1/Z)− 1. This result was estab-
lished in Lemma 4 of Pitt et al. (2012).
Theorem 1 requires QEX, Q∗, Q̃EX and Q̃∗ to be ergodic. The following proposition, which
generalizes Theorem 2.2 of Roberts & Tweedie (1996), provides sufficient conditions ensuring
this.
PROPOSITION 4. Suppose that π(θ) is bounded away from 0 and ∞ on compact sets, and that
there exist δ > 0 and ε > 0 such that |θ − ϑ |  δ implies q(θ, ϑ) ε. Then QEX, Q∗, Q̃EX and
Q̃∗ are ergodic.
3·4. Bounds on the relative inefficiency of the pseudo-marginal chain
For any kernel
, we define the relative inefficiency RIF(h,
)= IF(h,
)/IF(h, QEX), which
measures the inefficiency of 
 compared to that of QEX. This section provides tractable
upper bounds for RIF(h, Q). From Lemma 2, RIF(h, Q) RIF(h, Q∗), but the expression of
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8 A. DOUCET, M. K. PITT, G. DELIGIANNIDIS AND R. KOHN
RIF(h, Q∗) that follows from Theorem 1 is intricate and depends on the autocorrelation sequence
{φn(h/EX, Q̃EX)}n1 as well as on other terms. The next corollary provides upper bounds on
RIF(h, Q) that depend only on IF(h, QEX) and φ1(1/Z, Q̃Z). The latter can be evaluated numer-
ically and, to simplify the notation, we refer to it as φZ.
COROLLARY 1. Under the assumptions of Theorem 1, the following hold:
(i) RIF(h, Q) URIF1(h), where
URIF1(h)= {1 + 1/IF(h, QEX)}[πZ(1/Z)+ (1 − φZ){πZ(1/Z)− 1/πZ(Z)}]
− 1/IF(h, QEX);
(ii) if, in addition, IF(h/EX, Q̃EX) 1, then RIF(h, Q) URIF2(h) URIF1(h), where
URIF2(h)= {1 + 1/IF(h, QEX)}πZ(1/Z)− 1/IF(h, QEX).
Proposition 3 gives sufficient conditions for the condition IF(h/EX, Q̃EX) 1 of
Corollary 1(ii) to hold.
Remark 3. The bounds above are tight in two cases. First, if πZ(1/Z)→ 1, then
RIF(h, Q), URIF1(h), URIF2(h)→ 1. Second, if q(θ, ϑ)= π(ϑ), then RIF(h, Q)= URIF2(h).
We now provide upper bounds on RIF(h, Q) and lower bounds on RIF(h, Q∗) in terms of
IF(h/EX, Q̃EX).
COROLLARY 2. Under the assumptions of Theorem 1:
(i) RIF(h, Q) URIF3(h) where
URIF3(h)=
{
1 + 1
IF(h/EX, Q̃EX)
} [
1
πZ(Z)
+ φZ
{
πZ(1/Z)− 1
πZ(Z)
}]
+ 2{πZ(1/Z)− 1/πZ(Z)}(1 − φZ)/IF(h/EX, Q̃EX)− 1/IF(h/EX, Q̃EX);
(ii) RIF(h, Q) URIF4(h) where
URIF4(h)= {1 + 1/IF(h/EX, Q̃EX)}
1 + IF(h/EX, Q̃EX)
{πZ(1/Z)− 1/πZ(Z)}{1 + IF(1/Z, Q̃Z)}
+ 1/πZ(Z)+ 1
IF(h/EX, Q̃EX)
{
1
πZ(Z)
− 1
}
;
(iii) if Q̃EX is positive, then RIF(h, Q∗) LRIF1(h) where
LRIF1(h)= 1
πZ(Z)
+ 2
1 + IF(h/EX, Q̃EX)
{
πZ(1/Z)− 1/πZ(Z)
};
(iv) RIF(h, Q∗) LRIF2 where
LRIF2 = 1/πZ(Z), (12)
and RIF(h, Q∗), URIF4(h)→ LRIF2 as IF(h/EX, Q̃EX)→ ∞.
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Efficient implementation of Markov chain Monte Carlo 9
Again, Proposition 3 gives sufficient conditions for Q̃EX to be positive. In § 3·5 these bounds
are discussed in more detail.
3·5. Optimizing the computing time under a Gaussian assumption
This subsection provides quantitative guidelines on how to select the standard deviation σ of
the noise density, under the following assumption.
Assumption 2. The noise density is gσ (z)= ϕ(z; −σ 2/2, σ 2), where ϕ(z; a, b2) is a univari-
ate normal density with mean a and variance b2.
Assumption 2 ensures that
∫
exp(z)gσ (z) dz = 1, as required by the unbiasedness of the like-
lihood estimator. Consider a time series y1:T = (y1, . . . , yT ), where the likelihood estimator
p̂(y1:T | θ) of p(y1:T | θ) is computed through a particle filter with N particles. Theorem 1 of
Bérard et al. (2014) shows that, under regularity assumptions, the loglikelihood error is dis-
tributed according to a normal density with mean −δγ 2/2 and variance δγ 2 as T → ∞, for
N = δ−1T . Hence, in this important scenario, the noise distribution satisfies approximately the
form specified in Assumption 2 for large T , and the variance is asymptotically inversely propor-
tional to the number of samples. This assumption is also made in Pitt et al. (2012), where it is
justified experimentally. Section 4 below provides additional experimental results.
The next result is Lemma 4 in Pitt et al. (2012) and follows from Assumption 2, equation (6)
and Remark 2. We now make the dependence on σ explicit in our notation.
COROLLARY 3. Under Assumption 2, πσ
Z
(z)= ϕ(z; σ 2/2, σ 2),
σ
Z
(z)= 1 −(z/σ + σ/2)+ exp(−z)(z/σ − σ/2),
πσ
Z
(1/σ
Z
)=
∫
ϕ(w; 0, 1)
1 − ̄σ
Z
(w)
dw,
where ̄σ
Z
(w)=(w + σ)− exp(−wσ − σ 2/2)(w) and(·) is the standard Gaussian cumu-
lative distribution function. Additionally, πσ
Z
(σ
Z
)= 2(−σ/√2).
The terms πσ
Z
(1/σ
Z
), φσ
Z
and IF(1/σ
Z
, Q̃Z) appearing in the bounds of Corollaries 1 and 2 do
not admit analytical expressions, but they can be computed numerically. We note that πσ
Z
(1/σ
Z
)
is finite and thus, by Lemma 3, IF(1/σ
Z
, Q̃Z) is also finite. Consequently, for specific values of
σ, IF(h, QEX) and IF(h/EX, Q̃EX), these bounds can be calculated.
We now use these bounds to guide the choice of σ . The quantity we aim to minimize is the rela-
tive computing time for Q, defined as RCT(h, Q; σ)= RIF(h, Q; σ)/σ 2, because 1/σ 2 is usually
approximately proportional to the number of samples N used to estimate the likelihood and the
computational cost at each iteration is typically proportional to N , at least in the particle filter sce-
nario described previously. We define RCT(h, Q∗; σ) similarly. As RIF(h, Q; σ) is intractable, we
instead minimize the upper bounds URCTi (h; σ)= URIFi (h; σ)/σ 2 for i = 1, . . . , 4. We similarly
define the quantities LRCT1(h; σ)= LRIF1(h; σ)/σ 2 and LRCT2(σ )= LRIF2(σ )/σ 2, which bound
RCT(h, Q∗; σ) from below. Figure 1 plots these bounds, except LRCT1(h; σ), for clarity, against
σ for different values of IF(h, QEX) and IF(h/EX, Q̃EX). It is clear, however, that LRCT1(h; σ)
provides a much tighter lower bound than LRCT2(σ ) for low values of IF(h/EX, Q̃EX).
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Fig. 1. Theoretical results for relative computing time as a function of σ : (a) URCT1(h; σ) and
(b) URCT2(h; σ), with values of IF(h, QEX) taken to be 1 (squares), 4 (crosses), 20 (circles) and 80
(triangles), and where the solid line corresponds to the perfect proposal, as discussed in Remark 2;
(c) URCT3(h; σ) and (d) URCT4(h; σ) plotted together with the lower bound LRCT2(σ ) (solid line), with
values of IF(h/EX, Q̃EX) taken to be 1 (squares), 4 (crosses), 20 (circles) and 80 (triangles).
Before discussing how these results guide the selection of σ , we outline some properties of
the bounds. First, as the corresponding inefficiency increases, the upper bounds URCTi (h; σ)
displayed in Fig. 1 become flatter as functions of σ , and the corresponding minimizing argu-
ment σopt increases. This flattening effect suggests less sensitivity to the choice of σ for
the pseudo-marginal algorithm. Second, for given σ , all the upper bounds are decreasing
functions of the corresponding inefficiency, which suggests that the penalty from using the
pseudo-marginal algorithm drops as the exact algorithm becomes more inefficient. Third, in the
case discussed in Remark 2, where q(θ, ϑ)= π(ϑ) so that IF(h, QEX)= IF(h/EX, Q̃EX)= 1,
we obtain URCT2(h; σ)= URCT3(h; σ)= RCT(h, Q∗; σ)= RCT(h, Q; σ). Fourth, URCT4(h; σ)
agrees with the lower bound LRCT2(σ ) as IF(h/EX, Q̃EX)→ ∞, as indicated by Corollary 2(ii).
In this case these two bounds, as well as URCT1(h; σ), are sharp for RCT(h, Q∗; σ). Fifth,
URCT2(h; σ) is sharper than URCT1(h; σ) for RCT(h, Q∗; σ), but requires a mild additional
assumption.
As the likelihood is intractable, it is necessary to make a judgement on how to choose σ ,
because IF(h, QEX) and IF(h/EX , Q̃EX) are unknown and cannot be easily estimated. Con-
sider two extreme scenarios. The first is the perfect proposal q(θ, ϑ)= π(ϑ); in this case,
by Corollary 3 and Remark 2, RCT(h, Q; σ)= {2πσ
Z
(1/σ
Z
)− 1}/σ 2, which we denote by
RCT(h, Qπ ; σ), is minimized at σopt = 0·92. The second scenario involves a very inefficient pro-
posal corresponding to Corollary 2(iv), so that RCT(h, Q∗; σ)= LRCT2(σ ), which is minimized
at σopt = 1·68. If we choose σopt = 1·68 over σopt = 0·92 in the first scenario, then RCT(h, Qπ ; σ)
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Efficient implementation of Markov chain Monte Carlo 11
rises from 5·36 to 12·73. Conversely, if we choose σopt = 0·92 over σopt = 1·68 in the second sce-
nario, the relative computing time RCT(h, Q∗; σ) rises from 1·51 to 2·29. This suggests that the
penalty in choosing the wrong value is much more severe if we incorrectly assume we are in the
second scenario than if we incorrectly assume we are in the first scenario. This is because as
IF(h/EX, Q̃EX) increases, LRCT2(σ ) is very flat relative to RCT(h, Qπ ; σ) as a function of σ . In
practice, choosing σopt slightly greater than 1·0 seems sensible. For example, a value of σ = 1·2
leads to an increase in RCT(h, Qπ ; σ) from the minimum value of 5·36 to 6·10 and an increase in
LRCT2(σ ) from the minimum value of 1·51 to 1·75. In Appendix 2, we compute lower and upper
bounds for the minimizing argument of RCT(h, Q∗; σ) for various values of IF(h/EX , Q̃EX).
Some caution should be exercised in interpreting these results, as the lower bounds apply
to RCT(h, Q∗; σ) but not, in general, to RCT(h, Q; σ). Similarly, while URCT4(h; σ) and the
lower bounds become exact for RCT(h, Q∗; σ) as IF(h/EX , Q̃EX)→ ∞, they only provide upper
bounds for RCT(h, Q; σ). However, there are scenarios in which RCT(h, Q∗; σ)≈ RCT(h, Q; σ).
This is the case when the acceptance probability αEX of QEX is close to unity so that αQ∗ ≈ αQ ,
which occurs, for instance, when the proposal is reversible with respect to a distribution approx-
imating π or when the proposal is a random walk with a very small step size.
The numerical results in this section are based on Assumption 2. However, the bounds on the
relative inefficiences of Q and Q∗ presented in Corollaries 1 and 2 can be calculated for any
other noise distribution g(z), subject to
∫
exp(z)g(z) dz = 1. For example, one could consider
a Laplace distribution with mean log(1 − σ 2) and scale parameter σ/√2 as in Sherlock et al.
(2015). These bounds can in turn be used to construct corresponding bounds on the relative
computing times of Q and Q∗, provided that an appropriate penalization term can be found to
relate the parameterization of the noise distribution to the computational effort of obtaining the
likelihood estimator.
3·6. Discussion
We now compare informally the bound LRIF2(σ )= 1/{2(−σ/√2)} in Corollary 2(iv) with
the results in Sherlock et al. (2015). These authors make Assumption 1 and also assume that
the target factorizes into d independent and identically distributed components and that the pro-
posal is an isotropic Gaussian random walk of jump size d−1/2l. In the Gaussian noise case, for
h(θ)= θ1 where θ = (θ1, . . . , θd), their results and a standard calculation with their diffusion
limit suggest that as d → ∞,
IF(h, Q; σ, l)
IF(h, QEX; l) = RIF(h, Q; σ, l)→ ARIF(σ, l)=
Jσ 2=0(l)
Jσ 2(l)
= (−l/2)
{−(2σ 2 + l2)1/2/2} ,
where the expression for Jσ 2(l) is given by equations (3.2) and (3.3) in Sherlock et al.
(2015). We observe that ARIF(σ, l) converges to LRIF2(σ ) as l → 0. This is unsurprising.
As d → ∞, we conjecture that in this scenario the conditions of Corollary 2(iv) hold; in
particular, IF(h/EX, Q̃EX)→ ∞ for any l > 0. Therefore, in this case, RIF(h, Q∗; σ, l)→
LRIF2(σ ). As l → 0, we have informally that EX(θ)→ 1, so it is reasonable to conjecture that
RIF(h, Q; σ, l)/RIF(h, Q∗; σ, l)→ 1. If one of these limits holds uniformly, then ARIF(σ, l)→
LRIF2(σ ).
4. APPLICATION
4·1. Stochastic volatility model
In this section we describe a multivariate partially observed diffusion model, which was intro-
duced by Chernov et al. (2003) and discussed in Huang & Tauchen (2005). The logarithm of
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12 A. DOUCET, M. K. PITT, G. DELIGIANNIDIS AND R. KOHN
regularly observed price P(t) evolves according to
d logP(t)=μy dt + σ(t) dB(t),
dv1(t)= −k1{v1(t)− μ1} dt + σ1 dW1(t),
dv2(t)= −k2v2(t) dt + {1 + β12v2(t)} dW2(t),
with σ(t)= s-exp[{v1(t)+ β2v2(t)}/2], where the function s-exp(·) is a spliced exponen-
tial function to ensure nonexplosive growth. The leverage parameters corresponding to the
correlations between the driving Brownian motions are φ1 = corr{B(t),W1(t)} and φ2 =
corr{B(t),W2(t)}. The two components for volatility allow for quite sudden changes in the
log price while retaining long memory in volatility. We note that the Brownian motion of the
price process may be expressed as dB(t)= a1dW1(t)+ a2 dW2(t)+ √b dB̄(t), where a1 =
φ1(1 − φ22)/(1 − φ21φ22), a2 = φ2(1 − φ21)/(1 − φ21φ22) and b = (1 − φ21)(1 − φ22)/(1 − φ21φ22).
Here B̄(t) is an independent Brownian motion. Suppose that the log prices are observed at
equally spaced times τ1 < · · ·< τT < τT +1, and let= τs+1 − τs for any s, which gives returns
Ys = log P(τs+1)− log P(τs) for s = 1, . . . , T . The distribution of these returns conditional on
the volatility paths and the driving processes W1(t) and W2(t) can be expressed in closed form
as Ys ∼ N (μy+ a1 Z1,s + a2 Z2,s, bσ 2∗s ) where
Z1,s =
∫ τs+1
τs
σ(u) dW1(u), Z2,s =
∫ τs+1
τs
σ(u) dW2(u), σ
2∗
s =
∫ τs+1
τs
σ 2(u) du. (13)
An Euler scheme is used to approximate the evolution of the volatilities v1(t) and v2(t) by
placing M − 1 latent points between τs and τs+1. The volatility components are denoted by
vs1,1, . . . , v
s
1,M−1 and v
s
2,1, . . . , v
s
2,M−1. For notational convenience, the start and end points are
set to vs1,0 = v1(τs) and vs1,M = v1(τs+1), and similarly for v2(t). These latent points are evenly
spaced in time by δ =/M . The equation for the Euler evolution, starting at vs1,0 = vs−11,M and
vs2,0 = vs−12,M , is
vs1,m+1 = vs1,m − k1(vs1,m − μ1)δ + σ1
√
δu1,m,
vs2,m+1 = vs2,m − k2vs2,mδ + (1 + β12vs2,m)
√
δu2,m (m = 0, . . . ,M − 1),
where u1,m ∼ N (0, 1) and u2,m ∼ N (0, 1). Conditional on these trajectories and the innovations,
the distribution of the returns has a closed form, so that Ys ∼ N (μy+ a1 Ẑ1,s + a2 Ẑ2,s, bσ̂ 2∗s ),
where Ẑ1,s , Ẑ2,s and σ̂ 2∗s are the Euler approximations to the corresponding expressions in (13).
4·2. Empirical results for the error of the loglikelihood estimator
We consider T daily returns, y = (y1, . . . , yT ), for the S&P 500 index from three different
datasets: T = 40, 29 April 1983 to 27 June 1983; T = 300, 27 April 1982 to 27 June 1983 or
T = 2700, 7 March 1975 to 7 November 1985. In this subsection we investigate Assumptions 1
and 2 by examining the behaviour of the error of the loglikelihood estimator Z = log p̂N (y | θ)−
log p(y | θ) for the nine-dimensional parameter vector θ = (k1, μ1, σ1, k2, β12, β2, μy, φ1, φ2)
of the stochastic volatility model introduced in the previous subsection. The likelihood is esti-
mated using the bootstrap particle filter with N particles. We select values of N to ensure that,
for each dataset, the variance of Z evaluated at θ̄ is approximately unity, where θ̄ is the posterior
mean corresponding to a vague prior. We take δ = 0·5 for the Euler scheme.
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Fig. 2. Estimated and theoretical densities for Z , in the three cases where T = 40 and N = 4 (panels (a)–(c)),
T = 300 and N = 80 (panels (d)–(f)), and T = 2700 and N = 700 (panels (g)–(i)); the kernel density estimates
associated with gN (z | θ) (thin solid) and πN (z | θ) (thin dotted) evaluated at the posterior mean θ̄ are plotted in
panels (a), (d) and (g), the estimates evaluated over values from the posterior π(θ) are plotted in panels (b), (e)
and (h), while those evaluated over values from
∫
π(dϑ)q(ϑ, θ) are plotted in panels (c), (f) and (i); the theoretical
densities gσ
Z
(z) (thick solid) and πσ
Z
(z) (thick dotted) are overlaid.
Panels (a), (d) and (g) of Fig. 2 display the kernel density estimates corresponding to the
density of Z for θ = θ̄ , denoted by gN (z | θ̄ ), which is obtained by running S = 6000 particle
filters at this value. As p(y | θ̄ ) is unknown, it is estimated by averaging these estimates. The
Metropolis–Hastings algorithm is then used to obtain samples from πN (z | θ̄ )= exp(z)gN (z | θ̄ ).
On each kernel density estimate we overlay the corresponding assumed density, gσ
Z
(z) or πσ
Z
(z),
where σ 2 is the sample variance of Z over the S particle filters. For T = 40, there is a discrepancy
between the assumed Gaussian densities and the kernel density estimates representing gN (z | θ̄ )
and πN (z | θ̄ ). In particular, although gN (z | θ̄ ) is well approximated over most of its support, it
is slightly lighter-tailed than the assumed Gaussian density in the right tail and much heavier-
tailed in the left tail. This translates into a smaller discrepancy between gN (z | θ) and πN (z | θ)
and a higher acceptance rate for the pseudo-marginal algorithm than the Gaussian assumption
suggests. For T = 300 and T = 2700, the assumed Gaussian densities are very accurate.
We also examine Z when θ is distributed according toπ(θ). We record 200 samples fromπ(θ),
for T = 40, 300 and 2700. These samples are obtained using the pseudo-marginal algorithm. We
use a multivariate Student-t random walk proposal q(ϑ, θ) with step size proportional to T −1/2
on the parameter components transformed to the real line. For each of these samples, we run
the particle filter 300 times in order to estimate the true likelihood at these values. The resulting
kernel density estimates, corresponding to the densities
∫
π(dθ)gN (z | θ) and
∫
π(dθ)πN (z | θ),
are displayed in panels (b), (e) and (h) of Fig. 2. We similarly examine the density of Z when θ is
distributed according to the marginal proposal density in the stationary regime
∫
π(dϑ)q(ϑ, θ).
Panels (c), (f) and (i) of Fig. 2 show the resulting density estimates. In both scenarios,
Assumptions 1 and 2 are problematic for T = 40, as gN (z | θ̄ ) is not close to Gaussian since
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Fig. 3. Performance summary for the pseudo-marginal algorithm applied to the S&P 500 daily returns data for the
Huang & Tauchen (2005) two-factor model, with T = 300: (a) inefficiencies IF, averaged over the nine param-
eter components, plotted against σ ; (b) relative computing times RCT, averaged over the nine parameter com-
ponents, plotted against σ ; (c) marginal acceptance probability π̄(Q) (crosses) together with the lower bound
2(−σ/√2)π(EX) (squares) plotted against σ .
the central limit theorem provides a poor approximation. Moreover, since T is small, π(θ) and∫
π(dϑ)q(ϑ, θ) are relatively diffuse. Consequently, gN (z | θ̄ ) is not close to gN (z | θ)marginal-
ized over π(θ) or
∫
π(dϑ)q(ϑ, θ). For T = 300 and T = 2700, the assumed densities gσ
Z
(z) and
πσ
Z
(z) are close to the corresponding kernel estimates and Assumptions 1 and 2 appear to cap-
ture reasonably well the salient features of the densities associated with Z . In particular, the
approximation suggested by the central limit theorem becomes very good. Additionally, π(θ)
and
∫
π(dϑ)q(ϑ, θ) are sufficiently concentrated to ensure that the variance of Z as a function
of θ exhibits little variability.
4·3. Empirical results for the pseudo-marginal algorithm
We examine the behaviour of the pseudo-marginal algorithm when sampling from the poste-
rior density π(θ) with δ = 0·05 and T = 300 for various values of N . We use the same pseudo-
marginal algorithm as described in the previous subsection.
The standard deviation σ(θ̄; N ) of log p̂N (y | θ̄ ), where θ̄ is the posterior mean, is evaluated
by Monte Carlo simulations. For each value of N , we compute the inefficiencies, denoted by IF,
and the corresponding approximate relative computing times, denoted by RCT, of all parameter
components. The quantity RCT is computed as IF/σ 2(θ̄; N ) divided by the inefficiency of Q
when N = 2000, the latter being an approximation of the inefficiency of QEX. The results are
very similar for all parameter components and so, for clarity, Fig. 3 shows the average quantities
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Efficient implementation of Markov chain Monte Carlo 15
over the nine components. For most parameters, the optimal value for σ(θ̄; N ) is between 1·2
and 1·5, corresponding to N = 40 and 60. The results agree with the bound URCT4(h; σ) in § 3·5.
This can be partly explained by the inefficiencies associated with Q̃ for N = 2000 being large,
suggesting that the inefficiencies associated with Q̃EX are large.
As all the bounds in the paper are based on Q∗, it is useful to assess the discrepancy between
Q and Q∗. One approach is to examine the marginal acceptance probability π̄(Q) under Q
against σ = σ(θ̄ , N ) as N varies. Using the acceptance criterion (7) of Q∗, we obtain under
Assumptions 1 and 2 that π̄(Q) 2(−σ/√2)π(EX). If Q and Q∗ are close in the sense of
having similar marginal acceptance probabilities, then we expect π̄(Q) to have a similar shape
to its lower bound where π(EX) is approximated using π̄(Q) with N = 2000. For this model,
the two functions on either side of the inequality, displayed in Fig. 3, are similar.
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APPENDIX 1
Proof of Lemma 2. It is straightforward to establish that Q∗ is π̄-reversible. Moreover, for any a, b 
0, min(1, a)min(1, b) min(1, ab), so αQ∗ {(θ, z), (ϑ,w)}  αQ{(θ, z), (ϑ,w)} for any θ, z, ϑ and w.
Hence, Theorem 4 in Tierney (1998), which is a general state-space extension of Peskun (1973), applies
and yields the result. 
Proof of Theorem 1. Without loss of generality, let h ∈ L20(, π). By Theorem 7 of Andrieu & Vihola
(2015), IF(h, QEX) IF(h, Q), and by Lemma 2, IF(h, Q) IF(h, Q∗), where IF(h, Q∗) <∞ by assump-
tion. Hence IF(h, QEX) <∞, and Proposition 2 applied to QEX yields that IF(h/EX, Q̃EX), π̃(h2/2EX) <∞
and
π(h2){1 + IF(h, QEX)} = π(EX)π̃(h2/2EX)
{
1 + IF(h/EX, Q̃EX)
}
. (A1)
Since the assumptions of Lemma 3 are satisfied, we can substitute (A1) into (11) to obtain
1 + IF(h, Q∗)= πZ(1/Z) {1 + IF(h, QEX)}
1 + IF(h/EX, Q̃EX)
[
1 + IF{h/(EXZ), Q̃∗}
]
. (A2)
We now provide a spectral representation for IF{h/(EXZ), Q̃∗}. With π̃ ⊗ π̃Z(dθ, dz)= π̃(dθ)π̃Z(dz),
IF{h/(EXZ), Q̃∗} = 1 + 2
∞∑
n=1
〈−1
EX
−1
Z
h, (Q̃∗)n−1
EX
−1
Z
h〉π̃⊗π̃Z
π̃ ⊗ π̃Z(−2Z −2EX h2)
= 1 + 2
∞∑
n=1
〈−1
Z
, (Q̃Z)n−1Z 〉π̃Z 〈−1EX h, (Q̃EX)n−1EX h〉π̃
π̃Z(−2Z )π̃(−2EX h2)
(A3)
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and, as Q̃Z and Q̃EX are reversible, the following spectral representations, as in (8), hold:
φn(1/Z, Q̃Z)= 〈
−1
Z
, (Q̃Z)n−1Z 〉π̃Z − {π̃Z(−1Z )}2
Vπ̃Z (
−1
Z
)
=
∫ 1
−1
λnẽZ(dλ),
φn(h/EX, Q̃EX)= 〈
−1
EX
h, (Q̃EX)n−1EX h〉π̃
π̃ (−2
EX
h2)
=
∫ 1
−1
ωnẽEX(dω),
where, to simplify notation, we define
Vπ̃Z (
−1
Z
)= π̃Z
[{−1
Z
− π̃Z(−1Z )}2
]
, ẽZ(dλ)= e(−1Z , Q̃Z)(dλ), ẽEX(dω)= e(−1EX h, Q̃EX)(dω).
Using π̃Z(−1Z )= 1/πZ(Z), we can rewrite IF{h/(EXZ), Q̃∗} in (A3) as
1 + 2
∞∑
n=1
1
π̃Z(−2Z )
{
Vπ̃Z (
−1
Z
)
∫
λnẽZ(dλ)+ 1
πZ(Z)2
}∫
ωnẽEX(dω)
= 1 + 2(1 − γ )
∫
ω
1 − ω ẽEX(dω)+ 2γ
∫∫
λω
1 − λω ẽZ(dλ)ẽEX(dω)
= −1 + 2(1 − γ )
∫ (
1 + ω
1 − ω
)
ẽEX(dω)+ 2γ
∫∫ (
1 + ωλ
1 − λω
)
ẽZ (dλ)ẽEX(dω), (A4)
where the second expression is finite since
∫
(1 + ω)(1 − ω)−1ẽEX(dω)= IF(h/EX, Q̃EX) <∞ and
γ = Vπ̃Z (−1Z )/π̃Z(−2Z )=
{
πZ(
−1
Z
)− 1/πZ(Z)
}
/πZ(
−1
Z
). (A5)
Upon rearranging (A4), we have
1 + IF{h/(EXZ), Q̃∗} = {1 + IF(h/EX, Q̃EX)}(1 − γ )+ γβ
= 1 + IF(h/EX, Q̃EX)
πZ(Z)πZ(−1Z )
+
{
πZ(
−1
Z
)− 1/πZ(Z)
πZ(−1Z )
}
β, (A6)
with
β
2
=
∫∫
ẽZ(dλ)ẽEX(dω)
1 − ωλ =
∞∑
n=0
φn(h/EX, Q̃EX)φn(1/Z, Q̃Z). (A7)
By substituting (A6) into (A2) and using that
IF(h, Q∗)= πZ(1/Z) 1 + IF(h, Q
EX )
1 + IF(h/EX, Q̃EX)
[
1 + IF{h/(EXZ), Q̃∗}
]
− 1
= 1 + IF(h, QEX)
1 + IF(h/EX, Q̃EX)
{
πZ(
−1
Z
)− 1
πZ(Z)
}
β + 1 + IF(h, QEX)
πZ(Z)
− 1, (A8)
we obtain the result. 
Proof of Corollary 1. Upon dividing (A8) by IF(h, QEX), we obtain
RIF(h, Q∗)= πZ(
−1
Z
){1 + IF(h, QEX)}
IF(h, QEX){1 + IF(h/EX, Q̃EX)}
A − 1
IF(h, QEX)
, (A9)
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where A is the quantity in (A6) and can be expressed in terms of γ , defined in (A5), as
A = 1 + IF(h/EX, Q̃EX)− 2γ
∫∫ {
1
(1 − ω) −
1
(1 − λω)
}
ẽZ(dλ)ẽEX(dω)
= 1 + IF(h/EX, Q̃EX)− 2γ
∫∫
ω (1 − λ)
(1 − ω) (1 − ωλ) ẽZ(dλ)ẽEX(dω).
Lemma 3 ensures that the kernel Q̃Z is positive, implying that ẽZ{[0, 1)} = 1. Hence,∫∫ {
ω(1 − λ)
(1 − ω)(1 − ωλ) −
ω(1 − λ)
(1 − ω)
}
ẽZ(dλ)ẽEX(dω)=
∫∫
ω2(1 − λ)λ
(1 − ω)(1 − ωλ) ẽZ(dλ)ẽEX(dω) 0.
We can now bound A from above as follows:
A  1 + IF(h/EX, Q̃EX)− 2γ
∫∫
ω(1 − λ)
(1 − ω) ẽZ(dλ)ẽEX(dω)
= 1 + IF(h/EX, Q̃EX)− γ
{
1 −
∫
λẽZ(dλ)
}∫
2ω
(1 − ω) ẽEX(dω)
= 1 + IF(h/EX, Q̃EX)− γ (1 − φZ)
{
IF(h/EX, Q̃EX)− 1
}
= {1 + IF(h/EX, Q̃EX)}{φZ + (1 − φZ)(1 − γ )} + 2(1 − φZ)γ

{
1 + IF(h/EX, Q̃EX)
}{φZ + (1 − φZ)(1 − γ )+ 2(1 − φZ)γ }
= {1 + IF(h/EX, Q̃EX)}
{
2(1 − φZ/2)− (1 − φZ)
πZ(1/Z)πZ(Z)
}
, (A10)
where we have used the identity φZ =
∫
λẽZ(dλ). The last inequality is established by noting that
IF(h/EX, Q̃EX) and γ are nonnegative. Substituting the expression into (A9) establishes statement (i) of
the corollary. By observing that if IF(h/EX, Q̃EX) 1, then (A10) is bounded above by
{
1 + IF(h/EX, Q̃EX)
} [
φZ + (1 − φZ)
πZ(1/Z )πZ(Z)
+ (1 − φZ)
{
1 − 1
πZ(1/Z)πZ(Z)
}]
= 1 + IF(h/EX, Q̃EX),
we prove the inequality in (ii). 
Proof of Corollary 2. We establish the upper bound URIF3(h) in (i) by noting that (A10) implies
A 
{
1 + IF(h/EX, Q̃EX)
}{φZ + (1 − φZ)(1 − γ )} + 2(1 − φZ)γ,
where A is the quantity in (A6) and γ is given by (A5). Upon substituting into (A9), we obtain
RIF(h, Q∗)+ 1
IF(h, QEX)
 {1 + IF(h, QEX)}
IF(h, QEX)
{
φZπZ(
−1
Z
)+ (1 − φZ)
πZ(Z)
}
+ 2(1 − φZ){1 + IF(h, QEX)}
IF(h, QEX){1 + IF(h/EX, Q̃EX)}
{
πZ(
−1
Z
)− 1
πZ(Z)
}
,
and, after further manipulations, we have
RIF(h, Q∗) φZ{πZ(1/Z)− 1/πZ(Z)} + 1/πZ(Z)
+ 1
IF(h, QEX)
[
φZ{πZ(1/Z)− 1/πZ(Z)} + 1
πZ(Z)
− 1
]
+ 2 {1 + 1/IF(h, QEX)}
1 + IF(h/EX, Q̃EX)
{πZ(1/Z)− 1/πZ(Z)}(1 − φZ)
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 φZ{πZ(1/Z)− 1/πZ(Z)} + 1/πZ(Z)
+ 1
IF(h/EX, Q̃EX)
[
φZ{πZ(1/Z)− 1/πZ(Z)} + 1
πZ(Z)
− 1
]
+ 2
IF(h/EX, Q̃EX)
{πZ(1/Z )− 1/πZ(Z)}(1 − φZ),
as IF(h/EX, Q̃EX) IF(h, QEX) from Proposition 2.
To establish the upper bound URIF4(h) in (ii), we use that, in the right-hand side of the equality (A9),
the term β defined in (A7) and appearing in A satisfies the inequality
β =
∫∫
2
(1 − λω) ẽZ(dλ)ẽEX(dω)
∫
2
(1 − λ) ẽZ(dλ)= 1 + IF(1/Z, Q̃Z), (A11)
where IF(1/Z, Q̃Z)=
∫
(1 + λ)/(1 − λ)ẽZ(dλ) <∞ by assumption. Therefore, upon substituting into
(A9), we obtain
RIF(h, Q∗) πZ(
−1
Z
){1 + IF(h, QEX)}
IF(h, QEX){1 + IF(h/EX, Q̃EX)}
{
1 − 1
πZ(−1Z )πZ(Z)
}
{1 + IF(1/Z, Q̃Z)}
+ {1 + IF(h, QEX)}
IF(h, QEX)
1
πZ(Z)
− 1
IF(h, QEX)
= 1
πZ(Z)
+ {1 + 1/IF(h, QEX)}
1 + IF(h/EX, Q̃EX)
{πZ(−1Z )− 1/πZ(Z)}{1 + IF(1/Z, Q̃Z)}
+ 1
IF(h, QEX)
{
1
πZ(Z)
− 1
}
 1
πZ(Z)
+ {1 + 1/IF(h/EX, Q̃EX)}
1 + IF(h/EX, Q̃EX)
{πZ(−1Z )− 1/πZ(Z)}{1 + IF(1/Z, Q̃Z)}
+ 1
IF(h/EX, Q̃EX)
{
1
πZ(Z)
− 1
}
,
since IF(h/EX, Q̃EX) IF(h, QEX).
To establish the inequality in (iii), we combine (A6) and (A9) to obtain
RIF(h, Q∗)= πZ(
−1
Z
){1 + 1/IF(h, QEX)}
1 + IF(h/EX, Q̃EX)
γβ + (1 − γ )πZ(−1Z ){1 + 1/IF(h, QEX)} −
1
IF(h, QEX)
= 1
πZ(Z)
+ {1 + 1/IF(h, QEX)}
1 + IF(h/EX, Q̃EX)
{πZ(−1Z )− 1/πZ(Z)}β +
{1/πZ(Z)− 1}
IF(h, QEX)
 1
πZ(Z)
+ 2{1 + 1/IF(h, QEX)}
1 + IF(h/EX, Q̃EX)
{πZ(−1Z )− 1/πZ(Z)} +
{1/πZ(Z)− 1}
IF(h, QEX)
(A12)
 1
πZ(Z)
+ 2
1 + IF(h/EX, Q̃EX)
{πZ(−1Z )− 1/πZ(Z)}.
The first inequality follows because the identity for β given in (A11) shows that β  2 when Q̃EX is positive.
The second inequality follows from IF(h, QEX) 0.
From (A9), we have that RIF(h, Q∗) 1/πZ(Z), as the second and third terms on the left-hand side
of the inequality (A12) are both positive. This establishes the inequality of (iv). We examine the limit of
RIF(h, Q∗) as IF(h/EX, Q̃EX)→ ∞, again noting that IF (h/EX, Q̃EX) IF (h, QEX). Using the inequal-
ity for β in (A11) and the fact that IF(1/Z, Q̃Z) <∞ by Lemma 3, we obtain the limiting form, as
IF(h/EX, Q̃EX)→ ∞, given by (12) for RIF(h, Q∗). 
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Table A1. Sandwiching results for different values of IF(h/EX, Q̃EX), based on the
upper bounds for RCT(h, Q∗; σ) given by URCT3(h; σ) and URCT4(h; σ) and on the
lower bound LRCT1(h; σ)
IF(h/EX, Q̃EX) 1 10 25 100 1000
RCT(h, Q∗; σopt) (3·201, 5·327) (2·020, 2·256) (1·773, 1·876) (1·595, 1·625) (1·518, 1·522)
σopt (0·548, 1·572) (1·018, 1·598) (1·205, 1·658) (1·421, 1·730) (1·607, 1·730)
APPENDIX 2
We exploit the two upper bounds URCT3(h; σ) and URCT4(h; σ), together with the lower bound
LRCT1(h; σ), in order to find an interval where the optimal value σopt for RCT(h, Q∗; σ) lies. We
consider how this interval varies as IF(h/EX, Q̃EX) increases. To do this, we compute the interval where
LRCT1(h; σ) lies below the minimum of infσ URCT3(h; σ) and infσ URCT4(h; σ). Table A1 displays this
interval together with the minimum of the two upper bounds and the minimum of the lower bound. It
is straightforward to see that σopt is contained in this interval and RCT(h, Q∗; σopt) is contained in the
corresponding interval in Table A1. It is apparent that the intervals tighten as IF(h/EX, Q̃EX) increases.
Similarly, the endpoints of the interval containing RCT(h, Q∗; σopt) both decrease, whereas the lower
endpoint of the interval containing σopt increases. A degree of caution should be exercised, however, as
this argument applies to Q∗ rather than Q.
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