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a b s t r a c t
The Hosoya index z(G) of a graph G is defined as the number of matchings of G and the
Merrifield–Simmons index i(G) of G is defined as the number of independent sets of G. Let
U (n,m) be the set of all unicyclic graphs on n verticeswithα′(G) = m. Denote byU1(n,m)
the graph on n vertices obtained from C3 by attaching n−2m+1 pendant edges andm−2
paths of length 2 at one vertex of C3. Let U2(n,m) denote the n-vertex graph obtained from
C3 by attaching n− 2m+ 1 pendant edges andm− 3 paths of length 2 at one vertex of C3,
and one pendant edge at each of the other two vertices of C3. In this paper, we show that
U1(n,m) and U2(n,m) have minimal, secondminimal Hosoya index, andmaximal, second
maximal Merrifield–Simmons index among all graphs inU (n,m) \ {Cn}, respectively.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Let G denote a simple connected graph. An n-vertex connected graph is called a unicyclic graph if it possesses n edges.
Two edges of G are said to be independent if they are not adjacent in G. A k-matching of G is a set of kmutually independent
edges. We call the number of edges in a maximummatching of G the matching number and denote it by α′(G). Two vertices
of G are said to be independent if they are not adjacent in G. An independent k-set is a set of k vertices, no two of which are
adjacent.
In 1971 Hosoya introduced a molecular-graph based structure descriptor [4], which he named the topological index
and soon re-named it the Hosoya index. The Hosoya index, denoted by z(G), is defined to be the number of matchings,
namely, z(G) =∑⌊ n2⌋k=0 z(G, k), where z(G, k) is the number of k-matchings of G. Note that z(G, 0) = 1 for any graph G. The
Merrifield–Simmons index was introduced in 1982 in a paper of Prodinger and Tichy [14], although it is called Fibonacci
number of a graph there. TheMerrifield–Simmons index, denoted by i(G), is defined to be the number of independent sets of
G, that is, i(G) = ∑nk=0 i(G, k), where i(G, k) is the number of k-independent sets of G. Note that i(G, 0) = 1 for any graph
G. The Hosoya index was applied to correlations with boiling point, entropies, calculated bond orders, as well as for coding
of chemical structures. Merrifield and Simmons developed a topological approach to structural chemistry. The cardinality
of the topological space in their theory turns out to be equal to i(G) of the corresponding molecular graph G. A connected
graph with maximum vertex degree at most 4 is said to be a molecular graph.
An important direction is to determine the graphswith extremal Hosoya index andMerrifield–Simmons index. Along this
line, many research results have been put forward. As for n-vertex trees, it has been shown that the path has the maximal
Hosoya index and the star has the minimal Hosoya index [3]. Hou [5] characterized the trees with a given size of matching
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Fig. 1. The graphs U1(n,m) and U2(n,m).
and having minimal and second minimal Hosoya index, respectively. In [17] Ye and Yuan characterized the trees with k
pendants having minimal Hosoya index. In [11] Liu et al. studied trees with a prescribed diameter with respect to the
Merrifield–Simmons indices and Hosoya indices. As for n-vertex unicyclic graphs, Deng and Chen [2] gave the sharp lower
bound on the Hosoya index of unicyclic graphs. In [7], Li et al. characterized unicyclic graphswithminimal, second-minimal,
third-minimal, fourth-minimal, fifth-minimal and sixth-minimal Hosoya index. In [10] Li and Zhu, studied the number of
independent sets in unicyclic graphs with a given diameter. Ou [12] characterized extremal unicyclic molecular graphs with
maximal Hosoya index. We refer the reader to survey papers [13,16,20,15,6] for further information.
Let U (n,m) be the set of all unicyclic graphs on n vertices with α′(G) = m(m ≥ 2). Denote by U1(n,m) the graph on
n vertices obtained from C3 by attaching n − 2m + 1 pendant edges and m − 2 paths of length 2 at one vertex of C3. Let
U2(n,m) denote the n-vertex graph obtained from C3 by attaching n−2m+1 pendant edges andm−3 paths of length 2 at
one vertex of C3, and one pendant edge at each of the other two vertices of C3 (as shown in Fig. 1). In this paper, we show that
U1(n,m) and U2(n,m) have minimal, second minimal Hosoya index, and maximal, second maximal Merrifield–Simmons
index among all graphs in U (n,m), respectively.
In order to state our results, we introduce some notation and terminology. For other undefined notation we refer to
Bollobás [1]. If W ⊂ V (G), we denote by G − W the subgraph of G obtained by deleting the vertices of W and the edges
incident with them. Similarly, if E ⊂ E(G), we denote by G − E the subgraph of G obtained by deleting the edges of E. If
W = {v} and E = {xy}, we write G− v and G− xy instead of G− {v} and G− {xy}, respectively. We denote by Pn, Cn and Sn
the path, the cycle and the star on n vertices, respectively. Set N(v) = {u|uv ∈ E(G)},N[v] = N(v) ∪ {v}.
Denote by Fn the nth Fibonacci number. Recall that F0 = F1 = 1 and Fn = Fn−1 + Fn−2 for every n ≥ 2. For convenience,
we let Fn = 0 for n < 0.
Now we give some lemmas that will be used in the proof of our main results.
Lemma 1.1 ([3]). Let G = (V , E) be a graph.
(i) If uv ∈ E(G), then z(G) = z(G− uv)+ z(G− {u, v}) and i(G) = i(G− uv)− i(G− N[u] ∪ N[v]);
(ii) If v ∈ V (G), then z(G) = z(G− v)+∑u∈N(v) z(G− {u, v}) and i(G) = i(G− v)+ i(G− N[v]);
(iii) If G1,G2, . . . ,Gt are the components of the graph G, then z(G) =∏tj=1 z(Gj) and i(G) =∏tj=1 i(Gj).
Lemma 1.2 ([9]). Let n = 4s+ r, where n, s and r are all non-negative integers with 0 ≤ r ≤ 3.
(i) If r ∈ {0, 1}, then F0Fn > F2Fn−2 > · · · > F2sF2s+r > F2s−1F2s+r+1 > F2s−3F2s+r+3 > · · · > F3Fn−3 > F1Fn−1;
(ii) If r ∈ {2, 3}, then F0Fn > F2Fn−2 > · · · > F2sF2s+r > F2s+1F2s+r−1 > F2s−1F2s+r+1 > · · · > F3Fn−3 > F1Fn−1.
Lemma 1.3. For any positive integer m,
(i) F2m ≥ 2m and 2 · 3m > F2m−1 + F2m+1;
(ii) If m = 2, 2 ·3m−1+2m−2 = F2m+ F2m−2 > (m+4)2m−2, and if m ≥ 3, 2 ·3m−1+2m−2 > F2m+ F2m−2 > (m+4)2m−2;
(iii) If m ≥ 3, 16 · 3m−3 + 2m−1 > F2m + F2m−2 > (5m+ 13)2m−4.
Proof. (i) By Lemma 1.2, we have
F2m > F2F2m−2·1 > F2F2F2m−2·2 > · · · > F2 · · · F2  
m−1
F2m−2·(m−1) = 2m.
Ifm = 1, 2 · 3m = 6 > 4 = F2m−1 + F2m+1. Suppose the inequality holds form = k, that is, 2 · 3k > F2k−1 + F2k+1. Now we
consider the case ofm = k+ 1,
2 · 3k+1 − [F2k+1 + F2k+3] = 2[2 · 3k − (F2k−1 + F2k+1)] + 2 · 3k − (F2k + F2k−2)
> 2[2 · 3k − (F2k−1 + F2k+1)] + 2 · 3k − (F2k+1 + F2k−1) > 0.
Thus the equality follows by induction.
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(ii) Ifm = 2, 2 · 3m−1 + 2m−2 = F2m + F2m−2 = 7 > 6 = (m+ 4)2m−2. Suppose the inequalities hold form = k, that is,
2 · 3k−1+ 2k−2 ≥ F2k+ F2k−2 > (k+ 4)2k−2. Nowwe consider the case ofm = k+ 1. Note that, by the induction hypothesis
and Lemma 1.3(i),
F2(k+1) + F2k − (k+ 5)2k−1 = F2F2k + F1F2k−1 + F2k − (k+ 5)2k−1
= 2F2k + F2k−3 + F2k−2 + F2k − (k+ 5)2k−1
= 2F2k + F2k−3 + F2k−2 + F2k − 2(k+ 4)2k−2 − 2k−1
= 2[F2k−2 + F2k − (k+ 4)2k−2] + [F2k−2 − 2k−1] + 2F2k−3 > 0,
note that
2 · 3k + 2k−1 − (F2k + F2k+2) = 2[2 · 3k−1 + 2k−2 − (F2k + F2k−2)] + 2 · 3k−1 − (F2k−3 + F2k−1) > 0.
Hence the equality follows by induction.
(iii) If m = 3, 20 = 16 · 3m−3 + 2m−1 > F2m + F2m−2 = 18 > 14 = (5m + 13)2m−4. Suppose the inequalities hold for
m = k, that is, 16 · 3k−3 + 2k−1 > F2k + F2k−2 > (5k+ 13)2k−4. Now we consider the case ofm = k+ 1. Note that, by the
induction hypothesis and Lemma 1.3(i),
F2(k+1) + F2k − (5k+ 18)2k−3 = 2[F2k−2 + F2k − (5k+ 13)2k−4] + [F2k−2 − 2k−1] + (2F2k−3 − 2k−3) > 0,
note that
16 · 3k−2 + 2k − (F2(k+1) + F2k) = 2[16 · 3k−3 + 2k−1 − (F2k−2 + F2k)] + 16 · 3k−3 − [F2k−1 + F2k−3]
= 3[16 · 3k−3 + 2k−1 − (F2k−2 + F2k)] + [F2k−2 − 2k−1] + F2k−4 > 0.
Hence the equality follows by induction. 
Lemma 1.4. For any positive integers n and m with n ≥ 2m,
(i) if m ≥ 2, (n− 2m+ 3)2m−1 + (m− 2)2m−2 < Fn + Fn−2 < 2n−2m+13m−1 + 2m−2;
(ii) if m ≥ 3, 5(n− 2m+ 2)2m−3 + 5(m− 3)2m−4 + 2m−1 < Fn + Fn−2 < 2n−2m+43m−3 + 2m−1.
Proof. (i) If n = 2m, by Lemma 1.3, the results hold. Suppose the results hold for n = 2m + k (k ≥ 0), that is,
(k+ 3)2m−1 + (m− 2)2m−2 < F2m+k + F2m+k−2 < 2k+13m−1 + 2m−2. Then for n = 2m+ k+ 1, we have
F2m+k+1 + F2m+k−1 − [(k+ 4)2m−1 + (m− 2)2m−2]
= [F2m+k + F2m+k−2 − ((k+ 3)2m−1 + (m− 2)2m−2)] + F2m+k−1 + F2m+k−3 − 2m−1
> [F2m+k + F2m+k−2 − ((k+ 3)2m−1 + (m− 2)2m−2)] + F2m−1 − 2m−1
> [F2m+k + F2m+k−2 − ((k+ 3)2m−1 + (m− 2)2m−2)] + F2m−2 − 2m−1 > 0,
note that
2k+23m−1 + 2m−2 − (F2m+k+1 + F2m+k−1) = 2[2k+13m−1 + 2m−2 − (F2m+k + F2m+k−1)] + F2m+k − 2m−2
> 2[2k+13m−1 + 2m−2 − (F2m+k + F2m+k−1)] + F2m−4 − 2m−2 > 0
since the induction hypothesis and Lemma 1.3(i). Thus (i) holds.
Similarly, we can prove (ii). 
Lemma 1.5 ([19]). Let m denote a positive integer.
(i) If G ∈ U (2m,m) \ {Cn} with m ≥ 2, then z(G) ≥ (m+ 4)2m−2 and i(G) ≤ 2 · 3m−1 + 2m−2 where each of the two latter
inequalities have the property that equality is attained if and only if G ∼= U1(2m,m).
(ii) If G ∈ U (2m,m) \ {U1(2m,m), Cn}(m ≥ 3), then z(G) ≥ (5m + 13)2m−4 and i(G) ≤ 16 · 3m−3 + 2m−1. The equality
holds if and only if G ∼= U2(2m,m).
Lemma 1.6 ([17]). Let G be a connected graph in U (n,m) and G  Cn, where n > 2m. Then there is an m-matching M and a
pendant vertex v such that M does not saturate v.
2. Main results
Lemma 2.1. (i) z(U1(n,m)) = (n− 2m+ 3)2m−1 + (m− 2)2m−2 and i(U1(n,m)) = 2n−2m+13m−1 + 2m−2;
(ii) z(U2(n,m)) = 5(n− 2m+ 2)2m−3 + 5(m− 3)2m−4 + 2m−1 and i(U2(n,m)) = 2n−2m+43m−3 + 2m−1.
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Proof. By Lemma 1.1, we have




= z((m− 1)P2 ∪ (n− 2m+ 1)P1)+ (n− 2m+ 1)z((m− 1)P2 ∪ (n− 2m)P1)
+ 2z((m− 2)P2 ∪ (n− 2m+ 2)P1)+ (m− 2)z((m− 2)P2 ∪ (n− 2m+ 2)P1)
= (n− 2m+ 3)2m−1 + (m− 2)2m−2;
i(U1(n,m)) = i(U1(n,m)− u)+ i(U1(n,m)− N[u])
= i((n− 2m+ 1)P1 ∪ (m− 1)P2)+ i((m− 2)P1)
= 2n−2m+13m−1 + 2m−2.
Similarly, we can prove (ii). 
Theorem 2.2. Let G ∈ U (n,m)\{Cn}(n ≥ 2m). Then z(G) ≥ (n−2m+3)2m−1+(m−2)2m−2 and i(G) ≤ 2n−2m+13m−1+2m−2.
The equality holds if and only if G ∼= U1(n,m).
Proof. Let G be a graph in U (n,m) \ {Cn}.
If n = 2m, z(U1(n,m)) = z(U1(2m,m)) = (m + 4)2m−2 and i(U1(n,m)) = i(U1(2m,m)) = 2 · 3m−1 + 2m−2, by
Lemma 2.1(i), the results hold.
Now we suppose that n > 2m and proceed by induction on n. By Lemma 1.6, G has an m-matching M and a pendant
vertex v such that v ∉ M . Let w be the unique vertex such that vw is an edge and G′ be the unicyclic graph obtained
from G by removing the vertex v and the edge vw. Then G′ has n − 1 vertices, and an m-matching. Moreover, the graph
(m− 1)P2 ∪ (n− 2m)P1 must be a subgraph of G− v − w since G has a maximum matching which contains the edge vw.
By the induction hypothesis
z(G′) ≥ (n− 2m+ 2)2m−1 + (m− 2)2m−2,
i(G′) ≤ 2n−2m3m−1 + 2m−2.
By Lemma 1.1,
z(G) = z(G− v)+ z(G− v − w) = z(G′)+ z(G− v − w)
≥ (n− 2m+ 2)2m−1 + (m− 2)2m−2 + 2m−1
= (n− 2m+ 3)2m−1 + (m− 2)2m−2;
i(G) = i(G− v)+ z(G− v − w) = i(G′)+ i(G− v − w)
≤ 2n−2m3m−1 + 2m−2 + 2n−2m3m−1
= 2n−2m+13m−1.
The equalities hold if and only if G− v ∼= U1(n− 1,m) and G− v−w ∼= (m− 1)P2 ∪ (n− 2m)P1, that is, G ∼= U1(n,m).
Thus theorem follows by induction. 
Theorem 2.3. Let G ∈ U (n,m) \ {U1(2m,m), Cn}n ≥ 2m ≥ 6,
z(G) ≥ 5(n− 2m+ 2)2m−3 + 5(m− 3)2m−4 + 2m−1 (1)
i(G) ≤ 2n−2m+43m−3 + 2m−1. (2)
Each of the inequalities (1) and (2) have the property that equality is attained if and only if G ∼= U2(n,m).
Proof. Let G ∈ U (n,m) \ {U1(2m,m), Cn}.
If n = 2m, z(U2(n,m)) = z(U2(2m,m)) = (5m + 13)2m−4 and i(U2(n,m)) = i(U2(2m,m)) = 16 · 3m−3 + 2m−1, by
Lemma 2.1(ii), the results hold.
Now we suppose that n > 2m and the results hold for all graphs in U (n − 1,m) \ {U1(n − 1,m), Cn−1}. Proceed by
induction on n. By Lemma 1.6, G has anm-matchingM and a pendant vertex x such thatM does not saturate x. Let y be the
vertex of G adjacent to x and vu a pendant edge (with pendant vertex v) of U2(n,m) attached to C3 together with m − 2
paths of length 2.
Case 1. Suppose G− x ∼= U1(n− 1,m). Since G  U1(n,m),Gmust be isomorphic to one of the graphs shown in Fig. 2. By
Lemma 1.1,
z(Ga) = (6n− 9m+ 3)2m−3 + 2m−1,
z(Gb) = (6n− 9m+ 3)2m−3 + 2m−2,
z(Gc) = (6n− 9m+ 2)2m−3 + 2m−1,
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Fig. 2. The graphs Ga,Gb,Gc and Gd .
z(Gd) = (m+ 3)2m−1;
i(Ga) = 5 · 3m−22n−2m + 3 · 2m−3,
i(Gb) = i(Gc) = 5 · 3m−22n−2m + 3 · 2m−1,
i(Gd) = 3m + 2m−1.
Note that
z(Ga)− z(U2(n,m)) = [2(n− 2m)+m+ 1]2m−4 > 0,
z(Gb)− z(U2(n,m)) = [2(n− 2m)+m− 3]2m−4 > 0,
z(Gc)− z(U2(n,m)) = [2(n− 2m)+m]2m−4 > 0,
z(Gd)− z(U2(n,m)) ≥ z(Gd)− z(U2(2m+ 1,m)) = (3m+ 1)2m−4 > 0;
i(U2(n,m))− i(Ga) = 2n−2m3m−3 + 2m−3 > 0,
i(U2(n,m))− i(Gb) = i(U2(n,m))− i(Gc) = 2n−2m3m−3 > 0,
i(U2(n,m))− i(Gd) = 5 · 3m−3 > 0.
So the results hold.
Case 2. Suppose G − x ∼= U2(n − 1,m). Since G  U1(n,m),Gmust be isomorphic to one of the graphs shown in Fig. 3
or U2(n,m). By Lemma 1.1,
z(G1) = (15n− 30m+ 37)2m−4 + 15(m− 4)2m−5,
z(G2) = (15n− 30m+ 32)2m−4 + 15(m− 4)2m−5,
z(G3) = (16n− 24m+ 6)2m−4,
z(G4) = (14n− 27m+ 3)2m−4,
z(G5) = (5m+ 8)2m−3;
i(G1) = 40 · 2n−2m3m−4 + 3 · 2m−2,
i(G2) = 40 · 2n−2m3m−4 + 3 · 2m,
i(G3) = 13 · 2n−2m3m−3 + 3 · 2m−2,
i(G4) = 14 · 2n−2m3m−3 + 3 · 2m,
i(G5) = 8 · 3m−2 + 2m.
Since n > 2m andm ≥ 3,
z(G1)− z(U2(n,m)) = [10(n− 2m)+ 5m− 12]2m−5 > 0,
z(G2)− z(U2(n,m)) = [10(n− 2m)+ 5m− 22]2m−5 > 0,
z(G3)− z(U2(n,m)) = [6(n− 2m)+ 3m− 7]2m−4 > 0,
z(G4)− z(U2(n,m)) = [4(n− 2m)+ 2m− 10]2m−4 > 0,
z(G5)− z(U2(n,m)) = (5m− 7)2m−4 > 0;
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Fig. 3. The graphs G1,G2,G3,G4 and G5 .
i(U2(n,m))− i(G1) = 8 · 2n−2m3m−4 − 4 · 2m−4 > 0,
i(U2(n,m))− i(G2) = 8 · 2n−2m3m−4 − 8 · 2m−4 > 0,
i(U2(n,m))− i(G3) = 3 · 2n−2m3m−3 − 2m−2 > 0,
i(U2(n,m))− i(G4) = 2 · 2n−2m3m−3 − 4 · 2m−3 > 0,
i(U2(n,m))− i(G5) = 8 · 3m−3 − 4 · 2m−3 > 0.
So the results hold.
Case 3. Suppose G− x  U1(n− 1,m) and G− x  U2(n− 1,m). By Lemma 1.1, we have
z(G) = z(G− x)+ z(G− x− y),
z(U2(n,m)) = z(U2(n,m)− v)+ z(U2(n,m)− v − u);
i(G) = i(G− x)+ i(G− x− y),
i(U2(n,m)) = i(U2(n,m)− v)+ i(U2(n,m)− v − u).
Since G− x ∈ U (n− 1,m),G− x  U1(n− 1,m) and G− x  U2(n− 1,m), by the induction hypothesis, we have
z(G− x) > z(U2(n,m)− v) = 5(n− 2m+ 1)2m−3 + 5(m− 3)2m−4 + 2m−1 (2.1)
i(G− x) < i(U2(n,m)− v) = 2n−2m+33m−3 + 2m−1. (2.2)
Subcase 3.1. If G− x− y contains a proper spanning subgraph isomorphic to U2(n,m)− u− v, then
z(G− x− y) > z(U2(n,m)− v − u) = 5 · 2m−3 (2.3)
i(G− x− y) < i(U2(n,m)− v − u) = 2n−2m+33m−3. (2.4)
Combining (2.1)–(2.4), we have
z(G) = z(G− x)+ z(G− x− y)
> 5(n− 2m+ 2)2m−3 + 5(m− 3)2m−4 + 2m−1 = z(U2(n,m));
i(G) = i(G− x)+ i(G− x− y)
< 2n−2m+43m−3 + 2m−1 = i(U2(n,m)).
Subcase 3.2. If G− x− y does not contain a proper spanning subgraph isomorphic to U2(n,m)− u− v. Similarly to the
discussion in [8,18], G − x − y is isomorphic to one of G′1,G′2 (as shown in Fig. 4) or to a graph G′ on n − 2 vertices with
α′(G′) = m − 1, where G′  G′1 and G′  G′2. Furthermore, at least one component of G′ has more than two vertices and
no component contains P4. Such a component of G′ must be a star St(t ≥ 2). Then G must be one of the graphs shown in
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Fig. 4. The graphs G′1 and G
′
2 .









Fig. 6. The graphs U1 and U2 , where t1 ≥ 0, t2 ≥ 1 and t3 ≥ 0, t4 ≥ 1.
Figs. 5 and 6. In Fig. 6, Gi is a graph on n vertices which is not isomorphic to U1(n,m) and each box represents a component
of Gi − {u, v}, i.e. a star St(t ≥ 2)(i = 1, 2). We distinguish cases (i)–(iii) as follows.
(i) Suppose G ∼= G1i for some i ∈ {1, 2, 3, 4, 5}. By Lemma 1.1,
z(G1i ) = z(G1i − v)+ z(G1i − v − u),
i(G1i ) = i(G1i − v)+ i(G1i − v − u).
Since G1i − v  U1(n− 1,m),G1i − v  U2(n− 1,m),G1i − v ∈ U (n− 1,m), by the induction hypothesis, we have
z(G1i − v) > z(U2(n,m)− v) = z(U2(n− 1,m)) = 5(n− 2m+ 1)2m−3 + 5(m− 3)2m−4 + 2m−1,
i(G1i − v) < i(U2(n,m)− v) = i(U2(n− 1,m)) = 2n−2m+33m−3 + 2m−1,
and if G1i − v − u ∼= U2(n − 1,m) − v − u, then z(G1i − v − u) = 5 · 2m−3 and i(G1i − v − u) = 2n−2m+33m−3, hence
z(G1i ) > z(U
2(n,m)) and i(G1i ) < i(U
2(n,m)) for i = 1, 2, . . . , 5.
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(ii) Suppose G ∼= F 1.
If F 1 ∼= Ga or F 1 ∼= Gb or F 1 ∼= Gc , then Case 1 applies.
Suppose that F 1 is isomorphic to neitherGa,Gb norGc . If t1 = 0, then, since F 1  U1(n,m), there is at least one component
Sri of F
1 − {u, v} which has more than two vertices, that is, ri ≥ 3. Then select a pendant vertex v2 ∈ V (Sri) of F 1 and the
vertex u2 adjacent to v2, and replace v and u by v2 and u2, respectively. If t1 ≥ 1, replace v and u by v1 and u1, respectively.
(see Fig. 6) Thus F 1 − vi ∈ U (n − 1,m), F 1 − vi  U1(n − 1,m), F 1 − vi  U2(n − 1,m), and U2(n − 1,m) − u − v is a
proper spanning subgraph of F 1 − vi − ui for i = 1, 2, by Subcase 3.1, the results hold.
(iii) Suppose G ∼= F 2.
If t3 = 0 and h1 = · · · = hm−2 = 2, denote the graph by A.
(1) Suppose F 2 ∼= A.
By Lemma 1.1,
z(F 2) = z(A) = (6n− 9m+ 8)2m−3,
i(F 2) = i(A) = 5 · 2n−2m3m−2 + 2m−1.
Note that
z(F 2)− z(U2(n,m)) = [2(n− 2m)+m+ 3]2m−4 > 0,
i(U2(n,m))− i(F 2) = 2n−2m3m−3 > 0.
Then the results hold.
(2) Suppose F 2  A.
If t3 = 0, then there is at least one component Shi of F 2 − {u, v} which has more than two vertices, that is, hi ≥ 3. Then
select a pendant vertex v4 ∈ V (Shi) of F 2 and the vertex u4 adjacent to v4, and replace v and u by v4 and u4, respectively. If
t3 ≥ 1, replace v and u by v3 and u3, respectively. (see Fig. 6) Thus F 2− vi ∈ U (n−1,m), F 2− vi  U1(n−1,m), F 2− vi 
U2(n−1,m), and U2(n−1,m)−u− v is a proper spanning subgraph of F 2− vi−ui for i = 3, 4, by Subcase 3.1, the results
hold. 
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