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Abstract
A complete description of traces on Rn of functions from the weighted Sobolev
space W l1(R
n+1, γ), l ∈ N, with weight γ ∈ Aloc1 (R
n+1) is obtained. In the case
l = 1 the proof of the trace theorem is based on a special nonlinear algorithm
for constructing a system of tilings of the space Rn. As the trace of the space
W 11 (R
n+1, γ) we have the new function space Z({γk,m}).
Keywords: Besov spaces of variables smoothness, weighted Sobolev spaces,
traces, Muckenhoupt weights
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1. Introduction
The problem of exact description of the trace space (on the boundary of
a domain) of a weighted Sobolev space has a long history. A short survey of the
available results in this direction is given in [1]. It is worth pointing out that,
since the appearance of the pioneering work of Gagliardo [3] a long time ago, it5
was only in [1], [4] that a complete description of the trace space on Rn of the
weighted Sobolev space W lp(R
n+1, γ), p ∈ (1,∞), with weight γ ∈ Alocp (R
n+1)
was obtained. The solution of this problem, with such a high degree of generality,
calls for the introduction of new modifications of Besov-type spaces of variable
smoothness and new machinery for studying thereof. Thus, in the case p ∈ (1,∞)10
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we have the result in the most general context possible at present.
The thing gets much worse in the case p = 1. Indeed, starting from 1957,
as far as the author is aware, the bibliography on this subject lists only the
papers [5], [6], which put forward an exact description of the trace on Rn by
the weighted Sobolev space W 11 (R
n+1, γ). However, a weight γ in these papers15
was assumed to be a model function depending only on some highlighted group
of variables. For example, in [5] it was assumed that a weight γ depends only
on the coordinate xn+1 (note that in [5] a more general multiweight case was
considered, when different derivatives in the Sobolev norm are integrated with
different weights, but all weights depend on the same coordinate xn+1), and20
in [6] it is assumed that γ ∈ A1(Rn).
We note the recent paper [2], which contains many interesting results on the
problem of exact description of the trace spaces of a weighted Sobolev spaces.
However, in this paper it was assumed that the weight γ = γ(x1, ..., xn+1) =
|xn+1|α with some constraints on the parameter α.25
Of course, such a lack of knowledge in the case p = 1 is due to the great
difficulty of the problem. Attempts to find the trace of the space W l1(R
n+1, γ)
with fairly general γ involve considerable difficulties.
The machinery of [1], [4] may not in principle be applied in this setting,
because this approach depends on the Muckenhoupt theorem on the boundedness30
of the Hardy–Littlewood maximal operator in weighted Lebesgue spaces (this
result fails for p = 1, see Ch. 5 of [7] for the details).
However, in the ‘simple’ nonlimiting case l > 1 one eventually succeeds
in modifying the methods of [1], [4] (without having recourse to the Hardy–
Littlewood maximal function!) to give a complete description of the trace space35
of the weighted Sobolev space W l1(R
n+1, γ) with weight γ ∈ Aloc1 (R
n+1) in
terms of the Besov spaces of variable smoothness that were introduced by the
author [4]. We shall enlarge upon these results in § 3.
The case l = 1 presents the greatest challenge and calls for the development
of a refreshingly different method. The situation is aggravated by the fact that40
even in the case γ ≡ 1 the extension operator from the trace space turns out to
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be nonlinear [3], [8]. On the other hand in [5] it was shown that the extension
operator from the corresponding trace space is linear if limxn+1→0 γ(xn+1) =
+∞ for a continuous weight γ = γ(xn+1).
2. Basic notations and definitions45
As usual, Z+ and N will denote the set of all nonnegative and positive
integers respectively. Also, Zn is the linear space of vectors in Rn with integer
components.
Throughout we shall fix n ∈ N, which will only be used to denote the
dimension of the Euclidean space Rn. A point of the space Rn will be written50
as x = (x1, . . . , xn), and a point of the space R
n+1, as the pair (x, t) (x ∈ Rn,
t ∈ R). The space Rn will be identified with the hyperplane Rn × {0} of the
space Rn+1.
The symbol C will be used to denote (different) insignificant constants in
various estimates. Sometimes, if it is required for purposes of exposition, we55
shall indicate the parameters on which some or other constant depends.
The derivatives will be written in the multi-index notation:Dα := ∂
|α|
∂x
α1
1 ...∂x
αn
n+1
,
where α is a vector from Zn+1 with nonnegative components (α = (α1, . . . , αn+1)),
|α| := |α1|+ · · ·+ |αn+1|.
Given a measurable subset E of the space Rd, d = n, n + 1, we denote by60
|E| the Lebesgue measure of E, and by χE , the characteristic function of E.
By an open cube Q in the space Rd, d = n, n + 1 (or simply a cube, if the
dimension of the ambient space is clear from the context) we shall mean a cube
with sides parallel to coordinate axes. By Q we denote the closure of a cube Q
in the space Rd, d = n, n + 1 which will be called a closed cube. By r(Q) we65
denote the side length of Q.
Given k ∈ Z+,m = (m1, . . . ,md) ∈ Zd, we let Qk,m :=
d∏
i=1
(mi
2k
, mi+1
2k
) denote
an open dyadic cube of rank k in the space Rd, d = n, n+ 1.
Let I :=
n∏
i=1
(−1, 1).
3
By a weight we shall imply a function γ ∈ Lloc1 (R
n+1) which is positive70
almost everywhere.
Next, for a measurable set E ⊂ Rn+1 of positive measure and a weight γ,
we define
γE :=
1
|E|
∫∫
E
γ(x, t) dx dt.
It what follows we shall be concerned only with weights that locally satisfy
the Muckenhoupt condition. Following [9] we introduce
Definition 2.1. We say that a weight γ ∈ Aloc1 (R
n+1) if
γQ ≤ Cγ ess inf
(x,t)∈Q
γ(x, t) (2.1)
for any cube Q in Rn+1 of side length r(Q) ≤ 1. It is clear that Cγ ≥ 1.
Remark 2.1. The next elementary observation will be used in the sequel. Let
Q be a cube in Rn+1 with side length r(Q) ≤ 1, and let Q1 ⊂ Q be a cube of
halved side length. Using (2.1), we clearly have
ess inf
(x,t)∈Q1
γ(x, t) ≤ γQ1 ≤
|Q|
|Q1|
γQ ≤ Cγ2
n+1 ess inf
(x,t)∈Q
γ(x, t),∫∫
Q
γ(x, t) dx dt ≤ Cγ |Q| ess inf
(x,t)∈Q
γ(x, t) ≤ Cγ |Q| ess inf
(x,t)∈Q1
γ(x, t) ≤ 2n+1Cγ
∫∫
Q1
γ(x, t) dx dt.
(2.2)
From (2.2) one easily obtains that, for k ∈ Z+, m,m′ ∈ Zn+1, |m−m′| ≤ a
(a > 1),
ess inf
(x,t)∈Qk,m
γ(x, t) ≤ C(Cγ , n, a) ess inf
(x,t)∈Qk,m′
γ(x, t),∫∫
Qk,m
γ(x, t) dx dt ≤ C(Cγ , n, a)
∫∫
Qk,m′
γ(x, t) dx dt.
(2.3)
We give a detailed proof of only the first inequality in (2.3), because the proof
of the second one is similar. Assume that for k ∈ N the cubes Qk,m and Qk,m′
are disjoint, but have common boundary points. Then there exists a unique
cube Q with twice greater side length containing both cubes Qk,m and Qk,m′ .
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Besides, the side length of the cube Q is at most 1, because the side lengths of
the cubes Qk,m and Qk,m′ is at most
1
2 . From (2.2) we get
ess inf
(x,t)∈Qk,m
γ(x, t) ≤ 2n+1Cγ ess inf
(x,t)∈Q
γ(x, t) ≤ 2n+1Cγ ess inf
(x,t)∈Qk,m′
γ(x, t). (2.4)
Now the first inequality in (2.3) with k ≥ 1 clearly follows from estimate75
(2.4).
We also note that, for k ∈ Z+, m ∈ Zn,
ess inf
(x,t)∈Qk,m
γ(x, t) = min
Qk+1,m′⊂Qk,m
ess inf
(x,t)∈Qk+1,m′
γ(x, t). (2.5)
Now the required inequality (in the case k = 0) easily follows from (2.4),
(2.5).
Let c > 1, γ ∈ Aloc1 (R
n+1) and Q be an arbitrary cube in the space Rn+1
with side length r(Q) ≤ c. Arguing as in the derivation of the first inequality of
(2.3) and using (2.4), (2.5), this establishes
γQ ≤ C1(n,Cγ , c)
∑
m∈Zn+1
Q0,m
⋂
Q6=∅
γQ0,m ≤ C2(Cγ , n, c)
∑
m∈Zn+1
Q0,m
⋂
Q6=∅
ess inf
(x,t)∈Q0,m
γ(x, t) ≤
≤ C3(Cγ , n, c) min
m∈Zn+1
Q0,m
⋂
Q6=∅
ess inf
(x,t)∈Q0,m
γ(x, t) ≤ C3(Cγ , n, c) ess inf
(x,t)∈Q
γ(x, t).
(2.6)
Besides, for any cube Q in the space Rn+1 with side length r(Q) ≤ 1,∫∫
cQ
γ(x, t) dx dt ≤ C(Cγ , n, c)
∫∫
Q
γ(x, t) dx dt. (2.7)
The proof of estimate (2.7) is similar to that of (2.6) and is based on the
second inequality of (2.3).80
Definition 2.2. Assume that a weight γ ∈ Aloc1 (R
n+1), l ∈ N, andΩ is a domain
in Rn+1. By W l1(Ω, γ) we will denote the linear space of functions which are
locally integrable on Ω and have finite norm
‖f |W l1(Ω, γ)‖ :=
∑
|α|≤l
‖γDαf |L1(Ω)‖. (2.8)
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For γ ≡ 1 we shall write W l1(Ω) instead of W
l
1(Ω, 1).
ByDαf in (2.8) we denote the (Sobolev) generalized derivatives of a function f
of order α (see Ch. 1 of [11] or Ch. 2 of [12] for equivalent definitions and basic
properties).
Remark 2.2. Using (2.6) and Ho¨lder’s inequality, we see that if the weight85
γ ∈ Aloc1 (R
n+1), l ∈ N and Ω is a bounded domain (in the space Rn+1), then
the space W l1(Ω, γ) is continuously embedded in the space W
l
1(Ω) (with the
embedding constant depending on n, diamΩ and the constant Cγ).
The following fact will be frequently useful. For completeness, we give the
proof.90
Lemma 2.1. Let d ∈ N, f ∈ L1(R
d), and let N ∈ N, Rd =
∞⋃
j=1
Rj, where
measurable sets Rj are such that any point z ∈ Rd lies in at most than N sets
from the family {Rj}∞j=1. Then
∞∑
j=1
∫
Rj
|f(z)| dz ≤ N‖f |L1(R
d)‖.
Proof. From the hypotheses of the theorem we see at once that
∞∑
j=1
χRj (z) ≤ N, x ∈ R
d.
Hence, we have the estimate
∞∑
j=1
∫
Rj
|f(z)| dz =
∞∑
j=1
∫
Rn+1
χRj (z)|f(z)| dz =
=
∫
Rn+1
∞∑
j=1
χRj (z)|f(z)| dz ≤ N‖f |L1(R
n+1)‖.
3. The nonlimiting case
In this section we shall modify the methods of [1],[4] and give a complete
description of the trace space of the space W l1(R
n+1, γ) on the hyperplane Rn
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under the condition that γ ∈ Aloc1 (R
n+1), l > 1. Until the end of this section,
Qk,m (k ∈ Z+, m ∈ Zn) will denote dyadic cubes of rank k in the space Rn.95
For the rest of this section we fix a parameter l ∈ N, l > 1, and a weight
γ ∈ Aloc1 (R
n+1). Next, we set
γk,m := 2
kl
∫∫
Qk,m×(0,2−k)
γ(x, t) dx dt, (k,m) ∈ Z+ × Z
n.
Remark 3.1. From (2.3) it clearly follows that γk,m ≤ C1(Cγ , n, c)γk,m′ for
k ∈ Z+, m,m′ ∈ Zn, |m − m′| ≤ c (c ≥ 1). Furthermore from (2.2) we have
γk+1,m′ ≤ C2(Cγ , n, l)γk,m, γk,m ≤ C3(Cγ , n, l)γk+1,m′ for k ∈ Z+, m,m′ ∈ Zn
and Qk+1,m′ ⊂ Qk,m.
For further purposes we shall need the definition of the Besov-type space of100
variable smoothness. Actually, we give a particular case of Definition 2.5 of [1],
because we shall not need the whole range of the parameters (and such general
assumptions on the variable smoothness).
Given a measurable function ϕ and x, h ∈ Rn, we define ∆l(h)ϕ(x) :=
l∑
i=0
(−1)iCilϕ(x + ih). Next, for a function ϕ ∈ L
loc
1 (R
n) and a cube Q in the
space Rn, we set
δl(Q)ϕ :=
1
|Q|2
∫
r(Q)I
∫
Q
|∆l(h)ϕ(x)| dxdh.
By El(Q)ϕ we shall denote the best L1(Q)-approximation to a function
ϕ ∈ Lloc1 (R
n) on a cube Q by polynomials of degree < l.105
Definition 3.1. By B˜l(Rn, {γk,m}) we shall denote the Besov-type space of
variable smoothness {γk,m} equipped with the norm∥∥∥ϕ|B˜l(Rn, {γk,m})∥∥∥ := ∞∑
k=1
∑
m∈Zn
γk,mδ
l(Qk,m)ϕ+
∑
m∈Zn
γ0,m‖ϕ|L1(Q0,m)‖.
(3.1)
Remark 3.2. According to [1], for c > 1,
∥∥∥ϕ|B˜l(Rn, {γk,m})∥∥∥ ∼ ∞∑
k=1
∑
m∈Zn
γk,m2
knEl(cQk,m)ϕ+
∑
m∈Zn
γ0,m‖ϕ|L1(Q0,m)‖.
7
Definition 3.2. A function ϕ ∈ Lloc1 (R
n) is said to be the trace of a function
f ∈ Lloc1 (R
n+1) on the hyperplane Rn (written tr |t=0f = ϕ ) if, for any open Q
(in the space Rn), ∫
Q
|ϕ(x) − f(x, t)| dx→ 0, t→ 0. (3.2)
Let E ⊂ Lloc1 (R
n+1) be the linear space of functions f that have the trace on
the hyperplane Rn. In what follows, by Tr we shall denote the linear operator
Tr : E → Lloc1 (R
n) defined by Tr[f ] = tr |t=0f = ϕ .
Theorem 3.1. The linear operator Tr : W l1(R
n+1, γ) → B˜l(Rn, {γk,m}) is
bounded. Moreover, there exists a bounded linear operator Ext : B˜l(Rn, {γk,m})→110
W l1(R
n+1, γ) such that Tr ◦Ext = Id on the space B˜l(Rn, {γk,m}).
Proof. Step 1. Assume that a function f ∈ W l1(R
n+1, γ). Then Remark 2.2
and Theorem 2 of § 5.2 of [11] show that the function f has the trace (which we
denote by ϕ) on Rn and moreover
ϕ(x) = lim
t→+0
f(x, t) for almost all x ∈ Rn. (3.3)
Let us prove the estimate
‖ϕ|B˜l(Rn, {γk,m})‖ ≤ C‖f |W
l
1(R
n+1, γ)‖, (3.4)
where the constant C > 0 is independent of the function f .115
Let m ∈ Zn be fixed. By Remark 2.2, using the definition of the (Sobolev)
generalized derivative of f , and (3.3) we have
f(x, t)− ϕ(x) =
t∫
0
Dtf(x, τ) dτ for almost all x ∈ R
n. (3.5)
Using (3.5), (2.1) this gives
γ0,m
∫
Q0,m
|ϕ(x)| dx ≤ γ0,m
∫
Q0,m
1∫
0
|f(x, τ)− ϕ(x)| + |f(x, τ)| dx dτ ≤
≤ Cγ

 ∫
Q0,m
1∫
0
γ(x, τ)|Dtf(x, τ)| dx dτ +
∫
Q0,m
1∫
0
γ(x, τ)|f(x, τ)| dτdx

 .
(3.6)
8
Summing estimate (3.6) over all m ∈ Zn, we see that∑
m∈Zn
γ0,m
∫
Q0,m
|ϕ(x)| dx ≤ Cγ‖f |W
l
1(R
n+1, γ)‖. (3.7)
From estimates (3.4) of Lemma 3.1 of [4], we get the estimate
δl(Qk,m)ϕ ≤ C2
kn
∫
C1Qk,m
C22
−k∫
0
∑
|α|=l
tl−1|Dαf(x, t)| dt dx, (3.8)
in which the constants C,C1, C2 depend only on l, n.
An application of (2.1) gives
k∑
j=1
∑
m′∈Zn
Qk,m⊂Qj,m′
2jnγj,m′ =
k∑
j=1
∑
m′∈Zn
Qk,m⊂Qj,m′
2j(l−1)2j(n+1)
∫∫
Qj,m′×(0,2
−j)
γ(x, t) dx dt ≤
≤ Cγ
k∑
j=1
∑
m′∈Zn
Qk,m⊂Qj,m′
2j(l−1) ess inf
(x,t)×Qj,m′×(0,2
−j)
γ(x, t) ≤ Cγ2
(k+1)(l−1) ess inf
(x,t)∈Qk,m×(0,2−k)
γ(x, t).
(3.9)
For brevity, we put g(x, t) :=
∑
|α|=l
tl−1|Dαf(x, t)| for (x, t) ∈ Rn+1.
We fix the smallest number k0 ∈ Z+ for which 2
k0 > C2 (the constant C2 is120
the same as on the right of (3.8)).
The following equality holds for k ∈ Z+, m ∈ Zn
∫
Qk,m
2−(k−k0)∫
0
g(x, t) dtdx =
∞∑
j=k
∑
m′∈Zn
Qj,m′⊂Qk,m
∫
Qj,m′
2−j∫
2−j−1
g(x, t) dtdx+
k−1∑
j=k−k0
∫
Qk,m
2−j∫
2−j−1
g(x, t) dtdx
(3.10)
Clearly, for k ∈ N, m ∈ Zn,
δl(Qk,m)ϕ ≤ 2
2kn‖ϕ|L1(C(n, l)Qk,m)‖.
Hence, using the finite overlapping multiplicity of the sets C(n, l)Qk,m with
k ∈ {1, .., k0}, m ∈ Z
n, and using Remark 3.1, it follows from (3.7) that
S1 :=
k0∑
k=1
∑
m∈Zn
γk,mδ
l(Qk,m)ϕ ≤ C(n, l, k0, Cγ)
∑
m∈Zn
γ0,m‖ϕ|L1(Q0,m)‖ ≤
≤ C(n, l, k0, Cγ)‖f |W
l
1(R
n+1, γ)‖. (3.11)
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The sets C1Qk,m×(0, 2−(k−k0)) have finite (depending only on n, l) overlapping
multiplicity (when index k ∈ Z+ is fixed and m ∈ Zn variable), and hence, using
Remark 3.1 it follows from (3.8) that
S2 :=
∞∑
k=k0+1
∑
m∈Zn
γk,mδ
l(Qk,m)ϕ ≤ C
∞∑
k=k0+1
∑
m∈Zn
2knγk,m
∫
Qk,m
2−(k−k0)∫
0
g(x, t) dx dt
(3.12)
Substituting (3.10) into the right-hand side of (3.12), changing the order of
summation (in k and j), using Remark 3.1 and estimate (3.9), we obtain
S2 ≤ C
∞∑
j=1
∑
m′∈Zn
∫
Qj,m′
2−j∫
2−j−1
g(x, t) dtdx


j∑
k=1
∑
m∈Zn
Qj,m′⊂Qk,m
2knγk,m +
j+k0∑
k=j+1
∑
m∈Zn
Qj,m′⊃Qk,m
2knγk,m

 ≤
≤ C
∞∑
j=1
∑
m∈Zn
2j(l−1) inf
(x,t)×Qk,m×(0,2−j)
γ(x, t)
∫∫
Qk,m×(2−j−1,2−j)
g(x, t) dx dt ≤
≤ C
∞∑
j=1
∑
m∈Zn
∫∫
Qj,m×(2−j−1,2−j)
γ(x, t)
∑
|α|=l
|Dαf(x, t)| dx dt ≤ C‖f |W l1(R
n+1, γ)‖,
(3.13)
in which the constant C > 0 depends only on n, l, Cγ , k0.125
Now estimate (3.3) follows from (3.7), (3.11), (3.13).
Step 2. The construction of the extension operator Ext : B˜l(Rn, {γk,m}) →
W l1(R
n+1, γ) and the proof of its boundedness require minor modifications of the
Step 2 in the proof of Theorem 3.1 from [1]. However, for the completeness of
exposition we give the detailed proof. So let {ψk}
∞
k=0 be a partition of unity for
the ball B1 := (−1, 1); that is, ψk(t) ≥ 0 for k ∈ Z+, t ∈ B1 and
∑∞
k=0 ψk(t) = 1
for t ∈ B1. Besides,
ψ0 ∈ C
∞
(
B1 \
1
2
B1
)
, ψk ∈ C
∞
0
(
1
2k−1
B1 \
1
2k+1
B1
)
for k ∈ N,
|Dβψk(t)| ≤ C12
k|β| for t ∈ B1, k ∈ Z+.
Assume that, for any k ∈ Z+, only two functions ψk and ψk+1 do not vanish
on the set 2−kB1 \ 2−k−1B1. Hence, Dβψk(t) = −Dβψk+1(t) for t ∈ 2−kB1 \
10
2−k−1B1. The existence of a sequence {ψk}∞k=0 with the above properties may
be proved as it was done, for example, in § 4.5 of the book [11] in the proof of130
the trace theorem for unweighted Sobolev spaces.
We set
f(x, t) :=
∞∑
k=1
ψk(t)E2−k [ϕ](x) for (x, t) ∈ R
n+1,
where, the operator Eε (with ε > 0) is defined as follows.
For a function ϕ ∈ Lloc1 (R
n) we set
Eε[ϕ](x) :=
1
ε2n
l∑
j=1
µj
∫
Rn
Θ
(
y − x
ε
)∫
Rn
Θ
(
z − y
jε
)
ϕ(z) dz dy, x ∈ Rn.
(3.14)
We shall not write down precise expressions for the constants µj and the
functionΘ from (3.14), which may be found in the authors’ paper [4] (Section 4).
The only important thing for us is that Θ ∈ C∞0 (B
n),
∫
Rn
Θ(x) dx = 1.135
The following estimates are also of great value for us. Their proofs may be
found in the authors’ papers [1] (Lemma 3.1) and [4] (Lemma 4.2).
A multi-index α = (α1, . . . , αn+1) will be written as (α
′, αn+1).
For any number ε > 0, a multi-index α′ = (α1, .., αn), |α′| = l, and x ∈ Rn,
|Dα
′
Eε[ϕ](x)| ≤
C
εl
δl(x+ εI)ϕ. (3.15)
Moreover, for any numbers 0 < ε1 < ε2 a multi-index β
′ = (β1, .., βn), and
x ∈ Rn,
|Dβ
′
Eε1 [ϕ](x) −D
β′Eε2 [ϕ](x)| ≤ C
∫ ε2
ε1
1
t1+|β|
δl(x+ tI)ϕdt. (3.16)
For later purposes we note that by the construction the function f vanishes
on the set Rn × (R \B1).140
We set Ξ1,nk,m := Qk,m × (2
−kB1 \ 2−k−1B1) for k ∈ Z+, m ∈ Zn.
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Clearly,∫∫
Rn× 12B
1
γ(x, t)
{ ∑
|α|=l, αn+1=0
|Dαf(x, t)|+
∑
|α|=l, αn+1>0
|Dαf(x, t)|
}
dx dt
=
∞∑
k=1
∑
m∈Zn
∫∫
Ξ1,n
k,m
γ(x, t)
×
{ ∑
|α|=l, αn+1=0
|Dαf(x, t)|+
∑
|α|=l, αn+1>0
|Dαf(x, t)|
}
dx dt.
Taking into account properties of the functions ψk and applying estimate (3.16),
we see that
∑
|α|=l, αn+1>0
∫∫
Ξ1,n
k,m
γ(x, t)|Dαf(x, t)| dx dt =
∑
|α|=l, αn+1>0
∫∫
Ξ1,n
k,m
γ(x, t)
×
∣∣Dαn+1ψk(t)Dα′E2−kϕ(x) +Dαn+1ψk+1(t)Dα′E2−(k+1)ϕ(x)∣∣ dx dt
≤
∑
|α′|=l−αn+1
2kαn+1
∫∫
Ξ1,n
k,m
γ(x, t)|Dα
′
E2−kϕ(x) −D
α′E2−(k+1)ϕ(x)| dx dt
≤ C22nkγk,m
[∫
C˜Qk,m
∫
I/2k
|∆l(h)ϕ(z)| dh dz
]
dx dt
for k ∈ N, m ∈ Zn. (3.17)
The constant C˜ ≥ 1, which is the dilation coefficients of the cubes Qk,m,
depends only on l, n and the diameter of the support of the functionΘ from (3.14).
Similarly, it follows from (3.15) that
∑
|α′|=l
∫∫
Ξ1,n
k,m
γ(x, t)|Dα
′
f(x, t)| dx dt
≤ C
∑
|α′|=l
∫∫
Ξ1,n
k,m
γ(x, t)max
{
|Dα
′
E2−kϕ(x)|, |D
α′E2−k−1ϕ(x)|
}
dx dt
≤ C22nkγk,m
[∫
C˜Qk,m
∫
I/2k
|∆l(h)ϕ(z)| dh dz
]
for k ∈ N, m ∈ Zn.
(3.18)
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Using the definition of the function f , we have, for |α| = l,
∑
|α|=l
∫∫
Rn+1\(Rn× 12B
1)
γ(x, t)|Dαf(x, t)| dx dt ≤
≤ C
∑
m∈Zn
γ0,m‖ϕ | L1(C˜Q0,m)‖ ≤ C
∑
m∈Zn
γ0,m‖ϕ | L1(Q
n
0,m)‖, (3.19)
since the cubes C˜Qnk,m have finite overlapping multiplicity (the constant C˜ is145
the same as in (3.17)).
Hence, summing up estimates (3.17), (3.18) in k and m, taking into account
that the cubes C˜Qnk,m have finite overlapping multiplicity (with fixed k ∈ N and
variable m ∈ Zn), and employing estimate (3.19), this gives
∑
|α|=l
‖Dαf | L1(R
n+1, γ)‖ ≤ C‖ϕ | B˜l(Rn, {γk,m})‖. (3.20)
To estimate the generalized derivatives Dαf for |α| < l we write, for each
(x, t) ∈ Rn × B1, the integral representation of the function Dαf in the cone
(see § 3.4, [11]),
V (x, t) =
{
(x, t)(1 − ξ) + ξ(x′, t′) | ξ ∈ [0, 1], (x′, t′) ∈
1
2
Bn+1(x, t+ 3)
}
(here 12B
n+1(x, t + 3) is the ball of radius 12 centred at (x, t + 3)), and use
Remark 16 of § 3.5 in [11].
Let |α| < l. Since f(x, t) = 0 for |t| > 1, we have
|Dαf(x, t)| ≤ C
∑
|β|=l
∫∫
(x,0)+(I×B1)
|Dβf(x˜, t˜)| dx˜ dt˜ for (x, t) ∈ Rn ×B1.
Hence employing Ho¨lder’s inequality and (2.1), (2.3), we obtain, for m ∈ Zn,
|α| < l, ∫∫
Q0,m×B1
γ(x, t)|Dαf(x, t)| dx dt
≤ C
∑
|β|=l
[ ∫∫
C˜Q0,m×B1
γ(x, t) dxdt
][
ess inf
C˜Q0,m×B1
γ(x, t)]−1
×
∫∫
C˜Q0,m×B1
γ(x, t)|Dβf(x, t)| dx dt
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≤ C
∑
|β|=l
∫∫
C˜Q0,m×B1
γ(x, t)|Dβf(x, t)| dx dt. (3.21)
Summing up estimate (3.21) over m ∈ Zn and taking into account the finite150
multiplicity of the cubes C˜Qnk,m (with fixed k and variable m) in view of (3.20)
we obtain
‖f |W l1(R
n+1, γ)‖ ≤ C(n, l, Cγ ,Θ)‖ϕ|B˜
l(Rn, {γk,m})‖.
It remains to show that ϕ = tr |y=0f . We fix an arbitrary cube Q in Rn.
Almost every point x ∈ Rn is a Lebesgue point of the function ϕ, because
ϕ ∈ Lloc1 (R
n). Hence, for almost all x ∈ Rn,
gδ(x) :=
1
δn
∫
x+δI
|ϕ(x′)− ϕ(x)| dx′ → 0 as δ → 0.
Consequently, by the Lebesgue convergence theorem,∫
Qn
|ϕ(x) − Eδ[ϕ](x)| dx ≤ C
∫
Qn
gδ˜(x) dx→ 0 as δ → 0. (3.22)
Note that in the right-hand side of (3.22) we put δ˜ := C(n, l,Θ)δ.
From (3.22) and the definition of the function f it easily follows that ϕ is
the trace of the function f on the hyperplane xn+1 = 0.155
The proof of Theorem 3.1 is complete.
Remark 3.3. In the case l = 1, γ(x1, .., xn+1) = |xn+1|−α, α ∈ (0, 1), all the
arguments employed in the proof of Theorem 3.1 remain valid. By Bl−1+α1,1 we
shall denote the classical Besov space. Using the fact that B˜l(Rn, {γk,m}) =
Bl−1+α1,1 (the proof may be found in [1], Remark 2.9) with γ(x1, .., xn+1) =160
|xn+1|−α, α ∈ (min{1, l−1},max{l, l−1}), we see that in this setting our result
agrees with those obtained in Theorems 1.1, 1.2 of [2]. It is worth pointing out
that in [2] it was assumed that the weight γ = |xn+1|−α. Under this assumption
the paper [2] is capable of encompassing the cases γ /∈ Aloc1 (R
n+1). However,
after some modifications of the proof of our Theorem 3.1 one may show that for165
α ∈ (min{1, l − 1},max{l, l − 1}) the trace of the space W l1(R
n+1, |xn+1|−α) is
the classical Besov space Bl−1+α1,1 .
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4. The limiting case
In this section we shall be concerned with the problem of complete description
of the trace space of the Sobolev space W l1(R
n+1
+ , γ) with l = 1 and γ ∈170
Aloc1 (R
n+1). We first note that this problem is equivalent to the problem of the
description of the trace space of the Sobolev space W 11 (R
n+1, γ) on Rn. Indeed,
this follows from the easily verified fact that the operator of even extension from
W 11 (R
n+1
+ , γ) into the space W
1
1 (R
n+1, γ) is continuous.
Before proceeding with precise statements, we first give a brief ‘heuristic’175
description of this problem in order to clarify, on the intuitive level, the principal
impetuses for further constructions.
Unfortunately, the Besov-type space of variable smoothness B˜1(Rn, {γk,m})
(considered in the previous section) are poor candidate for the role of trace space
if a weight is only subject to the constraint γ ∈ Aloc1 (R
n+1).180
It is not hard to see that for l = 1 estimate (3.9) fails in general, and
hence one may not expect an estimate like (3.13). In addition to this technical
impediment there are much deeper reasons for the unfitness of the spaces B˜1(Rn, {γk,m}).
Indeed, even in the case γ ≡ 1 the classical Gagliardo’s result shows that
Tr
∣∣
t=0W
1
1 (R
n+1
+ ) = L1(R
n). In this case the space B˜1(Rn, {γk,m}) coincides185
with the Besov space of smoothness zero B0,11,1(R
n) (see [14] for details). Next,
Lemma 2 of [14] implies, in particular, that B˜1(Rn, {γk,m}) 6= L1(Rn) for γ ≡ 1.
So, the trace space contains functions with inappropriate smoothness properties.
It is also worth pointing out that, according to Peetre [8], the extension operator
Ext : L1(R
n) → W 11 (R
n+1
+ ) (which is the right inverse of the trace operator)190
cannot be linear.
On the other hand, for the weight γ = γ(x, t) = |t|−ε, ε ∈ (0, 1), the methods
of the previous section also work! To this aim one needs to slightly modify
estimate (3.9). In spite of the fact that l − 1 = 0, we succeed in achieving
a ‘geometric rate’ on account of the fact that inf
t∈(0,2−k)
t−ε ≥ 2ε inf
t∈(0,2−k+1)
t−ε.195
As a good candidate for the trace space in the general case one should
consider a space whose elements are able to appreciably change their smoothness
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characteristics when transiting from a point to a point, because the ‘rate of
decay’ of a weight may be substantially different at different points. As distinct
from the case l > 1, in which, roughly speaking, the trace space is ‘quasi-200
homogeneous’, in the case l = 1 the trace space turns out to be ‘essentially
nonhomogeneous’.
In the case l > 1 a sufficiently rapidly growing geometric progression {2kl}
helped to control the strong inhomogeneity of a weight. However, the limiting
case p = l = 1 calls for a more subtle analysis of the local behaviour of the205
weight near each point of the hyperplane on which the trace is considered.
An important step in this analysis is the construction of a special system of
tilings of the space Rn. This system of tilings will replace the standard system
of tilings of the space Rn composed of all dyadic cubes numbered by indexes
(k,m) ∈ Z+ × Zn. The cubes in our special system of tilings will be numbered210
by indexes (k,m) ∈ A ⊂ Z+ × Zn. Here, the algorithm for construction of the
index set A is based on combinatorial arguments and is nonlinear. Namely, the
set A depends not only on the weight γ, but also on the function f .
In this section we shall denote by Q (respectively, Q) an open (closed) cube
in the space Rn.215
Definition 4.1. Assume that we are given a set of dyadic closed cubes T =
{Qα}α∈A, A ⊂ Z+ × Z
n, in which different cubes have disjoint interiors and
R
n =
⋃
α∈A
Qα. We shall call this family a tiling of the space R
n.
Definition 4.2. A tiling T ′ = {Qα}α∈A′ will be said to succeed a tiling T =
{Qα}α∈A (written T
′ ≻ T ) if each cube Qα′ , α
′ ∈ A′, of the tiling T ′ is contained220
in some cube Qα, α ∈ A, of the tiling T .
Definition 4.3. Assume that for any s ∈ Z+ we have a tiling T
s = {Q
s
α}α∈As ,
As ⊂ Z+ × Zn of the space Rn. Assume also that T s+1 ≻ T s for s ∈ Z+. Then
the set T = {T s} = {T s}∞s=0 will be called a system of tilings of the space R
n.
The next lemma is an important combinatorial instrument required in the225
definition of the trace space.
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Lemma 4.1. Let {Qα}α∈A be a tiling of the space R
n. Then, for each number
λ = 2−k0 , k0 ∈ Z+, there exists an index set A˜ ⊂ A such that
1) Rn =
⋃
α∈A˜
Q˜α, Q˜α := (1 + λ)Qα,
2) any point x ∈ Rn lies in at most (n + 1)2n cubes from the family230
{Q˜α}α∈A˜,
3) if Q˜α
⋂
Q˜α′ 6= ∅, then |Q˜α
⋂
Q˜α′ | ≥ C(n, λ)min{|Qα′ |, |Qα|},
4) every cube Q˜α, α ∈ A˜ is not contained in
⋃
α′∈A˜,α′ 6=α
Q˜α′ .
Proof. Since the set A is countable, we can enumerate all the cubes {Qα}α∈A
by natural numbers: {Qα}α∈A = {Qαi}
∞
i=1. We set S
0 := A. Let αi1 be the first235
index for which Q˜αi1 ⊂
⋃
i∈N,i6=i1
Q˜αi . If there is no such index, then we set A˜ = A
and complete the construction. We exclude the cube Qα1 from our system and
consider the index set S1 := A \ {αi1}. It is clear that R
n =
⋃
α∈S1
Q˜α. Assume
that we have already constructed indexes i1 < ... < ik and sets S
1 ⊃ .. ⊃ Sk.
Let ik+1 > ik be the first natural number for which Q˜αik+1 ⊂
⋃
α∈Sk,α6=αik+1
Q˜α.240
If there is no such number, then we put A˜ = Sk and complete the construction.
We exclude the cube Q˜αik+1 from our system and consider the index set S
k+1 :=
Sk \ {αik+1}. It is easily checked that R
n =
⋃
α∈Sk+1
Q˜α. This being so, either the
set A˜ will be obtained in a finite number of steps or we get an increasing sequence
of natural numbers {ik}∞k=1 and a sequence of sets S
1 ⊃ · · · ⊃ Sk ⊃ . . . . Let245
A =
∞⋂
k=1
Sk. We claim that A˜ is the required index set.
By the construction, Rn =
⋃
α∈Sk
Q˜sα for each k ∈ N, and hence R
n =
⋃
α∈A˜
Q˜sα.
This proves assertion 1).
Let us prove assertion 4). Assume there is a cube Q˜αik0
such that Q˜αik0
⊂⋃
α∈A˜\{αik0
}
Q˜α. But then there exists a biggest number 0 ≤ k
′
0 ≤ k0 and a set250
Sk
′
0 for which Q˜αik0
⊂
⋃
α∈Sk
′
0
Q˜α, contradicting the construction of A˜.
2) We claim that the overlapping multiplicity is at most (n+1)2n. Indeed, we
fix an arbitrary point x0 ∈ Rn and estimate the number of cubes from the family
{Q˜α}α∈A˜ that contain this point. In doing so we shall modify one trick from
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Lemma 1.1 of [13]. Namely, we draw through the point x0 the planes that are255
parallel to the coordinate planes. This will give us 2n quadrants (closed!) with
vertex at x0. We fix arbitrary quadrant and consider the cubes that contain x0
and whose centers lie in this quadrant. Clearly, the lemma will be proved once
we show that there are at most (n+ 1) such cubes.
Assume the contrary. Note that if the centres of the cubes Q˜α ∋ x0 and260
Q˜α′ ∋ x0 lie in the same quadrant, then the center of one cube lies in the other
cube. This implies, in particular, that either Qα ⊂ Q˜α′ or Qα′ ⊂ Q˜α (inasmuch
as λ = 2−k, k ∈ Z+). It follows that if r(Qα) = r(Qα′ ) then these two cubes
coincide. Hence, we may assume that the side lengths of the cubes containing
the point x0 and whose centres lie in the same quadrant, are strictly decreasing.265
Then, numbering these cubes in decreasing size, we see that the centre of the
next cube (in the order of decreasing size) is contained in its direct predecessor.
As a result, the centre of the cube with number n + 2 (which we denote by
Q˜α0) will be contained in at least n + 1 cubes from the family {Q˜α}α∈A˜. We
claim that such a case is never realized (we shall obtain a contradiction with270
the algorithm for choosing the cubes).
The key observation here is that Qα0 ⊂ Q˜α′ if and only if Q˜α0 ⊂ Q˜α′ . Hence
if Qα0 ⊂ Q˜α′ (for α0, α
′ ∈ A˜), then the closed cube Qα0 cannot wholly lie in
the cube Q˜α′ (because otherwise Q˜α0 ⊂ Q˜α′ and the cube Q˜α0 will be excluded
during the construction of the set A˜).275
So, having a fixed quadrant and a cube Q˜α0 with center in this quadrant, we
estimate the number of cubes Q˜α, α ∈ A˜, whose centers lie inside this quadrant,
which contains the cube Qα0 , but which do not contain the cube Qα0 . We will
show that there are at most n such cubes.
We note that the facets of any Q can be canonically labeled by natural280
numbers from 1 to 2n. Assume that a cube Q˜α′ ⊃ Qα0 does not contain the
cube Qα0 and r(Qα′ ) > r(Qα0). Then, for some i ∈ {1, . . . , 2n}, the ith facet of
the cube Qα0 lies in the ith facet of the cube Q˜α′ , for otherwise we would get the
inclusion Qα0 ⊂ Q˜α′ (because Qα0 ⊂ Q˜α′), which contradicts the construction.
Next, if the ith facet of the cube Q˜α′ contains the ith facet of the cube Qα0 ,285
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then there is no other cube Q˜α′′ containing the cube Qα0 (whose center lies in
the quadrant under consideration!) which has such a property.
Indeed, let Qα0 ⊂ Q˜α′′ , Qα0 ⊂ Q˜α′ and r(Qα0 ) < r(Qα′′) < r(Qα′ ). We
claim that if the ith facet of the cube Qα0 is contained in the ith facet of the
cube Q˜α′ , then the ith facet of the cube Qα0 is not contained in the ith facet290
of the cube Q˜α′′ .
From the construction of the index set A˜ it follows that the closed cube
Qα0 is not wholly contained in the cube Q˜α′ and in the cube Q˜α′′ . Hence,
Qα0
⋂
Qα′ = ∅, Qα0
⋂
Qα′′ = ∅.
Consider dyadic cubes with side length λ2 r(Qα′) lying in the set Q˜α′ \Qα′ .295
Since Qα0 ⊂ Q˜α′ and since Qα0
⋂
Qα′ = ∅, among the above cubes there exists
a unique dyadic cube Qβ0 ⊃ Qα0 (note that r(Qβ0) =
λ
2 r(Qα′ )). Besides, the
ith facet of the cube Qα0 is contained in the ith facet of the cube Qβ0 (because
by the assumption the ith facet of the cube Qα0 lies in the ith facet of the cube
Q˜α′).300
For further purposes we shall need the following key observation. Assume
that we are given two arbitrary cubes Qα′ and Qα′′ . Then the distance between
the hyperplanes containing the ith facets of these cubes is either zero or is not
smaller than the side length of the smallest of these 2 cubes.
Now we consider two cases. In the first case r(Qβ0) ≤ r(Qα′′) and Qα0 ⊂305
Q˜α′′ . If the ith facet of the cube Qα′ and the ith facet of the cube Qα′′ lie in
the same hyperplane, then it is clear that the ith facet of the cube Qα0 cannot
simultaneously lie in the same hyperplane with the ith facet of the cube Q˜α′
and in the same hyperplane with the ith facet of the cube Q˜α′′ (as required).
If, however, the ith facet of the cube Qα′ and the ith facet of the cube Qα′′310
do not lie in the same hyperplane, then the distance between the hyperplanes
that contain these facets is not smaller than r(Qα′′ ) ≥ r(Qβ0). But in this case
it follows by simple geometrical considerations that the distance between the
hyperplanes containing the ith facet of the cube Q˜α′and the ith facet of the
cube Q˜α′′ is positive. Hence, the ith facets of the cubes Q˜α0 , Q˜α′ , Q˜α′′ do not315
lie in the same hyperplane.
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In the second case r(Qβ0) > r(Qα′′ ). If the distance between the hyperplanes
containing the ith facets of the cubes Qβ0 and Qα′′ is positive, then by the above
observation and since λ2 ≤
1
2 , it follows that the distance from the hyperplane
containing the ith facet of the cube Q˜α′′ to the hyperplane containing the ith320
facet of the cube Qβ0 (and hence Q˜α′) is positive. If now the ith facets of the
cubes Qβ0 and Qα′′ lie on one hyperplane, then the ith facet of the cube Q˜α′′
does not lie in the same hyperplane with them.
In all cases considered above, we see that the ith facet of the cube Qα0 is
contained in the ith facet of the cube Qβ0 (and hence, Q˜α′), but is not contained325
in the ith facet of the cube Q˜α′′ .
Let j = j(i) be the index corresponding to the facet which is parallel to
the ith facet (recall that the facet are labeled in the canonical way and that
the labeling is the same for each cube). It now remains to note that if the ith
facet of the cube Qα0 lies in the ith facet of the cube Q˜α′ ⊃ Qα0 , the jth330
facet of the cube Qα0 lies in the jth facet of some Q˜α′′ ⊃ Qα0 , and besides,
r(Qα′), r(Qα′′ ) > r(Qα0 ), then the centers of the cubes Q˜α′ and Q˜α′′ cannot lie
in the same quadrant.
Let us now prove assertion 3). Assume that Q˜α
⋂
Q˜α′ 6= ∅. We set l0 =
λ
2 min{r(Qα), r(Qα′)}. Then the cube Q˜α and the Q˜α′ can be represented as335
a union of dyadic cubes (possibly containing portions of their boundaries) with
side length l0. But open dyadic cubes of the same size length are either disjoint
or equal. Hence, there exists at least one cube with side length l0 which is
contained both in the cube Q˜α and in the cube Q˜α′ (because the intersection
of such cubes is nonempty). Now the required estimate |Q˜α
⋂
Q˜α′ | ≥ (l0)n ≥340
C(n, λ)min{|Qα|, |Qα′ |} is clear.
Notations. We shall frequently use the following notation. Given a fixed
parameter λ = 2−k, k ∈ Z+, and a cube Q in Rn, we set Q˜ := (1 + λ)Q. Given
k ∈ Z+, m ∈ Zn, we set
Πk,m := Qk,m × (0, r(Qk,m)), Π˜k,m := Q˜k,m × (0, r(Qk,m)),
γ̂k,m := γΠk,m , γk,m := (r(Q
s
α))
n+1γ̂k,m.
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If T = {Qα}α∈A is a tiling of Rn, then by A˜ we shall denote the index set
which was constructed in Lemma 4.1.
Assume we are given a system of tilings T = {T s} of the space Rn and a
fixed parameter λ = 2−k, k ∈ Z+. Applying Lemma 4.1 for each s ∈ Z+ to the345
tiling T s, we obtain the covering Ξs of the space Rn by cubes {Q˜sα}α∈A˜s .
In the cases when we know that α = (k,m) ∈ As ⊂ Z+ × Zn, then instead
of γ̂k,m, γk,m, Π˜k,m, Πk,m, we shall write, respectively, γ̂
s
α, γ
s
α, Π˜
s
α, Π
s
α.
For a function ϕ ∈ Lloc1 (R
n) and a given system tilings T = {T s}, we denote
ϕsα =
1
|Q˜sα|
∫
Q˜sα
ϕ(x) dx, s ∈ Z+, α ∈ A˜
s.
By q˜ we shall denote the smallest of C ≥ 1 for which
1
8|Πk,m|
∫
8Qk,m
r(Qk,m)∫
0
γ(x, t) dt tx ≤ Cγ̂k,m′ ,
where k ∈ Z+, m ∈ Zn, and Qk,m′ ⊂ 8Qk,m.
Let q := 16q˜Cγ2
n+1. From the definition of q˜ and (2.2) we have350
γ̂k,m ≤
q
2
γ̂k,m′ , k ∈ Z+, |mi −m
′
i| ≤ 1, i ∈ {1, .., n}, (4.1)
γ̂k,m ≤
q
2
γ̂k+1,m′ ≤ (
q
2
)2γ̂k,m, k ∈ Z+,m,m
′ ∈ Zn, Qk+1,m′ ⊂ Qk,m. (4.2)
The role of the parameter q will be transparent at Step 1 of the proof of
Theorem 4.1.
Definition 4.4. Let c1, c2 ≥ 1. A system of tilings T = {T s} = {T s}∞s=0(c1, c2)
of the space Rn (T s = {Q
s
α}α∈As , where s ∈ Z+), is called admissible for
a weight γ if, for each s ∈ Z+, the following conditions are satisfied:355
1) if Q˜sα
⋂
Q˜sα′ 6= ∅, then γ̂
s
α ≤ c1γ̂
s
α′ for α, α
′ ∈ As;
2) if Qs+1α′ ⊂ Q
s
α, then γ̂
s
α ≤ c2γ̂
s+1
α′ and γ̂
s+1
α′ ≤ c2γ̂
s
α for α ∈ A
s, α′ ∈ As+1;
3) max{r(Qs+1α′ ) : x ∈ Q˜
s+1
α′ } ≤
1
2 min{r(Q
s
α) : x ∈ Q˜
s
α} for any x ∈ R
n;
4) r(Qsα) ≥ 2
−ls , α ∈ As, for some strictly increasing sequence of nonnegative
integer numbers {lj}∞j=0 with l0 = 0360
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Theorem 4.1. Let a weight γ ∈ Aloc1 (R
n+1), λ = 1 + 2−k (k ∈ Z+). Then
there exist constants c1(n,Cγ), c2(n,Cγ) ≥ 1 such that, for any function f ∈
W 11 (R
n+1
+ , γ), there exists a system of tilings T = {T
s}(c1, c2) of the space Rn
that is admissible for the weight γ and is such that
∑
m∈Zn
γ̂0,m‖ϕ|L1(Q0,m)‖+
∞∑
s=1
∑
α∈A˜s
γ̂sα
∫
Q˜sα
|ϕsα − ϕ(x)| dx ≤ C(n,Cγ , λ, c1, c2)‖f |W
1
1 (R
n+1
+ , γ)‖.
(4.3)
Proof. Step 1. For each function f ∈ W 11 (R
n+1
+ , γ) we construct a required
system of tilings of the space Rn that is admissible for the weight γ.
First we construct an auxiliary system of tilings {T˚ s} that will satisfy only
properties 1), 2) and 4) of Definition 4.4. Next, for r ∈ N, r > 1 we choose
a required subsystem {T s} := {T˚ rs} of the system {T˚ s}.365
Let {lj}
∞
j=1 be a strictly increasing sequence of nonnegative integer numbers
such that l0 = 0 and
‖f |W 11 (R
n × (0, 2−lj+1))‖ ≤
1
2
‖f |W 11 (R
n × (0, 2−lj))‖, j ∈ Z+. (4.4)
We construct the required system of tilings {T˚ k} by induction.
Induction basis.We first build a tiling T˚ 0. To do so we put T˚ 0 := {Q0,m}m∈Zn ,
A˚0 := {0} × Zn, and for each m ∈ Zn we paint the cube Q0,m yellow.
Induction step. Assume that for s ∈ Z+ the tiling T˚ s = {Q
s
α}α∈A˚s is
constructed. Let us construct the tiling T˚ s+1. We fix a cube Q
s
α for α ∈ A˚
s.370
Suppose that γ̂sα ∈ [q
j , qj+1) for some j ∈ Z. We decompose the cube Q
s
α into
dyadic cubes (Qk,m, say) of twice smaller size. Among these cubes, we select
those satisfying the estimate γ̂k,m > q
j+1 and paint them blue. Note that in
view of estimate (4.2) we have γ̂k,m ∈ (qj+1,
qj+2
2 ] (it is important here that
the parameter q is sufficiently large!). We decompose the remaining cubes into375
the cubes Qk+1,m′ , select those for which γ̂k+1,m′ > q
j+1 and paint these cubes
blue. This process is repeated until the side length of a cube will be 2−ls+1 . In
this case we either have a tiling of the cube Q
s
α consisting of only blue cubes
or there will be cubes Qls+1,m′′ ⊂ Q
s
α for which γ̂ls+1,m′′ ≤ q
j+1. In the latter
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case, we paint these cubes Qls+1,m′′ yellow. The resulting tiling of the cube Q
s
α380
will be composed of the so-chosen blue cubes and the remaining yellow cubes.
Combining the corresponding tilings of the cubes Q
s
α over all α ∈ A˚
s, we obtain
the tiling T˚ s+1 of the space Rn. By A˚s+1 we shall denote the set of pairs of
indices (k,m) ∈ Z+ × Zn for which Qk,m ∈ T˚
s+1.
Clearly, for each s ∈ Z+, the tiling T˚ s is composed of at most countable set385
of dyadic cubes.
If we apply Lemma 4.1 for each s ∈ N to the tiling T˚ s, we obtain a covering
Ξ˚s of the space Rn by cubes {Q˜sα}α∈˜˚As .
We next check that the system of tilings {T˚ s} satisfies conditions 1), 2)
and 4) of Definition 4.4 (in which the index sets As should be replaced by A˚s).390
Condition 4) is easily seen to hold.
We claim that Condition 1) of Definition 4.4 is satisfied with constant c1 =
q3. Let Q˜sα
⋂
Q˜sα′ 6= ∅ for α, α
′ ∈ A˚s. Assume that γ̂sα′ > q
3γ̂sα. For any cube
Q
s
α, we let b(Q
s
α) denote the number of blue cubes Q
j
α′ ⊃ Q
s
α (for j ≤ s and
α′ ∈ A˚j). From our assumption it follows that there exists a natural k0 > 1395
such that the number of blue cubes containing the cube Q
s
α′ is greater by k0
than the number of blue cubes containing the cube Q
s
α. But then there exist
a blue cube Q
s0
α′0
⊃ Qsα′ and a yellow cube Q
s0
α0 ⊃ Q
s
α such that γ̂
s0
α′0
≥ qk0−1γ̂s0α0 .
By the construction, r(Qs0α0) ≤ r(Q
s0
α′0
). Besides, Q˜s0α0
⋂
Q˜s0α′0
6= ∅ by Q˜sα
⋂
Q˜sα′ 6=
∅. It follows that Qs0α0 ⊂ 8Q
s0
α′0
(because λ ≤ 1) , and hence, γ̂s0α0 ≥
2
q γ̂
s0
α′0
.400
A contradiction is reached.
We now check condition 2). Let Qsα be the parent of the cube Q
s+1
α′ . By the
construction of the system of tilings, we have γ̂sα ≤ γ̂
s+1
α′ and γ̂
s+1
α′ ≤ qγ̂
s
α.
Let r ∈ N, r ≥ 5. Consider the system of tilings {T s} := {T˚ rs} and define
As := A˚rs. Clearly, the system of tilings {T s} satisfies conditions 1), 2) (with405
the constants c1 = q
3, c2 = q
r) and 4) of Definition 4.4.
Let us check condition 3) of Definition 4.4. To this aim we fix a point x ∈ Rn.
Let Q˜
r(s+1)
α ∋ x be a cube with largest side length among the set of cubes
{Q˜
r(s+1)
α }α∈Ar(s+1) that contain the point x (this cube may not be unique). Let
Q˜rsα′ ∋ x be a cube of smallest side length among all cubes from the family410
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{Q˜rsα }α∈Ars , of which each contains the point x (the cube Q˜
rs
α′ ∋ x may also
be not unique). Consider the following chain of nested dyadic cubes Q
r(s+1)
α ⊂
. . . . ⊂ Q
rs
α′′ (in this chain each succeeding dyadic cube is a unique parent of its
predecessor). If this chain contains at least one yellow cube, then we have the
result required. Indeed, by the construction, for any Qrsα , α ∈ A˜
s (and hence, for415
Qrsα′) we have the estimate r(Q
rs
α ) ≥ 2
−lrs . If the cube Q
r(s+1)
α is yellow, then
r(Q
r(s+1)
α ) = 2
−lr(s+1) < 122
−lrs . If another cube of the above chain is yellow,
then the side length of this cube is clearly smaller or equal than 2−lrs . The cube
Q
r(s+1)
α lying strictly inside it and hence r(Q
r(s+1)
α ) ≤
1
22
−lrs . In both cases
condition 3) is satisfied.420
Suppose now that all cubes in this chain are blue. Assume that Q˜
r(s+1)
α
⋂
Q˜rsα′ 6=
∅ and r(Q
r(s+1)
α ) ≥
1
2r(Q
rs
α′ ) for α
′ ∈ Ars, α ∈ Ar(s+1). Then Qrsα′ ⊂ 8Q
r(s+1)
α ,
and hence, γ̂rsα′ ≥
2
q γ̂
r(s+1)
α . On the other hand, by condition 1) of Definition 4.4
(as was pointed out above, this condition is satisfied with c1 = q
3) and since all
the cubes in the chain Q
r(s+1)
α ⊂ . . . . ⊂ Q
rs
α′′ are blue and r ≥ 5, we have the425
estimate γ̂
r(s+1)
α ≥ q4γ̂rsα′′ and hence γ̂
r(s+1)
α ≥ qγ̂rsα′ (in view of condition 1)).
This contradiction completes the verification of condition 3).
Step 2. We claim that estimate (4.3) holds. Arguing as in the proof of Lemma
3.1 of [1], we see that∫
Q˜sα
|ϕsα − ϕ(x)| dx ≤
≤
1
|Q˜sα|
∫
Q˜sα
∫
Q˜sα
|ϕ(x)−ϕ(y)| dxdy ≤
∫∫
Π˜sα
|∇f(x, t)| dtdx, s ∈ Z+, α ∈ A˜
s.
(4.5)
From (4.5) we see at once that
∞∑
s=0
∑
α∈A˜s
γ̂sα
∫
Q˜sα
|ϕsα − ϕ(x)| dx ≤
∞∑
s=0
∑
α∈A˜s
γ̂sα
∫∫
Π˜sα
|∇f(x, t)| dt tx ≤
≤
∞∑
s=0
∑
α∈A˜s
Q
s
α is yellow
γ̂sα
∫∫
Π˜sα
|∇f(x, t)| dtdx +
∞∑
s=0
∑
α∈A˜s
Q
s
α is blue
γ̂sα
∫∫
Π˜sα
|∇f(x, t)| dt tx = S1 + S2.
(4.6)
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The sum S1 is easily estimated by (4.4). Using the finite (independent of j
and m) overlapping multiplicity of the sets Π˜lj ,m (when index j is fixed and m
is variable) and Lemma 2.1, we arrive at the estimate
S1 ≤ C
∞∑
s=0
∑
α∈A˜s
Q
s
α is yellow
ess inf
(x,t)∈Π˜sα
γ(x, t)
∫∫
Π˜sα
|∇f(x, t)| dt tx ≤
≤ C
∞∑
j=0
∑
m∈Zn
∫∫
Π˜lj ,m
γ(x, t)|∇f(x, t)| dt tx ≤ C
∞∑
j=0
‖f |W 11 (R
n × (0, 2−lj), γ)‖ ≤
≤ C‖f |W 11 (R
n+1
+ , γ)‖.
(4.7)
We note that the constant C > 0 on the right of (4.7) depends only on
λ, n, Cγ .
Given s ∈ Z+, α ∈ A˜s, we set Gsα := Π˜
s
α \ (
⋃
α′∈A˜s+1
Π˜sα′).430
The sum S2 is estimated from above as follows (we change the order of
summation in (s, α) and (j, α′), respectively)
S2 ≤
∞∑
s=0
∑
α∈A˜s
Q
s
α is blue
γ̂sα
∞∑
j=s
∑
α′∈A˜j
Q˜sα
⋂
Q˜j
α′
6=∅
∫∫
Gj
α′
|∇f(x, t)| dxdt
≤
∞∑
j=0
∑
α′∈A˜j
j∑
s=0
∑
α∈A˜s
Q˜sα
⋂
Q˜j
α′
6=∅
Q
s
α is blue
γ̂sα‖f |W
1
1 (G
j
α′
⋂
Π˜sα)‖
)
. (4.8)
The main idea to be used for continuation of estimate (4.8) is close to that of
(3.13). However, here we are facing some substantial technical challenges. First,
the diameters of the sets Π˜sα (from the right of (4.8)) may greatly differ from
each other for a fixed s and variable α. Hence, the number of cubes Q˜jα′
⋂
Q˜sα 6= ∅
may be fairly large. Second, a more refined analysis of the behaviour of numbers435
γ̂sα is required. We are unable to work with such numbers as with elements of
a geometric progression (as this was done in (3.13)). Indeed, taking numbers γ̂s1α1
(α1 ∈ A˜s1) and γ̂s2α2 (α2 ∈ A˜
s2 ) so as to have Q˜s1α1
⋂
Q˜jα′ 6= ∅ and Q˜
s2
α2
⋂
Q˜jα′ 6= ∅
we may not guarantee that at least one of the embeddings Qs1α1 ⊂ Q
s2
α2 or Q
s2
α2 ⊂
25
Qs1α1 hold. The main idea will be to build a chain of cubes Q
j
α′ ⊂ ... ⊂ Q
0
α′′ and440
take care only about the numbers γ̂jα′ , .., γ̂
0
α′′ . These numbers will play the role of
a ‘skeleton’ which ‘supports’ the remaining numbers γ̂sα. Next, we split the set of
numbers {γ̂jα′ , .., γ̂
0
α′′} into two sets. The first one will contain the numbers which
behave like a geometric progression. The other set will contain the numbers
which, broadly speaking, do not behave like a geometric progression. In the445
second case estimate (4.4) will again prove useful. The formal proof proceeds as
follows.
To continue estimating (4.8) we need the following important observation.
We fix indexes j ∈ Z+ and α′ ∈ A˜j . Given s ∈ {0, . . . , j}, we let Q
s
βs(α′)
(βs(α
′) ∈ As) denote the unique dyadic cube from the tiling T s that contains450
the cube Qjα′ .
We next use the fact that the system of tilings T = {T s} is admissible for
the weight γ (assertion 1)), apply assertion 2) of Lemma 4.1, and finally employ
Lemma 2.1. (For each fixed s and variable α, the overlapping multiplicity of the
sets Π˜sα is finite and independent of s and α.) We have
j∑
s=0
∑
α∈A˜s
Q˜sα
⋂
Q˜j
α′
6=∅
Q
s
α is blue
γ̂sα‖f |W
1
1 (G
j
α′
⋂
Π˜sα)‖ ≤ c1
j∑
s=0
γ̂sβs(α′)
∑
α∈A˜s
Q˜sα
⋂
Q˜j
α′
6=∅
‖f |W 11 (G
j
α′
⋂
Π˜sα)‖ ≤
≤ C(c1, n)
j∑
s=0
γ̂sβs(α′)‖f |W
1
1 (G
j
α′)‖. (4.9)
We next partition the index set {0, . . . , j} into two disjoint sets: {0, . . . , j} =
1Γjα
⋃2
Γjα, where
1Γsα′ := {s = 0, . . . , j | Q
s
βs(α)is blue},
2 Γjα′ := {s = 0, . . . , j | Q
s
βs(α) is yellow}.
We continue with estimate (4.8). Using (4.9), we have
S2 ≤
∞∑
j=0
∑
α′∈A˜j
(
∑
s∈1Γj
α′
γ̂sβs(α′))‖f |W
1
1 (G
j
α′)‖+
+
∞∑
j=0
∑
α′∈A˜j
(
∑
s∈2Γj
α′
γ̂jβj(α′))‖f |W
1
1 (G
j
α′)‖ =: S2,1 + S2,2. (4.10)
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The following estimate is clear from the construction of the blue cubes:
∑
s∈1Γj
α′
γ̂sβs(α′) ≤ qγ̂
j
α′ . (4.11)
From (4.11), using Lemma 2.1 (here we use the finite overlapping multiplicity
of the sets Gjα′ , which is independent of j and α
′) and (2.6), (2.7), we get
S2,1 ≤ C
∞∑
j=0
∑
α′∈A˜j
γ̂jα′‖f |W
1
1 (G
j
α′)‖ ≤
≤ C
∞∑
j=0
∑
α′∈A˜j
‖f |W 11 (G
j
α′ , γ)‖ ≤ C‖f |W
1
1 (R
n+1
+ , γ)‖. (4.12)
Given i ∈ Z+, m ∈ Zn, we set Eli,m := Πli,m \
⋃
m′∈Zn
Πli+1,m′ . For further
purposes it is useful to recall that a yellow cube is of the form Qlj ,m with some
j ∈ Z+ and m ∈ Zn.
To estimate S2,2 we shall require the following key observation. We fix455
indexes j ∈ Z+ and α
′ ∈ A˜j . Let Eli,m
⋂
Gjα′ 6= ∅ for some i ∈ Z+, m ∈ Z
n. By
elementary geometric considerations we see that r(Qli,m) ≤ r(Q
s0
βs0(α
′)), where
s0 = max{s|s ∈2 Γ
j
α′}. Indeed, otherwise we would have r(Qli,m) > r(Q
s0
βs0 (α
′)),
and hence, r(Qli+1,m) ≥ r(Q
s0
βs0 (α
′)). But then G
j
α′ ⊂
⋃
m′∈Zn
Πli+1,m′ , which
contradicts the condition Eli,m
⋂
Gjα′ 6= ∅.460
Moreover, if the cube Qjα′ ⊂ Q
s
βs(α′)
with s ∈2 Γjα′ , then the cube Qli,m ⊂
Q′sβs(α′). Here, the dyadic cube Q
′s
βs(α′)
has common boundary points with the
cube Qsβs(α′), and besides r(Q
s
βs(α′)
) = r(Q′sβs(α′)). But this in combination with
(4.2) implies that
∑
s∈2Γj
α′
γ̂sβs(α′) ≤ q
i∑
s=0
∑
m′∈Zn
Qli,m⊂Qls,m′
γ̂ls,m′ =: Ctli,m. (4.13)
Using (4.13) and Lemma 2.1 (here we use the finite overlapping multiplicity
of the sets Gsα, which is independent of s and α), we two times change the order
of summation (first, with respect to (j, α′) and (i,m), and then with respect to
(i,m) and (s,m′)) and take into account the equalityΠlj ,m′ =
⋃
(i,m)
Qli,m⊂Qlj ,m′
Eli,m,
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estimate (2.1) and estimate (4.4). As a result, we have
S2,2 ≤ C
∞∑
j=0
∑
α′∈A˜
′
∞∑
i=0
∑
m∈Zn
tli,m‖f |W
1
1 (G
j
α′
⋂
Eli,m)‖ ≤
≤ C
∞∑
i=0
∑
m∈Zn
( i∑
s=0
∑
m′∈Zn
Qli,m⊂Qls,m′
γ̂ls,m′
)
‖f |W 11 (Eli,m)‖ ≤
≤ C
∞∑
s=0
∑
m′∈Zn
γ̂ls,m′‖f |W
1
1 (Πls,m′)‖ ≤
≤ C
∞∑
s=0
∑
m′∈Zn
‖f |W 11 (Πls,m′ , γ)‖ ≤ C
∞∑
s=0
‖f |W 11 (R
n × (0, 2−ls), γ)‖ ≤
≤ C‖f |W 11 (R
n+1
+ , γ)‖. (4.14)
Combining estimates (4.10), (4.12), (4.14), we find that
S2 ≤ C‖f |W
1
1 (R
n+1
+ , γ)‖, (4.15)
where the constant C depends only on Cγ , n, λ, c1, c2, q.
Now estimate (4.3) follows from (3.6), (4.6), (4.7), (4.15). This completes
the proof of the theorem.
For further purposes we shall require a special partition of unity on Rn ×
(0, 2). Let T = {T s}∞s=0(c1, c2) be a system of tilings of the space R
n that is465
admissible for the weight γ. The subsequent arguments will be carried out
for λ = 2, even though they hold with minor technical modifications in the
general case λ = 1 + 2−k, k ∈ Z+. Hence, in what follows, Q˜k,m = 2Qk,m for
(k,m) ∈ Z+ × Zn and Q˜sα = 2Q
s
α for s ∈ Z+, α ∈ A˜
s.
Given k ∈ Z+, m ∈ Zn, assume that a function θk,m ∈ C∞0 (R
n) is such that470
θk,m(x) ∈ (0, 1] for x ∈ Q˜k,m, θk,m(x) = 0 for x ∈ Rn \ Q˜k,m, and |∇θk,m(x)| ≤
Cθ2
k for x ∈ Rn with constant Cθ > 0 independent both of k, m and T . We
also assume that
∑
m∈Zn
θk,m ≡ 1 on Rn.
Next, given k ∈ Z+, assume that a function ψk ∈ C∞0 ((0,∞)) is such
that ψk(t) ∈ (0, 1) for t ∈ (
7
82
−k, 982
−k+1), ψk(t) = 0 for t ∈ (0,+∞) \475
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(782
−k, 982
−k+1), and
∣∣∣∣dψkdt (t)
∣∣∣∣ ≤ Cψ2k for t > 0 with constant Cψ > 0 independent
both of s and α. We also assume that
∑
k∈Z+
ψk ≡ 1 on (0, 2).
We set Θk,m = θk,mψk for k ∈ Z+, m ∈ Zn. It is clear that Θk,m ∈
C∞0 (R
n+1
+ ) and
∑
k∈Z+
∑
m∈Zn
Θk,m(x, t) = 1, (x, t) ∈ R
n × (0, 2). (4.16)
For every (k,m) ∈ Z+ × Zn we have480
|∇Θk,m(x, t)| ≤ CθCψ2
k, (x, t) ∈ Rn+1+ . (4.17)
In what follows we shall require some combinatoric arguments. Recall, that
we are dealing with the case λ = 2, and so Q˜sα = 2Q
s
α. Given s ∈ Z+, α ∈ A˜
s,
we set Bsα := {(k,m) ∈ Z+ × Z
n : Qk,m ⊂ Q˜sα}.
For any fixed s ∈ Z+, we represent the index set A˜s as a union of finite
number (by condition 4) of Definition 4.4) of at most countable index subsets485
A˜s,k, k ∈ {1, ..., t(s)}, which are pairwise disjoint. Besides, we shall require that
r(Qsα) = r(Q
s
α′ ) for α, α
′ ∈ A˜s,k (k ∈ {1, ..., t(s)}) and r(Qsα) < r(Q
s
α′ ) for
α ∈ A˜s,k, α′ ∈ A˜s,k+1 (k ∈ {1, ..., t(s)− 1}).
Now, given fixed s ∈ Z+ and k ∈ {1, ..., t(s)}, we label the cubes {Q˜sα}α∈A˜s,k
by natural number; that is, {Q˜sα}α∈A˜s,k = {Q˜
s
αi}
∞
i=1 (for each s and k the
procedure of labeling is, in general, different, but for us this is immaterial). Let
Dsα1 = B
s
α1 . If for some k
′ ∈ N we have already constructed the index sets Dsαj
(j ∈ {1, .., k′}), then we setDsαk′+1 := B
s
αk′+1
\
k′⋃
j=1
Dsαj . So, by induction, for each
k′ ∈ N we construct the index set Dsαk′ . Arguing similarly for all k ∈ {1, ..., t(s)}
and next for all s ∈ Z+, we shall construct the index sets D
s
α for any s ∈ Z+
and any α ∈ A˜s. Finally, we set
Esα := D
s
α \
⋃
s′≥s,α′∈A˜s
′
r(Qs
′
α′
)<r(Qsα)
Bs
′
α′ .
Note that the sets Dsα for s ∈ Z+, k ∈ {1, .., t(s)}, α ∈ A˜
s,k are pairwise
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disjoint. Hence it clearly follows from the inclusion Dsα ⊂ B
s
α that E
s
α
⋂
Es
′
α′ = ∅
for (s, α) 6= (s′, α′). It is easily checked that Bsα ⊂
⋃
s′≥s,α′∈A˜s
′
r(Qs
′
α′
)≤r(Qsα)
Ds
′
α′ for any
s ∈ Z+, α ∈ A˜s. Hence, from the definition of the sets Esα and conditions 3) of
Definition 4.4 one readily verifies that
⋃
s∈Z+
⋃
α∈A˜s
Esα = Z+ × Z
n. (4.18)
We set
gsα(x, t) :=
∑
(k,m)∈Esα
Θk,m(x, t), (x, t) ∈ R
n+1
+ . (4.19)
The next lemma follows from (4.18) and (4.19).
Lemma 4.2. The functions gsα have the following properties:490
1) gsα ∈ C
∞
0 (R
n+1
+ ) for s ∈ Z+, α ∈ A˜
s,
2)
∞∑
s=0
∑
α∈A˜s
gsα(x, t) = 1 for (x, t) ∈ R
n × (0, 2),
3) for any point (x, t) ∈ Rn+1+ there exist at most C(n) functions g
s
α for
which gsα(x, t) > 0,
4) for any s ∈ Z+, α ∈ A˜s
|∇gsα(x, t)| ≤ C2
k, (x, t) ∈ Qk,m × [
1
2k
,
1
2k−1
]. (4.20)
The constant C > 0 on the right of (4.20) depends only on n,Cψ, Cθ.495
Henceforward, µn will denote the Lebesgue measure in R
n.
The following fact will be crucial to all our subsequent work.
Lemma 4.3. Let γ ∈ Aloc1 (R
n+1), λ = 2, c1, c2 > 0. Let T = {T
s}∞s=0(c1, c2)
be a system of tilings of the space Rn that is admissible for the weight γ. Then
for every s ∈ Z+, α ∈ A˜s the following inequality holds∫∫
supp gsα
γ(x, t)|∇gsα(x, t)| dxdt ≤ Cγ̂
s
αµn(Q
s
α). (4.21)
The constant C > 0 depends only on n, c1, c2, Cψ, Cθ, Cγ .
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Proof. Given any (k,m) ∈ Z+ × Zn, let Qˆk,m := Qk,m × (
1
2k
, 1
2k−1
). For
fixed s ∈ Z+ and α ∈ A˜s we consider only those cubes Qˆk,m, (k,m) ∈ Esα, for
which the function gsα is not identically zero on 2Qˆk,m. Clearly, the number of
such cubes is finite (in general, depending on s and α). Let {Qj}
n(s,α)
j=1 be the
above set of cubes. By (4.19), (4.20) we have, for any s ∈ Z+ and α ∈ Zn,
|∇gsα(x, t)| ≤ C(n,Cψ , Cθ)(r(Qj(s, α)))
−1, (x, t) ∈ 2Qj(s, α).
Hence,
∫∫
supp gsα
γ(x, t)|∇gsα(x, t)| dxdt ≤ C
n(s,α)∑
j=1
µn(Qˇj(s, α))
1
µn+1(Qj(s, α))
∫∫
2Qj(s,α)
γ(x, t) dxdt.
(4.22)
We shall henceforward denote by Qˇj(s, α) the projections of the cubeQj(s, α)
to the hyperplane Rn × {0}.500
Note that, for any j ∈ {1, .., n(s, α)}, the side length r(Qj(s, α)) ≥ r(Q
s+1
α′ )
for some α′ ∈ A˜s+1 for which Qˇj(s, α)
⋂
Q˜s+1α′ 6= ∅. Indeed, otherwise r(Qj(s, α)) ≤
2r(Qs+1α′ ) for all α
′ ∈ A˜s+1 for which Qˇj(s, α)
⋂
Q˜s+1α′ 6= ∅. Hence, Qj(s, α) ⊂⋃
α′∈A˜s+1
⋃
(k,m)∈Bs+1
α′
Qˆk,m, which shows that the cubeQj(s, α) cannot be contained
in the set gsα. But this contradicts the construction of the cubes {Qj(s, α)}
n(s,α)
j=1 .505
Thus, from the above we have Qs+1α′ × (0, r(Q
s+1
α′ )) ⊂ 8Qj(s, α) ⊂ 8Q˜
s
α ×
(0, r(Qsα)). Hence, using (4.3), (4.4) and conditions 1), 2) of Definition 4.4,
1
C(q, n, c1, c2)
γ̂sα ≤
1
µn+1(Qj(s, α))
∫∫
2Qj(s,α)
γ(x, t) dxdt ≤ C(q, n, c1, c2)γ̂
s
α.
(4.23)
From (4.22), (4.23) we conclude that the lemma will be proved once we prove
the estimate
n(s,α)∑
j=1
µn(Qˇj(s, α)) ≤ Cµn(Q
s
α), (4.24)
in which the constant C > 0 depends only on n.
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We fix indexes s ∈ Z+, α ∈ A˜s and a number l ∈ N. Consider the set
U(s, α, l) := Q˜sα \
s+1⋃
s′=s
⋃
α′∈A˜s
′
Q˜sα
⋂
Q˜s
′
α′
6=∅
2−lr(Qsα)≤r(Q
s′
α′
)<r(Qsα)
Q˜s
′
α′ .
It is easily checked that U(s, α, l + 1) ⊂ U(s, α, l) ⊂ Q˜sα for l ∈ N.
Note that if the function ∇gsα is not identically zero on the cube 2Qj(s, α)
with side length r(Qj(s, α)) = 2
−lr(Qsα) for l ∈ N, then
Qˇj(s, α)
⋂
∂(U(s, α, l)
⋃
U(s, α, l + 1)) 6= ∅. (4.25)
It is also easy to see that for l ∈ N
∑
j∈{1,..,n(s,α)}
r(Qj(s,α))=2
−lr(Qsα)
2Qj(s,α)
⋂
∂U(s,α,l+1) 6=∅
µn(Qˇj(s, α)) ≤ C(n)
∑
j∈{1,..,n(s,α)}
r(Qj(s,α))=2
−lr(Qsα)
2Qj(s,α)
⋂
∂U(s,α,l) 6=∅
µn(Qˇj(s, α)).
(4.26)
Next, we may assume that n ≥ 2, for otherwise the arguments in the case
n = 1 are substantially easier.
The key observation is that, for every l ∈ N,
∑
j∈{1,..,n(s,α)}
r(Qj(s,α))=2
−lr(Qsα)
Qˇj(s,α)
⋂
∂U(s,α,l) 6=∅
µn(Qˇj(s, α)) ≤
s+1∑
s′=s
∑
α′∈A˜s
Q˜s
′
α′
⋂
Q˜sα 6=∅
2−lr(Qsα)≤r(Q
s′
α′
)<r(Qsα)
2−lr(Qsα)µn−1(∂(Q˜
s′
α′
⋂
Q˜sα)) ≤
≤ C(n)
s+1∑
s′=s
∑
α′∈A˜s
Q˜s
′
α′
⋂
Q˜sα 6=∅
2−lr(Qsα)≤r(Q
s′
α′
)<r(Qsα)
2−lr(Qsα)
r(Qs
′
α′)
|Q˜s
′
α′
⋂
Q˜sα|.
(4.27)
From (4.25), (4.26), (4.27), and taking into account that
2−lr(Qsα)
r(Qs
′
α′
)
= 2−j (on
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the right of (4.27)), we have, for some j ∈ Z+,
∑
j∈{1,..,n(s,α)}
µn(Qˇj(s, α)) ≤ C(n)µn(Q
s
α) + C(n)
∞∑
l=1
s+1∑
s′=s
∑
α′∈A˜s
Q˜s
′
α′
⋂
Q˜sα 6=∅
2−lr(Qsα)≤r(Q
s′
α′
)<r(Qsα)
2−lr(Qsα)
r(Qs
′
α′ )
|Q˜s
′
α′
⋂
Q˜sα|
≤ C(n)
s+1∑
s′=s
∑
α′∈A˜s
Q˜s
′
α′
⋂
Q˜sα 6=∅
∞∑
j=1
2−j|Q˜s
′
α′
⋂
Q˜sα| ≤ C(n)µn(Q
s
α).
(4.28)
Now estimate (4.24) follows from (4.28). The proof of the lemma is complete.510
Theorem 4.2. Let a weight γ ∈ Aloc1 (R
n+1), c1, c2 ≥ 1. Assume that for
a function ϕ ∈ Lloc1 (R
n) there exists a system of tilings T = {T s}(c1, c2)
admissible for the weight γ such that
∑
m∈Zn
γ̂0,mϕ0,m +
∞∑
s=1
∑
α∈A˜s
γ̂sα
∫
Q˜sα
|ϕsα − ϕ(x)| dx <∞
Then there exists a function f ∈ W 11 (R
n+1
+ , γ) such that ϕ = tr |t=0f , and
moreover,
C‖f |W 11 (R
n+1
+ , γ)‖ ≤
∑
m∈Zn
γ̂0,m‖ϕ|L1(Q0,m)‖ +
∞∑
s=1
∑
α∈A˜s
γ̂sα
∫
Q˜sα
|ϕsα − ϕ(x)| dx.
(4.29)
The constant C > 0 on the left of (4.29) depends only on n,Cγ , λ, c1, c2.
Proof. We shall prove the theorem for λ = 2, but our arguments will hold
in the general case λ = 1 + 2−k, k ∈ Z+ with minor technical modifications.
Step 1. We set
f(x, t) =
∞∑
s=0
∑
α∈A˜s
gsα(x, t)ϕ
s
α, (x, t) ∈ R
n+1
+ . (4.30)
Note that the function f ∈ C∞(Rn+1+ ). We claim that (4.29) holds.
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To this aim we first estimate the integral
J :=
∫∫
R
n+1
+
γ(x, t)|∇f(x, t)| dx dt =
=
∫
Rn
2∫
0
γ(x, t)|∇f(x, t)| dx dt +
∫
Rn
∞∫
2
γ(x, t)|∇f(x, t)| dx dt =: J1 + J2.
From Lemma 4.2 we have
|∇f(x, t)| ≤ C
∑
α∈A˜0
|ϕ0α|χQ˜0α
(x), x ∈ Rn, t ≥ 2.
The cubes Q˜0,m have finite (independent of m) overlapping multiplicity, and
hence by (2.3) we have
J2 ≤ C
∑
m∈Zn
γ̂0,m
( ∑
m′∈Zn
Q˜0,m′
⋂
Q˜0,m 6=∅
|ϕ0,m′ |
)
≤ C
∑
m∈Zn
γ̂0,m‖ϕ|L1(Q0,m)‖.
(4.31)
Clearly, the constant C in (4.31) depends only on n,Cγ .515
Now let us estimate the more involved integral J1. Since R
n × (0, 2) ⊂⋃
s∈Z+
⋃
α∈A˜s
supp gsα we find that
J1 ≤
∞∑
s=0
∑
α∈A˜s
∫∫
supp gsα
⋂
Rn×(0,2)
γ(x, t)|∇f(x, t)| dx dt. (4.32)
Given a fixed index s0 ∈ Z+ and α0 ∈ A˜
s0 , we use Lemma 4.2 (assertions 1),
2), 3)) and recall that the system of tilings T is admissible (condition 3) of
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Definition 4.4). We have (if s0 = 0 we set formally s0 − 1 = 0)
∫∫
supp g
s0
α0
⋂
Rn×(0,2)
γ(x, t)|∇f(x, t)| dx dt =
∫∫
supp g
s0
α0
⋂
Rn×(0,2)
γ(x, t)
∣∣∣∣∣∣
∞∑
s=0
∑
α∈A˜s
∇gsα(x, t)ϕ
s
α
∣∣∣∣∣∣ dx dt =
=
∫∫
supp g
s0
α0
⋂
Rn×(0,2)
γ(x, t)
∣∣∣∣∣∣
∞∑
s=0
∑
α∈A˜s
∇gsα(x, y)(ϕ
s
α − ϕ
s0
α0)
∣∣∣∣∣∣ dx dt ≤
≤
s0+1∑
s=s0−1
∑
α∈A˜s
supp gs0α0
⋂
supp gsα 6=∅

 ∫∫
supp g
s0
α0
⋂
Rn×(0,2)
|∇gsα(x, t)|γ(x, t) dx dt

 |ϕsα − ϕs0α0 |.
(4.33)
The main crux now is to estimate |∇gsα(x, t)| on the set supp g
s0
α0
⋂
R
n×(0, 2).
By Lemma 4.3 and using conditions 1), 2) of Definition 4.4, we conclude that,
for s ∈ {s0 − 1, s0, s0 + 1},∫∫
supp g
s0
α0
⋂
supp gsα
γ(x, t)|∇g(x, t)| dx dt ≤ Cγ̂s0α0 min{µn(Q
s
α), µn(Q
s0
α0)} ≤
≤ Cγ̂s0α0µn(Q˜
s
α
⋂
Q˜s0α0). (4.34)
Substituting estimate (4.34) into (4.33) and using conditions 1), 2) of Definition 4.4,
this gives
∫∫
supp g
s0
α0
⋂
Rn×(0,2)
γ(x, t)|∇f(x, t)| dx dt ≤ C
s0+1∑
s=s0−1
∑
α∈A˜s
supp gs0α0
⋂
supp gsα 6=∅
γ̂s0α0µn(Q˜
s
α
⋂
Q˜s0α0)|ϕ
s
α − ϕ
s0
α0 | ≤
≤ C
s0+1∑
s=s0−1
∑
α∈A˜s
supp gs0α0
⋂
supp gsα 6=∅

γ̂sα
∫
Q˜sα
⋂
Q˜
s0
α0
|ϕ(x) − ϕsα| dx+ γ̂
s0
α0
∫
Q˜sα
⋂
Q˜
s0
α0
|ϕ(x) − ϕs0α0 | dx

 .
(4.35)
Summing estimate (4.35) over all indexes s0, α0, taking into account conditions
1), 2) of Definition 4.4, using assertion 2) of Lemma 4.1 and employing Lemma 2.1
35
(with d = n), we finally have
J1 ≤ C(c1, c2, C1, C2, n)
( ∞∑
s=1
∑
α∈A˜s
γ̂sα
∫
Q˜sα
|ϕsα − ϕ(x)| dx +
∑
m∈Zn
γ̂0,m‖ϕ|L1(Q0,m)‖
)
.
(4.36)
Arguing as in the estimate 3.11 of [1] we have
∫∫
R
n+1
+
γ(x, t)|f(x, t)| dxdt ≤ C
∫∫
R
n+1
+
γ(x, t)|∇f(x, t)| dxdt. (4.37)
Now (4.29) follows from (4.31), (4.36), (4.37).
Step 2. We now claim that ϕ = tr|t=0f .
For any fixed t ∈ (0, 1) from assertions 2) of Lemma 4.2, from condition 3)
of Definition 4.4, and from (4.19) we have the following estimate
|f(x, t)−ϕ(x)| =
∣∣∣∣∣∣∣∣∣
s=s(t)+1∑
s=s(t)−1
∑
α∈A˜s
x∈Q˜sα
gsα(x, t)(ϕ
s
α − ϕ(x))
∣∣∣∣∣∣∣∣∣
≤
s=s(t)+1∑
s=s(t)−1
∑
α∈A˜s
x∈Q˜sα
1
|Q˜sα|
∫
Q˜sα
|ϕ(x˜)−ϕ(x)| dx˜.
(4.38)
Note that the set Q˜sα of cubes containing the point x forms a regular family
in the sense of § 1.8 of [15]. Combining the arguments of § 1.8 of [15] with
condition 3) from Definition 4.4 and taking into account the finite (depending
only on n) overlapping multiplicity of the cubes Q˜sα (when s is fixed and α
variable) it is easily deduce from (4.38) that
ϕ(x) = lim
t→+0
f(x, t) for almost all x ∈ Rn. (4.39)
By Remark 2.2, using the definition of the (Sobolev) generalized derivative of f ,
it is found from (4.39) that
f(x, t)− ϕ(x) =
t∫
0
Dtf(x, τ) dτ for almost all x ∈ R
n. (4.40)
Next, by (4.40) and Remark 2.2 we have, for any cube Q,
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∫
Q
|f(x, t)− ϕ(x)| dx ≤
∫
Q
t∫
0
∣∣∣∣Dtf(x, τ) dτ
∣∣∣∣ ≤
≤ C(Cγ , Q)‖f |W
1
1 (Q × (0, t), γ)‖ → 0, t→ +0.
The proof of the theorem is complete.520
Definition 4.5. Assume that a weight γ ∈ Aloc1 (R
n+1) and c1, c2 ≥ 1. By Z =
Z({γk,m}, c1, c2) we shall denote the linear space of all functions ϕ ∈ Lloc1 (R
n)
with finite norm (we set E(Q˜sα)ϕ := E
1(Q˜sα)ϕ)
‖ϕ|Z‖ := inf
T
∞∑
s=1
∑
α∈A˜s
γ̂sαE(Q˜
s
α)ϕ+
∑
m∈Zn
γ̂0,m‖ϕ|L1(Q0,m)‖, (4.41)
where the infimum on the right of (4.41) is taken over all tilings T = {T s}∞s=0(c1, c2)
of the space Rn that are admissible for the weight γ.
The following main result of the present section is a direct corollary of
Theorems 4.1, 4.2 and the elementary estimate
E(Q˜sα) ≤
∫
Q˜sα
|ϕ(x) − ϕsα| dx ≤ 2E(Q˜
s
α), s ∈ Z+, α ∈ A˜
s.
Corollary 4.1. Assume that a weight γ ∈ Aloc1 (R
n+1). Then there exist numbers525
c1 ≥ q3, c2 ≥ q5 such that the operator Tr :W 11 (R
n+1
+ , γ)→ Z({γk,m}, c1, c2) is
continuous and there exists a (nonlinear) continuous operator Ext : Z({γk,m}, c1, c2)→
W 11 (R
n+1
+ , γ), which is the right inverse of the operator Tr.
Remark 4.1. From the proof of Theorems 4.1, 4.2 it follows that for c1 ≥ q
3
c2 ≥ q5 the space Z({γk,m}, c1, c2) is independent of the choice of constants530
c1, c2, the corresponding norms being equivalent. Of course, the parameters q
3,
q5 may be fairly large. But for us it is important that they are determined only
from the sequence {γk,m}. Similarly, the space Z({γk,m}, c1, c2) is independent
of the choice of the parameter λ (which controls the expansion of the cubes Qsα).
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Hence in what follows the space Z({γk,m}, c1, c2) will be denoted by Z({γk,m}).535
The following fairly subtle question is still open: find the constants σ1, σ2 such
that for c1 > σ1, c2 > σ2, the corresponding norms in the space Z({γk,m}) are
equivalent, but for c1 ≤ σ1 or c2 ≤ σ2 the resulting norm is not equivalent to
the norm of the space Z({γk,m}). However, by author’s opinion, this question
plays no critical role for applications.540
Let us establish some elementary properties of the space Z({γk,m}).
Lemma 4.4. Assume that a weight γ ∈ Aloc1 (R
n+1) and c1 ≥ q3, c2 ≥ q5. Then,
for the space Z = Z({γk,m}), we have the following continuous embeddings:
B˜1(Rn, {γk,m}) ⊂ Z({γk,m}) ⊂ L
loc
1 (R
n).
The proof of the continuity of the embedding B˜1(Rn, {γk,m}) ⊂ Z({γk,m})
is clear. The second embedding follows from Corollary 4.1, Remark 2.2 and the
simple estimate
‖tr |t=0f |L1(Q)‖ ≤ ‖f |W
1
1 (Q× (0, 1))‖,
where Q is a cube in the space Rn.545
Lemma 4.5. Assume that a weight γ ∈ Aloc1 (R
n+1) and c1 ≥ q3, c2 ≥ q5. Then
the space Z({γk,m}) = Z({γk,m}, c1, c2) is complete.
The proof follows from Corollary 4.1 and the fact that the spaceW 11 (R
n+1
+ , γ)
is complete.
Remark 4.2. We claim that for γ ≡ 1Gagliardo’s result follows from Corollary 4.1.
The embedding L1(R
n) ⊃ Z({γk,m}, c1, c2) with c1 ≥ q3, c2 ≥ q5 is clear. To
prove the converse embedding we note that
‖ϕ|Z({γk,m})‖ ≤ inf
{lj}
∞∑
j=0
∑
m∈Zn
E(Q˜lj ,m)ϕ ≤ C‖ϕ|L1(R
n)‖,
where the infimum is taken over all sequences {lj} for which l0 = 0 and the550
corresponding series is converging.
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