We present a massively parallel time-domain Discontinuous Galerkin (DG) finite-element formulation with Convolutional Perfectly Matched Layer (CPML) absorbing condition for 3D elastic seismic wave modeling with tetrahedral meshes. Parallelism is implemented by domain decomposition. The modeling is purposely developed for frequency-domain full-waveform inversion (FWI) in 3D elastic media. We designed an efficient and computationally-efficient CPML absorbing condition by combining two interpolation orders in the computational domain: we used the DG P 2 scheme in the medium to get the required accuracy while we used the low-order DG P 0 scheme in the CPMLs to reduce the whole numerical cost and to obtain a well-balanced workload over processors. The use of the lowinterpolation orders has been driven by the theorical resolution of FWI, which constrains the spatial discretization of the medium, and hence, the required interpolation order. We applied the proposed method to the SEG/EAGE overthrust model. The measured computation times of the modeling provide clear insights on the feasibility of 3D elastic FWI.
INTRODUCTION
The simulation of wave propagation in complex media has been efficiently tackled with Finite-Difference (FD) methods and applied with success to numerous physical problems since the past decades. Nevertheless, FD methods suffer from some critical issues inherent to the underlying Cartesian grid such as parasite diffractions in case of boundaries with complex topography. Due to the ever increasing computation power, other methods have focused a lot of interests, such as the Spectral Element method (SEM) popularized by Komatitsch and Tromp (1999) and more recently the Discontinuous Galerkin (DG) method (Dumbser and Käser, 2006) , which has been proved to give accurate, results on tetrahedral meshes. Here, we present a DG formulation with the Convolutional Perfectly Matched Layer (CPML) absorbing condition (Komatitsch and Martin, 2007) suitable to large scale 3D seismic wave simulations. In this context, the DG method provides major benefits. Due to tetrahedral meshing, one can fit almost perfectly complex topographies or geological discontinuities and the discretization can be adapted locally to medium properties. Moreover, the DG method is completely local, which means that elements do not share their nodal values, contrary to conventional continuous Finite-Element methods. Local operators make the method suitable for parallelization and allow to mix different interpolation orders but lead to relatively high computational cost due to the increase of the degrees of freedom. We developed the time-domain DG modeling engine as a forward problem for frequency-domain FWI (Pratt et al., 1998) . The frequency response can be extracted from the time-domain wavefield by discrete Fourier transfrom (DFT) or by phase sensitive detection (Sirgue et al., 2007; Nihei and Li, 2007) . In our implementation, the medium is piecewise constant within a cell. Therefore, the spatial resolution of FWI put constraints on the coarsest parametrization of the medium, and directed us towards P 2 low-order interpolation order in the medium while the P 0 interpolation is used in the CPMLs for computational efficiency.
DG FORMULATION WITH CPML CONDITION
We apply the DG method to the 3D elastodynamic velocitystress first-order system in the time domain for an isotropic medium in a conservative form,
where v is the particle velocity vector, σ the stress vector, ρ the density and Λ a matrix containing the elastic properties of the medium. M α and N α are matrices with real factors and − → ψ α the vector of memory variables used in the CPML formulation. In the DG formulation, the system (1) is multiplied by a test function and integrated over the volume. We solve the socalled weak form of the system using tetrahedral cells and an explicit leap-frog scheme in time with the assumption of constant physical properties per cell. The stability condition for the DG method (Käser et al., 2008) gives the relation between the spatial and time steps as follows
where r i is the radius of the sphere inscribed in the cell indexed by i, c i is the wave velocity in the cell and d is the interpolation order used in the cell. The evolution of the system is governed by the exchange of numerical fluxes between adjacent cells at each time step. Following the approach of BenJemaa et al. (2007), we adopt the centered flux scheme for its non-dissipative property. We use the nodal form of the DG formulation (Hesthaven and Warburton, 2008) , assuming that each component of the stress or velocity vector is decomposed as,
where i is the index of the tetrahedral cell, n do f the number of degrees of freedom (or nodes), ϕ i j the interpolating Lagrange basis function at local node j and v i j and σ i j are the velocity and stress wavefields at node j. For DG P 0 , there is only one degree of freedom (the stress and velocity are constant per cell) while in DG P 1 , there are four degrees of freedom located at the 4 vertices of the tetrahedral cell (the stress and velocity are linearly interpolated). For the quadratic interpolation order P 2 , one node is added at the middle of each edge of the tetrahedra, leading to a total of 10 nodes per cell. Moreover, we have introduced in the system (1) CPMLs developed originally for FD by Komatitsch and Martin (2007) which improve the behaviour of classical PMLs (Berenger, 1994) at grazing incidence angles. CPMLs do not require splitting of the elastodynamic equations: instead, it makes use of memory variables ψ α which are updated at each time step according to the recursive expression,
In the system (4), time steps are indexed by n and a α , b α are parameters depending on the time step and the width of the CPMLs. One memory variable is required for each partial derivative in the system (1) leading to 22 variables per degree of freedom for the cells located in the CPMLs. The free surface condition is implemented by annihilating the stress flux on the cells' faces located on the free surface.
APPLICATION TO THE OVERTHRUST MODEL
We performed seismic wave modeling with the proposed method in the 3D SEG/EAGE overthrust model (figure 1). CPMLs of 1 km width were added at the periphery of the model except on the top where a free surface condition was applied. In this configuration, CPMLs represent 32% of the numerical mesh. We used the mixed DG formulation with P 0 interpolating order in the CPMLs and P 2 order in the medium. We placed an explosive source in the middle of the model at 20 m depth, and used a Ricker wavelet with a dominant frequency of 1.7 Hz for the source excitation. The maximum frequency of the source is about 5 Hz. According to the distribution of the S-wave velocity between 1260 m/s and 3460 m/s (Figure 2 ) and the maximum frequency processed in FWI, we can estimate the number of cells in an ideal mesh, namely, a mesh where the size of each cell is adapted to the local velocities (Table 1) . In Table  1 , we used a criterion of approximatively 2.5 tetrahedral cells per wavelength that was shown to provide sufficiently-accurate simulations in homogeneous media. In spite of the potential computational saving provided by adaptive meshes, we shall use a regular mesh in the following because building large unstructured meshes remains a difficult issue. Here, the mesh was built by dividing cubes into 5 tetrahedra, and we set the size of the cubes to λ min /2.5, where λ min is the smallest propagated wavelength in the model ( 250m). The simulations were performed on the IBM Blue Gene/P machine with PowerPC 450 CPUs of the IDRIS/CNRS resource center. The statistics of these simulations are outlined in Table  2 . We used a structured tetrahedral mesh designed for frequen- We may conclude that the computational saving provided by an adaptive mesh compared to a regular one would be around 16 for this case study. However, the design of an optimal mesh is not an easy task. For example, the stability condition 2 puts strong constraints to the meshing because the time step is mainly controlled by the the smallest cell. Therefore, it is crucial that the mesh generator keeps the cells as big as possible to avoid too small time steps. On contrary, cells geometries are fully controlled when using a regular mesh although it is not optimal in some areas of the medium.
We obtained a speed-up (the ratio between the sequential and the parallel elapsed times as a function of the number of processors) close to the ideal one as indicated by the computation cost per cell which remains quite stable regardless the number of processors (Table 2 ). This allows to accurately predict the computational cost of the method for a model of arbitrary dimensions. The total memory slightly increases with the number of processors due to additional data communications between subdomains ( Table 2 ). The figure 3 shows the snapshots of the velocity component v x at various time steps. We obtained a good absorption in the CPMLs. Since we used a velocity-stress formulation (equation 1), we can also extract the pressure component (figure 4), that can be useful for FWI of marine data. It makes possible to jointly process geophone and hydrophone data in FWI. Seismograms of the velocity components v x and v z are shown in figures 5 and 6. The receiver line, at 20-m depth, is along the x axis going through the source position. We can see clearly the predominance of the surface waves on the component v z . On both components, the amplitudes of the reflections of the body waves from the CPMLs are weak. Some artificial reflections of the surface waves are visible but do not interfer with the useful arrivals due to their late arrival. Our motivation is to perform elastic FWI in the frequency domain (Pratt et al., 1998; Pratt, 1999; Ben Hadj Ali et al., 2008) with the proposed time-domain modeling engine. In fact, we can extract efficiently the frequency response for an arbitrary number of frequencies by discrete Fourier transform (DFT) performed in the loop over time steps (Sirgue et al., 2007) . This strategy is illustrated in figure 7 where 5 frequencies were extracted. The amplitude scale is the same for each frequency, that reveals a minor contribution of the 5 Hz harmonics which is consistent with the power spectrum of the source.
To assess the feasibility of frequency-domain FWI based on the DG modeling, we consider 3 forward problems per inversion iteration, required to compute the incident wavefield, the back- progated residual wavefield and the step length (Mora, 1987) . Furthermore, we assumed that reliable FWI can be performed using one assembled source built by stacking all the sources after phase encoding (Romero et al. (2000) ; Ben-Hadj-Ali et al.
and 'Three-dimensional frequency-domain full waveform inversion with phase encoding' expanded abstract submitted in this issue). The estimation of the computational cost of five hundred iterations of one single-shot single-frequency inversion are outlined in Table 3 for 5 different frequencies and for 1024 processors. The cost of FWI seems affordable with an optimal unstructured mesh whereas the cost becomes prohibitive with a structured mesh.
CONCLUSIONS AND PERSPECTIVES
We have proposed a massively parallel DG formulation for 3D elastic wave modeling with an efficient CPML absorbing condition. Our mixed P 0 -P 2 numerical scheme takes advantage of the discontinuous property of the DG method to combine different interpolation orders in the medium and in the CPMLs. Due to the nearly-optimal efficiency of the domain-decomposition parallelism, our simulations allow to accurately predict the computational cost of 3D elastic FWI for any problem dimensions. We conclude from our estimations that 3D elastic FWI is feasible for models of dimensions close to that of the overthrust model, for maximum frequencies of the order of 5 Hz and for singlesource problem obtained by source encoding. Future works will focus on the construction of unstructured meshes which is key task for the efficiency of the proposed method. 
