Abstract. In this note we give generalisations of Livsic's result that a priori measurable solutions to cocycle equations must in fact be more regular. We go beyond the original continuous hyperbolic examples of Livsic to consider examples of this phenomenon in the context of: (a) β-transformations; (b) rational maps; and (c) planar maps with indifferent periodic points. Such examples are not immediately covered by Livsic's original approach either due to a lack of continuity or hyperbolicity.
Introduction
In 1972 Livsic showed that given a mixing subshift of finite type T : X → X and a Hölder continuous function c : X → R then any solution to the equation c(x) = u(T x) − u(x) (1) with u : X → R measurable and essentially bounded (with respect to an equilibrium measure for a Hölder continuous function) must have a continuous version i.e. ∃u : X → R continuous such that u(x) = u (x) a.e. [2] , [3] This is an elementary type of "rigidity result". Livsic also applied this result to Anosov systems. Another approach to this result for subshifts of finite type and using Perron-Frobenius type operators appeared in [6] .
In this note we shall discuss some simple generalisations of Livsic's result to other examples of dynamical systems. We shall be interested in systems with discontinuities or which are not uniformly hyperbolic and thus are not covered by Livsic's original results. In this context the Perron-Frobenius type operator method adapts easily to prove the generalisations of Livsic's original results.
To illustrate this approach we shall apply this method to β-transformations (section 1), rational maps (section 2) and certain multi-dimensional maps (section 3).
β-transformation
We begin by recalling the definition of the well-known β-transformation on the unit interval. 
Definition. We define a Perron-Frobenius operator
where the summation is over the [β] or [β] + 1 pre-images of x.
We denote by B BV the space of functions of bounded variation i.e. if f ∈ B BV then we have that
It is easy to check that the operator L 1 preserves B BV .
The following result is due to W. Parry [5] .
In particular, h ∈ B BV and h > 0 for x ∈ [0, 1).
We shall also need the following more general operator.
Definition. Given a Lipschitz function
It is convenient to denote c n (x) = c(x) + c(T x) + . . . + c(T n−1 x) for n ≥ 1. The following result is important in proving Theorem 1.
There exists w ∈ B BV with w > 0 and λ > 0 such that the sequence of functions
Proof. The proof makes use of a number of results from [9] . (i) It is easy to check that 
Proof. We can make the choice f = 1 and then iterating the operator L 2 introduced above we can write
In particular, substituting from the identity (1 ) we get that
By part (ii) of Lemma 2 we see that
Applying part (i) of Lemma 2 with the choice f (x) = e −u(x) gives that
Taking the limit n → +∞ in (2) allows us to conclude that (a) λ = 1 (since the limits (3) and (4) are finite and non-zero), and
Taking logarithms in (b) and writing v(x) = log w(x) gives the result.
The following corollary is immediate.
Corollary. There is a solution u 0 (x) to (1 ) which for any > 0 is of bounded variation on the subinterval [0, 1 − ].
Rational maps
LetĈ denote the extended complex plane and let f :Ĉ →Ĉ denote a rational map f (z) = P(z) Q(z) , where P, Q ∈ R[z] are polynomials which have no common divisors. We shall also assume that the degree d = max (deg(P ), deg(Q)) ≥ 2. Let J denote the Julia set for the rational map (i.e. the closure of the repelling periodic points).
There is a natural measure on J defined by the following construction.
Proposition 1 (Lyubich [4] ). There exists a probability measure µ on J such that for any point x ∈ J we have the converence
(in the weak* topology) where δ y denotes the Dirac measure supported on y ∈ J.
We can introduce an operator on the continuous functions on J defined as follows.
Definition. We define the operator L :
where the sum is over the d pre-images of T repeated according to multiplicity.
It is easy to see that L 1 1 = 1. Given c ∈ C 0 (J) we recall that the pressure of c is defined by
For α > 0 we let C α (J) denote the Hölder continuous functions on J.
. There exists w ∈ C 0 (J) with w > 0 and λ > 0 such that the sequence of functions
Proof. By choosing α > 0 smaller, if necessary, we can consider the operator L 2 :
This operator has a simple maximal eigenvalue λ = e P (c) /d with maximal eigenvector w > 0 [7] . Furthermore,
with convergence in the supremum norm [7] .
Our main result for rational maps takes the following form.
Theorem 2.
If c ∈ C α (J) with P (c) > sup x∈J c(x) and u is a measurable essentially bounded solution to
Proof. The proof is similar to that of Theorem 1. We can write
and then substituting from the identity (1 ) we get that
By Proposition 1 we have for all x ∈ J:
and by Lemma 3
a.e. (7) Comparing (5), (6) and (7) we have:
(a) λ = 1 (since the limits in (6) and (7) are both finite and non-zero); and (b) w(x) = e u(x) h(x) e −u dµ a.e.
Taking logarithms in (b) gives the required result.
Remarks. If we assume that that J is a hyperbolic Julia set (i.e. inf z∈J |T (z)| > 1) then it is easy to see that the hypothesis P (c) > sup x∈J c(x) is no longer required and the function w can be shown to be Hölder continuous.
Maps on subsets of R d
Let X be a subset of R d and let ν denote the (normalised) Lebesgue measure on X. Let T : X → X be a non-singular transformation. We shall want to restrict to non-uniformly hyperbolic systems T : X → X which are piecewise C 1 -invertible and admit indifferent periodic orbits.
Definition. We call (T, X, Q = {X a } a∈I , U) a piecewise invertible system with Finite Range structure (FRS) if T is a map on a bounded domain X ⊂ R d , Q = {X a } a∈I is a countable generating partition of X and U is a collection of finitely many subsets (not necessarily disjoint) with positive Lebesgue measure of X, such that 1. each X a is a measurable connected subset with piecewise smooth boundary and int(X a ) = ∅, 2. for each X a , T | Xa is injective, of class C 1 with det DT | Xa = 0, 3. Denote the cylinder X a1 ∩T −1 X a2 ∩. . .∩T −(n−1) X an by X a1...an if its interior is not empty. Then T n X a1...an ∈ U (the FRS-condition).
Typical examples are number theoretical transformations. (Cf. [1] , [10] - [12] .) In the special case that U ⊂ Q this is a Markov map. However, in general we will not make this assumption. The following simple example satisfies all of these hypotheses.
Example. We shall describe a real two-dimensional map which is related to a complex continued fraction expansion. Let α = 1 + i then we denote
and define T : X → X by and [.] denotes the integar part). Let I = {nα + mα : m, n ∈ Z}\{0}. For each nα + mα ∈ I, we define
Then we have a countable partition Q = {X a } a∈I of X. The map T induces a continued fraction like expansion of z ∈ X, z = 1
where each a i is contained in I. The family U consists of 5 subsets of X and the map T has indifferent periodic points ±1, ±i and the invariant density which was obtained by Tanaka [8] has singulalities at these point and no others. (The Weak Bernoulli property and further dynamical properties are discussed in [10] - [11] , [13] .) Let V denote the disjoint partition generated by U. Let D k denote the union of cylinders X a1...a k of rank k which touch indifferent periodic points. We let D 
Definition. For a function
We denote L 1 = L − log | det DT | and recall the following result [13, Theorems 3.1-3.2].
Lemma 4. There exists a piecewise continuous function
with uniform converge on compact subsets of 
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We need to make the following additional two assumptions on the function c:
where ψ ai...an : T n−i+1 X ai...an → X ai...an is the local inverse to T n−i+1 ; and
We denote L 2 = L c−log |det(DT )| .
Lemma 5. Assume that c satisfies (C-1) and (C-2).
(i) Then there is a sequence n j → +∞ as j → ∞ and a locally Lipschitz function ω such that
; and (ii) we have also the convergence almost everywhere
Proof. To prove part (i) we first want to establish the boundedness and equicontinuity of {L n 2 (1)} n>0 on compact subsets of (X − ∞ n=0 D n ) ∩ (X − ∂V). We begin by observing that {L n 1 (1)} is bounded in the supremum norm restricted on D c k . To see this, we consider a third Perron Frobenius operator L 3 = L φ for φ(x) = − log | det DT (x)| + log h(x) − log h(T x). It is easy to see that for each n > 0 we can write
In particular, we have that L We claim that for each k > 0, ∃0 < γ 3 (k) < ∞ such that
To see this we write
From (C-1),(C-2) and (E-1) in [13] , we have immediately the desired result. It follows that
is also bounded in the supremum norm and piecewise equicontinuous on D c k ∩ V for each k > 0 and V ∈ V and so contains a convergent subsequence. We now prove part (ii). By the definition of L 1 and L 2 we have that
for n ≥ 0. Thus (ii) follows immediately from (i) Lemma 6. Assume that u is measurable and essentially bounded. Then
Proof. Observe that
where χ T i Xa 1 ...a i is the characteristic function for the set T i X a1...ai . It follows from Lemma 4 that L n 1 (1) → h uniformly on a compact subset of
. From this and the fact h ≥ G −1 (cf. [1] , [10] ) for some constant 0 < G < ∞, we conclude that Proof. The result follows from Lemma 3.2 and the proof of Theorem 3.1 in [13] .
Thus we come to the main result Proof. There is a unique fixed point h, say, for L 1 : This completes the proof.
