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1 Einleitung und Problemstellung
„The right to drinking water entitles everyone to safe,
sufficient, affordable and accessible drinking water that
is adequate for daily individual requirements...“
aus: The right to water, United Nations (2002) [232]
Wasser ist Voraussetzung des Lebens auf der Erde. Die moderne Zivilisation ist aufgrund der zahl-
reichen Funktionen, die Wasser erfüllt, auf eine gesicherte Versorgung angewiesen. Dies zeigt sich
bereits bei der Entwicklung früher Zivilisationen, deren Aufstieg eng mit dem geregelten Umgang
mit Wasser verknüpft war.
Durch die vielseitigen Nutzungen sowohl des Trinkwassers als auch der Einzugsgebiete treten vie-
lerorts Probleme bei der Trinkwasserversorgung auf. Diese Probleme lassen sich in zwei wesentliche
Bereiche unterscheiden. Zum einen ist die vorhandene Wassermenge in vielen Gebieten nicht aus-
reichend. Dies betrifft in erster Linie Gebiete mit zumindest zeitweise negativer Wasserbilanz. Zum
anderen eignet sich das vorhandene Wasser häufig, aufgrund seiner chemischen Zusammensetzung,
nicht für den menschlichen Genuss. Die Ursachen für diese mangelhafte Wasserqualität sind oft antro-
pogener Natur. Sie können in punktuelle Einträge wie Siedlungs- und Industrieabwässer und diffuse
Einträge über die Landbewirtschaftung bzw. nasse und trockene Deposition aus der Atmosphäre un-
terschieden werden.
In Gebieten, die nur ein geringes Grundwasseraufkommen aufweisen, wird vorwiegend Oberlächen-
wasser für die Versorgung der Bevölkerung herangezogen. Zu diesem Zweck werden Talsperren ange-
legt, um eine abflussunabhängige Versorgung der Bevölkerung zu gewährleisten. Die Wasserqualität
dieser Wasserspeicher ist hierbei meist abhängig von der Landnutzung in den Einzugsgebieten. Insbe-
sondere sind Oberflächengewässer von der Nutzung in ihren Einzugsgebieten abhängig, da die Wir-
kung von Nähr- und Schadstoffen gegenüber der Schadwirkung im Grundwasser erhöht ist. Der Grund
hierfür liegt in den geringeren Verweilzeiten im System, da die Oberflächenwässer durch schnellere
Abflusskomponenten wie Oberflächenabfluss und Interflow gespeist werden. Aus diesem Grund wur-
den die meisten Trinkwassertalsperren in Gebieten errichtet, in denen Forstnutzung dominiert.
In einigen Fällen wurden auch Trinkwassertalsperren in Gebieten mit überwiegend landwirtschaftli-
cher Nutzung errichtet. Diese weisen sehr häufig erhöhte Nährstoffgehalte im Wasser auf (Krämer
1999 [124]). Für den menschlichen Genuss ist hierbei in erster Linie das Nitrat problematisch, da
dieses bei Säuglingen die Sauerstoffaufnahme des Blutes hemmt. Zudem bilden sich bei hohen Kon-
zentrationen im menschlichen Körper Nitrosamine, deren Abbauprodukte eine erbinformationsverän-
dernde Wirkung haben (Wiezorek 1996 [243]). Aus diesen Gründen besteht in Deutschland ein Grenz-
wert für Nitrat von 50 mg/l und ein Richtwert von 25 mg/l im Trinkwasser. Allerdings kann durch die
Errichtung einer Talsperre nicht die gesamte Landnutzung in einem Einzugsgebiet auf die Erforder-
nisse des Trinkwasserschutzes umgestellt werden, so dass ein Kompromiss zwischen der landwirt-
schaftlichen Nutzung und den Anforderungen der Trinkwasserversorgung gefunden werden muss. In
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der Praxis geschieht dies durch die Ausweisung von Trinkwasserschutzgebieten, die in ihrer landwirt-
schaftlichen Bewirtschaftung Restriktionen unterliegen. Da die Landwirte durch diese Restriktionen
keine wirtschaftlichen Nachteile erleiden sollen, werden die Einschränkungen durch Zahlungen an
die Landwirte durch den Talsperrenbetreiber ausgeglichen. Diese Zahlungen sind vom Talsperrenbe-
treiber zu leisten, der durch den Verkauf des Wassers auch den wirtschaftlichen Nutzen der Talsperre
genießt.
An die Verteilung dieser Zahlungen ist die Forderung zu richten, dass sie auf der einen Seite die land-
wirtschaftliche Nutzung möglichst wenig einschränkt, und auf der anderen Seite die Wasserqualität
in der Talsperre den Anforderungen für Trinkwasser genügt. Um diese Forderung erfüllen zu kön-
nen, ist es erforderlich die einzelnen landwirtschaftlichen Flächen hinsichtlich ihrer Relevanz für den
Nährstoffeintrag in die Talsperre zu ermitteln und zu bewerten.
Für diese Bewertung ist es erforderlich den Ist-Zustand und damit den aktuellen Einfluss der Elemente
(Einzelflächen) im System (Einzugsgebiet) zu bestimmen. Dies kann ansatzweise durch eine Analyse
der einzelnen Flächen z. B. mit Stickstoffbilanzen geschehen. Allerdings ist es hierbei nicht möglich,
laterale Beziehungen innerhalb des Einzugsgebiets zu berücksichtigen. Zudem können mit diesem
Ansatz keine Systemänderungen nachvollzogen werden, was für die Beurteilung der Wirksamkeit von
Maßnahmen Voraussetzung ist. Möglich ist dies mit physikalisch basierten Modellen, die einerseits
in der Lage sind den Ist-Zustand validierbar abzubilden, und andererseits die Möglichkeit bieten, die
Reaktion des Systems auf Veränderungen zu prognostizieren.
Die Forderung nach einem Interessenausgleich der Einzugsgebietsnutzer ist mit Wasser- und Stoff-
modellen allerdings auch nur eingeschränkt erfüllbar, da nur eine begrenzte Anzahl von möglichen
Eingriffen seitens der Talsperrenbetreiber nachvollzogen werden kann. Um eine ideale Lösung zu
finden, ist es aber notwendig, sehr viele Maßnahmenkombinationen zu evaluieren. Ein Weg dieses
Problem zu bearbeiten ist eine Vereinfachung des Modells. Wichtig hierbei ist die für die Fragestel-
lung wesentlichen Parameter, in diesem Fall der Stickstoffeintrag in die Talsperre in Abhängigkeit der
Düngung, in den Fokus zu stellen. Hierzu wird ein von Kralisch (2004 [120]) im Rahmen eines Ent-
scheidungsunterstützungsystems entwickeltes Optimierungsverfahren (vgl. Kapitel 5.3) verwendet.
Für den erfolgreichen Einsatz dieses Verfahens ist es notwendig, die Gebietseigenschaften im Bezug
auf den Wasser und Stickstoffhaushalt möglichst flächendifferenziert und genau abzubilden. Zusätz-
lich ist es erforderlich, die Reaktion auf Veränderungen im System, wie sie durch planerische Maß-
nahmen erfolgen können, darzustellen. Für diese Aufgaben wird ein Wasser und Stofftransportmodell
(vgl. Kapitel 5.2.4) verwendet, mit dessen Hilfe es möglich ist, die für das Optimierungsverfahren
notwendigen Szenarien zu berechnen.
2 Stand der Forschung
Ausgehend von der in der Problemstellung herausgestellten Entscheidungsunterstützung wird im Fol-
genden nach einer Beschreibung der Theorie und Anwendung derselben in den Umweltwissenschaf-
ten und auf Möglichkeiten zur Optimierung eingegangen. Die Grundlage für die Optimierung stellt
die in dieser Arbeit im Zentrum stehende modellhafte Abbildung der Stoffflüsse in Einzugsgebieten
dar. Diese erfordert eine gemeinsame Betrachtung der Stofftransformation und der Transportprozes-
se. Für den in dieser Arbeit betrachteten Stickstoffhaushalt wird deswegen zunächst der Kenntnis-
stand des im Landschaftskontext wichtigsten Transportagenz Wasser betrachtet. Danach wird auf die
Stickstoffumsetzungen eingegangen. Eine Synthese von Stoff- und Wasserhaushalt wird anschließend
durch einen Überblick über die mesoskalige Stofftransportmodellierung gegeben. Abschließend er-
folgt ein Einblick in die Theorie zur Szenarienentwicklung, die wiederum eine Grundlage für die
Entscheidungsunterstützung darstellt.
2.1 Entscheidungsunterstützung
Einen Überblick des Problemfeldes Entscheidungsfindung-Entscheidungsunterstützung-Optimierung
bietet Kralisch (2004 [120]), an dessen Arbeiten dieses Teilkapitel angelehnt ist. Der in der Pro-
blemstellung beschriebene notwendige Interessenausgleich zwischen Landwirtschaft und Wasserver-
sorgung kann als multikriterielles Entscheidungsproblem aufgefasst werden. Ein solcher Nutzungs-
konflikt trifft auf die meisten räumlich planerischen Probleme zu, da bei der Nutzung des Raums
verschiedene Akteure unterschiedliche Ziele verfolgen. Bei der Bearbeitung solcher multikriteriellen
Entscheidungsprobleme kann grundsätzlich zwischen den Aufgabenbereichen Suche und Entschei-
dungsfindung unterschieden werden (Horn 1997 [98]). Die Suche bezeichnet dabei die Ermittlung
einer Reihe von Szenarien, die für eine Lösung in Frage kommen. In der darauf folgenden Phase
der Entscheidungsfindung muss aus der Menge der Lösungskandidaten einer als Lösung ausgewählt
werden. Hierbei treten folgende Probleme auf:
1. Der Suchraum, der aus der Menge aller möglichen Kombinationen von Bewirtschaftungsfor-
men auf den einzelnen betrachteten räumlichen Einheiten besteht, ist im Allgemeinen sehr groß
und hochgradig komplex. Zwar können in vielen Fällen große Teile des Suchraums von der Be-
trachtung ausgeschlossen werden, da sie vorgegebene Rahmenbedingungen (Constraints) ver-
letzen. Dennoch ist die Anzahl der verbleibenden Lösungen häufig zu groß, um alle von ihnen
zu berücksichtigen und hinsichtlich der Zielvorgaben zu evaluieren.
2. Hinzu kommt das Problem, dass bei gegenläufigen Zielen, wie sie bei Bewirtschaftungsfrage-
stellungen sehr häufig anzutreffen sind, ein Ranking der ermittelten Lösungsalternativen nur
sehr schwer automatisiert werden kann. Dies liegt vor allem darin begründet, dass sich mensch-
liche Präferenzen oft nicht ohne weiteres formalisieren lassen.
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Verfahren, die versuchen, diese Probleme zu umgehen, beschränken sich jedoch häufig darauf, nur
eine kleine Menge plausibler Bewirtschaftungsszenarien zu berücksichtigen.
Häufig eingesetzt werden so genannte genetische Algorithmen zur Erzeugung dieser Szenarien
(Schaffer 1985 [190], Goldberg 1989 [83], Coello 1999 [36], Vanveldhuizen und Lamont 2000 [234],
Zitzler 2002 [254]). Grundlage dieser Verfahren ist die iterative Entwicklung einer initialen, z.B. zu-
fällig gewählten, Menge von Lösungsalternativen hin zu einer Menge „optimaler“ Lösungen auf der
Grundlage evolutionärer Prinzipien wie Selektion, Rekombination und Mutation. Bei zu großer Kom-
plexität des Suchraumes und der Zielfunktionen, wie bei kontinuierlichen Problemen häufig der Fall
ist, kann dieses Verfahren nicht eingesetzt werden (Laumanns 2002 [131]). In solchen Fällen kom-
men oft menschliche Entscheidungsträger zum Einsatz, die eine Menge plausibler Szenarien, z.B.
ausgehend von einem aktuellen Zustand, aufstellen (vgl. Kapitel 2.6). Diese Szenarien werden an-
schließend häufig, mit Hilfe rechnergestützter Verfahren, hinsichtlich der Zielvorgaben bewertet. Für
diese Bewertung gibt es unterschiedliche Herangehensweisen. Die Vorgehensweise kann eine Ag-
gregierung der unterschiedlichen Zielvorgaben zu einem Ziel beinhalten (Rischmueller 1980 [185],
Saaty 1980 [189], Roy 1978 [186], Brans 1986 [28]). Voraussetzung für den Einsatz aggregierender
Verfahren ist in jedem Fall eine genaue Kenntnis der Zielvorgaben. Da diese aber für viele prakti-
sche Entscheidungsprobleme nur vage und unpräzise formuliert werden können, muss ein Ranking
der existierenden Szenarien – häufig in einem iterativen Prozess – direkt durch einen oder mehrere
Entscheidungsträger erfolgen. Dies trifft insbesondere auf multikriterielle Entscheidungsprobleme zu,
bei denen die Zielvorgaben nur unscharf formuliert werden können.
Zur Unterstützung der genannten Phasen der Entscheidungsfindung werden häufig Entscheidungsun-
terstützungssysteme (Decision Support Systems – DSS) eingesetzt (Bonczek et al. 1981 [22], Sprague
und Carlson 1982 [207], Densham und Goodchild 1989 [45], Power 2002 [169]). Der Begriff DSS
deckt dabei eine ganze Reihe verschiedener Systeme, Werkzeuge und Technologien ab, deren Ge-
meinsamkeit darin besteht, Unterstützung bei der Lösung unstrukturierter, vage formulierter Entschei-
dungsprobleme zu leisten. Bereits in den 60er Jahren wurden durch die Arbeiten von Simon eini-
ge allgemeine konzeptionelle Grundlagen für Prozesse der Entscheidungsfindung geschaffen (Simon
1960 [204]). Simon unterscheidet drei Phasen bei der Lösung von Entscheidungsproblemen: Proble-
manalyse, Design und Auswahl (Intelligence, Design, Choice). Hierbei korrespondieren die Phasen
Design und Auswahl mit den von Horn (1997 [98]) (siehe oben) eingeführten Phasen Suche und Aus-
wahl. Die Phase Problemanalyse bezeichnet das Zusammentragen und die Analyse der für den Ent-
scheidungsprozess relevanten Daten. Als nächster Schritt wurden von Keen und Stabell (1978 [109])
die Idee von Entscheidungs-Unterstützungs-Systemen als Ergebnis von Studien über organisatorische
Entscheidungssuche einerseits und interaktive Rechnersysteme andererseits beschrieben.
Die praktische Entwicklung und Anwendung dieser Systeme war eng mit der Entwickung leistungs-
fähiger Rechner verknüpft (Davis 1974 [43]). Die ersten Anwendungfelder fanden sich in großen
Unternehmen im Wirtschafts- und Finanzsektor, um dort bei der Lösung von Managementproblemen
Hilfestellung zu leisten (Power 2002 [169]).
Eine frühe Definition für Entscheidungs-Unterstützungs-Systeme wurde von Davis (1974 [43]) auf-
gestellt: „integriertes Mensch/Maschine-System zur Bereitstellung von Informationen, um die Ge-
schäftstätigkeiten, das Management und Aufgaben der Entscheidungssuche in einer Organisation zu
unterstützen“ Seit dem wurden die Definitionen ständig spezifiziert und neue Anforderungen an diese
Systeme gestellt. Eine Reihe gemeinsamer Eigenschaften wurde von Geoffrion (1983 [80]) zusam-
mengetragen:
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1. Ihre Aufgabe besteht in der Bearbeitung von Entscheidungsproblemen, deren Zielvorgaben
nicht oder nur vage formuliert werden können.
2. Sie besitzen eine leistungsfähige, einfach zu handhabende Benutzerschnittstelle.
3. Sie gestatten es dem Benutzer, Modelle und Daten auf flexible Weise miteinander zu kombinie-
ren.
4. Sie können mit Hilfe der Modelle eine Reihe von Lösungsalternativen generieren.
5. Sie unterstützen verschiedene Methoden zur Auswahl einer Lösung und können leicht erweitert
werden, um an veränderte Anforderungen des Benutzers angepasst zu werden.
6. Sie ermöglichen interaktive und rekursive Herangehensweisen bei der Lösungssuche.
Die oben genannten Eigenschaften beziehen sich in erster Linie auf die in dieser Arbeit verwendeten
modellorientierten Entscheidungs-Unterstützungs-Systeme, welche nur eine Klasse von verschiede-
nen Arten dieser Systeme darstellt (Power 2002 [169]):
• Kommunikationsorientierte DSS unterstützen die gemeinsame Entscheidungsfindung durch ei-
ne Gruppe von Entscheidungsträgern. Als einfachste Formen sind hier webbasierte Diskussi-
onsforen oder Mailinglisten zu nennen.
• Datenorientierte DSS dienen dem Zugriff, der Verwaltung sowie der Auswertung meist zeitbe-
zogener Daten. Data-Warehousing-Systeme sind ein Beispiel dieser DSS.
• Wissensbasierte DSS unterstützen Entscheidungsträger durch die Bereitstellung spezialisier-
ten Wissens über die zu bearbeitende Problemdomäne. Beispielhaft können hier Data-Minig-
Systeme genannt werden, die für die Suche nach verborgenen Mustern in Daten einer Daten-
bank eingesetzt werden.
• Modellorientierte DSS erlauben Zugriff, Bearbeitung und Ausführung von Modellen, deren
Ergebnisse bei der Entscheidungssuche Unterstützung leisten. Diese Systeme werden z.B. ein-
gesetzt, um aktuelle oder zu erwartende Situationen modellieren und die Auswirkungen ver-
schiedener Entscheidungen abschätzen zu können. Derartige DSS unterscheiden sich von date-
norientierten DSS vor allem durch eine deutlich höhere Komplexität der eingesetzten Modelle
und ein geringeres Aufkommen der zu verarbeitenden Daten.
Weiterhin lassen sich dokumentenorientierte DSS (zur Dokumentenverwaltung) oder webbasierte
DSS unterscheiden. Häufig können existierende DSS mehreren der aufgeführten Typen zugeordnet
werden (Kralisch 2004 [120]).
Parallel zu den beschriebenen Systemen entwickelten sich DSS zur Bearbeitung räumlicher Proble-
men so genannte „Spatial Decision Support Systems“ (SDSD). Diese beinhalten nach der Definition
von Densham (1991 [46]) die folgenden Komponenten:
1. Modellkomponenten, die durch ein entsprechendes Verwaltungssystem kontrolliert werden,
2. ein System zur Verwaltung und Analyse geographischer Daten,
3. Funktionen zur graphischen und tabellarischen Darstellung von Eingabe- und Ergebnisdaten
sowie
4. Komponenten zur Verwaltung der Zielvorgaben.
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Eines der ersten bekannten SDSS war das in den 70er Jahren von IBM entwickelte Geodata Analysis
and Display System (GADS) (Sprague und Watson 1996 [208], Grace 1976 [84]). Seitdem wurde eine
steigende Anzahl von SDSS für verschiedenste Fragestellungen entwickelt und eingesetzt (Zagona
et al. 2001 [253], Fedra und Jamieson 1996 [64], Fedra 2002 [63], Parsons 2002 [165], Ostrowski
1997 [163], Looijen 1996 [134]).
Obwohl DSS für die Lösung verschiedenster planerischer und organisatorischer Aufgabenstellun-
gen eingesetzt werden, zeigen die oft gegensätzlichen Auslegungen der Aufgaben und des Aufbaus
von DSS in der Literatur, dass diese Systeme einer einheitlichen theoretischen Grundlage entbehren.
Dies zeigt auch die Bewertung der Rolle von DSS für den Prozess der Entscheidungsfindung (Rah-
man 1998 [170]). Auf der einen Seite ist die Ansicht verbreitet, dass jedes rechnerbasierte System,
welches in irgendeiner Form die Entscheidungsfindung unterstützt, als DSS bezeichnet werden kann
(Naylor 1982 [161]). Andere Autoren (Fedra 1995 [62], Kersten und Michalowski 1996 [112]) ver-
treten dagegen die Ansicht, dass man bei einer strengeren Auslegung der Funktion von DSS (nämlich
der Unterstützung von Entscheidungsträgern bei der Lösung unstrukturierter Problemstellungen) nur
sehr wenige DSS als solche bezeichnen kann. Dies liegt einerseits daran, dass der Großteil dieser
Systeme nicht von Entscheidungsträgern, sondern von Beratern und Fachleuten verwendet wird. An-
dererseits existieren kaum Systeme, die (automatisch) nach Lösungen für unstrukturierte Probleme
suchen können.
Ein mögliches Verfahren zur Lösung von multikriteriellen Entscheidungsproblemen ist die Anwen-
dung Künstlicher Neuronaler Netze (KNN) (Köppen 1998 [119]) die im nächsten Kapitel erläutert
werden.
2.2 Künstliche Neuronale Netze
Das Konzept der KNN wurde bereits in den 50er Jahren von McCulloch und Pitts (1943 [143]) ent-
wickelt. Sie sind in Aufbau und Funktion an das Nervensystem von Säugetieren angelehnt. Ähnlich
wie ihr biologisches Vorbild sind sie in der Lage, ihre Struktur mit Hilfe von Lernverfahren anzupas-
sen, um auf bestimmte Eingaben mit festgelegten Ausgaben zu reagieren. Seit dieser Zeit durchlie-
fen KNN drei Entwicklungsphasen. Die erste Phase war gegen Ende der 70er Jahre abgeschlossen,
wobei Vorarbeiten von Minsky und Papert (1969 [150]) eine Reihe von limitierenden Faktoren er-
gaben und das Interesse an KNN daraufhin einschlief. Zwei Jahrzehnte später erfuhren sie jedoch
durch die Arbeiten von Rumelhart und McClelland (1986 [187]) eine Wiederbelebung, als diese den
Backpropagation-Trainings-Algorithmus entwickelten. Daraufhin war das Training der KNN und da-
mit ihre Anwendung für eine Vielzahl von Problemstellungen möglich geworden (Dawson und Wilby
2001 [44]). Inzwischen haben KNN Eingang in Bereiche wie das Finanzwesen, das Unternehmens-
oder das Umweltmanagement gefunden. Die dritte Phase, die ihren Ursprung in den 90er Jahren hat,
ist durch ihre Validierung und Implementierung sowie durch die Kombination mit anderen Technolo-
gien gekennzeichnet (See und Openshaw 1999 [199]).
Ebenfalls in den 90er Jahren begann der Einsatz von KNN in der Hydrologie (Dawson und Wilby
2001 [44]). Sie werden hier den empirischen „black box“-Modellen zugeordnet, die beispielsweise in
der Lage sind, den Abfluss anhand von Klimaparametern nachzubilden, ohne dass ein tieferes Pro-
zessverständnis benötigt wird. Ihre Fähigkeit, unvollständige oder mehrdeutige Daten zu verarbeiten
und beliebig komplexe Input/Output-Beziehungen darzustellen, machen KNN daher zu einem sehr
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populären Modellierungswerkzeug (Maier und Dandy 1996 [137]). Auch dynamische Zusammen-
hänge lassen sich mit ihrer Hilfe nachvollziehen. Meist sind sie dabei leichter zu implementieren und
auch mit geringerem Aufwand verbunden, als die Erhebung physikalischer Zusammenhänge. Sie sind
jedoch im Gegenzug wegen ihrer internen Interpretation der dargestellten Beziehungen nicht geeignet,
einen Beitrag zum Erkenntnisgewinn über das hydrologische Prozessgeschehen zu leisten.
Es existieren eine Vielzahl von unterschiedlichen Netzarchitekturen, die sich für unterschiedliche Auf-
gaben und Lernverfahren eignen. Auf dem Gebiet der hydrologischen Modellierung am häufigsten
eingesetzte Netzwerktyp ist das Mehrschichtperzeptron (Rumelhart und McClelland 1986 [187]),
etwas seltener wird auch das Radial Basis Function Netzwerk (Broomhead und Lowe 1988 [31],
Butz 1997 [33]) eingesetzt. Beide Ansätze eignen sich sehr gut, Input/Output-Beziehungen mit Hilfe
einer gegebenen Menge bekannter Datensätze beliebig genau nachzubilden. In einer Vielzahl von
Studien konnten die erfolgreiche Anwendung sowohl von Mehrschichtperzeptronen (Magoulas et
al. 1997 [136], Fahlmann 1988 [61]) als auch von Radial-Basis-Function-Netzwerken (Mason et al.
1996 [139], Jayawardena und Fernando 1998 [105], Thirumalaiah und Deo 1998 [215]) dokumentiert
werden.
Der Einsatz von KNN in der hydrologischen Modellierung ist noch mit einer Reihe ungelöster Proble-
me behaftet. Insbesondere eine fehlende Standardisierung und damit einhergehende Schwierigkeiten
stellen Anwendungsfelder für zukünftige Forschung auf diesem Gebiet dar. Zu diesen Problemen zäh-
len unter anderem eine unsystematische Herangehensweise bei der Auswahl von Netzwerktyp, Trai-
ningsmethoden und Datenverarbeitungsschritten. Dies führt dazu, dass die Ergebnisse verschiedener
KNN-Anwendungen oft nur schwer miteinander vergleichbar sind und Herangehensweisen nicht auf
andere Anwendungsfälle übertragen werden können (Kralisch 2004 [120]).
2.3 Wasserhaushalt
Der Wasserhaushalt einer Landschaft wird zunächst von der zugeführten Wassermenge bestimmt. Der
Niederschlag in Form von Regen oder Schnee ist bei der Betrachtung von Einzugsgebieten die wich-
tigste Eingangsgröße. Für die Repräsentation des Niederschlags in Modellen werden im Allgemeinen
Punktmessungen der Wetterdienste herangezogen. Diese weisen allerdings durch Wind- und Benet-
zungseffekte sowie Schneeausblasung bedingte systematische Messfehler auf (Sevruk 1985 [202]).
Darüber hinaus besitzt eine Punktmessung nur eine begrenzte Repräsentativität innerhalb eines Ein-
zugsgebietes. Aus diesem Grunde ist es sinnvoll, dass bei der Modellierung von Einzugsgebieten
möglichst viele Niederschlagsstationen herangezogen werden, um die Variabilität des Niederschlags
zu berücksichtigen. Dies sollte bei einer duchschnittlichen Dichte der Niederschlagsstationen 1 Sta-
tion pro 100 km2 (Krause 2001 [122]) mit Regionalisierungsansätzten durchgeführt werden. Neue-
re Ansätze versuchen aus diesem Grund, flächenhafte Messwerte mit Hilfe der Fernerkundung oder
Wetterradar für eine Regionalisierung zu nutzen. Allerdings ist dies bei kontinuierlichen Modellierun-
gen meist nicht möglich, da die zur Verfügung stehenden Zeitreihen deutlich kürzer als die Zeitrei-
hen der Regensammler sind (Seed und Austin 1990 [200]). Wetterradar und Fernerkundung werden
deshalb in erster Linie als Datenquelle zur Modellierung von Einzelereignissen herangezogen (Col-
lier 1996 [37], Grimes et al. 1999 [87]). Zunächst beeinflusst die Interzeption die Wassermenge, die
direkt den Boden erreicht. Die Interzeption kann als Speicher betrachtet werden, der eine Verzöge-
rung oder Verwandlung des Niederschlagsimpulses bewirkt. Die Evaporation von Interzeptionswasser
führt zu einer Reduktion der effektiven Niederschlagsmenge. In Modellen wird die Interzeption meist
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durch einen Speicheransatz, wie bei Hoynigen-Huene 1983 [100], dargestellt. Einer der umfassend-
sten Modellansätze zur Interzeption stammt von Rutter et al. 1975 [188]. Der Ansatz berücksichtigt,
im Gegensatz zu den gängigen Speicheransätzen, den Stammabfluss und den Abfluss aus dem Inter-
zeptionsspeicher, auch wenn dieser nicht vollständig gesättigt ist. Allerdings werden zahlreiche, nur
durch aufwendige Messungen zu ermittelnde Größen, wie Speicherkoeffizienten, die den Wasserab-
fluss von Pflanzenoberflächen beschreiben, benötigt (Güntner 2002 [82], Beven 2001 [17], Refsgaard
und Storm 1995 [172]).
Eine weitere Steuergröße für den Landschaftswasserhaushalt stellt die Verdunstung dar. Sie gliedert
sich zum einen in die Evaporation von der Bodenoberfläche und durch Interzeption zurückgehaltenem
Wasser und zum anderen, in die durch biologische Vorgänge verursachte Transpiration.
Evaporation ist die Verdunstung von freien Wasserflächen, Bodenoberflächen und Pflanzenoberflä-
chen und steht damit in Zusammenhang mit der Interzeption. Die Transpiration wird hingegen durch
physiologische Prozesse der belebten Umwelt verursacht. In Modellen werden Evaporation und Tran-
spiration meist gemeinsam in einer Gleichung betrachtet, wobei hierbei die potenzielle Evapotran-
spiration beschrieben wird. Die in großer Zahl vorhandenen Evapotranspirationsgleichungen weisen
hinsichtlich der Prozessbeschreibung einen sehr unterschiedlichen Grad an Detailliertheit auf. Die
Bandbreite reicht hierbei von empirischen Ansätzen, wie die von Haude 1955 [94] oder Albrecht
1951 [3], die die Verdunstung über das Sättigungsdefizit oder mit der Temperatur (Thornthwaite
1948 [216]) abschätzen, bis hin zu Verdunstungsberechnungen mit höherer physikalischer Basierung.
Diese anspruchsvollen Gleichungen verwenden als Berechnungsgrundlage Energiebilanzen (Penman
1948 [167], Monteith (1975) [156]).
Die aktuelle oder reale Verdunstung stellt eine durch die Wasserverfügbarkeit bedingte Modifikation
der potenziellen Verdunstung dar. Berechnet wird diese häufig als Reduktion der potenziellen Verdun-
stung in Abhängigkeit des Füllzustands des Bodenspeichers (Guo 2002 [89], Xu 2002 [248]) und der
Durchwurzelung des Bodens (Bouraoui et al. 2002 [26], Braun 1975 [29], Yang et al. 2002 [250]).
Wie bereits bei der aktuellen Verdunstung deutlich wird, steht im Zentrum des Landschaftswasser-
haushalts der Boden (Dyck und Peschke 1995 [56], Baumgartner und Liebscher 1990 [11]). Je nach
Zustand des Bodens infiltriert das Wasser, wird gespeichert, verdunstet und kann als Oberflächen-
abfluss, Interflow oder Sickerwasser weitergegeben werden. Das Dreiphasensystem (fest, flüssig und
gasförmig) Boden unterliegt einer starken Dynamik auf unterschiedlichen Zeitskalen.
Die Bodenfeuchte kann im Verlauf von Stunden gravierende Schwankungen aufwiesen. Damit einher-
gehend ändern sich wesentliche Bodeneigenschaften wie Leitfähigkeiten für Wasser und Temperatur,
die mechanische Belastbarkeit und die Aufnahmefähigkeit weiteren Wassers (Scheffer und Schacht-
schabel 1992 [191], Hartge und Horn 1999 [93]).
Innerhalb kurzer Zeitperioden können nutzungsbedingt auch mechanische Veränderungen wie Bo-
denverdichtung auftreten. Diese Erhöhung der Lagerungsdichte bewirkt gravierende Änderungen in
der Porengrößenverteilung und damit dem im von der Porenstruktur abhängigen Luft- und Wasser-
haushalt des Bodens. Im Allgemeinen wird durch Verdichtung der Anteil der Grobporen verringert
und der Anteil an Mittel- und Feinporen erhöht. Auf den Wasserhaushalt ergibt sich daraus eine zum
Teil erhebliche Verringerung der gesättigten Leitfähigkeit (Scheffer und Schachtschabel 1992 [191],
Hartge und Horn 1999 [93]).
Innerhalb einer mittleren Zeitskala, d.h. im Verlauf von Jahren bis Jahrzehnten, ändern sich Gehalte
an organischer Substanz, das Bodengefüge und der pH-Wert. Auf landwirtschaftlichen Nutzflächen
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unterliegt der Gehalt an organischer Substanz nutzungsbedingt mittelfristigen Schwankungen. So be-
stehen unter Grünlandwirtschaft kohlenstoffakkumulierende Bedingungen. Dies ist verursacht durch
günstige Lebensbedingungen der Bodenorganismen, große Mengen an Bestandesabfall und den ho-
hen Anteil organischer Düngung (Scheffer und Schachtschabel 1992 [191]). Bei Ackerbau wird je
nach Feldfrucht eine geringere Menge an Bestandesabfall zugeführt. Durch die Bodenbearbeitung und
das häufige Brachliegen im Winterhalbjahr werden die Lebensbedingungen für die Bodenorganismen
verschlechtert, außerdem mineralisiert durch die Bodenbearbeitung der vorhandene Humus leichter
(Scheffer und Schachtschabel 1992 [191]). Auch auf Äckern weist die Düngung je nach Betriebs-
struktur einen höheren Anteil mineralischen Düngers auf, so dass die Zuführung organischer Substanz
ebenfalls eingeschränkter gegenüber dem Grünland ist. Im Bodenwasserhaushalt bewirkt ein hoher
Humusgehalt eine Erhöhung des Wasserspeichervermögens (Arbeitsgemeinschaft Boden 1994 [2],
Scheffer und Schachtschabel 1992 [191]). Zudem verschiebt sich, bedingt durch einen erhöhten Hu-
musgehalt, das Bodengefüge je nach Bodentextur von Einzelkorn oder Polyedergefüge zu Krümel
bzw. Wurmlosungsgefüge (Scheffer und Schachtschabel 1992 [191], Kuntze et al. 1994 [128]). Die-
ser Effekt wird unter Grünland noch durch die besseren Lebensbedingungen der gefügebildenden
Organismen verstärkt (Scheffer und Schachtschabel 1992 [191], Kuntze et al. 1994 [128]). Die in
belebteren Böden stärker ausgeprägten Aggregate bewirken im Allgemeinen eine höhere Infiltrations-
kapazität und Wasserleitfähigkeit des Bodens (Scheffer und Schachtschabel 1992 [191], Kuntze et al.
1994 [128], Hartge und Horn 1999 [93]). Eine weitere nutzungsbedingte Veränderung des Bodenwas-
serhaushalts wird durch Meliorationsmaßnahmen wie Dränagen verursacht. Die Entwässerung wird
durch Drainagen stark beschleunigt und damit der Wasserspiegel herabgesetzt. Hierdurch wechselt
das Bodenmileu von anaerob zu aerob, was die Abbaubedingungen für organische Substanz erheb-
lich verändert. Dies führt bei anmoorigen Böden zu einem erheblichen Verlust an Humus, mit den
oben geschilderten Folgen (Scheffer und Schachtschabel 1992 [191], Kuntze et al. 1994 [128], Trepel
2000 [227]). Die mittelfristige Veränderung des pH-Werts betrifft im Allgemeinen Flächen, die sich
nicht unter landwirtschaftlicher oder gartenbaulicher Nutzung befinden, da diese durch Kalkung meist
in einem konstanten pH-Bereich gehalten werden. Die Wälder stellen in Mitteleuropa im Allgemeinen
die Standorte dar, bei denen eine Veränderung des pH-Werts durch saure Niederschläge und Bestan-
desabfall stattfindet. Bei starker Versauerung hat dies erhebliche Konsequenzen auf die Bodenstruktur
und damit den Wasserhaushalt. So werden zunächst die Kationen auf den Austauscherflächen von
Hydroxoniumionen verdrängt. Bei weiter zunehmender Versauerung werden die Tonminerale zerstört
so daß sich die Bodentextur und der damit verbundene Bodenwasserhaushalt ändert (Ulrich et al.
1979 [231], Scheffer und Schachtschabel 1992 [191], Kuntze et al. 1994 [128]).
Die langfristige Dynamik des Bodens wird von bodenbildenden Prozessen wie Verbraunung, Lessivie-
rung und Podsolierung bestimmt (Kuntze et al. 1994 [128], Scheffer und Schachtschabel 1992 [191]).
Auf diese wird in dieser Arbeit nicht weiter eingegangen, da die für diese Prozesse erforderlichen
Zeiträume hier nicht betrachtet werden.
Der Wasserfluss im Boden folgt wie alle Strömungen einem Gradienten. Dieser Gradient kann durch
den Begriff des Potenzials beschrieben werden. Hierbei setzt sich das Gesamtpotenzial Ψ aus den
folgenden Teilpotenzialen zusammen (Scheffer und Schachtschabel 1992 [191], Hartge und Horn
1999 [93]):
Gravitationspotenzial (Ψz) Das Gravitationspotenzial ist das Potenzial der Lage zu einer
Bezugsebene. Diese Bezugsebene stellt häufig der Grund-
wasserspiegel dar. Das Gravitationspotenzial hat per Kon-
vention ein posititives Vorzeichen.
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Matrixpotenzial (Ψm) Das Matrixpotenzial wird durch Adhäsions- und Kohäsi-
onskräfte zwischen der Bodenmatrix und dem Bodenwasser
bzw. der Wassermoleküle untereinander verursacht. Es ist
vom Durchmesser der gerade noch mit Wasser gefüllten Po-
ren abhängig und somit von der Porengrößenverteilung und
vom Wassergehalt. Das Matrixpotenzial hat per Konvention
ein negatives Vorzeichen.
Druckpotenzial (Ψp) Das Druckpotenzial wird durch die Auflast der Wassersäu-
le verursacht. In einigen Fällen z. B. Infiltration von Stark-
niederschlägen kann noch ein ein Gaspotenzial durch einge-
schlossene Bodenluft hinzukommen.
Osmotisches Potenzial (Ψo) Das osmotische Potenzial entsteht durch Konzentrationsgra-
dienten verschiedener Wässer. Insbesondere zwischen dem
Wasser innerhalb der Pflanze und dem Bodenwasser in Bö-
den mit hohem Salzgehalt
Auflastpotenzial (ΨΩ) Das Druckpotenzial entsteht durch einen von außen auf den
Boden aufgebrachten kurzfristigen Druck (z. B. durch Land-
maschinen), der durch das Bodenwasser getragen wird, da
dieses nicht schnell genug entweichen kann.
Die Größe, die einen Ausgleich eines Potenzialgradienten verzögert bzw. verhindert, ist die Wasser-
leitfähigkeit (K-Wert). Prinzipiell werden hierbei zwei Zustände unterschieden. Die gesättigte Was-
serleitfähigkeit (Kf -Wert) ist ein konstanter Wert, der von den Eigenschaften der Matrix abhängig ist.
Die Faktoren sind hierbei die Porengrößenverteilung, die wiederum von der Bodenart, der Lagerungs-
dichte und dem Substratgefüge abhängt, und die Porenkontinuität. Im ungesättigten Fall (Ku-Wert)
wird die Leitfähigkeit verringert, da ein Teil der Poren nun mit Luft gefüllt ist und nicht mehr der
Wasserleitung zur Verfügung stehen. Dieser Effekt nimmt mit abnehmendem Wassergehalt immer
stärker zu. Hierbei kehren sich die Leitfähigkeiten in Abhängigkeit von der Bodenart um. Während
die Leitfähigkeit im gesättigten Zustand in grobkörnigen und damit auch grobporigen Medien beson-
ders hoch ist, ist bei ungesättigten Verhältnissen eher das feinporige Substrat in der Lage Wasser zu
leiten, da hier die Porenkontinuität gewährleistet ist (Scheffer und Schachtschabel 1992 [191], Hartge
und Horn 1999 [93]). Der Wasserhaushalt der ungesättigten Zone stellt die entscheidende Regelgröße
für die im Folgenden beschriebenen Fließprozesse dar.
Der Prozess der Infiltration beschreibt das Eindringen von auf der Bodenoberfläche befindlichen Was-
sers. Ein wichtige Steuergröße hierbei ist die Infiltrationskapazität, die die maximale Menge des pro
Zeit infiltrierenden Wassers bestimmt. Abhängig ist diese Größe von ereignisbezogenen Eigenschaf-
ten wie die Bodenvorfeuchte oder Bodenverschlämmung und von den statischen bzw. sich nur länger-
fristig ändernden Eigenschaften wie Porosität des Bodens. Die wichtigsten die Porosität bestimmen-
den Faktoren sind Bodenart, Lagerungsdichte und die Aggregatform. Entscheidend für die Infiltrati-
onskapazität ist die Existenz von Makroporen (Poren > 3 mm ). Diese können durch Quellung und
Schrumpfung von Tonböden, durch die Grabtätigkeit von Bodenorganismen und durch absterbende
Pflanzenwurzeln entstehen (Zuidema 1985 [255]). Auch können durch landwirtschaftliche Bearbei-
tung Makroporen entstehen bzw. unterbrochen und zerstört werden (Beven und German 1982 [19]).
Der Infiltationsprozess läuft in Makroporen auf andere Art ab als in den kleineren Mikroporen. Wäh-
rend bei den Mikroporen die Leitfähigkeit der Bodenmatix und der Potenzialgradient zwischen Ober-
fläche und Boden die steuernden Faktoren darstellen (Hartge und Horn 1999 [93], wird der Abfluss
in den Makroporen von der Gravitation dominiert (Mohanty 1999 [155]). Bei der modellhaften Be-
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schreibung der Infiltration können beide Phasen berücksichtigt werden. Der Matrixfluss wird hierbei
durch die Saugspannung an der Oberfläche und die ungesättigte Wasserleitfähigkeit gesteuert. Bei
Überschreiten dieser Kapazität wird das Wasser in die Makroporen verlagert, deren Aufnahmeka-
pazität von ihrem Volumenanteil und ihre Tiefe abhängt (Beven und Clarke 1986 [18], Bronstert
(1994) [30]). Häufiger werden Ansätze verwendet wie der von Green und Ampt (1911 [85]), der die
Infiltration in Abhängigkeit von der gesättigten Wasserleitfähigkeit und der Bodenfeuchte berechnet
wird.
Eng mit der Infiltration verknüpft ist die Bildung von Oberflächenabfluss. Bei hohen Niederschlags-
intensitäten kann die Infiltrationskapazität des Bodens überschritten werden. Der so gebildete Ober-
flächenabfluss wurde zuerst von Horton (1933 [99]) beschrieben und wird deswegen auch als Hor-
tonscher Oberflächenabfluss oder Infiltrationsüberschussabfluss bezeichnet. Eine weitere Form des
Oberflächenabflusses wird durch vollständige Wassersättigung des Porenraumes verursacht, so dass
die Aufnahmekapazität des Bodens für weiteres Wasser erschöpft ist. Diese Form wird als Stätti-
gungsoberflächenabfluss bezeichnet und ist unabhängig von Bodeneigenschaften wie der Infiltrati-
onskapazität (Eshleman et al. [60]). Die dritte Form des Oberflächenabflusses ist der Returnflow, der
sich bildet, wenn Interflow an einem Strömungshindernis zu Tage tritt. Diese Form des Oberflächen-
abflusses kann auch noch nach dem Niederschlagsereignis auftreten (Kirkby 1985 [114]). Für die mo-
dellhafte Beschreibung des Oberflächenabflusses wurden unterschiedliche Konzepte entwickelt. Eine
weit verbreitete empirische Methode die Oberflächenabflussmenge abzuschätzen stellt die „Curve-
Number-Method“ (SCS 1972 [233]) dar. Sie berechnet die Oberflächenabflussmenge in Abhängigkeit
von Landnutzung und Boden und findet in zahlreichen Modellen (z.B. SWAT, Arnold et al. 1993 [8],
Arnold et al. 1998 [9] und AGNPS, Young et al. 1987 [251], 1994 [252]) Verwendung. Zur Beschrei-
bung des Oberflächenabflussverhaltens wird oft das Verfahren der kinematischen Welle (Leclerc und
Schaake [133]) (z.B. bei Hills, (Smith und Hebbert 1983 [206], Hebbert und Smith 1999 [95]) und
Hillflow, (Bronstert 1994 [30]) und zur Bestimmung der Fließwiderstands das Verfahren von Manning
(z.B. bei AGNPS, Young et al. 1987 [251], 1994 [252]) verwendet.
Ein weiterer lateraler Fließpfad ist der Zwischenabfluss oder Interflow der sich im Boden oberhalb des
Grundwassers ausbildet (Flügel 1979 [69]). Interflow bildet sich auf geneigten Flächen, an Grenz-
schichten zwischen unterschiedlich leitfähigem Bodenmaterial. Beispiele hierfür sind durchlässige
Schuttdecken über gering durchlässigem Festgestein, dichtere Bodenhorizonte wie der Sd-Horizont
beim Pseudogley oder verdichtete Bereiche wie die Pflugsohle bei ackerbaulich genutzten Böden. Der
Zwischenabfluss stellt eine schnell reagierende Komponente dar, die mit dem Oberflächenabfluss ein-
setzt und eine längeranhaltende Erhöhung des Abflusses bewirkt. Dieses Verhalten kann allerdings
auch durch Druckfortpflanzung in Aquiferen (Pistonflow, Goundwater ridging) verursacht werden
(Uhlenbrook und Leibundgut 1997 [230], Uhlenbrook 1999 [229]). Dieses andere Verhalten hat ins-
besondere Konsequenzen für das Alter des Wassers und damit seine chemische Zusammensetzung.
So fanden Uhlenbrook und Leibundgut (1997 [230]) und Uhlenbrook (1999 [229]) Verweilzeiten
von 2 - 3 Jahren in diesem Abflusssystem, das trotzdem eine schnelle Reaktion auf Niederschlagser-
eignisse zeigt. Zwischenabfluss zeigt sehr unterschiedliche Verhaltensweisen. Insbesondere der An-
teil des Ereigniswassers am Gesamtinterflow schwankt erheblich (Schwarz 1986 [197], Körner et al.
1986 [126], Körner 1996 [125], Uhlenbrook und Leibundgut 1997 [230], Uhlenbrook 1999 [229],
Fleck 1987 [68]). So wurden beispielsweise am selben Hang (Pelosol) Ereignisse gemessen, die vor-
wiegend als Ereigniswasser gemessen wurden, ohne eine deutliche Befeuchtung der Bodenmatrix.
Während bei einem schwächeren Ereignis mit höherer Vorfeuchte der Ereigniswasseranteil stark ab-
nahm. Diese Unterschiede sind an die Ausprägung der Makroporen gebunden, die sich im Falle des
Tonbodens dynamisch verhalten (Schwarz 1986 [197], Körner et al. 1986 [126], Körner 1996 [125]).
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Verschiedene Autoren unterscheiden deswegen zwei Komponenten beim Interflow. Eine die kurze
Reaktionszeiten aufweist und dem Makroporenabfluss zugerechnet wird und eine an den Matrixfluss
gebundene, langsame Komponente (Fleck 1987 [68], Körner 1996 [125], Bronstert 1994 [30]). In
Modellen können diese beiden Domänen ebenfalls unterschieden werden. Für den Bereich des Ma-
trixflusses wird beispielsweise die Richardsgleichung (Richards 1931 [181]) (Gleichung 5.2.1) heran-
gezogen, während der Makroporenabfluss durch die kinematische Welle (Leclerc und Schaake [133])
repräsentiert werden kann.
Das Wasser in der permanent gesättigten Zone wird als Grundwasser bezeichnet und stellt eine we-
sentliche Ressource in der Wasserversorgung dar. Die Abflussdynamik des Grundwassers ist im Allge-
meinen deutlich geringer als die der anderen Abflusskomponenten. Eine Außnahme stellen die oben
erwähnten Prozesse des groundwater ridgings und des pistonflows dar. Der Grundwasserabfluss ist
abhängig von der Wasserdurchlässigkeit des Mediums, vom Gradienten und von der Mächtigkeit der
grundwasserführenden Schicht, somit ist er mit dem Gesetz von Darcy beschreibbar (Mattheß und
Ubell 1983 [142], Shaw 1994 [203]). Eine Ausnahme stellen grobe Klüfte dar, in denen turbulente
Strömung auftritt (Mattheß und Ubell 1983 [142]). In hydrologischen Modellen ist das Grundwasser
mit Ausnahme von den mikroskaligen Modellen immer repräsentiert. Zahlreiche Modelle sind auf
die dynamische Beschreibung von Grundwasser spezialisiert. Einer der verbreitetsten Vertreter dieser
Kategorie ist Modflow, welches in der Lage ist, den Wasserfluss im gesättigten Bereich in allen drei
Raumrichtungen zu berechnen (McDonald und Harbaugh 1988 [144], Andersen 1993 [4]).
Ein einfacherer, häufig angewandter Weg in Modellen ist es, den Bodenwasserhaushalt, die Abfluss-
konzentrationsprozesse (Oberflächenabfluss, Interflow, Grundwasserabfluss) und die Speichereigen-
schaften mit mehreren Speichern zu repräsentiern. Diese werden je nach Rückhaltevermögen und
Verzögerung des repräsentierten Prozesses mit unterschiedlichen Speicher- und Abflusskoeffizienten
parametrisiert (Krause 2001 [122], Leavesley et al. 1983 [132], Uhlenbrook 1999 [229]).
2.4 Stickstoffhaushalt
Die Eigenschaften des Wasser wird von den Prozessen in der Pedosphäre dominiert (Behl 2000 [14]).
So stellten Mattheß und Pekdeger (1980 [141]) fest, dass sich die chemische Zusammensetzung von
Wasser unterhalb der belebten Bodenzone vom der des Grundwassers nur wenig unterscheidet. Die
wesentlichen am Stickstoffkreislauf beteiligten Transformationsprozesse finden daher in der Pedo-
sphäre statt. Eine Ausnahme stellt die Denitrifikation dar, die auch in tiefen Aquiferen wirksam sein
kann. Die Elemente des Stickstoffkreislaufs sind in Abb. 2.1 skizziert und werden gegliedert nach
Stickstoffeintrag, -transformation und -austrag in den folgenden Unterkapiteln beschrieben.
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Abbildung 2.1: Schematische Darstellung des Stickstoffkreislaufs im Boden (verändert nach Trepel
2000 [227])
2.4.1 Stickstoffzufuhr
Ein globaler Eintragspfad für mineralischen Stickstoff (NH4, NO3) ist die atmosphärische Depo-
sition. Unterschieden wird zwischen trockener (durch Stäube und Gase), feuchter oder okkulter
(durch Nebel und Wolken) und nasser (durch Niederschläge) Deposition (Branding 1996 [27], Koehn
1998 [118]). Eine natürliche Quelle für den mineralischen Stickstoff in der Atmosphäre sind elek-
trischen Entladungen (Gewitter) bei denen sich N2 und O2 zu NOx verbindet. Von den weltweit
geschätzten 57,6 MtNa−1 anNOx werden 7 MtNa−1 durch elektrische Entladungen erzeugt (Intergo-
vernmental Panel on Climate Change 1995 [104]). Erheblich verstärkt wird die atmosphärische Depo-
sition durch anthropogene Stickstoffquellen, wie Stickoxidemissionen aus Verbrennungsprozessen in
Verkehr und Industrie. Auch die Ammoniakverdunstung aus der landwirtschaftlichen Tierhaltung trägt
erheblich zum Gehalt an mineralischen Stickstoff in der Atmosphäre bei (Kuntze et al. 1994 [128]).
Die Eintragsmengen durch die nasse Deposition werden in Deutschland zwischen 5-40 kgNha−1a−1
angegeben (Scheffer und Schachtschabel 1992 [191], Enquete-Kommision 1994 [58]). Die trockene
und die feuchte Deposition ist lokal sehr unterschiedlich, da sie noch stärker als die nasse Depositi-
on von der Oberflächenrauigkeit abhängt (Branding 1996 [27], Ibrom 1993 [102]). Bei der feuchten
Deposition sind zusätzlich die Häufigkeit des Auftretens von Nebel und die dabei vorherrschenden
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Windgeschwindigkeiten von großer Bedeutung. So wurden von Thalmann et al. (2002 [213]) lokale
Unterschiede zwischen 0,4 - 7 kgNha−1a−1 oder von Kalina et al. (2003 [108]) 0,1 - 4 kgNha−1a−1
ermittelt. Wobei letztere in unterschiedlichen Höhenstufen der Alpen gemessen haben.
In landwirtschaftlich genutzten Gebieten stammt der Hauptteil des Stickstoffs nicht aus der Atmosphä-
re, vielmehr stellt die Düngung mit organischem und mineralischem Dünger in ländlich geprägten Ge-
bieten die Hauptquelle für den Stickstoffeintrag dar. Nach den Richtwerten der Thüringer Landesan-
stalt für Landwirtschaft, die nach der Düngeverordnung (Bundesministerium für Umwelt, Naturschutz
und Reaktorsicherheit 1996 [32]) entwickelt wurde, sollen die Nährstoffgaben an den Ernteentzug an-
gepasst werden. Berücksichtigt werden sollen hierbei die standortabhängigen Ertragserwartungen, die
aktuelle Nährstoffverfügbarkeit des Bodens und die Qualitätsanforderungen an die Anbauprodukte
(Thüringer Landesanstalt für Landwirtschaft 2001 [219]). So wurden für Thüringen im für die land-
wirtschaftlichen Flächen das Jahr 2001 162 kgNha−1a−1, das Jahr 2000 150 kgNha−1a−1 und das
Jahr 1999 155 kgNha−1a−1 als durchschnittliche Düngung angegeben. Davon entfallen zwischen 66
und 70 % auf mineralischen Dünger und die verbleibende Menge auf Wirtschaftsdünger (Thüringer
Ministerium für Landwirtschaft, Naturschutz und Umwelt 2000 [222], 2001 [223] und 2002 [224]).
Die Stickstoffzufuhr in die Landschaft findet zusätzlich durch die biogene Stickstofffixierung statt.
Ausgelöst wird sie von Mikroorganismen im Boden, die in der Lage sind Luftstickstoff (N2) in or-
ganische Verbindungen zu integrieren. In einem ersten Schritt wird dabei N2 im dem Enzym Ni-
trogenase in Ammoniak (NH3) und im weiteren Prozessverlauf in organische Substanz umgesetzt
(Koehn 1998 [118]), Scheffer und Schachtschabel 1992 [191]). Dieser biologische Prozess beinhal-
tet zwei verschiedene Mechanismen. Zum einen die nichtsymbiontische N-Fixierung, die von frei
im Boden lebenden Bakterien (Azotobakter und Azotomonas) und Algen (Nostoc, Anabaena) her-
vorgerufen wird. Die Angaben zu Fixierleistung schwanken zwischen 3 und 30 kgNha−1a−1 (Koehn
1998 [118], Scheffer und Schachtschabel 1992 [191], Wild 1995 [244]). Zum anderen die symbionti-
sche N-Fixierung von verschiedenen Mikroorganismen verursacht wird, die in Symbiose mit Pflanzen
leben. Eine Gruppe Mikrorganismen sind Knöllchenbakterien (Rhizobien), die in Symbiose mit Fa-
baceen (früher Leguminosen) leben. Zahlreiche Feldfrüche gehören zu dieser Pflanzenfamilie (Klee-
arten, Lupinen, Luzernen, Wicken und Hülsenfrüchte wie: Erbsen, Linsen und Bohnen). Diese sind
in der Lage bis zu 300 kgNha−1a−1 zu fixieren (Koehn 1998 [118], Scheffer und Schachtschabel
1992 [191], Wild 1995 [244]). Für Thüringen werden aber je nach Fruchtart Werte zwischen 54 und
228 kgNha−1a−1 angegeben (Thüringer Landesanstalt für Landwirtschaft 2001 [219]). Es gibt auch
Strahlenpilzgattungen (wie Frankia), die in Symbiose mit Holzgewächsen (Erle, Gagelstrauch und
Sanddorn) leben und Luftstickstoff binden können. Die bei diesem Prozess fixierten Mengen liegen
zwischen 40 und 85 kgNha−1a−1 (Trepel 2000 [227], Koehn 1998 [118], Scheffer und Schachtscha-
bel 1992 [191]).
Auch zuströmendes Wasser (Grundwasser, Oberflächenwasser und Interflow) kann zu den Nährstoff-
einträgen in Flächen beitragen. Dieser Prozess wurde bisher vor allem für Moore betrachtet, da das
zugeführte Wasser in einem solchen nährstoffarmen System einen erheblichen Anteil des gesamten
verfügbaren Stickstoffs liefern kann (Trepel 2000 [227], Wassen et al. (1990) [237]).
Für das in dieser Arbeit betrachtete Talssperrensystem ist zusätzlich noch der Stickstoffeintrag aus
Siedlungsabwässern von Bedeutung. Dieser berührt im Allgemeinen zwar nicht den Bodenstoffhaus-
halt, aber für die Stickstofffracht der Zuflüsse ist diese Eintragsform mit verantwortlich. Die hier-
bei anfallenden Mengen können mit 11 bis 15 gNEinwohner−1Tag−1 bilanziert werden (Witt und
Schmoll 1999 [246]).
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2.4.2 Stickstoffumsetzung
Der durch die Einträge zugeführte Stickstoff (organisch oder anorganisch) wird durch Umsetzungs-
prozesse im Boden gespeichert oder freigesetzt. Wesentlich für die Verfügbarkeit von mineralischem
Stickstoff für die Aufnahme durch Pflanze oder die Auswaschung durch Sickerwasser ist die Mi-
neralisierung. Bei der Mineralisierung oder Ammonifikation wird organischer gebundener Stickstoff
mikrobiell in mineralischen Stickstoff, in Form von Ammonium (NH4), umgewandelt. Die Minera-
lisierung ist abhängig von dem Kohlenstoff-Stickstoff-Verhältnis (C /N- Verhältnis), der Temperatur,
der Bodenfeuchte und der Bodenluft. Hier bei ist ein enges C /N-Verhältnis, mittlere Bodenfeuchte
(pf 1.7 - 2.7) und damit ausreichender Bodenluft und hohe Temperatur (Optimum bei 50 ◦C) für hohe
Mineralisierungsraten förderlich. Der pH-Wert ist in dem, in Kulturböden normalerweise vorhandenen
Bereich, wenig sensitiv. Erst bei pH-Werten über 8 und unter 5 ist eine deutliche Verminderung der
Mineralisationsraten zu beobachten. Mineralisierungsschübe sind besonders nach einer längeren Pha-
se mit höherer Bodenfeuchte und anschließender Abtrocknung sowie nach intensiver mechanischer
Bodenbearbeitung zu beobachten. (Dilly 1994 [53], Bach und Frede 1996 [10], Koehn 1998 [118],
Mitsch und Gosselink 1993 [151], Turyabahika et al. 1999 [228]).
Böden sind in der Lage das Kation Ammonium reversibel zu binden. Dieser Prozess (Ammoniumfi-
xierung) wird durch den negativen Ladungsüberschuss der sich im Boden befindlichen Dreischichton-
minerale (Illit, Smectit und Vermiculit) (Kationenaustauschkapazität) verursacht. Die wichtigste Ein-
flussgröße für diesen Prozess ist somit der Tongehalt des Bodens. Die Mineralzusammensetzung der
Bodenlösung ist eine weitere Steuergröße, da die verschiedenen Kationen um die Austauscherplätze
auf den Tonmineralen konkurrieren. Diese trifft insbesondere auf Kalium zu, da die Ionenradien von
NH4+ und K+ sehr ähnlich sind (Koehn 1998 [118], Scheffer und Schachtschabel 1992 [191]).
Als weiterer Mineralisierungsschritt wird bei der Nitrifikation das Ammonium in mehreren Schritten
durch Mikroorganismen unter Energiegewinnung in das wesentlich mobilere Nitrat oxidiert.
3NH+4 + 5O2 → 3NO−2 + 4H3O+ (2.4.1)
2NO−2 +O2 → 2NO−3 (2.4.2)
Der erste Reaktionsschritt wird von Bakterien der Gattung Nitrosomonas hervorgerufen. Das dabei
entstandene Nitrit wandelt Nitrobacter Bakterien in einem zweiten Schritt in Nitrat um. Da dieser
Prozess schneller abläuft als die oben dargestellte Ammonifikation ist ein wesentlicher limitierender
Faktor die Verfügbarkeit von Ammonium. Da die Nitrifikation an das Vorhandensein von Sauerstoff
gebunden ist, ist der Wassergehalt und damit der Luftgehalt des Boden eine wichtige Regelgröße. Das
Temperaturoptimum für diese Reaktionen liegt zwischen 25 und 35 ◦C. Bei abnehmender Temperatur
nimmt auch die Nitrifikationsleistung ab, bleibt aber bis 0 - 2 ◦C wirksam. Der optimale pH-Wert
liegt bei 6,7 die Nitrifikationsraten sind aber auch noch zwischen 6 und 8 sehr hoch. In versauerten
Böden wird die Nitrifikation von Pilzen übernommen (Olness [162], Koehn 1998 [118], Scheffer und
Schachtschabel 1992 [191]).
Der mineralische Stickstoff (NH4,NH3,NO3 und NO2) wird von Mikroorganismen auch zum Auf-
bau von Körpermasse genutzt und damit dem Stickstoffkreislauf für die Lebensdauer dieser Orga-
nismen entzogen. Dieser Prozess wird als N-Immobilisierung bezeichnet und wird getrennt von der
Stickstoffaufnahme durch Pflanzenwurzeln, Pflanzen oder von der atmosphärischen N-Fixierung be-
trachtet (Koehn 1998 [118], Scheffer und Schachtschabel 1992 [191]).
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2.4.3 Stickstoffentzüge
Auf landwirtschaftlichen Flächen geschieht der wesentliche Teil des Stickstoffentzuges durch den An-
bau und die Ernte (Scheffer und Schachtschabel 1992 [191]). Wie bereits erwähnt, soll die Düngung an
die zu erwartenden Erträge angepasst werden, hierbei wird die atmosphärische Deposition allerdings
nicht berücksichtigt (Thüringer Landesanstalt für Landwirtschaft 2001 [219]). Das Aufnahmevermö-
gen der Pflanzen ist von der Art, der phaenologischen Phase und dem Wachstumszustand der Pflanzen
abhängig. Zudem spielt der Zeitpunkt der Düngung und damit der Zeitpunkt der Sticktstoffverfügbar-
keit eine erhebliche Rolle bei der Pflanzenaufnahme (Döhler und Schultheiss 1994 [49], Lammel
1994 [130]). Hierbei ist der leicht verfügbare Stickstoff des Bodens am Ende der Vegetationsperi-
ode besonders auswaschungsgefährdet, da die Pflanzen nur noch wenig Stickstoff aufnehmen und die
Wasserversickerung besonders stark ausgeprägt ist. Zwischenfruchtanbau kann diesen Effekt insbe-
sondere auf sonst brach liegenden Feldern abmildern, da die Zwischenfrucht einen erheblichen Teil
des planzenverfügbaren Stickstoffs aufnimmt und in der Pflanzensubstanz zwischenspeichert (Clau-
pein 1994) [35], Lammel 1994 [130]).
Die Denitrifikation stellt einen weiteren wichtigen Entzugspfad dar. Verursacht wird dieser Prozess
durch fakultativ anaerobe Bakterien, die ihren Sauerstoff unter Energieaufwand durch die Reduk-
tion von Nitrat, Nitrit, Stickstoffmonoxid und Distickstoffoxid beziehen. Auf Ackerböden betru-
gen, bei in Deutschland durchgeführten Untersuchungen, die Stickstoffverluste zwischen 0,5 und
16 kgNha−1a−1. Bei gesättigten Verhältnissen können diese Raten deutlich überschritten werden. Im
Einzelnen sind die Stufen der Denitrifikation in den unten stehenden Gleichungen (2.4.4 bis 2.4.6)
aufgeführt.
2NO−3 → 2NO−2 +O2 (2.4.3)
2NO−2 → 2NO +O2 (2.4.4)
4NO → 2N2O +O2 (2.4.5)
4N2O → 2N2 +O2 (2.4.6)
Da die Bakterien nur in ihrer anaeroben Lebensphase auf den Sauerstoff aus Stickstoffoxiden ange-
wiesen sind, ist ein entscheidender Faktor für die Denitrifikation der hohe Wassergehalt (> 80 % des
Porenvolumens) und der damit verbundene Sauerstoffmangel. Auch bestimmt die Sauerstoffverfüg-
barkeit welche Reaktionen der Denitrifikation stattfindet. So endet bei mittlerer Sauerstoffversorgung
die Denitrifikation bei Distickstoffoxid. Besonders hohe Denitrifikationsraten werden unter wechsel-
feuchten Bedingungen erzielt, da sich die Bakterienpopulationen in der aroben Phase besonders stark
ausbreiten und in der anaeroben Phase aufgrund der hohen Population eine sehr hohe Denitrifikati-
onsleistung entwickeln können. Eine große Bedeutung kommt der chemischen Zusammensetzung der
Bodenmatrix und der Bodenlösung zu. Zum einen ist die Denitrifikationsleistung von dem vorhanden-
sein von Stickstoffoxiden abhängig. Zum anderen ist die Anwesenheit von organischem Kohlensstoff
für die Mikroganismen zum Aufbau der körpereigenen Substanz und zur Einergiegewinnung essen-
tiell. Auch Temperatur (Optimum 15 - 35 ◦C) und pH-Wert (Optimum 6 - 8) haben einen Einfluss
auf die Denitrifikationsleistung (Scheffer und Schachtschabel 1992 [191], Koehn 1998 [118], Wend-
land et al. [239], Wendland und Kunkel 1999 [240], Kaiser und Ruser 2000 [107], Davidsson et al.
2002 [42], Vor et al. 2003 [235]).
Eine weitere Form der Denitrifikation beruht auf schwefeloxidierenden Bakterien. Dieser als autotro-
phe Denitrifikation bezeichnete Prozess findet bei der Anwesenheit von Pyrit (FeS2) in der gesättigten
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Zone statt.
14NO−3 + 5FeS2 + 4H3O
+ → 10SO2+4 + 5Fe2+ + 6H2O (2.4.7)
Dieser Prozess läuft deutlich schneller ab als die auf Kohlenstoff basierende Denitrifikation (Kölle
1990 [116], Wendland und Kunkel 1999 [240]).
Stickstoffentzüge können bereits während der Düngung auftreten, so liegt bei der Düngung mit orga-
nischem Dünger ein Teil des mineralischen Stickstoffs als Ammoniak NH3 vor, dass bei Luftzutritt
verdunsten kann. Dieser als Ammoniakvolatilation bezeichnete Prozess ist von der Bodentemperatur,
dem Bodenwassergehalt, pH-Wert und der Ausbringungstechnik abhängig. Insgesamt werden in der
Bundesrepublik ca. 680000 tNH4 im Jahr in die Atmosphäre abgegeben, davon entfallen ca. 2/3 auf
die Wirtschaftsdüngerausbringung. (Koehn 1998 [118], Arbeitsgemeinschaft Trinkwassertalsperren
2000 [6]).
Die Verlagerung von Stickstoff in tiefere Bodenschichten findet meist in Form von Nitrat mit dem
Sickerwasser statt. In leichten Sandböden kann auch Ammonium mit dem Wasserstrom verlagert
werden (Scheffer und Schachtschabel 1992 [191]). Die verlagerten Mengen sind ein Resultat des
Wasserstroms und der in diesem Kapitel beschriebenen Prozesse zum Stickstoffeintrag, -umsetzung
und -entzug.
2.5 Modellierung des Wasser und Stickstoffhaushalts
Wie bereits bei der Betrachtung des Sticktstoffhaushalts Kapitel 2.4 angeklungen, spielen bei der
Modellierung des Stofftransports zwei wesentliche Komponenten eine Rolle. Auf der einen Seite der
betrachtete Stoff selbst und auf der anderen das Transportmedium. Im hier betrachteten Fall des Stick-
stoffs ist das wichtigste Transportmedium Wasser nicht nur für die Transportprozesse verantwortlich,
sondern ist auch eine entscheidende Umgebungsvariable für die Umsetzungsprozesse (vgl. Kapitel
2.4.3). Aus diesen Gründen werden in Stickstofftransportmodellen Wasser und Stoffhaushalt meist
gemeinsam betrachtet. Im Folgenden wird zunächst auf die Entwicklung der Wasserhaushaltskompo-
nente eingegangen. Anschließend wird die gemeinsame Wasser- und Stoffmodellierung erläutert und
ein Überblick über gängige Stofftransportmodelle gegeben.
Die ersten Ansätze, das Abflussverhalten eines Einzugsgebiets durch Computersimulation nachzu-
bilden, wurden mit dem Stanford Watershed Modell verwirklicht (Craford und Linsley 1966 [39]).
Seit dieser Zeit wurden eine Vielzahl hydrologischer Modelle erarbeitet und in Artikeln und techni-
schen Dokumentationen vorgestellt. Trotz ihrer unterschiedlichen Strukturen und Zwecke, für die sie
entwickelt wurden, lassen sich doch gemeinsame Merkmale herausarbeiten:
Vielen Modellen liegen dieselben Annahmen zugrunde, während andere sich wiederum fundamen-
tal unterscheiden. Für eine zusammenfassende Bewertung der verfügbaren Konzepte erscheint es in
jedem Fall sinnvoll, die Vielzahl der Modellansätze zu klassifizieren und systematisieren. Als Krite-
rien hierfür werden von Singh (1995 [205]) der räumliche und zeitliche Betrachtungsmaßstab sowie
die Art der Prozessbeschreibung vorgeschlagen. Ein Einzugsgebietsmodell kann aufgrund seines zeit-
lichen Betrachtungsmaßstabs klassifiziert werden. Einerseits können ereignisbezogene Modelle von
kontinuierlichen Bilanzmodellen unterschieden werden, andererseits lässt sich aber auch das zeitli-
che Intervall der einzelnen Ein- und Ausgaben beziehungsweise interner Berechnungsschritte (stünd-
lich, täglich, monatlich etc.) als Merkmal heranziehen. Die zeitliche Betrachtungsskala ist neben
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der Datenverfügbarkeit im Wesentlichen eine Funktion des Anwendungszwecks des Modells (Singh
1995 [205]). Eine Klassifizierung von Einzugsgebietsmodellen lässt sich auch nach dem räumlichen
Betrachtungsmaßstab durchführen. Die Differenzierung in mikro-, meso- und makroskalige Gebiete
wird von verschiedenen Autoren unterschiedlich definiert (Singh 1995 [205]), kann jedoch durchaus
als Anhaltspunkt herangezogen werden. Allerdings ist ein wesentlicher Punkt bei der Betrachtung
unterschiedlicher Skalen der Geltungsbereich von Prozessalgorithmen sowie die Verfügbarkeit und
Genauigkeit von Eingangsdaten. Der Grad der räumlichen Aggregierung des betrachteten Gebiets bei
der Modellbildung ist ebenso ein wichtiges Kriterium zur Einordnung von hydrologischen Model-
len. Unterschieden werden lumped Modelle („Mittelwertmodelle“), die Einzugsgebiete anhand glo-
baler Parameter charakterisieren, von distributiven Modellen, die ein heterogenes Einzugsgebiet als
System möglichst homogener Teilgebiete betrachten. Diese werden getrennt voneinander modelliert
(Beven 1985 [16], Singh 1995 [205]). Die meisten rasterbasierten Modelle fallen in diese Kategorie
und auch das Konzept der KGGs (Kleinste Gemeinsame Geometrien)(Reiche 1998 [176]). Der distri-
butive Ansatz bietet die Möglichkeit laterale Beziehungen zwischen den Modelleinheiten darzustel-
len (Staudenrausch 2001 [211]). Des Weiteren können noch semidistributive Ansätze unterschieden
werden (Anderson und Burt 1985 [5], Bongartz 2001 [23], Staudenrausch 2001 [211]). Ein Beispiel
hierfür ist der HRU (Hydrological Reponse Unit) von Flügel (1995 [72]), bei dem die Distribution
auf Flächenklassen beruht, deren Einzelflächen nicht verortet sondern zusammen modelliert werden
(Staudenrausch 2001 [211]). Ein weiteres semidistributives Konzept findet in dem Modell SWAT (Soil
Water Assesment Tool) Verwendung. Hier findet zunächst eine Einteilung in Teileinzugsgebiete statt,
innerhalb derer wiederum ohne räumliche Verortung Anteile verschiedener HRU’s ausgewiesen wer-
den (Arnold et al. 1993 [8], Arnold et al. 1998 [9]).
Zur Abgrenzung existierender Modellkonzepte wird häufig auch die Art der Prozessbeschreibung in
der Modellstruktur herangezogen (Anderson und Burt 1985 [5], Singh 1995 [205]). Die Prozessbe-
schreibungen werden in logische und empirische (black box) Modelle, wie etwa eine Regressions-
beziehung, konzeptionelle sowie physikalische (stochastische oder deterministische) Modelle unter-
schieden. Die Übergänge zwischen diesen Kategorien sind jedoch fließend, wobei gilt, dass die Mo-
dellbildung desto komplexer und datenaufwendiger wird, je mehr sie physikalischen Gesetzen folgt.
Konzeptionelle Ansätze nehmen dabei eine, wenn auch nicht klar definierte, Stellung zwischen einfa-
chen Ein- und Ausgabebeziehungen, in denen die Systemprozesse gar nicht betrachtet werden (black
box), und physikalisch-basierten Modellen ein. Oftmals versteht man darunter jedoch eine Aggre-
gierung von Prozessen über ein Flächenelement, wobei der Wasserhaushalt über kaskadierende Spei-
cher gesteuert wird (Anderson und Burt 1985 [5]). Unter der Maßgabe, dass eine detaillierte Pro-
zessbeschreibung auch immer die räumliche Heterogenität berücksichtigen muss, integrieren Wood
und O’Conell (1985 [247]) in ihrer Modellklassifikation die oben genannten Merkmale. Sie unter-
scheiden black box-Modelle, lumped konzeptionelle und distributive physikalisch-basierte Modelle.
Allerdings sprechen sie auch den konzeptionellen Modellen eine quasi-physikalische Struktur zu, da
sie zwar keine differentielle Lösung des Wasser- und Energiehaushalts durchführen, trotzdem jedoch
den Zugriff auf deren Komponenten über die Bilanzierung zwischen den definierten Speichern ge-
währleisten (Wood und O’Conell 1985 [247]).
Einfache Ansätze zur Erfassung von Stickstoffausträgen bieten Bilanzen, wie sie von den Landwirt-
schaftsverwaltungen vorgeschlagen werden (Thüringer Landesanstalt für Landwirtschaft 2001 [219]).
Diese bilanzieren die Stickstoffeinträge (hier in erster Linie die Düngung) und die Entzüge (in erster
Linie den Ernteentzug) gegeneinander auf. Die Differenz der beiden Beträge gilt als potentiell auswa-
schungsgefährdet.
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Für die Kopplung mit dem Wasserhaushalt können die Resultate solcher Bilanzen, von Messungen
oder von auf dem Plot arbeitenden Stickstoffmodellen, Wasserhaushaltsmodellen als Parameter über-
geben werden (Pettersson et al. 2001 [168] , Arheimer und Wittgren 2002 [7]). Diese Modelle ermög-
lichen ein Routing und eine Mischung der außerhalb des Modells ermittelten Stoffmengen. Es werden
hierbei keine Sorptions- und Transformationsprozesse innerhalb des Modells berücksichtigt. (Heb-
bert und Smith [95], Pettersson et al. 2001 [168], Arheimer und Wittgren 2002 [7]). Diese Methode
findet unter anderem in großen Einzugsgebieten Verwendung, in denen die Parameter für eine detail-
liertere Modellierung nur schwer erfassbar sind (Pettersson et al. 2001 [168], Arheimer und Wittgren
2002 [7]).
Für die Mesoskala existieren zahlreiche Modelle, deren Entwicklung auf eine Beschreibung aller
für den Wasser und Stoffhaushalt relevanten Prozesse abzielt. Zahlreiche der Einzugsgebietsmodelle
wurden hierbei aus eindimensionalen Plotmodellen entwickelt. Daher beschränken sich viele dieser
Modelle bei der Modellierung von Einzugsgebieten darauf, das in Teilflächen eingeteilte Einzugs-
gebiet Fläche für Fläche eindimensional abzuarbeiten. Die Ergebnisse der Einzelflächenberechnun-
gen werden zum Gesamtergebnis aufsummiert. Beispiele hierfür sind die Modelle CANDY (CArbon
and Nitrogen DYnamics) (Franko et al. 1997 [73], Umwelt Forschungszentrum 2002 [34]), DYNA-
MIT (DYnamics of Nitrogen in Agricultural Fields; Modelling and Interpolation Tools) (Huwe et al.
1997 [101]), Hermes (Kersebaum und Richter 1997 [111]) und RZWQM (Root Zone Water Quality
Modell) (Ma et al. 2000 [135], Malone 2001 [138]). Die lateralen Prozesse werden bei diesen Model-
len entweder gar nicht (Kersebaum und Richter 1997 [111]) berücksichtigt oder als Senkenterm mit
einer zeitlichen Verzögerung an den Vorfluter weitergegeben (Huwe et al. 1997 [101]). Weiter geht an
dieser Stelle WASMOD (Water And Substance Modell) (Reiche 1991 [173], 1996 [175]), das auch aus
einem Standortmodell entwickelt wurde. Hier wurden nacheinander die lateralen Prozesse zwischen
den Modelleinheiten implementiert, so dass ein vollständiges Routing bis zum Vorfluter ermöglicht
wurde. Bei anderen Modellen wie AGNPS (Agricultural non Point Source Modell) (Young et al.
1987 [251], 1994 [252]) und ANSWERS (Areal Nonpoint Source Watershed Environment Response
Simulation) (Dillaha 2001 et al. [52], Bouraoui et al. 2002 [26]) nahm die Entwicklung einen entge-
gengesetzten Verlauf. Diese Modelle sind aus rasterbezogenen Ansätzen zur Beschreibung des Ober-
flächenabflusses, der Erosion und den damit verbundenen Stofftransportprozessen entwickelt worden.
Aufgrund dieser Fragestellung wurden zunächst Algorithmen zur ereignisbezogenen Simulation ver-
wendet, die einen Focus auf der Beschreibung lateraler Prozesse innerhalb von Einzugsgebieten auf-
weisen. Nachträglich wurden Bodenwasserhaushalt und Stickstoffumsetztungsprozesse und wie bei
AGNPS der Übergang zu AnnAGNPS (Annualized Agricultural non Point Source Modell)[25] zur
kontinuierlichen Simulation implementiert.
Eine weitere Variante der Entwicklung stellen Modelle dar, die durch das Koppeln von unterschied-
lichen Modellentwicklungen entstehen. Dies ist beispielsweise bei MESO-N (Institut für Hydrologie
und Meteorologie der TU Dresden Lehrstuhl für Hydrologie und Wasserwirtschaft der BTU Cott-
bus [103]) der Fall, dass durch die Zusammenführung von AKWA-M (Schwarze und Grunewald
1997 [198]) für den Wasserhaushalt und EHP (Entscheidungs-Hilfe-Programm) für die Stickstoffmo-
dellierung entstanden ist. Im Fall von Mike SHE (Système Hydrologique Européen) ist die Kopplung
deutlich loser, hier werden für Wasser und Stoffhaushaltsmodellierung die eigenständigen Modelle
Mike SHE (Refsgaard und Storm 1995 [172], Yan und Zhang [249] 2001) und Daisy (Hansen et
al. 1990 [91], Abrahamsen 2003 [1]) während der Laufzeit gekoppelt. Laterale Prozesse werden bei
dieser Methode je nach Detailliertheit des Wasserhaushaltsmodells berücksichtigt, wie die Diskreti-
sierung die ebenfalls von dem Wasserhaushaltsmodell bestimmt wird. Einen Schritt weiter geht das
Konzept von OMS (Object Modelling System), dessen Ziel nicht nur darin besteht einzelne Modelle
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zu koppeln, sondern die Prozessalgorithmen innerhalb der Modelle kombinierbar in einem Framework
zur Verfügung zu stellen (David 1997 [41] [40]).
Tabelle 2.1: Vergleich der wichtigsten Eigenschaften unterschiedlicher Modellsysteme zur mesoska-
ligen Stickstoffmodellierung ergänzt nach Starck et al. (1997 [209])
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Wasserhaushalt
Bodenwasserhaushalta + + + + + + + + + + + + + +
Grundwasseranbindung −c + − − ◦b − − + − − + + + +
Laterale Flüsse + + − ◦ + − − + − + − + + +
Vorfluteranbindung + + − + + − − +d − + − + + +
Stickstoffumsetzung
Pflanzenaufnahme + + + + + + + +e + + + + + +
Mineralisation + + + + + + + +e + + + + + +
Immobilisation − + + + + + + +e + + + + + +
Denitrifikation − + + + + + + +e + + + + + +
Stickstofftransport
Wurzelzone + + + + + +
bis zum Grundwasser +
bis zum Vorfluter + + + +d + + +
Kohlenstoffhaushalt + − + − + − − +e − + + − − +
Räumliche Diskreti-
sierung
Raster + + + −h
Polygon +f +f +g +f +f +f −h +g +i +i +f
Zubehör
GIS-Anbindung + + + + + + + + + + + + + +
Parametrisierung + + + + k.A. + − + + − + + + +
+ = vorhanden a vollständig mit Interzeption, Evapotranspiration und Sickerung
− = nicht vorhanden b Anwendung im Festgesteinsbereich
◦ = zum Teil vorhanden c geplant
k.A. = keine Angaben d bei Anbindung von MIKE 11 inklusive Vorfluterprozesse
e bei Kopplung mit Daisy
f Kleinste Gemeinsame Geometrien (KGG)
g HRU’s
h Punktmodell Erweiterung geplant
i Teileinzugsgebiete + HRU’s
Eine Übersicht über Stoffhaushaltsmodelle aus dem deutschen Sprachraum zeigen Starck et al.
(1997 [209]) (vgl. Tabelle 2.1). Die Tabelle wurde aktualisiert (Krysanova et al. 2000 [127], Um-
welt Forschungszentrum 2002 [34]), um die räumlichen Diskretisierungsmethoden erweitert und um
einige International verbreiteten Modelle (Ann)AGNPS (Young et al. 1987 [251], 1994 [252], Bosch
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et al. 2001 [25]), ANSWERS (Dillaha et al. 2001 [52], Bouraoui et al. 2002 [26]), Mike SHE (Refs-
gaard und Storm 1995 [172], Yan und Zhang [249] 2001), RZWQM (Ma et al. 2000 [135], Malone
2001 [138]) und SWAT (Arnold et al. 1993 [8], Arnold et al. 1998 [9]) ergänzt. Es ist erkennbar,
dass unterschiedliche Bereiche in den einzelnen Modellen repräsentiert sind. Der für den Stickstoff
wichtige Kohlenstoffhaushalt ist beispielsweise in nur rund der Hälfte der Modelle repräsentiert, die-
ser ist insbesondere bei längerfristigen Szenarien von Bedeutung. Auch bei der Repräsentation der
Wasserfließpfade bestehen, wie bereits erwähnt, erhebliche Unterschiede. Dies hat, wie die Art der
Diskretisierung, Auswirkungen auf die Möglichkeit Szenarien aufzusetzen, auf deren theoretische
Grundlagen im nächsten Abschnitt eingegangen wird.
2.6 Szenarioentwicklung
Für die Entscheidungsunterstützung ist die Kenntnis möglicher Entwicklungen in der Zukunft von
großer Bedeutung. Um mögliche Formen der Zukunft zu beschreiben, werden Szenarien verwendet
(Meyer 2000 [147]). Ein Szenario ist keine Vorhersage oder Prognose im herkömmlichen Sinn, son-
dern zeigt eine denkbare zukünftige Entwicklung auf. Sie ist weniger ein prognostisches als vielmehr
ein systemanalytisches Werkzeug (Greiner 1992 [86]). Szenarien stellen eine konsistente Annahme
dessen, was sein könnte, dar. Somit erklären sie nicht, was sein wird, sondern was unter den vorge-
gebenen Änderungen von Faktoren sein könnte. Szenarien im eigentlichen Sinne sind nicht durch die
Veränderung eines isolierten Parameters gekennzeichnet, sondern durch die Variation eines ganzen
Parameterbündels (Meyer-Schönherr 1992 [149]) (z.B. Klima, Ökonomische Rahmenbedingungen).
Abbildung 2.2: Denkmodell zur Darstellung von Szenarien (verändert nach Bork et al. 1995 [24])
Unterschieden werden kann zwischen Extremszenarien, die einen möglichen Ereignisraum abgren-
zen sollen (Abbildung 2.2), und Trendszenarien, die wahrscheinlichere zukünftige Entwicklungen
beschreiben. Punkt- bzw. Situationsszenarien unterscheiden sich von Pfad- bzw. Prozessszenarien
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hinsichtlich der zeitlichen Dynamik. Während sich erstere auf einen bestimmten Zeitpunkt bezie-
hen, beschreiben letztere den gesamten zeitlichen Verlauf (Meyer-Schönherr 1992 [149], Gausemeier
et al. 1996 [78]). Auch die Richtung auf der Zeitachse kann sich unterscheiden. Während explorative
Szenarien in die Zukunft gerichtet sind, beschreiben antizipative Szenarien die Entwickungsverläu-
fe retrospektiv. Auch kann zwischen kurzfristigen und langfristigen Szenarien unterschieden werden,
wobei die Grenze zwischen beiden mit 5 Jahren angegeben wird (Gausemeier et al. 1996 [78]).
Unterschieden wird auch die Zielgerichtetheit von Szenarien zwischen deskriptiven, die unabhängig
von den Zielvorstellungen des Entwicklers erstellt wurden, und präskriptiven (normativen), die die
Ziele des Anwenders evaluieren sollen. Wird eine Wahrscheinlichkeit des Eintretens eines Szenarios
angegeben, spricht man von Vorhersagen, andernfalls von Prognosen (Gausemeier et al. 1996 [78]).
Das Vorgehen bei der Entwicklung von Szenarien wird als Szenario-Technik (Szenario-Methode,
Szenario-Analyse) bezeichnet, wenn eine Reihe von Merkmalen erfüllt sind (Götze 1993 [88]).
1. Auseinandersetzung mit dem Ist-Zustand (Systemanalyse),
2. Treffen plausibler Annahmen für Faktoren mit ungewisser zukünftiger Entwicklung,
3. Entwurf mehrerer möglicher und konsistenter Zukunftsbilder und ihrer Entwicklungspfade,
4. Verarbeitung qualitativer und quantitativer Daten,
5. Beinhaltung von Analyse-, Prognose- und Synteseelementen,
6. Systematisches und nachvollziehbares Vorgehen
Die Entwicklung der Szenariotechnik stellt einen Versuch dar, die quasi unendliche Anzahl von mög-
lichen Szenarien zu systematisieren, um die Szenarien transparent und plausibel zu gestalten.
3 Zielsetzung und Methodik
3.1 Forschungsbedarf
Die Bedeutung des Stickstoffaustrages einer Nutzfläche für die Wasserqualität der Talsperre (oder an-
deren Trinkwassergewinnungsanlagen) zu ermitteln, ist mit den bisherigen Modellansätzen nur einge-
schränkt möglich. So sind, wie im Stand der Forschung beschrieben, die meisten Modelle in der Lage,
den Austrag aus einem bestimmten Gebiet zu ermitteln. Dieses Gebiet stimmt allerdings aufgrund des
Modelldistributionskonzeptes (Raster, Teileinzugsgebiete, HRU’s) (vgl. Tabelle 2.1) oft nicht mit den
landwirtschaftlichen Parzellen überein, die die Handlungsgrundlage für den Trinkwasserschutz vor
Ort darstellen. Ein anderes Problem ist, dass der Austrag aus der Einzelfläche nicht direkt den Eintrag
in die Talsperre widerspiegelt. Dies tritt immer dann auf, wenn Entzugs,- Abbau- und Transformati-
onsprozesse auf dem Fließweg bis zur Talsperre stattfinden können (Menzel und Richter 1999 [145]).
Diese Prozesse finden zum einen in den abstromig gelegenen Flächen statt, insbesondere im Uferbe-
reich (Correll 1997 [38], Blackwell et al. 1999 [21]) und zum anderen im Gewässer. Viele Modelle
sind nicht in der Lage diese lateralen Beziehungen abzubilden (vgl. Tabelle 2.1). Selbst wenn sie in
der Lage sind, die einzelen Parzellen und ihre lateralen Beziehungen darzustellen, ist eine Beurteilung
im topologischen Kontext nur schwer möglich. Der Grund hierfür liegt darin, dass die Darstellung der
lateralen Beziehungen in Modellen sich auf den Austrag auf der Einzelfläche bezieht. Den Austrag
einer Fläche zu betrachten reicht aber für die Beurteilung der Fläche im Bezug auf den Eintrag in
die Talsperre nicht aus. Dies gilt, da innerhalb der Abflusskaskade die bereits erwähnten Entzugs,-
Abbau- und Transformationsprozesse die Austragsmenge erheblich modifizieren können.
Schon bei eindimensionaler Betrachtung der Einzelflächen ist es mit herkömmlichen Szenarien (Ka-
pitel 2.6) sehr aufwendig, eine ideale Landnutzungskonfiguration zu ermitteln, da die Kombinations-
möglichkeiten verschiedener Nutzungen auf den Flächen sehr groß sind. Allerdings lässt sich durch
das Durchspielen von Extremszenarien das Austragsverhalten der Einzelflächen ermitteln (Meyer
2000 [147]). Bei Berücksichtigung der lateralen Komponenten wird die Komplexität und damit der
Suchraum um eine Dimension erweitert. Eine optimale Lösung kann demnach durch Szenarien nicht
mit sinnvollem Aufwand gefunden werden. Die Evaluation der Bedeutung lateraler Prozesse beim
Stickstofftransport ist demnach ein Forschungsdefizit. Auch für die systematische Bewertung der Ein-
zelflächen in einem Einzugsgebiet, unter Berücksichtigung der lateralen Prozesse, existiert bislang aus
den oben genannten Gründen kein umsetzbares Verfahren.
Aus diesem Grunde wurde in einer parallel zu dieser Arbeit durchgeführten Dissertation ein auf
Künstlichen Neuronalen Netzen beruhendes Optimierungsverfahren entwickelt (Kralisch 2004 [120]),
das im Rahmen dieser Arbeit parametrisiert und evaluiert wird. Dieses Verfahren ist in der Lage, an-
hand von den Suchraum charakterisierenden Szenarien, eine optimierte Lösung dieses multikriteriel-
len Problems zu finden.
24 Zielsetzung und Methodik
3.2 Ziele
In dieser Arbeit soll die Bedeutung der einzelnen Nutzflächen für die Wasserqualität des Talsperren-
systems Weida-Zeulenroda ermitteln werden. Um dieses Hauptziel zu erreichen sind mehrere Schritte
notwendig die im Folgenden als Teilziele formuliert werden:
1. Charakterisierung der für den Stickstoffhaushalt wesentlichen Gebietseigenschaften (Sy-
stemanalyse). Hierzu sollen die gebietsspezifischen Faktoren Relief, Klima, Böden, Geologie
und die Nutzung für den Menschen beschrieben und in ihrer Relevanz für den Wasser und
Stickstoffhaushalt bewertet werden.
2. Auswahl eines Stofftransportmodellsystems. Es soll ein Modellsystem ausgewählt werden,
das in der Lage ist die Gebietseigenschaften flächenscharf zu erfassen und die für den Stick-
stoffhaushalt wesentlichen Prozesse abzubilden. Da nach der Fragestellung die Flächen nicht
isoliert betrachtet werden sollen, ist hierbei die Berücksichtigung der lateralen Prozesse von
besonderer Bedeutung.
3. Parametrisierung des Einzugsgebietsmodells. Hierbei sollen die für die Modellierung not-
wendigen Daten zusammengestellt, geprüft und daraus die Modellparameter abgeleitet werden.
4. Parametererfassung und Zusammenstellung der Daten für Einzelstandorte. Da über Ein-
zelflächen Aussagen getroffen werden sollen, ist es sinnvoll auch Daten auf Parzellenniveau zur
Validierung zu nutzen und bei Bedarf selbst zu erheben. Hierzu werden zum einen Wasserqua-
litätsdaten eines Dränfeldes herangezogen, die zum Vergleich mit modellierten Stofftransport-
daten dienen. Zum anderen werden zur Überprüfung des Bodenwasserhaushalts umfangreiche
Geländeuntersuchungen durchgeführt und Daten zur Parametrisierung und Validierung gewon-
nen.
5. Modellierung und Validierung des Modells im Einzugsgebiet und auf den Einzelflächen.
Hierbei soll eine Modellierung des Einzugsgebietes sowie der Einzelflächen durchgeführt wer-
den. Das Modell wurde hierzu für die spezifische Fragestellung angepasst und die Modellie-
rung durchgeführt. Anhand der Vergleichsdaten wurde sowohl die Einzugsgebiets- als auch die
Standortsimulationen mit unabhängigen Messwerten validiert und die Modellergebnisse kri-
tisch hinterfragt. Die Fragestellung, inwiefern das Einzugsgebietsmodell in der Lage ist, die
Einzelstandorte zu beschreiben, soll bearbeitet werden, da die Einzugsgebietsmodellierung die
Grundlage für die flächenspezifische Modellierung darstellt. Des Weiteren soll durch Modell-
vergleiche die Bedeutung der Berücksichtigung von lateralen Prozessen für die Beschreibung
des Wasser- und Stoffhaushalt herausgearbeitet werden, da die lateralen Prozesse im Optimie-
rungsverfahren eine wesentliche Rolle spielen.
6. Entwicklung von Szenarien die für das Optimierungsverfahren geeignet sind. Es sollen
Szenarien entwickelt werden, die eine sinnvolle Parametrisierung des von Kralisch (2004 [120])
entwickelten Optimierungsverfahrens ermöglichen.
7. Evaluation der vom Optimierungsverfahren erzielten Ergebnisse. Die von dem Optimie-
rungsverfahren erzielten Ergebnisse sollen so weit möglich validiert werden. Des Weiteren wer-
den Tests über die Repräsentativität der erzielten Ergebnisse durchgeführt.
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Orientiert an der Zielsetzung der Arbeit werden in Kapitel 4 die für den Stickstoffhaushalt wesentli-
chen Gebietseigenschaften des Einzugsgebietes der Talsperren Weida- Zeulenroda beschrieben. Hier-
bei wird, nach einer kurzen Einführung, zunächst auf die geologischen und pedologischen Gegeben-
heiten eingegangen. Die im Gebiet wirksamen Klimaelemente werden anschließend erläutert. Die
Struktur des Talsperrensystems und die hydrologische Reaktion des Gebietes auf die Wetterereignisse
werden als Resultat von natürlichen und anthropogenen Gegebenheiten im Gebiet dargestellt. Zum
Abschluss dieses Kapitels wird die für die Fragestellung entscheidende, da die Haupteintragsquelle
darstellende und planbare, variable Landnutzung mit Fokus auf die landwirtschaftlichen Aktivitäten
erklärt.
In Kapitel 5 wird unter Berücksichtigung der Zielsetzung und der Gebietseigenschaften die Auswahl
des Modellsystems WASMOD (Water And Substance MODel) Reiche 1991 [173] erläutert und an-
schließend eingebettet in das Methodenpaket DILAMO (DIgitale LAndschaftsanalyse und MOdellie-
rung) vorgestellt. Des Weiteren wird das von Kralisch (2004 [120]) entwickelte Optimierungsverfah-
ren in seiner Funktionsweise erläutert und das Zusammenspiel mit dem Modell WASMOD erklärt.
Dieses Kapitel beinhaltet zudem eine Beschreibung der Datengrundlage und die auf dieser Grundlage
aufbauende Ableitung von Modellparametern. Für zwei Einzelstandorte, die im Rahmen dieser Arbeit
aufwendig untersucht wurden, wird das Messprogramm beschrieben.
Die anschließende Modellierung mit WASMOD wird sowohl für das Einzugsgebiet als auch für die
Einzelstandorte im folgenden Kapitel (6) beschrieben. Dies umfasst die Anpassung des Modells an
das Gebiet und die Fragestellung sowie die Evaluation der Bedeutung von lateralen Prozessen. Des
Weiteren werden die Ergebnisse kritisch bewertet und ein Vergleich zwischen dem Standort und dem
Einzugsgebietsmodell mit den am Standort erhobenen Daten durchgeführt.
Im nächsten Kapitel (7) wird auf die Entwicklung von für das Optimierungsverfahren angepassten
Szenarien eingegangen. Es wird die Durchführung der Optimierung beschrieben und deren Ergebnisse
vorgestellt und bewertet. Weiterhin werden die Ergebnisse gegen das Modell WASMOD validiert und
Tests über die Allgemeingültigkeit der erzielten Resultate durchgeführt.
In Abbildung 3.1 ist das methodische Vorgehen der Arbeit schematisch dargestellt. Hierbei ist der
Verlauf der eigenen Arbeiten im linken Bereich der Abbildung dargestellt und die Interaktion mit der
Arbeit von Kralisch im rechten. In der Mitte unten finden sich gemeinsam bearbeitete Abschnitte.
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Abbildung 3.1: Methodischer Ablauf der Arbeit (Rechts Berührungspunkte mit der Arbeit von Kra-
lisch (2004 [120])
4 Einzugsgebiet
Das Einzugsgebiet der Talsperren Zeulenroda und Weida umfasst eine Fläche von 163 km2, wovon
139,65 km2 auf die Talsperre Zeulenroda entfallen. Es befindet sich ca. 30 km südlich von Gera an
der Grenze zwischen Thüringen und Sachsen. Die Thüringer Landkreise Saale-Orla-Kreis und Greiz
haben einen Flächenanteil von etwa 70% des Einzugsgebiets, während die verbleibenden 30% zum
sächsischen Vogtlandkreis gehören.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   

  
  	 

    
 

	


   
  

 





 
   


 
 


 

  
 	
 


  	


  

   



  
 


     

 
 
  

 



 
	

 
 
 
	 
 	

 
 
  	
 

 



  
 


 


   

 




 


 


    

 



ﬀ ﬁ ﬂ
ﬃ   
 !
" # $ % & '
%
( )
* +
)
, - . /
)
0
1 2
2 3 4
576 8
8 9
: ;
; < =
>@?BADC E@FHG@E
IKJL MON P QSR TUQUJUVSP VUMUWKX ML
Y Z\[ Z^] ZB_ Za` ZBb Zdc e
Abbildung 4.1: Lage des Untersuchungsgebiets
Naturräumlich gehört das Untersuchungsgebiet zum östlichen Teil des Thüringer Schiefergebirges.
Dieser Naturraum wird morphologisch durch den Schiefergebirgsrumpf mit einem ausgeprägten
Hochflächencharakter und einzelnen Härtlingsrücken bestimmt. Mit Ausnahme des Haupttales der
Weida streichen die Täler überwiegend SW-NO, was der Hauptstreichrichtung der geologischen For-
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mationen entspricht. Die dominierende Talform – insbesondere im Bereich des Bergaer Antiklinori-
ums – ist das Kerb- bzw. Kerbsohlental. Im südlichen Teil des Einzugsgebietes sind die Täler breiter
und eher als Muldentäler ausgebildet (Schultze 1995[196]). Die Höhe des Untersuchungsgebietes
schwankt zwischen 315 m über NN am Fuße der Talsperre Weida und 565 m über NN im Süden.
4.1 Lithologische und pedologische Verhältnisse
Das gesamte Untersuchungsgebiet liegt in der Faltenzone des Ostthüringer Raumes. Diese entstand,
wie viele deutsche Mittelgebirge, während der variszischen Gebirgsbildung (Seidel 1995[201], Thres
et. al. 1998[217]). Das Gebiet hat Anteil an den drei Großfalteneinheiten Ostthüringer Synklinorium,
Bergaer Antiklinorium und Vogtländisches Synklinorium. Zwischen diesen Einheiten verläuft jeweils
eine bedeutende Störungszone, die das Bergaer Antiklinorium von den beiden Synklinalstrukturen
abgrenzt (Seidel 1995[201]). Das Gesteinsalter nimmt ausgehend vom SW-NE streichenden und nach
SW einfallenden Bergaer Sattel zu beiden Seiten ab (vgl. Abbildung 4.2). Zwischen der Schleizer
Störung im NW und der Vogtländischen Überschiebung im SO bildet der SW-NE streichende und
nach SW einfallende Bergaer Sattel den Kernbereich des Untersuchungsgebietes mit den ältesten
Gesteinen im Zentrum.
Abbildung 4.2: Schematisches Blockbild zur Tektonik und Landschaftsform im östlichen Thüringer
Schiefergebirge (Zeulenroda und Pausa befinden sich im Untersuchungsgebiet) (Wa-
genbreth und Steiner 1990 [236])
Während die durch die Antiklinalstruktur aufgewölbten kambrischen und ordovizischen Gesteine vor
allem in Form von Tonschiefern (z.T. quarzitisch) anstehen, treten die Gesteine des Silur als Kiesel-
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bzw. Alaunschiefer mit einzelnen Vorkommen von Knotenkalk in Erscheinung. Die Flanken des Ber-
gaer Antiklinoriums im SO und vor allem im NW werden durch die lithologisch sehr verschiedenen
Gesteine des Devons aufgebaut. Hier finden sich, neben den weit verbreiteten diabasischen und z.T.
porphyrischen Eruptiva, insbesondere Schiefer, Grauwacken, Breccien und Quarzite. Der im SO an-
grenzende Bereich des Vogtländischen Synklinoriums wird im Untersuchungsgebiet überwiegend von
Tonschiefern in Wechsellagerung mit Sandsteinen aufgebaut. Örtlich wurde auch ein tiefgründiger
Verwitterungsboden kartiert. Nordwestlich des Bergaer Sattels stehen, mit Ausnahme einer weite-
ren Durchragung devonischer Gesteine, ebenfalls Tonschiefer und Sandsteine karbonischen Alters
an. Darüber hinaus wurden hier auch Grauwacken kartiert. Die Täler sind im Untersuchungsgebiet
erwartungsgemäß mit holozänen Auesedimenten, wie Schotter oder Auelehm, verfüllt.
Die Entwicklung des im Untersuchungsgebiet vorhandenen Bodeninventars ist auf der einen Seite
vom Ausgangsgestein geprägt. Auf der anderen Seite spielt auch der Anteil des äolisch akkumulier-
ten Materials (Löss) eine erhebliche Rolle. Im Allgemeinen haben sich aus dem Ausgangsgestein
Böden mit einer lehmigen Textur entwickelt. Hierbei dominiert die Sandkomponente bei den kiesel-
säurereichen Gesteinen (Quazitschiefer und Grauwacken) stärker, während bei den Tonschiefern und
Eruptiva die Tonfraktion einen größeren Anteil einnimmt. Ein überproportionaler Anteil der äolischen
Komponente, und damit der Schlufffraktion, findet sich vor allem bei süd bis ost exponierten, flach
geneigten Hängen. In Tabelle 4.1 ist ein Überblick über die, in der für das Gebiet vorhandenen Karte
(Abbildung 4.3) der Leitbodenformen Thüringens, vorkommenden Bodenklassen dargestellt (Rau et.
al. 1995[171]). Anhand der Tabelle und der Karte ist erkennbar, dass Braunerden das Bodentypenin-
ventar dominieren. Des Weiteren finden sich bei Böden mit feinerer Textur auch Parabraunerden und
Pseudogleye. In steilen Bereichen finden sich gering mächtige Böden wie Syroseme und Ranker. In
den Auen treten Vegen auf, deren Textur abhängig von den Böden der benachbarten Hänge ist. In
flachen Mulden haben sich vereinzelt aus tonreichen Substraten Gleye und Anmoorgleye entwickelt.
Das Ertragspotenzial der Böden ist mittel bis gering, da entweder die Bodenmächigkeit gering ist oder
Probleme mit Staunässe auftreten. Die ertragreichsten Böden finden sich in den Klassen lg3 und lglö
mit Bodenzahlen nach Bodenschätzung bis zu 60 Bodenpunkten (Rau et. al. 1995[171], Schmidt und
Diehmann 1991 [194]).
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Tabelle 4.1: Vergleich der im Gebiet vorhandenen Bodenklassen nach den Leitbodenformen Thü-
ringens und der bodenkundlichen Kartieranleitung (Bodenklassen nach Rau et. al.
1995[171])
Bodengeologische Karte: Bodenkundliche Kartieranleitung:
Symbol Bezeichnung Symbol Bezeichnung Anteil
in %
lg1 Lehm, steinig-grusig
(Schieferschutt)
BBn Typische Braunerde (basenarme
Braunerde) aus Schiefergesteinen
und deren Schutten
33
lg2 sandiger Lehm, stei-
nig (Schieferschutt,
Quarzit)
BBn Typische Braunerde (basenarme
Braunerde) aus Schiefer- und
Quarzitgestein und deren Schutten
11
lg3 Lehm, steinig-grusig
(Schieferschutt, Dia-
bas)
BBn Typische Braunerde (zumeist basen-
reiche Braunerde) aus Schiefer- und
Diabasgestein und deren Schutten
16
lg4 Skelettboden, leh-
mig (Steilhänge im
Schiefergebiet)
BBn,
BB-RN
Typische Braunerde und Brauner-
deranker (basenarme Braunerde)
aus Schiefergesteinen und deren
Schutten
1
lg5 Lehm, tonig –
Staugley (Schie-
ferzerzersatz)
SSn, LL-
SS, SSm
Typischer Pseudogley, Parabraun-
erde-Pseudogley, Anmoor-Pseudo-
gley aus Schiefersolifluktionsschutt
mit Zersatzmaterial
17
lglö Lehm, lößar-
tig – Staugley
(Braunerde) über
Schiefergestein
LL-SS z.
T. SSn
oder BBn
Parabraunerde- Pseudogley (Typi-
scher Pseudogley, Typische Braun-
erde) aus lößartigem Solifluktions-
schutt mit Schiefermaterial
12
h21 Lehm – Vega
(Auelehm über
Sand-Kies)
ABn Brauner Auenboden (Allochtone Ve-
ga) aus schluffig - lehmigen Holozän-
sedimenten
2
h22 Lehm – Vega
(Auelehm in Neben-
tälern)
ABn z.T.
GG-AB
Brauner Auenboden (Allochtone Ve-
ga) aus Lehm und Kolluvium in Ne-
bentälern
1
h32 sandiger Lehm - Ve-
ga (Auelehm in Ne-
bentälern)
ABn GG-
AB z.T.
AB-GG
Brauner Auenboden (Allochtone Ve-
ga) aus aus sandigem Lehm und Kol-
luvium in Nebentälern
5
h4 Lehm, tonig – An-
moorgley (Schiefer-
zersatz)
GMn,
SS-GG
Typischer Anmoorgley und
Pseudogley-Gley aus tonreichem So-
lifluktionsschutt mit Zersatzmaterial
aus Schiefer
2
4.2 Klimatische Verhältnisse 31
Abbildung 4.3: Böden im Untersuchungsgebiet, Erklärung der Legende siehe Tabelle 4.1 (Rau et. al.
1995[171])
4.2 Klimatische Verhältnisse
Das Klima des Einzugsgebietes des Talsperrensystems Zeulenroda-Weida kann laut Klassifikations-
schema von Köppen und Geiger als gemäßigt, immerfeucht und sommerkühl bezeichnet werden
(Thiel 2000[214]). Durch die Leelage zu Thüringer Wald und Harz sind die Niederschläge mit ca.
690 mm vergleichsweise niedrig. Die Niederschlagsverteilung im Gebiet ist relativ homogen (Abbil-
dung 4.4) und nimmt mit zunehmender Geländehöhe nach Süden hin zu. Im Sommerhalbjahr fällt,
wie für Mitteleuropa typisch, der größere Anteil des Niederschlages durch die sommerlichen Kon-
vektivniederschläge. Der im Nordosten des Gebietes erkennbare Niederschlagsabfall zwischen den
Stationen Zeulenroda und Zeulenroda Talsperre ist ebenfalls auf die Geländehöhe zurückzuführen, da
die Station Zeulenroda Talsperre ca. 100 m tiefer liegt als die Station Zeulenroda. Die Durchschnitt-
stemperatur von ca. 7 ◦C ist im bundesdeutschen Vergleich eher niedrig. Für das Einzusgebiet des
Pegels Läwitz wurde ein mittlerer Gebietsabfluss (1975 – 2000) von 210 mm gemessen. Zusammen
mit dem mittleren Niederschlag ergibt sich eine langjährige Verdunstungsrate von ca. 480 mm. Die
Winter sind relativ lang und schneereich, so dass die Vegetationsperiode vergleichsweise spät einsetzt
(Thres et. al. 1998 [217]).
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Abbildung 4.4: Durchschnittliche Winter- und Sommerniederschläge im Untersuchungsgebiet, Da-
ten Deutscher Wetterdienst, Interpolation mit IDW
4.3 Hydrologie
Die Trinkwassertalsperren Weida und Zeulenroda gehören zu dem Trinkwassertalsperrensystem
Weida-Zeulenroda-Lössau. Während die Talsperren Zeulenroda und Weida, wie in Abbildung 4.5
skizziert, über die Weida in die Weiße Elster entwässern, gehört die Talsperre Lössau zum Flussge-
biet der Saale, in die sie über die Wisenta entwässert. Verbunden sind die Flussgebiete über einen
2,3 km langen Überleitungsstollen, der aus der Talsperre Lössau oberhalb der Talsperre Zeulenroda in
die Weida mündet (Thüringer Talsperrenverwaltung 1998 [225]). Dieser Stollen wird aufgrund stark
gesunkener Wassernachfrage kaum noch genutzt, so dass in dieser Arbeit nur die Einzugsgebiete der
Talsperren Weida und Zeulenroda berücksichtigt werden (Fink et. al. 2003 [66]). Der in Abbildung
4.5 dargestellte Hochwasserspeicher Hohenleuben liegt unterhalb der Trinkwasserentnahme in der
Talsperre Weida und gehört deshalb nicht zum hier betrachteten Trinkwassereinzugsgebiet. Für die
Validierung steht ein Pegel zur Verfügung, der etwas über 60 % des Einzugsgebietes erfasst und sich
am Hauptzulauf der Zeulenroda Talsperre befindet.
Das Abflussverhalten der Weida ist durch geringe Verzögerungszeiten auf Niederschlagsereignisse
gekennzeichnet. Die Ursachen hierfür liegen in dem geologischen Untergrund und dessen Verwit-
terung. Ein großer Teil des Gebietes wird durch weitgehend undurchlässiges Gestein (Tonschiefer)
geprägt. Die wenigen vorhandenen Klüfte sind meist mit weitgehend undurchlässigem Feinmaterial
verfüllt. In dem lithologisch ähnlichen Gebiet Rheinisches Schiefergebirge nahm (Flügel 1999 [70])
an, dass keine Tiefenversickerung stattfindet. Auch in den zahlreich im Thüringer Schiefergebirge
vorhandenen Schieferbrüchen wurde der Abbau nie durch Grundwasserzuflüsse beeinträchtigt (Thres
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et. al. 1998[217]).
Abbildung 4.5: Staustufen des Weidatalsperrensystems(Thüringer Talsperrenverwaltung 1998 [225])
Vereinzelt stehen allerdings auch durchlässige Gesteine an. An den Flanken des Bergaer Antiklino-
riums finden sich Kalkknotenschiefer, Kieselschiefer, Alaunschiefer und Eruptivgesteine wie Diabas
und Tuff. Diese Gesteine sind teilweise verkarstet, gut geklüftet und weisen lokale Zersatzbildungen
auf. In Mittelgebirgslagen sind unterschiedlich mächtige periglaziale Lagen verbreitet, die einen er-
heblichen Einfluss auf das hydrologische Verhalten des Gebiets ausüben (Kuntze et. al. 1994 [128]).
Diese Schichten werden klassifiziert als:
• Basislage, diese liegt direkt auf dem Anstehenden und besteht aus solifluidal eingeregeltem
Schieferzersatz. Sie ist feinerdearm und weist eine hohe Leitfähigkeit auf. Die Basislage kann
als Hauptaquifer für den Interflow betrachtet werden, zumal aufgrund der Einregelung die Leit-
fähigkeit anisotrop ist und den hangparallelen Wasserfluss bevorzugt. Sie tritt im Mittelgebirge
außer in den Auenbereichen annähernd flächendeckend auf.
• Mittellage, diese besitzt einen hohen äolischen Anteil (Löss) und tritt eher an flachen Hängen
und in konkaven Bereichen auf. Sie liegt auf der Basislage auf und bildet Böden mit Körnungs-
sprung wie Parabraunerde und Pseudogley. Diese Eigenschaften treffen im Gebiet insbesondere
auf die Bodenklasse lglö Kapitel 4.1 zu.
• Hauptlage, diese stellt den Oberboden dar und weist ebenfalls eine äolische Komponente auf.
Ihre hydrologische Wirksamkeit besteht in der Speicherung von Wasser (Feldkapazität des Bo-
dens), die je nach Mächtigkeit sehr erheblich (>300mm) sein kann.
In den Talbereichen wurden durch pleistozäne Solifluktion und holozäne Erosion Sedimente akkumu-
liert. In diesem Lockermaterial befindet sich Grundwasser, das häufig in enger Interaktion mit dem
Vorfluter steht. Das Abflussregime im Einzugsgebiet ist, abgesehen von der Landnutzung, weiteren
starken anthropogenen Einflüssen unterworfen. Angefangen bei den Flächen, die zu 17 % drainiert
sind, bis zu den Talsperren, die das Abflussverhalten am Gebietsauslass dominieren, ist das Einzugs-
gebiet vom Menschen überprägt. Die Gerinne im Gebiet sind vielfach begradigt und weisen sehr
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häufig kaskadenartig angelegte Teiche auf. Der Gewässerausbau und die Drains sorgen für kürzere
Verzögerungszeiten der Niederschlags-Abfluss-Beziehung. Die Teiche haben eher eine dämpfende
Wirkung auf den Abflussverlauf.
4.4 Landnutzung
Das Untersuchungsgebiet wird durch landwirtschaftliche Nutzung dominiert (65,5% der Fläche). Der
Wald nimmt einen Anteil von 29,3% der Fläche ein, wobei der Nadelwald ca. 95% des Gesamt-
waldbestandes bildet. Außerdem befinden sich im Gebiet ca. 5% Siedlungsflächen, die sich auf zwei
Kleinstädte – Zeulenoda und Pausa – und auf eine Vielzahl kleinerer Siedlungen aufteilen. Die Tal-
sperren nehmen zusammen mit den zahlreichen Teichen einen Flächenanteil von ca. 2% ein (Flügel
und Müschen 2001[71]).
Die landwirtschaftlichen Nutzflächen werden zum erheblichen Anteil zur Produktion von Viehfutter
genutzt. Gründe hierfür finden sich bei den Böden, die durch ihren hohen Skelettanteil die Produkti-
on von Kartoffel und Zuckerrüben unwirtschaftlich machen. Außerdem bewirkt das vergleichsweise
kühle Klima eine Verkürzung der Vegetationsperiode und erschwert damit den Anbau anspruchsvoller
Kulturen, wie zum Beispiel Backweizen. So beschränkt sich der Marktfruchtanbau im Wesentlichen
auf Raps zur Ölgewinnung und auf Braugerste. Aus diesen Anbaubedingungen resultieren folgende
Flächenanteile am Gesamtgebiet der wesentlichen Feldfrüchte:
Tabelle 4.2: Flächenanteile der landwirtschaftlichen Feldfrüchte (Daten Thüringer Talsperrenverval-
tung)
Nutzung Flächenanteil im Jahr 98 Flächenanteil im Jahr 99
Grünland 13,0% 12,8%
Feldgras / Kleegras 4,3% 4,1%
Winterweizen 10,5% 11,2%
Tritikale 1,4% 1,3%
Winterroggen 1,1% 1,1%
Wintergerste 8,4% 5,9%
Sommergerste 8,8% 7,5%
Mais 5,2% 5,9%
Raps 9,1% 12,2%
Die aus der Tabelle ersichtlichen Verhältnisse zwischen Hackfrüchten (Raps und Mais) und Getreide
liegen bei ungefähr 1/3 zu 2/3 (1998 14,3%, 31,2 %, 1999 18,1 %, 27,5 % ). Dieses Verhältnis ent-
spricht der in Mitteleuropa weit verbreiteten Fruchtfolge: Getreide, Getreide, Hackfrucht. Die Unter-
schiede zwischen den beiden Jahren können als fruchtfolgebedingt angesehen werden. Die Nutzungs-
intensität ist aufgrund der Trinkwasserschutzgebiete reduziert. Dies gilt insbesondere für die Schutz-
zone II, bei der die Düngung auf 80% des Bedarfs reduziert ist (Landesverwaltungsamt 1998[221]).
5 Methoden und Material
In diesem Abschnitt wird zunächst eine Begründung für den Einsatz des Modells WASMOD (Water
And Substance MODel) geliefert. Anschließend wird eine Beschreibung der Vorverabeitungswerk-
zeuge, in die WASMOD eingebettet ist, und eine Beschreibung des Simulationsmodells selbst gege-
ben. Abschließend wird die Datengrundlage, Ableitung und Messung der zur Modellierung benötigten
Parameter erläutert. Für sämtliche GIS-Arbeiten wurde hierbei das Programm ARC/Info und für die
Kartendarstellung ArcView der Firma ESRI verwendet.
5.1 Modellauswahl
Aus den Zielsetzungen (Kapitel 3.2) und den darzustellenden Gebietseigenschaften (Kapitel 4) er-
geben sich Forderungen, die das in dieser Arbeit eingesetzte Stoffhaushaltsmodell erfüllen sollte. Ein
zentrales Kriterium hierbei ist, dass Aussagen über Einzelflächen möglich sind. Das bedeutet, dass der
Stoffhaushalt aufgrund von parzellenspezifischen Parameter ermittelt wird und auch Modellierungen
auf dem Plot möglich sind. Diese Forderung trifft aufgrund ihrer Entstehungsgeschichte (Kapitel 2.5)
auf die meisten Modelle, die in Tabelle 2.1 dargestellt sind, zu. Nicht erfüllt wird diese Bedingung
von SWAT und SWIM, die aufgund der Einteilung in Teileinzugsgebiete keine Aussagen über die Flä-
chen innerhalb derselben zulassen. Auch die auf Rastern beruhenden Modelle (AGNPS, ANSWERS,
MIKE SHE) weisen keine ausreichende geometrische Genauigkeit auf. Ein weiteres wichtiges Krite-
rium ist die Berücksichtigung der topologischen Kommunikation der Teilflächen untereinander und
damit die Berücksichtigung der lateralen Transportkomponenten. Dies ist in vielen Modellen (CAN-
DY, Expert-N, HERMES, MINERVA, SIMULAT), die aus Plotmodellen hervorgegangen sind, nicht
vorhanden. Die Eigenschaften des Einzugsgebietes sowohl Festgesteinsgrundwasserleiter als auch lo-
kale Lockergesteinsaquifere in den Auen aufzuweisen, macht eine Anbindung und Simulation des
Grundwassers erforderlich. Dies ist bei den Modellen DYNAMIT, MESO-N und RZWQM nicht ge-
geben. Ein Modell, dass die hier genannten Eigenschaften aufweist, ist WASMOD, das in dieser Arbeit
Verwendung findet. Es ist eingebunden in ein Methodenpaket zur Landschaftsanalyse und Parametri-
sieung, was im Folgenden vorgestellt wird. WASMOD ist auch in der Lage den Kohlenstoffhaushalt
zu simulieren. Dies ermöglicht die Darstellung mittelfristiger Veränderungen im Wasser- und Stoff-
haushalt, die mit der organischen Substanz im Boden im Zusammenhang stehen (Kapitel 2.3). Für die
Evaluation von Wasserschutzmaßnahmen ist diese mittelfristige Perspektive von großer Bedeutung.
5.2 Methodenpaket DILAMO
Für die Auswertung landschaftsbezogener Daten wurde am Ökologiezentrum Kiel das Methodenpa-
ket DILAMO (DIgitala LAndschaftsanalyse und MOdellierung) entwickelt. Dieses enthält Module
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zur raster- und vektororientierten Reliefauswertung (Topnew und Toptra), zur Bereitstellung von Bo-
dendaten (BOSSA) und zur hydrologischen Modellierung (WASMOD)(Reiche et al. 1999 [178]).
Tabelle 5.1: DILAMO ein Methodenpaket zur digitalen Landschaftsanalyse und Modellierung (nach
Reiche et al. 1999 [178] verändert)
Informationsebenen
Boden Relief Gewässernetz und an-
dere linienhafte Land-
schaftselemente
Flächennutzung und
Vegetation
Datenquellen
Kartierergebnisse,
Profilbeschriebe
(Bodenschätzung).
Digitale Höhenmodel-
le (DGM 5; DGM 25).
ATKIS Geometrien
und Attributinfor-
mationen, DGK-5,
Aufzeichnungen der
Wasser u. Bodenver-
bände.
Biotoptypenkartierung
der Landesämter,
Fernerkundung,
Gemeinde- und Agrar-
statistik.
Auswertungsmethoden und Modelle
„BOSSA-SH“ profil-
bezogene Ableitung
relevanter Bodenkenn-
größen, Bewertung
der Bodenfunktionen.
„TOPNEW“ Analyse
der Reliefsituation
(Hang- u. Senkeniden-
tifikation, Abgrenzung
topographischer
Einzugsgebiete,
Erosionsabschätzung).
„TOPTRA“ Kalkula-
tion von Grundwas-
sergleichen u. Analyse
der Abflusssituati-
on, flächenbezogene
Oberflächen- u.
Grundwasserab-
flusszuordnung.
„WaSMOD“ flächen-
hafte dynamische Mo-
dellierung von Stoff-
u. Wasserflüssen in der
Biosphäre, Pedosphä-
re und Hydrosphäre.
Ergebnisse
Bodenarten/typen-
kennzeichnung, Zu-
ordnung bodenphysi-
kalischer Eigenschaf-
ten, Einordnung in ein
funktionsbezogenes
Bewertungsschema.
Rasterbezogene An-
gaben zur Hanglänge,
-form und -neigung,
Angaben zum mitt-
leren jährlichen
Bodenabtrag.
Mittlere Grundwas-
serstände, Kenn-
zeichnung von Ab-
flussbarrieren und
Einzugsgebietsgren-
zen.
Polygon- und vor-
fluterbezogene
Berechnung von
Wasser-, Kohlen-
stoff-, Stickstoff- und
Phosphorbilanzen.
5.2.1 BOSSA
Der Boden ist eine aufwendig zu erfassende Landschaftseinheit. Dies hat zur Folge, dass die mei-
sten Bodenkarten entweder stark generalisiert oder nicht flächendeckend vorhanden sind. Aus diesem
Grund wurde das Computerprogramm BOSSA (Bodenschätzungsstandardauswertung) entwickelt,
um Bodenschätzungsdaten, die auf allen landwirtschaftlich genutzten Flächen im Bundesgebiet auf-
genommen wurden, nutzbar zu machen. Hierzu werden die Grablochbeschriebe der Bodenschätzung
in die Nomenklatur der Bodenkundlichen Kartieranleitung [2] übersetzt. Daraus werden mit Hilfe
der Schätztabellen der KA4 Bodenparameter (Bodenart, Bodentyp, pF-Werte, kf-Werte, etc) abgelei-
tet. Zusätzlich wird noch eine Bewertung hinsichtlich der Bodenfunktionen vorgenommen (Reiche
1998 [176], Reiche et al. 1999 [177]).
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Darüber hinaus wurde noch das Programm SURREAL (Soil and sURface RElated Area Location) zur
Extrapolation der Grablochbeschreibungen der Bodenschätzung entwickelt. Zur Extrapolation werden
als Parameter Nachbarschaft, Reliefeinheit (aus Topnew) und Grundwasserflurabstand (aus Toptra)
herangezogen (Fink 1998 [65], Fink und Reiche 1999 [67]). Die Programme BOSSA und SURRE-
AL fanden in der vorliegenden Arbeit keine Anwendung, da auf andere Bodendaten zurückgegriffen
wurde (Kapitel 5.4.1.2).
5.2.2 Topnew
Das in Fortran77 programmierte Modul Topnew dient der rasterorientierten Reliefauswertung. Die
Dateneingabe erfolgt über eine ASCII-Datei, die Rechtswert, Hochwert und Höhe enthält. Bei der
Verarbeitung werden für jede Zelle im digitalen Geländemodell (DGM) die größte Neigung und Hang-
richtung zu den Nachbarzellen bestimmt. Aus den Ergebnissen dieser Berechnung wird die Kaska-
denlänge (die Anzahl hangaufwärtsgerichteter Zellen) für jede Zelle berechnet. Anhand der interaktiv
eingegebenen Parameter Mindesthanglänge und Mindestsenkentiefe werden die Rasterzellen in die
folgenden Reliefkategorien eingeteilt:
1. Senke (lokale Senke)
2. Ebene (Gefälle unter 2%)
3. Hang (Gefälle über 2%)
Bezogen auf die ermittelten lokalen Senken werden Teileinzugsgebiete für den Lateralabfluss abgelei-
tet. Des Weiteren ist mit Hilfe von Topnew bei der Integration von Zusatzdaten (Boden und Nutzungs-
informationen) eine Erosionsgefährdungsabschätzung auf Basis der Universal Soil Loss Equvation
(USLE) möglich (Meyer 1996 [146], Dibbern et al. 1996 [51], Reiche et al. 1999 [178]).
5.2.3 Toptra
Das Werkzeug Toptra ist ebenfalls in Fortran77 geschrieben. In Kombination mit dem GIS ARC/INFO
führt Toptra die auf Polygone bezogene, hydrologische Gebietscharakterisierung durch. Vorausset-
zung dafür sind die Ergebnisse von Topnew und eine digitale Vektorkarte mit den folgenden Informa-
tionsebenen:
1. Landnutzung
2. Gewässernetz
3. Bodeninformation
4. Dränkarte
5. Hydrogeologische Karte
Des Weiteren werden noch eine gebietsbezogene Grundwasserneubildung und, alternativ zu den In-
formationen der hydrogeologischen Karte, ein allgemeiner Leitfähigkeitsbeiwert (kf-Wert) interaktiv
eingegeben. Die Ergebnisse dieser Berechnung stellen sowohl eine hydrologische Gebietscharakte-
risierung als auch obligatorische Eingangsgrößen für das hydrologische Modell WASMOD (Kapitel
5.2.4.2) dar. Das Programm liefert (Dibbern et al. 1996 [51], Reiche et al. 1999 [178]):
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1. Zuordnung von z-Koordinaten (Höhenangaben) zu einzelnen Polygonschwerpunkten.
2. Zuordnung von z-Koordinaten zu linearen Objekten: Vorfluterabschnitten, Gewässerrändern
und allgemeinen Flächengrenzen.
3. Erstellung der Polygontopologie mit dem Kriterium der niedrigste Flächengrenze zum Nach-
barpolygon.
4. Berechnung von Grundwassergleichen in Abhängigkeit von der Vorfluterhöhe, einer gebietsbe-
zogenen jährlichen Grundwasserneubildungsrate und einem abgeschätzten Kf-Wert.
5. Abgrenzung von grundwasserbezogenen Einzugsgebieten.
6. Analyse von linienhaften Landschaftselementen in ihrer Funktion als Abflussbarrieren.
5.2.4 Hydrologisches Modell WASMOD
5.2.4.1 Entwicklung des Modells
Das in dieser Arbeit ausgewählte Modell WASMOD wurde mit der Intention entwickelt, „einen
möglichst hohen planerischen – also regionalisierenden – Anwendungsbezug herzustellen“ (Reiche
1991 [173]). Aus dieser Motivation heraus entstand ein Modellsystem, das mit Parametern arbeitet,
die eine breite Verfügbarkeit aufweisen (Reiche 1991 [173]). Zudem wurde das Distributionskonzept
der Kleinsten Gemeinsamen Geometrien (KGG) angewandt, welches die Eingangsdaten sowohl in-
haltlich als auch geometrisch weitgehend erhält. Zudem werden innerhalb des Modells physikalisch
basierte Algorithmen verwendet, die es ermöglichen, anhand der vorhanden Gebietsinformationen,
eine möglichst teilflächenspezifische Aussage über den Wasser- und Stoffhaushalt eines Einzugsge-
bietes zu treffen.
In verschiedenen Arbeiten wurden und werden während der Entwicklung des Modells Abgleiche
zwischen Modellergebnissen und Messwerten vorgenommen. Angefangen mit Arbeiten auf Einzel-
standorten (Müller 1987 [152], Fränzle et al. 1987 [76]) zur Abschätzung der Bodenpassage von
Umweltchemikalien unter unterschiedlichen Boden und Klimabedingungen, wurden die meisten Ar-
beiten im Lockergesteinsbereich der Norddeutschen Tiefebene durchgeführt und angepasst. Beispiele
hierfür sind (verändert nach Trepel 2000 [227]):
• Bilanzierung von Wasser- und Stickstofffrachten in Grund- und Oberflächenwässer des Ein-
zugsgebiets der Schmalenseefelder Au (Reiche 1991 [173]).
• Temperatur- und Feuchteberechnungen im Rahmen von Untersuchungen zur Aktivität von Bo-
denmikroben (Haluszcak et al. 1991 [90], Kutsch 1996 [129]).
• Bilanzierung von Wasser- und Stickstofffrachten in Grund- und Oberflächenwässer des Ein-
zugsgebiets des Belauer Sees (Reiche 1994 [174], Schimming et al. 1995 [192]).
• Modellrechnungen zur Grundwasserdynamik von Feuchtgrünlandstandorten (Schrautzer et al.
1996 [195]).
• Modellrechnungen zur Auswirkung kleinräumiger Standort-Heterogenitäten auf den Wasser-
und Stickstoffhaushalt (Reiche und Schleuss 1992 [180], Reiche und Müller 1994 [179]).
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• Vergleich gemessener und simulierter Wasser und Stoffausträge einer 60 ha großen dränierten
Ackerfläche (Göbel 1997 [79]).
• Simulation der Abflussdynamik für das Einzugsgebiet der Osterau und Vergleich mit Abfluss-
messungen (Kessler 1998 [113].
• Quantifizierung der Stickstoffdynamik von Ökosystemen auf Niedermoorböden (Trepel
2000 [227]).
• Vergleich unterschiedlicher Modellansätze zur Abschätzung von Stickstoffausträgen aus land-
wirtschaftlich genutzten Flächen (Weiss 2000 [238]).
Einen stärkeren planerischen Aspekt verfolgten die Arbeit von Meyer (2000 [147]), der die Entwick-
lung, Modellierung und multifaktorielle Bewertung im Gebiet der Bornhöveder Seenkette in den Fo-
kus seiner Arbeit stellt. Einen ökonomischen Ansatz verfolgte Dibbern (2000 [50]), die eine Modell-
kopplung von WASMOD mit dem linearen Optimierungsmodell Lingo durchführte und auf diesem
Weg sowohl ökonomisch als auch ökologisch sinnvolle Landnutzsysteme zu finden.
Für Arbeiten im Festgesteinsbereich wurden Modellanpassungen im Bodenwasserhaushalt vorgenom-
men und ein Schneemodul integriert. Die schon Mitte der 90er Jahre begonnene Arbeit im Festge-
steinsbereich der Leine von Gerold und Cyffka (1998 [81]), die den Vergleich verschiedener Regiona-
lisierungsansätze zum Thema hatte, hat den Anstoß zur Implementation des Interflow in WASMOD
gegeben. Die Arbeit von Kenkel (1999 [110]) befasste sich mit der flächenscharfen Modellierung des
Nitrataustrages im Einzugsgebiet einer Trinkwasserfassung im Festgestein. Im Rahmen der Arbeit
von Bende-Michl (in Vorbereitung) im Rheinischen Schiefergebirge zu Regionalisierungsverfahren
wurde eine Modifikation des Bodenwasserhaushalts durch die Implementation einer dichten Schicht
vorgenommen. Für die Modellierung in der Röhn (Enders (2000 [57] und Meyer 2002 [148]), die
sich mit Planungsszenarien für das Biosphärenreservat Röhn befasst, wurde aufgrund der Bedeu-
tung des Schnees in diesem Gebiet, ein einfaches Schneemodul implementiert. Die Arbeit von Rinker
(2001 [184]), die eine Modellanwendung auf künstlichem Substrat (Abraumhalde im Braunkohletage-
bau) zeigte, befasste sich mit der Grundwasserneubildung und der Auswirkung geplanter Maßnahmen
zum Gewässerschutz.
5.2.4.2 Struktur des Modells
In der Prozess-Steuerung von WASMOD wird eine Teilfläche für 1 Jahr verarbeitet und anschlie-
ßend mit der nächsten Teilfläche in der Abflusskasade fortgefahren. Hierbei werden die Ergebnisse
der lateralen Flüsse zwischengespeichert und im nächsten Schritt der darauf folgenden Fläche überge-
ben. Innerhalb der Fläche wird prozessbezogen in unterschiedlichen Zeitschritten (je nach Dynamik
des Systemzustandes) iteriert. Dies ermöglicht eine sehr exakte Berechnung der physikalisch basier-
ten Prozesse (beispielsweise, Bodenwasserhaushalt) und gleichzeitig Rechenzeitersparnis für die eher
konzeptionellen Kalkulationen beispielsweise Verdunstung und Phänologie, die in zeitlich geringe-
rer Auflösung modelliert werden. Dies steht im Gegensatz zu vielen anderen Modellen, die mit fe-
sten Zeitschritten arbeiten (bsw. PRMS (Leavesley 1983 [132]), J2000 (Krause 2001 [122]), HBV
(Bergström 1995 [15])). In Abbildung 5.1 ist ein Überblick über die Prozess-Steuerung der wichtig-
sten Module dargestellt.
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Abbildung 5.1: Prozess-Steuerung in WASMOD (Reiche 1996 [175])
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Die Transport- und Transformationsprozesse finden in der Vegetationsschicht, auf der Bodenoberflä-
che, in der durchwurzelten Zone sowie in der gesättigten und ungesättigten Zone statt. Dabei werden
die Transportprozesse „quasi dreidimensional“ berechnet, indem vertikale und horizontale Vorgänge
nacheinander simuliert werden (Reiche 1996 [175]). Lateraler Transport findet an der Oberfläche, im
Grundwasserleiter sowie als Interflow statt und endet im Vorfluter.
Eine Übersicht der im Modell abgebildeten Mechanismen und die Einsatzmöglichkeit von WASMOD
ist in Tabelle 5.2 dargestellt.
Tabelle 5.2: Liste der berücksichtigten Einzelprozesse (Reiche 1991 [173])
A als Standortmodell
1 Simulation der Bodenwasserdynamik (inkl. Interzeption, Evapotranspiration, Infiltration)
2 Simulation des Drän-Abflusses
3 Simplifizierte Simulation des Grundwasserabflusses und des Grundwasserflurabstandes
4 Simulation des vertikalen Transportes gelöster Stoffe in Böden (inkl. Aufnahme durch Pflan-
zenwurzeln)
5 Simulation der Ad- und Desorptionsdynamik von Stoffen in Böden
6 Berechnung des vertikalen Bodenwärmetransports
7 Simulation der Kohlenstoff-Umsetzungsprozesse im Boden (Humifizierung, Mineralisation in-
kl. Quantifizierung der CO2-Freisetzung)
8 Berechnung der mikrobiell gesteuerten Stickstoffumsetzungsprozesse im Boden und an der Bo-
denoberfläche (N-Ammonifizierung, N-Nitrifizierung, N-Denitrifikation, N-Immobilisierung)
9 Berechnung der gasförmigen NH4-N-Verluste
10 Berechnung des lateralen Transportes gelöster Stoffe durch die gesättigte Zone
11 Berechnung des Transportes gelöster Stoffe mit dem Dränwasser
12 Abschätzung langfristiger Veränderungen der Wasserleitfähigkeit und des Wasserhaltevermö-
gens in Abhängigkeit von der Humusdynamik
13 Quantifizierung der N- und C-Akkumulation unterschiedlicher Pflanzenkompartimente
B als Gebietsmodell auf der Grundlage der Standortmodellierung
1 Simulation des Oberflächenabflusses vom Hang bis in den Vorfluter bzw. in abflusslose Senken
2 Berechnung von flächenbezogenen Wasser- und Stickstoffbilanzen mit hierarchisiertem Flä-
chenbezug von der ’kleinsten Geometrie’ (definiert durch einheitliche Vegetation, Relief- und
Bodenparametrisierung) über Einzelschläge, Teileinzugsgebiete bis zum Gesamteinzugsgebiet.
3 Berechnung von Abflussmengen und Stickstofffrachten als Eintrag in Gewässer und Gewäs-
serteilabschnitte in unterschiedlicher zeitlicher Auflösung.
Im Folgenden werden die wesentlichen Module von WASMOD in Anlehnung an Reiche (1991 [173],
1994 [174], 1996 [175]) und Meyer (2000 [147]) dargestellt.
Der Wasserhaushalt wird durch die Module Bodenwasserdynamik, Evapotranspiration, Interzeption
und Oberflächenabfluss beschrieben. Abbildung 5.2 stellt die Interaktion, der im Folgenden näher
erläuterten Prozesse, dar.
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Abbildung 5.2: Teilprozesse der Wasserhaushaltsmodellierung in WASMOD erweitert nach Reiche
(1996 [175])
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Die vertikale Bodenwasserbewegung lässt sich durch die, von der Kontinuitätsgleichung und
dem DARCY-Gesetz abgeleitete, allgemeine Bewegungsgleichung des Bodenwassers darstellen
(Richards-Gleichung) (Richards 1931 [181]):
δΘ
δt
=
δΘ
δz
(
k(Θ)
(
δ
ψ
δz
− 1
))
(5.2.1)
mit: Θ Wassergehalt (%)
t Zeit (s)
k Durchlässigkeitsbeiwert (m s−1)
ψ Matrixpotenzial (hPa)
z vertikale Kompartimentmächtigkeit (m)
Die Änderung des Bodenwassergehalts pro Zeiteinheit hängt von den Veränderungen des Gradienten
des Matrixpotenzials entlang der vertikalen Raumachse z ab, welche die Fließrichtung bestimmt. Die
Bodenwassergehaltsänderung wird wesentlich vom Durchlässigkeitsbeiwert bestimmt, der wiederum
vom Wassergehalt abhängig ist. Die Beziehung zwischen Wassergehalt und Leitfähigkeit wird hierbei
durch, auf umfangreichen Tensiometer- und Wassergehaltsmessungen basierenden Regressionsglei-
chungen (Fränzle et al. 1987 [76], Müller 1987 [152], Müller und Reiche 1990 [153]) beschrieben.
Die Aufteilung der Bodensäule ist in beliebig viele Kompartimente festgelegter Mächtigkeit mög-
lich. Die Bodenwasserbewegung zwischen den Kompartimenten wird durch ein iterrativ ablaufendes
Rechenmodell beschrieben.
Die Anbindung der Wasserbewegung in der Bodensäule an die Grundwasserdynamik erfolgt durch
die Berechnung des potenzialgradienten zwischen dem Matrixpotenzial in dem untersten Bodenkom-
partiment und dem sich unter stationären Bedingungen einstellenden Matrixpotenzial. Die Flussrate
in das unterste Kompartiment kann mit der folgenden Grundwasserneubildungsgleichung berechnet
werden:
SRUn =
kun
mn −m(n−1)
·
( ψn
z(n+1) − zn
+
3
2
)
(5.2.2)
mit: SRU Sickerrate in das Grundwasser (m s−1)
ku Durchlässigkeitsbeiwert (ungesättigt) (m s−1)
ψ Matrixpotenzial (hPa)
m Ortskoordinate der Kompartimentmitte (m)
z Ortskoordinate der oberen Kompartimentgrenze(m)
Die Grundlage zur Berechnung des Grundwasser- und Dränabflusses bildet die nachfolgende Glei-
chung. Der Abfluss wird stark vereinfacht in Abhängigkeit vom Gefälle zwischen dem zu betrachten-
den Punkt und dem Vorfluter berechnet. Als Steuergröße dient die Durchlässigkeit des Grundwasser-
leiters bzw. des untersten Kompartiments (kf-Wert).
∆GW
∆t
=
SRUn
FWKn
− kfn h
l
(5.2.3)
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mit: GW Grundwasserhöhe (m)
t Zeit (s)
SRU Sickerrate in das Grundwasser (m s−1)
FWK auffüllbarer Porenraum (freie Wasserkapazität) (%)
kf Durchlässigkeitsbeiwert (m s−1)
h Höhe über dem Vorfluter (m)
l Entfernung zum Vorfluter (m)
Für grundwassernahe Standorte wird mit einem modifizierten Verfahren gerechnet.
∆GW
∆t
=
n∑
i
Zi
WG − FK
PV − FK (5.2.4)
mit: GW Grundwasserhöhe (m)
t Zeit (s)
SRU Sickerrate in das Grundwasser (m s−1)
PV Porenvolumen (%)
FK Wassergehalt bei Feldkapazität (%)
Zi Kompartimentmächtigkeit (m)
Die oberen Randbedingungen der Bodenwasserdynamik werden neben dem Niederschlag durch die
Interzeption, die Evapotranspiration und durch temporär auftretendes Oberflächenwasser bestimmt.
Die Abschätzung der Interzeption findet nach dem empirisch ermittelten Ansatz von Hoynigen-Huene
(1983 [100]) statt.
Ni = −0.42 + 0.245No + 0.2LAI + 0.0271NoLAI − 0.0111N2o − 0.0109LAI 2 (5.2.5)
mit: Ni Interzeptionsverlust (mm)
No Freilandniederschlag (mm)
LAI Blattflächenindex
Für die Berechnung der potentiellen Evapotranspiration stehen in WASMOD optional 2 Verfahren
zur Verfügung. Das Verfahren nach Haude (1955 [94]) benötigt empirisch ermittelte, pflanzen- und
phänologiespezifische Faktoren (Ernstberger 1987 [59]) sowie das Sättigungsdefizit der Luft um 14.00
als Eingangsgrößen.
EP = f · (es − ea) (5.2.6)
mit: EP Potenzielle Evapotranspiration (mm)
es − ea Sättigungsdefizit um 14:00 Uhr (g m−3)
f Faktor (abhängig vom Pflanzenart und Phänologie)
Des Weiteren wurde das Verfahren nach Turc-Wendling implementiert. Dieser vereinfachte Penman
Ansatz eignet sich besser für küstennahe Bereiche, da das Sättigungsdefizit in Küstennähe kein ge-
eigneter Parameter zur Verdunstungsabschätzung ist. Dieses Verfahren benötigt als Eingangsdaten die
Strahlungssumme und die Durchschnittstemperatur (Wendling 1991 [241], DVWK 1996 [55]).
ETPTW =
s
s · γ ·
(
0, 71 · RG
L
+ 0.27 · fk
)
=
(RG + 93 · fk) · (T + 22)
150 · (T + 123) (5.2.7)
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mit: ETPTW potenzielle Evapotranspiration (mm)
s Steigung der Sättigungsdampfdruckkurve (hPa K−1)
γ Psychrometerkonstante (hPa K−1)
T Tagesdurchschnittstemperatur in 2 m Höhe über Grund (◦C)
fk Küstenfaktor; im Küstenbereich von 50 km Breite als
Mittelwert fk = 0.6 und sonst fk = 1.0
L 300 + 25 ∗ T + 0.05 · T 3 als Näherung für die Dampfdruckkurve,
gültig für -5 ◦C bis 20 ◦C.
Die Berechnung zur aktuellen Evapotranspiration (Braun 1975 [29]) basiert auf der potentiellen Eva-
potranspiration. Danach wird die Differenz aus potentieller Evapotranspiration und Interzeption mit
einem phänologischen Korrekturfaktor (Ernstberger 1987 [59])) multipliziert. In Abhängigkeit von
der Durchwurzelungstiefe und dem Matrixpotenzial wird die aktuelle Evapotranspiration wie folgt
berechnet.
ET a = (ET p −Ni) ·VF · e
ψ
4000 (5.2.8)
mit: ET a aktuelle Evapotranspiration (mm)
ET p potentielle Evapotranspiration (mm)
Ni Interzeption (mm)
VF Vegetationsfaktor
ψ Matrixpotenzial (hPa)
Nicht in den Bodenkörper infiltrierte Niederschläge führen zur Entstehung von Oberflächenwasser.
Übersteigt diese Wassermenge eine von der jeweiligen Vegetation abhängige Höhe, wird bei entspre-
chendem Gefälle (>2%) Oberflächenabfluss simuliert. Interflow wird analog zum Oberflächenabfluss
bilanziert, wenn in einem über dem Grundwasser gelegenem Kompartiment Wassersättigung auftritt.
In der Empfängerfläche wird diese Wassermenge, in Abhängigkeit des Sättigungszustands, als Inter-
flow oder als Returnflow aufgenommen.
Für die Stoffhaushaltsmodellierung, die im Anschluss kurz erläutert wird, ist die Bodentemperatur
eine wichtige Steuergröße. Diese wird in Abhängigkeit von Wärmeleitfähigkeit und Wärmekapazität
und unter Berücksichtigung des Wärmetransports durch die Bodenwasserbewegung mit der folgenden
Gleichung berechnet:
δT
δt
=
δ
δz
(
λ
δT
δz
)
+ Cwq
δT
δz
+ S (5.2.9)
mit: T Temperatur (K)
t Zeit (s)
z Ortskoordinate (m)
λ Temperaturleitfähigkeit (m2 s−1)
Cw Wärmekapazität (J kg−1 K−1))
q Wasserfluss (m3 s−1)
S Senkenterm (K s−1)
Der Stofftransport wird in enger Kopplung an die Kohlenstoff- und Stickstoffdynamik simuliert. Die
Abbildung 5.3 zeigt einen Überblick der in WASMOD berücksichtigten Prozesse zur Beschreibung
der Kohlenstoff- und Stickstoffdynamik, hiervon werden die wesentlichen im Folgenden näher erläu-
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tert.
Abbildung 5.3: Modellierte Teilprozesse zum Kohlenstoff- und Stickstoffhaushalt (Reiche 1996)
Die Module zur Berechnung der N-Mineralisation und Immobilisierung sind eng an das Modul zur
Ermittlung des Umsatzes der organischen Substanz gekoppelt (vgl. Hansen et. al. 1990 [91]). Die
organische Substanz wird dabei in drei Hauptpools differenziert:
1. im Boden längerfristig lagernde organische Substanz (SOM)
2. mikrobielle Biomasse (BOM)
3. zugefügte frische Substanz (AOM)
Der SOM- und AOM-Pool werden jeweils in eine schnell und eine langsam abbaubare Fraktion un-
terteilt. Das Mischungsverhältnis dieser Pools bestimmt deren Dekompositionsrate. Die mikrobielle
Biomasse (BOM) wird ebenfalls in zwei Teilpools differenziert, durch die die Populationen repräsen-
tiert werden, die eine Anpassung an schwer bzw. leicht abbaubare Stoffe aufweisen.
ζx = KxCx (5.2.10)
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mit: ζx Dekompositionsrate des Pools x (kg Cm−3 s−1)
Kx C - Konzentration im Boden des Pools x (kg Cm−3)
Cx Dekompositions-Koeffizient für Pool x (s−1)
Der Koeffizient K wird während der Simulation in Abhängigkeit von Bodenwassergehalt, Tempe-
ratur, Acidität und Tongehalt modifiziert. Die mikrobielle Biomasse wird durch Koeffizienten ge-
steuert, die die Populationsdynamik abbilden. Unter Zugrundelegung fester C /N-Verhältnisse lässt
sich die Stickstoffmineralisation aus der C-Dynamik ableiten. In analoger Weise kann auch eine N-
Immobilisierung simuliert werden. Nitrifikation, Denitrifikation und Ammoniakverdunstung werden
mit den folgenden Gleichungen in Anlehnung an Hoffmann (1988 [97]) ermittelt.
Nitr i,t = Knitr
NH4(i,t) · 40
NH4 + 90
NH4 (5.2.11)
mit: Nitr i,t Nitrifikationsrate (kg Nm−3 s−1)
Knitr Faktor (s−1)
NH4 Ammoniumgehalt (kg NH4 m−3)
i,t Orts- bzw. Zeitkoordinate (m,s)
DNRi,t = 0.0006NO3(i,t)
(Corg(i,t)
2
0.0031 + 24.5
)
1− PV i −Wi,t
PV i − FK i 0.1
0.046Bti,t (5.2.12)
mit: DNR Denitrifikationsrate (kg Nm−3 s−1)
NO3 Nitratgehalt (kg NO3 m−3)
Corg organischer Kohlenstoffgehalt (kg Cm−3)
PV Porenvolumen (%)
WG Wassergehalt (%)
FK Feldkapazität (%)
Bt Bodentemperatur (◦C)
i,t Orts- bzw. Zeitkoordinate (m,s)
Die Ammoniakvolatisation (Ammoniakverdunstung) wird nach Gülletyp differenziert abgeschätzt.
Dabei werden Schweine-, Rinder- und Mischgülle unterschieden:
SG : NH3vol = 0.1EP ·GNH−0.4LAI4 (5.2.13)
RG : NH3vol = (0.33 + 0.077EP ) ·GNH−0.4LAI4 (5.2.14)
MG : NH3vol = (0.185 + 0.0885EP ) ·GNH−0.4LAI4 (5.2.15)
mit: NH3vol Ammoniakvolatisation (kg Nm−2)
SG Schweinegülle
RG Rindergülle
MG Mischgülle
LAI Blattflächenindex
EP Potentielle Evapotranspiration(m)
GNH4 Ammoniumanteil der Gülle (kg Nm−3)
Der Transport von Stoffen in der Bodenlösung wird durch Berücksichtigung der Prozesse Konvektion,
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molekulare Diffusion und hydrodynamische Dispersion berücksichtigt. Diese Prozesse können durch
die folgende partielle Differenzialgleichung beschrieben werden:
δΘc
δt
=
δ
δz
(
ΘD
δc
δz
)
− δqc
δz
(5.2.16)
mit: Θ Wassergehalt (%)
c Konzentration in der Lösung (kg m−3)
D scheinbarer Diffusionskoeffizient (m2 s−1)
q vertikaler Wasserfluss (m s−1)
z Kompartimentmächtigkeit (m)
t Zeit (s)
Im Gegensatz zur hydrodynamischen Dispersion und Konvektion, die an die Wasserbewegung im
Boden gebunden ist, findet die molekulare Diffusion allein aus dem thermischen Antrieb des Konzen-
trationsausgleichs statt.
De- und Adsorptionsprozesse werden durch entsprechende Isotermen abgebildet. Wichtig für die Mo-
dellierung solcher Austauschvorgänge ist die Unterscheidung zwischen mobilen (Poren-) und immo-
bilen (Haft-) Wasser (Duynisfeld(1984)[54]).
5.3 Optimierungsverfahren
Wie bereits in Kapitel 3.1 beschrieben, besteht eine wichtige Aufgabe dieser Arbeit darin, die Bedeu-
tung der einzelnen Flächen für den Stickstoff-Gesamteintrag, unter Berücksichtigung der topologi-
schen Beziehungen der einzelnen Flächen untereinander, in die Talsperre zu ermitteln. Diese Frage-
stellung lässt sich mit einer lokalen, auf die Einzelfläche bezogenen Betrachtung des Abbaupotenzials
von Stickstoff nicht beantworten. Vielmehr ist es notwendig, einen integrierten Ansatz zu wählen, der
das gesamte Einzugsgebiet berücksichtigen kann.
Aus diesem Grund wird in dieser Arbeit ein Verfahren (Kralisch et. al. 2003 [121], Kralisch
2004 [120]) eingesetzt, das es ermöglicht, aus den von WASMOD erzeugten Ergebnissen zum Stick-
stoffhaushalt der einzelnen KGG eine Lösung des oben beschriebenen Problems zur Verfügung zu
stellen. Eine ausführliche Beschreibung des Verfahrens findet sich bei Kralisch (2004 [120]). Hier
sollen nur die Aspekte erläutert werden, die für das Verständnis der in dieser Arbeit durchgeführ-
ten Anwendung notwendig sind. Der Ansatz basiert auf der Darstellung des Einzugsgebietes mittels
eines künstlichen neuronalen Netzes (HYDRONET). Neuronale Netze bestehen aus einfachen, eigen-
ständigen Verarbeitungseinheiten (Neuronen), die mittels gerichteter Kanten miteinander verbunden
sind. Jeder dieser Kanten ist ein Parameter (Gewicht) zugeordnet, welcher die Stärke der Verbindung
zwischen den zugehörigen Neuronen beschreibt und damit die Fähigkeit der Kante, Signale weiter-
zuleiten. Jedem Neuron ist außerdem eine Funktion (Aktivierungsfunktion) zugeordnet, die dessen
Antwort auf Signale an eingehenden Kanten berechnet. Diese Antwort wird danach über ausgehen-
de Kanten an nachfolgende Neuronen weitergegeben. Neuronale Netze können somit als Maschinen
betrachtet werden, die Funktionen berechnen, welche durch eine große Anzahl von Parametern (den
Gewichten) charakterisiert werden. Durch spezielle Lernverfahren können diese Parameter so ange-
passt werden, dass sich die berechnete Funktion beliebig nahe an eine gegebene Funktion annähert.
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Neuronale Netze sind daher besonders gut geeignet, Lösungen für Probleme mit sehr hoher Komple-
xität zu suchen (Kralisch et. al. 2003 [121], Fink et al. 2003 [66]).
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Abbildung 5.4: Bearbeitungseinheiten mit lateralen Stoffflüssen im Raum (links) und als Graph
(rechts) (Kralisch 2004 [120])
Ähnlich arbeitet das hier eingesetzte Verfahren. Zunächst wird ein neuronales Netz erzeugt, dessen
Topologie sich an der reliefabhängigen räumlichen Topologie der Einzelflächen im betrachteten Ein-
zugsgebiet orientiert (vgl. Abbildung 5.4). Diese Flächen entsprechen den von WASMOD verwende-
ten KGGs und den im Modell vorhandenen topologischen Beziehungen. Für die Repräsentation wird
ein modifiziertes Backpropagation-Netz verwendet. Dieses besteht aus einem Neuron in der Eingabe-
schicht und einem Neuron in der Ausgabeschicht, welches den Einzugsgebietsauslass abbildet. Die
inneren Neuronen stellen die Teilflächen des Einzugsgebietes in der folgenden Weise dar:
1. Jede kleinste gemeinsame Geometrie (KGG) (vgl. Kapitel 5.4.1.6) wird durch ein einzelnes
(KGG)-Neuron dargestellt.
2. Für die hydrologische Verknüpfung zwischen zwei KGG wird eine (Interflow-)Kante erzeugt.
3. Für die hydrologische Verknüpfung zwischen einer KGG und dem Einzugsgebietsauslass wird
eine (Grundwasserabfluss-)Kante erzeugt.
4. Das Eingabeneuron ist mit allen Neuronen, mit Ausnahme des Ausgabeneurons, über eine
Eingabe-(Dünge-)Kante verbunden.
Da WASMOD beim Stickstofftransport zwischen zwei Abflusskomponenten (Grundwasserabfluss
und Interflow) unterscheidet, erhält jedes KGG-Neuron zwei Ausgabekanten. Diese werden mit den
Jahresfrachten für Grundwasser und Interflow so parametrisiert, dass der im Neuron ermittelte Out-
put auf diese beiden Kanten im gleichen Verhältnis wie Interflow- und Grundwasserfracht aufgeteilt
werden. Gebildet werden zum einen die Interflowkante, die mit dem nächsten abstromig gelegenen
verbunden ist, oder für den Fall, dass die KGG direkt am Vorfluter liegt, eine Verbindung mit dem
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Gebietsauslass aufweist. Zum anderen die Grundwasserkante die mit dem Gebietsauslass verbunden
ist. Zusammenfassend wird zwischen folgenden Arten von Kanten unterschieden (Abbildung 5.5):
1. Interflowkanten zwischen den KGG und für den Fall der unmittelbaren Verbindung zum Vor-
fluter zum Einzugsgebietsauslass (Klasse K1).
2. Grundwasserkanten von der KGG zum Einzugsgebietsauslass (Klasse K2).
3. Düngekanten vom Eingabeneuron zu jeder KGG (Klasse K3), deren Gewicht abhängig von der
Landnutzung parametrisiert wird.
Abbildung 5.5: Interflow-, Dünge-, und Grundwasserkanten in einem HYDRONET (Kralisch
2004 [120])
Zur Ermittlung der Aktivierungsfunktionen der einzelnen Neuronen wird WASMOD herangezogen.
Zunächst wird eine Reihe von Szenarien (vgl. Kapitel 7) bestimmt, die sich durch die Düngeintensität
auf den Einzelflächen unterscheiden. Die Bandbreite der Intensitäten wird dabei so gewählt, dass der
gesamte Ereignisraum plausibler Düngungen umrissen wird. Nachdem WASMOD die Jahresbilanzen
der Stickstoffausträge aus den Flächen in Abhängigkeit der Szenarien berechnet hat, kann jeder Fläche
eine Beziehung zwischen Stickstoffein- und -austrag zugewiesen werden. Die Beziehung wird aus
den in den Szenarien ermittelten Stützstellen erzeugt. Hierbei kann in dem entwickelten Verfahren die
Form dieser Beziehung flexibel gewählt werden. So ist es möglich, zwischen den Stützstellen linear
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zu interpolieren (Abbildung 5.6) oder eine nicht lineare Regresionsbeziehung zu ermitteln (Abbildung
5.7). Die so erzeugte Funktion wird als Aktivierungsfunktion verwendet.
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Abbildung 5.6: Lineare interpolation von Stützstellen (Kralisch 2004 [120])
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Abbildung 5.7: Polynomiale Regression von Stützstellen (Kralisch 2004 [120])
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Das resultierende Netz (HYDRONET) kann als vereinfachtes Modell, des mit WASMOD berechneten
Einzugsgebiets, betrachtet werden, das bei gegebener Düngung den Gesamtjahresaustrag in Abhän-
gigkeit der Eigenschaften der Einzelflächen ermittelt.
Dieses HYDRONET lässt sich durch Anwendung eines Lernalgorythmus optimieren. Hierbei wird
das Backpropagation-Verfahren (Rumelhart et al. 1986 [187]) eingesetzt. Beim Backpropagation-
Verfahren wird ein Fehler rückwärts durch das Netz propagiert und durch eine iterative Änderung
der Kantengewichte minimiert. Im Gegensatz zum Standardverfahren werden im HYDRONET nur
die Düngekanten (K3) beim Lernen modifiziert. Dies ist dadurch begründet, da die anderen Kanten
(Interflow- und Grundwasserkanten) durch die physischgeographischen Eigenschaften des Gebietes
bestimmt werden. Im Einzelnen wird ein vorgegebener Zielwert dem Netz als zu erreichende Ausga-
be vorgegeben. Die Differenz zwischen dem Gesamtjahresaustrag und dem Zielwert wird als Fehler
dem Eingabeneuron übergeben. Dieser Fehler wird nun rückwärts in Abhängigkeit von den Kantenge-
wichten und Aktivierungsfunktionen durch das HYDRONET bis zu den Düngekanten weitergeleitet.
Die Gewichte der Düngekanten werden dabei so modifiziert, dass die Düngekanten in Abhängigkeit
ihres Einflusses auf den Gesamtaustrag angepasst werden. Nach einer Modifikation der Düngekan-
ten wird der neue Austrag des HYDRONET berechnet, mit dem Zielwert verglichen und daraus ein
neuer Fehler berechnet. Dieser Fehler wird dann auf die oben beschriebene Weise wieder durch das
HYDRONET geleitet. Diese Prozedur wiederholt sich iterativ in kleinen Schritten bis der Fehler eine
tolerable Größe erreicht hat oder weitere Schritte keine wesentliche Verbesserung mehr bringen. Die
Schrittweite ist dabei von der Größe des verbliebenen Fehlers abhängig, um den Suchraum in der
Nähe des Optimums in kleineren Schritten abzusuchen.
Abbildung 5.8: Fehlerfunktion mit lokalem und globalem Minimum (nach Gallant 1995 [77])
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Die Größe, der durch das Lernverfahren durchgeführten Modififikation der Düngekanten, ist ein Maß
für die Relevanz der einzelnen Teilflächen für den Gesamtaustrag. Die Eigenschaft des Verfahrens,
einen Gradienten zu verfolgen, sorgt dafür, dass auf keiner Fläche die Düngung erhöht werden kann.
Zudem kann das Lernverfahren aufgrund keiner relevanten Verbesserung nach längerer Suche auch
an einem Plateau (Abbildung 5.8) hängen bleiben. Aus diesem Grund wurde das Verfahren mit einem
wählbareren Trägheitsfaktor versehen, der dafür sorgt, dass nach erfolgreichen Lernschritten noch in
die gleiche „Richtung“ weitergelernt wird, auch wenn dies zunächst keine Verbesserung des Fehlers
bewirkt, so dass Plateaus auf diese Weise überwunden werden können.
5.4 Datengrundlage und -aufbereitung
In diesem Abschnitt werden die für WASMOD verwendeten Parametrisierungs- und Validierungsda-
ten und deren Ableitung beschrieben. In dieser Arbeit werden unterschiedliche Szenarien verwendet.
Mit den hier dargestellten Parametern wird versucht den aktuellen Zustand des Einzugsgebiets zu
beschreiben. Das so entwickelte Modell wird als IST-Szenario bezeichnet. Die anderen verwendeten
Szenarien stellen grundsätzlich eine Abwandlung dieses IST-Szenarios dar.
5.4.1 Flächenhafte Daten
5.4.1.1 Topographie
Für die Charakterisierung der Topographie stand ein digitales Geländemodell (DGM50) des Landes-
vermessungsamtes Thüringen zur Verfügung. Das DGM ist aus den Höhenlinien der topographischen
Karte 1:50000 abgeleitet, die Rasterweite beträgt 25 m und die Höhengenauigkeit wird mit 4 – 6 m
bezüglich Karte angegeben (Thüringer Landesvermessungsamt 2003 [220]).
Zur Vorbereitung der Geländemodellauswertung mit dem Programm Topnew (Kapitel 5.2.2) wur-
den GIS-Analysen durchgeführt, die im Folgenden erläutert werden. Das Geländemodell weist eine
treppenartige Struktur auf, die die zur Interpolation verwendeten Höhenlinien erkennbar (Abbildung
5.9 links) werden lässt. Deswegen wurde ein 5 ·5 Pixel Mittelwertfilter zur Glättung dieses Effektes
verwendet (Abbildung 5.9 rechts).
Des Weiteren wurden die lokalen Senken aufgefüllt, da diese als Fehler im DGM angesehen wer-
den können. Da Topnew die Ausweisung der Teileinzugsgebiete auf lokale Senken bezieht, wurden
künstliche lokale Senken in das Geländemodell integriert. Hierbei soll sicher gestellt werden, dass
allen Teileinzugsgebieten eine lokale Senke an ihrem tiefsten Punkt zugewiesen wird. Hierzu wurde
zunächst ein Gewässernetz aus dem Geländemodell abgeleitet und in ein Vektormodell überführt. Die
Knoten der Vektoren wurden anschließend in Punkte verwandelt und mit einem Wert von 2 Metern
vom Geländemodell subtrahiert. Anschließend wurden mit Topnew die Hangneigung, Fließakkumu-
lation, Hangrichtung, Teileinzugsgebiete des Oberflächenabflusses und Reliefeinheiten (Senke, Hang
und Ebene) abgeleitet. Diese wurden in einem weiteren Schritt (Kapitel 5.4.1.6) mit den anderen flä-
chenhaften Informationsebenen verknüpft.
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Abbildung 5.9: Die Wirkung eines 5 × 5 Pixel Mittelwertfilters vor (links) und nach (rechts) der
Filterung
5.4.1.2 Böden
Für die Beschreibung der Böden stand die Karte Leitbodenformen Thüringens 1:100000 (Abbildung
4.3) im Gebiet zur Verfügung. Diese Kartierung berücksichtigt in erster Linie bodengenetische Aspek-
te wie Ausgangsgestein und weniger die für das Modell erforderlichen bodenphysikalischen Eigen-
schaften des Bodens. Bei den Leitbodenformen werden mit Ausnahme der Bodenmächtigkeit nur
qualitative Angaben über die in einer Klasse befindlichen Bodenformen gemacht. Allerdings wird ein
Klassenzeichen der mittelmaßstäblichen Standortkartierung (MMK), die eine wesentliche Grundlage
bei der Ableitung der Leitbodenformen darstellt, mit in der Legende angegeben. Aus diesen Klassen-
zeichen lassen sich Korngrößen mit Hilfe des Körnungsdreiecks (vgl. Abbildung 5.13) nach der TGL
24300/05 (1985 [212]) ableiten. Das Modell wurde bereits von Rinker (1997 [183]) erfolgreich mit
Daten der MMK parametrisiert.
Als weitere Daten standen 11 Profilbeschreibungen von den beiden Bodenfeuchtehängen aus eigener
Bearbeitung zur Verfügung. Die eine Hangkatena liegt südlich von Dragensdorf und wird von der
Landgenossenschaft Dittersdorf bewirtschaftet. Deshalb wird sie im weiteren Verlauf der Arbeit als
Hang Dittersdorf bezeichnet. Dieser liegt im Bereich der am häufigsten vertretenen Bodenklasse lg1
Abbildung 5.10 (rechts). Bei genauerer Betrachtung der Abbildung 5.10 (rechts) ist erkennbar, dass
der Teich südwestlich vom Testhang in der Bodenklasse Lg1 liegt. Ausgehend von diesem Teich ver-
läuft in östlicher Richtung, an der Grenze zwischen Wald und Feld, ein nicht eingezeichneter Bach
mit der dazugehörigen Aue. Der blau gekennzeichnete Auenboden liegt allerdings komplett im Wald,
der sich bereits wieder am Hang befindet. Solche Fehler finden sich unsystematisch an einigen Stel-
len auf der Bodenkarte. Dies ist wahrscheinlich auf Generalisierungseffekte des Maßstabs 1:100000
gegenüber der topographischen Karte 1:10000 zurückzuführen. Entsprechend dieses Befundes wurde
das in der Aue gelegene Bodenprofil der Klasse h21 zugeordnet.
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Für die zweite Katena sollte ein Standort gefunden werden, bei dem sich die physisch-geographischen
Gegebenheiten von denen der ersten Katena unterscheiden, um einen größeren Teil der typischen Ge-
bietseigenschaften zu erfassen. Der Standort liegt zwischen Pahren, Tegau und Föhrten wie in Abbil-
dung 5.10 (links) dargestellt. Dieser Hang wird von der Agrarkooperation Pahren bewirtschaftet und
analog als Hang Pahren bezeichnet. Hierbei sind im Oberhangbereich die Bodenklasse lg3 und am
Unterhang die Bodenklasse lg5 vertreten. Durchgeführt wurden folgende Laboranalysen zu Korngrö-
ße (DIN 19683 [47]), Glühverlust (Schlichting et. al. 1995 [193]), pF-Werte der Druckstufen pf 0; 1,8;
2,5; 3,5; 4,2 und 7 (Hartge und Horn 1992 [92]), Kf-Werte (DIN 18130[48]) und einer Profilansprache
nach KA4 (Ad-hoc Arbeitsgruppe Boden 1994 [2]). Zusätzlich standen noch die Profilbeschreibungen
mit Laboranalysen von 2 Bodendauerbeobachtungsflächen der Thüringer Landesanstalt für Landwirt-
schaft (TLL) zur Verfügung, die sich in den Bodenklassen lg1 und lg5 befinden.
Abbildung 5.10: Lage und Bodenklassen der beprobten Hänge (links) Hang Pahren (rechts) Hang
Dittersdorf
In den meisten Klassen der Leitbodenformen ist die Spanne der bodenphysikalischen Eigenschaften
innerhalb einer Klasse größer als zwischen den Klassen. Dies ist durch die Vergesellschaftung ganzer
Bodenkatenen in einer Klasse bedingt. Die Berücksichtigung des Reliefs fand bei dieser Kartierung
nur insofern statt, dass Auenböden als eigene Klassen ausgewiesen wurden. Außerdem befindet sich
die Klasse lg4 (Tabelle 4.1) an steilen Hängen. Da die bodenphysikalischen Parameter aber stark reli-
efabhängig sind, wird eine Methode angewendet, die eine Differenzierung der Klassen nach dem Re-
lief ermöglicht. Da der Hangwölbung bei den Reliefparametern eine besondere Bedeutung zukommt
(Kleefisch und Köthe 1993 [115], Friedrich 1996 [74], Herbst 2001 [96], Möller 2001 [154], Park
et al. 2001 [164]) wurde zur Differenzierung der Geländeform die Hangwölbung in vertikaler und
horizontaler Richtung verwendet. Hierzu wurden mit der Curvature Funktion von ARC/INFO aus
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dem Geländemodell die Hangwölbung ermittelt und in drei Klassen (konvex, gestreckt und konkav)
eingeteilt. Die Klassengrenzen lagen bei 0.02 und -0.02 der Hangwölbungszahl. Zur Generalisierung
wurden Flächen unter 1000 m2 der Nachbarfläche mit der längsten gemeinsamen Grenze zugeordnet.
Die Reliefeinheiten sind in den Farben gelb, blau und grün in Abbildung 5.11 (Mitte) dargestellt.
Gut erkennbar sind hierbei die Talstrukturen im Gebiet. Die rechte Seite der Abbildung stellt die Ver-
schneidung der Boden und Reliefklassen dar, wobei die Auen aus dem oben beschriebenen Grund
nicht differenziert wurden. Dadurch wurde die Anzahl der Klassen von ursprünglich 10 auf 22 Klas-
sen erhöht.
Abbildung 5.11: Ergebnis der Disaggregierung (rechts) der Bodenklassen (links) (vgl. Abbildung
4.3) durch Verschneidung den mit Reliefeinheiten (mitte)
Im Folgenden wird exemplarisch für die im Gebiet häufigste Bodenklasse lg1 (Tabelle 4.1) die Vor-
gehensweise bei der Ableitung von Modellparametern aus den vorhandenen Informationen erläutert.
Das Vorgehen ist in fünf Punkte gegliedert, welche in Abbildung 5.12 dargestellt sind und im an-
schließenden Abschnitt näher erläutert werden.
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Abbildung 5.12: Schematischer Ablauf der Ableitung von bodenphysikalischen Parametern für die
einzelnen Bodenklassen
1. Das Klassenzeichen für MMK lautet für die Klasse lg1 V5a3. Der zur Klasse V5a3 gehörende
Substratformtyp ist vp (Sandlehm) und vl (Lehm) (Schmidt und Diehmann 1991 [194]). Für
diese zwei Klassen können für den Sandlehm (sL) Sand 33 – 85%, Schluff 0 – 50% und Ton 5 –
14% aus dem Körnungsdreieck (Abbildung 5.13) entnommen werden. Die Werte für den Lehm
(L) liegen bei: Sand 20 – 70%, Schluff 0 – 50% und Ton 14 – 30%.
2. Diese sehr groben Bereiche wurden ergänzt durch die, bereits oben erläuterten, eigenen Mes-
sungen. Diese weisen einen hohen Schluffgehalt (39 – 63%) und einen relativ niedrigen Ton-
gehalt (5 – 22%) auf. Das Profil der TLL ergab mit einem Schluffgehalt 54 – 61% und einen
Tongehalt 13 – 14% ähnliche Ergebnisse. In Abbildung 5.13 ist ein Vergleich zwischen den
Klassengrenzen der MMK und den Messergebnissen dargestellt. Es ist deutlich erkennbar, dass
die Messungen der Schluffgehalte deutlich höher liegen als bei der Substratbeschreibung der
MMK angegeben. Dies wurde bei der Ableitung der Bodenart (Abbildung 5.14) für die Klasse
lg1 berücksichtigt.
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Abbildung 5.13: Körnungsdreieck, gemäß der TGL 24300/05 [212] mit einem Vergleich zwischen
der für lg1 angegebenen Bodenklasse der MMK und den Messergebnissen innerhalb
der Klasse
3. Da die eigenen Messungen und Klassenbeschreibung der Leitbodenformen (Rau et. al.
1995 [171]) einen Hinweis darauf geben, dass die schweren, mächtigen Böden eher im Unter-
hangbereich und die leichteren, flachgründigen eher im Oberhangbereich zu finden sind, wurde
anhand der Reliefeinteilung (konvex, gestreckt und konkav) eine Dissaggregieung der Klassen
im Bezug auf die Mächtigkeit und Korngrößen vorgenommen. Die Bodentypen und Mächtig-
keiten konnten dann direkt aus der Klassenbeschreibung entnommen werden.
4. Innerhalb der Profile waren bei den Messungen eine Abnahme des Tongehaltes und eine star-
ke Zunahme des Skelettanteils in zunehmender Tiefe zu verzeichnen. Bei den anderen Klassen
wurde ein äquivalentes Vorgehen gewählt. Bei den Klassen ohne vorliegende Messungen wur-
den relative Angaben in der Beschreibung der Leitbodenformen zur Modifikation der Boden-
arten genutzt. Beispielsweise ist bei der Klasse lg2 das Ausgangsgestein kieselsäurehaltiger als
bei der ansonsten sehr ähnlichen Klasse lg1. Die Beschreibung sagt weiter aus, dass aus diesem
Grund die Sandfraktion in diesen Böden stärker vertreten ist. Die Substratbeschreibung nach
MMK gibt für lg1 und lg2 den gleichen Substratformtyp an. Dies hängt mit der oben darge-
stellten weiten Spanne zusammen, die die Substratklassen einnehmen. Bei der Ableitung der
Bodenarten wurde in für die Klasse lg2 demzufolge ein höherer Sandanteil als bei Klasse lg1
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für alle Reliefklassen angenommen. Die Klassen lglö und lg5 (Tabelle 5.3) stellen im Bezug
auf die Abnahme des Tongehalts mit der Tiefe eine Ausnahme dar, da der Bodentyp bei diesen
Klassen (Parabraunerde-Pseudogley) (vgl. Tabelle 4.1) auf eine Zunahme des Tongehalts mit
der Tiefe hinweist. Die für lg1 abgeleiteten Bodenartklassen sind in Abbildung 5.14 dargestellt
und weichen von der Substrat Beschreibung der MMK ab (vgl. Abbildung 5.13).
Abbildung 5.14: Körnungsdreieck, gemäß der KA4 (Ad-hoc Arbeitsgruppe Boden (1994)[2]). In
dem rot umrandeten Bereich befinden sich die für die Klasse lg1 abgeleiteten Korn-
größen
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5. Aus den so ermittelten Parametern wurden mit Hilfe der Pedotransferfunktionen der KA4 (Ad-
hoc Arbeitsgruppe Boden 1994 [2]) bodenpysikalische Parameter ermittelt. Die Leitfähigkeit
stellt hierbei eine Ausnahme dar, da sie sehr stark von der Aggregatform des Bodens und damit
der Verteilung der Grobporen abhängt. Hier wurde stärker auf die Geländemessungen zurück-
gegriffen und dabei eine Abhängigkeit vom jeweiligen Bodenhorizont festgestellt. Im Allge-
meinen zeigt sich eine Abnahme der Leitfähigkeit mit der Tiefe bis die Hauptlage erreicht ist,
die aufgrund ihres relativ geringen Feinerdeanteils eine deutlich höhere Leitfähigkeit aufweist.
Diese wurde bei den in Tabelle 5.5 aufgeführten Profilen im untersten Horizont bei D2, D3
und D5 beprobt. Allgemein zeigt sich eine sehr große Heterogenität der Werte. Die Pflugsohle
befindet sich bei D2 in 60 cm, D4 in 60 cm, D5 in 30 cm und ist durch deutlich geringere Leitfä-
higkeiten gekennzeichnet. Bei D3 wurde direkt die skelettreiche Hauptlage aufgepflügt, so dass
sich hier keine Pflugsohle entwickelt hat. Für die Klasse lg1 wurden auf die oben beschriebene
Weise die in Tabelle 5.4 Parameter ermittelt.
Tabelle 5.4: Abgeleitete Modellparameter für die Klasse lg1 der bodengeologischen Einheiten
Klasse Horizont Substrat Boden Tiefe Humus- Skelett-
Typ in cm klasse anteil
in %
lg11 Ap Uls BB 40 h3 10
Bv Uls 80 h1 20
Cv Uls h0 40
lg12 Ap Slu BB 25 h3 20
Bv Slu 65 h1 50
Cv Su3 h0 80
lg13 A Slu RN 25 h2 25
Cv Su3 h0 70
Ton Schluff effektive KF-Wert Wassergehalt bei den Saugspannungen
in % in % Lagerungs- in cm d-1 pf 0 pf 1,8 pf 4,2
dichte in % in % in %
12,5 57,5 1,4 150 47,7 38,7 14,4
12,5 57,5 1,6 35 31,6 26,4 8,8
12,5 57,5 1,8 240 20,4 18,3 6,6
12,5 45,0 1,4 150 40,4 32,8 10,0
12,5 45,0 1,8 41 17,0 14,3 5,8
4,0 32,5 1,8 240 16,1 5,1 1,5
12,5 45,0 1,4 150 35,6 29,3 8,3
4,0 32,5 1,8 240 24,2 7,6 2,3
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Tabelle 5.5: Leitfähigkeiten am Hang Dragensdorf in cm d−1
Bodentiefe in cm Profil D2 D3 D4 D5
Hangform konkav stark konvex gestreckt schwach konvex
15 181,6 159,5 1390,3 203,6
30 174,2 226,4 110,2 31,6
60 74,2 40,4 423,4
90 117,6
120 181,6
Für die anderen Bodenklassen der Leitbodenformen wurde das gleiche Vorgehen verwendet. Die Klas-
sen, für die keine Messergebnisse vorlagen, wurden, wie für die Klasse lg2 bereits erwähnt, relativ zu
den Klassen mit Messergebnissen parametrisiert. Die größte Unsicherheit ist hierbei für die Klasse
lg4 (vgl. Tabellen 5.3 und 4.1) zu erwarten, da diese als Steilhangboden einen Extremstandort cha-
rakterisiert und deswegen nur schwer mir den anderen Klassen vergleichbar ist. Allerdings nimmt die
Klasse lg4 nur einen sehr kleinen Flächenanteil (1%) im Gebiet ein. Außerdem wird die Klasse lg4
im Allgemeinen nicht landwirtschaftlich genutzt, so dass diese Flächen keine Planungsrelevanz und
unscharfe Aussagen über diese Flächen nur einen unterzuordneten Einfluss auf das Gesamtergebnis
haben.
5.4.1.3 Geologie
Für die Beschreibung der Geologie stand eine digitale Karte und für Teilbereiche eine hydrogeolo-
gische Karte 1:50000 zur Verfügung, die beide von der ThürTV zur Verfügung gestellt wurden. Die
Geologie wurde genutzt, um die Lücke im süd-östlichen Bereich der Bodenkarte (Abbildung 4.3) zu
schließen. Die Zuordnung der Bodenklassen erfolgte hierbei manuell. Die Kriterien für diese Zuord-
nung waren Reliefeinheit, Geologie und Nachbarschaft. Zusätzlich wurde noch für den Abgleich eine
analogen Karte der mittelmaßstäblichen Standortkartierung (MMK) verwendet.
Ein wichtiger Parameter, der mit Hilfe der geologischen Karte abgeleitet wurde, ist das Vorhandensein
von Grundwasserabfluss der einzelnen Modelleinheiten. So wurde die geologische Karte in grundwas-
serführende und nicht grundwasserführende Gesteine aufgeteilt. Die Informationen wurden der hydro-
geologischen Karte und der Literatur (Mattheß und Ubell 1983 [142], Jordan und Weder 1995 [106])
entnommen. Im Einzelnen wurden die vorhandenen Gesteine, wie Tabelle 5.6 zu entnehmen, einge-
teilt. Die räumliche Verteilung ist in Abbildung 5.15 dargestellt. Hierbei zeigen die helleren Farbtöne
grundwasserführende Gesteine an, während die dunkleren Töne Gesteine ohne Grundwasserführung
darstellen. Bei unsicheren Klassen, wie bei Kieselschiefer und Eruptifgestein, wurde eine Grundwas-
serführung angenommen (vgl. Tabelle 5.6). Des Weiteren wurden die Auenbodenklassen als grund-
wasserführend angenommen, wobei aufgrund der in Kapitel 5.4.1.2 aufgezeigten Ungenauigkeiten
der Bodenkarte, nur für Teilflächen ein Auengrundwasserleiter zugewiesen wurde, deren Hangnei-
gung unter 5% lag. Der so ermittelte Anteil an grundwasserführenden Gesteinen beträgt 21,6% des
Einzugsgebiets der Talsperren.
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Abbildung 5.15: Geologie im Untersuchungsgebiet, Erklärung der Legende siehe Tabelle 5.6
5.4.1.4 Landnutzung
Für die Landnutzung stand eine heterogene Datenbasis zur Verfügung. Zum einen existieren für die
Jahre 1998, 1999 und 2000 das Gesamtgebiet umfassende, multitemporale Landnutzungsklassifika-
tionen (Landsat TM-5). Diese wurden mit einer Siedlungsmaske aus IRS-1C PAN-Daten kombi-
niert (Thüringer Talsperrenverwaltung 1999 [226], Müschen et al. 2001 [158], Flügel und Müschen
2001 [71]). Außerdem wurde ein Datensatz der ThürTV benutzt, der auf einer GPS-Vermessung be-
ruht und detaillierte Landnutzungsbeschreibungen enthält. Dieser liegt nur für die Flächen vor, die
von Betrieben bewirtschaftet werden, die mit der Talsperrenverwaltung kooperieren. Zur Erzeugung
des Landnutzungslayers wurden die Datenebenen so verschnitten, dass der GPS-Layer erhalten bleibt
und die Satellitenbildklassifikation nur die Lücken des GPS-Layers ausfüllt (Abbildung 5.16).
Für die Parametrisierung der Landnutzung wurden Angaben der Landwirte zum Landnutzungsmana-
gement der einzelnen Nutzflächen des Jahres 1998 verwendet. Diese wurden von der ThürTV für das
Bewilligungsverfahren der Ausgleichszahlungen erhoben, für diese Arbeit digital erfasst und aufberei-
tet. Es war aufgrund eines unklaren Flächenbezugs nicht möglich, die Befragungsergebnisse flächen-
scharf dem GIS-Layer der Landnutzung zuzuordnen. Die 907 Datensätze wurden dazu verwendet, die
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Abbildung 5.16: Landnutzungskarte (rechts) erstellt aus Satellitendaten (links) und einer Kartierung
(mitte)
bei WASMOD mitgelieferten Phänologie und Düngedateien anzupassen. Hierbei wurden feldfrüchte-
spezifisch die Düngemengen aus den Befragungen ermittelt und die Düngemengen der Standard Phä-
nologiedateien angepasst. Dabei wurden die Durchnittswerte der aus den Befragungen stammenden
Düngemengen mit den Düngemengen der Richtwerte der Thüringer Landesanstalt für Landwirtschaft
(2001 [219]) abgeglichen. Der Abgleich wurde durchgeführt, da sich ein Teil der landwirtschaftlichen
Flächen in Trinkwasserschutzzone II befindet. Dort darf nach Auflage nur 80% des Bedarfs (Thürin-
ger Landesverwaltungsamt 1998 [221]) gedüngt werden und aufgrund des fehlenden Flächenbezugs
war nicht bestimmbar, welche Flächen die reduzierten Düngemengen erhalten haben. In Tabelle 5.7
ist erkenbar, dass das Düngenivau für die hier betrachteten Feldfrüchte im Allgemeinen niedriger ist
als bei den Orginal WASMOD Phänologiedateien und etwas höher als bei den Befragungen. Die bei
WASMOD vorhandenen Phänologiedateien orientieren sich an der Düngeverordnung (Bundesmini-
sterium für Umwelt, Naturschutz und Reaktorsicherheit 1996 [32]).
Bei allen Landnutzungen kommt im Modell noch ein Betrag von 20 kgNha−1a−1 als atmosphärische
Deposition und bei Wald noch zusätzlich 12 kgNha−1a−1 als erhöhte trockene Deposition hinzu. Die
Fruchtfolgen wurden aus der GIS-Karte der ThürTV abgeleitet, da diese die Landnutzung der Jahre
1998, 1999 und 2000 beinhaltet. Ausgehend von der 1998 mit der Landnutzungsklassifikation und
dem GIS-Layer ermittelten Landnutzung wurden für die einzelnen Feldfrüchte häufige Folgefrüch-
te ermittelt. Durch mehrmaliges Wiederholen dieses Prozesses wurden die folgenden fünfgliedrigen
Fruchtfolgen für die einzelnen Landnutzungen ermittelt (vgl. Tabelle 5.8). Hierbei wurde auf Plausi-
blität der Fruchtfolgen geachtet. So macht beispielsweise eine Abfolge wie Winterweizen nach Mais
keinen Sinn, da der Saattermin des Weizens vor dem Erntetermin des Maises liegt.
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Tabelle 5.7: Vergleich der Düngungen in kgNha−1a−1
Nutzung Düngung nach Befragung Düngung nach Düngung für
Mittelwert Standardabweichung WASMOD (Orginal) Ist Szenario
Grünland 79 66,0 diverse 120
Feldgras / Kleegras 157 69,7 diverse 180
Winterweizen 125 51,8 270 140
Sommerweizen 131 0 111 131
Tritikale 97 50,8 k. A. 110
Winterroggen 100 38,7 150 110
Wintergerste 132 41,6 221 140
Sommergerste 69 28,5 141 81
Mais 150 40,8 190 160
Raps 148 56,2 130 160
Futtererbsen 27 22,9 35 35
Hafer 93 46,2 114 104
Kartoffeln 146 38,9 105 150
Rotationsbrache 0 0 0 0
Tabelle 5.8: Fruchtfolgen der Modellierung
Nutzung 1. Jahr 2. Jahr 3. Jahr 4. Jahr 5. Jahr
Winterweizen Raps Roggen Tritikale Raps
Sommerweizen Raps Winterweizen Wintergerste Mais
Raps Winterweizen Raps Mais Sommergerste
Mais Sommergerste Raps Rotationsbrache Winterweizen
Winterroggen Raps Winterweizen Tritikale Wintergerste
Wintergerste Raps Wintergerste Raps Winterweizen
Sommergerste Raps Winterweizen Wintergerste Mais
Feldgras Feldgras Winterweizen Raps Wintergerste
Hafer Feldgras Wintergerste Mais Sommergerste
Futtererbsen Sommerweizen Wintergerste Rotsationsbrache Raps
Kartoffeln Wintergerste Raps Tritikale Winterweizen
Rotsationsbrache Feldgras Wintergerste Winterweizen Mais
Die phänologischen Daten Blattflächenindex und Durchwurzelungstiefe sowie die Art der Bodenbe-
arbeitung wurden aus den für WASMOD mitgelieferten Dateien übernommen. Eine Modifikation der
Düngung durch das Wasserschutzgebiet wurde während des Modelllaufs berücksichtigt, indem bei
den Gebieten, die in der Schutzzone II liegen, ein Faktor von 0,8 bei der Düngung einbezogen wurde.
Als geometrische Grundlage stellte die ThürTV hierzu eine digitale Karte der Trinkwasserschutzge-
biete zur Verfügung.
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5.4.1.5 Dränagen und Gewässernetz
Zusätzlich zu den in diesem Kapitel erwähnten Informationsebenen stand noch eine Karte der Drä-
nagen zur Verfügung. Die Datengrundlage dieser Karte stammt aus Plänen, die bei der Erstellung
der Dränagen aufgezeichnet wurden (ca. 1960 – 1970). Sie sagt allerdings nichts über den aktuellen
Zustand und die Wirksamkeit der Dränagen aus. Trotz dieser Einschränkungen wurde die Karte ver-
wendet, da anzunehmen ist, dass die meisten Dränagen, insbesondere die, die von den Landwirten als
wirksam erachtet werden, noch funktionsfähig sind. Im Einzugsgebiet beträgt der Anteil dränierter
Flächen laut dieser Karte 17% der Gesamtfläche.
Des Weiteren steht eine Gewässernetzkarte, die aus der topographischen Karte 1:10000 abgeleitet
wurde, zur Verfügung. Diese weist die Lücken (Verrohrungen, Wälder) der topographischen Karte auf.
Da für die Modellierung ein lückenloses Gewässernetz benötigt wird, wurden diese Lücken manuell
unter Zuhilfenahme eines aus dem digitalen Geländemodell abgeleiteten Gewässernetzes geschlossen.
5.4.1.6 Verknüpfung der räumlichen Information zu KGG
Für die Erzeugung von Kleinsten Gemeinsamen Geometrien (KGG) wurden alle für das Modell re-
levanten räumlichen Informationsebenen verschnitten (vgl. Dibbern et al. 1996 [51]). Zunächst wur-
den die Ergebnisse aus Topnew (Kapitel 5.2.2) in eine Reliefeinheiten- und eine Teileinzugsgebiets-
Polygonkarte konvertiert. Diese Flächen wurden zusammen mit der Landnutzungskarte, der Boden-
karte, der Dränkarte und dem Gewässernetz mit der GIS-Funktion UNION verschnitten. Anschließend
wurden alle entstandenen Splitterpolygone in diesem Fall < 1000 m2 eliminiert, indem sie dem Nach-
barn mit der längsten gemeinsamen Grenze zugeschlagen werden. Da das Gewässernetz für eine kor-
rekte Modellierung lückenfrei sein muss, wurde die Gewässerkarte noch einmal mit der KGG-Karte
verschnitten. Dadurch bleiben einige Splitterpolygone erhalten (vgl. Abbildung 5.17, süd-östlicher
Vorfluter). Nach diesem Prozess sind 24412 Polygone im Gesamteinzugsgebiet entstanden. Diese
weisen bei einer durchschnittlichen Flächengröße von 6996 m2 eine große Heterorgenität auf (Mini-
um < 1 m2 und Maximum 1372232 m2).
Da eine noch größere Anzahl von Modelleinheiten vermieden werden sollte, wurden die Geologie
und die Wasserschutzgebiete auf folgende Weise berücksichtigt. Die Geologie wurde, wie in Kapitel
5.4.1.2 beschrieben, in grundwasserführende sowie nicht grundwasserführende Gebiete eingeteilt und
die Ergebniskarte aufgerastert. Anschließend wurde das Raster über die KGG gelegt und für jede ein-
zelne KGG ausgezählt, ob in ihr mehr grundwasserführende oder nicht grundwasserführende Zellen
vorhanden sind. Die Information der häufigeren Rasterklasse wurde dem Polygon dann zugewiesen.
Die Geologie wurde aufgrund ihrer geringen, im Modell verwendeten, thematischen Differenziert-
heit von nur zwei Klassen ausgewählt, da hier sichergestellt ist, dass mindestens 50% einer KGG der
richtigen Klasse entsprechen. Außerdem wurde auf diese Weise vermieden, dass noch mehr Split-
terpolygone entstehen, da die in die KGG-Ausweisung eingehenden Informationsebenen Boden und
Relief eine teilweise redundante Geometrie aufweisen, die sich nur geringfügig von der der Geolo-
gischen Klassen unterscheiden. Ein äquivalentes Vorgehen wurde für die Trinkwasserschutzgebiete
gewählt, da hier ebenfalls nur 2 Klassen, Schutzzone II mit 20 % Düngereduktion und Schutzzo-
ne III ohne Reduktion, auftreten. Schutzzone I ist ausschließlich forstwirtschaftlich genutzt und spielt
deshalb bei der Düngung keine Rolle. Zudem ändern die Landwirte das Landnutzungsmanagement in-
nerhalb einer Parzelle meist nicht, so dass vorhandene Landnutzungsgeometrie (vgl. Kapitel 5.4.1.4)
zur Abgerenzung ausreicht.
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Abbildung 5.17: Ausschnitt der KGG-Karte und der dazu beitragenden Informationsebenen
Die so erzeugten KGG werden in einem weiteren Schritt mit dem Programm Toptra (Kapitel 5.2.3)
hydrologisch charakterisiert. Von besonderer Bedeutung ist dabei die Festlegung der Simulationsrei-
henfolge innerhalb der lateralen Abflusskaskaden und die Zuweisung der Kaskaden zu den Vorflu-
terabschnitten. Diese Modelleinheiten stellen die Grundlage für die Modellierung mit WASMOD dar
(Kapitel 6.1).
5.4.2 Zeitreihen
5.4.2.1 Klima
Zur Charakterisierung der klimatischen Verhältnisse standen Daten der im Einzugsgebiet und der
Umgebung befindlichen Stationen des Deutschen Wetterdienstes in einer maximalen Zeitreihe von
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1970 bis 2000 zur Verfügung. Diese teilen sich in 13 Regenmessstationen, 5 Klimastationen und 2
synoptische Stationen auf. Während von den Regenmessstationen nur die Niederschläge verwendet
wurden, wurden von den Klima- und synoptischen Stationen Minimum und Maximum Temperatu-
ren, Niederschläge, sofern vorhanden Strahlung und Luftfeuchte (14:00 Uhr) ausgewertet. Da bei
WASMOD eine auf Jahreswerten basierende Höhenregression für die Klimaelemente vorgesehen ist
wurden Regressionen und Korrelationen für die einzelnen Klimaelemente ermittelt. Hierbei ergaben
sich die folgenden Zusammenhänge: Die langjährige Korrelation zwischen Niederschlag und Höhe
ergab einen Korrelationskoeffizienten (R) = 0,59. Dieser teilt sich für das Winterhalbjahr R = 0,6
und im Sommer R = 0,53 auf und hat somit nur einen schwachen Zusammenhang. Für die Maxi-
mumtemperatur besteht eine stärkere Beziehung R = -0,81 während bei der Minimumtemperatur kein
Zusammenhang gefunden werden konnteR = -0,08. Hierfür sind wahrscheinlich Effekte wie Kaltluft-
seen in den Tälern verantwortlich, weswegen für die Minimumtemperatur auf eine Höhenregression
verzichtet wurde. Aus der Luftfeuchte wurde zusammen mit der Maximumtemperatur das Sättigungs-
defizit ermittelt, welches eine starke Beziehung mit der Höhe R = 0,92 aufweist. Für die Strahlung
standen nur 2 Stationen (Weimar und Chemnitz) zur Verfügung, so dass hier eine Regression keinen
Sinn macht. Hier wurden die Daten der Station Weimar ausgewählt da diese für annähernd den ge-
samten Simulationszeitraum zur Verfügung stand, während aus Chemnitz nur die Zeitreihe von 1990
– 1999 bereitstand. Die Daten aus Chemnitz wurden dazu verwendet, um einige wenige Lücken in
den Weimarer Daten zu füllen. Dies war möglich, da die beiden Datenreihen eine starke Korrelation
für Tageswerte aufweisen (R = 0,93). Im urbanen Raum liegen die gemessene Strahlung rund 20 %
unter den im ländlichen Raum gemessenen Werten (Friedrich 2000 [75]). Da das Einzugsgebiet länd-
lich geprägt ist, wurden die Werte aus Weimar um 20 % erhöht. Des Weiteren wurden die, für den
Regenmesser nach Hellmann typischen, Benetzungs- und Überwehungseffekte mit der Methode nach
Richter (1995 [182]) für leicht geschützte Stationslagen der Höhenklasse des Gebietes IV korrigiert
(Tabelle 5.9). Da bei WASMOD zwei Klimazeitreihen berücksichtigt werden können, wurden für den
Niederschlag die Stationen Pahren und Mühltroff bei der Simulation des Einzugsgebiets von Pegel
Läwitz, die Stationen Pahren und Staitz bei der Simulation des restlichen Einzugsgebietes verwendet
(vgl. Abbildung 4.4). Wichtige Kriterien hierbei waren eine vollständige Zeitreihe und eine möglichst
gute Erfassung der Variabilität im Einzugsgebiet.
Tabelle 5.9: Korrekturwerte nach Richter (1995 [182]) für leicht geschützte Stationslagen in der Hö-
henklasse IV
Monat Jan Feb Mrz Apr Mai Jun Jul Aug Sep Okt Nov Dez
Wert in % 16,2 15,7 14,3 11,9 8 6,5 6,3 6,6 7,7 8,8 12,1 14,4
Zur Überprüfung der Homogenität der Klimareihen wurde eine Doppelsummenanalyse zwischen Nie-
derschlag und den in Kapitel 5.4.2.2 beschriebenen Abflussdaten auf täglicher Basis durchgeführt.
Wie in der Abbildung 5.18 dargestellt, existiert zum Jahreswechsel 1989 / 1990 ein Bruch in der
Kontinuität der Kurve, welcher bis Ende 1993 andauert. Danach ist die Steigung der angepassten Ge-
raden allerdings auch nicht wieder auf dem alten Niveau. Die erste Diskontinuität ist wahrscheinlich
auf zwei Effekte zurückzuführen. Zum einen sind die Jahre 1990 – 1993 die trockensten in der ge-
sammten Datenreihe. Zum anderen gibt es vermutlich eine Änderung in der Behandlung der Daten im
Übergang vom Meteorologischen Dienst der DDR zum DWD, da nach der trockenen Zeitperiode (vgl.
Abbildung 7.2) die Steigung der Trendline den alten Wert nicht wieder erreicht. Bei der Auswertung
wurde deswegen das letzte Jahrzehnt gesondert berücksichtigt und als wichtigste Referenzperiode
verwendet.
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Abbildung 5.18: Doppelsummenanalyse zwischen Abfluss (Pegel Lawitz) und Niederschlag
5.4.2.2 Abflussdaten
Der Abfluss des in dieser Arbeit betrachteten Einzugsgebietes wird langjährig nur für einen Anteil von
rund 100 km2 mit einem Pegel (Läwitz) auf täglicher Basis erfasst. Die Messungen am Pegel Läwitz
beginnen mit dem Bau der Talsperre Zeulenroda und sind bis zum Umbau 1997 nur auf die Wasser-
quantität beschränkt. Seit dem Umbau werden am Pegel Läwitz die Parameter Durchfluss, Leitfähig-
keit, Trübung, Gehalt an mineralischem Stickstoff, Sauerstoffgehalt, Temperatur und pH-Wert in einer
zeitlichen Auflösung von 15 Minuten erfasst. Hiervon stehen in dieser Arbeit der Abfluss von Novem-
ber 1974 bis Dezember 2000 und die Stickstofffrachten von November 1997 bis Dezember 2000 in
täglicher Auflösung zur Verfügung. Für den Zeitraum für den Zeitraum Januar 1976 bis Dezember
1998 standen zusätzlich noch monatliche Stickstoffmessungen zur Verfügung.
Seit der Inbetriebnahme der Talsperre Lössau 1983 wird unregelmäßig Wasser (vgl. Kapitel 4.3) ober-
halb des Pegels Läwitz in die Weida übergeleitet. Daten über die Menge des übergeleiteten Wassers
sind ab 1984 auf täglicher Basis aufgezeichnet. Diese wurden für die Auswertung von den Abflusswer-
ten des Pegels Läwitz subtrahiert. Hierbei traten Probleme in der Plausibilität auf, da, wie in Abbil-
dung 5.19 dargestellt, teilweise negative Abflüsse berechnet wurden. Die Stofffracht wurde, da keine
Informationen über den Stickstoffgehalt des übergeleiteten Wassers vorlagen, anteilig um den Betrag
der Wassermenge reduziert. Da sich in der Doppelsummenanalyse (Abbildung 5.18) keine Diskonti-
nuität beim Beginn der Überleitung zeigt, scheinen die Überleitungswerte, über einen längeren Zeit-
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Abbildung 5.19: Abfluss am Pegel Läwitz, Werte des Überleitungsstollens und korrigierte Ab-
flusswerte
raum betrachtet, plausible Werte zu liefern. Der durchschnittliche Abfluss (MQ) im betrachteten Zeit-
raum liegt bei 0,75 m3s−1, der höchste beobachtete Abfluss (HQ) bei 14,8 m3s−1 und der niedrigste
(NQ) bei 0 m3s−1. Der Niedrigwasserabfluss ist trotz des Problems durch die Überleitung plausibel, da
dieser Wert 1976 vor der Inbetriebnahme der Talsperre Lössau und damit vor der Überleitung erfasst
wurde. Dies bedeutet, dass bei der Validierung der Tageswerte mit schlechteren Übereinstimmungen
gerechnet werden muss. Dies gilt insbesondere, da nicht nur die negativen Abflusswerte einen Feh-
ler aufweisen, sondern im Fall einer Überleitung immer mit Störungen im Signal zu rechnen ist. Bei
der Betrachtung längerer Zeitintervalle kann hingegen von einer homogenen Messung ausgegangen
werden.
Die monatlichen Stickstoffmessungen sind zur Berechnung von Frachten problematisch, da die Werte
erheblichen Schwankungen innerhalb eines Monats unterliegen. Die Monatswerte werden dennoch
zur Ableitung von Jahresfrachten verwendet. Um den, durch die monatliche Messung hervorgerufe-
nen, Fehler abschätzen zu können, wurde folgende Vorgehensweise gewählt. In einem Jahr (1999),
für das tägliche Messungen vorliegen, wurden monatliche Messungen simuliert, in dem in 30-tägigen
Abständen Werte zur Abschätzung der Jahresfracht verwendet wurden. Hierbei wurden 30 verschie-
dene Anfangstage gewählt, um für jeden Bezugstag im Monat eine mögliche Fracht zu berechnen und
so dem durch die monatliche Messung hervorgerufen Fehler abschätzen zu können. Hierbei wurden
für die 30 verschiedenen geschätzten Jahresfrachten folgende Parameter ermittelt:
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Mittelwert X = 1318, 77 (tNO3)
Minimum Xmin = 1199, 66 (tNO3)
Maximum Xmax = 1443, 84 (tNO3)
Standardabweichung S = 64, 60 (tNO3)
Standardabweichung ·2 2S = 129, 20 (tNO3)
Die 30 Werte wurden mit dem Kolmogorov-Smirnov-Anpassungstest auf Normalverteilung geprüft
und mit einem Wert von 0,74 > 0,05 als Normalverteilung angenommen. Das bedeutet, dass im Be-
reich von 2 Standardabweichungen, was 129,2 tNO3 entspricht, rund 96% der zu erwartenden Werte
liegen. Bei Betrachung des Minimums 1199,66 tNO3 und des Maximums 1443,84 tNO3 der ermit-
telten Werte kann ein maximaler Fehler von Rund ± 10% (129,20 zu 1318,77 tNO3) für die mit
Monatswerten ermittelte Jahresfracht angenommen werden.
5.4.3 Messhänge
Abbildung 5.20: Lage der untersuchten Einzelstandorte im Einzugsgebiet des Talsperrensystems
Weida-Zeulenroda
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Ein Ziel dieser Arbeit war es, Aussagen über einzelne Flächen in einem Einzugsgebiet zu treffen
(vgl. 3.2). Hierzu wurde ein distributives hydrologisches Modell eingesetzt. Die Validierung solcher
Modelle findet im Allgemeinen nur an Pegeln am Gebietsauslass statt, so dass es nicht möglich ist,
abzuschätzen wie die Modellqualität in den Teilflächen ist. Aus diesem Grund wurde eine umfang-
reiche Geländeinstrumentierung an zwei Hangkatenen durchgeführt, die Validierungsdaten für den
Bodenwasserhaushalt, einen der zentralen Prozesse in WASMOD, bereitstellt. Im Folgenden werden
die gemessenen Parameter, mit Ausnahme der in Kapitel 5.4.1.2 erläuterten Bodendaten, vorgestellt.
Die Modellierung erfolgte in zwei Maßstäben im Einzugsgebietsmodus und im Hangmodus (vgl. Ka-
pitel 6.2.1). Für den Hangmodus wurden Klima und Flächendaten als Eingangsdaten ermittelt. In
Abbildung 5.20 ist die Lage der Messhänge im EZG skizziert. Die genaue Position der einzelnen
Messstationen ist in Abbildung 5.10 dargestellt. Zusätzlich ist noch die Lage des in Kapitel 5.4.4
beschriebenen Dränfeldes eingezeichnet.
5.4.3.1 Hydrometerologische Daten
Die Klimaelemente wurden an den beiden Bodenfeuchtehängen mit weitgehend identischen Sensoren
für Niederschlag, Einstrahlung, Albedo, Windgeschwindigkeit, Luftfeuchte und Bodentemperatur an
einer Station am oberen Ende beider Hänge erhoben. Sie wiesen einen Messwertabstand von 5 Minu-
ten auf und wurden digital mittels Datenlogger erfasst. Die Wartungsintervalle betrugen 7 – 10 Tage.
Der Niederschlagsmesser (Niederschlagswippe) war in 1 m Höhe angebracht. Zusätzlich zur konti-
nuierlichen Erfassung wurde der Niederschlag eines Wartungsintervalls erfasst und zur Validierung
der fünf-Minuten-Werte benutzt. Die Einstrahlung und Albedo wurden mit Strahlungsmessern aufge-
nommen, die in 2 m Höhe angebracht waren. Ebenfalls in 2 m Höhe wurden Luftfeuchte, Temperatur
und Windgeschwindigkeit gemessen. In den Boden wurden Temperaturfühler in 0, 10, 20, 40 und
am Hang Dittersdorf 60 cm Tiefe eingebracht. Für die Sensoren der Klimaelemente lagen Prüf- und
Eichprotokolle vor. Vergleiche der Messungen auf beiden Hängen ergaben plausible Werte.
Zur Bestimmung der Bodenfeuchteverhältnisse wurden am Hang Pahren sechs und am Hang Dit-
tersdorf fünf Tensiometernester installiert (vgl. Abbildung 5.10). Die Einbautiefen varieren je nach
Mächtigkeit der mit einem Bohrstock (Pörkhauer) erschließbaren Lockergesteinsauflage bis zu einer
Maximaltiefe von 120 cm (vgl. Tabelle 5.10). Die Tensiometersysteme waren mit Druckaufnehmern
der Firma Jumo versehen, deren Funktion auch im Minusbereich gegeben ist. Sie weisen zusätzlich
einen temperaturkompensierenden Nullabgleich und eine Nullpunktstabilität, die für die Reprodu-
zierbarkeit der Ergebnisse wesentlich ist, auf. Durch eine spezielle Entlüftungsvorrichtung konnten
die Tensiometer im eingebauten Zustand wieder befüllt werden. Um das Herunterlaufen von Wasser
direkt an den Tensiometerstäben zu verhindern, wurde beim Einschlämmen um die Stäbe eine Ben-
tonitpackung aufgetragen und über dem Bohrloch eine Kunststoffkappe angebracht (Abbildung 5.21
links). Die Tensiometer wurden gegen Luft und Wasser normalisiert und dabei die je nach Einbautiefe
variierende hängende Wassersäule herausgerechnet. Im Winter besteht die Gefahr, dass das Wasser
in den Tensiometern gefriert und zu Messfehlern und Beschädigung führt. Deswegen wurden die
Tensiometer im Winter mit einer 30-%igen Methanollösung, als Frostschutz befüllt. Ein Messwert-
abweichung ist durch den Wechsel von Wasser zur Methanollösung nur in sehr geringem Ausmaß zu
erwarten (Wendt et al. 1978 [242]), so dass es möglich war auch bei Frost sinnvolle Daten zu erhal-
ten. Aus den, von den Tensiometern aufgenommenen Saugspannungen, konnte mit Hilfe gemessener
pf-Kurven (Kapitel 5.4.1.2) die Bodenfeuchte ermittelt wurden.
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Abbildung 5.21: Aufbau eines installierten Tensiometers (links) und eines Grundwasserbeobach-
tungsbrunnens (rechts) (Flügel 1999 [70])
Tabelle 5.10: Einbautiefen der Tensiometer auf beiden Hängen
Tensiometer Pahren 1 P 2 P 3 P 4 P 5 P 6 Dittersdorf 1 D 2 D 3 D 4 D 5
-tiefe in cm
15 x x x x x x x x x x x
30 x x x x x x x x x x x
60 - x x x x x x x x x x
90 - x x x x x - x x x x
120 - - x x x x - - - x x
Zur Messung der Grundwasserdynamik wurde in der Tiefenlinie an den Stationen P 6 und D 5 ein
Grundwasserbeobachtungsrohr, wie in Abbildung 5.21 (rechts) skizziert, installiert. Alle Daten wur-
den wie bei den Klimastationen im 5 Minutentakt aufgezeichnet. Der Messzeitraum der Datenreihen
reicht für den Hang Pahren von Mitte September 1999 bis Mitte Juni 2001 und für den Hang Ditters-
dorf von Mitte Dezember 1999 bis Mitte Juli 2001.
Bei der Auswertung der Tensiometerdaten konnte ein Tagesgang in den Werten festgestellt werden.
Dieser ist inbesondere an Tagen, die einen ausgeprägten Tagesgang der Temperatur aufweisen, vor-
handen. Der Grund für diesen Tagesgang liegt in der temperaturbedingten Ausdehnung von Luft und
Wasser in den Tensiometern, die zu einer Erhöhung des Innendrucks und damit einer Abnahme der
Saugspannung mit Erhöhung der Temperatur führen. Die Kurven in Abbildung 5.22 zeigen beispiel-
haft das Verhalten der Saugspannung in Abhängigkeit von Temperatur und Strahlung. Auf der Abbil-
dung 5.22 oben links ist deutlich eine Hysterese erkennbar, die aufzeigt, dass das Verhalten bei Erwär-
mung und bei Abkühlung unterschiedlich verläuft. Dadurch ist der Zusammenhang über den ganzen
Tag wesentlich weniger eng, als bei einer isolierten Betrachtung der Erwärmungsphase bis 16:00 Uhr
(Abbildung 5.22 Mitte links) oder der Abkühlungsphase ab 16:00 Uhr (Abbildung 5.22 Mitte rechts).
Die unteren beiden Diagramme zeigen den ebenfalls erheblichen Einfluss der Einstrahlung, der auch
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einer Hysterese unterliegt. Die Schwankung ist mit einer Amplitude von 121 hPa erheblich, so dass
die 5-Minuten-Daten sich nicht für die Auswertung eignen. Auch ein Herausrechnen des Tempera-
tureffektes erscheint angesichts der Hysterese und den Einfluss von Temperatur und Strahlung kaum
durchführbar. Dies gilt insbesondere auch deshalb, da sich in den Tensiometern immer auch ein we-
nig Luft befindet, dessen Ausdehnungsverhalten sich sehr stark von dem des Wassers unterscheidet,
und das Mengenverhältnis zwischen Luft und Wasser nicht bekannt ist. Aus diesen Gründen wurden
als Vergleichsdaten für die Modellierung die vergleichsweise konstanten Nachtwerte herangezogen,
indem das Tagesminimum als Tageswert verwendet wird. Somit ist sichergestellt, dass der Wert nicht
durch die temperaturbedingte Ausdehnung überprägt ist.
Abbildung 5.22: Zusammenhang zwischen dem Tagesgang der Tensiometer und Lufttemperatur und
Strahlung am 06. Mai 2000
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5.4.3.2 Hangvermessung
Der Hang Pahren wurde mittels differenziellem GPS und Theodolit vermessen. Durch die differenzi-
elle Methode und eine lange Messdauer pro Punkt konnte erreicht werden, dass die Ergebnisse eine
Höhengenauigkeit im Zentimeter-Bereich aufweisen. Die GPS-Messungen erfolgten entlang der Sta-
tionen. Gleichzeitig wurden 130 Punkte mittels Theodolit in einem 25 m breiten Streifen entlang der
Stationen eingemessen und in das Punktenetz der differentiellen GPS-Messung verdichtet (Pechstädt
2003 [166]). Aus diesen Daten wurde durch Interpolation mit dem Verfahren Ordenary Kriging (Krige
1951 [123], Matheron 1963 [140]) ein DGM des Hanges erstellt, aus welchem die Reliefparameter
für die WASMOD Modellierung gewonnen wurden.
5.4.3.3 Seismik
Die Punktinformationen der Bodenbeschreibungen (Kapitel 5.4.1.2) wurden am Hang Pahren noch
durch ein refraktionsseismisches Profil ergänzt. Hierbei wird die Mächtigkeit der oberen und die Zu-
sammensetzung der unteren Schicht über den Laufzeitunterschied zwischen refraktierter Welle und
Ausgangswelle sowie die Geschwindigkeit der refraktierten Welle ermittelt. Die räumliche Auflösung
von seismischen Aufnahmen wird durch die Abstände der Geophone bestimmt, wobei die vertikale
Auflösung der Hälfte des Geophonabstandes entspricht (Knödel et al. 1997 [117], Beblo 1997 [12]).
Es wurde ein 12 Kanal (12 Geophone) Seismikgerät verwendet. Die Geophonabstände variierten zwi-
schen 1 m im Oberhangbereich und 2 m im Mittel- und Unterhang. Mit dieser Anordnung wurden 17
Profile aufgenommen. Diese wurden mittels des Programms REFLEXW in ein, den gesamten Hang
umfassendes, Profil überführt. Durch die geringen Geophonabstände wurde im oberen Hangbereich
zumeist nur der Pflughorizont erfasst (siehe Abbildung 5.23 Entfernung bis 230 m). Im Unterhangbe-
reich ist eine Aussage über die Mächtigkeit des Bodenkompartimentes möglich (vgl. Abbildung 5.23
Bereich ab 230 m)(Pechstädt 2003 [166]).
Abbildung 5.23: Seismisches Profil des Hanges Pahren (1000 entspricht einer Entfernung von 0
m, 1100 entspricht einer Entfernung von 100 m; Mächtigkeiten in m) (Pechstädt
2003 [166])
5.4.3.4 Ableitung der Modelleinheiten
Der Hang Pahren wurde in 6 Polygone diskretisiert. Als Kriterien wurden eine möglichst gleichmä-
ßige Hangneigung innerhalb der 6 Hangabschnitte und die Lage der Stationen gewählt. Die für die
Parametrisierung von WASMOD normalerweise eingesetzten Routinen Topnew (Kapitel 5.2.2) und
Toptra (Kapitel 5.2.3) wurden hier nicht verwendet, da diese die Betrachtung von Einzugsgebieten
voraussetzten und hier nur eine Hangkatena betrachtet wird. Die für die Modellierung wichtigen Geo-
metrieparameter wurden daher mit dem GIS ermittelt und den Einzelflächen manuell zugewiesen.
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Die Bodendaten wurden direkt aus der Bodenansprache und den Laboranalysen übernommen. Für die
Modellierung standen zusätzlich Informationen zur Art des Bewuchses zur Verfügung, die auf allen
Teilflächen gleich parametrisiert wurde (Pechstädt 2003 [166]).
5.4.4 Dränfeld
5.4.4.1 Hydrometerologische Daten
Für die Beschreibung der klimatischen Verhältnisse wurden bis auf den Niederschlag die Daten der
Einzugsgebietsmodellierung (Kapitel 5.4.2.1) verwendet. Für den Niederschlag der Jahre 1997 – 2001
wurden Daten der von der TLL betriebenen Station Wöhlsdorf, ca. 1 km vom Dränagefeld entfernt,
verwendet.
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Abbildung 5.24: Lage des Dränfelds im Bezug auf das Dränagesystem und dem abgeleiteten Teilein-
zugsgebiet
Die TLL betreibt die Messung des Dränwassers eines ca. 2,5 ha großen Feldes (kleiner Drän) und bis
1999 eines ca. 50 ha großen Feldes (großer Drän). Am Dränauslass der Felder wird kontinuierlich die
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Wassermenge über einen Schreibpegel bestimmt. Die Stickstoffkonzentration wird kontinuierlich mit
einem Einzelprobenehmer als tägliche Mischprobe gesammelt. Bei konstantem Abfluss werden die
täglichen Proben zu einer wöchentlichen Probe gemischt, so das bei Abflussereignissen tägliche und
sonst wöchentliche Werte der Konzentration von mineralischem Stickstoff vorliegen. Für die Jahre
1992 – 1996 liegen für den kleinen Drän die Daten in monatlicher von 1997 – 2001 in täglicher Auf-
lösung vor. Die Monatswerte wurden hierbei aus gemessenen Tageswerten aggregiert. Die TLL geht
bei den Messungen davon aus, dass das gesamte Wasser, das das Dränfeld verlässt, im Dränagesystem
gefasst wird. Es wird zusätzlich davon ausgegangen, dass kein lateraler Zufluss aus der hangaufwärts
gelegenen Seite die Fläche erreicht, da diese ebenfalls dräniert ist (Abbildung 5.24). Die erfassten
Wassermengen lassen den Schluss zu, dass diese Annahme plausibel ist.
5.4.4.2 Flächendaten
Für das Dränfeld waren Angaben der Düngemenge aufgeteilt in organischen und anorganischen Dün-
ger und die Fruchtart der Jahre 1993 – 2000 als Datensatz vorhanden. Aus diesen wurden für das
Dränfeldmodell angepasste Düngemengen abgeleitet.
Zur Beschreibung des Reliefs wurden die Höhenlinien der TK 1:10000 der Felder mit Umgebung
digitalisiert und als Geländemodell gerastert. Dabei entstand ein DGM mit 10 m räumlicher Raster-
auflösung.
Als Bodendaten wurden die Daten der, auf der Dränfläche befindlichen, Dauerbeobachtungsfläche der
Bodenklasse lg5 (Kapitel 5.4.1.2) verwendet. Hierbei lagen eine Bodenansprache bis 2 m Tiefe und
umfangreiche Laboranalysen zu Korngröße, Humusgehalt, Wasserspannungs – Wassergehaltsbezie-
hung (pF-Kurve), Lagerungsdichte und Leitfähigkeit des Bodens vor, welche zur Beschreibung des
Bodens im Modell genutzt wurden. Diese Aufnahmen wurden jährlich wiederholt und die Daten der
Jahre 1997 – 2000 liegen dieser Arbeit zugrunde. Dabei fällt besonders, wie schon in Kapitel 5.4.1.2
erwähnt, die Variabilität der Leitfähigkeitsbeiwerte (Kf-Werte) auf, wie sie in Tabelle 5.4.4.2 darge-
stellt ist. Außerdem mussten ab einer Tiefe von 50 cm die bodenphysikalischen Parameter aus der
Korngröße abgeleitet werden (Ad-hoc Arbeitsgruppe Boden 1994 [2]), da für diese Bodenschichten
keine Messungen vorlagen.
Tabelle 5.11: Zusammenfassende Darstellung der von der TLL erhobenen Durchlässigkeitsbeiwerte
(Kf-Werte) und der für das Modell verwendeten
Tiefe Horizont Modell Mittelwert Median Maximum Minimum St.-abw.
0 - 30 Ap 150 221 77 2856 0 478
30 - 65 Sew 25 65 13 1188 0 175
Zudem stand noch eine analoge Karte der Dränagen von großem und kleinem Drän zur Verfügung, in
die das Einzugsgebiet des Großen Dräns eingezeichnet war. Diese Informationen wurden digitalisiert.
Zur Erzeugung der Modelleinheiten (KGG) wurde der in Kapitel 5.4.1.6 beschriebene Weg einge-
schlagen. Allerdings musste hier nicht bei der Landnutzung und Boden differenziert werden, da diese
im Gebiet eine einheitliche Informationsgrundlage aufweisen. Unterschieden wurden also die mit
Topnew erzeugten Reliefeinheiten, Teileinzugsgebiete und die Dränflächen von den nicht dränierten
Flächen. Für den kleinen Drän ergaben sich hierbei drei Teilflächen.
6 Modellierung
Für die Modellierung wurden die in Kapitel 5.4 eingehend beschriebenen Parameter verwendet. In
diesem Kapitel werden die Modellanpassungen, die sich im Verlauf der Simulaton als wesentlich
erwiesen und die Ergebnisse vorgestellt. Hierbei wird auf den Einzugsgebietsmaßstab und an den
Messhängen sowie dem Dränfeld auf den Hangmaßstab eingegangen. Für die Validierung werden
verschiedene Parameter in Anlehnung an das Konzept der „Multiresponse Validation“ (Mroczkow-
ski et al. 1997 [157]) in den unterschiedlichen Skalen betrachtet. Im Einzelnen sind dies Abfluss,
Stickstofffracht, Grundwasserhöhe und Bodensaugspannungen.
6.1 Einzugsgebiet
6.1.1 Modellanpassung
Erste Modellierungen des Einzugsgebietes ergaben, dass die Verdunstungsberechnung nach Haude zu
niedrige Verdunstungsraten aufwiesen und damit eine Überschätzung des Abflusses verursachte. Des-
wegen wurde die in WASMOD ebenfalls implementierte Verdunstungsroutine nach Turc-Wendling
verwendet (vgl. Kapitel 5.2.4.2), die zu besseren Ergebnissen führte. Die Modellierung wurde über
die Zeitreihe von 1971 bis 2000 durchgeführt. Dieser Modellierungszeitraum wurde einmal als Vor-
lauf zum „einschwingen“ des Modells im Bezug auf die Poolgrößen des Stoffhaushalts und die Grund-
wasserabstände und Bodenfeuchten vorgeschaltet und die eigentliche Modellierung in einem anschlie-
ßenden Modelllauf durchgeführt. Nur die Werte des zweiten Modelllaufs wurden für die Auswertung
verwendet.
Ein Ergebnis für den gemessenen und modellierten Abfluss für das Jahr 1998 ist in Abbildung 6.2 (ro-
te Linie) dargestellt. Hierbei ist erkennbar, dass der Basisabfluss in den Trockenperioden deutlich zu
hoch ist. Als Ursache für dieses Verhalten konnten die grundwasserbeschreibenden Parameter Vorflu-
terentfernung und Vorfluterhöhe ermittelt werden, die mit dem Programm Toptra (vgl. Kapitel 5.2.3)
berechnet worden sind. Die hier ermittelten Werte für Vorfluterabstand und Vorfluterhöhe wiesen dar-
auf hin, dass die zugewiesenen Vorfluter deutlich zu weit entfernt waren. Um dieses Problem zu lösen,
wurde eine GIS-Routine geschrieben, die auf Rasterbasis aus einem Gewässernetz iterativ die Vorflu-
terabstände, Vorfluterhöhen und von den beiden Parametern abhängige geschätzte Grundwasserhöhen
berechnet. Vereinfachend wird hierbei angenommen, dass die Euklidische Distanz zwischen Polygon
und Vorfluter den Grundwasserweg beschreibt und die Leitfähigkeit des Aquifers konstant ist. Letzte-
re Annahme ist für das Modellergebniss relativ unbedeutend, da hier nur ein plausibler Startwert für
die Modellierung benötigt wird, der durch den Vorlauf von 30 Jahren korrigiert werden kann. Als Ge-
wässernetz wurde ein aus dem Geländemodell abgeleitetes Netz verwendet, das als Schwellenwert zur
Ausweisung eines Gewässer 3000 Pixel (Einzugsgebiet 187,5 ha) aufweist. Dieser relativ hohe Wert
wurde gewählt, um die Annahme abzusichern, dass sich dort auch eine Aue mit lokalem Grundwas-
serleiter ausgebildet hat. Abbildung 6.1 zeigt links die von Toptra ermittelten Vorfluterabstände (oben)
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und die Vorfluterhöhen (unten) während rechts die von der GIS-Routine ermittelten Werte dargestellt
werden.
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Abbildung 6.1: Vergleich zwischen den modellierten Abflüssen mit Parametern aus Toptra und aus
der GIS-Routine und dem Gemessenen Abfluss
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An der oft fächerförmigen Struktur in Abbildung 6.1 (oben links) ist erkennbar, dass links einzelne Be-
zugspunkte des Gewässernetzes als Berechnungsgrundlage herangezogen wurden, während rechts das
kontinuierlichere Bild zeigt, dass jeder Gewässerabschnitt in die Berechnung einging. Ein ähnliches
Verhalten zeigen auch die Vorfluterhöhen, die ein für die GIS-Routine (unten rechts) deutlich kontinu-
ierlicheres Bild aufweisen, als die mit Toptra (unten links) berechneten. Diese Resultate sind nur für
die KGG-Flächen relevant, die als grundwasserführend charakterisiert wurden (Kapitel 5.4.1.3). Das
Resultat dieser Veränderung ist in Abbildung 6.2 (grüne Linie) dargestellt. Erkennbar ist hierbei eine
deutlich größere Dynamik bei der Basisabflusskomponente, die in den Niedrigwasserperioden auch
zu besserer Übereinstimmung mit den gemessenen Werten führt.
Abbildung 6.2: Vergleich zwischen den modellierten Abflüssen mit Parametern aus Toptra und aus
der GIS-Routine und dem gemessenen Abfluss
Ein weiteres Problem ergibt sich bei der Simulation des Returnflows. Eine grundsätzliche Eigenschaft
von WASMOD ist es, den Stickstoffhaushalt nur in Interaktion mit der Bodenmatrix zu simulieren.
Aus diesem Grunde findet kein Stickstofftransport im Oberflächenabfluss statt. Dieser kann modell-
technisch auch nur sehr schwer nachvollzogen werden, da die Stoffmenge in erster Line von der
aktuellen Oberflächenbeschaffenheit abhängt, z.B. wenn der Landwirt unmittelbar vor dem Oberflä-
chenabflussereignis gedüngt hat. Dies ist eine Information, die für die Mesoskala nicht vorliegt. Eine
weitere Limitierung von WASMOD ist, dass aus nummerischen Gründen nur entweder Oberflächen-
abfluss oder Interflow zu einem Zeitschritt von Fläche zu Fläche weitergegeben werden kann (Reiche
2001 mündliche Mitteilung). Zusammen sorgen diese beiden Effekte dafür, dass bei der Bildung von
Returnflow kein Stickstoff transportiert wird. Aufgrund der Heterogenität der KGG kann in Einzelfäl-
len, wenn eine große Fläche in eine kleine entwässert, die Returnflowsimulation zum dominierenden
Abflusspfad werden. Dieser Effekt kann so zu einem Abschneiden einer ganzen Abflusskaskade für
den Stickstofftransport führen. Dieses Problem betrifft in erster Linie Flächen, die aufgrund des im-
permeablen Ausgangsgesteins keinen Grundwasserabfluss aufweisen, da hier keine Entwässerung in
der Vertikalen stattfindet und deswegen Überstauungseffekte häufiger sind. Aus diesem Grund wur-
den bei den bisherigen Simulationen im Festgesteinsbereich (Enders (2000 [57] und Meyer 2002
[148]) die lateralen Abflüsse nicht über die Flächen geroutet, sondern direkt dem Vorfluter zugewie-
sen. Hierbei wurde bei der Stoffsimulation ein Reduktionsfaktor verwendet, der die Abbauprozesse
in der Abflusskaskade abbildet. Da das Ziel dieser Arbeit allerdings darin besteht, die Einzelflächen
in ihrem landschaftlichen Kontext zu beschreiben, musste hier eine andere Lösung gefunden werden,
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die das Routing weitgehend erhält.
Zur Lösung dieses Returnflowproblems wird eine Herangehensweise gewählt, welche sich an dem
Prozessgeschehen im Bodenwasser bei nassen Verhältnissen orientiert (vgl. Kapitel 2.3). Hierbei wur-
de die Interflowroutine in WASMOD erweitert. Die Funktionsweise dieser Erweiterung ist in Abbil-
dung 6.3 skizziert. Die Interflowübergabe erfolgt in WASMOD immer aus dem obersten Komparti-
ment, das die Feldkapazität überschreitet. Im Empfangspolygon wird das Wasser dem Kompartiment
zugeführt, dass über dem obersten gesättigten Kompartiment liegt. Ist der Boden bis zu obersten Kom-
partiment gesättigt, wird der Interflow dem Oberflächenabfluss zugewiesen (Returnflow). Die Ände-
rung greift an dieser Stelle ein, indem dieser Returnflow und Stickstoff nicht dem Oberflächenabfluss
zugewiesen wird, sondern zwischengespeichert bleibt und im nächsten Schritt der übernächsten Flä-
che bzw. dem Vorfluter zugewiesen wird. Diese Vorgehensweise entspricht also einem „Bypass“ der
gesättigten Fläche. Das so simulierte hydrologische Verhalten ähnelt stark vereinfacht dem präferen-
ziellen Fließen, welches zum einen sehr schnell ist und zum anderen wenig Interaktion mit der Boden-
matrix aufweist. Der wesentliche Punkt hierbei ist aber der für das Optimierungsverfahren notwendige
technische Aspekt, dass dadurch ein Kappen der Abflusskaskaden für den Stofftransport verhindert
wird. Bei der Simulation des Jahres 1999 haben beispielsweise im Einzugsgebiet des Pegels Läwitz
durch diese Modifikation 603 KGG-Flächen zusätzlichen Interflow erzeugt.
Abbildung 6.3: Beispiel für die Weitergabe des Interflow in eine gesättigte Fläche (rot Veränderung
durch die Bypasslösung)
Zudem wurde noch eine weitere Modifikation in der Modellausgabe durchgeführt, die eine detail-
liertere Abflusskomponententrennung der täglichen Werte beinhaltet. Die ursprüngliche Ausgabe
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beinhaltet tägliche Werte des Oberflächenabflusses der anderen Abflusskomponenten (Grundwasser,-
Dränwasser- und Interflowabfluss) gemeinsam und die tägliche Stickstofffracht. In der neuen Model-
lausgabe wurde für Wasser und Stickstoff die Interflowkomponente extra ausgewiesen.
Um die Bedeutung der lateralen Prozesse in dieser Arbeit herauszustellen, wurde eine Methode an-
gewandt, wie sie bei Menzel und Richter (1999 [145]) vorgeschlagen wurde. Sie besteht darin eine
Modellvariante (IST-Szenario) mit lateralen Fließprozessen, mit einem Szenario (Direkt-Szenaio) zu
vergleichen, bei dem die lateralen Prozesse nicht berücksichtigt wurden. Dies wurde durch eine Mo-
dellversion erreicht, bei der die lateralen Abflusskomponenten ohne Routing in den Vorfluter geleitet
wurden. Die Ergebnisse dieser Simulationen werden im folgenden Teilkapitel (6.1.2) vergleichend
dargestellt.
6.1.2 Ergebnisse Einzugsgebiet Pegel Läwitz
6.1.2.1 Wasser
Auf die Ergebnisse der Wasserhaushaltssimulation wird zunächst für das Gebiet des Pegels Läwitz
im IST-Szenario eingegangen. Dabei werden die Ergebnisse von der überblickshaften Simulation der
Wassermengen in Jahreswerten, über die Nachzeichnung des Jahresganges in Monatswerten, bis zur
Modellierung der Tagesdynamik beschrieben. In Abbildung 6.4 sind die gemessenen und modellierten
Jahreswerte als Summen und die Jahresniederschläge in mm abgetragen.
Abbildung 6.4: Vergleich der modellierten (Ist-Szenario) und gemessenen Jahreswerte des Abfluss
am Pegel Läwitz
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Die Abflüsse, die Abbildung in 6.4 dargestellt sind, weisen besonders große Abweichungen in den
80er Jahren, insbesondere von 1983 bis 1988 auf. Da in dieser Zeit die Talsperre Lössau in Betrieb
ging und damit die Überleitung in die Weida begann, ist es möglich, dass die Aufzeichnungen der
Überleitung in dieser Zeit einen größeren Fehler aufweisen als spätere Jahre. Die Inhomogenität in
dem Vergleich zwischen modellierten und gemessenen Werten wird beim Vergleich des Bestimmt-
heitsmaßes zwischen den Jahreswerten von 1980 – 1989 mit 0,66 und 1990 – 2000 mit 0,90 beson-
ders deutlich. Auch in der Summenkurve der Jahreswerte (Abbildung 6.5) zeigen die 80er Jahre ein
Auseinanderdriften der Kurven, während in den 90er Jahren die Kurven weitgehend parallel verlau-
fen. Die Gesamtabweichung von gemessenem und modellierten Werten beträgt entsprechend, in den
80ern 22,8 %, in den 90ern -3,95 % und im gesamten Simulationszeitraum 5,25 %. Da sowohl vor
dem Zeitraum 1981 – 1990 als auch danach die Wasserbilanzen deutlich besser simuliert werden,
wird in dieser Arbeit von einer Inhomogenität in der Messung in diesem Zeitraum ausgegangen. Hin-
zu kommt die in Kapitel 5.4.2.1 beschriebene inhomogenität zwischen Niederschlag und Abfluss, so
dass für die weitere Ergebnisdarstellung den 90er Jahren eine besondere Bedeutung zukommt.
Abbildung 6.5: Vergleich der kummulierten modellierten (Ist-Szenario) und gemessenen Jahreswerte
des Abfluss am Pegel Läwitz
Bei den Monatswerten zeichnet sich ein ähnliches Bild ab, wie bei den Jahreswerten. In Abbildung 6.6
ist erkennbar, dass insbesondere in den Jahren 1984 – 1988 erhebliche Abweichungen zwischen si-
mulierten und gemessenen Werten auftreten. Dies wird durch eine Betrachtung der statistischen Maß-
zahlen Bestimmtheitsmaß (R2) und Effizienz nach Nash und Sutcliffe (1970 [159]) (Reff )(Abbildung
6.7) bestätigt. Diese weisen auch in diesem Zeitabschnitt deutlich geringere Werte als in der übrigen
Zeitreihe. Zudem fällt auf, dass die Maßzahlen der logarithmierten Werte sich zumeist über denen der
normalen Werte bewegen, was darauf hindeutet, dass die Basisabflusskomponente besser vom Modell
abgebildet wird als die schnelleren Abflüsse. Ein Zusammenhang zwischen feuchten und trockenen
Jahren und der Qualität der Modellierung konnte nicht ermittelt werden. So haben beispielsweise die
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Jahre 1975, 1976 und 2000 hohe Werte obwohl es sich bei 1975 um ein sehr feuchtes, bei 1976 um
ein sehr trockenes und bei 2000 um ein durchschnittliches Jahr handelt (vgl. Abbildung 6.5). Auch
die beiden nicht so gut simulierten Jahre 1978 und 1996 sind eher durchschnittlich feuchte Jahre.
Abbildung 6.6: Monatliche modellierte (Ist-Szenario) und gemessene Abflussspende des Abflusses
am Pegel Läwitz
Abbildung 6.7: Statistische Qualitätsparameter für die Simulation von Monatswerten der Einzeljahre
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Für den gesamten Simulationszeitraum wurden für R2 0,69, lnR2 0,77, Reff 0,69 und lnReff 0,76
ermittelt. Bei der Betrachung der Zeitreihe von 1990 – 2000, die, wie bereits erwähnt, weniger Inho-
mogenitäten aufweist, sind die Parameter R2 0,78, lnR2 0.82, Reff 0,78 und lnReff 0,81 deutlich
höher und können mit Werten von über 0,7 als befriedigende Simulation der Monatswerte betrachtet
werden (Becker und Behrendt 1997 [13]). Auch hier zeigt sich wieder die bessere Simulation der
Niedrigwasserabflüsse, da die logarithmierten Werte deutlich über den nicht logarithmierten liegen.
Die Ergebnisse bei den Tageswerten zeigen eine deutlich schwächere Modellperformance als bei den
Jahres- und Monatswerten. Die in Abbildung 6.8 dargestellte Übersicht der statistischen Parameter
verdeutlicht diese Feststellung. Zur Ermittlung der Qualtitätsparameter wurde die modellierte Zeitrei-
he um einen Tag versetzt, da WASMOD keine zeitliche Verzögerung im Flächenrouting aufweist und
die Gewässerverzögerung gar nicht simuliert wird. Diese Maßnahme wurde in zahlreichen mit WAS-
MOD in Einzugsgebieten durchgeführten Arbeiten angewandt (Trepel 2000 [227], Enders 2000 [57]
und Meyer 2002 [148]).
Abbildung 6.8: Statistische Qualitätsparameter für die Simulation von Tageswerten der Einzeljahre
Auffällig ist, dass die Simulation der Abflusswerte seit dem Umbau des Pegels 1997 (vgl. Kapitel
5.4.2.2) deutlich bessere und stabilere Ergebnisse aufweist als in jeder anderen Zeitperiode. Auch
bei den Tageswerten zeigt sich, dass die Qualtitätsparameter für die logarithmierten Werte deutlich
höhere Resultate zeigen, als die normalen Werte. Dies zeigt sich insbesondere auch bei der Betrach-
tung der Durchschnittswerte für die gesamte Zeitreihe R2 0,44, lnR2 0,63, Reff 0,35 und lnReff
0,53 und für die letzten 10 Jahre R2 0,51, lnR2 0,62, Reff 0,45 und lnReff 0,53. Eine Abhängig-
keit der Modellierungsqualität von der jährlichen Niederschlagsmenge (vgl. Abbildung 6.4) ist wie
bei den Monatswerten nicht erkennbar. Das Gesamtbild ist sehr ähnlich zu denen der Monatswerte
nur auf deutlich niedrigerem Niveau. Mögliche Gründe die zu diesem schlechteren Ergebnis führen,
sind zum einen bei den Vergleichdaten zu finden. Dies zeigt sich bei den durch den Überleitungsstol-
len hervorgerufenen, „negativen“ Abflüssen (vgl. Kapitel 5.4.2.2). Diese wirken sich besonders stark
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auf den Unterschied zwischen logarithmierten und normalen Qualitätsparametern aus, da Werte mit
„negativen“ Abflüssen nicht logarithmiert werden können und somit in die Vergleichsrechnung nicht
eingehen. Des Weiteren zeigt sich das Problem mit dem Überleitungsstollen auch bei Werten über
Null in der Abflussganglinie. Dies ist in Abbildung 6.9 bei der linken Hervorhebung erkennbar. Am
Tag vor der Überleitung findet eine Erhöhung der Abflusswerte statt, während danach eine Absenkung
zu verzeichnen ist. Dies deutet auf ein Problem mit der zeitlichen Zuordnung der Daten hin. Bei der
Bewertung dieses Effektes muss darauf hingewiesen werden, dass im aufgrund der Übersichtlichkeit
ausgewählten Jahr 1999, nur minimal Übergeleitet wurde und dass die Wirkung in anderen Jahren
deutlich gravierender in Erscheinung tritt (vgl. Abbildung 6.9).
Abbildung 6.9: Vergleich zwischen simulierten und gemessenen Abflusswerten und den Überlei-
tungsdaten
Zum anderen ist erkennbar, dass die Basisabflusskomponente trotz der in Kapitel 6.1.1 beschriebe-
nen Maßnahmen für die Parametrisierung der Grundwasserabflusssimulation, zu träge reagiert. Ein
Grund für diese Trägheit ist die sehr einfach gehaltene Grundwassersimulation (vgl. Gleichung 5.2.3).
Hierbei geht die Mächtigkeit der grundwasserführenden Schicht nicht in die Berechnung ein. Die-
se wird als Dreieck zwischen Grundwasserhöhe, Vorfluterabstand und Vorfluterhöhe berechnet und
stellt somit ein zu großes Volumen dar, wie in Abbildung 6.10 skizziert, das entsprechend zu träge
reagiert. Außerdem ist in den Abbildungen 6.9 und insbesondere 6.11 erkennbar, dass im Frühjahr
die Abflussspitzen nur ansatzweise nachvollzogen werden, was auf eine mangelhafte Simulation der
Schneedynamik schließen lässt. Die Ursachen hierfür können zum einen an dem sehr einfach gehal-
tenen Schneemodul von WASMOD liegen und zum anderen auf die Temperaturdaten, die aus der
Station Plauen stammen und ca. 25 km vom Untersuchungsgebiet entfernt ist und mit 270 m deutlich
tiefer liegt.
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Abbildung 6.10: Vergleich zwischen simulierten und realistischem Grundwasservolumen
Die Art der in WASMOD verwendeten Grundwassersimulation ist eher für Gebiete geeignet, in denen
kein Festgestein anzutreffen ist. Diese Gebietseigenschaft trifft auf die Gebiete zu, in denen WAS-
MOD entwickelt und zuerst eingesetzt wurde. In solchen Gebieten entspricht die Approximation des
Volumens eher den realen Bedingungen.
Die in Abbildung 6.11 dargestellte Komponentenaufteilung des Abflusses zeigt einen sehr großen An-
teil des Grundwasserabflusses. Dies ist darauf zurückzuführen, dass hier nicht wie in zahlreichen Mo-
dellen üblich die Art der Abflussentstehung auf den Einzelflächen dargestellt ist, sondern das Resultat
des Flächenroutings. Hierbei fließen Oberflächenabfluss und Interflow in die hangabwärts gerichteten
Flächen und führen in den Auen zu Grundwasserneubildung, die dann als erhöhter Grundwasserab-
fluss dem Vorfluter zugeführt werden. Die Anteile an Interflow und Oberflächenabfluss resultieren
also nur aus unmittelbar an die Vorflut angrenzenden Flächen.
Wie im vorigen Kapitel bereits erwähnt, wurde zur Darstellung der Bedeutung der lateralen Prozesse
ebenfalls eine Simulation mit deaktiviertem Routing durchgeführt. Für die Modellperformance Tages-
basis wurden dabei die in Tabelle 6.1 abgebildeten Werte ermittelt:
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Tabelle 6.1: Vergleich der Effizienzen nach Nash und Sutcliffe zwischen den Modellergebnissen mit
und ohne Routing für Tageswerte. Bessere Werte (Reff und lnReff ) für die einzelnen
Jahre sind fett markiert)
Jahr Reff ohne Routing lnReff ohne Routing Reff mit Routing lnReff mit Routing
1975 0,06 0,66 0,39 0,63
1976 0,76 0,78 0,77 0,73
1977 0,46 0,52 0,50 0,57
1978 0,28 0,40 0,32 0,42
1979 0,34 0,61 0,38 0,56
1980 -0,04 0,58 -0,04 0,58
1981 0,25 0,56 0,32 0,59
1982 -1,10 0,82 -0,43 0,84
1983 0,13 0,63 0,42 0,55
1984 0,24 0,19 0,21 0,19
1985 -0,13 0,05 -0,05 0,37
1986 0,19 -0,05 0,17 0,02
1987 0,23 0,64 0,27 0,63
1988 0,25 0,71 0,30 0,66
1989 0,46 0,65 0,63 0,63
1990 0,50 0,21 0,46 0,26
1991 0,09 0,39 0,16 0,44
1992 0,18 0,53 0,42 0,49
1993 0,20 0,52 0,21 0,48
1994 0,45 0,67 0,56 0,63
1995 0,35 0,58 0,48 0,53
1996 -0,29 0,25 0,03 0,31
1997 0,65 0,70 0,63 0,61
1998 0,53 0,64 0,63 0,63
1999 0,63 0,80 0,62 0,78
2000 0,71 0,72 0,70 0,65
Durch-
schnitt 0,25 0,53 0,35 0,53
Es wird deutlich, dass die Werte für die Modelleffizienz ohne Routing unter den Werten mit Routing
liegen. Dies gilt sowohl für die Durchschnittswerte als auch für die meisten Einzeljahre. Bei den lo-
garithmierten Effizienzen sind die Werte ohne Routing auf demselben Niveau wie mit Routing. Dies
hängt mit der nicht optimalen Grundwassersimulation zusammen, die sich mit Routing noch stärker
auswirkt, da durch das Routing noch mehr Wasser dem Grundwasserpfad zur Verfügung steht. Auch
die Abflussdynamik der einzelnen Komponenten weist wie zu erwarten erhebliche Unterschiede auf.
In Abbildung 6.11 ist erkennbar, dass der Grundwasserabfluss im Fall ohne Routing nahezu eine
deutlich geringere Dynamik aufweist und der Interflow und Oberflächenabfluss einen größeren An-
teil einnehmen, da hier die beiden lateralen Abflusskomponenten nicht zur Grundwasserneubildung
beitragen, sondern direkt in den Vorfluter geleitet werden.
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Abbildung 6.11: Abflusskomponentendarstellung der modellierten Werte des Jahres 1979 mit (oben)
und ohne Routing (unten)
Bei den Jahres und Monatsbilanzen sind die Unterschiede in der Dynamik weniger deutlich. So lie-
gen die Effizienzen für die Monatswerte Reff mit 0,69, lnReff mit 0,77 und für die letzten 10 Jahre
Reff mit 0,8 und lnReff mit 0,83 knapp über den Werten (0,69; 0,76; 0,78 und 0,82) mit Routing.
Die Jahresabflussmengen sind durchschnittlich mit Routing etwas niedriger, da die Unterhangberei-
che mehr Wasser für die Verdunstung zur Verfügung haben und somit weniger Wasser zum Abfluss
kommt. Dies gilt für die meisten Jahre der Zeitreihe (Abbildung 6.12) und spiegelt sich in der ge-
ringeren Abweichung des Gesamtabflusses der Zeitreihe wieder -1,88 % ohne Routing gegenüber
-5,25 % mit Routing. Für letzten homogeneneren 10 Jahre der Zeitreihe betragen die Werte 4,45 %
ohne Routing gegenüber 3,95 % mit Routing und weisen somit mit Routing die geringfügig bessere
Bilanz auf. Auch die Werte für die Jahresdynamik sind die Kenngrößen mit R2 0,68 zu 0,68 für die
ganze Zeitreihe und R2 0,91 zu 0,90 für das letzte Jahrzehnt ist ohne Routing geringfügig höher.
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Abbildung 6.12: Vergleich der modellierten (Ist-Szenario) und gemessenen Jahreswerte des Abfluss
am Pegel Läwitz
6.1.2.2 Stickstoff
Beim Stickstoff werden, ebenso wie beim Wasser, verschiedene zeitliche Auflösungen für die Ergeb-
nisdarstellung betrachtet. Hierbei werden zunächst Jahresfrachten betrachtet und anschließend auf die
von WASMOD direkt ausgegebenen Tagesfrachten der Jahre 1998 – 2000 eingegangen. Die Monats-
frachten werden nicht separat betrachtet, da hierfür nur die 3 Jahre zur Verfügung stehen und somit
die Reihe wenig Werte aufweist.
Bei der Beurteilung der Stickstoffsimulation auf Jahresbasis wird zum Vergleich auf die, in Kapitel
5.4.2.2 beschriebenen, Daten des Pegels Läwitz zurückgegriffen. Es steht somit ein Vergleichszeit-
raum von 1977 – 2000 zur Verfügung, wobei in den Jahren bis 1998 mit einem Messfehler von 10 %
gerechnet werden muss (vgl. Kapitel 5.4.2.2). Da bei der Simulation kein Stickstoffeintrag aus Sied-
lungen berechnet werden kann, wurde ein pauschaler Wert für die Siedlungsabwässer geschätzt und
zu dem Modellergebnis addiert. Geschätzt wurde die Einwohnerzahl aus den Gemeindestatistiken mit
8000 Einwohnern im Einzugsgebiet des Pegels Läwitz (Statistisches Landesamt des Freistaates Sach-
sen 2002 [210], Thüringer Landesamt für Statistik 2002 [218]). Als Einwohnergleichwerte wurde von
Witt und Schmoll (1999 [246]) 11 bis 15 gNEinwohner−1d−1 genannt. Daraus errechnet sich eine
Wertespanne für den Pegel Läwitz von 32120 kgNa−1 bis 43800 kgNa−1. Für die weiteren Verglei-
che wurde ein Pauschalwert von 37980 kgNa−1 gewählt, dieser entspricht rund 15 % der mittleren
jährlichen Gesamtfracht. Dieser Wert nimmt je nach Jahr einen Anteil von 12 bis 28 % der model-
lierten Stickstofffracht ein. Dieser Pauschalwert trägt nicht zur modellierten Tagesdynamik bei. Aus
diesem Grund wurde beim Vergleich von gemessenen und modellierten Stickstofffrachten auf die
Angabe von Effienzen nach Nash und Sutcliffe (1970 [159]) verzichtet, da in dieser Berechnung die
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absolute Größe der Werte ein großes Gewicht haben, und die Siedlungsabwässer auf Tagesbasis nicht
mit modelliert wurden. Das Bestimmtheitsmaß (R2) für die Dynamik und die Abweichung der Jahres-
summen in % (mit den Siedlungsabwässern) für die absoluten Mengen wurden deswegen als einzige
Qualitätsparameter angegeben.
In Abbildung 6.13 ist die modellierte (mit den 37980 kgN /a für die Siedlungsabwässer) und die ge-
messene Jahresfracht dargestellt. Für die gemessene Jahresfracht ist der Messfehler von 10 % als
Bereich mit abgebildet. Es ist erkennbar, dass die simulierten Werte vor 1990 deutlich zu niedrig lie-
gen und die Dynamik nur schwach nachgezeichnet wird. Wird hingegen nur die homogene Zeitreihe
ab 1990 (vgl. Kapitel 5.4.2.2) betrachtet, sind sowohl das Niveau als auch die Dynamik deutlich bes-
ser getroffen. Dies drückt sich auch im Bestimmtheitsmaß aus, das für die gesamte Zeitreihe einen
Wert von 0,35 und für die letzten 10 Jahre einen Wert von 0,89 aufweist. Auch bei der durchschnittli-
chen Abweichung zeigt sich die in der Abbildung erkennbare Tendenz einer Untersimulation für den
gesamten Zeitraum von 11,9 % während das letzte Jahrezehnt 11,8 % übersimuliert wird.
Abbildung 6.13: Vergleich der modellierten (Ist-Szenario) und gemessenen Stickstoffjahresfrachten
am Pegel Läwitz
Die in den Jahren vor 1990 festzustellende Untersimulation von 26,9 % ist zum einen auf die eben-
falls zu niedrige Wassersimulation zurückzuführen (vgl. Kapitel 6.1.2.1). Viel wesentlicher scheinen
sich allerdings die Änderungen des Landnutzungsmanagements im Gebiet im Zuge der politischen
Wende 1990 und den sich veränderten ökonomischen Rahmenbedingungen auszuwirken (Biermann
et al. 1994 [20]). Zudem erfolgte wenig später die Ausweisung von Wasserschutzgebieten. Die damit
einhergehenden Vorschriften über Düngepraxis haben ebenfalls zu einer extensiveren Düngepraxis
geführt. Die generelle Tendenz zeigt noch stärker als beim Wasser eine Dämpfung der Simulation ge-
genüber den gemessenen Werten. Auch in den abflussarmen Jahren 1990 – 1994 findet noch stärker als
bei der Wassersimulation eine gravierende Überschreitung der Simulation gegenüber den gemessenen
Werten statt, die im Wesentlichen auch für die Übersimulation im letzten Jahrzehnt verantwortlich
sind.
Bei den Tageswerten zeigt sich die Dämpfung des Signals klar erkennbar (Abbildung 6.14). Zwar sind
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die meisten Spitzen vorhanden, sie sind allerdings deutlich zu niedrig. Eine Ursache hierfür ist der,
bereits in Kapitel 6.1.1 erläuterte, fehlende Transport des Stickstoffs im Oberflächenabfluss. Der hier
nicht transportierte Stickstoff wird dann entsprechend über langsamere Transportpfade geleitet, was
sich dann in der deutlich zu hohen Basiskomponente zeigt. Eine Lösung dieses Problems lässt sich,
auf Basis der bestehenden Stickstofftransportbeschreibung die, die Interaktion mit der Bodenmatrix
voraussetzt, kaum realisieren. Vielmehr müsste ein eher konzeptioneller Ansatz für den Stofftransport
im Oberflächenabfluss integriert werden, was allerdings zu zusätzlichen Unsicherheiten im Modell
führen würde. Die Dynamik (Tabelle 6.2) wird abgesehen von diesem Problem nachvollzogen; so wird
nach Starck et al. (1997 [209]) ein Bestimmtheitsmaß von 0,6 als hoher Wert für die Stoffsimulation
betrachtet. Der in Abbildung 6.14 erkennbare geringe Interflowanteil ist wie beim Wasser durch das
Routing und damit der Verwandlung von Interflow zu Grundwasser bedingt.
Tabelle 6.2: Bestimmtheitsmaß und durchschnittliche Abweichung der Stickstoffsimulation auf Ta-
gesbasis)
Jahr R2 lnR2 Abweichung von modellierter zu gemessener N-Fracht in %
1998 0,60 0,72 16,0
1999 0,60 0,83 -1,3
2000 0,65 0,71 16,7
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Abbildung 6.14: Vergleich der modellierten (Ist-Szenario) und gemessenen Stickstofftagesfrachten
am Pegel Läwitz der Jahre 1998 - 2000
Bei der bereits erläuteten Simulation ohne Routing (vgl. Kapitel 6.1.1 und 6.1.2.1) zeigt sich beim
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Stickstoff im Gegensatz zum Wasser bereits bei den Jahreswerten eine erhebliche Diskrepanz der
beiden Modellvarianten. So liegen die Werte ohne Routing in allen Jahren deutlich über denen mit
Routing (Abbildung 6.15). Die durchschnittlichen Abweichungen für die gesamte Zeitreihe betragen
32,2 % für die Jahre ab 1990, die wie bereits erläutert die geeignetsten für die Validierung darstellen,
ist die Abweichung mit 90,0 % noch weitaus gravierender. Die Dynamik der Jahreswerte hingegen ist
mit einem Bestimmtheitsmaß von 0,57 für den Gesamtzeitraum höher als bei der Modellierung mit
Routing (0,35). Im letzten Jahrzehnt allerdings ist der Wert mit 0,85 etwas geringer (0,89).
Abbildung 6.15: Vergleich der modellierten (ohne Routing) und gemessenen Stickstoffjahresfrachten
am Pegel Läwitz
Bei der Betrachtung der Tageswerte ist eine ähnliche Dynamik wie bei der Wassersimulation zu ver-
zeichnen. Insbesondere der weniger dynamische Grundwasserabfluss und der höhere Interflowanteil
sind auffällig. Obwohl durch das Routing dem Grundwasser deutlich mehr Wasser und Stoff zuge-
führt wird, sind in den Niedrigwasserperioden die Stickstofffrachten auf einem Niveau. Dies hängt
mit den Abbaubedingungen in den grundwasserführenden Polygonen zusammen, so ist die Denitrifi-
kation von der Feuchte des Bodens abhängig (vgl. Gleichung 5.2.4.2). Durch das Routing erhöht sich
die Bodenfeuchte in den grundwasserführenden Teilflächen. Aus der Gleichung ist auch ersichtlich,
dass die Denitrifikation unmittelbar vom Nitratgehalt im Boden abhängt und somit, durch die Zufuhr
von Stickstoff aus den hangaufwärts gelegenen Flächen, zu einer Erhöhung der Denitrifikationsrate
beitragen kann.
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Abbildung 6.16: Vergleich der modellierten (ohne Routing) und gemessenen Stickstofftagesfrachten
am Pegel Läwitz der Jahre 1998 - 2000
Wie bereits festgestellt ist die Simulation des Grundwasserabflusses durch ihre zu dämpfende Wirkung
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mit Problemen behaftet. Dies gilt insbesondere für den Fall ohne Routing. Zur isolierten Betrachtung
des Interflow im Vergleich zum gemessenen Abfluss wurde in Abbildung 6.17 die X-Achsen für den
modellierten Interflow, so mit der X-Achse für die Gesamtfracht ins Verhältnis gesetzt, dass der Flä-
cheninhalt unter den beiden Kurven gleich ist. Bei diesem Vergleich zeigt sich, dass die Dynamik
des modellierten Interflows mit Routing (links) gut mit der Gesamtfracht übereinstimmt (R2 0,70),
während die Dynamik bei der Variante ohne Routing (rechts) deutlich schlechter abgebildet wird (R2
0,60). Aus diesen Betrachtungen lässt sich folgern, dass der Interflow im Gebiet die Abflussdynamik
bestimmt. Im Modell wird dies wegen der diskutierten zu trägen Grundwassersimulation nicht op-
timal wiedergegeben. Wird auf das Routing verzichtet, wie es in vielen Stickstoffhaushaltsmodellen
der Fall ist, sind die Ergebnisse in der Dynamik deutlich schlechter und im Niveau deutlich zu hoch
simuliert. Das zu hohe Stickstoffniveau wird durch die fehlenden Abbauprozesse in den abstromig ge-
legenen Flächen verursacht. Dies kann zwar durch kalibrierte Abbauparameter ausgeglichen werden,
ermöglicht aber keine Interaktion zwischen den Flächen und stellt somit nur eine Aufsummierung von
Einzelflächen dar.
Abbildung 6.17: Vergleich der modellierten Stickstofffrachten des Interflow (linke X-Achse) ) und
gemessenen Gesamtfracht (rechte X-Achse) am Pegel Läwitz für das Jahr 2000 (lin-
kes Bild Ist-Szenario, rechtes Bild ohne Routing)
6.1.3 Ergebnisse Gesamtgebiet
Wie bereits erläutert, wurde das Gesamteinzugsgebiet der Talsperren Weida und Zeulenroda model-
liert. Ein Vergleich mit gemessenen Abflussdaten ist allerdings nur für das Gebiet des Pegels Läwitz
möglich. Es wird in dieser Arbeit davon ausgegangen, dass das restliche Einzugsgebiet der Talsperre
Zeulenroda und das der Talsperre Weida (60 km2) ein ähnliches hydrologisches Verhalten zeigt wie
das Einzugsgebiet des Pegels Läwitz (103 km2). Es wurden die Modellparameter für das verbliebene
Gebiet auf die identische Weise abgeleitet. Zudem fand im Modell keine eigentliche Kalibration von
Parametern statt, so dass die Information des Pegels Läwitz nicht unmittelbar für die Parametrisie-
rung verwendet wurde. Aus diesen Gründen ist zu erwarten, dass bei der Simulation des Restgebiets
keine zusätzlichen Fehler gegenüber denen des validierbaren Gebiets zu erwarten sind. Somit ist ei-
ne Aussage über das Gesamtgebiet möglich. In Tabelle 6.3 sind wichtige Gebietseigenschaften der
betrachteten Teileinzugsgebiete dargestellt.
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Tabelle 6.3: Vergleich ausgewählter Gebietseigenschaften der Teileinzugsgebiete des Pegel Läwitz
und Talsperre Weida plus dem Restgebiet der Talsperre Zeuleroda (Weida ohne Läwitz)
Parameter Läwitz Weida ohne Läwitz
Gefälle Durchschnitt in % 5,1 6,2
Gefälle Standardabweichung in % 4,1 5,7
Grundwasserführende Geologie in % 24,6 15,8
durchschnittliche Gesamtfeldkapazität des Bodens in mm 198,0 190,1
Waldanteil in % 30,4 26,1
Wasserschutzgebiet I und II in % 43,3 0,4
Der gravierendste Unterschied zwischen den Teileinzugsgebieten besteht im Schutzstatus. Dies wirkt
sich bei der Parametrisierung durch eine um 20 % verringerte Düngung aus. Ein weiterer Unterschied
besteht in dem Anteil von Flächen mit grundwasserführendem Gestein. Die anderen in der Tabelle
aufgeführten Parameter weisen eine große Änlichkeit auf. Diese Ähnlichkeit äußert sich auch beim
Vergleich zwischen den Simulationen von Pegel Läwitz und dem Restgebiet. So zeigt Tabelle 6.4 die
Bestimmtheitsmaße (R2) der beiden Einzugsgebiete untereinander und mit den gemessenen Pegel-
daten, die mit einem Durchschnittswert zwischen den beiden Simulationen von 0.84 eine deutliche
Übereinstimmung der Dynamik aufweisen.
Tabelle 6.4: Vergleich des Bestimmtheitsmaßes, der Abflussmodellierung des Pegel Läwitz (Läwitz)
und Talsperre Weida plus dem Restgebiet der Talsperre Zeuleroda (Weida ohne Läwitz)
mit den gemessenen Pegelwerten Läwitz (Messung)
Jahr R2 Restgebiet - Messung R2 Läwitz - Messung R2 Weida ohne Läwitz - Läwitz
1990 0,29 0,46 0,78
1991 0,17 0,22 0,80
1992 0,35 0,48 0,84
1993 0,31 0,33 0,88
1994 0,40 0,57 0,89
1995 0,48 0,50 0,82
1996 0,35 0,38 0,88
1997 0,42 0,67 0,71
1998 0,57 0,63 0,71
1999 0,56 0,63 0,91
2000 0,72 0,72 0,96
Mittelwert 0,42 0,51 0,84
Beim Stickstoff (vgl. Tabelle 6.5) zeigt sich ein ähnliches Bild, auch hier stimmt die Dynamik der
Simulationsergebnisse bei täglicher Simulation der beiden Werte gut überein. Allerdings ist das Ni-
veau der Stickstoffausträge im Restgebiet deutlich niedriger, was auf die geringeren Düngegaben in
Schutzzone II die in diesem Gebiet 43,3 % der Fäche ausmachen, zurückzuführen ist. Gut erkennbar
ist dieses Verhalten auch in Abbildung 6.18, in der die Stickstoffausträge in kg km−2 d−1 für den
Pegel Läwitz und die Komponenten für Weida ohne Läwitz abgetragen sind. Auch die Komponenten-
aufteilung zwischen den beiden modellierten Einzugsgebieten (vgl. Abbildung 6.14) weist eine große
Ähnlichkeiten auf.
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Tabelle 6.5: Bestimmtheitsmaß der Stickstoffmodellierung des Pegel Läwitz (Läwitz) und Talsperre
Weida plus dem Restgebiet der Talsperre Zeuleroda (Weida ohne Läwitz) mit den ge-
messenen Pegelwerten Läwitz (Messung)
Jahr R2 Weida - Messung R2 Läwitz - Messung R2 Weida ohne Läwitz - Läwitz
1998 0,39 0,60 0,79
1999 0,53 0,60 0,91
2000 0,54 0,65 0,95
Abbildung 6.18: Vergleich der modellierten Stickstofftagesfrachten des Restgebietes, des Pegels
Läwitz und der gemessenen Stickstofftagesfrachten am Pegel Läwitz des Jahrs 2000
in kg km−2 d−1
Eine Gesamtdarstellung des Einzugsgebietes der Talsperre Weida ist als Resultat der Simulationen des
Gebiets des Pegels Läwitz und des Restgebietes in Abbildung 6.19 dargestellt. Hier sind die für diese
Arbeit wesentlichen Eintrags- und Austragsgrößen des Gebietsstickstoffhaushalts dargestellt. Die Ab-
bildung oben links zeigt den Stickstoffeintrag über die Düngung und die atmosphärische Deposition.
Die roten Flächen stellen landwirtschaftlich genutzte Flächen dar, die zum größten Teil eine Düngung
zwischen 100 und 200 kg ha−1 a aufweisen. Ausnahmen bilden beispielsweise hiervon Brachen, die
im westlichen Bereich der Karte am niedrigen Düngenivau erkennbar sind. Die Wälder liegen auf-
grund der erhöhten atmosphärischen Deposition im Bereich zwischen 20 und 50 kg ha−1 a (vgl. Ka-
pitel 5.4.1.4), während die Siedlungen wie die Brachen in der Klasse von 5 bis 20 kg ha−1 a liegen.
Beim Gesamtaustrag (oben rechts) zeichnet sich, wenn auch fragmentiert, das Bild des Stickstoffein-
trags durch. Die hohen Werte über 100 kg ha−1 a kommen hierbei durch lateralen Stickstofftransport
aus oberhalb gelegenenen Flächen zustande. Die Verteilung zwischen der Lateralen (Interflow, links)
und der Vertikalen (Drän und Grundwasser, rechts) ist in den unteren beiden Karten dargestellt. Hier-
bei zeigt sich für den Interflow ein stark fragmentiertes Bild, da die steuernden Parameter wie Hang-
neigung, Düngung und Fließakkumulation im Gebiet ebenfalls kein klares Muster ergeben. Anders
verhält sich der Stickstoff im Grundwasserabfluss, hier zeichnen sich recht deutlich die Auenbereiche
(vgl. Abbildung 4.3) und die geologischen Verhältnisse (vgl. Abbildung 5.15) ab.
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Abbildung 6.19: Flächenhafte Darstellung der von Eingangs- und Entzugsgrößen der Stickstoffsimu-
lation des Gesamteinzugsgebiets in kg ha−1 a für das Jahr 2000. Oben links, Stick-
stoffeintrag über Düngung und atmosphärische Deposition. Oben rechts gesamter
Stickstoffaustrag über das Wasser in den einzelnen KGG. Unten links, Stickstoff-
austrag über Interflow. Unten rechts Stickstoffaustrag über Drän und Grundwasser.
Die in Abbildung 6.19 dargestellten Parameter stellen die Grundlage für das Optimierungsverfahren
dar, da auf diesen Input und Outputgrößen das Aufsetzten des HYDRONET (vgl. Kapitel 5.3) beruht.
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6.2 Einzelstandorte
6.2.1 Messhänge
Für die Modellierung der Einzelhänge wurden die in Kapitel 5.4.3 beschriebenen Parameter verwen-
det. Ein Hangmodell wurde nur für den Hang Pahren aufgestellt. Des Weiteren wurden Daten aus
dem Einzugsgebietsmodell für die Hänge Pahren und Dittersdorf ausgegeben und diese mit den vor
Ort ermittelten Saugspannungen verglichen.
Die Saugspannungen stellen einen wesentlichen Parameter im Landschaftswasserhaushalt dar und ste-
hen in unmittelbarer Verknüpfung mit dem Bodenwassergehalt, was sich über die pF-Wassergehalts-
Beziehung beschreiben lässt. Auch auf den Stickstoffhaushalt hat die Bodenfeuchte einen erheblichen
Einfluss. Beispielsweise wird sowohl die Mineralisierung als auch die Denitrifikation von der Sau-
erstoffverfügbarkeit und damit von der Saugspannung stark beeinflusst (vgl. Kapitel 2.4). Auch auf
den Bodenwärmehaushalt übt der Wassergehalt als Regel- und Speichergröße einen entscheidenden
Einfluss aus. Die Bodentemperatur ist wiederum eine entscheidende Steuergröße für die mikrobielle
Aktivität im Boden und regelt somit auch indirekt die Stickstoffumsetzungsprozesse. Diese Tatsachen
lassen die besondere Stellung der Bodenfeuchte bzw. der Saugspannung deutlich werden. Auch in
WASMOD kommt dem Bodenwasserhaushalt eine entscheidende Bedeutung zu (vgl. Kapitel 5.2.4.2).
Aufgrund dieser zentralen Bedeutung ist die Saugspannung ein geeigneter Parameter zur Validierung
des Modells.
6.2.1.1 Modellanpassung
Für die Modellierung von Einzelhängen und einen Vergleich mit gemessenen Saugspannungen wurde
die Modellausgabe von WASMOD erweitert. Ausgegeben wurden die Saugspannungen der einzel-
nen horizontalen Modellkompartimente am Ende jedes Tages für jede KGG. Die Nachtwerte wurden
gewählt, um einen Vergleich mit stabilen, von den Tensiometern gemessenen Saugspannungen zu
ermöglichen (vgl. Abbildung 5.22). Die Tensiometerwerte weisen, wie in Kapitel 5.4.3.1 beschrie-
ben, einen von der Gerätetemperatur abhängigen deutlichen Tagesgang auf. Bei der Simulation des
Einzugsgebietes wurden die Saugspannungen für die Polygone, in denen die Messstationen liegen,
ausgegeben.
Schon bei der Simulation des Einzugsgebietes stellte sich die Abbildung des Grundwasserabflusses als
problembehaftet heraus. Dieses Verhalten zeigte sich auch bei der Einzelhangsimulation des Hanges
Pahren. Deswegen wurde für das Hangmodell am Hang Pahren, eine Kalibrierung des Grundwasser-
abstandes vorgenommen, indem die Parameter Vorfluterabstand und Vorfluterhöhe variiert wurden,
um das Niveau des installierten Grundwasserbeobachtungsbrunnens zu erreichen. Allerdings zeigte
das Modell bei diesen Versuchen Instabilitäten, weswegen das Niveau des modellierten Grundwas-
serflurabstandes etwas unterhalb des gemessenen eingestellt wurde (vgl. Abbildung 6.23). Die aus
diesem Prozess resultierenden Parameter sind vor der Kalibrierung, für die Vorfluterhöhe 454,5 m und
für den Vorfluterabstand 100 m. Nach der Kalibrierung betrugen die Werte 456,5 m bzw. 50 m.
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6.2.1.2 Ergebnisse
Als Vergleichdaten wurden eine Zeitreihe zwischen Januar und Mai 2000 ausgewählt, da im Frühjahr
die Saugspannungen noch innerhalb des Messbereiches von Druckaufnehmertensiometern bis max.
750 hPa liegen. Dieser Wert wird durch die Messtiefe noch verringert, da zusätzlich die Wassersäule
innerhalb des Tensiometers eine Wasserspannung ausübt. So muss bei einer Messtiefe von 120 cm
mit einer Verringerung des Messbereichs um 120 hPa gerechnet werden. Die Messungen wurden auf
Plausibilität geprüft und unplausible Werte nicht zur Auswertung herangezogen. Zudem ergaben sich
durch defekte Geräte in einzelnen Fällen erhebliche Datenlücken. Durch undichte Tensiometer oder
Auslaufen aufgrund hoher Bodensaugspannungen ergaben sich teilweise Messfehler, die nicht durch
eine Plausibilitätskontrolle erkennbar waren. Aus diesem Grunde wurden zur Bewertung der gemes-
senen Bodenwasserdynamik Korrelationen zwischen den Tensiometerwerten in den verschiedenen
Bodenschichten ermittelt und diese als Gütekriterium für die Messreihe herangezogen.
Die Modellierung wurde, wie bereits erwähnt, mit einem für den Hang Pahren parametrisierten Mo-
dell und dem Einzugsgebietsmodell für die entsprechenden Flächen durchgeführt. Für das Hangmo-
dell wurden wie bei der Modellierung des Pegels Läwitz (vgl. Kapitel 6.1.2) zwei verschiedene Mo-
dellvarianten gerechnet, eine Variante mit Routing und eine, bei der das Routing abgeschaltet wurde.
Dies wurde wie bei EZG-Modell dadurch erreicht, dass Oberflächenabfluss und Interflow direkt dem
Vorfluter übergeben wurden, statt der abstromig gelegenen Fläche. Die Daten des Hanges Dittersdorf
wurden nur mit den Ergebnissen der Modellierung des Pegels Läwitz (EZG-Modell) verglichen.
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Abbildung 6.20: Profildarstellung des Hanges Pahren und die Position der Messstationen im Hang
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In Abbildung 6.20 sind die Positionen der Messstationen im Hangprofil für den Hang Pahren darge-
stellt. Die Situation am Hang Dittersdorf ist mit dieser Nummerierung vom Hang zum Tal vergleich-
bar. Der Unterschied besteht im Wesentlichen darin, dass im Hang Dittersdorf nur 5 Tensiometersta-
tionen verbaut wurden.
Abbildung 6.21: Vergleich der gemessenen und simulierten Saugspannungen in den Tiefen 15, 30,
60 und 90 cm an der Station P2
In Abbildung 6.21 sind für die am Oberhang gelegene Station P2 die Modellierungs- und Messergeb-
nisse in den Bodentiefen 15, 30, 60 und 90 cm dargestellt. In den oberen Schichten (15 und 30 cm)
ist erkennbar, dass die kurzfristigen Schwankungen mit kleinen Amplituden vom Modell in allen Va-
rianten nur teilweise nachvollzogen werden. Die generelle Tendenz wird vom Modell nachvollzogen,
allerdings fällt der Abfall des Porenwasserdrucks im Zuge der einsetzenden Verdunstung im Mai,
insbesondere bei der EZG-Variante, stärker aus. Dies kann zwei Ursachen haben, zum einen eine Un-
genauigkeit in der Verdunstungsberechnung und zum anderen eine etwas zu niedrig parametrisierte
Feldkapazität. Die Messwerte der Tiefe 60 cm zeigen einen auffällig konstanten Verlauf, insbesonde-
re wenn man berücksichtigt, dass sowohl in 30 cm als auch in 90 cm Tiefe ein Abfall der Messwerte
zu verzeichnen ist. Dies ist wahrscheinlich auf einen Messfehler zurückzuführen, der durch die be-
reits erwähnte Korrelation zwischen den Tensiometerwerten in den verschiedenen Bodenschichten
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identifizierbar ist (vgl. Tabelle 6.6). Die beiden Hangmodellvarianten (mit und ohne Routing) wei-
sen keine nennenswerten Unterschiede an der Station P2 auf. So ist die Kurve für die Modellvariante
ohne Routing (orange) am nur Ende des Vergleichszeitraumes überhaupt sichtbar. Sonst ist diese Kur-
ve völlig von der Modellvariante mit Routing (rot) verdeckt. Sowohl die Hangmodelle als auch das
EZG-Modell zeigen eine ähnliche Dynamik. Der stärkere Abfall des der Saugspannung im EZG-
Modell kann bereits durch geringe Unterschiede im Bodenwassergehalt ausgelöst werden. Dies wird
bei der Betrachtung der in Abbildung 6.22 dargestellten pF-Kurven deutlich. So liegen beispielsweise
bei Station P2 in 60 cm Tiefe zwischen 100 und 1000 hPa nur ein Wassergehaltsunterschied von ca.
4 %.
Abbildung 6.22: Gemessene Wasserspannungs-Wassergehalts-Beziehung (pF-Kurve) für die Statio-
nen P2 und P5 am Hang Pahren
Im Unterhangbereich (Abbildung 6.23) werden die Saugspannungen der oberen Bodenschichten mit
der im April einsetzenden Vegetationsperiode vom Modell noch weitaus stärker überschätzt als am
Oberhang. Hierbei setzt das Abfallen der Saugspannungen im Modell auch deutlich zu spät ein. Wei-
terhin ist auffällig, dass wie zu erwarten am Unterhang ein größerer Einfluss durch das Routing zu
verzeichnen ist, da hier Kurven des Hangmodells mit Routing und des Hangmodells ohne Routing
stärker von einander abweichen als im Oberhang. In den Tiefen von 60 bis 120 cm ist dabei erkenn-
bar, dass durch das Routing der Bodenspeicher länger gefüllt bleibt. Während beim Einzugsgebiets-
modell, mit Ausnahme des oben beschriebenen zu geringen Abfalls der Kurven, das Saugspannungs-
niveau recht gut getroffen wird, zeigt sich für das EZG-Modell in den tieferen Schichten ein größeres
Modellierungsproblem. Der Boden und Grundwasserspeicher wird offenbar erst zum späten Frühjahr
hin aufgefüllt, was sich insbesondere in den tiefen Bodenschichten auswirkt. Der simulierte und ge-
messene Grundwasserverlauf ist unten rechts in der Abbildung dargestellt. Während der kalibrierte
Grundwasserverlauf der Hangmodelle die Dynamik recht gut nachzeichnet, ist der des EZG-Modell
deutlich zu niedrig und weist aufgrund des damit verbundenen viel zu großen Speichervolumens eine
völlig andere Dynamik auf. Allerdings muss hierbei angemerkt werden, dass die Grundwassermodel-
lierung in WASMOD stark von der Geländegeometrie abhängt, das Geländemodell einen Höhenfehler
von 4 m aufweist und der Fehler des Grundwasserstandes ca. 2,5 m beträgt.
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Abbildung 6.23: Vergleich der gemessenen und simulierten Saugspannungen in den Tiefen 15, 30,
60, 90 und 120 cm an der Station P5 und des Grundwasserflurabstandes bei Station
P1
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Tabelle 6.6: Vergleich der Korrelationen der Tensiomertewerte in benachbarten Schichten und der
modellierten Saugspannungen für Hang und Einzugsgebietesmodell am Hang Pahren
Korrelation (R) zum tieferen zum höheren Messung vs. Messung vs. Bemerkungen
Station Tensiometer Tensiometer Modell (EZG) Modell (Hang)
P1 15cm 0,92 0,81 0,84
P1 30cm 0,92 0,91 0,91
P2 15cm 0,89 0,88 0,89
P2 30cm 0,76 0,89 0,83 0,81
P2 60cm 0,64 0,76 0,84 0,77 niedriges R
P2 90cm 0,64 0,88 0,96
P3 15cm 0,01 -0,11 0,08 niedriges R
P3 30cm 0,75 0,01 0,78 0,88
P3 60cm 0,82 0,75 0,54 0,60
P3 90cm 0,58 0,82 0,01 0,50
P3 120cm 0,58 0,07 -0,11
P4 15cm 0,30 0,73 0,81 niedriges R
P4 30cm 0,84 0,30 0,81 0,68
P4 60cm 0,26 0,84 0,83 0,76
P4 90cm 0,69 0,26 0,57 0,72
P4 120cm 0,69 -0,11 0,26 Sättigung
P5 15cm 0,93 0,85 0,93
P5 30cm 0,76 0,93 0,82 0,93
P5 60cm 0,85 0,76 0,57 0,38
P5 90cm 0,71 0,85 0,28 0,38
P5 120cm 0,71 0,32 -0,10
P6 15cm 0,76 0,32 0,40
P6 30cm 0,77 0,76 0,37 0,54
P6 60cm 0,65 0,77 0,63 0,57 Sättigung
P6 90cm 0,63 0,65 0,13 0,02 Sättigung
P6 120cm 0,63 -0,06 -0,10 Sättigung
Mittelwert 0,62 0,67
P6 Pegel 0,33 0,86
In Tabelle 6.6 ist ein Überblick über die Abbildung der Dynamik aller Stationen des Hanges Pahren
dargestellt. Die fett markierten Korrelationen werden hierbei als gültige Vergleichswerte betrachtet.
Im Feld Bemerkungen wird auf die Gründe eingegangen, warum eine Zeitreihe keine Eignung für
die Validierung aufweist. Hierbei bedeutet „niedriges R“, dass bei dem Vergleich zwischen den ein-
zelnen Tensiometerhöhen eine zu geringe Korrelation ermittelt wurde und somit einen Hinweis auf
einen Messfehler des betreffenden Tensiometers darstellt. Bei niedrigem R wurde ein visueller Ver-
gleich zur endgültigen Entscheidung, ob die Messwerte plausibel sind durchgeführt. Die Bemerkung
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„wenige Werte“ bedeutet, dass aufgrund eines Geräteausfalls die Vergleichsreihen keine Möglichkeit
der Validierung bieten. Häufig wird in diesen kurzen Zeitreihen nur ein relativ konstantes Sauspan-
nungsniveau gemessen, so dass hier kein Dynamikvergleich möglich ist. Da das Modell oberhalb einer
Saugspannung von 0hPa keine Werte mehr liefert, ist ein Vergeich von Tensiometerwerten im gesättig-
ten Bereich nicht möglich. Diese Werte wurden deshalb ebenfalls nicht einbezogen. Zur Beurteilung
der Simulation der gesättigten Dynamik wurde statt dessen der Vergleich zwischen gemessenem und
modelliertem Grundwasserstand dargestellt. Die Ergebnisse zeigen im Ober- und Mittelhangbereich
keine systematischen Unterschiede zwischen Hang- und EZG-Modell auf. Erst im Unterhangbereich
zeigt sich der Einfluss der bereits diskutierten Unterschiede der Grundwassersimulation.
Für den Hang Dittersdorf wurde, wie bereits erläutert, kein eigenes Hangmodell aufgesetzt, sondern
ausschließlich die Werte des Einzugsgebietsmodells mit den gemessenen Saugspannungen verglichen.
Im Gegensatz zum Hang Pahren der mit Eruptivgesteinen und Kalkknotenschiefer grundwasserfüh-
rendes Gestein besitzt, weist der Hang Dittersdorf mit Tonschiefer ein nicht grundwasserführendes
Ausgansgestein auf. In Abbildung 6.24 ist ein Vergleich zwischen modellierten und gemessenen Saug-
spannungen der Stationen D1 (Kuppe) und D5 (Tiefenlinie) des Hanges Dittersdorf abgetragen. Die
Werte an der Station D1 zeigen einen für die Simulation und die Modellierung ähnlichen Verlauf.
Mit zunehmender Tiefe treten bei der Modellierung allerdings Fluktuationen im Signal auf, die als
numerische Instabilität zu werten sind. Diese Fluktuationen sind auch bei der Simulation an den an-
deren Stationen an der Grenzschicht zwischen leitendem Bodenhorizont und dichtem Gestein aufge-
treten. Allerdings scheinen diese Schwingungen beim Gesamtergebnis nur eine untergeordnete Rolle
zu spielen. Für die Station D1 zeigt sich in der Tendenz ein ähnliches Bild wie im Talbereich des
Hanges Pahren. Auch hier ist die Grundwassersimulation durch einen zu großen Grundwasserspei-
cher gekennzeichnet. Was sich wiederum in einer zu späten Füllung des Speichers äußert und in einer
fehlerhaften Darstellung der Grundwasserganglinie zeigt. Allerdings ist diese Diskrepanz deutlich ge-
ringer ausgeprägt als beim Hang Pahren, so dass die Messwerte der oberen beiden Tensiometer sehr
gut nachvollzogen werden können. Die Tiefen 90 und 120 cm wurden nicht dargestellt, da diese in
der hier gezeigten Periode nur gesättigte Werte aufwiesen die, wie bereits erwähnt, vom Modell nicht
nachvollzogen werden können.
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Abbildung 6.24: Vergleich der gemessenen und simulierten Saugspannungen in den Tiefen 15, 30
und 60 cm an den Stationen D1 und D5 des Grundwasserflurabstandes bei Station
D5
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Die in Tabelle 6.7 dargestellt Übersicht der Korrelationen zwischen den einzelnen Tensiometern und
der gemessenen und modellierten Werte folgt den für Tabelle 6.6 aufgestellten Regeln. Zusätzlich gibt
es bei den Bemerkungen noch die Kategorie „nicht simuliert“. Dabei handelt es sich um einen Spezi-
alfall, bei dem die im Einzugsgebietsmodell abgeschätzte Bodenmächtigkeit den der Tensiometertiefe
unterschreitet. Somit wird im Modell für dieses Kompartiment dichtes Gestein angenommen, welches
nicht mit simuliert wird.
Tabelle 6.7: Vergleich der Korrelationen der Tensiomertewerte in benachbarten Schichten und der
modellierten Saugspannungen für das Einzugsgebietsmodell am Hang Dittersdorf
Korrelation (R) zum tieferen zum höheren Messung vs. Bemerkungen
Station Tensiometer Tensiometer Modell (EZG)
D1 15cm 0,86 0,76
D1 30cm 0,81 0,86 0,86
D1 60cm 0,81 0,72
D2 15cm 0,73 -0,23 wenige Werte
D2 30cm 0,91 0,73 0,00 wenige Werte
D2 60cm 0,99 0,91 0,09 wenige Werte
D2 90cm 0,99 0,00 wenige Werte
D3 15cm 0,94 0,90
D3 30cm -0,12 0,94 0,79
D3 60cm -0,41 -0,12 -0,13 niedriges (R)
D3 90cm -0,41 0,00 niedriges (R)
D4 15cm 0,99 0,92
D4 30cm 0,57 0,99 0,90
D4 60cm 0,69 0,57 0,45 niedrige (R)
D4 90cm 0,84 0,69 0,64
D4 120cm 0,84 0,00 nicht simuliert
D5 15cm 0,85 0,87
D5 30cm 0,68 0,85 0,82
D5 60cm 0,90 0,68 0,11
D5 90cm 0,79 0,90 -0,08 Sättigung
D5 120cm 0,79 -0,34 Sättigung
Mittelwert 0,75
D5 Pegel -0,43
Die Ergebnisse zeigen, dass die Dynamik der Sauspannungen vom Modell recht gut getroffen wur-
den. Es trat auch wie beim Hang Pahren eine Verschlechterung der Ergebnisse mit der Bodentiefe
ein. Dies könnte zumindest teilweise mit der fehlenden Berücksichtigung von Makroporen im Modell
zusammenhängen. Für beide Hänge lässt sich sagen, dass die Dynamik der Saugspannungen insbe-
sondere in den oberen Kompartimenten nachvollzogen werden konnte und dass das Hauptproblem für
das Einzugsgebietsmodell in der richtigen Simulation des Grundwassers besteht.
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6.2.2 Dränfeld
Der für die Fragestellung zentrale Parameter Stickstofffracht wurde ebenfalls auf dem Standortniveau
überprüft. Hierzu wurden die in Kapitel 5.4.4 beschriebenen Daten verwendet. Die Modellierungsstra-
tegie ist ähnlich wie bei den Bodenfeuchtehängen, sie umfasst eine Modellierung, die für das Dränfeld
aufgesetzt wurde, und einen Vergleich der Ergebnisse der EZG-Modellierung mit den Messwerten des
Dränfeldes.
6.2.2.1 Modellanpassung
Eine Anpassung des Modellcodes, der über die für die Modellierung des Einzugsgebietes durchge-
führten Modifikationen hinausgeht, war für die Modellierung des Dränfeldes nicht erforderlich. Der
Vorfluterabstand und die Vorfluterhöhe wurden als den Grundwasserflurabstand bestimmende Para-
meter aus den in Kapitel 6.1.2.1 erläuterten Gründen so kalibriert, dass der von der TLL ermittelte
Flurabstand von 1,8 m erreicht wurde. Die dabei durchgeführte Veränderung ist in Tabelle 6.8 ange-
geben.
Tabelle 6.8: Vergleich der Vorfluterhöhen und Vorfluterabstände vor und nach der Kalibrierung
KGG-Nr. KGG-Höhe Vfl.-höhe Vfl.-höhe Vfl.-entfernung Vfl.-entfernung
angepasst angepasst
1 402,38 395,20 398,39 270,01 96,43
2 401,20 395,20 397,17 223,56 89,77
3 397,35 395,20 395,28 156,04 76,48
Für die Vergleichbarkeit wurden die Düngemengen des EZG-Modells, an die, für das Dränfeld abge-
leiteten, Mengen angepasst.
6.2.2.2 Ergebnisse
Bei der Modellierung des Dränabflusses auf dem Dränfeld trat ein prinzipielles Problem bei der Simu-
lation mit WASMOD auf. Bei Dränagen an Hängen wird bei der Modellierung je nach Hangneigung
der Dränabfluss oder der Interflow im Modell bevorzugt. Bei dem Dränfeld lag die Hangneigung je
nach Teilfläche zwischen 4,3 und 6,3◦, was zur Folge hatte, dass ein erheblicher Anteil des Abflusses
als Interflow bilanziert wurde. Bei der Messung des Dränfeldes wurde ein mehrjähriger Durchschnitt
der Abflussspende 209,5 mm ermittelt. Dies entspricht der durchschnittlichen Abflussspende am Pegel
Läwitz (210 mm). Deswegen ist davon auszugehen, dass der wesentliche Teil des auf dem Draenfeld
gebildeten Abflusses auch bei der Messung erfasst wird. Aus diesen Gründen wird zum Vergleich der
gemessenen Dränwerte, der Abfluss aller simulierten Abflusskomponenten gegenübergestellt.
Zunächst wird wie bei der Modellierung des EZG auf die Jahresbilanzen, dann auf Monats- und
Tageswerte des Wasserhaushalts und später auf den Stickstoffhaushalt eingegangen. Hierbei liegt der
Fokus auf der Beschreibung der Ergebnisse des Dränfeldmodells. Das EZG-Modell wird nur im Bezug
auf die Stickstoffjahresausträge der im Gebiet des Dränfelds gelegenen KGG verglichen, da im Modell
keine Ausgabe von Tagesabflusswerten für einzelne Teilflächen im Einzugsgebietsmodus vorgesehen
ist.
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In Abbildung 6.25 sind die berechneten und gemessenen Jahresabflussmengen für den Zeitraum von
1993 bis 2000 eingezeichnet. Die nur relativ geringen Abweichungen spiegeln sich auch in den sta-
tistischen Maßzahlen R2 mit 0,92 und Reff mit 0,9 wider. Auch die durchschnittliche Abweichung
des Jahresabfluss von 202,4 mm modelliert zu 209,5 mm (3,4 % Abweichung) zeigt eine gute Über-
einstimmung. Eine Ausnahme stellt hierbei das Jahr 1998 dar, dessen Abfluss deutlich untersimuliert
wird.
Abbildung 6.25: Vergleich der berechneten und gemessenen jährlichen Abflussspende für das Drän-
feld
Bei den Monatswerten (Abbildung 6.26) zeigt sich die Tendenz, dass die Niedrigwasserabflüsse deut-
lich zu hoch simuliert werden. Dies kann zum einen mit der bereits diskutierten zu trägen Reaktion
der Grundwassersimulation zusammenhängen. Zum anderen muss berücksichtigt werden, dass durch
den Vergleich des Gesamtwasserabflusses im Modell mit dem gemessenen Dränabfluss eine andere
Abflussdomäne simuliert, als durch die Messungen der TLL beschrieben wird. Damit wird das für den
Basisabfluss verantwortliche Bodenkompartiment von dem Bereich über dem Drän auf den Bereich
bis zum Grundwasser vergrößert, was entsprechend zu einer größeren Dämpfung des jahreszeitlichen
Abflussverlaufs führt. Dies wirkt sich auch auf die statistischen Güteparameter aus, die mit einem
R2 von 0,57 und einem Reff von 0,54 eher eine mäßige Qualität der Modellierung anzeigen. Auch
bei den Monatswerten fällt das Jahr 1998 durch eine deutliche Fehlsimulation auf, während in den
meisten anderen Jahren die Dynamik deutlich besser getroffen wird. Die Qualitätsparameter für die
Einzeljahre sind der Tabelle 6.9 zu entnehmen.
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Abbildung 6.26: Vergleich des berechneten und gemessenen durchschnittlichen monatlichen Abflüs-
se für das Dränfeld
Tabelle 6.9: Güteparameter der Modellierung des Wasserhaushaltes auf Monatsbasis
1993 1994 1995 1996 1997 1998 1999 2000
R2 0,66 0,75 0,31 0,46 0,54 0 0,61 0,85
Reff 0,69 0,75 -0,43 0,48 0,57 -0,19 0,63 0,86
Bei den Tageswerten wirken sich die unterschiedlichen Abflussdomänen von Modell und Messung
noch gravierender aus. Die in Abbildung 6.27 eingezeichnete Periode von 1997 bis 2000, stellt die zu
Verfügung stehenden Tageswerte dar. Es ist erkennbar, dass die generelle Tendenz der abflussreichen
und der abflussarmen Perioden zwar nachvollzogen werden. Die Tagesdynamik kann allerdings nicht
wiedergegeben werden.
Die Parameter Bestimmtheitsmaß (R2) und Modelleffizienz (Reff ) zeigen für den in Abbildung 6.27
dargestellten Zeitraum mit 0,26 und -0,11 entsprechend niedrige Werte. Die beste Übereinstimmung
wurde für das Jahr 2000 erreicht (R2 = 0,58, Reff = 0,40), die schlechteste im Jahr 1998 (R2 =
0,01, Reff = -0,32).
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Abbildung 6.27: Vergleich des berechneten und gemessenen durchschnittlichen täglichen Abflüsse
für das Dränfeld
Die Stickstoffsimulation (Abbildung 6.28) mit dem Dränfeldmodell weist für die Jahresfracht eben-
falls eine gute Übereinstimmung auf (R2 =0,75, Reff =0,76 und mittlere Abweichung=-5,2 %). Die
größte Abweichung findet sich am Anfang der betrachteten Zeitreihe. Hierbei ist zu berücksichtigen,
dass das Düngungsniveau der Jahre vor der Zeitreihe nicht bekannt ist und somit die Poolgrößen nur
geschätzt sind. Ab dem Jahr 1995 ist die Übereinstimmung deutlich besser, was darauf schließen lässt,
dass sich die Poolgrößen auf ein realistisches Nievau eingestellt haben.
Abbildung 6.28: Vergleich der berechneten und gemessenen jährlichen Stickstofffrachten für das
Dränfeld
Der Vergleich mit den durchschnittlichen Jahresausträgen im EZG-Modell zeigt eine deutlich schlech-
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tere Übereinstimmung der Dynamik (R2 =0,46 und Reff =0,51), während die durchschnittliche
Abweichung mit -1,2 %, wie beim Dränfeldmodell, sehr gut getroffen wird. Eine Ursache für die-
ses Verhalten liegt in der Niederschlagsregionalisierung in WASMOD. In Abbildung 6.29 sind die
Jahressummen der für die Modellierung relevanten, Niederschlagsstationen eingezeichnet. Das Drän-
feldmodell wird mit der ca. 1 km entfernten Station Wöhlsdorf parametrisiert, von der allerdings erst
ab 1997 Daten verfügbar sind. Für die Zeit vor 1997 wurde die nächst gelegene DWD-Station Staitz
herangezogen. Im EZG-Modell wurden über das Kriterium Geländehöhe die Werte der Station Pahren
herangezogen. Diese weichen insbesondere in den Jahren 1997 und 1998 erheblich von denen der an-
deren beiden Stationen ab. In diesen beiden Jahren weisen auch die Jahresfrachten vom EZG-Modell
eine besonders große Abweichung auf (Abbildung 6.28). Hier zeigt sich eine deutliche Schwäche
von WASMOD in der Niederschlagsregionalisierung anhand der Geländehöhe. Diese stimmt mit dem
Befund der Korrelationen zwischen Niederschlag und Geländehöhe überein, der in Kapitel 5.4.2.1
beschrieben wurde.
Abbildung 6.29: Vergleich der jährlichen Niederschlagsmengen (korrigiert nach Richter 1995 [182])
der Stationen Wöhlsdorf, Staitz und Pahren
Bei den Monatswerten (Abbildung 6.30) zeigt sich ein ähnliches Verhalten wie bei der Simulation
des Wassers. Auch hier wirkt sich der Unterschied zwischen den unterschiedlichen Abflussdomänen
von Messung und Modellierung aus. Die Überschätzung der Stickstofffracht im Basisabfluss ist noch
deutlicher als bei der Betrachtung des Wassers. Dies stimmt mit der starken Dämpfung des Signals
bei der Fracht im Pegel Läwitz überein (vgl. Kapitel 6.1.2.2), die auf eine zu starke Wirkung der
stickstoffspeichernden Modellprozesse hindeuten. Die statistischen Parameter für die Zeitreihe sind
mitR2 0,5 und Reff 0,5 auf dem gleichen Niveau wie bei der Wassersimulation. Auch die Einzeljahre
(Tabelle 6.2.2.2) zeigen hierbei ein ähnliches Bild, wie bei der Wasserhaushaltssimulation.
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Abbildung 6.30: Vergleich der berechneten und gemessenen monatlichen Stickstofffrachten für das
Dränfeld
Tabelle 6.10: Güteparameter der Modellierung des Stickstoffhaushaltes auf Monatsbasis
1993 1994 1995 1996 1997 1998 1999 2000
R2 0,65 0,57 0,37 0,29 0,55 0,00 0,59 0,81
Reff 0,67 0,44 0,22 0,34 0,56 -0,13 0,62 0,79
Die Modellierung der Tagewerte (Abbildung 6.31) zeigt ebenfalls nur eine schwache Übereinstim-
mung (R2 = 0,26 und Reff = -0,11) und ist nur in der Lage die grobe Tendenz nachzuvollziehen.
Die beste Übereinstimmung wurde für das Jahr 2000 erreicht (R2 = 0,28, Reff = 0,18), die schlech-
teste im Jahr 1998 (R2 = 0,00, Reff = -0,27). Die Ergebnisse zeigen, dass es aus den genannten
Gründen zwar nicht möglich ist, das Dränfeld im Detail nachzubilden. Das Austragsniveau der Fläche
kann aber gut nachvollzogen werden. Dies gilt insbesondere für das Dränfeldmodell, aber auch das
EZG-Modell berechnet, bei einer langerjährigen Betrachtung, das Austragspotenzial der Fläche gut.
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Abbildung 6.31: Vergleich der berechneten und gemessenen täglichen Stickstofffrachten für das
Dränfeld
6.3 Vergleichende Ergebnisdiskussion
Bei der Modellierung verschiedener Skalen und Parameter im Einzugsgebiet des Talsperrensystems
Weida-Zeulenroda ergaben sich verschiedene Ergebnisse, die im Folgenden zusammengefasst und
kritisch bewertet werden sollen.
Die Modellversuche im Bezug auf die Bedeutung der lateralen Beziehungen zwischen den Flächen
(Routing), zeigten je nach betrachtetem Medium unterschiedliche Resultate. Im Bezug auf den Was-
serhaushalt waren sowohl beim Hangmodell als auch bei der Modellierung auf Einzugsgebietsniveau
die Unterschiede gering. Die Abbildung war im Durchschnitt mit Routing geringfügig besser, bei
den Jahresbilanzen konnte kein wesentlicher Unterschied festgestellt werden. Beim Stickstoff war
die Situation deutlich verschieden. Insbesondere bei den Mengen ergaben sich große Unterschiede
zwischen den Varianten. Ohne Routing wurden die Stickstofffrachten erheblich überschätzt, was auf
die fehlende Pufferung in den hangabwärtsgelegenen Flächen zurückzuführen war. Die Unterschiede
bei der Abbildung der Stickstoffdynamik durch die unterschiedlichen Modelle sind deutlich geringer
als die absolute Abweichung. Bei der isolierten Betrachtung der Dynamik der lateralen Komponente
hingegen sind die Ergebnisse mit Routing deutlich besser. Diese Ergebnisse der Stickstoffhaushalts-
modellierung bestätigen die Notwendigkeit laterale Prozesse bei der Bewertung von Einzelflächen im
Bezug auf das Stickstoffeintragsverhalten in die Talsperre einzubeziehen.
Bei der Simulation mit WASMOD zeigten sich einige Schwächen des Modells. Es stellte sich heraus,
dass die einfach gehaltene Grundwassersimulation, für die Modellierung in diesem Gebiet beson-
ders problematisch ist, da sie eine träge Reaktion des Modells hervorrief. Dies bestätigte sich bei der
Simulation des Dränfeldes. Auch zeigt das EZG-Modell Schwächen bei der Beschreibung der Grund-
wasserflurabstände auf den Einzelflächen. Hierbei muss allerdings auf die mangelnde Genauigkeit des
Geländemodells hingewiesen werden, die eine Ursache für die bei Betrachtung der Grundwasserflur-
abstände aufgetetenen Defizite darstellt. Eine weitere Ursache für die zu träge Reaktion ist der fehlen-
de Stickstofftransport im Oberflächenabfluss. Dieses bewirkt, bei der Simulation des Einzugsgebietes,
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dass die Spitzen der N-Fracht nicht vom Modell nachvollzogen werden konnten. Bei der Betrachtung
des Bodenwasserhaushalts zeigte sich, dass die Saugspannungen in den oberen Bodenschichten recht
gut nachvollzogen werden konnten. Mit zunehmender Bodentiefe wurden die Ergebnisse schlechter.
Eine mögliche Ursache für dieses Verhalten ist die fehlende Berücksichtigung der präferenziellen
Fließpfade. Auch bei der Beschreibung der Klimaverhältnisse im Modell wurden Probleme gefun-
den, so ist das sehr einfache Schneemodul den Mittelgebirgsverhältnissen nicht gewachsen und die
Niederschlagsregionalisierung über die Geländehöhe für die im Gebiet vorgefundenen Verhältnisse
nicht adäquat. Für ein Gebiet dieser Größe zeigt sich, dass WASMOD an seine Grenzen stößt. Dies
gilt zum einen für die Berücksichtigung von maximal zwei verschiedenen Klimadatensätzen und zum
anderen für die fehlende Berücksichtigung von Gewässerprozessen, die bei größeren Einzugsgebieten
einen wachsenden Einfluss ausüben. Auf der anderen Seite muss aber auch angemerkt werden, dass
die Ergebnisse insbesondere bei längeren Zeiträumen sowohl im Einzugsgebiet als auch auch den
Einzelflächen durchaus zufriedenstellend sind. Die Ergebnisse zum Stickstoffhaushalt erlauben es,
Aussagen über das Austragspotenzial der einzelnen Flächen zu treffen und somit eine gute Grundlage
für die Einscheidungsunterstützung zu liefern. Das Einzuggebietsmodell wird deswegen als Grundla-
ge für die Parametrisierung des Optimierungsverfahres verwendet, was im folgenden Kapitel 7 näher
beschrieben wird.
7 Optimierung
Die Ergebnisse der Einzugsgebietsmodellierung (vgl. Kapitel 6.1) dienen als Grundlage der in diesem
Kapitel beschriebenen Optimierung. Dabei wird zunächst die Entwicklung von, für die Optimierung
notwendigen, Landnutzungszenarien beschrieben. Anschließend wird auf die Parametrisierung des
Optimierungsverfahrens, die Durchführung der Optimierung und die Beschreibung der Ergebnisse
eingegangen. Abschließend werden Tests über die Allgemeingültigkeit und Aussagekraft der erzielten
Ergebnisse beschrieben.
7.1 Entwicklung von Parametrisierungsszenarien
Ziel der hier entwickelten Szenarien ist es, die Relevanz der Einzelflächen für den Stickstoffeintrag in
die Talsperre mit Hilfe des Optimierungsverfahrens (HYDRONET, vgl. 5.3) zu ermitteln. Um die, für
die Parametrisierung des HYDRONET erforderlichen, Aktivierungsfunktionen und Kantengewichte
für die Interflow- und Grundwasserkante ableiten zu können, mussten Szenarien entwickelt werden.
Der Zahl der hierbei betrachteten Szenarien sind Grenzen gesetzt, da die Simulation des Einzugs-
gebietes des Pegels Läwitz (14789 Polygone) für ein Jahr knapp 2 Stunden Rechenzeit (Pentium4,
1400 Mhz) erfordert.
Die Entwicklung der Szenarien orientiert sich an der Relevanz der Ergebnisse für den Entscheider.
Dies erfordert zum einen eine Orientierung an der im Gebiet vorhandenen Nutzungspraxis. Zum an-
deren müssen aber auch die Potenziale, die durch die physischgeographischen Bedingungen gegeben
sind, betrachtet werden. Um diese Forderungen zu erfüllen, wird bei den Szenarien ausgehend von
dem IST-Szenario eine Landnutzungsänderung simuliert. Bei diesen Landnutzungsänderungen wer-
den annähernd alle Flächen einer gleichen Behandlung unterzogen. Ausnahmen stellen hierbei die
Wasserflächen und die Siedlungen dar, da dort eine mittelfristige Umnutzung ausgeschlossen wer-
den kann. Das HYDRONET lässt nur eine Modifikation der N-Einträge zu, eine direkte Änderung
der angebauten Fruchtart ist aber nicht möglich. Deswegen mussten Einflüsse auf den Stickstoffhaus-
halt der räumlichen Einheiten, die nicht durch physischgeographische Eigenschaften bedingt werden
(z.B. ökonomisch motivierte Nutzungspräferenzen), weitestgehend ausgeschlossen werden. Aus die-
sem Grund musste eine generalisierte Landnutzung als Grundlage für die Szenarien auf einzelnen
räumlichen Einheiten definiert werden.
Da mit dem HYDRONET nur eine unterschiedliche Düngung nicht aber eine gänzlich andere Land-
nutzung (z.B. Wald statt Acker) nachvollzogen werden kann, wurde als Landnutzung, die mögliche
Landnutzungsänderungen repräsentierten soll, eine Ackernutzung ausgewählt. Ein Grund für diese
Wahl ist, dass es sich bei der Ackernutzung um die häufigste Landnutzungsklasse handelt (vgl. Kapi-
tel 4.4). Zudem weist Ackerbau auch ein besonders hohes Nitrataustragspotenzial auf, so dass es mit
dieser Landnutzung möglich ist, durch eine Variation der Düngung besonders große Unterschiede im
Stickstoffaustrag zu erzielen. Da eine realistische Ackernutzung nicht nur aus einer Fruchtart sondern
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aus einer Fruchtfolge besteht, wurde eine typische Fruchtfolge ermittelt. Diese wurde, um die Gleich-
behandlung aller Flächen zu gewährleisten, auf die einzelnen KGG angewendet. Diese Fruchtfolge
wurde wiederum mit den am häufigsten im Gebiet angebauten Feldfrüchten (vgl. Tabelle 4.2) verse-
hen, die in einer typischen Abfolge angeordnet wurden. Mit diesen Feldfrüchten konnten ca. 88% der
im Gebiet vorhandenen Ackernutzung abgedeckt werden.
1. Winterweizen
2. Wintergerste
3. Mais
4. Sommergerste
5. Winterraps
Abbildung 7.1: Beispielhafte Variation der Fruchtarten in den Parametrisierungsszenarien für 5 Jahre
in einigen KGG
Da die Düngungen der Fruchtarten einer erheblichen Variation unterliegen z.B. von Sommergerste
81 kgNha−1a−1 bis Mais 160 kgNha−1a−1, wurde das Startjahr der Fruchtfolge für die einzelnen
KGG zufällig verteilt. Anschließend, wie in Abbildung 7.1 dargestellt, wurde von diesem Startjahr aus
die Fruchtfolge weitergeführt und nach Ablauf des 5. Jahres wieder mit dem 1. Jahr begonnen. Dieses
Vorgehen wurde aufgrund der lateralen Verbindungen im Modell durchgeführt, da es in der Realität
unwahrscheinlich ist, dass in einem Jahr alle Felder eine hohe Düngung erhalten und in einem anderen
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alle eine niedrige. Somit wird auch eine jeweils entsprechende Stoffmenge über laterale Zuflüsse
zugeführt. Durch die zufällige Verteilung der Startjahre ist gewährleistet, dass das Düngeniveau im
Einzugsgebiet für jedes Jahr annähernd gleich ist.
Aus dieser Fruchtfolge wurden Düngeszenarien entwickelt, deren Variation den Ereignisraum der
möglichen sinnvollen Düngeformen abdecken soll (13 Szenarien). Die aus den Befragungen abge-
leiteten Düngemengen (vgl. Tabelle 5.7) wurden in 10%-Schritten zwischen 0 bis 120% der Menge
variiert. Hierbei wurden die Düngemengen der ausgewählten Fruchtarten zugrunde gelegt. Die atmo-
sphärische Deposition wurde bei diesen Variationen nicht einbezogen, da sich die Deposition nicht
durch planerische Maßnahmen beinflussen lässt.
Ein weiterer Punkt bei der Bestimmung der Landnutzungsszenarien ist die Länge des Modellierungs-
zeitraumes, über den die oben beschriebenen Szenarien simuliert werden sollen. Bei Auswahl dieses
Zeitraumes sind zwei Aspekte zu berücksichtigen. Zum einen muss dem Modell eine ausreichende
Zeitspanne eingeräumt werden, um auf die veränderte Landnutzung reagieren zu können. Zum an-
deren muss der Anwender eine mittelfristige Perspektive für die geplanten Landnutzungsänderungen
erhalten. In Versuchen mit Modellszenarien konnte gezeigt werden, dass sich nach einem Simulati-
onszeitraum von fünf Jahren eine deutliche Reaktion auf Düngeänderungen verzeichnen lässt (vgl.
Kapitel 7.3). Dieser Zeitraum erscheint auch noch für die Planung sinnvoll.
Für die Szenarien musste auch noch eine geeignete Parametrisierung des Klimas gefunden werden.
Hierbei wurde ein zusammenhängender Klimaabschnitt der gemessenen Zeitreihe gewählt (vgl. Ka-
pitel 5.4.2.1). Als Auswahlkriterium wurde hierbei auf die Jahresniederschläge zurückgegriffen, da
dieser Klimaparameter eine wesentliche Bedeutung für die Stickstofffracht aufweist. In Abbildung
7.2 sind die Jahresniederschläge zusammen mit dem fünfjährigen gleitenden Mittel aufgetragen. Die
Auswahl fiel auf einen Fünfjahreszeitraum, der dem Mittelwert der gesamten Zeitreihe möglichst nahe
kommt. Hierfür kamen die folgenden Zeiträume in Frage 1976 – 1980, 1984 – 1988 und 1996 – 2000.
Ausgewählt wurde hierbei der letzte Zeitabschnitt, da dieser zum einen besonders nahe am Mittel der
ganzen Zeitreihe war und zum anderen da dieser Zeitraum im Zuge der neuzeitlichen Klimaänderung
für die nächsten Jahre wahrscheinlich die größte Repräsentativität aufweist.
Diese für die Parametrisierung des HYDRONET entwickelten Szenarien unterscheiden sich sehr deut-
lich von Szenarien, die dem Ziel dienen, eine mögliche Zukunft zu beschreiben und unterliegen des-
halb auch nicht den Bedingungen, wie sie für die Szenariotechnik (vgl. Kapitel 2.6) festgelegt wurden.
Diese Parametrisierungsszenarien stellen im Gegensatz zu den mit der Szenariotechnik entwickelten
Szenarien eine unplausible Beschreibung des Gebiets dar. Sie dienen ausschließlich der Parametrisie-
rung des Optimierungsverfahrens und haben für sich genommen wenig Aussagekraft. Die Gründe für
dieses Szenariodesign liegen zum einen in einem Versuch ausgehend vom IST-Szenario alle Flächen
gleich zu behandeln. Zum anderen wird das Ziel verfolgt mit den Parameterszenarien den Ereignis-
raum für eventuelle Landnutzungsänderungen weitgehend abzudecken.
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Abbildung 7.2: 5-Jahresmittel der korrigierten Niederschläge
7.2 Anwendung des Optimierungsverfahrens
Ausgehend vom Istzustand soll ein Landnutzungsmuster gefunden werden, das den Stickstoffeintrag
in die Talsperren reduziert und dabei möglichst geringe Änderungen der Landnutzung erfordert. Als
Werkzeug zur Ermittlung eines solchen Szenarios wird das in Kapitel 5.3 beschriebene Verfahren
eingesetzt, welches die im vorigen Kapitel beschriebenen Parametrisierungsszenarien verwendet.
7.2.1 Parametrisierung des Optimierungsverfahrens
Für die Parametrisierung des (HYDRONET (vgl. Kapitel 5.3) mussten die Aktivierungsfunktionen der
Neuronen der inneren Schichten und die Kantengewichte zwischen den Neuronen aus den Parametri-
sierungsszenarien bestimmt werden.
Die Stützstellen für die Aktivierungsfunktionen wurden aus den durchschnittlichen Einträgen (Dün-
gung, Atmosphärische Deposition und Interflow) und den durchschnittlichen Austrägen (Grundwasser
und Interflowabfluss) der fünf Jahre gebildet. Dadurch ist gewährleistet, dass jede Fläche mit Ausnah-
me der Siedlungs- und Gewässerflächen die gleiche Düngung in der Fünfjahresperiode erhält. Auch
wird die Auswirkung der Klimavariabilität innerhalb dieser fünf Jahre durch die Mittelung berücksich-
tigt. Diese Mittelung fand für jedes der 13 Parametrisierungsszenarien gesondert statt. Somit standen
für jedes Neuron 13 Stützstellen für unterschiedliche Ein- und Austräge zur Ermittlung der Aktivie-
rungsfunktionen zur Verfügung. Der Durchschnitt der so für alle Neuronen der inneren Schichten
ermittelten Funktionen, ist in Abbildung 7.3 dargestellt.
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Abbildung 7.3: Durchschnittliche Stickstoff Ein- und Austräge aller Neuronen der inneren Schichten
für die Parametrisierungsszenarien von 0 bis 120% Düngung (Kralisch 2004 [120])
In der Abbildung 7.3 ist erkennbar, dass die Variation der Einträge deutlich über dem der Austräge
liegt. Dies ist ein Hinweis darauf, dass im betrachteten Zeitraum von 5 Jahren die Düngemodifika-
tionen noch nicht voll wirksam werden und das System träge reagiert. Diese Trägheit ist besonders
gut bei den niederen Werten erkennbar, bei denen im Extremfall die Einträge genauso groß sind wie
die Austräge. Dieser Sachverhalt wird in Kapitel 7.3.3 noch näher beleuchtet und zeigt, dass bei der
Betrachtung längerer Zeiträume eine deutlichere Reaktion zu Verzeichnen ist. Weiterhin ist in der Ab-
bildung (7.3) deutlich erkennbar, dass der minimale Eintrag aufgrund der atmosphärischen Deposition
nicht unter 20 kgNha−1a−1 fällt.
Zur Bestimmung der Aktivierungsfunktionen wurden die beiden unterschiedlichen Möglichkeiten Po-
lynome und Polylines (vgl. Abbildungen 5.7 und 5.6) getestet, die beide zur Darstellung von Akti-
vierungsfunktionen geeignet sind. Die Fähigkeit des einzelnen Verfahrens die Aktivierungsfunktion
zwischen, den durch die Szenarien ermittelten, Stützstellen zu interpolieren, war hierbei das wesent-
liche Kriterium. Für den Test wurde das Verfahren der Kreuzvalidierung angewandt. Im Einzelnen
wurden die Ergebnisse eines der Parametrisierungsszenarien zur Ermittlung der Funktionen wegge-
lassen. Mit den verbliebenen Stützstellen wurde die Funktion mit dem jeweiligen Verfahren (Polyline
und Polynom) gebildet, der Wert des weggelassenen Szenarios geschätzt und die Abweichung zum
berechneten Szenario bestimmt. Dies wurde für alle Szenarien mit einem Düngeniveau zwischen 0
und 120 % durchgeführt. Als Maß für die Bewertung der Abbildungsqualität der beiden Verfahren
wurde die durchschittliche relative Abweichung gewählt, welche bei den Polylines 10,7% betrug und
bei den Polynomen einen Wert von 13,9% annahm.
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Um die Auswirkungen einer geringeren Anzahl von Stützstellen auf dieses Ergebnis abschätzen zu
können, wurden in einem zweiten Test nur die Stützstellen der Parametrisierungsszenarien 0, 20, 50,
70, 100 und 120 % verwendet. Die hier ebenfalls ermitttelte durchschnittliche relative Abweichung
ergab für die Polylines 13,1% und für die Polynome 16,8%. Die dargestellten Abweichungen las-
sen den Schluss zu, dass sich Polylines aufgrund der niedrigen Fehlerwerte bei der Abbildung der
tatsächlichen N-Austragsfunktion besser als Polynome eignen.
Dieser Test wurde wie auch die folgenden Sensitivitätsanalysen des Verfahrens nur für die 14789
Polygone des Einzugsgebietes des Pegels Läwitz durchgeführt. Dieses Vorgehen wurde zum einen
aus Gründen der Rechenzeit gewählt und zum anderen, da dieses Gebiet an den Messdaten validiert
werden konnte.
Die Parametrisierung der Kantengewichte erfolgte aus dem durchschnittlichen Verhältnis zwischen
Interflow und Grundwasserabfluss über alle Szenarien. Dabei ergab sich ein durchschnittliches Ver-
hältnis zwischen Interflow und Grundwasserkante von 64% zu 36%, wobei diese Werte für die ein-
zelnen Parametrisierungsszenarien keine nennenswerten Abweichungen von diesem Wert aufwiesen.
Auch bei der Betrachtung der einzelnen Einheiten wurde keine erhebliche Abweichung festgestellt.
So wurde die Standardabweichung für die einzelen Neuronen der inneren Schichten zwischen den 13
Parametrisierungsszenarien ermittelt, deren Durchschnitt 0,9% ergab. Eine erhebliche Anzahl (75%)
der Einheiten weist dabei modellbedingt nur einen der beiden möglichen Abflusspfade auf, so wird
über nicht grundwasserführendem Gestein kein Grundwasserabfluss (vgl. Kapitel 5.4.1.3) und in Flä-
chen mit geringer Hangneigung (< 2%) kein Interflow simuliert. Bei ausschließlicher Betrachtung der
durchschnittlichen Standardabweichung für die Einheiten, die beide Abflusskomponenten aufweisen,
ergibt sich mit 2,3% immer noch eine geringe Streuung. Aus diesen geringen Abweichungen lässt
sich schlussfolgern, dass eine Mittelung wie oben beschrieben für die Aufteilung der Kantengewichte
nur einen marginalen Fehler verursacht und deshalb zulässig ist.
Für den Pegel Läwitz wurde auf Grundlage der oben beschriebenen Herangehensweise ein HYDRO-
NET mit insgesamt 14791 Neuronen und 44367 Kanten erzeugt. Den 14789 inneren Neuronen wur-
den, auf Grundlage der Stützstellen, die sich aus den Parametrisierungsszenarien ergaben, die Aktivie-
rungsfunktion in Form von Polylines zugewiesen. Dem Eingabeneuron und dem Ausgabeneuron wur-
de die Identitätsfunktion zugewiesen (vgl. Kapitel 5.3). Die Initialisierung der Düngekantengewichte
erfolgte mit dem IST-Szenario auf Basis der Stickstoffeinträge des vorgegebenen Bezugsjahres 2000.
Anschließend wurde diese Düngung durch das Netz propagiert, das als Ergebnis am Ausgabeneuron
(Gebietssauslass) einen Wert 224826 kgNaufwies.
Zur Validierung wurde dieses Ergebnis dem, durch WASMOD berechneten, Gesamtaustrag aus dem
Einzugsgebiet des Pegels Läwitz in den zugehörigen Vorfluter gegenübergestellt. Dabei wurde nicht
der Eintrag eines einzigen Jahres, sondern der durchschnittliche Eintrag aus dem zur Ermittlung der
Parametrisierungszenarien zugrunde gelegten Zeitraums (1996 – 2000) berücksichtigt. Der mit WAS-
MOD simulierte durchschnittliche N-Eintrag betrug dabei 218571kgN . Die Abweichung zwischen
dem HYDRONET und WASMOD betrug somit 2,9 %. Diese geringe Abweichung wird durch die un-
terschiedlichen klimatischen Verhältnisse und durch die unterschiedlichen Düngungen der einzelnen
Jahre in WASMOD verursacht. Um dieses Ergebnis auch flächendifferenziert zu bewerten, wurden in
einem weiteren Validierungsschritt die, durch WASMOD berechneten, Stickstoffausträge aller KGG
in WASMOD den Aktivierungen (Austrägen) der zugehörigen Neuronen gegenübergestellt. Als Maß
für die Güte der Abbildung der N-Austragsfunktionen wurde das Bestimmtheitsmaß herangezogen, da
so die Qualität der (linearen) Beziehung zwischen Aktivierungen und modellierten Werten bestimmt
werden konnte. Hierbei konnte ein Wert von R2 = 0,915 ermittelt werden. Die Abweichungen so-
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wohl der Austragssummen als auch beim Bestimmtheitsmaß werden durch unterschiedliche Berech-
nungsgrundlagen verursacht. So lag den Stützstellen der Aktivierungsfunktionen eine verallgemeiner-
te Ackerfruchtfolge zugrunde (vgl. Kapitel 7.1), während bei WASMOD differenzierte Fruchtfolgen
auf den Ackerflächen, Wald und Grünlandnutzung berücksichtigt wurden (vgl. Kapitel 5.4.1.4). Ins-
gesamt sind die Abweichungen sowohl für die Austräge des Einzugsgebiets als auch für die der Teil-
fächen als gering zu betrachten, so dass es möglich ist, das so parametrisierte HYDRONET in einem
weiteren Schritt zur Optimierung einzusetzen.
7.2.2 Durchführung der Optimierung
Zur Durchführung der Optimierung wurde auf das oben beschriebene HYDRONET das
Backpropagation-Verfahren (vgl. Kapitel 5.3) angewandt. Zunächst wurde überprüft, wie weit sich
der vom HYDRONET ermittelte N-Gesamtaustrag reduzieren lässt. Hierzu wurde dem Netz ein Soll-
Austrag von 0 kgNam Ausgabeneuron als Lernziel übergeben. Die Differenz zwischen diesem Soll-
Austrag und dem im vorigen Kapitel ermittelten IST-Austrag (224826 kgN) wird von dem Neuronalen
Netz als ein Fehler von 224826 kgN interpretiert, der durch das Lernverfahren minimiert werden soll.
Des Weiteren mussten noch einige Parameter für die Durchführung des Lernverfahrens vorgegeben
werden, die im Folgenden kurz beschrieben werden. Ein Parameter ist die Lernrate, die die maximal
mögliche Änderung der Kantengewichte (Düngekanten) als Anteil des Fehlers beschreibt (σ = 10−7).
Das Moment, das die Trägheit des Lernverfahres zur Überwindung von Plateaus definiert (β = 0, 9)
ist ein weiterer Parameter. Für die Abbruchkriterien sind zwei Parameter vorzugeben. Das erste Kri-
terium ist der Lernfehler, der eine Toleranz darstellt, die das Verfahren abbricht, sobald der Fehler
diesen Toleranzbereich erreicht hat (² = 100 kgN). Dieser Parameter ist notwendig, da beim Lernen
der Zielpunkt nicht exakt erreicht werden kann. Das zweite Kriterium ist die Mindestschrittweite, die
das Lernen abbricht, falls das vorgegebene Ziel nicht erreicht werden kann. Sie definiert die Mindest-
reduktion am Gebietsauslass, bei deren unterschreiten das Lernverfahren beendet wird (ω = 1kgN).
Die Mindestschrittweite ist als gleitendes Mittel in zehn aufeinanderfolgenden Lernschritten definiert,
dass unterschritten werden muss, bis das Verfahren abbricht. Somit konnte der Abbruch des Verfah-
rens in solchen Fällen verhindert werden, in denen die Differenz der Netzwerkausgaben zwischen
zwei Iterationen nur zufällig die gegebene Mindestschrittweite unterschritt. Die Auswahl der Parame-
terwerte basierte dabei zum einen auf Erfahrungswerten aus einer Reihe von Tests, zum anderen aus
empfohlenen Werten aus der Literatur (Gallant 1995 [77], Nauck et al. 1996 [160]). Eine detaillierte
Definition der Lernparameter findet sich bei Kralisch (2004 [120]).
Die initialen Gewichte der Düngekanten entsprachen den N-Einträgen des IST-Szenarios im Durch-
schnitt der Jahre 1996 – 2000. Wie oben beschrieben, betrug der Wert des Ausgabeneurons vor
Beginn des Lernens 224826 kgN . Die Anwendung des Backpropagation-Verfahren brach nach 518
Iterationsschritten ab, da die Mindestschrittweite unterschritten wurde. Dabei wurde ein Wert von
168218 kgNals Netzwerkausgaben für den N-Eintrag in den Vorfluter erreicht, dies entspricht etwa
75% des ursprünglichen Eintrags und somit einer Reduktion von 25%. Der Verlauf des Netzwerkfeh-
lers und der Schrittweite während des Backpropagation-Verfahrens sind in Abbildung 7.4 dargestellt.
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Abbildung 7.4: Schrittweite und Netzwerkfehler bei der Anwendung des Backpropagation-
Verfahrens (Kralisch 2004 [120])
Die Variation der Ergebnisse des Lernverfahrens für unterschiedliche Vorgaben für den Soll-Austrag,
war von besonderem Interesse. Zu diesem Zweck wurde das Lernverfahren noch einmal durchgeführt,
diesmal jedoch mit einem veränderten Lernziel, der mit 179762 kgNrund 80% des ursprünglichen
Austrags (20% Reduktion) betrug und somit nur etwa 75% der möglichen N-Reduktion (168218 kgN)
ausschöpfte. Alle übrigen Parameter blieben unverändert. Die Anwendung des Backpropagation-
Verfahrens brach in diesem Fall erst nach 1128 Iterationsschritten ab. Die Ursache für den Abbruch
war dabei das erste Abbruchkriterium, da der Toleranzbereich des Zielwertes ² mit einem Wert von
99 erreicht wurde. Das Ergebnis am Ausgabeneuron war somit 179861 kgN . Abbildung 7.5 zeigt
die räumliche Darstellung der Ergebnisse des Lernverfahrens für die Reduktionen um 20% und 25%
(maximale Reduktion) des ursprünglichen N-Gesamtaustrages.
Es zeigt sich bei beiden Grafiken, dass die extremen Klassen besonders stark vertreten sind. Um die
Unterschiede in den Ergebnissen der beiden Durchgänge bewerten zu können, wurde das Bestimmt-
heitsmaß zwischen den Reduktionen der einzelne Düngekantengewichte bei 20% und 25% Reduktion
(20%-Szenario, 25%-Szenario) ermittelt. Der Wert für R2 ist mit 0,66 ein Hinweis auf eine mäßige
Übereinstimmung zwischen den beiden Varianten. Eine Ursache hierfür ist im Histogramm in Abbil-
dung 7.6 erkennbar.
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Abbildung 7.5: Ergebnisse des Backpropagation-Verfahrens bei Reduktionen um 25% (oben) und
20% (unten) des ursprünglichen N-Eintrags auf der Grundlage von KGG
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Wie zu erwarten ist der Anteil der auf auf über 80% reduzierten Düngungen bei der maximalen Re-
duktion (25%-Szenario) erheblich größer als beim 20%-Szenario, während der Anteil der niedrigsten
Reduktionsklasse (<20%) beim 20%-Szenario erheblich höher ist. Ursächlich für dieses Verhalten
ist, dass bei der Reduktion um 25% die Polygone mit sehr flachen Stickstoffreduktionsfunktionen
ebenfalls herangezogen werden. Diese werden im Fall von 20% Reduktion, entweder geringer oder
überhaupt nicht reduziert. Bestätigt wird diese Feststellunng auch durch den, im 20%-Szenario erheb-
lich größeren, Anteil an mittleren Reduktionsklassen, der bereits in in Abbildung 7.5 gut erkennbar
war. Dies bedeutet, dass inbesondere beim 25%-Szenario extreme Werte zu finden sind, die entweder
keine oder eine vollständige Reduktion auf den Einzelflächen zeigen.Ein wichtiger Faktor für die vom
Verfahren ermittelte Reduktion ist die aktuelle Landnutzung und das damit verbundene Düngeniveau.
So sind ein erheblicher Teil der nicht von einer Reduktion betroffenen Flächen nicht gedüngte Flächen
wie Wald und Siedlung.
Abbildung 7.6: Anteile der Düngekantengewichte an verschiedenen Ergebnisklassen des Backpropa-
gation-Verfahren bei Reduktionen auf 75 % und 80 % des ursprünglichen N-Eintrags
(Kralisch 2004 [120])
Trotz der Unterschiede, die sich durch das unterschiedliche Lernziel ergeben, zeigen beide Karten zu-
meist die gleichen Flächen als relevant. So waren die Auenbereiche grundsätzlich als besonders sensi-
tiv für die Änderung des Stickstoffaustrags anzusehen, was gut mit den in der Literatur beschriebenen
Untersuchungsergebnissen übereinstimmt (Correll 1997 [38] , Blackwell et al. 1999 [21]). Zudem
zeigen sich beispielsweise im westlichen Teil beider Karten relevante Flächen, die sich im Teileinzug-
gebiet der Gülde befinden, welche nach Aussagen der Talsperrenbetreiber einen wesentlichen Anteil
an der Stickstofffracht beiträgt (Mauden, mündliche Mittteilung).
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Validiert wurde das Optimierungsergebnis mit den WASMOD-Modell, in dem die mit dem HYDRO-
NET ermittelte Düngereduktion auf den Einzelflächen WASMOD übergeben wurde. Hierfür musste
die WASMOD-Eingabe um einen Düngereduktionsfaktor erweitert werden. Mit dieser individuell für
jede KGG modifizierten Düngung wurde dann der Zeitraum 1996 – 2000, der auch den HYDRONET
Parametrisierungsszenarien zugrunde liegt, mit WASMOD gerechnet und mit den Austrägen des IST-
Szenarios und mit der von HYDRONET prognostizierten Reduktion verglichen. Der mit dem HYDRO-
NET die prognostizierte Reduktion 25,2% betrug , die durchschnitliche mit WASMOD berechnete
Reduktion war mit 23,2% etwas niedriger. In Abbildung 7.7 findet sich der Verlauf der Reduktion in-
nerhalb des berechneten Fünfjahreszeitraumen im Vergleich mit dem durch das Netz prognostizierten
in %.
Abbildung 7.7: Verlauf der mit WASMOD modellierten Reduktion im Vergleich zu den mit dem
HYDRONET prognostizierten Wert
Auch bei der ebenfalls verglichenen Reduktion von 20 % zeigt sich, dass die geschätzte Reduktion
mit dem HYDRONET etwas größer ausfällt als die mit WASMOD (17,8%) berechnete. Dies zeigt sich
auch in der Zeitreihe in Abbildung 7.7 in der die mit dem Optimierungsverfahren erzielte Reduktion
aufgrund der Durchschnittsbildung im HYDRONET dem Mittelwert der von WASMOD berechne-
ten Zeitreihe entsprechen. Diese Unterschiede können durch klimatische Effekte verursacht werden.
Da es sich bei der N-Simulation von Einzugsgebieten um nicht-lineare Systeme handelt, kann der
Vergleich, von fünf Einzeljahren mit unterschiedlichen Klimaparameten in WASMOD, mit deren ge-
mittelten Werten im Optimierungsverfahren zu Abweichungen führen. Insgesamt erscheinen jedoch
die erzielten Werte plausibel und die Abweichungen gering.
Zur Bewertung und zur Ermittlung der Repräsentativität wurden weitere Untersuchungen durchge-
führt. So wurden die Effektivität der Düngereduktion, der Einfluss der betrachteten Zeit für die Pa-
rametrisierungsszenarien und der Einfluss unterschiedlicher langjähriger Niederschlagsmengen durch
Modellversuche untersucht.
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7.3 Sensitivitätsanlysen
7.3.1 Vergleich mit nicht optimierter Düngereduktion
Zur Evaluation der Effektivität des Optimierungsverfahrens wurden ein einfaches Verfahren ange-
wandt, bei dem Ergebnisse des HYDRONET vergleichbaren WASMOD-Szenarien gegenübergestellt
wurden. Hierzu wurde ausgehend vom IST-Szenario, eine Reduktion der Düngung der landwirtschaft-
lichen Nutzflächen um 10, 20 und 30% durchgeführt. Wie bei den Parametrisierungsszenarien war die
atmosphärische Deposition nicht von der Reduktion betroffen. Mit diesen reduzierten Düngungen
wurde das Einzugsgebiet des Pegels Läwitz im Zeitraum der Jahre 1996 – 2000 mit WASMOD be-
rechnet. Es wurden die durchschnittlichen Stickstoffein- und austräge für die gesamten fünf Jahre für
diese Reduktionsszenarien ermittelt. Diese für alle landwirtschaftlichen Nutzflächen gleichmäßigen
Düngeeinschränkung wurde mit flächendifferenzierten Ergebnissen aus dem HYDRONET verglichen.
Hierbei wurde das Neuronale Netz soweit angelernt, bis die Düngeeinträge in das Netz den jeweiligen
Reduktionszenarien (10, 20 und 30%) der WASMOD-Modellierung entsprachen. Hierbei wurden die
in Tabelle 7.1 aufgeführten Werte erzielt.
Tabelle 7.1: Gegenüberstellung der für die Jahre 1996 - 2000 durchschnittlichen Ein- und Austräge
von Stickstoff in WASMOD und HYDRONET für das IST-Szenario und Düngereduktio-
nen von 10, 20 und 30%
Reduktion Ist (0%) 10% 20% 30%
WASMOD-Input in kgN 1172604 1079593 986582 893571
WASMOD-Output in kgN 218571 212273 206073 200879
HYDRONET-Input in kgN 1172520 1080346 986445 893917
HYDRONET-Output in kgN 228681 196086 176470 170489
Die Gegenüberstellung zeigt, dass die Stickstoffeinträge nicht exakt übereinstimmen, da es mit dem
Neuronalen Netz nicht möglich war, genau auf einen vorgegebenen Düngeeintrag hin zu lernen. Die
Unterschiede beim Input sind, mit unter 1 % allerdings sehr gering und deshalb zu vernachlässigen.
In Abbildung 7.8 sind diese Ergebnisse als relative Reduktion dargestellt.
Wie in Abbildung 7.8 erkennbar, entspricht die relative Reduktion des Stickstoffeintrages in die Sy-
steme nicht den vorgegebenen 10, 20 und 30%. Dies hängt damit zusammen, dass die atmospärische
Deposition wie bereits erläutert nicht in die Reduktion einbezogen wurde. Dieser einfache Vergleich
zeigt, wie zu erwarten ist, dass der Unterschied zwischen einer allgemeinen Reduktion im Einzugsge-
biet und der gezielten Auswahl mit dem HYDRONET sehr erheblich. Dies gilt auch unter Berücksich-
tigung der bei der Validierung aufgetretenen Abweichung zwischen der vom Netz prognostizierten
und von WASMOD berechneten Reduktion.
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Abbildung 7.8: Darstellung der relativen Stickstoffein- und austräge von in WASMOD und HYDRO-
NET für das IST-Szenario und Düngereduktionen von 10, 20 und 30%
7.3.2 Einfluss des Klimas
Bei der Entwicklung der Parametrisierungsszenarien wurde ein Fünfjahreszeitraum mit durchschnitt-
lichen Niederschlagsverhältnissen ausgewählt. Zur Absicherung der Repräsentativität, der mit diesem
Zeitraum erzielten, Ergebnisse wurden weitere Fünfjahreszeiträume mit extremen Niederschlagsver-
hältnissen zum Aufsetzen des Netzes verwendet. Ausgewählt wurden, aus der zur Verfügung stehen-
den Zeitreihe, als trockenste Fünfjahresperiode 1989 bis 1993 und als feuchteste 1979 bis 1983 (vgl.
Abbildung 7.2). Für beide Zeiträume wurden Parametrisierungsszenarien mit den Düngestufen 0, 25,
50, 75, 100 und 125 % berechnet und daraus Neuronale Netze für den trockenen und für den feuchten
Zeitraum aufgesetzt. Die mit diesen Netzen durchgeführte Optimierung wurde mit einem vergleich-
baren IST-Szenario (Düngestufen auch 0, 25, 50, 75, 100 und 125 %) verglichen. Wie zu erwarten
war, sind die Unterschiede der absoluten Austräge der Netze (Tabelle 7.2 ohne Reduktion) erheb-
lich. Aufgrund dieser Unterschiede wurde zur Vergleichbarkeit den Neuronalen Netzen eine relative
Reduktion (bezogen auf den jeweiligen Austrag) als Lernaufgabe übergeben. Es wurden zwei unter-
schiedliche Reduktionsniveaus angelernt, indem beim Anlernen jeweils eine Reduktion von 15 % und
20 % im Austrag als Fehler übergeben wurde. Hierbei liegt der Wert für 20 % in der Nähe der maximal
möglichen Reduktion für die Netze.
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Tabelle 7.2: Berechneter Stickstoffaustrag in aus den neuronalen Netzen ohne und bei 15 und 20 %
Reduktion für die verschiedenen Niederschlagsszenarien
normal trocken feucht
ohne Reduktion 228822 169546 234746
15% Reduktion 195462 145089 200482
20% Reduktion 184024 136633 188767
Der wesentliche Parameter für die Beurteilung des Optimierungsverfahrens ist ein ähnliches Verhal-
ten der Austragssensitivität, der einzelnen Flächen bei verschiedenen Niederschlagsverhältnissen. Zur
Überprüfung dieses Sachverhalts wurde eine Korrelationsanalyse zwischen den Einzelflächen der ein-
zelnen Niederschlagsszenarien durchgeführt, deren Resultate in Tabelle 7.3 dargestellt sind.
Tabelle 7.3: Vergleich der Bestimmtheitsmaße der einzelnen Niederschlagsszenarien bei 15 und 20 %
Reduktion
feucht vs. normal trocken vs. normal trocken vs. feucht
R2 bei 15% 0,77 0,78 0,81
R2 bei 20% 0,71 0,71 0,76
Die Resultate zeigen eine deutliche Übereinstimmung zwischen den einzelnen Klimaszenarien. Al-
lerdings nimmt die Ähnlichkeit mit zunehmender Reduktion etwas ab. Dies wird durch das Lernen
bis an die Grenzen des, durch die Düngeszenarien abgedeckten, Definitionsbereichs verursacht, da
hier individuelle Eigenschaften der einzelnen Polygone und eventuelle Fehler stärker zum Tragen
kommen. Insgesamt bedeuten diese Bestimmtheitsmaße, dass die meisten Flächen, die unter feuch-
ten Bedingungen austragssensitiven sind auch unter trockenen Verhältnissen die relevantesten für den
Stickstoffaustrag darstellen. Die Ausweisung sensitiver Flächen zeigt also eine geringe Abhängig-
keit von den längerjährigen Niederschlagsverhältnissen, so dass die mit dem Verfahren getroffenen
Aussagen auch für mittelfristige Planungen gültig sind.
7.3.3 Einfluss des betrachteten Zeitraums
Die Reaktionszeit des Modells auf Landnutzungsänderungen wurde anhand des IST-Szenarios gete-
stet. Zu diesem Zweck wurde die Düngung des IST-Szenarios, wie im vorigen Kapitel, auf allen land-
wirtschaftlichen Nutzflächen um den gleichen Betrag reduziert (Reduktionsszenarien). Hierbei wur-
den drei Fünfjährige Szenarien (1996 – 2000) mit einer Reduktion um 10, 20 und 30% der Düngung
des IST-Szenarios berechnet. Zusätzlich wurde, um die Reaktion des Modells auf längere Zeiträume
zu testen, eine Simulation der 30% Variante für zehn Jahre (1991 – 2000) durchgeführt. Die Ergeb-
nisse sind in Abbildung 7.9 dargestellt.
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Abbildung 7.9: Relative Abweichung des Stickstoffaustrages der Reduktionsszenarien gegenüber
dem IST-Szenario für 5 bzw. 10 Jahre
In der Abbildung 7.9 (oben) ist erkennbar, dass sich nach 5 Jahren rund die Hälfte der Düngereduk-
tionen in einer Verringerung der Stickstofffracht widerspiegelt. So sind die Reduktionen der Stick-
stofffracht bei dem 30%-Szenario, 16,6%, beim 20%-Szenario 11,5% und beim 10%-Szenario 4,7%.
Bei dem 10%-Szenario ist bereits eine Sättigung innerhalb der 5 Jahre erkennbar. Die 10 jährige
Simulation zeigt gegen Ende des Simulationszeitraumes mit zwischen 20 und 25% Reduktion der
Stickstofffracht ungefähr 3/4 der Düngereduktion und Anzeichen eines Sättigungseffektes. Der für
die Optimierung vorgesehene Szenariozeitraum von fünf Jahren erscheint angesichts dieser Ergeb-
nisse sinnvoll, da nach fünf Jahren ca. die Hälfte der Düngereduktion wirksam wird und somit eine
signifikante Reaktion des Systems auf die Düngeänderung vorhanden ist. Die in Kapitel 6 darge-
stellten Ergebnisse zeigen eine zu große Trägheit des Modells gegenüber der Messung. Dies lässt
erwarten, dass die hier dargestellten Reaktionszeiten gegenüber der Realität tendenziell zu lang sind.
Diese mit WASMOD erzielten Ergebnisse sind mit den Ergebnissen des HYDRONET vergleichbar, da
die HYDRONET-Ergebnisse durch ihre Parametrisierung auf den WASMOD-Ergebnissen beruhen.
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7.4 Analyse des Gesamtgebietes und Diskussion
Da Aussagen über das gesamte Einzugsgebiet des Talsperrensystems Weida-Zeulenroda getroffen
werden sollten, wurden Parametrisierungsszenarien für das Gesamtgebiet analog zu denen des Ein-
zugsgebietes des Pegels Läwitz berechnet und auf analoge Weise eine Optimierung durchgeführt.
Hierbei wird wie bei der Modellierung davon ausgegangen, dass die Ergebnisse des Einzugsgebiet
des Pegels Läwitz auf das Gesamtgebiet übertragbar sind (vgl. Kapitel 6.1.3). Das so aufgesetzte HY-
DRONET wies einen Gesamtaustrag von 359089 kgNauf. Dem Lernverfahren wurde eine Reduktion
auf 0 kgNvorgegeben und es wurde nach 363 Lernschritten ein Wert von 280893 kgNerzielt. Das
Backpropagation-Verfahren brach ab, da die Mindestschrittweite unterschritten wurde. Die flächen-
differenzierten Ergebnisse sind in Abbildung 7.10 (links) abgebildet.
Für die Entscheidungsunterstützung ist die Aussage über die einzelnen KGG sehr unübersichtlich.
Aus diesem Grunde wurde zur zusammenfassenden Darstellung als geometrische Grundlage der GPS-
Layer (vgl. Kapitel 5.4.1.4), der die landwirtschaftlichen Nutzflächen der Landwirte beinhaltet, die
mit der Thüringer Talsperrenverwaltung kooperieren, genutzt.Es wurden die flächengewichteten Mit-
tel der zu den landwirtschaftlichen Nutzflächen gehörenden KGG ermittelt und die erzielten Werte in
Klassen eingeteilt. Zur besseren Anschaulichkeit wurden diese Klassen in eine ordinale Skala über-
führt und die Größe der Düngereduktion als Maß für die Wirksamkeit der stickstoffreduzierenden
Maßnahmen betrachtet (Abbildung 7.10 (rechts)). Hierbei wurde davon ausgegangen, dass ein Wert,
der größer als 50% ist, als hoch eizustufen ist, da hier nicht mehr jede Feldfrucht wirtschaftlich ange-
baut werden kann. Die Klasseneinteilung findet sich in Tabelle 7.4. Dieses Vorgehen bei der Generali-
sierung stellt ein mögliches Beispiel dar, dass je nach Fragestellung des Anwenders verändert werden
kann.
Tabelle 7.4: Einteilung der Klassen für die Parzellenkarte (Abbildung 7.10, rechts )
Klasse Wertebereich der Reduktion in %
sehr gering 0 - 5
gering 5 - 20
mittel 20 - 50
hoch 50 - 80
sehr hoch 80 - 100
Beim visuellen Vergleich mit den von WASMOD berechneten Stickstoffausträgen (vgl. Abbildung
6.19 oben rechts) zeigt sich, dass das Optimierungsverfahren (Abbildung 7.10, links) ein völlig an-
deres räumliches Muster zeigt als die berechneten Stickstoffausträge. Dies wird auch durch das Be-
stimmtheitsmaß, zwischen den von WASMOD berechneten Austrägen und der von dem Optimie-
rungsverfahren ermittelten Reduktion, unterstrichen, dass einen Wert von R2 = 0, 06 aufweist und
somit keinen Zusammenhang der beiden Parameter zeigt. Dies bestätigt die These, dass die Einbe-
ziehung der lateralen Transportwege bei der Bewertung von Einzelflächen für die Stickstoffbelastung
der Gewässer, eine wichtige Bedeutung zukommt.
Die hier erzielten Ergebnisse beschreiben das Potenzial einzelner Flächen, durch stickstoffreduzieren-
de Maßnahmen eine Verbesserung der Wasserqualität in der Talsperre zu bewirken. Nicht berücksich-
tigt wurde hierbei die Art der Maßnahmen, die Stickstoffausträge aus den Einzelflächen reduzieren
sollen. Diese können beispielsweise darin bestehen, die Düngung zu reduzieren, die Düngezeitpunk-
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te besser mit den im Boden vorhandenen Reserven und dem aktuellen Pflanzenbebarf abzustimmen
oder über das austragsgefährdete Winterhalbjahr eine Zwischenfrucht anzubauen, die den Stickstoff
in der Biomasse festlegt. Die sehr sensitiven Flächen könnten auch ganz aus der Nutzung genommen
werden oder über eine Grünlandnutzung ohne Düngung Nährstoffe entzogen werden. Weitere Arbei-
ten, wie Vergleiche mit anderen Methoden zur Stickstoffreduktion, beispielweise das von Windhorst
et al. (2002 [245]) entwickelte Verfahren zur Ermittlung des teilflächenspezifischen Düngebedarfs,
wären für die Einordnung dieses neuen Verfahrens sinnvoll. Eine Kombination der hier erzielten Er-
gebnisse mit Verfahren, die die Auswirkung der Düngereduktion auf die Erträge abschätzt, würde die
Betrachtung im Bezug auf die ökonomischen Auswirkungen vervollständigen.
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8 Zusammenfassung und Ausblick
8.1 Zusammenfassung
Das Einzugsgebietsmanagement von Trinkwassertalsperren, in denen die landwirtschaftliche Nutzung
einen erheblichen Anteil ausmacht, stellt den Betreiber der Talsperren vor komplexe Probleme. Auf
der einen Seite muss er die Wasserqualität insbesondere im Bezug auf mineralischen Stickstoff in
der Talsperre sicherstellen. Auf der anderen Seite kann die Landwirtschaft in diesen Gebieten nur im
begrenzten Umfang eingeschränkt werden, da die Einschränkungen durch Kompensationszahlungen
ausgeglichen werden müssen. Es ist somit anzustreben, die vorhandenen finanziellen Mittel möglichst
effizient einzusetzen. Diese Aufgabe erfordert eine Bewertung der Einzelflächen im Bezug auf ihren
Einfluss auf die Qualität des Talsperrenwassers. Hierbei ist nicht nur die Information wichtig, wieviel
Stickstoff die Fläche verlässt, vielmehr ist es wichtig die Prozesse auf dem Transportpfad in die Tal-
sperre bei der Bewertung einzubeziehen. Ziel dieser Arbeit ist es, eine Entscheidungshilfe für Beurtei-
lung der Einzelflächen im Bezug auf ihre Relevanz für die Stickstoffbelastung unter Berücksichtigung
der lateralen Prozesse in der Talsperre zu gewährleisten. Dieses multikriterielle Entscheidungsproblem
wurde dabei folgendermaßen bearbeitet.
Forschungsstand
Zunächst wurde der theoretische Hintergrund zur Entscheidungsunterstützung bei multikriteriellen
Problemen gegeben. Die für den Wasserhaushalt wesentlichen Prozesse und Einflussgrößen Nieder-
schlag, Interzeption, Verdunstung und Abflussbildung wurden beschrieben. Für den Stickstoffhaushalt
wurde auf die Einträge, Umsetzungsprozesse und Entzüge und deren quantitative Bedeutung einge-
gangen. In der anschließenden Modellgegenüberstellung wurde verglichen, inwieweit einzelne Mo-
dellkonzepte in der Lage sind, diese wesentlichen Parameter und Prozesse abzubilden. Abschließend
wurde ein Überblick über die Theorie zur Bildung von Szenarien gegeben, die die Grundlage für die
Entscheidungsunterstützung darstellen. Anhand des erarbeiteten Forschungsstandes wurde die Frage-
stellung konkretisiert und das methodische Vorgehen bestimmt.
Gebietsbeschreibung
Anschließend wurden die für den Stickstoffhaushalt wesentlichen Gebietseigenschaften Boden, Ge-
stein, Klima, Hydrologie und Landnutzung dargestellt. Das 163 km2 große Einzugsgebiet des Tal-
sperrensystems Weida-Zeulenroda weist ein Mittelgebirgsrelief mit Geländehöhen zwischen 315 und
565 m auf. Die Böden sind im wesentlichen Braunerden mit niederem bis mittlerem Ertragspotenzial
und Wasserhaltevermögen. Die Geologie wird von dichtem Tonschiefer und Grauwacke dominiert,
weist aber auch grundwasserführendes Eruptivgestein, Knotenkalke und quartäre Talfüllungen auf.
Das mit 7 ◦C Jahresdurchschnittstemperatur relativ kühle Gebiet, ist mit einem durchschnittlichen
Jahresniederschlag von 690 mm für mitteleuropäische Verhältnisse eher trocken. Das Mittelgebirgsre-
lief, die grundwasserarme Lithologie und die Überprägung mit pleistozänen Deckschichten sorgen für
eine Dominanz des Interflow als wesentliche Abflussbildungskomponente. Dies bewirkt geringe Ver-
zögerungszeiten bei der Abflussantwort auf Niederschlagsereignisse. Das hydrologische Verhalten im
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Gebiet ist allerdings durch anthropogene Eingriffe stark überprägt. Den größten Einfluss haben hierbei
die Talsperren Weida und Zeulenroda, deren Abfluss vom Talsperrenmanagement abhängt. Aber auch
oberhalb der Talsperren ist ein deutlicher Einfluss durch die Talsperre Lössau gegeben, die über den
Wisenta Überleitungsstollen mit der oberen Weida verbunden ist und in unregelmäßigen Abständen
Wasser einleitet. Weitere menschliche Einflüsse sind durch die Anlage zahlreicher Fischteiche und
durch den erheblichen Anteil an drainierter landwirtschaftlicher Fläche (17% an der Gesamtfläche)
gegeben. Der große Anteil landwirtschaftlicher Nutzflächen (65,5% der Gesamtfläche) insgesamt,
wovon ein großer Teil ackerbaulich genutzt wird, stellt die Hauptquelle für Stickstoffeinträge im Ge-
biet dar. Dies ist wiederum die Hauptursache für die in der Talsperre vorhandene Nitratproblematik.
Methoden und Material
Ausgehend von den Gebietseigenschaften, der Fragestellung und dem im Stand der Forschung
dargestellten Modellvergleich, wurde das distributive Wasser und Stoffhaushaltsmodell WASMOD
(Water And Substance MODel (Reiche 1996 [175])) ausgewählt. Dieses wurde eingebettet in das
Landschafts- analyse- Methodenpaket DILAMO (DIgitale Landschafts-Analyse und MOdellierung
(Reiche et al. 1999 [178])) vorgestellt. Darauf folgt eine kurze Beschreibung der Struktur und Funk-
tion des auf künstlichen neuronalen Netzen basierenden Optimierungsverfahrens HYDRONET (Kra-
lisch et. al. 2003 [121] und Kralisch 2004 [120]). Dies ist in der Lage, auf Basis von mit WAS-
MOD simulierter Szenarien, den Einfluss von einzelnen Flächen unter Berücksichtigung der lateralen
Mischungs-, Abbau-, und Speicherprozesse auf den Stickstoffhaushalt zu quantifizieren und zu be-
werten.
Die für den Einsatz von WASMOD und damit auch des HYDRONET benötigten Daten und deren Auf-
bereitung wurden anschließend vorgestellt. Hierbei wurde zunächst auf das verwendete Geländemo-
dell eingegangen, das herstellungsbedingte Artefakte aufwies, welche durch eine Filterung beseitigt
werden konnten. Darüberhinaus wurde mit Hilfe des in DILAMO integrierten Werkzeugs Topnew eine
hydrologische Reliefanalyse mit der Ableitung von Teileinzugsgebieten und Reliefeinheiten durch-
geführt. Der Stickstoffhaushalt wird wesentlich von den Prozessen in der Pedosphäre beeinflusst,
deshalb wurde bei der Modellkonzeption von WASMOD den Bodenprozessen eine zentrale Rolle zu-
gewiesen. Aus diesem Grund wurde der Ableitung von Bodenparametern in dieser Arbeit besondere
Aufmerksamkeit geschenkt. Die als flächenhafte Datengrundlage vorhandene Karte der Leitbodenfor-
men Thüringens (1:100000) weist bodengeologische Klassen auf, die in vielen Fällen ganze Bodenka-
tenen vom A-C Boden am Oberhang bis zum Kolluvium am Unterhang beinhalten. Die für den Wasser
und Stickstoffhaushalt wesentlichen Bodenparameter wie Mächtigkeit, Feldkapazität und Leitfähig-
keit unterscheiden sich deshalb teilweise innerhalb einer Klasse stärker als zwischen den Klassen. Aus
diesem Grunde wurde eine Disaggregation der Bodenklassen anhand des Reliefs vorgenommen. Als
Parameter für diese Disaggregation wurde eine Kombination der vertikalen und horizontalen Hang-
krümmung, wie sie für die Verbreitung von Böden in der Literatur (Kleefisch und Köthe 1993 [115],
Friedrich 1996 [74], Herbst 2001 [96], Möller 2001 [154], Park et al. 2001 [164]) als wesentlich
angesehen wird herangezogen. Auf diese Weise wurden mit Reliefattributen (konvex, gestreckt, und
konkav) aus den ursprünglich vorhanden 9 Bodenklassen, 23 Klassen erzeugt. Die Ableitung der Bo-
denparameter erfolgte anhand der Legende der Leitbodenformen und der mittelmaßstäblichen Stand-
ortkartierung. Aus diesen Beschreibungen wurden, unter Berücksichtigung von Profilbeschreibungen
der Thüringer Landesanstalt für Landwirtschaft und eigenen Laboruntersuchungen, Bodenparameter
wie Bodenart, Humusgehalt, Wasserspannungs-Wassergehaltsbeziehung und Wasserleitfähigkeit ab-
geleitet. Der geologische Untergrund wurde anhand einer geologischen und einer hydrogeologischen
Karte in grundwasserführend und nicht grundwasserführend aufgeteilt. Eine weitere wesentliche In-
formationsebene stellt die Landnutzung dar. Zur Darstellung der flächenhaften Verbreitung stand eine
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multitemporale Landnutzungsklassifikationen (Landsat 5 TM) von 1998, eine auf einer IRS-1C-PAN
basierende Siedlungsmaske von 1998 und eine mit GPS vermessene Landnutzungskartierung der grö-
ßeren in Thüringen gelegenen landwirtschaftlichen Nutzflächen zur Verfügung. Bei der Erstellung
der Landnutzungskarte wurden die genaueren Informationen der Kartierung erhalten und die Lücken
mit den Satellitendaten aufgefüllt. Zur Ermittlung des Landnutzungsmanagements insbesondere der
Düngung wurden Befragungsdaten des Jahres 1998 für 907 Schläge digital aufbereitet und daraus
Parameter für die einzelnen Fruchtarten abgeleitet. Aus den einzelnen Informationsebenen Boden,
Geologie, Reliefeinheiten, Teileinzugsgebiete und Landnutzung wurden, unter Hinzunahme einer Ge-
wässernetzkarte, einer Dränkarte und einer Karte der Wasserschutzgebiete, durch Verschneidung die
Kleinsten Gemeinsamen Geometrien (KGG) abgeleitet. Diese 24412 KGG stellen als Modellierungs-
einheiten die geometrische Grundlage für die Modellierung mit WASMOD dar und wurden mit dem
DILAMO-Werkzeug Toptra durch die Ableitung von Hangneigung, Grundwasserflurabstand, Vorflu-
terabstand und Vorfluterhöhe hydrologisch charakterisiert und topologisch geordnet.
Weitere wichtige Modellierungsparameter sind die Daten zur Beschreibung des Klimas. Es standen
hierzu Daten von insgesamt 18 Stationen des Deutschen Wetterdienstes zur Verfügung. Je nach Typ
der Station waren Daten zu Niederschlag, Luftfeuchte, Temperatur und Strahlungsdaten von 1970 –
2000 vorhanden. Für die Parameter Temperatur, Niederschlag und Luftfeuchte wurde eine Regression
mit der Stationshöhe durchgeführt und die Strahlung und der Niederschlag korrigiert. Bei den zur
Validierung eingesetzten Pegeldaten wurden unplausible Werte ermittelt, die auf eine Überleitung aus
dem benachbarten Einzugsgebiet der Talsperre Lössau zurückzuführen war. Des Weiteren wurde eine
Inhomogenität zwischen Niederschlag- und Abflusszeitreihen im Jahr 1990 festgestellt.
Da, wie in der Problemstellung erläutert, Aussagen über Einzelflächen getroffen werden sollten, wur-
de im Rahmen dieser Arbeit ein eigenes Messprogramm geplant und durchgeführt. Hierzu wurden
zwei Hänge (Hang Pahren und Hang Dittersdorf) hydrologisch instrumentiert und bodenkundlich und
bodenphysikalisch beprobt. Die Instrumentierung bestand insgesamt aus 2 Klimastationen, 2 Grund-
wasserpegeln und 11 Tensiometernestern. Die mit den Tensiometern gemessene Saugspannung ist für
den Stickstoffhaushalt in vielfältiger Weise wesentlich. So spielt sie als Steuergröße für die Sauer-
stoffsättigung, als Auslöser für Transportprozesse und beim Bodenwärmestrom eine zentrale Rolle.
Weiterhin standen auf Standortebene noch die Abfluss- und Stickstofftransportdaten sowie eine bo-
denkundliche Beschreibung eines Dränfeldes zur Verfügung, das von der Thüringer Landesanstalt für
Landwirtschaft instrumentiert und betreut wurde.
Modellierung
Bei der Modellierung des Einzugsgebiets traten unterschiedliche Probleme auf. So war auffällig, dass
der Basisabfluss deutlich überschätzt wurde. Als eine Ursache wurden die mit Toptra ermittelten Pa-
rameter zur Beschreibung der Grundwasserdynamik, Vorfluterabstand und Vorfluterhöhe des zuge-
wiesenen Vorfluters, ermittelt. Zur Lösung dieses Problems wurde eine GIS-Routine entwickelt, die
diese Parameter in für Mittelgebirgsverhältnisse angepassterer Form ermitteln konnte. Des Weiteren
trat ein Problem mit dem Interflowrouting des Stickstoffs auf, welches durch die Implementierung von
Bypassflow in die Interflowroutine von WASMOD gelöst werden konnte. Im Zuge dieser Änderung
wurde ebenfalls die Modellausgabe für die Tageswerte erweitert, indem die Interflowkomponente für
die Wasser- und Stickstoffkomponente zusätzlich ausgewiesen wurde.
Die Modellergebnisse wurden für Wasser und Stickstoff getrennt bewertet. Für den Wasserhaushalt
wurden zunächst die Jahresbilanzen ausgewertet. Hierbei zeichneten sich Unterschiede innerhalb der
betrachteten Zeiträume ab, die auf die genannten Inhomogenitäten der Pegel- und Niederschlagsdaten
zurückzuführen waren. Dies äußerte sich beispielsweise beim Vergleich der Bestimmtheitsmaße des
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Zeitraumes 1980 – 1989 (R2 = 0, 66) und 1990 – 2000 (R2 = 0, 90) zwischen modelliertem und
gemessenem jährlichen Abfluss und bei den Gesamtbilanzen dieser Zeiträume (22,8% und -3,95%
Abweichung). Bei der Betrachtung von Monatswerten zeichnete sich ein ähnliches Bild ab. Bei der
Beschreibung der täglichen Abflussdynamik zeigten sich noch weitere Probleme, die im wesentlichen
auf zwei Sachverhalte zurückzuführen waren. Zum einen gab es Probleme mit der Abflussbeschrei-
bung zur Zeit der Schneeschmelze, was auf das sehr einfach gehaltene Schneemodul von WASMOD
zurückzuführen war. Zum anderen reagierte der Basisabfluss zu träge, da WASMOD eine Abflussbe-
schreibung zugrunde liegt die eher für Lockergesteinsverhältnisse geeignet ist. Die durchschnittliche
Modelleffizienz (Reff ) (Nash und Sutcliffe 1970 [159]), die über den Zeitraum von 1975 – 2000 er-
reicht wurde, lag im Mittel bei 0,35 und 0,53 für die logarithmierten Werte. In dem Zeitraum von 1990
– 2000 konnten dabei Werte von 0,45 und 0,53 erzielt werden. Bei der Beruteilung dieser Werte wirk-
ten sich die Inkonsistenzen durch die Überleitung insbesondere bei den nichtlogarithmierten Werten
gravierend aus.
Bei der Stoffhaushaltsmodellierung zeigte sich bei den Jahresbilanzen ein noch größerer Unterschied
zwischen den Jahren vor 1990 und der Zeit danach. So wurde für die gesamte Zeitreihe ein Bestimmt-
heitsmaß von 0,35 und für 1990 – 2000 von 0,89 erzielt. Dies liegt neben den beim Wasser erwähn-
ten Inkonsistenzen an den gravierenden Veränderungen im Zuge der politischen Wende 1990 die die
landwirtschaftliche Praxis betrafen (Biermann et al. 1994 [20]) und das Düngungsniveau im Gebiet
erheblich reduzierten. In den Jahren vor 1990 wurde die Stickstoffmenge erheblich untersimuliert.
Der Grund für dieses Verhalten war, dass das Modell mit aktueller Düngung parametrisiert wurde,
die deutlich unter der in dieser Zeit üblichen Düngung lag. In den Jahren ab 1990 wurde hingegen
eine leichte Übersimulation von 11,8% ermittelt. Bei der Validierung der Tagesdynamik standen nur
Messwerte der Jahre 1998 – 2000 zur Verfügung. Für die Dynamik der Stickstofffracht auf Tages-
basis konnte für diese Jahre mit einem duchschnittlichen R2 von 0.62 ein hoher Wert (Starck et al.
1997 [209]) erzielt werden.
Ein wesentliches Ziel war die Berücksichtigung der lateralern Prozesse im Einzugsgebiet. Um die Be-
deutung dieser Prozesse für die Fragestellung herauszustellen, wurde mit dem Einzugsgebietsmodell
ein Test durchgeführt, bei dem das Flächenrouting „abgeschaltet“ wurde. Hierbei zeigte sich, dass
die Ergebnisse mit Routing beim Wasserhaushalt nur geringfügig besser waren als die ohne Routing.
Beim Stickstoffhaushalt hingegen waren die Unterschiede gravierend, insbesondere die Stickstoff-
mengen wurden beispielsweise für die Jahre 1990 – 2000 um 90% übersimuliert.
Bei der Simulation auf Standortsebene wurde die Modellausgabe von WASMOD erweitert, um die si-
mulierten Saugspannungen auf einzelnen Flächen auf Tagesbasis ausgeben zu können. Die Ergebnisse
der Messhänge wurden auf zwei Maßstabsebenen verglichen. Zum einen wurde ein lokales Modell für
den Messhang Pahren, mit den vor Ort ermittelten Parametern, erstellt. Zum anderen wurden die Wer-
te des Einzugsgebietsmodells für die Messstandorte herausgeschrieben und mit den Messwerten an
beiden Messhängen verglichen. Als Validierungsparameter wurden hierbei die Saugspannungen von
Januar bis Mai 2000 der einzelnen Standorte und die Grundwasserflurabstände in den Talböden des
ganzen Jahres 2000 auf täglicher Basis verwendet. Die Ergebnisse zeigten für beide Modellvarianten,
dass WASMOD gut in der Lage ist den Verlauf der Saugspannungen im Oberboden nachzuvollzie-
hen. Dies ist für den Stickstoffhaushalt wesentlich, da ein großer Teil der Umsetzungsprozesse im
Oberboden stattfindet. Im Unterboden zeigte das Standortmodell die besseren Ergebnisse, die aber
insgesamt schlechter als die des Oberbodens waren. Noch gravierender war der Unterschied beider
Modellvarianten bei der Simulation des Grundwasserflurabstandes, bei denen im Fall des Standort-
modells ein Korrelationskoeffizient von 0,87 und beim Einzugsgebietsmodell von nur 0,35 erreicht
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werden konnte. Die Gründe für diesen niedrigen Wert liegen in der groben Abschätzung der für den
Grundwasserstand bestimmenden Parameter im EZG-Modell.
Bei der Simulation des Dränfeldes zeigten sich prinzipielle Probleme, das Dränverhalten dieses Stand-
ortes mit dem in WASMOD vorhandenen Algorithmus abzubilden. Bei Dränfeldern mit einer deut-
lichen Hangneigung, steht die Dränabflussberechnung in WASMOD in Konkurrenz zur Interflowbe-
rechnung, so dass im Falle dieses Feldes ein erheblichen Anteil des Abflusses als Interflow bilanziert
wurde. Deswegen wurde der Gesamtabfluss des Modells mit dem Dränwasserabfluss des Modells
verglichen. Für das Dränfeld wurde ebenfalls ein Modell mit den lokalen Parametern erstellt. Der
Vergleich von Modell und Messergebnissen zeigte, dass WASMOD gut in der Lage ist, die Jahreswas-
serbilanzen für den betrachteten Zeitraum (1993 – 2000) nachzubilden (R2 = 0, 92, durchschnittliche
Abweichung 3,2%). Bei der Tagesdynamik schlugen sich allerdings die vorher erwähnten Schwächen
sehr deutlich in den niedrigen Qualitätsparamertern nieder (Reff = −0, 11).
Bei der N-Modellierung zeichnete sich ein ähnliches Bild ab. Auch hier war es gut möglich, die Jah-
resfrachten sowohl in der Dynamik (R2 = 0, 75) als auch in der Höhe mit -5,2% durchschnittlicher
Abweichung nachzuvollziehen. Die Tagesdynamik zeigte mit einer Modelleffizienz von -0,11 einen
ebenfalls sehr niedrigen Wert. Auch im Falle des Dränfeldes wurden Werte des EZG-Modells mit den
lokalen Messungen verglichen. Zum Vergleich wurden die durchschnittlichen Jahresstickstofffrachten
von drei KGG herangezogen, die auf der Fläche des Dränfeldes liegen. Dabei konnte die Dynamik mit
einem Bestimmtheitsmaß von 0,46 nicht so gut nachvollzogen werden wie bei dem Standortmodell.
Als wesentlicher Grund für die schlechtere Abbildung der Dynamik wurde die Niederschlagsregio-
nalisierung in WASMOD ermittelt, da die im Standortmodell verwendeten Niederschlagswerte einer
lokalen Station erheblich von denen des EZG-Modells abwichen. Die durchschnittliche Abweichung,
ein für die Planung sehr wesentlicher Parameter, lag mit -1,2% zwischen modellierter und gemessener
Fracht lag sehr niedrig. Dies bedeutet, dass das Austragspotential der Fläche gut mit dem Einzugsge-
bietsmodell abgeschätzt werden konnte.
Insgesamt zeigen die Modellierungsergebnisse, dass WASMOD in der Lage ist, den Wasser und Stick-
stoffhaushalt des Einzugsgebietes sowohl im Gesamtgebiet als auch auf den Einzelflächen, sinnvoll
abzubilden. Dies gilt insbesondere bei der Betrachtung der Jahresbilanzen, bei denen sehr gute Er-
gebnisse erzielt werden konnten. Die Modellierung weist weiterhin deutlich darauf hin, dass bei der
Beurteilung von Einzelflächen für den Stickstoffhaushalt im Gewässer die lateralen Prozesse berück-
sichtigt werden müssen und nicht nur die Austräge der einzelen Flächen betrachtet werden können.
Mit den Modellergebnissen war es zwar möglich, die Stickstoffausträge unter Berücksichtigung der
lateralen Prozesse abzubilden. Nicht möglich ist es allerdings die Relevanz der einzelnen Flächen,
ausgehend von den den N-Einträgen in die Talsperre unter Berücksichtigung der lateralen Prozesse zu
bewerten. Um diese Änderung der Perspektive zu ermöglichen wurde das auf Künstlichen Neurona-
len Netzen basierende HYDRONET verwendet. Dieses HYDRONET ist in der Lage unter Anwendung
eines Lernverfahrens, die Düngereduktion auf den landwirtschaftlichen Nutzflächen zu ermitteln, die
erforderlich ist, um eine vom Anwender definierte Wasserqualität in der Talsperre zu erzielen.
Optimierung
Für den Einsatz des HYDRONET mussten Szenarien erstellt werden, die zur Parametrisierung der Ak-
tivierungsfunktionen der Neuronen und der Kantengewichte benötigt wurden. Da die Düngung das
Lernziel des Neuronalen Netzes darstellt, mussten die Szenarien so gestaltet werden, dass der Ereig-
nisraum der plausiblen Düngemengen von den Szenarien beschrieben werden kann. Weiterhin war ein
Ziel bei der Szenariengenerierung vom IST-Zustand ausgehend alle Flächen gleich zu behandeln, um
die Auswirkung möglicher Landnutzungsänderungen erfassen zu können. Ausgenommen von dieser
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Gleichbehandlung wurden die Siedlungs- und Wasserflächen, da bei diesen keine mittelfristige Land-
nutzungsänderung zu erwarten ist. Als Grundlage für die Parametrisierungsszenarien wurde als die
häufigste und für den Stickstoffhaushalt relevanteste Landnutzung die Ackernutzung gewählt. Aus
den häufigsten Feldfrüchten wurde eine typische Fruchtfolge ermittelt und ausgehend von einer nor-
malen Düngung, fünfjährige Szenarien mit Düngungen zwischen 0% und 120% gerechnet.
Mit Hilfe dieser Szenarien wurde das HYDRONET parametrisiert und mit den Düngungen des IST-
Szenarios initialisiert. Das so aufgebaute vereinfachte EZG-Netz wies einen Stickstoffaustrag von
228682 kgNauf, während bei der vergleichbaren WASMOD- Simulation ein geringfügig niedrigerer
Austrag von 221059kgN erzielt wurde. Zur Optimierung wurde dem HYDRONET ein verringerter
N-Austrag als Lernaufgabe übergeben, der mit Hilfe eines modifizierten Backpropagation-Verfahrens
(Gallant 1995 [77]) rückwärts durch das Netz propagiert wurde. Als Ergebnis wurde eine Modifika-
tion der IST-Düngung der einzelen KGG ermittelt. Die Stärke dieser Modifikation ist ein Maß für
die Relevanz oder Sensitivität der Einzelfläche für den N-Eintrag in die Talsperre. Eine Validierung
war nur gegen das getestete WASMOD-EZG-Modell möglich. Hierfür wurden die ermittelten Dünge-
modifikationen WASMOD als Eingangsdaten übergeben und der vom HYDRONET erzielte Austrag
(167988 kgN) dem von WASMOD (176240 kgN) gegenübergestellt.
Die Effektivität des Verfahrens wurde getestet, indem eine Verringerung der Düngung im WASMOD-
Modell um 10, 20 und 30% gleichmäßig verteilt auf alle landwirtschaftlichen Nutzflächen für den
Fünfjahreszeitraum in Reduktionsszenarien berechnet wurde und die Gesamtausträge und Gesamt-
düngeeinträge bestimmt wurden. In einem zweiten Schritt wurde dann mit dem HYDRONET der Aus-
trag soweit reduziert, bis die Gesamtdüngeeinträge den Einträgen der drei Reduktionsszenarien mit
10, 20 und 30% Reduktion entsprachen. Bei dem Vergleich der mit WASMOD und dem HYDRONET
berechneten Austräge in die Talsperre zeigte sich, dass durch die gezielte Auswahl der Flächen mit
Hilfe des HYDRONET mehr als die doppelte Reduktion erzielt werden konnte, als die Reduktion die
mit den Reduktionsszenarien von WASMOD erreicht wurde.
Ein weiteres Modellexperiment wurde zur Bestimmung der Wirkung der für die Parameterszenarien
verwendeten Zeitspanne durchgeführt. Hierzu wurden ebenfalls die Reduktionsszenarien verwendet
und evaluiert, wie viel die Reduktion im Düngeeintrag benötigt, um eine deutliche Änderung im
Austrag zu bewirken. Dabei konnte festgestellt werden, dass eine Änderung des Eintrages z.B. um
30% nach fünf Jahren eine Änderung um ca. 16 % Austrag die also etwa die halbe Änderung des
Eintrags bewirkt. Während nach 10 Jahren mit ca. 22%, rund 3/4 der Änderung im Austrag erzielt
wird.
In einem weiteren Test wurde der Einfluss des Klimas, das den Parametrisierungsszenarien zugrunde
liegt, evaluiert. Hierzu wurde ein Fünfjahreszeitraum mit mittleren Niederschlägen, ein sehr trockener
und ein sehr feuchter Zeitraum zum Berechnen der Parametrisierungsszenarien, herangezogen und
optimiert. Die Änderungen der einzelnen Flächen in den drei verschiedenen Niederschlagsszenarien
wurden miteinander verglichen und das Bestimmtheitsmaß zwischen den Niederschlagsszenarien be-
stimmt. Die Werte des Bestimmtheitsmaßes lagen je nach den verglichenen Szenarien zwischen 0,81
und 0,71. Diese relativ hohen Werte zeigen, dass das Optimierungsergebnis im Bezug auf die Sen-
sitivität der Einzelflächen keine große Abhängigkeit von der zur Parametrisierung des HYDRONET
eingesetzten Zeitreihe ist.
Zur Entscheidungsunterstützung wurden die für jede KGG erzielten Ergebnisse, aufgrund der größe-
ren Übersichtlichkeit, zu landwirtschaftlichen Parzellen zusammengefasst. Der Anwender erhält somit
eine Karte (Abbildung 7.10, rechts), die die Sensitivität einzelner Parzellen für den Stickstoffeintrag
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in die Talsperre bewertet. Dieses Ergebnis stellt eine Prognose dar auf welchen Flächen der Einsatz
von Ausgleichszahlungen zur Extensivierung der landwirtschaftlichen Nutzung am effektivsten ist.
8.2 Ausblick
In dieser Arbeit wurde der Wasser- und Stickstoffhaushalt eines mesoskaligen Einzugsgebietes mit
dem Modell WASMOD simuliert. Die Modellierungsergebnisse deuteten darauf hin, dass insbeson-
dere bei der Anwendung auf größere Einzugsgebiete eine Erweiterung des Modells anzustreben ist.
Diese Erweiterung betrifft zum einen die Niederschlagsregionalisierung, die sich bereits bei der hier
betrachteten Einzugsgebietsgröße als problembehaftet erwiesen hat. Zum anderen gewinnen in grö-
ßeren Gebieten die Prozesse innerhalb der Gewässer an Einfluss, so dass eine Kopplung an ein Ge-
rinnemodell wünschenswert erscheint. Beide Erweiterungen ließen sich, durch Einbettung in ein Mo-
dellframework, wie das OMS (Object Modelling System) von David (1997 [41]), realisieren.
Bei der Modellierung wurde insbesondere auf die Bedeutung der lateralen Prozesse im Wasser- und
Stickstoffhaushalt eingegangen. Es konnte durch Modellversuche gezeigt werden, dass insbesondere
beim Stickstofftransport die Bedeutung dieser Prozesse nicht zu vernachlässigen ist. Allerdings fehlen
in diesem Bereich Ergebnisse aus Felduntersuchungen, die sich speziell mit diesem Themenkreis
auseinandersetzen. Die bisherigen Untersuchungen im Bereich lateraler Stickstofftransportprozesse
beschränken sich im Wesentlichen auf Uferrandstreifen und den Gewässerkörper (Correll 1997 [38] ,
Blackwell et al. 1999 [21]). Diese Wissenslücke lässt es sinnvoll erscheinen, die Prozessforschung in
diesem Bereich auf die Hochflächen und Hänge auszuweiten.
Die Parametrisierung des HYDRONET erfolgte in dieser Arbeit über eine Änderung der Düngung.
Nach der Optimierung bezieht sich das Ergebnis entsprechend auf eine Düngereduktion. Für die prak-
tische Anwendung ist es ebenfalls von Interesse, abgesehen von einer Düngereduktion, andere den
Stickstoffaustrag reduzierende Maßnahmen, wie Zwischenfruchtanbau, in die Auswertung einzube-
ziehen. Da WASMOD in der Lage ist das Landnutzungsmanagement abzubilden, ist es möglich auch
solche Fragestellungen in das Optimierungsverfahren einzubeziehen.
Das hier eingesetzte Optimierungsverfahren auf Basis des HYDRONET hat sich als sehr wirksames
Werkzeug erwiesen, komplexe topologische Sachverhalte zu analysieren und zu optimieren. Dies ist
nicht nur für die hier gezeigte Anwendung relevant, sondern auch für andere topologisch strukturier-
te Problemfelder. Eine naheliegende Anwendung wäre z.B. die Phosphoreinträge in Gewässer unter
Anwendung des HYDRONET zu analysieren. Phosphor ist aufgrund seiner Bindung an das Sediment
und damit der topologisch aufeinanderfolgenden Prozesse von Erosion und Sedimentation prädesti-
niert für eine solche Anwendung. Insgesamt ist nach Meinung des Autors das HYDRONET für alle
Anwendungen geeignet, bei denen laterale Transportprozesse einen wesentlichen Einfluss ausüben.
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A Abkürzungen
AGNPS Agricultural and non Point Source Modell
AnnAGNPS Annualized Agricultural and non Point Source Modell
ANSWERS Areal Nonpoint Source Watershed Environment Response Simulation
AOM zugeführte organische Substanz
BOM mikrobielle Biomasse
BOSSA Bodenschätzungsstandardauswertung
BOSSA-SH Bodenschätzungsstandardauswertung, Schleswig Holstein
CANDY Carbon and Nitrogen Dynamics
DSS Decision Support Systems
DILAMO Digitale Landschaftsanalyse und Modellierung
DGM Digitales Geländemodell
DVMK Deutsche Verband für Wasserwirtschaft und Kulturbau
DWD Deutscher Wetterdienst
DYNAMIT Dynamics of nitrogen in agricultural fields
EHP Entscheidungs-Hilfe-Programm
EZG Einzugsgebiet
GADS Geodata Analysis and Data Systems
GIS Geographisches Informations System
GPS Global Positioning System
HQ Hochwasserabfluss
HRU Hydrological Response Unit
IWD Inverse Distance Weights
KA4 bodenkundliche Kartieranleitung; 4 Auflage
KGG Kleinste gemeinsame Geometrien
KNN Künstliche Neuronale Netze
MIKE SHE MIKE Système Hydrologique Européen
MMK Mittelmaßstäbliche Standortkartierung
MQ Mittelwasserabfluss
NN Neuronales Netz
NQ Niedrigwasserabfluss
OMS Object Modelling System
P4 Pentium 4
PRMS Precipitation Runoff Model
R2 Statistisches Bestimmtheitsmaß
Reff Statistische Modelleffizienz
RZWQM Root Zone Water Quality Modell
SCS Soil Conservation Service
SDSD Spatial Decision Support Systems
SOM tote organische Substanz
166 Abkürzungen
SURREAL Soil an surface related area location
SWAT Soil Water Assesment Tool
SWIM Soil Water Integrated Model
TGL Technische Güte und Lieferbedingungen
ThürTV Thüringer Talsperrenverwaltung
TK Topographische Karte
TLL Thüringer Landesanstalt für Landwirtschaft
USLE Universal soil loss equvation
Vfl.-höhe Vorfluterhöhe
WASMOD Water And Substance Modell
A.1 Bodenart nach KA4 [2]
Kurzzeichen Bodenartenuntergruppen
Ss reiner Sand
Su2 schwach schluffiger Sand
Sl2 schwach lehmiger Sand
Sl3 mittel lehmiger Sand
St2 schwach toniger Sand
Su3 mittel schluffiger Sand
Su4 stark schluffiger Sand
Slu schluffig-lehmiger Sand
Sl4 stark lehmiger Sand
St3 mittel toniger Sand
Ls2 schwach sandiger Lehm
Ls3 mittel sandiger Lehm
Ls4 stark sandiger Lehm
Lt2 schwach toniger Lehm
Lts sandig-toniger Lehm
Ts4 stark sandiger Ton
Ts3 mittel sandiger Ton
Uu reiner Schluff
Us sandiger Schluff
Ut2 schwach toniger Schluff
Ut3 mittel toniger Schluff
Uls sandig-lehmiger Schluff
Ut4 stark toniger Schluff
Lu schluffiger Lehm
Lt3 mittel toniger Lehm
Tu3 mittel schluffiger Ton
Tu4 stark schluffiger Ton
Ts2 schwach sandiger Ton
Tl lehmiger Ton
Tu2 schwach schluffiger Ton
A.2 Bodenart nach TGL 24300/05 [212] 167
Tt reiner Ton
A.2 Bodenart nach TGL 24300/05 [212]
Symbol Bezeichnung
rS reiner Sand
l”S sehr schwach lehmiger Sand
l’S schwach lehmiger Sand
lS stark lehmiger Sand
uS schluffiger Sand
U Schluff
lU lehmiger Schluff
sL sandiger Lehm
L Lehm
UL Schlufflehm
uT schluffuger Ton
lT lehmiger Ton
sT sandiger Ton
T Ton
168 Abkürzungen
B Messhänge Bodenbeschreibungen
170 Messhänge Bodenbeschreibungen
Abbildung B.1: Boden-Profil-Beschreibung, pF-Kurve und Saugspannungen von Station P1
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Abbildung B.2: Boden-Profil-Beschreibung, pF-Kurve und Saugspannungen von Station P2
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Abbildung B.3: Boden-Profil-Beschreibung, pF-Kurve und Saugspannungen von Station P3
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Abbildung B.4: Boden-Profil-Beschreibung, pF-Kurve und Saugspannungen von Station P4
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Abbildung B.5: Boden-Profil-Beschreibung, pF-Kurve und Saugspannungen von Station P5
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Abbildung B.6: Boden-Profil-Beschreibung, pF-Kurve und Saugspannungen von Station P6
176 Messhänge Bodenbeschreibungen
Abbildung B.7: Boden-Profil-Beschreibung, pF-Kurve und Saugspannungen von Station D1
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Abbildung B.8: Boden-Profil-Beschreibung, pF-Kurve und Saugspannungen von Station D2
178 Messhänge Bodenbeschreibungen
Abbildung B.9: Boden-Profil-Beschreibung, pF-Kurve und Saugspannungen von Station D3
179
Abbildung B.10: Boden-Profil-Beschreibung, pF-Kurve und Saugspannungen von Station D4
180 Messhänge Bodenbeschreibungen
Abbildung B.11: Boden-Profil-Beschreibung, pF-Kurve und Saugspannungen von Station D5
C Modellierung Pegel Läwitz 1975-2000
182 Modellierung Pegel Läwitz 1975-2000
Abbildung C.1: Modellierter und Gemessener Abfluss am Pegel Läwitz der Jahre 1975 – 1977
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Abbildung C.2: Modellierter und Gemessener Abfluss am Pegel Läwitz der Jahre 1978 – 1980
184 Modellierung Pegel Läwitz 1975-2000
Abbildung C.3: Modellierter und Gemessener Abfluss am Pegel Läwitz der Jahre 1981 – 1983
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Abbildung C.4: Modellierter und Gemessener Abfluss am Pegel Läwitz der Jahre 1984 – 1986
186 Modellierung Pegel Läwitz 1975-2000
Abbildung C.5: Modellierter und Gemessener Abfluss am Pegel Läwitz der Jahre 1987 – 1989
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Abbildung C.6: Modellierter und Gemessener Abfluss am Pegel Läwitz der Jahre 1990 – 1992
188 Modellierung Pegel Läwitz 1975-2000
Abbildung C.7: Modellierter und Gemessener Abfluss am Pegel Läwitz der Jahre 1993 – 1995
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Abbildung C.8: Modellierter und Gemessener Abfluss am Pegel Läwitz der Jahre 1996 – 1998
190 Modellierung Pegel Läwitz 1975-2000
Abbildung C.9: Modellierter und Gemessener Abfluss am Pegel Läwitz der Jahre 1999 – 2000
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