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ABSTRACT
In this paper, we scrutinize the effect of spectral index distribution on estimating the AGN (active
galactic nucleus) radio luminosity function (RLF) by a Monte Carlo method. We find that the tradi-
tional bivariate RLF estimators can cause bias in varying degree. The bias is especially pronounced
for the flat-spectrum radio sources whose spectral index distribution is more scattered. We believe
that the bias is caused because the K-corrections complicate the truncation boundary on the L − z
plane of the sample, but the traditional bivariate RLF estimators have difficulty in dealing with this
boundary condition properly. We suggest that the spectral index distribution should be incorporated
into the RLF analysis process to obtain a robust estimation. This drives the need for a trivariate
function of the form Φ(α, z, L) which we show provides an accurate basis for measuring the RLF.
Keywords: galaxies: active — galaxies: luminosity function, mass function — radio continuum: galax-
ies.
1. INTRODUCTION
The luminosity function (LF), which provides a census
of the galaxy and active galactic nucleus (AGN) popula-
tions over cosmic time, has been an important and also
common tool for understanding the evolution of galax-
ies and ANGs (Kelly et al. 2008). With the abundance
of multi-wavelength observed data for AGNs, AGN LFs
have been estimated for various wave bands, such as
the optical LF (OLF, e.g., Boyle et al. 2000), the X-ray
LF (XLF, e.g., Miyaji et al. 2000), the γ-ray LF (GLF,
e.g., Ajello et al. 2012; Zeng et al. 2013) and the ra-
dio LF (RLF, e.g., Willott et al. 2001; Yuan et al. 2016;
Dunlop & Peacock 1990). In this work, we will focus on
the AGN RLFs.
In an actual survey, only a very limited number of ob-
jects in the universe can be observed. How many sources
entering the sample depends on the survey depth and
selection function. Thus the estimation of LFs is in-
evitably based on a truncated sample of objects. An-
other difficulty is brought about by K-correction. It
not only affects the accurate determination of intrinsic
luminosity of individual sources, but also complicates
the process of translating flux selection limits into lu-
minosity selection limits, even for a single band selected
survey (Schafer 2007; Lake et al. 2016). The truncation
boundary on the L− z plane of a real sample is often a
complicated region, but not a regular curve. Therefore,
K-correction can affect the estimation of LFs by mak-
ing it difficult to define the truncation boundary. For
example, Ilbert et al. (2004) found that a wide range
of K-corrections being applied across different galaxy
types can bias the shape of the global LF.
For the radio AGNs, their spectra are frequently char-
acterized as a simple power-law, S ∝ ν−α, and the K-
correction has a simple form of K(z) = (1 + z)1−α.
Then the K-corrections of radio sources can be rep-
resented by their spectral properties (include spectral
curvature, spectral index α and its distribution). Sev-
eral Authors have discussed the potential problem of
spectral curvature and its effect on obtaining reliable
K-corrections for distant flat-spectrum radio sources
(Peacock 1985; Shaver et al. 1996; Wall et al. 2005) and
also for steep-spectrum sources (Rigby et al. 2011). Par-
ticularly, Jarvis & Rawlings (2000) highlighted the ef-
fect of spectral curvature that removes the evidence for
the rapid decline in number density at high redshift sug-
gested by Shaver et al. (1996), and suggested that cur-
vature would need to be incorporated in a full analysis of
the RLF. Nevertheless, a recent study of Chhetri et al.
(2012) pointed out that the effect of curvature only be-
comes important at higher frequencies (ν > 5GHz) and
it can be avoided by measuring the spectra at lower fre-
quencies. In the same paper, Jarvis & Rawlings (2000)
also highlighted the importance of a distribution in spec-
2tral index in the parametric modeling of RLF (also see
Jarvis et al. 2001). In this work, we analyze the bias
caused by traditional bivariate RLF estimators based
on Monte Carlo simulations, and further prove the ne-
cessity of incorporating the spectral index distribution
into the RLF calculation.
Throughout the paper, we adopt a Lambda Cold Dark
Matter cosmology with the parameters Ωm = 0.27, ΩΛ
= 0.73, and H0 = 71 km s
−1 Mpc−1.
2. METHODS
The procedure of our method is summarized as fol-
lows. Firstly, simulated samples of radio AGNs are
generated by the Monte Carlo method at given input
RLFs. Then the traditional bivariate RLF estimators
and a trivariate estimator that considers the spectral
index distribution are respectively used to estimate the
RLFs based on the simulated samples. Finally, the es-
timated RLFs are compared with the input RLFs to
quantify the effect of spectral index distribution on es-
timating the RLF.
2.1. The trivariate RLF
To begin with, we need to define a trivariate RLF in
which the distribution of spectral index is incorporated.
It is defined as the number of sources per comoving vol-
ume V (z) with radio luminosities in the range L,L+dL,
and with spectral indexes in the range α, α+ dα.
Φ(α, z, L) =
d3N
dαdzdL
. (1)
If the spectral index is independent of redshift and
luminosity, Φ(α, z, L) can be written as
d2N
dLdV
×
dN
dα
×
dV
dz
= ρ(z, L)×
dN
dα
×
dV
dz
. (2)
where ρ(z, L) is the common defined RLF (or referred
as bivariate RLF), and dV/dz is the co-moving volume
element. The function dN/dα is the intrinsic spectral in-
dex distribution. Φ(α, z, L) is related to the probability
distribution of (α, z, L) by
p(α, z, L) =
1
Ntot
Φ(α, z, L)
dV
dz
. (3)
where Ntot is the total number of sources in unit solid
angle in the universe, and is given by the integral of Φ
over α, L and V (z). The probability function p can be
used to generate random draws of (α, z, L) by the Monte
Carlo method, once we assume a parametric form for
Φ(α, z, L).
2.2. The input RLF
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Figure 1. Two sub-samples from our simulated steep- and
flat-spectrum flux limited samples,respectively. Each of
them contains about 20,000 sources, and the flux limit is
0.2 Jy. The colored solid lines show the flux limit curves
L = Llim(α, z) (also known as truncation boundary) with
different α.
The input RLF we used is the model C of Yuan et al.
(2016).
ρ(z, L) = e1(z)ρ(z = 0, L/e2(z)), (4)
where e1(z) and e2(z) are the functions describing the
density and the luminosity evolution respectively.
e1(z) =


zm exp
[
−
1
2
(
z − z0
zσ
)2]
, 0 < z 6 z0
zm, z > z0
(5)
The local luminosity function ρ(z = 0, L/e2(z = 0)) has
a double power law form described as:
φ1
[(
L
L∗
)p1
+
(
L
L∗
)p2]−1
, (6)
and
e2(z) = 10
k1z+k2z
2
. (7)
In equation 6, φ1 is the normalization factor of ρ(z, L).
The normalization factor of Φ(α, z, L) is signed as φ0.
Obviously, φ1 and φ0 are not independent. They are
related by∫ ∫
ρ(z, L)
dV
dz
dzdL ≡
∫ ∫ ∫
Φ(α, z, L)
dV
dz
dαdzdL(8)
Recently, Chhetri et al. (2012) performed a detailed
study on spectral properties of radio AGNs. They found
3Table 1. Parameters
log
10
φ0 log10 φ1 log10 L∗ p1 p2 m z0 zσ k1 k2 µ σ
Input value -4.20 -4.44 25.86 1.76 0.53 -0.73 0.91 0.32 -0.11 0.80 0.75 0.23
Steep-spectrum 2D fitting - -4.47 25.89 1.77 0.59 -0.55 0.93 0.34 -0.10 0.74 - -
3D fitting -4.13 -4.44 25.81 1.74 0.53 -0.73 0.92 0.32 -0.11 0.79 0.75 0.23
Input value -5.60 -5.58 26.40 1.76 0.53 -0.73 0.91 0.32 -0.11 0.80 0.00 0.42
Flat-spectrum 2D fitting - -6.05 26.61 2.24 0.47 -1.12 0.86 0.29 -0.13 0.96 - -
3D fitting -5.60 -5.58 26.41 1.76 0.54 -0.75 0.91 0.32 -0.11 0.79 0.00 0.42
Units – φ0 and φ1: [Mpc
−3], L∗: [WHz
−1]. The parameter values of the input RLFs and the best-fitting parameters.
that the Gaussian forms can well describe the spectral
index distribution for both steep-(α > 0.5) and flat-
spectrum (α < 0.5) sources. It also showed that the
standard deviation for flat-spectrum sources is larger
than that for steep-spectrum sources (see the Table 2
of their paper). Here we use a Gaussian form of
dN
dα
= exp
[
−
(α− µ)2
2σ2
]
(9)
to model the intrinsic spectral index distribution dN/dα,
adopting the same parameters given by Chhetri et al.
(2012). They are [µ = 0.75, σ = 0.23] and [µ = 0.00, σ =
0.42] for steep- and flat-spectrum populations, respec-
tively.
Finally, we summarize the parameters of the input
RLFs in table 1.
2.3. Monte Carlo simulation
By inserting equation 4 and 9 into 3, we can obtain
random draws of (α, z, L) as follows:
1. We first draw a random value of αi from the spec-
tral index distribution dN/dα, and then draw a
random value of zi from its marginal distribution
pz(z), which is given by the integral of equation
(3) over α and L. A random value of  Li is then
drew from the conditional distribution p(L|αi, zi).
Thus we obtain a simulated source i with z = zi,
α = αi, and L = Li.
2. Derive the flux density Si of source i by
Li = 4pi ×D
2(z)× Si/(1 + z)
1−αi , (10)
where D(z) is the luminosity distance (see Hogg
1999).
3. If Si > Slim (the flux-density limit) and αi >
0.5, the source i will enter the simulated steep-
spectrum sample. For the simulated flat-spectrum
sample, the criterion is Si > Slim and αi < 0.5.
4. Repeat steps 1-3 Ntot times.
In a real simulation process, the value of Ntot can be
adjusted by changing the simulated solid angle. In addi-
tion, we impose the luminosity and redshift respectively
to be 0 < z < 4 and 23 < L < 29 on the simulated
sample. Finally we respectively obtain a flux limited
(Slim=0.2Jy) steep- and flat-spectrum simulated sam-
ple containing about two million sources. Figure 1 shows
two sub-samples containing about 20,000 sources from
our simulation.
2.4. Estimating the RLF by the traditional methods
The traditional methods usually treat the RLF as a
bivariate density estimation problem, where the spectral
index α is not a variable in the function and its effect
can only be evaluated indirectly. Now we will investigate
how accurate estimation can these traditional methods
give for the input RLF defined in section 2.2. The first
method tested is the most classical non-parametric 1/Va
estimator (see Schmidt 1968; Avni & Bahcall 1980). Al-
though papers after papers (e.g., Cara & Lister 2008;
Yuan & Wang 2013) have pointed out the bias of this
estimator, it is not outdated and continues to be widely
used in the literature (see Pracy et al. 2016; Yuan et al.
2016; Prescott et al. 2016, for latest use of this method).
The key point of the 1/Va method is that it takes into ac-
count the contribution of object i to the number density
of the bin ∆L∆z as 1/(∆LV ia). If N objects appear in
the interval ∆L∆z (L1 < L < L2, z1 < z < z2) around
the bin center (L, z), the LF is estimated as
φ1/Va(L, z) =
1
∆L
N∑
i=1
1
V ia
. (11)
V ia is the available volume for object i, and it is cal-
culated as
V ia = Ω
∫ zi
max
z1
dV
dz
dz. (12)
If z(L, α, S) is the redshift at which a radio source of
luminosity L and spectral index α has a flux density S,
then
zimax = min[z2, z(Li, αi, Slim)]. (13)
Obviously, the 1/Va estimator takes into account the
spectral index of each individual source. This makes
it seem to be trivariate in α, z and L. However, it
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Figure 2. RLFs estimated by the three methods described in section 2.4 and 2.5 for steep- and flat-spectrum populations,
respectively. The 1/Va estimated RLFs are shown as black solid squares with Poisson errors for six redshift bins. The input
RLFs take values of z = 0.1, 0.35, 0.75, 1.25, 1.75, 2.25 and are shown as red dashed lines. The green bands show the 2D MLE
estimated RLFs with 2σ uncertainties. The 3D MLE estimated RLFs are shown as black solid lines, which nearly overlap with
the input RLFs.
only use each individual αi to calculate V
i
a , but does
not give an estimation for the intrinsic spectral index
distribution. In this sense, the 1/Va method is still a
bivariate estimator.
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Figure 3. Space densities as a function of redshift. The
red dashed lines represent the input RLFs at log
10
L=25.75,
26.25, 27.25, and 28.25 respectively. The green bands show
the 2D MLE estimated RLFs with 2σ uncertainties. The
1/Va estimated RLFs are shown as colored points with Pois-
son errors for four power ranges, log
10
L = 25.5−26.0, 26.0−
26.5, 27.0 − 27.5, and 28.0− 28.5.
The second method tested is the maximum likelihood
estimate (MLE) method (Marshall et al. 1983), speci-
fied as two-dimensional (2D) ML method where α is not
considered. Given the likelihood function p(Lobs, zobs|θ),
best estimates for the model parameters are obtained by
minimizing S = −2 ln(p(Lobs, zobs|θ)):
S = −2
Nobs∑
i
ln[ρ(zi, Li)]+
2
∫ ∫
ρ(z, L)Ω(z, L)
dV
dz
dzdL.
(14)
For the variable z, the lower and upper limits of the
integral are zmin and zmax. For the variable L, the
upper limit is Lmax, and the lower limit is the flux-
density limit line L = Llim(z). However, from Figure 1,
we can notice that the flux-density limit line varies with
α. This situation is particularly notable for the flat-
spectrum sample. We take the average spectral index of
the sample as the value of α. The 1/Va and 2D MLE
estimated results will be given in section 3.
2.5. Estimating the RLF incorporating the spectral
index distribution
Once the spectral index distribution is incorporated
in estimating the RLF, it becomes a trivariate density
estimation problem. This is beyond the ability of the
existing non-parametric LF estimator. One feasible way
is resorting to the parametric method. Here we use
the MLE method (specified as three-dimensional MLE,
hereafter 3D MLE). Following Jarvis et al. (2001) but
for the 3-dimensional case, we can write a ln likelihood
function similar with Equation 14,
S′ = −2
Nobs∑
i
ln[Φ(αi, zi, Li)]+
2
∫ ∫ ∫
Φ(α, z, L)Ω(α, z, L)
dV
dz
dαdzdL.
(15)
Considering the limits of the integral in S′, we have
S′ = −2
Nobs∑
i
ln[Φ(αi, zi, Li)]+
2Ω
∫ α2
α1
dα
∫ z2
z1
dz
dV
dz
∫ L2
max[L1,Llim(α,z)]
Φ(α, z, L)dL,
(16)
where (α1, α2), (z1, z2) and (L
j
1, L
j
2) are limits of spectral
index, redshift and luminosity, respectively. Lmin(α, z)
is the luminosity limit surface, and Ω is the solid an-
gle subtended by the sample. The 3D MLE estimated
results will be given in section 3.
3. RESULTS
3.1. The estimated RLFs
In Figure 2, we show the RLFs estimated by the three
methods described in section 2.4 and 2.5 for steep- and
flat-spectrum populations, respectively. The 1/Va es-
timated RLFs are shown as black solid squares with
Poisson errors for six redshift bins. The input model
RLFs take values of z = 0.1, 0.57, 1.1, 1.7, 2.4, 3.3, and
are shown as red dashed lines. The green bands show the
2D MLE estimated RLFs with 2σ uncertainties, and the
3D MLE estimated RLFs are shown as black solid lines.
Generally, the 1/Va and 2D MLE methods give biased
estimation, and the bias increases towards high redshift.
This is because the K-correction increases with redshift.
The bias is especially pronounced for flat-spectrum pop-
ulations whose spectral index distribution is more scat-
tered. The 1/Va estimator is prone to underestimate the
6faint end RLF and produce an artificial redshift-related
flattening or break, giving an impression of luminosity-
dependent evolution. Fortunately, the 1/Va estimator
can give a good estimation for local RLF (see the red-
shift bin 0.0 < z < 0.2).
The 2D MLE method can give a relatively good esti-
mation to the steep-spectrum RLF, while it only give
a poor approximation to the flat-spectrum RLF. We
also find that the 2D MLE result closely depends on the
choice of flux limit line that is a function of α and red-
shift. By contrast, the 3D MLE method can give an ex-
cellent estimation for both the steep- and flat-spectrum
RLFs.
3.2. RLFs as a function of redshift
A second presentation of the RLF data is given in Fig-
ure 3, in which space densities are plotted as a function
of redshift for four ranges of intrinsic power. The 1/Va
estimated RLFs are shown as colored points with Pois-
son errors, and the 2D MLE result is shown as green
bands with 2σ uncertainties. The dashed lines repre-
sent the input model RLFs taking values of log10 L =
25.75, 26.25, 27.25, 28.25. It can be seen clearly that
the 1/Va estimator always give an artificial luminosity-
dependent decline of space density (known as redshift
cut-off in the literature) for bins near the flux cutoff
of the sample. Our input model RLF indeed advo-
cates a luminosity-dependent evolution where the low-
luminosity radio sources experience weak evolution to
∼ 1, while the high-luminosity radio sources undergo
strong evolution to z > 3. However, the 1/Va estima-
tor obviously exaggerate the significance/degree of this
luminosity-dependent evolution, producing an impres-
sion that the space density of the powerful sources peaks
at higher redshift than that of their weaker counterparts.
4. DISCUSSION
4.1. The reason of bias
It is found that the bivariate RLF estimators can cause
significant bias. The primary reason is that in the anal-
ysis process of bivariate RLF estimators, the effect of
spectral index distribution is not sufficiently considered.
In a real radio survey, one often make great efforts to
construct a so-called “flux-limited complete” sample. In
fact, one also potentially attach a spectral index se-
lection criterion to the final sample. Take the steep-
spectrum sample for example, only the sources with
spectral index (α > 0.5) are selected into the final sam-
ple. Thus the selection function of radio sample is actu-
ally a two-dimensional surface defined as L = Llim(α, z)
in the L − z − α space. The robustness of a LF esti-
mator depends on how accurately it can deal with the
selection function (or referred as boundary condition)
of the truncated data. Due to the intrinsic scatter of
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Figure 4. Space densities as a function of redshift for an-
other simulated sample. The red dashed lines represent the
input RLFs at log
10
L=25.75, 26.25, 27.25, and 28.25 re-
spectively. The 1/Va estimated RLFs are shown as colored
points with Poisson errors for four power ranges, log
10
L =
25.5 − 26.0, 26.0− 26.5, 27.0− 27.5, and 28.0− 28.5.
spectral index as well as the fact that K-correction is a
function of both spectral index and redshift, the trun-
cation boundary on the L − z plane of sample is com-
plicated. The traditional bivariate RLF estimators have
difficulty in dealing with this boundary condition prop-
erly. The 2D MLE simply treat the boundary condition
as a one-dimensional curve but not a two-dimensional
surface. For the 1/Va estimator, it does not stick to a
single survey-limit line in the L − z plane. It calculate
the accessible volume Va using the spectral properties
of each source individually (named as “source-by-source
analysis” byWall et al. 2005). However, this process can
neither guarantee that the boundary condition is prop-
erly treated. Thus we suggest that a feasible way to get
a robust RLF estimation is incorporating the spectral
index distribution into the analysis process.
7From Figure 1, it is clear that sources near the
flux limit become sparse for both the steep- and flat-
spectrum samples. This is not a real decline of density,
but just a result of selection effect. A bivariate RLF
estimator may fail to properly account for this selec-
tion effect, and regard the sparseness as a real decline
in density. The situation is especially severe for the
flat-spectrum radio sources just because their spectral
index distribution is more scattered. This may partly
explain why a sharp redshift cut-off is easier to ob-
served in the flat-spectrum RLFs (Dunlop & Peacock
1990; Shaver et al. 1996; Wall et al. 2005), while in the
steep-spectrum RLFs it still has much controversy (e.g.,
Jarvis et al. 2001; Cruz et al. 2007; Rigby et al. 2011;
Yuan et al. 2016). Therefore, for the flat-spectrum pop-
ulation, it particularly need to incorporate the spectral
index distribution into the analysis process to get a ro-
bust RLF estimation.
4.2. Nonparametric- vs. parametric estimator
Generally, methods of estimating LFs can be classified
into nonparametric- and parametric estimators. The
nonparametric method constructs the LFs directly from
the data and makes no assumptions about the form of
the LFs. However, the traditional nonparametric meth-
ods are not good at treating the truncation boundary,
especially when the spectral index distribution is incor-
porated and the estimation becomes a trivariate den-
sity estimation problem. What’s more, multiple sam-
ples from different surveys with different flux limits are
usually combined together to determining the LFs (e.g.,
Rigby et al. 2011). This case further complicates the
process because there exist multiple truncation bound-
aries. It is easier for the parametric estimators to con-
sider the truncation boundaries, even if for a trivariate
density estimation problem. However, the parametric
estimators need to assume a particular analytical form
for the LFs. This is not an easy task, especially in the
absence of any guidance from astrophysical theory. No-
tably, in recent years some more rigorous approaches,
such as a powerful semi-parametric approach (Schafer
2007) and a Bayesian approach (Kelly et al. 2008) have
been proposed. Nevertheless, although powerful, these
methods are bivariate estimators. They need to be de-
veloped to be competent to solve the trivariate density
estimation problem. This will be the subject of our fu-
ture work.
4.3. More simulation
In order to rule out the possibility that our input RLF
is too special to make the bivariate RLF estimator pro-
duce bias, we need to perform more simulation based on
other input RLFs. For example, Figure 4 shows the re-
sult of another simulation in which the input RLF is
modeled as a pure luminosity evolution. Again, the
1/Va estimator give an artificial luminosity-dependent
decline of space density, exaggerating the significance
of luminosity-dependent evolution. In recent years, re-
searches have suggested that the position of RLF peak
is luminosity dependent, being interpreted as a sign of
cosmic downsizing. This work is not against the robust-
ness of luminosity-dependent evolution in AGN RLFs.
But for some previous results, which are based on bi-
variate RLF estimators and did not sufficiently consider
the effect of spectral index distribution, we do worry
there is a risk that the significance/degree of luminosity-
dependent evolution should be more or less magnified.
5. CONCLUSIONS
The main results of this work are as follows:
1. Based on a Monte Carlo method, we find that
the traditional bivariate RLF estimators can cause
bias in varying degree. The bias is especially pro-
nounced for the flat-spectrum radio sources whose
spectral index distribution is more scattered. The
bias is caused because the K-corrections compli-
cate the truncation boundary on the L−z plane of
the sample, but the traditional bivariate RLF esti-
mators have difficulty in dealing with this bound-
ary condition properly. We suggest that the spec-
tral index distribution should be incorporated into
the RLF analysis process to obtain a robust esti-
mation.
2. The classical nonparametric 1/Va estimator can
produce an artificial luminosity-dependent decline
of space density for bins near the flux cutoff of
the sample. As a result of this distortion to the
true RLF, the significance/degree of luminosity-
dependent evolution is magnified, making a red-
shift cut-off easier to find.
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