This study provides evidence that an Italian version of the Positive and Negative Affect Schedule (PANAS) is a reliable and valid self-report measure. In an Italian sample (N = 600), the PANAS showed solid psychometric properties, and several American findings with the PANAS were replicated. The replicability of the PANAS factor structure was confirmed by high congruence coefficients between the American and Italian varimax solutions. Alternative models were tested with Confirmatory Factor Analysis; as in previous studies, the two-factor model achieved the best fit, but absolute fit indices varied with the estimation methods used. The independence/bipolarity issue was also explored: Positive and negative affect scales remain substantially independent after accounting for measurement error and acquiescence. Some predictions from the tripartite model of anxiety and depression were confirmed, and external correlates of the PANAS replicated those found in other languages and cultures. These analyses offer strong support for the construct validity of the Italian PANAS.
Introduction
There are several reasons for the keen interest in the structure of affect and, in particular, the constructs of Positive Activation (PA) and Negative Activation (NA). 1 PA and NA are the most general dimensions that describe affective experience. They are the components of the structure of affect most often described by English language mood terms (e.g., Watson, Wiese, Vaidya, & Tellegen, 1999) , and almost all descriptors that refer to the "basic" emotions (Izard, 1977) fall within the PA and NA clusters. PA and NA are the affective, emotional components of psychological or subjective well-being (SWB; Diener, Emmons, Larsen, & Griffin, 1985) . Measures of PA and NA also have relevance in clinical research and practice as identifying features which distinguish anxiety from depression (Clark & Watson, 1991) . Finally, PA and NA are strongly related to Extraversion and Neuroticism personality factors, respectively (Costa & McCrae, 1980; Watson & Clark, 1992) , and represent core components of the two broad personality dimensions (see also Yik, Russell, Oceja, & Fernández Dols, 2000) .
The Positive and Negative Affect Schedule (PANAS; Watson, Clark, & Tellegen, 1988) is the most frequently used instrument to assess PA and NA. The Positive Affect scale reflects the level of pleasant engagement, the extent to which a person feels enthusiastic, excited, active, and determined. The Negative Affect scale reflects a general dimension of unpleasant engagement and subjective distress that subsumes a broad range of aversive affects including fear, nervousness, guilt, and shame. The PANAS scales show excellent psychometric properties (reliability, convergent and divergent validity) and they have been translated into several languages including Estonian (Allik & Realo, 1997) , German (Krohne, Egloff, Kohlmann, & Tausch, 1996) , Russian (Balatsky & Diener, 1993) , Spanish (Joiner, Sandin, Chorot, Lostao, & Marquina, 1997) , Swedish (Hilleras, Jorm, Herlitz, & Winblad, 1998) , and Turkish (Gencoz, 2000) . Kercher (1992) and other researchers have used a shorter version of the PANAS scales that shows good psychometric characteristics and may be useful in situations in which brevity is important.
The present study investigates the psychometric properties of an Italian translation of the PANAS scales. The replicability of the factor structure will be tested with exploratory and confirmatory factor analyses. The effect of measurement error on the correlation between PA and NA will be explored. The relation with some external correlates will be presented and some predictions from the tripartite model of anxiety and depression will be tested (Clark & Watson, 1991) .
Confirmatory Factor Analysis (CFA)
In light of the strong empirical robustness of the PANAS scales, there are surprising inconsistencies among CFA studies of the two-factor model. Researchers have adopted different strategies to achieve acceptable fit indices. Some have modified the basic model (in which two latent variables, PA and NA, are each estimated from 10 observed variables), whereas others have used different estimation methods (see Table 1 ).
Several different estimation procedures are available for CFA and there are statistical arguments in favor of the alternative approaches. The widely used maximum likelihood (ML) and generalized least squares (GLS) methods are based on the assumption of multinormal distributions. Therefore, deviations from normality, which occur with PANAS items (e.g., Lonigan, Hooe, David, & Kistner, 1999 ; see also Micceri 1989) , may threaten the validity of ML and GLS significance tests (Bollen, 1989; Hu, Bentler, & Kano, 1992 ; but see Hu & Bentler, 1998; Olsson, Foss, Troye, & Howell, 2000) . Alternative methods, less sensitive to departures from multivariate normality, have been suggested. Jöreskog and Sörbom (1989) proposed the unweighted least squares (ULS) procedure when the distributions are skewed, but caution is in order because ULS is not scale invariant, nor is it scale free (cf. Bollen, 1989, p.111 ff.) . The asymptotic distribution-free (ADF; e.g., Browne, 1984) or, in LISREL terms, the weighted least squares (WLS) method, does not assume multivariate normality but requires extremely large sample sizes ( see, Hu et al. 1992; Olsson et al. 2000) . Finally, the Satorra-Bentler scaled test statistics, which perform scaling correction of the ML, should account for nonnormality in model fit statistics and significance testing (Hu et al., 1992) . Because there is no conclusive evidence for the superiority of any single approach and because several have previously been used in PANAS analyses, we will test the models using alternative estimation methods (ML, GLS, ULS, WLS/ADF) and the Satorra-Bentler scaled correction of ML. Table 1 , some studies achieved acceptable fit after post-hoc modifications of the model. The correlations between residual errors allowed by these modifications represent the variance that the items share apart from the common latent factor. Typically this is interpreted as a common source of measurement error, but since all the 20 PANAS items are assessed by the same method, the meaning of the correlation paths among some residual errors is unclear. However, some correlated errors may be due to a high degree of overlap in item content (as for afraid and scared). In any case, such specifications must be supported by a strong substantive and/or empirical rationale (Jöreskog, 1993; MacCallum & Austin, 2000; Byrne, 2001) to avoid the risk of post hoc model fitting, and it remains necessary to cross-validate the modified model with independent sets of data. Using data recruited with state and trait time instructions, CFA will be conducted on different models representing the full and short version of the PANAS scales. Modified models proposed by other authors will be tested, without any further modifications.
As reported in

Independence of PA and NA
Early factor analytic work (Nowlis & Nowlis, 1956; Borgatta, 1961; Bradburn, 1969) on selfreported affect found unipolar orthogonal factors where bipolar factors had been expected. Contrary to common sense, the correlation between positive and negative affect was surprisingly low. Since then, a large number of studies have investigated the nature of the dimensional structure of affect, enlarging comprehension of the affective phenomena. Nevertheless, controversial points are still pending.
As pointed out by Larsen and Diener (1992) , the labels positive and negative affect are in part responsible for disagreements regarding the independence and bipolarity issue. The use of alternative labels, a careful selection of items, and reference to the circumplex model of affect (Russell, 1980; Watson & Tellegen, 1985) resolves part of the dispute. Indeed, many agree that within the circumplex model of affect, pleasantness (happy, content) and unpleasantness (sad, unhappy) are at the opposite ends of a bipolar dimension (Barrett & Russell, 1999; Tellegen, Watson, & Clark, 1999) . The PANAS uses affect descriptors that combine pleasantness and high activation (excited, elated) and unpleasantness and high activation (nervous, upset), which instead form orthogonal dimensions (Barrett & Russell, 1999; Tellegen et al., 1999) . In sum, in a two-dimensional model the independence and bipolarity concepts are not incompatible.
However, underlying issues such as the role of measurement error are still debated. Systematic and unsystematic measurement error may mask bipolarity in favor of independence. Random noise attenuates correlation coefficients between scales. Indeed, the more unreliable two scales are, the more independent they appear. Systematic measurement error, such as the acquiescent response style (yea-saying tendency), may shift negative correlations toward independence or positive correlations.
Using a modeling approach, Green, Goldman, and Salovey (1993) expressed the view that the independence of PA and NA is a statistical artifact; when systematic and unsystematic measurement errors are taken into account a largely bipolar structure emerges. Green et al. (1993) employed a multi-trait multi-method (MTMM) strategy to control both sources of error: Because different methods (e.g. adjective checklist, Likert rating scale, self-or peer-reports) are differentially affected by systematic bias (like acquiescence), and unsystematic measurement error is uncorrelated across methods, it is possible with MTMM design to partial out both sources of error. However, as pointed out by Watson et al. (1999) , the MTMM approach requires that the measures are parallel forms of the same construct. "The ever-present danger is that systematic differences in content will emerge across the various formats, thereby distorting the results" (Watson et al., 1999, p. 827) . Indeed, the correlation between PA and NA, as estimated by the MTMM approach, is affected by control of measurement error as well as the degree of correspondence of two or more measures used in assessing the same construct. Furthermore, later empirical evidence showed that PA and NA are relatively independent (Watson & Clark, 1997; Watson et al., 1999) or separable (Diener, Smith, & Fujita, 1995) , even after measurement error is controlled through the MTMM approach.
In this article, the relations between PA and NA will be explored with an Italian sample, providing a cross-cultural perspective on the question of independence/bipolarity. Using CFA, it is possible to estimate the correlation between the hypothesized latent factors; thus the effect of random measurement error can be partialled out. The effect of one form of systematic measurement error, acquiescence, will be addressed using an independent measure of that response style.
Method Participants
A student sample was recruited from the Universities of Naples and Trieste. An adult sample from north and south Italy was recruited with a snowball strategy: Initial participants asked other persons (relatives, friends, partners, and acquaintances) to take part in a psychological study by completing questionnaires at home and recruiting further participants. The combined sample consisted of 600 participants (age: M = 27.9, SD = 9.78; 62.9% women). Participants were volunteers with an average to high level of education. All participants completed a written consent approved by the Johns Hopkins Bayview Medical Center's Institutional Review Board.
Measures
The Positive and Negative Affect Schedule-Participants completed the PANAS scales (Watson et al., 1988) , which are composed of 10 items each. The first author completed the translation of the PANAS scales and 32 other affect items. Bilinguals blind to the content of the original English words performed back translations. The back translations were virtually identical to the original English. The translated and the English versions of the PANAS are reported in Table 3 . In this Italian version the item concentrating (concentrato) was substituted for alert (allerta) because in Italian the valence of alert is ambivalent, whereas concentrating has a clear positive valence. In the PANAS-X (an expanded version of the PANAS; Watson & Clark, 1990) alert and concentrating are items of the same scale (i.e., attentiveness). This choice was supported by preliminary data. Another item, ashamed, was translated using the noun (vergogna) instead of the adjective (vergognoso), because the adjective has distinct meanings in Italian (e.g., shameful, outrageous, or shy) that might be interpreted differently by different subjects.
The short PA scale consists of the items excited, enthusiastic, concentrating, inspired and determined, whereas the short NA consists of the items distressed, upset, scared, nervous, and afraid.
The Revised NEO Personality Inventory-The NEO-PI-R (Costa & McCrae, 1992 ) is a 240-item questionnaire that assesses the basic dimensions of the Five-Factor Model (FFM) of personality: Neuroticism (N), Extraversion (E), Openness to Experience (O), Agreeableness (A), and Conscientiousness (C). Eight-item scales are used to measure six specific traits or facets for each of the five factors. Items are answered on a 5-point Likert scale ranging from strongly disagree to strongly agree, and scales are balanced to control for the effects of acquiescence.
A subsample of 575 partecipants filled out the Italian version of the NEO-PI-R translated by Caprara and Barbaranelli (McCrae et al., 1999) , slightly modified and validated by the first author (Terracciano, 2001) . For the five domain scales, the Cronbach alphas were 0.91, 0.88, 0.87, 0.86, and 0.91 for N, E, O, A, and C, respectively. These values were as high as the corresponding values for the original scales (0.92, 0.89, 0.87, 0.86, and 0.90, respectively; Costa & McCrae, 1992, Table 5 ). The Italian version of the NEO-PI-R closely replicates the American normative structure. Congruence coefficients comparing the Italian factors with American normative factors ranged from.96 to.98 after orthogonal Procrustes rotation (McCrae, Zonderman, Bond, Costa, & Paunonen, 1996) , and all 30 facets loaded chiefly on the intended factor (Terracciano, 2001) .
CES-D-About three months later, a subset of participants (n = 60) completed the affect scales for a second time. In addition, the same subset completed the Italian version (Fava, 1983) of the Center for Epidemiological Studies Depression Scale (CES-D; Radloff, 1977) . The CES-D is a 20-item self-rating scale designed to assess depressive symptoms in the general population. The 20 items were selected to represent the major symptoms of depression (e.g., poor appetite, difficulty in concentrating) with emphasis on the affective components (depressed mood). Respondents reported the frequency of symptom occurrence on a four-point scale from 0 (rarely or none of the time) to 3 (most of the time or 5 to 7 days) within the last week. Four items are reverse-keyed.
Procedures
Volunteers signed the consent form, reported their address if they were interested in feedback concerning the personality profile, provided background information, and then completed questionnaires at home. They rated on a 5-point scale the extent to which they had experienced each affect term using trait and state formats. First, participants were asked to report the intensity (from slightly or not at all to extremely) of their current affect, how they were feeling "right now," which is intended to assess state affect. Later, they were asked to report the frequency (from never to always) of their affect over an extended period of time, how they felt "in general," which is intended to assess trait affect. Between the two measures, subjects filled out the Italian version of the NEO-PI-R.
Data analysis
Because of missing data, the following analyses regarding the PANAS scales were conducted on samples ranging from 588 to 600 participants.
Confirmatory factor analyses were conducted using the AMOS 4.01 program (Arbuckle, 1994) under SPSS (version 10.0 for window; SPSS Inc.) and EQS (Bentler, 1995) . Multiple fit indices were used to evaluate the fit of hypothesized models, because different goodnessof-fit indices emphasize different aspects of model fit (Tanaka, 1993) . For fit index labels and rules-of-thumb, see Table 1 . Table 2 presents means and standard deviations for PA and NA scales assessed with the momentary and general time frames. The means value are also reported separately for men and women. One-way analysis of variance (ANOVA) shows consistent sex differences. Women score significantly higher than men on the NA scale, with both state (F(1, 591) = 8.45, p =. 004) and trait (F(1, 587) = 39.65, p <.001) formats. Although similar sex differences were not found in the U.S. normative sample (Watson et al. 1988 ), they were reported in two other studies (Lonigan et al., 1999; Mackinnon et al., 1999) . These results appear consistent with commonly held beliefs (e.g., Fabes & Martin, 1991) and with sex differences reported in personality traits (e.g., Costa, Terracciano, & McCrae, 2001) .
Results
Normative and reliability data
Internal consistency reliabilities are also reported in Table 2 . Cronbach's coefficients α are as high as the corresponding values for the original scales (Watson et al., 1988) .
Sixty subjects filled out the scales on a second occasion, about three months later. The testretest correlations are shown in the last column of Table 2 . The retest stability of the Italian scales is similar to the coefficient of the original scales. As expected, the trait format shows higher test-retest stability. However, the differences between the two formats are small, suggesting the strong influence of dispositional affect level when momentary affect is reported. Another reason that may explain the elevated stability of state affect is a possible stability in the settings and time chosen to fill out the affect measures.
Factor structure
Exploratory principal component analysis gave two clear factors corresponding to positive and negative affect. Varimax loadings for the PANAS terms for both state and trait formats are presented in Table 3 . All of the descriptors have strong primary loadings on the appropriate factor, and the secondary loadings are all acceptably low.
The factor structure of the Italian PANAS scales closely replicates the original American scales. Indeed, the total congruence coefficients (McCrae et al., 1996) between Watson et al.'s original matrix (1988 Watson et al.'s original matrix ( , p. 1067 ) and the Italian varimax solution were.97 and.98 for the state and trait versions, respectively. A congruence coefficient greater than.85 (Haven & ten Berge, 1977) or.90 (Mulaik, 1972; McCrae et al., 1996) is usually considered evidence of factor replication.
PANAS short-The shorter scales demonstrated adequate reliability: Cronbach's alpha was. 72 for PA and.80 for NA using the state time instruction, and.72 for PA and.83 for NA using the trait time instruction. Test-retest correlations were.77 for PA and.72 for NA using trait time instruction, and.62 for PA and.51 for NA using state time instruction. As for the full scales, two factors corresponding to PA and NA were identified through exploratory factor analysis. All descriptors loaded clearly on the expected factor.
CFA of the PANAS
An examination of the distributional properties of PA and NA scale items suggested departure from univariate normality for the state but not trait format. Several NA state items (i.e., guilty, ashamed, afraid, hostile, scared, upset, and distressed) are positively skewed and/or excessively kurtotic. Furthermore, the normalized estimate of the Mardia's (1970 Mardia's ( , 1974 coefficient of multivariate kurtosis yields significant positive kurtosis value (71.9 and 28.3 respectively for state and trait data), highly suggestive of nonnormality Byrne, 1994) .
Oblique two-factor models-As can be seen in Table 4 , using the ML method, the twofactor model is rejected according to several goodness of fit indexes, including the robust Satorra-Bentler scaled chi-square (state: S-B χ 2 (169) = 693.38; trait: S-B χ 2 (169) = 824.69, p <. 001) and the robust CFI (state:.818; trait:.810). Using GLS and ADF/WLS estimation methods, slightly better fits were obtained according to some absolute fit indices (e.g., RMSEA, which directly measures how well an a priori model reproduces the sample data), but a worse fit according to comparative fit indices (e.g., NFI, TLI, and CFI, which assess the improvement in fit by comparing the hypothesized model against a baseline model). Finally, the model seems to achieve acceptable fit indices using the ULS estimation procedure. However, these fit indices are evaluated against cut-off values based on ML estimation, and it may possible that different cut-off values are required for GLS, ULS, and ADF estimation methods (Hu & Bentler, 1998) . Across all estimation methods, only the highly recommended RMSEA (e.g., Hu & Bentler, 1998; MacCallum & Austin, 2000) is in the range of acceptable to marginal fit, with a narrow confidence interval indicating precise estimate of fit (Byrne, 2001) . Across all estimation methods, the parameters are all statistically significant. No large differences were noted on the regression weights among estimation procedures. Standardized regression weights (factor loadings) are all substantial with mean values in the range of.6 for both state and trait. When the modified model specified by Joiner et al. (1997) was tested with the present data, 23 of the 38 covariances estimates among residual errors were not significant, indicating that the model was not parsimonious.
Alternative models-Using ML, the basic oblique two-factor model was compared to a one-factor model (which assumed that all of items pertained to the same factor), and a twofactor orthogonal model (with the correlation between PA and NA fixed to zero). The onefactor model fit the data worse than the two-factor model with both the state (χ 2 (170) = 2280.60; CFI =.467, RMSEA =.145) and the trait (χ 2 (170) = 2274.37; CFI =.484, RMSEA =.145) data. No substantial differences emerged between several fit indices for the oblique and orthogonal two-factor model. However, with the trait version, the oblique model fit the data significantly better than did the orthogonal model (Δχ 2 (1) = 7.93; p <.01).
PANAS short-The pattern of differences among the estimation methods for the PANAS short was similar to that found for the full PANAS scales. A better fit emerged with the ULS and worse with ML estimator. In Table 5 we present the ML fit indices for alternative models: (a) the one-factor model; (b) the orthogonal two-factor model; (c) the basic (oblique) two-factor model; (d) the model specified by Kercher (1992) , which is similar to the basic two-factor model, but the residual errors of the items scared and afraid are allowed to correlate; (e) the model specified by Mackinnon et al. (1999) , which is similar to the Kercher's model but in addition the residual errors from distressed and upset are allowed to correlate.
All fit indices indicated that the one-factor model did not adequately explain the data. Although there were no substantial differences between the orthogonal and oblique two-factor models for several fit indices, the difference in χ 2 was significant (state Δχ 2 (1) = 5.75; trait Δχ 2 (1) = 5.47; p <.05). As suggested by Kercher (1992) , allowing correlated errors between scared and afraid improved model fit (state Δχ 2 (1) = 97.23; trait Δχ 2 (1) = 113.51; p <.001), reaching acceptable levels according to several fit indices. In contrast, the present data do not support the additional modification suggested by Mackinnon et al. (1999) .
Independence
The ML estimated correlations between the latent PA and NA factors were −.09 (95% CI = −. 19 and.01) and −.14 (95% CI = −.24 and −.03) respectively for state and trait data (the short scales show results similar to the full scales in this analysis as well as the following). These values are very similar to the ones obtained between the observed PA and NA scores (state: r = −.07, p >.05; trait: r = −.09, p <.05). The trivial effect of random measurement errors is not surprising because of the high reliability of the PANAS scales. To test whether the bipolarity was compromised by methodological bias, we checked the influence of systematic error.
Acquiescence-A major known source of systematic measurement error is the acquiescent response style. The yea-saying tendency may increase the covariance of the variables, or mask inverse correlation. A partial correlation was employed to control the effect of response style, using as an indicator of acquiescence the sum of the 240 items of the NEO-PI-R. Since roughly half of the items for each factor are negatively keyed, the sum has no substantive meaning. It is, however, a content-free measure of response style, reliable and relatively stable over time (McCrae, Herbst, & Costa, 2001) . High scores reflect a yea-saying tendency whereas low scores reflect the tendency to disagree regardless of item content. When controlled for this source of systematic error the correlations increase slightly for the state data (r = −0.11; p <. 05), and remain virtually the same for the trait data (r = −0.09; p <.05). These analyses suggest that the independence of PA and NA is not an artifact of acquiescence response style.
External validity
Evidence of the validity of the Italian version comes from the pattern of relationship with personality and depression measures. As reported in Terracciano (2001) , the relation between PA and Extraversion and NA and Neuroticism found with this Italian sample replicated the American findings (e.g., Costa & McCrae, 1980; McCrae & Costa, 1991; Watson & Clark, 1992) . Consistent with expectations, PA correlated positively with Extraversion (trait: r =.51; p <.01; state: r =.32; p <.01), whereas NA was strongly related to Neuroticism (trait: r =.69; p <.01; state: r =.38; p <.01). Further, the PANAS scales appear to be good predictors of the CES-D score. In the subsample of 60 participants retested about 3 months later (Time 2), the CES-D showed strong positive correlations with NA (trait: r =.66; p <.01; state: r =.55; p <. 01) and significant negative correlations with the PA scale (trait: r = −.37; p <.05; state: r = −. 27; p <.01) administrated at Time 1. As expected, even higher values support concurrent validity between CES-D scores and PANAS scales administrated at Time 2. The CES-D correlated strongly with the NA scale (trait: r =.75; p <.01; state: r =.62; p <.01), and inversely with the PA scale (trait: r = −.42; p <.01; state: r = −.56; p <.01).
Tripartite model of anxiety and depression-Although anxiety and depression "share a substantial component of general distress, they can be differentiated on the basis of factors specific to each syndrome" (Clark & Watson, 1991, p. 316 ). The tripartite model posits that NA is the common component of general emotional distress. The other two components of the tripartite model allow differentiation of anxiety from depression: low levels of PA (anhedonia) characterize depression, whereas elevated levels of physiological hyperarousal characterize anxiety. The data from this Italian sample convey some cross-cultural support for the PA and NA portion of the Clark and Watson tripartite model (see Kiernan, Laurent, Joiner, Catanzaro, & MacLachlan, 2001) . As in American studies (e.g., Lonigan et al., 1999) , NA was strongly related to NEO-PI-R trait measures of both Anxiety (r =.62) and Depression (r =.56). In contrast, PA was more strongly related to Depression (r = −.39) than to Anxiety (r = −.19). This difference is statistically significant (z = 5.52; p <.0001; see Meng, Rosenthal, & Rubin, 1992) . With stepwise regression analyses, NA accounts for 31% of the variance of N3: Depression (β =.53) and 38% of the variance of N1: Anxiety (β =.61). Consistent with the tripartite model, PA accounts for an additional 12% of variance of N3 (β = −.34) but only 2% of the variance of N1 (β = −.14).
Discussion
The present article provides evidence that the Italian version of the PANAS is a reliable and valid measure of self-reported affect. Indeed, solid psychometric properties and remarkable cross-cultural convergence emerged in the present study. For example, the association between PA and NA scales was weak, supporting the independence of the two factors even when the effect of measurement error was taken into account. External correlates were similar to those found in other languages and cultures (e.g., Allik & Realo, 1997) . Predictions from the tripartite model of anxiety and depression were also confirmed: PA was significantly more related to depression than anxiety personality traits. This finding provides partial support for the tripartite model in another culture.
One objective of this study was the assessment of the replicability of the PANAS factor structure, and the evaluation by CFA of whether the data fit the hypothesized two-factor model. The exploratory factor analysis did produce a very clear replication of the Watson et al. (1988) factor structure, confirmed by high values of the congruence coefficients. More problematic, but still resembling previous studies, were the results of CFA. The estimation methods employed produced different evaluations of the overall fit of the two-factor model. The basic two-factor model was rejected by the normal theory-based ML fit indices. However, unlike other studies that have found acceptable fit using WLS/ADF (i.e., Crocker, 1997) or the Satorra-Bentler scaled test statistic (i.e., Lonigan et al., 1999; see also, Sandin et al., 1999) , in the present study the best fit was achieved using the ULS method. Of interest, RMSEA was in the range of acceptable to marginal fit across different estimators.
Clearer results come from the comparison of alternative models. The one-factor model never fit the data as well as the two-factor model. The modification suggested by Kercher (1992) dramatically improved the fit of the model, whereas the Joiner et al. (1997) and Mackinnon et al. (1999) modifications did not. These results recall another serious problem of studies that use CFA: the lack of objective criteria for post-hoc modification (see Vassend & Skrondal, 1997) . It is a matter for future research to reduce the undesirable subjectivity in choosing the appropriate estimation method and the basis for model specification. Compared to exploratory factor analysis, CFA remains a poorly-understood technique, and provides statistical tests that may lead to a rejection of a model for unclear or trivial reasons (van de Vijver & Leung, 2001) .
Many stereotypes of Italians suggest that they are characterized by affective volatility. If we assume scalar equivalence (van de Vijver & Leung, 1997; McCrae, 2001 )--that raw scores can be meaningfully compared--then data from the present study offer some support for this notion. In the present Italian sample, with both the trait and the state data, PA is slightly lower and NA slightly higher than the mean reported by Watson et al. (1988) . Although these effects may be due to translation inequivalencies, different response styles, or sample characteristics, they are congruent with cross-cultural study of personality traits. In fact, McCrae (2001) found that Italians score higher than Americans on the NEO-PI-R Neuroticism factor, and lower on the Extraversion factor. The validation of an Italian version of the PANAS scales is of interest for research in Italy as well as for crosscultural research, enlarging the range of languages/cultures where the two-factor model applies, and making possible cross-cultural comparisons. Hu & Bentler, 1998) . A cutoff value of.9 is usually used for the normed fit index (NFI), goodness-of-fit index (GFI), and adjusted-goodness-of-fit index (AGFI), but these fit indices are no longer recommended (Hu & Bentler, 1998) . The smaller the root mean square residual (RMR) and the Standardized RMR (SRMR) are, the better. Hu and Bentler (1998) suggested a value of.08 for the SRMR. ML = maximum likelihood; ADF/WLS = asymptotic distribution-free/weighted least squares; S-B = Satorra-Bentler corrected maximum likelihood.
a Satorra-Bentler corrected fit indices.
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