Abstract. X-ray video fluoroscopy along with two-dimensional-three-dimensional (2D-3D) registration techniques is widely used to study joints in vivo kinematic behaviors. These techniques, however, are generally very sensitive to the initial alignment of the 3-D model. We present an automatic initialization method for 2D-3D registration of medical images. The contour of the knee bone or implant was first automatically extracted from a 2-D x-ray image. Shape descriptors were calculated by normalized elliptical Fourier descriptors to represent the contour shape. The optimal pose was then determined by a hybrid classifier combining k -nearest neighbors and support vector machine. The feasibility of the method was first validated on computer synthesized images, with 100% successful estimation for the femur and tibia implants, 92% for the femur and 95% for the tibia. The method was further validated on fluoroscopic x-ray images with all the poses of the testing cases successfully estimated. Finally, the method was evaluated as an initialization of a feature-based 2D-3D registration. The initialized and uninitialized registrations had success rates of 100% and 50%, respectively. The proposed method can be easily utilized for 2D-3D image registration on various medical objects and imaging modalities.
Introduction
In vivo kinematic analysis using x-ray video fluoroscopy is applied in the evaluation of joint kinematics for both implanted and normal joints.
1-3 Figure 1 shows the fluoroscopic imaging in the knee during gait analysis. X-ray video fluoroscopy is a sequence of x-ray images where the metallic implants and the bone appear much darker than the soft tissues surrounding them, allowing for direct observation and analysis of their movement under dynamic and weight bearing conditions. Moreover, fluoroscopy is noninvasive and relatively low risk to the patient. A typical 1-min protocol gives the patient a radiation exposure on the order of 0.6 to 1.8 "rad equivalent man" (rem). 3 However, two-dimensional (2-D) fluoroscopic images do not provide three-dimensional (3-D) information. A 3-D CAD/computed tomography (CT)/MRI model is time-consuming (MRI) to generate and exposes patients to more radiation (CT), but it provides 3-D insight and improves visualization of anatomical structures. Therefore, it is necessary to fuse the information of the 2-D images and 3-D volume data by 2D-3D registration.
In clinical practice, it is desired to keep the number of x-ray fluoroscopic images to a minimum due to cost, acquisition and computation times, and due to radiation exposure constraints. Single plane fluoroscopic imaging has been commonly used to study joint kinematics. Mahfouz et al. illustrated that single plane registration can be achieved with an in-plane accuracy of less than 0.091 mm in translation, with an out-of-plane error of 1.376 mm. 2 Different groups have investigated the use of dual fluoroscopy as a method for increasing the out-of-plane registration accuracy. 4 However, limited studies have investigated the differences between the two methods using a consistent 2D-3D matching setup. 5 The key step in 2D-3D registration is to determine the relationship between the 2-D x-ray image coordinate system and the 3-D model coordinate system. This can be achieved by manual registration of 3-D data to be fitted to the 2-D x-ray image. This method, however, is labor intensive and prone to both inter and intra user variability. An alternative is the use of paired point analytic registration with point data obtained from either skin or bone fiducial markers. [6] [7] [8] However, skin markers are susceptible to error due to undesired motion between the markers and the underlying bone, and bone markers are invasive, which limits their use. A third method of 2D-3D image registration is to iteratively adapt the unknown pose so as to maximize a similarity measure, which reflects the quality of the registration. A large body of work of 2D-3D registration based on 3-D model registration to radiographs 2,9-11 and 3-D kinematic analysis from fluoroscopic images 12 has shown satisfactory registration accuracy. Existing 2D-3D registration methods are often limited by a small capture range. 13 Due to the nonconvex nature of the similarity measure, such methods can suffer from inaccurate registration results when the initial pose of the 3-D model is outside the capture range. The objective of this paper is to develop a method that provides a large capture range for the 2D-3D registration process by comparing a query shape in a 2-D image with a precomputed training model to determine the initial pose of the 3-D model. The main advantage of the proposed method is the ability to search in a large range of possible solutions making the methods independent of initialization. Moreover, since the pose estimation processes using xray fluoroscopy in various planes are independent from each other, our method can be applied to both monoscopic and stereoscopic registrations.
There is a wide variety of published literature on the topic of pose estimation based on template matching.
14-17 Khotanzad and Liou 15 developed a neural network-based system for recognition and pose estimation of an unoccluded 3-D object from any single 2-D perspective view. The neural network (NN) classifier used in this paper may suffer from multiple local minima and is more prone to over fitting compared with support vector machine (SVM). Unlike NNs, SVMs have a simple geometric interpretation and give a sparse solution. Moreover, the computational complexity of SVMs does not depend on the dimensionality of the input space, which is not the case for NN. Therefore, SVMs often outperform NN in practice where SVMs are less prone to over fitting and yield a global and unique solution. 18 Banks and Hodge 16 used the template-matching method to measure the pose of knee prostheses by matching the projected silhouette contour of the prosthesis against a library of shapes representing the contour of the object over a range of possible orientations. Hoff et al. 17 matched the silhouette of the prostheses components against a library of images to estimate the position and orientation of the component. Both methods directly matched the projected 3-D model image with a template library of implant models. Moreover, they applied the pose estimation to implant models, which has limited shape variation when compared to bone anatomy.
Direct implementation of the template-matching method would require an exhaustive computation time and usage of memory by comparing the distance between the query and the entire training examples dataset. Instead, we used a hybrid classifier to determine the pose of the 3-D model so as to avoid a blanket search. More specifically, the hybrid classifier combines k-nearest neighbors (k-NN) and SVM, where k-NN serves as an attention mechanism, generating an area of interest for the further local search by SVM. 19, 20 A set of SVMs, each trained to a smaller range of poses, decomposes the pose estimation problem across a large range of poses into a set of subproblems. Thus, the proposed initialization method is more time and space efficient than the conventional direct template-matching methods. Moreover, our method can be easily adapted for various anatomical or implant structures and various imaging modalities.
The rest of the paper is organized as follows. The approaches are described in Sec. 2. Section 3 provides the experiments and their results. Finally, Sec. 4 concludes the paper and gives future prospects.
Approach

Problem Statement
The goal of the proposed method is to estimate the poses of the 3-D model from a single plane fluoroscopic x-ray image based on a precomputed training set of 2-D contours. This method helps kinematics in that it can determine 3-D in vivo and weight bearing kinematics of the knee joint from a single plane fluoroscopic image. It also helps biomechanics in that it determines the orientation of the femur with respect to the tibia so as to determine the forces and torques acting on the knee joints.
Let S ∈ R 3 be the smooth surface of the 3-D model, and denote X ¼ ½x; y; z, X ∈ S to be the corresponding spatial coordinate. Let X 0 ∈ R 3 and S 0 ∈ R 3 be the coordinates and surface in the 3-D world, respectively. We can locate the S in the camera reference frame via the transformation T such that S ¼ TðS 0 Þ and the corresponding pointwise expression
where R ∈ SOð3Þ is a rotation matrix 
Shape Extraction
The contour of the object of interest in the x-ray fluoroscopy is extracted by an active shape model (ASM)-based segmentation algorithm. 21 ASM represents the global shape constraints with the dominant shape variation in the training set. The benefit of ASM is that it constrains the search to feasible shapes so that mis-segmentations such as skin segmentation or segmentation of neighboring bones and foreign occlusions can be avoided.
The training data are the contours extracted from the binary images, which are the 3-D surface mesh models projection onto the 2-D plane at different poses, yielding 1887 training contours. The contours are then aligned by finding corresponding points of each contour using statistical atlases, where training contours with a known point distribution are deformed to match one another. [22] [23] [24] To segment the x-ray image, we start from the average contour in the training dataset; search on the normal profile of each contour point for the greatest gradient; use ASM to constrain the contour to a feasible shape; and then relax the constrained points for the segmented contour. Relaxation is done by a gradient search in the normal profile once again with a half profile length. The contour is closed by drawing a line perpendicular to the major axis of the bone, the direction of which can be represented by the first principal component of the PCA of the contour points. The flowchart of the segmentation algorithm is illustrated in Fig. 3 .
An example of segmentation results is shown in Fig. 4 .
Shape Representation
The shape representation is based on NEFDs developed by Kuhl and Giardina. 25 Contours are first normalized by in-plane rotation, translation, and scale. NEFD represents the object shape in a very compact manner and is, therefore, time and space efficient.
Calculate shape descriptors of the contour
The main idea of the elliptical Fourier analysis is to approximate a closed contour as a sum of elliptic harmonics. N harmonics are used to identify the closed contour of k elements. Four coefficients are used for each harmonic, as given by where X i and Y i are the X and Y coordinate values; a i and b i represent the projection on the semi major and semi minor x axis, and c i and d i similarly represent the projection on the semi major and semi minor y axis. T ¼ P m i¼1 dt i is the length of the Freeman chain 18 of the closed contour, t i is the length of i elements of the chain, and m is the number of elements in the chain.
The inverse process allows identification of the closed contour from the N coefficients, as given by
where X c and Y c represent the coordinates of the centroid.
The most significant features of the contour are captured in the lower frequency terms of the Fourier descriptors. Therefore, a more concise representation of the contour can be generated by eliminating the high-frequency terms, as can be seen in Fig. 5(a) , where root-mean-square (RMS) error between the reconstructed and the original contour of the femur drops as the number of harmonics increases. Forty harmonics were found to provide accurate representation for the training shapes according to the reconstruction errors shown in Fig. 5(a) . The comparison between the original and reconstructed contours from Fourier descriptors is shown in Fig. 5 (b).
Normalization
The centroid of the contour is moved to the origin to normalize translation, calculated by
Because the starting point can be chosen randomly and such a choice impacts the coefficient values, it is necessary to have a representation which is invariant to the starting point on the contour. This is achieved by rotating the elliptic coefficients until a shift phase is equal to zero, as given by a
where
is the phase's shift from the first major axis. The rotational invariant can be achieved by aligning the major axis of the first harmonic of each image to the x axis. The coefficient is normalized by the following equation:
The size invariant is achieved by dividing the length of the semi-major axis, L, of the first harmonic:
The invariance of translation, starting point, rotation, and size allows an efficient representation of all the possible shapes.
Estimate Out-of-Plane Rotation by a Hybrid Classifier
A hybrid classifier was used to estimate the out-of-plane rotation. We consider the estimation of the out-of-plane rotation in the framework of measuring similarities or equivalently distances to the training shapes by a combination of k-NN and SVM classifiers. k-NN is a nonparametric classifier. An object is classified by a majority vote of its neighbors, with the object being assigned to the class most common among its k-NNs. 26 While k-NN is natural in this kind of problem, it suffers from high variance in the case of limited sampling. Moreover, since the NN classifier uses all the instances in the training set, it is computationally expensive. The alternative is SVM, which models the nonlinear structure of the data by mapping the data onto the high dimensional kernel space and only seeks to model the boundary of the classes. But SVM involves time-consuming optimization and computation of pairwise distances, which makes it difficult to classify a large number of classes. We thus combine k-NN and SVM to improve the overall performance.
Since k-NN is used for the coarse search, only 5-deg increment instances are used. The Euclidean distance (Ed) is used to measure the similarity between objects and is computed as given below:
where EdðA; BÞ is the Euclidean distance between instance descriptors A and B, and s Ai and s Bi are the i'th NEFD of instances A and B, respectively. SVM provides a good generalization for pattern classification problems without incorporating problem domain knowledge. Recall that in a two-class SVM classification problem, we want to find a hyper plane that separates the two classes with a maximal margin. 27 When it is not possible to linearly separate the two classes, kernel function is used to map the data into a high dimensional space where the data are linearly separable. Given training vectors x i ∈ R n , i ¼ 1; : : : ; l, and their label vector y ∈ R l such that y i ∈ f1; −1g and the mapping ϕðx i Þ, SVM solves the following optimization problem.
where ω is a weight vector and ω 0 is the threshold, ϕðx i Þ maps x i into a high-dimensional space and C > 0 is cost coefficient, which represents a balance between the model complexity and the approximation error. When the constraint conditions are infeasible, slack variables ξ i can be introduced.
There are different choices of kernels depending on their application at hand. An appropriate selection of the kernel may drastically affect the final classification performance. The radial-basis function (RBF) kernel (or Gaussian kernel) is the most commonly used kernel. Glasner et al. reported a good performance of the RBF kernel 28 in the pose estimation problem. We used a Gaussian RBF kernel, (14) and γ in the kernel function are two of the most important parameters. C, a regularization parameter, affects the tradeoff between maximizing the margin and minimizing the training error. Both C and γ determine the number of support vectors. Since SVM only models the boundary between each class, the number of support vectors impacts the training time and accuracy. γ also affects the amplitude of the Gaussian function and therefore affects the generalization ability of SVM. 29 The technique used to determine its optimal parameters is a grid search using a cross-validation 18, 30 that searches the optimal parameters by a coarse grid search with an exponentially growing sequence of (C, γ) with C ¼ 2 −5 ; : : : :; 2 15 and γ ¼ 2 −5 ; : : : :; 2 15 followed by a finer grid search to find the one giving the highest accuracy.
Since SVM is a two-class classifier, commonly used methods to extend the two-class classifier into multiclasses include oneagainst-all method, one against one, 31 and directed acyclic graph. 32 We use the one-against-one method 31 in this paper. Scaling of the feature vectors is also one of the important factors affecting performance. 18 The training set was normalized by scaling it into [0, 1] and then test data were normalized with the same degree of scaling.
Estimate In-Plane Rotation
Equation (11) in Sec. 2.3.2 provides an approximation of the inplane rotation by aligning the major axis of the first harmonic of each contour, which is a rough approximation of the real shape. Therefore, a more accurate method is discussed here to determine the in-plane rotation by the angular difference between the best matching contour in the training set and the testing contour through Procrustes analysis.
Before Procrustes analysis, corresponding points across contours must be established using statistical atlases, as with the corresponding point procedures discussed in Sec. 2.2.
Experiments and Results
Three sets of experiments were performed to validate the proposed method. In the first set of experiments (Sec. 3.2), computer simulated images were used to estimate the 3DOF transformation parameters (rotation in x, y, and z axes). A comparison was made among the accuracy of three different classifiers. In the second set of experiments (Sec. 3.3), we further tested the initialization method with x-ray images. In the third set of experiments (Sec. 3.4), the initialization of 6DOF transformation parameters (translation in x, y, and z axes; rotation in x, y, and z axes) was followed by a feature-based 2D-3D registration algorithm. A comparison of performance between initialized and uninitialized registrations was made to test whether the proposed method leads to improved registration.
Training Data
Two datasets were used for training and testing. The first is journey cruciate substituting (BCS) prostheses (Smith and Nephew, Memphis, Tennessee) 34 composed of 33 femoral and tibial implants. The implants were laser scanned using a Digibot III machine (DIGI-BOTICS Austin, Texas), which recorded the vertices on the implants' surface. The second dataset is William M. Bass Donated Skeletal Collection of 100 femurs and tibias from the University of Tennessee's Anthropology Department. CT scans of the knees were made at levels ranging from 120 mm proximal to the joint to 120 mm distal to the joint. These scans were made at 1-2 mm intervals and the volumetric data of the knee joint were constructed at 0.5 mm interpolation in the transverse plane. Segmentation of the CT-scanned bone was automatically performed by applying a thresholding filter to the slices which isolated the bone from the background. Manual intervention was conducted only when the thresholding filter failed. An example of the 3-D models is depicted in Fig. 6 . To generate the training set, the 3-D models were rendered on the 2-D plane by a software developed by the authors 2 using a 3-D graphic library (Open Inventor, TGS, San Diego, California). A coordinate system was established with the x axis pointing to the left, y axis pointing upward, and z axis pointing out of screen. The impact of the perspective effect on the projected shape was analyzed by comparing the shape variation between two poses with a different translation and fixed rotation during deep knee bending (DKB). The two translational values were set by the first and last poses of the DKB, respectively. As can be seen from Figs. 7(a) and 7(b), neither the shape nor the NEFD varies significantly for these two poses. In addition, in-plane rotation does not lead to any variation in the projected shapes. Therefore, we represent the shape by out-of-plane rotation (around x and y axes) only, while the translation and in-plane rotation (around z axis) are normalized by NEFD.
The 3-D models were rotated in 1-deg increments about the x and y axes while fixing the position and in-plane rotation. The rotational range is x ∈ ½190;170, y ∈ ½−20;20 for the femoral implant; x ∈ ½−15;5, y ∈ ½−15;20 for the tibial implant; x ∈ ½−80; −40, y ∈ ½−175; −150 for the femur; and x ∈ ½80;110, y ∈ ½−30;0 for the tibia. At each orientation, the 3-D models were rendered as a binary image so that only the silhouettes are visible.
Experiments on Simulated Data
Computer simulated data of femoral implant, tibial implant, femur, and tibia were generated by rendering the 3-D models onto the 2-D plane at known poses to validate the accuracy of the estimates provided by the hybrid classifier. The rotational parameters of the testing data were in the same range as training data in the x and y axes and varying in the range of a 40 deg difference along the z axis. The increment was 1 deg for each of the three axial rotations. As an error measurement, we measure the absolute angular difference between the estimated pose and the ground-truth data in each axis. Reported initial mis-registrations leading to successful registrations are in the order of 4-11 mm mTRE 13, 35 Since a rotation of 1 deg around one of the three axes will lead to an mTRE of 0.8-1.0 mm, 36 estimates with an angular error smaller than 4 deg can be safely considered successful. The capture range was defined as the 95% success range as was proposed in Ref. 13 .
Ten-fold cross-validations were performed to test the performance of the initialization method. For femoral and tibial implants, 28 patients' data were used for training and five patients' data for testing. For femur and tibia, 90 patients' data were used for training and 10 patients' data for testing. Each patient's data contains an equal number of poses as class labels. Table 1 presents the estimates by the initialization method for femoral implant, tibial implant, femur, and tibia. By setting the success threshold as the 4-deg angular difference between estimated and gold standard poses, 13, 35 100% of the femoral and tibial implants; 92% of the femur and 95% of the tibia estimation were successful.
A comparison of performance among single k-NN, single SVM, and k-NN-SVM is presented in Table 2 . The performance improves significantly from single k-NN to k-NN-SVM. k-NN-SVM also outperforms single SVM. Moreover, k-NN-SVM is much faster to train because each SVM only involves samples in the local neighborhood, and the number of classes for k-NN-SVM is much smaller than that of single SVM. Table 1 Root-mean-square (RMS) error of synthetic data experiments with k -NN-SVM classifier using 10-fold cross validation (90% patients for training and 10% patients for testing).
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Experiments on X-Ray Images
Experiments were performed using x-ray fluoroscopic images acquired using a high-frequency pulsated video fluoroscopy unit. As the largest motion of the knee occurs in the flexion and anteroposterior translation, fluoroscopic imaging was conducted in the sagittal plane. The modern fluoroscopic systems allow video capture at a rate as high as 60 Hz. The fluoroscope is modeled as a perspective projection image formation model, which treats the fluoroscope sensor as consisting of an x-ray point source and a planar phosphor screen upon which the image is formed. The x-ray images had a resolution of 640 × 480 pixels. Screenshots of the x-ray images are shown in Fig. 8 . Contours were automatically extracted using the segmentation algorithm mentioned in Sec. 2.2. The overall performance of the method was evaluated by calculating the absolute angular difference between the pose estimated using the proposed method and the ground truth, which is manual fitting. Twenty x-ray images in a series of fluoroscopic images during DKB were used for validation from both datasets. The average error of femoral implant, tibial implant, femur, and tibia is shown in Table 3 , where all the prediction poses are within the tolerance angle of 4 deg. An overlay of the estimated 3-D model on the 2-D x-ray image is shown in Fig. 9 .
Feature-Based 2D-3D Registration Experiments
Experiments were conducted to show the benefit of initialization for 2D-3D registration by comparing the results of initialized and uninitialized registrations. The feature-based 2D-3D registration algorithm was implemented with a normalized cross-correlation similarity measure 2 and optimization was performed by simulated annealing. Registrations with a final error smaller than 1 deg were regarded as successes. The uninitialized registration used both the randomly selected starting pose and the middle of the angle range as its initial pose, while the initialized registration used the pose estimated by the proposed initialization method. Translation in the x and y axes was estimated by the center of the contour. Translation in the z axis was estimated by comparing the scale ratio of the testing contour with the one of the known pose. 32 A comparison between the result of uninitialized and initialized registrations was made using 10 cases of femoral implant, tibia implant, femur, and tibia, as shown in Table 4 . Initialized registration had a success rate of 100%. In contrast, the probability of success for uninitialized registration remained as low as around 50% for the initial pose at the middle of the angle range and around 10% for a randomly selected initial pose.
Speed of the System
The time required for pose estimation was about 5 s on average and the time required for training SVM models was about 15 h. The method was implemented using a combination of C++ and MATLAB® and a 2.7 GHz computer with 8 GB of RAM was used for all of the experiments. Compared with the similar pose estimation study using SVM in the literature, 37 whose registration time is 375.3 s and training time is 473.2 s, our method has an obvious advantage in the pose estimation speed. The training of SVM models with our method requires a longer time, 37 but it is an offline process thus does not impact the performance of the online pose estimation. The training speed can be improved by parallelizing the training process in the future.
Discussions and Conclusions
We developed a pose estimation method as an initialization for 2D-3D registration. More precisely, an ASM-based segmentation method was applied to extract the 2-D contour from x-ray images. Normalized elliptical Fourier descriptors were used to represent the shape of the 2-D contour. Then a hybrid classifier integrating k-NN and SVM estimated the pose of the 3-D model. Our experimental results demonstrated the reliability of the proposed initialization method for 2D-3D registration. Automatic initialization is necessary for 2D-3D registration because different initial guesses do not generate a unique solution for the knee position using the automatic 2D-3D registration method. 5 The proposed method generates an accurate automatic estimation of the initial pose, leading to improved accuracy in the following 2D-3D registration. Moreover, partial occlusion occurs in fluoroscopic images due to the overlapping between femur and tibia. The proposed method is robust to the occlusion by segmenting the fluoroscopic images based on the data from the statistical atlas. Our method was applied to 2D-3D registration of femur, tibia, femur implant, and tibia implant in this paper, but it can be easily extended for various medical objects and imaging modalities for both monoscopic and stereoscopic registrations. Reliable 2D-3D registration opens up many exciting possibilities such as preoperative planning, intraoperative navigation, and diagnosing purposes by comparing different sources of data such as CT, MRI, and x-ray fluoroscopy images where the visualization of the anatomy is fundamental.
The limitation to the initialization method is that its resolution is limited by the increments of the training data (1 deg in each direction). Therefore, this method is only suitable for initialization purposes. However, it can search in a large range of possible solutions, leading to a capture range as large as the domain of the training data. Moreover, the proposed initialization method does not need any information from the 3-D model during testing. Another limitation is related to mirror and circular symmetry, which leads to similar 2-D projection images at symmetric views. Currently, the proposed method does not address such cases, though this can be solved by including contextual information about the motion of the adjacent elements of 
