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当研 究 室 で は現在 主 に 自然言 語処 理 に関 す るアル ゴ リズ ムを並 列処 理 す るこ とに よ り高
速化 す る こ とを研 究 してい る。自然 言語処 理 とは、自然 言語 に対 す るコ ンピュー タ操作 の こ
とで あ る。 私 が現在 取 り組 ん でい るの は、 自然 言語 処理 の1つ で あ る品詞 タ グ付 けを高速
化 す るこ とで あ る。品詞 タ グ付 け とは、あ る文 を構成 して い る各単 語 に対 して適切 と推 測 さ
れ る品詞 の タ グを付 与 す る処 理 の ことで あ る。 例 えば、
"Iboughtthisbook."→"1[代 名詞]bought[動詞]this[形容詞]book[名詞]."
の よ うな処 理 をす るこ とで あ る。 この例 で は簡 単 の ため扱 える品詞 を4種 類 に限定 した。
本 研 究 で は品詞 タ グ付 けをGPUと い う演算 装 置 を使 って並列 化 す る手法 を考 えた。GPU
は多数 の演 算 コア を持 ち、並列 な演 算 に特化 して い るな どの特 徴 が あ る。実 装 はCUDAと
い うNVIDIA社のGPUを 使 った並列 コ ン ピューテ ィング向 けの統合 開発 環境 を使 用 した。
CUDAを 使 用 す る際 に重 要 な概念 と して以下 に示 す ス レ ッ ド ・ブ ロ ック ・グ リッ ドとい う
ものが あ る。
● ス レ ッ ド:GPU上 の プログ ラム を実 行 す る最 小単 位。
● ブ ロ ック:何 個 か のス レ ッ ドをま とめ た もの。
● グ リッ ド:全 ての ブロ ック をま とめた もの。
また、CUDAで は ス レ ッ ドの並列 は通 常32個 の ま とま りで動作 し、 これ をWarpと 呼ぶ 。
品詞 タ グ付 け は与 え られ た文 に対 す る最適 な品詞 を推 測 す る処理 なの で、 与 え られ た単
語 列 をκ=(Xl,X2,…JXT)とし品詞 タ グ列 をy=(yl,γ2,...,γT)とす る と実 際 に求 め た い の は
以 下 の式 に な る。 ただ しyは可 能 なすべ て の品詞 列 の組 み合 わせ の集合 で あ る。
argmaxP(YlX)
y∈Y
この式 の解 法 の1つ に隠れ マ ル コ フモ デル(HiddenMarkovModel;HMM)を利 用 した方
法 が あ る。HMMと は観 測 で きな い隠 れ状 態 が あ り、さらにマル コ フ性 を仮 定 した確率 モ デ
ル で あ る。 品詞 タグ付 けの場合 、 隠れ状 態 は品詞 列 、マ ル コ フ性 はytはy亡一1に、κtはytのみ
に依 存 す るもの としてHMMを 扱 う。 す る と求 め る式 は次 の よ うに表 され る。
　
・・鷺 ・XP(ylX)一・・§器aXロP([y・1y,一,)p(Xtlyt)
　 　
HMMに よる最適な ラベル列の推定を効率 よく求め るために、動的計画法 の一種であ る
Viterbiアルゴ リズムを使 う方法がある。Viterbiアルゴ リズ ムは以下の式 を与 えられた単語
列 の最初の単語か ら最後の単語まで、すべての品詞)うに対 して行 う。
v[t・yj]一澗 蚤
1{v[t-1'yi]+1・9(P(yjlyi)p(x・lyj))}
yjは今 見 て い る単 語 の 品 詞 を 、γiは1つ 前 の 単 語 の 品詞 を 表 す 。v[t,yj]は亡番 目 の 単 語 の 品
詞がyjであるとした場合の単語1番 目か ら亡番 目までの部分系列の最大値 を表す。 また上式
の更新 と同時 に最大値 を与えたy1を記録 してお くことで、亡がTにな るまで更新 した ときに
αrgmαx{v[T,Yj]}を求 めて そ こか ら記 録 を参 照す る ことで 品詞列 が 求 め られ る。
Viterbiアル ゴリズムを複数 の文の集合 に対 して使用す る場合 において、CUDAによる並
列化 の手法 として以下の3つ を考 えた。ただ し1と2の 手法 は当研究室 に在籍 していた 日
高敬介が提案 した手法である[1]。
?
?
??
?
文 並列:1つ の文 に対 す るViterbiアル ゴ リズ ムの処 理 を1つ のス レ ッ ドで行 う手 法。
ノ・イ ブ リッ ド並 列:1つ の ブ ロ ックに1つ の文 を対 応 させ 、その ブ ロ ックの中 の1つ の
ス レ ッ ドに1つ の品詞yjにお け るv[t,yj]の更 新 を行 わせ る手法 。
本研 究 手法:1つ の ブロ ッ クに1つ の品詞yjを対応 させ、そ の ブ ロ ックの 中の1つ の ス
レ ッ ドに1つ の文 のv[t,yj]の更 新 を行 わせ る手法 。
2,3の手法 の イメ ー ジ図 を以 下 に示 す。
ハ イプ リツ ド 本研究手法
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3つの並列手法 の実行時間 を比較 したグラフを以下に示す。結果 として本研究手法が全て
の文の集合 に対 して最 も高速 に動作 した。 また逐次処理 よ り約13倍高速 に動作 した。本研
究手法が高速に動作 した理由 として ブロックの中のスレッドの数 を32の倍数 に設定出来た
ことが挙げ られる。
並列手法の実行時間比較 デ ー タ に 使 用 した も の は 、 ペ ンシ
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[1]日高敬介 「英文品詞 タグ付 けにおけるViterbiアル ゴリズムのGPUに よる並列化」
首都大学東京理工学研究科数理情報科学専攻(2017)
目次
1序 論
1.1
1.2
1.3
2
2.1
研究背景
研究内容
本論文の構成
GPUとCUDA
GPU
2.1.1GPU概 要
2.1.2GPUの 構 造
2.2CUDA
2.2.1
2.2.2
2.2.3
2.2.4
2.2.5
CUDA概要
プログラム構造
ス レ ッ ド ・ブ ロ ッ ク ・グ リ ッ ド
?
?
?
?
?
?
品詞 タグ付 け
3.2
3.3
4並 列手 法
3品 詞 タ グ付 け、 隠 れマ ル コフモ デル
3.1
隠れ マル コフモ デル
Viterbiアル ゴ リズ ム
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
4.1文 並 列
4.2
4.3提 案 手法
5実 験
ハ イ ブ リ ッ ド並 列
5.1
5.2実 行 環 境
5.2.1
5.2.2
5.3結 果 と考 察
6結 論 ・展 望
??
?
使用 したデータ
6.1
6.2
謝 辞
ハ ー ドウ エ ア
ソ フ トウ ェ ア
?
???
?
?
?
??
参考文献
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
1
1序 論
1.1研究背景
当研究室では現在主 に自然言語処理 に関するアル ゴリズ ムを並列処理す ることによ
り高速化 することを研究 している。自然言語処理 とは、自然言語 に対す るコンピュータ
操作 のことである。自然言語 とは、人間同士が コ ミュニケーションをとる際に使用 され
る言語の ことである。自然言語処理の応用例 として身近な ものでは、翻訳 ソフ トや検索
エンジンな どが挙げ られる。私が現在取 り組んでい るのは、 自然言語処理 の1つ であ
る品詞 タグ付 けを高速化す ることである。品詞タグ付 けとは、ある文 を構成 している各
単語 に対 して適切 と推測 され る品詞のタグを付与する処理 のことであ る。品詞 タグ付
けは例 えば翻訳す る際に利用 され る。したがって、品詞 タグ付けの高速化が翻訳の高速
化 につながる。
品詞 タグ付 けを行 う手法 として隠れマル コフモデル とい う確率モデル を利用す る方
法がある。 また、隠れマル コフモデルを用 いて品詞 タグ付 けを行 う際に、Viterbiアル
ゴリズム とい う動的計画法 を利用 した効率的な品詞 の推測方法がある。本研究で は品
詞 タグ付 けを隠れマル コフモデルを用 いて行い、その際に使用す るViterbiアル ゴリズ
ムを高速化す ることを目的 とす る。
1.2研究 内容
GPUを使 った並列化 を行 うことによ り、品詞タグ付 けの処理の高速化 を試みた。本
研究の先行研究 として、当研究室 に在籍 していた 日高敬介 の研究が挙 げられ る[1]。日
高敬介が考案 した2つ の並列手法 と筆者が本研究で提案 した並列手法の合計3手 法を
実装 し、品詞タグ付 けの実行速度 の比較 を行 った。
1.3本論 文 の構成
本論 文 の構 成 につ いて説 明す る。2章 で は、GPU(GraphicsProcessingUnit)とGPU
の統合 開発環 境 で あ るCUDA(ComputeUnifiedDeviceArchitecture)につ いて説 明 す
る。3章 で は、 品詞 タ グ付 け と隠れ マル コ フモ デル とViterbiアル ゴ リズ ムにつ いて説
明す る。4章 で は、GPUを 利 用 した品詞 タ グ付 けの並列 化 の手法 につ いて述 べ る。5章
で は、 実 際 に4章 で述 べ た並 列 手法 を用 い て品詞 タグ付 けを行 った結果 と考 察 を述べ
る。
2GPUとCUDA
本 章 で はGPUとCUDAに つ いて述 べ る[1～4]。
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2.1GPU
この節 で は主 にGPUに つ い て述 べ る。
2.1.1GPU概要
GPUと は、本 来 はグ ラフ ィ ックス に関連 す る処 理 のみ を行 う演算 装置 で あ る。 映像
の高画 質 化 に よって膨 大 に な った グ ラ フ ィッ クス処 理 に対 応 す るた め に開発 され た。
GPUの 特徴 と して、CPUよ りも多数 の演 算 コア を持 つ こ とが挙 げ られ る。また画像 の
各 画素 に対 す る処理 は独 立 に行 え るた め、 並列 な演 算 に特化 して い るの も1つ の特徴
で あ る。 これ らの特徴 を生 か して、GPUを グ ラフ ィ ックス処 理 以外 の一般 的な用途 に
利 用 し よ う とい う と い う試 み の こ と をGPGPU(GeneralPurposecomputingon
GraphicsProcessingUnit)とい う。
2.1.2
●
GPUの構造
GPUの 主 な システ ム の概 略 を説 明す るた め に、NVIDIA社とい うア メ リカ合 衆
国 カ リフ ォル ニ ア州 サ ンタ ク ララを所 在地 とす る半 導体 メー カー が作 成 したGPU
を搭載 してい るグ ラフ ィ ックボー ドの概 略図 を図1と して以下 に示 す。 グ ラフ ィ
ックボ ー ドにGPUとDRAMが 搭載 され てお り、GPUの 中 にはGigaThread
EngineとSM(StreamingMultiprocessor)が搭載 され て い る。
グ ラ フ ィ ッ ク ボ ー ド
GPU
GigaThreadEngine
DRAM
図1NVIDIAGPUア ー キテ クチ ャの概 略 図
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図1を 構 成 して い る各要 素 の説 明 をす る。
●DRAM
メモ リ部分 。グ ラフ ィ ックボ ー ドの基 板 上 に設 置 して あ る。すべ て のSMか らア ク
セス可 能 な メモ リ。
●GigaThreadEngine
処 理 を各SMに 割 り振 り実行 させ る機 構。GPUチ ップ内 に設 置 して あ る。
●SM(StreamingMultiprocessor)
計 算 を行 うプ ロセ ッサ部 分 に相 当す る もの。GPUチ ップ内 にあ る。SMの 数 は機
種 に よって異 な る。本 研 究 に使用 したGPUで あ るNVIDIAGeForceGTXTITAN
Xで は24個 搭 載 され てい る。SMの 内部構 造 は主 にCUDAコ ア とレジス タ とシ ェ
アー ドメモ リか ら構 成 され てお り、CUDAコ ア につ いて の説 明 は以 下 の よ うで あ
る(レ ジス タ とシ ェアー ドメモ リにつ いて は2.2.5で説 明す る)。
◆CUDAコ ア
演算 装置 で あ り、計 算 を行 う最小 単位 。SP(StreamingProcessor)とも呼称
され る。機 種 に よって1つ のSMに 入 って い るCUDAコ アの数 が異 な る。本
研 究 にお いて使 用 したGPUで あ るNVIDIAGeForceGTXTITANXには1
個 のSMに128個 のCUDAコ アが搭 載 され て い る。
2.2CUDA
この節 で は主 にCUDAに つ いて述 べ る。
2.2.1CUDA概要
CUDAと は、2006年11月 にNVIDIA社が発表 したGPUを 使 った並 列 コン ピュー
テ ィ ング向 けの統合 開発 環境 で あ る。CUDAはNVIDIA社 自身 が開発 したGPUに の
み対応 して い る。 また プロ グラ ミング言語 はCやC++やFortranに対 応 して い る。
2.2.2プログ ラム構造
CUDAの プ ログ ラムはCPU側 とGPU側 に分 け るこ とが で き る。CPU側 の こ とを
ホス ト、GPU側 の ことをデバ イス と呼 ぶ。 また、CPUとGPUは それ ぞれ専用 の メモ
リ領域 を持 ってい るので、 デバ イス側 で プ ログ ラム を動 作 させ るには必 要 なデ ー タ を
あ らか じめホ ス ト側 か ら転送 してお く必要 が あ る。 また、GPUで 実 行 され るプ ログ ラ
ム をカー ネル と呼 び、ホ ス ト側 で起 動 をか けて、デバ イス側 で動作 す る。カーネ ル は ソ
ース コー ドの中で_910bal_をつ けて宣 言す る。
CUDAプ ログ ラムの一般 的 な処理 の流 れ は以下 の よ うにな る。
① デバ イス側 で使 用 す るデー タ の分 のメモ リをあ らか じめ確保 す る。
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② デー タ をホス トメモ リか らデバ イスメモ リに転 送 す る。
③ カー ネ ル を呼 び出 し、 デバ イス メモ リに格納 され て い るデ ー タを使 って処 理 を行
う。
④ デー タ をデバ イス メモ リか らホス トメモ リに転 送 す る。
⑤ デバ イス メモ リを解放 す る。
上 記 の プ ログ ラムの流 れ にお いて、① と② の処 理 をホス ト側 で行 い、③ と④ の処 理 をデ
バ イス側 で行 い、⑤ の処 理 をホス ト側 で行 う。この よ うにCUDAの プ ログ ラム はCPU
側 とGPU側 に分 けて処理 を行 う。
2.2.3スレ ッ ド ・ブ ロ ック ・グ リ ッ ド
CUDAで プ ログ ラ ミングす るにあた り必要 とな って くる概 念 で あ るス レ ッ ド、 ブ ロ
ック、 グ リッ ドについ て説 明す る。
● ス レ ツ ド
デバ イス上 の プロ グラム を実 行 す る最 小単 位 。各 ス レ ッ ドは非 同期 に動作 す る。
● ブ ロ ック
何 個 か の ス レ ッ ドをま とめ た もの。何 個 に設定 す るか は プ ログ ラ ミングす る人 が
指 定 す る こ とがで きる。
● グ リッ ド
全 て の ブ ロ ッ クを ま とめ た もの 。 ブ ロ ッ クの数 を何 個 に設定 す るか は プ ログ ラ ミ
ングす る人 が指 定 す る こ とがで きる。
ソ フ トウェア とノ・一 ドウ ェアの対応 と して は、 ス レ ッ ドはCUDAコ ア に、 ブ ロ ック
はSMに 、グ リッ ドはデバ イス に対応 して い る。カー ネル関数 を実行 す る場 合 は、ブ ロ
ック内の ス レ ッ ドの数 とグ リ ッ ド内の ブ ロ ックの数 を あ らか じめ指 定 してお く。
2.2.4ワー プ
ス レ ッ ドは並 列 に動作 す る と述 べ た が、設 定 した ス レ ッ ドの すべ て が並 列 に動作 す
るの で はな く32ス レッ ド毎 に動 作 す る。 この32ス レ ッ ドの ま とま りの こ とを ワー プ
と言 う。 ブ ロ ックの 中 に複 数 の ス レ ッ ドを設 定 した場合 は ワー プ単位 に分割 され て処
理 され る。例 えば1つ の ブ ロ ックに256個 の ス レ ッ ドを設 定 した場 合 は256/32=8回
に分 けて実 行 され る。だか らブ ロ ックの中 のス レ ッ ドの数 は32の 倍数 に な るよ うに設
定 した ほ うが無駄 な くス レ ッ ドを扱 え る。 ま た実 際 に プ ログ ラム を動 かす とき の イメ
ー ジは図2の よ うにな って い る。
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1ス レツ ド1
1ス レツ ド1
一 32ス レ ッ ド
=-32ス レ ッ ド
図2ワ ー プの イメ ー ジ図
2.2.5メモ リ
CUDAで は様 々な特徴 を持 った多種 多様 なメ モ リを扱 う ことが で き る。 こ こで は本
研 究 で使 用 した プ ログ ラマ ブル な メモ リ4種 類 の説 明 をす る。
● グ ローバ ル メモ リ
GPUチ ップの外部 のDRAM内 にあ り、 すべ て のス レ ッ ドか らア クセ スす るこ と
がで きるメモ リ空 間。 ア クセ ス速 度 は遅 い。
● コンス タ ン トメモ リ
GPUチ ップの外部 のDRAM内 にあ り、 すべ て のス レ ッ ドか らア クセ スす るこ と
がで きる読 み込 み専 用 の メモ リ空間。キ ャ ッシュが効 くた め、グ ローバル メモ リよ
りも高 速 にア クセ スで きる。ソース コー ドの 中で_constant_と宣言 して利用 す る。
● シ ェアー ドメモ リ
GPUチ ップ内 にあ り、各SMに 割 り当 て られて い るメモ リ空 間。高 速 にア クセ ス
で き、 ブ ロ ック内 の ス レ ッ ドのデ ータ共有 に使 用 され る。
● レジス タ
GPUチ ップ内 にあ り、各 ス レ ッ ドに割 り当て られ てい るメ モ リ空 間。CUDAコ ア
に最 も近 い ところに配置 されて い るた め、 最 も高速 にア クセ スす る こ とが で き る。
カー ネ ル関数 で使 用 す る変 数 の た めの領 域 と して利 用 す る。 各 ス レ ッ ドで独立 な
ので共 有 はで きない。
CUDAを 通 して見 え るメモ リの 階層 構 造 の概 略図 を図3と して以下 に示 す。
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ホ ス ト
グ リッ ド
ブ ロ ック
ス レ ツ ド ス レ ツ ド
ブ ロ ック
シ ェ ア ー ドメ モ リ
レジス タ
曹
レジス タ
‡
ス レ ツ ド ス レ ツ ド
凸 L」
…
L4L
ブ ロッ ク
シ ェ アー ドメ モ リ
レジスタ レジスタ
ス レ ツ ド ス レ ツ ド
グ ロ ーバ ル メ モ リ
コ ンス タ ン トメ モ リ
図3CUDAメ モ リ階層概略図([1]より引用)
3品 詞 タ グ付 け、 隠 れ マ ル コ フモ デ ル
本章では品詞タグ付 けと隠れマル コフモデル について述べ る[5][6]。
3.1品 詞 タ グ付 け
品詞 タ グ付 け とは、 あ る文 を構 成 してい る各 単語 に品詞 の タ グを付 与 す る処 理 の こ
とで あ る。例 えば、
``Ib
oughtthisbook."
とい う英文 の入 力 に対 して
"1[代名 詞]b
ought[動詞]this[形容 詞]book[名詞]."
の よ うな処 理 をす る ことで あ る。 この例 で は簡単 の た め扱 え る品詞 を名 詞、代 名詞 、動
詞 、形 容詞 の4種 類 に限定 した。
品詞 タ グ付 けは系列 ラベ リ ング問題 の1種 で あ る。系 列 ラベ リング問題 とは、系列 と
呼 ばれ るい くつか の要 素 が並 べ られ た もの が与 え られ た時 に、 それ に最 適 な ラベ ル列
を予測 す る問題 で あ る。品詞 タ グ付 けの場 合 、系列 が単語 列 、ラベル列 が品詞 タグ列 に
あた る。
こ こで、"Iboughtthisbook."の"book"につ い て考 え る。 この英文 で は"book"が名詞
と して登場 してい るの は、直前 の単 語 の品詞 が形 容詞 で あ る こ とが関係 して い る。も し
仮 に直 前 の単 語 の 品詞 が名 詞 で あ った場合 は動詞 に な る可 能性 が高 くな る と思 われ る。
この よ うにあ る単語 の品詞 は直 前 の単語 の 品詞 に依 存 してい る。 次 の節 で説 明 す る隠
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れマル コフモデルは このよ うな依存関係 を考慮 したモデル になってい る。
3.2隠 れマ ル コフモ デル
系列 ラベ リン グ問題 の解法 の1つ に隠れ マル コ フモ デル(HiddenMarkovModel)
[5][6]を利 用 した方 法 が あ る。簡 単 の ため これ以 降 隠れマ ル コフモ デル はHMMと 表
記 す る。HMMは 隠れ状 態 を持 ち、さ らにマル コフ性 を仮 定 した確 率 モデ ルで あ る。隠
れ状 態 とは観 測 で きない状 態 の こ とで あ り、 品詞 タ グ付 け にお いて は品詞 列 に相 当す
る。またマル コフ性 とは、将来 の事 象 が現在 状 態 にだ け依 存 して お り、過 去 の状 態 には
依 存 しな い特性 の こ とで あ る。
HMMを 品 詞 タ グ 付 け に 利 用 す る場 合 を考 え る。 系 列 に あ た る単 語 列 をxニ
(Xl,X2,…,XT)とし、 ラベ ル列 に当た る品詞 タグ列 をyニ(yl,γ2,...,yT)とす る。マル コ フ
性 よ り、γtはγt-1に、κtはγtのみ に依存 して決 ま ると仮 定 す る。す る とπとγの同 時確 率
P(x,y)は次 の よ うに表 され る;
P(x,y)ニP(xTIYT)P(γTly,_1)...P(xi1Yi)P(γ,1y,)
ニHZ.,P(Xtlyt)P(iyt1γt_1)...(A).
簡 単 の た め、 品詞 タ グ列 の左端 にス ター ト地点 を意 味す る特 別 な変 数γoがあ る と仮 定
した。
実際 にHMMを 使 って品詞 タ グ付 けを行 うの に は2つ の ステ ップが あ る。1つ 目は
パ ラメー タ を推 定 す るス テ ップで あ る。 パ ラメー タ とは式(A)のP(Xt1γt)とP(yt1γt-1)の
こ とで あ る。P(Xtlyt)のこ とを出現確 率 、P(iyt1γt-1)のことを遷 移確 率 と呼 ぶ。 これ らの
パ ラメ ー タは、 あ らか じめ単語 列 に対 して適 切 な品詞 タ グ列 が付 与 されて い る文 の集
合 で あ る訓練 デー タ に以下 の式 を適用 して推定 され る;
P([y・1γi-・)一脳 讐 雛 憲 回摯
P(x・1yi)-yiであ鍔 錨 現回竺
2つ 目のス テ ップは復号 化 の ステ ップであ る。 復号 化 とは、新 た な単語 列xが 与 え られ
た ときに1つ 目の ステ ップで学 習 したHMMの モデル を用 い て品詞 タ グ列 を推測 す る
こ とであ る。 これ はP(ylx)を最大 にす る品詞 タ グ列yを 求 め る こ と、 つ ま り
argmaxP(YIX)
y∈y
を求 め る こ とに相 当す る。た だ し、Yは 可 能 なす べて の品詞 列 の組 み合 わせ の集合 を表
し、argmaxはこの式 にお いて はP(γlx)の値 を最 人 にす るyの要 素yを 表 す。 ここでベ イ
γ∈Y
ズの定 理 を使 うと、 上 式 の条 件付 き確 率 は
P(x,γ)
P(ylx)ニP(
x)
とな り、 またP(x)はyとは関係 が ない こ とを考慮 す る と、 実 際 は
argmaxP(X,y)
y∈y
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を求 め る こ とにな る。 この同時確 率 は1つ 目の ステ ップで学習 したパ ラメー タを利 用
して求 め るこ とが 出来 る。
3.3Viterbiアルゴ リズム
3.2節で説明 した復号化 をそのまま直接計算 して求め るのはあま り現実的ではない。
なぜな ら可能な品詞 タグ列の数が膨大 だか らである。例 えば、本研究で用いた品詞 の種
類数は45※であるので、仮 に与 えられた単語列 の単語の数が10個であった とす るとタ
グ付 けす ることが可能な品詞 タグ列は4510になって しま う。そ こで復号化の計算を効率
的に行 うアル ゴリズムが必要 になって くる。
その問題 を解決する方法 として、Viterbiアル ゴリズム[5][6]を復号化 に利用する方
法がある。Viterbiアル ゴリズムは動的計画法 の一種であ り、HMMに よる最 も確率が
高い ラベル列の推定 を効率 よく行 うことができる。Viterbiアル ゴリズムは2つ のステ
ップか ら構成 されてい る。
1つ目のステ ップでは、以下の式 を入力系列の最初の単語か ら最後の単語 まで、すべ
ての品詞に対 して計算する。
v[t・yj]一罵{v[亡 一1・γi]+1・9(P(yjlγi)p(x・1yj))}…(B)
hp[t・yj]一駕x{"[亡 一 ・・yi]+1・9(P(yjlγi)p(・・1yj))}…(c)
亡は入力系列の何番 目の単語かを表す。yjは今見てい る単語の品詞 を表す。γiは1つ前
の単語 の 品詞 を表 す。v[t,yj]は亡番 目の単語 の品詞 がyjであ る と した場合 の、単 語1番
目か らt番目まで の部分 系列 の最 大値 を表 す 。bp[t,yj]はv[t,yj]を最 大 にす る品詞γiを保
存 す るた め の もの で あ る。1つ 目の ステ ップの イメー ジ を図4で 示 す。
1[名詞]
緊,ノ
で・,ゲ
∵、 ∵
11,
bought[名詞]
婦轍
this[名詞] ?? book[名詞]
1[代名 詞]
、-l!
ぐ?'父,'
,数塀
響
謄1
£/ ・装
v[4,名詞]
=-0.5
・・月bought[代名 詞]調 ・
1[動詞] bought[動詞]
働グ
撫
んthis[代名 詞]1≒,'
い,'f'
＼)く、'
'～'、'
〃'1へ
縦1
,'獄
"/'・1
7"
book[代名 詞]
∵ン'
分'戴〃 遠
v[4,代名 詞]
=-3.0
this[動詞]
1[形容 詞]
book[動詞] v[4,動詞]
=-1.5
bought[形容 詞]… 一一this[形容 詞]「 一一一一一book[形 容 詞]
v[4,形容 詞]
=-8.0
図41つ 目の ステ ップの イメー ジ図。 左 か ら右 へ進 む。
※ 実験 に使 用 した コーパ ス は、 ペ ンシル バ ニア大 学発 のPennTreebankProjectが作 成 し
た もので あ り、 この コーパ スが 品詞 の種類 数45で 品詞 タグ付 けが され てい た。
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図4に ついて説明す る。図4に おける細い実線 の矢印 は式(C)を計算 した結果得 られた
bp[t,yj】に格 納 され て い る品詞γ`を示 して る。点線 の矢 印 は、式(C)の計算 の ときの比較
対 象 の 品詞 す べ て を表 して い る。例 え ば、細 い実 線 の 矢 印 が1[名 詞]を 始 点 と して
bought[代名詞]を終 点 と して描 かれ て い る とい うことは、 式(C)を計算 した結果 得 られ
た品詞 が名 言司・つ ま りhp[2,代名言司1一名 詞 を表 して い るこ とにな る(t-2なの はb・ught
が2番 目の単語だか らである)。また太い実線 の矢印の先 にある数値 は、最後の単語に
対 して式(B)を適用 した結果 の具体的な数値 を表 してい る。
2つ目のステ ップでは、以下の式をすべての品詞yjに対 して行 う。
γTニargmαx{v[T,γ1]}
Tは入 力 系列 の最後 の単語 の位 置 を表 す。γTはTの位置 にあ る単語 にタ グ付 け した品詞
を表 す。この式 を使 って、文全 体 の系列 の中で一 番大 きい値 を持 つ品詞 を求 め る。次 に
以 下 の式 をtニT-1,T-2,…,1に対 して適 用 す るこ とで すべ て の位 置 の単 語 の 品詞 を
求 め る。
γ亡二bp[t,yt+1]
2つ 目のス テ ップの イ メー ジを図5で 示す 。赤線 が計 算 の結果 推定 された 品詞列 を表
して い る。
1[名詞]
薫… 彦
bought[名詞] this[名詞] 、book[名詞]■ ■レ
v[4,名詞]
=-0.5蓼 「 一フ
翌＼ 為
発x滋
1[代名 詞]
泌
、鱗
、',、 レ
bought[代名詞]
ト
球繍轍
細1
蟹撫
り≒・7
this[代名 詞] book[代名 詞]■ ⇒
v[4,代名 詞]
=-3.0liヨ1
熟
ノ1ぐ1
、犠"
識
〃みハ
奪
7
父
テ1[動詞] k一林 ヤフ bought[動詞] this[動詞]
6二騒
' book[動詞]_
v[4勧詞]
ニー1.5
AGA
黙 獄ゐプ 、〃 覧
L__一_一
鯨
L蚤
＼
L
1[形容 詞] P, bought[形容詞] this[形容 詞] book[形容 詞]__7
v[4形容 詞]
=-8.0
畢
1[代名 詞]bought[動詞]this[形容 詞]book[名詞].
図52つ 目の ステ ップの イメー ジ図。 右 か ら左 へ進 む。
4並 列 手 法
本章ではViterbiアル ゴリズムのCUDAに よる並列化の手法を説明す る。ただ し4.1
で説明す る文並列 と4.2で説明す るハイブ リッド並列 は当研究室 に在籍 していた日高
10
敬介が提案 した手法である。詳 しくは[1]を参照。
4.1文 並 列
文並 列 で は、1つ の文 に対 す るViterbiアル ゴ リズ ムの処 理 をCUDAの1つ のス レ
ッ ドで行 う手法 で あ る。これ は、各 文 は独立 であ る とい う文 の独立 性 を利用 した手 法 で
あ る。
また2.2.2節で説 明 した よ うに、CUDAを 使 う場 合 はあ らか じめデバ イスメ モ リの
確 保 や デバ イス上 で の計算 に必 要 なデ ー タを デバ イス側 に転送 して お く必要 が あ る。
3.3節で説 明 したViterbiアル ゴ リズム の式 に従 う と、確 保 してお くべ き変数 としてバ
ックポ イ ンタhpがあ り、 転送 す べ きデ ー タ として入 力 系列xと 遷 移 確率P(yj1γi)と出現
確 率P(Xtlyj)があ る。CUDAを 使 って文並 列 を行 う際 に はそれ ぞれ の変数 を以下 の表1
に示す よ うに配 置 した。
表1文 並列のメモ リ配置
遷移確率
出現確率
入力系列
バ ックポインタ
コンス タ ン トメモ リ
グ ロー バ ル メ モ リ
グ ロー バ ル メ モ リ
グ ロー バ ル メ モ リ
4.2ハイブ リッド並列
ハ ・fブリッド並列は文の独立性 に加 えて品詞 の独立性 を利用 した並列手法である。
品詞の独立性 について説明するために以下 の擬似 コー ドを示す。
for(t-1;t<入力 系 列 長;t++)
for(j-0;j<品詞 種 類 数;j++)
for(i-0;i〈品 詞 種 類 数;i++)
最 大 値 を更 新;
この コー ドはViterbiアル ゴ リズ ムの1つ 目のス テ ップ を簡 略化 した もので あ る。1つ
目のfor文は入 力 系列 の どの位 置 の単語 か を決定 す るもので あ る。2つ 目のfor文は今
見 て い る位 置 の単語 の 品詞 を決定 す る もの であ る。3つ 目のfor文は今 見 て い る位 置 の
単 語 の1つ 前 の位 置 の単 語 の 品詞 を決 定 す るもので あ る。 品詞 の独 立性 とは、 この コ
ー ドにお ける2つ 目のfor文 の処 理 は並列 処 理 の観 点 か ら独 立 に行 え る とい うもの で
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ある。 この品詞の独立性 を以下の図6に 示す。
ll[名詞]1… 一"bought[名言司]
//
ll[動詞]1'"'
ノ'
'
ll[形容詞]1
ll[代名詞]1
⇒l
l[動詞]匠
'
'
ll[升多容 言司]1'
bought[代名詞]
"
⇒
ll[名詞]k 、
Il[動詞]ト ー⇒b・ught[動詞]
ll[形容 詞]ト"
ll[名詞]k 、
、
、
oL[代 名言司]ド:
ん
・＼
ll[動言司]ト、、＼こ＼＼ 愚
'・ミ
1[升多容 言司] bought[形容 詞]一
この順番で行わな くても、各品詞 ごとに独立に求めることが出来 る
図6:Viterbiアル ゴ リズ ム にお け る品詞 の独 立性
図6に つ い て説 明 す る。 この 図 は第3.3節 の図4に お け る"1"と"bought"の間 に行 わ
れ る処 理 を表 して い る。細 い実線 の矢 印 は、 図4と 同 じで3.3の式(C)を計算 した結果
得 られたhp[t,yj]に格 納 され て い る品詞γtを表 して い る。点 線 の矢 印 は、式(C)の計 算 の
ときの比較 対 象 の品詞 す べ て を表 して い る。 式(C)によって、 最大 とな るγごを求 め る計
算 、つ ま り、この細 い実線 と点線 の4本 の中 か ら細 い実線 を求 め る計算 を して い る。そ
して 、 本 来 な ら ば太 い実 線 の 矢 印 の順 番 に した が っ て 、 つ ま りbought[名詞]→
bought[代名詞]→bought[動詞]→bought[形容詞]の順 で、それ ぞれ の品詞 に対 す る細 い
実 線 を求 め る計 算 を式(C)にしたが って行 うが、 この処 理 は各 品詞 で独 立 に行 える とい
うの がViterbiアル ゴ リズ ムにお ける品詞 の独立Jl生で あ る。 この計算 は太 い実 線 の矢 印
の前後 で独立 して お り、太 い実線 の矢 印の 前 で計算 した結 果 が次 の 計算 に影 響 を及 ぼ
す こ とはな い。した が って、太 い実線 の矢 印 の順 番通 りに計 算 しな くて も正 常 な数値 を
得 る こ とがで きる。
ハ イ ブ リ ッ ド並列 とは、2つ の独立 性 を利用 して、1つ の ブ ロ ックに1つ の文 を対 応
させ、 そ の ブ ロ ックの 中 の1つ のス レッ ドに1つ の 品詞yjにお けるv[t,yj]の更新 を行
わせ る手法 で あ る。 ハ イ ブ リッ ド並列 の イメー ジ を以 下 の図7に 示す 。
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ハ イブ リッ ド並列
[=]:ブ ・ック ス レ ツ ド
図7ハ イブ リッ ド並 列 の イメー ジ図
CUDAを 使 ってノ・イブ リッ ド並 列 を行 う際 に は注 意 点が あ る。そ れ は1つ の文 に関
わ る処 理 を複 数 の ス レ ッ ドで行 うことにな るので 、変数"匡)・j]が複 数 の ス レ ッ ドで共有
の変数 にな った こ とで あ る。そ の結 果、v[t,yj]に対 して各 ス レ ッ ドが値 を更 新 す る処 理
と値 を読み込む処理の両方 を行 うことになった。つま り、各ス レッドはそれぞれ非同期
に動 くためデータ競合が起 こる可能性 があ る。そ こで共有 している変数 に対す る書 き
込み と読み取 りのタイ ミングをブロ ック内のスレッ ド問で合わせ る同期 の処理が必要
に な る。この問題 を解 決 す るた め に、シ ェアー ドメモ リに共有 変数 で あ るv[t,yj]を配置
し、CUDAの ブ ロ ック内バ リア関数 であ る_syncthreadsOをシ ェアー ドメモ リの変 数
更 新 の前後 に用 い る。 シ ェア ー ドメモ リの使用 例 を以 下 に示 す 。
処 理1
_syncthreadsO;
処 理2
処 理2を 行 う前 に処理1が 対 象 の ブ ロ ックの中 の全 ス レ ッ ドで終 了 してい る必要 が あ
る場合 に、 この よ うに_syncthreadsOを使 うこ とで ブ ロ ックの 中 の全 ス レ ッ ドで 同期
を取 るこ とが 出来 る。ノ・イブ リ ッ ド並列 を使 うとき は、従来 のViterbiアル ゴ リズ ム内
のv[t,yj]の更 新 と読込 の処 理 の問 に_syncthreadsOを挿 入 す る こ とで ス レ ッ ド問 の 同
期 を実現できる。
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また、・・イブ リッド並列 をCUDAで 使 う場合の各変数のメモ リ配置 は以下の表2に
従 う。 文並 列 と同様 のメモ リ配置 に加 えて シ ェアー ドメモ リに"[ち)ヶ]を配 置 してい る。
表2:ハ イブ リッ ド並 列 のメモ リ配 置
変数
遷移確率
出現確率
入力系列
バ ックポインタ
V
メ モ リ
コ ンス タ ン トメモ リ
グ ロー バ ル メモ リ
グ ロー バ ル メモ リ
グ ロー バ ル メモ リ
シ ェア ー ドメモ リ
4.3提 案 手法
提案 手 法 は、 ハ イ ブ リッ ド並 列 にお いて各 ス レ ッ ドが行 って い る処 理 と同 じ処 理 を
ス レ ッ ドに行 わせ るが、その ス レ ッ ドの配置 を変更 した もので あ る。ハ イ ブ リ ッ ド並 列
で は、ブ ロ ックに1つ の文 を対応 させ、その ブ ロ ックの中 のス レッ ドの1つ に品詞 を1
つ対応 させ て いた。提案 手法 で は、1つ の ブロ ック に1つ の品詞 を対応 させ、そ の 中の
ス レ ッ ドの1つ に文 を1つ 対 応 させ て い る。ハ イ ブ リッ ド並 列 との対 比 図 を以下 の 図8
に示す 。
ハイブ リッ ド並列 提案手法
文1
団
■囲■圏
団
■匪國圏
圏
■匪■国
[=コ ・ブ・ック ⊂=】 ・スレッド
図8:提 案手法のイメージ図
ハ イ ブ リ ッ ド並列 との相 違 点 と して、v[t,yj]の処 理 の仕方 が変 わ ってい る。ハ イ ブ リ
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ッ ド並 列 で は、"匡)ウ]は各 ブロ ックの 中で のス レ ッ ドの問 で の共有変 数 で あ ったが、提
案手法 では各 ブロックをまたいだスレッ ドの問での共有変数 になっている。 それに伴
い、各変数 の配置の仕方、各ス レッ ドでの同期の取 り方が変わっている。ハイブ リッド
並 列 で はv[t,yj]はシ ェアー ドメモ リに配 置 して い たが、提 案手 法 で はv[t,yj]はブ ロ ック
を また いで の共 有変 数 な ので グ ローバ ル メ モ リに配 置 す るこ とにな る。 またハ イ ブ リ
ッ ド並 列 で は ブ ロ ッ ク 内 の ス レ ッ ドの 同 期 を ブ ロ ッ ク 内 バ リ ア 関 数 で あ る
__syncthreadsOを使 って とって いた が、 提案 手 法 で は ブ ロ ック をまた い での ス レ ッ ド
の同期 を取 る必 要 が あ るが、それ を可能 とす るバ リア関数 が提供 され て いな い。。そ こ
で、提案 手法 のカ ーネル 関数 を1つ の単 語 が進 む たび に終 了 させ る こ とと、v[亡,yj]を更
新用 と読込用の2つ 用意す ることで同期 をとってい る。
実際 にどのようにして同期 をとっているかを以下に説明す る。1つ 目の変更 として、
以下の擬似 コー ドのよ うに、単語の位置 に関す るfor文の中に提案手法のカーネル関数
を入れて単語の位置が1つ 進 むたびにカーネル関数 を終了させ るようにす る。なお、
for文のtは 入力系列 の文 の中で最大の単語数 をもつ ものに合わせて設定す る。入力系
列の中で最大の単語数を最大入力系列長 と呼称す る。
for(t-1;t<最大入 力 系列長;t++)
/*提案 手法 開始*/
提 案 手法(t)
/*提案 手法 終 了*/
図8の 文1を 例 とす る と、 同期 を とるべ きス レ ッ ドは、名 詞 を担 当 してい るブ ロ ック
の文1、 代 名 詞 を担 当 してい る別 の ブ ロ ックの文1、 形容 詞 を担 当 して い る さらに別 の
ブ ロ ックの文1、 お よび動 詞 を担 当 して い る4番 目の ブ ロ ックの文1の 計4つ にな る。
そ こで、 この擬似 コー ドの よ うに次 の単 語 へ と進 む ときに カー ネル 関数 を終 了 させ る
こ とに よ り、 ブロ ックを また いで配 置 され てい る文1の 問 で のバ リア関 数 と同 じ機 能
を実現 して い る。つ ま り、あ るス レ ッ ドが今 見 て い る位 置 の単語 に関す る更新 が終 わ っ
た として も、次 の位 置 の単 語 に は進 ませ ず、他 のす べ て別 ブ ロ ックにあ るス レ ッ ドの更
新 処理 が終 わ るまで待機 させ る。これ に よ り、例 えば名 詞 を担 当 して い るブ ロ ックの文
1が2番 目の単 語 の処理 を行 って い るの に、代名 詞 を担 当 して い るブ ロ ックの文1が3
番 目の単 語 の処 理 を して い る とい う状 況 にな らな い よ うに して い る。 この よ うにす る
こ とで、 ブ ロ ックを また いだ ス レ ッ ドの間 で共 有 してい る文 す べ て、例 えば図8に お
ける文1の み な らず文2、 文3、 文4に お いて も、見 てい る単語 の位 置 を合 わせ るこ と
がで きる。
また、1つ 目の変更 に加 えて2つ 目の変更 と して、v[t,yj]と同 じ役割 を果 た す変数
vn[t,yj]を用 意 して、 部分 系列 の最 大値 の更 新 式 を以下 の よ うに変 更 す る。
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V[t・yj]一羅{vn[亡 一 ・・lyi]+1・9偽1γ∂P(κ・1切}(亡が奇数 の胎)
vn[t・yj]一羅{り[t-・ ・yi]+1・9(P(yjly・)P(・・lyj))}(亡が騰 の場 合)
亡が奇数 で あ るか偶 数 で あ るか に よってv[t,yj]とvn[t,yj】が更 新 用 と読 み込 み用 の役 割
を入 れ替 え るよ うに して い る。例 えぼ亡が偶 数 の ときに はワ[亡,)引の値 を もとに して更 新
を して、vn[t,yj]にそ の更 新結 果 を書 き込 み、 亡が奇数 の ときには逆 にvn[亡,yj]の値 を も
とに して更新 を して、v[t,yj]にそ の更 新 結果 を書 き込 む よ うに して い る。v[t,yj]を更 新
用 と読 み込 み用 の2つ に した理 由 は、更 新後 のv[t,yj]の値 を読 み込 む ス レ ッ ドを無 く
すためである。各ス レッドは非同期 に動作 するので、あるスレッドが更新の処理を終え
た後 に読込 を開始す るス レッドが存在 する場合がある。そのような場合 にも処理結果
に間違 い が起 こらない よ うにす る必要 があ る。そ のた め には、v[t,yj]は1つで は不 十分
で あ り、2つ 用 い るこ とで対処 した。 またそ の よ うな問題 へ の対応 と して は、読 み込 む
文 の単 語 の長 さ と同 じ数 のレ[亡,)ヶ】を用意 して も十 分 で あ るが 、メモ リの節 約 のた め に最
低 限 の2つ に した。
以上 の よ うに、カーネ ル関数 を単 語 の位 置 が進 むた び に終 了 させ る こと と、v[t,yj]を
更 新用 と読 み込 み用 の2つ 用 意 す るこ とで、 ブ ロ ックをまた いだ ス レ ッ ドの問 で同期
を とるこ とが実 現 で き る。 ま た提 案手 法 の場合 、各 変数 のメモ リ配 置 は以下 の表3の
よ うにな る。vn[t,yj]が新 た な変数 として追加 され、v[t,yj]とvn[t,yj】をグ ローバ ル メモ
リに配 置 して い る。
表3提 案手法 のメモ リ配置
遷移確率
出現確率
入力系列
バックポインタ
V
vn
コ ン ス タ ン トメ モ リ
グ ロー バ ル メ モ リ
グ ロー バ ル メ モ リ
グ ロー バ ル メ モ リ
グ ロー バ ル メ モ リ
グ ロ・一バ ル メ モ リ
5実 験
本章 で は、HMM及 びViterbiアル ゴ リズ ム を利用 した品詞 タ グ付 けの実 行 時間 を
1:逐次処 理、2:文並列 、3:ノ・イブ リッ ド並 列、4:提案 手法
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の4つ の手法 で比較 す る。手 法1の 逐 次 処理 はCPUの み を用 い てお り、並列化 は行 っ
てい ない。 手法2,3,4はいず れ も第4章 で説 明 した手 法 で あ り、 それ ぞれGPUを 用 い
た並列化 を行 って い る。
5.1使 用 した デー タ
品詞 タ グ付 けを行 うデ ー タは、比 較 の ため先行 研究[1]と同 じデ ー タを利 用 した。具
体 的 に はTreebank-3[7]とい うデ ータで あ り、ペ ンシルバ ニ ア大 学発 のPennTreebank
Projectが3年間分 の ウ ォー ル ス トリー トジ ャー ナル紙 の98,732個の記 事 か ら2,499個
の記事 を抜 き出 した もの を使用 した 。 デー タ は単語 ご とに適切 な品詞 が付与 され てお
り、全 部 で25個 のNo.00か らNo.24のセ クシ ョ ンに分割 され てい て る。 この うち
No.16～24のセ クシ ョンを、HMMの モ デル に よ る遷 移確 率 と出現確 率 の学習 用 に用 い
た。 そ してNo.00からNo.15のセ クシ ョンを、実 際 に品詞 列 の推測 を行 う際 の テス ト
デー タ として用 い た。テ ス トデー タ にはそ の中 に含 まれ る文 の数 に ほぼ比例 す る 「サ イ
ズ番号 」 を与 えた。 具体 的 にはセ クシ ョンの範 囲 がNo.00だけの ものはサ イズ番 号 を
1と し、No.00～NO.01のも は番号 を2、No.00～No.03のも は番号 を4、No.00～No.07
の もの は番 号 を8、No.00～No.15のもの は番号 を16と した。テス トデ ー タのサ イズ番
号 とセ クシ ョンの範 囲 と含 まれ る文 の数 の対応 表 を以 下 の表4に 示す 。
表4:テ ス トデ ー タサ イズ ・セ ク シ ョンNo・ 文 の数 の対応 表
?
?
?
??
?
?
?
?
No.00セク シ ョ ン
No.00～No.01セク シ ョ ン
No.00～No.03セク シ ョ ン
No.00～No.07セク シ ョ ン
No.00～No.15セク シ ョ ン
1,918
3,875
7,320
15,633
31,166
5.2実行環境
実行環境 に関 して も使用 したデータと同じよ うに、比較 のため先行研究[1]と同 じ環
境 を使用 した。
5.2.1ハ ー ドゥ ェ ァ
CPU:IntelCorei7-5820K
RAM:16.OGB
GPU:NVIDIAGeForceGTXTITANX
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5.2.2ソ フ トウ ェ ア
OS:MicrosoftWindows7Professional(64bit)
統 合 開 発 環 境:VisualStudio2013/CUDA7.5
プ ロ グ ラ ミン グ言 語:C++/CUDAC
5.3結 果 と考 察
結果 を説 明 す る にあた り、 まず ハ イブ リッ ド並列 と提案 手 法 の ブ ロ ックの数 とス レ
ッ ドの数 に関 す る詳 細 につ いて説 明 す る。
ハ イ ブ リ ッ ド並列 で は、ブ ロ ックを各 テ ス トデー タの文 の数 に、各 ブ ロ ックの 中の ス
レ ッ ドの数 を品詞 の種類数 で あ る45に 設定 した。
提案 手法 で は、 ブ ロ ックを品詞 の種類 数 で あ る45に 、各 ブ ロ ックの中の ス レ ッ ドの
数 を1024に設定 した。提 案 手法 におい てス レ ッ ドの数 は読 み込 む テス トデ ー タの文 の
数 に対応 して い るので、テス トデ ータ の文 の数 に合 わせ て設定 す るの な らば1024以上
の数 にす る必要 が あ る。しか し、1つの ブ ロ ックの 中 に設 定 で き るス レ ッ ドの数 はGPU
の種 類 に よって決 ま って お り、本研 究 に用 いたGPUの 仕様 で はス レ ッ ドの数 は最 大
1024であ った。 した が って、 提 案手法 で は実 際 に品詞 タグ付 けの処 理 を行 う際 に、 テ
ス トデー タ 中の文 の数 が1024を超 え る場合 には、 テス トデ ー タの文 を1024個ず つ に
分 けて読 み込 ませ た。例 えばサ イズ番 号1の テ ス トデ ータで は文 の数 が1918なので2
回 に分 けて、 サ イズ番号16の テ ス トデ ー タで は文 の数 が31166なので31回 に分 けて
実 行 した。 実行 す る際 に はfor文を使 用 し、 以下 の擬 似 コー ドの よ うに した。
for(num-1;num<分 割 数;num++)
for(t-1;t<最 大 入 力 系 列 長;t++)
提 案 手 法(t,num)
Numの 値 が1の ときに は1024個の文 を読 込 み、numの値 が2の ときはそ の次 の1024
個 の文 を読 み込 む な どの よ うに、numの 値 に基 づ いて1024個 ず つの異 な る文 を読 み
込 ませ て い る。
ちなみ に、ス レ ッ ドの数 を1024にした理 由 は、そ の選 択 が最 も処理 を高速 に した か
らで あ る。 ブ ロ ックの中 で用 い る最適 なス レ ッ ドの数 を決 め るた め に行 った実験 の結
果 を以 下 の図9に 示す 。
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図9ブ ロック内のスレッド数 に対す る提案手法の実行時間(単 位msec)
図9に ついて説明す る。図9は 提案手法 において、1つのブロック内のス レッド数 を
1から1024までの範 囲で変 えて実行 した結果のグラフである。縦軸 は実行時間、横軸
は1つ のブロック内のスレッ ド数 を表 している。ただ し縦軸は対数 プロットである。
実行時間は、同じ処理 を10回繰 り返 して平均値 を採用 した。また、この測定 にはサイ
ズ番号が16のテス トデータを使用 した。 この結果から、スレッ ドの数 が増加す るにつ
れて実行時間が短 くなってい くのが確認できる。このよ うな結果になったのは、一度 に
読み込 める文の数 を増や し、テス トデータの読み込み回数 を減 らした ことによ り、for
文 の繰 り返 し回数 を減 らしたことやカーネル関数 の起動 回数 を減 らしたことが理由だ
と考え られる。 この結果 から、本論文 の提案手法ではスレッ ドの数が(1024以下 の範
囲で)大 きいほ ど高い処理性能が得 られ ることが確認で きたので、スレッドの数 として
1024を用い ることにした。 また、32の倍数 であることも1024を選ぶ理 由の1つ であ
る。既 に第2章 で述べたように、CUDAにお けるスレ ッドは32個が(ワ ープ として)
ま とまって並列 に動作するため、ブロックの中のス レッドの数 を32の倍数にす ると並
列処理 を効率 的に行 うことがで きる。品詞タグ付 けの実験 をハイブ リッ ド並列 と本研
究 の提案手法 で行 った ときに用 いたそれぞれのブロック数 とス レッド数 を以下の表5
に示す。
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表5:ハ イ ブ リ ッ ド並列 と提 案手 法 の ブ ロ ック数 とス レ ッ ド数
日 一1■ 匿謁匹≡己
ブ ロ ッ ク数 テ ス トデ ー タの文 の数45
ス レッ ド数451024
1
ハイブリッド並列 と提案手法 を表5の 条件 に した状態で4つ の手法 によって品詞タ
グ付 けを行 った結果 を以下の表6と 図10と図11に示す。
表6:4つ の手法 の実行時間(単 位:msec)
■====國====匿国==】■置圏固躍 匿=■
1151.487.236.527,8
2288.591.85141.8
4561.7101.782.773.1
81109.9152.2160.8139.7
162328.1233.3304.9275.1
2500
2000
窟
塁15。
壷
盤
中1000
㌔.一 ■.一 ■.-
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■逐次 ■文並列 ハイブリッド並列
図10:4つ の手法 の実 行 時間(単 位
?
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図113つ の並列 手法 の実 行 時間(単 位:msec)
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図10と 図11に つ いて説 明す る。 これ らの図 の グ ラフは各手 法 を実行 した ときの実
行 時間(単 位:msec)を縦 軸 にプ ロ ッ トした もの で あ る。実 行 時間 はそれ ぞれ10回 ず
つの平 均値 を採 用 した。また、横軸 は使 用 したテ ス トデー タの サ イズ番 号 を表 してお り、
デー タ量 の対数 にな って い る。この結 果 か ら、提 案手 法 は文 並列 と比 べ ると、サ イズ番
号16の 場合 につ いて は劣 って い るが、ハ イブ リッ ド並 列 と比 べてす べ ての テス トデ ー
タ に対 して処 理 が 高速 で あ る こ とが わ か る。 そ の理 由 として ハ イ ブ リッ ド並 列 と提 案
手 法 を比較 し、 そ れぞ れ の利 点 と欠 点 を述 べ る。
提案 手 法 のハ イ ブ リ ッ ド並列 に対 す る利 点 と して、 ス レ ッ ドを無駄 にせ ず に効率 的
に活用 で きる こ とが挙 げ られ る。第2章 で述べ た よ うに、ス レ ッ ドは32個 を ま とめた
ワー プ とい う単 位 で動作 す る。 したが って 、ス レ ッ ドの数 は32の 倍数 に設定 す るのが
最 も効 率 的で あ る。しか し、ハ イ ブ リッ ド並 列 の場合 に はブ ロ ックの中 のス レ ッ ドの数
は品詞 の種類 数 で あ る45に 固定 され る。 ス レッ ドは32個 を1つ ま とま り(ワ ー プ)
と して動作 す るの で、ハ イ ブ リッ ド並列 の場 合 に は ワー プは2佃 にな る。1つ 目の ワー
プの ス レ ッ ド数 は32個 にな り、2つ 目の ワー プの ス レ ッ ド数 は残 りの45-32=13個に
な る。つ ま り、2つ 目の ワー プで はス レ ッ ドを32個 まで並 列 に実 行 で き る ところを13
個 だ け しか実行 しない ので、残 りの32-13-19個のス レ ッ ドをまだ利 用可 能 で あ るが無
駄 に して い る こ とにな る。 これ は ス レ ッ ドを効 率 的 に扱 えて いな い こ とにな る。
こ こで例 として、 ハ イ ブ リ ッ ド並列 と提 案手 法 の両方 で文100個 を読 み込 ませ る場
合 を想 定 して、それ ぞれ の手法 で どれ だ けス レ ッ ドに無駄 が生 じるか確 認 して み る。ハ
イ ブ リ ッ ト並列 で は、ブ ロ ックが文 の数 に、ブ ロ ックの中 のス レッ ドの数 は品詞 の数 に
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対応 して い るた め、 ブ ロ ック数 は100で 、 ス レ ッ ド数 は45に な る。 ス レ ッ ド数 が45
なの で ワー プの数 は2に な る。第2.2.4副節 の 図 を元 に した概 念 図 を以下 の図12に 示
す 。
ハ イ ブ リ・ンド
並 列
一32ス レッ ド
=一13ス レ ッ ド
図12・ ・イ ブ リッ ド並 列 で100佃 の文 を読 み込 ませ る ときの概念 図
図12の よ うな場 合、実 際 に使 用 す るス レ ッ ドの数 は45×100=4500であ るが、使用 で
きるス レ ッ ドの最大 数 は ワー プが2個 で あ るた め、32×2×100=6400とな る。 した が
って100佃 の 文 に対 して ハ イ ブ リ ッ ド並 列 で 品 詞 タ グ付 け を行 う場 合 、6400-
4500ニ1900佃の ス レ ッ ドを使 用 で き る状況 にあ るが使用 して いな い こ とにな る。
また本論 文 の提案 手法 で は、ブ ロ ックが 品詞 の数 に、ブ ロ ックの 中の ス レ ッ ドが文 の
数 に対応 して い るため、ブ ロ ック数 は45、ス レ ッ ド数 は100に な る。ス レ ッ ド数 が100
で あ るこ とか らワー プ数 は4に な る。提 案手 法 につ いて 同様 に第2.2.4副節 の図 を参 考
に した概 念 図 を以下 の 図13に 示 す。
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図13提 案手法 に100個の文 を読 み込 ませ たときの概念図
図13の よ うな場 合、実 際 に使 用 す るス レ ッ ドの数 は100×45=4500であ るが、使用 で
きるス レ ッ ドの最大 数 は ワー プが4個 で あ るため、32×4×45=5760とな る。 したが っ
て100個 の文 に対 して提案 手 法 で品詞 タ グ付 けを行 う場 合 には、5760-4500-1260個
のス レ ッ ドを使 わず に無駄 に して い る。 以上 の結果 か ら文 が100個 の場 合 は、ハ イ ブ
リ ッ ド並列 で は使 われ ず に無 駄 にな るス レ ッ ドの数 は1900個で あ るの に対 して、提案
手 法 で はそ の数 が1260個に減 る。
こ こで、両 手 法 で無駄 にな るス レ ッ ドの数 が ど うな るか を一般 の場合 につ いて考 え
る。ノ・イ ブ リ ッ ド並列 で は、品詞 の数 が45で あ るので、2つ 目の ワー プ に19個 の使 用
して いな いス レ ッ ドが あ る。 したが って、1つ の ブ ロ ックあた り19個 の無駄 に して い
るス レ ッ ドが あ る。ハ イブ リッ ド並列 で はブ ロ ックは文 の数 に対応 して い るので、ハ イ
ブ リッ ド並 列 にお ける無駄 にな るス レ ッ ドの数 は 「文 の数 ×19」にな る。つ ま り、ハ イ
ブ リッ ド並列 で は読 み込 む文 の数 が増 加 す るほ ど、 無駄 にな るス レ ッ ドの数 も増 加 す
る。 また、 提案 手法 で は、読 み込 む文 の数 が32の 倍 数 の とき と32の 倍数 でな い とき
で考 え る。読 み込 む文 の数 が32の 倍 数 の ときは、提案 手法 におい て無駄 にな るス レ ッ
ドの数 は 「0」に な る。読 み込 む文 が32の 倍 数 で ない ときは、最後 の ワー プの 中 に使
用 してい な いス レ ッ ドが あ る。最後 の ワー プが担 当 して い る文 の数 は、読 み込 ん でい る
文 を32個 で割 った余 りにな る。つ ま り、最 後 の ワー プの 中で使 用 して い ないス レ ッ ド
の数 は、32-(文の数 を32で 割 った余 り)にな る。したが って 、1つの ブ ロ ックあた り32-
(文の数 を32で 割 った余 り)個の無駄 にな るス レ ッ ドがあ る。提 案手法 で はブ ロ ックは
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品詞 の数 に対 応 してい るので、無駄 にな るス レ ッ ドの数 は 「45×{32-(文の数 を32で 割
った余 り)}」にな る。 つ ま り、 提 案 手 法 で は無 駄 にな るス レ ッ ド数 は最 大 で も45×
31-1395であ るの で、多 量 の文 に対 して はハ イブ リッ ド並 列 よ りも無駄 にな るス レ ッ
ドの数 を抑 え るこ とがで きる。両 手 法 の無駄 に な るス レ ッ ド数 の一般 式 と本 研 究 で使
用 したテ ス トデー タの うちで文 の数 が最 も多 サ イズ番号16の もの につ いて、無駄 にな
るス レ ッ ド数 を以下 の表7に 示 す。
表7ハ イブ リッド並列 と提案手法 を適用す る場合 それぞれの無駄 になるスレッ ド数
を表す一般式 と、サイズ番号16のテス トデータに適用す る場合 の値
　
1ハイブ リッ ド並馴1提 直:法
無駄になるス
レツ ド数
サイズ番号16の
テス トデータに
おける無駄にな
るス レッ ド数
文の数x19
592,154
文の数が32の倍
数の場合
文の数が32の倍
数ではない場合
1,350
0
45×{32-(文の 数
を32で割 った 余
り)}
次 にハ イ ブ リ ッ ド並列 の提案 手 法 に対 す るメ リッ トとして 、共 有変 数 に シェ アー ド
メモ リを使 用 で き る ことが挙 げ られ る。第4章 で述 べ た よ うに、ハ イブ リッ ド並 列 で
は1つ の ブ ロ ックが1つ の文 に対応 して い るため、 変XXv[t,yj]を1つの ブ ロ ックの 内
部 で共 有 す る こ とに な る。 そ の ため グ ローバ ル メモ リよ り高速 な シ ェアー ドメモ リを
利 用 で き る。 しか し、提 案手 法 の場合 は変数 り[ち)引を、ブ ロ ックをまた いだ ス レ ッ ドの
間で共有す る必要があるため、共有変数 にグローバルメモ リを使用 しな くてはならな
い。 グローバルメモ リはシェアー ドメモ リよ り低速 なため使用 すると処理の低速 につ
なが る。
以上の2つ の手法の問でのメ リッ ト・デメ リッ トを以下の表8に 示す。 これ らのメ
リット・デメ リットから、提案手法がハイブリッド並列 に比べて全てのサイズ番号 のテ
ス トデータについて処理 が高速 である理由は、無駄 にな るスレッ ドの割合 が少な く計
算資源 をよ り有効 に利用で きるためである。
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表8ハ イブ リッ ド並 列 と提案 手法 を比 較 した ときの メ リッ ト ・デ メ リッ ト
メ リ ッ ト
デ メ リ ッ ト
1ハイ ブ リッ ド並列
シ ェアー ドメモ リを利用
で きる
無駄 になるス レッ ドの割
合が多 い
1提案手法
無駄 にな るス レッ ドの割
合 が少な い
グ ローバル メモ リを利 用
して ス レッ ド問の変数 を
共有 しな くて はな らない
提案手法で一度 に読み込 める文 の数 を増やせ ば、実行時間が さらに短縮化 して処理
が高速化 され うと考 えた。具体的な方法 としては、ブロックの数 を品詞の種類数 である
45から 文 の糊 。24×45に増やす ことで渡 に読 み込 める文の数 を増や した。ただ
し、実 数κに対 してκ以 上 の最小 の整 数 を「x1と表 す こ とに した。 これ に よ り、 ブロ ッ ク
の1か ら45ま で は最初 の1024個の文 を担 当 し、46か ら90ま で は次 の1024個の文
を担 当す る とい うよ うに、45個 の ブ ロ ック ご とに異 な る1024文 の品詞 タグ付 けの処
理 を行 わせ る よ うに した。ブ ロ ックの中 に設 定 出来 るス レ ッ ド数 の上 限 は1024であ り、
これ以 上増 や す こ とはで きな いが、設 定 で き るブ ロ ック数 の上 限 は65535であ り45よ
りも大 きいた め、ブロ ック数 を増 や す こ とに よ り、読 み込 め る文 の数 を増 や した。この
よ うに本 論文 中の これ まで の提 案 手法 にお け るブ ロ ックの数 を変 更 した手法 を、 これ
以 降 は提 案 手法IIと呼 ぶ こ とにす る。 これ に よ り提 案 手法II全ての テ ス トデ ー タ を分
割 せ ず に一度 に読 み込 め るよ うに な った。提 案 手法IIのブロ ック数 とス レ ッ ド数 の表
を以下 の表9に 示 す。
表9提 案 手法IIのブ ロック数 とス レ ッ ド数
ブ ロ ック数
1提案手法li
l吝劉 ×45
ス レ ツ ド数1024
表9の よ うなブロック数 とスレッ ド数 の状態で、4つの手法の実行時間 を比較 した結
果 を以下の表10と図14と図15に示す。
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表104手 法の実行時間比較
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図153つ の並列 手法 の実 行 時間(単 位:msec)
図14と図15は、図10と図11と同様 に、縦軸 は各手法 を10回ずつ実行 して得た実
行時間の平均値 を示 してお り、横軸 は実行 に用 いたテス トデータのサイズ番号 を示 し
てい る。結果 は、全てのサイズ番号 のテス トデータに対 して、提案手法IIの処理が最 も
高速であ った。 また提案手法IIのサ イズ番号1の テス トデータに対す る実行時間は、
ブロック数 を変更 する前の提案手法 よ りも遅 くなってい るが、標準誤差 を計算 した と
ころ約0.63であったので、時間計測の誤差 の範 囲内で同値であると思われ る。また逐
次処理の場合 に比べて、サ イズ番号16の テス トデータに対する処理では約13倍 の高
速化 を実現 した。
6結 論 ・展 望
6.1結 論
本論 文 で は、HMMを 利用 して英 文 品詞 タ グ付 けを行 う際 に使用 す るアル ゴ リズ ム
で あ るViterbiアル ゴ リズ ム に対 して、GPUを 使 った並 列化 の新 手法(2つ)を 考 案 し
た。提 案手 法 は各 ブ ロッ クに品詞 を1つ 対 応 させ 、ブロ ックの 中の それ ぞれ のス レ ッ ド
に文 を1つ ず つ対応 させ る手 法 で あ る。 これ は、文 の独立性 とViterbiアル ゴ リズ ムに
お け る品詞 の独 立性 を利 用 して お り、 さ らにハ イ ブ リ ッ ド並 列 に対 して無駄 に して い
るス レ ッ ドの数 を少 な く抑 える とい うメ リッ トを もつ 手法 で あ る。そ して、提 案手 法 と
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逐次処理 と日高敬介が考案 したGPUを 使 った2つ の並列化手法 との実行時間の比較
を行 った。結果 として本論文の提案手法 はすべてのサ イズ番号のテス トデータに対 し
て逐次処理、文並列、ハイブリッド並列 よ りも高速 に動作 した。特に文の数が最 も多い
サイズ番号16の テス トデータに対す る処理速度 は、逐次処理 の場合の約13倍 の高速
化 を実現 した。
6.2展 望
メモ リア クセス に対 す る排他 制 御 を行 う_threadfenceOとい う関数 が あ る。 この関
数 は_syncthreadsOのよ うに1つ の ブ ロ ックの 中だ けで な く全 ス レ ッ ドに対 して の 同
期 が とれ る もので あ る ら しいが、 この 関数 の利 用法 につ いて の資 料 が少 ない とい う理
由で、使 い方 が良 く分 か らず、実装 に利 用 す る こ とは で きて い ない。この関数 の動作 が
期 待 す る もの であ れ ば、本 論文 の提 案手 法 にお いて 同期 を とる手 段 に使 え るので はな
いか と思 われ る。
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