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BOUNDARY ε-REGULARITY IN OPTIMAL TRANSPORTATION
SHIBING CHEN, ALESSIO FIGALLI
Abstract. We develop an ε-regularity theory at the boundary for a general class of Monge-
Ampe`re type equations arising in optimal transportation. As a corollary we deduce that optimal
transport maps between Ho¨lder densities supported on C2 uniformly convex domains are C1,α
up to the boundary, provided that the cost function is a sufficient small perturbation of the
quadratic cost −x · y.
1. Introduction
Let f and g be two probability densities supported respectively on two bounded domains X
and Y in Rn. Let c : X × Y → R be a cost function. The optimal transport problem is about
finding a map T : X → Y among all transport maps minimizing the transportation cost∫
X
c(x, T (x))f(x)dx,
where the term “transport map” means T♯f = g. Existence and uniqueness of optimal transport
maps under mild conditions are now well understood, see for instance [6] and [21]. The regularity
theory of optimal transport map with quadratic cost c(x, y) = −x · y 1 has been developed by
Caffarelli [1, 2, 3, 4, 5] (see also [34]). Since this paper is concerned with the regularity theory
up to the boundary, we state here Caffarelli’s global regularity result:
Theorem 1.1. [5] Suppose that 0 < f ∈ Cα(X) and 0 < g ∈ Cα(Y ), where X and Y are
uniformly convex bounded domains of class C2. Then the optimal transport map T associated
to the cost c(x, y) = −x · y is of class C1,α up to the boundary of X.
For general costs, Ma, Trudinger, and Wang [30] found the so called “MTW condition”, which
guarantees the smoothness of the optimal transport map provided the densities are smooth and
the domains satisfy some suitable convexity conditions. Their condition reads as follows:
(1.1)
∑
i,j,k,l,p,q,r,s
cp,q(cij,pcq,rs − cij,rs)cr,kcs,lξiξjηkηl ≥ 0 in X × Y
for all ξ, η ∈ Rn satisfying ξ ⊥ η, where lower indices before (resp. after) the comma indicates
derivatives with respect to x (resp. y) (so for instance ci,j =
∂2c
∂xi∂yj
), (ci,j) is the inverse of
(ci,j), and all derivatives are evaluated at (x, y) ∈ X × Y . Later, Loeper [27] showed that
MTW condition is actually a necessary condition for the optimal transport map to be smooth
for any positive smooth densities. After the breakthroughs in [30, 27], many works have been
Date: February 10.
1Usually one refers to c(x, y) = |x−y|2/2 as “quadratic cost”. However it is well-known that the costs |x−y|2/2
and −x ·y are completely equivalent (see for instance [10, Section 3.1]), thus we will use the term “quadratic cost”
to refer to the latter.
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devoted to the regularity theory of optimal transport map under MTW condition, to cite some
see [16, 25, 32, 33, 17, 28, 29, 26, 18, 24, 20, 19, 14, 15].
By now, regularity of optimal transport maps under the MTW condition is well understood.
However, several interesting costs do not satisfy this condition, for instance c(x, y) = 1p |x− y|p
does not satisfy MTW condition when p ∈ (1, 2)∪(2,∞), and actually the class of costs satisfying
the MTW condition is very restricted.
Recently, De Philippis and Figalli [9] obtained a partial regularity result for optimal transport
problem with general cost without assuming neither the MTW condition nor any convexity on
the domains. The key result in [9] consists in the interior versions of our Theorems 2.1 and
2.2. Roughly speaking they prove that, given any 0 < β < 1, if there are interior points
x0 ∈ X, y0 ∈ Y such that the cost function is sufficiently close −x · y in C2 near (x0, y0), the
densities are sufficiently close to 1 in C0 (resp. the densities are Cα) near x0 and y0 respectively,
and the potential function u is sufficiently close to 12 |x|2 in C0 near x0, then u is C1,β (resp.
C2,α) in a neighbourhood of x0. Exploiting that semiconvex functions are twice differentiable
almost everywhere, De Philippis and Figalli used this result to show that optimal maps are
always smooth outside a closed set of measure zero (see the proof of [9, Theorem 1.3] for more
details).
In this paper we prove the analogue of De Philippis and Figalli’s result when x0 is on the
boundary of X. As an application we show that optimal transport maps between Ho¨lder den-
sities supported on C2,α uniformly convex domains are C1,α in the interior and C1,α
′
up to the
boundary for some α′ ∈ (0, α), provided that the cost function is a sufficient small perturbation
of the quadratic cost −x · y. This allows us to improve a recent result of Caffarelli, Gonza´les,
and Nguyen [7], where they prove that the optimal transport map is of class C1,α strictly in
the interior of X (more precisely, as the size of the perturbation on the cost goes to zero, the
transport map is C1,α in larger and larger domains which invade X, see [7, Theorem 1.1]).
We note that, in our case, to obtain an almost everywhere regularity of transport maps on
the boundary (as done in [9] for the interior case) we should prove that at almost every point
on the boundary (with respect to the (n − 1)-dimensional Hausdorff measure) our assumptions
are satisfied. This seems to be a very delicate issue and it will be investigate in future works.
The proof of our ε-regularity result follows the lines of [9], but compared to the interior case
the boundary regularity presents many new additional difficulties, and several new ideas have
to be introduced to overcome them.
Indeed, first of all, notice that one of the key steps in the proof of the interior regularity
result of De Philippis and Figalli [9] is to construct a smooth approximating solution to the
original problem, which is based on solving an optimal transportation problem with cost −x · y
and constant densities. In their case, the condition that the potential function u is close to
1
2 |x|2 ensures that the approximating solution is smooth. But when we are around a point on
the boundary of the domain one cannot expect such approximating solution to be smooth. To
handle this we find a new approximation argument by using a suitable symmetrization trick,
where we first slightly modify the domain and then we reflect it around a boundary point with
respect to the tangent hyperplane.
Second, for proving C2,α regularity, the comparison principle plays very important role. Re-
call that the proof of C2,α regularity of solutions to Monge-Ampe`re type equation is usually
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based on an iteration argument. In the interior case, at each iteration, the potential function
u solves a Monge-Ampe`re type equation in a sub-level set of u with Dirichlet boundary data.
Then, one can construct an approximating solution v which solves the standard Monge-Ampe`re
equation with constant right hand side in a small convex neighborhood of the the sub-level set
of u. The comparison principle is used to compare the difference between u and v. For the
interior case, the comparison principle can be proved more or less in a standard way. However,
around a point on the boundary of the domain, the Dirichlet data of the solutions (both the
original solution and the approximating solution) are not under control. Luckily, in our case,
we can prove that near x0 the optimal map sends the boundary of source onto the boundary of
the target, and this property allows us to show that the Neumann data of the original solution
and the approximating solution are very close. Hence, we are able to use comparison principle
for Monge-Ampe`re equation with mixed boundary data.
The rest of the paper is organized as follows. In section 2 we introduce some notation and
preliminaries, and state the main results. Section 3 is devoted to the proof of Corollaries 2.3 and
2.4. Section 4 contains the proof of Theorem 2.1, and in the last section we prove Theorem 2.2.
Acknowledgement. The second author has been partially supported by NSF Grant DMS-
1262411. This material is based upon work supported by the National Science Foundation
under Grant No. 0932078 000, while the authors were in residence at the Mathematical Sciences
Research Institute in Berkeley, California, during the fall semester of 2013.
2. Preliminaries and main results
First, we introduce some conditions which should be satisfied by the cost. Let X and Y be
two bounded open subsets of Rn.
(C0) The cost function is of class C3 with ‖c‖C3(X×Y ) <∞.
(C1) For any x ∈ X, the map Y ∋ y 7→ Dxc(x, y) ∈ Rn is injective.
(C2) For any y ∈ Y , the map X ∋ x 7→ Dyc(x, y) ∈ Rn is injective.
(C3) det(Dxyc)(x, y) 6= 0 for all (x, y) ∈ X × Y.
A function u : X → R is said c-convex if it can be written as
(2.1) u(x) = sup
y∈Y
{−c(x, y) + λy}
for some family of constants {λy}y∈Y ⊂ R. Note that (C0) and (2.1) imply that a c-convex
function is semiconvex, namely, there exists some constant K depending only on ‖c‖C2(X×Y )
such that u + K|x|2 is convex. One immediate consequence of the semiconvexity is that u is
twice differentiable almost everywhere.
It is well known that (C0) and (C1) ensure that there exists a unique optimal transport map,
and there exists a c-convex function u such that the optimal map is a.e. uniquely characterized
in terms of u (and for this reason we denote it by Tu) by the relation
(2.2) −Dxc(x, Tu(x)) = ∇u(x) for a.e. x.
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As explained for instance in [9, Section 2] (see also [10]), the transport condition (Tu)#f = g
implies that u solves at almost every point the Monge-Ampe`re type equation
(2.3)
det
(
D2u(x) +Dxxc
(
x, c-expx(∇u(x))
))
=
∣∣det (Dxyc(x, c-expx(∇u(x))))∣∣ f(x)g(c-expx(∇u(x))) ,
where c-exp denotes the c-exponential map defined as
(2.4) for any x ∈ X, y ∈ Y , p ∈ Rn, c-expx(p) = y ⇔ p = −Dxc(x, y).
Notice that, with this notation, Tu(x) = c-expx(∇u(x)).
For a c-convex function, analogous to the subdifferential for convex function, we can talk
about its c-subdifferential: If u : X → R is a c-convex function as above, the c-subdifferential of
u at x is the (nonempty) set
∂cu(x) :=
{
y ∈ Y : u(z) ≥ −c(z, y) + c(x, y) + u(x) ∀ z ∈ X}.
We also define Frechet subdifferential of u at x as
∂−u(x) := {p ∈ Rn : u(z) ≥ u(x) + p · (z − x) + o(|z − x|)}.
It is easy to check that
y ∈ ∂cu(x) =⇒ −Dxc(x, y) ∈ ∂−u(x).
In the following, we use the notation
(2.5) Su(h) := {x ∈ X : u(x) < h}
to denote the sub-level set of a function u. In fact, there is a more general concept of c-sub-level
set of a c-convex function, namely, one can define
S(u, h, x0, y0) := {x ∈ X : u(x) < c(x, y0)− c(x0, y0) + u(x0) + h},
where x0 ∈ X and y0 ∈ ∂cu(x0). In this paper, we will always perform some transformation
so that x0 = 0, y0 = 0, u(0) = 0, c(x,0) = 0, and the notation Su(h) will be enough for our
purpose.
To state our main results we need to introduce some more notation.
We denote x′ := (x1, · · · , xn−1) ∈ Rn−1, and x = (x′, xn) ∈ Rn. Given two domains C1, C2 ⊂
R
n, we are going to assume that there exist two functions P,Q : Rn−1 → R of class C2 satisfying
P (0) = Q(0) = 0, ∇P (0) = ∇Q(0) = 0, and
(2.6)
{xn > P (x′)}∩B1/2 ⊂ C1 ⊂ {xn > P (x′)}∩B2, {yn > Q(y′)}∩B1/2 ⊂ C2 ⊂ {yn > Q(y′)}∩B2.
Note that (2.6) implies that
(2.7) C1 ⊂ {xn ≥ −2‖P‖C2}, C2 ⊂ {yn ≥ −2‖Q‖C2}.
In the following K1,K2,K3, and K, are always used to denote some universal constants whose
value may change depending on the context. In the next theorems we implicitly assume that
C1 ⊂ X and C2 ⊂ Y , so that the cost is defined and satisfies (C0)-(C3) on C1 × C2.
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Theorem 2.1. Let f, g be two densities supported in C1 and C2 respectively, let P and Q be as
in (2.6), and let u : C1 → R be a c-convex function such that ∂cu(C1) ⊂ B2 and (Tu)♯f = g (see
(2.2)). Then, for every β ∈ (0, 1) there exist constants δ0, η0 > 0 such that the following holds:
if
(2.8) ‖P‖C2 + ‖Q‖C2 ≤ δ0,
(2.9) ‖f − 1‖L∞(C1) + ‖g − 1‖L∞(C2) ≤ δ0,
(2.10) ‖c(x, y) + x · y‖C2(C1×C2) ≤ δ0,
and
(2.11)
∥∥∥∥u− 12 |x|2
∥∥∥∥
L∞(C1)
≤ η0,
then u ∈ C1,β(C1 ∩Bρ0) for sufficiently small ρ0.
Theorem 2.2. Let u, f, g, η0, δ0 be as in Theorem 2.1, and assume in addition f ∈ Cα(B1/2 ∩
{xn ≥ P (x′)}), g ∈ Cα(B1/2 ∩ {yn ≥ Q(y′)}). There exist small constants η1 ≤ η0 and δ1 ≤ δ0
such that, if
‖P‖C2 + ‖Q‖C2 ≤ δ1,
(2.12) ‖f − 1‖L∞(C1) + ‖g − 1‖L∞(C2) ≤ δ1,
(2.13) ‖c(x, y) + x · y‖C2(C1×C2) ≤ δ1,
and
(2.14)
∥∥∥∥u− 12 |x|2
∥∥∥∥
L∞(C1)
≤ η1,
then there exists ρ1 > 0 small such that the following holds: for any point z ∈ Bρ1∩{xn = P (x′)}
there exists a second order polynomial p such that,
|u(x)− p(x)| ≤ C|x− z|2+α′ ∀x ∈ Bρ1(z) ∩ {xn ≥ P (x′)},
where C > 0 and α′ ∈ (0, α] are constants depending only on δ0, η0, α, ‖f‖Cα , ‖g‖Cα . Moreover,
there exists ρ2 > 0 small such that u ∈ C2,αloc (C1 ∩Bρ2) ∩ C2,α
′
(C1 ∩Bρ2).
As a corollary of the two theorems above, we can easily recover (and improve) the results
from [7].
Corollary 2.3. Suppose X and Y are two C2 uniformly convex bounded domains in Rn. Sup-
pose λ1 and λ2 are two positive constants such that
∫
X λ1 =
∫
Y λ2. Assume f and g are two
nonnegative densities satisfying
(2.15)
∫
X
f(x)dx =
∫
Y
g(y)dy, ‖f − λ1‖C0(X) + ‖g − λ2‖C0(Y ) ≤ δ
for some δ > 0. Let u be the c-convex function associated to the optimal transport problem
between f and g with cost c(x, y) (see (2.2)), where c satisfies (C0)-(C3) and
(2.16) ‖c+ x · y‖C2(X×Y ) ≤ δ.
6 SHIBING CHEN, ALESSIO FIGALLI
Then, for every β ∈ (0, 1) there exists δ¯ > 0, depending only on β, n, λ1, and λ2, such that
u ∈ C1,β(X) provided δ ≤ δ¯.
In particular, if c(x, y) = 1p |x− y|p with p > 1:
• There exists δ¯ > 0, depending only on β, n, p, diam(X), diam(Y ), λ1, and λ2, such that if
dist(X,Y ) ≥ 1/δ¯ then u ∈ C1,β(X).
• Let R > 0. There exists δ¯ > 0 depending only on β, n, p, diam(X), diam(Y ), R, λ1, and
λ2, such that if 2− δ¯ ≤ p ≤ 2 + δ¯ and dist(X,Y ) ≥ R, then u ∈ C1,β(X).
Corollary 2.4. In Corollary 2.3, assume that the condition (2.15) is replaced by
(2.17)
∫
X
f(x)dx =
∫
Y
g(y)dy, 0 < f ∈ Cα(X), 0 < g ∈ Cα(Y ),
and that X,Y are of class C2,α. Then there exists δ¯ > 0, depending only on β, n, inf f ,
inf g, ‖f‖Cα , and ‖g‖Cα , such that u ∈ C2,αloc (X) ∩ C2,α
′
(X) for some α′ ∈ (0, α), provided
‖c(x, y) + x · y‖C2(X×Y ) ≤ δ¯.
In particular, if c(x, y) = 1p |x− y|p with p > 1:
• There exists δ¯ > 0, depending only on β, n, p, diam(X), diam(Y ), inf f , inf g, ‖f‖Cα , and
‖g‖Cα , such that if dist(X,Y ) ≥ 1/δ¯ then u ∈ C2,αloc (X) ∩ C2,α
′
(X) for some α′ ∈ (0, α).
• Let R > 0. There exists δ¯ > 0 depending only on β, n, p, diam(X), diam(Y ), R, inf f , inf g,
‖f‖Cα , and ‖g‖Cα , such that if |p− 2| ≤ δ¯ and dist(X,Y ) ≥ R then u ∈ C2,αloc (X)∩C2,α
′
(X) for
some α′ ∈ (0, α).
Remark 2.5. In Corollary 2.4, if in addition X,Y are of class C∞, f ∈ C∞(X), and g ∈ C∞(Y ),
then u ∈ C∞(X). This follows from the standard regularity theory for linear uniformly elliptic
equation with oblique boundary condition, for instance see [22, Theorem 6.31]. The second part
of the corollary follows as in the proof of Corollary 2.3.
3. Proof of the corollaries
Proof of Corollary 2.3. Without loss of generality we assume λ1 = λ2 = 1 (the general case
being completely analogous). Let v be the c-convex function associated to the optimal transport
problem between 1X and 1Y with cost −x · y. Recall that v is of class C2,α up to the boundary
(see Theorem 1.1).
Given a point x0 ∈ ∂X, let y0 = ∇v(x0). By [7, Proposition 2.1], after an affine transformation
and a translation of coordinates we can assume that x0 = y0 = 0, X ⊂ {xn ≥ 0}, Y ⊂ {yn ≥ 0},
D2v(0) = Id, and (up to subtracting a constant) v(0) = u(0) = 0.
Now, by [7, Proposition 4.1] (see also [9, Lemma 4.1]) we have that
(3.1) ‖u− v‖L∞(X) ≤ ω(δ)→ 0 as δ → 0.
Since D2v(0) = Id, and v is of class C2,α up to the boundary, for h > 0 small the sub-level sets
of v (recall the notation (2.5)) satisfy
X ∩B 2√h
3
⊂ Sv(h) ⊂ X ∩B 3√h
2
,
and
Y ∩B 2√h
3
⊂ ∂−v(Sv(h)) ⊂ Y ∩B 3√h
2
.
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By (2.16) and (3.1) it is easy to check that, for h > 0 fixed, provided δ is sufficiently small u
also satisfies similar properties as follows:
(3.2) X ∩B√h/2 ⊂ Su(h) ⊂ X ∩B2√h,
and
(3.3) Y ∩B√h/2 ⊂ ∂cu(Su(h)) ⊂ Y ∩B2√h.
Then, we perform the change of variables{
x˜ := x√
h
y˜ := y√
h
and we set
c˜(x˜, y˜) :=
1
h
c(
√
hx˜,
√
hy˜), u˜(x˜) :=
1
h
u(
√
hx˜).
Note that, after this change of variables, X (resp. Y) becomes 1√
h
X (resp. 1√
h
Y ). Hence the
boundary part ∂( 1√
h
X) ∩ B2 (resp. ∂( 1√hY ) ∩ B2) becomes flatter and flatter as h → 0, and
in particular it will satisfy (2.8) provided h is small enough. Combining this with (2.16), (3.1),
(3.2), and (3.3), we see that u˜ satisfies all the conditions in Theorem 2.1, hence, u˜ is C1,β in a
neighborhood of 0.
When initially x0 is in the interior, the argument is similar, the only difference is that instead
of using our Theorem 2.1 we use its interior version by De Philippis and Figalli (see [9, Theorem
4.3]). Then the proof of the first statement is completed by a standard covering argument.
In the case when c(x, y) = 1p |x − y|p with p > 1 is suffices to observe that, in both cases,
after subtracting 12 |x|2 + 12 |y|2 to c (that does not change the optimal transport problem, see
[10, Section 3.1] or [9] for more comments on this point) one has
‖c+ x · y‖C2(X×Y ) → 0 as δ¯ → 0
(see [7] for more details). Hence, since c is smooth when x 6= y, the result follows from the first
part of the corollary. 
Proof of Corollary 2.4. We only need to slightly modify the proof of Corollary 2.3. Let v be the
potential function to the optimal transport problem from f1X to g1Y with cost −x · y. Since f
and g are of class Cα, Caffarelli’s boundary C2,α estimate still applies. Using the same argument
as in the proof of Corollary 2.3, we still have (2.16) (when the cost is c(x, y) = 1p |x − y|p with
p > 1), (3.1), (3.2), (3.3), and flatness of the boundary. Hence all the conditions in Theorem
2.2 are satisfied. Therefore u is C2,αloc ∩ C2,α
′
with α′ ∈ (0, α) in a small neighborhood of x0, for
any x0 on the boundary of X. Combining this with the interior C
2,α result of [9, Theorem 5.3]
we conclude that u is C2,α in the interior of X and C2,α
′
up to the boundary, provided δ0 is
sufficiently small. 
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4. Proof of the main theorems
Proof of Theorem 2.1. We divide the proof into several steps.
• Step 1: A first change of variables. For x0 ∈ C1 ∩ Bρ0 with ρ0 ≪ 1 to be chosen, take
y0 ∈ ∂cu(x0). Then we perform a change of variables x¯ := x− x0, y¯ := y − y0, and we define
(4.1) c¯(x¯, y¯) := c(x, y) − c(x, y0)− c(x0, y) + c(x0, y0),
(4.2) u¯(x¯) := u(x) + c(x, y0)− c(x0, y0)− u(x0),
f¯(x¯) := f(x¯+ x0), g¯ := g(y¯ + y0).
First we show that, in the new coordinates,
(4.3) ‖c¯(x¯, y¯) + x¯ · y¯‖C2(C1×C2) ≤ 4δ0 =: δ˜0,
(4.4) ‖u¯(x¯)− 1/2|x¯|2‖L∞(C1) ≤ K(
√
η0 + δ0) =: η˜0.
For this, notice that (4.3) follows from (2.10) easily, so we only need to verify (4.4). To this
aim, we define
px0 := −Dxc(x0, y0) ∈ ∂−u(x0).
We claim that, for any direction e, if x0+te ∈ C1∩B1/2 for 0 ≤ t ≤ √η0 then (px0−x0)·e ≤ K
√
η0
for some universal constant K. Notice that u is semiconvex, namely, there exists a constant
C (depending only on ‖c‖C2) such that w(x) := u(x) − 12 |x|2 + C|x − x0|2 is convex. Since
px0 − x0 ∈ ∂−w(x0), by convexity and (2.11) we have
(px0 − x0) · e ≤
w(x0 +
√
η0e)− w(x0)√
η0
≤ 2η0 + Cη0√
η0
= (2 + C)
√
η0.
Hence the claim follows with K := C + 2.
We now notice that, by (2.10),
|px0 − y0| ≤ ‖Dxc+ id‖L∞(C1×C2) ≤ δ0,
therefore,
(4.5) (y0 − x0) · e = (y0 − px0) · e+ (px0 − x0) · e ≤ K
√
η0 + δ0.
Now we consider two cases.
- Case 1: d(x0, {xn = P (x′)}) ≥ 2√η0 + 2δ0. In this case, we can use any e ∈ Sn in (4.5),
hence |y0 − x0| ≤ K√η0 + δ0.
- Case 2: d(x0, {xn = P (x′)}) ≤ 2√η0 + 2δ0. For this case, we can still apply (4.5) with
e satisfying e · (0, · · · , 0, 1) ≥ 1/2, provided δ0 is small. Combining this with the fact that
yn ≥ −2δ0 (see (2.7) and (2.8)), we also have |y0 − x0| ≤ K(√η0 + δ0), where K needs to be
enlarged by a universal constant.
Hence, in both cases
(4.6) |y0 − x0| ≤ K
(√
η0 + δ0
)
,
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and using (2.10) and (2.11) we get∣∣∣∣u¯(x¯)− 12 |x¯|2
∣∣∣∣ = ∣∣∣∣u(x)− c(x, y0) + c(x0, y0)− u(x0)− 12 |x− x0|2
∣∣∣∣
≤
∣∣∣∣u(x)− |x|22
∣∣∣∣+ ∣∣∣∣u(x0)− |x0|22
∣∣∣∣
+ |c(x, y0) + x · x0|+ |c(x0, y0) + x0 · x0|
≤ 2η + (|x|+ |x0|)|y0 − x0|+ 2δ0 ≤ K(√η0 + δ0)
for some universal constant K, as desired. This concludes the proof of (4.4).
Recall that by assumption |x0| ≤ ρ0 and (4.6) holds, hence (provided ρ0, η0, and δ0 are
sufficiently small) we have B3(x0) ⊃ B2, B3(y0) ⊃ B2, B1/3(x0) ⊂ B1/2, B1/3(y0) ⊂ B1/2. Also,
in these new coordinates, the lower part of boundary of C1 ∩ B1/3 (resp. C2 ∩ B1/3) is defined
by P¯ (resp. Q¯), and the graph of P¯ (resp. Q¯) is only a translation of the graph of P (resp. Q)
by x0 (resp. y0) Notice that, since x0 and y0 are not necessarily boundary points, it is not true
in general that P¯ (0) = Q¯(0) = 0 nor that ∇P¯ (0) = ∇Q¯(0) = 0.
• Step 2: u¯ is close to a strictly convex solution of the Monge-Ampe`re equation. In this step, we
approximate u¯ by the solution of an optimal transport problem with quadratic cost. This step
consists of two lemmas: Lemma 4.1 is about the construction of the approximating solution,
and Lemma 4.2 is devoted to the smoothness of the approximating solution. .
Lemma 4.1. Let δ > 0, and let C1 and C2 be two closed sets such that
(4.7) B1/K ∩ {xn ≥ −di + δ} ⊂ Ci ⊂ BK ∩ {xn ≥ −di}, for i = 1, 2,
where 0 ≤ di < 110 . Let C˜i := Ci ∪ (B1/K ∩ {xn ≥ −di}). Suppose f and g are two densities
supported respectively in C1 and C2, and u : C1 → R is a c-convex functions such that ∂cu(C1) ⊂
BK ∩ {xn ≥ −d2} and (Tu)♯f = g. Let ̺ > 0 be such that |C˜1| = |̺C˜2| (where ̺C˜2 denotes the
dilation of C˜2 with respect to the origin), and let v be a convex function such that (∇v)♯1C˜1 = 1̺C˜2
and v(0) = u(0). Then there exists an increasing function ω : R+ → R+, depending only on K
and satisfying ω(δ) ≥ δ and ω(0+) = 0, such that, if
(4.8) ‖f − 1‖L∞(C1) + ‖g − 1‖L∞(C2) ≤ δ
and
(4.9) ‖c(x, y) + x · y‖C2(C1×C2) ≤ δ,
then
‖u− v‖L∞(C1∩B1/K ) ≤ ω(δ).
Proof. The proof of this lemma is similar to the proof of [9, Lemma 4.1]. For reader’s convenience,
we include the details here. We prove the lemma by contradiction. Assume the lemma is false.
Then there exists ǫ0 > 0, a sequence of closed sets Cm1 , Cm2 satisfying (4.7), 0 ≤ dmi ≤ 1/10 for
i = 1, 2, functions fm, gm satisfying (4.8) with δ = 1/m, and costs cm converging in C
2 to −x ·y,
such that
um(0) = vm(0) = 0, and ‖um − vm‖L∞(Cm1 ∩B1/K ) ≥ ǫ0,
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where um and vm are as in the statement. Note that after passing to a subsequence we can
assume dmi → d∞i as m→∞, for i = 1, 2. Now we extend um and vm to BK as
um(x) := sup
z∈Cm1 ,y∈∂cmum(z)
{um(z)− cm(x, y) + cm(z, y)},
vm(x) := sup
z∈Cm1 ,p∈∂−vm(z)
{vm(z) + p · (x− z)}.
Note that (Tum)♯fm = gm gives that
∫
fm =
∫
gm, so it follows from (4.7) and (4.8) that
̺m =
(
|C˜m1 |
|C˜m2 |
)1/n
→ 1 as m→∞,
which implies that ∂−vm(BK) ⊂ B̺mK ⊂ B2K . Thus, since the C1 norm of cm is uniformly
bounded, we deduce that both um and vm are uniformly Lipschitz. By the assumption that
um(0) = vm(0) = 0, passing to a subsequence, we have that um and vm uniformly converge
inside BK to u∞ and v∞ respectively, where
(4.10) u∞(0) = v∞(0) = 0 and ‖u∞ − v∞‖L∞(B1/K∩{xn≥−d∞1 }) ≥ ǫ0.
Moreover we have that fm (resp. gm) weak-∗ converges in L∞ to some density f∞ (resp. g∞).
Also, since ̺m → 1, by (4.8) we have that 1C1 (resp. 1̺C˜2) weak-∗ converges in L∞ to f∞ (resp.
g∞). Note that by (4.8) and the fact that Cm1 ⊃ B1/K ∩ {xn ≥ −dmi + δ}, we also have that
f∞ ≥ 1B1/K∩{xn≥−d∞1 }.
Now, we apply [35, Theorem 5.20] to deduce that both ∇u∞ and ∇v∞ are optimal transport
maps for the cost −x · y sending f∞ onto g∞. By uniqueness of optimal map, we have that
∇u∞ = ∇v∞ almost everywhere inside B1/K ∩ {xn ≥ −d∞1 } ⊂ spt f∞, hence (since u∞(0) =
v∞(0) = 0) u∞ = v∞ in B1/K ∩ {xn ≥ −d∞1 }, contradicting to (4.10). 
Denote C˜+1 := C1∪(B1/3∩{x¯n ≥ −xn0−2δ˜0}) and C˜+2 := C2∪(B1/3∩{y¯n ≥ −yn0 −2δ˜0}) (notice
that by (2.7) and (2.8), the inclusions B1/3 ∩ {x¯n ≥ −xn0 + 2δ˜0} ⊂ C1 ⊂ B3 ∩ {x¯n ≥ −xn0 − 2δ˜0}
and B1/3 ∩ {y¯n ≥ −xn0 + 2δ˜0} ⊂ C2 ⊂ B3 ∩ {y¯n ≥ −xn0 − 2δ˜0} hold).
Now let ̺ be such that |C˜+1 | = |̺C˜+2 | (where ̺C˜+2 is the dilation of C˜+2 with respect to the
origin), and let v be a convex function such that ∇v♯1C˜+1 = 1C˜+2 and v(0) = u¯(0)=0. By (4.3)
and Lemma 4.1
(4.11) ‖u¯− v‖L∞({x¯n≥P¯}∩B1/3) ≤ ω(δ˜0),
where ω : R+ → R+ satisfies ω(δ) ≥ δ and ω(0+) = 0.
Next, we use a symmetrization trick. Let C˜−1 (resp. (̺C˜2)−) be the reflection of C˜+1 (resp.
̺C˜+2 ) with respect to the hyperplane {x¯n = −xn0 − 2δ˜0} (resp. {y¯n = ̺(−yn0 − 2δ˜0)}), and
denote C˜1 := C˜+1 ∪ C˜−1 and C˜2 := ̺C˜+2 ∪ (̺C˜2)−. Let v˜ be the convex potential of the optimal
transportation from 1C˜1 to 1C˜2 , with v˜(0) = 0. Then v˜ enjoys the following nice properties.
Lemma 4.2. v˜|C˜+1 = v, and v˜ is smooth inside B1/10 with ‖v˜‖C3(B1/10) ≤ K.
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Proof. To prove the claim, it is more convenient to translate both coordinates x¯ and y¯ so that
both the center of B1/3 ∩ {x¯n = −xn0 − 2δ˜0} and the center of B1/3 ∩ {y¯n = ̺(−yn0 − 2δ˜0)}) are
located at the origin. For simplicity, we still use x¯ and y¯ to denote the new variables.
Then, the first part of the claim follows because the uniqueness of optimal transport map
implies that it must be symmetric. Indeed, being the densities symmetric with respect to the
hyperplanes {x¯n = 0} and {y¯n = 0}, if T = (T ′, T n) : Rn → Rn is optimal for the cost
−x · y then the map Tˆ (x¯′, x¯n) := (T ′(x¯′,−x¯n),−T n(x¯′,−x¯n)) is still optimal (as it has the same
transportation cost of T ), so by uniqueness Tˆ = T . This proves that ∇v˜|C˜+1 = ∇v, and because
v˜(0) = v(0) the result follows.
For the second part of the claim notice that, by (4.4) and (4.11),
‖v˜ − 1/2|x¯|2‖L∞(B1/3∩{|x¯n|≥δ0}) ≤ ω(δ˜0) + η˜0.
Now by convexity of v one can easily show that ∂−v˜(B1/10) ⊂ B1/6, so arguing as in [13] we have
that v˜ is smooth inside B1/8, with ‖v˜‖C3(B1/8) ≤ K. Recalling that x¯ = x− x0 and y¯ = y − y0
with |x0| ≤ ρ0 and |y0| ≤ ρ0+K
(√
η
0
+δ0
)
(see (4.6)), provided ρ0, δ0, η0 are sufficiently small we
see that, in the original (x¯, y¯) coordinates, v˜ is smooth inside B1/10 with ‖v˜‖C3(B1/10) ≤ K. 
Next, we compute the hessian of v˜ at xˆ1 = (0, · · · , 0,−xn0 − 2δ˜0) and the origin. First note
that the C3 bound of v˜ implies that Id/K ≤ D2v˜ ≤ KId. By symmetry we have that ∇nv˜ is
constant on {x¯n = −xn0 − 2δ˜0}, which implies
(4.12) v˜ni(xˆ1) = 0, for 1 ≤ i ≤ n− 1.
Since |x0| ≤ ρ0, by the C3 bound of v˜ we have that
(4.13) v˜ij(0) = v˜ij(xˆ1) +O(ρ0) +O(δ˜0), 1 ≤ i, j ≤ n,
so, in particular, v˜ni(0) = O(ρ0) +O(δ˜0) for all i = 1, . . . , n − 1.
• Step 3: Initial step for the iteration. In the next Lemma we will show that there exists an
affine transformation such that u¯ ◦ A satisfies all the properties in the list:
1. both the sub-level set {u¯ ≤ h0} and its image are comparable to B√h0 ;
2. u¯ will be very close to |x¯|
2
2 ;
3. both ‖A‖ and ‖A−1‖ are bounded by some universal constant.
Lemma 4.3. For every η˜0 small, there exist small positive constants h0, δ˜0 for which the fol-
lowing holds: there exists a symmetric matrix A satisfying ‖A‖, ‖A−1‖ ≤ K1 and detA = 1
such that
A
(
B√h0
3
(0)
)
∩ {x¯n ≥ P¯} ⊂ Su¯(h0) := {u¯ ≤ h0} ⊂ A
(
B√3h0(0)
)
∩ {x¯n ≥ P¯},
A−1
(
B√h0
3
(0)
)
∩ {y¯n ≥ Q¯} ⊂ ∂c¯u¯(Su¯(h0)) ⊂ A−1
(
B√3h0(0)
)
∩ {y¯n ≥ Q¯}.
Moreover ∥∥∥∥u¯− 12 |A−1x¯|2
∥∥∥∥
L∞
(
A(B√
3h0
(0))∩{x¯n≥P¯}
) ≤ η˜0h0,
12 SHIBING CHEN, ALESSIO FIGALLI
and A−1(en) is parallel to A(en).
Proof. First we estimate the norm of ∇v˜(0). We claim that
(4.14) |∇v˜(0)| ≤ K2
√
ω(δ˜0),
where K2 is a universal constant. To prove (4.14), it is enough to show that
−K2
√
ω(δ˜0) ≤ v˜n(0) ≤ K2
√
ω(δ˜0) and −∇v˜(0) · e ≤ K2
√
ω(δ˜0),
for any unit vector e satisfying e · en ≥ 1/2 .
Since u¯ is semiconvex and v˜ is smooth inside B1/10 with ‖v˜‖C3(B1/10) ≤ K, there exists a
universal constant K2 such that u¯− v˜+K2|x¯|2 is a convex function inside B1/10 ∩{x¯n ≥ P (x¯′)}.
Then by convexity, the fact that 0 is a minimum point for u¯, and (4.11), we get
−v˜n(0) ≤
(u¯− v˜ +K2|x¯|2)|(0+√ω(δ˜0)en) − (u¯− v˜ +K2|x¯|
2)|0√
ω(δ˜0)
≤ (K2 + 2)ω(δ˜0)√
ω(δ˜0)
= (K2 + 2)
√
ω(δ˜0),
which implies (−K2−2)
√
ω(δ˜0) ≤ v˜n(0). By replacing en with unit vector e satisfying e·en ≥ 1/2
in the above computation, we also have
(4.15) −∇v˜(0) · e ≤ K2
√
ω(δ˜0).
Finally, we prove the upper bound on v˜n(0). Denote by d1 the distance between 0 and {x¯n =
−xn0 − 2δ˜0}.
When d1 ≥
√
ω(δ˜0), the proof is the same to the above proof of the lower bound on v˜n(0)
simply replacing −en with en.
When d1 ≤
√
ω(δ˜0) we use that ∇v˜ maps {x¯n = −xn0 − 2δ˜0} onto {y¯n = ρ(−yn0 − 2δ˜0} (this
follows by the symmetric of v˜, see the proof of Lemma 4.2) to deduce that v˜n(0, 0, · · · ,−d1) ≤ 0,
hence
v˜n(0) = v˜n(0, 0, · · · ,−d1) +
(∫ 1
0
v˜nn(0, 0, · · · ,−td1) dt
)
d1
≤ K2d1 ≤ K2
√
ω(δ˜0),
concluding the proof of (4.14).
By Lemma 4.2 and Taylor expansion we have
v˜(x¯) = ∇v˜(0) · x¯+ 1
2
D2v˜(0)x¯ · x¯+O(|x¯|3),(4.16)
where we used v˜(0) = u¯(0) = 0, hence by (4.11) and (4.14) we get∥∥∥∥u¯− 12D2v˜(0)x¯ · x¯
∥∥∥∥
L∞(E(4h0)∩{x¯n≥P¯}))
≤ ω(δ˜0) +K2
√
ω(δ˜0)
√
h0 +K3h
3
2
0 ,
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where K2, K3 are universal constants, and
E(h0) :=
{
x¯ :
1
2
D2v˜(0)x¯ · x¯ ≤ h0
}
.
So if initially we take δ˜0, h0 small, we have∥∥∥∥u¯− 12D2v˜(0)x¯ · x¯
∥∥∥∥
L∞(E(4h0)∩{x¯n≥P¯}))
≤ 1
2
η˜0h0.
Denote A1 := [D
2v˜(0)]−1/2. By (4.13) and Lemma 4.2 we see that the angle between A−11 (en)
and A1(en) is bounded by O(ρ0). Then, it is easy to find a symmetric matrix A, with ‖A−A1‖ =
O(ρ0) +O(δ˜0), such that A
−1(en) is parallel to A(en). In particular, by choosing ρ0 sufficiently
small we obtain ∥∥∥∥u¯− 12 |A−1x¯|2
∥∥∥∥
L∞
(
A(B√
4h0
(0))∩{x¯n≥P¯}
) ≤ η˜0h0.
We now perform a normalization using A: Let{
x˜ := A−1x¯
y˜ := Ay¯
and
c˜(x˜, y˜) := c¯(Ax˜,A−1y˜),
u˜ := u¯(Ax˜).
Note that, since Id/K ≤ A ≤ KId, we have
(4.17) ‖c˜+ x˜ · y˜‖C2 ≤ Kδ˜0
and
(4.18)
∥∥∥∥u˜− 12 |x˜|2
∥∥∥∥
L∞
(
B√
4h0
(0)∩A−1{x¯n≥P¯}
) ≤ η˜0h0.
Let us denote by d′1 (resp. d
′
2) the distance between 0 and the hyperplane A
−1({x¯n = −xn0−2δ˜0})
(resp. A({y¯n = ̺(−yn0 −2δ˜0)}). Since by construction AD2v˜(0)A = 1+O(ρ0)+O(δ˜0), it follows
by Lemma 4.2 that the hessian of the function v˜(Ax) is equal to (1 + o(1))Id inside BK
√
h0
for
some fixed largeK, where o(1)→ 0 as ρ0, h0, δ˜0 → 0. Since∇(v˜◦A) mapsA−1({x¯n = −xn0−2δ˜0})
onto A({y¯n = ̺(−yn0 − 2δ˜0}), we deduce that
−d′2 = ∂n[v˜(Ax¯)]|0 − (1 + o(1))d′1,
so, using (4.14) and the fact that |x0| ≤ ρ0 ≪
√
h0,
(4.19) |d′1 − d′2| ≤ K2
√
ω(δ˜0) + o(1)
√
h0.
By (4.18) and an argument similar to the proof of (4.14), one obtains that u˜ (resp. ∇u˜) is close
to v˜ ◦A (resp. ∇[v˜ ◦A]) and, exactly as in the interior case (see [9, Proof of Theorem 4.3, Step
3]), we get
B√ 1
2
h0
(0) ∩A−1{x¯n ≥ P¯} ⊂ Su˜(h0) ⊂ B√3h0(0) ∩A−1{x¯n ≥ P¯},
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and
∂c˜u˜(Su˜(h0)) ⊂ B√3h0(0) ∩A{y¯n ≥ Q¯}.
Now let u˜c˜ : B√4h0(0) ∩A{y¯n ≥ Q¯} → R be a c˜∗-convex function defined by
u˜c˜(y˜) := sup
x˜∈B√
4h0
(0)∩A−1{x¯n≥P¯}
{−c˜(x˜, y˜)− u˜(x˜)},
where c˜∗(x, y) := c˜(y, x). Then by (4.17), (4.18), (4.19), we have∥∥∥∥u˜c˜ − 12 |y˜|2
∥∥∥∥
B√
4h0
(0)∩A{y¯n≥Q¯}
≤ η˜0h0 +Kδ˜0 +
(
K2
√
ω(δ˜0) + o(1)
√
h0
)√
h0
≤ 2η˜0h0,
provided δ˜0, ρ0, and
√
h0 are small enough. Also, similarly to above,
∂c˜∗ u˜
c˜
(
B√ 1
3
h0
(0) ∩A{y¯n ≥ Q¯}
)
⊂ B√ 1
2
h0
(0) ∩A−1{x¯n ≥ P¯} ⊂ Su˜(h0).
Therefore B√
1
3
h0
(0) ∩A{y¯n ≥ Q¯} ⊂ ∂c˜u˜(Su˜(h0)), and translating back to the x¯, y¯ coordinates
this completes the proof of Lemma 4.3. 
• Step 4: The iteration argument. We begin by noticing that by construction d¯1 := dist(0, B1/3∩
{x¯n = P¯}) ≤ ρ0.
Up to an affine transformation we can assume Dxy c¯(0,0) = Id. We now perform a change of
variable: Let {
x˜ := 1√
h0
A−1x¯
y˜ := 1√
h0
Ay¯
and
c1(x˜, y˜) :=
1
h0
c¯(
√
h0Ax˜,
√
h0A
−1y˜),
u1 :=
1
h0
u¯(
√
h0Ax˜),
where A is from Lemma 4.3. Note that, since A−1(en) is parallel to A(en), after the trans-
formation, we have that {x¯n = P¯ (x¯′)} (resp. {y¯n = Q¯(y¯′)}) becomes A−1{x¯n = P¯ (x¯′)} (resp.
A{y¯n = Q¯(y¯′)}), and after a rotation of coordinates it can be written as {x˜n = P1(x˜′)} (resp.
{y˜n = Q1(y˜′)}). Since (‖A‖ + ‖A−1‖)
√
h0 ≪ 1, we can ensure that ‖P1‖C2 + ‖Q1‖C2 ≤ δ˜0.
We also define
f1(x˜) := f¯(
√
h0Ax˜), g1(y˜) := g¯(
√
h0A
−1y˜).
Since det(A) = 1, we have that (Tu1)♯f1 = g1. Moreover, defining
C(1)1 := Su1(1), C(1)2 := ∂c1u1(Su1(1)),
it follows by Lemma 4.3 that
(4.20) B1/3 ∩ {x˜n ≥ P1(x˜′)} ⊂ C(1)1 ⊂ B3 ∩ {x˜n ≥ P1(x˜′)},
(4.21) B1/3 ∩ {y˜n ≥ Q1(x˜′)} ⊂ C(1)2 ⊂ B3 ∩ {y˜n ≥ Q1(x˜′)}.
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Now it is easy to check that u1, c1, f1, g1, C(1)1 , C(1)2 satisfy all the conditions for Lemma 4.3.
Therefore, we can apply Lemma 4.3 to u1 and we can find a matrix A1 satisfying ‖A1‖, ‖A−11 ‖ ≤
K1, det(A1) = 1,
(4.22) A1
(
B√h0
3
(0)
)
∩ {x˜n ≥ P1} ⊂ Su1(h0) := {u1 ≤ h0} ⊂ A1
(
B√3h0(0)
)
∩ {x˜n ≥ P1},
(4.23) A−11
(
B√h0
3
(0)
)
∩ {y˜n ≥ Q1} ⊂ ∂c1u1(Su1(h0)) ⊂ A−11
(
B√3h0(0)
)
∩ {y˜n ≥ Q1},∥∥∥∥u1 − 12 |A−11 x˜|2
∥∥∥∥
L∞
(
A1(B√3h0 (0))∩{x˜
n≥P1}
) ≤ η˜0h0,
and A−11 (en) is parallel to A1(en). Note that after a rotation we can just assume A
−1
1 (en) and
A1(en) are in en direction.
Now, we finally fix ρ0 := 10K
√
h0 (where K is constant in Lemma 4.2). As long as
dist(0, B1/3 ∩ {x˜n = Pk}) ≤ ρ0, , we can continue the iteration, hence we only need to con-
sider two cases.
-Case 1 : At step k + 1, d(0, B1/3 ∩ {x˜n = Pk+1}) > ρ0. Here we assume k + 1 is the smallest
among all such integers.
-Case 2 : The iteration goes on forever. Note that case 2 only happens when 0 is on the
boundary of C1.
For Case 1, at step k + 1, after an affine transformation Mk := Ak−1 · · ·A1 we have that
uk+1 :=
1
hk0
u1(h
k/2
0 Mkx˜), ck+1 :=
1
hk0
c1(h
k/2
0 Mkx˜, h
k/2
0 M
′−1
k y˜),
fk+1 := f1(h
k/2
0 Mkx˜), gk+1 := g1(h
k/2
0 M
′−1
k y˜)
satisfy the same conditions as u1, c1, f1, g1 with exactly the same constants (here and in the
sequel, M ′k denotes the transpose of Mk). Since dist(0, B1/3 ∩ {x˜n = Pk+1}) ≥ ρ0 = 10K
√
h0,
by doing one more rescaling we obtain that dist(0, B1/3∩{x˜n = Pk+2}) ≥ 1/K ′ for some K ′ > 0
universal, so we have reduced ourselves to the interior problem as the one studied in [9]. In
particular, by [9, Theorem 4.3] we obtain that u is C1,β at 0.
For Case 2, with the same notation as in Case 1 we have that, for each k ≥ 1,
(4.24) Id/Kk1 ≤Mk ≤ Kk1 Id, detMk = 1,
(4.25) Mk
(
B 1
3
h
k/2
0
)
∩ {x˜n ≥ P1} ⊂ Su1(hk0) ⊂Mk
(
B
3h
k/2
0
)
∩ {x˜n ≥ P1}.
(4.26) M ′−1k
(
B 1
3
h
k/2
0
)
∩ {y˜n ≥ Q1} ⊂ ∂c1u1
(
Su1(h
k
0)
)
⊂M ′−1k
(
B
3h
k/2
0
)
∩ {y˜n ≥ Q1}.
By (4.24) we have
(4.27) B
1
3
(√
h0
K1
)k ∩ {x˜n ≥ P1} ⊂ Su1(hk0) ⊂ B3(K1√h0)k ∩ {x˜n ≥ P1}
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and
(4.28) B
1
3
(√
h0
K1
)k ∩ {x˜n ≥ Q1} ⊂ ∂c1u1
(
Su1(h
k
0)
)
⊂ B3(K1√h0)k ∩ {y˜n ≥ Q1},
so defining r0 :=
√
h0
3K1
we obtain, for β < 1 fixed,
‖u1‖
L∞
(
B
rk0
∩{x˜n≥P1}
) ≤ hk0 = (3K1r0)2k ≤ r(1+β)k0 ,
provided h0 (and so r0) is sufficiently small. This implies the C
1,β regularity of u1 at 0, which
means that u is C1,β at x0. Since x0 ∈ C1 ∩ Bρ0 is arbitrary, this concludes the proof of the
theorem. 
Remark 4.4. Under the conditions of Theorem 2.1, the following useful property holds: there
exists ρ1 ≤ ρ0 such that Tu(Bρ1 ∩ {xn = P (x′)}) ⊂ {yn = Q(y′)}. Indeed, let
uc(y) = sup
x∈C1
{−c(x, y) − u(x)}.
By (2.8), (2.10), and (2.11) it is easy to check that ‖uc(y) − 12 |y|2‖C0(B1/2∩{yn>Q(y′)}) → 0 as
δ0 → 0. Hence, when δ0 is sufficiently small, by restricting to a smaller domain we can still apply
Theorem 2.1 to uc obtaining that uc is C1,β in Bρ′0 ∩ {yn ≥ Q(y′)} for some ρ′0 > 0. Let Tuc
be the optimal transport map from C2 to C1. It is well known that Duc(y) = Dyc(Tuc(y), y),
and Tuc is the inverse of Tu in an almost everywhere sense. Since u (resp. u
c) is C1,β in
Bρ0 ∩{xn ≥ P (x′)}) (resp. Bρ′0 ∩{yn ≥ Q(y′)}) we deduce that both Tu and Tuc are continuous
near 0, being one the inverse of the other, Tu is a homeomorphism from Bρ1 ∩ {xn ≥ P (x′)} to
Tu(Bρ1 ∩ {xn ≥ P (x′)}) for any ρ1 sufficiently small. From this fact it is easy to conclude that
Tu(Bρ1 ∩ {xn = P (x′)}) ⊂ {yn = Q(y′)}, as desired.
5. C2,α regularity
Below we still use P and Q to denote two C2 functions defined on Rn−1 such that P (0) =
Q(0) = 0, ∇P (0) = ∇Q(0) = 0, and
(5.1) ‖P‖C2 + ‖Q‖C2 ≤ δ.
co[E] is used to denote the convex hull of a set E, andNr(E) is used to denote the r-neighborhood
of E. S− denotes the reflection of S with respect to the hyperplane {xn = 0}, and S˜ := S ∪S−.
Lemma 5.1. (Comparison principle) Let u be a c-convex function of class C1 inside the set
S := {u < 1}, and assume that u(0) = 0,
(5.2) B1/K ∩ {xn ≥ P (x′)} ⊂ S ⊂ BK ∩ {xn ≥ P (x′)},
(5.3) B1/K ∩ {yn ≥ Q(y′)} ⊂ ∂cu(S) ⊂ BK ∩ {yn ≥ Q(y′)},
and
(5.4) ∂cu
(
∂S ∩ {xn = P (x′)}) ⊂ BK ∩ {yn = Q(y′)}.
Let f, g be two densities such that
‖f/λ1 − 1‖L∞(S) + ‖g/λ2 − 1‖L∞(S) ≤ ǫ
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for some constants λ1, λ2 ∈ (1/2, 2) and ǫ ∈ (0, 1/4), and assume that (Tu)♯f = g. Furthermore,
suppose that
(5.5) ‖c+ x · y‖C2(S×∂cu(S)) ≤ δ.
Then there exist a universal constant γ ∈ (0, 1) and δ1 = δ1(K) > 0 small, such that the
following holds: Let v be the solution of
(5.6)
{
det(D2v) = λ1/λ2 in Nδγ (co[S˜]),
v = 1 on ∂
(
Nδγ (co[S˜])
)
Then
(5.7) ‖u− v‖L∞(S) ≤ CK(ǫ+ δγ/n) provided δ ≤ δ1,
where CK is a constant independent of λ1, λ2, ǫ, and δ.
Note that in our application of the comparison principle in the proof of Theorem 2.2, condition
(5.4) follows from Remark 4.4.
Proof. First of all we notice that, for any γ ∈ (0, 1), we have that
(5.8) dist
(
x, ∂
(Nδγ (co[S˜]))) ≤ C ′Kδγ , for any x ∈ ∂S ∩ {xn > P (x′)}.
Indeed, this follows by the very same argument as the one at the beginning of the proof of [9,
Proposition 5.2], where the same estimate is proved in a similar situation.
Now, by standard interior estimates for solution of the Monge-Ampe`re equation with constant
right hand side, we also have
(5.9) oscSv ≤ C ′′K ,
(5.10) 1− C ′′Kδγ/n ≤ v ≤ 1 on ∂S ∩ {xn > P (x′)},
(5.11) C ′′Kδ
− (n−1)γ
τ ≥ D2v ≥ δγ/τ Id/C ′′K in co[S˜],
for some τ > 0 universal and some constant C ′′K depending only on K. For any point x on
∂S ∩ {xn = P (x′)}, by (5.1), (5.4), and (5.5) we have
(5.12)
∣∣∣∣ ∂u∂xn
∣∣∣∣ ≤ C ′′Kδ,
Since Nδγ (co[S˜]) is symmetric with respect to {xn = 0}, we see that v satisfies v(x′, xn) =
v(x′,−xn), which implies ∂v∂xn = 0 on co[S˜]∩{xn = 0}. Now, for x = (x′, xn) ∈ ∂S∩{xn = P (x′)},
we take the point z := (x′, 0) ∈ co[S˜] ∩ {xn = 0}, by (5.11) we have that
(5.13) 0 ≤ ∂v
∂xn
(x) ≤ ∂v
∂xn
(z) +C ′′Kδ
− (n−1)γ
τ δ ≤ C ′′Kδγ/n,
where we choose γ ≤ τ4 small so that γ/n ≤ 1− (n−1)γτ .
Let us define
v+ := (1 + 4ǫ+ 2
√
δ)v − 4ǫ− 2
√
δ + 4C ′′Kδ
γ/n(xn −K),
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and
v− :=
(
1− 4ǫ−
√
δ
2
)
v + 4ǫ+
√
δ
2
+ 4C ′′Kδ
γ/n(−xn +K + 1).
First, it is easy to check that v− ≥ u ≥ v+ on ∂S ∩ {xn > P (x′)}. Also, by (5.12) and (5.13) we
have
(5.14)
∂v+
∂xn
>
∂u
∂xn
>
∂v−
∂xn
on ∂S∩{xn = P (x′)}. To prove the lemma, we need only to show that v− ≥ u ≥ v+ on S. In fact,
if u ≥ v+ fails, then max(v+−u) > 0 is achieved at some point z ∈ S. If z ∈ ∂S∩{xn = P (x′)},
then we move the graph of v+ down and then lift it up, it will touch the graph of u at point
(z, u(z)) from below, which is contradict to (5.14). Therefore, z must be an interior point of S.
Hence, we can find a number η > 0 such that {v+ − η − u ≥ 0} ⊂⊂ S, and using a maximum
principle argument for the equations (2.3) and (5.6) we can reach a contradiction as same as the
proof of [9, Proposition 5.2]. The other part is similar. 
Proof of Theorem 2.2. Fixed a point x0 ∈ Bρ1/2 ∩ {xn = P (x′)}, take y0 := c-expx0(∇u(x0)) ∈
∂cu(x0) (notice that u is C
1 at the boundary by Theorem 2.1). Up to a change of variable as in
the proof of Theorem 2.1, we can assume that x0 = y0 = 0, u ≥ 0, u(0) = 0, andDxyc(0,0) = Id.
We set Sh := Su(h) = {u ≤ h}.
• Step 1: C1,1 estimate at 0. We show that
(5.15) B√h/K ∩ {xn ≥ P (x′)} ⊂ Sh ⊂ BK√h ∩ {xn ≥ P (x′)} ∀h ≤ h1
for some h1 and K universal.
To prove this fact we begin by observing that, by (2.14), for any h1 > 0 we can choose
η1 = η1(h1) > 0 small enough such that (5.15) holds for Sh1 with K = 2. Hence, assuming
without loss of generality that δ1 ≤ 1, we have that
B√h1
3
⊂ Nδγ1√h1(co[S˜h1 ]) ⊂ B3√h1 ,
where γ is the exponent from Lemma 5.1, and S˜h1 is constructed in the same way as S˜ in Lemma
5.1.
Let v1 solve the following Monge-Ampe`re equation
(5.16)
{
det(D2v) = f(0)/g(0) in Nδγ1√h1(co[S˜h1 ]),
v = 1 on ∂
(
Nδγ1√h1(co[S˜h1 ])
)
.
Since B1/3 ⊂ Nδγ1√h1(co[S˜h1 ])/
√
h1 ⊂ B3, by standard Pogorelov estimates we have that
|D2v1(0)| ≤M , where M > 0 is a large universal constant.
Now we recall a useful fact for the standard Monge-Ampe`re equation. Let w be a solution of
(5.17)
{
det(D2w) = f(0)/g(0) in Z,
w = 1 on ∂Z,
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where 0 ∈ Z is a convex set, −1 < inf w ≤ w(0) < 1/2, and |D2w(0)| ≤ M + 1. Then there
exists a large universal K¯ such that B1/K¯ ⊂ Z ⊂ BK¯ . For reader’s convenience, we give the
proof below.
Proof. By John’s lemma we can find a matrix A with A(0) = 0 and det(A) = 1 such that
B1/C1(z) ⊂ A(Z) ⊂ BC1(z), where C1 is a universal constant. Then it is easy to check that
w¯(x) = w(A−1x) solves
(5.18)
{
det(D2w¯) = f(0)/g(0) in A(Z),
w¯ = 1 on ∂(A(Z)).
Since−1 < inf w¯ ≤ w¯(0) < 1/2, it follows that dist(0, ∂A(Z)) > c, where c > 0 is a universal con-
stant, hence Bc ⊂ A(Z) ⊂ BC1 . By interior estimates for the standard Monge-Ampe`re equation,
we have that |D2w¯(0)| ≤ C2 for some universal constant C2. Since D2w¯(0) = A−1D2w(0)A−1,
|D2w¯(0)| ≤ C2 and |D2w(0)| ≤ M + 1, it follows from (5.17) and (5.18) that ‖A‖, ‖A−1‖ ≤ C3
for some universal constant C3 (recall that by assumption f(0)/g(0) is bounded away from zero
and infinity). Since A−1(Bc) ⊂ Z ⊂ A−1(BC1) and A(0) = 0, it follows that there exists a
universal constant K¯ such that B1/K¯ ⊂ Z ⊂ BK¯ , as desired. 
Now, we prove by induction that (5.15) holds with K := 2K¯. Let hk := h12
−k. If h = h1
then we already know that (5.15) holds with K = 2. Assume that (5.15) holds with h = hk and
K = 2K¯ , and we will show that it holds with h = hk+1. For this, for any k ∈ N let vk be the
solution of
(5.19)
{
det(D2vk) = f(0)/g(0) in Nδγ√hk(co[S˜hk ]),
vk = 1 on ∂
(
Nδγ√hk(co[S˜h1 ])
)
,
and δk := ‖c(x, y) + x · y‖C2(Shk×Tu(Shk )) + ‖Pk‖C2 + ‖Qk‖C2 , where Pk =
1√
hk
P (
√
hkx
′) and
Qk =
1√
hk
Q(
√
hky
′). Then it is easy to see that ‖Pk‖C2+‖Qk‖C2 ≤ C
√
hk. By the C
1,β regularity
of u (which implies that Tu is C
0,β) we also have
‖c(x, y) + x · y‖C2(Shk×Tu(Shk )) ≤ C
(
diam(Shk) + diam(Tu(Shk))
)
≤ Chβ/2k ,
which implies in particular that
(5.20) δk ≤ Chβ/2k .
Let us consider the rescaled functions
u¯k(x) := u(
√
hkx)/hk, v¯k(x) := vk(
√
hkx)/hk
and notice that, by the inductive hypothesis,
(5.21) B 1
2K¯
∩ {xn ≥ Pk(x′)} ⊂ S¯k := {u¯k ≤ 1} ⊂ B2K¯ ∩ {xn ≥ Pk(x′)}.
Note that by (4.25), (4.26) we have that there exists an affine transformation Lk such that
both Lk(S¯k) and L
′−1
k
(
∂cu(S¯k)
)
are universally comparable to half-balls. By (5.21), we see that
S¯k is already comparable to a half-ball, hence Lk satisfies ‖Lk‖, ‖L−1k ‖ ≤ K ′ for some universal
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constant K ′, which implies that ∂cu(S¯k) = L′k
(
L′−1k
(
∂cu(S¯k)
))
is also universally comparable to
a half-ball, that is, there exists a universal constant K¯ ′ ≥ K¯ such that
B 1
2K¯′
∩ {yn ≥ Qk(y′)} ⊂ ∂cu(S¯k) ⊂ B2K¯ ′ ∩ {yn ≥ Qk(y′)}.
This estimate and (5.21) allow us to apply Lemma 5.1 and deduce that
(5.22) ‖u¯k − v¯k‖L∞(S¯k) ≤ CK¯ ′
(
osc
Shk
f + osc
Tu(Shk )
g + δ
γ/n
k
)
≤ CK¯ ′h
αβγ
2n
k .
By (5.21) we see that when h1 is small {v¯k ≤ 1} has “good shape”, namely
(5.23) B 1
3K¯
√
hk
⊂ Nδγk√hk(co[S˜hk ]) ⊂ B3K¯√hk .
Now we show that
(5.24) 2CK¯ ′h
αβγ
2n
k > infN
δγ
√
hk
(co[S˜hk ])
v¯k ≥ −2CK¯ ′h
αβγ
2n
k ,
provided h1 is small enough. By convexity and symmetry, we know that inf
N
δγ
√
hk
(co[S˜hk ])
v¯k is
achieved at {xn = 0}. Let us denote
πˆ : Rn → Rn−1 := {xn = 0}
as the standard projection, and for any (z′, 0) ∈ πˆ ({u¯k = 1} ∩ {xn = Pk(x′)}) we denote the
corresponding point on {u¯k = 1} ∩ {xn = Pk(x′)} as z := (z′, zn). By (5.13), (5.20), and (5.22),
we have that
v¯k(z
′, 0) ≥ u¯k(z)− CK¯ ′h
αβγ
2n
k − C ′′¯Kδ
γ/n
k
√
hk ≥ 1/2,
provided h1 small. Also, by (5.22) we also have v¯k(0) ≤ CK¯ ′h
αβγ
2n
k (recall that u(0) = 0, so
inf
N
δγ
√
hk
(co[S˜hk ])
v¯k is achieved inside πˆ
({S¯k ∩ {xn = Pk(x′)}). Again by (5.13), (5.20), and (5.22),
we have
v¯k(z
′, 0) ≥ u¯k(z)− CK¯ ′h
αβγ
2n
k −C ′′δγ/nk
√
hk ≥ −2CK¯ ′h
αβγ
2n
k
for any (z′, 0) ∈ πˆ ({S¯k ∩ {xn = Pk(x′)}) . Hence (5.24) follows from the above discussion easily.
Note that (5.24) implies that 0 is almost the minimum point of v¯k.
Now, as in the proof of [9, Theorem 5.3], by standard estimates on the sections of solutions
to the Monge-Ampe`re equation it follows that the shapes of {v¯k ≤ 1} and {v¯k ≤ 1/2} are
comparable, and in addition sections are well included into each other: hence, thanks to (5.23)
there exists a universal constant L > 1 such that
B1/LK¯ ⊂ {v¯k ≤ 1/2} ⊂ BLK¯ , dist ({v¯k ≤ 1/4}, ∂{v¯k ≤ 1/2}) ≥ 1/(LK¯).
Using again (5.22) we have that, if h1 is sufficiently small,
B1/(2LK¯) ∩ {xn ≥ Pk(x′)} ⊂ {u¯k ≤ 1/2} ⊂ B2LK¯ ∩ {xn ≥ Pk(x′)},
(5.25) dist ({u¯k ≤ 1/4}, {u¯k = 1/2}) ≥ 1/(2LK¯),
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This allows us to apply Lemma 5.1 to u¯k+1 to get
(5.26) ‖u¯k+1 − v¯k+1‖L∞(S¯k+1) ≤ C2LK¯
(
osc
Shk+1
f + osc
Tu(Shk+1 )
g + δ
γ/n
k
)
≤ C2LK¯h
αβγ
2n
k .
Hence, combining (5.22) and (5.26),
‖vk − vk+1‖L∞(Shk+1) ≤ ‖vk − u‖L∞(Shk ) + ‖u− vk+1‖L∞(Shk+1 )
= hk‖u¯k − v¯k‖L∞(S¯k) + hk+1‖u¯k+1 − v¯k+1‖L∞(S¯k+1)
≤ C(CK¯ ′ + C2LK¯)h1+σk ,(5.27)
where σ = αβγ2n .
Now, we denote
S+hk+1 := Shk+1 ∪
{
(x′, xn) : |xn| ≤ Chk, x′ ∈ πˆ
({Shk+1 ∩ {xn = P (x′)})},
and we also denote S−hk+1 as the reflection of S
+
hk+1
with respect to {xn = 0}. By scaling back
(5.25), we have that dist
(
Shk+2 , ∂(S
+
hk+1
∪ S−hk+1)
)
≥ √hk/(4LK¯). Then by (5.13) and (5.27)
we have ‖vk−vk+1‖L∞(S+hk+1∪S−hk+1
) ≤ CK¯ ′,2LK¯h1+σk , with CK¯ ′,2LK¯ is a constant depending only
on K¯ ′ and 2LK¯, provided δ1 is small. Hence, we can apply the classical Pogorelov and Schauder
estimates to get
(5.28) ‖D2vk −D2vk+1‖L∞(Shk+2 ) ≤ C
′¯
K ′,2LK¯h
σ
k ,
(5.29) ‖D3vk −D3vk+1‖L∞(Shk+2) ≤ C
′¯
K ′,2LK¯h
σ−1/2
k ,
where C ′¯
K ′,2LK¯ is a constant depending only on K¯
′ and 2LK¯. Since by the inductive assumption
(5.15) holds with K = 2K¯ for h = hj with j = 1, · · · , k, we can apply (5.28) to vj to get
|D2vk+1|(0) ≤ D2v1(0) +
k∑
j=1
|D2vj(0)−D2vj+1(0)|(5.30)
≤ M + C ′¯K ′,2LK¯hσ1
k∑
j=0
2−jσ(5.31)
≤ M +
C ′¯
K ′,2LK¯
1− 2−σ h
σ
1 ≤M + 1,(5.32)
provided we choose h1 small enough. By the definition of K¯ it follows that also Shk+1 satisfies
(5.15), concluding the proof of inductive step.
• Step 2: C2,σ′ estimate at 0. We now prove that u is C2,σ′ at the origin with σ′ := 2σ, that is,
there exists a sequence of paraboloids pk such that
(5.33) sup
B
rk0 /C
|u− pk| ≤ Crk(2+σ
′)
0
for some r0, C > 0.
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Let vk be as in the previous step, and let pk be their second order Taylor expansion at 0:
pk(x) := vk(0) +∇vk(0) · x+ 1
2
D2vk(0)x · x.
By (5.15) we have
(5.34) ‖vk − pk‖L∞(B(√hk+2/K)) ≤ ‖vk − pk‖L∞(Shk+2 ) ≤ C‖D
3vk‖L∞(Shk+2 )h
3/2
k .
In addition, applying (5.29) to vj with j = 1, · · · , k and recalling that hk = h12−k and 2σ < 1,
we get
‖D3vk‖L∞(Shk+2 ) ≤ ‖D
3v1‖L∞(Sh3 ) +
k∑
j=1
‖D3vj −D3vj+1‖L∞(Shj+2 )(5.35)
≤ C
(
1 +
k∑
j=1
h
σ−1/2
j
)
≤ Chσ−1/2k .(5.36)
Hence, combining (5.15), (5.22), (5.34), and (5.35), we get
‖u− pk‖L∞(B(√hk+2/K)) ≤ ‖vk − pk‖L∞(Shk+2 ) + ‖vk − u‖L∞(Shk+2 ) ≤ Ch
1+σ
k ,
so (5.33) follows with r0 = 1/
√
2 and σ′ = 2σ.
• Step 3: C2,α′ regularity near the boundary. Since (recall the beginning of the proof of the
theorem) the point 0 represented an an arbitrary point in Bρ1/2 ∩ {xn = P (x′)}, By Step 2 we
know that (5.33) holds at any point on Bρ1/2 ∩ {xn = P (x′)}.
Set α′ := σ′/2. Given ρ > 0 let Ωρ := {x ∈ C1 ∩Bρ1/4 : d(x, ∂Ω) ≤ ρ}. We want to show that
if ρ ≪ ρ1 is sufficiently small, then u ∈ C2,αloc (Ωρ) and ‖u‖C2,α′ (Ωρ) ≤ C. To prove this, given
x1 ∈ Ωρ denote d := dist(x1, ∂C1) and assume with no loss of generality that d = dist(x1,0).
Since u is pointwise C2,σ
′
at 0 (see Step 2), after an affine transformation and change of variables
similar to (4.1) and (4.2) we can assume that ‖u − 12 |x|2‖L∞(B4d) ≤ Cd2+σ
′
. Then, we perform
the blow up {
x˜ := 14dx
y˜ := 14dy,
c1(x˜, y˜) :=
1
16d2
c(4dx˜, 4dy˜), and u1(x˜) :=
1
16d2
u(4dx˜). In the new coordinates B1/6(x˜1) lies in
the interior of the domain Ω˜, where x˜1 :=
1
4dx1 and Ω˜ := Ω2ρ/4d. It is immediate to check
that ‖u1(x˜) − 12 |x˜|2‖B1/6(x˜1) ≤ Cdα
′
, and ‖c(x˜, y˜) + x˜ · y˜‖B1/6(x˜1)×B1/6(y˜1) → 0 as d → 0, where
y˜1 ∈ ∂c1u1(x˜1). Hence, if ρ (and therefore d) is sufficiently small we can apply [9, Theorem 5.3]
to deduce that u˜ ∈ C2,α(B1/7(x˜1)), with a universal bound. In particular |D2u˜(x˜1)| ≤ C, thus
|D2u(x1)| ≤ C. This proves that u is uniformly C1,1 inside Ωρ, which implies that (2.3) becomes
uniformly elliptic there. Writing uˆ(x˜) := 1
16d2+α
[
u(x)− 12 |x|2
]
, it is easy to check that uˆ solves
a uniformly elliptic equation of the form
G
(
x˜,∇uˆ(x˜),D2uˆ(x˜)) = 0
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where G(x, 0, 0) = 0 and ‖G(x˜, ·, ·)‖C0,α(B1/6(x˜0)) ≤ C. Hence, by standard elliptic regularity
for fully-nonlinear elliptic equations we deduce that ‖uˆ‖C2,α′ (B1/7(x˜1)) ≤ ‖uˆ‖C2,α(B1/7(x˜1)) ≤ C.
Going back to the original coordinates, we deduce that
‖u‖C2,α(Bd/7(x1)) ≤ Cdα
′−α, ‖u‖C2,α′ (Bd/7(x1)) ≤ C.
Because of the arbitrariness of x1, the first estimate proves that u is of class C
2,α in the interior
of Ωρ, while the second estimate combined with the fact that (5.33) holds at every boundary
point allows one to prove by standard arguments (see for instance the proof of [31, Proposition
2.4]) the C2,α
′
regularity of u in the whole Ωρ. 
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