ABSTRACT In this paper, a novel parallel indirect visual odometry (VO) system is proposed based on a newly designed map management method, key-frame selection, and a camera pose correction model, where the speeded-up robust features (SURF) algorithm is used to extract features from an image, and a linear exhaustive search (LES) algorithm is introduced to match features. To minimize computation time, a key-frame selection mechanism is proposed to distinguish key frames among the input images. Moreover, map management is proposed to filter out unstable landmarks and add features for a reliable estimation of the relative camera pose. In addition, estimation accuracy is improved by the camera pose correction model. To enhance computational efficiency of the VO system, the proposed approach is implemented on a TX2 embedded system with multiple graphics processing units (GPUs), taking advantage of a heterogeneous parallel computing architecture. To validate the performances of the proposed system, several experiments are conducted using an ASUS Xtion 3D camera and a laptop. Average errors of pose estimations are compared with those via the conventional VO to show the effectiveness of the proposed VO system. Thanks to the proposed approach, a real-time and reliable VO system can be established with low cost, low power consumption, high processing efficiency, and portability. The experimental results show that based on heterogeneous computing, the required computation time of the overall system with GPUs is approximately 80 times faster than that with only a CPU, when dealing with 80 features in the environment. To the best of our knowledge, this is the first released paper that implements an indirect VO on a CPU/GPU heterogeneous computing platform.
I. INTRODUCTION
The main purpose of a visual odometry (VO) is to assist robots in navigation or autonomous localization. A visual odometry system obtains movement distances of the robot by repeatedly performing ''robot movement and localization'' and ''visual landmark detection and positioning.'' First, the visual odometry system captures an image via a camera. After that, feature detection algorithms are applied to the image to find significant and robust features or landmarks. When the robot moves, the distance is calculated by matching the same visual landmarks. Basically, visual odometry can
The associate editor coordinating the review of this manuscript and approving it for publication was Shun-Feng Su.
be divided into two categories, namely direct and indirect VOs, based on the types of their input data. A direct VO [1] uses raw image data captured by a camera as the input and requires a large amount of computing resources. On the other hand, an indirect VO [2] , [3] extracts image features beforehand through feature detection algorithms; these features serve as inputs to calculate the camera pose. Basically, indirect VOs are better than direct VOs in terms of computational efficiency. Among frequently-used feature detection algorithms, scale-invariant feature transform (SIFT) [4] has attracted much attention because of its ability to extract key features that are robust to changes of intensity, scale, and rotation. However, SIFT requires extensive computation due to its complexity. To solve such a problem, speeded-up robust features (SURF) [5] is proposed, in which a Harr filter replaces the second-order Gaussian differential Hessian matrix and image convolution [6] . The concept of integral images [7] is also developed to increase the overall computational efficiency. To match features, the simplest and the most reliable method is linear exhaustive search (LES), but it requires extensive computation time. However, LES is suitable for parallelization using multi-threaded approaches. Therefore, in this paper, we adopted SURF and LES for feature detection and matching, respectively.
To obtain camera positions using matched features, the perspective-n-point (PnP) approach is commonly used [8] , [9] . Considering the complexity of PnP [10] , the perspective-3-point (P3P) [11] is the most widely used algorithm, and many approaches [12] - [16] have been proposed to efficiently solve the P3P problem. Among them, Kneip et al. [17] proposed a closed form method to compute the aligned transformation directly in a single stage. Masselli and Zell [18] proposed a new geometric parameterization to produce a simpler algebraic function. Furthermore, Ke and Roumeliotis [19] proposed corresponding geometric constraints to formulate triangular equations to solve the P3P problem.
However, various factors, including brightness of the environment, image size, view changes, or camera motion clutter, may cause unstable localization results. In such scenarios, using a P3P method to calculate the moving distance could lead to large positioning errors. Hence, to derive accurate camera poses, in this paper we adopted a method proposed by Fischler and Bolles [12] , which combines P3P with the random sample consensus (RANSAC) algorithm to eliminate outliers. In addition to the abovementioned issues, sensory information can also lead to cumulative errors during repeated positioning [20] . In 2000, Triggs proposed a package-based adjustment to correct cumulative errors [21] . Dong-Si and Mourikis [22] presented a slidingwindow VO for consistency analysis. Fabian and Clayton established the concept of error-weighted averaging method [20] to improve the accuracy of an indirect visual odometry. In [23] , an enhanced indirect VO was proposed by incorporating an elite selection method and a voting system that choose reliable landmarks for improving estimation accuracy. Another approach [3] also increased the accuracy by proposing a visual front-end camera calibration and an improved P3P algorithm. Apart from the above existing methods, this paper also introduced a map management method, a key-frame selection mechanism, and a camera pose correction model to solve cumulative errors and improve localization accuracy of the visual odometry system.
To efficiently perform a VO system on a mobile robot, the computation time required is a critical issue. As a result, a conventional VO can hardly perform in real-time because of heavy computational burden. Particularly, P3P and RANSAC algorithms account for more than 60% of the computation time during camera pose estimation, as shown in Fig. 1 . SURF and LES also take around 24% of the overall computation time. In theory, an image containing more visual landmarks generates better camera pose estimation results through P3P. Yet it also takes more time to match features. Although LES is the most robust matching method, a fatal disadvantage of this method is that if the number of comparisons increases, its computation time will increase exponentially. This problem is especially noticeable when dealing with hundreds or even thousands of feature points in the P3P algorithm, since calculating all combinations of feature points takes an excessively long time. For example, if there are 200 visual landmarks, the algorithm has to be executed C 200 3 times (i.e., 1,313,400 times). As shown in Fig. 2 , the computation time required is almost exponentially proportional to the number of features. To alleviate the heavy computational burden, one of the promising ways is to implement some of the algorithms in parallel using GPUs or Field Programmable Gate Arrays (FPGA), while the rest of the algorithms are executed on a CPU. This architecture, the so-called heterogeneous computing, shows superiorities over homogenous computing because it takes advantage of heterogeneous processors to maximize the overall computational efficiency. Some approaches have been published to show that the use of heterogeneous computing allows autonomous robot navigation systems to operate in real-time. For Example, a combination of FPGA and CPU was proposed to realize a state-of-theart simultaneous localization and mapping (SLAM) in [24] .
Although the hardware implementation has shown 2× acceleration and a significant reduction in power consumption, the frame rate is still low due to memory latency [25] . As for the CPU/GPU heterogeneous computation used in a VO system, almost all the methods are direct (dense) approach, such as [26] and [27] . The former proposed a technique that employed stereo vision and an Inertial Measurement Unit (IMU) for large-scale environments. Dealing with surface mapping, it adaptively reused the GPU memory by dividing the space into grids, where only surface information within a grid cell is efficiently allocated in the GPU memory. Based on a RGB-D camera, the latter approach [27] solved a least-square equation using a tree reduction on the GPU followed by Cholesky factorization of the linear system on the CPU. Integrating Fovis [28] and dense VO with iterative closest point (ICP), [27] showed that the system can perform at the frame rate of 30 Hz.
As can be seen from the above, heterogeneous computing is an advantageous option for accelerating VO computation. However, to the best of our knowledge, there are still no publications that implement indirect VO on a CPU/GPU heterogeneous computing platform. Therefore, in this paper, we propose a novel indirect VO system based on a heterogeneous computing architecture for execution in GPS-denied environments. Since critical components including SURF, LES, P3P, and RANSAC are suitable for implementation in parallel, the GPU is therefore in charge of accelerating these algorithms, while the CPU is responsible for the rest of the algorithms to achieve real-time operation. The platform we use is NVIDIA JASON TX2 [29] , which features a GPU with 256 CUDA cores and a CPU with 4 ARM cores to improve overall system efficiency. The main contributions of this paper are listed as follows:
• An indirect VO implemented on a heterogeneous platform is proposed, which has not been published in the literature to the best of our knowledge.
• Map management, key-frame selection method, and camera pose correction model are proposed to improve estimation accuracy compared to a conventional VO.
• Under the proposed CPU/GPU heterogeneous computing architecture, the computation time required of the overall system is approximately 80 times faster than that with only a CPU when dealing with 80 features.
• Experiments conducted in indoor environments show that the proposed VO provides stable estimations compared to a conventional VO system.
II. REVIEW OF A CONVENTIONAL VISUAL ODOMETRY SYSTEM
Fig . 3 shows the flow chart of a conventional visual odometry system. First, the visual odometry system uses a vision sensor to capture images and subsequently uses a feature extraction algorithm to extract distinct and robust features from images. After that, the features are triangulated as landmarks. When the visual sensor moves to the next position, the distance of the movement is estimated using the positional relationship between the matched landmarks and the visual sensor.
The PnP algorithm assumes that k landmarks in the environment are estimated by the visual system before the camera moves. When the camera moves to the next position, n features from k landmarks are matched, where n ≤ k. The camera pose (i.e., the perspective center point) is estimated by the angles with respect to the center of perspective (CP) and the positions of those n matched landmarks. Unlike P1P and P2P, which result in infinite solutions to the camera poses, P3P only provides four solutions. As for the RANSAC algorithm, to establish valid and proper camera models, it is in charge of eliminating outliers of camera pose estimations with excessive measurement noises.
This section focuses on the core of a VO system; namely, the perspective-3-point and the RANSAC algorithms.
A. THE PERSPECTIVE-3-POINT ALGORITHM Fig. 4 shows the method to estimate the position of the perspective center point (CP), denoted as V . A, B, and C represent three known landmarks, while a, b, and c denote the distances between V and A, B, and C, respectively. θ ab , θ ac , θ bc denote the angles between V and A, B, and C, respectively. The lengths of a, b, and c can be obtained from the ray vector of points A, B, and C, while θ ab , θ ac , θ bc can be obtained according to the cosine theorem. After obtaining the distances a, b, and c, the three planes P 1 , P 2 , and P 3 are constructed by vector projection. As shown in Fig. 5 , three planes P 1 , P 2 , and P 3 intersect at point R. The length between V and R can be obtained by the VOLUME 7, 2019 FIGURE 5. Planes P 1 , P 2 , and P 3 intersect at point R.
distance a. By calculating the cross products of − → AB × − → AC and − → AC × − → AB, we can get a vector perpendicular to plane P 3 . Then, taking the unit vector perpendicular to P 3 and the length between V and R, the position of the perspective center point V in the three-dimensional space can be obtained.
The rotation matrix can be found after obtaining V . Eq. (1) describes the rotation matrix of the camera coordinate {L} relative to the world coordinate {W}. Coordinate axes can be derived according to A, B, and C, which are relative to the camera coordinate R L ABC and world coordinate R W ABC . Detailed derivations can be referred to [12] .
W is the rotation matrix of the world coordinate system {W} relative to the camera coordinate system{L}, which can be obtained by (2) as RANSAC selects the optimal camera pose as follows:
While P3P provides multiple sets of camera poses, the pose estimations are not fully reliable because of the instability of the landmarks. Therefore, RANSAC is widely used for regression analysis. In general, the accuracy of a mathematical regression model is influenced by outliers, which can be filtered out by the RANSAC algorithm. Basically, a RANSAC algorithm consists of four steps.
Step 1. Select P landmarks as a data set and randomly select n points from P as the subset S 1 , where n ≤ P. Based on the P3P algorithm, calculate the camera pose including the CP and the rotation matrix of the world coordinate system {W} relative to the camera coordinate system {L}. Note that n is 3 in this paper since P3P is used.
Step 2. Use the model derived in Step 1 to find the world coordinates for the P landmarks denoted as m i , where i ≤ P. The Euclidean distance can be calculated between and known positions of the P numbers of landmarks denoted as m i . If the Euclidean distance is less than the error threshold, the landmarks are added to another subset S * 1 . Note that S * 1 is called the consensus set of S 1 .
Step 3. Repeat the first two steps for C p 3 combinations to match all landmarks.
Step 4. The model can be finally obtained by finding the maximum number from all consensus sets S *
.

III. THE PROPOSED VO SYSTEM
Traditional visual odometry is crippled by cumulative errors [20] ; such problems usually occur because of noisy sensory observations that lead to inaccurate camera pose estimations. Therefore, high-quality inputs for a VO system (i.e. the features) is important. Hence, we propose a map management method to filter out unstable landmarks. To minimize required computation time, a key-frame selection mechanism is also proposed to distinguish key-frames among input images. In addition, a camera pose correction model is designed to reduce cumulative errors. . 6 shows the flow chart of the proposed VO system. As the camera observes an image, the SURF algorithm is in charge of detecting features. Those features are subsequently matched by LES. Then, a map management method and a key-frame selection mechanism are employed before a camera pose is estimated. After an optimal camera pose is obtained by P3P and RANSAC algorithms, the proposed camera pose correction model is used to increase estimation accuracy. Detailed descriptions of the proposed map management method, the key-frame selection mechanism, and the camera pose correction model, are described as follows:
A. THE MAP MANAGEMENT METHOD
To provide robust landmarks for estimating the camera pose, an effective map management method is proposed to filter out unstable landmarks. The method is composed of three mechanisms, including landmark updates, landmark deletions and landmark additions.
1) LANDMARK UPDATES
Before establishing landmarks and estimating camera poses in an unknown environment, the system has to investigate whether the detected features can be matched with known landmarks in the map. If so, and if the matched landmarks are also observed in previous frames, the descriptors of the corresponding features are assigned to these landmarks. This process can be regarded as ''updating'' the matched landmarks.
2) LANDMARK DELETIONS
Unstable landmarks are likely to influence estimation accuracy of the camera pose. Also, accumulated landmarks observed from previous key-frames increase computational burden. Therefore, unreliable landmarks have to be deleted. A matched landmark is regarded as stable when it appears for more than 7 times in 10 consecutive images, and it will not be deleted from images. On the other hand, a landmark is regarded as lost and will be deleted if it is mismatched for more than 35 times in 50 consecutive images.
3) LANDMARK ADDITIONS
In the proposed VO system, an image of a key-frame is divided into three areas: left, center, and right. In each area, a minimum number of landmarks is required to be triangulated from the image such that landmarks are evenly established in the environments. If matched landmarks exceed T a in any area, then the newly observed landmarks are ignored. On the other hand, additional landmarks that are newly detected will be established. The value of T a is determined by the scale of the experimental environment and the image size.
However, new landmarks should be unique and are not too concentrated in any specific areas. To avoid over-concentration of landmarks, a threshold is set to restrict the number of landmarks. A new feature is included as a landmark when its Euclidean distance to any existing landmark is greater than this threshold. In other words, features that are too similar or too close to existing landmarks are ignored in the proposed system.
B. THE KEY-FRAME SELECTION MECHANISM
In general, visual sensors have high frame rates that can be up to 20 frames per second. Since the visual sensor does not necessarily move quickly every time, each frame contains a large proportion of overlapping scenes. If the camera moves very slowly, the estimations of camera poses can be very similar. Therefore, in visual localization, a key-frame selection mechanism is required to avoid having every image captured by the camera as a key-frame.
The key-frame selection mechanism is similar to a filter. After capturing and matching the features of the current image, an image that has a high overlap rate with the previous image is filtered out. Otherwise, the image is regarded as a key-frame responsible for estimating the camera pose. In the proposed VO system, the current image is treated as a new key frame if any one of the following two rules is satisfied.
1) The number of new features in the previous image is larger than T n of current matched features. In other words, a current image that is quite different from the previous one is treated as a new frame. 2) The Euclidean distance between the ray vector of the current matched features and the ray vector of previous features is greater than a threshold T r , and the number of features that meet the threshold T r is greater than the threshold T f . The first rule refers to the scenario in which a camera visits a place with many new scenes. The second rule indicates that the camera is observing landmarks from different angles.
The above two rules show that the three thresholds T n , T r , and T f play an important role in the key-frame selection mechanism. T n and T f can be determined by the scale of the experimental environment and the size of the image resolution. T r can be determined according to the speed at which the camera moves in the environment and to the frame rate of the visual sensor used by the VO system. For instance, if a camera is moving at a low speed in a high frame rate, T r can be set slightly higher.
C. THE CAMERA POSE CORRECTION MODEL
In a VO system, correcting cumulative errors is an important issue because the further the camera moves, the larger the localization error it has. When a new landmark is created using an inaccurate camera pose, errors of other landmarks being developed later also increase explicitly.
To tackle such a problem, we propose a correction model that linearly modifies the current camera pose and subsequently builds landmarks using that pose. As shown in Fig. 7 , suppose the camera pose derived at the previous moment is x k−1 , and the landmarks created by
, where i represents the index of the landmark observed in k-1 frames. Then, the camera moves a meter forward to a pose denoted as x k . At this pose, the camera observes landmarks
should be the same at this point. However, due to cumulative errors and noisy sensory observations, the landmarks seen FIGURE 7. Landmarks observed by the previous and current camera poses. VOLUME 7, 2019 by the camera at k are somewhat offset from the landmarks matched at the previous moment. This paper uses such offsets and the previously observed landmarks L k−1 i to rectify x k . Note that this method does not consider dynamic objects. e k i is defined as the Euclidean error between two matched landmarks, as shown in (3) .
To avoid excessive errors due to mismatched landmarks or dynamic objects, we adopted the idea of successive least square approximation [30] to eliminate outliers. The steps to eliminate outliers are described as follows.
Step 1. Calculate the Euclidean distance and their direction of matched landmarks with respect to the current camera pose, and calculate the standard deviation as well as average of all landmark errors.
Step 2. If the standard deviation is greater than a threshold T e , the Euclidean distance of the error farthest from the mean is removed. Then, recalculate the standard deviation and the average until it is less than a threshold T s .
After eliminating outliers, how landmarks
can be investigated by averaging the errors of the landmarks. The amount of correction for the camera pose E is therefore defined in (4),
where γ and N are the inlier ratio and the number of matched landmarks, respectively. Because landmarks are located relative to the camera pose, a camera pose is estimated offset to the left when landmarks are observed to be offset to the right. Therefore, a minus sign should be prefixed to the amount of correction for E, and a corrected camera pose can be obtained accordingly as shown in (5).
The inlier ratio γ is determined depending on the resolution of the images and the scale of the environments. Such a greedy method tunes the inlier ratio in such a way that if the matched features are accurate enough, the value of γ has to be higher and vice versa. In other words, inlier ratio is the degree as to how the system trusts the errors between two matched landmarks. This is because if γ = 1, the value of E k in (4) assumes that Euclidean errors between all two matched landmarks are 100% reliable. However, due to noises and uncertainties, this assumption contradicts the scenario when the system performs in real-life environments. Therefore, if large error appears in (3), especially in large-scale environments and small image size, a camera pose would be incorrectly adjusted using (4) . As a result, γ has to be small in such a scenario.
IV. A PARALLEL ARCHITECTURE FOR VISUAL ODOMETRY
In the proposed VO system, the processes of SURF feature detection, LES, P3P and RANSAC are time-consuming, critically affecting the efficiency of the overall VO system. As such, we propose a parallel architecture to accelerate these algorithms using GPUs with power of parallel computing over massive data. Fig. 8 shows the flow chart of the proposed VO algorithm based on parallel computing, where functional blocks indicated by red dashed boxes are implemented on GPUs, including a ''SURF and Matching Module'' and a ''Camera Pose Estimation Module.''
A. SURF AND FEATURE MATCHING MODULE
The implementation of the SURF algorithm using GPUs in the proposed VO system employs OpenCV. As for the LES algorithm, it is time consuming because features and landmarks are matched one at a time. Consequently, it is highly dependent on the number of features detected within the current image. If p features have to be compared to q landmarks independently, the computational complexity is O (p q ). However, exactly because the matching process between features and landmarks can be performed independently, it is extremely beneficial to implement LES on GPUs.
The matching process includes two major parts. The first one is to calculate the differences of descriptors; the second one is to find the minimal difference of matched feature descriptors. Since the number of landmarks is fluctuating depending on the environment, the amount of computation time varies. To achieve a highly parallel computation, multiple blocks with multiple threads are introduced, where the number of blocks is designed based on the number of landmarks q.
The number of times a block is required for computing the matching module is therefore determined by the number of threads per block s and the multiplication of the number of features p and the dimensionality of a feature descriptor r.
That is,
where g = p * r. Note that the number of threads in each block s is determined by both the compute capability of GPU used in the system and the required computational resource used by the algorithm. The compute capability can be referred to the official recommendations of the platform. It is worth noting that, because not all the threads in each block are used for computation due to the values of r and s, the indices of all threads among all blocks are assigned and controlled globally rather than locally. Since every descriptor vector is required for deriving the differences of two matched feature descriptors, a reduction method is employed so that the computation can be performed efficiently, i.e. the computational complexity is reduced from O(n) to O(log n). An illustrative operation of a reduction method can be seen from Fig. 9 , where the summation of 8 numbers is used as an example. Take 32 dimensions of a descriptor and 8 threads in a block for example, each thread is accordingly responsible for computing the difference of descriptors 4 times, as shown in Fig. 10 . Because the reduction method frequently picks values for computation, it is therefore beneficial to employ a shared memory for storing the differences of descriptors from each thread, as shown in Fig. 10 . Therefore, the size of the shared memory corresponds to the size of threads per block. By doing so, the time used for transferring data can be accordingly reduced. As shown in Fig. 11 , in order to find the minimum among all differences of descriptors, each block is priorily in charge of determining the local minimum using its corresponding threads. Subsequently, the reduction method is used to find the global minimum among all local minimum. However, since the number of data required for deriving the global minimum has been decreased to m, using CPU for finding the global minimum in a sequential manner is actually faster than using GPU. Therefore, m local minimum are transferred from GPU to CPU for deriving the global minimum. Fig. 12 shows the modules implemented on GPUs for estimating camera poses, including P3P, RANSAC and the consensus modules. If the features match existing landmarks, they are used as inputs to the P3P module to obtain camera poses. After that, RANSAC is used to remove outliers. To get the best solution to a camera pose, the consensus module is used to find the camera model with the largest number of consensus sets. 
B. CAMERA POSE ESTIMATION MODULE
1) THE P3P AND RANSAC MODULES
Since the P3P algorithm randomly selects three matched features from an image, all possible combinations must be calculated (i.e., C n 3 combinations). As a result, the computation depends on the number of feature combinations. Hence, the more features are matched, the longer the program takes. Fortunately, the derivation of each camera model is independent of each other. Considering the advantage of using GPUs VOLUME 7, 2019 with a large number of threads, we can have the P3P and RANSAC modules implemented in parallel structures.
As shown in Fig. 13 , the traditional sequential CPU approach requires three loops for the P3P and RANSAC to estimate camera poses. Because the execution of P3P and RANSAC is independent in this three-layer loop, the three layers can be flattened such that each camera model can be derived using P3P and RANSAC algorithms in an individual and independent thread. As shown in Fig. 14 , multiple GPU threads are issued to perform P3P and RANSAC. 
2) THE CONSENSUS MODULE
By using the P3P and RANSAC algorithms, we obtain consensus sets for each camera model. Then, the consensus module is employed to find the camera model containing the most consensus sets. To implement the consensus module on GPUs, multiple blocks with multiple threads are also employed at the same time. The threads in each block are responsible for finding the local maxima of the consensus sets. To find the global maxima, the idea of multiple layers is introduced as shown in Fig. 15 , indicating that we attempt to find the maxima from the consensus sets N 0 . The required number of blocks can be derived by (7) . The global maxima can be obtained until N m = 1. To inherit the parallel characteristics of GPUs, a reduction method is integrated to find the local maximum of each block and increase computational efficiency as a result. Note that m is the size of threads per block, N i and N i+1 are defined as the number of blocks in the present and the next layer. In the consensus module, as shown in Fig. 16 , each consensus set corresponds to an index, which is used for transferring camera poses to CPU. However, transferring all the camera models, including translation and rotation matrices, to CPU creates heavy computational burden. Hence, to reduce transmission time, the corresponding camera model is directly obtained by using the index on the GPU side. Only one datum of the camera pose is transferred to CPU. As such, regardless of the combinations of P3P solutions, only 12 parameters are returned to CPU, including three parameters of the translation matrix and nine parameters of the rotation matrix. In this way, transmission time can be significantly reduced.
V. EXPERIMENTAL RESULTS
To verify the accuracy of pose estimation by the proposed approach, ground truths are used to investigate the localization errors. Performances of the GPU-implemented SURF, LES, and Camera Pose Estimation Module are also investigated by comparing with their CPU-implemented counterparts. Four sets of experiments are conducted, described as follows.
• Ground Truth Experiments (I): Investigate the accuracy of camera pose estimation by the proposed VO using a laptop and an Xtion RGBD camera in a small-scale environment. 
FIGURE 17.
Image of a scene that camera faces in the environment.
FIGURE 18.
A square with a circumference of four meters used in the experiments.
• Ground Truth Experiments (II): Investigate the performance of camera pose estimation by the proposed VO on a heterogeneous platform TX2 using a ZED stereo camera for comparison with a CPU-only approach.
• Speedup of Individual Modules: Evaluate the proposed VO on a heterogeneous platform TX2 to show the speedup of the SURF, LES matching, and camera pose estimation modules.
• Speedup of the Overall System: Evaluate the proposed VO on a heterogeneous platform TX2 to show the speedup of the overall system.
The parameters used in the experiments are described as follows. In the map management method, T a is designed as 7 and 60 in Ground Truth Experiments (I) and (II), respectively. In the key-frame selection mechanism, T n and T r are set as 0.2 and 15, respectively. As for T f , it is designed as 0.3 of the number of matched features, and the inlier ratio γ is 0.7.
A. GROUND TRUTH EXPERIMENTS (I)
The computational platform used in the experiment is an Asus laptop with an Intel I7-6700HQ CPU at 2.6 GHz, and the sensor is a Pro Live RGB-D camera. Because the Xtion RGB-D camera is only capable of providing depth images within 0.8 ∼ 3.5 meters, the experiment is therefore conducted in an indoor small-scale environment. The laptop is responsible for receiving images captured via the Xtion RGBD camera and performs the conventional VO as well as the proposed one. In the experiments, the camera always faces the same scene as shown in Fig. 17 , so that features can be easily extracted. The camera moves counterclockwise four times around a square with a circumference of four meters, as shown in Fig. 18 . Table 1 shows the average errors of pose estimations at the four corners during the first and the fourth turns. The root mean square error (RMSE) at the four corners of the four turns has been reduced to 4.065 cm using the proposed VO in comparison to 9.45 cm using the conventional VO. Moreover, the results show that when the camera moves away from the initial position, the pose estimations of a conventional VO system gradually diverge because of the accumulated errors. On the other hand, the proposed VO avoids such problems because of the map management method and the camera pose correction model. Table 1 and Fig. 19 , it is clear that the proposed VO system outperforms the traditional VO system.
B. GROUND TRUTH EXPERIMENTS (II)
To evaluate the performances of the proposed VO on a heterogeneous computing platform, we conduct the experiment in an indoor environment, where a Pioneer 3-AT mobile robot is used as shown in Fig. 20 . The robot carries a TX2, a ZED stereo camera, a router, a Udoo single board camera, and batteries, and moves along a 7-meter L-shape path (the yellow line) as shown in Fig. 21 (a) and (b) . The ZED stereo camera used in the experiment is capable of providing images of a depth ranging from 0.5 to 20 meters at 60 fps. A laptop is used to enable the TX2 via wireless connection in the beginning of the experiments, record the estimation results during the experiment, and display the estimation trajectory after the experiment is completed. The Udoo single board computer, which is also enabled by the laptop via the router, is employed for controlling the Pioneer 3-AT mobile robot. A marker is positioned on the tail of the robot so that as the robot moves, its actual trajectory is drawn on the floor.
In Fig. 21 (a) and (b) , the stars shown on the path represent nine anchor points where estimation errors are investigated as the robot moves. Each anchor point is 1 meter from the neighboring points. Note that there are two anchor points, D and D 1 , at the turning point because the orientations and the positions of the robot at those two points are not identical. Moreover, the turning point provides a scenario for a pure-rotation estimation, which poses a huge challenge to track features on the image in real-time and estimate the camera pose subsequently. To verify the performances of the CPU/GPU heterogeneous implementation of the proposed VO, comparisons are made with its counterpart using only a CPU. Note that the CPU used in the experiment refers to the one on the TX2 for fair comparisons. The robot moves at two constant velocities including 6.7 cm/s and 20 cm/s to challenge the capabilities of real-time operations. Fig. 22 and Fig. 23 respectively present the experimental results at two different velocities. Since the CPU does not perform efficiently, it is easy to get lost when new features are observed before the previous camera pose is estimated. As a result, the current pose cannot be reliably estimated. This problem is even worse when the velocity is 20 cm/s. Fig. 23 (a) shows the estimation diverges before the experiment is completed using only a CPU. On the other hand, the heterogeneous computing allows the system to perform efficiently so that the camera poses are satisfactorily estimated. Note that it is particularly obvious to see the reliability at the turning point because the pure rotation scenario makes the system difficult to track features in real-time due to heavy computational burden. Hence, implementing on the CPU/GPU heterogeneous computing platform, the proposed VO is capable of estimating the camera pose effectively and efficiently. Table 2 to Table 5 show the average translational and rotational estimation errors for the implementations on CPU and CPU/GPU of the TX2 platform. The errors are presented as the form of mean ± standard deviation. As can be seen from the tables, the proposed VO running on the CPU/GPU heterogeneous computing platform at both velocities are superior because features can be extracted and matched in real-time, allowing the camera pose to be correctly and accurately estimated. 
C. SPEEDUP OF INDIVIDUAL MODULES
Apart from the camera pose estimation, the performances of the heterogeneous computing architecture are also evaluated, including the amount of time used by the CPU and the GPU performing an OpenCV version of the SURF algorithm and the modules introduced in Section IV. Table 6 compares the performances of SURF with four different image sizes, including 320×240, 640×480, 1920× 1080, and 3840 × 2160 pixels. The table shows that the GPU can perform 1.8 times faster than its CPU counterpart when the image size is 640×480 pixels. However, it is worth noting that the speedup of the GPU does not accelerate as the image size increases, because the usage of resources in GPU has reached the limit. Regarding the matching module, computational efficiency varies among GPUs due to the different requirements for VOLUME 7, 2019 hardware resources, such as the number of streaming processors, the size of shared memory, and the configuration of threads per block. The experimental platform we use to evaluate the proposed system is NVIDIA TX2, which has 32 warps. According to the official recommendations [31] , the number of threads per block can be designed as the factor or multiple of the number of warps. Moreover, resource-consuming algorithms also affect the performance. Therefore, we conducted as many tests as possible to find the best configuration. Table 7 and Table 8 respectively show the performances of the heterogeneous implementation of the matching module and the Camera Pose Estimation module using different numbers of threads per block. The number of features and the number of matched features used for estimating the camera pose in Table 7 and Table 8 are in accordance with the scale of the experimental environments. As can be seen from the two tables, a block with 32 threads requires the least time in the matching module, while a block with 128 threads is the most preferable choice for the Camera Pose Estimation module. Consequently, these two configurations are used in our experiments.
To compare the efficiency of the heterogeneous implementation performing different sizes of data, the value of the Hessian threshold of the SURF algorithm is adjusted to generate various sets of features in different numbers, i.e., fewer features are detected with lower Hessian thresholds. Table 9 shows the performance improvements of heterogeneous computing (CPU/GPU) over CPU. When the number of landmarks to be matched exceeds 10,000, the proposed parallel method can be 18 times faster than a CPU implementation, as shown in Table 9 . Table 10 shows the computational efficiency of modules for estimating camera poses. Computation time increases as the number of features n increases. The traditional sequential approach requires more time as the number of features increases. On the other hand, if 200 features are required for estimating the camera pose, the proposed approach can accelerate up to 400 times faster than the conventional sequential approach.
D. SPEEDUP OF THE OVERALL SYSTEM
To analyze the overall performance of the heterogeneous architecture and the CPU, various sets of features in different numbers are used for the P3P algorithm. Table 11 shows the experimental results. To find camera poses using P3P, we took a number of features, ranging from 20 to 80, out of a total of 80 features. In a heterogeneous computing architecture, more features lead to significant speedups, and it can be up to 80 times faster compared to conventional sequential approaches. Based on the proposed method, the heterogeneous computing architecture not only reduces computation time but also improves the accuracy of pose estimation.
In the proposed heterogeneous architecture, SURF, feature matching, and camera pose estimation are implemented using GPUs, with SURF accounting for the majority of time used. In other words, SURF dominates the overall system performance as shown in Fig. 24 . 
VI. CONCLUSION
This paper proposes a novel parallel indirect VO system, incorporating the parallelism of SURF, LES, P3P and RANSAC. In addition, we also design a map management method and a key-frame selection mechanism to provide stable landmarks as well as to filter out similar images. Furthermore, a camera correction model is proposed to reduce cumulative errors, hence improving the estimation accuracy. Finally, we implement the proposed indirect VO on a CPU/GPU heterogeneous parallel computing platform. Experimental results have shown that, compared to a conventional VO, the proposed indirect VO system is approximately 80 times faster when 80 matched features appear in the environment. CHIANG-HENG CHIEN received the B.S. and M.S. degrees in electrical engineering from National Taiwan Normal University, Taipei, Taiwan, in 2015 and 2017, respectively, where he is currently a Postgraduate Research Assistant with the Computational Intelligence Laboratory and is involved in the FPGA design of a visual SLAM algorithm. He has been studying the problems of robot localization, evolutionary computation, and SLAM for more than four years. His expertise includes premature convergence problems in robot localization and visual SLAM algorithms.
