Skyline processing, an established preference evaluation technique, aims at discovering the best objects, i.e. those that are not dominated by any other objects, in satisfying the user's preferences. Most of the skyline approaches are limited to a single user query. However, in real world scenario, due to the advancement of technology, adhoc meetings are becoming more and more common. Thus, it is necessary to consider the preferences of a group of users, when they intend to meet while they are on the move. While there are studies that consider the preferences of a group of users, the skyline objects derived by their solutions are noncontinuous as they did not take into consideration the movements of the users, i.e. the current locations. Therefore, in this study we present our proposed framework which aims at deriving skylines for a group of users while they are moving (i.e. mobile users) towards an undecided meeting point. The skylines which are the objects recommended to be visited by the group of mobile users are derived by analysing the locations of the mobile users, i.e. spatial attributes, as well as the spatial and non-spatial attributes of the objects. Since these users are moving, thus the skylines are continuously derived. Several experiments have been conducted and the results show that our proposed framework outperforms the previous work with respect to CPU time.
Introduction
Skyline query processing has always been an important technique in satisfying user's preferences. It discovers the best objects among all possible objects by identifying the objects that are not dominated by any other objects. Although there is a considerable amount of works in skyline processing, most of them are limited to a single user query [2, 4, 8] . Today's advancement of technology shows that adhoc meetings are becoming more and more common. Thus, it is necessary to consider the preferences of a group of users, when they intend to meet while they are on the move.
The following scenario simulates a sample of situation that is considered in this paper. Assume there are several mobile users who are not close to each other but would like to meet. There are many places of interest that they can choose. However, several criteria need to be considered before they can decide on the place to visit. These criteria include the location of the place, e.g. how far it is from the location of each user (spatial attribute), the opening hour, food, ticket price, rating, facilities provided, etc (non-spatial attributes). Therefore, recommending a place to visit to these users is not a straightforward task as there are many criteria that need to be considered. A place which is near to the users might not be a place that meets all the users' preferences. While a place which provides facilities that meet most of the users' preferences might be located far away from these users. Thus, it is essential to have a method that could find an object that dominates other objects with respect to both the spatial (location) and non-spatial attributes of the objects that best suits the preferences of a group of users. The task gets more challenging when these users are moving while deciding on the place to visit. A place of interest that was initially in the top list of the users might no longer be the place of interest once the users have moved from the location. To the best of our knowledge the works [9, 11, 12] applied skyline queries over a group of users, however the skyline objects derived by their solutions are noncontinuous as they did not take into consideration the movements of the users.
Motivated by the above example, we propose a framework which aims at deriving skylines for a group of users while they are moving (i.e. mobile users) towards an undecided meeting point. The skylines, which are the objects recommended to be visited by the group of mobile users, are derived by analysing the locations Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s).
iiWAS '18, November 19-21, 2018 of the mobile users, i.e. spatial attributes, as well as the spatial and non-spatial attributes of the objects. Our framework is not only able to continuously recommend the object(s) of interest due to the changes of the users' locations but to make the recommendation in advance before the users have actually arrived at the location. This paper is organised as follows: Section 2 introduces the notations and deliberates the terms that are frequently used throughout this paper. It also presents the problem tackled in this paper. This is followed by Section 3 which presents our proposed framework and the steps to be performed in order to achieve the main aim of the work. Section 4 discusses the results achieved by our proposed framework while Section 5 presents the related works. The last section, Section 6 gives the summary of the paper.
Preliminaries
This section elaborates the concepts that are related to the work presented in this paper. It also defines the terms and introduces the notations used throughout the paper. Towards the end of this section, we formulate the problem tackled in this paper.
Consider a dataset D = <U, O>, where U = {u1, u2, u3, …, un} is a list of n users and O = {o1, o2, o3, …, om} is a list of m objects. Each user, ui ∈ U, is associated with a spatial attribute which represents the location of the user ui at time, t. This is denoted as ui(xi, yi). Throughout this paper, the notation to is associated with the old state of the user while the notation tn is associated with the new state of the user. However, in cases where the time can either be to or tn, then the notation t is used instead. As the user is moving, his location at time tn is different from his previous location at time to, where to < tn. In our work the initial location of a user, ui, is assumed given while his subsequent locations are predicted using the dynamic motion formula in [3] . Each object, oj ∈ O, is associated with a spatial attribute (location), AS, and several other non-spatial attributes, AN. The location of an object oj ∈ O is denoted as oj(xj, yj). As we assume that each object oj ∈ O is static, thus the location of the object is fixed regardless of the changes in time, i.e. (xj, yj). The following definitions define the notion of dominance in our work. 
Definition 2: Spatial Dominance Given two objects oi and oj ∈ O with a spatial attribute, AS, oi is said to spatially dominate oj (denoted by oi ≺s oj) if and only if for every user uk ∈ U, the distance between oi and uk is no worse than the distance between oj and uk. This is formally written as follows: Based on the above definitions, we now formulate the problem that is tackled in this paper.
Problem Formulation
Given a dataset D = <U, O>, where U = {u1, u2, u3, …, un} is a list of n users and O = {o1, o2, o3, …, om} is a list of m objects. Each user, ui ∈ U, is associated with a spatial attribute which represents the location of the user ui at time, to. While, each object, oj ∈ O, is associated with a spatial attribute (location), AS, and several other non-spatial attributes, AN. Find the skylines for a given group of mobile users, U, at time tn where tn > to.
The following sample of data will be used throughout the paper to clarify the steps proposed in this work. Table 1 presents the spatial attribute (Location) of the users while Table 2 presents the spatial (Location) and non-spatial (Rate, Fee) attributes of the objects. For the non-spatial attributes, we assume higher rate and lower fee are preferable. 
The Proposed Framework
This section elaborates the framework, SGMU, which we have proposed in order to solve the problem defined in Section 2. The framework is presented in Figure 1 . It consists of five main steps that are: (1) Identify the centroid, (2) Predict the location of a mobile user, (3) Construct a search region, (4) Construct a Kd-tree, and (5) Derive the skylines. Steps (2) till (5) are repeated for each time interval. However, in every iteration, the results of the previous cycle are used. In this paper, we will show the results when t = t10 (i.e. 10 seconds) and when t = t20 (i.e. 20 seconds). Each of these steps is elaborated in the following subsections.
Figure 1:
The Proposed Framework, SGMU
Identify the Centroid
When a group of users decided to meet, there must be a point to guide the direction of their movements. In our work, we assume that the group of users will move towards a point that has the tendency to be a centre based on the users' locations. This point is called centroid and is denoted as C(xC, yC). The centroid C is determined using the following formula:
where xi is the x coordinate of user ui location, yi is the y coordinate of user ui location, xC is the average of the x coordinates of all users, and yC is the average of the y coordinates of all users. Based on the example given in Table 1 , the centroid is C(3.2, 4.1).
Predict the Location of a Mobile User
The aim of this step is to predict the location of a mobile user while he is moving. This is achieved by utilising the dynamic motion formula [3] . The location of a mobile user changes every second. Here, we assume that each user is moving in a steady speed v towards the centroid. The main idea of this step is to discard the objects that are initially the candidates of skyline objects based on the initial location of the user, which might no longer be the possible candidates due to the new location of the mobile user.
Given a user, ui, with the location (xui, yui) moving towards the centroid C, with the location (xC, yC). At time tn, the new location of ui is (xu'i, yu'i). In order to find the values of xu'i and yu'i, we calculate the following: (1) the displacement Ruic, (2) the cosine θ and sine θ, and (3) the displacement R t ui [3] . Figure 2 presents an overview of the parameters involved in calculating the new locations of a user. Due to limited number of pages, the details of these calculations are omitted here. Interested readers may refer to [3] . Based on the example given in Table 1, Table 3 and Table 4 show the predicted locations for the users, u1, u2, and u3 at t10 and t20, respectively.
Figure. 2:
An overview of the parameters involved in calculating the new locations of a user Note: 
Construct a Search Region
The aim of constructing a search region is to limit the searching space to those spaces in which possible candidate skylines (objects) are located. Since we are interested with a group of users, thus the searching space should include the regions of interest of all users. This is achieved by: (1) identifying the search region for each user, Sui, and (ii) identifying the search region given a group of users, SG.
Identify the search region for each user, Sui -Since the centroid C which is identified in the previous step does not necessarily contain an object, thus the nearest object, on, to the centroid will have to be determined. The nearest object is an object with the shortest Euclidean distance from the centroid, i.e. {on | on ∈ O ˄ ∀oi ∈ O -{on}: Ed(C, on) < Ed(C, oi)} where Ed is the Euclidean distance function. The search region for a user, ui, denoted as Sui, is the area bounded by a circle with radius Ruion. The radius Ruion of Sui is determined by a straight line from ui to on, i.e. a straight line from (xi, yi) to (xon, yon). However, the nearest object on can also be at point C, i.e. on(xon, yon) = C(xC, yC). Based on the example given in Table 1 , the nearest object is o7 (3.1, 4 ). An example of a search region is as shown in Figure 3 . 
Construct a Kd Tree
To optimise the searching space the objects in the space must be organised in such a way that uninteresting objects can be filtered. In our work, Kd tree [1] is used to organise the objects in the space. The steps taken in constructing a Kd tree are: (1) identify the general region of a group of users, (2) construct a Minimum Bounding Rectangle (MBR) based on the general region identified in step (1), and (3) build a Kd tree based on the MBR constructed in step (2) . These steps are further clarified in the following paragraphs.
Identify the general region of a group of users -In order to construct the Kd tree a region must be defined. The objects that fall within the region will be inserted into the Kd tree. Here, the region is called general region, GR, and it is determined by: (1) identifying the farthest user, uf, from the nearest object on, i.e. {uf | uf ∈ U ˄ ∀uj ∈ U -{uf}: Ed(C, uf) > Ed(C, uj)}, (2) identifying the radius of the general region RGR by multiplying the radius Rufon with 2 where Rufon is a straight line from uf to on, i.e. a straight line from (xf, yf) to (xon, yon), and (3) constructing a circle which represents the general region GR with RGR as the radius and on as the center point. An example of a general region, GR, for two users, ui and uj, is given in Figure 3 .
Construct a Minimum Bounding Rectangle (MBR) based on
the general region -Before the Kd tree can be constructed a Minimum Bounding Rectangle (MBR) is identified. The MBR in our work is the minimum rectangle that contains the general region GR where the diameter of GR is the length and the width of the rectangle. We called this Single Minimum Bounding Rectangle (SMBR). Figure 4 (a) shows the SMBR based on the example given in Table 1 and Table 2 . The outer rectangle depicts the SMBR at t0 while the inner rectangle depicts the SMBR at t20.
(a) (b) Figure 4 : (a) The SMBR based on the examples given in Table 1 and Table 2 (b) The Kd tree for objects which fall within SMBR at t0
Build a Kd tree based on the MBR -Once the MBR has been identified, a Kd tree is constructed in which objects that fall within the boundary of the MBR are inserted into the Kd tree. Figure 4 (b) shows the Kd tree constructed based on the SMBR of Figure 4 (a) at t0.
The Kd tree is traversed to identify the objects that fall within the search region of the group of users. In general, any objects that fall within the search region of an individual user are the interesting objects to the group of users. In order to achieve this, the following steps are performed:
(1) Traverse the Kd tree in a depth first traversal manner.
(2) For each visited object in the Kd tree, oi, if the object falls within the region of any search region of an individual user, Suj, then the object is considered as one of the interesting objects for the group of users. We have identified 3 possible cases based on the location of an object and its relevance position to a search region. These cases are as follows:
(a) The object is outside the search region of an individual user, Suj. Here, if the Euclidean distance between the object oi and the user uj is greater than the radius of the search region, Ruj, then oi is said to be outside the boundary of Suj. This condition is written as Ed(oi, uj) > Ruj.
(b) The object falls within the search region of an individual user, Suj. Here, if the Euclidean distance between the object oi and the user uj is less than the radius of the search region, Ruj, then oi is said to be within the boundary of Suj. This condition is written as Ed(oi, uj) < Ruj.
(c) The object intersects with the boundary of a search region of an individual user, Suj. Here, if the Euclidean distance between the object oi and the user uj is equal to the radius of the search region, Ruj, then oi is said to intersect with the boundary of Suj. This condition is written as Ed(oi, uj) = Ruj. The objects that satisfy cases (b) or (c) are the interesting objects to the group of users. We use the notation Ltn (where tn indicates at n seconds) to denote this set of objects, while objects that satisfy case (a) are the uninteresting objects.
Derive the Skylines
This step aims at identifying the skylines that meet the preferences of the group of users at time tn. Given the list Ltn derived from the previous step, each object in the list is compared to each other; the object that is not dominated by any other objects is listed as the skylines at time tn. Since an object has two types of attributes, i.e. spatial and non-spatial, thus the dominance relation is performed on both. Three steps are performed, namely: (1) perform the dominance relation based on the objects' spatial attributes, (2) perform the dominance relation based on the objects' non-spatial attributes, and (3) derive the final skylines.
Perform the dominance relation based on the objects' spatial attributes -Based on the list Ltn produced in the previous step, this step calculates the distance between each object and each user as well as the sum of the distances. Examples are shown in Table 5 for t10 and Table 6 for t20, respectively. The dominance relation is then performed between the objects. Referring to the definition given in Definition 2, an object spatially dominates the other objects if for each user, the distance between the object and the user is no worse than the other objects. The sequence of comparisons between these objects is based on the lowest value of Sum Distance. Based on Table 5 , o7 is the first object selected which is then followed by o2. Here, o7 ≺ s o3, while none of the other objects dominates each other. Hence, by performing the dominance relation over the list Lt10, the set of spatial skylines produced at t10 is Sky-st10 = {o2, o5, o6, o7, o11, o13} . While, the set of spatial skylines produced at t20 over the list Lt20 is Sky-st20 = {o5, o7, o11, o13}. Perform the dominance relation based on the objects' nonspatial attributes -This step performs the traditional skyline processing towards the list Ltn based on the non-spatial attributes of the objects. Referring to the Definition 1, the object that nonspatially dominates the other objects, given the list Lt10 in Table 5 is Sky-nst10 = {o7}. Here, o7 ≺ ns o2, o7 ≺ ns o3, o7 ≺ ns o5, o7 ≺ ns o6, o7 ≺ ns o11, and o7 ≺ ns o13. However, by considering only the nonspatial attributes, object o8 should also be considered as one of the non-spatial skylines as it is not dominated by any other objects although it is not in the list Lt10, thus our non-spatial skylines at this stage is Sky-nst10 = {o7, o8}. While, given the list Lt20 in Table  6 , the Sky-nst20 = {o7, o8}.
Derive the final skylines -This is the final step that combines the results produced in Step 1 and Step 2 above. Based on Definition 3, the final skyline at time tn is given by, Skytn = Sky-stn ∪ Sky-nstn. Thus, the final skylines at t10, Skyt10 = {o2, o5, o6, o7, o8, o11, o13} and at t20, Skyt20 = {o5, o7, o8, o11, o13}.
Performance Evaluation
In this section, we present the results of the experiments that we have conducted. The experiments are conducted on a PC with Intel core™ i7 processor, 2.50 GHz CPU, 16G main memory, and 900G hard disk. We used both real and synthetic datasets. The density in synthetic dataset and real dataset of TIGER database is based on the number of points that falls into one square unit in normal. We compare our proposed framework, SGMU, to the solution proposed in [9] , VR algorithm, as it is the latest work that focuses on computing skylines for a group of users. Moreover, it is shown that the VR algorithm [9] is better than the algorithms proposed in [11] and [12] . We ran our proposed framework, SGMU, and VR algorithm [9] using randomly selected user points and objects in each dataset. Each dataset contains a spatial attribute and two non-spatial attributes. For VR algorithm [9] , the steps of the algorithm are repeated for each new set of locations. Figure 5 presents the CPU time of our proposed framework and VR algorithm for synthetic dataset (a) and real dataset (b) where the number of users is varied from 4 till 32 while the number of objects is fixed to 100 and 50000, respectively. It is observed that when the number of users increases, the CPU time also increases. However, our proposed framework outperforms the VR algorithm in the range of 35% to 37% and 36% for the synthetic and real datasets, respectively. Figure 6 presents the CPU time of our proposed framework and VR algorithm for synthetic dataset (a) and real dataset (b) where the number of users is fixed to 15 and 20, respectively, while the number of objects is varied from 10 till 100 for the synthetic dataset and 10000 to 50000 for the real dataset. It is observed that when the number of objects increases, the CPU time also increases. However, our proposed framework outperforms the VR algorithm in the range of 38% to 42% and 35% to 38% for the synthetic and real datasets, respectively.
(a) (b) Figure 6 : CPU time varying number of objects over (a) synthetic dataset and (b) real datase Figure 7 presents the CPU time of our proposed framework and VR algorithm for synthetic dataset (a) and real dataset (b) where the number of users is fixed to 15 and 20, respectively, the number of objects is fixed to 100 and 50000, respectively, while the time tn = 10, 20, 30, and 40 seconds for both datasets. It is observed that when the time increases, the CPU time decreases. However, our proposed framework outperforms the VR algorithm in the range of 36% to 44% and 35% to 47% for the synthetic and real datasets, respectively. From these experiments, we can conclude that our proposed framework needs less CPU time as compared to VR, even when the number of users, the number of objects, and time are increased.
Related Work
Skyline query was proposed for the traditional processing system in 1975 [7] . Since then several algorithms have been proposed based on the skyline preference technique such as BlockNested-Loop (BNL) [6] , Divide-and-Conquer (DC) [5] , Linear Elimination Sort for Skyline (LESS) [2] , Branch-Bound-Skyline (BBS) [10] , SkyCube [2] , and Sort and Limit Skyline algorithm (SaLSa) [1] but these algorithms are specifically created to cater only a single user query. To the best of our knowledge the only works that contribute to skyline queries for a group of users are the works done by [9] , [11] , and [12] .
Two algorithms, B 2 S 2 and VS 2 , were proposed by [12] for processing spatial skyline query for a group of users. The B 2 S 2 algorithm utilises the R-tree while the VS 2 algorithm utilises the Voronoi diagram. Both algorithms are performed on static user points. Later, [11] proposed VCS 2 , an enhancement of B 2 S 2 and VS 2 , which aims at processing skyline query by taking into consideration the movements of the users. However, VCS 2 only calculates the last location of the users and does not consider the changes of locations in computing the skylines.
In [9] , the authors proposed an algorithm, VR (Voronoi and Rtree), to find spatial skyline for a group of user points. In their work, the user points and objects are considered static. Two data structures, R-tree and Voronoi, used in [11] are further utilised in this work [9] . Both the spatial and non-spatial attributes of the objects are analysed to find the skyline.
Although [9, 11, 12] considered the spatial attributes of the group of users in determining the skylines, their solutions are noncontinuous as they did not take into consideration the movements of the users.
Conclusion
This paper presents our proposed framework, SGMU, which continuously derives skylines for a group of mobile users. This is crucial as adhoc meetings in today's advancement technology are inevitable and providing interesting objects for such scenario is vital. In this paper, we show step-by-step the derivation of the skyline points. We also show that our proposed framework achieved better performance compared to [9] with respect to CPU time. As a future work, we attempt to enhance our framework to identify skylines not only based on the spatial and non-spatial attributes of an object but also the closeness of the object to other interesting objects in the area. This would give more benefit to the users, since they might want to visit a place where there are several interesting objects nearby to visit.
