Abstract. Let f(t) = h(t)ebt be a function of critical growth. Under a suitable assumption on h , we prove that
Introduction
Let B(R) denote the ball of radius R in R2 with center at zero. Let f(t) -h(t)ebt be a function of critical growth (see Adimurthi-Yadava [1] ). Consider the following problem (-Au = f(u) in B(R), [ ' ' \ u = 0 on dB(R).
If / satisfies the following condition ".>-, ,-log MO (1.2) hm-^-^co, t-»oo t then (1.1) admits an infinite number of radial solutions which change sign (see ).
In this note we show that the condition (1.2) is optimal for existence of infinitely many radial solutions which change sign by proving the following: Theorem 1. Let f(t) = t\t\meb,2+^", m>0, b > 0 and 0 < ß < 1. Then for every ß there exists R(ß) > 0 such that for 0 < R < R^ , the problem i-Au = f(u) inB(R), [ ' ' I w = 0 ondB(R),
does not admit any radial solution which changes sign.
If 1 < ß < 2, then f satisfies (1.2) and hence (1.2) is optimal.
In this connection similar results are available for critical exponent problems in R", n > 3. There the dimension plays a role in the case of existence (see Cerami-Solomini-Struwe [5] ) and nonexistence (see Atkinson-Brezis-Peletier [4] ) of radial solutions which change sign.
Proof of Theorem 1
Since we are looking for radial solutions, (1.3) becomes -(«" + \u') = f(u) in(0,R), 1 w'(0) = u(R) = 0 By studying the following initial value problem we will prove the nonexistence of nodal solutions of (2.1) as in Atkinson-Brezis-Peletier [4] ' -(u" + \u') = f(u), In order to prove Claim 1, make the standard substitution (as in AtkinsonPeletier [2] ) by r = 2e~'/2 and u(r) = y(t), then (2.2) becomes f -/' = e~'f(y), (2.5) \y(o0) = y, Let y(t, y) be the corresponding solution and Tk(y) the kth zero of y(t, y). and choose t0(ß) > 0 such that for t > t0(ß),
From (2.8) ', we can choose a yx > yn such that for all y > yx,
Hence from (2.10), (2.11) and (2.12) for all t > t0(ß), t e [T2(y), Tx(y)], 7 > Y\ , we have 
for some n such that G-2Ô + 0(e~5) < G(n) < G.
Now from (2.22) it follows that there exists a constant Ci > 0 such that Cxy < n <y . Therefore from (3.18) and (3.14) we have Let (//, be a solution of (n¡) and P, the first zero of ^,. Then we claim that (3.32) P2<Pi-Suppose not, then Pi < P2 and let W(t) = W\W2 ~ ViV[-Then W'(t) -W\¥ie~'{P\ -P2) and hence integrating W'(t) from P2 to 00, we have y»oo -V\(T2)V/2(T2) = / <j/xy/2e-'(px-p2)dt>0 JT2 which is a contradiction. This proves (3.32). Now for every e > 0, there exists a ô > 0 such that for 0 < y < ô , (3.33) ( 1 -e)f'(0) < f(y)/y < (I + e)f'(0), Let 0 < y < ô and by taking p2 = (l-e)f(0), Pt = ^p-, W2(t) = (p{t + log^-^j, we obtain from (3.32) and (3.33), (3.34) P + log(l -e) < T(y). Similarly by takinĝ i = (l+e)/(0), y/x =tp(t +log-¡-¡-A , p2 f(y) we obtain (3.35) P(y)<P + log(l+e).
Since e is arbitrary, from (3.34) and (3.35) we obtain linij,_o T(y) = T. This proves (3.29).
