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Resumo 
 
O Brasil tem aproximadamente 45,6 milhões de pessoas com algum tipo de 
deficiência, o que representa 23,9% da população brasileira e deste universo, 9,71 milhões de 
brasileiros se declarou com algum tipo de deficiência auditiva. As pessoas com deficiência 
auditiva possuem técnicas que permitem o entendimento das palavras e até mesmo a 
conversação através da língua dos sinais, conhecido também como Libras. O ato ou gesto para 
captar a atenção do Deficiente Auditivo, DA, para iniciar a comunicação é atualmente uma 
barreira no processo, sendo necessário ter uma comunicação visual direta e até mesmo 
aproximação e contato físico para captar a atenção do deficiente auditivo. O conceito da 
Tecnologia Assistiva, também conhecida como TA, tem um papel fundamental na vida e 
socialização das pessoas com algum tipo de deficiência, e este trabalho teve a proposta de 
criar um dispositivo que utiliza esse conceito. Neste trabalho foi projetado e desenvolvido um 
sistema que utiliza a tecnologia de reconhecimento de voz em um dispositivo móvel, 
independente do locutor e de palavras isoladas, que é capaz de gerar um alerta vibratório para 
o deficiente auditivo, quando uma das palavras, previamente registradas no dicionário do 
sistema, for falada por uma terceira pessoa e identificada. A partir dos testes realizados 
conclui-se que o permite captar a atenção do DA, propiciando ter a percepção de que alguém 
ou algum evento externo tem o objetivo de iniciar uma interação com ele, atuando como um 
facilitador na interface entre ele e a pessoa ouvinte ou outro evento externo. 
 
 
Palavras-chave: TAADA, Surdo, Chamar a atenção, Captar a atenção, Deficiente 
Auditivo, Reconhecimento de voz, Tecnologia Assistiva. 
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Abstract    
 
 Brazil has approximately 45.6 million people with a disability, representing 
23.9 % of the population and this universe , 9.71 million Brazilians declared with some kind 
of hearing impairment . People with hearing disabilities have techniques that allow the 
understanding of words and even talk through sign language, also known as Pounds . The act 
or gesture to capture the attention of the Hearing Impaired , DA, to initiate communication is 
currently a barrier in the process , it is necessary to have a direct visual communication and 
even closeness and physical contact to capture the attention of the hearing impaired . The 
concept of Assistive Technology,, has a fundamental role in life and socialization of people 
with a disability , and this work was the proposal to create a device that uses this concept . 
This work was designed and developed , independent of the speaker and isolated words a 
system that uses the technology of speech recognition on a mobile device , which is capable of 
generating a vibration alert for the hearing impaired , when one of the words previously 
recorded in system dictionary , is spoken by a third person and identified . It was concluded 
from the tests that it is possible to get the attention of a deaf, acting as a facilitator from a 
hearing person or other external event. 
 
Keywords: TAADA, Deaf, Grabbing Attention, Hearing Impaired, Speech Recognition, 
Assistive Technology. 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 x 
 
 
Lista de Figuras 
 
Figura 1 : Representação de um aviso informando que a pessoa é surda e necessite 
de interação especial para chamar a sua atenção............................................................. 7 
Figura 2 - Despertador Travesseiro. .................................................................................. 14 
Figura 3: Benchmark da DARPA – Sistemas de Reconhecimento de Voz. ............... 16 
Figura 4 : Marcos no sistema de reconhecimento de voz.............................................. 17 
Figura 5 - Diagrama físico e lógico do sistema desenvolvido. ...................................... 22 
Figura 6 : Modelo de dicionário utilizado nos testes iniciais. ......................................... 25 
Figura 7 : Estrutura de arquivos após conversão na ferramenta LMTOOL. ............... 25 
Figura 8 - Estrutura interna do arquivo de dicionários. ................................................... 26 
Figura 9 - Sistema pocketsphinx sendo inicializado. ...................................................... 27 
Figura 10 - Sistema pocketsphinx pronto para receber comandos de voz. ................ 27 
Figura 11 - Sistema pocketsphinx processando o reconhecimento de voz. ............... 28 
Figura 12 - Reconhecimento da palavra Rangel após fala do orador.......................... 28 
Figura 13 - : Reconhecimento da palavra Marcelo após fala do orador ...................... 28 
Figura 14 - Reconhecimento da palavra Unicamp após fala do orador. ..................... 29 
Figura 15 : Ícone do sistema TAADA. ............................................................................... 31 
Figura 16 : Tela de apresentação ao iniciar o sistema.. ................................................. 31 
Figura 17 : Tela do sistema em situação pronta para utilização................................... 32 
Figura 18 : Tela para entrar no sistema de configuração do sistema TAADA............ 32 
Figura 19 : Tela 1 de configuração e itens disponíveis para alteração........................ 33 
Figura 20 : Tela 2 de configuração e itens disponíveis para alteração........................ 33 
Figura 21 : Tela de escolha do sobrenome. ..................................................................... 34 
Figura 22 : Tela de saída do sistema de reconhecimento. ............................................ 35 
Figura 23 : Tela de configuração da cor do flash. ........................................................... 36 
Figura 24 : Tempo de configuração do efeito Fade.. ...................................................... 36 
Figura 25 : Tempo de configuração do efeito Vibra. ....................................................... 37 
Figura 26 : Tela de configuração de pause no vibra....................................................... 37 
Figura 27 : Tela de configuração da repetição do flash e vibra. ................................... 38 
Figura 28 : Tela com opção de habilitar e desabilitar o uso do Flash. ......................... 38 
Figura 29 : Tela com opção de habilitar e desabilitar o uso do Vibrador. ................... 38 
 xi 
 
 
Figura 30 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra 
Ana. ......................................................................................................................................... 52 
Figura 31 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra 
Renata .................................................................................................................................... 52 
Figura 32 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra 
Francisco. ............................................................................................................................... 53 
Figura 33 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra 
Marcelo Rangel. .................................................................................................................... 53 
Figura 34 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra 
Ana Renata. ........................................................................................................................... 53 
Figura 35 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra 
Ana Maria. .............................................................................................................................. 54 
Figura 36 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra 
Peter........................................................................................................................................ 54 
Figura 37 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra 
Robert. .................................................................................................................................... 55 
Figura 38 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra 
Oswald. ................................................................................................................................... 55 
Figura 39 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra 
Paul Norris. ............................................................................................................................ 55 
Figura 40 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra 
David Albert ........................................................................................................................... 56 
Figura 41 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra 
Johm Peter. ............................................................................................................................ 56 
Figura 42 - Gráfico Geral de Colunas - Visualização da concentração de acertos 
para todas as palavras testadas em Notebook e Smartphone. .................................... 57 
Figura 43 - Gráfico Geral - Testes com o Notebook. ...................................................... 57 
Figura 44 - Gráfico Geral - Testes com o Smartphone. ................................................. 58 
Figura 45 - Pôster Premiado no V Workshop de Pós-Graduação de 2013 -FT-
Unicamp. ................................................................................................................................ 80 
 
 xii 
 
 
Lista de Tabelas 
 
 
Tabela 1: Métodos e dependências para captar a atenção de um surdo ...................... 7 
Tabela 2 : Características de hardware do Smartphone usado em testes. ................ 41 
Tabela 3 : Características de hardware do Notebook usado em testes. ..................... 41 
Tabela 4 - Nomes e Sobrenomes Definidos para Testes. ............................................. 44 
Tabela 5 - Resultados de Testes em 0,5m para Hardwares Diferentes. ..................... 46 
Tabela 6 -  Resultados de Testes em 1m para Hardwares Diferentes. ....................... 47 
Tabela 7 - Resultados de Testes em 2m para Hardwares Diferentes. ........................ 48 
Tabela 8 -Resultados de Testes em 3m para Hardwares Diferentes. ......................... 49 
Tabela 9 - Resultados de Testes em 4m para Hardwares Diferentes. ........................ 50 
Tabela 10 - Resultados de Testes em 5m para Hardwares Diferentes. ...................... 51 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 xiii 
 
 
Lista de Abreviaturas e Siglas 
Abreviações 
Art: Artigo 
dB: Decibel ou Decibels 
DC: Direct Current 
GHz: Gigahertz 
Hz: Hertz 
kHz: Kilohertz 
Tx: Taxa 
Siglas 
AUDREY: Automatic Digit Recognizer 
Bits: Binary Digits 
CAA: Comunicação Aumentativa e Alternativa 
CAT: Comitê de Ajudas Técnicas 
CMU: Carnegie Mellon University 
CNRTA: Centro Nacional de Referência em Tecnologia Assistiva 
DA: Deficiente Auditivo 
DARPA: Defense Advanced Research Projects Agency 
FT: Faculdade de Tecnologia 
IBGE: Instituto Brasileiro de Geografia e Estatística 
IBM: International Business Machines 
ISO: International Organization for Standardization 
LCD: Liquid Crystal Display 
LIBRAS: Língua Brasileira de Sinais 
MIT: Massachusetts Institute of Technology 
OMS: Organização Mundial da Saúde 
RAM: Random access Memory 
SIV: Serviço de Intermediação por Vídeo 
TA: Tecnologia Assistiva 
TAADA: Tecnologia Assistiva para Auxilio de Deficientes Auditivos ou Surdos 
TI: Tecnologia da Informação 
UNICAMP: Universidade Estadual de Campinas 
 xiv 
 
 
WER: Word Error Rate 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 xv 
 
 
Sumário 
Agradecimentos ..................................................................................................................... vii 
Resumo .................................................................................................................................. viii 
Abstract..................................................................................................................................... ix 
Lista de Figuras ........................................................................................................................ x 
Lista de Tabelas ..................................................................................................................... xii 
Lista de Abreviaturas e Siglas ............................................................................................ xiii 
Sumário ................................................................................................................................... xv 
1 INTRODUÇÃO ................................................................................................................. 1 
1.1 Desenvolvimento do Projeto.................................................................................... 1 
1.2 Motivações e Justificativas ...................................................................................... 2 
1.3 Objetivo ....................................................................................................................... 3 
1.4 Organização do Trabalho ........................................................................................ 3 
2 FUNDAMENTAÇÃO TEÓRICA ..................................................................................... 4 
2.1 Sobre a Deficiência ................................................................................................... 4 
2.2 O Deficiente Auditivo e Surdo ................................................................................. 5 
2.3 A Tecnologia Assistiva ............................................................................................. 8 
2.4 Tecnologia Assistiva voltada para Deficientes Auditivos na Prática.............. 12 
2.4.1 Projeto Nambiquara (Governo do Estado de Pernambuco) .................... 13 
2.4.2 Projeto SIV – Sistema de Intermediação por Vídeo (Zovico) .................. 13 
2.4.3 Projeto Sistema VIAVEL (Viavel) ................................................................. 13 
2.4.4 Projeto TI –Terminal de Informações para Surdos e Deficientes 
Auditivos (Viavel) .......................................................................................................... 14 
2.4.5 Projeto Relógio Despertador Vibratório (Serviço Nacional de 
Aprendizagem Industrial. Departamento Nacional, 2007) ..................................... 14 
3 SISTEMAS DE RECONHECIMENTO DE VOZ ....................................................... 16 
3.1 História do Reconhecimento de Voz ................................................................... 16 
 xvi 
 
 
3.2 Características Principais de um Sistema de Reconhecimento de Voz ....... 17 
3.2.1 Locutores (Dependente ou Independente) ................................................. 18 
3.2.2 Palavras (Fala Contínua ou Isolada) ........................................................... 18 
3.2.3 Vocabulário (Limitado ou Ilimitado).............................................................. 19 
3.2.4 Nível de Ruído ................................................................................................. 20 
3.3 Componentes de um Sistema de Reconhecimento de Voz............................ 20 
3.4 Interface do usuário ............................................................................................... 20 
3.4.1 Modelo Linguístico .......................................................................................... 21 
3.4.2 Modelo Acústico .............................................................................................. 21 
3.4.3 Dicionário de Palavras ................................................................................... 21 
4 DESENVOLVIMENTO E IMPLEMENTAÇÃO .......................................................... 22 
4.1 PocketSphinx .......................................................................................................... 23 
4.2 Fase 1 – PocketSphinx no ambiente Windows ................................................. 24 
4.2.1 Instalação ......................................................................................................... 24 
4.2.2 Configuração ................................................................................................... 24 
4.2.3 Iniciando o sistema PocketSphinx ............................................................... 26 
4.3 Fase 2 – PocketSphinx no ambiente Android ................................................... 29 
4.3.1 Ambiente Android ........................................................................................... 29 
4.3.2 Modificações Realizadas e Implementadas ............................................... 29 
4.4 Interface de Utilização ........................................................................................... 30 
4.5 Modelo de Linguagem ........................................................................................... 39 
4.6 Dicionário ................................................................................................................. 39 
4.7 Componentes Lógicos Utilizados ........................................................................ 40 
4.7.1 Sphinxbase ...................................................................................................... 40 
4.7.2 Cygwin .............................................................................................................. 40 
4.7.3 Eclipse .............................................................................................................. 40 
4.7.4 Android NDK .................................................................................................... 40 
 xvii 
 
 
4.8 Componentes Físicos Utilizados ......................................................................... 40 
4.8.1 Smartphone ..................................................................................................... 41 
4.8.2 Notebook .......................................................................................................... 41 
5 TESTES E MEDIÇÕES ............................................................................................... 42 
5.1 Métodos e Objetivos .............................................................................................. 42 
5.2 Definição dos Nomes Próprios para Testes ...................................................... 43 
5.3 Testes Comparativos entre Hardwares .............................................................. 44 
6 RESULTADOS E DISCUSSÕES ............................................................................... 57 
7 CONCLUSÕES ............................................................................................................. 59 
7.1 TRABALHOS FUTUROS ...................................................................................... 59 
8 BIBLIOGRAFIA ............................................................................................................. 61 
9 ANEXOS E APÊNDICES............................................................................................. 67 
9.1 Lista de parâmetros do sistema PocketSphinx ................................................. 67 
9.2 Código fonte do PocketSpnix Android Demo, adaptado para o sistema 
TAADA, desenvolvido no projeto ................................................................................... 71 
10 Prêmios e Reconhecimentos ................................................................................... 79 
 1 
 
 
1 INTRODUÇÃO 
 
A deficiência auditiva ou surdez é uma condição que impossibilita o indivíduo em ter 
100% de sua percepção auditiva. Dividida em diversos graus e níveis, pode estar presente em 
uma pessoa de diversas formas e por diversos motivos. Como consequência, as pessoas com 
deficiência auditiva ou surdez enfrentam dificuldades diversas em suas vidas, decorrentes da 
impossibilidade de ter a percepção auditiva em sua plenitude, dificultando o convívio social e 
a execução de simples tarefas cotidianas. Entre as dificuldades encontradas pelo deficiente 
auditivo ou surdo e até mesmo as pessoas ouvintes, está a situação e necessidade de captar a 
atenção de um DA (Deficiente Auditivo) ou Surdo para iniciar uma interação.  
 
Por décadas, os métodos utilizados são quase sempre os mesmos, onde podemos citar 
os mais utilizados, como, o toque físico, acenos, gestos, e por fim, piscar a iluminação no 
local, todos com o objetivo de captar a atenção de um DA/surdo.  O projeto aqui apresentado 
propicia ao DA/surdo uma tecnologia com uso de aparelho smartphone e sistema de 
reconhecimento de palavras para beneficia-lo, permitindo com que ele seja chamado por uma  
pessoa ouvinte e consiga ter a percepção através de um alerta vibratório de que alguém está 
chamando por ele, atuando como um facilitador na interface entre ele e a pessoa considerada 
ouvinte. 
 
A Subseção 1.1 descreve o Desenvolvimento do Projeto de forma resumida. Nas 
subseções 1.2 e 1.3 são apresentadas as Motivações e Justificativas, Objetivos e Abordagem 
Propostas do projeto aqui apresentado. Finalizando com a subseção 1.4 que apresenta a 
Organização do Trabalho. 
  
1.1 Desenvolvimento do Projeto 
 
Utilizando o conceito de Tecnologia Assistiva, o projeto tem o objetivo de 
desenvolver um sistema que utiliza a tecnologia de reconhecimento de voz para captar a 
atenção do deficiente auditivo. O sistema é composto por itens físicos e lógicos, sendo a 
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camada física, também chamada de camada de hardware, um aparelho de telefonia móvel 
também conhecido como smartphone, que tenha o recurso de vibracall.  
A camada lógica deverá conter o sistema operacional Android , o sistema de 
reconhecimento de voz PocketSphinx (Project by Carnegie Mellon University), dicionário de 
dados e uma interface de aplicação para utilização pelo usuário do sistema. Com os itens 
citados atuando em conjunto, o sistema é capaz de emitir um alerta vibratório ao reconhecer 
uma das palavras armazenadas em seu dicionário de dados, permitindo assim, captar a atenção 
da pessoa com deficiência auditiva. 
 
1.2 Motivações e Justificativas 
 
Analisando os resultados das pesquisas realizadas pela OMS (WHO - World Health 
Organization, 2011), é possível observar que a quantidade de pessoas com algum tipo de 
deficiência é considerável, representando cerca de 10% da população mundial. No Brasil, essa 
média representa aproximadamente 14,5%, segundo dados do IBGE do censo de 2010 (IBGE 
- Instututo Brasileiro de Geografia e Estatisticas, 2012). 
 
O que pode ser feito para auxiliar essas pessoas com necessidades especiais, e como a 
tecnologia pode ser utilizada para facilitar a vida diária de cada um? 
 
A citação de Mary Pat Radabaugh, (MSCOD - Minnesota State Conucil on Disability) 
a seguir, resume bem a importância da tecnologia para a pessoa com deficiência. 
“Para as pessoas sem deficiência, a tecnologia torna as coisas mais fáceis. 
Para as pessoas com deficiência, a tecnologia torna as coisas possíveis” 
(Paty Radabaugh) 
 
A utilização da Tecnologia Assistiva como meio, para ser o facilitador de pessoas com 
algum tipo de deficiência é importantíssima, sendo em muitos casos, seu único meio de sentir 
prazer em realizar algo ou até mesmo, seu meio de sobrevivência. Ela desempenha um papel 
fundamental, e tem nas pessoas que a utilizam, seus maiores divulgadores e admiradores. 
 
Devido à inexistência de uma tecnologia similar à proposta neste trabalho e aliado ao 
número expressivo de pessoas com deficiência auditiva, que necessitam de auxílio 
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tecnológico, sendo estes, potenciais utilizadores de Tecnologia Assistiva, a execução desta 
proposta está alinhada às necessidades atuais da sociedade. 
 
1.3 Objetivo 
 
O objetivo deste trabalho é criar uma Tecnologia Assistiva que propicie aos 
deficientes auditivos uma melhor qualidade de vida através da utilização de um dispositivo de 
reconhecimento de palavras para emitir um alerta vibratório, quando determinadas palavras 
pré-determinadas são reconhecidas. 
 
1.4 Organização do Trabalho 
 
O trabalho apresentado é organizado como segue: no Capítulo 2, é apresentado o 
embasamento teórico, dados sobre a deficiência, deficiência auditiva, tecnologia assistiva e 
suas tendências. O Capítulo 3 apresenta o histórico inicial do reconhecimento de voz, técnicas 
utilizadas e algumas das tecnologias assistivas que utilizam reconhecimento de voz, aplicadas 
para a surdez e para deficientes auditivos. O Capítulo 4 apresenta os materiais e métodos 
utilizados, plataforma, smartphone, diagramas, esquemas eletrônicos e telas do sistema em 
desenvolvimento. O Capítulo 5 apresenta os testes e resultados do sistema desenvolvido e, 
finalizando, o Capítulo 6 apresenta as conclusões do trabalho. 
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2 FUNDAMENTAÇÃO TEÓRICA 
 
O objetivo das seções a seguir é apresentar alguns conceitos considerados importantes 
para o correto entendimento dos objetivos da dissertação. Na Seção 2.1 será abordado sobre a 
deficiência de forma geral, na Seção 2.2 sobre a deficiência auditiva e o surdo, na Seção 2.3 o 
assunto Tecnologia Assistiva e seus objetivos e finalizando na Seção 2.4, as tendências do uso 
da tecnologia assistiva para deficientes auditivos. 
 
2.1 Sobre a Deficiência 
 
 Conforme o Relatório Mundial sobre Deficiência de 2011 (WHO - World Health 
Organization, 2011), realizado pela Organização Mundial de Saúde, a deficiência é uma parte 
da condição humana e quase todos estarão em determinado momento da vida, temporária ou 
permanentemente incapacitados, e aos que alcançarem uma idade mais avançada na vida, 
experimentarão crescentes dificuldades em sua funcionalidade. 
Ainda, segundo a Declaração dos Direitos das Pessoas Deficientes (Organização das 
Nações Unidas), elaborado pela Assembleia Geral da Organização das Nações Unidas, define 
que o termo “pessoa deficiente” refere-se a qualquer pessoa incapaz de assegurar por si 
mesma, total ou parcialmente, as necessidades de uma vida individual ou social normal, em 
decorrência de uma deficiência congênita ou não, em suas capacidades físicas ou mentais. 
Vale ressaltar que a condição de deficiência deve ser entendida como a situação em que 
qualquer indivíduo por si só, fique impedido de realizar alguma atividade básica. Muitos 
identificam o termo deficiência como algo somente relacionado a um indivíduo, que por 
resultado de um acidente ou deficiência de nascença, tenha essa condição. 
É preciso abranger e aumentar o leque sobre o termo deficiência para que a população 
possa identificar essa condição de uma forma mais adequada.  
As projeções mais recentes sobre o envelhecimento populacional no Brasil, realizadas 
pelo Instituto Brasileiro de Geografia e Estatísticas IBGE (IBGE - Instututo Brasileiro de 
Geografia e Estatisticas, 2012), mostram um acelerado processo de crescimento no 
envelhecimento. 
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Junto com esse crescimento do envelhecimento populacional, novos desafios passam a 
fazer para da politica pública e de saúde, que afetam diretamente a qualidade de vida da 
população.  
2.2 O Deficiente Auditivo e Surdo 
 
O Deficiente Auditivo ou Surdo é caracterizado pela incapacidade ou dificuldade de 
um indivíduo em poder ouvir e entender a fala. Está dividida em diversos níveis de grau, 
intensidade e origem.  
De acordo com o Decreto nº 3.298 de 20 de dezembro de 1999 em seu Art.3º ( Câmara 
dos Deputados, 2013), a deficiência é entendida como:  
 
I - deficiência – toda perda ou anormalidade de uma estrutura ou função psicológica, 
fisiológica ou anatômica que gere incapacidade para o desempenho de atividade, dentro do 
padrão considerado normal para o ser humano; 
 
 II - deficiência permanente – aquela que ocorreu ou se estabilizou durante um período de 
tempo suficiente para não permitir recuperação ou ter probabilidade de que se altere, apesar 
de novos tratamentos; e 
 
 III - incapacidade – uma redução efetiva e acentuada da capacidade de integração social, 
com necessidade de equipamentos, adaptações, meios ou recursos especiais para que a 
pessoa portadora de deficiência possa receber ou transmitir informações necessárias ao seu 
bem-estar pessoal e ao desempenho de função ou atividade a ser exercida. 
 
Ainda no artigo 4º. Inciso II, alterado pela Redação dada pelo Decreto nº 5.296, de 
2004 (Governo Federal do Brasil), que fala especificamente sobre a deficiência auditiva, tem-
se a definição como: 
 
-deficiência auditiva - perda bilateral, parcial ou total, de quarenta e um Decibels (dB) ou 
mais, aferida por audiograma nas frequências de 500HZ, 1.000HZ, 2.000Hz e 3.000Hz 
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Importante salientar que anteriormente à redação dada pelo decreto nº 5.296, de 2004, 
ainda no original Decreto nº 3.298 de 20 de dezembro de 1999, a deficiência auditiva era 
classificada em diversas variáveis, como surdez leve (25 a 40 dB), surdez moderada (41 a 55 
dB), a surdez acentuada (56 a 70 dB), a surdez severa (71 a 90 dB) e a surdez profunda (acima 
de 91 dB).  
 
A nomenclatura na área de surdez deve ser tratada com muito cuidado e critério. 
Qual é a forma mais adequada de nos dirigirmos ou referirmos a uma pessoa nessa 
condição? Surdo?, Pessoa Surda? Deficiente auditivo? 
Segundo o consultor especializado em inclusão social, Romeu Kazumi Sassaki 
(Sassaki), a utilização do termo deve ser empregada usando-se de alguns critérios. 
Como ponto inicial, devemos eliminar o termo “portadora” de alguma deficiência. 
 Sassaki diz que a condição da pessoa ter uma deficiência faz parte dessa pessoa, ou 
seja, ela não tem a opção de deixá-la. Dessa forma, ela não porta a deficiência. Uma pessoa 
somente porta algo que ela não possa portar em algum momento. 
A explicação dada por Sassaki faz sentido e está alinhada com o padrão de 
terminologia utilizado nos demais países, onde não é utilizado o termo portadora “de alguma 
deficiência”. 
De forma geral, pode-se chamar e usar os dois termos, sendo eles : deficiente auditivo 
ou surdo. A comunidade de deficientes auditivos e surdos diferenciam os termos deficiente 
auditivo e surdo. 
Em (Ana Rita Oliveira Hahn, 2009), pode-se observar que o termo Deficiente 
Auditivo é empregado a pessoa que perdeu a audição, total ou parcialmente, decorrente de 
alguma doença ou acidente. Já o termo surdo, é empregado na situação de uma pessoa nascida 
na condição de surdo, ou seja, para ele, o fato de não ouvir é considerado normal e não uma 
deficiência.  
Para ambos, muitas das dificuldades diárias são idênticas e o problema exposto nesse 
trabalho é um deles, ou seja, a dificuldade de captar a atenção de uma pessoa com deficiência 
auditiva ou surdo. 
Pode-se observar na Figura 1, uma representação que ilustra a necessidade exposta 
nesse trabalho, onde através de um comunicado visual, é informado ao leitor, a condição de 
pessoa com deficiência auditiva/surdez, necessitando de uma interação diferenciada para 
conseguir captar a atenção. 
 7 
 
 
 
Figura 1 : Representação de um aviso informando que a pessoa é surda e necessite de interação especial 
para chamar a sua atenção. Fonte:  Jobcentre ‘Signing On Book’ cover. Front: Deaf version 
  
Atualmente, a forma de captar a atenção de um deficiente auditivo ou surdo utiliza de 
técnicas simples utilizadas à décadas, mas que dependem exclusivamente de meios físicos ou 
outros recursos naturais, o que dificulta a abordagem. Além das características e situações 
expostas acima, existe também a questão politica de como atuar corretamente. 
Toques físicos (Hub Pages) em qualquer parte do corpo de um deficiente auditivo ou 
surdo, como, por exemplo, na cabeça ou rosto, não são adequados politicamente falando. 
Conforme se pode observar na Tabela 1, os métodos utilizados dependem de ações 
mecânicas e cada um deles possui uma dependência, ou seja, uma condição para que possa ser 
executada e obter sucesso no objetivo final. 
 
      Tabela 1: Métodos e dependências para captar a atenção de um surdo 
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2.3 A Tecnologia Assistiva 
 
Segundo o CAT (Centro Nacional de Referência em Tecnologia Assistiva), Comitê de 
Ajudas Técnicas, a Tecnologia Assistiva é uma área do conhecimento, de característica 
interdisciplinar, que engloba produtos, recursos, metodologias, estratégias, práticas e serviços 
que objetivam promover a funcionalidade, relacionada à atividade e participação, de pessoas 
com deficiência, incapacidades ou mobilidade reduzida, visando sua autonomia, 
independência, qualidade de vida e inclusão social.  
A definição dada acima pelo CAT, em 14 de dezembro de 2007, é resultado de um 
grande estudo realizado com diversas normas internacionais, abrangendo leis, decretos e 
estudos de diversos países, adaptando para as necessidades e política pública brasileira. 
Com o uso da tecnologia assistiva, as pessoas com algum tipo de necessidade especial 
podem ter um forte aliado para realizar atividades consideradas simples pelos que não 
possuem algum tipo de deficiência.  
Segundo a especialista em Tecnologia Assistiva Rita Bersch (Tonolli, 2013), a TA, ou 
Tecnologia Assistiva é um termo ainda novo, utilizado para identificar todo o arsenal de 
recursos e serviços que contribuem para proporcionar ou ampliar habilidades funcionais de 
pessoas com deficiência e consequentemente promover vida independente e inclusão. 
A Tecnologia Assistiva é dividida em classificações e categorias. Como documento de 
referência mundial, é possível encontrar na ISO9999/2007 (ISO), as definições mais recentes 
e informações sobre o tema. No Brasil, o documento de classificação e categoria mais 
recentemente utilizado pelo governo federal e publicado na Portaria Interministerial Nº 362, 
de 24 de Outubro de 2012 (Ministério da Fazenda do Governo Federal), trata a classificação e 
categoria da Tecnologia Assistiva como: 
• Auxílios para a vida diária e vida prática 
• CAA – (Comunicação Aumentativa e Alternativa) 
• Recursos de acessibilidade ao computador 
• Sistemas de controle de ambiente 
• Projetos arquitetônicos para acessibilidade 
• Órteses e próteses  
• Adequação Postural 
• Auxílios de mobilidade 
 9 
 
 
• Auxílios para qualificação da habilidade visual e recursos que ampliam a informação a 
pessoas com baixa visão ou cegas 
• Auxílios para pessoas com surdez ou com déficit auditivo 
• Mobilidade em veículos 
• Esporte e Lazer 
 
Com base nas classificações estabelecidas pela Portaria Interministerial Nº 362, de 24 
de Outubro de 2012 (Ministério da Fazenda do Governo Federal), o resultado do trabalho 
desse projeto enquadra-se na categoria de Auxílios para Pessoas com Surdez ou com Déficit 
Auditivo. 
Objetivando trazer melhorias para a população que tem a necessidade do uso de 
tecnologia assistiva, diversos programas, como o Viver sem Limite (Secretaria Nacional de 
Promoção dos Direitos da Pessoa com Deficiência, 2013) do governo brasileiro e 
implementado pelo CNRTA (Centro Nacional de Referência em Tecnologia Assistiva) 
(Centro Nacional de Referência em Tecnologia Assistiva), tem apoiado pesquisadores e 
desenvolvedores na criação e inovação de novas tecnologias. 
O Plano Nacional dos Direitos da Pessoa com Deficiência – Viver sem Limite foi 
lançado pelo governo federal do Brasil em novembro de 2011, através do Decreto 7.612, com 
o objetivo de implementar novas iniciativas e ações governamentais em beneficio das pessoas 
com deficiência. 
Considerada uma área estratégica para o governo Brasileiro, grandes investimentos em 
apoio à tecnologia e desenvolvimento estão sendo realizados, com o objetivo de melhorar a 
condição de vidas dessas pessoas. 
Entre os benefícios dados pelo governo federal, encontram-se desde vagas em 
empresas reservadas para profissionais com deficiência, casas adaptadas e até crédito 
financeiro para aquisição de Tecnologia Assistiva para uso do deficiente. 
Dessa forma, a Tecnologia Assistiva poderá a cada ano conquistar mais espaço na 
sociedade e no dia a dia das pessoas, beneficiando à todos os envolvidos, e principalmente, as 
pessoas com algum tipo de deficiência.  
Com o objetivo de auxiliar e facilitar a comunidade de deficientes a conhecer e 
encontrar novos recursos de tecnologia assistiva, foi criado pelo Ministério da Ciência, 
Tecnologia e Inovação do governo Brasileiro, o Catálogo Nacional de Produtos de Tecnologia 
Assistiva (Ministério da Ciência Tecnologia e Inovação). 
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O catálogo é uma ferramenta e serviço de informação sobre produtos e tendências na 
área de Tecnologia Assistiva. Com base ainda na lista de definições da ISO9999/2007, são 
apresentadas as categorias elegíveis para que um produto de tecnologia assistiva possa ser 
catalogado dentro do sistema. 
 
A lista utilizada é compreendida por: 
 
04 - Produto de apoio para tratamento clínico individual 
Incluem-se os produtos de apoio destinados a melhorar, monitorizar ou manter a 
condição clínica da pessoa. Excluem-se os produtos de apoio de uso exclusivo por 
profissionais de saúde. 
 
05 - Produtos de apoio para treino de competências 
Incluem-se, por exemplo, dispositivos concebidos para melhorar as capacidades 
físicas, mentais e sociais. Dispositivos cuja função principal não é o treino mas que 
possam também ser utilizados para treino, deverão ser incluídos na classe que abrange 
a sua função principal. 
 
06 - Órteses e próteses: 
Órteses ou dispositivos ortóticos são dispositivos aplicados externamente para 
modificar as características estruturais e funcionais dos sistemas neuromuscular e 
esquelético. Próteses ou dispositivos protésicos são dispositivos aplicados 
externamente para substituir total ou parcialmente uma parte do corpo ausente ou com 
alteração da estrutura. Incluem-se, por exemplo, as ortóteses e próteses externas 
acionadas pelo corpo ou por uma fonte de energia externa, próteses cosméticas e 
calçado ortopédico. Excluem-se as endopróteses, que não fazem parte da presente 
Norma Internacional. 
 
09 - Produtos de apoio para cuidados pessoais e proteção 
Incluem-se, por exemplo, produtos de apoio para vestir e despir, para proteção do 
corpo, higiene pessoal, traqueostomia, ostomia e incontinência, para medir as 
propriedades físicas e fisiológicas do ser humano e para as atividades sexuais. 
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12 - Produtos de apoio para a mobilidade pessoal 
Órteses e próteses, ver 06. Produtos de apoio para levantar e transportar, ver 24 36. 
Veículos de transporte industrial, ver 24 39. Tapetes transportadores, ver 24 42. 
Guindastes, ver 24 45. 
 
15 - Produtos de apoio para atividades domésticas 
Incluem-se, por exemplo, produtos de apoio para comer e beber. 
 
18 - Mobiliário e adaptações para habitação e outros edifícios 
Incluem-se, por exemplo, mobiliário (com ou sem rodízios) para descanso e/ou 
trabalho e acessórios para mobiliário e produtos de apoio e instalações para adaptações 
de edifícios residenciais, de formação e educação. Sistemas de rodízios, ver 24 36 06. 
Produtos de apoio para melhorar o ambiente, ver 27 03. 
 
22 - Produtos de apoio para comunicação e informação 
Dispositivos para ajudar a pessoa a receber, enviar, produzir e/ou processar 
informação em diferentes formatos. Estão incluídos, por exemplo, dispositivos para 
ver, ouvir, ler, escrever, telefonar, sinalizar, avisar e tecnologia de informação. 
 
24 - Produtos de apoio para manuseamento de objetos e dispositivos 
  
27 - Produtos de apoio para melhoria do ambiente, máquinas e ferramentas. 
Dispositivos e equipamento para ajudar a melhorar o ambiente pessoal na vida diária, 
ferramentas manuais e máquinas motorizadas. Exclui-se o equipamento utilizado para 
melhorar o ambiente global. 
 
30 - Produtos de apoio para atividades recreativas 
Dispositivos destinados a jogos, hobbies, esportes e outras atividades de lazer. 
 
Os produtos podem ainda ser pesquisados de acordo com o tipo de condição ou 
deficiência, facilitando a obtenção da informação para uma necessidade bem especifica. 
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As categorias disponíveis são: 
• todos 
• deficiência auditiva 
• deficiência intelectual 
• deficiência visual 
• deficiência física 
• deficiência múltipla  
• idosos 
 
Como referenciado na Seção 2.1 deste trabalho, a condição de idoso ou pessoa com 
idade mais avançada é tratada como uma condição que pode requerer necessidades especiais e 
a disponibilização da categoria Idosos no Catálogo Nacional de Produtos para Tecnologia 
Assistiva vai ao encontro dessa situação, onde cada vez mais precisaremos de recursos 
tecnológicos como tecnologia assistiva para a utilização dessa camada da população. 
O sistema do Catálogo Nacional de Produtos para Tecnologia Assistiva é aberto para 
pesquisas e também, para que empresas e pesquisadores cadastrem e divulguem os seus 
produtos de tecnologia assistiva, tornando-se um portal importantíssimo para toda a 
comunidade de deficientes. 
 
 
2.4 Tecnologia Assistiva voltada para Deficientes Auditivos na Prática 
 
Com base no Catálogo Nacional de Produtos para Tecnologia Assistiva, podemos 
observar os produtos e serviços que usam o conceito da Tecnologia Assistiva para beneficiar 
as pessoas com deficiência. 
Serão apresentados alguns dos produtos e serviços de tecnologia assistiva voltadas 
pala o deficiente auditivo, onde poderemos ter acesso à recursos básicos do dia a dia de um 
indivíduo, adaptados para atender a necessidade especifica da população de deficientes 
auditivos. 
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2.4.1 Projeto Nambiquara (Governo do Estado de Pernambuco) 
O Nambiquara é um aplicativo para smartphones que permite que surdos se 
comuniquem com ouvintes através de chamadas telefônicas, sem intermediários humanos. O 
surdo digita mensagens de texto e o ouvinte responde em voz. A solução possui um servidor 
capaz de transformar em áudio o que o surdo digita, e transformar em texto o que o ouvinte 
fala do outro lado da linha, em tempo real, estabelecendo assim a comunicação entre surdos e 
ouvintes, através de um sistema instalado em um aparelho móvel smartphone. A solução do 
Projeto Nambiquara foi adotada pelo governo do estado de Pernambuco em 2013 como um 
meio de inclusão à população, onde foi disponibilizado smartphones com o aplicativo para até 
3.000 pessoas surdas do estado. 
 
2.4.2 Projeto SIV – Sistema de Intermediação por Vídeo (Zovico) 
O SIV (Serviço de Intermediação por Vídeo) é o sistema que através de intérpretes que 
são profissionais e dominam a Língua de Sinais LIBRAS (Língua Brasileira de Sinais), e 
assim possibilita a comunicação bilateral entre os Surdos e ouvintes, para a solução de seus 
problemas. Com o SIV, Surdos podem ligar para ouvintes (e vice-versa) diretamente, ou seja, 
sem a dependência de terceiros. Feita a ligação a intérprete intermediará passando as 
informações para o Surdo em LIBRAS e tudo o que ouvinte fala, a intérprete interpreta em 
LIBRAS.  O sistema é oferecido também para tablets e desktops, ampliando a possibilidade 
de utilização, inclusive com serviços oferecidos 24h por dia. 
 
2.4.3 Projeto Sistema VIAVEL (Viavel) 
O software VIAVEL utiliza o mesmo conceito do sistema de intermediação por vídeo, 
sendo é um aplicativo que pode ser instalado nos equipamentos que tem vídeo e internet, 
facilitando assim a comunicação dos Surdos. Os equipamentos em que o software VIAVEL 
pode ser instalado são: celular smartphone, tablet, computador ou laptop. Com a instalação do 
programa nos equipamentos, os Surdos poderão comunicar com celular smartphone através de 
SIV – Serviço Intermediação por Vídeo onde Surdo poderá fazer a ligação ou receber a 
ligação para resolver problemas sem depender das outras pessoas. Com este aplicativo, o 
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Surdo poderá ter acesso à interpretação em LIBRAS em qualquer lugar onde Surdo deseje 
fazer negócios ou resolver problemas. 
 
2.4.4 Projeto TI –Terminal de Informações para Surdos e Deficientes 
Auditivos (Viavel) 
É um terminal de informações que tem tela de LCD (Liquid Crystal Display) e 
câmera, para que Surdos e Deficientes Auditivos poderão obter informações em LIBRAS 
através de intérpretes profissionais, serviço de interpretação de LIBRAS em via oral e áudio. 
O objetivo é oferecer independência aos Surdos Sinalizados, Surdos Oralizados e pessoas com 
deficiência auditiva e da fala. 
 
 
2.4.5 Projeto Relógio Despertador Vibratório (Serviço Nacional de 
Aprendizagem Industrial. Departamento Nacional, 2007) 
Através de um relógio despertador vibratório mostrado na figura 2, que pode ser 
colocado embaixo do travesseiro, o usuário é alertado através da vibração do equipamento em 
horário determinados por ele. 
 
Figura 2 - Despertador Travesseiro. Fonte: Serviço Nacional de Aprendizagem Industrial. Fonte: Estudo 
sobre inovações tecnológicas e recursos didáticos-pedagógicos, SENAI 
 
Entre as opções de projetos listadas nesse capitulo podemos observar a diversidade e 
variedade de tecnologias para suportar as pessoas com deficiência. 
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É possível observarmos a grande afinidade entre o projeto proposto nesse trabalho, ou 
seja, utilização de recursos de dispositivos móveis, como o smartphone, a transcrição de voz 
para texto, ou seja, reconhecimento de voz e por último, um sistema de vibração para captar a 
atenção do deficiente auditivo. 
Dessa forma podemos entender que o projeto desse trabalho reúne as principais 
técnicas e tecnologias especiais, também conhecida como Tecnologia Assistiva para atender 
as necessidades da comunidade de deficientes auditivos, propondo um dispositivo capaz de 
captar a atenção do deficiente auditivo através de um alerta vibratório do smartphone, após 
um sistema de reconhecimento de voz identificar com sucesso uma palavra dita por um 
ouvinte. 
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3 SISTEMAS DE RECONHECIMENTO DE VOZ 
3.1 História do Reconhecimento de Voz 
 
Durante décadas o homem tem tentado desenvolver sistemas de interação homem 
máquina e reconhecimento de voz. Um dos primeiros sistemas de reconhecimento de voz que 
se tem registro, chamado Audrey (Automatic Digit Recognizer) (Rabiner), tinha a capacidade 
de reconhecer somente dígitos, falados de uma única pessoa, e foi construído em 1952 pela 
Bell Laboratories. Já em 1962, a IBM (International Business Machines) apresentou o 
Shoebox (IBM), que tinha a capacidade de entender 16 palavras do idioma inglês. A década 
de 1970 foi um período de grande transição, onde diversos institutos, como o DARPA 
(Defense Advanced Research Projects Agency) (DARPA), do governo dos Estados Unidos, 
criaram novos sistemas com maiores capacidades de reconhecimento, como o Harpy (Nilsson, 
2009), capaz de reconhecer e entender 1011 palavras. 
Nos anos mais recentes, a tecnologia de reconhecimento de voz foi muito aprimorada 
passando inclusive a ser utilizada em dispositivos móveis, como notebooks e smartphones, 
onde podemos citar as tecnologias mais conhecidas, como, Siri (Apple) da Apple e Google 
Voice (Google), ampliando as possibilidades de utilização da tecnologia para diversas 
finalidades. Na Figura 3, podemos analisar o benchmark realizado pela DARPA, onde 
observamos a evolução dos sistemas de reconhecimento de voz e a sua eficácia. 
  
       Figura 3: Benchmark da DARPA – Sistemas de Reconhecimento de Voz. Fonte: Speech Recognition, 
Automatic: History, B-H Juang, Georgia Institute of Thechnology, Atlanta, GA, USA 
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Em todo o período de descobertas e pesquisas na área de reconhecimento de voz, 
novas tecnologias foram desenvolvidas e criadas para aprimorar o sistema de reconhecimento, 
trazendo maiores taxas de acertos e ampliando a sua capacidade de funcionamento, passando 
de um simples sistema de reconhecimento de pouquíssimas palavras isoladas e dependente de 
locutor, para sistemas complexos capazes de entender vocabulários enormes, com palavras 
conectadas ou contínuas, independentemente do locutor. 
Na Figura 4 podemos observar os marcos da tecnologia de reconhecimento de voz ao 
passar das décadas. 
 
Figura 4 : Marcos no sistema de reconhecimento de voz. Fonte: Speech Recognition, Automatic: History, 
B-H Juang, Georgia Institute of Thechnology, Atlanta, GA, USA 
 
3.2 Características Principais de um Sistema de Reconhecimento de Voz 
 
Para que um sistema de reconhecimento de voz funcione adequadamente, diversas 
características devem ser observadas. Cada uma das características é aplicada de acordo com 
o objetivo final do sistema. Nas sessões seguintes, serão apresentadas algumas das principais 
características na definição de um sistema de reconhecimento de voz. 
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3.2.1 Locutores (Dependente ou Independente) 
Em um sistema de reconhecimento de voz ou palavras, a definição do tipo de locutor é 
importantíssima. O tipo de locutor em um sistema de reconhecimento de voz ou palavras pode 
ser dividido em Dependente do Locutor e Independente do Locutor. 
O tipo Dependente do Locutor significa que o sistema será capaz de reconhecer as 
palavras determinadas somente de um único individuo. Diferentemente do tipo Dependente 
do Locutor, um sistema classificado como Independente do Locutor possibilita que a palavra 
seja reconhecida por diversos locutores diferentes, abrangendo uma maior possibilidade de 
utilizações.  
No início das pesquisas sobre reconhecimento de voz, um sistema dependente de 
locutor não era uma opção, mas sim, a única tecnologia possível na época. Nos anos mais 
recentes, novas pesquisas permitiram expandir os horizontes no reconhecimento de voz e 
palavras, permitindo irmos além do reconhecimento de voz ou palavras narrados por um 
único indivíduo. 
Atualmente, sistemas de reconhecimento de voz ou palavras do tipo Dependente de 
Locutor são mais utilizados e empregados com objetivo em sistemas de segurança, onde 
somente uma pessoa possa ter acesso exclusivo em determinado sistema, como por exemplo, 
sistemas de segurança para abertura de portas, acesso à aplicativos, etc., permitindo a 
liberação de acesso somente ao individuo que tiver a sua voz reconhecida ao ditar 
determinadas palavras. 
Sistemas de reconhecimento de voz e palavras do tipo Independente do Locutor são 
mais utilizados em sistemas de atendimento ao público, como por exemplo, quiosques de auto 
atendimento, centrais de relacionamento com o cliente através de telefones ou de interação 
homem máquina. 
O tipo Independente do Locutor é a característica que adotaremos no projeto,  pois 
trata-se de um sistema com objetivo de ter determinada palavra reconhecida por qualquer 
locutor.  
3.2.2 Palavras (Fala Contínua ou Isolada) 
Também muito importante em um sistema de reconhecimento de voz ou palavras, o 
tipo de fala, sendo contínua ou isolada, interfere diretamente no tipo do sistema, desempenho 
e taxa de acerto. Um sistema de reconhecimento de voz ou palavras isoladas tem a 
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característica de reconhecer somente uma palavra de cada vez. Esse tipo é comumente 
utilizado em recursos robóticos e controle remoto de dispositivos, onde comandos simples são 
enviados ao receptor, como; andar, parar, esquerda, direita, entre outros comandos. Tem a 
característica de obter maiores taxas de acerto, pois trabalham com uma palavra de cada vez. 
Um sistema de reconhecimento de voz ou palavras, com a característica de fala 
contínua ou palavras contínuas deve ter a capacidade reconhecer as palavras ditas em forma 
de frase. Através de algoritmos, o sistema analisa as palavras reconhecidas e respeitando a 
sequencia dita pelo locutor, monta sempre o melhor caso baseado em modelos estatísticos.  
Esse tipo de fala geralmente necessita de um grande vocabulário de palavras para que 
funcione corretamente e possa identificar qualquer palavra dita pelo locutor. 
O sistema apresentado nesse trabalho trabalhará com a característica de palavras 
isoladas, para atender o objetivo definido pelo autor. 
 
3.2.3 Vocabulário (Limitado ou Ilimitado) 
O vocabulário em um sistema de reconhecimento de voz ou palavras está diretamente 
ligado à que tipo e quantidade de palavras o sistema terá a capacidade de reconhecer. Um 
sistema de reconhecimento de fala para palavras isoladas, geralmente possui vocabulários 
limitados, menores que 100 palavras e em alguns casos, até 10 palavras, dependendo da 
utilização. Com uma quantidade menor de palavras e possibilidades de reconhecimento, um 
sistema com vocabulário limitado tem taxas de acerto maiores, pois o universo de palavras a 
serem reconhecidas e esperadas pelo sistema são facilmente tratados. 
Um sistema com vocabulário “ilimitado” é utilizado para dispositivos de 
reconhecimento de voz e palavras que necessite amplo vocabulário, como por exemplo, ter a 
capacidade de reconhecer textos completos e discursos em tempo real, onde não se sabe o que 
o locutor falará. Ele deve ter uma grande base de dados de palavras, prontas para serem 
analisadas e utilizadas caso seja reconhecida. Por trabalhar com uma maior complexidade, ou 
seja, com uma base de dados muito maior que o vocabulário limitado, esse tipo de sistema 
tende a ter uma taxa maior de erros e tem sido o grande desafio da comunidade de 
pesquisadores em reconhecimento de voz da atualidade. O tipo de vocabulário limitado, ou 
seja, com pequena base de dados, será a solução adotada para este projeto. 
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3.2.4 Nível de Ruído 
O nível de som indesejado, também conhecido como ruído, é aquele tipo de som que 
no universo da acústica não segue uma padronização, não tendo suas frequências em uma 
regra precisa e possui uma mistura de sons diversos. O nível de ruído de um ambiente 
interfere diretamente no processo de reconhecimento de voz ou palavras e testes e estudos 
devem ser realizados para identificar o limite aceitável de ruído para que um sistema de 
reconhecimento de voz ou palavras possa funcionar adequadamente. 
O ouvido humano pode captar sons entre as frequencias de 20Hz e 20.000Hz, porém, 
somente consegue ter a percepção se a intensidade sonora for suficientemente forte e é 
medida em watt/m2, sendo que a menor intensidade sonora que podemos ouvir, chamada de 
limiar da audibilidade, é representada por  I0 = 10–12 W/m² .  
Para determinarmos o nível sonoro produzido, relacionamos a intensidade sonora de 
um som A com um som B e obtemos um nível sonoro dado em decibels (dB), através da 
transformação  logaritima    = 10 ∗ 	
           

  ,  onde:  
NS=nível sonoro 
 =intensidade do som considerado 
0=limiar de audibilidade 
 
 
 
3.3 Componentes de um Sistema de Reconhecimento de Voz 
 
Um sistema de reconhecimento de voz e palavras é composto de diversos itens e 
componentes, cada qual com a sua característica e papel dentro do sistema. De acordo com a 
finalidade do sistema, os itens são utilizados para que se alcance o objetivo final. 
Porém, alguns itens são considerados essenciais para o funcionamento de um sistema 
de reconhecimento de voz ou palavras, e que conheceremos nos itens de 3.3.1.1 à 3.3.1.4. 
 
3.4 Interface do usuário 
A interface com o usuário é a porta de entrada para o funcionamento do sistema. 
Através dela, podemos programar, preparar e operar um sistema de reconhecimento de voz ou 
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palavras. Ela pode ser do tipo físico, como teclados, botões, dispositivo de captação de áudio, 
etc., sempre enviado comandos para um sistema lógico. 
Através do sistema lógico, os comandos e operações são enviados para o coração do 
sistema de reconhecimento de voz ou palavras, onde é feito a interpretação dos dados, 
resultando em uma saída ao programados ou operador do sistema. 
 
3.4.1 Modelo Linguístico 
O modelo linguístico dentro de um sistema de reconhecimento de voz ou palavras tem 
a função e responsabilidade de estimar a probabilidade de sequencia das palavras dentro de 
uma fala contínua. Dentro do sistema PocketSphinx, pode ser representada pelos arquivos 
com extensão LM ou DMP. 
 
3.4.2 Modelo Acústico 
O modelo acústico é a representação de quais tipos de som o humano pode ser capaz 
de gerar. O modelo acústico é criado a partir de um treinamento prévio, onde baseado na 
leitura de textos, os dialetos, idiomas e formas de pronúncias são capturados, armazenados e 
tratados para gerar os arquivos necessários para o modelo acústico.  
No PocketSphinx, é um item importantíssimo sendo a base principal ao se tratar de 
troca e escolha de idiomas ou dialetos que serão possíveis ser reconhecidos no sistema. 
 
3.4.3 Dicionário de Palavras 
O dicionário de palavras representa as possibilidades de palavras de serem 
reconhecidas pelo sistema. Em regra, todo o conteúdo de um arquivo de dicionário de dados 
deve também ter sido treinado e informado ao arquivo de modelo acústico para o adequado 
funcionamento do sistema. 
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4 DESENVOLVIMENTO E IMPLEMENTAÇÃO 
 
O projeto a ser desenvolvido terá como base principal em sua camada de software, o 
sistema de reconhecimento de voz Pocketsphinx. Através de uma aplicação de interface com o 
usuário, o sistema será capaz de reconhecer as palavras previamente cadastradas no sistema, 
quando falada por uma pessoa e emitir um alerta ao usuário final. Sem outros sistemas com o 
mesmo objetivo, a solução apresentada torna-se pioneira com o objetivo proposto, associando 
e utilizando os recursos de reconhecimento de voz, resultando em um produto de tecnologia 
assistiva para ser utilizado pela comunidade de deficientes auditivos e surdos. 
O diagrama da figura 5 apresenta em formas gerais as camadas físicas e lógicas do 
desenvolvimento do projeto 
 
Figura 5 - Diagrama físico e lógico do sistema desenvolvido. Fonte: do autor  
 
O desenvolvimento do projeto ocorreu em duas fases. A primeira fase, de 
reconhecimento da ferramenta e análise da potencialidade de modificação, ocorreu em um 
computador móvel, Notebook, rodando em sistema operacional Windows8 (Microsoft). A fase 
seguinte ocorreu em um dispositivo móvel smartphone, rodando sistema operacional Android 
(Android), onde foram testadas as funcionalidades do sistema já adaptado. Neste capítulo, 
apresentaremos as duas fases trabalhadas pelo autor. 
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4.1 PocketSphinx 
 
O sistema de reconhecimento de voz é o item principal desse projeto e está baseado no 
projeto de licença livre chamado CMUSphinx (CMU) da CMU (Carnegie Mellon University). 
O projeto CMUSphinx consiste em um toolkit de reconhecimento de voz, modelos de 
linguagem e modelos acústicos que permite aos pesquisadores e desenvolvedores a 
aprimorarem seus sistemas de reconhecimento de voz utilizando essas ferramentas. 
Entre as ferramentas do toolkit, temos as principais listadas abaixo;  
 
-Sphinx – Atualmente na versão quatro, é um completo sistema de reconhecimento de 
voz desenvolvido em JAVA (JAVA) em conjunto com a CMU, Sun Microsystems (Sun 
Microsystens) e MIT (Massachusetts Institute of Technology) (MIT). 
 
-Sphinxbase (CMU) – Fonte de códigos necessária para funcionamento do 
PocketSphinx. 
 
-PocketSphinx (CMU) – Escrito em linguagem C, essa versão foi otimizada para que 
pudesse rodar adequadamente em dispositivos móveis, tendo como principais características, 
ser leve, reconhecimento em tempo real, sem necessidade de conexão com internet e de 
rápido processamento de dados, sendo essa ferramenta, a nosso principal sistema do projeto 
em desenvolvimento. 
O PocketSphinx foi desenvolvido pela CMU, Carnegie Mellon University e é resultado 
de melhorias e novas funcionalidades aplicadas à versão Sphinx 4, desenvolvida em conjunto 
com a Sun Microsystems e MIT. Com o grande diferencial de ser aplicado a plataformas 
móveis, com necessidades mínimas de hardware e sem necessidade de conectividade internet 
para o seu funcionamento, ou seja, reconhecimento de fala offline, o PocketSphinx tem se 
destacado positivamente junto aos pesquisadores e engenheiros da área de reconhecimento de 
voz aplicados à dispositivos móveis. Possui excelente portabilidade, pois pode ser 
desenvolvido para o Sistema Operacional Android, que tem amplo domínio de base instalada 
em smartphones. 
A opção do autor por desenvolver um dispositivo que tenha como plataforma de 
hardware um smartphone com sistema operacional Android  deu-se pela grande utilização 
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desse tipo de dispositivo pela população brasileira e mundial (IDC) (IDC) (IDC Latin 
America), permitindo que o sistema possa ser utilizado por muitas pessoas. 
 
4.2 Fase 1 – PocketSphinx no ambiente Windows 
 
4.2.1 Instalação 
A instalação do sistema Pocketsphinx no ambiente Windows requer alguns pré-
requisitos fundamentais para o funcionamento. Originalmente desenvolvida para rodar no 
ambiente Linux, a ferramenta PocketSphinx também pode ser instalada e utilizada em um 
sistema operacional baseado em Windows, desde que alguns parâmetros sejam respeitados. 
A instalação do PocketSphinx é pouco documentada e uma abrangente pesquisa foi 
necessária para portar esse sistema para o ambiente Windows. Através do site do 
desenvolvedor e de comunidades de uso do sistema, a base de instalação inicial foi provida 
através de tutoriais [19], resultando após pesquisas adicionais e ajustes, uma instalação com 
sucesso em um sistema operacional Windows versão oito da Microsoft com os requisitos 
básicos necessários para o funcionamento da ferramenta.  
4.2.2 Configuração 
 
A configuração do PocketSphinx é realizada de acordo com os parâmetros 
disponibilizados pela ferramenta e também, de acordo com a utilização do usuário. 
O PocketSphinx fornece uma série de itens e parâmetros de configuração para serem 
ajustados de acordo com a necessidade. A lista completa dos parâmetros de configurações 
podem ser acompanhadas no item Apêndices. Dentre todos os itens, podemos destacar alguns 
que são essenciais para o funcionamento do sistema de forma customizada. 
 
4.2.2.1 Criando um Dicionário de Palavras e Arquivo de Modelo de Linguagem 
 
A utilização e definição de um dicionário de palavras é o primeiro passo para podermos 
utilizar a potencialidade da ferramenta PocketSphinx. O dicionário de palavras é o item de 
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configuração que contem as palavras que deverão e poderão ser reconhecidas pelo sistema de 
reconhecimento de voz ou palavras. 
Para essa tarefa, utilizaremos a ferramenta LMTOOL (CMU), provida pelo laboratório 
de pesquisas em reconhecimento de voz da CMU. Com ele, foi possível criar um padrão de 
dicionário para testes. Através da inserção de palavras em um arquivo formato txt, criado pelo 
autor, Figura 6, esse arquivo é importado pelo endereço do site que disponibiliza a ferramenta 
e faz a conversão do dicionário. 
Arquivo “qual.txt” de dicionário feito como exemplo de testes pelo aluno e passado 
como parâmetro para a ferramenta lmtool. 
 
 
Figura 6 : Modelo de dicionário utilizado nos testes iniciais. Fonte: Do autor.  
 
Ao submeter o dicionário padrão na ferramenta LMTOOL, é criada uma estrutura de 
arquivos, figura 7, interpretados pelo sistema, para que sejam carregados no sistema 
Pocketsphinx, substituindo o dicionário padrão fornecido. O sistema gera os arquivos com um 
número aleatório, e pode ser substituído posteriormente, desde que todos tenham o mesmo 
nome e permaneçam com a extensão original. Da lista de arquivos geradas, utilizaremos 
somente os arquivos com extensão .DIC e .LM. 
 
 
Figura 7 : Estrutura de arquivos após conversão na ferramenta LMTOOL. Fonte: Do autor. 
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Um dos principais arquivos da estrutura é o de extensão .DIC, Figura 8. Esse arquivo 
retorna as palavras no padrão fonético conforme o modelo de linguagem em que foi 
construído, no nosso exemplo, idioma inglês. 
 
 
Figura 8 - Estrutura interna do arquivo de dicionários. Fonte: Do autor 
 
Com o arquivo de dicionário definido, podemos carregá-lo como parâmetro na 
execução do programa PocketSphinx, seguindo o comando abaixo: 
pocketsphinx_continuous -dict 5619.dic 
 
Outro arquivo que também deve ser utilizado para iniciarmos o PoscktSphinx é o 
arquivo de modelo de linguagem, com extensão .LM, e que também foi fornecido pela 
ferramenta LMTOOL. Dessa forma, com a adição desse arquivo de modelo de linguagem, o 
comando completo para inicializarmos o PocketSphinx passa a ser o abaixo: 
pocketsphinx_continuous -lm 5619.lm -dict 5619.dic 
 
4.2.3 Iniciando o sistema PocketSphinx 
Com o dicionário definido e os devidos arquivos preparados, o sistema Pocketsphinx foi 
iniciado, Figura 9, com os novos parâmetros, possibilitando utilizarmos as palavras definidas 
no dicionário para o reconhecimento de voz. 
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Figura 9 - Sistema pocketsphinx sendo inicializado. Fonte: Do autor. 
Sistema inicializado, Figura 10, com os parâmetros e com “prompt” READY, 
aguardando um comando de voz. 
 
 
Figura 10 - Sistema pocketsphinx pronto para receber comandos de voz. Fonte: Do autor. 
Para o nosso teste, foram utilizadas as palavras definidas no dicionário, sendo elas, 
Assalto, Marcelo, Rangel, Socorro e Unicamp (Universidade Estadual de Campinas). Ainda 
com o sistema em situação de READY, ele fica aguardando a entrada de alguma áudio ou 
palavra. Ao iniciarmos a fala ou envio de um sinal sonoro, ele passa para a condição de 
“listening”, Figura 11, e nesse momento, inicia o processamento de equivalência do som 
recebido com o modelo de linguagem e dicionário carregados. 
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Figura 11 - Sistema pocketsphinx processando o reconhecimento de voz. Fonte: Do autor. 
Nas figuras 12 a 14, é apresentada uma sequência de palavras reconhecidas, conforme 
definição do dicionário carregado.  
 
 
Figura 12 - Reconhecimento da palavra Rangel após fala do orador. Fonte: Do autor. 
 
Figura 13 - : Reconhecimento da palavra Marcelo após fala do orador. Fonte: Do autor. 
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Figura 14 - Reconhecimento da palavra Unicamp após fala do orador. Fonte: Do autor. 
 
 
4.3 Fase 2 – PocketSphinx no ambiente Android 
 
4.3.1 Ambiente Android 
Após ajustes realizados com o conhecimento da ferramenta obtido no ambiente 
Windows, foi realizado o download da versão Open Source da ferramenta, chamada 
PocketSphinxAndroidDemo (CMU Sphinx), específica para dispositivos móveis smartphone, 
rodando o sistema operacional Android. Transferindo o arquivo .APK para o dispositivo 
Android, a instalação é feita em apenas um simples passo. Essa versão nada mais é do que a 
versão do ambiente Windows, empacotada para o ambiente Android, em Java. 
 
4.3.2  Modificações Realizadas e Implementadas 
Com base no código fonte disponibilizado na ferramenta PocketSphinxAndroidDemo, 
foram identificadas necessidades de alterações e ajustes, bem como, a implementação de 
novas funcionalidades para que a ferramenta pudesse atender aos requisitos do projeto. O 
principal requisito do projeto é ter como saída, a vibração do smartphone após ter uma palavra 
reconhecida com sucesso. Abaixo, listaremos todas as modificações e itens implementados 
para entendimento do projeto, inclusive adicionando outras funcionalidades para uma melhor 
experiência do usuário do sistema. 
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4.4 Interface de Utilização 
 
A interface de utilização originalmente disponibilizada com a ferramenta não permitia 
modificações ou parametrizações pelos usuários finais, devendo todo o conteúdo estar pré-
definido em ambiente de programação, ou seja, cada modificação exigia do programador, a 
geração e disponibilização de um novo setup , e consequente instalação da ferramenta no 
dispositivo móvel celular, smartphone. 
A nova interface criada para atender as necessidades do projeto permite que o usuário 
operador do sistema tenha a possibilidade de alterar diversos itens, maximizando e 
melhorando a experiência de utilização da ferramenta, para diversas situações encontradas em 
seu dia a dia. 
Um fator muito importante para o bom funcionamento do sistema foi a alteração no 
método de pesquisa da palavra desejada. Originalmente de entrada livre, qualquer palavra 
falada e que estava dentro do dicionário original poderia ser reconhecida, porém, testes 
preliminares mostraram que muitas palavras reconhecidas não eram as mesmas ditas pelo 
locutor, gerando incorreções no sistema de reconhecimento. 
Para resolvermos essa situação, o método de pesquisa do sistema foi alterado para 
palavra chave, ou KeyPhrase. A definição da palavra chave nada mais é do que limitar as 
possibilidades de reconhecimento de palavras dentro de um dicionário com mais de uma 
palavra. Essa definição é realizada no momento em que escolhemos um nome no painel de 
configuração do sistema e qualquer outra palavra dita pelo locutor que seja diferente da 
estabelecida, é descartada pelo sistema de reconhecimento, melhorando a taxa de acertos. 
Para o sistema desenvolvido, foi dado o nome de TAADA (Tecnologia Assistiva para 
Auxilio a Deficientes Auditivos ou Surdos). Na figura 15 podemos ver o ícone do TAADA no 
plano de fundo de um smartphone com sistema Android, após a instalação no smartphone. 
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Figura 15 : Ícone do sistema TAADA. Fonte: Do autor.  
 
Ao clicarmos no ícone TAADA para inicializarmos o sistema, a tela apresentada na 
Figura 16 é carregada em dois estágios, sendo o primeiro uma tela de apresentação com o 
logotipo da Unicamp (Figura 16) e, em seguida, a tela de sistema pronto para funcionamento 
(Figura 17). 
 
 
Figura 166 : Tela de apresentação ao iniciar o sistema. Fonte: Do autor. 
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Figura 17 : Tela do sistema em situação pronta para utilização. Fonte: Do autor. 
 
Conforme apresentado na Figura 17, nesse momento o sistema está carregado e pronto 
para reconhecimento. Na tela apresentada a palavra previamente carregada e pronta para 
reconhecimento é a palavra MARCELO.  
Caso o usuário deseje realizar alterações no sistema, uma série de parâmetros está 
disponível e podem ser acessados através do menu de configurações, a partir do botão de 
configurações do próprio smartphone (Figura 18). 
 
 
Figura 18 : Tela para entrar no sistema de configuração do sistema TAADA. Fonte: Do autor.  
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Acessado o menu de configurações, o usuário terá diversos itens para parametrizar 
conforme as suas necessidades.  Nas Figuras 19 e 20, podemos observar todos os itens 
possíveis para serem configurados de acordo com a necessidade do usuário. 
 
 
Figura 19 : Tela 1 de configuração e itens disponíveis para alteração. Fonte: Do autor. 
 
 
 
Figura 20 : Tela 2 de configuração e itens disponíveis para alteração. Fonte: Do autor. 
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• Nome (o usuário poderá escolher o primeiro nome de acordo com a lista pré- 
definida no sistema) Os nomes disponíveis nessa lista são inicializados pelo 
aplicativo, acessando o arquivo nomes .txt (Figura 21). 
 
 
                  Figura 21 : Tela de escolha do nome principal. Fonte: Do autor.  
• Sobrenome (o usuário poderá escolher o sobrenome de acordo com a lista pré 
definida no sistema) Os nomes disponíveis nessa lista são inicializados pelo 
aplicativo, acessando o arquivo nomes.txt, conforme ilustrado na Figura 22. 
 
Figura 21 : Tela de escolha do sobrenome. Fonte: Do autor.  
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Nos demais itens de configurações a seguir, todas as mudanças a serem realizadas pelo 
usuário interferem na parte de como o sistema retornará ao usuário do smartphone, um sinal 
avisando que o reconhecimento da palavra ocorreu com sucesso.  
Essa parte do sistema é o grande diferencial da solução, permitindo ao deficiente 
auditivo ou surdo, ter a percepção de que algo está tentando interagir com ele. O sinal de 
atenção poderá ser configurado basicamente de duas formas. Através do sinal visual (flash) na 
tela do smartphone ou através de vibração do smartphone. Ambas as situações tem ainda 
subitens de configuração, permitindo alterar cores, tempos e intervalos. 
A utilização do recurso de flash, por exemplo, poderá ser feito pelo usuário que em 
sua mesa de trabalho ou estudos deixa o smartphone sobre a mesa ou apoiado verticalmente 
em uma base qualquer e tem um campo de visão direto para a tela do smartphone, permitindo 
visualizar o sinal emitido. 
Já para a utilização do recurso de vibração, geralmente o smartphone poderá estar em 
um bolso ou sendo manuseado no momento da emissão do sinal. 
Na Figura 23 podemos observar a tela de saída do sistema quando a palavra 
configurada no dispositivo “marcelo” é reconhecida.  
O sistema retornou como saída, o flash na cor vermelho, que é a cor configurada como 
padrão. Retornou também na parte inferior da tela, em forma textual, a palavra reconhecida. E 
a terceira saída retornada pelo sistema foi a vibração do smartphone, que não conseguimos 
reproduzir neste documento. 
 
 
                      Figura 22 : Tela de saída do sistema de reconhecimento. Fonte: Do autor. 
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Nas figuras seguintes (Figura 24 a 30) demonstraremos todas as configurações 
possíveis. 
• Cor do Flash ((padrão = vermelho) o usuário poderá definir a cor do flash  que 
piscará ao reconhecer uma palavra, podendo optar entre vermelho, branco, 
verde, azul e amarelo) 
 
                      Figura 23 : Tela de configuração da cor do flash. Fonte: Do autor.  
• Tempo de efeito Fade ((padrão = 500 milissegundos) o usuário poderá definir o 
tempo de aparecimento do flash  na tela, escolhendo valores entre 100 e 3000 
milissegundos) 
 
                      Figura 24 : Tempo de configuração do efeito Fade. Fonte: Do autor.  
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• Duração do Vibra ((padrão = 500 milissegundos) o usuário poderá definir o 
tempo de vibração do smartphone, escolhendo valores entre 100 e 3000 
milissegundos) 
 
Figura 25 : Tempo de configuração do efeito Vibra. Fonte: Do autor. 
 
• Pause do Vibra ((padrão = 1000 milissegundos) o usuário poderá definir o 
tempo de pausa entre os comandos de vibração do smartphone, escolhendo 
valores entre 100 e 3000 milissegundos) 
 
 
Figura 26 : Tela de configuração de pause no vibra. Fonte: Do autor. 
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• Repetição Flash e Vibra ((padrão = 3 vezes) o usuário poderá definir a 
quantidade de repetição dos alertas de flash e vibração do smartphone, 
escolhendo valores entre 1 e 10) 
 
              Figura 27 : Tela de configuração da repetição do flash e vibra. Fonte: Do autor. 
 
• Flash (o usuário poderá selecionar o campo para habilitar ou desabilitar o 
recurso de alerta de flash na tela do smartphone) 
 
 
Figura 28 : Tela com opção de habilitar e desabilitar o uso do Flash. Fonte: Do autor.  
 
• Vibrador (o usuário poderá selecionar o campo para habilitar ou desabilitar o 
recurso de alerta de vibração do smartphone) 
 
 
Figura 29 : Tela com opção de habilitar e desabilitar o uso do Vibrador. Fonte: Do autor.  
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4.5 Modelo de Linguagem 
 
O modelo de linguagem utilizado no projeto segue o padrão definido pela ferramenta 
LMTOOL, ao retornar os arquivos de dicionário. Na estrutura de arquivos criada durante a 
instalação do programa, podemos encontrar o arquivo de modelo de linguagem no caminho 
abaixo, sendo LM.LM o arquivo objeto do modelo de linguagem. 
Caminho: pocketsphinx-android-demo\assets\sync\models/models/lm/lm.lm 
  
4.6 Dicionário 
 
O dicionário de dados foi criado a partir de uma lista no padrão TXT, que contém os 
nomes necessários para o funcionamento do projeto. Esta lista poderá ser incrementada 
futuramente para atender novas necessidades. A definição dos nomes a serem adicionados no 
programa foi obtida a partir dos sites (Ferrao.org - Onomástica Portuguesa) e (Significados 
dos Nomes), que relaciona os nomes e sobrenomes próprios mais comuns no Brasil. 
Com os nomes selecionados, foi criado um arquivo corpus, chamado 
NOMES_E_SOBRENOMES.txt, para que fosse utilizado com a ferramenta LMTOOL. Após 
tratar o arquivo de nomes na ferramenta LMTOOL, o sistema devolve os arquivos .DIC e 
.LM para que sejam utilizados com o PocketSphinx. Os arquivos foram renomeados para 
cmu07a.dic e lista.m, respectivamente. 
Esses dois arquivos serão carregados pelo PocketSphinx e são essenciais para o 
processo de análise e reconhecimento de voz e palavras. Adicionalmente, dois outros arquivos 
no formato txt foram criados, sendo os arquivos nomes.txt e sobrenomes.txt. Esses dois 
arquivos tem a função de permitir que o usuário altere os nomes e sobrenomes na aplicação, 
conforme demonstrado na Figura 20 desse trabalho. De maneira geral, os três arquivos estão 
contidos no caminho informado abaixo, e podem ter seu conteúdo alterado a qualquer tempo, 
permitindo a inserção ou deleção de nomes pelo usuário, sem a necessidade de recompilar o 
aplicativo, sendo algo importantíssimo para a boa usabilidade do sistema. 
 
Caminho dos arquivos: 
models/dict/cmu07a.dic 
models/dict/nomes.txt 
models/dict/sobrenomes.txt 
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4.7 Componentes Lógicos Utilizados 
 
4.7.1 Sphinxbase 
É uma biblioteca de fonte de dados requerida para trabalhar com o Pocketsphinx, 
desenvolvida pela equipe do projeto CMUSphinx da CMU.  
 
4.7.2 Cygwin 
É uma coleção de ferramentas desenvolvida pela Cygnus Solutions, com o objetivo de 
permitir que versões do sistema operacional de propriedade Microsoft possam de forma 
limitada, rodar softwares desenvolvidos originalmente para UNIX e Linux. Foi utilizada no 
Notebook para os testes iniciais e adaptações do PocketSpnix. 
4.7.3 Eclipse 
É uma IDE, Ambiente Integrado de Desenvolvimento, Open Source para 
desenvolvimento na linguagem JAVA. Foi utilizada para adaptar o código fonte do 
PocketSphinx Demos for Android. 
 
4.7.4 Android NDK  
O Android NDK, Native Developer Kit, é a ferramenta de desenvolvimento para 
dispositivos móveis com sistema operacional Android e foi utilizado para transpor o sistema 
para o dispositivo móvel. 
 
4.8 Componentes Físicos Utilizados 
 
Para o trabalho desse projeto, foram utilizados alguns componentes físicos com o 
objetivo de testarmos as funcionalidades e resultados do sistema  
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4.8.1 Smartphone 
Os testes iniciais em dispositivo móvel, conhecido como smartphone, foram realizados 
com sucesso. Ele foi responsável por receber a instalação do sistema PocketSphinx para 
Android, após adaptações de programação e interface de usuário. 
O sistema utilizado tinha como características de hardware, os valores conforme dados da 
Tabela 2. 
 
Fabricante Blu Miami 
Modelo Blu Life One X 
Chipset Mediatek MT6589T 
Velocidade do Processador Quad-core 1.5 GHz Cortex-A7 
Quantidade de Memória 32GB Ram 
Tamanho da Tela 5 polegadas 
Sistema Operacional Android 4.2.1 (Jelly Bean) 
Tabela 2 : Características de hardware do Smartphone usado em testes. Fonte: Do autor. 
 
4.8.2 Notebook 
Os testes iniciais e de conhecimento da ferramenta PocketSphinx foram realizados em um 
Notebook. Essa fase de testes e reconhecimento da ferramenta foi muito importante para 
conhecermos o potencial de utilização e adaptação para o objetivo do projeto.  O sistema 
utilizado tinha como características de hardware, os valores conforme dados da Tabela 3. 
 
Fabricante Lenovo 
Modelo Ideapad U430 
Chipset Intel Core i5 4200U x64 processor 
Velocidade do Processador Quad-core 1.6 GHz 
Quantidade de Memória 8GB Ram 
Sistema Operacional Windows 8 
Arquitetura do Sistema Operacional 64 bits 
Tabela 3 : Características de hardware do Notebook usado em testes. Fonte: Do autor. 
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5 TESTES E MEDIÇÕES 
 
Os testes de funcionamento e reconhecimento de palavras pelo sistema final foram 
realizados seguindo algumas regras e parâmetros para que pudéssemos avaliar a melhor 
configuração física e lógica para o bom funcionamento do sistema. De uma forma geral, os 
testes compreendem os tipos de palavras, quanto à gramática, composição e idioma, a 
distância e ângulo relativo entre o locutor e o microfone, e também, o nível de ruído em cada 
demonstração. 
 
5.1 Métodos e Objetivos 
 
Objetivo: medir, analisar e demonstrar os resultados do sistema de reconhecimento de 
palavras do sistema desenvolvido.  
A)     Softwares utilizados  
a.       Sistema Pocketsphinx for Android desenvolvido pela CMU e adaptado pelo aluno, 
responsável por realizar o reconhecimento de palavras.  
b.       Sistema Pocketsphinx desenvolvido pela CMU.  
c.      Software Noise Meter v 2.7, responsável por medir o nível de ruído (dB) do local 
onde será feito o reconhecimento de palavras.  
 
B) Hardware Utilizados  
            a) Smartphone com Sistema Operacional Android, executando o sistema Pocketsphinx 
for Android  
            b) Notebook com Sistema Operacional Windows, executando o sistema Pocketsphinx  
 
C) Medições previstas  
1) Comparar resultados entre o sistema PocketSphinx instalado no Notebook e Pocketsphinx 
for Android instalado no Smartphone, ambos sem a utilização de microfone externo. 
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Objetivo: analisar taxa de acertos entre as duas versões do PocketSphinx identificando 
possíveis diferenças em parâmetros de configurações e desempenho bem como tipos de 
palavras e níveis de ruído.  
 
Variáveis:  
a)    Teste com 6 nomes simples e 6 nomes compostos, sendo no total , 6 nomes no idioma 
Português Brasileiro e 6 nomes do idioma Inglês Americano. Os nomes selecionados deverão 
conter palavras monossílabas, dissílabas, trissílabas e polissílabas, bem como serem 
proparoxítona, paroxítona e oxítona. 
b)    Teste com distância de 0,50m, 1,0m, 2,0m, 3,0m, 4,0m e 5,0m, para avaliar a distância 
máxima em metros de funcionamento do reconhecimento do sistema 
c)    Teste com níveis de ruído diversos entre 5 dB e 70 dB. 
   
Preparação do ambiente: 
 Para realizarmos os testes definidos no item anterior, novas instalações foram 
realizadas em todos os dispositivos, evitando carregar configurações antigas de testes 
anteriores que pudesse interferir nos resultados. 
 
5.2 Definição dos Nomes Próprios para Testes 
Para obtermos parâmetros de testes variados, considerando o máximo possível de 
possibilidades, algumas características de linguística foram definidas. A seleção dos nomes 
foi definida seguindo a necessidade de termos nomes com palavras monossílabas, dissílabas, 
trissílabas e polissílabas, bem como serem proparoxítona, paroxítona e oxítona no idioma 
Português Brasileiro e Inglês Americano. 
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A Tabela 4 mostra os nomes escolhidos. 
Nome Idioma Sílaba Tônica Nr de Sílabas 
Ana PT_BR Paroxítona Dissílaba 
Renata PT_BR Paroxítona Trissílaba 
Francisco PT_BR Paroxítona Trissílaba 
Marcelo Rangel PT_BR Paroxítona +Oxítona Trissílaba + Dissílaba 
Ana Renata PT_BR Paroxítona + Paroxítona Dissílaba + Trissílaba 
Ana Maria PT_BR Paroxítona + Paroxítona Dissílaba + Trissílaba 
Peter US Não se aplica Não se aplica 
Robert US Não se aplica Não se aplica 
Oswald US Não se aplica Não se aplica 
Paul Norris US Não se aplica Não se aplica 
David Albert  US Não se aplica Não se aplica 
John Peter US Não se aplica Não se aplica 
Tabela 4 - Nomes e Sobrenomes Definidos para Testes. Fonte: Do autor. 
 
5.3 Testes Comparativos entre Hardwares 
Os testes deste capítulo tem o objetivo de comparar os resultados entre diferentes tipos 
de hardware, onde temos o sistema PocketSphinx instalado no Notebook e o Pocketsphinx for 
Android, instalado no smartphone, ambos sem microfone externo. Obteremos e analisaremos 
a taxa de acertos entre os sistemas e versões em diversas condições, e para todos os testes, 
seguiremos a legenda mostrada a seguir: 
HW = Tipo de Hardware 
NT = Notebook 
SP = Smartphone 
A = nível de ruído menor que 10 dB 
B  = nível de ruído entre 10 dB e 20 dB 
C = nível de ruído entre 20 dB e 30 dB 
D = nível de ruído entre 30 dB e 40 dB 
E = nível de ruído entre 40 dB e 50 dB 
F = nível de ruído entre 50 dB e 60 dB 
G = nível de ruído entre 60 dB e 70 dB 
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H = nível de ruído entre 70 dB e 80 dB 
As medições realizadas consideraram as distâncias entre 0,5m e 5,0m e também, 
diferentes níveis de ruídos, entre 0 dB e 70 dB.  
Cada palavra foi repetida 10 vezes em cada conjunto de situação, permitindo analisar o 
comportamento do sistema quanto à diferentes situações de uso e verificar a quantidade de 
palavras que foram reconhecidas corretamente pelo sistema de reconhecimento.  
Para cada medição de distância e nível de ruído, foi atribuído um valor entre a faixa de 
0 a 10, conforme abaixo: 
0 = 0 reconhecimento com sucesso em 10 tentativas 
1 = 1 reconhecimento com sucesso em 10 tentativas 
2 = 2 reconhecimentos com sucesso em 10 tentativas 
3 = 3 reconhecimentos com sucesso em 10 tentativas 
4 = 4 reconhecimentos com sucesso em 10 tentativas 
5 = 5 reconhecimentos com sucesso em 10 tentativas 
6 = 6 reconhecimentos com sucesso em 10 tentativas 
7 = 7 reconhecimentos com sucesso em 10 tentativas 
8 = 8 reconhecimentos com sucesso em 10 tentativas 
9 = 9 reconhecimentos com sucesso em 10 tentativas 
10 = 10 reconhecimentos com sucesso em 10 tentativas 
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4.1.1. Distância de 0,5m 
Nome HW A B C D E F G H 
Ana NT 10 10 10 9 4 1 0 0 
Renata NT 10 10 9 9 8 4 0 0 
Francisco NT 10 10 9 9 8 1 0 0 
Marcelo Rangel NT 10 10 10 10 1 1 0 0 
Ana Renata NT 10 10 10 9 1 1 0 0 
Ana Maria NT 10 10 10 10 1 1 0 0 
Peter NT 10 10 10 10 8 1 0 0 
Robert NT 10 10 10 10 8 1 0 0 
Oswald NT 10 10 10 10 4 4 0 0 
Paul Norris NT 10 10 10 9 1 1 0 0 
David Albert  NT 10 10 10 9 1 1 0 0 
John Peter NT 10 10 10 10 1 1 0 0 
Ana SP 10 0 0 0 0 0 0 0 
Renata SP 10 10 10 10 10 9 4 0 
Francisco SP 10 10 10 10 10 4 1 0 
Marcelo Rangel SP 10 10 10 10 10 10 4 0 
Ana Renata SP 10 10 10 10 10 9 0 0 
Ana Maria SP 10 10 9 9 9 9 0 0 
Peter SP 10 0 0 0 0 0 0 0 
Robert SP 10 10 10 10 10 10 1 0 
Oswald SP 10 10 10 10 10 10 1 0 
Paul Norris SP 10 10 10 10 10 10 1 0 
David Albert  SP 10 10 10 10 10 10 1 0 
John Peter SP 10 10 10 10 10 10 1 0 
Tabela 5 - Resultados de Testes em 0,5m para Hardwares Diferentes. Fonte: Do autor. 
 
A Tabela 5 mostra os testes realizados para a distância de 0,5m entre o locutor e o 
dispositivo. A locução de cada um dos nomes foi repetida 10 vezes para cada nível de 
Decibels que são representados nas colunas de A..H, permitindo analisar o comportamento do 
sistema quanto à diferentes situações de uso e verificar a quantidade de palavras que foram 
reconhecidas. Os números da tabela representam a quantidade de vezes que a palavra foi 
reconhecida com sucesso pelo dispositivo, de um total de 10 tentativas para cada palavra em 
cada nível de intensidade. 
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4.1.2. Distância de 1m 
Nome HW A B C D E F G H 
Ana NT 10 10 10 8 1 1 0 0 
Renata NT 10 10 9 9 1 4 0 0 
Francisco NT 10 10 9 9 0 1 0 0 
Marcelo Rangel NT 10 10 10 10 0 1 0 0 
Ana Renata NT 10 10 10 9 0 1 0 0 
Ana Maria NT 10 10 10 10 0 1 0 0 
Peter NT 10 10 10 10 1 1 0 0 
Robert NT 10 10 10 10 1 1 0 0 
Oswald NT 10 10 10 10 1 4 0 0 
Paul Norris NT 10 10 10 9 0 1 0 0 
David Albert  NT 10 10 10 9 0 1 0 0 
John Peter NT 10 10 10 10 0 1 0 0 
Ana SP 10 0 0 0 0 0 0 0 
Renata SP 10 10 10 8 8 8 0 0 
Francisco SP 10 9 8 8 8 8 0 0 
Marcelo Rangel SP 10 10 9 8 1 0 0 0 
Ana Renata SP 10 10 9 8 1 0 0 0 
Ana Maria SP 10 9 8 8 1 0 0 0 
Peter SP 10 0 0 0 0 0 0 0 
Robert SP 10 10 10 10 8 9 0 0 
Oswald SP 10 10 9 9 8 9 0 0 
Paul Norris SP 10 10 9 9 1 0 0 0 
David Albert  SP 10 10 9 9 1 0 0 0 
John Peter SP 10 10 9 9 1 0 0 0 
Tabela 6 -  Resultados de Testes em 1m para Hardwares Diferentes. Fonte: Do autor. 
 
A Tabela 6 mostra os testes realizados para a distância de 1m entre o locutor e o 
dispositivo. A locução de cada um dos nomes foi repetida 10 vezes para cada nível de 
Decibels que são representados nas colunas de A..H, permitindo analisar o comportamento do 
sistema quanto à diferentes situações de uso e verificar a quantidade de palavras que foram 
reconhecidas. Os números da tabela representam a quantidade de vezes que a palavra foi 
reconhecida com sucesso pelo dispositivo, de um total de 10 tentativas para cada palavra em 
cada nível de intensidade. 
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4.1.3. Distância de 2m 
Nome HW A B C D E F G H 
Ana NT 10 10 10 1 0 0 0 0 
Renata NT 10 10 9 4 0 0 0 0 
Francisco NT 10 10 10 1 0 0 0 0 
Marcelo Rangel NT 10 10 10 1 0 0 0 0 
Ana Renata NT 10 10 10 1 0 0 0 0 
Ana Maria NT 10 10 10 1 0 0 0 0 
Peter NT 10 10 10 4 0 0 0 0 
Robert NT 10 10 10 4 0 0 0 0 
Oswald NT 10 10 10 8 0 0 0 0 
Paul Norris NT 10 10 10 1 0 0 0 0 
David Albert  NT 10 10 10 1 0 0 0 0 
John Peter NT 10 10 10 4 0 0 0 0 
Ana SP 10 0 0 0 0 0 0 0 
Renata SP 10 10 9 9 9 8 0 0 
Francisco SP 10 10 9 9 8 1 0 0 
Marcelo Rangel SP 10 9 4 0 0 0 0 0 
Ana Renata SP 10 9 4 0 0 0 0 0 
Ana Maria SP 10 8 4 0 0 0 0 0 
Peter SP 10 1 0 0 0 0 0 0 
Robert SP 10 10 9 9 9 8 0 0 
Oswald SP 10 10 9 9 9 8 0 0 
Paul Norris SP 10 9 4 0 0 0 0 0 
David Albert  SP 10 9 4 0 0 0 0 0 
John Peter SP 10 9 4 0 0 0 0 0 
Tabela 7 - Resultados de Testes em 2m para Hardwares Diferentes. Fonte: Do autor. 
 
A Tabela 7 mostra os testes realizados para a distância de 2m entre o locutor e o 
dispositivo. A locução de cada um dos nomes foi repetida 10 vezes para cada nível de 
Decibels que são representados nas colunas de A..H, permitindo analisar o comportamento do 
sistema quanto à diferentes situações de uso e verificar a quantidade de palavras que foram 
reconhecidas. Os números da tabela representam a quantidade de vezes que a palavra foi 
reconhecida com sucesso pelo dispositivo, de um total de 10 tentativas para cada palavra em 
cada nível de Decibels. 
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4.1.4.  Distância de 3m 
Nome HW A B C D E F G H 
Ana NT 10 10 10 0 0 0 0 0 
Renata NT 10 10 9 1 0 0 0 0 
Francisco NT 10 10 10 1 0 0 0 0 
Marcelo Rangel NT 10 9 8 0 0 0 0 0 
Ana Renata NT 10 9 8 0 0 0 0 0 
Ana Maria NT 10 9 8 0 0 0 0 0 
Peter NT 10 10 10 1 0 0 0 0 
Robert NT 10 10 10 1 0 0 0 0 
Oswald NT 10 10 10 1 0 0 0 0 
Paul Norris NT 10 9 8 0 0 0 0 0 
David Albert  NT 10 9 8 0 0 0 0 0 
John Peter NT 10 9 8 0 0 0 0 0 
Ana SP 9 0 0 0 0 0 0 0 
Renata SP 10 10 9 9 9 1 0 0 
Francisco SP 10 10 9 9 9 1 0 0 
Marcelo Rangel SP 9 8 0 0 0 0 0 0 
Ana Renata SP 9 8 0 0 0 0 0 0 
Ana Maria SP 9 4 0 0 0 0 0 0 
Peter SP 9 0 0 0 0 0 0 0 
Robert SP 10 9 9 9 9 1 0 0 
Oswald SP 10 9 9 9 9 1 0 0 
Paul Norris SP 9 8 0 0 0 0 0 0 
David Albert  SP 9 8 0 0 0 0 0 0 
John Peter SP 9 8 0 0 0 0 0 0 
Tabela 8 -Resultados de Testes em 3m para Hardwares Diferentes. Fonte: Do autor. 
 
A Tabela 8 mostra os testes realizados para a distância de 3m entre o locutor e o 
dispositivo. A locução de cada um dos nomes foi repetida 10 vezes para cada nível de 
Decibels que são representados nas colunas de A..H, permitindo analisar o comportamento do 
sistema quanto à diferentes situações de uso e verificar a quantidade de palavras que foram 
reconhecidas. Os números da tabela representam a quantidade de vezes que a palavra foi 
reconhecida com sucesso pelo dispositivo, de um total de 10 tentativas para cada palavra em 
cada nível de intensidade. 
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4.1.5. Distância de 4m 
Nome HW A B C D E F G H 
Ana NT 10 10 10 0 0 0 0 0 
Renata NT 10 9 9 0 0 0 0 0 
Francisco NT 10 9 9 0 0 0 0 0 
Marcelo Rangel NT 10 8 4 0 0 0 0 0 
Ana Renata NT 10 8 4 0 0 0 0 0 
Ana Maria NT 10 8 4 0 0 0 0 0 
Peter NT 10 10 10 0 0 0 0 0 
Robert NT 10 10 10 0 0 0 0 0 
Oswald NT 10 10 10 0 0 0 0 0 
Paul Norris NT 10 8 4 0 0 0 0 0 
David Albert  NT 10 8 4 0 0 0 0 0 
John Peter NT 10 8 4 0 0 0 0 0 
Ana SP 9 0 0 0 0 0 0 0 
Renata SP 10 10 9 9 8 1 0 0 
Francisco SP 10 10 9 9 8 1 0 0 
Marcelo Rangel SP 9 8 0 0 0 0 0 0 
Ana Renata SP 9 8 0 0 0 0 0 0 
Ana Maria SP 9 1 0 0 0 0 0 0 
Peter SP 9 0 0 0 0 0 0 0 
Robert SP 10 9 9 9 9 1 0 0 
Oswald SP 10 9 9 9 9 1 0 0 
Paul Norris SP 9 4 0 0 0 0 0 0 
David Albert  SP 9 4 0 0 0 0 0 0 
John Peter SP 9 4 0 0 0 0 0 0 
Tabela 9 - Resultados de Testes em 4m para Hardwares Diferentes. Fonte: Do autor. 
 
 
A Tabela 9 mostra os testes realizados para a distância de 4m entre o locutor e o 
dispositivo. A locução de cada um dos nomes foi repetida 10 vezes para cada nível de 
Decibels que são representados nas colunas de A..H, permitindo analisar o comportamento do 
sistema quanto à diferentes situações de uso e verificar a quantidade de palavras que foram 
reconhecidas. Os números da tabela representam a quantidade de vezes que a palavra foi 
reconhecida com sucesso pelo dispositivo, de um total de 10 tentativas para cada palavra em 
cada nível de intensidade. 
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4.1.6. Distância de 5m 
Nome HW A B C D E F G H 
Ana NT 10 10 10 0 0 0 0 0 
Renata NT 10 9 9 0 0 0 0 0 
Francisco NT 10 9 9 0 0 0 0 0 
Marcelo Rangel NT 10 4 1 0 0 0 0 0 
Ana Renata NT 10 4 1 0 0 0 0 0 
Ana Maria NT 10 4 1 0 0 0 0 0 
Peter NT 10 8 9 0 0 0 0 0 
Robert NT 10 8 9 0 0 0 0 0 
Oswald NT 10 8 9 0 0 0 0 0 
Paul Norris NT 10 8 4 0 0 0 0 0 
David Albert  NT 10 4 1 0 0 0 0 0 
John Peter NT 10 8 4 0 0 0 0 0 
Ana SP 9 0 0 0 0 0 0 0 
Renata SP 10 9 9 9 9 1 0 0 
Francisco SP 10 9 9 8 8 1 0 0 
Marcelo Rangel SP 9 8 0 0 0 0 0 0 
Ana Renata SP 9 4 0 0 0 0 0 0 
Ana Maria SP 9 4 0 0 0 0 0 0 
Peter SP 9 0 0 0 0 0 0 0 
Robert SP 9 9 9 9 8 1 0 0 
Oswald SP 9 9 9 9 8 1 0 0 
Paul Norris SP 9 8 0 0 0 0 0 0 
David Albert  SP 9 8 0 0 0 0 0 0 
John Peter SP 9 8 0 0 0 0 0 0 
Tabela 10 - Resultados de Testes em 5m para Hardwares Diferentes. Fonte: Do autor. 
 
A Tabela 10 mostra os testes realizados para a distância de 5m entre o locutor e o 
dispositivo. A locução de cada um dos nomes foi repetida 10 vezes para cada nível de 
Decibels que são representados nas colunas de A..H, permitindo analisar o comportamento do 
sistema quanto à diferentes situações de uso e verificar a quantidade de palavras que foram 
reconhecidas. Os números da tabela representam a quantidade de vezes que a palavra foi 
reconhecida com sucesso pelo dispositivo, de um total de 10 tentativas para cada palavra em 
cada nível de intensidade. 
 
Transformando os dados numéricos em gráfico de linhas podemos comparar os testes 
realizados com o notebook e smartphone para cada uma das palavras selecionadas e analisar o 
comportamento dos resultados obtidos. 
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Figura 30 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra Ana. Fonte: Do autor. 
A Figura 30 mostra os resultados obtidos para a palavra Ana com os testes em 
Notebook e Smartphone. É possível verificarmos que para os testes com Smartphone, a 
palavra Ana, por ser um apalavra muito curta, classificada como dissílaba, apresentou uma 
quantidade pequena de acertos.  
 
 
 
Figura 31 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra Renata.                   
Fonte: Do autor. 
A Figura 31 mostra os resultados obtidos para a palavra Renata com os testes em  
Notebook e Smartphone. É possível verificarmos uma maior taxa de acertos em 
relação a palavra Ana apresentado na Figura 30.  
Isso se deve à característica da palavra Renata, classificada como uma palavra 
trissílaba, o que demonstra a capacidade do sistema em reconhecer de forma mais adequada, 
palavras trissílabas ou polissílabas. 
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Figura 32 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra Francisco.           
Fonte: Do autor. 
A Figura 32 mostra os resultados obtidos para a palavra Francisco com os testes em 
Notebook e Smartphone. É possível verificarmos a quantidade de acertos conforme a 
distância e nível de ruído são alterados. 
 
 
 
Figura 33 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra Marcelo Rangel. 
Fonte: Do autor. 
 
 
Figura 34 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra Ana Renata.                  
Fonte: Do autor. 
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Figura 35 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra Ana Maria.           
Fonte: Do autor. 
As Figuras 33,34 e 35 mostram os resultados obtidos para as palavras Marcelo Rangel, 
Ana Renata e Ana Maria, com os testes em Notebook e Smartphone. Estas palavras tem a 
característica de serem compostas, ou seja, formada por duas palavras. Nessa situação, a 
quantidade de acertos no reconhecimento diminuiu. Isso se deve ao fato de termos uma pausa 
entre as duas palavras e havendo determinado nível de ruído no local, o sistema captura esse 
barulho e não consegue captar e reconhecer adequadamente a palavra falada na forma 
completa. 
 
 
Figura 36 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra Peter. Fonte: Do autor.  
A Figura 36 mostra os resultados obtidos para a palavra Peter com os testes em 
Notebook e Smartphone. É possível verificarmos que para os testes com Smartphone, a 
palavra  Peter, por ser um apalavra muito curta, a exemplo da palavra Ana testada na Figura 
30, apresentou uma quantidade pequena de acertos. Mesmo alterando para uma palavra do 
idioma Inglês, que á a base do modelo de linguagem do sistema, observa-se a dificuldade no 
reconhecimento. 
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Figura 37 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra Robert.                 
Fonte: Do autor. 
 
Figura 38 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra Oswald.               
Fonte: Do autor. 
As Figuras 37 e 38 mostram os resultados obtidos para as palavras Robert e Oswald, 
ambas do idioma Inglês com os testes em Notebook e Smartphone. É possível verificarmos a 
semelhança para a quantidade de acertos conforme a distância e nível de ruído são alterados. 
 
 
 
Figura 39 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra Paul Norris.             
Fonte: Do autor. 
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Figura 40 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra David Albert.       
Fonte: Do autor. 
 
 
Figura 41 - Gráfico Geral de Linhas - Testes com Notebook e Smartphone - Palavra Johm Peter.           
Fonte: Do autor. 
 
As Figuras 39,40 e 41 mostram os resultados obtidos para as palavras Paul Norris, 
David Albert e John Peter, com os testes em Notebook e Smartphone. Estas palavras do 
idioma Inglês, tem a característica de ser composta, ou seja, formada por duas palavras. Nessa 
situação, a quantidade de acertos no reconhecimento diminuiu mais rapidamente conforme 
aumentou a distância e nível de ruído no local. Isso se deve ao fato de termos uma pausa entre 
as duas palavras e havendo determinado nível de ruído no local, o sistema captura esse 
barulho e não consegue captar e reconhecer adequadamente a palavra falada na forma 
completa. 
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6 RESULTADOS E DISCUSSÕES 
 
Comparando os dois hardwares testados, pudemos observar que o comportamento na 
taxa de sucesso nos acertos está diretamente ligado aos fatores de nível de ruído no ambiente 
e distância do locutor ao dispositivo de reconhecimento. 
Em ambos os hardwares a taxa de acerto foi diminuindo conforme a distância e nível 
de ruído eram aumentados, conforme mostrado na Figura 42. Os traçados ovais em destaque 
demonstram que conforme a distância é aumentada a faixa de acertos é diminuída, 
representada pela redução lateral entre cada traçado oval. 
 
 
Figura 42 - Gráfico Geral de Colunas - Visualização da concentração de acertos para todas as palavras 
testadas em Notebook e Smartphone. Fonte: Do autor. 
 
O hardware de Notebook apresentou o comportamento da Figura 43, em que 
conseguiu permanecer  por maiores períodos com maiores taxas de acerto em 100% a partir 
da distância de 2m, porém com pouca diferença ao dispositivo de smartphone. 
 
Figura 43 - Gráfico Geral - Testes com o Notebook. Fonte: Do autor. 
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Já o hardware de smartphone, Figura 44, apresentou um maior período com taxas de acerto 
nas medições com maior número de Decibels, permitindo reconhecer palavras mesmo com 
um nível de ruído acima de 40 dB, algo que não ocorreu com os testes no Notebook. 
 
Figura 44 - Gráfico Geral - Testes com o Smartphone. Fonte: Do autor.  
 
Comparando os dados das Figuras 43 e 44, podemos identificar que o reconhecimento 
de palavras com o Notebook tem uma taxa de acertos mais concentrada em níveis de Decibels 
menores enquanto o smartphone propiciou uma quantidade maior de acertos em níveis 
maiores de Decibels. Essa diferença pode ser apontada pela característica física dos 
microfones embutidos em cada um dos dispositivos de hardware, porém, sem dados técnicos 
disponíveis para comparações. 
Ainda sobre o smartphone, é importante apontarmos um fator de falso positivo 
ocorrido com palavras monossílabas, onde a partir do nível de ruído maior que 10 dB, todas 
as amostras retornaram erros de falso/positivo, ou seja, qualquer ruído ou som no ambiente 
retornava o reconhecimento das palavras apontadas. 
Sobre os tipos de palavras, pelos resultados obtidos é possível identificar que as 
palavras simples obtiveram uma maior taxa de acertos ao longo da faixa de aumento do nível 
de ruído e distância, enquanto as palavras com nomes e sobrenomes, ou seja, nomes 
compostos, tiveram uma queda acentuada a partir de 2 metros de distância e nível de ruído 
acima de 20dB. 
De maneira geral, considerando a soma dos pontos obtidos em cada medição, de 0 a 
10, conforme tabelas de medição, temos uma proximidade muito grande entre os dois 
sistemas medidos, com o sistema de notebook obtendo 2345 pontos e o sistema de 
smartphone obtendo 2347 pontos, mas como observado, cada um deles tendo uma pequena 
variação quanto à taxa de sucesso em situações adversas de distância, nível de ruído e tipo de 
palavras.  
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7 CONCLUSÕES 
 
Este trabalho pôde contribuir para o desenvolvimento de um dispositivo de tecnologia 
assistiva para os deficientes auditivos ou surdos que necessitem de auxilio tecnológico para 
melhorar a interface de comunicação com uma pessoa considerado ouvinte.  
Através da tecnologia de reconhecimento de voz ou palavras, o smartphone foi capaz 
de emitir um sinal vibratório e ou um sinal luminoso ao deficiente auditivo ou surdo, nos 
casos em que as palavras (preferencialmente o nome do DA/surdo)  previamente gravadas, no 
dicionário de dados do dispositivo foram pronunciadas. 
Com os testes de reconhecimento de voz realizados nesse projeto, pudemos observar o 
desempenho do sistema desenvolvido, através da adaptação do programa 
pocketsphinxcandroiddemo, e a utilização de novas variáveis de reconhecimento para avaliar 
o comportamento em situações de utilização real.  
Com os resultados obtidos, é possível identificar a viabilidade técnica e de usabilidade 
do sistema proposto, fornecendo ao usuário final diversas possibilidades de configuração, 
como alerta através de vibração, alerta através de tela luminosa, escolha entre um nome único 
ou nome e sobrenome, entre outros parâmetros informados nesse trabalho. 
Dessa forma, o resultado desse trabalho de pesquisa está disponível para que seja mais 
uma Tecnologia Assistiva para todos aqueles que necessitam de auxilio na área da deficiência 
auditiva ou surdez, utilizando o dispositivo para captar a atenção do deficiente auditivo ou 
surdo. 
 
 
7.1 TRABALHOS FUTUROS 
 
Como proposta de sequencia do trabalho aqui apresentado, podemos eleger os itens que 
maiores dificuldades trazem ao sistema de reconhecimento de voz ou palavras. 
O desenvolvimento de um sistema de código aberto capaz de realizar tratamento de 
palavras fora do vocabulário, ou seja, desconsiderar palavras que não sejam do interesse do 
sistema de reconhecimento, faladas por um ou mais locutores.  
Especificamente para o idioma português brasileiro, o desenvolvimento de um modelo 
acústico específico, sendo esse o item de maior dificuldade de realização pois para um correto 
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e bom treinamento, torna-se necessário um vasto dicionário de palavras e centenas de 
locutores para que seja um modelo acústico com bom desempenho de utilização. 
Ainda sobre o modelo acústico de linguagem no idioma português brasileiro, existe a 
possibilidade de focar por necessidades específicas como dicionários voltados para a área 
médica, educacional ou qualquer ramo de atividade que necessite de palavras especificas, 
diminuindo assim o esforço necessário para se conseguir um modelo acústico.  
No caso do projeto apresentado nesse trabalho, a pesquisa e desenvolvimento futuro de 
um modelo acústico no idioma português brasileiro considerando os nomes e sobrenomes 
mais comuns utilizados no Brasil seria de grande importância para abranger a utilização do 
sistema aqui proposto.  
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9 ANEXOS E APÊNDICES 
9.1 Lista de parâmetros do sistema PocketSphinx 
A lista abaixo foi extraída do console de utilização do sistema PocketSphinx for 
Windows e apresenta as funções que podem ser alteradas ao carregar e inicializar o sistema. 
 
$ pocketsphinx_continuous 
INFO: cmd_ln.c(691): Parsing command line: 
pocketsphinx_continuous 
 
Current configuration: 
[NAME]          [DEFLT]         [VALUE] 
-adcdev 
-agc            none            none 
-agcthresh      2.0             2.000000e+00 
-alpha          0.97            9.700000e-01 
-argfile 
-ascale         20.0            2.000000e+01  
-aw             1               1 
-backtrace      no              no 
-beam           1e-48           1.000000e-48 
-bestpath       yes             yes 
-bestpathlw     9.5             9.500000e+00 
-bghist         no              no 
-ceplen         13              13 
-cmn            current         current 
-cmninit        8.0             8.0 
-compallsen     no              no 
-debug                          0 
-dict 
-dictcase       no              no 
-dither         no              no 
-doublebw       no              no 
-ds             1               1 
-fdict 
-feat           1s_c_d_dd       1s_c_d_dd 
-featparams 
-fillprob       1e-8            1.000000e-08 
-frate          100             100 
-fsg 
-fsgusealtpron  yes             yes 
-fsgusefiller   yes             yes 
-fwdflat        yes             yes 
-fwdflatbeam    1e-64           1.000000e-64 
-fwdflatefwid   4               4 
-fwdflatlw      8.5             8.500000e+00 
-fwdflatsfwin   25              25 
-fwdflatwbeam   7e-29           7.000000e-29 
-fwdtree        yes             yes 
-hmm 
-infile 
-input_endian   little          little 
-jsgf 
-kdmaxbbi       -1              -1 
-kdmaxdepth     0               0 
-kdtree 
-latsize        5000            5000 
-lda 
-ldadim         0               0 
-lextreedump    0               0 
-lifter         0               0 
-lm 
-lmctl 
-lmname         default         default 
-logbase        1.0001          1.000100e+00 
-logfn 
-logspec        no              no 
-lowerf         133.33334       1.333333e+02 
-lpbeam         1e-40           1.000000e-40 
-lponlybeam     7e-29           7.000000e-29 
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-lw             6.5             6.500000e+00 
-maxhmmpf       -1              -1 
-maxnewoov      20              20 
-maxwpf         -1              -1 
-mdef 
-mean 
-mfclogdir 
-min_endfr      0               0 
-mixw 
-mixwfloor      0.0000001       1.000000e-07 
-mllr 
-mmap           yes             yes 
-ncep           13              13 
-nfft           512             512 
-nfilt          40              40 
-nwpen          1.0             1.000000e+00 
-pbeam          1e-48           1.000000e-48 
-pip            1.0             1.000000e+00 
-pl_beam        1e-10           1.000000e-10 
-pl_pbeam       1e-5            1.000000e-05 
-pl_window      0               0 
-rawlogdir 
-remove_dc      no              no 
-round_filters  yes             yes 
-samprate       16000           1.600000e+04 
-seed           -1              -1 
-sendump 
-senlogdir 
-senmgau 
-silprob        0.005           5.000000e-03 
-smoothspec     no              no 
-svspec 
-time           no              no 
-tmat 
-tmatfloor      0.0001          1.000000e-04 
-topn           4               4 
-topn_beam      0               0 
-toprule 
-transform      legacy          legacy 
-unit_area      yes             yes 
-upperf         6855.4976       6.855498e+03 
-usewdphones    no              no 
-uw             1.0             1.000000e+00 
-var 
-varfloor       0.0001          1.000000e-04 
-varnorm        no              no 
-verbose        no              no 
-warp_params 
-warp_type      inverse_linear  inverse_linear 
-wbeam          7e-29           7.000000e-29 
-wip            0.65            6.500000e-01 
-wlen           0.025625        2.562500e-02 
 
INFO: cmd_ln.c(691): Parsing command line: 
\ 
        -nfilt 20 \ 
        -lowerf 1 \ 
        -upperf 4000 \ 
        -wlen 0.025 \ 
        -transform dct \ 
        -round_filters no \ 
        -remove_dc yes \ 
        -svspec 0-12/13-25/26-38 \ 
        -feat 1s_c_d_dd \ 
        -agc none \ 
        -cmn current \ 
        -cmninit 56,-3,1 \ 
        -varnorm no 
 
Current configuration: 
[NAME]          [DEFLT]         [VALUE] 
-agc            none            none 
-agcthresh      2.0             2.000000e+00 
-alpha          0.97            9.700000e-01 
-ceplen         13              13 
-cmn            current         current 
 69 
 
 
-cmninit        8.0             56,-3,1 
-dither         no              no 
-doublebw       no              no 
-feat           1s_c_d_dd       1s_c_d_dd 
-frate          100             100 
-input_endian   little          little 
-lda 
-ldadim         0               0 
-lifter         0               0 
-logspec        no              no 
-lowerf         133.33334       1.000000e+00 
-ncep           13              13 
-nfft           512             512 
-nfilt          40              20 
-remove_dc      no              yes 
-round_filters  yes             no 
-samprate       16000           1.600000e+04 
-seed           -1              -1 
-smoothspec     no              no 
-svspec                         0-12/13-25/26-38 
-transform      legacy          dct 
-unit_area      yes             yes 
-upperf         6855.4976       4.000000e+03 
-varnorm        no              no 
-verbose        no              no 
-warp_params 
-warp_type      inverse_linear  inverse_linear 
-wlen           0.025625        2.500000e-02 
 
INFO: acmod.c(246): Parsed model-specific feature parameters from /usr/local/sha               
re/pocketsphinx/model/hmm/en_US/hub4wsj_sc_8k/feat.params 
INFO: feat.c(713): Initializing feature stream to type: '1s_c_d_dd', ceplen=13,                
CMN='current', VARNORM='no', AGC='none' 
INFO: cmn.c(142): mean[0]= 12.00, mean[1..12]= 0.0 
INFO: acmod.c(167): Using subvector specification 0-12/13-25/26-38 
INFO: mdef.c(517): Reading model definition: /usr/local/share/pocketsphinx/model                                             
/hmm/en_US/hub4wsj_sc_8k/mdef 
INFO: mdef.c(528): Found byte-order mark BMDF, assuming this is a binary mdef fi               
le 
INFO: bin_mdef.c(336): Reading binary model definition: /usr/local/share/pockets                                             
phinx/model/hmm/en_US/hub4wsj_sc_8k/mdef 
INFO: bin_mdef.c(513): 50 CI-phone, 143047 CD-phone, 3 emitstate/phone, 150 CI-s               
en, 5150 Sen, 27135 Sen-Seq 
INFO: tmat.c(205): Reading HMM transition probability matrices: /usr/local/share                                             
/pocketsphinx/model/hmm/en_US/hub4wsj_sc_8k/transition_matrices 
INFO: acmod.c(121): Attempting to use SCHMM computation module 
INFO: ms_gauden.c(198): Reading mixture gaussian parameter: /usr/local/share/poc                                          
ketsphinx/model/hmm/en_US/hub4wsj_sc_8k/means 
INFO: ms_gauden.c(292): 1 codebook, 3 feature, size: 
INFO: ms_gauden.c(294):  256x13 
INFO: ms_gauden.c(294):  256x13 
INFO: ms_gauden.c(294):  256x13 
INFO: ms_gauden.c(198): Reading mixture gaussian parameter: /usr/local/share/poc                                             
ketsphinx/model/hmm/en_US/hub4wsj_sc_8k/variances 
INFO: ms_gauden.c(292): 1 codebook, 3 feature, size: 
INFO: ms_gauden.c(294):  256x13 
INFO: ms_gauden.c(294):  256x13 
INFO: ms_gauden.c(294):  256x13 
INFO: ms_gauden.c(354): 0 variance values floored 
INFO: s2_semi_mgau.c(903): Loading senones from dump file /usr/local/share/pocke                                             
tsphinx/model/hmm/en_US/hub4wsj_sc_8k/sendump 
INFO: s2_semi_mgau.c(927): BEGIN FILE FORMAT DESCRIPTION 
INFO: s2_semi_mgau.c(1022): Using memory-mapped I/O for senones 
INFO: s2_semi_mgau.c(1296): Maximum top-N: 4 Top-N beams: 0 0 0 
INFO: dict.c(317): Allocating 137543 * 32 bytes (4298 KiB) for word entries 
INFO: dict.c(332): Reading main dictionary: /usr/local/share/pocketsphinx/model/                                             
lm/en_US/cmu07a.dic 
INFO: dict.c(211): Allocated 1010 KiB for strings, 1664 KiB for phones 
INFO: dict.c(335): 133436 words read 
INFO: dict.c(341): Reading filler dictionary: /usr/local/share/pocketsphinx/mode                                             
l/hmm/en_US/hub4wsj_sc_8k/noisedict 
INFO: dict.c(211): Allocated 0 KiB for strings, 0 KiB for phones 
INFO: dict.c(344): 11 words read 
INFO: dict2pid.c(396): Building PID tables for dictionary 
INFO: dict2pid.c(404): Allocating 50^3 * 2 bytes (244 KiB) for word-initial trip               
hones 
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INFO: dict2pid.c(131): Allocated 60400 bytes (58 KiB) for word-final triphones 
INFO: dict2pid.c(195): Allocated 60400 bytes (58 KiB) for single-phone word trip               
hones 
INFO: ngram_model_arpa.c(77): No \data\ mark in LM file 
INFO: ngram_model_dmp.c(142): Will use memory-mapped I/O for LM file 
INFO: ngram_model_dmp.c(196): ngrams 1=5001, 2=436879, 3=418286 
INFO: ngram_model_dmp.c(242):     5001 = LM.unigrams(+trailer) read 
INFO: ngram_model_dmp.c(288):   436879 = LM.bigrams(+trailer) read 
INFO: ngram_model_dmp.c(314):   418286 = LM.trigrams read 
INFO: ngram_model_dmp.c(339):    37293 = LM.prob2 entries read 
INFO: ngram_model_dmp.c(359):    14370 = LM.bo_wt2 entries read 
INFO: ngram_model_dmp.c(379):    36094 = LM.prob3 entries read 
INFO: ngram_model_dmp.c(407):      854 = LM.tseg_base entries read 
INFO: ngram_model_dmp.c(463):     5001 = ascii word strings read 
INFO: ngram_search_fwdtree.c(99): 788 unique initial diphones 
INFO: ngram_search_fwdtree.c(147): 0 root, 0 non-root channels, 60 single-phone                
words 
INFO: ngram_search_fwdtree.c(186): Creating search tree 
INFO: ngram_search_fwdtree.c(191): before: 0 root, 0 non-root channels, 60 singl               
e-phone words 
INFO: ngram_search_fwdtree.c(326): after: max nonroot chan increased to 13428 
INFO: ngram_search_fwdtree.c(338): after: 457 root, 13300 non-root channels, 26                                
single-phone words 
INFO: ngram_search_fwdflat.c(156): fwdflat: min_ef_width = 4, max_sf_win = 25 
INFO: continuous.c(371): pocketsphinx_continuous COMPILED ON: May  1 2014, AT: 1               
6:55:44 
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9.2 Código fonte do PocketSpnix Android Demo, adaptado para o sistema 
TAADA, desenvolvido no projeto 
 
/* 
==================================================================== 
 * Copyright (c) 2014 Alpha Cephei Inc.  All rights reserved. 
 * 
 * Redistribution and use in source and binary forms, with or 
without 
 * modification, are permitted provided that the following 
conditions 
 * are met: 
 * 
 * 1. Redistributions of source code must retain the above copyright 
 *    notice, this list of conditions and the following disclaimer. 
 * 
 * 2. Redistributions in binary form must reproduce the above 
copyright 
 *    notice, this list of conditions and the following disclaimer 
in 
 *    the documentation and/or other materials provided with the 
 *    distribution. 
 * 
 * THIS SOFTWARE IS PROVIDED BY ALPHA CEPHEI INC. ``AS IS'' AND 
 * ANY EXPRESSED OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED 
TO, 
 * THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A 
PARTICULAR 
 * PURPOSE ARE DISCLAIMED.  IN NO EVENT SHALL CARNEGIE MELLON 
UNIVERSITY 
 * NOR ITS EMPLOYEES BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, 
 * SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT 
 * LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES; LOSS OF 
USE, 
 * DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON 
ANY 
 * THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR 
TORT 
 * (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE 
USE 
 * OF THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH 
DAMAGE. 
 * 
* 
* This code has been modified and adapted by Uanderson Santana and  
* Marcelo Sodré Plachevski for the project's degree in technology  
* and innovation at the Faculty of Technology at Unicamp 
* 
* * 
==================================================================== 
 */ 
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package edu.cmu.pocketsphinx.demo; 
 
import static android.widget.Toast.makeText; 
import static 
edu.cmu.pocketsphinx.SpeechRecognizerSetup.defaultSetup; 
 
import java.io.File; 
import java.io.IOException; 
import java.util.HashMap; 
 
import android.animation.ArgbEvaluator; 
import android.animation.ObjectAnimator; 
import android.annotation.SuppressLint; 
import android.app.Activity; 
import android.os.AsyncTask; 
import android.os.Bundle; 
import android.view.Menu; 
import android.view.MenuInflater; 
import android.view.MenuItem; 
import android.widget.LinearLayout; 
import android.widget.TextView; 
import android.widget.Toast; 
import edu.cmu.pocketsphinx.Assets; 
import edu.cmu.pocketsphinx.Hypothesis; 
import edu.cmu.pocketsphinx.RecognitionListener; 
import edu.cmu.pocketsphinx.SpeechRecognizer; 
import android.os.Vibrator; 
import android.preference.PreferenceManager; 
import android.content.Context; 
import android.content.Intent; 
import android.content.SharedPreferences; 
import android.graphics.Color; 
 
@SuppressLint("NewApi") 
public class PocketSphinxActivity extends Activity implements 
        RecognitionListener { 
  
 /* VariÃ¡veis pocketsphinx */ 
 private static final String KWS_SEARCH = "wakeup"; 
    private String KEYPHRASE = "x"; 
    private String Phrase    = "x"; 
    private String kwscaption; 
     
    /* VariÃ¡veis de configuraÃ§Ã£o */ 
 private String  fl_Color; 
 private Integer c_a = 255; 
 private Integer c_r = 255; 
 private Integer c_g = 0; 
 private Integer c_b = 0; 
  
 private Integer fl_FadeTimer; 
 private boolean  fl_Active = false;  
 private Integer vb_Duration; 
 private boolean vb_Active = false;  
 private Integer gb_Pause; 
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 private Integer gb_Repeat;  
 
    private SpeechRecognizer recognizer; 
    private HashMap<String, Integer> captions; 
    LinearLayout myScreen; 
 
    /* Iniciando app */ 
    @Override 
    public void onCreate(Bundle state) { 
        super.onCreate(state); 
         
        setContentView(R.layout.main); 
     myScreen  = (LinearLayout)findViewById(R.id.myScreen);        
      
     /* Prepara os dados para a UI (User Interface) */ 
     captions = new HashMap<String, Integer>(); 
        captions.put(KWS_SEARCH, R.string.kws_caption); 
         
     ((TextView) findViewById(R.id.caption_text)).setText("Preparing 
the recognizer"); 
         
     /* A inicializaÃ§Ã£o do Recognizer Ã© feita de forma assÃ-
ncrona, pois envolvem processos demorados. */ 
        new AsyncTask<Void, Void, Exception>() { 
            @Override 
            protected Exception doInBackground(Void... params) { 
                try { 
                    Assets assets = new 
Assets(PocketSphinxActivity.this); 
                    File assetDir = assets.syncAssets(); 
                    setupRecognizer(assetDir); 
                } catch (IOException e) { 
                    return e; 
                } 
                return null; 
            } 
 
            @Override 
            protected void onPostExecute(Exception result) { 
                if (result != null) { 
                    ((TextView) findViewById(R.id.caption_text)) 
                            .setText("Failed to init recognizer " + 
result); 
                }else{ 
                    switchSearch(KWS_SEARCH); 
                } 
            } 
        }.execute(); 
    } 
     
     
    /* PreferÃªncias do usuÃ¡rio. Executado na inicializaÃ§Ã£o e 
apÃ³s configuraÃ§Ã£o do app. */ 
    @Override 
    public void onResume() { 
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     super.onResume();      
        /* Preferences */ 
        SharedPreferences prefs = 
PreferenceManager.getDefaultSharedPreferences(this);   
 
 
        /* Inicializando variaveis do Recognizer (nome e sobrenome) 
         * e reinicia serviÃ§o de reconhecimento de voz com o novo 
parametro. */ 
        String FirstName = prefs.getString("pref_firstnames", 
"marcelo"); 
        String LastName  = prefs.getString("pref_lastnames", ""); 
         
        KEYPHRASE = (FirstName+" "+LastName).trim(); 
        if ((!Phrase.equals(KEYPHRASE)) && (!Phrase.equals("x"))){ 
         Phrase = KEYPHRASE; 
            recognizer.stop(); 
         recognizer.addKeyphraseSearch(KWS_SEARCH, KEYPHRASE);        
  
         recognizer.startListening(KWS_SEARCH); 
        }   
 
        /* Inicializando as variaveis de configuraÃ§Ã£o com os 
valores informado na configuraÃ§Ã£o. 
         * caso nÃ£o tenha valor, as mesmas recebem valores default 
*/ 
        kwscaption   = "Para iniciar a demonstraÃ§Ã£o, diga o nome 
\""+KEYPHRASE+"\"."; 
     fl_Color     = prefs.getString("pref_Color",         "RED"); 
     fl_Active    = prefs.getBoolean("pref_FlashActive",   true);    
  
     vb_Active    = prefs.getBoolean("pref_VibrateActive", true);    
  
     fl_FadeTimer = 
Integer.parseInt(prefs.getString("pref_FadeTimer", "500")); 
     vb_Duration  = 
Integer.parseInt(prefs.getString("pref_Duration",  "500"));      
     gb_Pause     = Integer.parseInt(prefs.getString("pref_Pause",     
"1000")); 
     gb_Repeat    = Integer.parseInt(prefs.getString("pref_Repeat",    
"3")); 
      
     /* Seta variÃ¡veis de cores RGB com os valores selecionado pelo 
usuÃ¡rio na tela de configuraÃ§Ã£o */ 
     setLightColor(); 
      
     /* Exibe texto com a novo nome na tela */ 
     ((TextView) 
findViewById(R.id.caption_text)).setText(kwscaption); 
        ((TextView) findViewById(R.id.result_text)).setText("");     
  
    }   
     
    /* Seta variÃ¡veis de cores RGB para sinalizaÃ§Ã£o piscante */ 
 public void setLightColor() { 
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  if (fl_Color.equals("WHITE")) { 
   c_r = 255; 
   c_g = 255; 
   c_b = 255; 
  }else if (fl_Color.equals("RED")){ 
   c_r = 255; 
   c_g = 0; 
   c_b = 0; 
  }else if (fl_Color.equals("BLUE")){ 
   c_r = 0; 
   c_g = 0; 
   c_b = 255; 
  }else if (fl_Color.equals("GREEN")){ 
   c_r = 0; 
   c_g = 255; 
   c_b = 0; 
  }else if (fl_Color.equals("YELLOW")){ 
   c_r = 255; 
   c_g = 255; 
   c_b = 0; 
  } 
   
 } 
 
 /* Resultado parcial. */ 
    @Override 
    public void onPartialResult(Hypothesis hypothesis) { 
     /* Se o retorno for null, nÃ£o faz nada. */ 
        if (hypothesis == null) 
         return;         
         
        /* Verifica se o texto falado Ã© igual ao definido pelo 
usuÃ¡rio. 
         *  - Se positivo, entÃ£o aciona o sinalizador piscante e 
vibrador conforme configurado. Interrompe e inicia pesquisa. 
         *  - Se negativo, nenhuma aÃ§Ã£o */ 
        String text = hypothesis.getHypstr();        
        if (text.equals(KEYPHRASE)){ 
         setBackground(); 
            Vibrate(); 
         switchSearch(KWS_SEARCH); 
            ((TextView) 
findViewById(R.id.result_text)).setText(text);          
        }else{ 
            ((TextView) findViewById(R.id.result_text)).setText(""); 
        }       
    } 
 
    /* Interrompe e inicia Recognizer */ 
    private void switchSearch(String searchName) { 
        recognizer.stop(); 
        recognizer.startListening(searchName); 
    } 
 
    /* InicializaÃ§Ã£o do Recognizer */ 
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    private void setupRecognizer(File assetsDir) { 
     File modelsDir = new File(assetsDir, "models"); 
        recognizer = defaultSetup() 
                .setAcousticModel(new File(modelsDir, "hmm/en-us-
semi")) 
                .setDictionary(new File(modelsDir, 
"dict/cmu07a.dic")) 
                .setRawLogDir(assetsDir).setKeywordThreshold(1e-40f) 
                .getRecognizer(); 
        recognizer.addListener(this); 
 
        // Create keyword-activation search. 
        recognizer.addKeyphraseSearch(KWS_SEARCH, KEYPHRASE); 
     Phrase = KEYPHRASE; 
 
    } 
     
    @Override 
    public void onResult(Hypothesis hypothesis) { 
        ((TextView) findViewById(R.id.result_text)).setText(""); 
        if (hypothesis != null) { 
            String text = hypothesis.getHypstr(); 
            makeText(getApplicationContext(), text, 
Toast.LENGTH_SHORT).show(); 
        } 
    } 
 
    @Override 
    public void onBeginningOfSpeech(){ 
    } 
 
    @Override 
    public void onEndOfSpeech() { 
    } 
 
    /* Thread para sinalizaÃ§Ã£o piscante de cores */ 
    private void setBackground() { 
     if (fl_Active){ 
      new Thread() {  
       Integer j = 0;             
       @Override 
       public void run() { 
        while (j < gb_Repeat) { 
         try { 
          sleep(gb_Pause); 
          runOnUiThread(new Runnable() { 
           @Override 
           public void run() { 
            ObjectAnimator colorFade 
= ObjectAnimator.ofObject(myScreen, "backgroundColor", new 
ArgbEvaluator(), Color.argb(c_a,c_r,c_g,c_b), 0xff000000); 
           
 colorFade.setDuration(fl_FadeTimer); 
            colorFade.start(); 
           } 
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          }); 
         } catch (InterruptedException e) { 
          e.printStackTrace();  
         } 
         j++; 
        } 
       } 
      }.start(); 
     } 
    } 
     
    /* Thread Vibrador */ 
    private void Vibrate() 
    { 
     if (vb_Active){ 
         new Thread() {  
                Vibrator rr = (Vibrator) 
getSystemService(Context.VIBRATOR_SERVICE); 
                long milliseconds = vb_Duration; 
                Integer j = 0;               
                @Override 
                public void run() { 
                 while (j < gb_Repeat) { 
                        try { 
                            sleep(gb_Pause); 
                            runOnUiThread(new Runnable() { 
                                @Override 
                                public void run() { 
                                  rr.vibrate(milliseconds);          
    
                                } 
                            }); 
                        } catch (InterruptedException e) { 
                            e.printStackTrace(); 
                        } 
                    j++; 
                 } 
                } 
            }.start(); 
     } 
    } 
       
 /* Cria menu */ 
    @Override 
 public boolean onCreateOptionsMenu(Menu menu) { 
  MenuInflater inflat = getMenuInflater(); 
  inflat.inflate(R.menu.options_menu, menu); 
  return true; 
 } 
  
    /* Cria Itens do menu */ 
    public boolean onOptionsItemSelected(MenuItem item) { 
        switch (item.getItemId()) { 
        case R.id.menu_settings: 
         startActivity(new Intent(this, Preferences.class)); 
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            return(true); 
        case R.id.menu_quit: 
         System.exit(0); 
            return(true); 
        } 
        return false; 
    }  
} 
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10 Prêmios e Reconhecimentos 
 
O aluno participou na data de 16/10/2013, do V Workshop de Pós-Graduação de 2013, 
da Faculdade de Tecnologia da UNICAMP, onde recebeu o prêmio de melhor pôster entre os 
47 participantes.  O trabalho intitulado: Como captar a atenção de um DA/Surdo com sistema 
de reconhecimento de voz, orientado pelos professores Prof. Dr. Rangel Arthur e Prof. Dr. 
Francisco José Arnold, foi analisado e premiado pela comissão julgadora do evento. Na figura 
33 é apresentado o pôster premiado no workshop. 
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Figura 45 - Pôster Premiado no V Workshop de Pós-Graduação de 2013 -FT-Unicamp. Fonte: Do Autor.  
 
 
 
