ABSTRACT With the increasing number of scientific papers, researchers find it more and more difficult to obtain relevant and appropriate papers to cite. Citation recommendation aims to overcome this problem by providing a reference paper list for a given manuscript. In this paper, we propose a bibliographic network representation (BNR) model, which simultaneously incorporates bibliographic network structure and content of different kinds of objects (authors, papers, and venues) for efficient recommendation. The proposed model also makes personalized citation recommendation possible, which is a new issue that a few papers addressed in the past. When conducting experiments on the ACL Anthology Network and DBLP datasets, the results demonstrate that the proposed BNR-based citation recommendation approach is able to achieve considerable improvement over other network representation-based citation recommendation approaches. The performance of the personalized recommendation approach is also competitive with the non-personalized recommendation approach.
I. INTRODUCTION
With the increasing number of scientific papers, researchers find it more and more difficult to obtain relevant and appropriate papers to cite. One way of finding relevant research papers is to perform keyword-based search based on Search engines, such as Google Scholar 1 or CiteSeer, 2 but it also requires researchers review them one by one and select appropriate ones. However, this kind of labor-intensive approaches cannot be applied to a large-scale bibliographic database. There has been a move to use computers to augment the search for related papers which are relevant to a researcher's field of interest. Such technique is called citation recommendation [1] . There exist a variety of citation recommendation approaches in the literature [2] - [5] , which are either global or local. Global citation recommendation [3] , [4] , [6] recommends a list of references for a given manuscript, while local citation recommendation [2] , aims to recommend citation recommendation based on homogeneous objects (i.e. scientific papers), totally ignoring information other than the scientific paper. Actually, in scientific literature, there usually exist author information and venue information, which have different importance to assist users in obtaining relevant reference papers for a manuscript. For example, an author who has collaboration with the author of the manuscript is usually more important than an author who has no collaboration with the author of the manuscript. Meanwhile, a venue published papers that are related to the manuscript is usually more important than a venue published papers that are unrelated to the manuscript. Thus author information and venue information are expected to have a great impact on citation recommendation.
Based on the above analysis, we argue that personalized citation recommendation depends not only on the relevance between the manuscript and scientific papers, but also on the relevance between the manuscript and venues, as well as the relevance between the author of the manuscript and authors of scientific papers. In this paper, we propose a bibliographic network based personalized citation recommendation approach, which simultaneously incorporates bibliographic network structure and content of different kinds of objects (papers, authors, venues, manuscript and author of the manuscript) to learn optimal representations of these objects, and then recommends the top ranked scientific papers to the author of the manuscript based on the similarity values between the manuscript representation and scientific paper representation, as well as the similarity values between the representation of manuscript's author and the representation of scientific paper' authors. We list the three main contributions of this paper as follow:
1) A bibliographic network is constructed to model various relationships among heterogeneous objects (i.e., authors, venues and papers).
2) A bibliographic network representation (BNR) model is developed, which simultaneously incorporates bibliographic network structure and content of different kinds of objects to learn optimal representations of these objects.
3) A novel personalized citation recommendation approach based on the BNR model is developed, and the thorough experimental studies are conducted to verify the effectiveness of the proposed approach.
The rest of this paper is organized as follows. Section II reviews related work. Section III constructs a bibliographic network and develops a bibliographic network representation based personalized citation recommendation approach. Section IV presents the experiments and the evaluation results. Conclusions are illustrated in Section V.
II. RELATED WORK A. GRAPH-BASED CITATION RECOMMENDATION
Retrieving appropriate papers to cite is a tedious and difficult problem, citation recommendation can get over the barrier. McNee et al. [10] explored the use of collaborative filtering (CF) techniques to recommend research papers, using the citation web between papers to create the rating matrix. Sugiyama and Kan [11] applied collaborative filtering technique to find potential citation papers. Nascimento et al. [9] formulated the query content based on the content of full paper and ranked candidate papers using CBF-based recommendation algorithm, recommending the papers most related to the formulated query. Hanyurwimfura et al. [12] developed an academic research papers recommendation approach which is based on the paper's topics and paper's main ideas. McNee [13] recommended papers using a hybrid approach which combines CBF and CF techniques. Tsolakidis et al. [14] proposed to use content-based text mining and graph based collaborative filtering to obtain satisfactory research paper publication.
Recent studies explored graph-based approaches to investigate the citation recommendation problem [6] , [15] - [20] . Strohman et al. [15] thought the citation recommendation problem can be deemed as predicting links in a graph. So they constructed a graph, in which each vertex represents a paper, edges between vertices represent the citation relationships between vertices. As for a new paper, it also represents a vertex which has none out-link and in-link. Zhou et al. [16] combined the author-paper graph, the paper-venue graph and the paper citation graph to measure paper similarities firstly. Then they treated existing citations as positive labels and applied semi-supervised learning method on the combined graph. Meng et al. [6] incorporated papers' content, citation and authorship into a unified graph model, and proposed a graph-based personal citation recommendation approach. Gori and Pucci [17] proposed to recommend research papers by a random-walk based approach. Pan et al. [18] constructed a heterogeneous graph which contains different kinds of features, and developed a graph based reference paper recommendation approach. Gupta and Varma [19] proposed a scientific paper recommendation combining distributed representations of paper's content and distributed representations of the graph constructed from the bibliographic network. Cai et al. [20] first constructed a three-layered graph, where each vertex indicates a venue, an author and a paper in the venue layer, author layer and paper layer and then developed a global citation recommendation approach based on the graph. We propose a bibliographic network representation based citation recommendation approach, which recommends the top ranked scientific papers to the author of the manuscript based on the similarity values between the manuscript representation and scientific paper representation, as well as the similarity values between the representation of manuscript's author and the representation of scientific papers' authors.
B. NETWORK REPRESENTATION
Network representation which maps networks into lowdimensional spaces has been exploited for graph-based citation recommendation. Classical network representation approaches include Multi-Dimensional Scaling (MDS) [20] , Laplacian Eigenmap (LE) [21] , Local Linear Embedding (LLE) [22] and IsoMap (Isometric Feature Mapping) [23] . However, these approaches are not applicable to large scale networks due to computational complexity.
Deep learning has been successfully applied in the field of computer vision and image processing [24] , [25] . Recently, it has been applied in natural language processing field. Researchers have been developed several deep learning approaches in network representation. Perozzi et al. [30] proposed DeepWalk by using local information from truncated random walks as input and learning latent representation of vertices in a network. Tang et al. [31] proposed a network embedding method called LINE to preserve the local and global network structures. Grover and Leskovec [32] proposed Node2Vec approach to learn vertex representation by maximizing the likelihood of preserving network neighborhoods of vertices. Pan et al. [33] proposed a tri-party network representation model, which can learn network structure and vertex content simultaneously. However, DeepWalk, LINE, Node2Vec and TriDNR focus on homogeneous networks. PTE [30] extends the LINE to handle with heterogeneous network embedding problem, but PTE only leverages network structure, ignoring vertex content information. In this paper, we propose a bibliographic network representation (BNR) model, which incorporates the network structure and content of different kinds of objects (i.e., papers, authors and venues) to learn optimal representations of these objects.
III. BIBLIOGRAPHIC NETWORK REPRESENTATION BASED PERSONALIZED CITATION RECOMMENDATION

A. BIBLIOGRAPHIC NETWORK CONSTRUCTION
In this section, we first construct a bibliographic network which contains authors, papers and venues as G = <V , E>, where
indicate the edges between authors, the edges between papers, the edges between venues, the edges between authors and venues, the edges between papers and authors and the edges between papers and venues, respectively.
B. BIBLIOGRAPHIC NETWORK REPRESENTATION MODEL
The purpose of bibliographic network representation is to map each vertex v i (v i ∈ V ) in the constructed bibliographic network G to an r-dimensional distributed vector v v i ∈ r . We present our bibliographic network representation (BNR) model for jointly utilizing network structure and different sources of text content to learn a latent vector for each vertex in the network. Specifically, our proposed BNR model consists of two steps:
(a) Biased Random Walk Sequence Generation inputs the structure of the bibliographic network and produces a series of steps over the vertices. As for each walk, it starts at a vertex v i and jump to other vertices based on transition probability between the two vertices. The relationship between vertices can be captured and the biased random walk corpus is produced to store these relationships.
(b) Neural Network Model Training inputs the constructed bibliographic network, and maps different types of vertices into a common continuous vector space. As the bibliographic network consists of (i) biased random walk corpus which captures the intra-vertex relationship and inter-vertex relationship and (ii) the text vertex content corpus which captures the vertex-content correlation. The architecture of our proposed bibliographic network representation (BNR) model is illustrated in Fig.1 , which exploits network structure and vertex content of the constructed bibliographic network. As for the network structure, BNR maximizes the probability of neighbors of the given vertex in random walks to capture inter-vertex relationship and intra-vertex relationship in the constructed bibliographic network. As for the vertex content, BNR maximizes the co-occurrence of word sequence given a vertex, to capture vertex-content correlation. The information of inter-vertex relationship, intra-vertex relationship and vertex-content correlation are simultaneously integrated into the neural network model to mutually enhance each other, in order to learn optimal vertex representation, so BNR has the following properties:
(a) Vertex Relationship Modeling. The BNR model learns the structure relationship (intra-vertex relationship and inter-vertex relationship) from the biased random walk sequences, under the assumption that connected vertices are statistically dependent on each other. (c) Connections. We couple these two parts by the node v 1 in the model, indicating that v 1 is influenced by both biased random walk sequences and vertex content information.
In the following, we first describe vertex relationship modeling and vertex-content correlation modeling, then we present our bibliographic network representation model.
1) VERTEX RELATIONSHIP MODELING
We classify the vertex relationship into two categories: intravertex relationship and inter-vertex relationship.
a: INTRA-VERTEX RELATIONSHIP MODELING i) PAPER-PAPER RELATIONSHIP MODELING
Motivated by Node2Vec [32] , we construct a biased random walk generated from the bibliographic network G. We consider each biased random walk path as a sentence and each vertex in the path as a word in a neural language model. Then we use Node2Vec algorithm to train Skip-gram model on the produced biased random walk corpus, and obtain a low-dimensional vector representation for each paper vertex. Given a vertex p i for all the biased random walks d ∈ D 1 , the objective of Node2Vec is to maximize the probability of its neighboring vertices given current vertex p i for all biased random walks p i ∈ D 1 :
where D 1 is the generated biased random walk corpus of papers, v p i is the output representation of the vertex p i , N (p i ) ⊂ V P are neighbor papers of the vertex p i generated through a neighborhood sampling strategy [32] . That is, starting with a source vertex c 0 = u, the ith vertex c i in the walk of fixed length l is generated as:
where Z is the normalizing constant, π xv is the unnormalized transition probability between vertices x and v, π xv = α pq (t, x) · w xv in which w xv is the static edge weight (in case of unweighted graphs w xv = 1), α pq (t, x) is defined as:
and d tx is the shortest path distance between vertices t and x, as d tx must be one of {0,1,2}, hence the two parameters p and q are necessary and sufficient to guide the walk. Based on the above procedure, we can investigate neighborhoods of a vertex in a breadth-first sampling fashion as well as depth-first sampling fashion. Using the conditional independence assumption and symmetry assumption in feature space [28] , the objective function in Eq.(1) can be simplified as:
is per-vertex partition function, which is computationally expensive for large-scale networks, we apply negative sampling to approximate it.
ii) AUTHOR-AUTHOR RELATIONSHIP MODELING
Similar to the paper-paper relationship modeling approach, the objective function of the author-author relationship modeling is formulated as:
where D 2 is the generated biased random walk corpus of authors, N (a i ) ⊂ V A are neighbor authors of the vertex a i generated through the neighborhood sampling strategy introduced in [32] , v a i is the output representation of the author vertex a i . Eq. (5) can be simplified as
where
iii) VENUE-VENUE RELATIONSHIP MODELING
Similarly, the objective function of the venue-venue relationship modeling can be formulated as
where D 3 is the generated biased random walk corpus of venues, N (v i ) ⊂ V V are neighbor venues of the vertex v i generated through the neighborhood sampling strategy introduced in [32] , v v i is the output representation of the venue vertex v i . Eq. (7) is simplified as
, So the intra-vertex relationship modeling in the bibliographic network G can be formulated as:
As the constructed bibliographic network not only contains intra-type relationships between papers and papers, authors and authors, as well as venues and venues, but also contains inter-relationships among papers, authors and venues. We will elaborate inter-relationship modeling in this subsection.
i) AUTHOR-PAPER RELATIONSHIP MODELING
To utilize the valuable relationship information between papers and authors, we optimize the following objective function, which can maximize the log-probability of observing contextual papers N P (a i ) of a vertex a i conditioned on its output representation:
where D 4 is the generated biased random walk corpus of papers which are the neighbor paper vertices of the author vertex a i , N (a i ) ⊂ V p are neighbor papers of the author vertex a i , it is also generated through the neighborhood sampling strategy as in previous subsection. With the conditional independence assumption and symmetry assumption in feature space, the objective in Eq.(10) simplifies to:
.
ii) AUTHOR-VENUE RELATIONSHIP MODELING
Similar to the author-paper relationship modeling approach, the objective function of the author-venue relationship modeling is formulated as:
where D 5 is the generated biased random walk corpus of venues which are the neighbor venue vertices of the author vertex a i , N V (a i ) ⊂ V V are neighbor venue vertices of author vertex a i . Eq.(12) can be simplified as
iii) PAPER-VENUE RELATIONSHIP MODELING
Similarly, the objective function of the paper-venue relationship modeling is formulated as
where D 6 is the generated biased random walk corpus of venues which are the neighbor venue vertices of the paper vertex p i , N V (p i ) ⊂ V V are neighbor venue vertices of paper vertex p i , Eq. (14) can be simplified as
. So the inter-vertex relationship modeling in the bibliographic network can be formulated as:
In all, the vertex relationship modeling in the constructed bibliographic network is formulated as:
2) VERTEX-CONTENT CORRELATION MODELING
Besides considering inter-vertex relationship and intra-vertex relationship, we also consider vertex-content correlation.
a: PAPER-CONTENT CORRELATION MODELING
We collect the text content of each paper vertex. Then the paper-content correlation can be modeled as the contextual information of words within a paper. Maximizing the following log-probability function can achieve the objective function:
where D 7 is the generated biased random walk corpus of words which are the neighbor words given the current paper vertex p i , N W (p i ) are neighbor words of the paper vertex p i . Eq. (18) can be simplified as
, n W is the number of distinct words in the whole bibliographic network, v w j is the output representation of word w j .
b: AUTHOR-CONTENT CORRELATION MODELING
We collect the text content of papers which are written by one author. Then the objective function of author-content correlation can be formulated as:
where D 8 is the generated biased random walk corpus of words which are the neighbor words given the current author vertex a i , N W (a i ) are neighbor words of the author vertex a i . Eq. (20) can be simplified as
c: VENUE-CONTENT CORRELATION MODELING
We also collect the text content of papers which are published in one venue. So the objective function of venue-content correlation can be formulated as:
where D 9 is the generated biased random walk corpus of words which are the neighbor words given the current venue 
. Based on the above analysis, the vertex-content correlation modeling can be formulated as :
3) BIBLIOGRAPHIC NETWORK REPRESENTATION MODEL
We propose a bibliographic network representation (BNR) model, which jointly utilizes the intra-vertex relationship, inter-vertex relationship and vertex-content correlation in the constructed bibliographic network.
a: DIFFERENT RELATIONSHIP INTEGRATION
We first merge intra-vertex relationship, inter-vertex relationship and vertex-content correlation into an integrated framework. The objective of the integrated framework is to maximize the following function:
where β is the weight balancing the structure of the bibliographic network and text content information. The first term in Eq. (25) indicates mutual reinforced information among papers, authors and venues, the second term in the equation indicates the text information, paper information, author information and venue information will jointly affect the vector representation of word, which will further propagate back to influence the vector representation of a i , p i and v i in the network. As a result, the vertex representation will be enhanced by both network structure and text information.
b: COMPLEXITY ANALYSIS
As the neighborhood of each vertex is sampled based on the biased random walk, so the space complexity of storing each vertex's neighbors is O(b 2 |V |), where b is the average degree of the network. Moreover, biased random walk also has advantages in terms of time complexity. By simulating a biased random walk of length l > k, the time complexity of each vertex is O(
C. PERSONALIZED CITATION RECOMMENDATION APPROACH
In our work, we formulate the manuscript q as manuscript author q a and manuscript text q t , i.e., q = [q a , q t ]. We deem q t as a testing paper, q a as a user and all the scientific papers as training papers. Given a manuscript q, we propose a bibliographic network representation based personalized citation recommendation approach, which aims to return top ranked training papers by measuring the similarity scores r q = [r qp 1 Table 1 below summarizes the whole process of the BNR based personalized citation recommendation algorithm.
IV. EXPERIMENT AND EVALUATION A. EXPERIMENT SETUP 1) DATASETS
We conduct experiments on two bibliographic datasets: AAN 3 and DBLP. 4 After removing papers which have missed abstracts or titles in the dataset, we have 12,555 papers in AAN dataset and 64,332 papers of DBLP dataset. Then we divide the dataset into two parts: as for the AAN dataset, we treat the papers which are published before 2013 as training set (11, 197 papers) and treat the remaining 1,358 papers as the test set, as for the DBLP dataset, the training set consists of the papers published before 2013 (included), including 56,304 papers and the test set consists of the papers published from 2014 to 2015, including 8,028 papers. Within a paper, we simply take the title and abstract of it as document content.
2) EVALUATION METHODS
The aim of the global citation recommendation is to recommend more relevant reference papers to the given manuscript. We use three common metrics as follows:
Recall@N: It is defined by calculating the percentage of the original reference papers of the given scientific paper in the top recommended papers. And we use N = {10, 30, 50, 80, 100} to evaluate the proposed approach.
Mean Average Precision (MAP): As Recall@N ignores the exact ranking position of the recommended papers, considering the top N ranking results only. MAP is a precision metric that emphasizes ranking relevant papers higher, which can overcome the above disadvantage. Let T p be the set of the testing papers. For a paper p i in T p , the correct reference paper set of p i is R, and our proposed approach returns a reference paper list B. We consider the top 40 recommended papers in the ranking list, so |B| = 40. The MAP is defined as:
where r j ∈ R is a correct reference paper, rank(r j ) is defined as the position of r j in B if r j is in B, otherwise rank(r j ) is defined to be zero. q(r j ) is set to the number of the correct reference papers which ranks higher than r j .
Mean Reciprocal Rank (MRR):
It measures how far from the top appears the first relevant reference papers. MRR is defined as:
where rank(p first ) indicates the position of the first retrieved relevant reference papers in the reference list B.
B. EXPERIMENTAL RESULTS AND EVALUATION 1) PARAMETER SETTING
We conduct this set of experiments is to examine and fix the settings of the parameters β, which is in charge of balancing the network structure and text content information in BNR model. For ease of illustration, we only consider paper level information, so network structure reduces to the paperto-paper relationship and text content information refers to paper-to-content correlation. The manuscript also contains text content only, i.e., q 1 = [q t ], so the BNR based citation recommendation is non-personalized recommendation.
As the biased random walk in BNR is inspired by Node2Vec algorithm [32] , the default parameters for BNR are set as follows: context size c = 10, dimensions r = 128, walks per vertex T = 10, walk length l = 80, in-out parameter p = 1 and return parameter q = 2, which have been suggested in [32] . We tune the values of β from 0.1 to 0.9 with stepsize 0.1, and we run the experiments on the AAN dataset. The MAP, MRR and Recall@100 values are presented in Table 1 . We can see from Table 2 that the BNR with manuscript text can produce perfect results when β ranges from 0.6 to 0.8, and the best result is obtained at β = 0.7. The best performance of BNR with the parameter β on the DBLP dataset can also be obtained when β is set to 0.8. So we use β = 0.7 for AAN dataset and β = 0.8 for DBLP dataset in the following experiments. 
2) EVALUATION ON BIBLIOGRAPHIC NETWORK REPRESENTATION BASED CITATION RECOMMENDATION
In this set of experiments, we also focus on the query text, ignoring the query author information, i.e., q 1 = [q t ]. We consider the following scenarios: (a) considering paper level information; (b) considering paper level and author level information; (c) considering paper level and venue level information and (d) considering paper level, author level and venue level information. Table 3 reports the experimental results.
From Table 3 , BNR with paper level shows the poorest performance. This is because the vector representation of the paper is a very coarse representation. So, it does not provide rich information for computing similarities of the manuscript text and scientific papers. In addition, as results illustrate, the performance of BNR with paper and author information is better than the performance of BNR with paper and venue information. This can be mainly credited to the author information can provide more specific information related to the given manuscript than the venue information. BNR approach which not only uses network relationships among papers, authors and venues, but also utilizes content correlation among the three objects, consistently outperforms the other three approaches.
3) COMPARISON WITH PERSONALIZED AND NON-PERSONALIZED CITATION RECOMMENDATION
In the third set of experiments, we wish to study whether personalized citation recommendation can recommend more individualized and appropriate reference papers to the users non-personalized citation recommendation. a non-personalized manuscript is denoted as q 1 = [q t ], a personalized manuscript is denoted as q 2 = [q t , q a ].When an academic newcomer who has not published any papers inputs the manuscript, the personalized citation recommendation will be reduced to non-personalized citation recommendation for the user, because the query information contains q t only. Table 4 shows the performance of the personalized recommendation is superior to that of non-personalized recommendation. The personalized recommendation achieves a gain of about 2.57% on average in the two datasets. We also compare the correct recommended scientific papers with non-personalized and personalized citation recommendation approaches respectively, we found that the personalized citation recommendation approach can retrieve more relevant papers written by authors who have collaboration with the user. We study the distinction of the top-60 recommendation results returned by BNR with q 1 and BNR with q 2 on the two datasets. The overlap of the two approaches on the AAN dataset and DBLP dataset is about 76.59% and 75.38% of each, respectively. For the top-3 recommended results, the accuracy of BNR with q 2 is about 79.93% more than that of BNR with q 1 on the AAN dataset, meanwhile the accuracy of BNR with q 2 is about 79.16% more than that of BNR with q 1 on the DBLP dataset.
4) COMPARISON WITH OTHER NETWORK REPRESENTATION BASED CITATION RECOMMENDATION APPROACHES
Our original intention to propose the network representation approach is to hope to obtain more meaningful vector representation of each vertex in the network, and then perform citation recommendation based on the vector representations of these vertices. So we compare our proposed bibliographic network representation approach with other five network representation approaches: (1) DeepWalk [26] , which learns paper network representation by utilizing network structure information; (2) LINE [27] , which preserves local and global network structure to learn paper network representation; (3) Node2Vec [28] , which maps paper vertices into a low-dimensional vector space which can maximize the likelihood of preserving each paper vertex's neighborhoods; (4) TriDNR [29] , which simultaneously considers paper network structure and paper vertex content to learn paper network representation and (5) Doc2Vec [33] , which maps variable length of text into a fixed length distributed vector using neural network models. After obtaining network representation with the above different approaches, citation recommendation can then be performed.
Without loss of generality, in this set of experiments, we only focus on the manuscript text, ignoring the manuscript author information, i.e., q 1 = [q t ]. Table 5 below compares the performance of the other five network representation based recommendation approaches and our proposed approach on the AAN and DBLP datasets. Settings for best p and q parameters are omitted for ease of presentation.
The above table shows that DeepWalk based recommendation approach and LINE based recommendation approach perform fairly poor. This can be mainly credited to the paper network structure is rather sparse and only contains limited information. Node2Vec outperforms DeepWalk and Line, this can be credited to Node2Vec's search strategy, which is flexible and controllable in investigating network neighborhoods through two parameters p and q. We can obtain the best results on the paper network when we can directly learn them from data. As results illustrate, Doc2Vec shows better performance than Node2Vec, because the text content contains rich information comparing to network structure. TriDNR based recommendation approach shows better performance than Doc2Vec, as it considers not only paper citation structure, but also the paper vertex content information. It is glad to see that the proposed BNR based citation recommendation approach shows the best performance, because it utilizes not only intra-relationships and inter-relationships among papers, authors and venues, but also paper-content, author-content and venue-content correlations.
5) CASE STUDY
Besides the above numerical analysis, we take an example to further illustrate the proposed recommendation approach and the limitations of existing network representation based recommendation approaches. The title of the manuscript is, Joint Matrix Factorization and Manifold-Ranking for TopicFocused Multi-Document Summarization, which is in the DBLP dataset. This manuscript studies a joint optimization framework for summarization to integrate the manifoldranking process and the similarity metric learning process simultaneously. For ease of illustration, we only list the top 5 retrieved papers obtained by the BNR with q 2 , BNR with q 1 and TriDNR approaches. Table 5 below lists the system generated reference papers by the BNR with q 2 , BNR with q 1 and TriDNR approaches, () indicates the matched results.
As shown in Table 6 , the results returned by the BNR with q 2 approach have four records that match the ground truth citation list of the manuscript, it is better than the other two approaches. This observation demonstrates that the BNR with q 2 approach obtained a better result in this case study since the manuscript author, manuscript text, as well as text information, author information and venue information of training papers are fully utilized in this approach. The results returned by the BNR with q 1 and TriDNR approaches have three and two matching records, respectively. This is because the BNR with q 1 ignores the author information of the given manuscript, and TriDNR only focuses on paper information, ignoring author information and venue information. Furthermore, we found there are two same citations in the top-5 results returned by the BNR with q 2 approach and BNR with q 1 approach, but the number of the corrected papers in the top-5 results returned by the BNR with q 2 approach is more than that returned by the BNR with q 1 approach. We attribute it to the BNR with q 2 approach incorporates manuscript author VOLUME 7, 2019 TABLE 6. Illustration of Top-5 reference papers generated by the three network representation based citation recommendation approaches on DBLP dataset.
information, while the BNR with q 1 does not do it. The top 5 recommended results returned by TriDNR only contain two corrected papers, this is due to TriDNR only consider paper information, ignoring author information and venue information in bibliographic network representation.
V. CONCLUSION
In this paper, we propose a bibliographic network representation based citation recommendation approach, which first incorporates bibliographic network structure and content of different kinds of objects (papers, authors and venues), and then performs personalized citation recommendation based on the obtained network representation. We evaluate our proposed approach on the AAN and DBLP datasets, the results reveals that the combination of network-based structure and content-based analysis can improve bibliographic network representation for personalized citation recommendation. However, the parameters of the biased random walk need to be set manually, it may influence the performance of the citation recommendation. In the future, we plan to explore alternative ways of bibliographic network representation. 
