A key feature of FWI is the misfit function that considers the point-to-point difference between the observed data and the calculated data, to provide high-resolution imaging using a local optimization approach. However, in the case of slow surface waves propagating in the low velocity medium of the near surface, cycle-skipping can occur, and the optimization may be locked in a local minimum. More robust misfit functions have recently been proposed with the aim of mitigating this problem for surface waves, integrating recipes used for 1D surface wave analysis in FWI and moving to misfit functions in alternative domains. The aim of this study is to define the gradient expression of such misfit functions through a generic adjoint formalism and to present a simple synthetic example showing the more robust behavior of these approaches compared to the classical FWI approach.
Introduction
The construction of subsurface velocity models is an ongoing issue for oil & gas exploration. In complex terrain, such as regions with laterally varying shallow structures or weathered top layers, the imaging of deeper exploration targets may still be problematic due to velocity heterogeneities at the surface. In such cases, an innovative characterization of near surface properties is needed, and the inversion of surface waves, which sample this shallow zone, appears to be a key approach. Using Full Waveform Inversion (FWI) as a high-resolution imaging technique for this purpose, allows to go beyond the 1D limitations of more conventional surface wave imaging methods.
The FWI formalism is generic, and does not rely on a particular wave type. In practice however, success with FWI for exploration projects has mainly focused on body waves under an acoustic approximation of wave-propagation. Seismological applications at a much larger scale, where the heterogeneities of the Earth's crust are weaker, are able to use surface waves as the inversion process is more linear. At the exploration scale however, heterogeneities are stronger, and although some elastic FWI applications have been performed using body waves, the use of surface waves is still a challenging topic. It appears that if the kinematics and the waveform predicted by the initial model are close to the observed data, the diffraction of surface waves can provide useful information (Bretaudeau et al., 2013) . However when this is not the case, surface waves are very difficult to exploit successfully (Brossier et al., 2009) .
A key feature of FWI is the misfit function that classically considers the point-to-point difference between the observed data and the calculated data, to derive a descent direction used in a local optimization approach. If the initial data do not predict the observed data with an error smaller than half a period, the optimization may get stuck in a local minimum (Mulder and Plessix, 2008) .
In the case of slow surface waves propagating in the low velocity medium of the near surface, the problem of an accurate initial model, local minima and cycle-skipping is even worse. Alternative misfit functions have been proposed to tackle this cycle-skipping issue, relying for example on the crosscorrelation of signals. Array processing and lateral coherency of seismic arrivals can also be exploited, and more robust misfit functions have recently been proposed with the aim of mitigating this problem for surface waves, integrating recipes used for 1D surface wave analysis in FWI (Masoni et al., 2013; Perez Solano et al., 2013) . In this study, the gradient expressions of misfit functions proposed in Masoni et al. (2013) are constructed through a generic adjoint formalism. A simple synthetic example showing the more robust behavior of these approaches is presented.
Theory
The FWI misfit function is often defined as the L2 norm of the difference between the observed and the calculated data in a given domain:
where T represents the operator that applies a transformation to the data. In this study transformations associated with the τ − p, ω − p and ω − k domains are considered.
Applying a linear moveout (LMO) to obtain data in the τ − p and ω − p domains, and separating events by their slowness, might allow the extraction of kinematic information in a more robust way than in the time-offset domain. Furthermore the stacking involved in the transformation may also make the misfit function more robust in the presence of noise. Projecting data to the ω − p and ω − k domains through the use of a Fourier transform (FT) may help to explicitly consider frequency dependent dispersion effects. In the frequency domain the absolute value of the data is considered, aiding with some issues regarding the phase of the source wavelet.
To minimize the misfit function and update the model, the gradient needs to be computed. The adjointstate method (Chavent, 1974; Plessix, 2006) is often used in FWI, as it is more efficient than computing Fréchet derivatives. The adjoint states correspond to a back-propagated field, the source of which is directly linked to the choice of the misfit function. A new adjoint source formulation therefore needs to be defined for alternative misfit functions.
The new gradient formulation associated with misfit functions in an alternative domain, is based on the Lagrangian formalism
where the variables a and b represent the two dimensions of the new data domain in which the misfit is expressed. The operator T may be expressed as the successive application of operators T 1 and T 2 for the transformation of each axis, with the additional T 3 representing the absolute value of the data. R is the projection operator extracting the wavefield u(t) at receiver positions, A represents the forward problem operator, s(t) the source, and the subscript N implies data normalized by the rms of each trace.
By substituting the values of the adjoint variables obtained from the individual Lagrangian derivatives a general formulation for the gradient can be derived as
This expression shows that all the steps considered to compute the misfit are present in the adjoint source through their adjoint operator, allowing a physical understanding of the adjoint source. The following table shows each operator equation and their physical meaning.
For the misfit function in the τ − p domain, the operator T 3 , and therefore also T † 3 , is equal to the identity matrix I, however for the ω − p and the ω − k domain, the adjoint effect of taking the absolute value of the data adds a multiplication by the phase of the data, leading to
Although the new adjoint source expressions seem more complicated than in the classical FWI formulation, they only have a minor additional computational cost compared to the wave-propagation modeling.
Synthetic tests
A simple inversion test is used to compare the robustness of the alternative FWI approaches presented. To compute the synthetic data, 2D elastic wave propagation is simulated for a two-layer velocity model (see Figure 3a ) using finite differences. The acquisition simulated consists of 24 vertical sources and 48 multi-component receivers evenly spaced on the surface of the 600 m long model. An example of the generated data for a single source is shown in Figure 1a . The focus of this test is on the exploitation of the dispersive surface waves, which dominate the data with the highest amplitude and therefore also drive the misfit minimization. The aim is to recover a lateral and vertical velocity gradient in the near surface to a depth of 20 m. In this test only the shear velocity (Vs) parameter is inverted for, since surface waves are most sensitive to it, while Vp and density, as well as the source signal are considered as known. The initial model for Vs contains a homogeneous layer at the surface as shown in Figure 3b . The depth of the 1st layer is known. The difference between the true data and the initial data is large enough to cause cycle-skipping, especially at mid to long offset, as can be seen in Figure 1c . With the classical FWI approach in the t − x domain, as well as with FWI in the τ − p domain, no convergence and no updating of the Vs model are observed, as can be expected from the misfit sensitivity results in (Masoni et al., 2013; Perez Solano et al., 2013) . The vertical and lateral gradients are instead well recovered by FWI in the ω − p and the ω − k domains, as shown in Figures 3c and 3d . These two results are quite similar, as can also be expected, with the difference perhaps only due to sampling issues. The convergence for these two domains has clearly moved in the right direction, despite the cycle skipping present in the data. This stronger robustness may be explained by Figure 2 , which displays how the data appear in the ω − k domain, where the optimization is performed. The initial data are now better embedded in the true data, allowing convergence. The optimization helps decrease the difference between the true data and the final data after FWI in the ω − k domain, as can be seen in both the typical t − x plot (Figure 1d ) as well as directly in the ω − k domain (Figure 2d ), further illustrating the importance of the domain considered. 
Conclusions
This study defines a generic gradient expression for FWI in alternative domains, indicating also the physical meaning of the operators present in the adjoint source. A simple synthetic test of inversion using surface waves shows that FWI approaches in the ω − p and the ω − k domains are more robust than the classical FWI approach. The next step is to move to multi parameter inversion and further investigate the limitations of these more robust FWI approaches.
