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Abstract
We consider two weakly coupled systems and adopt a perturbative approach based on the Ruelle response
theory to study their interaction. We propose a systematic way to parametrize the effect of the coupling as a
function of only the variables of a system of interest. Our focus is on describing the impacts of the coupling
on the long-term statistics rather than on the finite-time behaviour. By direct calculation, we find that, at first
order, the coupling can be surrogated by adding a deterministic perturbation to the autonomous dynamics of
the system of interest. At second order, there are additionally two separate and very different contributions.
One is a term taking into account the second order contributions of the fluctuations in the coupling, which
can be parametrized as a stochastic forcing with given spectral properties. The other one is a memory term,
coupling the system of interest to its previous history, through the correlations of the second system. If these
correlations are known, this effect can be implemented as a perturbation with memory on the single system. In
order to treat this case, we present an extension to Ruelle’s response theory able to deal with integral operators.
We discuss our results in the context of other methods previously proposed to disentangle the dynamics of two
coupled systems. We emphasize that our results do not rely on assuming a time scale separation, and, if such a
separation exist, can be used equally well to study the statistics of the slow as well as that of the fast variables.
By recursively applying the technique proposed here, we can treat the general case of multilevel systems.
1 Introduction
The dynamics of complex systems can often be partitioned in such a way to highlight a multi-level structure,
where each level consists of a subset of variables that interact strongly with each other and are weakly coupled
with variables belonging to other levels of the system. Often, the dynamics of each level takes place in distinct
spatial and temporal scales, so that it is possible to hierarchically arrange the variables from the most to the
least relevant, in view of the properties of interest. In practical applications, the observation or the simulation
at high resolution of processes occurring on small temporal and spatial scales is very challenging. It is crucial
to devise strategies for accounting, at least in an approximate way, the impact of the fast, almost inaccessible
variables, onto the slow variables, which are more usually the main object of investigation. In the language of
dynamical systems theory, the overarching goal is to define rigorously or empirically an effective dynamics for the
slow manifold of the system able to take into account the influence of the, enslaved, fast manifold. Otherwise,
the presence of such very different scales make these systems hard to simulate, so that they are often referred
to as stiff problems [8], and hard to observe in practical terms, because no overall optimal spatial and temporal
resolution for the collection of data can be defined, with the result that some variables are poorly described,
whereas other variables have redundant observations.
In these terms, the climate system provides an especially interesting case study. In the study of geophysical
fluid dynamics, one often encounters a wide range of scales. The spatial scales involved in atmospheric dynamics
can range from 107m down to 10−6m. Temporal scales can vary from 1016s to 10−6s [16, 30]. Here, one has to
take into account coupling between different subsystems, which feature dynamics taking place in vastly different
ranges, as clarified when considering separately the atmosphere, the oceans, the biosphere, and the criosphere
[21, 28]. We still do not have a standard formulation of a climate model, because, depending on the class of
problems we want to tackle, we need to resort to different approximations and even different formulations of
the relevant dynamics. The state-of-the-art climate models used for the IPCC projections [29] cannot be used
to study the last million years of Earth’s history, not only because they are too computationally expensive, but
because they do not take into the right considerations the processes which dominate the Earth dynamics on such
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long time scales. On the other hand, Earth Models of Intermediate complexity [9, 23], which are tailored for
such problems, are definitely not competitive if our aim is to describe the variability of the present climate and
the short-term climate change. The problem of providing a satisfactory description of the dynamical processes
that cannot be explicitly be represented has long been addressed at various levels of rigour by the climate
community [20, 31, 11, 10, 3, 28, 22]. The solutions that are being used in practical applications today go
by the name of parametrizations. Processes that are not explicitly described are approximated via functions
(deterministic or, more recently, stochastic) of the variables of the model, basically along the lines of classical
closure theories in fluid dynamics for the Reynolds’ stress tensor. Given the approximate and empirical nature
of the parametrizations, a problem that often arises is their robustness with respect to changes in the considered
modelling set-up, such as the case when additional variables are included in the model or different large scale
conditions are considered. Retuning the parametrization is definitely a delicate aspect of climate modelling
and a major hurdle towards the goal of obtaining flexible climate models able to obtain the so-called seamless
simulation of its statistical properties and seamless (probabilistic) prediction of its state.
In this paper, we tackle this class of problems from a rather general point of view. We will consider a two-level
system, consisting of two weakly coupled systems X and Y . We focus our attention on the X system. We want
to derive ab initio a suitable parametrization of its coupling with the Y system.
For this purpose, various reduction techniques have been proposed in the literature. A classic approach is
the averaging method [3, 12], which assumes that there is a vast time-scale separation between the two systems
X and Y . Such method allows to derive a renormalised dynamics for the X system whose trajectories converge
on finite time scales to those of the original dynamics. An interesting use of the averaging method for deriving a
simplified dynamics has been proposed in [1], where a sort of mean field ansatz is taken. In statical mechanics,
projector operator techniques which allow to formally eliminate certain variables have found a great deal of
success, as in the case of the Mori-Zwanzig equation [33].
In the present manuscript, we take a different route, based on the response theory developed by Ruelle[25, 27,
14]. Such a theory provides explicit formulas for computing how the long-time averages of Axiom A dynamical
systems (described by the so called SRB measure [32]) change as a result of small perturbations to the flow. This
approach is especially useful for studying the impact of changes in the internal parameters of a system or of small
modulations to the external forcing [24, 5, 2, 15, 19]. According to the theory, the changes in the observables
can be expressed basically as a power series in orders of the strength of the forcing, so that one should assume,
in our case, that the coupling between the X and Y systems - which acts as perturbation to the dynamics of X
- should be small. We derive explicit expressions for the perturbations in the statistics of the X system due to
the coupling at the first and second order. We explain how these can be parametrized in terms of a surrogate
deterministic forcing, multiplicative noise, and memory term, so that we construct an approximated projected
dynamics on the X variables. Our approach does not make use of any large time scale separation between the
X and the Y variables, and does not even assume that the X variables are slower than the Y variables.
This article is structured as follows. In Section 2 we give a short review of Ruelle’s response theory at higher
orders. In Section 3 we then use this theory to derive the response of the system X to the coupling with the
system Y . We derive the first and second order terms and present an expression for a surrogate dynamics of X
alone. The correction to the unperturbed dynamics will include a deterministic forcing, a stochastic forcing, and
a forcing given by a term which takes into account the history of the system. We present also a diagrammatic
representation of the most relevant contributions. In Section 4 we briefly discuss our results in comparison to
classic variables reduction methods such as the averaging method [3, 12] and the projection operator method
[33]. In Section 5 we present our conclusions and perspectives for future work. In Appendix A, we describe how
to extend the Ruelle response formula to forcings describing memory effects, which we use to treat the memory
terms resulting at the second order of perturbation.
2 Response theory
Ruelle [26] recently derived explicit formulas for describing the smooth dependence of the SRB measure of
Axiom A dynamical systems to small perturbations of the flow. Such response theory boils down to a Kubo-
like perturbative expression connecting the terms describing the linear and nonlinear response of the system
as expectation values of observables on the unperturbed measure. At order n of nonlinearity, such expectation
values can be written as n−uple convolution of a causal Green function with the time-delayed perturbative
fields, so that at every order Kramers-Kronig relations can be written for the Fourier transform of the Green
function, the so-called susceptibility [14]. In order to clarify the goal of response theory and set our notation, we
present a simple derivation of the linear and higher-order nonlinear response formulas obtained by introducing
the so-called Dyson interaction picture for the operators. Given a continuous time dynamical system xt ∈ M
with dynamics
x˙t = F (xt) (1)
2
and a corresponding flow function f t relating xt to the initial conditions x0, xt = f
t(x0), we assume that an
invariant measure ρ0 exists [32], describing long-term averaged quantities:
ρ0(A) = lim
T→∞
1
T
∫ T
0
dτ
∫
l(dx)A(fτ (x)) . (2)
We want to know how such averages, given by the so called Sinai-Ruelle-Bowen (SRB) invariant measure ρ0,
are affected by small changes in the dynamics of the system. Let’s assume that the dynamics of the system is
altered by adding a time independent perturbation Ψ(x):
x˙t = F (xt) + Ψ(xt) , (3)
with f˜ t the perturbed flow function, so that we end up with a modified SRB measure ρ˜:
ρ˜(A) = lim
T→∞
1
T
∫ T
0
dτ
∫
l(dx)A(f˜τ (x)) . (4)
If the strength of the perturbation is small, the corresponding change in the SRB measure of the system will
also in general be small. The occurence of resonances has been studied in [27, 4, 6], but this is not expected to
occur in system of physical interest (see [7] and references therein). Hence, we can expand the perturbed SRB
measure in powers of the perturbation Ψ. In order to do so, we first expand the evolved observable A(f˜t(x)).
This amounts to constructing a Dyson series, where the perturbation to the dynamical system plays the role of
the interaction Hamiltonian. Using the chain rule, the time-dependence of an observable A at time t is described
by
dA(f˜ t(x0))
dt
= LA(f˜ t(x0)) = (L0 + L1)A(f˜ t(x0)) , (5)
where
L0A(x) = F (x) · ∇xA(x) , L1 = Ψ(x) · ∇xA(x) , L = L0 + L1. (6)
By defining an interaction observable as AI(τ, x0) = Π0(−τ)A(f˜τ (x0)) = exp(−L0τ) exp(Lτ)A(x0) with Π0(τ) =
exp(L0τ), we can make an expansion of A in orders of the perturbation Ψ. This observable AI obeys the
differential equation
dAI(τ, x0)
dτ
= LI(τ)AI(τ, x0) , (7)
where
LI(τ) = Π0(−τ)L1Π0(τ) . (8)
Note that the operator LI is of order Ψ. A formal solution to Eq. 7 is given by Duhamel’s formula:
AI(τ, x0) = AI(0, x0) +
∫ τ
0
ds1LI(s1)AI(s1, x0) . (9)
By iterating this solution and making use of the fact that AI(τ, x0) = exp(−L0τ)A(f˜τ (x0)), we get an expression
for the evolved observable A(f˜τ (x0)) in terms of A(0, x0):
A(f˜τ (x0)) =Π0(τ)A(x0) +
∫ τ
0
ds1Π0(τ − s1)L1Π0(s1)A(x0)
+
∫ τ
0
ds1
∫ s1
0
ds2Π0(τ − s1)L1Π0(s1 − s2)L1Π0(s2)A(x0) +O(Ψ3) .
Such an expression for the expectation values under perturbed dynamics A(f˜τ (x0)) in terms of the unperturbed
dynamics Π0(τ)A(x0) = A(f
τ (x0)) allows us to expand the SRB measure ρ˜ around ρ0. The perturbed SRB
measure ρ˜ can be written as
ρ˜(A) = lim
T→∞
1
T
∫ T
0
dτ
∫
l(dx)
(
Π0(τ)A(x) +
∫ τ
0
ds1Π0(τ − s1)L1Π0(s1)A(x) +O(Ψ2)
)
= ρ0(A) + δρ
(1)(A) +O(Ψ2) , (10)
3
where the first term in this sum gives the unperturbed measure ρ0, while the second term is the linear response
to Ψ. We can rewrite it as
δρ(1)(A) = lim
T→∞
1
T
∫ T
0
ds1
∫ T
s1
dτ
∫
l(dx)Π0(τ − s1)L1Π0(s1)A(x)
= lim
T→∞
1
T
∫ T
0
ds1
∫ T−s1
0
du
∫
l(dx)Π0(u)L1Π0(s1)A(x)
=
∫ ∞
0
ds1ρ0(L1Π0(s1)A) =
∫ ∞
0
ds1
∫
ρ0(dx)Ψ(x) · ∇xA(fs1(x)))
=
∫ ∞
0
ds1G
(1)
A,Ψ(s1) . (11)
This shows that the linear response can be written in terms of averages taken in the unperturbed system.
Carrying on the calculation, we obtain the following expression for the higher order terms:
ρ˜(A) = ρ0(A) +
∫ ∞
0
ds1ρ0(L1Π0(s1)A) +
∫ ∞
0
ds1
∫ s1
0
ds2ρ0(L1Π0(s1)L1Π0(s2)A) +O(Ψ3)
= ρ0(A) + δρ
(1)(A) + δρ(2)(A) +O(Ψ3) , (12)
where
δρ(2)(A) =
∫ ∞
0
ds1
∫ s1
0
ds2ρ0(L1Π0(s1)L1Π0(s2)A)
=
∫ ∞
0
ds1
∫ ∞
0
ds2
∫
ρ0(dx)Ψ(x) · ∇xΨ(fs1(x)) · ∇fs1 (x)A(fs1+s2(x)))
=
∫ ∞
0
ds1
∫ ∞
0
ds2G
(2)
A,Ψ(s1, s2) . (13)
3 Two-level systems
We will now make use of the response formulae derived in Section 2 to study how the statistical properties of a
dynamical system which is composed, in the unperturbed case, by two independent subsystems, change when a
weak coupling is introduced. Let’s assume that the variables x of the dynamical system can be separated into
two groups of variables X and Y
x =
(
X
Y
)
,
so that the unperturbed dynamical system can be considered as given by the uncoupled dynamics:
X˙ = FX(X) ,
Y˙ = FY (Y ) . (14)
A weak coupling is then introduced between the two subsystems as follows:
X˙ = FX(X) + ΨX(X,Y ) ,
Y˙ = FY (Y ) + ΨY (X,Y ) . (15)
The unperturbed and perturbed evolution operators L0 and L1 are now given by
L0 = FX(X) · ∇X + FY (Y ) · ∇Y (16)
and
L1 = ΨX(X,Y ) · ∇X + ΨY (X,Y ) · ∇Y
= ΨT · ∇ , (17)
where ΨT =
(
ΨX ΨY
)
and ∇T = (∇X ∇Y ).
4
3.1 First order
We derive from Eqs. 6 and 12 that the first order response to L1 is given by
δ
(1)
Ψ ρ(A) =
∫ ∞
0
ds1ρ0(L1Π0(s1)A) (18)
=
∫ ∞
0
ds1
∫
ρ0(dx)Ψ
T (x)∇(A ◦ fs1)(x) , (19)
where ρ0 is the SRB measure corresponding to the uncoupled dynamics of Eq. 14. The response is an integral
over time of the response function G
(1)
AΨ
(τ) describing the delayed impact of a forcing in the past over a time
span of τ :
δ
(1)
Ψ ρ(A) =
∫ ∞
0
ds1G
(1)
AΨ
(s1)
G
(1)
A,Ψ(s1) =
∫
ρ0(dx)Ψ
T (x) · ∇(A ◦ fs1)(x) . (20)
By exploiting the fact that the unperturbed dynamics of the X and Y subsystems are uncoupled, this becomes
G
(1)
A,Ψ(τ) =
∫
ρ0(dx)Ψ
T (x) · ∇A
((
fτX(X)
fτY (Y )
))
, (21)
where fτX and f
τ
Y represent the unperturbed flows of the X and Y subsystems, respectively. We are only
interested in the evolution of observables on the X system so we consider observables A that depend on X
variables only:
A
((
X
Y
))
= A(X) . (22)
Therefore, the response function G
(1)
A,Ψ can be written as
G
(1)
A,Ψ(τ) =
∫
ρ0
(
dX
dY
)
ΨX(X,Y ) · ∇XA(fτX(X)) . (23)
Since the dynamics of the unperturbed system is decoupled, its SRB measure ρ0 can be written as a product of
the SRB measure ρ0,X(dX) and ρ0,Y (dY ). We have:
G
(1)
A,Ψ(τ) =
∫
ρ0,X(dX)〈ΨX(X,Y )〉ρ0,Y · ∇XA(fτX(X)) . (24)
Such a first order perturbation can be represented in a diagrammatic way as depicted in Figure 1, where the
arrow indicates the direction of the interaction and the time variable refers to the presence of a time-delayed,
causal effect on the system of interest of the external perturbation.
Equation 24 can be used to derive a parametrization of the first order effect of coupling the X and Y
subsystems on the A(X) observables, expressed as a function of the X variables only. In other terms, we want
to derive an expression for a perturbation vector field M1 such that if we consider the dynamical system
dX
dt
= FX(X) +M1(X) , (25)
where FX(X) is the same as in Eq. 14, up to the first order the expectation values of the A observables over
the SRB invariant measure ρˆ1 of the dynamical system given in Eq. 25 and over the invariant measure ρ˜X,Y are
identical. The invariant measure ρ0(dX) for the unperturbed M1 = 0 system is, obviously, identical to partial
measure ρ0,X(dX) introduced in Eq. 23. Therefore, we must impose that the first order effect in Eq. 25 due to
M1 is the same as the first order correction due to the coupling between the X and the Y variables introduced
in Eq. 15. We discover that by choosing:
M1(X) := 〈ΨX(X,Y )〉ρ0,Y (26)
and plugging this expression in Eq. 11, we obtain that up to the first order in Ψ and ∀A:
δρ
(1)
M1
(A) = δ
(1)
Ψ ρ(A) , (27)
such that
ρ˜X,Y (A) = ρ0,X(A) + δ
(1)
Ψ ρ(A) +O(Ψ
2) = ρˆ1(A) +O(Ψ
2) = ρˆ0(A) + δρ
(1)
M1
(A) +O(Ψ2) . (28)
Concluding, the effect on X of its coupling with Y can be described at first order with a mean-field theory
constructed by taking the Y -ensemble average of the coupling, where the averaging is taken on the uncoupled
Y dynamics.
5
3.2 Second order
From Eq. 12 we can derive that at second order the response is a double integral of a response function G
(2)
A,Ψ
by plugging the expressions given in Eqs. 16 and 17 into Eq. 13:
δ
(2)
Ψ,Ψρ(A) =
∫ ∞
0
ds1
∫ ∞
0
ds2 ρ(L1Π0(s1)L1Π0(s2)A) =
∫ ∞
0
ds1
∫ ∞
0
ds2G
(2)
A,Ψ,Ψ(s1, s2)
= δ
(2)
Ψ,Ψ,aρ(A) + δ
(2)
Ψ,Ψ,bρ(A) =
∫ ∞
0
ds1
∫ ∞
0
ds2G
(2)
A,Ψ,Ψ,a(s1, s2) +G
(2)
A,Ψ,Ψ,b(s1, s2) , (29)
where we separate such a second order contribution into the sum of two terms, G
(2)
A,Ψ,Ψ,a and G
(2)
A,Ψ,Ψ,b, defined
as
G
(2)
A,Ψ,Ψ,a(s1, s2) =
∫
ρ0(dx)ΨX(X,Y ) · ∇XΠ0(s1)(ΨX(X,Y ) · ∇X)(A(fs2(X)) ,
G
(2)
A,Ψ,Ψ,b(s1, s2) =
∫
ρ0(dx)ΨY (X,Y ) · ∇Y Π0(s1)(ΨX(X,Y ) · ∇X)(A(fs2(X)) . (30)
The Green function G
(2)
A,Ψ,Ψ,a(τ1, τ2) responsible for second contribution δ
(2)
Ψ,Ψ,a can be depicted in a diagrammatic
mode as in Figure 2. This term describes the second order effect of the perturbation of the Y dynamics on the
statistical properties of the X system, and does not take into account the modifications on the statistical proper-
ties of Y due to its coiling with X. Instead, Figure 3 provides a graphical representation of the G
(2)
A,Ψ,Ψ,b(τ1, τ2),
responsible for the second order contribution δ
(2)
Ψ,Ψ,b. In this case, the second order effect comes as a result of the
modification to the first order effect shown in Figure 1 due to the impact of the X dynamics on the Y systems:
note that in this case, as opposed to Figures 1-2, one arrow points from the X to the Y system.
Our goal is now to provide a second order parametrization of the coupling in terms of the X variables alone,
so that the invariant measure ρˆ2 of the resulting system is such that ∀A:
ρX,Y (A) = ρˆ2(A) +O(Ψ
3) . (31)
In the following, we show that can be accomplished by the following reduced system:
X˙(t) = FX(X(t)) +M1(X(t)) +
∑
i,j
Ψ′1,i(X(t))σj(t) +
∫ ∞
0
dτh(τ,X(t− τ))
= FX(X(t)) +M1(X(t)) +M2(X(t)) +M3(X(t)) , (32)
where the first term on the right hand side given the unperturbed dynamics, the second term is the same given
in the first order approximation presented in Eq. 25, the third term is given by a combination of stochastic
forcings, and the fourth term describes a memory effect. For simplicity, we indicate all of the perturbative terms
as Mj(X(t)) with an abuse of notation. We will now provide the explicit expression for the third and fourth
terms in Eq. 32 by matching the corrections up to O(Ψ2) to the unperturbed dynamics of the previous with what
given in Eqs. 20 and Eq. 29. Obviously, since Eq. 32 has a stochastic component, its invariant measure ρˆ2 will
be accordingly defined. Please note that in the following, when we refer to first or second order perturbations
to the measure ρ0 due to the Mj terms in Eq. 32, the expectation value over the realizations of the stochastic
processes are implicitly considered. Note that in [17] we have explained how to treat the impact of stochastic
perturbations on deterministic dynamical systems along the lines of the Ruelle response theory.
The first order response in Eq. 32 can be written as
∑
k δ
(1)
Mk
ρ(A), where
δ
(1)
Mk
ρ(A) =
∫ ∞
0
ds1
∫
ρ0,X(dX)
∫ ∞
0
ds1 G
(1)
A,Mk
(s1)
=
∫ ∞
0
ds1
∫
ρ0,X(dX)Mk(X) · ∇XA(fs1X (X)) . (33)
The full second order response can be written as
∑
i,j δ
(2)
Mi,Mj
ρ(A), where
δ
(2)
Mi,Mj
ρ(A) =
∫ ∞
0
ds1
∫ ∞
0
ds2
∫
ρ0,X(dX)
∫ ∞
0
ds1
∫ ∞
0
ds2 G
(2)
A,Mi,Mj
(s1, s2)
=
∫ ∞
0
ds1
∫ ∞
0
ds2
∫
ρ0,X(dX)Mi(X) · ∇XMj(fs2X (X)) · ∇fs2
X
(X)A(f
s1+s2
X (X)) . (34)
Combining Eqs. 28 and 31, we impose that
δ
(1)
Ψ ρ(A) + δ
(2)
Ψ,Ψ,aρ(A) + δ
(2)
Ψ,Ψ,bρ(A) =
∑
k
δ
(1)
Mk
ρ(A) +
∑
i,j
δ
(2)
Mi,Mj
ρ(A) +O(Ψ3) . (35)
6
Our procedure will lead to simplifying Eq. 35 into the following:
δ
(1)
Ψ ρ(A) + δ
(2)
Ψ,Ψ,aρ(A) + δ
(2)
Ψ,Ψ,bρ(A) = δ
(1)
M1
ρ(A) + δ
(1)
M3
ρ(A) + δ
(2)
M1,M1
ρ(A) + δ
(2)
M2,M2
ρ(A) , (36)
where the terms missing on the right hand side in Eq. 36 with respect to Eq. 35 are of order O(Ψ3) or higher.
From Eq. 28, we have that δ
(1)
Ψ ρ(A) = δ
(1)
M1
ρ(A). We now consider the next order of perturbation. We first
observe that δ
(2)
Ψ,Ψ,aρ(A) can be written as:
δ
(2)
Ψ,Ψ,aρ(A) =
∫ ∞
0
ds1
∫ ∞
0
ds2
∫
ρ0(dx)((ΨX(X,Y )−M(X)) · ∇X)Π0(s1)((ΨX(X,Y )−M(X)) · ∇X)(A(fs2X)
+
∫ ∞
0
ds1
∫ ∞
0
ds2
∫
ρ0(dx)(M(X) · ∇X)Π0(s1)((M(X)) · ∇X)(A(fs2X)
=
∫
ρ0(dx)(Ψ
′
X(X,Y ) · ∇X)Π0(s1)(Ψ′X(X,Y ) · ∇X)A(fs2X) + δ(2)M1,M1ρ(A)
= δ
(2)
Ψ,Ψ,fρ(A) + δ
(2)
M1,M1
ρ(A) , (37)
where Ψ′X(X,Y ) = ΨX(X,Y ) −M(X) gives the fluctuations of Ψ around its Y averaged value M . We now
construct the term M2(X(t)) so that, its first order impact δ
(1)
M2
ρ(A) vanishes, whereas its second contribution
δ
(2)
M2,M2
ρ(A) corresponds exactly to δ
(2)
Ψ,Ψ,fρ(A) introduced in Eq. 37, which we refer to as the fluctuation term.
Fluctuation term
To analyze the δ
(2)
Ψ,Ψ,fρ(A) =
∫ ∫
ds1ds2G
(2)
A,Ψ,,Ψ,f (s1, s2) term in Eq 37, we first consider the case where the
coupling fluctuations Ψ′X are separable in the X and Y variable:
Ψ′X(X,Y ) = Ψ
′
X,1(X)Ψ
′
X,2(Y ) .
In this case the response function G
(2)
A,Ψ,Ψ,f can new written as:
G
(2)
A,Ψ,Ψ,f (s1, s2) =
∫
ρ0,X(dX)g(s1)Ψ
′
X,1(X)∂XΨ
′
X,1(f
s1
X (X))∂fs1
X
(X)(A ◦ fs2X )(fs1X (X)) , (38)
where
g(s1) = 〈Ψ′X,2(Y )Ψ′X,2(fs1Y (Y ))〉ρ0,Y . (39)
We now impose that the second order contributions δ
(2)
Ψ,Ψ,fρ(A) and δ
(2)
M2,M2
ρ(A) are identical, so that:
G
(2)
A,Ψ,Ψ,f (s1, s2) = G
(2)
A,M2,M2
(s1, s2)
=
∫
ρ0,X(dX)M2(T − s1 − s2, X)∂XM2(T − s1, fs1(X))∂fs2 (X)(A(fs1+s2(X)) (40)
for some time-dependent perturbation M2. This can be achieved by choosing the perturbation M2 to be a
multiplicative noise term described as follows:
M2(t,X) = Ψ
′
X,1(X)σ(t) ,
〈σ(t1)σ(t2)〉 = g(t2 − t1) ,
〈σ(t)〉 = 0 , (41)
where the average in the second equality is an average over realizations of the noise. Taking the average of the
model response over the realizations of the noise gives
〈G(2)A,M2,M2(s1, s2)〉 = G
(2)
A,Ψ,Ψ,f (s1, s2)⇒ δ(2)M2,M2ρ(A) = δ
(2)
Ψ,Ψ,fρ(A) . (42)
These results can be easily generalized also to the case where the coupling term Ψ′X is not separable. In this
case, Ψ′X can be decomposed in product of Schauder bases of function in X and Y :
Ψ′X(X,Y ) =
∑
i,j
Ψ′X,1,i(X)Ψ
′
X,2,j(Y ) .
The response function is now given by
G
(2)′
A,Ψ,f (s1, s2) =
∫
ρ0,X(dX)
∑
i,j,k,l
gj,l(s1)Ψ
′
X,1,i(X)∂XΨ
′
X,1,k(f
s1
X (X))∂fs1
X
(A ◦ fs2X )(fs1X (X))
gj,l(s1) = 〈Ψ′X,2,j(Y )Ψ′X,2,l(fs1Y (Y )) . (43)
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The response can in this case be modelled with a linear combination of multiplicative noise
M2(X) =
∑
i,j
Ψ′1,i(X)σj(t) , (44)
〈σj(t1)σl(t2)〉 = gj,l(t2 − t1) , (45)
〈σj(t)〉 = 0 . (46)
Note also that, since 〈σj(t)〉 = 0 ∀j, we have that δ(1)M2ρ(A) = δ
(2)
M1,M2
ρ(A) = δ
(2)
M2,M3
ρ(A) = 0, where we
have already anticipated that M3 is not written as a stochastic term. At this stage, we have shown that
δ
(1)
Ψ ρ(A) + δ
(2)
Ψ,Ψ,aρ(A) = δ
(1)
M1
ρ(A) + δ
(2)
M1,M1
ρ(A) + δ
(2)
M2,M2
ρ(A).
Memory term
In order to complete the construction of the parametrization leading to the surrogate dynamics given in Eq. 36,
we need to show that δ
(2)
Ψ,Ψ,bρ(A) = δ
(1)
M3
ρ(A), and that the two terms δ
(2)
M1,M3
ρ(A) and δ
(2)
M3,M3
ρ(A) are O(Ψ3) or
higher. The G
(2)
A,Ψ,Ψ,b term in Eq. 30 can be seen as a modification to the first order response on the X system
related to the coupling on Y due to the fact that the Y system is modified by the interaction with the X system.
After integrating over the Y variables, we can express δ
(2)
Ψ,Ψ,bρ(A) as:
δ
(2)
Ψ,Ψ,bρ(A) =
∫ ∞
0
ds1
∫ ∞
0
ds2
∫
ρ0,X(dX)〈ΨY,i(X,Y )∂Y,iΨX,j(fs2(X), fs2(Y ))〉ρ0,Y ∂fs2 (X),j(A(fs1+s2(X)) .
(47)
This can be expressed as:
δ
(2)
Ψ,Ψ,bρ(A) =
∫ ∞
0
ds1
∫ ∞
0
ds2
∫
ρ0,X(dX)hj(s2, X)∂fs2 (X),j(A(f
s1+s2(X)) , (48)
where we introduce the following integral kernel:
hj(s,X) = 〈ΨY,i(X,Y )∂Y,iΨX,j(fs(X), fs(Y ))〉ρ0,Y . (49)
This term describes a memory effect: the evolution of the Y variables between times T − s1 − s2 and T − s1
keeps track (at first order) of the previous state of the X system. Therefore, when we consider the impact of
the Y variables on the X system, at second order we get a contribution coming from the history of X itself.
Obviously, the faster the decorrelation time of the Y system, the weaker the influence of this term.
A last step needed at this stage is to provide a response formula for integral forcings, since the formulas
derived in Section 2 are only valid for perturbations without memory. In Appendix A we derive such a generalized
expression, which includes as a special case that which has been discussed in Section 2. The linear response to
a perturbation which can be written as follows:
X˙(t) = FX(X(t))→ X˙(t) = FX(X(t)) +
∫ ∞
0
dτ h(t− τ,X(t− τ)) (50)
results to be ∀ observables A:
δ(1)ρ(A) =
∫ ∞
0
ds1
∫ ∞
0
ds2
∫
ρ0,X(dX)hj(s2, X)∂fs2 (X),j(A(f
s1+s2(X)) . (51)
This indeed implies that by choosing M3 =
∫∞
0
dτh(τ,X(t− τ)) in Eq. 32, we obtain δ(2)Ψ,Ψ,bρ(A) = δ(1)M3ρ(A). It
is important to note that, by construction, even if δ
(1)
M3
ρ(A) is a first order perturbation of the expectation value
of A, it is O(Ψ2). Therefore, all terms such as δ
(2)
M3,M3
ρ(A), δ
(1)
M1,M3
ρ(A) presented in Eq. 35 are O(Ψ3) or higher,
so that Eq. 36 is indeed correct. Analogously to the case of the noise discussed in the previous section, the term
hj(s,X) can be estimated from a trajectory of the system and then used to provide the suitable parametrization.
This concludes our derivation and leads to the result anticipated in Eq. 32.
3.3 Independent coupling case
An especially interesting result can be obtained when considering the not uncommon situation where the coupling
is independent of the variable it is affecting, i.e. ΨX(Y ) depends only on Y and ΨY (X) depends only on X.
In this case, the reduced dynamical system able to mimic the statistics of the full system for the observables
depending on X variables only up to the second order on the coupling strength can be written as:
X˙(s) = FX(X(s)) +M1 + σ(s) +
∫ ∞
0
dτ h(s− τ,X ′(t− τ)) . (52)
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The first order term M1 is now a constant drift term and the fluctuation term is an additive noise term with
correlations
〈σ(t1)σ(t2)〉 = 〈(ΨX(Y )−M1)(ΨX(f t2−t1(Y ))−M1)〉ρ0,Y . (53)
The integral kernel of the memory term simplifies to
h(s,X) = ΨY (X)〈∂Y ΨX(fs(Y ))〉ρ0,Y . (54)
where the role of the impact of the memory effect of the Y variables on the memory of the X system is especially
clear.
4 Comparison with other variables reduction methods
The problem of variables reduction is a classic topic in dynamical systems theory and statistical mechanics. We
will briefly discuss the relation between these methods and what presented here. A well-developed approach is
the so called averaging method [3, 12]. This method deals with coupled systems of the form
X˙ = f(X,Y ) , (55)
Y˙ =
1

g(X,Y ) . (56)
In the limit where the time-scale difference between the two goes to infinity, by taking  → ∞, the trajectories
of the original system converge on finite time scales to the trajectories of an averaged version of the X system,
namely
X˙ ′ = ρY |X
(
f(X ′, Y )
)
, (57)
where Y is average over the measure ρY |X , which is the SRB measure corresponding to the dynamics of Y for
fixed X:
Y˙ = gX(Y ) , (58)
gX(Y ) = g(X,Y ) . (59)
The fluctuations around this average trajectory can be approximated by an Ornstein-Uhlenbeck process. One
should note that while we have discussed here long term averages in the form of SRB measures, the averaging
method describes convergence on finite time scales. Another point of difference is the weak coupling assumption
we have made here. This assumption is not made in the averaging method, where the limit of an infinitely fast
Y process is taken instead. Such a limit basically takes care of getting rid of the higher order effects discussed
in this paper.
In [1] the averaging method is used to derive a simplified reduced model. The X dependent measure ρY |X is
first replaced by the measure ρY |X∗ for a fixed value X
∗ for X. To improve the statistics of the reduced model
a linear term in X is added:
X˙ ′ = ρY |X
(
f(X ′, Y )
)
+ (X −X∗)δρY |X∗
(
f(X ′, Y )
)
, (60)
where δρY |X∗ is the response of the measure ρY |X∗ to a change in the value of the fixed X. Such a feedback
mechanism, where a change in X affects the X dynamics through the presence of Y , is also present in the memory
effect we find here. However, as the limit of infinite time-scale differences is taken in the averaging method, there
the feedback happens instantly from the point of view of the slow process and no memory is present.
Projector operator techniques have found much use in the statistical mechanics for deriving Fokker-Planck
equations. A celebrated result in the Mori-Zwanzig equation, which consists of an integro-differential equation,
containing an integral term describing the memory effect due to projected out variables [33]. Consider the
setting of a dynamical system with Liouville operator L where we have a projector operator P projecting out
irrelevant parameters. Every observable A can the be then be written as a two-vector containing A1 = PA and
A2 = QA = (1− P )A. The Liouville equation for this vector is then given by
d
dt
(
A1
A2
)
=
(
L11 L12
L21 L22
)(
A1
A2
)
, (61)
where L11 = PLP , L12 = PLQ, L21 = QLP and L22 = QLQ. By using Duhamel’s formula for the equation
for A2 a solution for A2 can be found where the term with L21A1 is seen as a perturbation to the free evolution
of A2 under L22. By plugging this solution back into the differential equation for A1, the following equation of
motion for A1 is obtained
d
dt
A1(t) = L11A1(t) + L12
∫ t
0
ds exp(L22(t− s))L21A1(s) + L12 exp(L22t)A2(0) . (62)
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Again there is a feedback mechanism through the presence of the irrelevant dynamics. It has to be noted that
the Mori-Zwanzig equation is not an approximation, but an equivalent formulation of the original problem.
This approach is concerned with describing the instantaneous evolution of probability measures, describing the
evolution of the current state, rather than the long term averages, as discussed here. Our strategy may provide
a way to compute, at least approximately the projector operators that in the Mori-Zwanzig theory are defined
only formally.
5 Conclusions
In this paper we have adopted the Ruelle response theory to study the effect of a weak coupling between two
dynamical systems. We have derived explicit formulas to compute the changes in the expectation value of a
general observable of one of the two systems (we call this system X, and refer to the other system as Y ) up to
the second order in the coupling strength. We have also presented a simple diagrammatic representation of such
terms, which is suggestive of the possibility of reframing the Ruelle theory in graphical terms along the lines of
the Feynman representation of quantum electrodynamics.
These results allow us to define a surrogate perturbed dynamics for the system X such up to second order
its statistical properties are the same as those of the coupled system when a general observable of X alone is
considered. In other terms, we have attempted to derive a parametrization of the coupling. We have found that
the invariant measure for the coupled system restricted to the X system can be approximated by the invariant
measure of a reduced system with three forcing terms Mi:
d
dt
X(t) = FX(X(t)) +M1(X(t)) +M2(X(t)) +M3(X(t)), (63)
where FX(X(t)) gives the unperturbed flow, M1 is a deterministic correction, which fully describes the change
in the invariant measure up to first order, M2 is a stochastic forcing expressed as a sum of multiplicative noise
terms with non-trivial correlation properties, and M3 is an integral expression which describes a memory term.
The explicit expressions for the Mj terms are given in Eq. 32. The M1 term basically describes a mean field
theory, where the effective X dynamics is modified by adding the effect of the Y averaged dynamics. The M2
term, instead, takes care of representing the effect of the fluctuations of the Y systems. Finally, the M3 term
describes the non-markovian effect due to the X system impacting the state of the Y state at a given time in
the past, which in turn perturbs the X system at a later time. Note that, if the coupling is independent of the
variable it is affecting, so that the perturbation on X (Y ) depends only on Y (X) variables, the parametrization
becomes especially attractive, as M1 reduces to a constant, M2 to an additive noise term and M3 has a greatly
simplified integral kernel.
It is important to note that in our derivation no assumptions have been made on the dynamics of X and Y
systems in terms of differing time scales and/or of decorrelation time, our only hypothesis being the assumption
that the coupling is weak in some sense: there is - a priori - symmetry between the X and Y systems, we just
select for which one we want to derive an effective dynamics. Actually, the characteristics of the unperturbed
dynamics of the two systems are expected to play an important role in the relative importance of the fluctuation
and memory terms. In a system that is highly mixing, correlations in time disappear fast and the fluctuation
term will act as white noise. The memory term on the other hand will quickly drop off to zero in this case. If
the Y system decorrelates slowly, there will be a more pronounced memory effect.
It is also important to note that our method does not aim at describing within a certain accuracy and
for a certain time horizon the individual orbits of the system of interest, but rather focuses on providing an
approximate method for reconstructing its statistical properties. Therefore, the method discussed in this paper
has points of contact and differences with variable reduction techniques previously proposed in the literature
such as the averaging method, which assumes a very large time scale separation but no limit on the strength
of the coupling, and the projection operator method which instead is more formal and has less straightforward
practical applicability.
Obviously, if the system consists of more than two levels it can be reduced to only one by applying repeatedly
to the approach described in this paper, so that our method has a good degree of generality when variables
reduction is sought.
These findings will be of particular interest in the scientific fields dealing with multilevel systems and in
particular, in the context of climate modelling. First of all we have derived an explicit strategy to substitute
unresolved processes that is robust to changes in parameters or scales. Furthermore are the parameters (such
as the mean coupling, the noise correlations and the memory kernel) explicitly formulated in terms of statistical
properties only of the unresolved processes. By comparing the fluctuation and memory terms we see that
different strategies will be applicable whether the unresolved process is fast or slow. Hence, this is relevant when
modelling, e.g., the impact of the atmosphere on the oceans versus the other way around.
As future research we will be implementing the proposed modelling strategies in low-dimensional systems,
such as the Lorenz ’96 system [13]. Hopefully this can lead to applications on more realistic models. Of particular
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interest will be how well this derivation based on weak couplings will apply to couplings in the climate system
and whether the interplay between the fluctuations and memory can be observed.
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A Response to perturbations with memory
As in [18], we derive the response of a discrete dynamical system
xt+1 = f(xt) .
Consider a perturbation χ that has a memory of the variable at l time steps in the past:
x˜t+1 = f(x˜t) + χl(x˜t−l) .
We can expand evolution of x˜ around the evolution of x. By induction, one can show that
x˜t+k = f
k(x˜t) +
k∑
j=1
Dfk−j(f j(x˜t))χl(x˜t−l+j−1) +O(χ
2) , (64)
or on an observable A that
A(x˜t+k) = A(f
k(x˜t)) +
k∑
j=0
D(A ◦ fk−j)(f j(x˜t))χl(x˜t−l+j−1) +O(χ2) . (65)
From this we derive the following linear response
ρ˜(A) = lim
T→∞
1
T
T∑
k=1
A(x˜t+k)) = ρ(A) +
1
T
T∑
k=1
k∑
j=1
χl(f
j−1(x˜t−l))D(A ◦ fk−j)(f j+l(x˜t−l)) +O(χ2) (66)
= ρ(A) +
∫
ρ(dx)
∑
i≥0
χl(x)D(A ◦ f i)(f l+1(x)) +O(χ2) . (67)
Let’s consider the case where the memory dependence is given by a sum of memory terms at different times
in the past:
x˜t+1 = f(x˜t) +
∞∑
l=0
χl (x˜t−l) . (68)
The response can be derived from Eq. 67 by linearity:
δρ(A) =
∫
ρ(dx)
∞∑
l=0
∑
i≥0
χl(x)D(A ◦ f i)(f l+1(x)) +O(χ2) . (69)
In the continuous case, for an equation of the form
d
dt
x˜t = F (x˜t) +
∫ ∞
0
χτ (x˜t−τ ) (70)
this response becomes
δρT =
∫
ρ(dx)
∫ ∞
0
ds
∫ ∞
0
dτχτ (x)∂fτ (x)(A ◦ fs)(fτ (x)) +O(χ2) . (71)
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Figure 1: First order response: diagram of the term describing the impact of the averages of the Y variables
G
(1)
A,Ψ(τ).
Figure 2: Second order response: diagram of the term describing the impact of the fluctuations of the Y variables
G
(2)
A,Ψ,Ψ,a(τ1, τ2).
Figure 3: Second order response: diagram of the term describing the memory effect of the X variables on themselves
mediated by the correlations of the Y variables G
(2)
A,Ψ,Ψ,b(τ1, τ2).
15
