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Abstract
We show that the existence of two incomparable selective ultrafilters imply the existence of two
groups H and G such that for every cardinal κ , Hκ and Gκ are countably compact but H × G is
not countably compact. In other words, the existence of two incomparable selective ultrafilters shows
that the Comfort group order is not downward directed, answering in the affirmative Question 482
posed by Garcia-Ferreira in the paper of Comfort in the Open Problems in Topology.
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1. Introduction
Throughout this paper, ω∗ will denote the set of all free ultrafilters on ω.
For the class of topological spaces, neither countable compactness nor pseudocom-
pactness is productive [16,14]. A celebrated result of Comfort and Ross [6] showed that
pseudocompactness becomes productive in the class of topological groups. This motivated
Comfort to ask for the productivity of countable compactness in the class of topological
groups. E. van Douwen gave a consistent no under Martin’s Axiom [8] and Hart and van
Mill reduced the necessity of MA to Martin’s Axiom restricted to partial orders [12].
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Saks studied the productivity of the property ‘countably compact for every power’,
showing that it is consistently non-productive for the class of topological spaces. He was
unable to obtain an example without extra assumptions and asked if one could be obtained.
Garcia Ferreira [9] showed that the productivity of the property ‘countably compact for
every power’ is in fact independent of the usual axioms. The example obtained by Saks
is not even homogeneous, motivating Garcia Ferreira to ask about the behaviour of the
property ‘countably compact for every power’ in the class of topological groups under
Martin’s Axiom. A natural approach to this property is through the Comfort order, which
uses a concept introduced by Bernstein [2].
Definition 1.1. Given a free ultrafilter p ∈ ω∗ and a topological space X, we say that a
point x ∈ X is the p-limit of {xn: n ∈ ω} ⊆ X if for every neighbourhood U of x the set
{n ∈ ω: xn ∈ U} is an element of p.
For a Tychonoff space X, x is the p-limit of a sequence {xn: n ∈ ω} if and only if
βf (p) = x , where βf :βω → βX is the ˇCech–Stone extension of the function f :ω → X
defined by f (n) = xn for each n ∈ ω.
Using this definition, Bernstein [2] introduced the following compact-like property:
Definition 1.2. A space X is p-compact if every sequence in X has a p-limit.
Similarly to the proof of compactness using ultrafilters, it is possible to show that, for
a fixed p, p-compactness is a productive property. It is natural to ask what happens to
the product of p-compact spaces for different ultrafilters p. This motivated the following
definition:
Definition 1.3 [4]. Given p,q ∈ ω∗, we say that p C q (p CG q) if every p-compact
space (respectively group) is q-compact. This pre-order on ω∗ is called Comfort
(respectively Comfort-group) order on ω∗.
Using this notation, Saks [15] showed that incomparable selective ultrafilters are
Comfort order incompatible and Garcia Ferreira showed that in a model of Shelah in [3],
the Comfort order and the Comfort group order are downward directed, that is, all elements
of the order are compatible.
This motivated the following question:
Question 1.4 [9,4]. Does MA imply that the Comfort group order is not downward
directed?
A positive answer to this question is equivalent to the existence of a p-compact group
G and a q-compact group H such that G × H is not r-compact for any r ∈ ω∗. Using
Ginsburg and Saks’ theorem below, it is clear that this is also equivalent to say that there
exist two groups whose every self-power is countably compact but whose product is not.
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Theorem 1.5 [10]. The following are equivalent for a space X:(a) X is p-compact for some p ∈ ω∗;
(b) Xκ is countably compact for every cardinal κ ;
(c) X2c is countably compact.
Garcia Ferreira’s question is a consistency question, but he chose Martin’s Axiom
because until recently all examples that showed the non-productivity of countable
compactness for the class of topological groups (which is a weaker property than the
Comfort group order not being downward directed) needed some form of MA. Indeed,
in both papers [8] and [12], the authors argument that their construction do need some
form of Martin’s Axiom.
One way of saying that Martin’s Axiom fails in a model is due to Baumgartner:
Definition 1.6 [1]. We say that Martin’s Axiom fails totally if the Continuum Hypothesis
does not hold and for every ccc partial order P there exists a family D of P-dense subsets
of size ℵ1 such that no filter in P is D-generic.
As a corollary to our main result in this note:
Theorem 1.7. Countable compactness may not be productive for the class of topological
groups even if Martin’s Axiom fails totally in the sense of Baumgartner.
Proof. Baumgartner [1] showed that starting with CH, a side-by-side Sacks forcing
extension that makes c  ω2 is a model where Martin’s Axiom fails totally. Laver
showed that the selective ultrafilters in the ground model are preserved, thus, there are
incomparable selective ultrafilters in the extension. Therefore, there is a model where
countable compactness is not productive for the class of topological groups even though
MA fails totally. 
2. Ultraproducts, selective ultrafilters and p-compactness
In this section, we briefly recall ultraproducts, selective ultrafilters and prove some
technical facts that will be used to obtain p-compact groups.
Ultraproducts have been defined by Loˇs in 1955. We will obtain a p-compact group
G of size c using a selective ultrafilter p and relating the sequences in G to the elements
of the ultrapower ([c]<ω)ω/p as a vector space over the field ({0,1},), where  is the
symmetric difference (AB = A \B ∪ B \ A).
By F we will denote the function whose domain is ω and which is constantly the set F .
If α is an ordinal, we shall use α instead of {α}.
We define below the ultrapower we need in this paper.
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Definition 2.1. Let p be an element of ω∗:(a) Given two functions f,g ∈ ([c]<ω)ω and p ∈ ω∗, we say that f and g are p-equivalent
if the set {n ∈ ω: f (n) = g(n)} belongs to p.
(b) The p-equivalence class of f , [f ]p (or [f ] if no confusion arises) is the set of all
p-equivalent elements to f .
(c) Denote by ([c]<ω)ω/p the set of all p-equivalence classes. For each f,g ∈ ([c]<ω)ω ,
define [f ][g] as the class [fg], where (fg)(n) = f (n)g(n) for each n ∈ ω.
The next lemma is a particular case of ultraproducts and the proof is left to the reader.
Lemma 2.2. Let p be an element of ω∗:
(a) The set ([c]<ω)ω/p under the operation  is a vector space over the field 2.
(b) A family {[gα]p: α ∈ I } of p-equivalence classes of ([c]<ω)ω/p
(i) is linearly independent if and only if for every F ∈ [I ]<ω there exists A ∈ p such
that ({gα(n): α ∈ F }) = ∅ for all n ∈ A;
(ii) generates the vector space ([c]<ω)ω/p if and only if for every g ∈ ([c]<ω)ω there
exists A ∈ p and F ∈ [I ]<ω such that g(n) = ({gα(n): α ∈ F }) for all n ∈ A.
The next lemma connects ultrapowers on p to p-compactness.
Lemma 2.3. Let Φ : [c]<ω → K be a group homomorphism with K a topological group
and {gα : α ∈ c} be a family of functions from ω into [c]<ω. If {[gα]: α ∈ c} generates
([c]<ω)ω/p and {Φ(gα(n)): n ∈ ω} has a p-limit in Φ([c]<ω) for each α < c then
Φ([c]<ω) is p-compact.
Proof. Let {yn: n ∈ ω} be a sequence in the group Φ([c]<ω). Fix g ∈ ([c]<ω)ω such that
yn = Φ(g(n)) for each n ∈ ω. By Lemma 2.2 (b(ii)), there exists A ∈ p and F ∈ [c]<ω
such that g(n) = ({gξ (n): ξ ∈ F }) for each n ∈ A. By hypothesis, there exists, for each
ξ ∈ F , zξ ∈ Φ([c]<ω) such that zξ is the p-limit of the sequence {Φ(gξ (n)): n ∈ ω}.
We claim that
∑
ξ∈F zξ is the p-limit of the sequence {yn: n ∈ ω}. Indeed, let U be
a neighbourhood of
∑
ξ∈F zξ and for each ξ ∈ F choose Uξ a neighbourhood of zξ
such that
∑
ξ∈F Uξ ⊆ U . Then, {n ∈ A: yn ∈ U} = {n ∈ A: Φ(ξ∈F gξ (n)) ∈ U} ⊇
A ∩⋂ξ∈F {n ∈ ω: Φ(gξ (n)) ∈ Uξ }. The last set is a finite intersection of elements of p,
thus, an element of p. Therefore the set {n ∈ ω: yn ∈ U} ∈ p and we are done. 
For applications, instead of any generator as in Lemma 2.3, we will use a basis extending
the set {[α]: α < c}:
Theorem 2.4. Let Φ : [c]<ω → K be a group homomorphism with K a topological group
and {gα : α ∈ c} be a family of functions from ω into [c]<ω. If {[gα]: α ∈ c} ∪ {[α]: α < c}
generates ([c]<ω)ω/p and {Φ(gα(n)): n ∈ ω} has a p-limit in Φ([c]<ω) for each α < c
then Φ([c]<ω) is p-compact.
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Proof. It suffices to note that for each α < c, the sequence {Φ({α}): n ∈ ω} associated to
[α] has Φ({α}) as its p-limit and apply Lemma 2.3 
In the remainder of this section, we recall some properties of incomparable selective
ultrafilters that will be necessary to prove Lemma 2.10, which is the tool to construct group
homomorphism using selective ultrafilters. The reader interested mainly in the solution to
Question 482 may jump to the statement of Lemma 2.10, which is the only result that is
used in the construction of the example. We define below the Rudin–Keisler ordering.
Definition 2.5. Given p,q ∈ ω∗, we say that p RK q if there exists a function f :ω → ω
such that βf (q) = p, where βf is the ˇCech–Stone extension of f . The pre-orderRK on
ω∗ is called the Rudin–Keisler order.
Lemma 2.6. Two ultrafilters p and q are Rudin–Keisler equivalent if and only if there
exists a bijection f :ω → ω such that βf (p) = q .
Selective ultrafilters are the minimal ultrafilters in the Rudin–Keisler order. We list
below the equivalent properties we use in this paper. Proofs can be found in [5]:
Lemma 2.7. The following are equivalent for p ∈ ω∗:
(i) p is Rudin–Keisler minimal;
(ii) p is selective, that is, for each f :ω → ω there exists A ∈ p such that f |A is either
constant or 1–1;
(iii) if {Pn: n ∈ ω} is a partition of ω then either there is m ∈ ω such that Pm ∈ p or there
is B ∈ p such that |B ∩Pn| = 1 for each n ∈ ω;
(iv) p is weak Ramsey, that is, for each coloring g : [ω]2 → {0,1} there exists C ∈ p such
that C is g-homogeneous (i.e., there exists j ∈ {0,1} such that g({a, b}) = j for each
pair {a, b} ∈ [C]2);
(v) for each partition P0 ∪ P1 = [ω]2 there exists D ∈ p and j ∈ {0,1} such that
[D]2 ⊆ Pj .
Note that (ii) and (iii) are trivially equivalent as well as (iv) and (v). Every selective
ultrafilter p is a P -point, that is, if {An: n ∈ ω} ⊆ p then there exists A ∈ p such that
A \ An is finite for each n ∈ ω. The existence of selective ultrafilters is independent of
the usual axioms of set theory: there are 2c many selective ultrafilters under CH or MA,
and Shelah showed via forcing that there are models with no P -points (in particular, no
selective ultrafilters). Kunen showed that there are no selective ultrafilters in the Random
real model [13].
We will prove now some technical lemmas to obtain Lemma 2.10, which is the key to
construct a p-compact group from a selective ultrafilter.
Lemma 2.8. Let p be a selective ultrafilter and {ak: k ∈ ω} ∈ p be a strictly increasing
sequence such that k < ak for each k ∈ ω. Then there exists I ⊆ ω such that
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(i) {ak: k ∈ I } ∈ p;
(ii) {[k, ak]: k ∈ I } are pairwise disjoint intervals of ω.
Proof. Let A = {ai: i ∈ ω} ∈ p and define a partition {P0,P1} of [ω]2 as follows: for each
{b, c} ∈ [ω]2, {b, c} is an element of P0 if and only if there exists i, k ∈ ω with i < k such
that {b, c} = {ai, ak} and ai < k. By the Ramsey property of p, there exists B ∈ p such that
B ⊆ A and either [B]2 ⊆ P0 or [B]2 ⊆ P1.
We claim that [B]2 ⊆ P1. Indeed, let {tm: m ∈ ω} be increasing such that B = {atm : m ∈
ω}. Then {at0, atm} ∈ P1 implies that at0  tm for all m > 0, which is a contradiction.
Therefore, [B]2 ⊆ P0. Thus, if {ai, ak} ∈ [B]2 with ai < ak then i < ai < k < ak . Let
I ⊆ ω be such that B = {ak: k ∈ I }. Then conditions (i) and (ii) are satisfied. 
Lemma 2.9. Let p0 and p1 be incomparable selective ultrafilters. Let {ajk : k ∈ ω} ∈ pj be
an increasing sequence such that k < ajk for each k ∈ ω and j ∈ 2. Then there exists I0 and
I1 subsets of ω such that
(i) {ajk : k ∈ Ij } ∈ pj for each j ∈ 2; and
(ii) {[k, ajk ]: j ∈ 2 and k ∈ Ij } are pairwise disjoint intervals of ω.
Proof. Apply Lemma 2.8 on the ultrafilters p0 and p1 to obtain J0 and J1 subsets of ω
satisfying: (1) Bj := {ajk : k ∈ Jj } ∈ pj for each j < 2; (2) {[k, ajk ]: k ∈ Jj } are pairwise
disjoint intervals of ω for each j < 2.
Since p0 and p1 are distinct ultrafilters, we can assume that (3) B0 ∩B1 = ∅.
We will refine J0 and J1 to I0 and I1 such that conditions (i) and (ii) holds. Because
of property (2), condition (ii) will be satisfied if the following property holds: (4) [i, a0i ] ∩
[k, a1k ] = ∅ for each i ∈ I0 and k ∈ I1.
Using the selectivity of p1 and property (3), there exists C1 such that (5) C1 ⊆ B1,
C1 ∈ p1 and if a, b ∈ B0 are consecutive elements in B0 then |[a, b] ∩C1| 1.
Let T be the set
⋃{[i, a0i ]: a0i ∈ B0 and [i, a0i ]∩B1 = ∅}. Define f0 :ω → ω as follows:
(6a) f0|ω\T is arbitrary. (6b) if n ∈ T , there is a unique t ∈ ω such that n ∈ [t, a0t ] and a
unique m ∈ ω such that {m} = [t, a0t ] ∩C1. Define f0(n) = m.
Since f0(p0) = p1 (p0 and p1 are incomparable ultrafilters), there exists D1 such that
(7) D1 ∈ p1, D1 ⊆ C1 and f−10 (D1) /∈ p0.
Let C0 = B0 \ f−10 (D1) ∈ p0. We claim that (8) if a0i ∈ C0 then [i, a0i ] ∩ D1 = ∅.
In fact, if a1t ∈ [i, a0i ] ∩D1 then {a1t } = [i, a0i ] ∩D1 = [i, a0i ] ∩C1. Therefore, f0(a0i ) =
a1t ∈ D1 by definition (6b). However, a0i ∈ f−10 (D1) contradicts the definition of C0. Using
the selectivity of p0 we can find D0 such that (9) D0 ⊆ C0, D0 ∈ p0 and if a, b ∈ D1 are
consecutive elements of D1 then |[a, b] ∩ D0| 1. Using an argument similar as before,
there exists E0,E1 such that (10) Ej ⊆ Dj and Ej ∈ pj for each j ∈ 2; and (11) if a1t ∈ E1
then [t, a1t ] ∩E0 = ∅.
From (8) and the fact that E0 ⊆ C0 and E1 ⊆ D0, we conclude that (12) if a0i ∈ E0 then
[i, a0i ] ∩ E1 = ∅. Let Ij ⊆ ω be such that Ej = {ajk : k ∈ Ij } for each j ∈ 2.
From (10), it follows that I0 and I1 satisfy condition (i).
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As it was observed earlier, to show that condition (ii) is satisfied, it suffices to show
that (4) holds. To prove (4), suppose by contradiction that there exists i ∈ I0 and t ∈ I1
with [i, a0i ] ∩ [t, a1t ] = ∅. Then, either a0i ∈ [t, a1t ] or a1t ∈ [i, a0i ]. However, this contradicts
either (11) or (12). Thus, I0 and I1 also satisfy condition (ii). 
Lemma 2.10. Let p0 and p1 be incomparable selective ultrafilters, F be a finite subset of
c, E be a countable subset of c containing F and {gξ : ξ ∈ E} be a family of functions from
ω into [E]<ω. If S0 and S1 are subsets of E such that {[gξ ]pj : ξ ∈ Sj } ∪ {[ µ]pj : µ ∈ E}
is linearly independent in ([c]<ω)ω/pj for each j ∈ 2, then there exists an increasing
sequence {bi: i ∈ ω} ⊆ ω, a function r from ω into 2 and a sequence {Ei : i ∈ ω} of finite
subsets of E such that
(a) F ⊆ E0;
(b) E =⋃i∈ω Ei ;
(c) Ei+1 ⊇⋃{gξ (bi): ξ ∈ Ei} ∪Ei ∀i ∈ ω;
(d) {gξ (bi): ξ ∈ Ei ∩ Sr(i)} ∪ {{µ}: µ ∈ Ei} is linearly independent for each i ∈ ω;
(e) {bk: k ∈ r−1(j)} ∈ pj for each j ∈ 2.
Proof. We will first define a family {Fn: n ∈ ω} of finite subsets of E which will be used
to construct the family {En: n ∈ ω}. Define (0) F0 := F ; and by induction on ω, choose
a finite subset Fn+1 of E such that (1) Fn+1 ⊇⋃{gβ(m): m  n,β ∈ Fn} ∪ Fn and (2)
E =⋃n∈ω Fn.
Let Ajn be the set {k ∈ ω: {gξ (k): ξ ∈ Fn ∩ Sj } ∪ {{µ}: µ ∈ Fn} is L.I.} for each j ∈ 2
and n ∈ ω. By hypothesis, {[gξ ]pj : ξ ∈ Sj } ∪ {[ µ]pj : µ ∈ E} is linearly independent, thus,
A
j
n ∈ pj for each n ∈ ω and j ∈ 2.
Selective ultrafilters are P -points, thus, there exists Aj such that (3) Aj ∈ pj and
Aj \ Ajn is finite for each j ∈ 2 and n ∈ ω. Let hj :ω → ω be an increasing function such
that (4) Aj \Ajn ⊆ hj (n) for each j ∈ 2. Using the selectivity of pj , there exists Bj for each
j ∈ 2 such that (5) Bj ∩hj (1) = ∅, Bj ⊆ Aj , Bj ∈ pj and |[hj(n)+1, hj (n+1)]∩Bj | 1
for each j ∈ 2 and n ∈ ω; Let {ajn: n ∈ ω} be the increasing enumeration of Bj for each
j ∈ 2. From (5), it follows that ajn > hj (n) for each j < 2 and n ∈ ω. Thus, it follows from
(4) that (6) n < ajn and ajn ∈ Ajn for each j < 2 and n ∈ ω.
Therefore, the sequences {ajn: n ∈ ω} for j ∈ 2 satisfy the conditions of Lemma 2.9.
Applying Lemma 2.9, there exist subsets I0 and I1 of ω satisfying (7) {ajk : k ∈ Ij } ∈ pj
for each j ∈ 2, and (8) {[k, ajk ]: j ∈ 2 and k ∈ Ij } are pairwise disjoint intervals of ω.
Property (8) implies that I0 and I1 are disjoint. Let {im: m ∈ ω} be the increasing
enumeration of I0 ∪ I1 and let r :ω → 2 be such that r(m) = j if and only if im ∈ Ij .
The function r is well defined since I0 ∩ I1 = ∅.
Define bm := ar(m)im and Em := Fim , for each m ∈ ω.
Properties (0) and (2) imply respectively that conditions (a) and (b) are satisfied.
Condition (e) follows from the definition of r and property (7).
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Condition (d) is also satisfied. In fact, from property (6) bm = ar(m) ∈ Ar(m) for eachim im
m ∈ ω. Thus, {gξ (bm): ξ ∈ Em ∩ Sr(m)} ∪ {{µ}: µ ∈ Em} = {gξ (bm): ξ ∈ Fim ∩ Sr(m)} ∪
{{µ}: µ ∈ Fim} is linearly independent for each m ∈ ω.
Finally, we check condition (c). Note that from (8), bm = ar(m)im  im+1 − 1 and
Em = Fim ⊆ Fim+1−1 for each m ∈ ω. Thus,
Em ∪ {gξ (bm): ξ ∈ Em} ⊆ Fim+1−1 ∪
⋃{gξ (k): k  im+1 − 1, ξ ∈ Fim+1−1} ⊆ Fim+1 =
Em+1, for each m ∈ ω. Thus, condition (c) is also satisfied and the proof is complete. 
3. The example
In this section, we present our solution to Question 482 in the Open Problems [4]. As an
immediate corollary, we show that the Comfort group order has an antichain of maximum
size 2c under Martin’s Axiom.
We will first construct the homomorphisms to embed [c]<ω into 2c.
Lemma 3.1. Let p0 and p1 be two incomparable selective ultrafilters. Let F 0 and F 1 be
two finite subsets of c and {gξ : ξ < c} ⊆ ([c]<ω)ω be such that⋃n∈ω gξ (n) ⊆ ξ . For each
i ∈ 2, fix a subset Si of c such that {[gξ ]pi : ξ ∈ Si} ∪ {[α]pi : α < c} is linearly independent
in ([c]<ω)ω/pi .
Then there are homomorphisms Φj : [c]<ω → 2 for j < 2 such that:
(i) Φj(F j ) = 1 if j < 2 and Fj = ∅;
(ii) {n ∈ ω: Φj(gξ (n)) = Φj ({ξ})} ∈ pj , for each j < 2 and ξ ∈ Sj ;
(iii) {n ∈ ω: (Φ0({n}),Φ1({n})) = (Φ0(F 0),Φ1(F 1))} is finite.
Proof. Let F be the set F 0 ∪ F 1. Then, there exists a countable subset E of c such
that F ∪ ω ⊆ E and gξ (n) ⊆ E for each ξ ∈ E and n ∈ ω. Apply Lemma 2.10 on F ,
E, {gξ : ξ ∈ E} and {Sj ∩ E: j < 2} to obtain {bi : i ∈ ω}, r :ω → 2 and {Ei : i ∈ ω}
satisfying: (1) F ⊆ E0; (2) E =⋃i∈ω Ei ; (3) Ei+1 ⊇
⋃{gξ (bi): ξ ∈ Ei} ∪ Ei ∀i ∈ ω;
(4) {gξ (bi): ξ ∈ Ei ∩ Sr(i)} ∪ {{µ}: µ ∈ Ei} is linearly independent for each i ∈ ω; (5)
{bi : i ∈ r−1(j)} ∈ pj for j < 2.
We will first define Φj on [E]<ω. This is done by an induction of length ω. For each j <
2, let Φj (F j ) = 1 if Fj = ∅ and extend Φj to a homomorphism in [E0]<ω . In particular,
property (i) for each homomorphism Φj is already satisfied. We want to construct Φj on
the subgroup [En]<ω for each n ∈ ω satisfying: (6) Φr(m)(gξ (bm)) = Φr(m)({ξ}), ∀m n,
∀ξ ∈ Sr(m) ∩ Em; and (7) Φ1−r(m)({k}) = 1 − Φ1−r(m)(F 1−r(m)), for each m < n and
k ∈ (Em+1 \Em) ∩ ω.
The conditions (6) and (7) are trivially satisfied for n = 0. Suppose that the conditions
are satisfied by n and we will show that Φj can be extended to [En+1]<ω for each j < 2 so
that (6) and (7) holds for n+1. By property (4), the set {gξ (bn): ξ ∈ Em∩Sr(n)}∪{{µ}: µ ∈
En} is linearly independent. Thus, by property (3), we can extend Φr(n)|[En]<ω to [En+1]<ω
so that Φr(n)(gξ (bn)) = Φr(n)({ξ}) for each ξ ∈ En ∩ Sr(n). Thus, condition (6) is satisfied
by n+ 1.
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Using linearity, extend Φ1−r(n)|[En]<ω to [En+1]<ω so that Φ1−r(n)({µ}) = 1 for each
µ ∈ En+1 \ En. In particular, condition (7) is satisfied by each k ∈ (En+1 \ En) ∩ ω. By
property (2), at stage ω. (8) Φj is defined on [E]<ω.
Property (8) implies that if k ∈ ω \ E0 then there exists n ∈ ω such that k ∈ En+1 \
En. Property (7) implies that (Φ0({k}),Φ1({k})) = (Φ0(F 0),Φ1(F 1)). Therefore, the
set {k ∈ ω: (Φ0({k}),Φ1({k})) = (Φ0(F 0),Φ1(F 1))} is contained in E0. Thus, the
homomorphism Φj satisfies condition (iii) (note: at this point, Φj is defined on [E]<ω
but any homomorphism extending Φj will satisfy (iii)).
We claim that, for each j < 2, Φj satisfies condition (ii) for each ξ ∈ Sj ∩ E. Indeed,
if ξ ∈ Sj ∩ E then from (2), there exists n ∈ ω such that ξ ∈ En+1 \ En. Then, from (6),
Φj({ξ}) = Φj (gξ (bm)) for each m ∈ r−1({j }) \ n. Thus, ξ satisfies condition (ii), since
r−1({j }) \ n ∈ pj .
Since conditions (i) and (iii) are satisfied by any extension of the Φj ’s, the construction
will be finished if, for each j < 2, we extend Φj |[E]<ω to [c]<ω so that condition (ii) is
satisfied for each ξ ∈ Sj \ E.
For each j < 2, let γ < c be the least ordinal for which Φj({ξ}) has not been
defined yet. Then, by the definition of gξ , Φj |[E∪γ ]<ω is already defined. Thus, the
sequence {Φj(gγ (k)): k ∈ ω} is already determined. Since {γ } ∪ {{ξ}: ξ < γ } is linearly
independent, we can extend the homomorphism Φj to [(γ + 1)∪E]<ω so that Φj({γ }) =
pj -lim{Φj(gγ (k)): k ∈ ω}. Clearly, Φj satisfies condition (ii) for each ξ ∈ (γ + 1) ∩ Sj .
Doing this induction on c\E, Φj is defined on [c]<ω for each j < 2 so that condition (ii) is
also satisfied. 
We are ready to construct the p-compact groups:
Example 3.2. Let p0 and p1 be incomparable selective ultrafilters. Then there exists a pi -
compact group Gi for each i < 2 such that G0 × G1 is not countably compact.
Proof. Let {gξ : ξ < c} be an enumeration of ([c]<ω)ω such that (1)⋃n∈ω gξ (n) ⊆ ξ . For
each i ∈ 2, fix a subset Si of c such that (2) {[gξ ]pi : ξ ∈ Si} ∪ {[α]pi : α < c} is a basis for
([c]<ω)ω/pi .
Let C be the set [c]<ω × [c]<ω . The set C will index the family of homomor-
phism that we need. Apply Lemma 3.1 on the sequence {gξ : ξ < c}, the sets S0
and S1, and each pair (F0,F1) ∈ C to obtain a homomorphism Φj(F0,F1) : [c]<ω →




(gξ (n)) = Φj(F0,F1)({ξ})} ∈ pj , for each j < 2 and ξ ∈ Sj ; (5) {n ∈
ω: (Φ0(F0,F1)({n}),Φ1(F0,F1)({n})) = (Φ0(F0,F1)(F0),Φ1(F0,F1)(F1))} is finite.




for each pair (F0,F1) ∈ C , where π(F0,F1) : 2C → 2 is the projection map to the
coordinate (F0,F1).
Define Gj := Hj([c]<ω) with the subspace topology for each j < 2. We claim that (6)
The homomorphism Hj is an embedding for each j < 2.
Indeed, for each non-empty finite subset F of c, the set (F,F ) ∈ C . Thus, by
property (3), Φj
(F,F )
(F ) = 0 for each j < 2. Therefore, Hj(F ) = 0 ∈ 2C .
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(7) Gj is pj -compact for each j < 2. If j < 2, ξ ∈ Sj and (F0,F1) ∈ C then by
property (4) it follows that Φj(F0,F1)({ξ}) = pj -lim {Φ
j
(F0,F1)
(gξ (n)): n ∈ ω}. Therefore,
{Hj(gξ (n)): n ∈ ω} has Hj({ξ}) as pj -limit for each j < 2 and ξ ∈ Sj . From Lemma 2.4,
we conclude that Gj is pj -compact. Finally, (8) G0 × G1 is not countably compact.
We show that the sequence {(H0({n}),H1({n})): n ∈ ω} does not have an accumulation
point in G0 ×G1. Let (a0, a1) be an arbitrary element of G0 ×G1. There exists (F0,F1) ∈
C such that aj = Hj(Fj ) for j < 2. It follows from property (5) that {n ∈ ω: π(F0,F1) ◦
Hj({n}) = π(F0,F1)(aj ), j < 2} = {n ∈ ω: (Φ0(F0,F1)({n}),Φ1(F0,F1)({n})) = (Φ0(F0,F1)(F0),
Φ1(F0,F1)(F1))} is finite.
Therefore, (a0, a1) is not an accumulation point of the sequence {(H0({n}),H1({n})):
n ∈ ω} in G0 × G1.
Properties (7) and (8) show that the groups G0 and G1 are as required. 
Note: The groups above could be chosen to be separable as well. For that, it suffices to
consider Gi ∩ 〈{Hi({n}): n ∈ ω}〉.
Corollary 3.3. If there exists a family of 2c incomparable selective ultrafilters then the
Comfort group order has an antichain of size 2c.
Corollary 3.4. Under Martin’s Axiom, the Comfort group order has an antichain of size 2c.
Proof. It is a well-know result of Blass that Martin’s Axiom implies the existence of 2c
incomparable selective ultrafilters. 
4. Final remarks
As in other constructions of countably compact groups like [11,8,12,17,7,18,19], the
groups in this note are constructed by defining coordinates using homomorphism from the
group into a compact group. However, unlike those constructions, each homomorphism
is constructed independently of other homomorphisms. This is possible because we can
obtain p-compactness without using a dense embedding (all the constructions early
mentioned use finally dense embeddings, at least for a dense subgroup). Using Martin’s
Axiom, it is possible to construct p-compact groups that are finally dense in 2c.
The construction of the homomorphisms depend on the properties of a selective
ultrafilter. A natural question is whether selective ultrafilters are necessary to obtain the
example in this note. The following question remains open:
Question 4.1. Given p and q incompatible P -points, is there a p-compact group and a
q-compact group whose product is not countably compact?
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