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VOLUME DISTORTION IN HOMOTOPY GROUPS
FEDOR MANIN
Abstract. Given a finite metric CW complex X and an element α ∈ pin(X), what are the properties
of a geometrically optimal representative of α? We study the optimal volume of kα as a function of k.
Asymptotically, this function, whose inverse, for reasons of tradition, we call the volume distortion, turns
out to be an invariant with respect to the rational homotopy of X. We provide a number of examples and
techniques for studying this invariant, with a special focus on spaces with few rational homotopy groups.
Our main theorem characterizes those X in which all non-torsion homotopy classes are undistorted, that is,
their distortion functions are linear.
The object of quantitative topology is to make more concrete various notions coming from the existential
results of algebraic topology. Thus, while classical rational homotopy theory gives an exhaustive family of
algebraic correlates to rational homotopy classes of simply-connected spaces, a quantitative homotopy theory
seeks to give geometric examples or descriptions linked to the algebraic properties of these objects.
The term “quantitative homotopy theory” seems to have first been used by Gromov in the conference
paper [Gro99] and in Chapter 7 of the near-simultaneous book [Gro98], although the ideas date back as far
as [Gro78]. Construed broadly, however, this program fits into a tradition of extracting metric information
from topological data which includes problems from systolic geometry, geometric group theory, and other
areas. In particular, geometric group theorists, as specialists in fundamental groups, have explored a host of
asymptotic invariants whose higher-dimensional analogues may also be of interest. These include the Dehn
function, growth of groups, and distortion of group elements and subgroups.
Higher-dimensional isoperimetric functions of groups, that is, of their Eilenberg–MacLane spaces, have
been studied in some detail, notably by Gromov [Gro96], Alonso–Wang–Pride [AWP], Brady–Bridson–
Forester–Shankar [BBFS], and Young [Young]. A common theme of this body of literature is the plurality
of possible definitions, many of which are equivalent in the one-dimensional case. The subject of growth
of higher homotopy groups was broached in chapters 2 and 7 of [Gro98] with a number of examples and a
conjecture for simply-connected spaces.
Here we analyze a higher-dimensional analogue of distortion. Heuristically, the distortion of a group
element α ∈ G is given by
δα(k) = max{m | size(αm) ≤ k}.
If G is the fundamental group of a space, word length is a natural measure of size. On the other hand,
if G = πn(X) for a space X , we can choose inequivalent measures of size by taking advantage of different
features of a metric structure on X , leading once again to a plurality of definitions. For example, suppose
that X is a CW complex with a piecewise Riemannian metric. Then we can choose to minimize the Lipschitz
constant of a representative, its volume, or more generally the m-dilation for some 1 ≤ m ≤ n, that is, how
much the map f : Sn → X distorts m-dimensional tangent subspaces. Moreover, the asymptotics of each
such function are preserved by Lipschitz homeomorphisms. This means that, as long as X is compact, each
of these definitions gives a topological invariant.
In all of these situations, it is natural to consider an element undistorted if the best asymptotics are
attained by composing α with a degree k map Sn → Sn. Thus an element is Lipschitz undistorted if its
Lipschitz distortion is ∼ Ckn, and volume undistorted if its volume distortion is ∼ Ck.
In [Gro99], Gromov states a conjecture about the Lipschitz distortion of homotopy groups.
Conjecture (Gromov). A class α ∈ πnX of a simply-connected finite metric CW complex X is Lipschitz
undistorted if and only if α has nonzero image under the rational Hurewicz map. If α is distorted, then the
growth of its Lipschitz norm is polynomial with rational exponent, and at most Ck
1
n+1 ; in the terminology
above, the Lipschitz distortion of such an α is at least ∼ Ckn+1.
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Gromov points out that Sullivan’s model of rational homotopy can be used to demonstrate that Lipschitz
distortion in this situation is at worst polynomial. Lower bounds on distortion can be obtained in various
cases using constructions such as generalized Whitehead products. However, a full proof of the conjecture
remains elusive. In this paper, we instead focus on volume distortion, which has not been previously studied.
In contrast with the Lipschitz case, volume distortion is trivial for simply connected spaces: every ho-
motopy class is either undistorted or has a multiple with zero volume, as shown in Theorem 3.1. But for
non-simply-connected finite complexes, it’s an interesting invariant: we construct examples in which the
volume distortion of an element is kr for various rational r and where it is exp( n
√
k). One feature that makes
volume distortion convenient for non-simply-connected spaces is its invariance up to rational homotopy.
More precisely:
Theorem A. Suppose two compact connected CW-complexes X and Y are rationally equivalent, that is,
there is a space Z and maps X → Z ← Y which induce isomorphisms on π1 and πn ⊗ Q for every n. If
α ∈ πn(X) and β ∈ πn(Y ) have the same image in πn(Z), then they have asymptotically equivalent volume
distortion functions.
In order to show this, we develop some results in the rational homotopy theory of non-simply-connected
spaces. As discussed in Example 2.7, the equivalent statement in the Lipschitz setting appears to be false.
Our main theorem characterizes those spaces which have no distortion in their homotopy groups. It turns
out, however, that a natural definition of volume distortion in this context includes not only individual
elements but finite-dimensional subspaces. While the definition extends easily, this is a significantly different
concept: in Example 3.11(1), we see that a subspace might be distorted even if no element is. This phe-
nomenon can be thought of as distortion in an irrational direction in πn(X) ⊗ R, induced by an irrational
eigenvector of the action of π1(X) on πn(X).
In order to state the theorem precisely, we need two invariants which together classify rational homotopy
fibrations (S2n+1)r → X → B up to rational equivalence. The first of these is the monodromy representation
ρ : π1X → GL(ri,Q). The second is the obstruction to extending a section from the (2n + 1)-skeleton to
the (2n + 2)-skeleton, a generalization of the Euler class for sphere bundles. This class, which is defined
more thoroughly in section 6, lies in the twisted cohomology group H2n+2(B;Mρ), where Mρ is the Qπ1B-
module corresponding to ρ. In turn, the universal covering B˜ → B pulls this Euler class back to the L∞
cohomology H2ni+2(∞) (B˜;Q
ri). While the definition of L∞ cohomology relies on a metric on B˜, it is insensitive
to small-scale geometry, and so only depends on the topology of B.
Theorem B. A finite CW complex X has no volume distortion in πn(X) for any n ≥ 2 if and only if the
following conditions hold:
(1) X is rationally equivalent to the total space of a fibration over Bπ1X with fiber Π
s
i=1(S
2ni+1)ri , which
further decomposes as a tower of fibrations
X = Xm → Xm−1 → · · · → X0 = Bπ1X
with fibers of the form (S2ni+1)ri , 1 ≤ i ≤ m;
(2) for each i, the monodromy representation ρ : π1X → GL(ri,Q) is elliptic, i.e. its image is contained
in a conjugate of O(ri,R);
(3) and for each i, the Euler class eu ∈ H2ni+2(Xi−1;Mρ) vanishes when considered in the L∞ coho-
mology H2ni+2(∞) (X˜i−1;Q
ri) of the universal cover.
One way of interpreting this result intuitively is as follows: spaces with no distortion must have universal
covers which are coarsely trivial fibrations, that is they are in some sense finite distance from being a metric
product
∏
i S
2ni+1×B˜π1X. In certain cases, this assertion may be interpreted literally—there is a bilipschitz
map from X˜ to this product space. In general, however, the author has not been able to turn this intuition
into a compelling piece of mathematics.
We say volume distortion is infinite if there is a finite-dimensional subspace of πn(X) ⊗ Q in which
arbitrarily large vectors have representatives of bounded volume. Our second complete characterization,
however, is of when a complex has weakly infinite volume distortion. Here we take the minimum volume
functional on πn(X) to be a restriction of that on Hn(X˜); this is natural because for simply connected spaces,
least volume functionals are the same for homology and homotopy, at least for n ≥ 3 (see Lemma 4.5.) We
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say that (a finite-dimensional subspace of) πn(X)⊗Q is weakly infinitely distorted in (a finite-dimensional
subspace of) Hn(X˜ ;Q) if arbitrarily large vectors in the latter at a bounded distance from the former are
represented by integral chains of bounded volume.
Theorem C. A finite CW complex X has no weakly infinite volume distortion in πn(X) for any n ≥ 2 if
and only if the following conditions hold:
(1) X is rationally equivalent to the total space of a fibration over Bπ1X with fiber Π
s
i=1(S
2ni+1)ri ;
(2) the monodromy representation π1X → GL(π∗(X)⊗Q) is elliptic;
(3) and for every n ≥ 2, the group Hn(X˜ ;Q) splits as a Qπ1X-module into the image of the Hurewicz
map and its complement.
Which weakly infinitely distorted classes are in fact infinitely distorted remains largely open, although it
is certainly not all of them, as evidenced by Theorem 7.3.
Examples and methods. In this section, we give an overview of the proof of Theorem B. In essence, each
of the three conditions is aimed at eliminating a particular potential source of volume distortion; we give
examples of each of these three types in this section. The proof works by showing that if a space has no
volume distortion of these three types, then it must have no volume distortion at all. Note that this does not
preclude the existence of other, yet undiscovered sources of volume distortion in spaces that do have volume
distortion.
Certain homotopy classes in πn(X) have representatives which retract to the (n− 1)-skeleton of the space
X ; this is the simplest possibility, since all such maps have zero volume. This case is exemplified by the Hopf
map S3 → S2; indeed, in a simply-connected space, all homotopy classes which are zero homologically are
distorted in this way. Thus to eliminate this effect, our space X must have the property that the Hurewicz
homomorphism π∗(X) ⊗ Q → H∗(X˜ ;Q) on its universal cover is injective. This is equivalent to condition
(1).
Distortion may also be caused by the action of the fundamental group on πn(X). Thus, suppose X is the
mapping torus of a degree 2 map f : Sn → Sn. Then for every k, 2k times the generator [idSn ] ∈ πn(X) has
a representative with volume 1, to be thought of as a balloon on a string of length k. The key observation
here is that this is because the action of π1(X) on πn(X) ⊗ Q sends the generator to an unbounded set.
Condition (2) serves to eliminate sources of distortion of this type.
Finally and most subtly, distortion can be induced by the Euler class of a sphere bundle. For example,
suppose that S3 → X p−→ T 4 is a bundle with Euler class [T 4], so that the obstruction to extending a section
s : (T 4)(3) → X to the 4-cell is the generator α ∈ π3(X). In other words, the attaching map of the 4-cell lifts
along this section to a map homotopic to the inclusion of the fiber S3 →֒ X . From the perspective of the
universal cover X˜ → R4, this gives us a Lipschitz section of the 3-dimensional grid which does not extend
to all of R4. Consider the map fk : S3 → X˜ which is the lift along this section of the boundary of [0, k]4.
This map has volume O(k3), but is homotopic to the sum of k4 boundaries of cubes of side length 1, each
of which is in turn homotopic to the inclusion of the fiber. In other words, [fk] = k
4α, and so the volume
distortion of α is at least Ck4/3.
Indeed, one can see that this is the only possible source of distortion in this space. Suppose now that
f : Sn → X˜ is a map of volume V . At the expense of a multiplicative constant increase in volume, we can
assume that its image is in s˜−1
(
˜(T 4)(3)
)
. It turns out that f differs from s ◦ p ◦ f by an amount of twisting
around the fiber which must be linear in V . Thus the element [f ] ∈ π3(X) has the form
[f ] = Fill(p ◦ f) +O(V ),
where Fill(p ◦ f) is the volume of a 4-chain in R4 filling p ◦ f . The isoperimetric inequality in R4 leads us to
conclude that [f ] = O(V 4/3).
This key geometric idea can easily be extended to other bundles of the form Sn → X → Mn+1. For
example, if M is hyperbolic, the linearity of its isoperimetric inequality means that there is no distortion in
X . Condition (3) of Theorem B, which turns out to be equivalent to the linearity of a certain isoperimetric
inequality, is aimed at eliminating this source of distortion. To prove the theorem in full generality one needs
not only to prove this correspondence, but also to provide an argument of the type we gave for the bundle
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over T 4—that distortion in the total space of a rational homotopy fibration corresponds to an isoperimetric
function in the base—for a larger class of delicate spaces, that is, those that satisfy conditions (1) and (2).
However, because fibrations are hard to construct in the world of finite complexes, this argument relies
instead on cofibrations with the same homotopy-theoretic properties.
Results in specific dimensions. Theorems B and C lay out conditions that are necessary and sufficient
for πn(X) to be undistorted and not weakly infinitely distorted, respectively, for every n. What can we say
about whether a specific πn(X) is distorted?
Here is an alternate sketch of the proof of Theorem B which highlights those aspects which are most
relevant for this question. LetX be a finite complex. If for some n, πn(X)⊗Q is an infinite-dimensional vector
space, then, as we will show in Corollary 3.7, there is a distorted element in πN (X) for some N ; but beyond
this, such a situation is hard to analyze. We can say much more when πn(X)⊗Q is finite-dimensional. Indeed,
more generally, we will give a criterion for whether a finite-dimensional Qπ1(X)-submodule V ⊆ πn(X)⊗Q,
that is, a vector subspace invariant under monodromy, is distorted.
Given such a submodule V , we can add a finite number of (n + 1)-cells to get an inclusion p : X → B
with V = ker(p∗ : πn(X) → πn(B)) ⊗ Q. In addition, p is rationally n-connected; for our purposes, this
makes p close enough to one step in a Postnikov tower and we call the resulting system an almost Postnikov
pair. In fact, in this situation, if ρ : π1(X)→ GL(V ) is the monodromy representation on V , the Euler class
eu ∈ Hn+1(B;Mρ) simply sends all (n+ 1)-cells of X to 0 and each of the extra (n+1)-cells to the element
of V it kills. We can now state our criterion.
Theorem D. Fix a finite complex X and an n ≥ 3, and let V ⊆ πn(X) ⊗ Q be a submodule which is
finite-dimensional as a vector space. Then V has no volume distortion if and only if the following conditions
hold:
(1) the monodromy representation ρ : π1(X)→ GL(V ) is elliptic;
(2) for some (or any) almost Postnikov pair X → B with V = ker(πn(X)→ πn(B))⊗Q, the Euler class
eu ∈ Hn+1(B;Mρ) vanishes when considered in the L∞ cohomology Hn+1(∞) (B˜;V ) of the universal
cover.
This is the closest we can easily get to isolating individual elements of πn(X) and testing whether they
are distorted. It’s hard to say anything about the distortion of individual elements of πnX on which ρ acts
nontrivially; even when V is distorted, its elements may not be. This distinction is explored at some length
in Section 3.
This theorem gives considerable information on top of Theorem B. Nevertheless, the condition that V be
finite-dimensional excludes many natural situations. For example, all higher homotopy groups of S1∨S2 are
infinite-dimensional with Z acting freely. So suppose the π1-orbit of α ∈ πn(X)⊗Q is infinite-dimensional.
What can we say about the distortion of α? If the Hurewicz homomorphism on the universal cover X˜ sends
α 7→ 0, then α is certainly volume-distorted. If instead its Hurewicz image in X˜ is detected by an L∞
cocycle, then it is certainly not. These conditions, however, are by no means exhaustive, and the latter can
also be difficult to determine, as Example 3.5 demonstrates. Infinite-dimensional homotopy groups, then,
remain somewhat of a mystery.
Corollaries and other results. The isoperimetric inequality mentioned above turns out, in the case of
aspherical spaces, to define a new kind of higher-dimensional filling function for groups. Any cohomology
class ω ∈ Hn+1(X ;Q) gives a directed isoperimetric function FVnX,|〈ω,·〉|. Groups with interesting directed
isoperimetric functions then give rise to spaces with interesting distortion functions. For example, we con-
struct a sequence of groups ♦n, related to the Baumslag-Solitar group BS(1, 2), which have finite classifying
spaces and for which FVn♦n,|〈ω,·〉|(k)
∼= 2 n
√
k for any nonzero ω ∈ Hn+1(♦n;Q); indeed, for these groups,
this coincides with the usual higher-dimensional Dehn function. This implies that nontrivial fibrations
Sn → X → B♦n have volume distortion of the form exp( n
√
k) as well.
This correspondence between distortion and filling functions provides more general connections between
this subject and geometric group theory. Thus one corollary of Theorem B is that if X is the unit tangent
bundle of a closed n-manifold which is aspherical or has non-amenable fundamental group, then the class in
πn(X) corresponding to the fiber is never distorted. Conversely, for amenable groups such filling functions
are never linear for any nonzero cohomology class.
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Related work and further directions. Because many of our bounds rely on cellular maps, the results
are inherently asymptotic—we do not aspire to minimize volume of specified maps in specified geometries.
Others, however, have worked in this direction. [DGS] and [Wen] have found that well-known maps uniquely
minimize the Lipschitz constant of maps between round spheres and from products of spheres to spheres,
respectively. Larry Guth in [Gut08b] and [Gut08a] provides bounds, depending on the metric in the domain
and range, on Lipschitz constants of Hopf-like maps of spheres, as well as on their k-dilation for various k,
a more general measure of the size of a map that includes both volume and Lipschitz constant.
Asking about asymptotic growth only makes sense for rational homotopy classes. For torsion homotopy
classes, however, one can also ask a homotopy invariant question: are certain geometric quantities positive
or are they zero? In a recent work in this vein [Gut13], Guth addresses the minimal k-dilation of certain
torsion homotopy classes of spheres.
One can ask whether results similar to ours hold for Lipschitz distortion or more generally for distortion
with respect to k-dilation. Since Lipschitz distortion is never infinite, this precludes a result of the genre of
Theorem C. On the other hand, there is some promise for a result similar to Theorem B. The reduction to
delicate spaces works just as well for Lipschitz distortion, as does a result similar to Theorem 6.3, relating
distortion in a sphere bundle to a certain filling function in the base space. However, as far as we know this
only holds for actual sphere bundles, not up to rational homotopy. Example 2.7 gives pause to attempts to
extend this approach to delicate spaces in general, and so the problem seems less tractable. Still, there are
a number of rich phenomena related to Lipschitz distortion which have yet to be explored.
Outline of the paper. Here we describe the main methods and results of each section of the paper.
Section 1 concerns the development of a rational homotopy theory of non-simply-connected CW complexes.
We show a rational version of Wall’s result on finiteness properties for CW complexes [Wall] and several
other finiteness results which become useful later for applying results from algebraic topology in the context
of finite complexes.
In section 2, we discuss metric structures on compact spaces and give detailed definitions for the various
types of distortion. We also prove Theorem A.
In section 3, we discuss distortion in simply-connected spaces as well as distortion from monodromy, and
show that spaces with no infinite distortion must satisfy conditions (1) and (2) of Theorems B and C. We
also discuss the applicability of our methods to infinite-dimensional spaces of finite type.
Section 4 reviews previous results surrounding higher-dimensional filling functions of groups and spaces
and introduces a new type of filling function. We give examples in which this kind of filling function
demonstrates various behaviors, most notably the sequence ♦n described above, whose n-dimensional filling
functions are asymptotically equivalent to 2
n
√
k.
In section 5, we show that the filling functions defined in section 4 are equivalent to certain cohomological
isoperimetric inequalities which may be thought of as dual. This turns out to generalize several known
instances of this type of duality.
Finally, in section 6 we tackle the class of delicate spaces. This means first defining almost Postnikov
pairs and their Euler classes. We then use the results of sections 4 and 5 to relate distortion in one of the
spaces in the pair to a filling function in the other. As a special case of this relationship we complete the
proofs of Theorems B and D and discuss various examples and applications.
Section 7 provides a different, more algebraic look at delicate spaces, yielding a proof of Theorem C.
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1. Algebraic preliminaries
We start this section by proving two simple propositions that will find their uses in later sections, before
moving on to a more self-contained discussion developing the rational homotopy theory of finite non-simply-
connected complexes. We will tacitly assume all spaces to be connected, and we will frequently and tacitly
make use of the natural Qπ1X-module structure on the group πn(X)⊗Q. As a matter of notation, we write
hn : πn(X)⊗Q→ Hn(X ;Q) to mean the rational Hurewicz homomorphism. We also write X(k) to refer to
the k-skeleton of a CW complex X .
Proposition 1.1. Suppose X is a simply connected complex and [α] ∈ πn(X) is zero under the Hurewicz
map. Then [α] has a representative f : Sn → X(n−1). More generally, if hn([α]) = 0, then there is some
k > 0 so that k[α] has a representative f : Sn → X(n−1).
Proof. The relative Hurewicz theorem and exact sequences for pairs give us the diagram
πn(X
(n−1)) //

πn(X) //

πn(X,X
(n−1))
≀

0 // Hn(X)
 
// Hn(X,X
(n−1)).
Thus the sequence
πn(X
(n−1))→ πn(X)→ Hn(X)
is exact. This gives us the integral result. The rational version follows. 
Proposition 1.2. Suppose (X,A) is a CW pair of finite n-complexes such that the inclusion ι : A → X
induces isomorphisms on π1 and on πi ⊗ Q for 2 ≤ i ≤ n − 1. Then the induced map ι∗ : πn(A) ⊗ Q →
πn(X)⊗Q is injective.
Proof. For any simply connected CW complex Y , consider the Serre spectral sequence applied to the fibration
K(πk(Y ), k)→ Y(k) → Y(k−1)
within the Postnikov tower of Y . The entry E2k,0 = Hk(Y(k−1)) has all differentials going to zero groups and
thus survives to the E∞ page. This implies that the map
(1.1) Hk(Y ;Q) = Hk(Y(k);Q)։ Hk(Y(k−1);Q)
is a surjection.
By the rational relative Hurewicz theorem, ι∗ : Hi(A˜;Q)→ Hi(X˜;Q) is also an isomorphism for i ≤ n−1.
Moreover, since Hn+1(X˜, A˜) = 0, ι∗ : Hn(A˜)→ Hn(X˜) is injective. Consider now the Serre spectral sequence
for the fibration
K(πn(X), n)→ X˜(n) → X˜(n−1).
In the E2 page, rows 1 through n − 1 are zero, which allows us to construct the Gysin-like exact sequence
illustrated below. Here, the boxed groups are assembled from the terms of the E∞ page of the spectral
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sequence, giving rise to the arrows going to and from them.
n πn(X)⊗ Q
n− 1 0
...
...
1 0 · · · 0
0 H0(X˜(n−1);Q) · · · Hn(X˜(n−1);Q) Hn+1(X˜(n−1);Q)
0 · · · n n+ 1
Hn+1(X˜(n);Q)
Hn(X˜(n);Q)
∂n+1
∂n
Moreover, the observation that the map (1.1) is surjective for k = n + 1 implies that Hn+1(X˜(n);Q) = 0,
reducing the sequence to four nonzero terms.
The same analysis holds replacing X with A. The whole picture is functorial, and so we get a homomor-
phism of exact sequences
0 // Hn+1(A˜(n−1);Q)
∂n+1
//
∼=

πn(A)⊗Q //
ι∗

Hn(A˜(n);Q) // _

Hn(A˜(n−1);Q) //
≀

0
0 // Hn+1(X˜(n−1);Q)
∂n+1
// πn(X)⊗Q // Hn(X˜(n);Q) // Hn(X˜(n−1);Q) // 0.
Now a diagram chase shows that ker(ι∗) = 0. 
Finiteness conditions and rational homotopy. In his seminal paper [Wall], Wall proves the following
theorem, stated here in abridged form:
Theorem. The following conditions on a CW complex X are equivalent:
(1) X is homotopy equivalent to a complex with finite n-skeleton.
(2) The group Γ := π1(X) is finitely presented, and for every k ≤ n, the condition Fk holds: for every
finite complex Kk−1 and (k − 1)-connected map ϕ : K → X, πk(ϕ) ⊗ Q is a finitely generated
ZΓ-module.
Intuitively, one can understand this as follows. The homotopy of finite complexes, including their rational
homotopy, can a priori be very complicated. At the very least, there are many such spaces with complicated
fundamental groups Γ for which higher homotopy groups are infinitely generated as modules over ZΓ. This
complexity, however, is not mere anarchy, but in some sense is dictated by the fundamental group, give or
take a few cells, i.e. a finite number of extra generators or relations.
In this section, we develop a similar theory in a rational setting. Moreover, we show that the rational
isomorphisms produced are effective, in the sense that the torsion in the difference has bounded exponent, de-
spite perhaps being vastly infinitely generated. Our main technical tools are a generalized Hurewicz theorem
introduced by Serre and an invertibility result for rational equivalences on the level of chain homotopy.
First, we define the appropriate notions of equivalence.
Definition. For two CW complexes X and Y , we say a map f : X → Y is rationally n-connected if it
induces an isomorphism on π1 and πk(f)⊗Q := πk(Mf , X)⊗Q = 0, where Mf is the mapping cylinder, for
2 ≤ k ≤ n. If this is true for every k, we say f : X → Y is a rational equivalence.
We say that X is rationally equivalent to Y (X ≃Q Y ) if there is a CW complex Z with rational
equivalences X → Z and Y → Z. X is rationally n-equivalent to Y if there is a CW complex Z and maps
X → Z and Y → Z which induce isomorphisms on π1 and πk ⊗ Q for 2 ≤ k ≤ n.
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Note that a map inducing a rational n-equivalence is rationally n-connected, and a rationally n-connected
map induces a rational (n− 1)-equivalence, but the converses of these statements are false.
It is not obvious that rational equivalence and n-equivalence as we have defined them are in fact equivalence
relations. In other words, we have yet to show that any zigzagging sequence of equivalences
X
Z1
Z2
Z3
Z4
ZM
Y
· · ·
collapses into one with just two maps, X → Z ← Y . To show this, it is enough to prove the following lemma.
Lemma 1.3. Suppose that W , X, and Y are CW complexes with rational (n-)equivalences X
f←− W g−→ Y .
Then there is a complex Z with rational (n-)equivalences X
f ′−→ Z g
′
←− Y .
Proof. By perhaps replacing X and Y with the mapping cylinders of f and g respectively, we can assume
that W is a subcomplex of both X and Y . Then let Z = X ∪W Y , with f ′ : X → Z and g′ : Y → Z the
corresponding injections. Consider now the universal covers of all these spaces. By excision, Hk(Z˜, X˜) ∼=
Hk(Y˜ , W˜ ) for all k. The rational relative Hurewicz theorem then implies that if the pair (Y,W ) is rationally
n-connected, then so is the pair (Z,X) and that moreover
πn+1(Z,X)⊗Q ∼= Hn+1(Z˜, X˜;Q) ∼= Hn+1(Y˜ , W˜ ;Q) ∼= πn+1(Y,W )⊗ Q.
This argument is symmetric with respect to X and Y , so in the case of rational equivalence we are done. In
the case that f and g are rational n-equivalences, this gives us a homomorphism of exact sequences
πn+1(X,W )⊗Q //
≀

πn(W )⊗Q ∼ //
≀

πn(X)⊗Q //
f ′∗

0
πn+1(Z, Y )⊗Q // πn(Y )⊗Q
g′∗
// πn(Z)⊗Q // 0.
This allows us to conclude that f ′∗ and g
′
∗ are also isomorphisms. Thus we see that f
′ and g′ are indeed
rational n-equivalences. 
An important technical tool we will use is a wide-ranging generalization of the Hurewicz theorem intro-
duced by Serre. Our reference for this is section 9.6 of Spanier’s algebraic topology textbook [Spa]. First,
we need to introduce some terminology.
Definition. A class C of abelian groups is an acyclic Serre ideal if
(1) it is closed under subquotients and extensions;
(2) if A ∈ C and B is any abelian group, then A⊗B,Tor1(A,B) ∈ C;
(3) if A ∈ C, then Hn(A) ∈ C for every n > 0.
We say that two groups G and H are isomorphic modulo C if there is a homomorphism G→ H whose kernel
and cokernel are in C.
Theorem (generalized relative Hurewicz theorem, 9.6.21 in [Spa]). Let C be an acyclic Serre ideal of abelian
groups and (X,A) be a pair of simply connected CW complexes. Then the following are equivalent:
(1) πk(X,A) ∈ C for 2 ≤ k ≤ n.
(2) Hk(X,A) ∈ C for 2 ≤ k ≤ n.
Moreover, each of these implies that the Hurewicz homomorphism πn+1(X,A)→ Hn+1(X,A) is an isomor-
phism modulo C.
The most obvious examples of acyclic Serre ideals are the class containing only the group 0 and the class
of torsion groups. However, there is another such class that we would like to use. Suppose that (X,K) is
a rationally highly connected CW pair. This means that for each element α ∈ πn(X), there is some p > 0
such that pα can be homotoped into K. However, a priori this p can grow without bound depending on the
α we select. On the other hand, for a comparison between the metric behavior of πn(X) and πn(K) to be
meaningful, we would prefer to find a universal such p, and indeed this turns out to be possible for finite
complexes. To this end, we define the class of groups of bounded exponent.
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Definition. An abelian group A has bounded exponent if pA = 0 for some p ∈ N. We call the smallest such
p the period of the group.
Proposition 1.4. The class BE of abelian groups of bounded exponent is an acyclic Serre ideal.
Proof. Closure under subquotients, extensions, and tensor products is immediate.
Suppose A has period p. Since Tor1(Z/kZ, B) = {x ∈ B : kx = 0}, it has period k. Now, the Tor functor
commutes with filtered colimits and direct sums; in particular,
Tor1(A,B) =
⋃
G⊂A finite
Tor1(G,B) =
⋃
G⊂A finite
⊕
G=⊕iZ/kiZ
Tor1(Z/kiZ, B)
has period p.
Since Hn(Z/kZ) = 0 for even n and Z/kZ for odd n, the Ku¨nneth formula tells us that for finite G, the
period of Hn(G) is at most that of G. According to Theorem 9.5.9 of [Spa], for any group A, H∗(A) ∼=
lim−→{H∗(G) : G ⊂ A finite}. Hence if A has period p then Hn(A) has period at most p. 
For the future, we need one more property of groups of bounded exponent.
Proposition 1.5. Let Γ be a group and M a finitely generated torsion ZΓ-module. Then M is of bounded
exponent as a group.
Proof. Let M = 〈a1, . . . , am〉. Then kiai = 0 for some ki > 0. Let r = lcm{ki : 1 ≤ i ≤ n}. A general
element a ∈M is given by a =∑j tjgjaij , where tj ∈ Z and gj ∈ Γ. Thus ra = 0. 
Now we come to our second technical tool. From an algebraic-topological perspective, any map can be
replaced by the inclusion into its mapping cylinder. Thus the next proposition may be thought of as a very
weak invertibility result for rational n-equivalences: they have homotopy inverses in the category of chain
complexes with rational coefficients. In fact, this will be our main tool for proving rational invariance both
in this section and in the rest of the paper. Furthermore, a map is rationally n-connected if and only if its
rational homotopy fiber is (n − 1)-connected; thus this proposition also turns out to be an important tool
for analyzing rational homotopy fibrations.
Proposition 1.6. Let (X,K) be a rationally n-connected CW pair. Then the inclusion of cellular chain
complexes ik : Ck(K˜;Q) → Ck(X˜;Q) is a chain homotopy equivalence through dimension n. In particular,
for 0 ≤ k ≤ n, there is a π1-equivariant homotopy inverse jk : Ck(X˜ ;Q)→ Ck(K˜;Q) such that jk ◦ ik = id
and ik ◦ jk is homotopic to the identity via a π1-equivariant chain homotopy uk : Ck(X˜;Q) → Ck+1(X˜;Q)
which is zero on the image of i. We call jk a lifting homomorphism.
Proof. We produce jk and uk by induction on k. For 0-cells e of X˜ outside K˜, we can set j0(e) to be any
0-cell of K˜ in an equivariant way, and u0(e) to be a path between e and j0(e). Now suppose that we have
constructed jk−1 and uk−1. Let e be a k-cell of X˜. Then e+uk−1(∂e) represents an element of Hk(X˜, K˜;Q)
and so there’s a chain je ∈ Ck(K˜;Q) such that ik(je)− e− uk−1(∂e) = ∂ue for some ue ∈ Ck+1(X˜ ;Q). We
set jk(e) = je and uk(e) = ue. We then extend equivariantly over the equivalence class of e. If e is a cell of
K˜, we can take je = e and ue = 0 by induction. 
With the two main tools in place, we can show that rationally highly connected finite CW pairs have
homotopy groups with bounded exponent.
Corollary 1.7. Suppose n ≥ 2 and (X,K) is a rationally n-connected finite CW pair. Then for i ≤
n, Hi(X˜, K˜) and πi(X,K) ∼= πi(X˜, K˜) have bounded exponent. Moreover, Hn+1(X˜, K˜) ∼= πn+1(X,K)
mod BE.
Proof. Let jk : Ck(X˜;Q)→ Ck(K˜;Q) and uk : Ck(X˜ ;Q)→ Ck+1(X˜;Q) be a lifting homomorphism and the
corresponding chain homotopy. There are a finite number of equivalence classes of k-cells e in X˜, and for
each such cell, there are elements αe ∈ Ck(K˜;Z) and βe ∈ Ck+1(X˜ ;Z) and integers qe and q′e such that
jk(e) =
1
qe
αe and uk(e) =
1
q′e
βe.
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K˜Z˜
e′
e
u′k−1(e)
Y˜
Figure 1. A schematic illustrating F (e′, e) for an arbitrary pair of chains e′ ∈ Ck(Y˜ ;Q)
and e ∈ Ck−1(K˜;Q).
Taking the least common denominator qk of all the qe’s and q
′
e’s, we get that for any k-chain c with boundary
in K˜, qkc is integrally homologous to a k-chain in K˜. This proves that Hi(X˜, K˜) have bounded exponent.
The rest of the conclusion follows by the generalized relative Hurewicz theorem. 
We can also now prove a rational version of Wall’s theorem. We will use it to prove two corollaries on
the finiteness of certain complexes which will in turn be applied later in the paper. Corollary 1.9 shows that
rationally equivalences can be kept within the category of complexes with finite skeleta, while Theorem 1.10
relates the finiteness properties of the three spaces in a rational homotopy fibration.
Theorem 1.8 (rational Wall theorem). Let X be a CW complex and n ≥ 2. Then the following are
equivalent:
(1) X is rationally equivalent to a CW complex Y with finite n-skeleton.
(2) There is a CW complex Y with finite n-skeleton and a rational equivalence Y → X. (Equivalently,
there is an n-complex with an n-connected map to X.)
(3) The group Γ := π1(X) is finitely presented, and for every k ≤ n, the condition Fk(Q) holds: for
every finite complex Kk−1 and rationally (k − 1)-connected map ϕ : K → X, πk(ϕ)⊗Q is a finitely
generated QΓ-module.
Proof. (2) clearly implies (1).
Suppose (1) is true. That is, there are a finite complex Y and a complex Z such that f : X → Z and
g : Y → Z are rational equivalences. Since Γ = π1(Y ), it must be finitely presented. Now suppose that K
is a (k − 1)-complex and ϕ : K → X is a rationally (k − 1)-connected map. Then ψ := f ◦ ϕ is as well, so
that, by Hurewicz,
πk(ψ)⊗Q = πk(Z,K)⊗ Q ∼= πk(Z˜, K˜;Q) ∼= Hk(Z˜, K˜;Q).
Moreover, we can assume by taking mapping cylinders that K and Y are subcomplexes of Z. Let j• :
C•(Z˜;Q) → C•(K˜;Q) and u• : C•(Z˜;Q)→ C•+1(Z˜;Q) be the lifting homomorphism and associated chain
homotopy for the pair (Z˜, K˜), and let j′• and u
′
• be the lifting homomorphism and chain homotopy for the
pair (Z˜, Y˜ ). Then there is a homomorphism
F : Ck(Y˜ ;Q)⊕ Ck−1(K˜;Q)→ Hk(Z˜, K˜;Q),
given on cells by
F (e′, e) = [e′ + uk−1(∂e′)− u′k−1(e)− uk−1(∂u′k−1(e))].
The boundary of this chain is
jk−1(∂e′)− jk−1(∂u′k−1(e)) ∈ Ck−1(K˜;Q),
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so it is in fact a cycle in (Z˜, K˜). Moreover, if c is a chain in Z˜ with boundary in K˜, then
F (j′k(c), ∂c) = [(j
′
k(c)− u′k−1(∂c)) + uk−1(∂j′k(c))− uk−1(∂u′k−1(∂c))]
= [(c+ ∂u′k(c)) + uk−1(j
′
k−1(∂c)) + (−uk−1(j′k−1(∂c)) + uk−1(∂c))]
= [c+ ∂u′k(c)] = [c] ∈ Hk(Z˜, K˜;Q),
showing that F is onto. Since the domain of F is a finitely generated free QΓ-module, this means that
Hk(Z˜, K˜;Q) is finitely generated, proving (3).
On the other hand, suppose (3) is true. We will inductively construct a Y with finite n-skeleton with
a rational equivalence Y → X . Since Γ is finitely presented, we can construct a finite 2-complex A with
π1(A) = Γ. This gives a 1-connected map ϕ : A→ X , so π2(ϕ)⊗Q is finitely generated. We can add a finite
number of 2-cells to kill it, building Y (2) and extending ϕ. By induction, we can build a finite complex Y (n)
and extend ϕ to it. Finally, we can add cells to build the rest of Y . 
Corollary 1.9. Suppose, for some n ≥ 2, that K and L are CW-complexes with finite n-skeleta and
K
f−→ Y g←− L are rational equivalences. Then indeed there are rational equivalences K f−→ Z g←− L where Z
has finite n-skeleton.
Proof. As usual, let Γ refer to π1K = π1L = π1Y .
By taking a double mapping cylinder, we can assume that f and g are both inclusions. By inducting on
dimension, we will build a complex Z with maps
Ke
f

 p
  
❆❆
❆❆
❆❆
❆❆
Ly Y
g

Oo
⑦⑦
⑦⑦
⑦⑦
⑦⑦
Z
h

Y,
where h is a rational equivalence, and hence so are the inclusions into Z. For the base case, let ϕ : L(1) ×
[0, 1]→ Y be a homotopy taking g|L(1) into K(1), and let Z(2) = K(2) ∪ϕ|L(1)×{1} L(1)× [0, 1]∪ϕ|L(1)×{0} L(2).
Then the inclusion Z(2) →֒ Y induces an isomorphism on π1. Moreover, any element in π2(K) has a
representative which maps to Z(2), so π2(Z) ⊗ Q surjects onto π2(Y ) ⊗ Q. In particular, Z(2) →֒ Y is
rationally 2-connected.
Now suppose we have constructed Z(k) with rationally k-connected hk : Z
(k) → Y . Then since Y has the
rational homotopy type of K, the rational Wall theorem tells us that πk+1(hk) ⊗ Q is a finitely generated
QΓ-module, and so we can add in a finite number of (k + 1)-cells to kill it, in such a way that the map hk
extends to an hk+1 which is then rationally (k + 1)-connected. To ensure that K and L are included in our
final Z, we make sure that all their (k + 1)-cells are on the list.
By induction, h is a rational equivalence, and hence so are the inclusions K →֒ Z ←֓ L. 
Theorem 1.10. Let n ≥ 2, and suppose f : X → Y is a π1-isomorphic map of CW complexes such that
πk(f)⊗ Q is finite-dimensional for 2 ≤ k ≤ n+ 1 and π2(f) ⊗Q = 0. Then Y is rationally equivalent to a
complex with finite n-skeleton if and only if X is.
Proof. Suppose first that Y is rationally equivalent to a complex with finite n-skeleton. We will show that
the homotopy fiber of f is also rationally equivalent to a complex with finite n-skeleton, and use this to
construct an n-complex with an n-connected map to X .
By adding cells in dimensions 3 and 4 to Y , we can kill the torsion subgroup of π2Y without affecting its
rational homotopy type. Thus we can assume that π2(f) = 0. Using the standard path space construction,
we can assume that f is a fibration; let F be its fiber, which is simply connected. By assumption, πk(F )⊗Q
is finite-dimensional for k ≤ n, so by the generalized Hurewicz theorem, so is Hk(F ;Q). This means that F
is rationally equivalent to a complex with finite n-skeleton, for example by Theorem 9.11 of [FHT]; by the
rational Wall theorem we can find a finite complex F ′ such that the map F ′ → F is rationally n-connected.
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Let B → Y be a rationally n-connected map from a finite complex with one 0-cell to Y . We will construct
finite rational approximations Ak to Ek := f
−1(B(k)) by induction on k. We write B˜ for the universal and
let E˜k, etc., be the corresponding covers of our other spaces mapping to B; note that these are not always
universal covers.
Clearly, F ′ → E0 ∼= F is a rationally n-connected map, so we can set A0 = F ′. Moreover, we can
construct A1 as follows. For each 1-cell c : [0, 1]→ B, we have two rationally n-connected maps F ′ → c∗X
corresponding to the two endpoints of the interval. We can use the proof of Corollary 1.9 to find a complex
which includes them both and which maps to c∗X via a rationally n-connected map. To construct A1 as
desired, we construct such a complex for each 1-cell and glue them together along all the copies of F ′. Then
the map A1 → E1 is rationally n-connected since the universal covers A˜1 and E˜1 live in a commutative
square
F ′ //

A˜1

F // E˜1
where the other three maps are rationally n-connected.
Now let k ≥ 2, and suppose we have constructed a rationally n-connected map Ak−1 → Ek−1. We will
add cells to Ak−1, again by induction on dimension, in order to build Ak. We will use the following fact,
which is a standard step in deriving the Serre spectral sequence, as for example in [Hat5]:
(1.2) Hi(E˜k, E˜k−1) ∼= Hk(B˜(k), B˜(k−1))⊗Hi−k(F ).
We start with the base case, which is slightly different for k = 2 and k > 2. For k > 2, the map Ak−1 → Ek
is already rationally (k − 1)-connected, and so by the generalized relative Hurewicz theorem,
πk(Ek, Ak−1)⊗Q ∼= Hk(E˜k, A˜k−1;Q) ∼= Hk(E˜k, E˜k−1;Q).
By (1.2), this is a finitely generated module, so it can be killed by adding a finite number of k-cells. This
gives us a finite complex Ak(0) with a rationally k-connected map Ak(0)→ Ek.
In the case k = 2, we instead have that A1 → E2 is an (integrally) 1-connected map, and we can use
another form of the Hurewicz theorem (Theorem 4.37 in [Hat]) to show in a similar way that π2(E2, A1) is
finitely generated over Zπ1E1.
Now let 0 < i ≤ n − k, and suppose we have constructed a finite complex Ak(i − 1) with a rationally
(k + i− 1)-connected map Ak(i − 1)→ Ek. Consider the exact sequence
Hk+i(E˜k, A˜k−1;Q)→ Hk+i(E˜k, A˜k(i− 1);Q)→ Hk+i−1(A˜k(i− 1), A˜k−1;Q).
The last module is finitely generated because Ak(i − 1) and Ak−1 are finite complexes; the first, by (1.2).
Therefore Hk+i(E˜k, A˜k(i − 1);Q) ∼= πk+1(E˜k, A˜k(i − 1)) ⊗ Q is finitely generated. Killing it gives us Ak(i)
as desired.
In the end, we obtain a rationally n-connected map An → X . We can complete An to a complex rationally
equivalent to X by adding cells in dimensions n+ 1 and higher. This completes one direction of the proof.
Now we tackle the other direction. Suppose that X is rationally equivalent to a complex with finite
n-skeleton, and suppose that Y is not. Let 3 ≤ k ≤ n be the first dimension in which a complex rationally
equivalent to Y necessarily has infinitely many cells, and so πk(Y, Y
(k−1))⊗Q is infinitely generated. Consider
the homotopy pullback g : Z → Y (k−1) of the homotopy fibration f : X → Y ; in particular, πi(g) = πi(f)
for every i and the map Z → X is rationally (k − 1)-connected. By the Y ⇒ X direction, Z is rationally
equivalent to a complex K with finite skeleta and indeed there is a rational equivalence K → Z. Let
ϕ : K(k−1) → X and ψ : K(k−1) → Y (k−1) be the maps which factor through Z, so that πk(ϕ)⊗Q is finitely
generated by Theorem 1.8, whereas πk(ψ)⊗Q is finitely generated by the exact sequence of triples
πk(K,K
(k−1))⊗Q→ πk(ψ)⊗Q→ πk(f)⊗Q→ 0.
The exact sequence of triples
πk(ϕ)⊗Q→ πk(Y,K(k−1))⊗Q→ πk(f)⊗Q→ 0
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shows that πk(Y,K
(k−1))⊗Q is finitely generated, while the exact sequence of triples
πk(ψ)⊗Q→ πk(Y,K(k−1))⊗Q→ πk(Y, Y (k−1))⊗Q→ πk−1(ψ)⊗Q
shows that πk(Y,K
(k−1)) ⊗ Q is infinitely generated, since πk−1(ψ) ⊗ Q ∼= πk−1(f) ⊗ Q. Thus we have a
contradiction. 
2. Basic properties
In this section, we define distortion functions and discuss relationships between different definitions. As
mentioned in the introduction, what we mean by “distortion” can be defined for any measure of “size” in a
group, that is, for any subadditive functional on that group. We will start with this purely formal definition
before specifying it to Lipschitz and volume distortion in higher homotopy and homology groups.
The Lipschitz and volume functionals we use are only defined up to additive and multiplicative constants,
forcing us to discuss distortion functions only up to asymptotic equivalence. That is, when comparing
functions N→ R ∪ {∞}, we will use the relations
f . g ⇐⇒ for some A,B,C,D, f(n) ≤ Ag(Bn+ C) +D
f ∼ g ⇐⇒ f . g and f & g.
We now give a number of formal definitions relating to distortion functions.
Definition. Let G be an abelian group, let ϕ : G → G ⊗ Q be the rationalization homomorphism, and
F : G → R+ a subadditive functional. Define the F -distortion function of α ∈ G to be the functon
δα,F : N→ R+ ∪ {∞} given by
δα,F (k) = sup{m | F (mα) ≤ k}.
We say α is distorted if F (kα)/k → 0 as k → ∞, and that α is infinitely distorted if there is a k such that
δα,F (k) =∞.
Similarly, given a norm ‖·‖ on a finite-dimensional vector subspace V ⊆ G ⊗ Q, we can define the F -
distortion function of V to be
δV,F (k) = sup{‖ϕ(α)‖ | α ∈ G with ϕ(α) ∈ V and F (α) ≤ k}.
Note that the asymptotics of δV do not depend on the norm. We say that V is distorted if k/δV,F (k) → 0
as k →∞, and infinitely distorted if there is a k such that δV,F (k) =∞.
Finally, we will say that V is weakly distorted in another finite-dimensional subspace U if for some constant
C,
sup{‖ϕ(α)‖ | dist(ϕ(α), V ) < C and F (α) ≤ k}  k.
Similarly, V is weakly infinitely distorted in U if there are constants C and k such that
sup{‖ϕ(α)‖ | dist(ϕ(α), V ) < C and F (α) ≤ k} =∞.
These conditions also clearly do not depend on ‖·‖.
That is, a subspace is weakly distorted if there are vectors which close to it, but not necessarily in it,
on which F is small. It turns out, as we show below, that for purely formal reasons weak distortion always
implies distortion, at least when distortion in V is a meaningful idea at all. This contrasts with the infinite
version; as we will show in Example 3.11(3), weak infinite distortion does not imply infinite distortion. An
identical argument shows that if the one-dimensional subspaceQϕ(α) is F -distorted, then so is the element α.
However, here again the distortion functions may be different; such a case will be demonstrated in Example
3.11(1).
Lemma 2.1. Let G be an abelian group and F a subadditive functional, and let V ⊂ U ⊂ G ⊗ Q be
finite-dimensional subspaces. If ϕ(G) contains a basis of V and V is weakly F -distorted in U , then V is
F -distorted.
Proof. Fix a finite set {αi} ⊂ G such that {ϕ(αi} generates ϕ(ϕ−1(U)), and let C′ = maxi F (αi)/‖ϕ(αi)‖.
Then for every γ ∈ G with ϕ(γ) ∈ U , there is a sufficiently large M that Mγ is in the subgroup of G
generated by the {αi} and therefore F (γ) ≤ C′M‖Γ‖.
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The assumptions guarantee that ϕ(G) ∩ V is “coarsely dense” in V : that is, there is a constant K such
that every point in V is at most distance K from ϕ(G). Since V is weakly F -distorted, there is a C such
that for every ε > 0 and N > 0 there is a α ∈ G such that dist(α, V ) < C and N < F (α) ≤ ε‖ϕ(α)‖. We
can then write α = β + γ where ϕ(β) ∈ V and ‖ϕ(γ)‖ ≤ K +C. Let M be such that Mγ is in the subgroup
generated by {αi}. Then
F (Mβ) ≤ εM‖ϕ(α)‖+ C′M(K + C) ≤M(ε‖ϕ(α)‖ + const).
Supposing that for a given ε > 0 we choose N = C′(K + C)/ε, this gives us
F (Mβ) ≤ const · εM‖ϕ(β)‖ = const · ε‖ϕ(Mβ)‖.
Since we can satisfy this inequality for every ε > 0, V is F -distorted. 
Note that this proof is utterly ineffective: the fact that V is weakly distorted means only that it has some
superlinear distortion function, but its divergence from linearity could be arbitrarily slow.
In these definitions, G may be rather complicated even when G⊗ Q is a finitely generated vector space.
For example, G = Z
[
3
5 +
4
5 i
] ⊂ Q[i] ∼= Q2 is infinitely generated as a group; if we see it as generated by{(
3
5 +
4
5 i
)n
: n ∈ N}, then each generator has the same 2-norm in Q2. Thus the universe of conceivable
behaviors of the functional F is very large indeed.
It is worth giving a little bit of flavor as to the kind of functionals F that we will deploy. A basic example
is as follows: let G = Z, and let F (z) denote the least number of powers of 2 one needs to add or subtract to
get to z. Thus for example F (1023) = F (210− 20) = 2. Then F is unbounded, but so is {z ∈ Z : F (z) = 1};
therefore δ1,F (n) = ∞ for every n ≥ 1. In other words, the element 1 is infinitely distorted, even though
some of its multiples have large minimal representations.
More generally, to any group G and any generating set {gi}i∈I we may associate the functional F which,
for any g ∈ G, gives the minimal sum of the coefficients of a way of representing g as ∑iCigi. In Examples
3.11 and the later parts of section 3 we discuss several examples of this type; the complexity revealed there is
as much a consequence of the linear algebra in the definitions we have given thus far as it is of the geometry
of the relevant spaces.
We now specify these ideas to the study of homotopy groups and their metric properties. Let X be a
compact Riemannian manifold with boundary or a finite CW-complex with a piecewise Riemannian metric.
Rademacher’s theorem, applied to some piecewise smooth local embedding of X into RN , tells us that a
Lipschitz map f : Sn → X is almost everywhere differentiable. In particular, one can define its volume:
vol f :=
∫
Sn
| Jac(f)|dvol.
Definition. Given α ∈ πn(X), write
|α|Lip := sup{Lip f | f : Sn → X is a Lipschitz representative of α}.
The Lipschitz distortion of α, written Lδα(k), is the distortion of α with respect to the functional F (α) =
|α|Lip. Similarly, write
|α|vol := min{volf | f : Sn → X is a Lipschitz representative of α}.
The volume distortion of α, written Vδα(k), is the distortion of α with respect to the volume functional..
Given a finite-dimensional vector subspace V ⊆ πn(X) ⊗ Q together with a norm ‖·‖, we define the
distortion functions
LδV (k) = sup{‖~v‖ | ∃α ∈ πn(X) such that α ⊗Q7→ ~v ∈ V with |α|Lip ≤ k},
VδV (k) = sup{‖~v‖ | ∃α ∈ πn(X) such that α ⊗Q7→ ~v ∈ V with |α|vol ≤ k}.
If α is torsion, then |kα|Lip and |kα|vol are bounded, and so the corresponding distortion functions are
eventually infinite. In all cases, |kα|Lip . k1/nα because we can get a representative of kα by precomposing
a map f ∈ α with a map Sn → Sn of degree k and Lipschitz constant k1/n. Thus for any α, Lδα(k) & kn.
Moreover, a k-Lipschitz map has volume at most kn, so for any α, Vδα(k) ≤ Lδα(k)1/n. In particular,
Vδα(k) is at least linear. This motivates another definition:
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Definition. A class α or subspace V in πn(X) ⊗ Q is Lipschitz undistorted if Lδα(k) ∼ kn (respectively
LδV (k) ∼ kn), and undistorted if in addition its volume distortion is linear.
Clearly, for any subspace V and any 0 6= α ∈ V , LδV (k) & Lδα(k) and VδV (k) & Vδα(k). On the other
hand, we will later see an example of an X such that πn(X)⊗ Q is distorted although none of its elements
are. This provides extra motivation for the definitions of LδV and VδV .
A Lipschitz homotopy equivalence X
f
⇄
g
Y induces an asymptotic equivalence on distortion functions,
since
|α|Lip ≤ Lip g|f∗α|Lip ≤ Lip f Lip g|α|Lip
and
|α|vol ≤ (Lip g)n|f∗α|vol ≤ (Lip f)n(Lip g)n|α|vol.
In particular, we can speak of distortion functions of finite CW complexes and compact manifolds without
specifying a metric. Another way of simplifying our object of study is to restrict to a more combinatorial
class of functions Sn → X .
Definition ( [BBFS]). Given a CW-complex X and an n-manifold M , call a map f : M → X admissible
if f(M) ⊆ X(n) and for every interior U of an n-cell of X , f−1(U) is a disjoint union of balls which map
homeomorphically to U . If M is compact, define the cellular volume volC(f) to be the total number of these
balls.
If X has a piecewise Riemannian metric and a finite n-skeleton, then for any admissible map f ,
c vol(f) ≤ volC(f) ≤ C vol f,
where c and C are the least and greatest volume of a cell, respectively. Thus asymptotically speaking, it
doesn’t matter which notion of volume we consider. Before we can use this fact, however, we need to make
sure that the asymptotics of distortion functions remain the same if we only consider admissible maps. For
this, we use a theorem originally from geometric measure theory.
Theorem 2.2 (Federer–Fleming deformation theorem [EPC+]). For any finite-dimensional simplicial com-
plex Y , for example for a triangulated manifold, there is a c > 0 with the following property. Any Lipschitz
k-cycle T can be decomposed as T = Q+∂R, where R is a Lipschitz (k+1)-chain and Q is a smooth k-cycle
whose simplices are cellular, such that massk+1 R ≤ cmassk Q ≤ c2massk T and Q and R are contained in
the smallest subcomplex of Y containing T .
Indeed, if N is a triangulated manifold, then a Lipschitz map f : N → Y is Lipschitz homotopic, via a
homotopy of mass bounded by c2 volf , to an admissible map g with volC(g) ≤ c vol f .
The second statement, though not stated as such by [EPC+], falls out of the proof they give. Every
CW complex X has a simplicial approximation Y with a homotopy equivalence Y → X that sends each k-
simplex either homeomorphically to a cell or to X(k−1), and when X is compact this can be made Lipschitz.
Therefore, the same statement holds for CW complexes. Thus we have the following consequences.
Corollary 2.3. The minimal volume of a representative of α ∈ πn(X) is approximated to within a multi-
plicative constant, depending on n and X, by an admissible representative. To find the asymptotic behavior
of the distortion function of an element of πn(X), it is enough to consider admissible representatives. In
particular, the asymptotic behavior of the volume distortion functions of πn(X) depends only on the topology
of the (n+ 1)-skeleton of X.
These homotopy invariance results are also true for Lipschitz constants, using a Lipschitz version of the
deformation theorem which is beyond the scope of this paper. But the following lemma gives a stronger
independence result which only seems to work for volume distortion. Namely, it shows that all multiples
have maps that pull back through rational equivalences in a volume-preserving way.
To demonstrate some of the intuition behind this, here is a warmup problem. Consider the rational
equivalence Z → T 3, where Z is defined as follows. The 3-cell of T 3 has an attaching map a : S2 → (T 3)(2);
define Z = (T 3)(2) ∪a◦u D3, where u : S2 → S2 is a map of degree 2. Then an extension of u to the interior
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of D3 defines a map ϕ : Z → T 3; since T˜ 3 is contractible and Z˜ has torsion homology in all dimensions
n > 0, this is a rational equivalence. Let f : (D3, S2)→ T˜ 3 be the composition
D3
degree 2−−−−−→ [0, k]3 →֒ R3.
We know this map is homotopic rel boundary to ϕ ◦ g for some map g : (D3, S2) → Z. But how do we
construct such a map? The two preimages of each 3-cell are quite far away from each other, but we need to
join their boundaries into a single map of degree 2.
It turns out that one way to do this is to take a path from one preimage to the other and nullhomotope its
image through ˜(T 3)(2), which is simply connected. Although this forces the map to become very distorted,
the cellular volume is not affected. An observation of this sort was originally made by BrianWhite in [White].
In this example, our job is made easier by the fact that the 2-skeleta of the two complexes happen to
coincide. When that is not the case, forcing the map to behave correctly on lower skeleta takes some rather
intuition-free wrangling.
Lemma 2.4. Let (X,K) be a CW pair, and n ≥ 2, such that the inclusion K →֒ X is rationally n-connected.
Then there are constants pn(X,K) > 0 and κn(X,K) such that for any map f : S
n → X of volume k there
is an admissible map g : Sn → K for which pnf ≃ g and g has volume κnk+ κn. If f is admissible, then as
cellular chains, g#([S
n]) = pnjn(f#([S
n])), where jn : Cn(X)→ Cn(K) is a lifting homomorphism.
Proof. By passing to a homotopy equivalent situation, we assume that X and K have the same 1-skeleton
and that all boundary maps are admissible. At the cost of increasing κn, we assume f is admissible.
First, fix some notation. For every i and r, fix degree rmaps dr : (D
i, Si−1)→ (Di, Si−1) and dr : Si → Si.
In an abuse of notation, we distinguish these only by context. Given maps a : I×Si−1 → X and b : Di → X
such that a|{0}×Si−1 = b|∂Di , define the map a ∨ b : Di → X to be “a on the outside and b on the inside.”
Finally, let qn be the period of the group Hn(X˜, K˜), which has bounded exponent by Corollary 1.7.
Suppose first that n = 2. Let f : S2 → X(2) be an admissible map. Since π1(X) ∼= π1(K), given a 2-cell
e with attaching map γe : S
1 → X(1), we can extend γe to a map he : (D2, S1)→ (K,K(1)). Define a map
f ′ : S2 → K(2) ⊂ X which agrees with f on f−1(X(1)) and where every homeomorphic preimage of a cell e
is replaced with he. Then f
′ differs from f by a torsion element of π2(X). Therefore f ◦ dq2 is homotopic to
f ′ ◦ dq2 . This shows the lemma for n = 2, with p2 = q2.
The proof for n ≥ 3 is much more complicated and the homotopy we construct involves several steps.
On the interval [0, 1/3], we homotope f ◦ dqn to an admissible map which has degree zero on all n-cells of
X˜ \ K˜. On the interval [1/3, 2/3], we cancel out preimages with opposite orientations; this leaves us with a
map Sn → X(n−1) ∪K. Finally, we show that a particular multiple of this map can be homotoped into K
without changing the volume. This last homotopy is itself quite involved and involves several intermediate
maps, whose relationships to each other are sketched in Figure 2.
We take f : Sn → X˜ to be a lift of the original map to the universal cover. To begin the first step, let
α ∈ Cn(X˜) be the cellular cycle f#([Sn]). Fix a lifting homomorphism jn : Cn(X˜ ;Q) → Cn(K˜;Q) and a
corresponding chain homotopy un : Cn(X˜ ;Q) → Cn+1(X˜ ;Q), and choose a listing {er}1≤r≤V of the cells
of qnun(α), with multiplicity. We build a homotopy h :
[
0, 13
] × Sn → X˜ starting with h0 = f ◦ dqn . As t
increases, we homotope through each cell er so that
h#([{tr} × Sn]) = h#([{tr−1} × Sn]) + ∂er.
Thus h#
([{
1
3
}× Sn]) = qnjn(α). We can also ensure that h is admissible by leaving it constant for a time ε
between homotoping through cells. Moreover, we can assume that in h1/3, the closures of preimages of open
cells in X˜ are disjoint closed disks; in other words, h−11/3(X˜
(n−1)) is a path-connected compact manifold.
On the interval
[
1
3 ,
2
3
]
, we cancel out all preimages of cells with opposite orientations; this way, the cellular
volume of h2/3 will be ‖qnjn(α)‖1. Choose two preimages of an n-cell under h1/3 which have opposite
orientation; call these a1, a2 : B
n → Sn and the interior of the cell B ⊂ X˜. We can find a simple smooth
path γ through the interior of h−11/3(X˜
(n−1)) whose endpoints are a point b1 on the boundary of a1(Bn) and
a point b2 on the boundary of a2(Bn) with f(b1) = f(b2). Moreover, X
(n−1) is simply connected, so h1/3 ◦ γ
is a nullhomotopic loop in X(n−1). Let N be a tubular neighborhood of γ containing a smaller tubular
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h2/3|B
h2/3|∂B
ϕ
χ
Φ1
ψ
Figure 2. The stages of the homotopy Φ.
neighborhood N1/2. We homotope h1/3|N in such a way that N ∩ h−11/3+ε(B) = N1/2. This gives us a disk
D = a1(Bn)∪N1/2 ∪ a2(Bn) which maps to our cell with degree 0. Thus we can homotope h1/3+ε|D so that
it maps to X˜(n−1). After iterating this process for every pair of preimages with opposite orientations, we
get an h2/3 which is admissible and maps to each n-cell c exactly 〈qnjn(α), c〉 times.
However, at this point, it’s not necessarily true that h2/3 maps to K˜. We have ensured that the image of
h2/3 is in K˜ ∪ X˜(n−1); moreover, by homotoping neighborhoods of paths through X˜(n−1) into K˜(1), we can
ensure that h−12/3(K˜) is connected, and h
−1
2/3(X˜ \ K˜) is contained in a ball B with h2/3(B) ⊂ X˜(n−1). We can
assume that B is the upper hemisphere and dr preserves it.
Proposition 2.5. There is an r = r(X,K, n) > 0 such that h2/3|B ◦ dr deforms rel boundary to K(n−1) via
a homotopy Φ :
[
2
3 , 1
]×B → X.
Proof. By Corollary 1.7, πn(X˜, K˜) also has bounded exponent, while πn+1(X˜, K˜) ∼= Hn+1(X˜, K˜) mod BE.
Since h2/3|B defines an element of πn(X˜, K˜), there’s some r1(X,K, n) such that h2/3|B ◦ dr1 deforms rel
boundary to a map ϕ : B → K.
By Proposition 1.2, the inclusion K˜(n−1) →֒ X˜(n−1) induces a map on πn−1 with torsion kernel. Call
Γ := π1(X) and consider the diagram
ZΓ#{n-cells of K} // _

θ
((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗ πn−1(K˜
(n−1)) // //
ι∗

πn−1(K˜) //
≀
BE

0
ZΓ#{n-cells of X} // πn−1(X˜(n−1)) // // πn−1(X˜) // 0
induced by the inclusions K(n−1) →֒ K and X(n−1) →֒ X . From a diagram chase, we get that ker ι∗ is an
extension of a bounded exponent group by A := ZΓ#{n-cells of K}/ ker θ; since ker ι∗ is known to be torsion,
A must be torsion, and thus by Proposition 1.5 it has bounded exponent. Therefore ker ι∗ itself has bounded
exponent, and there is an r2(X,K, n) such that h2/3|∂B ◦ dr2 is nullhomotopic in K˜(n−1) via a nullhomotopy
ψ.
Together, ψ ◦ dr1 and ϕ ◦ dr2 give us a map
χ := ψ ◦ dr1 ∨ ϕ ◦ dr2 : Sn → K˜
which is homotopic in X˜ to
ψ ◦ dr1 ∨ h2/3|B ◦ dr1 ◦ dr2 : Sn → X˜(n−1).
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Now, we have the diagram (with decorations mod BE)
πn+1(X˜, K˜) //
∼=

πn(K˜)
ι∗
// //
hK

πn(X˜)
hX

Hn+1(X˜, K˜) // Hn(K˜) // // Hn(X˜),
where the rows are exact. We know that hX(ι∗[χ]) = 0; on the other hand, a diagram chase confirms that
for some r3(X,K, n), there is an α ∈ πn(K˜) with ι∗α = 0 and hK(α) = r3hK [χ]. By Prop. 1.1, r3[χ]−α has
a representative χˆ whose image is in K˜(n−1). In particular, χˆ ≃ χ ◦ dr3 in X˜ .
Set r = r1r2r3 and let Φ be a homotopy that takes h2/3|B ◦ dr to ψ ◦ dr1 ◦ dr3 ∨ χ ◦ dr3 and then deforms
χ ◦ dr3 to χˆ. 
By precomposing with dr on the interval [0,
2
3 ], we then get a homotopy H : [0, 1]× Sn−1 → X˜ with
H(t, x) =

ht(dr(x)) if t ∈
[
0, 23
]
h2/3(dr(x)) if t ∈
[
2
3 , 1
]
and x ∈ Sn−1 \B
Φ(x) if t ∈ [ 23 , 1] and x ∈ B
and H1 lands in K˜ with H1([S
n]) = rqnjn(α), is admissible and has no cells of opposite orientations. In
particular, if we let tn = max{|jn(e)| : e is an n-cell of X}, vol g ≤ rqntn vol f . Thus we can set pn = rqn,
and in our homotopy equivalent setup κn = rqntn and g = H1. The homotopy equivalence may impose a
penalty on the constant. 
More generally, if a map ϕ : Y → X obeys the same conditions on homotopy, then using the mapping
cylinder, we can prove that for any f : Sn → X , rf lifts to a map of volume Ck for constants C(ϕ, n) and
r(ϕ, n). As a corollary, we have Theorem A.
Theorem 2.6 (Rational invariance of volume distortion). Let X and Y be rationally n-equivalent finite
complexes, with n-equivalences X
f−→ Z g←− Y . Then for any α ∈ πn(X) and β ∈ πn(Y ) such that f∗α = g∗β,
Vδα ∼ Vδβ. Similarly, for any finite-dimensional V ⊆ πn(X) ⊗ Q and W ⊆ πn(Y ) ⊗ Q which are sent to
the same subspace of πn(Z)⊗Q, VδV ∼ VδW .
Proof. By Corollary 1.9, we can assume that Z is also finite; it is not necessarily the case then that f∗α = g∗β,
but certainly this is true for some multiple of α and β.
For any k,
|kf∗α|vol ≤ (Lip f)k|kα|vol.
Conversely, by Lemma 2.4, there are a pn(X,Z) and a κn(X,Z) such that
|pnkα|vol ≤ κn|kf∗α|vol + κn.
Therefore the distortion functions of α and f∗α are asymptotically equivalent. The same holds for β and
g∗β. The proof of the subspace case follows. 
This fact allows us to ignore torsion information when studying volume distortion functions. Indeed, in
our subsequent discussion, we will often speak of spaces and maps “up to rational equivalence”. However,
we conjecture that such an approach is not sufficient for studying Lipschitz distortion.
Example 2.7. Let X be the total space of a fibration S3 → X → T 4 with Euler class equal to the
fundamental class [T 4]. Define a map fk : S
3 → T˜ 4 which sends S3 to the sides of a 4-cube with side length
k. This map is Ck-lipschitz, for C independent of k, and as will be discussed it lifts to a Ck-lipschitz map
gk : S
3 → X which is a representative of k4α, where α is a generator of π3(X). Thus α is lipschitz distorted
in X with Lδα(k) & k
4.
On the other hand, let Z = (T 3)(2)∪a◦uD3 be the space mentioned above which has a rational equivalence
i : Z → T 3. Then the map id×i : S1×Z → T 4 is also a rational equivalence. Thus we can define a pullback
fibration with total space Y = (id×i)∗X , and Y → X is also a rational equivalence. On the other hand,
suppose that Lδα(k) & k
4. It is possible to show that this is equivalent to the existence of admissible maps
fk : (D
4, S3) → Z˜ of volume k4 with admissible boundary such that Lip(fk|S3) . k. By composing fk|S3
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with a projection onto Z˜, we get a sequence of Ck-Lipschitz admissible maps D3 → Z˜ with area C′k3.
Although we don’t know a proof, we suspect that such maps do not exist.
This would mean that Y and X have asymptotically different Lipschitz distortion functions. In other
words, torsion matters for Lipschitz distortion, at least for spaces with a nontrivial fundamental group.
3. Sources of volume distortion
In this section, we discuss two ways volume distortion can be induced in finite complexes: homological
triviality and actions by the fundamental group. The ultimate goal of this is to show that conditions (1) and
(2) of Theorem B are necessary, but we will allow ourselves various detours along the way to explore these
phenomena in greater detail.
Both of these phenomena induce a particularly coarse kind of distortion. Throughout the section, let X
be a finite CW complex with universal cover X˜ and fundamental group Γ. Restating the previous section’s
definition, a class α or finite-dimensional subspace V in πn(X) ⊗ Q is infinitely distorted if there is some
constant C such that there are arbitrarily large k (respectively, arbitrarily large vectors ~v ∈ V ) such that
|kα|vol ≤ C (respectively, |~v|vol ≤ C.) As discussed in the previous section, this does not necessarily mean
that the volume of all multiples of α is uniformly bounded. Thus, by defining distortion the way we do
rather than simply studying the function f(k) = |kα|vol, we are obscuring a certain amount of complexity.
Lipschitz distortion in simply connected spaces is fairly subtle. It has been previously studied by Gromov
in [Gro78], [Gro99], and [Gro98]. On the other hand, volume distortion is trivial in the simply connected
case: all elements either have all multiples with uniformly bounded volume, or are undistorted, depending
on whether they are homologically trivial.
Recall that we use the notation hn : πn(X)⊗Q→ Hn(X ;Q) to refer to the rational Hurewicz homomor-
phism.
Theorem 3.1. Suppose X is a simply connected complex and α ∈ πn(X)⊗Q. Then kα has a representative
of zero volume for some k if and only if hn(α) = 0; otherwise α is undistorted.
Proof. If hn(α) 6= 0, then there is a cohomology class ω ∈ Hn(X ;Q) which pairs nontrivially with any
representative of kα, giving some kC. Thus kα cannot have zero volume and in fact the cellular volume
volC(kα) ≥ kC/ min
n-cells c of X
ω(c).
In particular, α is undistorted.
On the other hand, if hn(α) = 0 then some kα has a representative of zero volume by Proposition 1.1. 
We can make the same observation for piecewise Riemannian complexes using differential forms and the
metric definition of volume. Indeed, we can apply it even to non-compact spaces by requiring our differential
forms to be bounded. This prefigures the use of L∞ cohomology later in the paper. For the moment,
however, we restrict ourselves to exploring how this relates distortion to the homology of covering spaces.
Definition. Given a k-form ω on a piecewise Riemannian space (X, g), let ‖ω‖∞ = sup〈ω, (v1, . . . , vk)〉,
where the supremum ranges over all orthonormal frames (v1, . . . , vk). We say ω is bounded if ‖ω‖∞ <∞. It
is clear that a form on a compact space is bounded, and that the boundedness of a form on X˜ with respect
to a Riemannian metric lifted from a compact X is independent of the metric. We may therefore speak of
bounded forms on X and X˜ without specifying a metric.
Lemma 3.2. If α ∈ πn(X) and there is a bounded closed form ω ∈ Ωn(X˜) such that 〈ω, α〉 = c 6= 0, then α
is volume-undistorted.
Proof. If f : Sn → X is a map representing kα, then 〈ω, f〉 = ck, and so volf ≥ ck/‖ω‖∞ ∼ k. 
In particular, if a class is has a nonzero image under the Hurewicz homomorphism in some finite cover of
X , then this condition is satisfied. One might even hope—as it turns out in Example 3.5, incorrectly—that
this is the only way such bounded cocycles can be generated.
Corollary 3.3. Let α ∈ πn(X). If for some finite cover ϕ : Y → X and lift α˜ ∈ πn(Y ) of α, 0 6= hn(α˜) ∈
Hn(Y ), then α is volume-undistorted.
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Proof. Let π : X˜ → X be the universal cover. It is enough to show that there is a bounded form ω on X˜
and lift ˜˜α of α˜ to X˜ such that 〈ω, hn(˜˜α)〉 6= 0. We can define a form on Y which integrates on cells to the
cellular cochain which is cell-wise dual to hn(α˜). The pullback of this form to X˜ is the form we are looking
for. 
We have an example in which this applies nontrivially:
Example 3.4. Let A = S2 ∨ S1 ∨ S1, with x, a, and b denoting the identity maps on the three spheres and
· denoting the action of π1A on π2A. For some function f ≃ x + a · x + b · x, set X = A ∪f D3. Then in
H2(X), x represents an element of order 3, and so h2([x]) = 0.
On the other hand, let Y be the threefold cover of X corresponding to the normal subgroup 〈〈a3, ab〉〉; this
has three 2-cells which we may call x1, x2, and x3. In the cellular homology of Y , the relation induced by
each lift of the 3-cell is x1 + x2 + x3 = 0; therefore the xi are homologically nontrivial, and x is undistorted
by Corollary 3.3.
But also an example demonstrating that it is not a necessary condition:
Example 3.5. According to [Mes], the Baumslag-Solitar group BS(2, 3) = 〈a, b | ab2a−1b−3〉 is not residu-
ally finite; in particular every surjection onto a finite group sends g := [ab, a] 7→ 1. Moreover, g and b generate
a free subgroup of BS(2, 3). Let X be a 2-complex with π1X = BS(2, 3), and let Y = (X ∨ S2) ∪f D3, for
some f such that [f ] = y + g · y + b · y, where y is the generator of π2(S2). To show that y is undistorted
in Y , we need to find a cellular cocycle in H2(Y˜ ;Q) which is nonzero on some lift y˜ of y. By the argument
in the previous example, such a cocycle can be defined on the cells 〈g, b〉 · y˜; we can extend it to the other
cosets of 〈g, b〉 by defining it to be zero there.
On the other hand, in any finite cover, y does not have any nontrivial lifts from the point of view of
rational homology. Indeed, suppose ϕ : Z → Y is a finite cover and y˜ any lift of y to Z. Then the disk
attached via f induces the relation (2 + b)h2(y˜) = 0. Moreover, there’s an r for which b
r acts trivially on
H2(Z), so that
0 = (2r − (−b)r)h2(y˜) = (2r + (−1)r−1)h2(y˜).
Thus y˜ is sent via the Hurewicz map to a torsion element of H2(Z).
Spaces with injective Hurewicz homomorphisms. For the time being, we will expand our discussion
to possibly infinite spaces with finite skeleta. Although these are not compact, distortion is still well-defined
if we stick to admissible maps, independent of the definition of volume used, or indeed maps Sn → X(N) for
any fixed N(n). In all these situations, it is still the case that if α ∈ πn(X) goes to 0 under the Hurewicz
homomorphism, then its volume is zero. Therefore, in order for a space to have no distortion, its rational
Hurewicz homomorphisms must all be injective. Here we classify spaces with this property.
Proposition 3.6. Let X be any simply-connected CW complex. Then the rational Hurewicz homomorphism
hn : πn(X)⊗Q → Hn(X ;Q) is injective for all n ≥ 2 if and only if X is rationally equivalent to a product
of Eilenberg–MacLane spaces.
Proof. If X is a K(G,n), then πn(X) → Hn(X) is an isomorphism and all other homotopy groups vanish.
This injectivity is preserved under arbitrary products, so the backwards implication is true.
For the converse, we note that every simply-connected complex can be rationalized; that is, it has a
rational equivalence to a complex whose reduced homotopy and homology groups are rational vector spaces.
One may for example see Chapter 7 of [GM]. Thus it is enough to prove this for rational spaces.
So let X be a rational space, and consider a step of its Postnikov tower, K(π, n) → X(n) → X(n−1);
X(n) and X(n−1) are also rational spaces. If this fibration is not a product, then there is a nonzero k-
invariant k ∈ Hn+1(X(n−1);π) giving the obstruction to extending a section (X(n−1))(n) → X(n). Choose a
cellular cycle c ∈ Cn+1(X(n−1)) which pairs nontrivially with k, and let f : Sn → X(n−1) be the sum of the
boundary maps of the cells in c. Then in our partial section, f lifts to a representative f˜ : Sn → (X(n))(n)
of 〈k, c〉 ∈ πn(X). Since c is a cycle, f has degree 0 on each n-cell; thus [f˜ ] is also homologically trivial.
Therefore, if the Hurewicz homomorphism is injective, every stage of the Postnikov tower of X must be
a product. 
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Now, for even n, K(Q, n) has an infinite number of nonzero cohomology groups; for odd n, K(Q, n) ≃Q Sn.
Moreover, an infinite product or aK(V, n) where V is an infinite-dimensional rational vector space will always
have infinitely many nonzero cohomology groups. This gives us
Corollary 3.7. If X is a finite complex with no distortion in its homotopy groups, then X˜ is rationally
equivalent to a finite product of odd-dimensional spheres.
We will show later that this condition is equivalent to condition (1) of Theorems B and C.
One could hope that with a result as powerful as Proposition 3.6, we could proceed through a classification
like that of Theorem B for spaces with finite skeleta. However, the rest of our analysis relies heavily on the
fact that the rational homotopy groups of our spaces are finite-dimensional; dealing with larger homotopy
groups would require radically new techniques. How could one hope to carry this analysis through to infinite
complexes with finite skeleta? Consider the following restatement of Corollary 3.7: if X is finite, then if
one of its rational homotopy groups is infinite-dimensional, some higher homotopy group has homologically
trivial rational elements. One approach would be to try to demonstrate that this still holds for complexes
with finite skeleta. The following example demonstrates that such an approach cannot work: there is an
undistorted space with finite skeleta whose universal cover is homotopy equivalent to (S3)∞. This means
that condition (1) of Theorem B cannot hold true in the same form for such complexes.
Example 3.8. Consider Thompson’s group F . Brown and Geoghegan [BrG] give a K(F, 1) with two cells
in each dimension; call this space X . The group F acts transitively on the set A of dyadic rationals strictly
between 0 and 1, as a subgroup of Homeo+([0, 1]); the stabilizer S of a point a ∈ A under this action is
isomorphic to F × F , corresponding to homeomorphisms that fix [a, 1] and those that fix [0, a]. These two
copies of F are generated by four elements; call these g1, g2, g3, g4. Then as a module,
Q[A] = QF/〈gi − 1 : i = 1, 2, 3, 4〉.
Thus we can attach four 4-cells to X ∨S3 along gi · idS3 − idS3 , to get a space Y4 with finite skeleta and with
π3(Y ) ∼= Q[A]. One may think of Y4 as
X ∪K(S,1)(1) (K(S, 1)(1) × S3).
Continuing to add four cells in every dimensions gives us a space Y = X ∪K(S,1) (K(S, 1) × S3), whose
universal cover is homotopy equivalent to
∨
a∈A S
3.
We now require a second induction to embed Y in a space whose universal cover is homotopy equivalent to∏
a∈A S
3. In general, F acts transitively on unordered n-element subsets of A with stabilizer Fn+1. Suppose,
then, that we have constructed a space Zn−1 such that Z˜n−1 is homotopy equivalent to K(3(n−1)), where
K ≃ ∏a∈A S3 is a complex with one 3k-cell corresponding to each k-tuple of elements in A. To construct
Zn, we add a single 3n-cell corresponding to an n-tuple of elements of A; then proceed as in the construction
of Y , using 2(n+ 1) (3n+ 1)-cells to identify those of its translates which correspond to the same n-tuple,
and so on with 2(n+ 1) cells in each subsequent dimension.
At the end of this induction, we have a complex Z with O(n2) cells in dimension n whose universal cover
is homotopy equivalent to
∏
a∈A S
3. Moreover, the S3 we attached originally is homologically nontrivial in
Z; therefore π3(Z) is undistorted.
Distortion via monodromy. Another potential source of infinite distortion is the action by the funda-
mental group on πn(X): volume is preserved under this action, but a norm on a finite-dimensional subspace
of πn(X)⊗Q need not be. The most basic example is when X is the mapping torus of a degree 2 map on S2;
here π2(X) ∼= Z[ 12 ], and so π2(X) ⊗Q ∼= Q. Let α = [idS2 ] ∈ π2(X); then 2kα has a cellular representative
of volume 1 for every integer k, and indeed any integer multiple kα has a representative of volume ≤ log2 k.
More generally, let α ∈ πn(X), γ ∈ Γ, and suppose that the Q[Z]-module generated by γi · α is an m-
dimensional Q-vector space V for some finite m. Then γ acts on V via a linear transformation T ∈ GL(V ).
Then either T is conjugate to an element of O(m,R), or there is some vector ~v such that T k(~v) increases
without bound and thus V is infinitely distorted. A similar dichotomy holds if QΓ ·α is a finite-dimensional
submodule of πn(X)⊗Q: either γ ·α gets arbitrarily large, or the entire submodule conjugates into O(m,R).
Definition. We say a transformation T ∈ GL(m,Q), or more generally a representation ρ : Γ→ GL(m,Q),
is elliptic if it preserves a norm on Qm, or equivalently if as a representation over R it conjugates into
O(m,R).
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Proposition 3.9. Any representation ρ : Γ→ GL(m,Q) which is bounded in operator norm is elliptic.
Proof. Let K ⊂ GL(m,R) be the closure of ρ(Γ); this is a closed subgroup and hence a compact Lie group.
Averaging any norm over K gives us a ρ-invariant norm on Qm. 
Corollary 3.10. For any finite complex X such that πnX ⊗ Q is finite-dimensional, either πnX ⊗ Q is
infinitely distorted, or the monodromy representation ρ : π1X → GL(πnX ⊗Q) is elliptic.
In other words, we have just shown the necessity of condition (2) of Theorems B and C. The reader
who is impatient to see the proofs of these theorems is invited to skip forward to Section 4. In the rest
of this section, we take a closer look at how the monodromy action of an individual element of Γ affects
the distortion function of individual elements of finite-dimensional subspaces of πn(X) ⊗ Q; in particular,
we will show that such distortion functions need not be infinite. We also demonstrate distinctions between
distortion functions of elements and subspaces, and between weakly infinite and infinite distortion.
This case is relatively easy to analyze because we can use the fact that Q[Z] is a PID. Thus, given a
general X with π1X = Γ and a γ ∈ Γ, consider an finite-dimensional Q[γ, γ−1]-submodule V ⊆ πn(X)⊗Q.
Then V decomposes as
V = ⊕ri=1Q[γ, γ−1]/pi(γ)qi =: ⊕ri=1Vi,
where the pi are irreducible factors of the characteristic polynomial of the action T ∈ GL(V ) of γ on V . The
distortion we have described depends on finding ways of writing vectors in V as
∑ℓ
i=−ℓ T
i~vi, where the ~vi
are in the lattice generated by some generating set whose precise nature is irrelevant. Thus we can assume
that generating set contains a basis for each Vi, and we can classify the possible distortion effects by looking
at irreducible actions.
Of course, in a completely general setting, we can only talk of the contribution of monodromy to the
distortion of an element. But there is a simple way of constructing examples of spaces X for which all
distortion in πnX is caused by monodromy by a single element. Given an integer m × m matrix A, we
can construct the mapping torus XA,n of a map
∨
m S
n → ∨m Sn which is modeled on it. If A has
nonzero determinant, then it corresponds to the monodromy action of the generator of π1XA,n ∼= Z on
πnXA,n ⊗ Q ∼= Qm. What’s more, since all admissible maps Sn → XA,n are combinations of translates of
the generators, the monodromy is the only source of distortion for elements of πnXA,n.
More generally, given an element B = 1qA ∈ GL(m,Q), where A is again an integer matrix, we can
construct a similar “mapping torus” XB,n, with one cell added to
∨
m S
n ∨ S1 for each column of A which
homotopes q times the corresponding sphere to a map corresponding to this column. For example, in the
simplest case when m = 1, we can construct a space X(5/3),n by gluing both sides of S
n × I to a copy of
Sn, the left side with degree 3 and the right side with degree 5. Here again, the monodromy determines the
distortion.
First, we consider some examples of the form suggested above and see that the distortion of a subspace
need not correspond to that of any of its elements.
Examples 3.11. (1) Consider the space XA,n where A is the companion matrix of the polynomial
x4 − 2x3 − 2x + 1. This polynomial is irreducible over Q and has four distinct complex roots, two
of which are on the unit circle and two of which are real. Call these roots ξ, ξ¯, η and η−1, and let
~uξ ∈ C4, etc., be the corresponding eigenbasis. Fix 0 6= ~v ∈ πn(X) ⊗ Q; then the coordinates of ~v
in each of these basis vectors are nonzero. On the other hand, for any admissible map f : Sn → X
of volume 1, the element [f ] = T kei ∈ πn(X)⊗ Q has ~uξ- and ~uξ¯-coordinates at most 1. Therefore,
any admissible map representing k~v has to have volume proportional to k. The deformation theorem
then implies that ~v admits neither volume nor Lipschitz distortion in X .
(2) Consider the space X(5/3),3 constructed above. One can think of this as the “mapping torus”
of multiplication by 5/3. Note that πn(X) ⊗ Q ∼= Q is infinitely distorted, since (5/3)k can be
represented with volume 1. However, any given element in πn(X) is not infinitely distorted, since
for any V there is a finite number of integers that can be expressed as the sum of V powers of 5/3.
So a one-dimensional subspace need not have the same distortion function as one of its elements!
(3) This example demonstrates that a subspace which is weakly infinitely distorted is not necessarily
infinitely distorted. Consider the space XB,n for B =
(
A 0
I A
)
, where A =
(
3/5 −4/5
4/5 3/5
)
. Then
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for ~v, ~w ∈ R2 the vector corresponding to (~v, ~w) shifted by k is
Bk
(
~v
~w
)
=
(
Ak~v
kAk−1~v +Ak ~w
)
.
This indicates in particular that the subspace generated by the first two basis vectors is undistorted.
On the other hand, letting α be the irrational angle of rotation of A, we get
(Bk −B−k)
(
~v
~0
)
=
(
2 cos(kα)~v
2k sin[(k − 1)α]A−1~v
)
.
In two-thirds of cases, sin(k − 1)α > 1/2, and so ‖(Bk − B−k)~v‖ ≥ k‖~v‖. Thus πn(X) is infinitely
distorted, and indeed any individual rational vector in 〈~e3, ~e4〉 is weakly infinitely distorted. In
contrast,
Lemma 3.12. For any k, elements of 〈~e3, ~e4〉 with cellular volume at most k have length bounded
by some L(k).
To prove this, we need a purely algebraic lemma whose precise statement and proof are relegated
to an appendix, but which generalizes the following observation. Images of integer lattice points
under A are only themselves lattice points 1/5 of the time; ~v and A~v are both integer lattice points
if and only if ~v is in the lattice generated by
(−2
1
)
and
(
1
2
)
, so the length of such a vector is
√
5z
for some integer z. More generally, if Ai~v and Aj~v are both integer points, then ‖~v‖2 ∈ 5|i−j|Z.
Similarly, if Ai~u = Aj~v and ~u and ~v are both integer vectors, then they must be zero or exponentially
large in |i − j|. For this proof, we require a stronger statement involving linear combinations of Aj
for various j.
Proof. To see this, we induct on k. For k = 1, the options are Bi~ej for i ∈ Z and j = 3, 4, which all
have length 1.
Now fix a V > 1, and take a particular linear combination
~u = Bt0~u0 +B
t1~u1 + · · ·+Btr~ur
with
∑
i |~ui| ≤ V and the ui =
(
~vi
~wi
)
are integer vectors. If ~u ∈ 〈~e3, ~e4〉, then
∑
iA
ti~vi = ~0. We can
assume that the ti are increasing and t0 = 0 since multiplying by B
n doesn’t change the length of a
vector in 〈~e3, ~e4〉. Moreover, we can assume that all the ~wi are zero, since they contribute at most a
linear amount of total length.
Now, either (1)
∑ℓ
i=0A
ti~vi 6= ~0 for any ℓ < r, or (2) we know that ‖u‖ ≤ L(k1) + L(k2) for some
k1 + k2 = k. In case (1), by Lemma A.1, tk ≤ kf(k) for some f(k) ∼ log k. Therefore there is a
finite number of choices of ~u satisfying (1), and their lengths are bounded by some number L′(k).
We can thus set
L(k) = max{L′(k), L(k − 1) + L(1), L(k − 2) + L(2), . . .},
completing the proof. 
The logarithmic bound given in Lemma A.1 implies that a map of volume k represents a vector
of length O((k log k)2). With some more painstaking accounting, it should be possible to bring this
bound done to a quadratic one.
Since, e.g., ~e3 is weakly infinitely distorted, it is in particular distorted. To find an estimate from
below, we construct a sequence of maps of volume O(k) representing 5k2~e3. This will be given as
a sum of powers of B applied to a certain sequence of length k vectors; a cancellation trick will
ensure that at each step we add O(k) times ~e3 but only O(1) volume. Specifically, let ~v0 =
(
5k
0
)
,
and for 1 ≤ i ≤ k let ~vi be a point such that ~vi and A−1~vi are both lattice points and such that
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∥∥∥∑ij=1 ~Ajvj − i~v0∥∥∥ < √5. Then
~u =
k−1∑
i=0
Bi+1
(
~vi
~0
)
−Bi
(
A~vi
~0
)
=
k−1∑
i=0
(
~0
Ai~vi
)
can be represented by a map Sn → X of volume O(k), since ‖~vi−A~vi+1‖ ≤ 2
√
5; on the other hand,
since the distance between ~u and 5k2~e3 is at most
√
5, we can convert the one into the other by
adding correction terms of the form Bi(p~e3 + q~e4) and length at most 2
√
5 for each 0 ≤ i ≤ k − 1.
Thus 5k2~e3 can be represented with volume O(k). This gives us our lower bound on distortion, and
so k2 . Vδ~e3(k) . (k log k)
2.
However, all of the examples of undistorted elements depend on the characteristic polynomial pi having
roots on the unit circle. If all the roots of pi are off the unit circle, then in fact all elements of V are at least
exponentially distorted.
Lemma 3.13. Suppose that γ ∈ πn(X) and that V ⊆ πn(X)⊗Q is a finite-dimensional irreducible Q[γ, γ−1]-
submodule V ∼= Q[Z]/(pi), and all complex roots λj of pi have |λj | 6= 1. Then any α ∈ Vi has distortion
function δα(k) & exp k.
Proof. Let T : V → V be the transformation induced by the action of γ. Our general strategy will be to
express vectors as a sum of logarithmically many terms of the form T ivi, where all the vi are lattice points
within a fixed ball. To do this, we first need to find an appropriate lattice.
Let λ1, . . . , λr be the eigenvalues of T with multiplicity, with |λ1|, . . . , |λs| < 1 and |λs+1|, . . . , |λr | > 1.
Let v1, . . . , vr be a corresponding real Jordan basis for V ⊗ R with respect to T , and V ⊗ R = V− ⊕ V+,
where V− is spanned by v1, . . . , vs and V+ by vs+1, . . . , vr.
On the other hand, let u1, . . . , ur be a (rational) basis for V consisting of elements of πn(X), and ‖·‖
the Euclidean norm with respect to this basis, with the property that T is ‖·‖-increasing on V+ and ‖·‖-
decreasing on V−. Note that this is a nontrivial condition: for example, the matrix
(
1.1 1
0 1.1
)
does not
increase the standard Euclidean norm of every vector. This can be remedied, however, by scaling one of the
coordinates in order to decrease the off-diagonal term. In general, one can, for example, choose sufficiently
large multiples of a close rational approximation to a basis consisting of scalings of the vi in which the
off-diagonal entries of T are very small.
We let Λ be the lattice generated by the ui. Finally, we fix the following constants:
• Q such that the matrices of T and T−1 with respect to the basis {ui} are both in 1QMr(Z);
• L = min{minu∈V+,‖u‖=1‖Tu‖,minu∈V−,‖u‖=1‖T−1u‖};
• U = max{max‖u‖=1‖Tu‖,max‖u‖=1‖T−1u‖}.
In particular, every vector in QΛ has a preimage in Λ under both T and T−1.
Take an element α ∈ Vi ⊆ πn(X)⊗Q. It has a multiple which is a lattice point p ∈ Λ, which decomposes
over R as p = p− + p+, with p− ∈ V− and p+ ∈ V+. Fix M such that ‖Mp‖ ≥ Q
√
r.
Suppose first that V− = 0, i.e. T only has large eigenvalues. Then for any M > Q
√
r, take q = Tp′ to be
the nearest point in QΛ whose coordinates are smaller than those of Mp. Then Mp = p0 + Tp
′, where p0
and p′ are lattice points, ‖p0‖ ≤ Q
√
r and ‖p′‖ ≤ M‖p‖/L. Continuing this construction inductively gives
us
Mp =
ℓ∑
i=0
T ipi,
with ‖pi‖ ≤ Q
√
r for every i and ℓ ≤ logL(M‖p‖). Thus
|Mα|vol ≤ ℓQ
√
r ∈ O(log‖p‖).
If V+ = 0, the same computation holds substituting T
−1 for T .
Now suppose T has both small and large eigenvalues. In other words, multiplying by a power of T shrinks
a vector in certain irrational directions and stretches it in others. If these directions were rational, then by
the above we could distort a vector going in just one of them. Our strategy will be to express our chosen
vector as a sum of shrinking and expanding components as precisely as possible.
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To this end, we write Mp = a + b + p0, where a and b are in QΛ, ‖p0‖ < Q
√
r, ‖a − p−‖ < Q
√
r and
‖b− p+‖ < Q
√
r. Applying T−1 to this sort of decomposition, we get the following lemma.
Lemma 3.14. For any lattice point q ∈ V+ ⊕ V−, we can write q = a + Tb, with a and b lattice points,
‖a+‖ < Q
√
r and ‖b−‖ < UQ
√
r, ‖a−‖ ≤ ‖q−‖ + Q
√
r and ‖b+‖ ≤ ‖q+‖L . The same thing holds switching
V+ and V− components if we substitute T−1 for T .
Applying Lemma 3.14 to Mp, we get Mp = a + p0 + Tp1 with the appropriate bounds. Applying the
lemma inductively to pi gives
Mp = a+
ℓ∑
i=0
T ipi,
where ‖pi‖ ≤ (U + 1)Q
√
r and ℓ ≤ logL(M‖p‖). We can now also apply the T−1 case of Lemma 3.14 to a
to get
Mp =
ℓ∑
i=−ℓ
T ipi,
and the same bounds on pi and ℓ hold. Hence
|Mα|vol ≤ 2ℓ(U + 1)Q
√
r) ∈ O(logM‖p‖).
Thus for any α, volume distortion is at least exponential. 
Conversely, generalizing Example 3.11(1), one sees that if T is diagonalizable and has at least one eigen-
value on the unit circle, then the action of γ does not induce any distortion on V .
The situation is more complex when T has eigenvalues on the unit circle but is non-diagonalizable. If
it is quasiunipotent, i.e. the eigenvalues are roots of unity, then we can take a power of it which is in fact
unipotent. For an irreducible unipotent T , there is an eigenvector ~v and a ~u for which T~u = ~u + ~v. Then
k~v = T k~u − ~u and so ~v is infinitely distorted. For all but one of the other generalized eigenvectors, one
can find similar polynomials, showing that they are infinitely distorted as well. The remaining generalized
eigenvector is undistorted. If T has eigenvalues with irrational angles, then certain individual vectors are
distorted because they are weakly infinitely distorted, as one sees in Example 3.11(3). The precise distortion
functions are harder to ascertain, though it seems reasonable to suppose that, as in Example 3.11(3), they
are polynomial.
Summary. In this section, we saw that if X is a finite complex and no subspace of π∗(X) is infinitely
distorted, then:
• π∗(X)⊗Q is finite dimensional;
• the universal cover X˜ is rationally equivalent to a product of odd-dimensional spheres;
• and the action of Γ on π∗(X)⊗Q is elliptic.
We will refer to spaces that satisfy these conditions as delicate spaces.
4. Filling functions
In this section, we study various notions of isoperimetry in higher dimensions, aiming to build a library of
general results and examples which we can deploy later. Section 5 will relate these to a dual cohomological
notion, and we will apply this duality to the study of distortion in Section 6.
The template for most study of isoperimetry in higher dimensions is the one-dimensional example of Dehn
functions. The Dehn function of a group Γ describes the difficulty of solving the word problem in that group;
specifically, δΓ(k) is the minimal number of conjugates of relations required to trivialize a trivial word of
length k. This has a geometric interpretation as the cellular volume of fillings of cellular loops in the Cayley
2-complex of Γ.
There are several different ways to generalize this notion to higher dimensions. Higher-dimensional Dehn
functions were first defined by [AWP], and filling volume functions by Gromov in [Gro96]; later, other
equivalent and non-equivalent definitions of filling functions in groups and spaces have been given by [BBFS],
[Young], and [Groft].
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Robert Young [Young] formalizes the distinction between homotopical Dehn functions, which measure the
difficulty of extending maps from spheres to disks, or more generally, maps from ∂M to M for a manifold
M , and homological isoperimetric functions, which measure the difficulty of filling chains by cycles. We will
additionally introduce directed isoperimetric functions, which measure pairings of fillings with cohomology
classes and which have not been discussed before in this guise. Except in dimension 2, homotopical filling
functions bound homological filling functions from above. These, in turn, bound directed isoperimetric
functions, creating a kind of hierarchy of “coarseness.”
Certain of these functions are harder or easier to compute in certain situations. To take advantage of the
ability to make comparisons between them, we give definitions of all three types.
We start with the most obvious Dehn function for fillings of spheres with disks.
Definition. Let X be a compact space with fundamental group Γ and n-connected fundamental cover X˜.
Given a Lipschitz map f : Sn → X˜ , define the filling volume of f to be the minimal volume of an extension
of f to Dn+1:
δnX(f) = inf{vol(g) | g : Dn+1 → X˜ s.t. g|∂Dn+1 = f}.
The n-dimensional Dehn function of X is
δnX(k) = sup{δnX(f) | f : Sn → X˜ s.t. vol f ≤ k}.
One can also ask, for another (n + 1)-manifold with boundary (M,∂M), how hard it is to fill a map
∂M → X with a map M → X :
Definition. Given a Lipschitz map f : ∂M → X˜, define the filling volume of f to be
δ
(M,∂M)
X (f) = inf{vol(g) | g : M → X˜ s.t. g|∂M = f}
and we can define the corresponding Dehn function
δ
(M,∂M)
X (k) = sup{δ(M,∂M)X (f) | f : ∂M → X˜ s.t. vol f ≤ k}.
Next, we define the filling volume or homological isoperimetric functions.
Definition. Let X be a compact space with fundamental group Γ and n-connected fundamental cover X˜.
Given a Lipschitz boundary β ∈ Cn(X˜), define the filling volume of β to be
FVolnX(β) = inf{vol(α) | α ∈ Cn+1(X˜) s.t. ∂α = β}
and the filling volume function
FVnX(k) = sup{FVolnX(β) | β ∈ Cn(X˜) s.t. volβ ≤ k}.
One can also restrict to boundaries that look like a specific n-manifold N to get
FVNX(k) = sup{FVolnX(β) | β ∈ Cn(X˜) s.t. volβ ≤ k and β = f∗[N ] for some f : N → X˜}.
By restricting chains to be cellular and maps to be admissible, one can get similar cellular definitions.
Note, however, that cellular and Lipschitz filling functions of X might not be asymptotically equivalent as
defined earlier; e.g. one may be linear and the other sublinear. Instead, we need a slightly weaker notion of
coarse equivalence,
f .C g ⇐⇒ f(k) ≤ Ag(Bk + C) +Dk + E
f ∼C g ⇐⇒ f .C g and f &C g,
for arbitrary constants A, B, C, D, and E. It is easy to apply the deformation theorem to see that these
functions are indeed coarsely equivalent. One also then sees that the cellular versions depend only on the
(n + 1)-skeleton of X , and that a homotopy equivalence up to dimension n between X and Y induces a
coarse equivalence of filling functions. This gives a well-defined notion of FVnΓ and FV
N
Γ for any group Γ of
type Fn+1, that is, which has a K(Γ, 1) with finite (n+ 1)-skeleton.
We will now refine the notion of filling volume to define filling homology classes and directed isoperimetric
functions.
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Definition. Assume that X is constructed via Lipschitz attaching maps and that X˜ is (n + 1)-connected.
Let p : X˜ → X be the universal covering map. Given an n-manifold M and an admissible map f :M → X˜,
define the chain evaluation [[f ]] ∈ Cn(X) to be the cellular chain whose value on a cell c is the degree of the
map p ◦ f in H∗(X,X \ c). Suppose [[f ]] = 0. Then for any homological filling G ∈ Cn+1(X˜) of f , its image
p#G ∈ Cn+1(X) is a cycle, and we can define the filling class Fill(f) ∈ Hn+1(X) to be its homology class.
This is well-defined since two such fillings differ by an (n+ 1)-boundary in X˜ .
Now, given a seminorm ‖·‖ on Hn+1(X ;Q) = Hn+1(Γ;Q), define the directed isoperimetric function of Γ
with respect to ‖·‖ to be
FVMΓ,‖·‖(k) = sup{‖Fill(f)‖ | f :M → X˜ admissible s.t. [[f ]] = 0 and vol f ≤ k}.
If b ∈ Cn(X˜) is a cellular boundary with p#b = 0, then we can similarly define a filling class Fill(b) ∈
Hn+1(X), and filling functions
FVnΓ,‖·‖(k) = sup{‖Fill(b)‖ | b ∈ Cn(X˜) cellular s.t. p#b = 0 and vol b ≤ k1/n}.
More generally, suppose X is any finite complex with Lipschitz attaching maps, p : X˜ → X is the universal
covering map, and ‖·‖ is a seminorm on Hn+1(X ;Q)/p∗Hn+1(X˜ ;Q). Then a map f :M → X˜ with [[f ]] = 0,
or a boundary b ∈ Cn(X˜) with p#b = 0, has a filling class
Fill f ∈ Hn+1(X ;Q)/p∗Hn+1(X˜;Q),
and we can define the filling functions FVMΓ,‖·‖ and FV
n
Γ,‖·‖ as above.
It is clear from the definitions that for any X , n, and seminorm ‖·‖, FVnX,‖·‖(k) . FVnX(k). We now try
to understand directed isoperimetric inequalities in their own right.
Examples 4.1. Here are two examples of seminorms with respect to which we may take directed isoperi-
metric inequalities:
(1) Define the cellular norm of h ∈ Hn+1(X) by
‖h‖cell = min
{∑
ai
∣∣∣∑ aici is a cellular representative of h} .
Then FVMX,‖·‖cell is defined whenever Hn+1(X˜) = 0. The cellular norm is maximal among the
seminorms we might consider: for any other seminorm ‖·‖ on Hn+1(X), ‖·‖ ≤ C‖·‖cell for some C.
(2) Suppose that e ∈ Hn+1(X ;Q) is a cohomology class such that p∗e = 0. Then |〈e, ·〉| defines a
seminorm on Hn+1(X ;Q)/p∗Hn+1(X˜ ;Q). The directed isoperimetric functions we will use most
often are with respect to this seminorm.
Example 4.2. For the most obvious examples, that is Γ = Z2 and other surface groups, FV1Γ,‖·‖(k) ∼ FV1Γ(k)
for any nonzero seminorm ‖·‖; in any case all such choices of seminorm differ by a constant.
In order to get a sense of the difference between homological and directed isoperimetric functions, consider
the famous Baumslag-Solitar group B = BS(1, 2) = 〈a, b | bab−1 = a2〉. The Dehn function of this group is
exponential: the word bkab−kabka−1b−ka−1 of length 4k + 4 represents the trivial element but takes O(2k)
cells to fill. By the same token, FV1B(k) is also exponential in k.
On the other hand, the filling class of this word in H2(B) is zero, because in the usual filling, for every
cell of positive orientation, there is a cell of negative orientation. Indeed, it is easy to see that H2(B) = 0,
since the Cayley complex only has one 2-cell and its boundary is nonzero. Thus this kind of cancellation
must happen for every word whose chain evaluation is zero. In particular, FV1B,‖·‖(k) ∼= 0 for any norm ‖·‖.
Looking at this example, one may wonder if we have been too restrictive in defining directed isoperimetric
functions. We know that every map is close enough to an admissible map, so there is no harm done in
restricting to such maps. We would like to show in addition that every map or chain is close in the same
sense to a map or chain whose chain evaluation is zero. Then we have better reason to believe that directed
isoperimetric inequalities tell us something about all maps or chains.
Lemma 4.3. Let X be a finite complex with admissible boundary maps an universal covering map p : X˜ → X,
and n ≥ 1. Then there is a constant C depending on n and X such that the following holds.
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(1) Let f : Sn → X˜ be an admissible map of cellular n-volume k such that [[f ]] is a boundary. Then f
can be deformed via a homotopy with (n+ 1)-volume Ck to an admissible map g of volume Ck with
[[g]] = 0.
(2) Let b ∈ Cn(X˜) be a boundary of volume k. Then b is homologous via an (n+1)-chain of volume Ck
to a boundary c of volume Ck with p#c = 0.
Proof. We only prove (1); the proof of (2) is similar.
We work in X , since all the maps we are considering lift to X˜ . We know ‖[[f ]]‖cell ≤ vol f = k. Since X
is finite, the boundaries Bn(X) form a finitely generated group. Thus there is a constant A such that we
can always find an (n+ 1)-chain c with ∂c = [[f ]] and ‖c‖cell ≤ Ak.
Let B be the maximal volume of an attaching map fi of an (n+ 1)-cell ci. Then a map D
n → X which
takes the disk to a balloon starting at a basepoint and with head fi is has volume at most B. By mapping
the upper hemisphere of Sn to X via Ak balloons corresponding to the cells of −c and the lower hemisphere
via f , we create a map g of volume (AB + 1)k with [[g]] = 0. Since each fi can be nullhomotoped through
ci, this map is homotopic to f via a homotopy with volume ‖c‖cell = Ak. Thus we have proven the lemma
with C = AB + 1. 
To further promote the admission of directed functions to the filling function pantheon, we would like to
prove that they are well-defined for groups with appropriate finiteness properties.
Proposition 4.4. Suppose Γ is a group of type Fn+1. Then given a norm ‖·‖ on Hn+1(Γ;Q), FVnΓ,‖·‖
depends up to coarse equivalence only on Γ, justifying the notation.
Proof. Suppose X and Y are two complexes with fundamental group Γ and n-connected universal cover such
that Hn+1(X) = Hn+1(Y ) = Hn+1(Γ). The last condition can always be satisfied given a complex which
satisfies the first two by adding a finite number of (n+ 2)-cells.
In particular, we can find a cellular map h : X(n+2) → Y which induces an isomorphism on Hn+1. Now
suppose f : Sn → X is an admissible map of volume k with [[f˜ ]] = 0. Then h ◦ f is a cellular map of volume
Ck. Although it may not be admissible, it has well-defined degrees on n-cells and is homotopic in Y (n+1) to
a map g with the same bound on volume and the same degrees on n-cells; in particular, [[g˜]] = 0. Moreover,
an admissible filling of f gives a corresponding cellular filling of g. Since h∗ : Hn+1(X) → Hn+1(Y ) is
induced by the corresponding map of chain complexes, h∗ Fill(g) = Fill(f). 
These are the only general results for directed isoperimetric functions that we will show at this time.
Before we move on to some more interesting examples, we prove some comparison results about filling
volumes and Dehn functions.
First, we show that in dimensions other than 2, every cellular boundary is induced by a map f : Sn → X ;
we say that every boundary is spherical. This means that isoperimetric functions are equivalent whether or
not we require boundaries to be spherical.
Lemma 4.5. Let X be a finite complex with universal cover X˜ and n ≥ 3. Then for every integral boundary
c ∈ Cn(X˜), there is an admissible f : Sn → X˜ with f#([Sn]) = c and no cells of opposite orientations. In
particular, FVS
n
X ∼ FVnX and for every norm ‖·‖ on Hn+1(X), FVS
n
X,‖·‖ ∼ FVnX,‖·‖.
Proof. This proof generalizes Remark 2.6(4) in [BBFS]. Let c be a boundary in Cn(X˜), and take an admissible
map g : (Dn, Sn−1) → (X˜, X˜(n−1)) such that g([Dn]) = c and with no cells of opposite orientations, for
example by mapping the boundary to a sum of attaching maps. Then
g#([D
n, Sn−1]) = 0 ∈ Hn
(
X˜, X˜(n−1)
)
,
and thus, by the relative Hurewicz theorem, [g] = 0 ∈ πn(X˜, X˜(n−1)). This means [g|∂Dn ] = 0 ∈
πn−1(X˜(n−1)), that is, it is nullhomotopic within the (n − 1)-skeleton. Using such a nullhomotopy, and
including Dn ⊂ Sn as the upper hemisphere, we can extend g to a map f : Sn → X with the desired
properties. 
Finally, it’s worth remarking that for groups, homological filling functions are always finite. This is not
the case for all spaces. For example, if we set X = S2 × S1, then a 2-boundary in X˜ of volume 2 can have
arbitrarily large filling volume: just take two copies of S2 arbitrarily far apart with opposite signs.
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Lemma 4.6. Let Γ be a group of type Fn. Then for every 1 ≤ m ≤ n, FVmΓ (k) <∞.
Proof. Fix a CW complex X with π1X = Γ and n-connected universal cover X˜. Theorem 1 of [AWP] states
among other things that δmΓ (k) = δ
m
X (k) <∞ for 1 ≤ m ≤ n. By Lemma 4.5, for m ≥ 3, FVmΓ (k) < δmΓ (k),
which completes the proof in that case. The same inequality is true for m = 1, since every 1-cycle is a union
of circles. The only case in which we have something to prove is m = 2; here it may be harder to fill a surface
of positive genus than a sphere.
We will now show that FV2X(k) is finite for every k. We may assume that X
(2) is a simplicial complex and
use simplicial volume as our measure of 2-volume. Then given a cocycle, and hence coboundary, α ∈ C2(X˜)
of volume k, we can glue the cells of α into a simplicial map f : Σ :=
⊔r
i=1Σgi → X˜, with each surface Σgi
glued out of triangles. Note that r ≤ k and the Euler characteristic of Σ is bounded in terms of k:
χ
(
r⊔
i=1
Σgi
)
=
r∑
i=1
(2 − 2gi) ≥ −k
2
since the difference between these two quantities is the number of vertices of Σ. Thus G(Σ) =
∑r
i=1 gi is
also bounded in terms of k.
From here, we will show by induction on G that FVΣX(k) is finite. Since δ
2
Γ(k) is finite, this is true when
G = r, that is, when gi = 0 for all i. Now, by Gromov’s systolic inequality for surfaces (Theorem 11.3.1
in [Katz]), for any Riemannian surface V = Σg there is a nonseparating loop γ : S
1 → Σgi of length at most
C log g
√
g−1 volV . A simplicial version of this inequality is shown, for example, in [CHM]. Thus we can
find a simple, nonseparating simplicial loop γ : S1 → Σgi of length k′ ≤ C log g
√
g−1k. Define a surface
Σ′ and a map f ′ : Σ′ → X˜ by cutting Σgi at γ and gluing in two copies of a minimal disk filling γ. Then
G(Σ′) = G(Σ)− 1 and
volΣ′ ≤ k′ := k + 2δ1X(C log g
√
g−1k).
Moreover, any filling of f ′ is also a filling of f . Thus FVΣX(k) ≤ FVΣ
′
X (k
′) is finite.
Since for each k, there is a maximal possible G, this gives us an overall bound on FV2X(k). 
Examples 4.7. To conclude the section, we give some examples of directed isoperimetric functions.
(1) Suppose Γ is a group of type Fn+1 with homological Dehn function FV1Γ = f(k). By a theorem
of [Young], for n ≥ 2, FVnΓn(k) ≥ f(k) because if γ is hard to fill in Γ, then γ× · · · × γ is hard to fill
in Γn. However this doesn’t tell us anything about directed isoperimetric functions, because if D is
a chain filling some 1-chain γ in Γ whose chain evaluation is zero, then
D × γ × · · · × γ
is a filling of γ × · · · × γ whose chain evaluation is also zero.
(2) Suppose Mn+1 is a closed oriented smooth manifold with fundamental group Γ. By dualizing a
handle decomposition, we see that filling an n-boundary in M˜ is equivalent to finding a 0-cochain
cobounding a compactly supported 1-cochain in the Cayley graph of Γ. Thus any n-boundary b
has a unique filling; moreover, b = b+ + b−, where vol b = vol b+ + vol b− and b+ has a filling by
positively oriented copies of the top cell while b− has a filling by negatively oriented copies. Thus
FVnM (k), FV
n
M,|〈[M ],·〉|(k), the isoperimetric problem for domains in M˜ , and the problem of bounding
from below the sizes of boundaries of subsets of Γ are all equivalent. In particular, FVnM (k) ∼
FVnM,|〈[M ],·〉|(k) is linear if and only if Γ is non-amenable.
(3) Define the nth diamond group
♦n =
〈
b1, c1, . . . , bn, cn, a
∣∣∣∣ b−1i abi = c−1i aci = a2[bi, bj ] = [bi, cj ] = [ci, cj ] = 0 for i 6= j
〉
.
We can think of ♦n as Fn2 with an extra generator a together with some relations involving it.
Alternatively, we can define ♦n inductively by setting ♦0 = Z and ♦n to be a multiple ascending
HNN extension of ♦n−1, specifically, the fundamental group of the graph of groups with a single
vertex ♦n−1 and two edges each labeled by the injective self-homomorphism a 7→ a2, bi 7→ bi,
ci 7→ ci. (Indeed, when n ≥ 2, this is an automorphism.) This last definition gives a construction for
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Figure 3. A lift of the 3-chain σ2 to the universal cover X˜2. This induces a cycle in X2
since opposite faces cancel out.
a (n+1)-dimensional classifying complex Xn for ♦n, starting with an S1 with one 1-cell and setting
Xn to be the appropriate quotient space of Xn−1 × ([0, 1] ⊔ [0, 1]) with the product cell structure.
The space Xn has 2
n (n+ 1)-cells eI corresponding to elements I ∈ {b, c}n. It’s easy to see that
the only (n+ 1)-cycles are multiples of
σn =
∑
I∈{b,c}n
(−1)number of b’s in IeI ∈ Cn+1(Xn),
and so Hn+1(Xn) ∼= Z.
For now, we show that all the top-dimensional isoperimetric functions of ♦n have the same
superpolynomial growth.
Theorem 4.8. Let n ≥ 1, and let h 6= 0 ∈ Hn+1(♦n). Then
FVn♦n,|〈h,·〉|(k) ∼ FVn♦n(k) ∼ δn♦n(k) ∼ 2
n
√
k.
Proof. We start by setting some notation. Let p : X˜ → X be the universal covering and let
ρi : ♦i → ♦i be the monodromy homomorphism a 7→ a2, bi 7→ bi, ci 7→ ci used in the construction
of ♦k+1. We write I1 and I2 for the two intervals used to construct Xn from Xn−1. Note that
the universal cover X˜n+1 consists of glued-together copies of X˜n × [0, 1] indexed by edges of the
Bass-Serre tree corresponding to the graph of groups, which we call layers.
As already discussed, for n 6= 2, it is automatic that
FVn♦n,|〈h,·〉|(k) . FV
n
♦n(k) . δ
n
♦n(k).
In the case n = 2, the second inequality does not obviously hold, but
FV2♦2(k) . max
{
δ
(M,∂M)
♦2 (k) : (M,∂M) 3-manifold with boundary
}
.
Thus it is enough to show that 2
n
√
k . FVn♦n,|〈h,·〉|(k) and that δ
(M,∂M)
♦n (k) . 2
n
√
k for every (n+ 1)-
manifold with boundary (M,∂M).
To show the first of these two inequalities, we construct chains with large directed fillings in X˜n.
Specifically, by induction on n, we construct a chain τn(k) ∈ Cn+1(X˜n) for which p#τn(k) = Kσn
for some 2k < K < 2n+k, and whose boundary has volume O(kn), if n is viewed as a constant.
Notice that because from a homological point of view all fillings are equivalent, we do not need to
show that τn(k) is the “best” filling of its boundary.
In ♦1, the construction of τn(k) is similar to the usual demonstration thatBS(1, 2) has exponential
Dehn function. Namely, we take τ1(k) to be the disk bounded by b
−k
1 ab
k
1c
−k
1 a
−1ck1 . Notice for the
purpose of the induction that ρ1(τ1(k − 1)) gives a disk that differs from τ1(k) by only two cells.
Now suppose by induction that we have constructed τn−1(k) ∈ Cn(X˜n−1), for each k ≥ 0, with
the following properties:
• p#τn−1(k) = Kσn−1 for some 2k ≤ K ≤ 2n+k;
• τn−1(0) = 0;
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Figure 4. An illustration of the 3-chain τ2(4) in the universal cover X˜2. It is an optimal
filling of its boundary, which is a hard-to-fill 2-sphere in the group ♦2. The highlighted
plane is a layer corresponding to τ1(3).
• vol(∂τn−1(k)) = O(kn−1);
• for every k ≥ 1, the n-chains ρn−1τn−1(k − 1) and τn−1(k) differ by O(kn−2) cells.
We construct τn(k) from 2k layers, that is, certain copies in X˜n of (−1)ℓτn−1(j)× Iℓ for j = 1, . . . , k
and ℓ = 1, 2. This way, p#τn−1(k) = Kσn with K in the appropriate range. Specifically, we pick
these so that
• the two copies of τn−1(k − 1)× {1} cancel out;
• for each 2 ≤ j ≤ k − 1, τn−1(j) × {0} cancels out with τn−1(j − 1) × {1}, except for the
aforementioned O(kn−2) cells.
Then ∂τn(k) is the sum over j and ℓ of copies of (−1)ℓ∂τn−1(j)×Iℓ and (−1)ℓ[τn−1(j)−ρn−1τn−1(j−
1)]. This means that in total,
vol(∂τn(k)) ≤ 2kO(kn−1) + 2kO(kn−2).
Moreover, since ρn|♦n−1 = ρn−1, ρn(τn−1(j) × Iℓ) differs from τn−1(j + 1) × Iℓ by O(kn−2) cells.
Thus ρnτn(k) differs from τn(k + 1) by
2kO(kn−2) + 2n+1 = O(kn−1)
cells. This completes the inductive step.
To show that δn♦n(k) . 2
n
√
k, we do another induction. It’s clear that δ1♦1(k) ≤ 2k, and moreover,
by Lemma 7.4 of [BBFS], δ
(M,∂M)
♦1 ≤ δ1♦1(k) for any surface with boundaryM , giving us the base case.
For the inductive step when n ≥ 2, we adapt and strengthen the argument of Theorem 7.2 of [BBFS],
which concerns the top-dimensional Dehn functions of multiple ascending HNN extensions.
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Theorem (7.2 in [BBFS]). Let An−1 be the n-dimensional classifying complex of a group H, and
suppose that F is a nondecreasing function such that δ
(N,∂N)
H (k) ≤ F (k) for all n-manifolds N with
boundary. Let An+1 be the complex corresponding to a multiple ascending HNN extension G of H.
Then for all (n+ 1)-manifolds with boundary (M,∂M), δ
(M,∂M)
G (k) ≤ F (k).
The idea of their proof is as follows. First of all, since the dimension of the filling is equal
to the dimension of the complex, the optimal filling will always be unique. Moreover, for a map
f : (M,∂M)→ An+1, the volume of this filling is the sum of volumes of layers.
Once again the universal cover A˜n+1 consists of glued-together layers A˜n× [0, 1], indexed by edges
e of the Bass-Serre tree. For each layer, let Ze be the corresponding copy of A˜n × {1/2}, and let
Z =
⋃
e Ze. Then given an admissible f : (M,∂M) → A˜n+1 which is transverse to Z (in the sense
defined in §VII.2 of [BRS]) and setting, for each edge e of the Bass-Serre tree, Ne := f−1(Ze) and
fe = f |Ne, we have
vol f =
∑
e
vol(f |Ne).
On the other hand,
vol(f |∂M ) =
∑
e
vol(f |∂Ne) + h,
where h stands for any “horizontal” volume which is the difference between fillings of the various
Ne meeting at a given vertex of the Bass-Serre tree. Thus ∂M is as easy to fill in Xn as
⊔
Ne is in
Xn−1, and its volume is at least as large.
In our case, however, this decomposition gives additional information. When certain boundaries
have fillings which are much larger than vol(f |∂M ), this means that there must be adjacent boundaries
that have very similar fillings. This allows us to show that there is a large number of layers that have
large intersections with f . We will use this to prove the stronger statement that if δ
(N,∂N)
♦n−1 (k) . 2
n−1√
k
for all pairs (N, ∂N), then δ
(M,∂M)
♦n−1 (k) . 2
n
√
k.
So suppose n ≥ 2, and let M be an (n + 1)-manifold with boundary and f : (M,∂M) → X˜n
be a map of volume 2k which is an optimal filling of its boundary. We would like to show that
vol f |∂M & kn. Our strategy will be to actually assume that vol f |∂M ≤ kn, and then show that
under that assumption vol f |∂M & kn, because there are at least ∼ k layers each of which contributes
volume at least ∼ kn−1 to the boundary.
So assume that vol(f |∂M ) ≤ kn, and that
k > kmin(n) = max{kmin(n− 1), 3n log2 k + 2}.
(We can choose kmin(1) = 1.) Choose an edge e0 for which vol(f |Ne0 ) is maximal, so that
vol
(
f |Ne0
) ≥ 2k
kn
≥ 22k/3+2.
By the inductive assumption, this means that vol(f |∂Ne0 ) ≥ Cn−1kn−1. Now let v be a vertex
incident to e0, which has degree 4 in the Bass-Serre tree since ρn is an automorphism. Since ρ
multiplies areas by at most 2, we know that for one of the edges incident to v, which we call e1,
vol
(
f |Ne0
) ≤ 6 vol (f |Ne1 )+ vol(f |∂M ).
Continuing in this vein, for r = ⌊k/9⌋, we can pick a path e0, e1, . . . , er such that
vol
(
f |Nej
)
≥ 1
6
(
vol
(
f |Nej−1
)
− kn
)
≥ 22k/3+2−3j ≥ 2k/3+2.
By the inductive assumption, for each 0 ≤ j ≤ r, vol(f |∂Nej ) ≥ (k/3)n−1, so
vol(f |∂M ) ≥ k
9
Cn−1(k/3)n−1 = 3−(n+1)Cn−1kn.
By induction, we get that if k > kmin(n) and vol f = 2
k, then vol(f |∂M ) ≥ Cnkn, where Cn =
3−O(n
2). This completes the proof. 
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5. L∞ cohomology and fillings
Correspondences between isoperimetry and the cohomology theories that turn up in coarse geometric
settings have been noted a number of times in the literature, notably by Block and Weinberger [BlW], Attie,
Block and Weinberger [ABlW], Gersten [Ger96], and Nowak and Sˇpakula [NSˇ]. The main technical theorem
of this section generalizes most of these results, as well as the classical max flow–min cut theorem from
graph theory, using a technique from the theory of algorithms, the duality theorem for linear programming
problems. In effect, a linear programming problem seeks to optimize a linear function subject to a number
of linear constraints. In the dual linear program, the role of the constraints and variables is switched. The
theorem of linear programming duality states that the optimum solution to the original and dual programs is
the same. Our proof proceeds by translating our two conditions into this formal setting and demonstrating
that they generate dual linear programs and are therefore equivalent. For a more detailed discussion of these
ideas, see a textbook on algorithms, such as [CLRS].
Linear programming duality is widely applicable, including in geometry. For an example of a very differ-
ently flavored application to isoperimetric problems, see [KK].
We will use the following form of linear programming duality:
Theorem (Linear programming duality, standard form; 29.10 in [CLRS]). For vectors in Rq for any q, use
≤ to denote coordinate-wise comparison. Let A be an m × n matrix, ~b ∈ Rm, ~c ∈ Rn. Then the maximal
value of ~c · ~x, ~x ∈ Rn, subject to the constraints A~x ≤ ~b and ~x ≥ ~0, is the same as the minimal value of ~b · ~y,
~y ∈ Rm, subject to the constraints AT ~y ≥ ~c and ~y ≥ ~0.
Theorem 5.1 (Isoperimetric duality). Suppose Y is a metric CW complex in which balls intersect a finite
number of cells, and write En(Y ) for the set of n-cells of Y . For F = Q or R, let ω ∈ Cn+1(Y ;Fr) be any
cochain. For each e ∈ En(Y ), fix a (perhaps asymmetric) polyhedral norm Ne on Fr, and let N ′e be the dual
norm on (Fr)∗. Then the following are equivalent:
(1) for all chains σ ∈ Cn+1(Y ; (Fr)∗), 〈ω, σ〉 ≤
∑
e∈En(Y )N
′
e(∂σ(e));
(2) ω = dα for a cochain α ∈ Cn(Y ;Fr) with Ne(〈α, e〉) ≤ 1 for every e ∈ En(Y ).
Note that (1) is an isoperimetric condition: what may be termed the “ω-content” of any chain σ is
bounded by the N -volume of its boundary. On the other hand, (2) says that ω is the coboundary of an
N -bounded cochain.
Proof. Fix a radius R, let ∗ be a basepoint in Y , and let {ei : i ∈ I} be an enumeration of the (n+ 1)-cells
that intersect the open ball BR(∗), and {fj : j ∈ J} be an enumeration of the n-cells which either intersect
BR(∗) or are incident to ei for some i. We denote the coefficient of fj in ∂ei by ∂jei. For each j, we can
write the norm Nfj as
(5.1) Nfj (v1, . . . , vr) = max
{
r∑
k=1
~c(j, ℓ)kvk : ℓ = 1, . . . , Lj
}
for constants Lj and constant vectors ~c(j, ℓ). With these notations in place, condition (2) holds restricted
to BR(∗) if and only if the linear programming problem
(5.2) maximize
∑
i∈I
r∑
k=1
xi,k subject to

for i ∈ I, 1 ≤ k ≤ r, 0 ≤ xi,k ≤ |〈ω, ei〉k| (Ai,k)
for i ∈ I, 1 ≤ k ≤ r, xi,k = sign(〈ω, ei〉k)
∑
j∈J
∂jeiαj,k (Ci,k)
for j ∈ J, 1 ≤ ℓ ≤ Lj ,
r∑
k=1
c(j, ℓ)kαj,k ≤ 1, (Bj,ℓ)
has the maximal possible solution, x =
∑
i∈I‖〈ω, ei〉‖1. Here, the vectors
(αj,1, . . . , αj,r) = 〈α, fj〉
are the values on n-cells of a cochain α which the inequalities (Bj,ℓ) constrain to have Nfj (〈α, fj〉) ≤ 1. The
equations (Ci,k) guarantee that
(sign(〈ω, ei〉1)xi,1, . . . , sign(〈ω, ei〉r)xi,r) = 〈dα, ei〉
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are the values on (n+ 1)-cells of dα, and the equations (Ai,k) guarantee that these are no greater than and
have the same signs as the values of ω. Thus x =
∑
i∈I‖〈ω, ei〉‖1 is a solution if and only if one can find an
appropriate α with dα = ω.
Note that this linear programming problem is not quite in the standard form quoted above. To convert it,
we can replace the equations (Ci,k) with two inequalities (Ci,k) and (Ci,k) with opposite signs, and replace
the variables αj,k with differences (αj,k−αj,k) where both αj,k and αj,k are nonnegative. When we take the
dual of the resulting problem, the mirrored variables become mirrored inequalities and vice versa, and we
can turn them back into equalities and perhaps-negative variables, respectively. Thus by linear programming
duality, x is the solution to (5.2) if and only if it is
(5.3)
the minimal value of
∑
i∈I
r∑
k=1
|〈ω, ei〉k|Ai,k +
∑
j∈J
Lj∑
ℓ=1
Bj,ℓ
subject to

for i ∈ I, 1 ≤ k ≤ r, Ai,k + Ci,k ≥ 1 (xi,k)
for j ∈ J, 1 ≤ k ≤ r,
Lj∑
ℓ=1
c(j, ℓ)kBj,ℓ =
∑
i∈I
sign(〈ω, ei〉k)∂jeiCi,k (αj,k)
for i ∈ I, 1 ≤ k ≤ r, Ai,k ≥ 0
for j ∈ J, 1 ≤ ℓ ≤ Lj , Bj,ℓ ≥ 0.
Set σ ∈ Cn+1(Y ; (Fr)∗) to be
(5.4) σ =
∑
i∈I
(sign(〈ω, ei〉1)Ci,1, . . . , sign(〈ω, ei〉r)Ci,r)ei
in the dual basis to the standard basis. Then the right side of (αj,k) adds up to ∂σ(fj)k. So picking the Bj,ℓ
amounts to adding together nonnegative multiples of the vectors ~c(j, ℓ) for each ℓ, and
∑
ℓBj,ℓ is the sum of
these coefficients, i.e. the dual norm N ′fj (∂σ(fj)). Thus, keeping in mind that Ai,k ≥ 1−Ci,k, we can bound
the quantity M being minimized in (5.3) as
M ≥
∑
i∈I
r∑
k=1
|〈ω, ei〉k|(1− Ci,k) +
∑
j∈J
Lj∑
j=1
Bj,ℓ = x− 〈ω, σ〉+
∑
f
N ′f (∂σ(f)).
If (1) is true, then M ≥ x for every R and choice of σ. On the other hand, if (1) is not true, then for some
R, take a counterexample σ ∈ BR(∗) for which 〈ω, σ〉 >
∑
e∈En(Y )N
′
e(∂σ(e)). We can scale such a σ so that
(5.4) is satisfied with |Ci,k| ≤ 1 for every i and k, and then set Ai,k = 1 − Ci,k and the Bj,ℓ accordingly.
This gives us a vector which satisfies the constraints and results in M < x; thus condition (1) is equivalent
to the dual problem (5.3) satisfying M = x for every R.
In other words, this demonstrates that (2) implies (1), and that (1) implies that for every R there is
an αR which satisfies (2) when restricted to BR(∗). To get an α as desired on all of Y , we take a weak-*
accumulation point of the αR. 
Mutatis mutandis, the same proof shows a version of the theorem with the role of chains and cochains
reversed. Both versions have a number of corollaries obtained through specific choices of norms. The one
which will be most useful to us refers to L∞ cohomology, that is, the cohomology of the complex of cellular
cochains whose values on cells are uniformly bounded. (Note that the somewhat similarly defined singular
theory known as bounded cohomology results in a very different invariant of spaces; see for example [Ger92].)
Corollary 5.2. The following are equivalent for a cochain ω ∈ Cn+1(Y ;Fr):
(1) there is a constant K such that for all chains σ ∈ Cn+1(Y ;F), ‖〈ω, σ〉‖∞ ≤ K vol(∂σ);
(2) ω is an L∞ coboundary.
Proof. The corollary is obtained by applying the theorem separately to each coordinate of ω = (ω1, . . . , ωr),
with Ne(·) = |·| for every e and ℓ = 1, . . . , r. 
The similar theorem for 0-chains proved in [BlW] is a corollary in the following formulation:
Corollary 5.3. The following are equivalent:
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(1) the isoperimetric inequality for subsets of Y (0) is linear;
(2) the chain in C
(∞)
0 (Y ;F) which takes the value 1 on every vertex is an L
∞ boundary.
Notably, [BlW] also prove that this is equivalent to the triviality of the entire zeroth homology group in
this L∞ theory. The Poincare´ dual of this result used in [ABlW] is another corollary of our theorem.
Similarly, if we take r = 1, choose a basepoint ∗ ∈ Y and define Ne(x) = |x/f(d(∗, e))| for some non-
decreasing function f : [0,∞) → [0,∞), we recover an analogous theorem for the groups Hfn introduced
by [NSˇ], generalizing their Theorem 4.2:
Corollary 5.4. The following are equivalent for a chain σ ∈ Cn+1(Y, ∗;F):
(1) there is a constant K such that for all cochains ω ∈ Cn+1(Y ;F), ‖〈ω, σ〉‖∞ ≤ K
∑
e f(d(∗, e))|dω(e)|;
(2) [σ] = 0 ∈ Hfn(Y ;F).
6. Finite approximations of Postnikov towers
Suppose now that X is a delicate space, and once again let Γ = π1X . We would like to show that X is
built out of simpler spaces in an easy-to-analyze way; we will then use this decomposition to complete the
proofs of Theorems B and C. First, note that the homotopy fiber of the inclusion X → BΓ is X˜ and hence
rationally equivalent to
∏r
i=1 S
2ni+1. Next, we see that up to rational homotopy BΓ also has finite skeleta.
Lemma 6.1. Suppose X is a finite complex and X˜ is rationally equivalent to a complex F with finite skeleta.
Then Γ = π1X is of type F∞(Q), i.e. BΓ is rationally equivalent to a complex with finite skeleta.
Proof. Let f : X → BΓ be the canonical map. Since for every n, πn(f) ⊗ Q ∼= πn−1(F ) ⊗ Q is finite-
dimensional, by Theorem 1.10 BΓ is rationally equivalent to a complex with finite skeleta. 
Note thatBΓ need not itself have finite skeleta. Thus for example, if L is a flag triangulation of ΣRP2, then
the Bestvina-Brady group HL is finitely presented and the fundamental group of a Q-aspherical 3-complex,
but not of an aspherical complex with finite skeleta [BB].
When X is a delicate space, for any N , we get a sequence of compact spaces
r∏
i=1
S2ni+1 → X → B,
which maps to a fibration
∏r
i=1K(Q, 2ni + 1) → Xˆ → BΓ via rational N -equivalences. We can pick N
sufficiently large that in a desired range, these maps rationally obey the homotopy exact sequence of a
fibration and the Serre spectral sequence. Moreover, the fibration splits into a tower of rational homotopy
fibrations by products of same-dimensional spheres which is rationally equivalent to a Postnikov tower. In
other words,
Proposition 6.2. If X is a delicate space, then it satisfies conditions (1) and (2) of Theorem B.
More generally, let X be a finite complex such that πn(X) ⊗ Q is finite-dimensional. By adding a few
cells, we can get a finite complex B such that the pair (B,X) is rationally n-connected and πn(B)⊗Q = 0.
By studying such a map, we can get a handle on the distortion of πn(X).
Almost Postnikov pairs and the Euler class. These last very weak conditions are strong enough to
analyze a step of our approximate Postnikov tower. So in the rest of this section, an almost Postnikov pair
will denote a system X
p−→ B of finite complexes where the map p is rationally n-connected and the vector
space Vp := ker(πn(X)→ πn(B))⊗Q is finite-dimensional. Note that by adding cells to B, perhaps infinitely
many, one obtains a map, well-defined up to rational homotopy, whose rational homotopy fiber is K(Vp, n).
In fact, although this definition is much more general, one loses very little for the purposes of this paper by
thinking of all almost Postnikov pairs as K(Qr, n)-fibrations for some r.
We will say that an almost Postnikov pair is normal if in addition the Hurewicz map on Vp is injective in
the universal cover X˜ and the action of π1(X) on Vp is elliptic. This terminology is motivated by the fact
that in this case, the corresponding fibration of universal covers is trivial up to rational homotopy. That is,
it behaves as a product.
We would like to define invariants for almost Postnikov pairs. As a warmup, we define the same invariant
in a more traditional context.
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Definition. Let K(Q, n)r = F → X → B be a fiber bundle with monodromy representation ρ : π1B →
GL(Hn(F ;Q)), with a corresponding Qπ1B-module Mρ. This defines a bundle of groups H(ρ) over B with
fiber Hn(F ;Q). Define a class eu ∈ Hn+1(B;H(ρ)) = Hn+1(B;Mρ) as the obstruction to lifting a singular
(n+ 1)-simplex in B to X , given a lifting of the singular chain complex through dimension n. By analogy,
we refer to this as the Euler class of the bundle, although one could just as well call it its k-invariant.
We need to show that the Euler class is well-defined, that is,
(1) the cochain is a cocycle;
(2) the choice of lifts of n-simplices determines it up to a coboundary.
We can assume fixed lifts for simplices in C∗(B) for ∗ ≤ n− 1, since such a lifting is unique up to homotopy.
Notice then that two ways to lift n-simplices giving representatives c1, c2 of the Euler class give us a cochain
b ∈ Cn(B;Mρ) with δb = c1 − c2. This proves (2).
Now we prove (1). Let f : ∆n+2 → B be a simplex, and choose a lifting of the singular chain complex
through dimension n which takes g : ∆n → B to gˆ, which induces an obstruction cochain c. Finally, let ∆ij
be the n-simplex which does not include vertices vi and vj . To show that eu(∂f) = 0, we lift the n-simplices
containing v0, and then extend by homotopy lifting to a lift f˜ of f . Then the restrictions f˜ |∆i0 differ from
fˆ |∆i0, but the sum of the obstructions on the (n+ 1)-simplices is the same for both.
§VI.5 of [GJ] gives a more abstract homotopy-theoretic treatment of these invariants. In particular, they
show that it is always possible to construct a fiber bundle with the given monodromy representation and
k-invariant, and that conversely, Postnikov towers are determined up to homotopy by their monodromy
representations and k-invariants. Up to rational homotopy, these results restrict to finite complexes: if B
has finite skeleta, then by Theorem 1.10, one can find an X that does as well. In other words, given a base
space and a monodromy representation and Euler class, one can always construct a corresponding almost
Postnikov pair.
Conversely, suppose that X
p−→ B is an almost Postnikov pair. The map p may not be a fibration, but
there is nevertheless an Euler class associated with the rational homotopy type of the fibration which it is
approximating. We would like to come up with a cellular representative of the Euler class in Cn+1(X ;Mρ)
which gives an obstruction to extending lifts through π. So let Zp be the mapping cylinder of p, and
let jn : Cn(Z˜p;Q) → Cn(X˜ ;Q) be a lifting homomorphism with a corresponding chain homotopy un :
Cn(Z˜p;Q)→ Cn+1(Z˜p;Q). Then taking an (n+ 1)-cell c of B˜ to
c+ un(∂c) ∈ Hn+1(Z˜p, X˜;Q) ∼= πn+1(Z˜p, X˜)⊗Q։ Vp
gives us the cellular representative we want. Moreover, if the almost Postnikov pair is normal, so that Vp
injects into Hn(X˜;Q), we can further identify the image of c with jn(∂c) ∈ Hn(X˜ ;Q).
Distortion from the Euler class. Already in the introduction we gave an example in which the Euler
class relates distortion in the total space of an almost Postnikov pair to isoperimetry in the base space. Now
we can translate this example into the language that we will be using. Suppose that instead of a bundle,
our almost Postnikov pair is actually an injective cellular map—we can always guarantee this by taking a
mapping cylinder.
For the concrete case we are interested in, suppose (B,X) is a CW pair with B ≃ T 4 such that the
homotopy fiber of the inclusion is S3 and the Euler class is the fundamental class [T 4]. Then any admissible
map f : S3 → X represents an element of π3(X) which is, by definition, equal to the pairing of the
representative of the Euler class constructed above with a filling of f . Conversely, any boundary in Cn(B)
deforms via a lifting homomorphism to a chain in Cn(X) whose filling differs by a linear amount. In this
formulation, then, the equivalence between the functions FVS
3
Z4,〈eu,·〉(k) and Vδα(k) for 0 6= α ∈ π3(X) is
almost tautological. This equivalence extends to other almost Postnikov pairs with one-dimensional fiber.
Theorem 6.3. Let X
p−→ B be a normal almost Postnikov pair in dimension n with Vp ∼= Q and Euler class
eu 6= 0. Then any element α ∈ Vp has distortion function Vδα(k) ∼C FVS
n
B,|〈eu,·〉|(k). In particular, this is
true if B ∼=Q BΓ for some group Γ.
Proof. In this case, elliptic monodromy means that every element acts by multiplication by 1 or −1, so by
taking a double-cover we can assume that the monodromy is trivial. Suppose that Vδα(k) = M , so that
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there is an admissible f : Sn → X with volume k which represents the class Mα ∈ πn(X). By Lemma 4.3,
we can find a nearby g : Sn → B with [[g]] = 0, and so there are constants C and C′ such that
FVS
n
B,|〈eu,·〉|(Ck) ≥M − C′k.
Conversely, suppose that FVS
n
B,|〈eu,·〉|(k) = M , so that there is a map f : S
n → B with [[f ]] = 0 such that
〈eu,Fill(f)〉 = M . Then by Lemma 2.4, there is a constant p such that one can find a g : Sn → X with
g#([S
n]) = pjnf#([S
n]), where jn is a lifting homomorphism. Therefore, there are constants C and C
′ such
that
Vδα(pCk) ≥M − C′k.
This shows the desired equivalence. 
In other words, the fact that even admissible maps to X and to B do not match up perfectly can in any
case only impose linear differences in the asymptotics of these two functions.
In general, however, in particular for almost Postnikov pairs with nontrivial monodromy, the situation is
rather more nebulous. Here it is still the case that small maps Sn → B˜ with big directed fillings correspond
in a more or less one-to-one fashion with small maps Sn → X˜ which represent big homotopy classes in πn(X˜).
However, because of the twisting, different lifts to the universal cover of the same cell in B correspond to
different elements of πn(X); the homotopy class of a map in X does not depend solely on its filling homology
class in B. This means, for example, that the same sequence of fillings in B may demonstrate the distortion
of many different elements of πn(X), depending on how we lift it to the universal cover. Moreover, if the
homotopy fiber is (Sn)r for some r ≥ 2, then not every map represents a multiple of some given α. These
two complications prevent us from giving a neat characterization like above, and we are left with a statement
which is even more nakedly tautological:
Theorem 6.4. Let X
p−→ B be a normal almost Postnikov pair with p an injective cellular map. Let
j∗ : C≤n(B˜;Q) → C≤n(X˜ ;Q) be a lifting homomorphism, and ωj be the representative of the Euler class
induced by jn. Then there are constants 0 < c ≤ 1, pn(j∗) ≥ 1 such that for every α ∈ Vp,
(6.1)
c
pn
|pnα|vol ≤ min{vol(f) | f : Sn → B˜ admissible and 〈ωj ,Fill(f)〉 = α} ≤ C|α|vol + C.
Proof. The right inequality is true since any map f : Sn → X deforms to an admissible one. Conversely,
for any f : Sn → B we can apply Lemma 2.4 to concoct a map g : Sn → X representing pα with
g#[S
n] = pnjn(f#[S
n]) and vol g ≤ Cn vol f , where pn and Cn depend only on jn. 
This fact seems rather unwieldy to use, but it does allow us to analyze certain examples. It also has the
useful consequence that homological isoperimetric functions give us a bound on how distorted classes may
be, regardless of monodromy.
Corollary 6.5. Given a normal almost Postnikov pair X
p−→ B, for any α ∈ Vp, Vδα(k) . FVnB(k).
This stands in contrast with almost Postnikov pairs which are not normal, in which volume distortion is
always infinite.
In concrete examples, the main principle is as follows: to show a class α ∈ πn(X) to be distorted, one
needs to find a sequence of boundaries in B˜ which lift to multiples of α. The exact lift depends on the exact
representative of the Euler class chosen, but any pair of representatives gives lifts which diverge from each
other linearly. Thus in principle, if α is distorted, then we can use any representative of the Euler class to
demonstrate this.
Examples 6.6. In these examples, we assume n odd, so that K(Q, n) ∼=Q Sn.
(1) Mineyev [Min] shows that hyperbolic groups satisfy linear isoperimetric inequalities for fillings of
boundaries with cycles. In particular, if Γ is hyperbolic, FVnΓ(k) is linear for all n ≥ 1, and hence
so is FVnΓ,|〈e,·〉|(k) for any e ∈ Hn+1(Γ;Q). Therefore, if X is the total space of a fibration (Sn)r →
X → BΓ, then πn(X) is undistorted.
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(2) Conversely, if Γ = Zd for d > n, then the isoperimetric inequality k(n+1)/n is attained by fillings of
round spheres in (n+1)-dimensional coordinate hyperplanes, which correspond to the generators of
Hn+1(Γ). Suppose that X is a bundle over T r with finite monodromy. Given 0 6= ω ∈ Hn+1(Γ),
〈ω, x〉 6= 0 for one of these generators x, so FVnΓ,|〈e,·〉|(k) ∼ k(n+1)/n, and if X has Euler class ω, then
πn(X) is distorted with V Dα(k) ∼ k(n+1)/n.
(3) A somewhat more subtle situation occurs when Γ = Zd and the almost Postnikov pair X → BΓ has
monodromy of infinite order. As a concrete example, we take Γ = Z5 = 〈a, b1, . . . , b4〉 and homotopy
fiber (S3)3. Let aˆ and bˆi be the 4-cells in R5 which are orthogonal to the corresponding generators
of the fundamental group. Suppose that the monodromy representation ρ takes
a 7→ A =
1 0 00 3/5 −4/5
0 4/5 3/5
 and bi 7→ I3.
Then
H∗(Γ;Mρ) ∼= H∗(〈a〉;Z3/ρ(a))⊗H∗(〈bi〉;Z3),
and in particular H4(Γ;Mρ) ∼= Q7, generated by cochains sending each of the five 4-dimensional flats
to any vector, mod the last two coordinates of the image of each bˆi.
If the Euler class of the fibration takes aˆ to a vector ~v, then the situation restricted to a flat
perpendicular to a is the same as in the previous example, so ~v is distorted polynomially, with
Vδ~v(k) ∼ k4/3. Moreover, so is ρ(a)k(~v), for any k, as we can see by taking the relevant parallel flat.
Indeed, so is any rational linear combination of such vectors, that is, any ρ(m)~v for m ∈ QΓ.
On the other hand, suppose the Euler class takes bˆ1 to a vector ~v, and consider the boundaries
of cochains in C3(B;Mρ). Of the 3-cells bounding bˆ1, the ones perpendicular to aˆ can be lifted by
such cochains to any pair of vectors differing by multiplication by A. Since A− I is of rank 2, when
choosing a cellular representative of the Euler class we can choose to lift bˆ1 to any vector as long as
it has the correct first coordinate. If we choose the lift to be (v1, 0, 0), then this vector is distorted
by the argument in the previous example. On the other hand, this does not induce distortion in any
vectors in other directions.
Thus vectors with nonzero second and third coordinate can only be distorted as a result of the
pairing of the Euler class with aˆ, but any flat may cause distortion of vectors of the form (v1, 0, 0).
(4) Now take Γ = ♦n, the nth diamond group defined earlier, and its classifying space Xn, and suppose
that Y is the total space of a rational homotopy fibration (Sn)r → Y → Xn. From the earlier
discussion we see that if the monodromy of this fibration is trivial and the Euler class is nontrivial,
then the volume distortion function of Y will be exp(k1/n). Indeed, we can also demonstrate this for
certain other monodromy representations. As before, we let a, b1, . . . , bn, c1, . . . , cn be the generators
of ♦n. Suppose that the monodromy representation ρ : ♦n → GLr(Q) of our fibration takes
a 7→ 1 and maps the bi and ci via any elliptic representation of Fn2 , and that the Euler class
eu ∈ Hn+1(Xn;Mρ) is nonzero.
Note that Hn+1(Xn;Mρ) ∼= Qr. To see this, fix a lift e˜I of each (n + 1)-cell eI of Xn to X˜n so
that all of these lifts coincide on the edge a2
n
, as illustrated in Figure 3. In this basis, coboundaries
in Cn+1(Xn;Mρ) are those ω which satisfy the vector equation
A(ω) :=
∑
I∈{b,c}n
i=bi or ci
(−1)#{i:i=bi}
n∏
i=1
(ρ(−1i )− 2I)−1〈ω, e˜I〉 = ~0.
The notation indicates that the sum runs over all choices of either bi or ci for each i. In particular,
to simplify the notation in the rest of this example, we can choose a representative ω of eu ∈
Hn+1(Xn;Mρ) which is zero on the lifts of every cell except for eC = e{c,...,c}.
As an upper bound on the distortion function of πn(Y ), we already know that FV
n
♦n(k) ∼
exp(k1/n). To show that this bound is sharp, we construct a sequence of small representatives
of large elements of πn(Y ). Specifically, we pick the embedding ∂τn(k + 1) of S
n ⊂ X˜n described
previously, which has surface area O(kn). Since this has filling τn(k + 1), it lifts to a representative
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in πn(Y )⊗Q ∼=Mρ of
~v(k + 1) :=
∑
j1,...,jn≥0
j1+···+jn≤k
2k−
∑n
ℓ=1 jℓρ(c1)
−j1 · · · ρ(cn)−jn〈ω, e˜C〉.
Now we multiply both sides of this equation by
∏n
i=1(ρ(c
−1
i )−2I) and notice that the transformation
on the right hand side can be thought of as ρ(mn,k) for a certain element mn,k ∈ Zr♦n:
n∏
i=1
(ρ(c−1i )− 2I)~v(k + 1) = ρ(mn,k)〈ω, e˜C〉.
Then there is an inductive formula
mn,k = (c
−1
n − 2)
k∑
j=0
cjnmn−1,k−j .
By cancelling certain terms at each step of this induction, we find that
n∏
i=1
(ρ(c−1i )− 2I)~vn(k + 1) =
[−2k+n +R(ρ(c1), · · · , ρ(cn))] 〈ω, e˜C〉 ∈ πn(Y )⊗Q,
where the remainder term R is a polynomial in the ρ(ci) with O(k
n) terms, all of which have integer
coefficients in O(2n). Indeed, since the argument was on the level of elements of Zr♦n, one can
construct a finitely-presented module M , and hence a finite Y , such that the equality holds even
before rationalizing:
n∏
i=1
(c−1i − 2) · α(k + 1) =
[−2k+n +R(c1, · · · , cn)] · [∂e˜C ] ∈ πn(Y ) ∼=M,
where α(k + 1) ∈ πn(Y ) is the element represented by the equivariant lift of τn(k + 1) induced by
ω. By Corollary 1.7, for any Y with the same rational homotopy type, the same equality holds once
both sides are multiplied by an integer p(Y ).
Thus we can represent the element −2k+n[∂e˜C ] ∈ πn(Y ) via O(3n) copies of the lift of τn(k + 1)
summed with O(2nkn) copies of various inclusions of the fiber, hence with volume O(kn). This
means that [∂e˜C ] is distorted with distortion function exp(
n
√
k). Moreover, so is any other lift of this
cell or linear combination of such lifts; that is, for any m ∈ Z♦n, ρ(m)[∂e˜C ] has the same distortion
function. Moreover, we can use other embeddings of Sn, depending on choices of branches in the
Bass-Serre tree, to obtain other, perhaps distinct distorted vectors. Thus the one-to-one relationship
between homology classes downstairs and homotopy classes upstairs that we see in the case of trivial
monodromy, as exemplified by Theorem 6.3, does not have an equivalent in the general case.
Recognizing non-distortion. We have just demonstrated that for an almost Postnikov pairX
p−→ B, while
the volume distortion of elements of Vp is in some sense determined by the monodromy representation and
the Euler class, this relationship can be complicated and perhaps even impossible to encapsulate. However,
there is a fairly simple criterion that can be used to identify pairs for which all of Vp is volume-undistorted.
Definition ( [Gro91]). Let X be a compact piecewise Riemannian space. A form ω ∈ Ωn(X) is called
d˜(bounded) if its lift ω˜ to the universal cover X˜ is the differential of a bounded form.
Being d˜(bounded) is a Lipschitz homotopy invariant and (in the given setting) exact forms are d˜(bounded).
Indeed, this definition is just another way of saying that the pullback of a form to the universal cover is zero
in L∞ cohomology.
In the following theorem, we put together this as well as a few other equivalent conditions for non-
distortion. In particular, the presence of condition (5) gives a weak converse to Lemma 3.2.
Theorem 6.7. LetX
p−→ B, n ≥ 3, be a normal almost Postnikov pair with elliptic monodromy representation
ρ : Vp → GL(Hn(F ;Q)) and Euler class eu ∈ Hn+1(B;Mρ). Write X˜ and B˜ for the universal covers of X
and B. Then the following are equivalent:
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(1) The subspace Vp ⊆ πn(X)⊗Q is volume-undistorted.
(2) For some (any) representative ω of eu, there is a constant C such that for all spherical boundaries
σ ∈ Bn(B˜), ‖〈ω,Fill(σ)〉‖ ≤ C volσ.
(3) For some (any) representative ω of eu, there is a constant C such that for all boundaries σ ∈ Bn(B˜),
‖〈ω,Fill(σ)〉‖ ≤ C volσ.
(4) The class eu is d˜(bounded), i.e. π∗ eu = 0 ∈ Hn+1(∞) (B˜;Vp).
(5) There is a bounded cellular cocycle w ∈ Cn(∞)(X˜;Vp) so that 〈w, f∗[Sn]〉 = [f ] for any f : Sn → X˜
with [f ] ∈ Vp. Equivalently, if X is given a piecewise Riemannian structure, there is a bounded closed
piecewise smooth Vp ⊗ R-valued form ω ∈ Ωn(X˜) so that
∫
Sn f
∗ω = [f ] for any such f : Sn → X˜.
Proof. The only part which we have not already essentially proved is (4)⇒(5). In proving it, we abuse
notation by using π and p for the maps X˜
π−→ X and X˜ p−→ B˜ which complete the commutative square. We
write Γ for π1B = π1X .
By perhaps taking a mapping cylinder, we assume that X ⊂ B. Let j∗ : C∗(B˜;Q)→ C∗(X˜;Q) be a lifting
homomorphism, and let α be the cellular cocycle representing eu which we previously discussed, which takes
a cell c to the preimage in Vp of the homology class of jn(∂c˜) ∈ Hn(X˜ ;Q) for any lift c˜ of c to B˜. By
assumption, there is a bounded cellular β ∈ Cn(B˜;Vp) such that dβ = π∗α. But from the definition of α we
see that the restriction w = p∗β is a cellular cocycle on X˜ which satisfies the condition of (5).
The technical report [ABl] contains a proof of a de Rham theorem which equates simplicial Lp cohomology
with the cohomology of Lp forms, for p including ∞. They state this theorem for manifolds, but in fact
it works for piecewise smooth forms on any simplicial complex of bounded geometry. If X has a piecewise
Riemannian structure, then there is a compatible cellular, Lipschitz homotopy equivalence with a simplicial
complex, so this theorem carries over to a cellular version. Thus we can also produce a form with the desired
properties in X˜ as a stratified space, or in any homotopy equivalent manifold with boundary.
(5)⇒(1) is Lemma 3.2.
(1)⇒(2) is a special case of Theorem 6.4.
(2)⇒(3) is Lemma 4.5; this is the only place we use the stipulation that n 6= 2.
To get (3)⇒(4), apply Corollary 5.2 to a cellular cochain representing eu. 
Proof of Theorem B. We have already shown that if a finite CW complexX has no distortion in its homotopy
groups, then conditions (1) and (2) of Theorem B are satisfied. In particular, we can find a tower of maps
X = Xm → Xm−1 → · · · → X0
where each Xi is a finite complex which is rationally equivalent up to a large dimension N to X(ni), and
where each step Xk → Xk−1 is a normal almost Postnikov pair. By Theorem 6.7, πnk(Xk) is undistorted
if and only if the Euler class of Xk → Xk−1 is d˜(bounded). Since Xk is rationally equivalent to X up to
dimension k + 1, this is also the case for πnk(X). Thus if X is a delicate space, then the lack of distortion
in its homotopy groups is equivalent to condition (3). 
Proof of Theorem D. Let X
p−→ B be an almost Postnikov pair. Theorem 3.1 and Corollary 3.10 show that
if it is not normal, then Vp has infinite distortion. When it is normal, nondistortion is equivalent to the
condition that π∗ eu = 0 ∈ Hn+1(∞) (B˜;Vp) by Theorem 6.7. Thus in general, nondistortion is equivalent to the
two given conditions. 
Having proven our main theorem, we break for a meditation on what Theorem 6.7 really means. If
F → X → B is an honest fiber bundle with F → X˜ → B˜ homotopically trivial, one can think of condition
(4) as specifying that there is a section σ : B˜ → X˜ with a bounded amount of “twisting” around the fiber
for every n-cell. What is bounded a priori is the number of twists, but this is equivalent to being able to
find a section with a bounded Lipschitz constant, or, say, n-dilation. This in turn induces a trivializing map
X˜ → F × B˜ which is also bounded in all the same senses, that is, the bundle X˜ → B˜ is “coarsely trivial” in
a natural sense. It is tempting to assert that when X has undistorted homotopy groups, its universal cover
must necessarily be coarsely trivial as a rational homotopy fibration, whatever that may mean. However,
outside the important special case of actual fiber bundles, and especially when ρ is outside GL(r,Z), it’s
much harder to make such an assertion precise.
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We now explore how this result applies to specific classes of groups and spaces.
Example 6.8 (Amenable groups). If Γ = π1B is an amenable group, then only the zero class inH
n+1(B;Mρ)
is d˜(bounded), i.e. the pullback map Hn+1(B;Mρ) → Hn+1(∞) (B˜;Qr) is injective. A special case of this fact
was noted in [ABlW]. In general, we can see this as follows. An invariant mean µ on Γ provides a map∫
: C∗(B˜;Qr)→ C∗(B;Mρ), where for any cell e,〈∫
ω, e
〉
=
∫
γ∈Γ
ρ(γ)−1(〈ω, γ · e〉)dµ.
This map commutes with the coboundary operator and thus is a well-defined projection on the level of
homology which inverts the pullback map. Thus in spaces with amenable fundamental group, any nonzero
Euler class induces distortion.
Example 6.9 (Unit tangent bundles of aspherical manifolds). Suppose that Γ is a group such that M = BΓ
is an n-dimensional smooth manifold, and let X be the unit tangent bundle of M . If Γ is amenable, the
Euler characteristic of M , and thus the Euler class of the bundle X →M , is zero by a result of Cheeger and
Gromov [ChGr]. On the other hand, if Γ is non-amenable, the fundamental class of M pulls back to zero in
Hn(∞)(X ;Q), as shown in [ABlW]. Thus in any case, πn(X) is undistorted.
Example 6.10 (Hyperbolic groups). On the other end of the spectrum, suppose Γ is a hyperbolic group.
As discussed before, BΓ satisfies a linear isoperimetric inequality for fillings of n-boundaries with chains for
n ≥ 1, and this means, dually, that Hn+1(∞) (B˜Γ;Qr) = 0 when n + 1 ≥ 2. Thus the L∞ cohomology of B˜Γ
is concentrated in dimensions 0 and 1. In particular, this means that if X is the total space of a fibration
(Sn)r → X → BΓ, then πn(X) is always undistorted. Can we say the same for rational Postnikov towers
with more steps? To answer this question, we need to analyze L∞ cohomology more closely.
It turns out that in dimension 1, the L∞ cohomology is as large as possible, as far as we’re concerned.
Lemma 6.11. For any finite complex B with universal covering map π : B˜ → B and any elliptic monodromy
representation ρ : π1B → GL(Hn((Sn)r;Q)), the pullback map π∗ : H1(X˜ ;Mρ)→ H1(∞)(X˜ ;Q) is injective.
Proof. Suppose ω ∈ C1(BΓ;Mρ) is a representative of a nonzero cohomology class; in other words, there is
a loop γ : [0, 1]→ BΓ such that ~v = 〈ω, γ〉 /∈ im(ρ([γ])− I). Then ρ(γ) is conjugate to a rotation and ~v has
a nonzero projection onto its invariant subspace in Rr. Thus
∑k
i=0 ρ
k(~v) has unbounded length, so if σk is
a lift of kγ to B˜, then 〈π∗ω, σk〉 grows linearly in k but vol(∂σk) = 2. By Corollary 5.2, this means that
0 6= π∗ω ∈ H1(∞)(B˜;Qr). 
To extend this dichotomy to other spaces with the same fundamental group, we can use a Serre spectral
sequence.
Lemma 6.12. Let F → X → B be a rational homotopy fibration of finite complexes with F = ∏i S2ni+1.
Then the L∞ cohomology of the universal cover of this fibration obeys a Serre spectral sequence; that is,
H∗(∞)(X˜ ;Q
r) can be assembled from the E∞ page of a spectral sequence with E
p,q
2 = H
p
(∞)(B˜;H
q(F ;Qr)).
Proof. There is nothing tricky to this argument, and we will merely sketch it.
We can assume that X is built inductively over the skeleta of B as in the proof of Theorem 1.10, with Xk
approximating the total space of a fibration over B(k). This gives a filtration of X and hence of Cn(∞)(X˜;Q).
Following a standard proof such as that of Theorem 5.15 in [Hat5], one shows that the spectral sequence
associated to this filtration satisfies the requirements we have given. 
Now suppose that we have a complex B which is built up to rational homotopy as a fibration F =∏
i S
2ni+1 → B → BΓ. In the case that the base is BΓ for a hyperbolic group Γ, the columns of the E2 page
are zero for p ≥ 2. Thus if X is the total space of a further fibration (Sn)r → X → B, distortion occurs
in πn(X) if and only if the relevant Euler class is represented in the E2 page of the spectral sequence by a
nonzero element of H1(Γ;Hn(F ;Qr)). As will be proved in Theorem 7.1, such distortion is always weakly
infinite, and so if X has a hyperbolic fundamental group, then all subspaces of πn(X) are either undistorted
or weakly infinitely distorted.
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The work of Gersten [Ger96] and Mineyev [Min] shows that hyperbolic groups are completely characterized
by L∞ cohomology: that is, they are exactly those Γ for which Hn(∞)(Γ;V ) = 0 for every n ≥ 2 and every
normed real vector space V ; or, equivalently, for which H2(∞)(Γ; ℓ
∞) = 0. It is therefore tempting to
conjecture that the dichotomy outlined above holds if and only if Γ is hyperbolic. In other words, if Γ
is not hyperbolic, one ought to always be able to hit nonzero elements of Hn(∞)(Γ;Q
r) by pulling back
elements of Hn(Γ;Mρ) for some module Mρ, and thus find distortion in higher homotopy groups which is
not weakly infinite. In fact, the Baumslag-Solitar group BS(1, 2) is a counterexample: it is not hyperbolic,
but has a classifying space of dimension 2, and H2(BS(1, 2);Mρ) = 0 for every finite-dimensional module
Mρ corresponding to an elliptic representation. Thus the above dichotomy also holds for spaces X with
fundamental group BS(1, 2).
Example 6.13 (Bounded cohomology classes). It is well known that bounded cohomology classes of groups
are zero in L∞ cohomology: for example, this is Lemma 10.3 in [Ger92]. Thus bounded Euler classes always
give rise to undistorted homotopy groups. However, the converse is not true: for example, let e = [Mn×S1],
where Mn is any hyperbolic n-manifold. This fundamental class is not bounded, since geodesic simplices
in Hn × R have volume proportional to their height in the R-direction, rather than bounded volume. On
the other hand, given a map f : Sn → Hn × R, we can deform f slightly so that it is an immersion whose
projection to the R factor is Morse. Then both the area of f and the volume of a filling are determined by
integrating hyperbolic areas and volumes over R, and hence one is linear in the other. Thus for any bundle
Sn → X →Mn × S1, πn(X) is undistorted.
7. Infinite and weakly infinite distortion
We now turn to the characterization of infinite distortion promised in Theorem C. As pointed out in
the introduction, given a finite CW complex X , we can define a minimal cellular volume functional on the
homology groups Hn(X˜) of its universal cover. By Lemma 4.5, when n ≥ 3, this extends the minimal
volume functional on πn(X), and so we can consider the possibility that πn(X) is weakly infinitely distorted
in Hn(X˜). Later in the section we will also discuss the extent to which this implies infinite distortion.
The theorem that follows characterizes the extent to which the resulting subspace is weakly infinitely
distorted if X is a delicate space; it plays the role in the proof of Theorem C that Theorem 6.7 played for
Theorem B.
Theorem 7.1. Suppose X
p−→ B is a normal almost Postnikov pair with monodromy representation ρ : Γ :=
π1(B)→ GL(Vp) and Euler class eu ∈ Hn+1(B;Mρ). Assume also that πk(B) ⊗ Q is finitely generated for
k ≤ n, so that we can find a sequence of finite complexes F → B p
′
−→ A which is a rational homotopy fibration
up to dimension n and such that the universal cover A˜ is n-connected. Let Fˆ be a rational homotopy fiber
with finite n-skeleton of p′ ◦ p : X → A. Then the following are equivalent:
(1) There is no weakly infinite volume distortion in Vp ⊆ πn(X)⊗Q as a subset of Hn(X˜ ;Q).
(2) For every γ ∈ Γ, 0 = γ∗ eu ∈ Hn+1(U ;Mρ|〈γ〉)), where U is the total space of γ∗p′.
(2′) 0 = ι∗1 eu ∈ Hn+1
(
(p′)−1
(
A(1)
)
;Mρ◦ι1∗
)
, where ι1 is the inclusion of the 1-skeleton A
(1) →֒ A.
(2′′) In the Serre spectral sequence for L∞ cohomology, the Euler class eu ∈ Hn+1(∞) (B˜;Vp) is represented
by 0 ∈ E1,n2 = H1(∞)(A˜;Hn(F ;Vp)).
(3) Hn(X˜ ;Q) splits as a direct sum of QΓ-modules hn(Vp)⊕ P .
(3′) There is a subspace P ⊂ Hn(Fˆ ;Q) which is invariant under the homological monodromy representa-
tion ρˆ : Γ→ GL(Hn(Fˆ ;Q)) of pˆ, such that P ⊕ hn(Vp) = Hn(Fˆ ;Q).
Example 7.2. Let B = S1 × (S3)3 and X be an S9-bundle over B with Euler class eu = [B] ∈ H10(X ;Q).
Then π9(X) is infinitely distorted, informally because arbitrarily long tubes have the same size boundary.
To see this, consider the product CW structure on B with one cell for each of the spheres, and fix a lift of
the n-skeleton to X . Then the generator of π9(X) is homotopic to a lift of the attaching map of the 10-cell;
in B˜, this attaching map induces the chain (i+1) · a− i · a, where a is the top-dimensional cell of (S3)3 and
i ∈ Z ∼= π1(X). By Lemma 4.5, we can find an admissible map f : S9 → B˜ with f#([S9]) = k·[(S3)3]−[(S3)3]
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and thus volume 2. This map has filling class Fill(f) = k[B] and hence lifts to k times the generator of
π9(X˜).
This space X may also be thought of as a bundle over S1 with fiber (S3)3×S9. In this formulation it has
nontrivial homological monodromy: H9((S
3)3 × S9;Q) = Q2 and the generator 1 ∈ π1(X) acts on it via the
matrix
(
1 0
1 1
)
. Thus as a Q[Z]-module, H9((S3)3×S9;Q) ∼= Q[Z]/([1]− 1)2, which does not decompose as
a direct sum. In other words, condition (3) of the theorem is also not satisfied. This also offers another way
of understanding why the lift of the chain k · [(S3)3]− [(S3)3] gives a nontrivial element of π9(X˜).
Proof. We will repeatedly use the fact that since the almost Postnikov pair X
p−→ B is normal,
Hn(Fˆ ;Q) = Hn(F ;Q)⊕Hn(K(Vp, n);Q).
We first show that (1) implies (2), by demonstrating that volume distortion over S1 is always weakly
infinite when it is present. We do this by constructing a sequence of chains with small boundary whose
pairing with the Euler class grows without bound. One example of such a chain is Fill(f) in Example 7.2:
there, adjacent lifts of the same cell are simply strung together with their boundaries canceling out. In the
presence of nontrivial monodromy, we also try to string together cells in different lifts to form a tube, but
the construction turns out to be much more complicated.
Let U be a finite complex with π1(U) = Z such that U˜ is rationally n-equivalent to a finite complex.
Suppose that V
p−→ U is a normal almost Postnikov pair with monodromy ρ : Z → GL(Vp) and Euler class
0 6= eu ∈ Hn+1(U ;Mρ).
Without loss of generality, by taking a factor, we may assume Mρ ∼= Q[Z]/I with I a primary ideal.
Indeed, since ρ is elliptic, I then must be a prime ideal, and thusMρ is a simple module. Let q(x) =
∑
j qjx
j
be the polynomial generating I.
Since Q[Z] is a PID, the universal coefficient theorem gives a short exact sequence
0→ ExtQ[Z](Hn(U˜ ;Q),Mρ)→ Hn+1(U ;Mρ)→ HomQ[Z](Hn+1(U˜ ;Q),Mρ)→ 0.
By assumption, the Euler class pulls back to 0 ∈ Hn+1(U˜ ;Q), and thus it has a preimage in ExtQ[Z](Hn(U˜ ;Q),Mρ).
Note thatHn(U˜ ;Q) = Zn(U˜ ;Q)/Bn(U˜ ;Q), both of which are free modules; thus one can find bases z1, . . . , zm
for Zn and b1, . . . , bm for Bn such that
Hn(U˜ ;Q) =
m⊕
i=1
Q[Z]zi/Q[Z]bi,
where each of the summands is indecomposable. Then ExtQ[Z](Hn(U˜ ;Q),Mρ) takes the form
ExtQ[Z](Hn(U˜ ;Q),Mρ) =
m⊕
i=1
Hom(Q[Z]bi,Mρ)/Hom(Q[Z]zi,Mρ) ∼=
m⊕
i=1
0 or Mρ/Mi,
whereMi ⊆Mρ is the set of possible images of bi under a homomorphism Q[Z]zi →Mρ. Since Mρ is simple,
each Mi is either 0 or Mρ. If eu 6= 0, then it takes a nonzero value in one of these summands. That is, there
is some i such that bi ∈ Izi ⊂ Q[Z]zi, in particular there is a t such that Q[Z]zi/Q[Z]bi ∼= Q[Z]/It; and there
is a nonzero µ ∈Mρ such that any representative of eu takes any chain c ∈ Cn+1(U˜ ;Q) with ∂c = bi to µ.
Let t be the least positive number such that q([1])tzi is a boundary; we may set bi = q([1])
tzi. Let
z = q([1])t−1zi. Recall that Mρ is r-dimensional. Then z, z · [1], . . . , z · [r − 1] descends to a basis for
Q[Z]z/Q[Z]bi ⊆ Q[Z]zi/Q[Z]bi. Let S be the vector subspace of Zn(U˜ ;Q) generated by
~e1 = z, ~e2 = z · [1], . . . , ~er = z · [r − 1],
and let Aq : S → S act on this basis via the companion matrix of q. Thus mod Q[Z]bi, the action of Aq is the
same as that of multiplication by [1], and Aq is conjugate to ρ([−1]). Define a projection T : S[Z] → Q[Z]
sending ~ej [j
′] 7→ [j + j′].
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Now, let c ∈ Cn+1(U˜ ;Q) be a particular chain with ∂c = bi, and construct a sequence of chains (cs)s∈N ∈
Cn+1(U˜ ;Q) by setting
cs+1 =
s∑
j=0
T (Ajq(~e1)[s− j])c.
For every j, T (Ajq(~e1)[s− j]) ∈ I + [s− 1], and thus 〈eu, cs〉 = sρ([1− s])(µ). On the other hand, ∂cs+1 has
bounded volume. To see this, note that for any s ≥ r, and for some ~uj, ~vj ∈ Qr not depending on s,
∂cs+1 =
s∑
j=0
T (Ajq(~e1)[s− j])bi =
s∑
j=0
deg q∑
ℓ=0
qℓT (A
j
q(~e1)[s− j + ℓ])z
=
s−r∑
j=0
T (q(Aq)A
j
q(~e1)[s− j])z +
r−1∑
j=0
T (Asq(~uj)[j])z +
r−1∑
j=0
T (~vj[s+ j + 1])z
=: E(s+ 1) + F (s+ 1) +G(s+ 1),
where E(s), F (s), and G(s) are all cycles, but not necessarily boundaries, in U˜ .
Now we analyze each of these cycles separately. For each s > r, E(s) = 0 since by definition q(Aq) = 0,
and G(s) has constant volume. Moreover, since Aq is elliptic,
F (s) ∈ 〈T (z · [j])[j′] : 0 ≤ j, j′ < deg q〉
is a vector of bounded norm in a finite-dimensional vector subspace of Zn(U˜ ;Q). Thus for any ω ∈ Cn(U˜ ;Qr)
such that dω is a representative of eu, 〈ω, F (s)〉 is bounded as a function of s, but 〈ω, F (s)+G(s)〉 = 〈eu, cs〉 =
sρ([1− s])(µ). Also, there is a constant K such that every KG(s) is integral.
So (KG(s))s∈N is a sequence of integral n-cycles of bounded volume in U˜ which lift to elements ofHn(V˜ ;Q)
which have norm increasing linearly in s. This sequence is a bounded distance away from the sequence
(KF (s) +KG(s))s∈N whose terms are boundaries and therefore lift to hnι∗πn((Sn)r). Thus ι∗πn((Sn)r) is
weakly infinitely distorted.
(2′) is equivalent to (2) more or less by definition. Similarly, it follows from the definition of the spectral
sequence in Example 6.10 that (2′′) is a restatement of (2′).
(2′)⇒(3). Write ι˜∗1X and ι˜∗1B for pˆ−1(A(1)) and (p′)−1(A(1)) respectively, and Fm for the finitely generated
free group π1(A
(1)). Finally, write ι∗1Vp for Vp seen as a QFm module with the action γ · v = ι1∗γ · v for
γ ∈ Fm. Then it suffices to show that when (2′) holds, the short exact sequence of QFm-modules
0→ ι∗1Vp hn−−→ Hn(ι˜∗1X;Q)→ Hn(ι˜∗1B;Q)→ 0
splits, i.e. that there is a module homomorphism i : Hn(ι˜∗1B;Q) → Hn(ι˜∗1X;Q) such that p∗ ◦ i = id. To
prove (3) from this, we tensor this sequence with QΓ as a QFm module to obtain the sequence
0→ Vp → Hn(X˜;Q)→ Hn(B˜;Q)→ 0,
together with a splitting.
Suppose ι∗1 eu = 0. Perhaps after taking a mapping cylinder so that ι
∗
1X ⊂ ι∗1B, we can choose a lifting
homomorphism j∗ : C≤n(ι˜∗1B;Q) → C≤n(ι˜∗1X;Q), with a corresponding chain homotopy u∗. In particular,
jn takes cycles to cycles. As before,
id+un∂ : Cn+1(ι˜∗1B;Q)→ Hn+1(ι˜∗1B, ι˜∗1X;Q)։ ι∗1Vp
defines a representative v ∈ Cn+1(ι˜∗1B, ι∗1Vp) of the Euler class. We know that v = de for some n-cochain e.
Then the chain map jn−hn◦e : Cn(ι˜∗1B;Q)→ Cn(ι˜∗1X;Q) induces a splitting homomorphism Hn(ι˜∗1B;Q)→
Hn(ι˜∗1X;Q) as desired.
A vector subspace of Hn(X˜;Q) is a QΓ-submodule if and only if it is ρˆ-invariant, and so (3′) is simply a
restatement of (3).
(3′)⇒(1). Suppose (3′) holds, and equip Hn(X˜ ;Q) ∼= Hn(Fˆ ;Q) with the seminorm which sends P to
0 and restricts to a ρ-invariant norm on Vp. Note that ρˆ preserves this seminorm. Similarly to the proof
in [AWP] that higher-order Dehn functions of groups are finite, we will show that when (3′) holds, the
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homology classes of integral cycles of volume k in X˜ have seminorm bounded by some C(k). This is enough
to show (1).
The proof is by induction on k. Clearly there is a C(1), since there’s a finite number of Γ-equivalence
classes of cycles of volume 1. Now suppose we have determined C(i) for 1 ≤ i < k. Given an n-cycle c in X˜
of volume k, assume that it contains a cell from a fundamental domain D. Since the action of Γ preserves the
seminorm, we can do this without loss of generality. Then either c consists entirely of cells within distance
k of D (in the graph defined by adjacency of cells, in the sense of having common (n − 1)-cells in their
boundaries) or it consists of two disjoint cycles. There are a finite number of cycles of the first kind, since
there are a finite number of such cells, and so the seminorm of their homology classes is bounded by some
B(k). Thus we can set C(k) = max{B(k)} ∪ {C(i) + C(k − i) : 0 < i < k}. 
Proof of Theorem C. We have already shown that if a finite CW complex X has no infinite distortion in its
homotopy groups, then conditions (1) and (2) of Theorem C are satisfied. In particular, we can find a tower
of maps
X = Xm → Xm−1 → · · · → X0
where each Xi is a finite complex which is rationally equivalent up to a large dimension N to X(ni), and
where each step Xk → Xk−1 is a normal almost Postnikov pair. By Theorem 7.1, πnk(Xk) does not have
weakly infinite distortion if and only if Hnk(X˜k;Q) splits as a Qπ1X-module into the image of the Hurewicz
map and its complement. Since Xk is rationally equivalent to X up to dimension k+ 1, this is also the case
for πnk(X). Thus if X is a delicate space, then the lack of weakly infinite distortion in its homotopy groups
is equivalent to condition (3) of Theorem C. 
Note, however, that weakly infinite distortion inside the homology group does not imply that πn is actually
infinitely distorted. As an example, it is sufficient to construct a space X whose homological monodromy
behaves as in Example 3.11(3). That is, we want π1X = Z and M := Hn(X˜ ;Q) to be a module which is
isomorphic to Q4 as a vector space, with the fundamental group acting by the matrix Aˆ =
(
A 0
I A
)
, where
A =
(
3/5 −4/5
4/5 3/5
)
. Moreover, we want the homotopy submodule hnπn(X˜)⊗Q to be generated by the last
two basis vectors. Then the argument of Example 3.11(3) will show that πn(X) is weakly infinitely but not
infinitely distorted. Actually, it is enough to find a space X such that Hn(X˜ ;Q) has a copy of M containing
the homotopy submodule as a direct summand.
We build such a space X as follows. Let B be the “mapping torus” (in the sense of Section 3) of
(S3)4 corresponding to the matrix A˜ =
(
A−1 0
0 I
)
acting on the four spheres. Then the monodromy of
H9(B˜;Q) ∼=
∧3
H3(B˜;Q) with respect to the action of π1 is given by A˜∧3; a computation shows that in the
basis given by the Poincare´ duals of the four spheres, A˜∧3 =
(
A 0
0 I
)
. So let X be the total space of a
rational (S9)2-bundle over B which has the monodromy representation ρ : Z → GL(2,Q) which takes the
generator to A, and Euler class
0 6= eu ∈ H10(B;Mρ) ∼= ExtQ[Z](Mρ ⊕Q⊕Q,Mρ) ∼=Mρ.
By the argument in Example 7.2, Hn(X˜ ;Q) ∼=M ⊕Q⊕Q.
On the other hand, suppose that we take an almost Postnikov pair X → B with π1X = π1B = Γ, with
monodromy reprsentation ρ and Euler class eu, such that for some γ ∈ Γ, γ∗ eu is nontrivial when restricted
to a direct summand Q ∼= L ⊆ Mγ∗ρ (a module over Q[Z]) on which the action of γ is trivial. Then it is in
fact possible to find true infinite distortion via the method of Example 7.2.
In the case when ρ is trivial, this is equivalent to condition (2) of Theorem 7.1 and hence is a necessary
condition for finding infinite distortion. We conjecture that this is the case in general.
Conjecture. The condition stated above is equivalent to the presence of infinite distortion in πn(X).
The following theorem shows that this is true in the case π1(X) = Z. In other words, a counterexample
to this conjecture must have infinite distortion which is in some sense “non-local”, that is, it would have
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to rely on the interaction of weakly infinite distortions induced by the homological monodromy of multiple
elements of π1(X). However, because the algebra and geometry of a general fundamental group can make
themselves relevant, this realization still leaves us quite far from a proof of the conjecture.
Theorem 7.3. Suppose V
p−→ U is an almost Postnikov pair such that U is the total space of a rational
homotopy fibration F → U → S1. Let ρ : Z→ GL(Vp) be its elliptic monodromy and eu ∈ Hn+1(U ;Mρ) be
the Euler class. Then the following are equivalent:
(1) There is infinite volume distortion in Vp as a subset of Hn(V˜ ;Q).
(2) There is a finite-sheeted cover ϕ : Uˆ → U such that ϕ∗Mρ has a trivial submodule L ∼= Q for which
the projection of ϕ∗ eu ∈ Hn+1(Uˆ ;ϕ∗Mρ) onto L is nonzero.
Proof. To show that (2)⇒(1), note that Hn+1(Uˆ ;ϕ∗Mρ) has a submodule of the form in Example 7.2.
Therefore, we can construct a sequence of (n+ 1)-chains as in that example.
Now suppose that (2) is not true, and choose a simple direct summand M of Mρ with projection map
pM : Mρ → M and dimension d = dimM . Since any elliptic element of GL(m,Z) is of finite order, the
transformation pM ◦ ρ(1) does not conjugate into GL(m,Z). Let A be the d× d matrix of pM ◦ ρ(1) in some
basis.
To show that M is not infinitely distorted, we will reproduce in greater generality the argument in the
example given above. Let ρˆ : Z → GL(Hn(Fˆ ;Q)) be the homological monodromy of the total fibration
Fˆ → V → S1, and let Mˆ be the smallest direct summand of the module Hn(Fˆ ;Q) which contains M . Then
we can find a basis for Mˆ such that the action of ρ(1) on Mˆ is given in this basis by a matrix which consists
of generalized Jordan blocks of the form
Aˆi =

A 0 · · · 0
I A
. . .
...
...
. . .
. . . 0
0 · · · I A
 ,
each acting on an rid-dimensional submodule Mˆi. In this formulation, we can write M =
∑
i tiMi, where
the ti are fixed constants and the Mi are the modules isomorphic to M generated by the last d coordinates
of each Mˆi. It is enough for our purposes to show that each Mi is only finitely distorted inside Mˆi; the next
two paragraphs make this idea more precise.
Perhaps after taking a mapping cylinder so that V ⊂ U , we can choose a lifting homomorphism j∗ :
C≤n(U˜ ;Q) → C≤n(V˜ ;Q). In particular, jn takes cycles to cycles and induces a surjective homomorphism
J : Zn(U˜ ;Q)→ Mˆ ⊂ Hn(V˜ ;Q). Note also that J takes boundaries into M .
Consider a fundamental domain B ⊂ U˜ large enough that chains contained in B generate Cn(U˜ ;Q) as
a Q[Z]-module. Fix a norm ‖·‖ on M which is invariant under the action of π1U . We want to show that
M ⊆ πn(V ) is not infinitely distorted, i.e. that there is a function L : N→ N such that for every k and every
integral boundary b ∈ Bn(U˜) with vol b ≤ k, ‖J(b)‖ ≤ L(k). In fact, it is enough to show that for each i,
vectors of the form
~u = Aˆt0piJ(z0) + Aˆ
t1piJ(z1) + · · ·+ AˆtkpiJ(zk) ∈Mi ⊆ Mˆi,
where pi : Hn(V˜ ;Q) → Mˆi is a projection map and each zj ∈ Cn(B) is an integral cycle of size at most k,
have norm bounded as a function of k.
This last condition implies that the vectors ~uj = piJ(zj) are of size linear in k in some lattice Λˆ ⊂ Mˆi,
and so this is now purely a linear algebra problem similar, but not identical, to Lemma 3.12. We solve it by
induction on k and the number r of Jordan blocks in Aˆi.
When r = 1, then Aˆi = A preserves the norm, and so ‖~u‖ ≤ Ck2 for some constant C.
When k = 0, then ~u = Aˆt0~u0 and ~u0 ∈Mi is one of a finite number of vectors, and once again Aˆi preserves
the norm of such a vector, so ‖~u‖ ≤ C for some constant C. This completes the base case.
Now fix r ≥ 2 and k ≥ 2, and suppose we have a bound Lr(k′) for every k′ < k. We will show that there
is a bound Lr(k). Note that we can assume that the tj are increasing and t0 = 0, since multiplying by Aˆ
t
i
doesn’t change the length of a vector in Mi. Moreover, since the Mi-coordinates of the ~uj only change ‖~u‖
by a linear amount, we can assume that they are zero.
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Now, let pr−1 : Mˆi → Mˆi be the projection onto the first (r−1)d coordinates. By assumption, pr−1~u = ~0,
and therefore either (1)
∑ℓ
i=0 Aˆ
tj
i ~uj 6= ~0 for every ℓ < k, or (2) we know that ‖u‖ ≤ Lr(k1) + Lr(k2) for
some k1 + k2 = k.
Lemma 7.4. In case (1), for every 1 ≤ ℓ ≤ k, tk ≤ kfr(k), where fr(k) ∼ log k is a function depending on
A and r.
Proof. Given ℓ, let 1 ≤ s ≤ r − 1 be the index of the first d-dimensional block such that the coordinates of
ℓ−1∑
j=0
pr−1Aˆ
tj
i ~uj = −
k∑
j=ℓ
pr−1Aˆ
tj
i ~uj
in that block are nonzero, and let ~v ∈ Qd be the coordinates of this vector in the sth block. Then we can
write
~v =
ℓ−1∑
j=0
s−1∑
a=0
Pa,s(tj)A
tj−a)~uj,a ∩
k∑
j=ℓ
s−1∑
a=0
Pa,s(tj)A
tj−a~uj,a,
where ~uj,a is the projection of ~uj to the ath block and Pa,s is a polynomial of degree s − a. In particular,
‖~uj,a‖ ≤ k and ~uj,a ∈ Λ, the lattice generated by the projections of Λˆ to each block. Applying Lemma A.1
and maximizing over s, we see that for large k,
tk ≤ k
[
f
(|P1,r−1(tk)| · (r − 1)k)+ r − 2]
where f is logarithmic. This forces tk . k log k. 
In case (1), this means that there is a finite number of choices for the vector ~u, and so they are bounded
by some L′r(k). Thus we can set
Lr(k) = max{L′r(k), Lr(k − 1) + Lr(1), Lr(k − 2) + Lr(2), . . .}.
Having shown this for every factor M , we see that (1) does not hold. 
Appendix A. A number-theoretic lemma
The following lemma is crucial for proving that certain kinds of twisting preclude distortion from mon-
odromy from being infinite. Because it is somewhat technical and requires tools which have little to do with
the rest of the paper, we have sequestered it here.
Lemma A.1. Let A be an irreducible n × n matrix over Q which is of infinite order, diagonalizable over
C, and all of whose eigenvalues are on the unit circle, and let Λ ⊂ Qn be a lattice. Then there is a function
f(V ) = a+ b logV , where a and b depend on A and Λ, such that if for some k and ℓ and vectors ~ui ∈ Λ with∑ℓ
i=1‖~ui‖ ≤ V ,
~v1 + ~v2 :=
k∑
i=0
Ai~ui +
ℓ∑
i=k+m
Ai~ui = ~0,
then either m ≤ f(V ) or ~v1 = ~v2 = ~0.
We start with the following observation. Consider the matrix A =
(
3/5 −4/5
4/5 3/5
)
, which represents
multiplication in C by 3+4i5 . Then if P is an integer polynomial, we can think of P (A)~v as the complex
number P
(
3+4i
5
) · (v1 + v2i). Then
A
(
2
−1
)
=
(
2
1
)
;
this is directly related to the fact that this eigenvalue can be expressed as
3 + 4i
5
=
2 + i
2− i ,
47
which is a ratio of relatively prime Gaussian integers. Because the Gaussian integers are a UFD, if P has
only high-degree terms but P
(
2+i
2−i
)
is a Gaussian integer, then coefficients of P must contain large powers
of 2− i, forcing them to be large in absolute value.
The proof which follows generalizes this observation.
Proof. We can find a single vector ~w ∈ Qn such that the lattice generated by ~w,A~w, . . . , An−1 ~w contains
Λ. In other words, every vector λ ∈ Λ can be expressed as Pλ(A)~w for some integer polynomial Pλ of
degree n− 1. Therefore we can reexpress the given sum as (P1(A) + P2(A))~w, where P1 and P2 are integer
polynomials whose nonzero terms pi are in degrees 0 through k + n − 1 and degrees k + m through ℓ,
respectively. Moreover, since A is irreducible and P1(A)+P2(A) does not have full rank, P1(A)+P2(A) = 0,
and therefore, as polynomials, P1(x) +P2(x) = Q(x)χ(x) where χ is the characteristic polynomial of A. We
will show that if m is large enough, then Q must break into two polynomials Q1 and Q2 such that Q1χ = P1
and Q2χ = P2. This then implies that P1(A) = P2(A) = 0.
Note that since A is of infinite order, the roots of χ are not algebraic integers; let r ∈ C be one such root.
Let K be the splitting field of χ and OK its ring of integers. We can express r as the ratio of algebraic
integers; suppose first that we can make these relatively prime, r = p/q. Then we have
P1(p/q) · qk+n−1 = −P2(p/q) · qk+n−1.
Here, the term on the left is evidently an algebraic integer. Because p and q are relatively prime, the right
side demonstrates that this integer must be divisible by pk+m. Therefore, either P1(p/q) = 0 or
|P1(p/q)| · |q|k+n−1 ≥ |p|k+f(V ).
Since |p| = |q|, this would mean that V ≥ |p|m−n+1. So whenever m > n− 1 + logp V , P1 must be divisible
by χ. In other words, we can set
f(V ) = n− 1 + logp V.
Since OK may not have unique factorization, we may not be able to set r = p/q with the p and q relatively
prime. However, the ideal class group ofOK is finite, meaning that every ideal has a power which is principal.
Therefore, if we express r as the ratio of algebraic integers p/q, there is some t such that the ideals (pt) and
(qt) are products of principal primary ideals. This means that we can express rt as the quotient of relatively
prime algebraic integers p′/q′. Then we can repeat the argument above to get
f(V ) = t(n− 1 + logp′ V ),
completing the proof. 
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