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Canalizing structure of genetic network dynamics: modelling and
identification via mixed-integer programming
Eugenio Cinquemani, Riccardo Porreca, John Lygeros and Giancarlo Ferrari-Trecate
Abstract— We discuss the identification of genetic networks
based on a class of boolean gene activation rules known as
hierarchically canalizing functions. We introduce a class of
kinetic models for the concentration of the proteins in the
network built on a family of canalizing functions that has been
shown to capture the vast majority of the known interaction
networks. The simultaneous identification of the structure and
of the parameters of the model from experimental data is ad-
dressed based on a mixed integer parametrization of the model
class. The resulting regression problem is solved numerically
via standard branch-and-bound techniques. The performance
of the method is tested on simulated data generated by a simple
model of Escherichia coli nutrient stress response.
I. INTRODUCTION
Genetic network modelling and identification have been
addressed at different levels of detail, depending on the
available data. Qualitative interaction models have been
considered in [8] in the form of Boolean networks, and
in [14], [15] in the form of Bayesian networks. Such discrete
approaches are well suited for systems observed at equilibria,
but many interactions and the causality of the interactions
may be obscured.
An alternative approach is to use kinetic models based
on ODEs, see e.g. [9]. In principle, a kinetic model can
be fitted to time-course data, yielding a complete view of
the regulation network. However, an overwhelming number
of models need to be parsed. A partial remedy is to turn
the problem into black-box parametric identification, i.e. via
neural networks [22].
A middle ground between discrete and kinetic models
is provided by linearization methods [17], [18], [19]. A
linearized version of a kinetic model is fitted to several
perturbed equilibria of the system. This provides hints on the
presence and the strength of the interactions among genes,
but the assumption that the linearized dynamics are the same
at all equilibria makes these methods somewhat limited. A
stochastic approach that exploits intrinsic gene expression
noise as an inherent perturbation signal has been proposed
in [23].
A promising alternative is hybrid modelling [20], [21], [1].
Full-blown kinetic models are turned into piecewise linear
models by the use of step activation functions. Thus, different
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linear models are fitted to the data over different partitions
of the state space. Unfortunately, the approximation of acti-
vation functions via step functions is too coarse for certain
systems. A stochastic hybrid approach was explored in [24],
where activation functions have been replaced by sigmoidal
switching probabilities for the genetic regulatory events.
The objective of this work is to develop an efficient
approach to genetic network identification via kinetic mod-
elling. In the context of Boolean networks, it was observed
in the literature that most of the known gene activation
rules fall in the class of Hierarchically Canalizing Functions
(HCF) [5], [6], [7]. Our aim is to translate this knowledge
into the context of kinetic modelling and exploit it for the
structural and parametric identification of genetic network
dynamics. Ideas on how to apply HCF in the context of
Boolean networks are discussed e.g. in [11], [12], [13].
Boolean gene activation rules and HCF are reviewed in
Section II. Kinetic modelling of gene activation dynamics is
discussed in Section III. In Section IV we state the genetic
network identification problem in a class of ODE models
with HCF-like structure. A formulation of the identification
problem in terms of mixed-integer optimization is developed
in Section V. Performance is assessed in Section VI by
numerical experiments on a simulated model of nutrients
stress response in bacterium Escherichia coli.
II. BOOLEAN RULES: HIERARCHICALLY
CANALIZING FUNCTIONS
Boolean network modelling [8] describes the activation of
each gene as a boolean function of the expression of the
genes in network. Consider a network with n genes. For
i = 1, . . . n, let Xi ∈ {0, 1} indicate the activation status of
gene i at a fixed time instant; Xi = 1 means that gene i is
expressed, while Xi = 0 means it is not. The activation of
gene i at the next time instant is indicated by X+i and is
modelled by
X+i = bi(X1, . . . ,Xn
)
,
where the function bi : {0, 1}n → {0, 1} is a boolean rule.
Canalizing functions are a subclass of boolean rules whose
output is determined by at least one value of at least one input
variable. That is, there exists a canalizing input Xj such that,
if Xj takes the canalizing value U ∈ {0, 1}, then the function
bi(X1, . . . ,Xn) takes on the canalized value Z ∈ {0, 1}
regardless of the value of the other variables Xk, with
k 6= j. Within this class, Hierarchically Canalizing Functions
(HCFs) with ℓ ≤ n effective inputs are characterized by
the existence of an ordered subset (Xj1 , . . . ,Xjℓ) of the
variables X1, . . . ,Xn with the following property. Input Xj1
is canalizing with canalizing value Uj1 . When Xj1 takes its
non-canalizing value 1−Uj1 (i.e. its Boolean negation), Xj2
is canalizing with canalizing value Uj2 . When both Xj1 and
Xj2 take on their non-canalizing values, Xj3 is canalizing, an
so on. Finally, when Xj1 ,Xj2 , . . . ,Xjℓ−1 take on their non-
canalizing values, the value of the expression is determined
by Xjℓ .
HCFs received much attention since it was observed that
the vast majority of the known regulatory interactions among
genes can be written in terms of HFC-type rules, see [6], [5],
[7]. In particular, two specific subfamilies of HCFs, termed
Sℓ0 and Sℓ1, appear to explain most of the known interactions.
For a given variable Xj , let σ±(Xj) be either Xj or
1−Xj . Then, for some ℓ ≤ n and pairwise different indices
j1, j2, . . . , jℓ from the set {1, . . . , n}, bi(X1, . . . ,Xn) is
equal to
σ±(Xj1) · . . . · σ
±(Xjℓ), (1)
when bi ∈ Sℓ0, and to
σ±(Xj1) · . . . · σ
±(Xjℓ−2) ·
(
1− σ±(Xjℓ−1)σ
±(Xjℓ)
)
, (2)
if bi ∈ Sℓ1 (see [2]). Note that functions in Sℓ0 correspond
to chains of “and” operations, whereas functions in Sℓ1 also
include an “or” (rightmost factor of (2)).
III. KINETIC MODELS OF GENETIC NETWORKS
For t ∈ R and i = 1, . . . , n, let xi(t) ∈ R+ denote the
concentration at time t of the protein encoded by gene i.
Consider the following dynamical model:
x˙i = −γixi + gi(x1, . . . , xn), (3)
where γi ∈ R+ is the unregulated degradation constant.
Function gi : Rn+ → R represents a variable synthesis rate
that encodes the regulatory effects of all proteins in the
network on the expression of gene i. In practice, only a subset
of these proteins act as transcription factors for gene i. In
this case, gi effectively depends on a subset of {x1, . . . , xn}.
Kinetic-type models (see e.g. [9]) express gi(x1, . . . , xn)
as a weighted combination (sums and products) of sigmoidal
functions σ+(xj , θ) or σ−(xj , θ), with j = 1, . . . , n, where
σ+(·, θ) : R+ → [0, 1] is increasing, parameter vector θ
determines the “shape” (e.g. threshold and steepness) of the
sigmoid, and σ− = 1 − σ+. In this case, gi(x1, . . . , xn)
represents the activation level of the expression of the gene.
Example 1: The response of the bacterium Escherichia
coli to changes in the availability of carbon was modelled
in detail in [4]. A starvation (input) signal us : R → R+
indicates abundance (us = 0) or lack (us = 1) of carbon,
and determines the activation or deactivation of the response-
to-starvation mechanism. For the case of carbon abundance
(us = 0), the model is:
x˙1 = κ
1
1 + κ
2
1 − γ1x1, (4)
x˙2 = κ
1
2 + κ
3
2σ
−(x3, θ
1
3)− γ2x2, (5)
x˙3 = κ
1
3σ
−(x3, θ
5
3) + κ
2
3 σ
+(x4, θ
1
4)σ
−(x5, θ
2
5)σ
−(x3, θ
5
3)
− γ3 x3, (6)
x˙4 = κ4(1− σ
+(x4, θ
2
4)σ
−(x5, θ
1
5)) σ
−(x3, θ
4
3)− γ4x4,
(7)
x˙5 = κ5 σ
+(x4, θ
2
4)σ
−(x5, θ
1
5)σ
+(x3, θ
4
3)− γ5 x5, (8)
x˙6 = κ
1
6 + κ
2
6σ
+(x3, θ
3
3)− γ6x6. (9)
Subscripts 1 through 6 stand for proteins Cya, CRP, Fis,
GyrAB, TopA and rrn, in the same order. Each θi is a
vector of parameters for a sigmoid acting on the i-th pro-
tein concentration. Different superscripts indicate possibly
different parameter values. Coefficients κi ∈ R+ quantify
the protein synthesis rate when gene i is expressed. Different
superscripts correspond to alternative activation paths and/or
baseline production rates. A detailed illustration of the full
model can be found in [1].
Note that the algebraic structure of all activation functions in
Example 1 is similar to that of (1)–(2). We shall formalize
this in the next section to include information about the
canalizing structure of gene interaction networks in a kinetic
modelling framework. The only exception is the equation for
x3, which shows the sum of two terms. We will come back
to this equation in Section VI.
IV. PROBLEM STATEMENT
Given a regulatory network with n genes, we address the
problem of identifying a model for the dynamics of the
system in the form (3). We assume that noisy measurements
y1(t), . . . yn(t) of the concentrations x1(t), . . . , xn(t) are
available for t ∈ T , where T = {t1, t2, . . . , tm} is a
sequence of observation instants. We further assume that
noisy measurements s1(t), . . . , sn(t) of the synthesis rates
g1, . . . , gn are available at the same time instants t ∈ T .
It is shown e.g. in [16] that time-course concentration
measurements and the relevant synthesis rates can be drawn
from dedicated experiments under appropriate experimental
conditions. For the observations we shall consider a model
with multiplicative noise,
yi(t) =
(
1 + ei(t)
)
xi(t), (10)
si(t) =
(
1 + ǫi(t)
)
gi(t), (11)
where {ei(t) : t ∈ T , i = 1, . . . , n} and {ǫi(t) : t ∈
T , i = 1, . . . , n} are i.i.d random variables with mean 0
and variance σ2e > 0 and σ2ǫ > 0. This model appears to be
well suited to describe nonnegative observations of protein
concentrations [25].
For i = 1, . . . , n, we wish to solve the following regres-
sion problem:
min J, J =
m∑
h=1
wh
(
si(th)− gi
(
y1(th), . . . , yn(th)
))2
,
(12)
where the weights wh ∈ R+ must be chosen based on the
relative accuracy of the estimates, i.e. on the noise model,
and the minimum is taken with respect to a suitable class
of gene activation functions. In light of the discussion of
Section II, we make the following assumption.
Assumption 1: For i = 1, . . . , n, there exists a nonnega-
tive integer ℓ ≤ n such that
gi(x1, . . . , xn) = κ
1
i + κ
2
i bi(xj1 , . . . , xjℓ),
where κ1i ∈ R+, κ2i ∈ R+, (j1, . . . , jℓ) is an ordered subset
of {1, . . . , n} and bi(xj1 , . . . , xjℓ) takes one of the two forms
ℓ∏
k=1
σ±(xjk , θi,jk),
ℓ−2∏
k=1
σ±(xjk , θi,jk) ·
(
1− σ±(xjℓ−1 , θi,jℓ−1)σ
±(xjℓ , θi,jℓ)
)
.
In turn, each σ±(xj , θj) is either a positive (σ+) or a negative
(σ+) sigmoid with parameters θj .
With this assumption we introduce the HCF structure given
by (1)–(2) into kinetic modelling. With abuse of terminology,
we will still speak about Sℓ0 and Sℓ1 models to mean kinetic
models in one of the two forms above. (For ℓ = 0, we assume
that S00 = S01 = {bi} with bi ≡ 1.) The assumption allows
us to largely reduce the complexity of the identification
problem. This amounts to minimizing J with respect to the
functions bi ∈ Sℓ0∪Sℓ1, with 0 ≤ ℓ ≤ n, and all the unknown
parameters θi,j . Identification may result in a poor matching
of the data in the few outstanding cases where the gene
activation rule is not in Sℓ0 ∪ Sℓ1. This situation will not be
addressed here.
A. Choice of the regression weights
Weights attributed to the error terms in J must reflect the
reliability of the data. In principle, weights should account
for the uncertainty from si and from gi
(
y1(th), . . . , yn(th)
)
.
The noise contribution from y1(th), . . . , yn(th) is reshaped
by the unknown function gi and is difficult to quantify. For
the time being we shall ignore this contribution and discuss
this approximation in light of numerical results in Section VI.
The standard deviation of the ǫi(th) is proportional to gi(th).
For σǫ not too large, the latter will be of the same order as
si(th). Therefore we define the weights as wh ∝ s−2i (th).
B. Model complexity and overfitting
It is well known that matching data based on a class
of arbitrarily complex models may result in overfitting. To
counteract this we modify the cost function by including a
term that penalizes overly complicated models. Several crite-
ria exist and are accompanied by solid theoretical guarantees.
For numerical convenience, we opt for the Final Prediction
Error (FPE) principle [10], which results in the modified
optimization problem
min J ′, J ′ =
{
m+p
m−p
× J, if p < m,
+∞, otherwise,
(13)
where p is the number of the optimization parameters (un-
known parameters of the model). This number depends on
the parametrization of the model class and on the specific
form of the sigmoidal activation functions. Recall that m is
the number of data points.
V. FORMULATION AS A MIXED INTEGER
OPTIMIZATION PROBLEM
Direct solution of the regression requires an exhaustive
exploration of the class of rules Sℓ0∪Sℓ1 and is too costly. To
ameliorate this limitation, we recast the problem in a mixed-
integer optimization framework. This allows one to solve the
problem by well-established branch-and-bound techniques.
While the complexity of the worst-case solution remains
unchanged, existing branch-and-bound heuristics tend to
result in a very effective exploration of Sℓ0∪Sℓ1, ℓ = 0, . . . , n,
with enormous savings in terms of computational cost.
Let α = (α1, . . . , αn), α∗ = (α∗1, . . . , α∗n) and β =
(β1, . . . , βn) be in {0, 1}n. Define g˜i = κ1i + κ2i b˜i with
b˜i =

 n∏
j=1
[
(1− αj) + αj
(
βjσ
+
i,j + (1− βj)σ
−
i,j
)]×
[
1−
n∏
j=1
[
(1−α∗j )+α
∗
j
(
βj(1−σ
+
i,j)+(1−βj)(1−σ
−
i,j)
)]
+γ
]
where σ±i,j stands for σ±(xj , θi,j) and
γ = (1− α∗1) · . . . · (1− α
∗
n).
Proposition 1: The set of rules b˜i such that
αi + α
∗
i ≤ 1, i = 1, . . . , n, (14)
0 ≤ α∗1 + . . . + α
∗
n ≤ 2 (15)
is equal to (S00 ∪ S01) ∪ (S10 ∪ S11) ∪ . . . ∪ (Sn0 ∪ Sn1 ).
Roughly speaking, the first factor of b˜ corresponds to a chain
of “and” operations, whereas the second factor includes an
“or” operation as a special case (compare with Equations (1)–
(2)). If αi = α∗i = 0, xi does not appear in b˜i. If αi =
1, σ±(xi) is an “and” factor of b˜i. Constraint (15) implies
that the rightmost factor is either 1 − σ±(xj) (i.e. σ±(xj)
is negated and the whole expression is a chain of “and”
operations) or 1−(1−σ±(xj))(1−σ±(xk)). The latter case
corresponds to α∗j = α∗k = 1 and encodes an “or” between
(possibly negated) xj and xk. Finally, βi = 0 and βi = 1
correspond to having σ−i (xi) or σ
+
i (xi), i.e. βi = 0 if xi
is negated. The expression of γ makes sure that the second
factor of b˜i does not vanish when α∗1 = . . . = α∗n = 0. This
parametrization is redundant. For example, an “and” factor
σ+(xj) can be equally rewritten as a “degenerate or” factor
1 − σ−(xj). In the first case, αj = 1 and α∗j = 0; in the
latter case, αj = 0 and α∗j = 1. Simulations show that the
parametrization is suitable for the optimization problem of
interest, see Section VI. We may now restate (13) as the
following constrained mixed-integer nonlinear optimization
problem:
min m + p
m− p
×
m∑
h=1
wh
(
si(th)− g˜i
(
y1(th), . . . , yn(th)
))2
subject to (14) and (15).
(16)
Minimization is now expressed with respect to α, α∗, β, κ1i ,
κ2i and the sigmoidal parameters θi,j , with j = 1, . . . , n. The
model complexity p is computed as follows:
p = 2 +
n∑
j=1
(1− (1− α∗j )(1− αj))size(θi,j),
i.e. p counts the number of parameters of the sigmoids
included in the model plus the two parameters κ1i and κ2i . α,
α∗ and β are the integer variables of the problem that will be
handled with branch-and-bound techniques. For fixed values
of α, α∗ and β, optimization with respect to the parameters
θi,j is generally nonconvex. Its complexity depends on the
analytic expression of σ+ and on the number of the unknown
parameters p.
We are especially interested in the case of Hill functions.
Let θ = (η, d), with η ∈ R+ and d ∈ R+, denote the
threshold and cooperativity parameters. Take
σ+(x, θ) =
xd
xd + ηd
, σ−(x, θ) =
ηd
xd + ηd.
(17)
Threshold η is such that σ+(η, θ) = σ−(η, θ) = 1/2,
whereas d determines how abruptly σ+ increases from 0 to 1
(σ− decreases from 1 to 0) as x increases. With this choice,
the problem has 3n binary variables and 2n + 2 continuous
variables, for a total of 5n + 2 unknown parameters. A
simple modification of the problem statement that reduces
the number of binary variables to 2n and the total number
of parameters to 4n + 2 is discussed in [2].
VI. NUMERICAL RESULTS
We considered the problem of identifying the model of
Example 1 from simulated data. The model is endowed with
sigmoidal activation functions in the form (17). Each sigmoid
is parameterized by a pair θki = (ηki , dki ). The parameter
values for this model and the initial conditions were chosen
based on comparison with experimental data [3] and can be
found in [2]. Note that all equations fall in a class Sℓ0 ∪ Sℓ1
with ℓ ≤ 6 except for Eq. (6).
In our experiment we assumed that the cooperativity
coefficients are known and fixed to their value (d = 3).
Since parameters d are not part of the optimization problem,
from now on they will be dropped from our notation. In
particular, we shall write η in place of θ for the unknown
parameters of the sigmoids. We attempt the estimation of
the structure of the system along with the synthesis rates
and the thresholds of the sigmoidal activation functions.
Identification is performed separately for each of the 6
equations of the model and relies on the numerical solution
of (16). The total number of unknown parameters for each
equation is 4n + 2. A basic MATLAB implementation of a
nonlinear branch-and-bound optimization algorithm, solving
appropriate optimization subproblems by continuous relax-
ation of the integer variables [26], is used for this purpose.
Optimization is performed on data from a single simulation
of the model. Measurements of protein concentrations and
synthesis rates were collected every T = 5min over the time
interval [0, 1200]min, i.e. th = (h− 1)T , with h = 1, . . . ,m
and m = 241. They were artificially corrupted by zero-
mean Gaussian noise generated at random in accordance
with the multiplicative noise model. We set σǫ = 0.01. This
corresponds to a noise magnitude effectively concentrated
within 3% of the observed synthesis rate value. For the noise
in the observation of xi we consider two different cases:
1) σe = 0 (i.e. perfect measurements yi = xi);
2) σe = 0.01 (i.e. noise effectively concentrated within
3% of the observed concentration value).
The comparison of the two cases will reveal the effect of
ignoring e in the choice of the regression weights (see
Section IV-A). Optimization was initialized by setting each
threshold value at the mean value of the corresponding
concentration measurements. For each i we initially set κ1i =
min{si(th) : h = 1, . . . ,m} and κ2i = max{si(th) : h =
1, . . . ,m} − min{si(th) : h = 1, . . . ,m}. The integer
variables αj and βj were initially relaxed and set to 0.5 (i.e
the mean of the admissible values), whereas the α∗j were all
set to 0 so as to fulfill constraint (15).
Simulation of the model (4)–(9) reveals that some of the
sigmoidal nonlinearities are not sufficiently explored by the
data. This is due to the fact that the thresholds associated to
several sigmoids of the model are not crossed by the protein
concentrations they act on. As a result only part of the model
can be identified. The identifiable part of the model was
defined by a semi-quantitative analysis (see [2]) and turns
out to be:
g1 = κ
1
1 + κ
2
1, (18)
g2 = κ
1
2 + κ
2
2σ
−(x3, η2,3), (19)
g3 ≃ κ˜
1
3 + κ
2
3σ
+(x4, η3,4)σ
−(x3, η3,3), (20)
g4 ≃ κ
2
4σ
−(x4, η4,4)σ
−(x3, η4,3), (21)
g5 ≃ κ
2
5σ
+(x4, η5,4)σ
+(x3, η5,3), (22)
g6 = κ
1
6 + κ
2
6σ
+(x3, η6,3). (23)
Note that every function (18)–(23) belongs to Sℓ0 ∪ Sℓ1 for
some ℓ ≤ 6.
We noticed that model penalization was made less effec-
tive by the convergence to local minima corresponding to
nonminimal models. To compensate for this, we postpro-
cessed the identification results by the following iterative
procedure. Given the identified model, take one sigmoid of
the model out and refit the parameters of the remaining
sigmoids. Do this iteratively until no sigmoid can be taken
out of the model with an improvement in the fitting cost.
We verified that this procedure provides simpler models at
a lower cost in several cases. This indicates clearly that the
nonconvexity of the problem is an issue and that the iterative
procedure improves optimization effectively.
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Fig. 1. Optimization results. For i = 1, . . . 6, (left to right), each plot reports the matching between the data si (blue solid lines), and its estimates
gˆi(y1, . . . , y6) with noise on the concentration measurements (red dashed lines). Estimates without noise on concentration measurements overlap with red
dashed lines and are not reported.
The interactions identified after postprocessing are
gˆ1 =κˆ
1
1 + κˆ
2
1
gˆ2 =κˆ
1
2 + κˆ
2
2σ
−(x3, ηˆ2,3)
gˆ3 =κˆ
1
3 + κˆ
2
3σ
−(x3, ηˆ3,3)σ
+(x4, ηˆ3,4)
gˆ4 =κˆ
1
4 + κˆ
2
4σ
−(x3, ηˆ4,3)σ
−(x4, ηˆ4,4)
gˆ5 =κˆ
1
5 + κˆ
2
5σ
+(x3, ηˆ5,3)σ
+(x4, ηˆ5,4)σ
−(x6, ηˆ5,6)
gˆ6 =κˆ
1
6 + κˆ
2
6σ
+(x3, ηˆ6,3)
for Case 1 (perfect concentration measurements) and
gˆ1 =κˆ
1
1 + κˆ
2
1
gˆ2 =κˆ
1
2 + κˆ
2
2σ
+(x2, ηˆ2,2)σ
−(x3, ηˆ2,3)
gˆ3 =κˆ
1
3 + κˆ
2
3σ
+(x1, ηˆ3,1)σ
−(x3, ηˆ3,3)×
× σ+(x4, ηˆ3,4)σ
−(x6, ηˆ3,6)
)
gˆ4 =κˆ
1
4 + κˆ
2
4σ
−(x4, ηˆ4,4)σ
−(x5, ηˆ4,5)×
×
(
1− σ−(x2, ηˆ4,2)σ
+(x3, ηˆ4,3)
)
gˆ5 =κˆ
1
5 + κˆ
2
5σ
+(x3, ηˆ5,3)σ
+(x4, ηˆ5,4)
gˆ6 =κˆ
1
6 + κˆ
2
6σ
+(x3, ηˆ6,3)
for Case 2 (noisy concentration measurements). Superscript
“ ˆ ” is used to denote estimates. The estimated values of the
parameters for the two cases are reported in Tables I and II.
Figure 1 shows that the matching between the data and the
estimated model predictions is very accurate in all cases.
In general, the estimation of the interactions and of the
unknown parameters is quite accurate, but the presence of
measurement noise on the concentration values tends to favor
the choice of overly complicated models. We interpret this as
a consequence of having ignored the contribution of ei in the
choice of the regression weights wh. In fact, the regression
problem could be better formulated as the identification of
an errors-in-variables model [10]. The resulting problem is
nonstandard due to the nonlinearity of the model and requires
further investigation. In Case 1, the estimated structure
of the synthesis rates is exact with the exception of gˆ5,
which contains the spurious sigmoid σ−(x6, ηˆ5,6). Table I
shows that the value σ−(x6, ηˆ5,6) is nearly 1 all along the
observed state trajectories. An offset in the estimate kˆ25 can
be observed. This is compensated partly by an offset in the
estimate ηˆ5,4 and partly by the presence of σ−(x6, ηˆ5,6). In
both Case 1 and Case 2, there is an identifiability problem
for the parameters κ11 and κ21. The reason is clear from the
expression of g1. In both cases, what is estimated accurately
is the sum κˆ11+κˆ21 ≃ κ11+κ21. In Case 2, incorrect interactions
are introduced in gˆ3 and gˆ4. For gˆ3, Table II suggests that the
erroneous presence of σ−(x6, ηˆ3,6) ≃ 1 and of σ−(x1, ηˆ3,1)
mitigates the effect of the overestimation of κ23, while the
additional error in the estimation of κ13 is masked by the
noise and by the remaining terms, which are significantly
larger. For gˆ4, an interaction with x5 has been included
although σ−(x5, ηˆ4,5) ≃ 1 throughout the experiment. On
the other hand, values of σ−(x2, ηˆ4,2) close to but less than 1
appear to balance the underestimation of η4,3, which causes
the values of σ+(x3, ηˆ4,3) to be larger than σ+(x3, η4,3).
Note that, where σ−(x2, ηˆ4,2) ≡ 1, the contribution of x2
could be removed and the rightmost factor of gˆ4 would
reduce to σ−(x3, ηˆ4,3), yielding the true structure of g4.
Since the match between the estimated model predictions
and the data is very good, we conclude that the artifacts in
the identification results should be attributed in first place
to the weak identifiability of certain portions of the model,
at least in the given experimental conditions. However, it is
clear that more work is also needed to improve the estimation
of the model complexity and to explicitly account for the role
of the observation noise ei.
VII. CONCLUSIONS AND PERSPECTIVES
We addressed the identification of gene regulatory net-
works in a kinetic modelling framework that accounts for the
HCF structure of the interactions among genes. Numerical
experiments on simulated data showed that our approach is
promising, but several issues still need to be addressed. For
a fixed model structure, the estimation of the parameters
of the sigmoids is a nonconvex problem. At present, the
penalization of the model complexity does not provide satis-
factory results and makes convergence to local minima more
pronounced. Due to the noise in the protein concentration
measurements, error-in-variables model identification would
be more appropriate and may improve the results. Finally,
a theoretical analysis of identifiability and system excitation
for kinetic models with HCF structure is needed.
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