Abstract. This paper, a continuation of [3] , involves a closer study of polynomials of supertropical semirings and their version of tropical geometry in which we introduce the concept of relatively prime polynomials and resultants, with the aid of some topology. Polynomials in one indeterminant are seen to be relatively prime iff they do not have a common tangible root, iff their resultant is tangible. The Frobenius property yields a morphism of supertropical varieties; this leads to a supertropical version of Bézout's theorem. Also, a supertropical variant of factorization is introduced which yields a more comprehensive version of Hilbert's Nullstellensatz than the one given in [3] .
Introduction and review
The supertropical algebra, a cover of the max-plus algebra, explored in [2] , [3] , was designed to provide a more comprehensive algebraic theory underlying tropical geometry. The abstract foundations of supertropical algebra, including polynomials over supertropical semifields, are given in [3] . The corresponding matrix theory is explored in [4] , and this paper is a continuation, exploring the resultant of supertropical polynomials in terms of matrices, and the ensuing applications to the resultant. The tropical resultant has already been studied by Sturmfels [5, 6] , Dickenstein, Feichtner, and Sturmfels [1] , and Tabera [7] , but our purely algebraic approach is quite different, leading to a tropical version of Bézout's Theorem (Theorem 5.1).
Since this paper deals mainly with polynomials and their roots, it could be viewed as a continuation of [3] , although we explicitly state those results that we need. We briefly review the underlying notions. The underlying structure is a semiring with ghosts, which we recall is a triple (R, G, ν), where R is a semiring with zero element ¼ R (often identified in the examples with −∞, as indicated below), and G 0 = G ∪ {¼ R } is a semiring ideal, called the ghost ideal, together with an idempotent semiring homomorphism ν : R −→ G ∪ {¼ R } called the ghost map, i.e., which preserves multiplication as well as addition. We write a ν for ν(a), called the ν-value of a. Two elements a and b in R are said to be ν-matched if they have the same ν-value; we say that a dominates b if a ν ≥ b ν . Two vectors are ν-matched if their corresponding entries are ν-matched. Note 1.1. Throughout this paper, we also assume the key property called supertropicality:
In particular, a + a = a ν , ∀a ∈ R.
A supertropical semiring has the extra structure that G is ordered, and satisfies the property called bipotence: a + b = a whenever a ν > b ν . A supertropical domain is a supertropical semiring for which T (R) = R \ G 0 is a monoid, called the set of tangible elements (denoted as T when R is unambiguous), such that the map ν T : T → G (defined as the restriction from ν to T ) is onto. We write T 0 for T ∪{¼ R }. We also define a supertropical semifield to be a commutative supertropical domain (R, G, ν) for which T is a group; in other words, every tangible element of R is invertible. Thus, G is also a (multiplicative) group. Since any strictly ordered commutative semigroup has an ordered Abelian group of fractions, one can often reduce from the case of a (commutative) supertropical domain to that of a supertropical semifield.
When studying a supertropical domain R, it is convenient to define an inverse functionν : R → T , which is a retract of ν in the sense thatν is 1 T0 on T 0 , and writingâ forν(a), we have (â) ν = a ν for any a ∈ R. (When ν T is 1:1, we takeν to be ν −1 T on G. In general, the functionν need not be uniquely defined if ν T is not 1:1.)
The following natural topology is very useful in dealing with certain delicate issues.
Definition 1.2. For any supertropical domain R = (R, G, ν), we define the ν-topology to have a base of open sets of the form
W α,β = {a ∈ R : α ν < a ν < β ν } and W α,β;T = {a ∈ T : α ν < a ν < β ν }, where α ν , β ν ∈ G 0 .
We call such sets open intervals and tangible open intervals, respectively. We say that R is connected if each open interval cannot be written as the union of two nonempty disjoint intervals. R (n)
is endowed with the product topology induced by the ν-topology on R.
Remark 1.3.
(i) Clearly a ν is in the closure of {a}, since any open interval containing a ν also contains a.
(ii) The ν-topology restricts to a topology on T , whose base is the set of tangible intervals.
(iii) We often will assume that R (and thus T ) is divisibly closed, by passing to the divisible closure { a n : a ∈ R, n ∈ AE}; see [3, Section 3.4] for details.
1.1.
The function semiring. Our main connection from supertropical algebra to geometry comes from supertropical functions, which we view in the following supertropical setting: Definition 1.4. Fun(R (n) , R) denotes the set of functions from R (n) to R. A function f ∈ Fun(R (n) , R) is said to be ghost if f (a 1 , . . . , a n ) ∈ G 0 for every a 1 , . . . , a n ∈ R; a function f ∈ Fun(R (n) , R) is called tangible if
for every nonempty open set J of R (n) with respect to the product topology induced by Definition 1.2. CFun(R (n) , R) consists of the sub-semiring comprised of functions in the semiring Fun(R (n) , R) which are continuous with respect to the ν-topology. Remark 1.5. Fun(R (n) , R) has the ghost map ν given by defining , R). We say that two polynomials are e-equivalent if their images in CFun(R (n) , R) are the same; i.e., if they yield the same function from R (n) to R. Abusing notation, we sometimes write f (λ 1 , . . . , λ n ) for a polynomial f ∈ R[λ 1 , . . . , λ n ], indicating that f involves the variables λ 1 , . . . , λ n .
We say that f j is essential in
We define the set W fj to be the set {a ∈ R (n) : f j (a) dominates (a)}. The case of an essential monomial of a polynomial, defined in [3] , is a special case of this definition. The essential part of a polynomial f is the sum of its essential monomials. Since the essential part of f has the same image in CFun(R (n) , R) as f , we may assume that the polynomials we examine are essential. Note that a polynomial is ghost (as in Definition 1.4) iff its essential part is a sum of ghost monomials. Recall that the point a = (a 1 , . . . , a n ) ∈ R (n) is called a root of a polynomial f (λ 1 , . . . , λ n ) iff f (a) is ghost. For n = 1, we say that a root of f (λ) is ordinary if it is a member of an open interval that does not contain any other roots of f . Likewise, a common root of two polynomials f (λ) and g(λ) is 2-ordinary if it is a member of an open interval that does not contain any other common roots of f and g. (More generally, for n > 1, a root a ∈ R (n) of f is said to be ordinary if a belongs to some open set W a which contains a dense subset W ′ on which f is tangible, but we only consider the case n = 1 in this paper.)
Proof. Otherwise the subset of W on which f j dominates contains a tangible element, and thus contains a tangible open set, contrary to hypothesis. Remark 1.11. We say that a function f is tangible at a ∈ R (n) if a is not a root of f , i.e., if f (a) ∈ T . We denote the set of these point as: 
Recall that the supertropical determinant |A| of a matrix A = (a ij ) is defined to be the permanent, i.e., |A| = σ∈Sn a 1,σ(1) · · · a n,σ(n) ; cf. [4] .
Transformations of supertropical varieties
The root set of f ∈ R[λ 1 , . . . , λ n ] is the set
is called the tangible root set of f . The tangible root set provides a tropical version of affine geometry; analogously, one would define the supertropical version of projective geometry by considering equivalence classes of tangible roots of homogeneous polynomials (where, as usual, two roots are projectively equivalent if one is a scalar multiple 3 of the other). There is the usual way of viewing a polynomial f (λ 1 , . . . , λ n ) of degree t as the homogeneous polynomial λ t n+1 f ( λ1 λn+1 , . . . , λn λn+1 ), and visa versa. Since the algebra is easier to notate in the affine case, we focus on that.
We need to be able to find transformations of supertropical root sets, in order to move them away from "bad" points.
, we define the multiplicative translation
Clearly, when the β i are invertible,
n a n ) : (a 1 , . . . , a n ) ∈ Z tan (f )}. Thus, the roots of f (b,·) are multiplicatively translated by b from those of f .
(ii) Given β ∈ R, define the additive translation
If a ∈ Z tan (f ) where a = (a 1 , . . . , a n ) with a ν k "sufficiently small," then a ∈ Z tan (f (k,β,+) ). Indeed, writing f = f j λ j k where λ k does not appear in f j , and dividing through by the maximal possible power of λ k , we may assume that f 0 is nonzero, and thus dominates any root a = (a 1 , . . . , a n ) whose k-th component has small enough ν-value. Hence f 0 (a 1 , . . . , a k−1 , a k+1 , . . . , a n ) is ghost, and this dominates in f (k,β,+) as well as in f .
2.1.
The partial Frobenius morphism. Another transformation comes from a morphism of supertropical root sets which arises from the Frobenius property, which we recall from [3, Remark 3.22]: There is a semiring endomorphism
given by φ : f → f m . We want to refine this for polynomials.
Lemma 2.3. For any k and m, the k-th m-Frobenius map φ k m is a homomorphism of semirings, which is in fact an automorphism when m ∈ AE and R is a divisibly closed supertropical semifield.
It follows just as in [3, Proposition 3.21] 
and clearly Such a density argument is used in Section 4. There is an alternate method to Zariski density for verifying that identical relations holding for tangible polynomials must hold for arbitrary polynomials. It is not difficult to write down a generic polynomial over a semiring with tangibles and ghosts. Namely, we letR = R[µ 0 , . . . , µ t ] where the µ i are indeterminates over R, and view the polynomial
can be obtained by specializing the µ i accordingly. However, one has to contend with the following difficulty: Although this new semiring with ghostsR satisfies supertropicality, it is not a supertropical semiring, and so identical relations holding in supertropical semirings may well fail inR.
Supertropical polynomials in one indeterminate
This section is a direct continuation of [3] ; we focus on properties of common tangible roots of polynomials in the supertropical setting. Assume throughout this section that F is an AE-divisible supertropical semifield, with ghost ideal G 0 and tangible elements T . We view polynomials in F [λ] as functions, according to their equivalence classes in CFun(F, F ), or equivalently we consider the full polynomials [3, Definition 6.1] which are their natural representatives. Thus,
A polynomial is called monic if its leading coefficient is ½ F or ½ ν F (i.e., 0 or 0 ν in logarithmic notation). We recall the following factorization: Denoting the linear tangible terms as p i = λ + a i and the quadratic terms as
for this factorization of f which is minimal in ghosts. We say that a polynomial g(λ 1 , . . . , λ n ) e-divides f (λ 1 , . . . , λ n ) if, for a suitable polynomial h, the polynomials f and gh are e-equivalent. (A weaker concept is given below, in Definition 6.1).
Remark 3.3.
(1) Any tangible polynomial of degree n has at most n distinct tangible roots.
is a tangible polynomial of degree n, then f e-factors uniquely into n tangible linear factors.
Proposition 3.4. Suppose a polynomial p e-divides f g for g tangible, and p is irreducible nontangible.
Then p e-divides f .
We turn to the question of how to compare polynomials in terms of their roots. The next example comes as a bit of a surprise. (i) Suppose f is a full polynomial, all but one of whose monomials h have a ghost coefficient, and g = h. For example, take f = (λ 2 ) ν + 2λ + 3 ν and g = 2λ. Then f + g is obviously ghost, but g has no tangible roots at all; thus, f and g have no common tangible roots.
(ii) In logarithmic notation, where F = (Ê, max, +), take f = λ(λ ν +1) = (λ 2 ) ν +1λ, and g = 1λ+0 ν . Then
In particular, f (a) is tangible for all a on the tangible open interval (−∞, 1). Also,
In particular, g(a) is tangible for all a on the tangible open interval (−1, ∞). Thus f and g have no common tangible roots, although
for all a ∈ (−1, 1)).
One can complicate this example, say by taking f = (
Nevertheless, these are the "only" kind of counterexamples, in the sense of the Proposition 3.8 below.
3.1. Graphs and roots. In this subsection, we assume that the supertropical semifield F is connected, in order to apply some topological arguments.
, where a = (a 1 , . . . , a n ) ∈ F (n) . Note that either component of Γ f could be tangible or ghost, so in a sense the graph has at most 2 n+1 leaves.
e., we project onto the ghost values. (Note that if
In this paper, we consider a polynomial f ∈ F [λ] in one indeterminate, so its G-graph lies on a plane, and is a sequence of line segments which can change slopes only at the tangible roots of f . We can describe the essential and quasi-essential monomials of f as in [3] : Writing f = α i λ i , and defining the slopes γ i =α a point a) , the G-graph Γ ν f for f must change slope at a. We say that a polynomial is full if each of its monomials is essential or quasi-essential. Definition 3.7. We say that f ∈ F [λ] is α-right (resp. left) half-tangible for α ∈ G if f satisfies the following condition for each a ∈ T :
By definition, if f is α-right half-tangible, all roots of f must have ν-value ≤ α, and thus the tangible G-graph Γ Proof. In order for f + g to be ghost, (f + g)(a) must be ghost for each a ∈ F , which means that either:
Let W f ;T (resp. W g;T ) denote the (open) set of tangible elements satisfying Condition (1) (resp. (2)). We are done unless W f ;T and W g;T are disjoint, since any element of the intersection would be a common tangible root of f and g. Note that f (a) must be ghost for every element a in the closure of W f ;T . (Indeed, if f (a) were tangible there would be some tangible interval U T containing a for which all values of f remain tangible; then, U T ∩ W f ;T = ∅, contrary to definition of W f ;T .) Likewise, g(a) is ghost for every element a in the closure of W g;T .
If W f ;T = ∅, then Z tan (g) = T , and any tangible root of f is automatically a root of g. Hence, we may assume that W f ;T and likewise W g;T are nonempty.
Also, let
Let S f ;T = {a ∈ S T : f (a) is tangible} and S g;T = {a ∈ S : g(a) is tangible}. Since any a ∈ T cannot be a common root of f and g, we must have f (a) or g(a) tangible, thereby implying S f ;T ∪ S g;T = S T . As noted above, S f ;T is disjoint from the closure of W f ;T . Suppose a is a tangible element in the boundary of W f ;T (which by definition is the complement of
ν . As noted above, f (a) must be ghost; if a also lies in the closure of W g;T , then g(a) is also ghost, contrary to the hypothesis that f and g have no common tangible roots. Since T is presumed connected, we must have S f ;T ∩ S g;T = ∅.
Write S f ;T ∩ S g;T as a union of disjoint intervals, one of which we denote as (α, β). For a ′ of ν-value slightly more than β, suppose a ′ ∈ W f ;T . Then the slope of the tangible G-graph Γ ν f ;T of f at a ′ must be at least as large as the slope of Γ ν g;T at a ′ , and this situation continues unless g has some tangible root a ∈ W f ;T , contrary to hypothesis. Thus, g(a)
ν < f (a) ν for each a of ν-value > β, implying f (a) ∈ G 0 for all such a, and thus, by hypothesis, g(a) ∈ T for all a of ν-value > β.
We have also proved that S f ;T ∩ S g;T = (α, β) is connected, and its closure is all of S T since otherwise S T has a tangible point at which the G-graphs, Γ ν f ;T and Γ ν g;T , both change slopes and thus must both have a tangible root. Hence, f and g are both tangible on the interior of S T .
By hypothesis, g is not a monomial, and thus has some tangible root, which must have ν-value < α. The previous argument applied in the other direction (for small ν-values) shows that g(a) is ghost and f (a) is tangible for all a of ν-value < α.
Finally, since f increases faster than g for a ν > β, it follows at once that deg(f ) > deg(g); the last assertion follows by symmetry.
Conversely, if f, g satisfy the conclusion of Proposition 3.8, then clearly f + g are ghost. Thus, a pair of polynomials whose sum is ghost is characterized either as having a common tangible root or else satisfying the conclusion of Proposition 3.8. In particular, two polynomials of the same degree whose sum is ghost must have a common tangible root.
Example 3.9. It is also instructive to consider the following example:
, and g = (λ + 3)(λ + 4)(λ ν + 7)(λ + 10).
We have the following We We also need the following observation to ease our computations.
Lemma 3.13. Suppose the polynomial f + g is ghost, and p, q ∈ R[λ] with p ν = q ν . Then pf + qg is also ghost. Proof. We may assume that f and g are both monic. In view of Remark 3.12, we may also assume that f and g are non-ghost, and have nontrivial constant term.
Proof.
(⇒) Suppose f and g are not relatively prime; i.e.,pf +qg is ghost for some tangible polynomialsp andq, with deg(pf ) = deg(qg) and deg(pf ) = deg(qg). Since deg(f ) = deg(g) = 0, we may cancel out the same power of λ from bothp andq, and thereby assume thatpf andqg each have nontrivial constant term. We proceed as in the proof of Proposition 3.8, but with more specific attention to the tangible G-graphs Γ ν pf ;T and Γ ν qg;T , cf. Definition 3.6. We assume that f and g have no common tangible root. In other words, f (a) ∈ G implies g(a) ∈ T , for any a ∈ T , and likewise g(a) ∈ G implies f (a) ∈ T . Also, we may assume thatp andq have no common tangible root, by Remark 3.12(4).
Let Wp f ;T = {a ∈ T :pf (a) ν >qg(a) ν }, and Wq g;T = {a ∈ T :qg(a) ν >pf (a) ν }. By hypothesis, pf (a ′ ) is ghost for all a ′ ∈ Wp f ;T . But any a ′ ∈ Wp f ;T is contained in a tangible open interval U T for whichp is tangible on U T \ {a ′ }, so by assumption, f (a) ∈ G for all a ∈ U T \ {a ′ }, and thus f (a) ∈ G for all a ∈ U T . For all a ∈ Wp f ;T , it follows that f (a) ∈ G and thus g(a) ∈ T . Likewise, for all b ∈ Wq g;T , we have g(b) ∈ G and f (b) ∈ T .
Note that as we increase the ν-value of a point, the slope of the graph Γ ν f ;T of a polynomial f can only increase; moreover, an increase of slope in the graph indicates the corresponding increase of degree of the dominant monomial at that point. We write domp f (a) (resp. domq g (a)) for the maximal degree of a dominant monomial ofpf (resp.qg) at a ∈ F . Let
Clearly, domp f (a) = domq g (a) for every a in the interior of S T , since the graphs Γ By symmetry, we may assume that f (a sml ) ∈ G for a ν sml small. The objective of our proof is to show that as a ∈ F increases, any change in the slope of Γ ν pf ;T arising from an increase of degree of the essential monomial of f is matched by corresponding roots ofq, and thus deg(q) = deg(f ) (and deg(p) = deg(g)) -a contradiction.
We claim that the graphs Γ ν pf ;T and Γ ν qg;T do not cross at any single tangible point (i.e. without some interval in S T ). Indeed, consider an arbitrary tangible point a ∈ S T at which the graphs of Γ ν . But this yields a common root for f and g unless f switches from ghost to tangible and g switches from tangible to ghost, so a would be a common root of f and g, yielding a contradiction.
This proves that any point a at which the graphs Γ ν pf ;T and Γ ν qg;T meet must lie on the boundary of S T . Continuing along S T , suppose that f has a root b in the interior of S T . Then the slope of Γ ν pf ;T increases by some number matching the increase k of degree in the essential monomial of f at b; this must be matched by an equal increase in slope in Γ ν qg;T . But g cannot have a root here, since f and g have no common tangible roots; hence b is a root ofq of multiplicity k. Thus, all roots of f in the interior of S T are matched by roots ofq.
Next let us consider what happens between two points on subsequent tangible intervals of S T . At any boundary point a ′ of S T , for a of slightly greater ν-value than a ′ , we have a ∈ Wp f ;T ∪ Wq g;T ; say a ∈ Wp f ;T . This means domp f (a ′ ) > domq g (a ′ ). Clearly a ′ is a root ofpf, and furthermore, since g is tangible in Wp f ;T , any increase in domq g (a ′ ) occurs because of changes in the essential monomial ofq, i.e., from roots ofq. Thus, when we enter S T the next time, say at a ′′ , we see that domp f (a ′′ )− domp f (a ′ ) is the number of roots ofq needed to increase the slope ofqg accordingly. But when we are within Wq g;T , there cannot be any tangible roots of f , and thus the essential monomial of f does not change. Continuing until we reach a ′′ , we see that the only increase in degree coming from change of the dominant monomial of f must occur in Wp f ;T ∪ S T and are thus matched by roots fromq.
Looking at the whole picture, we see that both graphs Γ ν pf ;T and Γ ν qg;T have slope 0 for small ν-values of a (since bothpf andqg have nontrivial constant terms). Either they coincide for small ν-values of a, and we start in S T , or else one is above the other. Assume that Γ ν qg;T starts above Γ ν pf ;T . But any increase of slope of Γ ν pf ;T entails the same increase of slope of Γ ν qg;T (since otherwise we would have a crossing at a single tangible point), and thus a corresponding increase in deg(p), since any tangible root of f (before the crossing) would be a common root of f and g, contrary to hypothesis. Then the crossing brings us to S T , and we continue the argument until the last interval in S T , and then when we leave, the analogous argument at the end shows that any increase in the upper graph leads to a corresponding increase in the tangible polynomial (p orq) in the other graph.
Combining these different stages shows that deg(q) ≤ deg(f ), which is what we were trying to prove. (Symmetrically, any contribution to domq g coming from changes in the essential monomial of g happens in Wq g ∪ S T , and thus is matched by roots ofp.) (⇐) Our strategy is to e-factor f and g into e-irreducible polynomials, all of which have degree ≤ 2. Thus, we suppose first that f and g are e-irreducible polynomials of respective degrees m and n (≤ 2) having a common tangible root a, and consider the following cases according to Theorem 3.1:
Case I: Suppose m = n = 1. If f and g are both tangible we are done, since then f = g = λ + a. 
By symmetry, we may assume that α ν f ≥ α ν g . We claim that there are elements x, y ∈ T 0 such that, for p = λ + x andq = λ + y, the polynomial
Indeed, take y =ν max{β (The case for f or g ghost is trivial, by Remark 3.12.)
In general, suppose f and g are not necessarily irreducible, and have the common tangible root a ∈ T . Consider the factorizations of f = i f i and g = j g j into irreducible (linear and quadratic) polynomials. Thus, a is a common tangible root of some f i and g j of respective degrees m i , n j ≤ 2, and, by the first part of the proof,p i f i +q j g j is ghost for suitable tangible polynomialsp i andq j with deg(p i ) < n i and deg(q j ) < m j and deg
Takingp =p iŝ and q =q jr , we havepf +qg ghost. Indeed, sincep i f i +q j g j is ghost, andrs and rŝ have the same ν-value, writep
g u =p i f iŝ r +q j g jr s which is ghost by Lemma 3.13, and the degrees clearly match.
The contrapositive of Theorem 3.14 gives us the following analog of part of Bézout's theorem: 
The resultant of two polynomials
In this section, we consider polynomials in one indeterminate over an arbitrary supertropical semiring R, with an eye towards applying induction and eventually dealing with polynomials in an arbitrary number of indeterminates. Our main task is to determine when two polynomials are relatively prime. This depends on the essential parts of the polynomials. Since we want to use full polynomials in the sense of [3, Definition 7 .10], we assume throughout this section that the polynomials f and g in R[λ], of respective degrees m and n, are quasi-essential, in the sense that every monomial is quasi-essential. In other words, writing f = α i λ i , we may assume that
for each i. The classical method for checking relative primeness of polynomials is via the resultant, which has a natural supertropical version.
where the empty places are filled by ¼ R . Then for any polynomial p = n−1 i=0 γ i λ i , we have
where pf = m+n−1 i=0
(This is seen by inspection, just as in the classical ring-theoretic case, since negatives are not used in the proof ).
Definition 4.2. The resultant matrix ℜ(f, g) is the m + n square matrix
The resultant of f and g is the supertropical determinant |ℜ(f, g)| . When g = β is constant, we formally define |ℜ(f, g)| = β m . (Thus, when both f and g are constant, |ℜ(f, g)| = ½ R .)
For any tangible c, dividing each of the last m rows by c shows
Thus, it is easy to reduce to the case that g is monic, and likewise for f . We often make this assumption without further ado.
We need to compute the precise ν-value of |ℜ(f, g)|. Towards this end, the following remark is useful. 
The direction of our inquiry is indicated by the next observation. We look for the converse: That is, if |ℜ(f, g)| is ghost, then f and g are not relatively prime, and thus have a common tangible root. 
In particular, if 
which is a ghost iff the ν-value of b is at most that of αm−1 αm , the root of f with greatest ν-value. Again, the resultant is a ghost iff f and g have a common tangible root. 
The resultant |ℜ(f, g)| of f and g is given by:
We show that f and g have no common tangible roots iff |ℜ(f, g)| ∈ T , in which case obviously
by symmetry, we may assume the first case, that
For intuition and future reference, we claim that the ν-value of (4.4) equals that of
Indeed, by symmetry we may assume that a ν ≥ c ν . But (4.5) has the same ν-value as
which matches (4.4) except for the extra terms Although the formula for the supertropical determinant is somewhat formidable, and is quite intricate even for quadratic polynomials, it becomes much simpler when the resultant is tangible, so our strategy is to reduce computations of the resultant to the tangible case as quickly as possible.
These examples indicate that the resultant is a ghost iff the polynomials f and g have a common root. The proof of this result involves an inductive argument, which we prepare with some notation. Given a polynomial f = m i=0 α i λ i , we define
Recall from [3, Lemma 7 .28] that when α 1 is tangible, the polynomial f = m i=0 α i λ i can be factored as (λ + α0 α1 )f [1] . 
Proof. We expand the resultant
along the first column, to get
In computing the second supertropical determinant of (4.6) by expanding along the first column, the occurrence of α 0 in the second row must be multiplied by some α j in the first row, whereas, switching the first two rows, we also have α 1 α j−1 , which has greater ν-value than α 0 α j since f is essential. (Strictly speaking, we must also consider the possibility that (α 0 α j ) ν = (α 1 α j−1 ) ν , but in this case α 1 must be ghost, so again the term with α 0 α j is not relevant to the computation of the supertropical determinant.) Thus the occurrence of α 0 in the second row cannot contribute to the second supertropical determinant of Equation (4.6), and we may erase it. Likewise, each occurrence of α 0 does not contribute to the second supertropical determinant of Equation (4.6) .
By the same token, each occurrence of β 0 does not contribute to the first supertropical determinant of Equation (4.6). Thus, (4.6) equals 14 Proof. By definition g [1] = λ + β 1 , and thus |ℜ(f [ℓ] , g [1] )| = f [ℓ] (β 1 ) for each ℓ = 0, . . . , m − 1; cf. Example 4.8 and 4.7. Use Lemma 4.9 recursively to write |ℜ(f, g)| = α 0 |ℜ(f, g [1] )| + β 0 |ℜ(f [1] , g)| [2] , g [1] )| + β 3 0 |ℜ(f [3] , g)| = . . .
In the notation of this paper,
We are ready for a formula for the resultant. It is convenient to start with the tangible case, both because it is more straightforward and also it helps in tackling the general case. 
(iii) Notation as in (ii) and Lemma 4.9, if a
(iv) For any polynomials f, g, and h,
Proof. (i) Noting that g [1] = n j=1 β j λ j−1 and b 1 = β0 β1 ,, we have g = g [1] h where h = λ + b 1 ; in particular β 0 = β 1 b 1 . Likewise, we have f = (λ + a 1 )f [1] . Also Lemma 4.9 yields (4.12) |ℜ(f, g)| = α 0 |ℜ(f, g [1] )| + β 0 |ℜ(f [1] , g)|.
By hypothesis that f is full, we have a
Our strategy is to consider the remaining cases:
• a
in which case we want to show that one of the terms on the right side dominates the other, and equals |ℜ(f, g [1] )||ℜ(f, h)| (and thus also equals |ℜ(f, g)| by bipotence).
• a ν 1 = b ν 1 , in which case we want to show that both of the terms on the right side of Equation (4.12) have ν-value equal to |ℜ(f, g [1] )| ν |ℜ(f, h)| ν , whereby |ℜ(f, g)| is ghost and equal to |ℜ(f, g [1] )||ℜ(f, h)|.
Thus, by bipotence, α 0 = f (b 1 ) = |ℜ(f, h)|, so the first term of the right side of (4.12) is α 0 |ℜ(f, g [1] )| = |ℜ(f, h)||ℜ(f, g [1] )|, which equals the right side of Equation (4.9) by induction. Hence, to prove |ℜ(f, g)| = |ℜ(f, g [1] )||ℜ(f, h)|, we need only show that β 0 |ℜ(f [1] , g)| has ν-value < |ℜ(f, g [1] )||ℜ(f, h)|. (This also proves (iii) for tangible polynomials.) By induction on m, |ℜ(f [1] , g)| = |ℜ(f [1] , g [1] )||ℜ(f [1] , h)|. By Lemma 4.9, β 1 |ℜ(f [1] , g [1] )| has ν-value ≤ |ℜ(f [1] , g)| ν . But
so multiplying together (noting that β 0 = β 1 b 1 ), we see that
as desired. We want to conclude that
, whereas, by induction,
we get (4.13) by multiplying these together. If a
, and thus the second term of the right side of (4.12) is
and we get (4.13) by the same induction argument (applied now to the left side). Finally, if a
, then the same argument shows that the two terms on the right side of Equation (4.12) are both ν-matched to the right side of Equation (4.9), implying that the right side of Equation (4.12) is ghost, and it remains to show that the left side is also ghost. But this is clear since the assumption a ν 1 = b ν 1 implies that a 1 is a common root of f and g. Thus, we have verified (4.13), yielding (i); we also have obtained (iii) for tangible polynomials.
(ii) and (iii) follow, since we can replace the α i and β j by tangible coefficients of the same ν-value.
(iv) follows for the same reason, since once we replace the coefficients of f, g, and h by tangible coefficients of the same ν-value, we may factor them further and apply (i). We turn to full polynomials over a supertropical semifield F (with T = T (F )), recalling their decomposition from [3, Section 7] . Definition 4.14. A full polynomial f = t i=0 α i λ i is semitangibly-full if α t and α 0 are tangible, but α i are ghost for all 0 < i < t; f is left semitangibly-full, (resp. right semitangibly-full) if α 0 is tangible and α i are ghost for all 0 < i ≤ t (resp. α t is tangible and α i are ghost for all 0 ≤ i < t).
4.1.
A second proof of Corollary 4.13 using the generic method. Since Corollary 4.13 encapsulates the basic property of the resultant, let us present a second proof using a different approach of independent interest. We start with a multivariate version of [3, Lemma 7.6 ]. Proof. By symmetry of notation, one may assume k = n. The case n = 1 is just [3, Lemma 7.6] , since the assertion is that f ∈ F [λ 1 ] becomes a constant that is a ghost on an open interval, and thus is a ghost; i.e., a is a root of f which by assumption is ordinary. Thus, we may assume n > 1. Write f = i f i λ Clearly, i,j (a i + b j ) has degree mn. So let us compute the degree of |ℜ(f, g)|. For i ≤ n, the (i, j) term in ℜ(f, g) (when nonzero) has degree m + j − i. For i > n, the (i, j) term in ℜ(f, g) (when nonzero) has degree 0. Thus it follows from the formula for calculating the supertropical determinant that |ℜ(f, g)| has degree mn + j − i = mn. 
Bézout's theorems
One of the major applications of the resultant to geometry is Bézout's theorem. Throughout this section we assume that F is a supertropical semifield. Suppose f, g in F [λ 1 , λ 2 ]. Rewriting the polynomials in terms ofλ = λ 1 /λ 2 and λ = λ 2 , the polynomials f and g can be viewed as polynomials in λ, with coefficients in F [λ]. From this point of view, the resultant |ℜ(f, g)| is a polynomial p(λ). Proof. Assume that the tangible points (x i , y i ) lie on each root set, C f and C g , defined respectively by the roots of f and g, for i = 1, . . . , mn + 1. After a suitable additive translation, cf. Remark 2.1, we may assume that each y i = ¼ F . Then, after a suitable Frobenius morphism (Remark 2.4), we may assume that the Viewing |ℜ(f, g)| in R = F [λ], one sees that for any specializationf andg given byλ → x i /y i ,f and g have the common 2-ordinary root y i , and thus their resultant is ghost. In other words (λ + x i /y i ) e-divides |ℜ(f, g)| for each i = 1, . . . , mn + 1. Hence deg (ℜ(f, g)) > mn + 1. But by definition |ℜ(f, g)| has degree mn -a contradiction.
