Abstract. We show an upper large deviation bound on the scale of the mean for a symmetric random walk in the plane with finite sixth moment. This result complements the study in [vdBBdH01] , where the continuum case of the Wiener Sausage is studied, and in [Phe11] , in which one is restricted to dimension three and higher.
Introduction
The range of the random walk is a topic which has been studied for more than 60 years. For our purpose, a random walk S n = n i=1 X i is defined to be the sum of i.i.d. random variables on Z d , where X i has mean zero for all 1 ≤ i ≤ n. The range R n of random walk is then defined as R n = #{x ∈ Z d : ∃ k ∈ {0, . . . n} with S k = x} .
Previous work, for example [DE51] and [JP71] , examined the mean and the variance of R n . It was proven that the mean of a fairly general random walk is given by
(1.1) with κ d = P(S i = 0 for all i ≥ 1). Estimation of the error terms as well as asymptotics for the variance of R n are also available from the aforementioned references. As proof techniques developed, in [DV79] large deviation results on the scale n d/(d+2) were obtained. Central limit theorems were given in [JO68] and [GR91] . Laws of the iterated logarithm can be found in [BK02] . For a good overview on these classical results, we refer the reader to [Che10] , where more precise statements are presented.
In recent years the understanding of properties of the range of the random walk has been refined. We present a (very incomplete) selection of some of the results. In [BCR09] moderate deviations of the renormalised range R n − E[R n ] were studied. Uchiyama gave in [Uch09] an asymptotic expansion of the expectation of the range of a random walk bridge, which holds uniformly in a large set of possible end points of the bridge. In a sequence of papers [ASS16a] , [ASS16b] and [AS18] , the capacity of the random of the random walk was analyzed, with a focus on precise results in high dimensions. A strong law of large numbers type result for the boundary of the range of the random walk was obtained in [DGK18] for both transient and recurrent random walk. Additionally, the range of a planar random walk conditioned on never hitting the origin was studied in [GPV18] with scaling results for intersections with large sets given.
The study of the range of random walks has a lot of important applications. For instance, it gives us a glimpse into the geometry and approximate fractal dimension of the sample paths. Furthermore, the range R n of random walks can be used to derive an asymptotic expansion for random walk on a lattice with a random distribution of traps, see [dH84] . It can be also used to describe the volume fraction of polymers, see [WR07] . Another attraction to research the range of random walks arise from its interesting connection to the Gaussian Free field. More precisely, the isomorphism constructed by Le Jan in [Jan11] allows us to express certain connectivity properties of the field in terms of the range of the random walk. Hence, our work is not only essential in its own light providing concentration inequalities and allowing the evaluation of exponential function of the range, but also functions as a tool to improve our understanding of other areas of mathematics.
The continuum analogue of range of random walk can be seen as the volume along the trajectory of Brownian motion: Denote a standard Brownian motion in R d by (M t ) t≥0 , and define the Wiener sausage (a > 0) W
where B a (x) is the ball with radium a around point x. In [vdBBdH01] , a large deviation bound was proven
where τ is given by t (d−2)/d for d ≥ 3 and τ = log t for d = 2. The scale of the mean is T τ = t, for d ≥ 3 and T τ = t/ log t, for d = 2. κ a is a constant depending on the thickening a > 0, in particular κ a = 2π when d = 2. Note for d = 2 that κ a is independent of a > 0, whereas for d ≥ 3 it is not. The rate function can be computed explicitly in terms of minimizer of a variational problem. Properties of the rate function are given in the paper as well and we quote some of them in Section 2, Theorem 2.4.
Motivated by [vdBBdH01] , similar results can be deduced for range of random walks. Phetpradap in his the PhD thesis [Phe11] proved an equivalent version to (1.2) by replacing volume(W a t ) with R n in the case of the simple symmetric random walk in d ≥ 3:
where H 1 is the Sobolev space of square integrable functions with first weak derivative. Here κ is the non-return probability of random walk on Z d :
Our work closes the gap and gives a large deviation type bound for the range of a random walk in the case d = 2. In order to prove equivalent result in d = 2, our work is significantly inspired by these two previous works. However, in contrast to the assumptions in [Phe11] , we only require a moment bound on X i . We need additional approximations in comparison to [vdBBdH01] to account for the discreteness of R n . Although this paper is written for the case d = 2, the methods carry over to d ≥ 3 and thus generalize the above given statement from [Phe11] to more general random walks.
Unlike the case d ≥ 3 in [Phe11] , lack of boundedness of R n /T τ leads to difficulties in proof, e.g. controlling the the moment generating function of R n /T τ . We make use of recent results, in particular [Uch11] and [Che10] in the course of tackling this issue.
Upper bounds on the scale of the mean for the equation (1.2) as well as in the discrete case (1.3) have been obtained in [HK01] for d ≥ 3. Not only does the probability decay on a different scale, but also their techniques differ widely from ours. We thus refer the reader to the paper for more details. Work in progress is to generalize our results to the range of a random walk bridge in the spirit of [HW88] and [Ham06] .
We organize our paper as follows: In Section 2, we state our large deviation bound on the range of the planar random walk. In the next section, we give the proof, which is organized across different subsections: We begin with a basic large deviation result building on the Donsker-Varadhan theorem and then, through a series of approximations and compactifications, arrive at the main result. In the appendix (Section 4), we prove various technical lemmas regarding the random walk on the torus. The different approximations, domains and scalings lead to numerous notation, in order to make it much more easier to follow these, we have compiled a list of all the different expression used in Section 5.
Main Result and Setting
Let R n the range of a random walk S n = n i=1 X i , where X i are i.i.d. symmetric random variables on Z 2 with mean 0 and finite 6-th moment, i.e. E|X i | 6 < ∞ for all 1 ≤ i ≤ n, where we denote the distribution of this random walk started at 0 by P 0 . Moreover, we assume that the random walk has the identity as covariance, i.e.
where X i k denotes the i-th coordinate of the increment X k . The extension to general covariances is straight forward but does require extra notation so we chose to omit it.
We introduce two notations to abbreviate the scales which will be used throughout the paper τ = log n, T τ = n/ log n.
We remind the reader that R n is the number of distinct vertices the random walk has visited up to time n. The following bound is our main result:
where
Remark 2.2.
(1) Note that the factor κ in Theorem 1.1 is replaced by a multiple of π, analogous to the behavior of the mean in (1.1). The factor 2π is consequence of Lemma 3.5, whose proof uses the computation by [Uch11] , involving the two dimensional potential kernel of the random walk.
(2) The factor 1/2 in the rate function I arises from the fact that while Brownian motion in R d moves in each direction simultaneously, simple random walk at each time step chooses one dimension out of d to move in. Thus it is slowed down by a factor of d. This accounts for 1/2 in front of the rate function and throughout the paper.
Remark 2.3. The assumption of finite 6-th moment is a technical restriction which we have to impose to get sufficiently good approximation of the random walk transition densities. As the error bounds in the local central limit theorem given by [LL10, Theorem 2.1.1] do not decrease sufficiently in space, one uses moment based bounds to control atypical probabilities, see [LL10, Proposition 2.1.2]. As in the course of the proof we project the random walk onto a finite torus and have to approximate the transition kernel as well as its derivative, summability and decay requirements impose the sixth moment bound. The first two lemmas in the appendix as well as the proof of Proposition 3.3 are examples of that. The slow decay rate of (log n) −1 log P in Theorem 2.1 enforces the sixth moment bound in the proof of Proposition 3.1.
The properties of rate function I κa in (1.2) were precisely researched in [vdBBdH01] . The results are applicable to our rate function I in (2.1) due to the fact that our rate function I agrees with I κa up to a multiplicative constant. We only give the statement and refer the reader for the complete proof to the original paper. 
(2) χ is continuous on (0, ∞) and strictly decreasing on (0, 1).
is strictly decreasing on (0, 1) and
where λ 2 is the smallest Dirichlet eigenvalue of −∆ on a ball of unit volume. (4) u → (1 − u) −1 χ(u) is strictly decreasing in (0, 1) and
satisfying 0 < µ 2 < ∞. (5) For all u ∈ (0, 1), the minimization problem (2.3) has a unique minimizer that is strictly positive, radially symmetric and strictly decreasing in the radial component.
The above two theorems allow for concentration inequalities of the type P (R n ≤ c n ) for sequences c n as well as the evaluation of negative exponential moments as E exp −cn −1 log 2 nR n for large n (see [Szn98, page 213] ).
Proof of Theorem 2.1
The proof of Theorem 2.1 is obtained through a series of approximations. The overall structure follows the approach by [vdBBdH01] and we prove several discrete analogues of their intermediate results. We begin with stating preliminary facts about the random walk on the torus in Section 3.1. The next three sections all deal with the compactified problem, studying the range of a random walk on the torus. We use a coupling with the Brownian motion to apply Donsker-Varadhan theory in Section 3.2. We then show and LDP for an approximation of the orginial random walk in Section 3.3. This is the most difficult part. In Section 3.4 we use Talgrand's inequality to show that the error from the previous approximation is negligible. In the last section we remove the torus restriction and finish the proof of Theorem 2.1.
3.1. Random walk on torus. We fix N > 0 and denote by Λ N = [−N/2, N/2) 2 the continuum torus of length N . Let ∆ τ N = Λ N ∩ T τ −1/2 Z 2 , the rescaled periodic lattice. Define for x ∈ R 2
Suppose that X i are i.i.d random variables on Z 2 with finite sixth moment.
Let P x , E x denote measure and expectation of the planar random walk on Z 2 started at x, given by the sum X i 's. For x ∈ Λ N , we write P . For x, y ∈ Z 2 , let p t (x, y) be the transition kernel of point x to point y at time t associated to P x . For x, y ∈ ∆ τ N , we write p N t (x, y) for the kernel associated to P N x . Moreover, denote (S t ) t≥0 the family of coordinate projections onto the respective space (where we interpret S t = S ⌊t⌋ for t / ∈ N). In particular, the transition probability of random walk on torus is then given by an infinite sum of transition probabilities of random walk on Z 2 , i.e. for x, y
Along the path x → x − , above formula of the transition probability can be extended for
We denote the measure of the Brownian paths on R 2 started at x by P x and P (N ) x for the Brownian motion projected onto Λ N . The Brownian transition kernel from the point x to the point y at time t is given by
Similarly for x, y ∈ Λ N , denote the Brownian transition kernel on Λ N by
and P (N ) x be the associated measure. Note that both p N t (x, y) and p
t (x, y) again depend on N, n. Furthermore, by the local central limit Theorem [LL10, Theorem 2.1.1], one can approximate the transition probability with the Brownian kernel. We obtain for x, y ∈ Z 2 ,
1 Unless stated otherwise, all the asymptotic notation should be understood as n → ∞. We use
Furthermore, if such quantities M, c(n) depend on some parameter, we will indicate this by subscripts, e.g. 3.2. Donsker-Varadhan LDP. In this subsection, we introduce an empirical functional based on the random walk and show a large deviation principle for it. The key will be the so called DonskerVaradhan theory (see [DV75] ).
Denote the rescaled empirical measure L n,ε on M 1 (Λ N × Λ N ), the space of probability measures on
be the entropy function with
Here, h denotes the entropy between two measures and µ i is the i-th marginal of µ for i = 1, 2.
, the empirical functional L n,ε satisfies an LDP with speed τ and good rate function ε −1 I (2) ε/2 (in the weak topology), where I (2) ε was defined in equation (3.5).
Proof. The proof consists of two steps. Firstly, we remind the reader of the exponential equivalence for empirical measures in large deviation theory, and show that L n,ε is exponentially equivalent to an empirical functional L n,ε on the right scale. In the second step, we show that L n,ε satisfies a large deviation principle with good rate function from which the Proposition follows. Recall that the Prohorov metric d P of two probability measures µ, ν on some metric space (E, d) with σ−algebra E is define as
where B ε = {x ∈ E : d(x, B) < ε}. Furthermore, let (M t ) t≥0 be a Brownian motion on Λ N with covariance Id/2. We define the empirical functional L n,ε in the following way
We now want to show that L n,ε and L n,ε are exponentially equivalent, i.e. there exists a common probability space (Ω, A) and a probability measure P on Ω such that the random variable (L n,ε , L n,ε ) have the right marginal law and that for every δ > 0, we have that
gives a coupling P ′ between the Brownian motion and the random walk satisfying
for all r > 0 and some fixed constant c > 0. We have used W (n) t for the rescaled and linearly interpolated random walk, for more details see [LL10, Chapter 3] . Setting r = n 5/24 derives O(n −5/4 ). Choosing P = P ′ now implies the exponential equivalence, as
where we just have shown that P(A) is negligible. Since we have that under P N 0 the identification W (n) t = S tTτ for tT τ ∈ N, we have that if cn −1/24 log(n) 3/4 < δ that
This shows that L n,ε is exponentially equivalent to L n,ε . It remains to show that L n,ε satisfies and LDP with good rate function ε −1 I
ε/2 . By [Bol87, Theorem 1.5], this is indeed the case. Implied by [DZ09, Lemma 6.2.12], the rate function is good in the weak topology, so by [DZ09, Theorem 4.2.13] the result now follows by exponential approximation.
3.3. A LDP for the skeleton walk. In this section, we prove an LDP for the skeleton walk, this will make use of subsection 3.2 as well as some crucial random walk estimates stated in the beginning of this section. Define the skeleton walk
where S is the random walk on ∆ τ N . Furthermore, define P N n,ε , E N n,ε the conditional law/expectation given S n,ε (where S t is distributed under P N 0 ). The aim will be to write the range of the skeleton walk as a functional of the empirical measure introduced in subsection 3.2 and then use the contraction principle. Several approximations will become necessary.
,
.
(3.6)
The key result of this section is the following LDP under the measure conditioned on the skeleton walk:
Tτ R n satisfies the LDP on R + with speed τ and rate function
Proof. The proof is split up into several steps: We rewrite the expectation of the range as a functional of an integral with respect to the empirical measure L n,ε . After establishing certain continuity and approximation properties, we use the LDP for L n,ε together with the contraction principle.
Step 1: Define for 1 ≤ i ≤ τ /ε the set
We begin by cutting holes into our range, to lessen dependence. Let us denote by
and define
Meanwhile, set
Notice that the cutting holes procedure corresponds to removing balls of size Q τ on Λ N . Then it follows for the random walk on ∆ τ N with some constant
as n → ∞.
Step 2: Let us define the stopping time σ = min{n ≥ 0 : S n = 0}. Then, for y, z ∈ Λ N , the bridge kernel is denoted by
We denoted the associated bridge probability measure by
where b Qτ n,ε (y, z) = b n,ε (y, z)1l{y, z / ∈ B Q τ }, where we remind the reader that in general B ρ denotes the centred ball of radius ρ in R 2 .
Step 3: We begin with an important Proposition.
We defer the proof of this proposition to the end of the section, as it is lengthy and might distract the reader from the overall structure of the proof. Introduce now two new functions, first Φ n,η,ρ :
And, secondly,
with φ ρ ε (y, z) = φ ε (y, z)1l{y, z / ∈ B ρ }. For a sequence δ τ > 0 with lim τ →∞ δ τ = 0, we have by the previous discussion and (3.9)
10)
The next lemma summarizes continuity properties of the above defined functions.
Lemma 3.4. There exist absolute constants C i such that
tv for all η and here · tv denotes the total variation norm.
Proof. Insert the definition of φ ε (·, ·) and (3.6), note that
, where the last inequality followed by exchanging the order of integration. We can estimate both parts in same way, it suffices to bound
As N is fixed, p (N ) ε/2 (y, z) and p (N ) (ε−s)/2 (y, x) can be bounded from above and below by non-zero constants, in particular uniformly in z, y, x. Thus, it remains to verify
which follows easily after a change of variables. Therefore, we get
(a) Keeping above bound in mind, we have
where we used the part (b) from Proposition 3.3.
(b) Similarly it holds
≤Cη|Λ N |o ρ (1) .
(d) Employ (3.11) directly to obtain
(e) In same way, we get
Step 4:
with approximation error given in (3.7) and then combine (3.10), Proposition 3.3 with the previous lemma to get
Therefore, we arrive at
Note lim τ →∞ δ τ = 0. By letting τ → ∞, ρ to zero, this implies for all ε > 0
Using the contraction principle and Proposition 3.1, we conclude the proof of Proposition 3.2.
3.3.1. Proof of Proposition 3.3.
Proof. (a) Note by (3.8) that b n,ε (a, b) = P N a,b (σ ≤ εT τ ), where σ = min{n : S n = 0}. We first remove the bridge and the torus restriction. By properties of transition kernel given by Lemma 4.2, we have for a, b ∈ Λ N and 0 < Q τ < N/4,
Now let σ r be the hitting time of boundary of the centred ball with radius r > 0 in R 2 , i.e. σ r = min{n ≥ 0 : S n ∈ B N/r }. We decompose the right-hand side of above equation into
and it holds particularly
where we define
Indeed, the random walk must cross ∂B N/4 and then ∂B N/2 on its way towards the origin, when it hits B N/2 firstly. In particular, by the Donsker invariance principle, we have
where we were allowed to exchange the limit and supremum due to the fact that the right hand side of the equation is constant in x. And thus, we have c 3 < 1. Then, (3.12) has been reduced to
On the event σ < σ N/2 , the random walk on ∆ τ N behaves like a random walk on Z 2 , and thus we can bound
Note that we needed to undo the scaling of the factor T τ 1/2 when we changed from ∆ τ N to Z 2 . Putting the previous steps together
We decompose now
where ω is the first entrance time into the complement of the centred ball with radius RT 1/2 τ . Now, by [LL10, Proposition 6.4.3], we have that
Furthermore, by [LL10, Equation 2.6] we have that
Setting R = |a| + Q −1/4 τ and using log(1 + x) ≤ x allow us to bound
1/2 log T τ + log Q τ τ →∞ −→ 0 .
(b) Let 0 < δ < ε/2 and for a, b ∈ Λ N , we define
We claim that lim
Notice that
and repeat the argument by part (a) to obtain
with some constant c 4 > 0. Therefore, in order to prove (3.14) it suffices to show
where y ∈ ∂B ρ . However, as it was shown in [Uch11, Theorem 1.6] that
Therefore, it suffices to show
We expand b n,ε (·, ·, ·) by inserting the definition of in (3.13)
We rewrite this as
To handle the scaling limit, we introduce another lemma .6] we obtain
where the summation takes place in a way that we choose an arbitrary ordering {z 1 , . . . , z M }, whose z i with |z i | ≤ √ log T τ /N . Then sum runs over all z i 1 , . . . , z i k with 1 ≤ i 1 < . .
Recall the fact that the random walk under P 0 lives on Z d and the z i 's are all distinct. Note that by [Uch11, Theorem 1.6] the terms with k = 1 converge to the desired scaling limit as by the subsequent argument for the error terms by equation (3.18), we are allowed to exchange summation and limits. It remains to show that the events for k ≥ 2 are negligible as n → ∞. Set N = 1 for ease of notation (also note the monotonicity in N ). By path-counting, we obtain the bound
where N z 0 = a and the multiplicities arise since the second sum is over all z ∈ (Z 2 ) k . Indeed, we have that
where N z f (0) = a + and S k is the permutation group of size k. The factorial term represents the multiplicities and thus the bound follows. As all the error terms given in [Uch11, Theorem 1.6 ] are decreasing in x, there exists C such that for all x ∈ Z 2 , n ∈ N large enough
(3.18)
Now it would suffice to prove that there exists C > 0 such that for all t > 0 and for all x, z ∈ Z 2 we have that
Indeed, this would get rid of the sum in (3.17) and we would be able to apply the dominated convergence theorem by choosing log T τ larger than some fixed C. By the Chapman Kolmogorov equations, we can reduce this statement to showing that uniformly in y, we have that Using equation (4.3) and by dominated convergence, we have that
As Λ N is a compact set, the above limit is uniform in a, b / ∈ B ρ . We finish the proof by noting that by the previous discussion 3.4. Approximation by skeleton. In this section, we show that that the range of the random walk is exponentially equivalent to the range of τ /ε independent random walk bridges of length εT τ whose end points are given by the skeleton walk S n,ε . We want to prove the following proposition establishing exponential equivalence: Proposition 3.6. For all δ > 0, we have that
Proof. We remind the reader that for 1 ≤ i ≤ τ /ε the set W i had been defined as
Also, given K > 0, let
Define the corresponding ranges as
Since 0 ≤ R n − R K n,ε ≤ R K n,ε , we have that
Thus it suffices to prove lim ε↓0 lim sup
Employing Markov's inequality we derive
which refer to the study of the (3.21).
(1) Proof of equation (3.21). Apply the exponential Chebyshev inequality with t = τ /2ε, combine the definition of partition property of the set W i and the Cauchy-Schwarz inequality to get
where we compress the notation
In particular, by the Donsker Invariance principle (or by the boundedness of Λ N ) we have
Recall the definition of W 1 = {S j : 0 ≤ j ≤ εT τ }, it follows
Furthermore, from [Che10, Theorem 6.3.1], we know that for every θ > 0
Substituting n = εT τ and using sup n≥1 log(ε log n) log n < ∞, the equation (3.22) is verified. Finally we obtain lim ε↓0 lim sup
and thus the desired result follows by taking K sufficiently large. (2) Proof of equation (3.20). Similar to [vdBBdH01] and [Phe11] , it follows from an application of Talagrand's inequality: Let P(S) denote the power-set of a given set S and define
the space of all subsets of ∆ τ N endowed with the metric d :
Furthermore, let us define the product space
on which the W i distributed under P N n,ε induce a product measure that we shall denote by the same letter. For C = {C i } ∈ Ω, define
2 }, and then define A = {C ∈ Ω : M (C) ≤ m} .
Note that there exists ξ > 0 such that for large enough n it holds 0 < ξ < P 
and W ′ i an i.i.d copy of W i . Combine (3.24) and exponential Chebyshev's inequality, we get P
By symmetry, repeat the argument of (3.24) and (3.25) forÂ = {C ∈ Ω : M (C) ≤ m}, we obtain that
(3.26)
We can bound 1
Tτ #∆ τ N ≤ N 2 , together with (3.25) and (3.27) it yields
Using the Markov's inequality and taking the expectation with respect to P N 0 , we arrive at
Then the proof of (3.20) has been reduced to show that for 0 < δ < 1
We use the fact that the definition of R K n,ε enforces constraints on the range of S n,ε and the inequality cosh(λx) ≤ 1 + λ 2 exp(d) for 0 < c ≤ 1 and x > 0 to bound for λ = cτ /ε
where we bound the range of a random walk bridge on ∆ τ N by the range of one on Z d . By Lemma 4.3, there is a constant C K such that the above expression is bounded by 1 + c 2 C K for with 0 < c ≤ 1. This gives us the bound of the right-hand-side of (3.25)
Since C K ≥ 1, for δ small enough, we arrive at finally
Since we have shown both (3.20) and (3.21), the proof Proposition 3.6, establishing exponential equivalence, is completed.
3.5. An LDP of range on Λ N . We show that the range of random walk wrapped around ∆ τ N satisfies a LDP:
, the random variable 1 Tτ R n satisfies a LDP on R + with rate τ and with rate function 
Proof. We refer the readers for more details to [vdBBdH01, Section 2.5] since we followed most of their construction in this part. Employing Proposition 3.2, Proposition 3.6 and Varadhan's lemma, for any bounded continuous function f : R + → R, we have that
Repeating the argument of [vdBBdH01, (2.95), Lemma 5-7] after rescaling we get that
The rest of the proof follows directly by applying the inverse of Varadhan's lemma, see [DZ09] .
3.6. Proof of Theorem 2.1. We begin with the upper bound:
By [vdBBdH01, Proposition 2],we have that lim N →∞ J N = I, the upper bound follows. For the lower bound, let C be the event that the random walk does not hit the boundary of [−N/2, N/2).
We then have that
By repeating the steps in subsections 3.2-3.5, one can show that
By Brownian approximation, as done in Section 3.2, one can show that
and thus the proof of Theorem 2.1 is completed.
Appendix
Lemma 4.1. Fix N , we have for a, b ∈ Λ N and ε > 0 that for some δ > 0
(4.1)
Proof. Recall the transition probability on Λ N is given by (3.3)
Let us set m = T τ 1/4+δ for some δ > 0, we decompose the probability
. For each summand in the first term, the transition probability on from points a + to b + + z + N on Z 2 can be estimated by local central limit theorem in (3.4) and Brownian scaling
where O−term arises from the rounding issue and A t (x, y) < 1/t 2 uniformly in all t > 0. Therefore,
is at most O(T τ −3/2+2δ ). For the second term, by the assumption that E|X i | 4 < ∞ we can bound by [LL10, Equation 2.6]
as n → ∞. Now, choosing δ sufficiently small yields the claim.
Here we introduce an estimation related to the bridge measure given in (3.8):
Lemma 4.2. Fix ε > 0, N . There exists a constants c 2 such that For all m ∈ (0, εTτ 2 ], for all a, b ∈ Λ N we have that
where the supremum is taken over all x ∈ Λ N .
Proof. For this proof we need a uniform approximation of p . Now, we can bound the error term
Note that by [LL10, Equation 2 .6] we have
due to the assumed upper bound on m. We thus have that
By definition of brige mearsure in (3.8), we use the Markov property to get
We can now rewrite for any
where in the last line we used the approximation result from equation (4.3). Now it is apparent that the above expression remains finite in the limit n → ∞.
Lemma 4.3. We have that for every K > 0 and λ > 0
Proof. The reasoning here follows [vdBBdH01] . The second statement is trivial, as C K ≥ 1 by construction. Let us denote E 0,y,x the measure of the random walk conditioned to be at y at time εT τ /2 and at x at time εT τ . We then have This finishes the proof.
Notation Glossary
In this section, we list the majority of the notation used throughout the paper.
5.1. Spaces and Projections. We will always work with the Sokorohod space D of cadlag paths from [0, ∞) onto R 2 . The family of coordinate projections on R 2 is denoted by (S t ) t≥0 . Given a space E, let M 1 (E) denote the space of probability measures of E.
Domains and Scalings.
In general, throughout the paper, N is a cut-off constant, compactifying R 2 to the torus. Furthermore, n is the fineness of the random walk scale converging to the Brownian Motion.
(1) x + = xT 1/2 τ and x − = xT 1/2 τ T τ −1/2 for x ∈ R 2 .
(2) τ = log n, the scaling of the MDP. (3) T τ = n/ log n, the mean scaling. (4) Q τ = √ log T τ log log T τ −1 , the size of the holes during the cutting procedure.
(5) Λ N = [−N/2, N/2) 2 , the continuum torus of length N . (6) ∆ τ = Λ N ∩ T τ −1/2 Z 2 , the rescaled lattice. (7) B R = {x ∈ R 2 : |x| ≤ r}, the ball centered at zero, also B R (x) := x + B R . 5.3. Kernels and Measures. The superscripts (N ) or N signal the torus, the use of mathfrak and mathbb continuum objects. When a kernel p is translation invariant, we occasionally use the shorthand notation p(x) = p(0, x).
(1) P x measure of the planar random walk defined on Z 2 started at x, and p t (x, y) the transition kernel from point x to point y at time t associated to P x . (2) P N x measure of the planar random walk projected into ∆ τ N , and p N t (x, y) the transition kernel associated to P N x . (3) P x the measure of Brownian motion defined on R 2 , and p t (x, y) the Brownian transition kernel associated to P x . with φ ρ ε (y, z) = φ ε (y, z)1l{y, z / ∈ B ρ }.
Stopping times.
(1) σ = min{n ≥ 0 : S n = 0} and σ r = min{n ≥ 0 : S n ∈ ∂B N/r }.
(2) H z = min{n ≥ 0 : S n = z}, for z ∈ Z 2 .
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