By viewing the anti-windup problem as a decoupled set of subsystems and relating this configuration to a general static anti-windup set-up, LMI conditions are established which guarantee stability and performance of the resulting closed-loop system. The approach taken, and the mapping used for the performance index, are logical and intuitive -and, it is argued, central to the 'true' anti-windup objective. The approach enables one to construct static anti-windup compensators in a systematic and numerically tractable manner. The idea is extended to allow low-order anti-windup compensators to be synthesised, which, while being sub-optimal, can improve transient performance and possess several desired properties (such as low computational overhead and sensible closed-loop pole locations). In addition, low-order anti-windup synthesis is often feasible when the corresponding static synthesis is not.
Introduction
The problem of actuator saturation is well-documented in the literature 1 and many researchers have sought to address the problems associated with its presence. It has been tackled from various different perspectives which include synthesising controllers which directly account for saturation constraints (see Garcia et al. (1999 ), De Dona et al. (2000 , Turner et al. (2000) or Saberi et al. (1996) for example); model predictive control strategies where the control constraints are incorporated into the resulting optimisation procedure; and anti-windup techniques, which this paper considers.
One of the most successful methodologies used to cope with actuator saturation is anti-windup compensation or conditioning (see Kothare et al. (1994) or Astrom & Rundqwist (1989) for example). This well-known technique involves a two-step procedure whereby a controller is first synthesised for a nominal, usually linear, 
Problem Formulation

System Description
We consider the stabilisable, detectable and finite dimensional linear-time-invariant (FDLTI) plant subject to input saturation:
As the work here is seeking global results, we are necessarily forced to assume that u £ 3 § is asymptotically stable; that is u £ 3 § n © e o r t
. This is necessary in the approach we take, as will be clear later.
We assume the following stabilisable, detectable, linear controller has been designed to control the plant 
As is the convention in anti-windup design, we assume that the plant input, , is given by e 4 ¤ ¦ ¥ £ § £ § 4
1 . Central to our results will be the fact that the deadzone function satisfies the following sector property. 
Definition 1 The decentralised nonlinearity
Anti-windup configuration
We consider the problem of designing an anti-windup compensator,
1
). into nominal linear system, nonlinear loop and disturbance filter. Note that if no saturation occurs, then the nominal linear system is all that is required to determine the system's behaviour. However if saturation occurs, the nonlinear loop and disturbance filter become active. Using this representation, note that the question of nonlinear stability for the complete system is translated into determining whether the nonlinear loop is stable.
K(s)
The dynamics of the disturbance filter determine the manner in which the nominal linear behaviour is affected during and after saturation.
The representation in Figure 3 was analysed in terms of existing schemes in Weston & Postlethwaite (2000) 2 For example, in some embedded applications this is frequently the case. and ways of analysing stability and performance were also suggested. In particular, stability and performance synthesis for anti-windup compensators of order greater than or equal to that of the plant can be conveniently performed using an LMI formulation of the Circle Criterion.
Although such a treatment yielded attractive results, from a computational point of view, the method still has deficiencies: normally one would like to keep the dynamics introduced by a conditioning scheme to a minimum.
Also the treatment tackled stability of the nonlinear loop and performance of the disturbance filter separately, leading to the likelihood of sub-optimality. The topic of this paper is to address the synthesis issues of static and low-order anti-windup compensators using the Weston & Postlethwaite (1998) representation.
In this formulation, the mapping ¢ ¡0
% & ¢ determines the deviation of the conditioned system from the nominal system, so keeping
small in some appropriate norm yields, in some sense, good anti-windup performance. Note that this type of performance is not captured explicitly in the formulations of Grimm et al. (2001b) and Mulder et al. (2001) : the performance index in these papers is taken as something which is defined on the system as a whole, which allows Grimm et al. (2001b) to conclude that the anti-windup performance is at best, greater than that of the nominal open and closed loop linear systems. Here, we do not have this constraint, and indeed, our performance index is purely defined on the saturated system. We now formally define the anti-windup problem we will consider in the remainder of the paper.
Definition
The anti-windup compensator £ 3 § is said to solve the anti-windup problem if the closed loop system in Figure   3 is well-posed and the following hold:
Remark 1: In this paper, we only deal with the strong version of the anti-windup problem. The weaker version is included to enable the reader to make comparisons with other techniques in the literature, such as that in Teel & Kapoor (1997) , partly on which this definition is based. 
Obviously, for the two schemes to be equivalent, we must have
where
is well defined by virtue of Assumption 1.
From Figure 3 , note that we must consider for the system's recovery after saturation. We will do this using LMI's, but before that we must derive a state-space representation of these two transfer functions. It is easy to derive a non-minimal realisation but for numerical robustness we desire a "minimal realisation", such as is given in Appendix A 3 . Thus we assume that we have the following state space representation for the transfer functions
where is a static matrix by virtue of 
Stability and Performance Analysis
The aforementioned stability and performance problem can be captured by ensuring that " ¡0 % & ¢ is small in some sense. We now state a condition which ensures finite gain ¡ performance of the compensator; furthermore, the result allows the synthesis of an optimal compensator using standard convex optimisation routines. 
Furthermore, if this inequality is satisfied, a suitable achieving
Proof: First note that as is linear, the first condition in the definition of the anti-windup problem is guaranteed trivially. Next, as
From this it follows that for some matrix 
The LMI in the theorem then follows using standard Schur complement and congruency transformation arguments, as reported, for example, in Mulder et al. (2001) (although the details are not the same).
We must now prove that such a compensator guarantees that the system is well-posed. To assist in proving existence, we use the following lemma, based on a result from Grimm et al. (2001b) (proof deferred to the appendix C)
Note that in order for the anti-windup system to be well-posed, we must have existence and uniqueness of the equations in the nonlinear loop. For this, we must be able to determine uniquely from the expression
, or, equivalently, for some time varying, diagonal gain
Hence existence and uniqueness of solutions to (20) are equivalent to studying existence and uniqueness of
where we have defined (from looking at the 2,2 term). This has proved that solutions exist, to further prove uniqueness is somewhat harder and is therefore deferred to appendix
If only stability of the anti-windup scheme is required, and finite-gain ¡ performance is not a priority, one can ignore the last two rows and columns of the LMI in Theorem 1 and instead consider the corollary below. In contrast, most dynamic schemes available with some sort of stability guarantees, are of order at least equal to that of the plant (for example the IMC scheme, the ¡ scheme of Teel & Kapoor (1997) , the normalised coprime factor scheme of Weston & Postlethwaite (2000)). For many applications this can lead to a prohibitively high computational overhead, both for synthesis and implementation. Hence it is logical to address the synthesis of low-order compensators.
Corollary 1 There exists a static anti-windup compensator
In principle, the results of Grimm et al. (2001b) may be used to derive low order compensators achieving a prescribed ¡ gain (although, as stated in the introduction, this ¡ gain is defined on a different system, and is less helpful than the one we consider here), although the resulting optimisation problem is, generally, nonconvex, meaning that iterative algorithms for computing fixed-order optimal compensators are prone to becoming stuck at local minima. The approach we propose is definitely sub-optimal, but we have found it to give good results in practice.
A sub-optimal approach
The proposal retains much of the simplicity of the static approach, except we now let our compensator be described by the dynamic equations
where 
A sub-optimal synthesis routine
As before we obtain that 
A minimal state-space realisation for these expressions can be derived as
where the matrices 4 are described in Appendix B and p is given as 
Unfortunately, as pointed out in Weston & Postlethwaite (2000), such a choice of Lyapunov function generally does not lead to a convex problem for anti-windup compensator synthesis 5 , and hence the determination of a compensator becomes more difficult.
Examples
We demonstrate our results on known examples in the literature and compare our anti-windup solutions with other optimal methods. As most of these techniques require the use of LMI's in the synthesis of compensators we decided to use one LMI solver, the Matlab LMI toolbox (Gahinet et al. (1995) ), exclusively. This seemed reasonably robust, in a numerical sense, although it did seem to be "cautious" compared to some solvers. We also tried solving the problems using the SDPHA LMI solver of Potre et al. (1997) . Although this tended to be less cautious than the LMI toolbox, and in many cases led to systems with better time responses, it also had instances of finding problems feasible, which were not strictly feasible, thus leading to erroneous results. 5 For analysis purposes, more general Lyapunov functions can be used
Simple dynamic compensator example
We consider the example introduced in Mulder & Kothare (2000) and also considered in Grimm et al. (2001a) for which static anti-windup compensation is not feasible (in the sense that the LMI's associated with static synthesis are infeasible). This rules out our static results, but we find that our low-order results are feasible. We compare this with the full-order dynamic compensation results of Grimm et al. (2001b) 
For our low-order synthesis we chose our dynamic parts as first order low-pass filters:
These values for It is worth noting that in this case the "low-order" example is not really low order as the dimension of 
A more realistic example: missile auto-pilot
In this section, we consider a more realistic application: a missile auto-pilot. This example was introduced into the wider literature in Rodriguez & Cloutier (1994) to demonstrate the effectiveness of an 'error governor', 
' for some time, meaning that we can expect a poor response if actuator saturation were to be introduced. This intuition is verified in Figure 6 , where it can be observed that the decoupling in the nominal response is destroyed by the introduction of actuator limits. Also notice that even in the first channel, tracking performance is lost due to the so-called infeasibility of the reference 6 . Figure 7 shows the missile response with the static anti-windup compensation of Grimm et al. (2001b) , which is also equivalent to that described by Mulder et al. (2001) . The dynamic compensation is not shown for two reasons: it leads to responses almost identical to the static compensation; also, it leads to numerical problems as the compensators it generated had large poles and hence required a very small sample time for simulation (this problem with large poles also occurs with LMI-based r t synthesis). The optimal static compensator leads to an optimal performance index from the reference,
. From the figure it is obvious that this compensation leads to improved performance compared to the uncompensated system, although the second channel still has some significant differences to the linear response. Note that in both channels there is still some error during the pulse due to the infeasibility of the reference. is actually higher for the optimal static compensator than for the IMC compensator. Figure 10 shows the missile response with a low-order static compensator. As the designer has several tuning parameters, four or five iterations were performed in order to obtain the best response. For this problem we chose
and, according to Theorem 2, p was calculated as 
Conclusion
This paper has considered the static anti-windup synthesis problem from a new perspective, and one which, we believe is conceptually appealing and central to the "true" anti-windup problem. We have also proposed, we believe, the first constructive, numerically tractable procedure, for the synthesis of low order anti-windup compensators, for which stability and performance of the overall system are guaranteed. Simple examples have shown the effectiveness of these schemes, although we think the true worth of these results will be greater when demonstrated on more realistic and complex systems. In such cases, it is often imperative to have an intuitive scheme to which one can consult if there are problems with initial designs. For this reason there needs to be further work on the choice of dynamics for the low order scheme. This is the subject of continuing research.
It is still necessary to re-examine some of the more traditional techniques in the light of these new results.
Although we think our work on low-order dynamic compensators may help to explain why simple compensators can work in many cases, there is still some way to go before we can justify why some of these techniques sometimes work better than optimal techniques. Some insight to this problem is also found in Mulder & Kothare (2000), where it is shown that quadratic Lyapunov functions are sometimes not always sufficiently general for the anti-windup problem, but, again, more research remains to be conducted.
A State-space derivation for static anti-windup compensator
Some tedious algebra yields the state space matrices for a minimal realisation of ¢ 9 a
. Some tedious algebra then yields the state-space matrices for a minimal realisation 
C Proof of Lemma 1
This proof is virtually the same as the lemma in Grimm et al. (2001b) . The difference here is that we allow the
to be varying. To prove the lemma, note that for all 
Using this in equation (58) 
D Proof of uniqueness of solutions
The following Lemma will be needed in establishing uniqueness of solutions. 
Lemma 2
Obviously for this matrix to be invertible we must have that 
and thus the same argument can be used to show nonsingularity. h h .
To prove well-posedness we need to prove that the equation
has a unique solution,
. 
or, after re-arranging,
From the main proof of Theorem 1, we can set 
exists for all . To prove that a unique solution exists we use a contradiction argument.
D.1 Proof by contradiction
Assume there exist two solutions to (69), that is 4 d 
and also
So, after re-arranging we must have, V
From equation (78) 
Using this expression in equation (77) and defining
However, by construction we have that
Therefore we must have
We shall now show that a necessary and sufficient condition for this to hold is that Necessity: Equation (85) can equivalently be written as
A necessary condition for this to hold is that 
