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1. INTRODUCCIÓN
La aplicación de nuevas tecnologías a la inves-
tigación ha revolucionado la manera de hacer 
ciencia, los métodos. En el caso de las humani-
dades, entre ellas la historia, este nuevo esce-
nario ha venido a llamarse humanidades digi-
tales. Un término tan genérico incluye desde la 
distribución de objetos de investigación -ya sean 
textos o imágenes- a la aplicación de nuevos 
métodos de análisis.
En el caso de la historia, al tratarse de objetos 
producidos antes de la era digital, las humanidades 
digitales pueden referirse a las ediciones digitales 
de fuentes, a modo de libros y manuscritos facsí-
miles. Una de las formas de trabajo de los histo-
riadores ha sido, desde hace años, la edición de 
fuentes procedentes de material de archivo. 
Los materiales y métodos tradicionales para la 
historia de las instituciones universitarias cuentan 
con una larga tradición de edición de fuentes de 
archivo, inéditas, por ejemplo, de la Universidad 
de Valencia (Peset, 1977; Peset y Febrer, 1999; 
Marzal, 2003; Mayans, 2008). Sin duda, los libros 
de claustros o reuniones de doctores, profesores 
y consiliarios constituyen la serie documental más 
utilizada y abundante. Los claustrales se reunían 
porque el Consejo de Castilla enviaba frecuentes 
órdenes, que tenían que ser oídas y cumplidas por 
los catedráticos. Aunque las decisiones se hallan 
en los acuerdos municipales, los claustros resultan 
la fuente más rica porque transmiten noticias y 
resuelven las cuestiones relacionadas con la Uni-
versidad. Existen diferentes tipos de claustros en 
el siglo XVIII. El claustro mayor es donde se aprue-
ban las constituciones en las universidades, y el 
de examinadores se dirige a cada facultad. Por su 
parte, las reuniones de pavordes eclesiásticos y 
los claustros de catedráticos administran las ren-
tas, que son generales o particulares por facultad 
-medicina, teología, filosofía y leyes y cánones-. 
Estos últimos son los órganos que representan el 
sentir de la universidad y lo hacen llegar a instan-
cias superiores. Los claustros de catedráticos son 
el reflejo de la vida universitaria hasta el siglo XIX, 
cuando el poder centralizado de los monarcas asfi-
xia la vida académica. 
El análisis de los claustros permite estudiar la 
gran variedad de temas que conforman una uni-
versidad, lo que se efectuó en la edición crítica de 
Blasco (2012). En general, los claustros permiten 
desde reconstruir la vida cotidiana -fiestas acadé-
micas y religiosas-, conocer las enseñanzas -pla-
nes de estudio, exámenes, nuevas asignaturas-, 
analizar la economía de las universidades -ma-
trícula, salarios, gastos…-; a entender la organi-
zación universitaria o su relación con el entorno: 
disciplina escolar, cargos académicos, grupos de 
influencia que muestran los juegos de poder inter-
no y sus relaciones externas con los síndicos del 
ayuntamiento y el gobierno del rey a través de sus 
disposiciones e incluso rogativas por los partos de 
las princesas... 
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Las técnicas y métodos que los historiadores 
aplican para el análisis de fuentes permiten re-
construir las historias a través de la lectura cua-
litativa, extrayendo y comparando los temas. Una 
investigación puede considerarse crítica cuando 
sigue cuatro etapas. En primer lugar, la elección 
de la pregunta que se le hace al pasado desde el 
presente ha de estar explicitada en un tiempo y lu-
gar. En segundo lugar, el plan de trabajo incluye los 
puntos a revisar y cómo hacerlo, lo que tradicional-
mente se ha basado en revisiones bibliográficas y 
de fuentes de archivo o editadas. La obtención de 
bibliografía y fuentes, así como la compilación de 
sus metadatos constituye el tercer paso, previo a 
una lectura en profundidad. Por último, en el caso 
de las fuentes es imprescindible la crítica externa, 
determinando su autenticidad, el autor, la fecha, 
lugar y tipo de documento, así como la crítica inter-
na que desentraña el sentido del documento. Esta 
última puede incluir la traducción o transcripción, 
el análisis del lenguaje y las ideas y una valoración 
de su veracidad e intención del autor. Su objetivo 
es relacionar las diferentes fuentes de conocimien-
to, contextualizarlas y completarlas.
En estos momentos, la aplicación de procesos 
automatizados en cualquier disciplina está facili-
tando el trasvase de metodologías. Permite, por 
ejemplo, realizar análisis cuantitativos a textos con 
estructura o semiestructurados, lo que se conoce 
como minería de textos y datos. Ante la cantidad 
de información que se produce resulta imposible 
extraer todos sus significados con métodos media-
dos por humanos, por lo que estas técnicas están 
en pleno auge. El conocimiento de un campo avan-
za ahora hacia la analítica de grandes masas de 
información y la aplicación de inteligencia artificial. 
Esto se evidencia tanto en los proyectos que crean 
plataformas de análisis como OpenMindTeD1 como 
en las peticiones para deponer los obstáculos lega-
les derivados de la protección intelectual en Europa 
(Maximising…, 2018).
Este trabajo se inserta en el contexto experi-
mental de análisis de textos y colaboran en él 
perfiles de historia, tecnología, ciencias de la 
salud, archivos y documentación. Se aplican a 
un dataset en español del siglo XVIII métodos 
procedentes de otras disciplinas, como la docu-
mentación automatizada, con análisis de datos 
bibliográficos estructurados -bibliometría- o len-
guaje natural, cuando se clasifican documentos 
o conocimiento (Serrano-Bedia y otros, 2013; 
Cruz-Ramírez y otros, 2014; Ortega, 2015; Ra-
mos-Simón, 2017; Castillo-Rojas y Vega-Damke, 
2018). Su objetivo es establecer una metodolo-
gía automática de análisis cuantitativo y cuali-
tativo de textos que en el futuro enriquezca las 
conclusiones que derivan del análisis histórico 
tradicional. La hipótesis a validar es si las he-
rramientas procedentes del campo del análisis 
textual son útiles para identificar hechos signi-
ficativos en lenguaje natural. Pretende estable-
cer los procedimientos necesarios para aplicar un 
análisis de frecuencia, extracción y clasificación 
de palabras, y construcción de clústeres y redes 
con un dataset de características muy singulares. 
Esta contribución permite validar diferentes uti-
lidades de herramientas y automatizar parte del 
trabajo de los historiadores para la edición de los 
próximos corpus documentales de claustros.
2. MÉTODOS 
El trabajo toma como base la edición del libro 
78 de los claustros de catedráticos de la Universi-
dad de Valencia, 1775-1779, publicado por Blas-
co (2012). El dataset utilizado procede de un ar-
chivo en formato Word proporcionado en fecha 
30/09/2015 por la autora. “Corresponden: 59 a 
claustros generales de catedráticos; seis claustros 
particulares de catedráticos de la facultad de me-
dicina; tres de teología; tres de filosofía y uno de 
leyes y cánones”. Este archivo original contenía los 
72 claustros que analizó: 360 páginas, con unas 
92.000 palabras, que aumentaron hasta 93.520 
palabras tras su preprocesamiento. Se efectuaron 
las pruebas para todo el dataset y para un subda-
taset que contenía únicamente los claustros parti-
culares de medicina.
La estructura de cada acta es similar. Se inicia 
con la fecha, se establece que hubo convocatoria 
previa y el lugar de la reunión. Posteriormente, se 
registra la lista de asistentes, con el nombre de los 
presentes y la cátedra que rigen. A continuación, 
el secretario establece el asunto a tratar y se con-
signa el desarrollo de la reunión y, en su caso, la 
votación. Finalmente, el acta es certificada por el 
escribano, con su nombre y rúbrica.
De los 72 claustros, se ofrece un listado, donde 
se presenta la información de uno de los claustros 
de medicina para ver sus características:
“Claustro 6 de septiembre de 1777 
[Al margen izquierdo:] Septiembre 6
Junta de Claustro particular de Cathedráticos 
de la facultad de Medicina de la Universidad li-
teraria de la Ciudad de Valencia, selebrada en 
la Capilla de Nuestra Señora de la Sapiencia 
de la misma, el día seis del mes de setiembre 
de mil setecientos setenta y siete años, a que 
asistieron el Señor D. Antonio Mayans, Canóni-
go y Rector de dicha Universidad, los Doctores 
D. Joseph Gascó, D. Manuel Mañez y D. Agustín 
Vicens, todos Cathedráticos de la citada facul-
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tad de Medicina; juntos y congregados, median-
te convocación hecha ante diem con cedulillas 
impresas, practicada por dicho Señor Rector, 
por Antonio Morera, Vedel de dicha Universidad. 
Expresándose en aquella se convocava para las 
diez horas de la mañana de este día, las que ya 
eran dadas, a fin de ohír el informe que se ha de 
dar al Real Acuerdo, con Conminación presisa; 
de la qual convocación constó por relación hecha 
del citado Antonio Morera, Vedel, al contenido 
Señor Rector, a presencia de mí, el infrascrito 
Escrivano de su Magestad, uno de los Ayudan-
tes de la Escrivanía Mayor de Cavildo, asistiendo 
como Secretario, en lugar y por D. Thomás Ti-
nagero y Vilanova, Escrivano mayor de Ayunta-
miento de esta Ilustre Ciudad de Valencia, que 
como tal lo es de aquella[…]”
En la Figura 1 se muestra su final e inicio en 
imágenes.
El desafío que presenta este dataset en su aná-
lisis automático es innegable. Se trata de textos 
transcritos no estructurados que, además de es-
tar escritos en lenguaje natural, utilizan grafías 
antiguas que varían. Blasco (2012) los transcribió 
siguiendo la norma de edición de textos paleográ-
ficos que intenta ser fiel al original, desarrollando 
las abreviaturas sin indicarlo, incluyendo las firmas 
y anotaciones de los laterales.
Antes de poder aplicar algunas herramientas 
especializadas de análisis de textos, se han guar-
dado dos versiones en texto plano (.txt), una de 
ellas estructurándola en los mínimos campos que 
se identifican: NO, número de claustro; TY, tipo de 
claustro; TC, indica la serie, entendida como libro 
original; FE, fecha; AN, año; TX o texto completo 
de cada claustro. Se utilizó la herramienta Word 
de Microsoft Office para sustituir cadenas de ca-
racteres. Para estructurar el dataset para BibExcel 
se añadieron las terminaciones “|” y “||” (final de 
campo y registro, respectivamente); y para KH Co-
der (Higuchi, 2015a), una cabecera (<h1></h1>) 
por cada claustro. 
Existen múltiples opciones para analizar tex-
tos, desde profesionales como Cogito Discover a 
utilidades de red como textalyser.net. Las herra-
mientas utilizadas para analizar el dataset pro-
vienen del análisis de textos (González y Peset, 
2015) y del campo de la bibliometría (García-
García y otros, 2015). Para la extracción y alma-
cenamiento de la información se empleó princi-
palmente KH Coder (versión 2.00f; Higuchi, K., 
Ritsumeikan University, Japan), programa para el 
análisis cuantitativo y text mining para el lengua-
je. Adicionalmente, el software BibExcel (Persson, 
2011) se utilizó para la frecuencia de palabras y 
Figura 1. Imágenes del final e inicio de un acta de claustro
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el programa Pajek (Batagelj y Mrvar, 2008) para 
la representación. De esta forma, tanto análisis 
como visualización pudieron comprobarse con 
herramientas de uso libre.
3. RESULTADOS Y DISCUSIÓN 
Sobre este dataset se ejecutaron diferentes aná-
lisis de frecuencia. La distribución de los 72 claus-
tros por años muestra una acumulación en 1777 
y una media de unas 1300 palabras para todos 
los años, tal y como se muestra en la Tabla I y la 
Figura 2.
Para el análisis del contenido textual, el primer 
desafío fue la construcción de un diccionario de pa-
labras vacías como números, preposiciones, adver-
bios, conjunciones, etc., que fuera adecuado a este 
dataset. Los programas de análisis de textos per-
miten introducir uno diferente al inglés. Se escogió 
como base uno de los que existen para mejorar las 
búsquedas web, en este caso de la web Elwebmas-
ter2, con 344 palabras. Dado que el dataset estaba 
en castellano antiguo la lista de palabras vacías te-
nía que completarse con variantes y algunas otras 
que fueron identificadas expresamente. Para ello, 
se calculó la frecuencia de todas las palabras de los 
textos con BibExcel, según el procedimiento des-
crito en un trabajo anterior (García-García y otros, 
2015). Estos son los quince primeros puestos de 
las frecuencias calculadas para las palabras con Bi-
bExcel (Tabla II). A partir de la palabra número 16, 
Universidad, se consideraron significativas.
La ventaja de KH Coder para identificar palabras 
vacías es que las clasifica en subclases (Tabla III): 
Noun, Proper noun, Foreign y Verbs. Se utilizaron 
como palabras vacías las categorías de preposicio-
nes, adjetivos, adverbios y verbos. Sin embargo, 
algunas palabras, no especialmente significativas 
que aparecieron en las categorías nombres o nom-
bres propios, no fueron introducidos como palabras 
Figura 2. Distribución de número de claustros por fechas
Año Número de claustros
Número de 
palabras
1775 3 2.961
1776 12 10.602
1777 31 46.051
1778 15 20.141
1779 11 13.765
Total 72 93.520
Tabla I. Distribución de número de claustros y 
palabras por años
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vacías (posiciones 9ª, 4ª y 101ª para Noun, Pro-
perNoun y Foreign, respectivamente). En total, se 
obtuvo un fichero de 1026 palabras vacías, que se 
introdujo en KH Coder. 
El diccionario de palabras vacías sumó un total 
de 1370 palabras, con el que se analizó todo el 
dataset de los claustros.
Para establecer las frecuencias y co-ocurrencias 
de palabras se puede utilizar tanto BibExcel como 
KH Coder, pero el primero solo calcula la matriz que 
luego ha de visualizarse con Pajek. Por el contra-
rio, KH Coder analiza y representa la información, 
por lo que se optó por utilizarlo. El procedimiento 
consistió en cargar el archivo de texto plano, con-
figurar las palabras vacías desde el menú Proyecto 
y ejecutar el Preprocesamiento.
La potencia del programa puede verse en su 
manual (Higuchi, 2015b), aunque examinar todas 
sus posibilidades no es objeto de este texto. Se ha 
escogido utilizar los análisis más sofisticados para 
minería de textos: análisis jerárquico de clúster, 
red de co-ocurrencias y mapas auto-organizados.
3.1. Análisis de clústeres
Es un método estadístico de análisis multivarian-
te que permite identificar grupos similares, en este 
caso palabras. Esta técnica de clasificación está 
automatizada de la siguiente forma en KH Coder: 
se puede filtrar por la subclase de palabras a ana-
lizar. Para este caso, se ha limitado a Noun, Proper 
noun y Foreign (Fig. 3).
En esta ocasión se identifican 9 clústeres, que 
se representan en el dendograma junto con la fre-
cuencia. El clúster principal parece incluir los ele-
mentos formales de cada acta (Fig. 4). 
La aglomeración que parece más significativa se 
establece con el cuarto y más numeroso, que in-
cluye nombres propios, como puede apreciarse en 
la Figura 5.
Se ha de reconocer que el clúster que agrupa los 
términos más frecuentes corresponde a palabras 
inermes.
3.2. Redes de co-ocurrencia
Muestra una relación entre las palabras, sea o no 
significativa: “In co-word analysis, content is ex-
plored through the co-occurrence of pairs of terms 
or lexemes (such as words or phrases) in a corpus 
of papers” (Olmeda-Gómez y otros, 2017), en este 
caso cada acta de claustro. Este fenómeno puede 
representarse en un grafo estructurado en nodos 
-las palabras- y aristas -sus relaciones, que puede 
incluir en la misma visualización otras dimensio-
nes, como la frecuencia, los clústeres… Este tipo de 
representaciones se han popularizado en el análisis 
de redes sociales como Twitter.
En este análisis, se reflejan las relaciones entre 
todas las palabras del dataset (Fig. 6), pero exclu-
yendo preposiciones y adjetivos.
Tabla II. Frecuencia de las 15 palabras vacías de 
los claustros, en BibExcel
Término Frecuencia
de 7750
y 3576
que 3159
la 3074
el 2423
en 2208
D 1676
se 1579
los 1362
del 1119
por 1076
su 926
las 902
al 820
Para 786
Noun/Nombre ProperNoun/Nombre propio Foreign/Palabras ajenas Verbs/Verbos
mayor 195 D 1671 las 798 constante 1
sin 150 Y 1066 los 624 frivolo 1
misma 115 La 718 i 242
sale 105 Senor 716 mil 213
infrascrito 101 Claustro 685 le 210
Tabla III. Frecuencias de las 5 primeras posiciones de todas las palabras vacías de los claustros, clasificadas 
por tipo por KH Coder
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Figura 3. Menú análisis jerárquico de cluster y dendrograma completo con KH Coder
El dataset ofrece las agrupaciones y relaciones 
y añade a los nodos un vector para representar la 
frecuencia de las palabras tomando como unidad el 
párrafo y la oración (Fig. 7).
Esta segunda visualización parece mostrar rela-
ciones más significativas, por ejemplo, a la hora de 
identificar nombres (clúster verde azulado). 
3.3. Mapas auto-organizados
Esta visualización se basa en un clasificador 
avanzado de características o vectores ideado por 
Teuvo Kohonen en la década de los 80 (Peiró-Ve-
lert y otros, 2014). Es una clase de algoritmos 
de redes neuronales competitivas de aprendizaje 
no supervisado. Esto significa que lo primero que 
construye es una red de nodos con un peso alea-
torio de la característica para después, de forma 
iterativa, resituar los casos en neuronas o zonas, 
de manera que la representación topológica de 
las muestras, el mapa, se va modificando hasta 
analizar todas las características que se incluyan. 
Se pueden visualizar mapas de características in-
dividuales, pero a diferencia del análisis de clús-
teres esta técnica de mapas auto-organizados o 
Self Organizing Maps es capaz de tomar en cuenta 
todas las variables al tiempo en la presentación U-
matrix (García-García y otros, 2014). El resultado 
es un mapa de concordancias, donde la cercanía 
entre palabras evidencia una relación, mientras 
que la lejanía indica diferencias. Este análisis es 
indudablemente muy sofisticado y necesita una 
gran potencia de computación, dado que el algo-
ritmo compara cada nueva palabra con la posición 
de las anteriormente analizadas. 
En KH Coder se ha ejecutado con una frecuencia 
mínima o umbral de 100 para aligerar el cálculo 
(Fig. 8).
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Figura 4. Cluster principal y frecuencias
Figura 6. Menú red de co-ocurrencias
Figura 7. Red de co-ocurrencias con base párrafo (izquierda) y base oración (derecha)
Figura 5. Cuarto cluster y frecuencias
En los resultados se muestra una concentración 
en los clústeres superior derecho e inferiores. Pue-
de comprobarse el más significativo en la posición 
izquierda inferior, con los nombres de los claustra-
les (Fig. 9). 
Al tratarse del análisis más completo, se repro-
dujo solo para los claustros particulares de medici-
na. Esta es la Figura 10 que proporciona KH Coder, 
donde se observa la agrupación de palabras for-
males en los clústeres superior derecho e inferior 
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izquierdo, mientras que aparecen otros con térmi-
nos significativos.
La comparación de los resúmenes de los claus-
tros particulares de medicina ofrecidos por Blas-
co (2012) y el mapa auto-organizado para ese 
subdataset fue el más satisfactorio, encontrán-
dose coincidencias de ciertas palabras, como 
jardín botánico o cátedras y censores, que se 
agrupan con coherencia en los clústeres donde 
aparecen otras relacionadas como huerto o Con-
sejo, respectivamente:
• Claustro Particular de Catedráticos de Medici-
na, 6 de septiembre de 1777. Acerca del infor-
me de las ordenanzas del colegio de boticarios 
e instancias del gremio de «adrogueros», fols. 
125-126v, de esta edición pp. 139-140. […]
• Claustro Particular de Catedráticos de Medici-
na, 30 de septiembre de 1777. Acerca de la 
real orden en razón a si se han nombrado cen-
sores para propuesta de ternas en las cátedras 
de medicina, fols. 142-143, de esta edición pp. 
150-151.
Figura 8. Menú mapa autoorganizado
Figura 9. Matrix con todas las variables y 20 clusters
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• Claustro Particular de Catedráticos de Medi-
cina, 3 de octubre de 1777. Informe al real 
consejo sobre nombramiento de censores a las 
ternas de las cátedras de medicina, fols. 143v-
144v, de esta edición pp. 151-152. 
• Claustro Particular de Catedráticos de Medicina, 
13 de mayo de 1778. Sobre el Jardín Botánico, 
fols. 217-218, de esta edición pp. 200-201 […]
• Claustro Particular de Catedráticos de Medicina, 
29 de julio de 1778. Informe sobre el Jardín Botá-
nico, fols. 226v-231, de esta edición pp. 208-211.
4. CONCLUSIONES 
El objetivo que se planteó en el estudio fue la ex-
perimentación con herramientas automáticas para 
extraer significados al dataset, en confrontación 
con un análisis humano. Ambos métodos desean 
extraer la exégesis de sus atributos o propiedades 
más interesantes por diferentes métodos. La apli-
cación de técnicas automatizadas facilita el aná-
lisis desde la perspectiva de las frecuencias y las 
similitudes. De las pruebas realizadas se derivan 
conclusiones referentes a las herramientas utiliza-
das, al diccionario de palabras vacías, la técnica de 
análisis más adecuada y recomendaciones para la 
preparación del dataset.
Primera. De las herramientas comprobadas, se 
descartó realizar el tratamiento con BibExcel y Pa-
jek, como herramientas principales. BibExcel resulta 
más adecuado para datos estructurados, ya que su 
mayor fortaleza es el análisis entre citas bibliográ-
ficas como co-citas y emparejamiento bibliográfico. 
KH Coder se evidenció más adaptado al análisis de 
textos en lenguaje natural, simplificando en extre-
mo algoritmos muy sofisticados y la representación 
estática de resultados. Sin embargo, KH Coder es 
menos potente que Pajek para la visualización diná-
mica. Uno de los problemas que plantea KH Coder 
es que guarda los resultados de las matrices en el 
programa estadístico de código abierto R, pero no 
se comunica directamente con Pajek, mientras que 
BibExcel sí lo hace. 
Segunda. Respecto a la creación del diccionario 
de palabras vacías fueron utilizadas ambas herra-
mientas de análisis para generarlo ad hoc, dada 
la complejidad del dataset utilizado, con varian-
tes gráficas y morfológicas de una misma palabra. 
Para la mejora de resultados en un futuro podría 
utilizarse la opción avanzada de KH Coder POS ta-
gger (Part-of-speech tagger), asignando parte del 
texto a algunas palabras, con el fin de identificar 
correctamente su significado.
Tercera. Las técnicas de análisis cualitativa y cuan-
titativa pueden ser complementarias. El mapa auto-
organizado sobre claustros de medicina ofrece simi-
litudes con los resúmenes de Blasco (2012). Por ello, 
aplicar técnicas automáticas puede facilitar futuros 
trabajos de corte cualitativo o completar el arduo tra-
bajo de investigación en archivos, digitalización, tra-
ducción, transcripción y edición de fuentes.
Cuarta. Por último, si esta metodología fuera utiliza-
da en el futuro para textos similares se recomendaría 
modificar la forma de transcripción y almacenamiento 
de los textos. En primer lugar, la fidelidad al original 
no es beneficiosa, ya que una de las frecuencias más 
repetidas son anotaciones como [Al margen izquier-
do]. Este tipo de indicaciones distorsionan la inter-
pretación de la frecuencia de los resultados. Por otra 
parte, se recomienda almacenar los textos de forma 
estructurada, para que la fase previa de sustitución y 
estructuración pueda ser obviada.
Por tanto, se puede afirmar que las herramien-
tas de análisis de lenguaje natural se han aplicado 
con más éxito a textos homogéneos en su conte-
nido, permitiendo incluso realizar comparaciones 
entre documentos diferentes como en el caso de 
los claustros de medicina. La metodología aquí ex-
puesta indica, que para este tipo de datasets, los 
temas significativos aparecen en las menores fre-
cuencias. Por el contrario, resulta difícil aconsejar 
el uso de este tipo de análisis cuando son textos 
dispares que presentan variaciones de base. En 
cualquier caso, solo se justificaría utilizar métodos 
automáticos cuando la cantidad de texto hace im-
posible la lectura, ya que la riqueza que un histo-
riador identifica es siempre mayor. 
Figura 10. 
Figura 10. U-matrix de los claustros particulares 
de medicina
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6. NOTAS
1. OpenMinTeD. Disponible en: openminted.eu [Fecha 
de consulta: 6/05/2018]. 
2. Elwebmster. Disponible en: http://www.elwebmaster.
com/referencia/stopwords-en-espanol [Fecha de con-
sulta: 6/05/2018].
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