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Abstract 
This paper deals with a dynamics (Glauber-Kawasaki) of a d-dimensional (d = 2,3) spin 
system, with a (zero magnetization) Bernoulli measure as initial condition. On the hy- 
drodynamic scaling the system is reacting and diffusive, and the associated macroscopic initial 
state is stationary, but unstable. We prove that the system will escape from this spatially trivial 
state on a time scale longer than the hydrodynamic one (on this new scale the escape will 
happen at a deterministic time). Right after the escape the system will have locally a magnetiz- 
ation corresponding to one of the two stable phases, but globally it will show a nontrivial 
spatial structure. The onset of this spatial structure is studied and its characterization by means 
of a random field is given. This work extends the results in De Masi et al. (1991) that deal with 
a one-dimensional system. 
Key words: Interacting particle systems; Reaction-diffusion equations; Correlation functions; 
Gaussian random field; Phase separation 
1. Introduction 
It has been shown (De Masi et al., 1986; Boldrighini et al., 1987,1992) that some 
Glauber-Kawasaki processes give rise in the hydrodynamical limit to a behavior that 
can be described by reaction-diffusion equations (from now on RD equations, see 
(2.4)). These types of equations have been widely used (see, e.g., Fife (1979)) to study 
phenomena of interface formation and phase separation. In this paper we are con- 
cerned with a spin system (without external magnetic field) initially in a very high- 
temperature phase and then suddenly cooled down under the critical temperature. So 
the high-temperature phase is no longer stationary and furthermore the invariant 
state will be likely a superposition of more than one pure phase. The relaxation time 
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for such a system is very long and essentially the system will break up in a relatively 
short time into regions of different magnetizations, most likely near the values of the 
magnetization corresponding to the pure phases. Then the regions will evolve to go 
toward the equilibrium. We will deal with the onset of the phase separation and we 
will be particularly interested in the spatial structure of these clusters. 
A high-temperature phase (i.e., nz = 0) is a stationary solution for (2.4), but it is 
unstable. From a PDE point of view, in order to recover the physical picture we can 
for example add a noise, that will take into account various previously forgotten 
effects. Our approach is instead simply to follow the evolution of the particle system 
and to go to a time scale longer than the hydrodynamic one. 
In a recent paper De Masi et al. (1991) solved the problem of characterizing the 
spatial pattern after the phase separation in a one-dimensional Glauber-Kawasaki 
process. They studied the system (with initial condition of zero magnetization) 
on long times and they showed that the system, at a certain deterministic time 
(with a particular time scaling), leaves the situation of zero magnetization and 
reaches one of the two phases (the two minima of the potential appearing in 
(2.4)). Obviously the mean magnetization at each point of the space cannot 
reach one of the two phases independent of what is happening in all the other points in 
the space: there is a spatial correlation such that the typical configurations of this 
process are characterized by alternate blocks with values of magnetization corres- 
ponding to the two phases. The particular spatial resealing prevents us from interface 
problem: in this scale with probability one no point belongs to the interface. The 
problem in a finite volume (in which we do not see any spatial structure) has been 
previously solved (De Masi and Presutti, 1991b, Chapter IX). As observed in Sec- 
tion 2 of De Masi et al. (1991a), the right time scale of escaping can be guessed if one 
assumes that the system can be described by a stochastic PDE (formula (2.7) of De 
Masi and Presutti (1991 b)), finding in this way a first reconciliation of the two different 
approaches. 
The aim of this work is to extend the results in De Masi et al. (1991a) to the case of 
a system of dimension d (with the natural extension of the definition of the process and 
its phase space). The result (like in De Masi et al. (1991a)) is based on estimates of 
correlation functions of every order (see Sections 5-7). The main problem that arises 
in n > 1 is the ultraviolet divergence (logarithmical in d = 2 and power law in d L 3) 
in the spatial dependence of the correlation functions. The solution requires a careful 
choice of the norm in which we make the estimates; in De Masi et al. (1986, 1991a) 
only uniform norms were used and this approach does not extend. We will show that 
we have indeed a quite good control on the uniform norm of the correlation functions, 
but only at sufficiently long times. At shorter times we will use a weaker norm and we 
will prove that this is enough for our purposes. The difficulty of doing estimating at 
long times is given by the fact that in order to estimate a correlation function at time t, 
we need to have estimates at every shorter time. In Section 5 this problem is solved in 
the cased = 2 and in Section 6 in the case d = 3. Essentially we will get good estimates 
at an intermediate time r by taking advantage of the fact that, the fluctuations being 
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increasing in time, even nonoptimal estimates at short times can be enough to get 
good bounds at some later time (not too long, as we shall see). We will show 
that t can be chosen long enough to be influenced little by the ultraviolet 
divergence and we will be able to extend the estimates to longer times. In the 
case d = 2 some simplifications arise, because the divergence is milder. Neverthe- 
less the estimates we prove in this paper are sharp only for the two point 
correlation functions and they are in general weaker than those in De Masi 
et al. (1991a). However we are able to show in Sections 3 and 4 how to get 
results analogous to those in d = 1. The program is carried out only for d = 2 
and 3, but we will sketch how to modify the proofs to let them work in higher 
dimensions. 
Here are some general remarks: 
(1) From the proofs, we will see that, when the system is really noisy, the 
nonlinear part is ineffective (because we have an infinitesimal magnetization) and vice 
versa. 
(2) The problem of the ultraviolet divergence has been taken into consideration in 
Ravishankar (1989, 1992) addressing the problem of fluctuations from hydrodynamics 
for symmetric simple exclusion in Z* and weakly asymmetric exclusion in Z2. This can 
be regarded as analogous to our problem in the very first moments of the evolution 
(our scale of time is longer than the hydrodynamical one). 
(3) We will characterize the configurations after the escape (in the continuum limit) 
by means of a gaussian random field. In terms of lattice spacings the configuration 
after the escaping will vary on the scale s-i JG (and E + 0) and the escape 
takes place on times proportional to Jlog~I. A somewhat different problem is 
to study the evolution of the pattern formed soon after the escape. There is a 
lot of difference among systems of different dimensionality. This problem is 
not yet solved in one dimension, but there are some results in d = 2,3 (Bonaventura, 
1992). The idea is that if we take the RD equation and we make the resealing 
x = r/Jfi we obtain 
(1.1) 
We can readily see that this type of equation has been used by Evans et al. (1991) and 
De Mottoni and Schatzmann (1989) to model the motion by mean curvature, so we 
can expect that the particle model with this space-time resealing also will evolve 
following the mean curvature motion. This has been proved by Bonaventura (1992) 
under some conditions; essentially we must deal with only one cluster of positive 
magnetization, in a sea of negative magnetization and with conditions on the profile of 
the interface (and the result holds until the time in which the first geometric singularity 
appears). Even if there are various results (see, e.g., De Mottoni and Schatzmann 
(1989)) on the onset of interfaces, at the present it is not clear how to prove an 
approximate motion by mean curvature for our system after the escape. 
2. The model and the main results 
For all E (l/2 2 c > 0) we consider the Markov process (a”(t)), 2 0 taking values on 
Xp = { - 1, + l}“” where Zf = ~dmod{[c~‘Ilog~(‘~2+“]) with QE(O, l/6). Hence each 
&-process describes a system of spins (or particles) on a d-dimensional torus. We will 
denote the generator of the dynamics by 
L, = C2L() + LG, (2.1) 
where L, is the generator of the simple exclusion and L, is the generator of a Glauber 
Dynamics (spin flips) (Liggett, 1985; De Masi and Presutti, 1991b); Spohn, 1991). In 
detail, for all functions ,f defined on Xp and for all 0 E Xf 
Lof(4 = & 1 if: [f(O”‘“+“) -,f(cT)], 
xez: I= 1 
(2.2a) 
LIif(4 = c 4% 4 C.f(ol’) -.f‘(dl, 
xez: 
(2.2b) 
in which e, eZd is the unit vector in the l-direction. As usual 
: 
4-d if z = Y, 
O(Y)> if z = x, 
Q(Z), otherwise, 
ax(z) = 
i 
4zh if z # x, 
- a(z), if z = x. 
We will make the choice: 
c(O,cT) = 1 - fC(0) 
1 
i (C(fQ) + 0( -e,)) 1 + ;$j a( +q)o( -e,), (2.3a) I=1 l-l 
1 
‘iE -,l 
i ) 2 ) (2.3b) 
c(x, a) = c(0, T,B) (y(x) = n(y + x)). (2.3~) 
We clearly see that the& rates, c(., a), are local, traslationally invariant and strictly 
positive functions on X,“. 
From now on we will call c E Xf a conjiguration and C(X) the value of the spin in the 
x site. Besides we will denote by J%‘: the set of x = (x1, . . ,I,,) such that Xi E Zp for all 
i= l...., n and such that xi # xi for all i #j. 
The whole problem is to characterize the behavior of the system on long times 
( cc /log sl) when the initial condition for the process is a Bernoulli measure on Xp with 
zero mean in each site (i.e., each spin takes values + 1 with probability l/2 indepen- 
dent of other spins). To have a better understanding of the problem let us recall the 
results of an earlier paper (De Masi et al., 1986). 
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Let p’ be a product measure on (Xp, C@X,d)) such that @(a(x)) = I,, where m,:(.) 
is a suitable regular function converging (uniformly on the compacts) to a function 
m(.) (as E + 0). It has been proved that in the limit E -+ 0 the correlation functions of 
the system factorize into the product of functions m,(., t) (m,(r, t) = ,u:(a[e-‘r]) and 
11: is the law of the process starting from p”). Besides m(., t) = limL_OmE(., t) exists and 
solves the RD equation 
$rn = &Am + F(m), 
m(.,O) = m(.), 
(2.4a) 
F(m) = - V’(m) = - 2v,(o(O)c(O, 0)) (2.4b) 
in which v, is the Bernoulli measure such that v,(G(x)) = m. With the choice (2.3) we 
have: 
V(m) = $m4 - trn’, M = 2(2y - l), fi = 2y2. (2.4~) 
We indicate with k m* the two minima of V’. In particular, formula (2.3b) implies that 
m(.,O) = 0 is an unstable stationary point of (2.4). We precise that the equation (2.4) 
has been obtained by fixing t and letting E 4 0. To see the escape from this unstable 
point we must go on very long times, i.e., we must let t -+ co as E 4 0. A general 
reference for (2.4) is Smoller (1983). 
Our main result is the following theorem. 
Theorem 2.1. Let pc” be the product measure on (Xp, 39(X:)) with @(G(X)) = 0 for all 
~~77:. Set tf = (d/2a)IlogaI + Ilog~l”~. For all n 2 1 we have that 
and 
(2Sa) 
where p(r) = m* sign(X”(u)). r?(u) E IR! (V E iWd) is the gaussian random jeld such that 
l?(if?(v)) = 0 and @z(v)x”(r’)) = exp{ - a(v - v’)‘/2}, (Y, Y’ E Rd). 
This theorem (proven for d = 2 and d = 3) shows that, on the time scale 1 log ~1, the 
system escapes from zero magnetization after the deterministic time r, = d/2@. The 
situation soon after the escape (t = ts) is described by a random field that is obtained 
by considering only the sign of a gaussian random field in [wd. The length of 
correlation of this random field is cx (cz-“~ and taking into consideration the 
resealing in the expectation term in (2.5b) we obtain that the scale on which varies this 
random field on the lattice is E- ‘1 log E/- “‘/&. In spite of the similarity of this result 
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with that in De Masi et al. (1991a), it is quite clear that the spatial structure of 
a gaussian field in dimensions higher than one can be highly nontrivial. However the 
dimensionality becomes even more critical if we try to investigate the further develop- 
ment of the system (after tf, more precisely for t = rllogel, z > rC), as we already said 
in the introduction. 
Let WZ~(Y, t; R) be the solution of (2.4) with initial condition m,:(u, 0; ;I) = i(a( [c- ‘~1)) 
and 1 is a product measure on Xf. For all II 2 1, E > 0 and x EM:, (t > 0) we define 
Furthermore if ,J = pLL (zero average product measure) we shall write 
(2.7) 
By symmetry v:, + i (x; t) zz 0 for all n E Lt. 
I will present two somewhat different proofs in two and three dimensions. In the 
bidimensional case the divergence of the correlation functions at the origin (in the 
spatial dependence) is only logarithmic and we will show that we can obtain 
Theorem 2.1 by using only the rough estimates on correlation functions of order 
greater than two (given by the Theorem 5.2). The case d 2 3 is somewhat more 
complex, because the divergence of the correlation functions has a power behavior 
and we must choose carefully the norm with which we make the estimate (the 
divergence is integrable, so if we make estimates on some integral expression we can 
avoid divergences). On the other side we shall see that the divergence vanishes on long 
times. 
As in De Masi et al. (1991a), we will distinguish two phases in the escaping: the early 
stage and the final stage. For further details see De Masi et al. (1991a). 
3. The early stage of escape 
This section is analogous to Section 3 of De Masi et al. (1991a). At this level the real 
modifications are concerned with the proof of tightness that requires nonuniform 
estimates on the correlation functions. 
For all C#J EY’([W~), t 2 0 and E > 0 we define 
Y;(4) = ~3~” exp( - at)1 c#~(ih)a(x, t)
x k=gz) 
(3.la) 
(3.lb) 
and for z < d/2x 
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By so doing we have taken into account the growth of the fluctuations up to 
t = r,(loge(. We are able to prove that this resealed field converges in law to an 
Ornstein Uhlenbeck process. To be more precise, the path space will be alternatively 
Q = C([O, co), Y(Rd)) or Sz = O([O, co), Y’(Rd)). {X,(4), 4 EY([W~)}, 2 0 is the coordi- 
nate process on Q(X,(4)(w) = o(r)(#), for all w EL?). 
Consider now the space C([O, cc ), Y’(Rd)) and a law P on it which is concentrated 
on the deterministic evolution 
XT(44 = Xo(dJA (3.2a) 
where 
6d.d = s MddZ +) (2nT/d)d'2 ’ exp{ -9) 
and under 9 X0 is Gaussian with 
(3.2b) 
(3.3) 
for all 4 and $ in sP(R”). Furthermore we will call 9’” the law of the process X’;(4) 
(r 2 0) on the space O([O, co), Y’(Rd)). This law is naturally induced by the original 
s-process with starting measure @. Now we can state the following theorem. 
Theorem 3.1. For each ? and z. E (0, TV) with z. < f (z, = d/2a), the law 9”” restricted to 
D([zo, Z), Y(Rd)) converges weakly to the restriction of9 to D([zo,Z), 9”(Rd)). 
For some comments on this result see Section 3 of De Masi et al. (1991a). Here we 
simply observe that X0 converges weakly in Y’(Rd) to the standard white noise (by 
the central limit theorem). So the result of Theorem 3.1 cannot be extended to O([O, 5) 
Y(Rd)) (in (3.3) there is the factor (1 + 2/a) instead of 1). This is due to the time 
resealing we adopted (Ilogsl): what happens on shorter time scales (essentially on 
finite times) is shrunk in a point (t = 0) and reveals itself as ajump at time zero. We see 
that the greater the linear instability, the smaller is the jump at time zero: this can be 
explained by observing that the jump is due to noise effects which are in competition 
with deterministic drift given by the linear instability. 
Proof of Theorem 3.1. The line of the proof is identical to that in De Masi et al. 
(1991a) and so I refer to it for a more complete explanation. Here I will give in detail 
the proof of the tightness and a sketch of the rest. 
Following the discussion after the statement of the Theorem, we have three main 
steps: (i) estimates on times ~1 log ~1 (tightness for the family of measures we are going 
to define and identification of the limit), (ii) estimates on finite times and (iii) connec- 
tion between these two scales. 
Concerning the tightness in (i) we define 
and so we have that 
(3.4) 
(3.5) 
(3.6), 
(3.6), 
(3.7), 
(3.7)~ 
(t = 7llogeI in the last two formulae). 
Regarding (ii) (finite times) we know that the fluctuation held to take into considera- 
tion is Y;(4), defined by (3.la). Let 
1;; (t, 4) = L, Y;(4) - z K(@. (3.8) 
-j>(t, 4) = Ll.Y:(4)2 - 2 Y:(4)Li Y;:(4). (3.9) 
(the explicit expressions are the same as (3.6) and (3.7) divided by )log~)). These 
definitions are justified by the fact that 
X:(4) - X:,,(4) - 
i 
‘ds ;“I (s. 4) = M:.?,,(4), (3.10) 
to 
(3.11) 
(resp. analogous formulae hold for Y;(4), with integrals between 0 and t) are martin- 
gales vanishing at 7 = z,,. 
What we want to prove is the tightness on D([r”,f), y’(rWd)) for the family (P’)? ,,, 
(P is the law of X;(4), 7 E [TV, t)) and the tightness on D([O, t). .?T’(rwd)) of (Pi,, ,, (P’ is 
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the law of Y:(4), s E [0, t]). We are dealing with Poisson processes and so we need to 
verify 
sup E,“;,( Y;(4)2 + y”l (t, 4)’ + :fi(t, #)2) 5 c 
OCS<Z 
(3.13) 
and we have more than the tightness, in fact we have that the sequence {pt}E, 0 (resp. 
{pL}F,O) has a convergent subsequence to a law concentrated on C([rO, ?), y’(lRd)) 
(resp. C([O, t), 5@‘(R”))). For a proof of this fact we refer to the work of De Masi and 
Presutti (1991b, Chapter II and references therein). 
As already said, the proof of the tightness ((3.12) and (3.13)) in dimensions higher 
than one contains some nontrivial problems connected with the divergences of 
correlation functions. This point is completely carried out only in two and three 
dimensions, although I believe that the method works also in higher dimensions. 
Remark. We must show that the expectations of the square of some terms are 
bounded. As we can see from (3.6) and (3.7) these terms are written as sum of some 
other terms: obviously it is sufficient to show that the expectation of the square of each 
addendum is bounded. 
Now we start with the proof of (i) and (ii). The proof of Theorem 3.1 in the 
bidimensional case is very similar to the one in one dimension; this is simply 
because Theorem 5.2 is not very far from optimality in the bidimensional case. 
Nevertheless we will encounter some new problems that will be the same as in the 3D 
case, that is why we will deal with the two cases (2 and 3 dimensions) simultaneously 
as far as possible. Besides we will also consider the cases (i) (3.12) and (ii) (3.13) 
together: in the formulae an index i will appear which takes value 0 in case (i) and 1 in 
case (ii). 
We start with the terms in (3.6) (and the analogous for lit defined by (3.8)). So we 
have to prove that 
1 
_yJe-2”” ’ 
I log &I 
d’ c A~~(Sx)A~~(S~)v;(x,y;s) 
XfJ 
1 
+ ,loge,2’6de- x 
‘“‘&Adrb@+))” 
(3.14)1 
(3.14)2 
is bounded by a constant c(4). In this formula d = 2 or 3 and s E [TV /log ~1, Zllog ~1) or 
s E [0, t) according to the case. It is easy to see that this is true because of Theorem 5.4 
(in d = 2) or because of Theorem 6.2 (in d = 3) for (3.14)i. The term (3.14)2 is trivially 
bounded. 
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Concerning (3.6), it is sufficient to prove 
(3.1541 
x - et,y,y + er,_v - er;.s) (3.1% 
is bounded. The term (3.15), is bounded by 
y4(llog&~2&z~‘“)1 -‘(5*C(4) + O(6)) I C(4). (3.16) 
In Formula (3.16) C(4) = 8*C,4(6~)~. Observe that we need s 2 z,llogcl and TV > 0. 
Now we consider (3.15)2. In the 2D case by Theorem (5.2) we have 
IlOgEI - 2 2ie-2asL52 sup C ($(6x)4(6y)( “( r6 x,x + er, x - el,y,y + el’,y - e,‘; s) 
l,l’ ,x-,l,>2 
5 
( 
S4~lg5(6x)qb(6y)l cg&4-6be4asllogc13-2’ 
x.4’ 1 
(3.17) 
and the result follows because we can choose h as small as we want (if i = 1 it is trivial, 
otherwise use s 5 Z(log&( and ? < tc). In three dimensions we must be a little careful. 
In this case we will consider separately the two cases s < ?JlogEI (that will include 
i = 1) and s 2 ?Jlogsj (f > ~,/3 as in the Theorem 6.3). So for 
bounds: 
44)llogsl 
2-2i+3/2e4xsE3-6b 
> sE[O,t)u[z,llog&I,~1logEl) 
by Theorem 5.2 and (i = 0) 
c(~)llogs~2+3/2(e4’sc6+3c) (sE[Z”/logsl,~Ilog&()) 
(3.15)2 we have the 
(3.18) 
(3.19) 
by Theorem 6.3. The result follows from the observation that we can take ? < 2,/2 and 
from the fact that h and 4 can be arbitrarily chosen (the only restriction is that they 
must be strictly positive). 
Implicit in the preceding proof is the proof of 
sup E;,p(x:(4)2) < c, 
i_<r 
(3.20) 
(same computations as for (3.14),). So we are left with y\(jJi) (formula (3.7)). For (3.7), 
observe that [C-J(X) - 0(x + e1)12 < 4 and the result is immediate. Furthermore we 
have that the expectation of the square (3.7)2 is bounded simply because the term itself 
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is bounded by 
(3.21) 
because Ic(x, o)l I 2 (remember that s 2 zellog E( if i = 0). 
The rest of the proof (point (iii)) does not differ significantly from that in De Masi 
et al. (1991a) and we will give only a fast sketch. First of all we can choose a sequence 
ak such that P + P and we denote by X,(.) the canonical process under B (the limit 
must concentrate on C([rO,Z), Y’(R))). From (3.6) and (3.10) we get that 
is a martingale (and M,,,,,(4) = 0) and by (3.7) and (3.11) Mz,rO is also a martingale. 
This implies M,,, = 0 with probability one and so by (3.22) we get 
X,(4) = XJLJ (3.23) 
(4r is defined in (3.2b)), i.e., the evolution is concentrated on the deterministic heat 
evolution. By a diagonalization procedure we see that we can take z0 arbitrarily small. 
So in some sense what we need to know is X0. More precisely from (3.6), (3.7), (3.10) 
and (3.1 l), by using Cauchy Schwartz and Theorem (5.4) (or (6.2)) we get 
Q(CX&(4) - XEsoiilogel(~)12) 5 4~0 + eezus”) (3.24) 
so we can use (3.24) to connect the two time scales (t - 1 and t - 1 log ~1: let z. -+ 0 and 
so + co). On the time scale t - 1, P -+ P (probability measure on C([O, t], Y(R)) 
along subsequences. In this case we get that under P the canonical process X,(.) is 
gaussian with 
QXo(4)) = 0, E(XO(~)XO(W) = s dr 4WW) (3.25) Iw* 
for all $,II/ in Y(R). By (3.Q by the analog of (3.10) and (3.11) and by the Gibbs 
Boltzmann principle (De Masi et al., 1986) we get that 
X,(r$)2 - 4lids e- 2’“~R~~(r)2 (3.26) 
is a martingale. This uniquely determines the limit. Clearly the equal time correlation 
kernel of P is 
C(r,r’,t) = 6(r - r’) 1 + $1 - e-2ar) [ 1 . (3.27) 
By merging together (3.23) (3.24) and (3.26) we conclude. 0 
4. The final stage of escape: The proof of Theorem 2.1 
Provided we have the estimates on the correlation functions, all the arguments used 
in this section work regardless of the dimension of the space. Also in this section, the 
proofs are carried over only in the cases d = 2 and 3. With respect to the content in De 
Masi et al. (1991a), the proof is changed both for the natural analytical complications 
that arise in more than one dimension and for the fact that in this case we have 
a weaker result on the correlation functions (compare results in Section 5 of De Masi 
et al. (1991a) with Theorem (6.3) here). 
The idea of the proof is the following: we know by Theorems (5.2) and (6.3) that we 
have propagation of chaos with respect to 112 = 0 (up to a certain time); this already 
tells us that the system stays in the unstable state for all t I rJlogr:l (T < t<). The 
questions are: what happens near r,Jlog x(‘? What happens (right) after r,llogel‘? To 
solve this problem we will put ourselves sufficiently near rc, in order to be able to apply 
Theorem 5.1 that says that our random field is in any case well described by m(v, t) 
(Solution of (2.4) with suitable initial condition), at least for a short time. So we fix 
u > 0 such that sta is very small (au < l/30) and 3~1 < a*, u* as in Theorem 5.1. We 
now define the following reference times: 
t*=t -2t c 03 t, = a/logEI, r/. = t,. + /logEJ”” (4.1) 
and we have to study the initial value problem: 
$m,,(r, t) = $AQ(v, t) + cIm, (r, t) - /lm3(r, t), 
m,(v,O) = a*([i: -‘VI) 
(4.2) 
in which cr* will be the configuration at time t*. But we already know that the 
magnetization, for times shorter than the critical one (t,), vanishes in E. Hence it seems 
very reasonable to start studying the linearized system 
$18 (r, t) = &Al,@, t) + al,@, t), 
!,(I’,O) = a*([r:-‘v]). 
(4.3) 
Given ,f: Rd + IR, set ll,f(.)li = supVlj’(v)l. Moreover throughout this section 
IyI = max 1 s is d lril (v E R”). 
Proposition 4.1. (Bound on the linear evolution). For any ye E(d/12, (l/4 - 0)d) 
(d = 2,3) there ure strictly positive constants c and U such that ,ftir erlery t E [O, 2t,) 
P;;# il 
t;2%Relf 
II~!(~~t;~,*)ll > Ilogcl,’ 
11 
I c.,/~og~:l-” (4.4) 
in which 1.. . ) stunds ,fbr (a*: . ..) and when we compute the prohuhility, CT* is the 
conjigurution at time t* (remember that H is chosen in Section 2 und it is connected with 
the volume of‘ the space). 
G. Giacomin/Stochastic Processes and their Applications 51 (1994) 25-62 31 
Proof. Choose q’ E(Y, d(1/4 - 0)) and define A c Xt 
(4.5) 
in which we used the fact that 1, is periodic (a* is defined on a torus). We can write 1, 
explicitly 
I&, t; 6,.) = 
s 
dr’ 9Jv - r’)eZ1g*([Em ‘v’]) 
in which B,(r) = 2xt/d)mdi2 exp( -u2/(2t/d)). We have that 
(4.6) 
E2aleat 
p;e llU.,t;6,*)lI >w 
(i 
Zaoelt 
I P$ II I,(., t; b) II > ~logcv + PW’). (4.7) 
So we have to estimate two terms. Regarding the first one (once fixed p ~(0,l)) for 
E ~(0,l) sufficiently small we have 
p;r lIu~,~;~o*)ll > /logE,” ~~nA)6P~.({,i,:(~,t;a,.), >%}-A) (4.8) 
and obviously we can bound the last term replacing A with the whole space. By using 
Chebyshev inequality and Theorem 5.3 (d = 2) or Theorem 6.1 (d = 3) (remember 
that t* > ?I log ~1 in the tridimensional case, see Theorem 6.1) we have: 
Pi* (1 I l,(O, t; S,*)l > z 1) 
< p~2E-4aae-2af 
- llogcl~2’1 ss 
dr dv’ 9&)9Ju’)e 2a%;&*([&- ‘u])o*([&- ‘V’])) 
h-r,, 56, + l,,r-r,,>,, 
ce2xt* Ed 
(log &ldi2 1 
(4.9) 
in fact if r - ~‘1 I , a*([&- ‘r])a*([C ‘r’]) = 1. By observing that E-4aae2at*ed = 1 and 
that the integral in the region Ir - r’l I E is bounded by csd we get that there is c such 
that 
Let us turn to the second term in the right-hand side of (4.7). We have that 
(4.10) 
(4.11) 
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in which (d = 2) 
(4.12a) 
that is defined for allf: R* -+ R, f~ C*(R*) n L"(R*), for all Y E (rr , r2) E FP, L E Rf 
and in which the component of Y” with respect to which there is no derivation is 
equal to the respective component of Y. Analogously (d = 3) for all f: R3 + R, 
f E C3(R3) n L"(R3) and for all Y E R3, L E [w+ 
with the analogous convention for Y” as in (4.12a). 
The inequalities in (4.12a) and (4.12b) are clearly Sobolev-type inequalities. Here is 
the sketch of the proof. For d = 2 we have 
.f(J’) -fk’) = j:i$(rtf,r2)dr” + j~~$(r,,r”)dr” 
by squaring and applying the Cauchy Schwartz inequality we get the bound (4.12a). 
Analogously for (4.12b). 
By using Chebyshev inequality in formula (4.11) (let us restrict to the case d = 2, the 
case d = 3 is analogous) 
x Y!“(~v” - ril)E;;,(o*([E~ ‘r’])a*([&~ ‘r”])) + Iloge1”*‘” 
ss 
dr, dr, 
x E;~(c7*([E-1r’])a*([E-‘r”])) I (4.13) 
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where y1 = (ri, 0), r2 = (0, rJ, a/&is,( Irl) = (l/&)@“( 1~1) and d2/&,dr,Y,( Irl) = 
(l/t) ‘$‘~“‘(lvl). By Theorem 5.3 (or Theorem 6.1 in 3D) we have that there is c such 
that 
P;,(A’) 5 cIlog&l2q’- l +u (4.14) 
a straightforward calculation shows that in the general case the exponent is 
2~’ - d/2 + 2dB. Because d/2 - 29 > d/2 - 2~‘, by (4.10) and (4.14) we have that (4.4) 
is proved by choosing ti = d/2 - 2~’ - 2dO and by showing that ii can be chosen 
strictly positive. The condition U > 0 is equivalent to q’ < d(1/4 - f3): the result 
follows from 8 < l/6 and by the arbitrary choice of q’ (q’ e(q,d(1/4 - 0))). Cl 
Proposition 4.1 tells us that the solution of the linearized system is uniformly 
bounded by a quantity vanishing with E for all times up to the critical one. Now we 
have to take care of the nonlinearity. With this we mean that we want to prove 
a similar bound for m, (actually we will need and obtain more: we will bound 
11 m, - I, 11). Let us start with a lemma. 
Lemma 4.2. For any p ~(0, aa) and u > 0 there is c such that 
I$<({ 11 m,(.,&“lO; 6,*) 11 I tea-p}) 2 1 - au. (4.15) 
Proof. First of all we will use the following formula: 
m,(r,t;6,,) = 
s 
dv’gt(u - r’)eara*([Eml#]) - p 
s 
‘dseac’-“’ 
0 
x dY’C!?_& - r’)mj(r’,s;d,*). 
s 
(4.16) 
By the monotonic properties of (4.2) we have that (me@, t; S,*)l I 1 for all t. Hence 
s ElilO I/ WI&, El”‘; 6,*) - &,&l’lo; 6,.) I( 5 p e-a(S~E”‘o)ds dr'$f$El;lo_,(r - r') 0 s 
x Im,(r’, s; S,.)l 5 eaE”‘O&l’lo I 2&l”‘. (4.17) 
Remembering that aa < l/30, we observe that we are allowed to replace m, and I, in 
formula (4.15). In formula (4.15) we want also to get rid of the sup over an uncountable 
set. To this purpose we observe that there is c such that 
(4.18) 
and so, using (4.17) and (4.18) 
(4.19) 
Provided < > (2~01 - p) + l/20 (choose i = l/4). By using the Chebychev inequality 
with moment 2n we get that the chain of inequalities in (4.19) can be continued with 
2n 
c md’4(l10gEl 
1,‘2+0 d _-(2x-p)Zn22n 
) e 
& 
1 . . ‘r2n n 9,t l”(V - Vi) 
i=l 
x Ed, ii a([~;~ ’ Vi]) 
i=l 
(4.20) 
the expectation in this formula is exactly c’~,, when the points yi are separated from 
each other at least by a distance F: (as in (4.9)). Again, if Iri - rjl < E we have that 
a([c_’ vi])a([~- ’ vj]) = 1 and so we will have to deal with a lower-order correlation 
function (but we can take advantage of the restriction on the domain of integration). 
By using Theorem (5.3) or Theorem (6.1) (respectively, in d = 2 and d = 3) we get that, 
chosen h e(O,p), there is c such that 
by choosing n such that 2n(p - h) - d/3 2 u we get the result. u 
Now we have a control over m, at a time that is very short and the linearized is 
under control. These two elements will be combined by means of the following 
Lemma. 
Lemma 4.3. Fix p~(O,ra/2) and q > 0. Jf IIm,(.,~‘~‘~;ci,*)ll I ~~~~~~ and ij 
11 I, (., t,; 6,s) /I I f”/l log ~1’~ cur have 
lIm,(..2t,;6,*)1l I cIlog,:I~‘i (4.22) 
and 
i~~l,(~,2f,;6,.) - lt(.,2t,;6,*)1/ I CllOgC-"" (4.23) 
andformulae (4.22) and (4.23) are a,ftirtiori true if we consider m,:(., t; 6,*) (analog for 1) 
with t smaller than 2t, (say t ~[t,,2t,]). 
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Combining Proposition 4.1 and Lemmas 4.2 and 4.3 we get the following Proposi- 
tion, whose proof is obvious. 
Proposition 4.4. Given q as in Proposition 4.1, there exist ii > 0, c > 0 and c’ > 0 such 
that 
- 1,:(.,2t,;6,.)11 I cllog&(-3vj) 2 1 - c’lloga]~” (4.24) 
and (4.24) is a fortiori true if we consider m and 1 at time t E [tU, 2ta]. 
Proof of Lemma 4.3. By the monotonicity of (4.2) we have 
(mr(r, t;6,.)1 I m(t - &l/lo) (4.25) 
for t > el’lo, where m(t) solves 
m’(t) = cxm - pm3, 
m(0) = cz’O-p. 
(4.26) 
Hence 
ImyIL(r, t; S,.)l I ezt&2aa-p (4.27) 
and in particular (m&r, t; S,,)l I E’~-~. Moreover set h,(t) = 11 m,,(., t; 6,.) - 
l,,(., t; 6,.) 11. Using (4.27) and the integral representations of m, (4.16) and I, (4.6) we 
have 
h,,(r) I e 
Z(~-C1”O)hE(E’/rO) + c 
s 
’ dsel(‘-“‘[e”“F2”“~p]3 
{,l.l” 
and so 
h&J I CE~@-~) 
(observe h,(&“‘O) I pJ~“l”dseS((f-S)II rn: (1 5 fin”” and remember that 3aa 
the hypotheses and (4.29) we have that 
and so (exactly as in the proof (4.27)) if t 2 t, we get 
and if we choose t = 2t, we have (4.22). Furthermore, 
h,(t) I e”“-‘J h,(t,) + c~>se’(‘-‘)[~]i. 
< 
(4.28) 
(4.29) 
l/10). By 
(4.30) 
(4.3 1) 
(4.32) 
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Set t = 2t, and use (4.29) for the first term to get 
h&J < .sZaa- 3p + omZcra 
(4.33) 
i.e., (4.23). By (4.31) and (4.32) we see that (4.22) and (4.33) are a fortiori true if 
t E [to, 2tJ. 0 
So we now have an upper bound and we are allowed to say that up to t = t, the 
escape does not happen (the magnetization is still uniformly bounded by a quantity 
vanishing with c). Now we are looking for a lower bound: we give the following two 
lemmas, the first of which will be crucial to determine the spatial structure of the 
random field after the escape. 
Lemma 4.5. For all [ > 0 there is q such that 
(4.34) 
Proof. We have that 
I,(r, 2t,; ~3,~) = e2”*EdC 
1 
_~ (47Uz log &I/@‘2 exp 
(VI log EJ l’* - &K)2 
a*(x) + R’(v) (4.35a) 
and 
R”(v) = dY’e2’r,a*([&-‘,‘])~2r.(Y - v’) 
x 1 - exp 
[ ( (r - r’)2 - (r - &[&- lr’])2 4ul log El/a’ )1. 
So we have that there is c such that 
(4.35b) 
(4.36) 
in which 4,.(.) = ZJ20(yllog&Im ‘I2 - .). From Theorem 3.1 formula (4.34) follows. Ll 
We can strengthen this result by taking into account the following lemma. 
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Lemma 4.6. For all [ > 0 and q > 0 there is L such that 
Proof. By Chebyshev inequality we get (in a similar way as in the proof of Proposi- 
tion 4.1, see (4.11)-(4.13)) 
4: sup _ 
11-1’1 5 L Jllog El 
I&, 2r,; 6,*) - W> 2r,;d,*)l > ,logqe,“,l 
< qm2110g~ld’2~;~ D1”h (r, L(.,Xx; ~,~)I 
in d = 2 the right-hand side of (4.38) is bounded by qm2110g sld”6LJfi. 
i s 
r,+LJiGz 
c dri 
i=1,2 *,-LJTGY ss 
dr’dr”$ g$(r’ - ri)S$(r” - r,)E$(a*([~- ‘r’]) 
Y 
s Q+LJ_llog x (T*([E - ‘u”])) + 2LJjG5 dy rx-L,,&iq ss du’ dr” 2 a 
x @y’(Y’ - (x, y))sc,:~"yr" - (x, y))E;.(o*([&- ‘r’])cr*([&- ‘r”])) 
< CIL2 + c2L4 (4.39) 
in which we used Theorem 5.3. Choose L such that cl L2 + c2L4 I [ to conclude. The 
tridimensional case is analogous (use Theorem 6.1). 0 
Now we are ready for proving Theorem 2.1. 
Proof of Theorem 2.1. First of all we remark that (2Sa) is easily proved for t I zllog El 
(z < z,). In fact in the bidimensional case by Theorem 5.3 (choosing b sufficiently 
small once fixed z < T.,) and in the tridimensional case for t < (zJ2)llog E( by 
Theorem 5.3 and otherwise by Theorem 6.3 we have that for all y1 
lim &(x, t) = 0, t = zllog&J, z < rc 
&+O 
(4.40) 
uniformly in x E A$,,. Recall that u2” + i E 0 and so (2.5a) follows for z < z,. It remains 
to prove (2.5a) in a neighborhood of t = t, (for instance t E[(z, - a)llogeI, z,llogsl], 
a as in (4.1)) and (2.5b)). To this purpose remember that by Theorem 5.1 we have that 
for all n 2 1 and for t E[O,a*llogsl] 
(4.4 1) 
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From the definitions in (4.1) it follows that t, - t* and tr - t* belong to [0, a*/ log ~11. 
Proposition 4.4 (formula (4.24)) tells us that 
f~~~~~(ilim,(.,t;6,*)11 > CJlogEJ-“)) = 0, tE[t,,2t,] (4.42) 
and so by the fact that q > 0 and by (4.41) we complete the proof of (2Sa). 
Now consider the case t = t,r in (4.41). We fix 3 EJ& and define 
%i'ic) s 1 Im,-tv, 2ta; 6m*)l 2 ,l,,Y,:,:, for all /r - cxil I LJIlogcl n I 
i 
llb(.,2r,;~,*) - m,(.,2t,;~,*)ll < l,o;E,jq 
I 
. 
By the choice of q in Proposition 4.4 (3~ > d/4) we have that for an arbitrary q’ > q 
and E sufficiently small 
By Proposition 4.4, Lemmas 4.5 and 4.6 and by (4.44), for every M and 5 > 0 there are 
L and q (q’) such that 
lime:* (4.45) 
!. + 0 
Lemma 4.8 of De Masi et al. (1991a) proves that for all L > 0 
limsup*~m(O,~logr:~l~“;~) - m(0,110gr-:~“3;(1/‘)~ = 0 
r-0 
(4.46) 
in which m(., t; cp) is the solution of (2.4) with initial datum cp and sup* means that we 
have to take the supremum over the functions $, $’ such that II/(v) = tj(u’) for all 
1~1 I LJllogcl and such that 11$11 and Ilti’lI are smaller than 1. 
This last result means that the behavior of the solution of (2.4) in a fixed point at 
time /log c/ li3 does not depend on the whole initial datum. We will use this property in 
the following way: choose a vector of points _u EA$. For each point xi (i = 1, . . . ,m) 
we can consider a new function m:,(r) equal to mL(.,2ta;dua) in the region in which 
lm,l 2 q/Ilogsld’4 and outside this region m:(v) = q//logsld’4. By (4.46) and by the 
continuity of m,(., 2t,; is,*) we know that with large probability the region in which m, 
and rn: coincide contains a ball of diameter L,/m. By (4.46) 
lim Im,,(xi, tr - t,; m,(., 2t,; a,*)) - m, (xi, tf - t,; m:(.))l = 0. (4.47) 
1-0 
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So we can study m,(,, tf; m:(,)) in order to recover the behavior of the system in Xi. 
Because ml(v) 2 q/[logcj d’4 for all Y and by the monotonicity properties of the RD 
equation (2.4) we have that 
and 
m,(v,tf - &ml(.)) 2 m((loga1”3) 
m(t) is the solution of 
ni = cxm - /3m3, 
m(0) = q/(logc(d/4. 
(4.48) 
We obtain that 
m(lloga11!3) = 
exp(alloga1”3) 
JIlogald’2q-2 + (exp(2a110g81”3) - l)(b/r)+ J 
% = m* (4.49) 
(the limit is for E --) 0) but for a(., t*) E n;= ICf?i we have that 
Imc(EXi, 2L; do*) - skn(l,(&xi, 2t,; ~,=+))Im,(W, 2t ; 6,*)ll I &. (4.50) 
Hence by (4.47)-(4.50) we obtain that for a(., t*) E r):= l~i 
liiy WIE(&Xir tf - t*; 6,8.) 2 m* Sign(II(EXi, 2t,; a,*)). (4.5 1) 
On the other side by the maximum principle II mE 11 I 1 and so by repeating steps (4.48) 
and (4.49) with m(0) = 1 we have that formula (4.51) holds as an equality. By (4.36) we 
already know that the sign of 1, can be approximated by the sign of a gaussian random 
field with zero mean and the right covariance. By using (4.45) we end the proof. q 
5. Estimates on correlation functions I: General Theorems and the bidimensional case 
General remark. Practically in all the proofs in Chapters 5-7 a constant c (also c’ 
and c”) will appear many times without being defined. We will do this every time the 
meaning of this constant is implicitly clear. 
We start with some definitions. For any II 2 1 and for any function f on A; let 
G(X) = & i .% _C 
I-1 t-1 b- +l 
{L+&, Z x, Vj f i) Cf(X(i)t xi + bel) -f(X)1 
+ i l(X*=X,+br,)[f(~(i,k),Xk,Xi) -.f(~)l 
i k=l 
(5.1) 
in which e, is the unit vector in the direction 1, x(i) E .A?;_ 1 (i = 1, . . . , n) is the 
configuration x without the ith particle and x(i, j) E A$‘~_~ (i fj and belongs to 
(1, . . . ,n}) is the configuration -1: without the ith and the jth particles. 
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Observation. By the expression (z(i), x) we mean that the particle with label i moves to 
x. Obviously this expression is meaningful only if x+(i). In general the particles must 
be moved following the order of the new position, i.e. (~(i, k),xk,xi) means that the 
new configuration is obtained from the preceding by exchanging the position of 
particles i and k. Furthermore given 5 E J&A, by (z,x) we mean a new configuration 
belonging to JY~+ 1 and the particle n + 1 is at x. There are obvious combinations of 
the preceding definitions. The process generated by (5.1) is called stirring process. We 
will call P:(_r -+ y) the kernel of the process generated by (e-’ + y)L(?: enters in (2.3a)) 
and we will indicate with Ei its expectation (if the initial configuration is x). Further- 
more we set 
II 4(t) II = sup I&(x, t)l. 
xt.Al’ 
(5.2) 
Theorem 5.1 (Short time estimate). In everyjixed dimension there are u*, 6*, /?* strictly 
positive such that for any c und fiw any product measure A on (X:,&9(X:)) there is 
a sequence {c,,),, 2 1 such that 
Proof. See Chapters IX and X of De Masi and Presutti (1991b), Theorem 9.2.1. The 
proof reported there is done for a unidimensional system in a smaller space. Neverthe- 
less the proof works also in higher dimension and in larger spaces with trivial 
modifications. q 
Remark. A particular case of 7. is that in which ;1 = 6,, where 0 EX~ 
Theorem 5.2. (Avoiding the problem of divergences). For all d 2 2, ,for all positive 
7 < T, and ,for all h > 0 there is a sequence {c,,),, z 1 such that 
(5.4) 
for t E [0,51 log El] 
Proof. This problem is contained in the proof of the Theorem 2.3 of De Masi et al. 
(1991a). It is sufficient to repeat the steps in Section 5 of De Masi et al. (1991a) taking 
into account that in d 2 2, given b’ positive, there is c such that 
(5.5) 
in which q E Zd and i # ,j. 0 
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Remark 1. In (5.4) we can choose b as small as we want. Many times we will use (5.4) 
this fact will be implicit. 
Remark 2. We define the time of escape as z,(d) = d/2@, with d the dimension of the 
space. In this section we will set z, = r,(2) (and in the next one z, = r,(3)). 
Remark 3. (5.5) is far from being optimal for large t (see (5.9) below). It has a better 
behavior for small t. We will use many times (5.5). In order to prove Theorem 5.2 
choose b’ E (0, b). 
Theorem 5.3 (Uniform estimate on va in the 2D case). For all zi ~(0, r,), z2 E(z~, tc) 
there is c such that 
ce21ted 
11 Q(t) /I 5 , log #,2 Cd = 2) 
for all t E(Z~~logE~,~~~loge~). 
(5.6) 
Proof. By Lemma 7.1 and the observation that I&l I 1, there is c’ such that 
(5.7) 
We split the integral containing the expectation into two pieces (J,’ + jk with T ~(0, t)) 
and for the term containing the norm of v$ we use Theorem 5.2. Hence 
is 
T 
Iv;(_r,t)l I c’sup E;(I (Ix,(t--S)PX,(f--S)I S 2j)dse2a(rPs) 
i,i 0 
+ tE”(I 
s 
x (lx,(t-S)--X,(tmS)l S 2We2”(‘-S’ 
T 
By using 
‘. (5.8) 
sup c C-J-\, + Y)I(Y.CY,=q) 5 
&0X$. ys”G. (E-2@ -1) + l)d’2 
(q EZ~) in the first integral (with d = 2) and (5.5) in the second one, we obtain 
(5.9) 
ee2”“ds ’ + $e 2-2be-2aT 2b t )e2at 
+ S%(e2afC2)(e2rIC2_4b) (5.10) 
Now choose T = (3h/2r))log~( > (2h/2cr)llog E( and h small enough to obtain 
< = -4h + 2r(t, - z2) > 0 and 5, 2 3hlS~. With these choices there are c and c’ 
(possibly different from the previous constants c and L,‘) such that 
2 2xr 
-, 
Icz(_r,t)l i +-$l + (.‘C’ 1 (5.11) 
provided {’ ~(0, [) and this proves the Theorem. 0 
What is missing in this theorem is an estimate at short times. Actually the estimate 
(5.6) really does not work for short times, but something weaker holds. 
Theorem 5.4 (Nonuniform estimate on I -2 in the 2D case). Fix r ~(0, 5,). For all 
d, EY(R’) the is c such that 
(5.12) 
.fb all t I rllog&/ (rernernher that 6 = r:/,,/Ilog&( and d = 2). 
Proof. With the same consideration as for (5.7) we have that the left-hand side of(5.12) 
is bounded by 
r 
I 
em2xt~d 1 I4(W4(Wl e~2"sd.sIE:,,jl~ix(t-S)~,.(f~S),~2,) 
x 2) 0 
+ )12'4(.,.S)li] G 11 + I2 (5.13) 
with obvious meaning of II and 12. As in the preceding proof we have to consider 
separately the two terms on the right-hand side of (5.13). For the first one, as in 
Ravishankar (1989, 1992) we have that 
I ~d/14(~)li~l#@y)l e 2’dsx 1 
.? s L pt’-AZ, z + 4 + (Zd, 4’)X (5.14) 0 z <,I, i 2,ref' 
where we have used the reversibility of the simple exclusion process and we have 
summed over x. By using again reversibility and the fact that 
P,“((z, z + e) --f (Zd,y)) = PP(z + y) + PP(z + e + y). (5.15) 
(Pf(. + .) is the kernel of a single particle executing random walk) we have that there is 
cd depending only on d such that 
(5.16) 
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So there is a constant c(4) that bounds I, for all 6 (sufficiently small) and t 2 0. This 
part of the proof works in every dimension. Consider the term I2 in (5.13). By using 
Theorem 5.2 we have 
I2 I c d4 1 4(6 M@Y) a- xzy x ) 2(~~e~2”dS)E4~4b. (5.17) 
Hence 
I, I c(~)(6-~&~~logE~-~)&~~~~Jlogs~ (5.18) 
and choosing b in such a way that 2 - 4b > 0 we prove the theorem. 0 
6. Estimates on correlation functions II (the 3D case) 
In three dimension the estimate given by Theorem 5.2 is still valid, but we will see 
that it is not good at all. In order to understand how to solve the problem, we can 
think of using Lemma 7.1, even in the simpler case (n = 2). We can see (See the proofs 
of Theorems 5.3 and 5.4) that we are able to estimate the term that does not contain 
any v-function, but we cannot estimate the term containing v4, without an a priori 
estimate of Iv41. Such an estimate is given by Theorem 5.2: we do not need an optimal 
estimation of this term, all the same we need (~~1 at least to be smaller than E to 
a certain positive power and this is true only for t I (1 - b)/%)llog ~1 (see formula (5.4)). 
Clearly a necessary condition for this to happen is to be at a sufficiently short time. So, 
by using the a priori estimate (Theorem 5.2) we will prove the desired estimate at 
a certain time i/log&I. We will extend this result to longer times by using 7.2 (that 
makes use of Theorem 5.2) and in so doing we can find a good lower bound for the 
escape time. 
Theorem 6.1 (Uniform estimates on v 2, the 3D case). For all z, E (2,/3, TV), t2 E (x1, 7,) 
there is a constant such that (5.6) holds with d = 3,for all t E(Z~ (log&I, r2)log~I). 
Proof. Choose r E(z,/~, 2,/2) (so rC - 2~ > 0 and r - 2,/3 > 0) with the restriction 
r I r1 and put t = rllog ~1. By applying Lemma 7.1 more than once we obtain 
lvL2(x, t)I I Al + A2 + A3 + A4 (6.1) 
and the Ai, together with their estimates (the sums over the indices (i, j,i’, j’) will be 
implicit) are given below. 
Let us consider the first 
Al = ce2ar j:dsI e2”“j~‘&, e-4bS2]I vs(s2) (/ < c’e2”‘E3(e4xrE3m6b) 5 c”e2’*E3Ei, (6.2) 
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where h = min(2a((r, - 2~)/7, a(z - q/3)/2,1/10) and [ ~(0,2c((r, - 22) - 6b). For- 
mula (6.2) follows from Theorem 5.2 and from the fact that e4afE3-6b = E~“(‘~-~“~~~. 
5 c’E3(e4”E3 6b) 
that is bounded by ci’a3+’ and [ as in (6.2). 
(6.3) 
Now we separate the integrals into two pieces, starting from the one in sl. 
E2 2b 
X 
(s2 - s3)l -be 
- 2aS, &, + Ce2at fe2’S1ds,(~0’ + ~~)ds2e-2”z~~~ds3e-2~‘~ 
x E~{l~,,,(t-,,)~x,cr-Si), < 2~l~,x.,(t-s,)~x,,(l~.s,,, 52) ) 
in which T E (0, t) and we used (5.6) after noticing that 
E”‘1 *\ (Ix.(t~SI)~I,(f-S*)J~ 2) (Ix,‘(t~F~)~X,‘(f--Sd)l s 21) 1 
= E:(l,,,,ct-,,,~x,,r-s,,, s 2) * E’ Il(,x,‘(t~S~~~X,‘(f-S.~), s 2,1~~%,1~ 
in which E is the o-algebra of the events at time t. Let us go on with estimations 
A, < ce & 
t 
s 
Te 
2~s~ & 
1 
e2 2b 
(s2 _ s3), _bds2 + ce’“’ 
2as, dy 
. 1 
s ‘1 e 2xTe2 2b X T (Sl - s2)l -b (6.6) 
in which we used (5.5) (after conditioning as in (6.5) and (5.9), according to the case). 
Now choose T = t/2 (remember that t = z(log~[ and T < q/2). Hence 
A, 5 Ce2~~E3(e23TE2-2b~logElb+l’2 + e2arE2m2bllogElb+ 1!2 
+ e2”“-T’E2-2bllogelb+l/2 + e2”‘-2T’E1--4b) s Ce2zrE3+; 
for some [ > 0 (by the previous choice of b). 
(6.7) 
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And the last one 
A4 = ce”’ s 0 
+ C’e2z(t- T) 
s 
t& 
T 
s T ,-2cis 0 ds(t - s)3’2 
+ e2zrE3 (e - 2aTE - 1 - 2b 
(6.8) 
by choosing T = [r,/3 + (r - r,/3)/2])log s( we obtain that ee2aTe-1 -2b = 
E~(‘(‘~‘~‘~)~ b, and so by the choice of b 
A4 ’ ’ 
e2atg3 
+ e2~ie3Ei’ < c~ 1 
e2xtE3 
(log@‘2 
- (logEl3’2’ 
Collecting all the estimates we have that there is c such that 
(6.9) 
(6.10) 
for a time t = rI log 81 and r E (rc/3, rJ2). 
Now we choose a’ ~(0, a) (a is given by Lemma 7.2) in such a way that there is an 
integer k such that r + ka’ = 72. By applying Lemma 7.2 k times, with a’ as time grid, 
we conclude the proof. 0 
Theorem 6.2 (Nonuniform estimates on v2). Fix T < r,. For all C#I E~‘([W~) there is 
c such that 
(6.11) 
for all t I rllogel. 
Proof. It is clear that this theorem is a trivial consequence of Theorem 6.1 if 
t 2 (b’ + r,/3)llog a(, for any b’ > 0 (choose b’ = q/20). For the case 
t < (b’ + r,/3)( log ~1 we apply more than once Lemma 7.1, as in Theorem 6.1. We 
already proved (see the first part of the proof of Theorem 5.3) that the term corres- 
ponding to A4 (6.8) is bounded by a constant ci. We are left with the contributions of 
the terms Ai (6.2), A, (6.3) and A3 (6.4). Simply by making the rough estimate (5.6) on 
every characteristic function in the A, and A, and using Theorem 5.2 for IIv\J we 
obtain that the left-hand side of (6.11) is bounded by 
ce4af~3-6bllog~13’2 + eC2”ii3 C l$(6x)c$(6y)lA3 + cl, 
x # ysR’ 
(6.12) 
where the first term is given by Al and AZ, the second one, of course, by A3 and the 
last one by A4. The first term is bounded by ei and [ = 1 - 3110 - 6b 2 l/10. We are 
left with the term containing A3. This term is bounded by 
(6.13) 
in which we used (5.5). With the same passages as in (5.13)-(5.16) we find out that 
(6.13) can be bounded by 
5 c(q5)e2z1c2-3b 5 c(~)c’~~ (6.14) 
by the previous choice of h. 0 
In the proof of Theorem 3.1 and Lemma 4.1 we need also a rough bound on 
higher-order correlation functions. Here is a result that fits our necessities. 
Theorem 6.3 (Long time behavior of c-functions in 3D). For all < > 0 and 
t E (r,/3.2~,/3) there is u sequence {c,,] ,I > , such that 
(6.15) 
jbr all f L Z(logEI. 
Proof. It is clear that we need to prove (6.15) only for t = ?/log EJ. The whole 
statement will follow from Lemma 7.2 and (if t is very large) from the fact that we 
know that 11 u;, 11 I 1 for all t. Once again the underlying idea of this proof is simply to 
iterate the estimate (7.2), paying attention that it is not enough to estimate 
1 (,x(r~4,)~.,.(f~S,), s 2j by conditioning at time t - sj_, (and making the sup over all the 
configurations at time f - sj_, , as in (6.5)). In fact in this way, in order to avoid the 
divergence of the time integral i,!,c3(t - .s)- 3’2d.~ we should choose an exponent 
smaller than one (see (5.5)) and clearly this is far from the optimal estimate (we would 
have 62mb instead of c3 as small factor). 
We start by considering Lemma 7.1 that gives a bound for llZn in terms of 
~';,,-2rL';",92,+2. We iterate it M (>n) times (M(n) will be chosen in (6.26)). After this 
procedure we will have a bound for &,, depending on vi;,,,, n2 = 1, . . . , n + M and the 
bounding term will have a tree structure, naturally arising from the iteration. This 
structure will be described by the notation we are going to introduce. 
Consider the sequences {a:}, S ; s 4, with liq1Manda4~{-l,O,+l)forall 
i E i 1, . . . ,q}. We say that oY = {ur} is a path of iteration if either 
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(i) for qE{l,...,M-- 1) 
n+ -&q>o. vp<q 
i=l 
(6.16) 
and equality holds if p = q, or 
(ii) q = M and (6.16) holds for all p < M. 
We shall denote by 9 the set of all the paths of iteration and by fP the set of paths 
of length p (obviously p E { 1, . . . , M}, all the 9” are disjoint and their union is the 
whole 9. When we give a path we select the branches that contain q integrals and such 
that in the ith integral they contain a characteristic function that asks for two particles 
to be close (if a! = 0 or - 1) or a characteristic function that requires that a particle 
does not have any neighbor (if a: = + 1). But this is not enough. If a: = - 1 the two 
neighbor particles (in the characteristic function) disappear. On the contrary, if a: is 
equal to + 1 two particles arise near the particle without neighbors. So, to specify the 
branch, we have to specify all the labels of the particles which disappear (or arise). In 
order to do this, we define by induction a family of sets (of labels). For all u4 we give 
Ae = {l, . . . ,2n}. Given Ak 1 (k I q) we define 
A 
i 
4-I u {ik,U ik = max(A,_ 1) + 1, kk = ik + 1, if a,4 = + 1, 
k 
= 
Ak- l/{ikrkkj ik,‘&E&,> if $=0,-l. 
(6.17) 
The choice of {ik, kkj in the second step is arbitrary. From this definition a finite 
sequence of sets (Ak) and a vector L, = (il, . . . , i,, k,, . . . , kq) arise. The set of all g (given 
a”) will be called Pa*_ By specifying sequentially q,aq and 1 we give a branch of the 
iteration tree. We give also the following definitions (p < q) 
f’,“(p) = 1, if a4,= fl, 
h+,,-~~~,<M+l)~ if a,=O, -1. 
(6.18) 
and 
m(a”) = n + i a:. (6.19) 
i=l 
(6.20) 
where &X is a new (branching) process starting at 8. This is simply the stirring process 
in each interval of time (t - sj, t - Sj+ *). At time t - Sj+ 1 (SO = t) the configuration is 
changed according to the rules induced by Lemma 7.1 (two particles can be added 
near a particle, two particles can die, if they are sufficiently near, or a particle can 
move of one step). The labels of the particles to add, to be erased or moved are given 
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by v (for further explanations and a precise definition of the process see Chapter X of 
De Masi and Presutti (1991b)). Formula (6.20) follows from Lemma 7.1, by making 
some rough estimates to obtain upper bounds. In the case ~4, = 0 we can have that one 
particle can move (next neighbor jump): this effect is taken into account in (6.18) (2 is 
replaced by M + 1 in the characteristic function). 
If q < M then m(aq) = 0, so we have no v-functions left in these terms (vb = 1). This 
induces us to consider separately the two cases q = M and q < M. So we set 
I~“2,(-l->~)l I Iq=M + Iq<M (6.21) 
with obvious definition of IqzM and lqcM (following from (6.20)). Let us start 
with I,=,. 
In order to bound IqzM we use the fact that, given t > s, N EZ+ and f, a FS- 
measurable function (FS is the sigma algebra of the events up to time s), we have 
(suppose that at time s a branching event has happened and then none) 
(see formula (5.5)). By using (6.22) with b > 0 and Theorem 5.2 we have that 
(6.22) 
(6.23) 
(6.24) 
Hence 
I, = M 5 ce2’*’ max e2xfN(+ l)E(2 - 2bNN(O)+N(- 1)JE(2 -2b)m(a”)y(t) 
a”LP 
in which N(j) = CE i l,,~~=j, (j = - l,O, + 1) and I”(t) is the multiple integral of thef, 
factors (without the e2-2b factor that has been collected). I”(t) can be easily bounded 
by some power of Ilog~l (and so a fortiori by E-~ for any [ > 0). Observe that 
m(a”) + N(0) + N(- 1) = n + N(+ 1) + N(0). By the choice t//log&l = ? < (2/3)r, 
there is Q > 0 (choose it smaller than 2 - 2h) such that e2ail’ogEIa2-2b 2 E@. Hence 
lq=M I CE-;e2antE(2 - 2bM max &(f 1jE(2 -2b)N(W 
aME 9” 
(6.25) 
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Observe that N( + 1) + N(0) = M - N( - 1) 2 (M - n)/2. Hence if we choose 
55 
M> ;+n +l 
[ 1 (6.26) 
we 
for 
get 
ZqzM 2 c(e Z~mt~3n)(~+(~l -2b)n) I +2yrE3) (6.27) 
b sufficiently small. So ZqzM largely matches with the estimate we want to obtain. 
Let us turn to ZqCM. 
For sake of simplicity, let us first restrict to the case 4 = n. In this case there are only 
terms of the same type and the expectation value contains exactly n characteristic 
functions. We will call this term I,=,,. Now un = (- 1, . . . , - l), so 
zqzn 2 ceZ=nr 2 ~em2”“~ds1 . ..rm’em2”“mdsn 
_ueP 0 0 
i 
n 
x 4 n l(,x.~(r~Sp)-X*~(f-SI)/ s M+ 1) 
p=l I . (6.28) 
(Because of the properties of the stirring process, 8 can be exchanged with E” this 
time). Now we have to separate every integral (that can be separated) into two pieces: 
S,‘ds + Skds, keeping fixed T ~(0, t). It is clear that if Sj < T for a certain j, all the 
bintegrals in sj, with j’ > j cannot be separated. We get 
zqEn < ~e2n~f”~..ilJb’d~~~~‘d~2 -..j:-‘ds. + jjsiJoTdr, ...ji”-‘dsn + .. 
+ j;dsi ...[;‘ds,_ 1 + [;ds. + jjsi ---[;‘ds.] 
( 
” 
x 4 n e-2”“2(p) 
p=l I (6.29) 
in which x(p) = 1 (lx~,(t-Sp)~Xi~(t-SI)l 2 Mf 1)’ Now we estimate each term, noting that 
some of them can be easily bounded using only (5.5). For example, the last term 
between square brackets can be bounded by 
ce2”“’ dsne-2”T”&-2b)nn 
1 
i (t _ si)l_b I c’e2naf(s2~2be-2aT) (6.30) 
in which we used (5.5). Once we fix T/l log ~1 > 2,/3, we get a good bound for this term. 
Analogously we can estimate the term preceding it in (6.29): in that case x(n) can be 
estimated by means of (5.9) because the integrand is not singular. The problem arises 
when we deal with Jk . ..J.-‘J,‘J: .,.{:-I: we have to pay attention in estimating the 
last j - n characteristic functions. The idea is that we cannot condition at time 
t - sp_ 1 (p 2 j) to estimate x(p) (taking the supremum on the configurations at that 
time), but we have to trace back the evolution of the particles i,, k, to time t - sj. This 
can be done using the well known technique of coupling stirring and independent 
particles (De Masi and Presutti, 1991 b, Chapters VI and X). Slightly modifying the 
proof of Proposition 6.6.3 in De Masi and Presutti (1991b) to upgrade it to d = 3, we 
get that for all a > 0 (to be chosen small) and K > 0 (to be chosen large) 
Ei,,,~((l[.r(t) - _u] - [x0(t) - _u”]Il 2 IO) I (‘t K (6.3 1) 
in which P,,xca is the coupled process stirring (I, ~(0) = .Y) and independent particles 
(z’(t), x’(O)-= 5’). Formula (6.31) tells us that with probability z (1 - E’~) (K 
arbitrarily large), z(t) and x0(t) are not farther than 2~~‘~ (u arbitrarily small). 
Taking this into account we get the right bound for each term in 14=,, and it is easy to 
see that the mrst one is exactly the first in the right-hand side of formula (6.29). Hence, 
I,:, _< (.(i’)E 
(3 -;bze2nxr (6.32) 
It is only a matter of direct inspection to see that in the general case I,,,,,., 
??l’E (II + 1, . . . , M - I j, we get smaller terms (than is the case tn = n). Roughly 
speaking this is because every time we iterate Lemma 7.1 we do not increase the order 
of the correlation function, we may get a small factor and we are left with a non- 
smaller order correlation function to estimate. Again the idea is to split every integral 
(J,’ + SC), that can be split, and trace back the evolution of the particles to the moment 
in which they have been created. Again we have to couple our process with a proper 
independent process: this is done in Chapter X, Section 2 of De Masi and Presutti 
(1991 b). Hence we prove that for all nz’ E (II + 1, . . . M - 1 i and for I: sufficiently small 
I,,,,,,,, I I,,!,,, I L.(<)E(’ ‘)“e2”’ (6.33) 
and this completes the proof. The details are the same as in Chapter X in De Masi and 
Presutti (1991b); so we refer to it. q 
Remark. There is no substantial reason for this method not to work in d > 3. It is 
very simple to see that Sections 3 and 4 work (and we already made some remarks 
about this), provided that there is a sequence [c,,] such that 
e2xnr pl 
II ~“z(r)‘l s c’2 ,log’;,~,2’ 1’ r;,(t) 11 5 c~eZ”“‘c’dm’)n (6.34) 
in which t 2 ~1 log ~1 for a certain z < if = rl/2c(. We need also to extend in a straight- 
forward way the nonuniform estimates. The problem that arises is the following: 
11 c>(f) 11 (for example) is bounded as in (6.34) only if 5 is sufficiently large (namely, 
x > (d - 2)/2c() and Theorem 5.2 gives an a priori good (infinitesimal) estimate only if 
t I t)logr:l with z < 1;~. It is clear that for d > 3 we cannot use directly Theorem 5.2 
to get an a priori estimate good enough to prove (6.34). On the other hand, it is clear 
that we can use Theorem 5.2 to get an estimate for a longer time and we can 
eventually iterate this procedure (for example, if d = 4 it is enough to do it once). 
Hence, we could prove (6.34) also for n > 3. 
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7. Technical lemmas 
This section contains two Lemmas. The first one gives the integral expression for u, 
that we used several times and it is only a matter of computation. The second one is 
extremely important, because it is the extension of the estimates on the v-functions to 
long times and all the theorems in Section 6 rely on it. The idea is that if we have the 
exact estimate on uln(t), we subtract the expected behavior (see formula (7.8)) and we 
will remain with higher-order terms that can be quite easily estimated on a short time 
(proportional to 1 log ~1). 
Lemma 7.1 (Integral equation for Us,,). For any t > 0 and x EJ&, 
I&(q t)l I s 'exp(2Nt - s))E;{B),(x(t - 4, s)} ds, 0 
where 
9n(T,t)=2 
0 i 
f i Cl(~,z~,ke, Vj+i)l”E2n+2(Z~xi + el,x-eel;t)l 
f-l i 
+ ~1(,x,-x,,s2)IG-2X. (isk);t)l + c c l(x,=x,+be,)CI~~n(-T,t)l 
i, k i,k b= i_ 1 
+ 4x, # ,,-be,.vj+k~lUii,2(.lC(k),Xi - be,;t)ll). 
Proof. Using 
After some algebra we obtain 
$&,I) = (C2 + 4y)La\,(&kt) + 2rnu;,(&,t) + si,(&,t), 
where 
%(X,r)= ;;;{ -2Y21~,,~.,i.,, Vj#i)&!n+2(X,Xi + ehx - el;t) 
i=l I-1 
+23 11 (,,+be,=XX)CO;,-2(X(i,k);t) - &(z;f) 
k=l b=kl 
(7.1) 
(7.2) 
(7.3) 
(7.4) 
(7.5) 
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We have that for all n, all x E&Z;, and for all t 
L%(x, t)l s 9cx-r; t) (7.6) 
(remember that 1/ ~(1/2,1)). This proves the lemma. 0 
Theorem 7.2 (Extension of estimates up to the critical time (3D)). If we know that 
there is ? > 2,/3 and a sequence {cn} such that for t, I- = fjlog E[ - ap* I t 
I q1oge/ = f 
(7.7) 
(h 2 0, ye L 0) jtifor ull n 2 1, then there is a > 0 such that (7.7) works (replacing c with 2c) 
for t E [fj log cl, (z” + a)Ilog ai], provided f + a < z, - h/2& and E sujficiently small. 
Remark. For sake of precision, the statement of Theorem 7.2 is given taking care of 
the tiny interval of time that Theorem 5.1 does not cover. It is clear that once we have 
proved the statements of Theorems 6.2 and 6.3 for t = TllogaI we have them also in 
a neighborhood of t of length f?* (indeed ? can be chosen with a certain freedom). 
Hence we refer to this lemma by saying that we need to have (7.7) only for t = ? to be 
able to extend it to longer times. 
Proof. Set 7’ = f + allogal. We observe that (7.7) would be trivial if 
? + a > r, - b/2x (remember that 11 oZn(t) 11 I 1) and the same is true also if 
i+a>t,- b/2c( in the case ye = 0. Given m 2 1, we set for t E [f, I?] 
u&(x,t) = u;,(.r,t) - ezamcrmi ‘CP;-f (~-+y)u~,(y,f~). (7.8) 
Clearly we have that 
II h(f) II 5 II GA., t) II + e2’m(L-im)ll bK) II 
and so we must prove that 
for r ~[;,i+]. In fact, if (7.10) holds, for t E[LPI we have 
)/ cZm(t) IIrk.; + e2zm’e~2zmi~r~;~(~-). 
By taking into account 
(7.9) 
(7.10) 
(7.11) 
(7.12) 
we conclude the proof. 
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In order to prove (7.10) we note that by Lemma 7.1 and the hypothesis there is 
a constant Q > 0 such that 
To derive this inequality we used 
II %I?&) II 5 II hn(., t) II + GJa (7.14) 
which followed from (7.8) and the observation (7.12). Formula (7.14) holds for any 
m 2 1 and t E [t”, t”‘]. By making some simple estimate (using mainly (5.5)) we replace 
the v-functions with u-functions, obtaining a small term (the first one on the right- 
hand side of (7.13)). The constant Q can be chosen strictly positive because 
(rC - (b/2c()) - (f + a) and ? - (s,/3) are strictly positive. 
For n 2 1 (actually the following formulae are sometimes meaningless for n = 1, 
but the modifications which make them work are trivial) we define 
d, = E-C max emzzmr 
i<tsi+ 
II &I(., t) /I* (7.15) 
We used and will use the constants chosen in the following way: 
i E (0, @)> 
0 ~(2a(f + a), 2c((z” + 3a/2)), 
a E (0, a*/3) n (0,26*/3aa) n (0,2(2, - r)/5). 
(7.16a) 
(7.16b) 
(7.16~) 
in which the #-constants are given by Theorem 5.1. It is clear that if we prove d, I 1 
we are through, because of (7.11) and (7.12). Some simple calculation starting from 
(7.13) and (7.15) lead to (b’ > 0 is arbitrary) 
d, s C{e2~r+E3~bdm+1 + s2-2b’dm + ,-2”iE2-2b’-3+bdm_, + se-I>, 
if m < n, 
d, I C{e2ui+E@d,+1 + &Zb’& + e-2aiEZ-2b’-3+bd,_1 + Ee-i}, 
if m = n, 
d, 5 c{eZai’~@d,+ 1 + ~‘-~~‘d,,, + e-20i~2-2b’-ed,,_ 1 
+ Ee-C+(3-b)-@}, if m > n (7.19) 
(7.17) 
(7.18) 
and h’ derives from (5.5) (we replaced h’ with 2h’ to take care of factors Ilog~I). 
Furthermore, 
d = max d, 
1 <ns.v 
(7.20) 
with N a suitable positive integer. Clearly d is bounded by the sum of d, (n = 1, . , N) 
and to prove that d is bounded by 1 (for c small enough) we need only to show that 
(i) the coefficients in (7.17))(7.19) (multiplying the d’s) go to zero with I: and (ii) that 
there is N such that dN is smaller than 1. 
(i) It is easy to see that these coefficients vanish with I: if the conditions (7.16) and 
the choice of f are fulfilled (we have only to choose h’ small enough). 
(ii) It is sufficient to prove that there is N such that 
limc~_~(“-h)“+Wfl 
i-0 i 
In order to do this we 
z”<“i, 11 ~!~~~(f)/~e~~“~~‘c~“” = 0. (7.21) 
observe that 
i 
2N 
i~,([~(Xi,t) - WI(c?Xi,t - ~-;S,)] + m(r-:xj,t - ~~;(s,)lJ~ 
V;AI(XA,t- ~~;6,)nm,(EXi,t - i~;ii,) 
itA’ 
(7.22) 
in which we have taken the conditional expectation with respect to the cr-algebra 
& generated by the process till the time f-. Furthermore 6, denotes the measure on 
X, supported by the configuration at time ?- and m is the solution of the RD equation 
(2.4) with initial condition fi;, i.e., of the system (4.2) with g* replaced by 5; xA is the 
vector xi with i EA. 
First of all it is straightforward to show (by using the technique developed in 
Chapter 4 and using the estimates on the U, up to time f) that for all u > 0 there is 
a c’ such that 
P$(llm(.,t - 7-;6,+11 > e”‘i:~P+3~2) I cf? (7.23) 
in which p is an arbitrary strictly positive number. Now we observe that as 
llrn, llrn 2 ~up~,~=~l~~~~, m, (I-:Xi, t - fF; 6;)/ we have 
(7.24) 
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Hence we can estimate the expectation in the last term of (7.22) (use (7.24) and the 
maximum principle) and we get 
Ilium I/ 2 C(N)_maxN ~~~~x~e”*m[e(2N~m~r’~c~p+3’2~(2N~m) + c(U)?]. (7.25) 
Now choose p such that 2c((f + a) + 3 - 2p = 6 > 0 (choose p = (3 - 2a(f + a)/4 
so 6 = (3 - 2a(z” + a))/2) and define 6’ = min(6*,6). Set (for example) 
u = 26’(2N - m) + 1 to get rid of the last term. Hence we get that there is c such 
that 
E-(-(3-b)n+OnI~~a~~l~jV2N(t)lle-2””’e-QN I CE-n(r+3-b-o,e~2~Ni~E-ONE2s’N. (7.26) 
Now observe that e-2aNi~s~QNc26’N = ,$2n;-@f26’)N and that 2& - @ + 26’ 
> 26’ - 3~. But we required a < 26’/3 (by (7.16c)), so the left-hand side of (7.26) is 
bounded by 
(7.27) 
Choose 
N > n(i + 3 - b - 0) 
26’ - 3a 
(7.28) 
to conclude. 0 
Note. A further development in studying the onset of interfaces and their local 
structure (for the same dynamics considered in this paper) is contained in G. 
Giacomin’s, Interface formation and global spatial structure in a Reaction-dijjiision 
model, preprint Rutgers University, 1993. Phase separation has been studied also in 
the case of Glauber dynamics with Kac potential (see the works of A. De Masi, 
E. Orlandi, E. Presutti and L. Triolo, Glauber evolution with Kac potential II: spinodal 
decomposition, preprint, Rome, 1993). Moreover, further results on the motion by 
mean curvature for the process studied in this paper can be found in the works of M.A. 
Katsoulakis, P.E. Souganidis, Interacting particle systems and generalized mean curva- 
ture evolution, preprint, 1992. 
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