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Abstract 
The relationship between post-mortem state and changes of biological tissue im-
pedance has been investigated to serve as a basis for developing an in-vitro mea-
surement method for monitoring the freshness of meat. The main challenges the-
reby are the reproducible measurement of the impedance of biological tissues 
and the classification method of their type and state.  
In order to realize reproducible tissue bio-impedance measurements, a suitable 
sensor taking into account the anisotropy of the biological tissue has been devel-
oped. It consists of cylindrical penetrating multi electrodes realizing good con-
tacts between electrodes and the tissue. Experimental measurements have been 
carried out with different tissues and for a long period of time in order to moni-
tor the state degradation with time. Measured results have been evaluated by 
means of the modified Fricke-Cole-Cole model. Results are reproducible and 
correspond to the expected behavior due to aging. An appropriate method for 
feature extraction and classification has been proposed using model parameters 
as features as input for classification using neural networks and fuzzy logic. 
A Multilayer Perceptron neural network (MLP) has been proposed for muscle 
type computing and the age computing and respectively freshness state of the 
meat. The designed neural network is able to generalize and to correctly classify 
new testing data with a high performance index of recognition.  
It reaches successful results of test equal to 100% for 972 created inputs for each 
muscle. An investigation of the influence of noise on the classification algorithm 
shows, that the MLP neural network has the ability to correctly classify the noisy 
testing inputs especially when the parameter noise is less than 0.6%. The success 
of classification is 100% for the muscles Longissimus Dorsi (LD) of beef, Semi-
Membraneous (SM) of beef and Longissimus Dorsi (LD) of veal and 92.3% for 
the muscle Rectus Abdominis (RA) of veal.  
Zero-order Sugeno fuzzy logic provides a successful alternative for easy classi-
fication. Using the Gaussian membership functions for the muscle type classifi-
cation and trapezoidal member function for the classifiers related to the fresh-
ness classification, fuzzy logic realized an easy method of classification and 
generalizes correctly the inputs to the corresponding classes with a high level of 
recognition equal to 100% for  meat type classification and with high accuracy 
for freshness computing equal to 84.62% for the muscle LD beef, 92.31 % for 
the muscle RA beef, 100 % for the muscle SM veal and 61.54% for the muscle 
LD veal. 
   
Zusammenfassung 
Auf der Basis von Impedanzspektroskopie wurde ein neuartiges in-vitro-
Messverfahren zur Überwachung der Frische von biologischem Gewebe entwi-
ckelt. Die wichtigsten Herausforderungen stellen dabei die Reproduzierbarkeit 
der Impedanzmessung und die Klassifizierung der Gewebeart sowie dessen Zu-
stands dar. Für die Reproduzierbarkeit von Impedanzmessungen an biologischen 
Geweben, wurde ein zylindrischer Multielektrodensensor realisiert, der die 2D-
Anisotropie des Gewebes berücksichtigt und einen guten Kontakt zum Gewebe 
realisiert. Experimentelle Untersuchungen wurden an verschiedenen Geweben 
über einen längeren Zeitraum durchgeführt und mittels eines modifizierten Fri-
cke-Cole-Cole-Modells analysiert. Die Ergebnisse sind reproduzierbar und ent-
sprechen dem physikalisch-basierten erwarteten Verhalten. Als Merkmale für die 
Klassifikation wurden die Modellparameter genutzt. 
Für die Klassifikation nach Muskeltyp und den zugehörigen Alterungszustand 
mit neuronalen Netzen wurde ein mehrschichtiges Perzeptron Neuronales Netz 
(MLP) vorgeschlagen. Dieses Neuronale Netz ist in der Lage ist zu verallgemei-
nern und bei neuen Testdaten eine hohe Erkennungsrate zu realisieren. Für die 
972 untersuchten Testfälle unterschiedlicher Gewebearten wurden dabei 100 % 
Erkennungsquote erreicht. Eine Untersuchung des Einflusses von Rauschen auf 
das Neuronale Netz zeigt, dass es die Fähigkeit besitzt Daten, für die das Para-
meter-Rauschen kleiner als 0,6 % ist, besonders gut zu klassifizieren. Die Klas-
sifizierung erreicht dabei für die Muskel Longissimus Dorsi (LD) und Semi-
Membraneous (SM) vom Rind und den Longissimus Dorsi (LD) vom Kalb 
100%. Für den Rectus Abdominis (RA) vom Kalb wird eine korrekte Klassifi-
zierung in 92,3% der Fälle erreicht. 
Null-ordnung Sugeno Fuzzy-Logik führt auch zu einer leistungsfähigen Alterna-
tive für die Klassifizierung. Unter Anwendung der Gaußschen Zugehörigkeits-
funktionen für die Gewebe- und trapezförmige Zugehörigkeitsfunktion für die 
Zustandserkennung erreicht die Fuzzylogik ein gutes Generalisierungsvermögen 
und damit eine gute Klassifizierung der entsprechenden Daten. Die Fuzzylogik 
erreicht eine Gewebeartklassifikation mit 100% Erkennungsquote. Für die  Zu-
standserkennung bei Rindfleisch wird für den LD eine korrekte Klassifizierung 
mit einer Quote von 84,62 % und für den RA liegt dieser Wert bei 92,31 %. Bei 
Kalbfleisch liegen die Werte für den SM bei 100 % und für den LD bei 61,54 %. 
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1. Introduction 
One of the most important challenges in meat industry is to obtain reliable and 
fast information on meat quality and freshness throughout the production 
process in order to provide guaranteed product quality and high safety for con-
sumers.  
EU policies protect the needs of consumers and encourage the production of 
safe, nutritious and affordable meats. Meat industry consists of several stake-
holders like control agencies of meat, import-export companies and meat quality 
research laboratories. Different meat scandals throughout the last decades have 
shown the importance of meat quality assessment during production, transporta-
tion and storage, as well, exposure to inadequate temperature leads to the meat 
deterioration.  
Furthermore, corruption by printing wrong labels on old meat is often reported. 
Also there is commonly practiced corruption that consists of the mixing of dif-
ferent meat prices and by selling other meat or muscle whose price is cheaper 
than that desired by the consumer.  
1.1 Motivation  
For meat state monitoring fully automatic, easy to use systems are necessary in 
order to replace laboratory procedures which consist in general of taking meat 
probes and analyzing them under microscopes and using special expensive 
equipment. These procedures are time-consuming and generate big costs, so that 
they cannot be applied for a large number of probes without increasing the costs 
significantly.  
With online measurement devices, an online monitoring throughout the meat 
production process can be realized taking into account a large number of probes 
and in an easy practicable way. The more features are measured by this way; the 
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better it is for both industries and consumers. Such a device should have low-
cost and measure decisive parameters. The aim thereby is not to completely re-
place laboratory methods, but to widen the measurements to a large number of 
muscles and to recognize anomalies, which can be subjected to further detailed 
investigations.  
Meat quality is manifold and cannot be measured easily like a simple measure-
ment quantity. It includes different aspects related to microbial attacks, existence 
of certain substances and hormones and structure changes of the muscle during 
maturation processes. Especially for beef, maturation of the meat is necessary 
before it is consumed in order to get it tender.  
In order to fulfill these requirements, electrical measurement methods, such as 
bio-impedance, come into reach because of the easy principle and the possibility 
for low costs realization.  
1.2 Structure of muscles and biological tissues 
Meat muscle is a structured tissue corresponding to an aggregation of cells in 
about 60% of fluid. Two thirds of fresh meat fluid is inside the cell                     
(intracellular) and one third is inside the cell (extracellular) (                     
Figure 1).  
                                         
Figure 1 Biological tissue structure 
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The biological tissue is changing with post-mortem time following its physical 
characteristics. Maturation state of meat influences its fibers structure and con-
ductivity and leads to observable changes of its complex impedance. Conductiv-
ity measurements are of a high interest because they provide good information 
for meat characterization about its structure and aging. The complex impedance 
includes the complex conductivity and the permittivity and gives therefore more 
information about the state of the tissue and the cell membranes than classical 
capacitive or resistive measurements.  
Both intracellular and extracellular fluids are electrolytes containing free ions 
able to transport electrical charge that permits to consider that the meat can be 
approximated to be an electrolyte. Electrolytes are conducting liquids and have 
as carrier’s free charges positive ions (cations) and negative ions (anions). In any 
liquid being electrically neutral, the number of positive charges carried by all of 
the cations is equal to the number of negative charges carried by all anions. In 
the absence of external electric current the ions are driven in a disordered agita-
tion. During the passage of electric current, ions are animated in a double overall 
movement: The positive ions move in the conventional direction of the current 
and negative ions move in opposite directions (Figure 2). 
 Two current carrying electrodes in an electrolyte are the source and sink of elec-
trons: From electrons of the metal, to ions or uncharged species of the electro-
lyte. Living tissue is electrically and macroscopically predominantly an electro-
lytic conductor. Tissue DC currents are therefore, ionic currents in contrast to the 
electronic current in metals. The total ionic conductivity of a solution depends 
on the concentration, the activity, the charge and the mobility of all free ions in 
the solution. Most important ions contributing to the ionic current in biological 
tissue are K+, Na+ and Ca2+ [1]. 
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Figure 2. Ionic current and double layer effects 
1.3 Impedance spectroscopy 
Impedance spectroscopy represents a suitable measurement method which can 
serve as a basis for development of in-vitro measurement system for assessing 
the freshness of meat. The maturation state of meat leads to observable changes 
of its complex impedance [2].  
For in-vitro measurements, the excitation signal, expressed as a function of time, 
can be a voltage or a current, because there are no current limitations like safety 
requirements in in-vivo measurements. 
Impedance spectroscopy measurements are often analyzed by using an equiva-
lent circuit model. The objective is to find a model whose impedance fits to the 
measured data. The type of components in the model and their interconnections 
controls the shape of the impedance spectrum.  
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1.4 Meat diagnosis 
Diagnosis is in general the identification of the existence, the nature and the 
causes of a certain phenomenon. The first objective for diagnosis is to find suit-
able features that can be used for meat classification. The goal consists thereby 
of simplifying the amount of resources required to describe a large set of data-
base or constructing combinations of variables to still describing data mining 
with sufficient accuracies. Analytical approaches have been proposed for the use 
in the rapid and quantitative monitoring of meat spoilage. These include intelli-
gent methodologies dealing with data and problems that need a high perfor-
mance of analysis and one of the most important methods are neural network [3, 
4, 5] and Fuzzy logic. 
1.5 Structure of the thesis 
In this thesis, we propose to use the bio-impedance spectroscopy as system iden-
tification technique to develop a new diagnostic method for biological tissues. 
The dissertation is structured in six chapters including the first chapter; the in-
troduction. An explanation about the structure of the different proposals and ob-
jectives is shown in Figure 3. These chapters are: state of the art, experimental 
investigation, modeling and feature analysis, data mining and classification of 
tissue and state and conclusion.  
In chapter 2, we present the state of the art of bio-impedance measurements for 
tissue monitoring in order to analyze different methods developed for biological 
tissue analysis, especially experimental techniques, the modeling and feature 
extraction from impedance spectrum. The state of the art of data mining for tis-
sue classification is also presented. Different methods of feature extraction are 
investigated especially mathematical methods, such as principal component 
analysis (PCA). Different techniques of classification are also presented espe-
cially using neural networks and fuzzy logic. 
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In chapter 3, experimental investigation are described including the measure-
ment setup, the meat preparation before measurement and the design of a suita-
ble electrode structure In order to reach reproducible and consistent measure-
ments in spite of anisotropy effects.  
In chapter 4, appropriate methods to analyze the measured spectra of meat are 
investigated and tested. These methods are decisive and are therefore, validated 
by the correlation between methods of analysis and biological fundamentals.  
In chapter 5, feature extraction is investigated in order to get accurate diagnosis 
by finding the suitable method of classification to reach a high classification 
probability during learning and test phases.  
In Chapter 6, the conclusion and perspectives of the work are presented.  
 
Figure 3. Dissertation overview 
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2. State of the art 
2.1 Introduction 
In the first part of this chapter, we present the state of the art of measurements 
based on impedance spectroscopy and show the advantages of the method and 
the physical phenomena in the frequency range [40 Hz-110 MHz] that permits 
the monitoring of the biological tissue state.  
The second part of the state of the art consists of the presentation of data mining 
methods for the determination of the suitable feature and the work related to 
classification methods, neural networks and fuzzy logic.  
2.2 Experimental measurement based on impedance spectroscopy 
2.2.1 Impedance spectroscopy measurement method for biological tissue 
Impedance spectroscopy is an established method for the measurement of ma-
terial properties in corrosion research, material interfaces, characterization of 
chemical processes and recently also in life sciences as biology and medical di-
agnosis [6]. 
It is a promising method which allows getting a lot of information like reported 
in [7]. It offers more information over the frequency dependence with a relative 
simple measurement procedure based on the measurement of a transfer function 
at excitations of the device under test. Another important advantage of imped-
ance spectroscopy is the possibility to realize measurement systems with low 
costs and short measurement times as reported in [8] compared to other mea-
surement methods. It allows the separation of different dispersion types. It pro-
vides more measurement data at the same value of the measured quantity, while 
being non-invasive. 
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Several laboratory methods can be principally adopted for measurements of bio-
logical tissues, such as meat and special muscles. They need in most cases a 
complicated measurement setup and lead to high costs [2]. Therefore, they can-
not be adopted very often and are generally not accessible for end users. Differ-
ent authors, for example Wulf & Page [9], reported about limitations due to the 
difficulty finding suitable signal processing methods which are able to extract a 
lot of information. 
Pliquett has reported in [10], that bio-impedance measurement is a simple and 
nondestructive way for the characterization of agricultural products, for quality 
assessment and for process control, that allows the design of a robust equipment 
suitable for process engineering. The recommendation for measurement is that it 
is necessary to optimize the frequency range for each application. A sophisti-
cated data processing is needed for retrieving parameters, directly correlating 
with quality or process parameters and makes impedance measurements practi-
cally useful without need of highly trained technicians. 
Several studies have been conducted on bio-impedance [11, 12, 13]. The first 
research involving measurements on meat using complex impedance spectros-
copy was published by Callow in the 1930s [14], who explained that the elec-
trical impedance of muscle decreases rapidly during the pre-rigor period and that 
electrical properties of meat change with time of storage until 14 days after 
slaughter [15-16]. Several studies have been carried out on the postmortem evo-
lution of electrical meat properties. Damez et al. conducted several investiga-
tions for the measurement and characterization of meat [17-18-19] especially 
anisotropy sensing and dielectric behavior of meat during maturation that re-
flects major changes occurring in meat structure and tenderization. Altman et al. 
[20, 21] have made the comparison between impedance spectroscopy with the 
resistance for the computing of lamb carcass composition. 
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2.2.2 Probes and procedure used in bio-impedance measurement 
Experimental procedure is very important for in-vitro bio-impedance measure-
ment in order to get reproducible and valuable measurements. For that, the elec-
trode configuration is a decisive factor, because meat has an anisotropic struc-
ture and the electrode contact is very important. Different probes are used for in-
vitro bio-impedance measurements such as needle electrodes and non-
penetrating circular electrodes. Penetrating electrodes are excessively used for 
different bio-impedance measurement.  
Ghatass et al. [22] have investigated the beef meat quality. The beef meat sam-
ple has been vacuum-packed and stored at 4°C. The measurements are carried 
out by a LCZ meter Model 4277A, designed for measurements in the frequency 
range of 10 kHz to 1 MHz by means of two silver plated electrodes with silver 
chloride coating having a diameter of 20 mm.  
Damez et al. [19] have realized a measurement procedure using the impedance 
analyzer HP 4194A. Beef meat measurements were carried out in 4 times in day 
2, 3, 6 and 14 and scanning 80 frequencies ranging from 1 kHz to 1500 kHz. 
Meat has been vacuum packed and stored at 4°C. The used probe is consisting of 
2 stainless steel electrodes with a distance of 5 cm with a diameter of 0.6 mm 
making it possible to take measurements both longitudinally and transversally to 
the fiber direction. 
Tetra polar electrodes (Figure 4) are often used in bio-impedance field. Impedance 
measurements are taken by means of a set of four electrodes arranged parallel to 
each other. The two outers (current or excitation) electrodes provide the input 
signal (usually a current) to the investigated tissue. This creates an electric po-
tential distribution that is measured by the other two inner (voltage or pickup) 
electrodes [23]. 
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Figure 4. Diagram of tetra polar measurement set-up [24] 
Oliver et al. [25] investigated impedance spectroscopy for ham meat quality se-
lection by using four pin electrodes. Investigation is performed with a measure-
ment set-up using the impedance analyzer HP4192A scanning from 8 kHz to 1 
MHz.  
Negri et al. [26] have reported a new particle swarm optimization method for 
fitting electrical bio-impedance spectra. Bio-impedance spectrometer is recorded 
via two electrodes of a tetrapolar probe into bovine liver, heart, topside and back 
muscle samples. Distance between electrodes is 2.5 mm and diameter of elec-
trode is 1 mm. Injected current is 1 mA at the frequencies range from 0.5 kHz up 
to 1 MHz (Figure 5). 
 
Figure 5. Tetra polar electrode [26] 
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Lepetit et al. have developed different geometries of electrodes working with or 
without penetration to muscle [27]. They are like plates electrodes made consist-
ing of two electrodes  realized by two rows of five cylindrical bull nosed stain-
less steel probes with a distance of 20 mm between the two rows of probes and 
with the same electrical potential on each row. They also have developed bars 
electrodes made of two parallel, rectangular cross-sectional bars of stainless 
steel with a distance of 10 mm between the two bars. Other geometries of 
needles electrodes are made of two rows of nine cylindrical needles and with a 
distance of 10 mm between the two rows of needles, with the same electrical 
potential of each row. 
It has been reported that needles electrode has shown a big disadvantage consi-
dering reproducibility in anisotropic materials. Altmann et al. [28] have used 
different directions of probe insertion for the computing of intramuscular fat by 
impedance spectroscopy (Figure 6. Directions of puncture [28]).  
 
 
Figure 6. Directions of puncture [28] 
The probe is inserted three times with a distance of 5, 7, and 9 cm from dorsal 
midline. The used penetration depth of the field lines is 0.8 mm for an average 
with a frequency range between 500 Hz and 100 kHz. They confirm that the in-
crease in penetration depth by increasing the electrode gap would compromise 
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the local resolution. The stroke of the electrode system is 120 mm. It is fully in-
serted into the muscle prior to the measurement.  
Anisotropy dependency is identified by Swatland et.al [29] and Bokadian et al. 
[30] during meat measurement. They classify three directions for the placement 
of electrodes for the measurement of electrical properties of meat that are across 
the fibers and parallel to their long axis, then across the fibers and perpendicular 
to their long axis and the third is along the fibers and perpendicular to their long 
axis (Figure 7). 
 
Figure 7. Three orientations of a pair of parallel needles in a muscle sample [29] 
To avoid the influence of anisotropy, Damez et al. [18] proposed an 
tal solution consisting of the measurement longitudinally then transversally to 
the fiber direction to allow diametrically opposite electrodes successively com-
mutated in order to measure the impedance in a radial direction ( 
Figure 8).  
                                                                     
Figure 8. The 8 cm in diameter 20 electrodes probe using                                   
the bipolar method [18] 
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García-Breijo et al. [31] have proposed a solution that consider a cylindrical 
geometry of the electrodes. It consisting of a hollow needle made of stainless 
steel that acts as the outer electrode inside which a wire made of steel and it 
plays the role of inner electrode and with a dielectric material, the epoxy resin 
between both electrodes (Figure 9). The needle is the same as used in medical ap-
plications for carrying out electromyography. It is made of stainless steel and 
acts as the outer electrode in the system. The inside wire is made of steel and it 
plays the role of inner electrode. Between both electrodes, there is a dielectric 
material, namely epoxy resin. The utilized needle has an outer diameter equal to 
0.46 mm.  
 
Figure 9. Concentric measuring cell [31] 
Non contacting electrodes are also used in bio-impedance measurements. Che-
valier and al. have conducted a research on fish measurements [32]. Three 
probes with different electrodes geometries are concurrently tested. Indepen-
dently on the used probe, the salt content of samples has been successfully eva-
luated by linear computing models based on conductance and increment capacit-
ance data. The probe has been made of two concentric platinum electrodes fixed 
on a non-conducting support. The two concentric electrodes system has been 
chosen in order to carry out measurements on anisotropic material such as fish 
muscle. This system measured impedance at two different frequencies 1 MHz 
and 10 MHz. Conductance and capacitance have been determined from imped-
ance measurement and have been displayed on multisensory control unit. 
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Mohiri et al. [33] have presented the computing of meat permittivity based on its 
blood volume, an impedance analyzer (Agilent 4294) connected to a parallel 
plate dielectric fixture (Agilent 16451B) with a 5 mm guarded electrode used to 
measure the permittivity of both; the meat and the muscle fibers (Figure 10). A 
good contact between the electrodes and the samples are carefully made as re-
quired in the contacting electrode measurement method. The quantity measured 
by the impedance analyzer is only the capacitance. 
 
Figure 10. Schematic description of different probes used in the study in [33] 
A similar study using the same measurement material, describes the analysis of 
capacitive variations in the fish, slaughtered and non-slaughtered cow and pig 
meats [34], where four disc shaped electrodes are used, A, B, C and D that differ 
from each other in diameter and the method used to measure dielectric proper-
ties. Electrode B shall be used to measure the meat capacitance and loss factor. 
A parallel plate capacitor of platinum-disc shape electrodes is used to measure 
the capacitance of the meat.  
The diameter D of the electrodes and the distance d between them are 2.5 cm 
and 1 cm, respectively. The meat sample is put between the two plates; with the 
gap of 1cm. The capacitance C depends on the dielectric permittivity of the meat 
sample. 
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Giraldez [35], used the capacitive method with a parallel plate fixture connected 
to an impedance analyzer. The electrode of the fixture has a 38 mm x 38 mm 
guarded/guard electrode, has been used and the diameter of the used samples has 
been chosen equal to 46 mm. The thickness has been determined individually 
for each meat sample with an accuracy of ±0.01 mm (Figure 11).  
 
Figure 11. Capacitive Variations Study of Fish, Cow and Pig [35] 
The thickness of the samples is in the range 2-4 mm due to the limitations in the 
slicing system. Preliminary experiments demonstrated that, in this thickness 
range, the dielectric properties of each loin do not present significant differenc-
es. The contacting electrode method (Rigid Metal Electrode) has been used. The 
method consists of setting the sample between the electrodes, ensuring good 
contact between the electrodes and the sample. 
2.2.3 Critical review of methods based on impedance spectroscopy 
The electrode design and the measurement procedure have been investigated by 
several authors and researchers. Different probes are used for in-vitro bio-
impedance measurements especially needle electrodes and non-penetrating cir-
cular electrodes. The distance between electrodes and length embedded into the 
sample were considered. In the following Table 1 we gives a summary about a 
selection of different geometrical configurations of needles probes from litera-
ture including information about measurement procedures, such as the storage 
temperature and the frequency range.  
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Table 1. Summary of selected methods for in-vitro bio-impedance measurement 
 Ghatass et al. Damez et al. Oliver et al. Negri et al. Altman et al. 




a silver chloride 
stainless steel Pin electrodes - 
Stainless steel 
puncture needles  
Number of elec-
trodes 
2 2 4 4 4 
Length - 5 mm - - 35 mm 







Penetration depth - > 5 mm - - 0.8 mm 
Gap between two 
electrodes 
- 5 cm - 2.5 mm 20 mm 
Vacuum packed 
meat 
Yes Yes - - - 
Temperature 4°C 4°C - - - 
                                                                                                                                          
Needle electrodes insure a very good contact but have a big disadvantage consi-
dering reproducibility in anisotropic materials. Biological tissues, particularly 
meat have an anisotropic structure, so that impedance varies according to 
whether the current runs parallel or perpendicular to muscle fibers [36]. The 
conductivity of meat increases in the case of measurement in parallel to the 
muscle fibers. In this case the current is better conducted by the fibers than in 
other cases where it is obliged to cross them. Different authors propose the use 
of tetra polar electrodes, it is clear that this type of electrodes shows the same 
problematic of reproducibility. We realized several laboratory tests using the 
two probes that give a high efficiency when the calibration is done to remove of 
cable and electrodes effects. Non-penetrating circular electrodes, overcome the 
anisotropy effect in two dimensions. However it has a bad contact to the rough 
surface of the meat and needs a sufficient force applied to get acceptable results. 
An investigation will be presented in the next section to confirm the anomalies 
of the needles penetrating electrodes and the non-penetrating circular electrodes.  
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Sensitive measurements with high reproducibility represents an important chal-
lenge and the use of a cylindrical geometry present a necessity to avoid the ani-
sotropy dependency.  
The objective would be therefore to develop an electrode that can guarantee re-
producible and consistent measurements in spite of these effects. Different theo-
retical and experimental investigations will be provided for the proposed elec-
trode configuration in order to ensure a reduction of the inadequate electrode 
contact and the influence of anisotropy at the same time.  
Measurement procedure, especially the meat preparation represents also an im-
portant step in order to ensure correct measurement. Different experimental 
preparation of meat will be presented with the proposed solution that permits to 
avoid the appearance of bacteria and reduces the water loss in meat. The goal is 
to allow getting information about the meat for long period of time and main-
tains the same state of the meat as in meat selling sector.  
2.3 Physical phenomena and modeling of a biological tissue 
2.3.1 Physical phenomena in the frequency range [40 Hz-110 MHz]  
Using laboratory measurement setups, a bio-impedance measurement is general-
ly done in the whole frequency range [40 Hz-110 MHz] [37]. The spectrum re-
sults show that three areas of dispersion α, β and γ are observed (Figure 12) as de-
scribed in [38]. 
Foster and Schwan [39] have modeled these dispersion types for several biolog-
ical tissues. Grimnes & Martinsen [1] have given a general introduction to bio-
impedance measurement about the relevant electrochemical mechanisms, such 
as ionic conductivity, charge transfer reactions, double layers and diffusion me-
chanisms.  
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Figure 12. Nyquist plot of the muscle longisimus dorsi (LD) of Beef [40] 
At low frequencies the dispersion α is dominant [41]. The current cannot pass 
through the cells because of its high resistance [42]. It flows outside the biologi-
cal cells due to the diffusion and lateral movements of the ions along the insulat-
ing membrane of the cells (Figure 13). 
One of the important phenomena that contributes to the α-dispersion is the coun-
ter ion polarization effects described by Schwartz [43]. He has considered the 
case when an external field is applied on a particle surface; the free counter ions 
move initially laterally will be polarized and will be slightly displaced relative to 
the particle. The re-establishment of the original counter ion atmosphere, after 
the external field is switched off, will be diffusion controlled and the corres-





? ??                         (1) 
Whereas is the radius of the sphere, e is the elementary charge and m is the 
counter ion mobility. This leads to the α dispersion. 
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Figure 13. Explanation of physical phenomena in the α and β dispersion 
At radio frequencies, β dispersion is observed. It is associated with the dielectric 
properties of the cell membranes and their interactions with the extra and intra-
cellular electrolytes. One of the phenomena that contribute to the β dispersion is 
the Maxwell-Wagner effect [44, 45, 1] due to the interfacial relaxation process 
occurring in systems where the electric current passes at the interface between 
two different materials [46].  
At these frequencies, cells are polarized in response to the electric field. Cellular 
membranes act as barriers to the flow of ions between the intra and extracellular 
fluids (Figure 13). To illustrate this phenomenon, we consider a material consisting 
of two juxtaposed layers of different properties and submitted to an electric 
field. Initially, if the interface between the two materials is not charged, Poisson 





1 EED ?? ??                                (2) 
Where E'1 is the electric field of layer 1, E'2 is the electric field of layer 2, ε'1 is 
the relative permittivity of material 1 and ε’2 is the relative permittivity of ma-
terial 2.   
α β
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Where J1 is the current density 1, J2 is the current density 2, σ'1 is the conduc-









1 ???? ? , the interface has zero density of free charges. However, the differ-
ence in current densities implies that the interface is actually charged [41]. This 
imbalance implies an accumulation of charges at the interface between the two 
layers, resulting in the occurrence of an induced dipole at the interface (interface 
polarization). Maxwell [48] derived an analytical solution for the conductivity s 
of a dilute suspension of spherical particles by: 
? ?1 22
2 1 22 2
sp
? ?? ?
? ? ? ?
?? ?? ?                                                             (4) 
Another contribution to β dispersion is the relaxation caused by protein and 
amino acids residues [8, 49], where ps is the volume fraction of spheres. 
At microwave frequencies, the γ dispersion is dominating. This dispersion is ob-
served at high frequency due to the permanent dipole relaxation of small mole-
cules as water dipoles. In the presence of an alternating field, the polar mole-
cules such as water molecules or certain proteins are rotated. This rotation is not 
instantaneous and therefore a relaxation phenomenon is inherent. Debye [50] 
describes the orientation of the permanent dipoles (such as water molecules) as a 
purely viscous phenomenon, without force reminders, which can be approached 




                                                                                           
(5)
 
With η: Viscosity, ad: the radius of the dipole, k: the Boltzmann constant and T: 
the temperature. 
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Dipole size considers a major influence in the lifetime of relaxation. Typically, 
the orientation of molecules of water (pure water) occurs with relaxation times 
on the order of a few picoseconds with a frequency close to 20 GHz. For com-
parison, the polar protein presented in biological tissues is in general much larg-
er than water molecules and relaxation frequencies are then much smaller (a few 
MHz). Any macromolecules or proteins will produce dispersions at frequencies 
ranging from the α range through the γ range, depending on the size and charge 
of the molecules. A summary is shown in (Table 2). 
Table 2. Summary of the frequency ranges 
 
Cell suspensions typically exhibit significant β dispersion in the radio frequency 
range. This is due to the Maxwell-Wagner effect at the interface between the 
intra or extracellular solution and the phospholipids membrane. In addition, the 
water molecules cause a γ dispersion.  
For meat monitoring the dispersion β is more suitable than ??and γ dispersion 
because it includes information referring to the behavior of the cell membranes 
integrity, which changes with aging. The advantage in comparison with ? dis-
persion is that the current spreads in the intracellular and extracellular region.  
Dispersion Frequency range Physical phenomena 
? x mHz-x kHz 
- Cell membranes are isolating 
- Cellular membrane acts as barriers to the flow of ions 
- Current flows extracellular 
- Diffusion and lateral movement of ions along cell mem-
branes 
Β x kHz- x MHz 
- Interfacial relaxation process (Maxwell-Wagner-Effect) 
between intracellular and extracellular regions 
- Current flows extracellular and intracellular 
Γ x MHz- x GHz - Dipole relaxation of small molecules 
- Current flows extracellular and intracellular 
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The γ dispersion information about the biological tissue is available, but it is not 
specific for aging processes influencing mainly the cell membranes. To summar-
ize, the requirements of muscle tissue's monitoring can be determined from la-
boratory measurements of impedance spectroscopy. Thereby the working fre-
quency for meat characterization should be in the sector of the dispersion β. 
2.3.2 Modeling of biological tissue and feature analysis 
The first electrical model used for the characterization of biological tissues has 
been introduced by Fricke and Morse [52]. The model presented in Figure 14 and 
the equation 6 serves to approximate also an aggregation of cells. According to 
several studies in this area, it can be used to characterize biological tissues and 
consequently meat.  
It consists of a resistive element Re representing extracellular fluids in Ω placed 
in parallel with the capacitive element Cm, representing insulating cell mem-
















                                   (6) 
 
Figure 14. Fricke model 
Fricke noticed that the capacitance often varies with the frequency [53]. This is 
confirmed when it is observed that the Fricke model is not enough accurate to fit 
experimental results [54, 55, 56]. A depressed semicircle is denoted in the Ny-
quist-plot of the impedance spectrum.  
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By studying the dispersion and adsorption on the dielectric, Cole introduced in 
1940 [57] the first mathematical expression able to describe the depressed semi-
circles by finding the behavior of CPE (Constant Phase Element) when measur-
ing living tissues electrical impedance. The following equation shows a descrip-











?? ? ?                     (7)       
Where R0 is the resistance part at zero frequency in Ω, R∞ is the resistance at in-
finite frequency in Ω, τ represents the characteristic time constant and α is the 
dispersion parameter with a value between 0 and 1. 
 
Figure 15. Cole-Cole model [1] 
CPE describes a dispersion of the capacity depending on the frequency. The im-
pedance of CPE is described according to equation 8 [1-6-59]. When α is close 
to 0, the CPE describes a resistance, close to -1 it describes an inductance, close 
to 1 it describes a capacity and finally, for the value of ?.?, the result is equiva-
lent to the Warburg diffusion impedance.  
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? ????? jKZ aCPE
1
               (8) 
Cole-Cole model has been extensively used in different investigations for bio-
logical tissue characterization [10, 25, 26, 60, 61, 62], Haemmerich et al. [63] 
have used Cole-Cole model during the measurement of changes in electrical re-
sistivity of swine liver. After occlusion and postmortem, they have described the 
Cole-Cole circle (Figure 16). 
 
Figure 16. Cole-Cole Circle [63] 
The resistivity of swine liver tissue has been measured in vivo, during induced 
ischemia and post-mortem between 10 Hz and 1 MHz. Haemmerich mentioned 
that the resistivity decrease is accompanied by a decrease in both the extracellu-
lar resistance Re and membrane capacitance Cm. The decrease in Re is in 
agreement with the increase in the extracellular fluid volume (Figure 17). 
Konishi et al. have explained that the use of the Fricke model can ideally explain 
the biological tissue [64]. They have defined the model parameters Re, Ri and Cm 
according to the Cole-Cole equation, following resistances R0 and R∞, that cor-
responds to the impedance at very low and very high frequencies. The model 
equation is given according to the following equations: 
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0                                      (10) 
? ?iem RRC ?? max
1
?                                                (11)  
Where ωmax is the pulsation which gives the maximum imaginary part of the ny-
quist plot of impedance (Figure 16). 
                                                  
Figure 17. Changes in Re, Ri and Cm during first 12 h of a tissue sample [63] 
For the analysis of parameters over time, Konishi has mentioned that the mem-
brane capacity Cm rises initially and reaches its peak 4 h post-mortem, due to 
the increase in membrane surface resulting from cell swelling. After post-
mortem, resistivity decreases due to several factors. An increase in extracellular 
fluid, due to loss of membrane integrity post-mortem allows the continuity be-
tween intracellular and extracellular fluid compartments. The decrease in Re is in 
agreement with the increase of extracellular fluid volume. After that tissue suf-
fers extensively from post-mortem damage and cell membranes begin to break 
down. 
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Damez et al. [19] have included a method to combine Cole-Cole and Fricke 
model for the behavior of the meat as follows: 
? ? sps CRR ???                                (12) 





R ???                                 (14) 
R0 and R∞ are the impedance at very low and very high frequency, respectively. τ 
is the time constant. In this model, Rp and Rs represent the resistances of ECF 
and ICF, respectively, while Cs is the cell membrane capacitance. The parame-
ters analyses over time of Damez et al. are given in Figure 18.  
 
Figure 18. Evolution of model parameters for the muscle (RA) [19] 
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From the day 2 (D2) to the day 14 (D14), the capacitance Cs decreases according 
to membranes lysis and oxidation of the phospholipid membrane layers. Rp de-
creases due to an increase of the flow of free ions and an increase of the volume 
of extracellular compartments. However, Rs increases because of the increase of 
concentration in ICF. 
Macdonald confirmed that the empirical approach of Cole-Cole mainly serves to 
parameterize the data without clarifying the underlying mechanisms [65]. He 
has mentioned that it is more appropriate to use either an isolated CPE properly 
separated to other parameters C or R [59]. Pliquett also confirmed and men-
tioned [10] that several attempts to find a physical meaning for the parameters in 
the Cole-Cole model didn’t reach a satisfying result. Ivorra et al. [66] have con-
firmed that above theories do not easily explain the fact that α evolves with time 
under certain circumstances. An experiment on cold preservation of rat kidneys 
shows that the evolution of α is completely independent of the rest of bio-
impedance parameters. Ivorra has explained that α follows some sort of induced 
damage that has nothing to do with the cellular edema.  
Martinsen [41] has mentioned that because of their simplicity, the Cole-Cole 
model have been used extensively in the literature. It should be noted that a cir-
cular arc locus is not a proof of any accordance with Fricke’s law or the Cole 
equation.  
2.3.3 Critical review 
Different investigations demonstrate that impedance spectroscopy is a promising 
method. The advantage is to get a lot of information and the possibility to realize 
measurement systems with low costs and with short measurement times. Work-
ing frequency range and the analysis of different physical mechanisms occurring 
in the impedance spectra represent an important challenge for a correct characte-
rization. This will be investigated in this work by experimental measurements, 
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which will be subjected to analysis and comparison with expected values and 
trends given from physical considerations.  
The analysis of measured tissues represents also an important part for meat cha-
racterization. Different authors have used the Fricke model or the Cole-Cole 
model. An appropriate model for the meat should be investigated in order to be 
validated by the correlation to biological basics. 
Modeling of the meat has been linked to membrane modifications, but all these 
models have not been clearly explained. Although it has been shown that there is 
no model usable especially for meat characterization until now and that fits with 
the meat spectrum. A close connection between evolution of the model of the 
electrical meat impedance and the dependence of model parameters on aging 
represent an important goal. 
2.4 Data mining and tissue classification 
Several investigations have been carried out in the field of meat and food diag-
nosis. We will show some of them in this section that have similar principle of 
diagnosis methods. An overview is given about different results realized with 
data mining and classification methods related to the topic of biological tissue 
monitoring.  
2.4.1 Features and classification of biological tissue 
Different features of the impedance spectra can be adopted for data mining such 
as the use of model parameters, the use of characteristic points, the extraction of 
data at a fixed frequency or the use of the whole measurement results. The most 
used feature as input for classification is the model parameters. According to the 
literature, Principal Component Analysis (PCA) has been often used to reduce 
features to only the necessary inputs [67, 68, 69]. 
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MLP network, multilayer perceptron is the most frequently used neural network 
in the different application of biological tissue classifications and also in medi-
cal applications [70] and is known by its high accuracy [71]. 
Guerrero et al. [72] have used Cole-Cole model parameters to describe the rela-
tionship between sensory properties and electrical parameters of different meat 
qualities of hams for the muscles SM (Semi-Membranous) and the muscle BF 
(Biceps femoris). The used parameters are R0 that correspond to the electrical 
impedance at lower frequencies, Rinf that correspond to the electrical impedance 
at high frequencies, α that correspond to the shape adjustment parameter and fc 
that correspond to the characteristic frequency of the region under measurement 
at which the imaginary part of the electrical impedance is the largest in absolute 
value. A fifth parameter is introduced: the ratio between Rinf and R0 that corres-
ponds to the parameter proportional to the ratio of extracellular water to total 
water in meat.  
Principal component analysis is used in order to group different hams, and to 
locate them in the biplot. They are classified in three groups according to the 
main components, hams having pH45 (define as the pH at 45 min post-mortem) 
lower than 5.85 were classified as PSE (Pale, Soft, Exudative), hams with pHu 
(defined as the pH at 24 h post-mortem) higher than 6.0 as DFD (Dark, firm, and 
dry) and the rest as normal hams. EIS prototype correctly detected 69.2 and 
56.0% for SM and BF muscles, respectively of the problem hams in terms of 
pastiness. Authors have suggested that the electrical parameters evaluated in 
green hams by the EIS prototype could be useful for predicting pastiness in dry-
cured ham. 
Also, for the application of bovine tissue classification, Negri et al. [26] have 
used features for classification composed by the Cole-Cole parameters R0, R∞, τ 
and α. Results show that using the fitted Cole-Cole model parameters instead of 
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the full spectrum as the input of a neural network can enhance its classification 
rate and significantly reduce its topology when tested with experimental bovine 
tissue spectra. 
The same method has been used by Filho et al. [73] for classification to assess 
bovine milk quality. They have confirmed the use of the Cole-Cole parameters 
may have a better classification than the use of the raw acquired spectrum. Us-
ing a multilayer perceptron (MLP), the recognition percentage can reach 94.6% 
to classify adulterated milk samples within the type of impurity added, Water 
(H2O) or hydrogen peroxide (H2O2). The used MLP is composed by a hidden 
layer with two neurons, an output layer with three neurons defining each class 
(milk, milk with H2O, milk with H2O2). 
Farell et al. [74] have made the online assessment of food as it cooks performed 
using an optical reflection method. During cooking a series of chemical reac-
tions lead to a change of colors. These colors changes occur in the visible region 
of the electromagnetic spectrum. Principle component analysis has been applied 
to the spectra recorded from the food products, which has allowed the dimen-
sions of the input layer of the interrogating artificial neural network to be re-
duced from many 10s to typically 3. This results in a high efficiency and a low 
demand of computation power in the system. The used artificial neural network 
is a feed forward network with one hidden layer that uses the back propagation 
algorithm for its training. The classification is obtained using the color scale. 
Results show that the network give an almost good classification has been ob-
served despite some uncertainties. 
Qiao et al. [75] have used the principal component analysis to compress the en-
tire spectral wavelengths (430–1000 nm) into 5, 10 and 20 principal components 
(PCs). The so called ImSpector collected spectral images in a wavelength range 
of 400–1000 nm with a spectral resolution of 2.8 nm and a spot radius <9 μm. 
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Results show that reddish, firm and non-exudative (RFN) and reddish, soft and 
exudative (RSE) samples have been successfully grouped cluster analysis 
showed that the RFN and RSE samples were successfully grouped with a total 
corrected ratio as 75 to 80%. The MLP network yielded the corrected classifica-
tion as 69% by 5 PCs and 85% by 10 PCs. The transfer function of tansig has 
been used for the hidden layer and the Purelin one for the output layer. The 
training algorithm of Bayesian regularization (Trainbr) has been used in order to 
avoid over fitting. 
Winquist et al. [76] have assessed ground beef meat’s quality generating good 
classification result when using an unsupervised training neural network. After 
reducing the data set from 56 samples to 25 samples using PCA algorithm, au-
thors have classified the meat into three different qualities: Fresh, doubtful and 
disgusting. A three-layer network has been trained to recognize the storage time 
and the type of ground meat.  
The MLP is consisting of 15 input signals. The input layer consists of 15 neu-
rons corresponding to the 15 elements in the sensor array. The hidden layer con-
sists of seven units. The output layer consists of two units, equal to the number 
of output variables to be identified and classified. The classification has been 
found good especially for disgusting state where no misclassification has oc-
curred in the test phase. 
Chandraratne et al. [77] have used in their investigation on lamb carcass classi-
fication system, texture analysis and artificial neural networks. Features are 
composed by digital images of lamb chops used to calculate twelve image geo-
metric variables. In addition, a set of ninety texture features has been used to 
extract the textural information and the texture analysis is based on the co-
occurrence matrix method. Principal component analysis (PCA) was used to re-
duce the dimensionality of feature spaces with six geometric variables and eight 
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co-occurrence texture variables. Three-, four- and five-layer multilayer percep-
tron (MLP) networks have been performed on the classification process. The 
classification accuracy from three-layer MLP is 93.1%.  
LVQ network (Learning Vector Quantization) presents a successful network for 
meat and food classification. Janghel et al. [78] have tried to reach a high per-
formance by comparison between different models: Multi-Layer Perceptron 
(MLP), Radial Basis Function Network (RBF), Learning Vector Quantization 
(LVQ) and Competitive Learning (CL), to help doctors detecting the presence of 
the cancer with a high efficiency.  
The objective is to develop a diagnosis system using neural network model for 
breast cancer detection. Using 10 medical features as input data for the neural 
network models, the comparison results show that the Learning Vector Quanti-
zation (LVQ) with an accuracy of 95.82% is the best neural network in detecting 
breast cancer.  
Chuang et al. [79] have developed a method for differentiating a cancerous tis-
sue from adjacent normal tissues and classifying different functional regions in a 
complex biological tissue using neural networks. As measurement method, they 
have used the mass spectroscopy imaging aiming to visualize molecules on tis-
sues surfaces. A comparison is carried out between the self-organizing feature 
maps (SOFM) and the LVQ neural network to identify the tissue and non-tissue 
regions as a first step, then to identify cancerous human tissues from the normal 
ones.  
LVQ classification neural network has proven its efficiency, the compared data 
and images show that the computing results obtained by LVQ agree well with 
classification results. Results show an error rate of less than 23.38% for the 
identification of cancerous regions and an error rate of less than 9.08% for iden-
tification of the adjacent normal regions.  
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Other neural networks are used in the meat classification and computing, such as 
radial basis neural networks and counter propagation (CP). Prevolnik et al. [80] 
used the near infrared spectra to evaluate pork’s meat properties. Comparing 
Back propagation (BP) and counter propagation (CP) for the neural networks 
with PLS (partial least squares) regression. Error computing has been found to 
be (2.2–2.5%) for the neural networks. 
Balasubramanian et al. [81] have developed models that classified the beef sam-
ples into two groups; unspoiled and spoiled based on the microbial population. 
Maximum total classification accuracies using radial basis function neural net-
works above 90% obtained for the samples stored at the two temperatures.  
After performing PCA to determine the number of principal components that 
explains 99% or higher variations in the dataset, redundancies have been elimi-
nated and the dimensionalities of a dataset have been reduced. Among the me-
thods used for classification and diagnosis, fuzzy logic is considered as an im-
portant technique which deals with uncertainty problems and gives usually good 
results in various areas.  
Fuzzy logic is widely used in medical applications for diagnosis of tuberculosis, 
cancer, asthma, diabetes, aphasia, malaria, HIV disease, pulmonary embolism, 
cortical malformations and pancreatic diseases [82]. Researchers have used 
fuzzy logic to an earlier detection of breast cancer [83, 84]. Results are found to 
be very useful and helpful for oncologists, radiologists and doctors. Thus, fuzzy 
logic, as an intelligent system, will be with great help especially when saving the 
patient’s life could be possible.  
Balancia et al. [85] have classified cancer within its risk degree. Taking as in-
puts the age of the patient and the tumor size; a fuzzy logic system has been de-
veloped using FuzzyTECH which generates the cancer risk degree. The defuzzi-
fied outputs when compared with clinical observations are found to be almost 
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similar.  Other researchers [86] used MATLAB toolbox to estimate the risk de-
gree of a breast cancer using the Mamdani fuzzy inference. After choosing the 
membership functions and aggregation for the 8 input factors, the system has 
been tested using available patient and healthy people. Optimal performances 
have reached 87%. Fuzzy logic classifier in estimating the risk of neonatal death 
has been shown to be useful in a variety of input values by Fernando et al. [87]. 
Neonatal mortality is defined as the death that occurs up to 28 days of life and 
it’s an important population health indicator.  
A Mamdani fuzzy inference developed in MATLAB software has as inputs the 
birth weight of the newborn baby with four fuzzy sets and the gestational age 
with three fuzzy sets. When compared with experts’ observations, the fuzzy sys-
tem gave good results with a correlation coefficient of about r=0.96. 
Human health management under uncertainties is the underlying issue of Jam-
pour et al. [88] especially when humans are exposed usually to animals and do-
mestic products. When cattle suffer from serious disease, it would be necessary 
to detect such risk to protect humans from eventual contamination.  
Hence, researchers have developed fuzzy logic systems using MATLAB soft-
ware to diagnose diseases with neurological signs in cattle. After several studies, 
it has been found that the signs to be considered as fuzzy inputs are: Animal 
body temperature, salivary secretion, blindness and the hyper reaction to envi-
ronmental agent to finally determine one of the five disease types: Poly Ence-
phalomalacia (PEM), lactation tetany (LT), Bovine Spongy Encephalopathy 
(BSE), Rabies, silent form (R), Lead poisoning, acute form (LP).  
Jampour et al. have shown that among 20 cases tested, 3 samples suffer a mis-
matching which is considered as acceptable. Neshat et al. [89] have proved that 
a fuzzy logic system can be applied as an assistant for improvement of medical 
diagnosis.  
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In fact, a fuzzy inference system has been developed to diagnose liver disorders 
offering then a faster, cheaper, and also more reliable and more accurate results 
than traditional methods. Using FIS tool in MATLAB, a modeling of a fuzzy 
system with 7 input data and one output data presenting the liver disorder risk 
has attained a performance 91%.  
Table 3 gives an overview of all studies using MLP network previously pre-
sented, table 4 gives an overview of all studies using LVQ network previously 
presented and table 5 gives an overview of selected previous studies using Fuzzy 
logic. 
Table 3. Summary of selected investigations including MLP network  
Filho et al. (2011) 
Main objective Classification of adulterated bovine milk within the type of impurity  
Features Cole-Cole model parameters 
Performance MLP with a performance of 94.6% 
Farrell et al. (2005) 
Main objective Quality assessment of food  
Features Cole-Cole model parameters 
Performance MLP with a high accuracy equal to 100% 
Qiao et al. (2007) 
Main objective Pork quality and marbling level assessment 
Features Hyper spectral imaging 
Performance MLP network with a performance 65% with 5, 85% with 10 PCs  
Winquist et al. (1993) 
Main objective Beef meat’s quality 
Features Feature extracted from the electronic nose 
Perforamance MLP training, almost good classification results especially the disgust-ing state  
Chandraratne et al. (2003) 
Main objective Lamb carcass classification 
Features Digital images of lamb 
Performance MLP network with an accuracy 93.1% 
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Table 4. Summary of selected realized work in biological tissue using LVQ 
Janghel et al. (2010) 
Main objective Diagnosis and prediction of breast cancer  
Features Clinical tests reports 
Performance 
ANN with Multi-Layer Perceptron (MLP), Radial Basis Function 
Network (RBF), Learning Vector Quantization (LVQ) and Competitive 
Learning (CL). The LVQ reaches the best performance with 95.82% 
Chuang et al. (2012) 
Main objective Differentiating cancerous tissue from normal tissues and classifying the different functional regions in a complex biological tissue 
Features Mass spectrometry imaging (MSI) 
Performance 
Comparison between SOFM and LVQ. The results showed an error 
rate less than 23.38% for the identification of the cancerous regions 
and an error rate less than 9.08%  
Table 5. Summary of selected investigations using fuzzy logic 
Prasath et al. (2013) - Saleh et al. (2011) -Latha et al. (2013) - BALANICĂ et al. (2011) 
Objective Breast cancer detection 
Features Hospitals oncology  
Classification  Fuzzy logic, test results are similar with those of doctors’ observations 
Yılmaz et al. (2011) 
Main objective Detection of cancer and identification of the cancer type 
Features Data have been obtained from hospitals’ information and statistics 
Performance  Fuzzy logic ? Mamdani inference type with 8 inputs. Performance is 87% 
Nascimento and Ortega (2002) 
Main objective Estimating the risk of neonatal death (death of newborn infants) 
Features Data were obtained from hospitals’ information and statistics 
Performance 
Fuzzy logic ? Mamdani inference type: Inputs are the birth weight of the 
newborn baby with 4 fuzzy sets and the gestational age with three fuzzy sets. 
Correlation coefficient of about r=0.96 compared with experts’ observations 
Mahdi and Mohsen Jampour (2011) 
Main objective Diagnosis of cattle and domestic animals with neurological disease signs 
Features Veterinary observations and results 
Performance 
Fuzzy logic ? four input signs and five output disease type 
Acceptable classification: among 20 cases only 3 present mismatching 
Neshat at al. (2008) 
Main objective Diagnosis of liver disorders 
Features Data collected by a liver disorder specialist 
Performance  Fuzzy logic ?7 inputs and 1 output: the liver disorder risk. Performance 91% 
State of the art  37 
2.4.2 Theoretical background 
In this section we will present the theoretical background related to the most im-
portant parts of methods presented in different researches: PCA method, neural 
network with MLP and LVQ and fuzzy logic methods. 
PCA belongs to statistical methods of multivariate analysis [90]. It is a method 
of transforming the initial data set of high dimensions into a new data set 
represented by a vector of samples. The goal of this transformation is to concen-
trate the information and reduce their dimension by considering the data va-
riance. The PCA method is a linear transformation as described in the equation 
15 which transfers the original possibly corresponding data set X to a new un-
correlated data set Fnew. The new data set Fnew has the same dimension as the 
original data set X. At is the coefficient transformation matrix. 
F A Xnew t? ?                                                            (15) 
First few components (columns) of the new data set Fnew contribute the majori-
ty of variances and are considered to be the principal components, which can 
reflect the original data matrix without big information losses. They have small-
er dimension and are uncorrelated to each other, which makes the analysis of the 
data much easier. The input data set Xd is in the form of matrix as shown in eq-










? ?? ?? ?? ? ?? ?? ?? ?                             
  (16)
 
Artificial Neural Network (ANN) was invented in 1943 by McCulloch and Pitts 
[91] with the presentation of the formal neuron which is an abstraction of the 
physiological neuron. In 1949, Hebb [92] presented the learning rules. Current-
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ly, several models of networks are still inspired by the Hebb rule. In 1958, Ro-
senblatt [93] developed the perceptron model. This is a neural network inspired 
by the visual system. This is the first artificial network able of learning from ex-
perience. In the same period, the Adaline (Adaptive LINAR Element) model has 
been introduced by Widrow and Hoff [94]. This model has been subsequently 
the base model multilayer networks. In 1969, Minsky and Papert [95] published 
a review of properties of the perceptron, having a great impact on research in 
this area. In 1972, Kohonen [96] presented associative memories and offered 
applications to pattern recognition. In 1982 Hopfield [97] presented a complete-
ly looped network, which analysis the dynamics. An artificial neural network is 
a mathematical model that mimics the architecture and the functionalities of a 
biological neural network. Neural networks, composed of artificial cell struc-
tures (Figure 19), are an approach for addressing the perception problems, 
memory, classification, learning and reasoning. Neurons are connected by 
weights which control the behavior of the whole structure. The adaptation of 
these weights gives neural networks the ability to learn and remember informa-
tion. Learning artificial neural network is a very important phase for the imple-
mentation. It consists to determine or to change the network settings to adopt a 
desired behavior. It consists to determine the weights of the connections accord-






Figure 19. Artificial neuron structure [98] 










State of the art  39 
Neural networks can be classified into three categories [99], supervised training, 
unsupervised training and hybrid. Table 6 contains a selection of neural net-
works and their corresponding learning algorithms. 
Table 6. Neural network types and their learning algorithms 
Paradigm Learning 
Rule 






Single or multilayer 
perceptron 
Perceptron learning               
algorithms 
Backpropagation 










Multilayer                
feed-forward 
















Multilayer                  
feed-forward 
Sammon’s projection Data analysis 
Hebbian 
 
Feed-forward             
or competitive 




Hopfield network Associative memory              
learning  
Associative memory 
Competitive Competitive Vector quantization Categorization 
 Data compression 
Kohonen’ s SOM Kohonen’ s SOM Categorization 
Data analysis 










In a supervised learning, the training data are pairs of input and desired output 
values that are traditionally represented in data vectors. The operator should 
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clearly supply the network with the desired targets that shouldn’t be chosen ran-
domly by the system. This type of learning is widely used in classification and 
pattern recognition. The response of the network to the inputs is measured. 
Weights are modified to reduce the difference between the actual and desired 
outputs. They are corrected according to the error value. Such a training is also 
called “learning with a teacher” since a control process knows the correct output 
answer for the set of selected input vectors. For unsupervised learning, only the 
inputs are supplied to the network; the output values are generally unknown. The 
neural network adjusts its own weights so that similar inputs cause similar out-
puts. The network must itself identify, classify or recognize the incoming inputs 
without any external assistance or “teacher” which is not the case in this thesis. 
The hybrid learning combines both supervised training and unsupervised train-
ing.  
Similar to neural network, the validation of fuzzy logic is carried out using 
unknown data. In this case, Fuzzy logic is used for classification and clustering.  
Fuzzy logic has been first introduced by Zadeh [100]. It is a mathematical tech-
nique dealing with imprecise data and problems that have solutions unlike logic. 
It resembles more to human logic since it works with range values. Unlike clas-
sical theory which deals with binary propositions (“false” or “true”), fuzzy logic 
avoids dealing with categorical systems. A global architecture of fuzzy logic sys-




Figure 20. Global architecture of a Fuzzy logic system  
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The process of fuzzy inference system includes three principal steps [101]: 
? Fuzzification of input variables and choice of suitable membership func-
tions  
? Construction of fuzzy rules and making decision  
? Defuzzification  






Figure 21. Block structure of a Fuzzy system 
In fact, the model's parameteres (received data) undergoes a feature’s extraction 
process (information) which is a preparatory step for our classification method. 
The resulted data are then fuzzified using membership functions. Afterward, 
Fuzzy values are analyzed using fuzzy rules to get our fuzzy outputs. After 
deffuzification, the new data are then compared and classified with similarities 
to get the desired clusters. 
Fuzzification is the conversion of crisp input data into fuzzy values or linguistic 
variables using membership functions. These fuzzy values reflect the human 
perspective of the given system. These fuzzifiers are membership functions de-
termined depending on a subjective view of the problem and an individual’s per-
ception of the situation. Depending on the desired class and performances, sim-
ple functions are used to build membership functions such triangular, trapezoidal 
and Gaussian ones.  
Fuzzy 
 
 Output Y 
Fuzzy 
 
 Input X 
Input X Output Y Fuzzification Defuzzification 
Decision   
making logic 
Fuzzy Rule Base 
Membership Functions 
Fuzzy Inference System 
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Fuzzy rules, which have the general form of “IF X is A THEN Y is B”, are des-
tined to map the fuzzy input X to the fuzzy output Y. In a logical context, X is 
referred to be a linguistic variable and A is a linguistic value. The ‘IF’ part of the 
rule is called antecedent; the ‘THEN’ part is called consequent. Connection be-
tween the rules is achieved using logical operators AND, OR and NOT. AND or 
min takes always minimum of the functions values. OR (max) takes the maxi-
mum of the presented functions. 
Defuzzification is the conversion of a fuzzy set quantity to a precise and deter-
ministic set quantity. This step is necessary because in several applications, 
where the implementation is required, machines could only work with crisp or 
binary values and not with linguistic variables.  
After defuzification, the new data are compared and classified to get desired 
clusters [102]. Two important types of fuzzy logic systems exist and are much 
used for diagnosis, Mamdani inference [103, 104] and Takagi-Sugeno inference 
[105]. 
Mamdani method is suitable for nonlinear systems, characterized by a fuzzy set 
consequent in the fuzzy rule that has the form of  
 1 1 1 1: ( ,..., ) ( ,..., )k k n nR IF L x is A x is A THEN y is B y is B  
x1,.., xk are the inputs of membership functions, A1,.., Ak are the fuzzy sets of the 
antecedent part, y1,.., yn are the outputs of the membership functions, B1, ..., Bn 
are the fuzzy sets of the consequent part and L is the logical function connecting 
the propositions.  
For Takagi-Sugeno Method (TS), output membership function or more precisely 
the rule consequent is only linear or constant. If the rule consequent is constant 
we call the model a zero-order Sugeno model which has the following form: 
 0 1 1: ( ,..., )k kR IF L x is A x is A THEN y k?  
Where k is a crisply constant defined by the operator. 
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If the rule consequent is a linear function the Sugeno model is called a first-
order Sugeno model with the following expression: 
 1 1 1 1: ( ,..., ) ( ,..., )k k kR IF L x is A x is A THEN y f x x?  
Hence, for a first order Sugeno model we should find some linearity dependence 
between the outputs and the inputs of the membership functions. 
Another difference between Mamdani and Sugeno methods is that all output 
membership functions of TS method are singleton spikes, and the implication 
and aggregation methods are fixed and cannot be edited. The implication me-
thod is simply multiplication, and the aggregation operator just includes all of 
the singletons [106]. 
2.4.3 Critical review of methods used for data mining and classification 
The use of information gathered from the measured impedance for different beef 
muscles in different periods of time represents a critical challenge. According to 
the literature, Principal Component Analysis (PCA) has been used for data min-
ing. This method will be used in this work in order to verify the consistency of 
features will be used for the classification. For diagnosis, the classification needs 
a supervised learning network transforming a set of input signals into a set of 
output signals, since the targets are already predefined. This transformation is 
determined by an external adjustment supervised system parameters, the training 
examples are supplied with their membership class. Its examples are called sti-
mulus input. The network output is called target? A comparative approach is effi-
cient to decide about suitable classifiers. 
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3. Experimental investigations 
3.1 Introduction 
This chapter deals with experimental investigations and especially the bio-
impedance measurement procedure. Sensitive measurements with high reprodu-
cibility represent an important challenge in order to build a solid basis for meat 
diagnosis. For reproducibility, we need overcome both anisotropy and contacting 
effects. We aim therefore to develop electrodes with suitable configurations. The 
electrode configuration is supported by simulations using the Finite Element 
Method that provides information about the distribution of the electric field in 
the meat sample.  
3.2 Measurement setup 
The measurement setup consists of a laboratory impedance analyzer (Agilent 
4294 A) [107] connected to a personal computer for data acquisition. The spec-
trometer generated a signal within a frequency band ranging from 40 Hz to 110 
MHz (Figure 22). 
                                                                   
Figure 22. Bio impedance measurement set-up 
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Electrodes are connected with a sample in series. A calibration of the electrode is 
programmed in LabVIEW that aims to eliminate influencing effects, especially 
cable effects, before every measurement. The measurement set-up automation is 
carried out using the graphical Lab VIEW software. Lab VIEW allows the trans-
fer of results from the impedance analyzer to the computer. It permit also read-
ing them in different physical forms such as the real and the imaginary parts of 
the impedance and the admittance. Also it enable the presentation in Nyquist and 
Bode diagrams. The same presentation is done using Matlab software. 
Electrochemical impedance is normally measured using a small excitation sig-
nal. The experiment (Figure 23) shows that the use of voltage amplitude of 500 
mV provides a better signal to noise ratio then 5 mV and then 50 mV. For in vi-
tro measurement, this excitation voltage will be adopted in all our in-vitro bio 
impedance measurement. 
 
Figure 23. Excitation signal in the frequency range between 40 Hz and 110 MHz 
Therefore, we choose the maximum value in the linearity region (500 mV) as a 
value of the voltage excitation on muscle tissue. When the voltage amplitude is 
fixed to 500 mV, the current is increasing from 1 mA at low frequency (40 Hz) 
to 5 mA at high frequency (110 MHz). At 5 mV, the current would be increasing 
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from 0.01 mA (40 Hz) to 0.05 mA at 110 MHz. The extraction of model parame-
ters (Figure 24) is carried out using the evolutionary algorithm described in 
[108] as well as in [109]. This algorithm realizes global convergence of the cor-
responding regression, so that the probability to trap into local minima during 
parameter extraction decreases. Therefore, the parameter extraction is very ro-
bust even for models with a higher complexity. 
                                
Figure 24. Parameters extraction by evolutionary algorithms 
During post-mortem experiments, the appearances of bacteria on the surface of 
meat and water losses are considered as problematic. Two measurement proce-
dures are proposed to investigate the influence of these two factors during mea-
surements. In the first measurements, meat conserved in closed boxes in the 
fridge has been investigated. In the second measurements, meat has been main-
tained without conservation and exposed directly to the air of the fridge. A pro-
gressive deterioration of muscles by bacteria that attacks the muscle proteins is 
denoted during the measurement with conservation of meat in closed boxes. 
Meat conserved in box went through a very slight decrease of 1.5 g of liquids 
during four days, this is 1.2 % of the total weight. The first manifestations of this 
phenomenon are the appearance of a bad odor and changes of the appearance of 
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the meat (Figure 25). Thereafter, when the phenomenon intensifies, the meat de-
velops putrid odor and black area. At this stage, the meat is no more consumable 
for humans. The main microorganisms responsible for the putrefaction of meat 
surface are aerobic bacteria. These bacteria are always present on the meat right 
from the point of slaughter. The growth and the activity of these bacteria are de-
pendent primarily on the temperature. For the measurement of meat without 
conservation and exposed directly to the air of the fridge, another phenomenon 
is encountered. The meat becomes dry and a decrease in weight is caused by the 
loss of liquids from the meat, it becomes drier and leads to a change of color, 
which turns into dark red, black (Figure 26). The meat exposed to air loosed 11 
g in four days, which is 8% of the total weight. As seen in (Figure 27) the liquid 




Figure 25. Deterioration by bacteria of 
the meat conserved in boxes after 4 days 
 Figure 26. Meat dries during measure-
ment in open environment after 4 days 
 
Figure 27. Liquid loss by bad conservation [110] 
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An experimental procedure is proposed to avoid the appearance of bacteria and 
to reduce water loss in meat during experiment post-mortem. The solution con-
sists of vacuum packing the meat using a vacuum sealer system and places it in 
climate chamber in the temperature of 2°C (Figure 28). Meat is vacuum packed 
to reduce drying effects and influence of bacteria. Maintaining the same meat 
humidity is not only important to rebuild real storage condition. It is also very 
important for reproducible measurement since prior investigations have shown 
that drying of meat leads to a shift of impedance values to higher values and 
changes considerably the sensitivity to aging. During experiments, meat is 
stored at a temperature of 2 °C to maintain similar conditions used in meat sell-
ing sector and reducing effects of temperature changes on impedance. 
Measurements with different muscles have been carried out with time referenced 
to the time of slaughter. In general, samples with a very low fat content are cho-
sen to avoid electrode contact effects. The post-mortem measurements are car-
ried out during two weeks. This allows getting information about the meat for 
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3.3 Investigations of the influence of anisotropy 
Different investigations are carried out for anisotropy and the contacting effects 
dependency during meat measurement. For the anisotropy dependency, a first 
experiment is done using needle electrodes (Figure 29) in a beef muscle SM 
(Semi- Membranous) in 4 directions in relation to the fibers direction: 0° (paral-
lel), 45°, 90° (perpendicular) and 135°. Results (Figure 30) show a big depen-
dence on the direction of the electrodes. This is due to the fact that parallel to the 
fiber, the current can be better transported than perpendicular to it. Because of 
difficulties to exactly meet the angles in different experiments, results seem to 
be nonlinear. Therefore, in order to make an accurate investigation, a second ex-
periment has been carried out. 
 
Figure 29. Investigation of anisotropy with needle electrodes 
 
Figure 30. Nyquist plot in 4 positions to fibers direction 
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In the second measurement, a probe composed by 36 needle electrodes and 18 
angles with a step of 10° (Figure 31) has been designed. For example, for an an-
gle of 20° the needle number 16 are chosen. For the angle 160° the needles 
number 2 are chosen. Experimental results (Figure 32) show an almost linear 
distribution of the spectrum behavior with the angle. Small deviations are ob-
served between 0° and 180° due to the mechanical stress during the experiment 
and rest errors. Nevertheless, these changes are very small and therefore neglig-
ible. Some research groups suggested to measure in parallel or perpendicular to 
the direction of fiber direction. This deviation shows that this would be not real-
ly possible. On the one hand, it is difficult to exactly detect the direction of the 
fiber of muscles. On the other hand, small changes of the direction of electrodes 
lead to significant changes of the impedance spectrum. 
 
Figure 31. Anisotropy investigation probe 
 
Figure 32. Nyquist plot for different angles to fibers direction 
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Results of the anisotropy investigations are analyzed deeply by evaluating the 
characteristic points in the impedance representation of the dispersion β that al-
low meat characterization [20] especially the characteristic point 1 and 2 (CP1 
and CP2) (Figure 33). CP1 corresponds to maximum of the spectrum in the tran-
sition region between ??and ? dispersion and CP2 corresponds to the minimum 
of the spectrum near the predominant critical frequency of the ? dispersion. Cha-
racteristic points can be easily determined as maxima and minima of the imagi-
nary part in the corresponding frequency ranges of the impedance as explained 
in Figure 33. 
           
Figure 33. Fiber direction dependency of characteristic points 
Figure 34 shows the angular dependency of characteristic points CP1 and CP2. 
For spectral results in the region of the β dispersion, meat conductivity varies in 
dependence of the angle. When the angle to fiber is close to 0°, corresponding to 
electrodes parallel to the muscle fibers, the conductivity increases, in this case 
the current is better conducted by the fibers than in other cases where it is ob-
liged to cross them.  
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Figure 34. Angle dependency of the considered characteristics                              
points CP1 and CP2 
Re (Z) value is minimal at the angles 0° and 180° that correspond to the case 
parallel to the fiber direction, approximately 380 Ω for the CP1 and 300 for the 
CP2. Re (Z) increase according to the angle value with approximately 400 Ω for 
the angle 20° and 160° for the CP1 and approximately 310 Ω for the CP2. The 
impedance reaches a peak value at the angle close to 90° that corresponds to the 
position perpendicular to fiber. 
The behavior of the critical points of the spectrum in dependence of the angle is 
better predictable than impedance points at specific frequencies. This means, 
that critical points CP1 and CP2 are very good features for describing the beha-
vior of the impedance spectrum. 
3.4 Influence of contacting effects 
In order to demonstrate the influence of contact effect, a measurement of meat is 
realized using a cylindrical non penetrating electrode with and without applied 
force (Figure 35). Different beef muscles (N ‘neck’, LD ‘longisimus dorsi’, RA 
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‘Rectus Abdominis’ and SM ‘Semi Membranous’) are subjected to the experi-
ment. Results show changes of the impedance according to the force applied 
(around 5 N) on the electrode (Figure 36). This effect becomes more serious if 
the meat surface is drying, e.g. because of aging. 
 
Figure 35. Cylindrical probe with and without applied force 
 
Figure 36. Impedance spectra dependency to an applied force 
The investigation confirms existence of a bad contact between electrodes and 
meat for the non-penetrating probes because of the rough surface of the meat. 
Acceptable results are only possible when applying sufficient forces (Table 7). 
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Based on these investigations, we propose electrodes having a cylindrical geo-
metry to eliminate the anisotropy effect in two dimensions and combining cylin-
drical non penetrating electrode and needle electrodes. 
Table 7. Penetrating and non-penetrating electrodes 




+ very good contact + Overcomes the fibers direction 
dependency 
- Fibers direction dependency - Bad contact to the rough surface      
- Drying increases resistance 
3.5 Electrode design 
According to the previous studies, a probe is developed with a cylindrical geo-
metry consisting of 9 steel needle electrodes coated with gold [37, 40] (Figure 
37). To ensure a measurement in a big representative volume of meat, we choose 
that the inner electrode has a distance of 15 mm to the outer electrodes. Elec-
trodes deeply inserted into the sample and located close to each other show the 
most stable values according to different tests and according to the literature. 
This proves the importance of needle electrodes that can be inserted in the meat. 
They do not destroy the meat structure a lot, as a length of only 10 mm is cho-
sen. In order to provide information about the distribution of the electric field in 
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the meat sample, an electrode configuration with nine needles in cylindrical con-
figuration is investigated by Finite Element Methods (Figure 38 and Figure 39). 
  
 
Figure 37. Final design of electrode 
The phantom in the simulation is chosen according to the following geometric 
parameters: Length 80 mm, width 80 mm, height 40 mm. The conductivity has 
been chosen equal to 0.3 S/m and the relative permittivity has been chosen equal 
to 100 as mentioned in [111, 112, 113].  
 
Figure 38. Electric displacement field in 3D 
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Figure 39. Electric displacement field in YZ view 
In presence of an electric field, the phantom is subjected to a displacement of 
free charges (conduction current) and a movement of charges (displacement cur-
rent) depending on the electrical conductivity σ and the dielectric permittivity ε 
respectively. The displacement field corresponds to the following equation, 
where E is the electric field, ε0 is the vacuum permittivity and P is the polariza-
tion density. 
PED ??? 0?                                                                                        
 
(17)                
The simulation shows that the electric displacement field D varies in the fre-
quency range [10 kHz-10 MHz] between 2.87 10-7 C m−2 to 2.1 10-16 C m−2 
and propagates in the whole volume of the phantom in all possible directions. 
The choice of 9 electrodes with a diameter of Ø 1 mm and 10 mm depth 
represents an accurate configuration. The electrode design is tested for different 
experiments with sufficiently big meat samples. It shows a good reproducibility 
over time [37] as can be seen in the next chapter. 
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3.6 Final remarks 
The aim of this chapter is to define the measurement procedure for the bio im-
pedance measurement of meat including measurement set-up, excitation signals 
and probe contacting and probe design. The proposed experimental procedure 
involve of vacuum packing the meat with a conservation temperature of 2°C 
during the measurement process ensures avoiding the appearance of bacteria and 
permits to reduce water loss in meat during experiment post-mortem. 
Using the Finite Element Method, a suitable assessment of the volume of the 
meat sample has been defined. We conclude that the use of electrodes with a cir-
cular geometry allows an independency on the anisotropy in two dimensions. 
The use of small needles to contact the meat allows a good contact to meat. The 
final sensor design consists of one central cylindrical electrode and eight sur-
rounding needle electrodes made of gold plated steel (Ø 1 mm). 
All these elements, which are decisive for the quality of measurement, have 
been investigated theoretically and experimentally. Especially the design of the 
probe, which is critical for the reproducibility, was subject to different theoreti-
cal and experimental investigations. 
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4. Modeling and feature analysis 
4.1 Introduction 
In this chapter, the evolution of the behavior of beef meat impedance in a long 
period of time is investigated. The idea is to characterize the relationship be-
tween the post-mortem maturation state and the meat impedance change as a 
basis for developing an in-vitro measurement method for the freshness of meat. 
For investigation, we choose the most important muscles that permit to access to 
visible results even in a long period of time. The three different selected muscle 
types are Longisimus Dorsi (LD), Rectus Abdominus (RA) and Semi Membran-
ous (SM) (Figure 40).  
With these three muscles, we build a database for data mining and classification 
of tissue type and state. For modeling and feature analysis, we will use two mus-
cles for each animal, the beef and the veal; for the beef (LD-B and RA-B), for 
the veal (SM-V and LD-V). 
 
Figure 40. Selected muscles for investigation 
In Figure 41, we can clearly see the muscle fibers of beef and veal used for the 
experiment with a zoom equal to x 1000, the thickness of the muscles fiber are 
around 80 μm, 70 μm, 60 μm and 45 μm for the muscles LDB, RAB, SMV and 
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veal. This should be verified by the behavior of the impedance. There is a differ-
ence between muscles of the same beef and also muscles of the same veal. This 
is mainly due to several factors, especially biologic characteristics of each mus-
cle. 
 
Figure 41. Muscles/ Fresh (zoom x 1000) 
Measurements have begun in day 2 or 3 after slaughter. Measurements have 
been carried out for several days in order to characterize the degradation 
process. The chosen meat samples have a comparable very low fat content and 
allow therefore a comparison considering the influence of aging.  
Meat is vacuum packed and stored at a temperature of 2 °C to be in similar con-
ditions with the conditions in the food chain. The developed circular penetrating 
probe explained in the last section is used for measurements. 
Figure 42 shows typical plots of imaginary part against real part of impedances 
for different muscles of beef and veal between days 2 or 3 and 14. Results show 
clearly the three areas of dispersion α, β and γ. 
LDB/ Fresh RAB / Fresh 
SMV / Fresh LDV / Fresh 
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Figure 42. Impedance spectra of the meat muscles of beef and veal 
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4.2 Characteristic points and their dependency on aging 
 Different methods can be adopted for data mining such as the use of model pa-
rameters, the use of characteristic points, the extraction of data at fixed frequen-
cy or the use of the whole measurement results. Different phenomena can be 
easily recognized and characteristic points of the spectrum can be recognized, 
even if they change in frequency. Often local maxima and minima of the spec-
trum in the Nyquist plot are considered as characteristic points. An example of 
characteristic points analysis in meat measurement is given in the following 
Figure 43. The first characteristic point CP1 is related to the transfer region be-
tween α and β dispersion. The second characteristic point CP2 corresponds to 
the local minimum imaginary part of the impedance in the semi-circle that cor-
responds to the dispersion β. The third characteristic point CP3 is related to the 
transfer region between β and γ dispersion. It can be identified by the local max-
imum of the imaginary part of the impedance in this transfer sector. The module 
of the impedance is given for the different muscles over time in Figure 44. Cha-
racteristics points CP1 and CP3 have been calculated for different muscles from 
the measured impedance spectra between days 6 to day 14 (Table 8).  
 
Figure 43. Characteristic points of the muscle LD / day 6 





Figure 44. Impedance model of the beef and veal muscles  
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Table 8. Characteristic points CP1 and CP3 
   CP1    CP3  











 3 1.66 535 - 58.2i 538.70 1.90 160 - 33.8i 163.53 
LDB 6 1.10 523 - 41.7i 524.66 1.66 160 - 34.4i 164.57 
 9 0.97 501 - 33.4i 502.44 1.63 161 - 36.1i 165.44 
 11 0.93 449 - 27.7 450.70 1.60 159 - 34.1i 162.70 
 14 0.93 394 - 22.7i 395.42 1.54 152 - 32.5i 156.39 
 3 2.23 451 - 64.4i 455.57 3.50 118 - 18.2i 119.39 
 6 1.79 394 - 44.6i 397.07 2.75 116 - 19.9i 118.35 
RAB 9 1.79 381 - 40.9i 383.46 2.37 125 - 21.5i 126.76 
 11 2.59 346 - 37.2i 348.79 2.01 127 - 21.8i 129.58 
 14 3.17 328 - 38.9i 330.52 2.04 126 - 21.5i 128.80 
 2 5.43 317 - 36.9i 319.14 4.13 126 - 22.6i 128.00 
 6 6.30 287 - 30.6i 288.66 4.62 130 - 18.1i 131.55 
SMV 8 5.85 275 - 28.8i 276.22 5.46 130 - 10.1i 130.51 
 12 6.66 265 - 26.4i 266.58 3.25 132 - 17.7i 133.26 
 14 6.42 259 - 25.4i 260.33 1.79 135 - 13i 135.71 
 2 11.19 213 - 16i 213.60 2.12 134 - 19i 135.34 
 6 12.20 196 - 12.2i 196.37 2.04 134 - 17i 135.07 
LDV 8 12.90 189 - 11.4i 189.34 1.76 133 - 17.3i 134.12 
 11 15.60 188 - 10.7i 188.30 2.04 134 - 16.1i 134.96 
 14 13.20 183 - 99.3i 183.27 2.51 132 - 13.9i 132.73 
For the muscle types LDB, RAB, SMV and LDV, the impedance range at low 
frequencies is respectively changing after several days. The impedance is de-
creasing over time. This phenomenon is observes in the first characteristic point 
CP1 for different muscles and it has common observation than values of Z for 
biological tissues which decreases with frequency.  
The beef impedance is much higher than the veal impedance which is in line 
with the thickness of muscles. Impedance decrease over time is given bellow:  
? Δ |Z| LDB_CP1 = 143.28 Ω 
? Δ |Z| RAB_CP1 = 125.05 Ω 
? Δ |Z| LDV_CP1 = 58.81 Ω 
? Δ |Z| SMV_CP1 = 30.33 Ω 
For the characteristic point CP3, the impedance modulus is almost the same that 
corresponds to a value smaller than 10 Ω for different muscles. 
? Δ |Z| LDB_CP3 = 7.14 Ω 
? Δ |Z| RAB_CP3 = -9.41 Ω 
? Δ |Z| LDV_CP3 = -7.71 Ω 
? Δ |Z| SMV_CP3 = 2.61 Ω 
Characteristic points are helpful for a good diagnosis of the meat, but the infor-
mation is not enough sensitive and another method of analysis should be added. 
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In the next section, we will give another method to analyze the spectra consist-
ing of the physical modeling. 
4.3 Modeling of bio-impedance spectra 
Modeling represents an important method to analyze the impedance spectrum 
and therefore to extract suitable features. A depressed semi-circle is denoted in 
the Nyquist-plot of the impedance spectrum in the β dispersion region of the 
meat measurement (Figure 42). The depressed semi-circle is due to the distribu-
tion in the current density along the solution interface as a result of the surface 
in homogeneity.  
Fricke model is totally related to the behavior of one cell. The biological tissue 
corresponds to an aggregation of cells containing intracellular and extracellular 
fluids that submit influences in its structure and subject to a visible change with 
post-mortem time. 
According to the study presented in chapter 2 and in order to consider the CPE-
behavior in the spectrum, it is necessary to combine the model of Fricke to the 
empirical equation of Cole-Cole that consists of replacing the capacitance that 
corresponds to the insulting cell membrane by a constant phase element that de-
pends on frequency. We propose to extract directly the model parameters from 
the spectrum [37, 114] and to analyze them according to the theories of Fricke 
and using the Cole-Cole empirical equation (equation 18) with the same resis-
tive element (Re) representing extracellular resistance placed in parallel with the 
resistive element (Ri) representing intracellular resistance in series with the con-
stant phase element (CPE) that corresponds to the insulating cell membranes 

















                                                                                   (18) 
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Figure 45. Fricke-Cole Cole Model 
The resulting model shows good fitting performances compared to Fricke mod-
el. Fricke-Cole-Cole model yields much better results, providing more flexibility 
to achieve a better fit to the data and being therefore suitable for evaluation 
(Figure 46 and 47). Fitting results of different muscles are given in Figure 48. 
 
Figure 46. Fitting results day 14 / Beef /LD using Fricke model 
 
Figure 47. Fitting results day 14 / Beef /LD using Fricke-Cole-Cole model 





Figure 48. Fitting of beef and veal according to Fricke/Cole-Cole model 
In Figure 49 we explain the consistency of the parameters values. The change of 
the parameters leads to a modification on the fitting performances.  





Figure 49. Fitting using Fricke-Cole-Cole model with the change of parameters  
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The model parameters of CPE, Ka and α are not related to the physical mechan-
ism that occurs during meat aging (Figure 50). We transform the model parame-
ters into a set of concentrated parameters. For this purpose the fitted ka value are 
converted into a capacitance by the following equation [115].  
? ? 1" ?? ?makC                                                                            (19)      
Where ωm'' corresponds to the frequency corresponding to the minimum value of 
the imaginary part of the spectra that corresponds to the characteristic point 2.  
 
Figure 50. Parameter CPE evolution for the muscles of Beef 
For the analysis of the influence of meat aging we consider the development of 
model parameters with respect to time (Figure 51). Frequencies and the corres-
ponding capacitance of the local minimum imaginary part of the impedance in 
the semi-circle that corresponds to the dispersion β are given in Table 9. 





Figure 51. Parameter evolution for different muscles 
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Table 9. Frequencies and capacitance of CP2 
Muscle Day Frequency (kHz) C (nF) Muscle Day Frequency (kHz) C (nF) 
 3 36.6 5.81  2 79.8 3.99 
LDB 6 38.7 5.53  6 98.2 3.07 
 9 39.4 5.38 SMV 8 96.1 3.36 
 11 45.7 5.16  12 113.5 3.08 
 14 57.2 4.90  14 109.4 3.35 
 3 35.3 7.65  2 190.8 1.81 
 6 38.0 7.10  6 225.4 1.40 
RAB 9 41.7 6.70 LDV 8 238.3 1.35 
 11 45.8 6.53  11 238.3 1.26 
 14 50.0 6.08  14 238.3 1.22 
At slaughter, the animal muscles are contracted due to the release of the lactic 
acid contained in muscle fibers. By releasing the muscle fibers, lactic ac-
id activates the inert enzymes, already present in the muscle, which will be 
gradually cut muscle fibers (Figure 52). Besides the shrinkage of fibers during 
early postmortem period causes the release of fluids that contains electrolytes 
from cells to the extracellular tissue [17], according to electrical analysis, this 
phenomena should lead to an increase of the conductivity in the extracellular 
tissue, to decrease in the intracellular and proportionally the decrease of extra-
cellular resistance and to increase of the intracellular resistance. 
 
Figure 52. Meat aging mechanisms over time 
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Over time, an oxidation of the phospholipids membrane layers starts and makes 
the membrane porous. An electrical charging of lipid membranes causes electro-
poration. Feature analysis shows that the resistance Ri representing intracellular 
fluids increases over time (Table 10).  
Beef muscles are less juicy and more mature than veal. The muscle fibers of 
beef are also thicker than the muscle fibers of veal. This corresponds to the ob-
served behavior of the impedance in the first day of measurements. The resistivi-
ty of the extracellular tissue Re of beef is higher than for veal (Table 11) and the 
capacitive effects that corresponds to the insulating cell membranes that is high-
er for the beef muscle because cells have a bigger surface. 
Table 10. Change of parameters from day 2 to day 14 
Table 11. Model parameters in day 6 
The decreases of the extracellular resistance and of the capacitive element are 
more important in beef muscle with ΔRe=162.54 Ω, 160.62 Ω, 78.65 Ω and 
38.56 Ω and with ΔC=0.91 nF, 1.57 nF, 0.59 nF and 0.64 nF for the muscle LD-
B, RA-B, SM-V and LD-V respectively. The extracellular resistance Re shows 
the highest sensitivity to aging. It decreases from day 2 to day 14 about 38 Ω to 
162.54 Ω depending on the muscle type. The results show that the parameters 
evolution of different muscles has principally the same behavior, but differs 
from one muscle to another in its exact value. This is mainly due to several fac-
Muscle Type ΔRi (Ω) ΔRe (Ω) ΔC (nF) 
LD-B 12.67 162.54 0.91 
RA-B 24.94 140.62 1.57 
LD-V 22.63 78.65 0.59 
SM-V 38.56 99.65 0.64 
 LD-B (Beef) RA-B (Beef) SM-V (Veal) 
Re in Ω 543.91 414.69 310.10 
Ri in Ω 197.39 144.09 198.55 
C in n F 5.53 7.10 3.07 
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tors, especially biologic characteristics of each muscle. For example beef mus-
cles are more mature as veal and the muscle fibers of beef are thicker than the 
muscle fiber of veal according to impedance results. It has been also observed 
that the liquid loss during measurement, even if the probe has been well packed, 
such as for the beef muscles, is not uniform. 
During the postmortem period, between the slaughtering times to the day 6, we 
can remark the big decrease of the extracellular resistance especially for the 
muscle RA Beef, LD Veal and SM Veal that attempt 76 Ω. An important increase 
of intracellular resistance is also seen for muscles of veal that attempt 58 Ω. 
A second investigation is done with different conditions, circular electrodes for 
measurements (Figure 53) and accelerated aging during a shorter measurement 
time to confirm the consistency of the Fricke-Cole-Cole model [114]. 
 
Figure 53. Measurement setup of the second investigation 
Two samples of beef, Rectus abdominis (RA) and Longisimus Dorsi (LD) were 
investigated. The first measurement is done at the reference time, time 0 then 
after 2, 6 and finally 8 hours (Figure 54). It is necessary to use a high tempera-
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ture, for this reason the meat has been placed in room temperature (23 °C) with-
out vacuum packed. The fluid loss at the end of experiments for the two samples 
has been high with a percent of 10% after 8 hours only. Frequencies and corres-
ponding capacitance of the local minimum imaginary part of the impedance in 
the semi-circle in the dispersion β are given in Table 12. 
Table 12. Frequencies and capacitance of CP2 
Muscle Time Frequency (kHz) 
C (nF) Muscle Time Frequency (kHz) C (nF) 
 0 26.7 4.22  0 27.2 4.56 
RAB 2 41.0 3.09 LDB 2 35.9 4.26 
 6 70.1 1.97  6 72.7 2.35 




Figure 54. Parameters evolution over time for accelerated aging in a short period 
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Figure 55 illustrates the Fricke-Cole-Cole model parameters evolution over time 
the parameters results have the same behavior as the measurements during a 
long period. The resistive element Ri representing intracellular fluids increases 
over time with ΔRi(LD)=202.7 Ω and ΔRi(RA)=271.5 Ω. The resistive element Re 
that represents extracellular fluids decreases over time with ΔRe(RA)=331.93 Ω 
and ΔRei(LD)= 455.45 Ω. The capacitance decreases over time with 
ΔC(LD)=5.4972e-10F and ΔC(RA)=8.7458e-10 F.  
 
Figure 55. Parameters evolution over time for accelerated aging in a short period 
4.4 Final remarks 
The feature analysis shows that characteristic points and reproducible model pa-
rameters can be determined from impedance spectra, which correspond to phys-
ical changes occurring during long post-mortem period. Even if the values 
change depending on the muscle type, their behavior is systematic and suitable 
for classification. 
Measured spectrum of meat have been evaluated by means of a Fricke-
Cole_Cole model including a constant phase element to consider the inhomo-
geneity and the distributed electric parameters of the biological tissue and leads 
therefore to a good fitting performance. Both model parameters and characteris-
tic points of the spectrum can be principally used for classification. 
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The relationship between the post-mortem state and the change of the meat im-
pedance has been characterized in laboratory, and different results permit to have 
access to the information about the meat freshness. The measurement method is 
consistent and suitable as a basis for developing an in-vitro measurement me-
thod for the freshness of meat. The measurement results for different beef mus-
cle of beef or veal in different periods confirm the effectiveness of the bio-
impedance measurement of meat. 
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5. Data mining and classification of tissue type and state 
5.1 Introduction 
In this chapter, the aim is to propose a classification method which is able to 
identify the type and the freshness of the meat. Depending on the classification 
method, sufficient inputs should be identified using two classification methods, 
neural network and fuzzy logic. Noisy inputs should be evaluated in order to 
reach to the high index of recognition. The process of classification is composed 
of four blocks (Figure 56): 
? Accurate feature gathered from the measured impedance 
? Data preprocessing  
? The classification showing the best training results 
? The test validation of classification 
 
Figure 56. Process of classification 
5.2 Sensitive features 
Before classification, it is necessary to identify which information is important. 
According to our application, the most important and necessary information's for 
the future conception of meat monitoring sensor are the type of the muscle and 
the freshness of the meat. It is necessary to remove spikes in measurement due 
to erroneous measurements. Another important factor should be respected is the 
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use of a reduced input in order to reduce the effort of and stability of implemen-
tation. The different possibilities of feature that can be used are model’s parame-
ters, reduced model parameters and characteristic points (Figure 57) are pre-
sented in Figures 58, 59, 60 and 61. 
 
Figure 57. Different possibilities of features  
 
Figure 58. LD beef features  
 
Figure 59. RA beef features  
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Figure 60. SM veal features  
  
Figure 61. LD veal features  
It is visible that reduced model parameters represent the better features in com-
parison to characteristic points and to model parameters with the constant phase 
element parameters (Figure 62).  
          
Figure 62. Model parameters as features  
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It is possible to distinguish between model parameters Rex and the converted 
model parameter C for different muscles. The difficulty is obvious only for the 
model parameter Rin with the muscles LD beef and SM veal. 
5.2.1 PCA computing 
A second approach using the PCA method is done in order to select the suitable 
features (Figure 63). The main problem to solve is to get the transfer loadings 
(equation 20) which can be performed via the singular value decomposition 
(SVD), that consists of the normalization of the input matrix X to X’’. Where xj 












Figure 63. Feature extraction 
The SVD decomposition is chosen according to the study done in [116]. The 
decomposition of the normalized matrix X’’ is done according to equation (21). 
‘‘X U S V'? ? ?                                       (21) 
Where S is the nxp diagonal matrix with singular values σi of the matrix X in 
diagonal.  
iiiS ??                                                                                               (22) 
and singular values are already sorted in a decreasing order  
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p???? ???? ?321                                       (23) 
The relationship between the singular value σi and the eigenvalue λ is given by 
ii ?? ?                                                      (24) 
U is the n x n left singular valued vector matrix of X, V is the p x p right singu-
lar valued matrix of X and both are orthogonal matrices. The principal compo-
nents F can be calculated by equation 25. 
'F V SX U S V V U? ? ? ? ? ? ? ?                                (25) 
For the consistency of this investigation using the PCA method, we increase the 
number of muscles. A data base composed of 6 muscles is used in order to use 
well the PCA method. This data base will serve to determine the suitable feature. 
3 different muscles of two animals in two periods of aging are used (Figure 64). 
The test data should be unknown. For that two spectra will be used for learning 
and two others for test in every case (Figure 64).  
Before dealing with PCA computing, inputs and test data of the three cases, 
model parameters (MP), characteristic points (CP) and model parameters with 
characteristic points (MP + CP) are defined. The test data have exactly the same 
dimension then the inputs data: 
? The input data of the model’s parameters is a matrix with the dimension (12 x 
3). These data are composed by the extracellular resistance, intracellular resis-
tance and the resulting capacitance extracted from the CPE parameters.  
? The input data of the characteristic points is a matrix with the dimension (12 x 
6). These data are composed of the characteristics (CP1, CP2 and CP3). Every 
characteristic point is defined by its real and imaginary parts.  
? Parameters provided from the model parameters and the characteristic points 
correspond to the input matrix with the dimension (12 x 9). 
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Figure 64. Impedance spectra for different muscles 
The first two components for the feature composed by model parameters, for the 
characteristic points and for the model parameters with characteristic points ex-
plain more than 90% of the variances. Results are shown in (Figure 65).  
 
Figure 65. Variance of the principal components  
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The first few components (columns) of the new data set Fnew contribute the ma-
jority of the variances and are considered to be the principal components, the 
first two components have been considered to be the principal components. The 




Figure 66. PCA computing inputs and test data 
5.2.2 Sensitive feature results using KNN algorithm 
In order to verify which feature should be uses for classification, a simple me-
thod can be used consisting of the principle of superposition of the test data in 
the corresponding region of inputs data after KNN calculation. The method of 
KNN (k-nearest neighbors algorithm) has been used to give a complete two di-
mensional presentations presented in a geometrical plot of the data.  
The KNN algorithm requires computing distances of the test example from each 
of the training examples. The KNN method helps to find the nearest defined 
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point to the input data and shows them in the plot. The test process sees for that 
every data should be in the corresponding muscle type, animal type and fresh-
ness. For a training vector, KNN algorithm identifies the k nearest neighbors 
regardless of labels. There is only one sample for each of the twelve classes and 
each class is presented by a region and is separated with other classes or region. 
In this case, k=1 gives the best classification result [117], the case is simply as-
signed to the class of nearest neighbor, which means the undefined points will be 
defined to its nearest neighbor’s class. Each training vector defines a region in 
space, defining a Voronoi partition of the space, useful for visualization. We 
have used Euclidian Distance to find the nearest neighbor 
? ?2(a,b) k k
k
D a b? ??
                                                     (26) 
The different test data and their corresponding superposition on the KNN Voro-
noi partition on the space are presented in Figures 67, 68 and 69. The result of 
the superposition of model parameters test data on the KNN partition is 12 cor-
rect outputs that correspond to 100% of accuracy. The same result 100% of ac-
curacy is given by the features composed by the characteristic points and model 
parameters. The accuracy for the characteristic points is 66% with 4 erroneous 
outputs that corresponds to the muscles, SM-B-C, SM-B-F, SM-V-C and             
LD-V-F.  
 
Figure 67. Superposition of MP test inputs to the KNN graph  
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Figure 68. Superposition of CP test inputs to the KNN graph  
   .  
Figure 69. Superposition of MP + CP test inputs to the KNN graph    
Feature extraction based on the use of model parameters and characteristic 
points shows good results. But with the consideration that reduced inputs in-
creases the performance of neural network and fuzzy, selected features has been 
model parameters.  
5.3 Neural network classification 
In the following section, we will discuss and train neural networks systems pre-
viously mentioned followed each by its proper simulation via MATLAB. 
Before dealing learning, data preprocessing plays a crucial role in which the first 
step is the normalization of the data. This step is essential when dealing with 
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parameters of different units and scales to bring all of the variables into propor-
tion with one another and to avoid saturation of the network when classifying 
with neural networks. 
For that, normalizing each input is essential so they have the same effect on the 
weights. In this work, min-max normalization is used (equation 27). For this 
type of normalization, we should set firstly the minimum=ǁMinǁ and the maxi-
mum=ǁMaxǁ of our original data. Then, we set the minimum=ǁnewMinǁ and the 
maximum=ǁnewMaxǁ of the scaled data. In our case, normalization will fall 
within the uniform range [-1 1], hence ǁnewMinǁ=-1 and ǁnewMaxǁ=1. Finally 
we calculate the normalized data for each original data as follows. 
? ?O MinNr newMax newMin newMin
Max Min
?? ? ? ??                    (27)     
where Nr is the normalized data and O is the original data. 
To reach good performances and according to the literature, we decide to use the 
supervised neural network Multi-Layer Perceptron (MLP) because of his effi-
ciency reported in different studies and according to the application that needs a 
calculation of the exact value of day done using the back propagation of the er-
ror. Classification steps for neural network are done following the work devel-
oped in [118] and used in [119], the classification steps can be summarized as 
follows: 
? The structure of the network is first defined. In the network, activation func-
tions are chosen and the network parameters, weights and biases, are initia-
lized.  
? The parameters associated with the training algorithm like error goals, maxi-
mum number of epochs (iterations), etc., are defined. 
? The training algorithm is executed. 
? After the neural network has been determined, the result is first tested by si-
mulating the output of the neural network with the measured input data. 
? Final validation must be carried out with independent data. 
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5.3.1 MLP neural network 
A multi-layer network perceptron (MLP) is a network which uses a supervised 









Figure 70. MLP network 
The training is carried out by the algorithm of back error propagation which is 
based on the gradient descent. This algorithm has been published by Rumelhart 
et al. [120], and it is a generalization of the rule delta of Widrow-Hoff [121]. It is 
the first algorithm which has solved the training problem of hidden layers.  
The principle of this algorithm is as follows: At each stage, an example is pre-
sented at the network, a real output is calculated by propagating the calculation 
between layers to another until the output layer and then the error is calculated. 
This is then retro propagated in the network, giving place to a modification of 
the weights.  
This process is repeated, by repeating the presentation of each new example 
successively. If, for all the examples, the error is lower than a value specified in 
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??
i
ijij aS ?                                                                                          (28) 
? ?jj Sfa ?                                                  (29)                     
and for the outputs layers is 
??
j
jkjk aS ?                                                                 (30) 
? ?kk Sfa ?                                                                        (31) 
ai designates the input of the network, sj is the input of the hidden layer, aj is the 
output of the hidden layer and ak is the input of the layer output. The error be-
tween the desired output and obtained outputs is given by: 
kkk dae ??                                                                (32) 
The error of the output units is calculated according to the following equation 
? ? ? ? ? ?kkkkkkk aadaSfe ????? 1'.?                       (33) 










                  
(34)
 
Wji is the output of the network weights and Wkj hidden layer weights of the 
output layer. The learning of the hidden units is expressed by the equation (35). t 
denotes the number of iterations. ε(t) is the gradient step at iteration t.  
? ? ? ? ? ? ? ? ijjijiji attWtWtW ???????? ??1                          (35) 
and for the output unit by the following equation:  
? ? ? ? ? ? ? ? ajttWtWtW kkjkjkj ???????? ??1                       (36) 
Different tests realized in [122] denoted that the highest results are given when 
we use transfer functions "Tansig" or "Logsig". We use therefore only the tan-
gent sigmoidal transfer function "Tansig" in the hidden and in the output layer: 
? ? 2 22 2tanh 1 11 1
x x
x x x x
e ex
e e e e
?
? ?
?? ? ? ? ?? ? ?                                                     (37) 
Different algorithms are used to train MLP networks which are the most impor-
tant backpropagation algorithm (BP), Levenberg–Marquardt algorithm (LM), 
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gradient ascendant algorithm and conjugate gradient (CG) algorithm. These al-
gorithms are evaluated and tested in the literature [122]. The training algorithm 
functions are changed and the performance of the network is evaluated. The aim 
is to use the result of the network that gives best training performances with the 
minimum number of hidden neurons.  
The same characteristics are kept and only the training algorithm is changed. BP 
and LM algorithms are widely known but although LM is considered to be more 
effective, it requires a large computer memory which justifies the use of BP al-
gorithm in most of the practical applications.  
The number of hidden layer used is started by one neuron in the hidden layer; 
this number will increase in order to attempt a total success learning with 100 % 
of accuracy. The principle consists on the use of two steps in order to determine 
as final result the corresponding freshness of each muscle. The first step consists 
on the computing of the muscle type. Once the muscle is known, the second 
network is used to determine the freshness of the corresponding muscle. The 
solution of using 2 neural networks in cascade consisting on the use of the mus-
cle type as input for  the second network of freshness produces consequent error 
and has showing complexity of training. 
5.3.2 Learning results 
The first learning is for the meat type and is realized in a first neural network. In 
a second neural network the meat aging computing is carried out. It corresponds 
to the freshness state of meat. The freshness computing is done using a specific 
neural network for every muscle. We present results in the case of the use of 1 
neuron in the hidden layer for the 4 muscles presented in the last section. The 
number of neurons is increasing in order to get a successful learning (Figures 71, 
72, 73, 74 and 75). 
 





Figure 71. MLP learning results of the muscles  
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Figure 72. MLP learning results of the muscle LD beef aging 
 
 
Figure 73. MLP learning results of the muscle RA beef aging 
 
Figure 74. MLP learning results of the muscle SM veal aging 
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Figure 75. MLP learning results of the muscle LD veal aging 
 
For the first network, the number of neuron in hidden layer is stopped on 4 that 
lead to a totally successful learning.  
For the second case, freshness computing, the number of neuron in hidden layer 
is stopped on 3 for each neural network of the 4 measured muscles. Learning 
results are trained for the two networks with 100% of accuracy. 
5.3.3 Test results using synthetic inputs 
After the learning process, the network should be tested with a big amount of 
data in order to see the quality of classification it reaches. 972 synthetic inputs 
are created using 81 equidistant points between each two days for the test of 
every muscle.  
This corresponds to 3888 in total for the 4 muscles. Results show that the test 
data are classified correctly and the results with test data reach almost 100% 
(Figures 76, 77 and 78). 
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Figure 76. Test results of muscle type detection using unknown 3888 points 
 
 
                
Figure 77. Test results of aging detection of beef using unknown 972 points  
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 Figure 78. Test results of aging detection of veal using unknown 972 points  
The MLP neural network has the ability to well and correctly classify the 972 
synthetic inputs for each muscle to correctly classify the freshness of meat and 
muscle type. 
5.3.4 Test results using noisy inputs 
In order to test the neural network under more realistic conditions, we propose to 
use noisy inputs. The vision thereby is to have an idea about possible distur-
bances due to measurement noise in practice. We don’t expect thereby, that its 
influence on the model parameters would be very high, because through the fit-
ting process a big part of the measurement noise will be filtered out. Therefore, a 
perturbation for the inputs is introduced at 0.2%, 0.4%, 0.6%, 0.8% and 1%. The 
test results for freshness computing neural network are given in the following 
figures using 13 points for each muscle (Figures 79 and 80).  
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Figure 80. Model parameters for aging test of veal using noisy inputs 
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For muscle detection, 52 noisy inputs data sets are used with a perturbation of 
1%. The confidence interval is equal to 0.5. In Figure 81, we present the results 
of the error between the desired output for the learning result and for the test re-
sult for noisy inputs with a noise level of 1%. 
 
Figure 81. Error for muscle test results with noisy inputs (1%) 
The error was very small in the order of 0.05 for the muscle RAB, between 0.04 
and 0.06 for the muscle SMV. For the muscle LD beef and SM veal the error 
was more important. It was between 0.14 and 0.15 for LDB muscle and between 
0.13 and 0.15 for SM veal muscle. Muscle type was classified correctly by the 
network in spite of the noise. 
We calculate the error between the output without noise and the output for the 
corresponding noisy points (Figure 82). As the next figures show, the differences 
are not very high for noisy model parameters (inputs) and remain under one day 
for a noise of 0.6 % in the model parameter, which can be considered as very 
high and a value after impedance spectrum fitting.  
One day is considered in this field as acceptable interval of time for classifica-
tion of meat freshness. 
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Figure 82. Error for aging test using noisy inputs 
We can define different interval of confidence in order to classify and evaluate 
the test process. When the error is bigger than 24 hours (one day), we get a 
wrong result in output. For every noisy data set, we give the corresponding nu-
merical result in the following table. 
Table 13. Test results using noisy points 
 0 % 0.2% 0.4% 0.6% 0.8% 1.0% 
LD Beef 100 % 100 % 100 % 100% 77% 62% 
RA Beef 100 % 100 % 92% 92.31% 92% 92% 
SM Veal 100 % 100 % 100 % 100 % 69% 38% 
LD Veal 100 % 100 % 100 % 100% 85% 77% 
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Considering the existing perturbation that occurs during measurement and when 
we add noise to the inputs, the MLP neural network has the ability to correctly 
classify the noisy test inputs when the noise was less than 0.6% that corresponds 
to the right decision with 100% for the muscles LD beef, SM beef and LD veal 
and with 92.31% for the muscle RA. 
5.4 Fuzzy logic classification 
Classification with fuzzy logic was developed with the GUI fuzzy logic toolbox. 
We have chosen the type of fuzzification, the number of membership functions, 
the functional forms of the membership functions, the parameters of the mem-
bership functions, the implication and aggregation methods and the type of de-
fuzzification.  
5.4.1 Muscle type classification using Sugeno-Takagi method 
The classification is carried out using Sugeno-Takagi method that it is close to 
Mamdani model in fuzzifying the inputs and applying the fuzzy operator. The 
major difference between the two types is that Sugeno-Takagi method output 
membership can be either constant or linear. In this application we use Sugeno-
Takagi method with constant output memberships and MF inputs as usual. The 
first step consists in the choice of the input and output variables and selecting 
carefully their intervals’ ranges. By this step, we try to collect the data which 
generate the same output in one interval range. This process is treated for all the 
inputs. In one side, we define the three model’s parameters Re, Ri and C as our 
inputs, the output corresponds to the muscles LD Beef, RA Beef, SM Veal and 
LD Veal.  
The output membership function or more precisely the rule consequent is only 
linear or constant. If the rule consequent is constant we call the model a zero-
order Sugeno model which has the following form already defined in the state of 
the art: 
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0 1 1: ( ,..., )k kR IF L x is A x is A THEN y k?  
where k is a crisply constant defined by the operator. 
For each muscle we affect a corresponding constant number: 
?  1 for the muscle LD beef 
?  2 for the muscle RA beef 
?  3 for the muscle SM veal 
?  4 for the muscle LD veal 
An explanatory architecture of the fuzzy inference process of muscle type 
classification developed with the GUI fuzzy logic toolbox is shown in Figure 83.  
 
Figure 83. Fuzzy Logic system  
Zadeh defines linguistic functions [100] which every element is associated with 
a membership degree. Fuzzy sets deal with vagueness via membership functions 
(MF) since they are characterized by a certain flexibility and smoothness. 
Hence, a membership function can be defined as:  
: [0,1]A X? ?  
A membership function is determined depending on a subjective view of the 
problem and an individual’s perception of the situation [123]. Depending on the 
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desired outputs and performances, simple functions are used to build the mem-
bership functions (MF). The most important membership functions are triangu-
lar, trapezoidal, Gaussian. After several trials for the muscle type classification, 
we select the Gaussian MF defined by a central value c and a standard devia-
tion σ > 0.
   
                                                                                (38)                     
For each of the three inputs Re, Ri and C, we attribute the Gaussian membership 
functions associated with the intervals’ ranges extracted from the database. Ne-
cessity to use different zones for each input is related to the performance of the 
learning (Figure 84). 
 
Figure 84. Muscles feature zones                                                           
For the inputs Re and C, we attribute 5 membership degrees and 3 for the input 
Ri. for Each input the corresponding number of membership functions (MF) that 
leads to a high accuracy for the hole data base representing the type of the meat 
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Figure 85. Membership function of the inputs muscle type classification 
Table 14. Linguistic function for 3 fuzzy sets 
Feature linguistic function Designation 
Re 
Small S 
Medium Small MS 
Medium M 








Medium Small MS 
Medium M 
Medium Large ML 
Large L 
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5.4.1.1 Fuzzy rules 
Fuzzy rules have the general form of “IF X is A THEN Y is B”. They are des-
tined to map the fuzzy input X to the fuzzy output Y. In a logical context, X is 
referred to be a linguistic variable and A is a linguistic value. The ‘IF’ part of the 
rule is called antecedent; the ‘THEN’ part is called consequent. In the used 
MATLAB toolbox, five logical operators are supported: two forms of AND op-
erator, two forms of OR operator and the negation form NOT. 
min( , )
( , )
( , ) .
A B
AND A B
prod A B A B
?? ??  
max( , )
( , )
( , ) .
A B
OR A B
probor A B A B A B
?? ? ? ??  
( )NOT A A?  
We use the logical operator probor for OR and prod for AND. According to the 
data base and in order to have learning for the muscle with a complete indepen-
dency to its freshness. 14 rules should be used and defined (Table 15). The cor-
responding interference matrix is given in table 16.  
Table 15. Rules of the muscle detection 
Rule   
1 If Re is L and Ri is M and C is ML then Output is            Muscle 1                       or 
2 If Re is L and Ri is M and C is M then Output is                 Muscle 1                       or   
3 If Re is ML and Ri is M and C is ML then Output is           Muscle 1                       or   
4 If Re is ML and Ri is M and C is M then Output is             Muscle 1                       or   
5 If Re is M and Ri is M and C is ML then Output is        Muscle1                        or   
6 If Re is M and Ri is M and C is M then Output is               Muscle 1                       or 
7 If Re is ML and Ri is S and C is L then Output is               Muscle 2                       or 
8 If Re is ML and Ri is S and C is ML then Output is           Muscle 2                       or   
9 If Re is M and Ri is S and C is L then Output is                 Muscle 2                       or   
10 If Re is M and Ri is S and C is ML then Output is            Muscle 2                       or 
11 If Re is MS and Ri is M and C is MS then Output is          Muscle 3                       or   
12 If Re is M and Ri is M and C is MS then Output is            Muscle 3                       or   
13 If Re is S and Ri is M and C is S then Output is                 Muscle 4                       or   
14 If Re is S and Ri is L and C is S then Output is                  Muscle 4            
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 Table 16. Interference matrix for the three inputs 
XR 
Ri 
S M L 
Re 
C 
 S MS M ML L S MS M ML L S MS M ML L 
S      M4     M4     
MS       M3 M3        
M        M1 M1 M1      
ML   M2 M2    M1 M1 M1      
L   M2 M2            
5.4.1.2 Decision making 
Decision making is the most important part in a fuzzy logic system. In any deci-
sion process, we consider the information about the outcome and choose among 
two or more alternatives for subsequent action. If good decisions are made, then 
a good output is realized. The decision is made based on the given rules follow-
ing certain reasoning. This stage is accomplished when applying what we call an 
“implication function”, which is responsible for the second part of the IF-THEN 
rule: the consequent. The symbol of an implication is A B? . An implication me-
thod specifies how a fuzzy logic system scales the membership functions of an 
output linguistic variable based on the rule weight of the corresponding rule. 
However, before applying any implication method we should know that every 
rule has its own weight value between 0 and 1.  
Generally, the rule’s weight of 1 implies that it has no effect on the implication 
process. Once the weights are attributed to each rule, implication method could 
be applied. There are 40 types of implication functions but only the minimum 
and product methods are the most used in fuzzy domain especially in MATLAB 
interface. Minimum method is used in this case. This implication method is pro-
posed by Mamdani as a simplified version of Zadeh implication operator. It con-
sists in truncating the output membership functions at the value of the corres-
ponding rule weights. To make decisions in fuzzy logic, rules must be combined 
in some manner to have simpler and clearer output architecture which is the role 
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of aggregation. In fact, aggregation is the process by which fuzzy sets that 
represent the outputs of each rule are combined into a single fuzzy set. It is the 
stage where outputs of all rules are unified. This step is indispensable for the 
next part of fuzzy logic process: “defuzzification”. 
The input of the aggregation process is the list of truncated output functions re-
turned by the implication process for each rule. The output of the aggregation 
process is one fuzzy set for each output variable. The curve presenting the fuzzy 
output can be the result of different methods of aggregation which the most 
known are the max (maximum) chosen in our work, probor (probabilistic or), 
and sum (simply the sum of each rule’s output set). Function probor [124] re-
turns the probabilistic OR (also known as the algebraic sum) of the columns of 
x. if x has two rows such that x = [a; b], then y = a + b - ab. If x has only one 
row, then y = x (Figure 86). 
 
Figure 86. Example of the function Probor [123]  
After the aggregation process, we should go through a defuzzification process to 
get finite numbers that best represent the fuzzy results. Indeed, defuzzification is 
the conversion of a fuzzy set quantity to a precise and deterministic set quantity. 
This step is necessary because in several applications, where implementation is 
required, machines could only work with crisp or binary values and not with lin-
guistic variables. Several methods could be used for defuzzification.  
Data mining and classification of tissue type and state  105 
The most important used for Sugeno fuzzy logic and recommended by Matlab 
toolbox are between weighted average or weighted sum. Therefore, we choose 
weighted average that returns the mean value of the elements of the membership 
function outputs for the defuzzification process. 
All the learning result are given in table 17 and table 18. The use of noisy inputs 
reaches also to the same results. The fuzzy logic classification results show a 
high accuracy of 100 %.  
The result of each muscle is in the close interval of the corresponding value, for 
example for the muscle SM veal, the accepted result that correspond to this 
muscle should be in the range [2.5, 3.5].  
 
Table 17. Fuzzy logic classification result for beef muscle classification 
 LD Beef RA Beef  
 Re (Ω) Ri (Ω) C (nF) R Re (Ω) Ri (Ω) C (nF) R 
2 617.12 190.46 6.16 1.01 554.54 134.85 8.30 2.00 
3 569.48 194.12 5.75 1.05 488.80 134.31 7.72 2.00 
4 572.85 197.37 5.65 1.03 461.93 139.66 7.19 1.99 
5 561.02 197.22 5.50 1.03 444.96 138.85 7.21 1.99 
6 545.87 199.82 5.45 1.03 418.35 142.09 7.23 1.98 
7 540.91 205.91 5.38 1.01 430.95 154.19 6.71 1.92 
8 521.91 207.27 5.28 1.01 415.82 155.58 6.81 1.84 
9 502.91 208.63 5.18 1.01 408.46 159.37 6.75 1.92 
10 483.91 209.99 5.08 1.01 390.35 162.48 6.64 1.88 
11 464.91 211.35 4.98 1.00 372.23 165.59 6.53 1.78 
12 443.87 211.93 4.92 1.00 372.32 166.50 6.51 1.79 
13 429.47 208.80 4.93 1.01 370.05 164.19 5.99 1.76 
14 405.26 206.58 4.62 1.01 359.86 165.21 6.14 1.75 
 
 
106                                              Data mining and classification of tissue type and state 
        Table 18. Fuzzy logic classification result for veal muscle classification 
 SM Veal  LD Veal  
 Re (Ω) Ri (Ω) C (nF) R Re (Ω) Ri (Ω) C (nF) R 
2 351.07 171.82 3.95 2.72 230.75 215.03 1.85 3.97 
3 338.19 182.65 3.83 2.80 226.23 219.86 1.76 3.98 
4 325.32 193.48 3.71 2.94 221.72 224.70 1.67 3.98 
5 312.44 204.31 3.58 2.98 217.21 229.53 1.59 3.99 
6 308.08 205.40 3.54 2.99 212.69 234.37 1.50 3.99 
7 303.72 206.48 3.51 2.99 208.18 239.2 1.41 3.99 
8 299.37 207.57 3.47 2.99 203.81 230.74 1.37 3.99 
9 296.16 207.10 3.38 3.00 203.63 238.77 1.34 3.99 
10 292.95 206.62 3.29 3.01 203.44 246.79 1.31 3.99 
11 289.74 206.15 3.20 3.01 203.26 254.81 1.27 4.00 
12 286.53 205.67 3.12 3.02 203.08 262.84 1.24 4.00 
13 282.52 214.45 3.12 3.03 195.50 271.25 1.25 4.00 
14 278.50 223.24 3.13 3.04 192.57 307.79 1.22 4.00 
5.4.2 Freshness classification using Sugeno-Takagi method 
Classification of the freshness classification is also done using the Sugeno-
Takagi method. The major difference to the section before is that we make the 
learning for each muscle alone in order to determine the aging that corresponds 
to its freshness. Similar to the fuzzy logic learning for muscle classification, the 
three model’s parameters Re, Ri and C are defined as inputs and affected after 




( ; , , , ) max(min( ,1, ),0)
A
if x a
x a if a x b
b a
x if b x c
d x if c x b
d c
if x d
x a d xf x a b c d
b a d c
?
??? ?? ? ????? ? ??? ?? ? ???? ??
? ?? ? ? ?
                                                            (39)
 
Trapezoidal MF corresponds to the membership given the highest performances, 
is defined by a lower limit a, an upper limit d, a lower support limit b, and an 
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upper support c where a < b < c < d. Membership functions of the beef LD, beef 
RA and veal SM are presented in Figure 87. It is the same membership but with 
the corresponding input interval for each muscle. Membership of the veal LD is 
shown in Figure 88. 
 
Figure 87. LD, RA beef and SM veal membership function  
  
 
Figure 88. Membership function of the inputs freshness classification of LDV 
For each muscle we affect a corresponding constant number as output: 
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? 1 for fresh meat 
? 2 for edible meat 
? 3 for critical meat 
? 4 for dangerous meat 
As fuzzy rules, we use the logical operator probor for OR and prod for AND.                     
The minimum method for implication, the maximum for the aggregation process 
and the weighted average for the defuzzification. Rules of the fuzzy logic of 
freshness classification of the muscle LD beef and LD veal are given in table 19. 
The rules used for the muscles RA beef and SM veal are shown in table 20. 
Table 19. Rules of the freshness computing of the muscles LD beef and LD veal 
Rule   
1 If Re is L and Ri is S and C is L then Output is            Fresh                                             or   
2 If Re is L and Ri is M and C is L then Output is           Edible                                            or  
3 If Re is M and Ri is M and C is L then Output is         Edible                                            or  
4 If Re is M and Ri is L and C is S then Output is           Critical                                          or   
5 If Re is S and Ri is L and C is S then Output is        Dangerous                                     or 
Table 20. Rules of the freshness computing of the muscles RA beef and SM veal 
Rule   
1 If Re is L and Ri is S and C is L then Output is           Fresh                                             or   
2 If Re is L and Ri is M and C is L then Output is          Fresh                                             or   
3 If Re is M and Ri is M and C is L then Output is         Edible                                           or   
4 If Re is M and Ri is L and C is S then Output is          Critical                                          or   
5 If Re is S and Ri is L and C is S then Output is       Dangerous           
The fuzzy logic classification results in Table 21 show a high accuracy. The re-
sults of the muscles correspond to the exact freshness class and to the corres-
ponding period of time (table 21).  
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The fuzzy logic classification considers the noisy inputs and reaches to the same 
results then the used inputs. In the diagnosis process achievement, the choice of 
confidences areas is decisive in order to assess the learning. 
Table 21. LD and RA beef fuzzy logic classification results 
 LD Beef RA Beef SM Veal LD Veal 
Day Result Freshness Result Freshness Result Freshness Result Freshness 
2 1.00 Fresh 1.00 Fresh 1.00 Fresh 1.00 Fresh 
3 1.49 Fresh 1.00 Fresh 1.18 Fresh 1.00 Fresh 
4 1.67 Edible 2.00 Edible 1.74 Edible 1.00 Fresh 
5 1.80 Edible 2.00 Edible 2.21 Edible 1.43 Fresh 
6 2.00 Edible 2.00 Edible 2.30 Edible 2.57 Critical 
7 2.41 Edible 2.73 Critical 2.55 Critical 2.85 Critical 
8 2.71 Critical 3.01 Critical 2.81 Critical 3.23 Critical 
9 2.87 Critical 3.40 Critical 3.18 Critical 3.33 Critical 
10 3.17 Critical 3.72 Dangerous 3.47 Critical 3.38 Critical 
11 3.42 Critical 3.97 Dangerous 3.70 Dangerous 3.43 Critical 
12 3.67 Dangerous 3.97 Dangerous 3.83 Dangerous 3.43 Critical 
13 3.82 Dangerous 3.99 Dangerous 4.00 Dangerous 4.00 Dangerous 
14 4.00 Dangerous 4.00 Dangerous 4.00 Dangerous 4.00 Dangerous 
 
If we select and define the period of time such as: 
? Fresh, between day 2 and day 3. 
? Edible, between day 4 and day 6. 
? Critical, between day 7 and day 10. 
? Dangerous, more then day 11. 
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Different errors exist in fuzzy logic results according to the defined periods. The 
accuracy is 84.62% for the muscle LD beef, 92.31 % for the muscle RA beef, 
100 % for the muscle SM veal and 61.54% for the muscle LD veal. 
Results show that fuzzy logic classify  correctly the inputs to the corresponding 
classes and we reach successful results related to the choice of tolerance interval 
during the conception of the diagnosis system. 
5.5 Final remarks 
Model parameters including the converted capacitance are used as inputs in the 
classification process. Using PCA method and the method of KNN (k nearest 
neighbor) makes sure, that model parameters are sufficient as features and have 
enough information content to accurately realize the classification process. 
For meat classification, learning has been successful using multi-layer network 
perceptron (MLP) neural network together with a supervised training method 
carried out by the algorithm of back error propagation, which is based on the 
gradient descent. 
A successful learning is attempt using 4 neurons in the hidden layer for the first 
step that consists on the computing of muscle type. Once the muscle is known, 
the second network is used to determine the freshness of the corresponding mus-
cle. A successful learning is attempt using 3 neurons in the hidden layer for the 
four used muscles. Data used of test follow correctly the corresponding classes 
and we attempt successful results of test equal to 100%.  
The MLP neural network has the ability to well generalize and correctly classify 
the 972 created inputs used for test for each muscle to reach to the freshness of 
the meat and correctly classify the 3888 inputs for the muscle type computing. 
Considering the existing perturbation that occurs during measurement and when 
we add a noise for the inputs, the MLP neural network has the ability to well and 
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correctly classify the noisy testing inputs especially when the noise was less than 
0.6% that corresponds to the real situation with 100% for the muscles LD beef, 
SM beef and LD veal and with 92.31% for the muscle RA. Neural network 
represents an important tool of classification that offer an important percent of 
accuracy and precision. The use of neural network in the final design of the di-
agnosis system is an excellent choice especially with the ability of implementa-
tion in a digital signal processor. 
Using the Gaussian membership functions for the first learning related to muscle 
classification and trapezoidal member function for the classifiers related to the 
freshness classification, fuzzy logic permit to leads to an easy method of classi-
fication. Zero-order Sugeno fuzzy logic classify correctly the inputs to the cor-
responding classes for the first step of meat type classification with a high index 
of recognition equal to 100%. For the second step, related to the freshness com-
puting, Zero-order Sugeno fuzzy logic reach to a high index of recognition equal 
to the accuracy 84.62% for the muscle LD beef, 92.31 % for the muscle RA 
beef, 100 % for the muscle SM veal and 61.54% for the muscle LD veal. 
Fuzzy logic has many advantages that can be beneficial in the final design of the 
diagnosis system, this advantages are especially the consideration of noisy in-
puts, the simplicity of the classification process, the tolerance that leads to a 
compact program according to the conception procedure and finally the possibil-
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6. Conclusion 
The objective of this thesis is to develop a method for in-vitro beef and veal 
muscles tissue measurement, monitoring and diagnosis based on impedance 
spectroscopy. The investigation should a. o. permit a future realization of a meat 
monitoring sensor, in order to get information about the state of the packed meat 
in meat selling sector. 
It has been proved, that the impedance spectroscopy builds a suitable basis for 
development of in-vitro measurement system for assessing the freshness of 
meat. The maturation state of meat leads to observable changes of its complex 
impedance that infer to a it’s post-mortem state. Different challenges should be 
considered for the development of this novel method, which are the bio-
impedance measurement of meat as anisotropic material and the meat diagnosis 
as a classification procedure.  
The first challenge faced in bio-impedance measurement is the definition of the 
working frequency range that permits to have sensitive information. For meat 
monitoring, we have shown by measurements that the dispersion β is more suit-
able than ?? and γ?dispersion because it includes information referring to the be-
havior of the cell membranes integrity, which changes with aging. The frequen-
cy range denoted is between few kHz to few MHz. 
Another challenge is the development of an accurate electrode design that can 
guarantee reproducible and consistent measurements. An experimental setup is 
build up to avoid appearance of bacteria and to reduce water losses during 
experiments. For this, an electrode configuration is developed to avoid several 
disadvantages produced by needle electrodes and cylindrical non-penetrating 
electrodes. Finite Element Method modeling show that the electric field 
propagates in the whole volume of the meat and less in the surrounding. The 
developed electrode reduces especially the 2-D-anisotropy and the electrode 
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contact faults. Experimental measurements have been carried out for a long 
period of time of 14 days with cylindrical penetrating multi electrodes on beef 
and veal muscles. 
A further challenge in bio-impedance spectroscopy is the development of 
appropriate methods for the analysis of the measured spectra. For this, we 
propose to use the Fricke-Cole-Cole model, which considers distributed electric 
parameters in the biological tissue and leads therefore to a good fitting 
performance in the β dispersion frequency range. The evolution of model 
parameters corresponds to the expected behavior with aging. Results show that 
evolution of model parameters evolution shows principally the same behavior, 
but differs strongly from one muscle to another. 
Features consisting of the model parameters are used as inputs in the classifica-
tion procedure. Thereby, the constant phase element was converted to an equiva-
lent capacitance. After PCA calculation, the method of KNN (k nearest neigh-
bor) has been used to find out the accurate features to be used for the 
classification process. Results show that model parameters as features lead to 
high accuracy and permit the use of reduced number of inputs in the classifica-
tion process. 
In order to define a classification method for meat diagnosis we propose a pro-
cedure composed of three principle blocks: Data preprocessing, classification 
allowing selection of the parameters showing the best training results and test 
validation to select the best network to finally evaluate it.  
Data used of test follow correctly the corresponding classes and we attempt suc-
cessful results of test equal to 100%. The MLP neural network shows the ability 
to well generalize and correctly classify the 972 created inputs for each muscle 
leading to the right meat freshness level. It correctly classifies the 3888 inputs 
for the muscle type computing. MLP neural network has also the ability to well 
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and correctly classify the noisy test inputs with a high index of recognition, es-
pecially when the noise was less than 0.6%, that corresponds to the real situation 
with 100% for the muscles LD beef, SM beef and LD veal and with 92.31% for 
the muscle RA.  
Using the Gaussian membership functions for the first learning related to muscle 
classification and trapezoidal member function for the classifiers related to the 
freshness classification, fuzzy logic permits to realize an easy classification.  
Zero-order Sugeno fuzzy logic classifies correctly the inputs to the correspond-
ing classes for the first  step of meat type classification with a high level of rec-
ognition equal to 100%. For the second step, related to the freshness computing, 
fuzzy logic reaches a high level of recognition equal to 84.62% for the muscle 
LD beef, 92.31 % for the muscle RA beef, 100 % for the muscle SM veal and 
61.54% for the muscle LD veal. 
In this thesis all requirements for a diagnosis system for meat monitoring were 
fulfilled. As outlook we propose to design of a portable device for muscle tis-
sue’s monitoring using an online electronic device able to implement MLP neur-
al network, or the fuzzy logic. Such a device can be used for generalization of 
the results for more than veal and beef meat. It can be also easily configured af-
ter corresponding experimental investigation for food quality monitoring in gen-
eral, e. g. for fruits and cheese. 
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7. Annex 
Basics of Impedance spectroscopy 
The voltage has the following form 
? ? ? ?sin 2 uU t U ft? ?? ? ?     (40) 
U is the amplitude of the signal, and ω is the radial frequency. The relationship 
between radial frequency ω (expressed in radians/second) and frequency f (ex-
pressed in hertz) is 
f??? ?? 2                  (41) 
 The current, is shifted in phase (φ) and has different amplitude. 
? ? ? ?sin 2 iI t I ft? ?? ? ?                  (42) 




? ? ?? ? ?                          (43)                     
The complex number Z (ω) measured in Ohms as. 
jZ Z e ?? ?                                (44) 
? ? cos sinZ Z jZ? ? ?? ?            (45) 
' "Z Z jZ? ?                                                    (46) 
The resistive part causes power losses. An expression analogous to Ohm's Law 








                                                   (47)  
The real part and the imaginary part (reactance) of impedance are defined as: 
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cos( ) sin( )R Z and X Z? ?? ? ? ?                                     (48) 
The complex admittance is defined as                                               







? ? ?     (50) 
The real part, called conductance and the imaginary part, called susceptance are 
defined as:                                     
 cos and sinY YG Y B Y? ?? ?        (51) 
The admittance can be written using the conductance and the susceptance as 
Y G jB? ? ?                                                                    (52) 
The impedance magnitude and the phase angle are defined according to the fol-
lowing equations 
2 2
cZ R X? ?                 (53) 
1tan cX
R
? ? ? ?? ? ?? ?                                               (54) 
The common model of equivalent circuits that will be shown and explained in 
this section considered in the Nyquist and bode plot serve to interpret simple 
impedance spectra. The simplest element is the impedance of a resistor without 
reactance term: 
? ?ReR Z?             (55) 
The impedance of a capacitance depends on the frequency. The current through 
a capacitor is phase shifted -90 degrees relative to the voltage. The impedance of 
a capacitance is: 
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1Z j
c?? ? ?             (56) 
The impedance of an inductor increases as frequency increases. Inductors have 
only an imaginary impedance component. As a result, an inductor's current is 
phase shifted 90 degrees relative to the voltage. 
Z j L?? ?             (57) 
The Nyquist plot of the parallel RC element (Figure 89) is a semicircle in the 
impedance plane and has a single time constant τ. ωc is the pulsation which 
gives the maximum imaginary part of the Nyquist plot of impedance. 




? ?             (59) 






?? ? ? ? ?             (60) 
 
Figure 89. Nyquist plot of parallel RC element, R=10 Ω, C=5μF and f ϵ [40 Hz 110 MHz] 
? For low frequencies, the capacitance is open, the current flows through the 
resistance. 
? For middle frequencies, the current flows over resistance and capacitance. 
? For high frequencies, the capacitance is a short circuit and current flows it. 
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The Nyquist plot of a serial RC element (Figure 90) is a semicircle in the admit-
tance plane having a single time constant. ωc is the pulsation which gives the 
maximum imaginary part of the Nyquist plot of impedance. 




? ? ?             (62) 





j C?? ? ?             (63) 
 
Figure 90. Nyquist plot of the serial RC element, R=10Ω, C=5μF and f= [40 Hz-100 MHz] 
• For low frequencies, the capacitive behavior dominates 
• For high frequencies, the resistive behavior dominates
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