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ABSTRACT
Tissue classication and feature selection have been increasing studied during the last
two decades, however the available methods are still limited and need improvement. In
this manuscript, we develop tissue classication and feature selection methods based on
Dynamic Adaboost with logistic regression as its weak learner and a new Variational
Bayesian (VB) logistic regression with regularization. Furthermore we investigate the
statistical properties of these methods and extend VB logistic regression to handle large
scale data.
In chapter 1, we will introduce some key concepts like Ultrasound Tissue Classication,
Level Set Segmentation method, Bayesian version of Lasso and Elastic Net and Varia-
tional Bayesian approximation. In chapter 2, we will introduce a framework of tumor
segmentation and feature extraction for ultrasound B-mode images, as well as a semi-
parametric model for the texture features. In chapter 3, we apply the Adaboost method
with logistic regression as weak learner for tumor classication. Genetic Algorithm (GA)
is used for stochastic search based feature selection and the algorithm is parallelized to
accelerate the computation. In chapter 4, we propose a new variational Bayesian logistic
regression incorporating the Lasso and Elastic Net type regularization for feature selec-
tion. In chapter 5, we extend the above VB logistic regression to large scale data by
map/reduce cloud computing.
We will illustrate the experimental results in each chapter using simulation data and
ultrasound image data from our research.
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CHAPTER 1
INTRODUCTION
In this chapter we introduce the concept of tissue classication. We focus on classifying
ultrasound B-mode images based on texture features, which include statistics moments,
co-occurrence matrix and spectral parameters from Fourier transform. The idea that uses
all the features is not applicable, because unnecessary features will reduce the generaliz-
ability and cause overtting. If the number of feature is n, then the exhaustive search
for all the possible 2n   1 feature subsets is not feasible. So feature selection/variable
selection chooses a subset of features which has higher predictive power and eliminates
less related features. By this way, the classify trained on training data will have better
performance on testing data. In Biomedical image analysis problems like tumor classica-
tion, radiologist or physician can make better decision based on these selected important
features. We will study the feature selection problem within the ultrasound B-mode im-
age tumor classication framework. In detail, we propose two kinds of feature selection
method. The rst method is a stochastic search by Genetic Algorithm (Goldberg (1989))
inside the Adaboost with logistic regression weak learner framework. It is based on the
assumption that the frequency of features selected by GA in each generation is positively
related to the importance of this feature. We can select a sub-set of features according
to their frequency selected by Genetic Algorithm in each generation. Furthermore, we
studied a new variational Bayesian logistic regression with feature selection. In detail,
we apply the Bayesian version of Lasso and Elastic Net type regularization with logistic
regression to do feature selection and grouped feature selection. This belongs to embed-
ded method that performs the variable selection inside the statistics learning procedure
(Guyon (2003)).
We have used dierent strategies to accelerate the above classication and feature se-
lection methods. A parallel GA has been developed to greatly accelerate the computation
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of Dynamic Adaboost. We use a variational Bayesian approximation method for logistic
regression to get a fast and accurate solution. Before tissue classication, we apply Level
Set segmentation method to extract the tumor region in the B-mode images.
This thesis is organized as follows. In this chapter, we give a brief introductions to
Ultrasound Tissue Classication, Level Set method, Bayesian Lasso, Bayesian Elastic
Net and Variational Bayesian approximation. Detailed methods and experiments are
developed in the following chapters.
1.1 Ultrasound Tissue Classication
Ultrasound has been widely used for imaging organs and soft tissues in human body and
has proven to be very helpful in disease diagnosis and treatment. B-mode images obtained
from ultrasound backscatter signals provide a powerful tool to visualize and identify tu-
mors from surrounding tissues. Researchers and radiologists have pay more and more
attention on tissue classication/characterization by computer algorithm automatically
or at least by a systematic approach such as BI-RADS (Hong et al. (2005)). Furthermore,
the purpose of tissue classication based on B-mode ultrasound image is not only to clas-
sify malignant tumor from normal tissue but also to distinguish between dierent types
of malignant tumors.
Besides analyzing tissue on B-mode images, there are also a number of research pa-
pers focus on tissue characterization using radio frequency backscattered signals. Lizzi
et al. (1983) gave pioneering work about tissue characterization using spectral analysis on
ultrasound backscatter signals. Liu et al. (2004) extended the radio frequency backscat-
ter spectrum analysis to two-dimensional case, and they used 2-D spectrum features like
integrated spectral power (RISP) and angularly integrated spectral power (AISP) to char-
acterize in vivo ocular melanomas. They claimed that their 2-D spectrum analysis method
was very successful in characterizing the physical properties of sub-resolution tissue mi-
crostructure.
Oelze et al. (2002) used power spectra of radio frequency backscattered signals to ex-
plore the tumor scatter properties and acoustic concentration. In detail, they developed
a estimation method based on Gaussian form factor model to estimate the scatterer size
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by tting a least squares line to the experiment power spectra data. Their experimental
results showed that the average scatterer diameter insider the tumor is 44:8% higher than
the surrounding normal tissue. And they also found that the tumor's estimated average
acoustic concentration is less than outside tissue. Furthermore, Oelze and O'Brien (2006)
continued estimating average scatterer diameter from two kind of mouse mammary can-
cers (carcinomas and sarcomas) by three backscattering models: spherical Gaussian model
(SGM), uid-lled sphere model (FFSM) and new cell model (NCM). Their experimen-
tal results showed that there are statistically signicant dierences of average scatterer
diameter between carcinomas and sarcomas when using SGM and NCM models. These
tissue characterization methods are all based on some scatterer or cell models, and there
may exist discrepancy among the dierent models' result.
In addition to analyzing radio frequency signal directly, there is also a lot of work
focused on analyzing ultrasound B-mode image by standard image analysis methods. B-
mode image is a gray scale image transformed from the envelope amplitude of backscat-
tered radio frequency echoes. Although it carries less information than radio frequency,
it does not need to assume any radio frequency backscatter model when analyzing image
data. There is a large literature on ultrasound tissue classication by texture features ex-
tracting from B-mode image. For example, Kadah et al. (1996) aimed at classifying liver
disease in ultrasound images. Their texture features are mainly based on the histogram
and co-occurrence matrix, which include rst order gray level parameters like mean and
rst percentile of the gray level distribution, second order gray level parameters like gradi-
ent distribution, co-occurrence matrix, edge co-occurrence matrix, run-length matrix, and
parameters derived from co-occurrence matrix such as contrast, angular second moment,
entropy and correlation. They considered the ultrasound imaging parameters like attenu-
ation and backscattering parameters as well. They showed that their function link neural
networks has good automatic diagnosis result. While Lai et al. (2007) uses Independent
Component Analysis (ICA) for dimension reduction and Support Vector Machine (SVM)
for tissue classication. Their texture features not only contain rst and second order gray
level parameters, but also contain higher order statistics information by using ICA lter.
Huang et al. (2008) aimed at distinguishing ultrasonic normal liver image from fatty liver.
They proposed a new liver texture classication method based on discrete wavelet trans-
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form (DWT). After the wavelet multi-resolution analysis, texture features for the four
sub-bands images like mean and standard deviation are extracted. The statistical texture
parameters composed a feature vector for Probability Neural Network (PNN) classier.
Their tested classication accuracy rate of fatty liver and normal liver was 82%.
There are also some recent research studied about frameworks integrating ultrasound
segmentation and tumor classication together. In contrast to classifying dierent type
of tumors, Liu et al. (2010) used a two stage method to distinguish breast tumor from
surrounding tissues. The rst stage was to identify checkpoints that cover the whole ROI,
then texture features including pixel intensity statistics and co-occurrence matrix around
each checkpoint were extracted to build the SVM classier. The second stage classication
of tumor regions was achieved by analyzing every checkpoint. Su et al. (2011) was also
focused on segmenting and classifying breast tumor automatically. They detected breast
tumor ROI by self-organizing map neural network rst and then obtained the tumor initial
boundary by clustering. A variation of level set method called active contour (Chan and
Vese (2001)) was used for rening the tumor boundary. Finally, they applied an Anity
Propagation clustering method to classify benign and malignant tumor based on three
texture features and ve morphologic features.
1.2 Level Set Segmentation Method
In order to extract texture features from a tumor region, we need to segment the tumor
from its surround region. We use Level Set method with a manually drawn rectangle
as the initial curve. Level set method has been widely used for segmenting organs in
Magnetic Resonance (MR) images (Chen and Gu (2006) and Chen et al. (2008)), and for
ultrasound images recently (Belaid et al. (2009)). Chen et al. (2008) proposed a multiple
initializations and multiple steps level set methods to overcome the leakage and over-
segmentation problems on MR images. Belaid et al. (2009) used a level set method for
left ventricle boundaries segmentation. To overcome the attenuation artifact problems,
Belaid et al. (2009) incorporated local phase and orientation into the level set speed term.
They showed that the experimental result was robust on noise synthetic and real data.
Sarti et al. (2005) proposed a level set method based on the assumption that B-mode
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image pixel intensity has Rayleigh distribution. A partial dierential equation based ow
is evolved to reach the object boundary under smoothness constraint.
Level set method can be understood in the view of signed distance function, which can
represent arbitrary complex curve. Consider a closed simple curve in a two dimensional
rectangle domain, in which every point in the rectangle is assigned a value of the distance
to its nearest point on the curve. Furthermore, the distance is dened as negative inside
the curve, positive outside the curve and points on the curve have zero values. If we
view the curve as an implicitly dened function, then its zero values represent the bound-
ary. The initial curve is evolving under the interaction of image properties like gradient,
curvature and the level set function together. The curvature controls the regularity of
the contours. The gradient always points in the direction of greatest increase, so it is
perpendicular to the evolving curve.
1.3 Bayesian Lasso and Elastic Net
The Lasso (Tibshirani (1996)) has been widely used for feature selection, since it gives
exactly sparse estimations for the coecients. For a linear regression, the Lasso estimation
is dened as following (Hastie et al. (2003)):
^(Lasso) = argminky  Xk22 + kk1 (1.1)
From the above equation we can see that the Lasso aims at minimizing the least square
error together with L1 norm of D dimensional coecient . Tibshirani (1996) has sug-
gested that if  is assigned a Laplacian prior distribution then there is Bayesian version
of Lasso.
p(yj) = N(yjX; 2I)
p(j) =
DY
i=1

2
exp( jij) = (
2
)k exp( kk1) (1.2)
It can be veried that, the Max a Posterior (MAP) estimator of  with this prior has the
same criterion as the Lasso after multiplying the prior and likelihood together and taking
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logarithm:
^ = argminkX   yk22 + 22kk1 (1.3)
The disadvantage of the Lasso is that when predictor features are highly correlated or has
group structure, the estimation may not perform very well, as we will see in the experi-
mental result in Chapter 4. Group feature structure means that the strongly correlated
predictor features tend to be in or out of the nal model together. For example, texture
features from B-mode image are grouped by dierent categories. Zou and Hastie (2005)
proposed the Elastic Net(EN) estimation and feature selection method for group feature
selection. For a simple linear regression, the Elastics Net estimator is the solution for the
following minimization problem:
^(EN) = argminky  Xk22 + 1kk1 + 2kk22 (1.4)
The Elastic Net method wants to minimize the least square error together with weighted
L1 norm and L2 norm. So it can also be viewed as a penalized least squares method where
the penalty term is a combination of the lasso penalty and the ridge penalty. EN is a
strictly convex optimization problem and the detailed proof is in Zou and Hastie (2005).
Similarly to the Bayesian Lasso with Laplace prior, Qing and Lin (2007) gives a
Bayesian version of Elastic Net. They give the following hierarchical structure for Bayesian
Elastic Net:
y s N(y;X;  1I)
j s N(j; 0;  1(j + 2) 1)
 s Gamma( ; c0; d0)
j _ (
j
j + 2
)
1
2 InvGamma(j; 1;

2
) (1.5)
The additional two parameters 2 and  are tuning parameters that can be chosen by
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cross validation. The full likelihood can be obtained by multiplying them together:
p(y; ; ; ; ) _ N(y;X;  1I)Gamma( ; c0; d0)
DY
j=1
(N(j; 0; 
 1(j + 2) 1)(
j
j + 2
)
1
2 InvGamma(j; 1;

2
)) (1.6)
By integrating out , they have shown that the log-likelihood showed next has the same
form as Elastic Net.
log p(y; ; ; ; ) _ (n+D
2
log() +
D
2
log() + log(Gamma( ; c0; d0))) +
( 
2
(ky  Xk22 + 2
p
 1jj1 + 2kk22)) (1.7)
There is also new versions of the Lasso proposed recently. For example, Zou (2006)
proposed adaptive Lasso, which has adaptive weights for dierent coecients in the L1
penalty. Other than L1 and L2 norm regularization, Fan and Li (2001) proposed a non-
concave penalty function called smoothly clipped absolute deviation (SCAD), which set
small absolute value coecient to zero, large absolute value coecient retaining the same
and the remained coecient shrinking towards zero. In this thesis we focus on the Lasso
and Elastic net type regularization, and will consider other type regularization in the
future.
1.4 Variational Bayesian Approximation
To illustrate the variational Bayesian approximation in general setting, consider a Bayesian
model with observed variable X = x1; :::; xN and latent variable Z = z1; :::; zN . Then the
variational Bayesian approximation tries to maximize the lower bound of the marginal
log-likelihood, which is a function of the approximate posterior distribution q(Z). In order
to achieve this goal, we need to nd the approximation posterior distribution q(Z) for the
true posterior distribution p(ZjX). The relationship between the marginal distribution,
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lower bound and the Kullback-Leibler (KL) divergence is given in Bishop (2006):
log p(X) = L(q) +KL(qkp)
L(q) =
Z
q(Z) log
p(X;Z)
q(Z)
dZ
KL(qkp) =  
Z
q(Z) log
p(ZjX)
q(Z)
dZ (1.8)
The KL divergence is a measure of the dierence between two probability distributions.
The above decomposition can be veried by by the well known product rule (Bishop
(2006)):
log p(X;Z) = log p(ZjX) + log p(X) (1.9)
and substituting it into L(q). Intuitively, in order to make the approximated posterior
distribution close to the true posterior distribution, we need to minimize the KL diver-
gence. From the above decomposition, we can see that it is equal to maximize the lower
bound L(q) with respect to q(Z). If there is no constraint for q(Z), the KL divergence
is minimized when q(Z) equals p(ZjX). However not all posterior distribution p(ZjX)
has an analytical form. So in order to obtain an variational approximated posterior dis-
tribution, it has been suggested to assume that the distribution of q(Z) can be factorizes
with respect to its disjoint sub-group Z1; :::ZM (q(Z) =
QM
i=1 qi(Zi)). Letting qj stand for
qj(Zj) and plug into the lower bound L(q), we get the following equation (Bishop (2006)):
L(q) =
Z Y
i
qi(log p(X;Z) 
X
i
log qi)dZ
=
Z
qj
Z
log p(X;Z)(
Y
i6=j
qidZi)dZj  
Z
qj log qjdZj + const
=
Z
qj log ~p(X;Zj)dZj  
Z
qj log qjdZj + const (1.10)
Where
log ~p(X;Zj) = Ei6=j[log p(X;Z)] + const (1.11)
and Ei 6=j[:] means taking expectation with respect to the joint distribution of qZi with
i 6= j. Bishop (2006) point out that the above equation is a negative Kullback-Leibler
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divergence between qj(Zj) and ~p(X;Zj), so that the lower bound is maximized when
qj(Zj) = ~p(X;Zj). In other words, the general solution for the approximate posterior
distribution qj (Zj) is given by:
log qj (Zj) = Ei6=j[log p(X;Z)] + const (1.12)
Then the lower bound can be written as the expectation under the variational Bayesian
approximate posterior distribution (Bishop (2006)):
L(q) =
Z
q(Z) log
p(X;Z)
q(Z)
dZ = Eq(Z)(log(p(X;Z)) 
MX
j=1
log(qZj)) (1.13)
The Variational Bayesian framework allows prior information to be included in a
hierarchical conditional distribution structure, and it provides an approximate posterior
distribution for further inference. VB approximation is fast since it has an analytical
updating form for approximate posterior distribution and convergences quickly.
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CHAPTER 2
B-MODE IMAGE SEGMENTATION AND
FEATURE EXTRACTION
In this chapter we propose a novel multi-stage segmentation and classication strategy
for ultrasound B-mode image tumor classication. We apply the HMRF-MAP framework
proposed in Zhang et al. (2001) to get a rough tumor boundary, and use it as the initial
input of Level Set segmentation method for a more precise boundary. Texture features
are used by the single index model to model dierent tumors. The goal of single index
model is to identify a subset of features that have the most discriminating power for
classication, here we manually select four texture features which have high classication
accuracy. Rigorous variable selection method will be studied in the next two chapters.
2.1 Attenuation Compensation by HMRF-MAP
Due to the attenuation of ultrasound images, it is necessary to compensate the attenuation
before segmentation. Zhang et al. (2001) proposed a novel Hidden Markov random eld
(HMRF) model combining the spatial information for brain MR image segmentation with
bias eld correction. They got an accurate segmentation result by incorporating HMRF
model and the Expectation maximization (EM) algorithm (Dempster et al. (1977)) into a
HMRF-EM framework. Furthermore, their framework combines the bias eld correction
algorithm of Guillemaud and Brady (1997). Bias elds arising from inhomogeneities in the
radio frequency eld aect the accurate of intensity-based segmentation. Guillemaud and
Brady (1997) modeled the bias eld B
0
= (b
0
1; :::; b
0
N) as a multiplicative N-dimensional
random vector with zero mean Gaussian prior. Let I = (I1; :::; IN) and I
 = (I1 ; :::; I

N)
be the observed and real intensities of given image. The bias eld eect can be written:
Ii = I

i  b
0
i (2.1)
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Let y,y and B be the log-transformed of the intensities,then:
y = y +B (2.2)
As usually, the distribution of y is Gaussian with parameter (xi) = (uxi ; xi).
p(yi jxi) = g(yi ; (xi)) (2.3)
so the distribution of yi given class label xi and B is:
p(yijxi; B) = g(yi   bi; (xi)) (2.4)
After integrating out xi:
p(yijB) =
X
j2L
g(yi   bi; (j))P (j) (2.5)
The optimal Maximum a Posteriori (MAP) estimator of the bias eld is:
B^ = argmaxBp(yjB)p(B) (2.6)
Zhang et al. (2001) obtained the following result:
bi =
[FR]i
[F  11]i
; with 1 = (1; 1; :::1)T , Wij =
p(yijxi; )p(xi = j)
p(yij) (2.7)
where F is a low-pass lter, R is the mean residual for pixel i:
Ri =
X
j2L
Wij(yi   uj)
2j
(2.8)
and  is the mean inverse covariance:
  1ik ==
8<:
P
j2LWij
 2
j if i=k;
0 otherwise:
(2.9)
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Wij is the posterior probability that pixel i belongs to class j given the estimated bias
eld. Direct solution for the MAP will be dicult, so they use the EM algorithm. The E
step calculates the posterior class probability Wij assuming the bias eld is known, and
the M steps estimates the bias eld given Wij.
B-mode ultrasound images often have inhomogeneities intensity due to nonuniform
beam attenuation. Automatical time gain compensation (TGC) by tissue-type is dicult,
so HMRF-EM segmentation framework proposed by Zhang et al. (2001) is very helpful for
segmenting ultrasound image with attenuations. By checking the multiplicative property
of degradation eld, they show that the bias eld remove method for MR images is also
suitable for ultrasound B-mode images. We use the HMRF-EM segmentation results as
the initial inputs for the next step level set segmentation.
2.2 Level Set Segmentation Method
The idea behind the Level Set method is that a closed curve or surface can be represented
implicitly by a function. The level set (t; x; y) evolves as a moving front C, which can be
represented by zero level set C(t) = f(x; y)j(t; x; y) = 0g. Here t represents time and x; y
are spatial coordinates as in a two-dimensional image. The general form can be written
in as: 0t+F jrj = 0 (Osher and Sethian (1988)), where r = (@@x ; @@y ) is the gradient of
the embedding function. The gradient always points in the direction of increasing values
of . Signed distance function is used for constructing level set function from an arbitrary
explicit interface representation. The signed distance function's zero crossings represent
the closed curve. The signed distance function '0 on the image 0(x; y) can be dened
as follows:
'0(x; y) =
8<: j0(x; y)  P (x; y)j if 0(x; y) is on the interface or outside j0(x; y)  P (x; y)j if otherwise (2.10)
P (x; y) is one of the nearest point on the interface from 0(x; y). Signed distance function
makes further computation more accurate by avoiding shocks, sharp shape and at shape.
Next we introduce the active contour model (Chan and Vese (2001)), which is a segmenta-
tion method uses level set method. Chan and Vese (2001) introduced the original energy
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function of active contour model:
F (c1; c2; C) =   Length(C) +   Area(inside(C))
+1
Z
inside(C)
j0(x; y)  c1j2dxdy
+2
Z
outside(C)
j0(x; y)  c2j2dxdy (2.11)
Here, c1 and c2 represent the inner and outside curve's average intensity, respectively.
In the above equation, the length of curve C and the area of inside curve C are as
regularizing term. If we write the third term as F1(C) and the forth term as F2(C) while
ignoring parameters, we can see that if the curve C is outside the object, F1(C) > 0,
F2(C)  0, if inside the object, F1(C)  0, F2(C) > 0, if partial inside and partial
outside the object, then F1(C) > 0 and F2(C) > 0, nally, if the curve C is exactly
on the object boundary, then F1(C)  0 and F2(C)  0, so the energy function is
minimized (Chan and Vese (2001)). By formulating the energy function using level sets
and noticing that inside(C) > 0 and outside(C) < 0, the evolving curve C can be
represented by the zero level sets of the signed distance function . After simplifying the
energy function and adding the curve term, the region of interest can be segmented by
solving the Euler-Lagrange partial dierential equation. This algorithm is known to have
O(n2) time complex.
@
@t
= ()[  div( 5j 5 j)     1(u0   c1)
2 + 2(u0   c2)2] = 0 (2.12)
When the level set curve is evolving, the numerical errors will degrade the signed
distance accuracy. This problem can be solved by re-initialization of the level set function
periodically, which is complicated and time consuming. Also there is a tradeo between
how well the signed distance property is restored and how far the interface is moved. Li
et al. (2005) present a new variational formulation to make sure that the evolving level
level set function is always approximate to a signed distance function. Their method
can eliminate the re-initialization procedure. Since a signed distance function satises
jrj = 1, a natural metric proposed in Li et al. (2005) is to measure the closeness for the
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function to a signed distance function in 
:
P () =
Z


1
2
(jrj   1)2dxdy (2.13)
P () form an internal energy term that penalizes the deviation of level set function from
a signed distance function. They also proposed another external energy term Em() to
drives the zero level set evolving toward the desire object boundaries. They combined
them together to get the following variation formulation:
E() = P () + Em() (2.14)
They have shown that the steepest descent process for minimization of the functional
E is the gradient ow, and implemented the level set evolution by a nite dierence
scheme
@
@t
= [4  div( rjrj)] + ()div(g
r
jrj) + g() (2.15)
2.3 Feature Extraction
We extract a lot of texture features related to ultrasound backscatter signal on 64*64 small
sub-ROI image samples from ROI. In order to eliminate the inuence of image brightness,
we chose texture features which are not directly determined by image intensity. So we
choose the following 24 texture features from seven categories. See Gonzalez and Woods
(2002) for more background information.
1. Uniformity of statistical moments
2. Average entropy
3. Contrast of co-occurrence matrix, in 0,45,90,135 directions
4. Correlation of co-occurrence matrix, in 0,45,90,135 directions
5. Energy of co-occurrence matrix, in 0,45,90,135 directions
6. Homogeneity of co-occurrence matrix, in 0,45,90,135 directions
7. Six spectral parameters
We will explain them in detail next. Consider a ROI image f(x; y) with size n =MN ,
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Figure 2.1: Four kinds of adjacent constraints
whereM and N are the number of rows and columns of image f and the possible intensity
level L. Let zk be the kth intensity level and nk be the number of pixels within kth
level,then the histogram function h is dened as h(zk) = nk; k = 0; 1; ::L   1. We are
interested in the normalized histogram p(zk) =
nk
n
; k = 0; 1; :::L  1. Then the uniformity
of Statistics Moments based on this histograms is given by:
U(z) =
L 1X
k=0
p2(zk) (2.16)
The measure of variability from basic information theory called Average entropy is given
by:
e(z) =  
L 1X
k=0
p(zk)log2(p(zk)) (2.17)
The Uniformity measure reaches its maximum for an image when all intensity levels are
equal, while average entropy is zero for a constant image.
Co-occurrence matrix G contains the information about the relative position of pixels
with each other. Let L
0
be the possible pixel intensity levels, which is usually much less
than L(for example L
0
= 8 while L = 255). Let Q standing for an operator dening the
position of two pixels relative to each other, which contains horizontally adjacent, 45
adjacent, vertically adjacent, and 135 adjacent(as shown in the gure 2.1). Then the
co-occurrence matrix G's element gij is the number of times that certain pixel pairs with
intensities z
0
i and z
0
j occur under the position constraint Q.
Each co-occurrence texture feature (Contrast, Correlation, Energy and Homogeneity)
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has four values that corresponding to dierent adjacent types. Let p
0
ij =
gij
n
, then the
means and stand deviations in each row and column are dened as follows:
mr =
L
0X
i=1
i
L
0X
j=1
p
0
ij; (2.18)
mc =
L
0X
j=1
j
L
0X
i=1
p
0
ij; (2.19)
2r =
L
0X
i=1
(i mr)2
L
0X
j=1
p
0
ij; (2.20)
2c =
L
0X
j=1
(j  mc)2
L
0X
i=1
p
0
ij (2.21)
Contrast of co-occurrence matrix is a measure of intensity contrast between a pixel and
its neighbor over the entire image, which is dened as:
L
0X
i=1
L
0X
j=1
(i  j)2p0ij; (2.22)
Correlation of co-occurrence matrix is a measure of how pixel correlated to its neighbor,
which is dened as:
L
0X
i=1
L
0X
j=1
(i mr)(j  mc)
rc
(2.23)
Energy of co-occurrence matrix is a measure of uniformity, which has the form:
L
0X
i=1
L
0X
j=1
p2ij (2.24)
The Homogeneity of co-occurrence matrix measures the spatial closeness of the distribu-
tion of gij to the diagonal:
L
0X
i=1
L
0X
j=1
p
0
ij
1 + ji  jj ; (2.25)
These texture features, to some extent, reect the scatter property and diuse echoes of
ultrasound radio-frequency signals.
The six spectral parameters are from Fourier spectrum, which is describing the direc-
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tionality of periodic 2-D patters in image. The centered and symmetrical spatial frequency
image F (x; y) of an original image f(x; y) with sizeMN is given by the following Fourier
transform:
F (u; v) =
1
MN
M 1X
x=0
N 1X
y=0
f(x; y)e j2(ux=M+vy=N); (2.26)
u = 0; 1; :::;M   1; (2.27)
v = 0; 1; :::; N   1; (2.28)
The power spectrum P (u; v) is dened as: P (u; v) = jF (u; v)j2. P (u; v) can be written
in the polar coordinate system as S(; r), where r2 = u2 + v2 and  = tan 1(v=u). Then
peaks in the Fourier spectrum give information about direction and spatial period of
pattern. For each xed direction , S(r) describes the behavior of the spectrum along a
radial direction, while for each xed r, Sr() shows that behavior along a circle centered
on the origin. By summing over  and r, we get the global descriptions:
S(r) =
X
=0
S(r); (2.29)
S() =
R0X
r=1
Sr() (2.30)
S(r) is the spectral energy distribution as a function of r from the center of the spectrum
to R0 = min(M;N)=2 1. It guarantees not exceeding the boundary. S() is the spectral
energy distribution as a function of  from 0 to 180 in increase of 1. Descriptors like
the mean of S(r) and S(), variance of S(r) and S() and the absolute dierence between
the mean and the maximum of both S(r) and S() are often used as spectral features. In
this paper, we take logarithm of these values.
2.4 A New Semi-Parametric Model for Texture Feature
Single index model is a semi-parametric regression model for high-dimensional predictors.
We use it to modele texture features for tumor classication application. The method we
used here is similar to the Baysian procedure in Anestis et al. (2004). They used B-splines
17
to approximate the link function and random walk Metropolis method for parameters
estimation. Also regularization with generalized cross validation(GCV) is used to avoid
over-tting problems.
Let Yi be scalar response variable, and Xi be d-dimensional predictors, then the single-
index model can be written as:
Yi = f(X
0
i) + i; i s N(0; 2) (2.31)
The d-dimensional vector  is normalized to have unit Euclidean norm. The parameters
 and 2 have hierarchical priors. The prior for  is Fisher-von Misers with parameters
prior and prior, which is proportional to exp(prior
0
prior). The prior of variance 
2 is
inverse-gamma proportional to  2(A+1) exp( B 1 2), with A > 0 and B > 0. The link
function f is represented by a linear combination of B-spline basis functions:
f(t) =
KX
j=1
jBj(t) (2.32)
where Bj is the jth B-spline basis function of degree q and the basis has equal spaced
knots. Anestis et al. (2004) suggested that typical applications based on cubic B-spline
basis can use 15  20 knots.
In our tumor classication application, we apply the generalized partially linear single
index model proposed by Carroll et al. (1997). We use the Bugs and R implementation
in Marley and Wand (2010). If we let yi be the responses, xi be vectors of continuous
predictors and the zi be the group indicator, then the model can be written as:
logitP (yi = 1) = f(
Txi) + 
T zi (2.33)
here, f should be a smooth function of the single index Tx and put L2 constraint for :
kk = 1. We give a small 3 dimensional example to illustrate the method in detail:
logitP (yi = 1) = f(1x1 + 2x2 + 3x3) + 
T zi (2.34)
As mentation above the constraint for  is using spherical coordinates: 1 = sin() cos(); 2 =
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Figure 2.2: (Left) Benign Tumor. (Right) Malignant Tumor.
sin() sin(); 3 = cos() The prior distribution for  and  are uniform U(0; ) and
U(0; 2), respectively. The link function f is represented by truncated splines to reduce
the computation time:
f(s) = 0 + 1s+
KX
k=1
uk(s  k)+; uk i. i. d. N(0; 2u) (2.35)
here the coecient 0 and 1 are identical independent from N(0; 10
8), and u is Half-
Cauchy.
2.5 Ultrasound Breast Tumor Experiment
The data set we used here are two sets of breast ultrasound images from Bioacoustics
Research Laboratory in UIUC. One set is benign tumor and the other is malignant tumor.
The breast B-mode image is in Fig. 2.2. We can see that the benign tumor is solidity,
while the malignant tumor is spreading. In order to reduce the computation time we
extract the ROI region from the image, resulting in Fig. 2.3.
The pre-processing step includes Histogram Equalization and Anisotropic smoothing
(Perona and Malik (1990)). Histogram equalization can be used to improve the visual
appearance of an image. Peaks in the image histogram are widened, while the valleys are
compressed. The advantage of Anisotropic smoothing is that it encourages intra-region
smoothing and avoids smoothing across the boundaries as much as possible. The im-
ages after Histogram Equalization and Anisotropic smoothing are shown in Fig. 2.4. We
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Figure 2.3: (Left) ROI of Benign Tumor. (Right) ROI of Malignant Tumor.
Figure 2.4: Histogram Equalization and Anisotropic smoothing result. (Left) Benign
Tumor (Right) Malignant Tumor
implement the HMRF-EM (Zhang et al. (2001)) framework in C++ to get the initial
segmentation result. Note that for simplicity, the initial mean and variance are set manu-
ally. Fig. 2.5 shows the segmentation result and Fig. 2.6 shows the image after bias eld
removal.
We transform the initial segmentation result to a binary image, in order to make it
as input of level set method. Then, morphologically open (Gonzalez and Woods (2002))
operation is applied to the binary image. The open operation counts the number of pixels
of all connected components in the image, and removes the components whose pixel count
is less than predened number P . In the example, we dene P as 100, and the default
connectivity is eight connections. Fig. 2.7 shows the binary image and Fig. 2.8 shows the
morphologically open result.
After initializing the level set method, we do 1000 level set iterations to get a more
accurate result. Then We do morphologically open operation again to remove the small
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Figure 2.5: HMRF-EM segmentation result. (Left) Benign Tumor (Right) Malignant
Tumor
Figure 2.6: Bais eld removed result. (Left) Benign Tumor (Right) Malignant Tumor
Figure 2.7: Binary image. (Left) Benign Tumor (Right) Malignant Tumor
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Figure 2.8: After morphologically open. (Left) Benign Tumor (Right) Malignant Tumor
Figure 2.9: Level Set Segmentation result: tumor shown in blue, boundary shown in red.
(Left) Benign Tumor (Right) Malignant Tumor
connected components. The small components are dene as less then 10% of the total
pixels in the image. We do morphologically close operation to further smooth the level
set segmentation result. The close operation can smooth the boundaries and ll small
holes. The nal result is shown in Fig. 2.9.
Once the tumor region has been segmented, we make random samples from the tumors.
In detail we sample 770 64*64 pixel sub-ROIs from both inside tumor and on the boundary,
and label them as group1 and group2. If the sampled sub-ROI is on the boundary, we
want to make sure that the percentage of pixels inside tumor boundary is between 50%
and 80%. We randomly select 694 sub-ROIs as training samples and rest 76 sub-ROIs
are testing samples.
Before building the single index model with group indicate, we extract the 24 texture
features from sub-ROIs. We select the four features which give best training and testing
classication result in an incomplete search of features. The four selected features are all
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Figure 2.10: The nonlinear function f  1 X1i + 2 X2i + 3 X3i + 4 X4i
measurement of the homogeneity of the image. They are Uniformity of statistical Mo-
ments, Contrast of co-occurrence matrix in 135 directions, Homogeneity of co-occurrence
matrix in 0 degree direction and log of mean S(). Furthermore, let Yi be the ith sample
image, and let X1i, X2i,X3i and X4i be the four selected texture features, Zi be the
group indicator(1 if on the boundary, 0 if in the tumor). Then the Single Index Model
with group indicator can be written:
logitP (Yi = 1) = f(1 X1i + 2 X2i + 3 X3i + 4 X4i) +   Zi (2.36)
f should be a smooth function, which is represented by truncated splines instead of B-
Spline to speed up computation. The constraint for  is : 21 + 
2
2 + 
2
3 + 
2
4 = 1. The
coecients are estimated by the method in Marley and Wand (2010). Student t type
tests show that the parameters 1, 2, 3, 4 and  are all signicant. Fig.2.10 shows
the nonlinear function f .
Next we show the training and testing classication result in Table 2.1 and 2.2. It is
worth mentioning that we have tried the model with the interaction of Xi and the group
indicator, however the interaction term is nonsignicant.
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Table 2.1: Single index model: training sample classication result
real malignant tumor real benign tumor
estimated malignant tumor 303 26
estimated benign tumor 23 342
Table 2.2: Single index model: testing sample classication result
real malignant tumor real benign tumor
estimated malignant tumor 39 2
estimated benign tumor 5 30
We also compare the semi-parameter single index model result with original logistic
regression, however the full logistic regression with all 24 texture features failes to con-
verge. So we apply stepwise feature selection based on Akaike information criterion (AIC)
(Akaike (1974)) to select a sub-set of features from the whole feature space. AIC is dened
as AIC = 2k   2 log(L), where k is the number of parameters and L is the maximized
likelihood function. We can see that stepwise feature selection method selects the sub-set
of features which maximizing likelihood and keeping the number of features small. So AIC
is a goodness of t measure for a statistics model. The three features selected by stepwise
method are: Uniformity of statistical moments, Energy of co-occurrence matrix in 0 di-
rections, and Homogeneity of co-occurrence matrix in 0 degree direction. However, the
logistic regression model based on the above three features didn't converge either. Also,
none of the three features is signicant as we can see from Table 2.3. So we chose the
Uniformity of statistical Moments and Homogeneity of co-occurrence matrix in 0 to build
a nal logistic regression, based on the fact that these two features are also present in
the previous single index model. The nal logistic regression coecient estimation results
are presented in the Table 2.4. We can see that all the estimations are signicant. Fur-
thermore, we use our trained logistic regression to test the classication accuracy on both
training and testing samples. The classication results are shown in 2.5 and 2.6. From the
above experimental results we can see that, the single index model does better on both
training and testing samples, however the Monte Carlo parameter estimation procedure
takes several hours. The simple logistic regression with only 2 features has fair training
and testing classication result, however the stepwise feature selection method for logistic
regression is not eective for this application. We will turn to more sophisticate feature
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selection method in the following chapters.
In conclusion, We have proposed a new segmentation and classication strategy for ul-
trasound B-mode image tumor classication. Also, we have found semi-parametric single
index model a new application in modeling texture features from benign and malignant tu-
mor and compared it with logistic regression in a typical B-mode image texture modeling
problem.
Table 2.3: Non-signicant logistic regression result: 3 features
Estimate Std. Error z value Pr(>jzj)
(Intercept) -4033.1496 729530.1810 -0.01 0.9956
Y4 43273.6486 8215058.9846 0.01 0.9958
Y13 -4456.7185 783596.8110 -0.01 0.9955
Y17 5011.5646 894029.1949 0.01 0.9955
Table 2.4: Signicant logistic regression result: 2 features
Estimate Std. Error z value Pr(>jzj)
(Intercept) -43.7446 4.9161 -8.90 0.0000
Y4 284.9867 62.3837 4.57 0.0000
Y17 49.2237 5.1815 9.50 0.0000
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Table 2.5: Logistic regression: training sample classication result
real malignant tumor real benign tumor
estimated malignant tumor 218 100
estimated benign tumor 112 264
Table 2.6: Logistic regression: testing sample classication result
real malignant tumor real benign tumor
estimated malignant tumor 22 10
estimated benign tumor 18 26
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CHAPTER 3
AN HYBRID PARALLEL ADABOOST
CLASSIFICATION WITH FEATURE SELECTION
In this chapter, we apply a hybrid Adaboost classication method using logistic regression
as its weak learner and a Genetic Algorithm (GA) for feature selection, which is a version
of Dynamic Adaboost method (Li et al. (2010)). Basically, it is a stochastic search feature
selection method based on the assumption that the frequency of features selected by GA
in each generation represents the importance of these features. Because the search space
is very large, the calculations of tness function in GA algorithm are performed parallel
to speed up the stochastic search.
3.1 Introduction to Adaboost and Logistic Regression
We consider N training data observation D = (X;Y ) = (x1; y1); (x2; y2); :::; (xN ; yN),
where each xi; i = 1; :::; N is D-dimensional vector, and x1 is set to 1 for intercept. We
assume yi; i = 1; :::; N is a class label with values either 1 or  1. Let j; j = 1; :::D be
the corresponding regression coecient for x, logistic regression's conditional probability
for the event y = 1 is given by the following logistic function:
p(y = 1jx; ) = 1
1 + exp( Tx) = (
Tx) (3.1)
Similarly, the conditional probability for the event y =  1 is:
p(y =  1jx; ) = 1
1 + exp(Tx)
= ( Tx) (3.2)
From these two cases, we can conclude that the conditional probability for y can be
written as:
p(yjx; ) = (yTx) (3.3)
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The coecients  in logistic regression can be estimated using Newton-Raphson algorithm
and iteratively reweighted least squares (IRLS) method (Hastie et al. (2003)). The basic
idea is using Newton-Raphson algorithm to update  from the log-likelihood function,
score function and Hessian matrix. And this updating formula can be rewritten as the
solution for a weighted least square regression problems. However, Newton-Raphson
algorithm only gives a point estimation of  in stead of a posterior distribution.
Let M be the predened maximum boosting iteration, the goal of boosting is to apply
each weak classier Gm(x);m = 1; :::;M to the weighted data sequentially, and reach
a nal weighted ensemble classier. Here the weight parameters m;m = 1; :::;M are
related to the classier's accuracy on weighted training samples. In the boosting step,
each training sample (xi; yi); i = 1; 2; :::N are associated with weights w1; w2; :::; wN (set to
1=N initially). These weights are updated in the next boosting step by the following rule:
the weights of misclassied samples in the previous boosting step are increasing while the
weights of correctly classied samples are decreasing. This iteratively sample re-weighting
mechanism makes sure that the weaker learners will be more and more eective for the
hard to classify data. The algorithm called Adaboost.M1 (Hastie et al. (2003)) are list as
following.
Algorithm Adaboost:M1
1: Initialize the wi = 1=N; i = 1; 2; :::; N
2: for m = 1 to M do
3: Fit a classier Gm(x) to the training data with weight wi
4: Compute the error rate on the training samples
errm =
PN
i=1 wiI(yi 6=Gm(xi))PN
i=1 wi
5: Compute the ensemble weight m
m = log(
1 errm
errm
)
6: Set wi = wi exp(mI(yi 6= Gm(xi))); i = 1; 2; :::; N
7: end for
8: Output the nal ensemble classify G(x) = sign(
PM
m=1 mGm(x))
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3.2 Adaboost with Parallel Genetic Algorithm
This Dynamic AdaBoost framework has been used in Li et al. (2010) with K-nearest
Neighbor classier weaker learner. There are many choices for the weak learner, like
k-nearest neighbor, trees, logistic regression, and splines. We choose logistic regression
because it has a nice probabilistic interpretation and a fast iteratively reweighted least
squares (IRLS) implementation (Hastie et al. (2003)).
The Dynamic AdaBoost framework iteratively selects the best logistic regression clas-
sier with dierent sub-set of features as the weak learner, and assigns it an ensemble
weight. The ensemble weight is calculated by its performance on current training sam-
ples. Then the misclassied samples' weights are increasing to force the next iteration's
weak learner concentrating on these data. There are already some variants of AdaBoost,
the Dynamic Adaboost further optimizes the weak learner by using parallel Genetic Algo-
rithm (Liu et al. (2001)). Genetic algorithm dynamically selects the best subset of features
for each weak learner from the chromosomes population and its following generations (Li
et al. (2010)).
Genetic algorithm is a heuristic evolutionary optimization method for searching op-
timal parameters to minimize a tness function on a large population space. The rst
generation of population is generated randomly. The tness function for each individual
is evaluated for selecting next generation population. The population has better tness
will have more chance to be selected for the next generation and applied with other two
important operators: cross-over and mutation. Cross-over interchange parts of two in-
dividual's chromosome to generate new chromosomes, while mutation means randomly
changing an arbitrary bit of chromosome to maintain the diversity of the population.
These operators make the tness function smaller and lead the overall population toward
successively approximate to the optimal solution. Finally, the individual has smallest
tness function is selected as the optimal solution. These operations continue until reach
the pre-dened maximum generation number. In the Dynamic AdaBoost framework the
length of chromosome is the number of variables. If the bit in the chromosome is set to
"1", it means the corresponding variable is selected by the weak learner. The tness func-
tion is dened as the error rate of each weak learner. The population size and maximum
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generation should be chosen carefully to get a balance of searching space and computation
time. If we assume the frequency of features selected by GA in each generation stand for
the importance of that feature, we can select a sub-set of features with high frequency (Li
et al. (2010)).
In our implementation, we dene the maximum generation number to 5. If the total
number of features for logistic regression classier selected by parallel GA algorithm is too
small (for example 2), then such classier trained by these features will be discarded. This
algorithm is summarized as next with G stands for the maximum generation number.
Algorithm Dynamic Adaboost with parallel GA
1: Initialize the wi = 1=N; i = 1; 2; :::; N
2: for m = 1 to M do
3: Randomly generate initial population
4: while Current generation  G do
5: Do Cross-over and Mutation operations
6: Distribute the chromosomes to dierent processors as mask of features for logistic
regression
7: Each processor calculates the logistic regression classication error and chooses
the lowest error classier with the corresponding sub-set features
8: end while
9: Fit a logistic regression classier Gm(x) with weight wi and the selected sub-set
features
10: Compute the error rate
errm =
PN
i=1 wiI(yi 6=Gm(xi))PN
i=1 wi
11: Compute the ensemble weight m
m = log(
1 errm
errm
)
12: Set wi = wi exp(mI(yi 6= Gm(xi))); i = 1; 2; :::; N
13: end for
14: Output the nal ensemble classify G(x) = sign(
PM
m=1 mGm(x))
We use the MATLAB implementation of Genetic Algorithm in the Global Optimiza-
tion Toolbox (MathWorks (a)). Also, we parallelize the process by distributing the calcula-
tion of tness function to dierent processors, and utilize MATLAB's Parallel Computing
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Toolbox (MathWorks (b)) to speed up the GA algorithm. After setting up the distributed
computing environment, we divide the population and distribute them to dierent pro-
cesses. We are also responsible for combining the evaluating result from these processes in
the main function. A simple simulation result shows that the parallel algorithm is at least
3 times faster than non-parallel version on a Quad-Core 2.4Ghz 3G memory desktop.
3.3 Experiment on Ultrasound B-mode Image Data
Before tissue classication, we rst do level set segmentation for 5 broadenoma, 48
carcinoma and 34 sarcomas B-mode images. Fibroadenoma on breast made of glandular
with solid and noncancerous brous, while carcinoma and sarcoma are invasive malignant
tumors. It is important to classify broadenoma from the other two rst, and then make
classication between carcinoma and sarcoma. We rst give a brief description about the
animal preparations. The tissue classication experiment was conducted on mouse had
developed spontaneous mammary tumors. Every rat is put in a tank of 37C degassed
water for scanning after shaving around tumor region. Then a single-element broadband
transducer was used to scan them, whose backscatter frequency is in the range of 4 to 12
MHz. B-mode images are obtained from ultrasonic scan lines by extracting the envelope
of the backscattered radio frequency echoes. These B-mode images are in Fig.3.1. The
detailed animal preparation and ultrasound device parameter setting are in Oelze et al.
(2002).
We manually draw a rectangle strictly inside the ROI as an initial curve, and then level
set is evolving to its tumor boundary. The evolving level set stops when the iterations
number reaches predened maximum iteration number or there is no change between
two successive iterations. Here we choose the maximum iteration number to be 2000,
which is sucient for the tumor ROI regions and avoid over-segmentation problem. For
broadenoma data, because they are too small and have obscure boundary, we set the
iteration number to 500 and accept the nal contour as long as it is inside the ROI. Usually,
we should do validation for segmentation result using area-based measures (Chen et al.
(2008), Chalana and Kim (1997), Metz (1986)), which compare the segmentation result
to an expert-dened segmented boundary called "Golden Standard". However, the goal
31
Figure 3.1: Three types of tumor, they are (a) Carcinomas, (b) Sarcomas, (c) Fibroade-
noma.
of B-mode tumor segmentation here is for sampling sub-ROI strictly inside the tumor
region, so we prefer under-segmentation than over-segmentation and skip the validation.
The detailed level set segmentation result for Fig.3.1 is shown in Fig.3.2.
32
Figure 3.2: Segmentation result. From top to down are Carcinomas, Sarcomas and Fi-
broadenoma. From left to right are initial curve and the nal result.
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After segmenting the ROI, we sample 2410 64*64 sub-ROIs within the tumor with
repeat and extract texture features. For carcinoma and sarcomas B-mode images, we
sample 25 sub-ROIs. Because the tissue size for Fibroadenoma is much smaller than the
other two, the sub-ROIs sample size is 10. The nal classication result is determined by
the majority voting of these sub-ROIs. The data set is divided into 5 folds, so each time 4
folds are used as training data and the remained fold are used as testing data. The classi-
cation accuracy for broadenomas versus carcinomas and sarcomas using single logistic
regression with IRLS estimation was 99:23%(0:49%) for training data and 95:64%(4:63%)
for testing data. Table 3.1 and Table 3.2 show the detailed result for each cross validation.
This result is good, so we focus on the more challenging task of distinguishing carcino-
mas and sarcomas. Using 5-fold cross validation again, voting dynamic Adaboost based
on logistic regression had a training accuracy of 85:61%(3:91%) and testing accuracy of
81:73%(8:97%), comparing with single logistic regression classier's training accuracy rate
88:05%(0:98%) and testing accuracy of 76:51%(6:60%). Dynamic Adaboost without vot-
ing has training accuracy of 80:47%(2:80%) and testing accuracy of 76:33%(5:95%). we
summarized the result in the Table 3.3, Table 3.4 and Table 3.5.
34
Table 3.1: Single logistic regression result on sub-ROI level: training data
Cross Validation Fibroadenoma Cancer
CV1 classied as Fibroadenoma 82 15
CV1 classied as Cancer 7 1876
CV2 classied as Fibroadenoma 84 13
CV2 classied as Cancer 8 1855
CV3 classied as Fibroadenoma 85 12
CV3 classied as Cancer 8 1622
CV4 classied as Fibroadenoma 100 1
CV4 classied as Cancer 0 1787
CV5 classied as Fibroadenoma 92 5
CV5 classied as Cancer 4 1984
Table 3.2: Single logistic regression result on sub-ROI level: testing data
Cross Validation Fibroadenoma Cancer
CV1 classied as Fibroadenoma 25 0
CV1 classied as Cancer 1 404
CV2 classied as Fibroadenoma 14 11
CV2 classied as Cancer 0 425
CV3 classied as Fibroadenoma 22 3
CV3 classied as Cancer 2 656
CV4 classied as Fibroadenoma 3 19
CV4 classied as Cancer 37 463
CV5 classied as Fibroadenoma 0 25
CV5 classied as Cancer 0 300
Table 3.3: Carcinoma VS. Sarcomas Classication Summary
Training Data Accuracy Testing Data Accuracy
Single Logistic 88.05%(0.98%) 76.51%(6.60%)
Dynamic Adaboost with Voting 85.61%(3.91%) 81.73%(8.97%)
Dynamic Adaboost without Voting 80.47%(2.80%) 76.33%(5.95%)
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Table 3.4: Dynamic Adaboost Carcinoma VS. Sarcomas on sub-ROI level: training data
Cross Validation Carcinomas Sarcomas
CV1 classied as Carcinomas 823 99
CV1 classied as Sarcomas 254 421
CV2 classied as Carcinomas 884 36
CV2 classied as Sarcomas 293 381
CV3 classied as Carcinomas 862 74
CV3 classied as Sarcomas 278 396
CV4 classied as Carcinomas 859 61
CV4 classied as Sarcomas 204 470
CV5 classied as Carcinomas 928 54
CV5 classied as Sarcomas 218 456
Table 3.5: Dynamic Adaboost Carcinoma VS. Sarcomas on sub-ROI level: testing data
Cross Validation Carcinomas Sarcomas
CV1 classied as Carcinomas 246 2
CV1 classied as Sarcomas 54 120
CV2 classied as Carcinomas 214 36
CV2 classied as Sarcomas 77 98
CV3 classied as Carcinomas 164 70
CV3 classied as Sarcomas 33 142
CV4 classied as Carcinomas 223 27
CV4 classied as Sarcomas 93 82
CV5 classied as Carcinomas 188 0
CV5 classied as Sarcomas 91 84
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In conclusion, we have combined existing methods into a hybrid dynamic Adaboost
classication with feature selection. It uses logistic regression as its weaker learner and has
a fast parallel implementation with genetic algorithm and MATLAB Parallel Computing
Toolbox. Finally, the selected features with high frequency are Uniformity of statistical
moments, Contrast of co-occurrence matrix in 90 degree and 135 degree directions,
Homogeneity of co-occurrence matrix in 0 degree and the six spectral parameters from
Fourier spectrum. They include the four texture features used in Chapter 2 for the Single
Index model. There are still some under-segmentation problems when using Level Set
segmentation method, while more iteration will result in over-segmentation problems.
The over-segmentation will introduce more series problems because we do not want to
sample the texture features outside the ROI regions. The experimental results on mouse
mammary tumor images reveal that the proposed method is highly eective for classifying
broadenomas from the other two types of malignant tumors, and modestly eective for
classifying carcinomas and sarcomas. Furthermore, the Dynamic AdaBoost together with
majority voting method is demonstrated to have higher classication accuracy than the
single classier in the testing data. This is because the correlation between weak learns
is reduced by selecting dierent subset of features dynamically using genetic algorithm,
which is helpful for the high correlated ultrasound B-mode image texture features.
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CHAPTER 4
A NEW LOGISTIC REGRESSION WITH
FEATURE SELECTION AND VB
APPROXIMATION
Logistic regression is a generalized linear model used for binomial regression. Also it has
been widely used as a classication method for both numerical or categorical predictor
variables. We have already introduced the framework of Variational Bayesian approxima-
tion, which gives accuracy solution within limited computation time. Now we extent it to
logistic regression and accomplish the goal of feature selection by incorporating the Lasso
and Elastic Net type regularization. This is a kind of embedded methods that perform
the variable selection inside the statistics learning procedure. It is more ecient than
the genetic algorithm stochastic search, and has an elegant form. The feature selection
is achieved by credible interval criterion (Qing and Lin (2007)) testing on the approxi-
mate posterior distribution of the coecients. In the experiment part, we will test these
methods on simulated data, spam email data and ultrasound B-mode image data.
4.1 VB Estimators for Logistic Regression
Similar to previous chapter, we consider binary classication problems with N training
data observation D = (X;Y ) = (x1; y1); (x2; y); :::; (xN ; yN), where each xi; i = 1; :::; N is
D-dimensional vector with x1 as intercept. We assume yi; i = 1; :::; N is a two class label
with values either 1 or  1. Let j; j = 1; :::D be the corresponding regression coecient
for x, similar to previous chapter, logistic regression's conditional probability for the event
y = 1 is given by the following logistic function:
p(yjx; ) = (yTx) (4.1)
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4.1.1 Variational Bayesian Lasso Posterior Distribution
In order to utilize the lasso algorithm for feature selection, coecients estimation are
performed in a Bayesian framework. Tibshirani (1996) have suggested that, for linear
regression, if j; j = 1; :::; D has Laplacian prior then the Bayesian posterior estimator is
equivalent to minimize the least square error and L1 norm of the coecient . Inspired
by this method, our new logistic regression with feature selection will rst approximate
the logistic function by a quadratic exponential form at each training sample with an ex-
tracted parameter, and then apply a Laplace prior for coecients and obtain its posterior
distribution by Bayesian rule. A related work is variational Bayesian logistic regression
with normal prior (Dunham et al. (2010)). Also Kaban (2007) has proposed variational
Bayesian solution for Probit regression.
As in Figueiredo (2003), we can write the Laplace prior in a hierarchical way for each
j; j = 1; :::D with an extra parameter .
p(jjj) = N(jj0; j)
p(jj) s Gamma(jj1; 
2
) =

2
exp( j
2
) (4.2)
The marginal distribution of j is obtained by integrating over j, and it is exactly Laplace
prior distribution:
p() =
p

2
exp( 
p
jj) (4.3)
The data likelihood p(Y jX; ) is:
p(Y jX; ) =
NY
i=1
p(yijxi; ) =
NY
i=1
(yi
Txi) (4.4)
The variational lower bound L(q) satises logP (Y jX)  L(q) is dened by:
L(q) =
Z Z
Q(; ) log
p(Y jX; )p(j)p()
Q(; )
dd (4.5)
Here, Q(; ) is the approximate posterior distribution of p(;  jX), and we haveQ(; ) =
Q()Q() under the factorization assumption.
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However, the logistic function does not have a conjugate-exponential prior distribution,
so it does not have a nice analytical form for the coecients posterior distribution. We
use exponential of a quadratic form to approximate the logistic function data likelihood
(Bishop (2006)). In detail, following the method in Bishop (2006), for every z in logistic
function (z), it uses an extra parameter  to approximate it:
(z)  ()exp((z   )=2)  ()(z2   2)
() =
1
2
(()  1
2
) (4.6)
Plugging in the above equation to P (Y jX; ), and rewriting this approximate version as
~p(; ).
log p(Y jX; )  log ~p(; ) = T
NX
i=1
yi
2
xi   T (
NX
i=1
(i)xix
T
i ) +
NX
i=1
(log (i)
 i
2
+ (i)
2
i ) (4.7)
log ~p(; ) +
DX
j=1
log(p(jjj)) +
DX
j=1
log(p(jj))
= T
NX
i=1
yi
2
xi   T (
NX
i=1
(i)xix
T
i ) +
NX
i=1
(log (i)  i
2
+ (i)
2
i ) 
1
2
DX
j=1
(
1
j
2j )
 
DX
j=1
log(
1p
2j
) +
DX
j=1
log(p(jj)) (4.8)
After taking expectation with respect to VB approximate posterior distribution of
 according to variational posterior inference principles (Bishop (2006)), we can get a
quadratic form of  (ignore the constant). So we conclude that VB posterior distribution
of  is multi-normal distribution as been shown in Theorem 4.1.
Theorem 4.1 Let Q(:) denoting the variational posterior distribution, the variational
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approximate posterior distribution for Lasso type logistic regression is:
Q() = N(jBN ; VN)
BN = VN
NX
i=1
yi
2
xi
V  1N = E

 (diag(
 1
1 ; :::; 
 1
D )) + 2
NX
i=1
(i)xix
T
i (4.9)
Here Ez (:) means taking expectation with respect to the variational posterior distri-
bution Q(z). Also, for j; j = 1; :::D we have:
Q(j) = C N(
q
Ej(
2
j )j0; j)Gamma(jj1;

2
) (4.10)
The normalization constant is given by:
C =
p

2
exp( 
q
2j ) (4.11)
We have already obtained the variational posterior distribution of , which is multi-normal
distribution. Based on this information, we use the credible interval criterion (Qing and
Lin (2007)) for feature selection. In detail, for each predictor xj, it is deleted if 0 is in
the 95% credible interval criterion of j: ( 1:96  se(^j);+1:96  se(^j)), and retained
otherwise.
4.1.2 Variational Lower Bound
The approximate posterior distribution of  is multi-normal, so we can get the posterior
expectation of T and j; j = 1; :::; D. They will be used for deriving a complete lower
bound.
E(
T) = BTNBN + Tr(VN)
Ej(
2
j ) = (B
T
NBN)j + (VN)jj (4.12)
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Similarly, from the approximate posterior distribution of j; j = 1; :::D, we can get:
Ej(
1
j
) =
s

Ej(
2
j )
Ej(j) =
1

+ Ej(
1
j
) 1 (4.13)
However, we do not have simple analytical form for expectation of log(j) under ap-
proximate posterior distribution. So we use the Local Variational method (Bishop (2006))
to obtain a tight lower bound. Consider the convex function f() =   log(), we are going
to nd an approximation by a simpler linear function pointwisely. For a specic point
 = 2, the linear function will be the lower bound function if it is a tangent that has the
form: y() = f(2) + f
0
(2)(   2). We know that y()  f() and the equality holds
when  = 2. Based on this observation, we have:
f() = max2(  log(2) 

2
+ 1) (4.14)
and the posterior expectation under Q() has lower bound as:
Z
(  log())Q()d = E (  log())  1  log(2) 
E ()
2
(4.15)
It can be veried that 1   log(2)   E ()2 reaches its maximum   log(E ()) when 2 =
E (). So, we have E

 (  log())    log(E ()). It is worth mention that we can get
the same result by Jensen's inequality, but this Local Variational approximation can give
the tight lower bound explicitly.
The approximate variational Lower Bound ~L(Q; ) can be written as:
~L(Q; ) =
Z Z
Q(; ) log
~p(; )p(j)p()
Q(; )
(4.16)
It can be viewed as an expectation under the variational posterior distributions, which
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is given by:
~L(Q; ) = E(log ~p(; ))+E

; (log p(j))+E (log p()) E(logQ()) E (logQ())
(4.17)
Recall that Q(z) denotes the variational posterior distribution of z, and Ez (:) denotes
the expectation with respect to Q(z). Detailed expressions for these ve terms will be
given next. Let the DD matrix AD denotes for diag(1; :::; D) and its expectation with
respect to Q() is denote by E (AD), then the rst term will be written as:
E(log ~p(; )) =
1
2
BTNV
 1
N BN 
D
2
+
1
2
(Tr(E (AD)VN)+B
T
NADBN)+
NX
i=1
(log (i) i
2
+(i)
2
i )
(4.18)
And the second term is E; (log p(j)):
E; (log p(j)) =
1
2
DX
j=1
(Ej(log
1
j
)) D
2
log(2) 1
2
(Tr(E (AD)VN)+B
T
NADBN) (4.19)
The next three terms will be:
E (log p()) = D  log(

2
)  
2
DX
j=1
(Ej(j)) (4.20)
E(logQ
()) =  1
2
log(jVN j)  D
2
(1 + log(2)) (4.21)
E (logQ
()) =
DX
j=1
( 1
2
log(2)  1
2
Ej(log(j)) 
Ej(
2
j )
2
:Ej(
1
j
) + log(

2
)  
2
Ej(j))
(4.22)
Finally, the variational lower bound is obtained by combining these ve terms together,
ignoring the constant terms and canceling some terms with each other.
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Theorem 4.2 The variational lower bound for Lasso type VB logistic regression is:
~L(Q; ) =
1
2
BTNV
 1
N BN +
NX
i=1
(log (i)  i
2
+ (i)
2
i )
+
1
2
DX
j=1
Ej(log
1
j
)  
2
DX
j=1
Ej(j) +
1
2
log(jVN j)
+
DX
j=1
(
1
2
Ej(log j)) +
DX
j=1
(
Ej(
2
j )
2
:Ej(
1
j
)) +

2
DX
j=1
(Ej(j)) (4.23)
Furthermore, in order to get the new update equation for i; i = 1; :::; N , we derive
~L(Q; )'s derivative with respect to i. By setting the derivative to zero, we have the new
iteration update equation for i.
newi =
q
xTi (VN +BNB
T
N)xi (4.24)
4.1.3 Predictive Distribution
The predictive distribution is obtained by marginalizing over the posterior distribution.
Here, the posterior distribution is approximated by Q(). Again the logistic function in
likelihood is approximated by local variational approximation and an extra parameters
2:
p(ynew = 1jxnew;D) =
Z
p(y = 1; jxnew;D)d
=
Z
p(ynew = 1j; xnew;D)p(jxnew;D)d
=
Z
p(ynew = 1jxnew; )p(jD)d

Z
p(ynew = 1jxnew; )Q()d

Z
() exp(
Txnew   2
2
  (2)TxnewxTnew + (2)22)Q()d (4.25)
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Note that the outputs ynew = 1 and training data set D are independent conditioned
on coecient , which means that  has all the information from data set D to make
predication for new data xnew. Secondly, it is obviously that the new data set xnew has
no inuence about the posterior distribution of . This lower bound is quadratic with
respect to , and the solution is the same as the normal prior case (Dunham et al. (2010)):
log p(ynew = 1jxnew; )  1
2
log(
~V
VN
)  1
2
BTNV
 1
N BN +
1
2
~T ~V  1 ~+log((2))  2
2
+(2)
2
2
(4.26)
Here the extra parameters ~V  1 and ~ are dened as following:
~V  1 = V  1N + 2(2)xnewx
T
new
~ = ~V (V  1N BN +
xnew
2
) (4.27)
The updating equation for 2 is similarly to 
new2 =
q
xTnew( ~V +
~ ~T )xnew (4.28)
In the implementation, we update ~, ~V and 2 iteratively, until log p(yjxnew; )'s change
can be ignored.
Until now, we have introduced our new logistic regression with feature selection by
Bayesian Lasso and its fast variational approximation implementation. This algorithm
performs iteratively, and converges until the change of lower bound between successive
iterations is less than some predened percentage. Unlike the sampling based Monte Carlo
method, this VB solution only involving matrix and vector computation. So it has good
scalability when training data size increase.
4.2 VB Elastic Net Logistic Regression
Chen et al. (2009) gave a Variational Bayesian solution for linear regression and Probit
regression. Note that the parameter for the L1 norm in the hierarchical Bayesian form
in the introduction chapter is xed for all the coecient j; j = 1; :::; D. However, Chen
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et al. (2009) used dierent parameters for each j. They claimed that in this way they
achieve the goal of sparsity and grouped variable selection together. They rewrote their
Bayesian Elastic Net in the following hierarchical way (Chen et al. (2009)):
y v N(y;X;  1I)
j s N(j; 0;  1(j + 2) 1)
 s Gamma( ; c0; d0)
(j; j) _ (
j
j + 2
)
1
2 InvGamma(j; 1;
j
2
)Gamma(j; a0; b0) (4.29)
And their corresponding log-likelihood function with dierent parameters for L1 norm of
 is:
log p(y; ; ; ; ) _ (n+D
2
log() +
DX
j=1
log(j) + log(Gamma( ; c0; d0))) +(4.30)
( 
2
(ky  Xk22 + 2
DX
j=1
(
p
j 1jjj) + 2kk22)) (4.31)
The above linear regression framework is extended to Probit regression by introducing
label z = (z1; ::; zn); zi 2 ( 1; 1) and change the variable y to latent variable (Chen et al.
(2009)). Furthermore let 1(:) be an indicate function, then zi s 1(zi=sign(yi)). Chen et al.
(2009) gives the approximate variational posterior distributions for linear regression and
Probit regression. However, they didn't give expression for Variational Lower Bound
explicitly in their paper.
Instead of Probit regression, we apply the Elastic Net to more widely used logistic
regression and get the solution by Variational Bayesian approximation method. For j =
1; :::; D, the corresponding Bayesian hierarchical structure is rewritten as following:
y s (yTx)
j s N(j; 0; (j + ) 1)
(j; j) _ (
j
j + 
)
1
2 InvGamma(j; 1;
j
2
)Gamma(j; a0; b0) (4.32)
The corresponding approximate log-likelihood with weighted L1 and L2 norm con-
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straints is:
log p(y; ; ; ; ) _
DX
j=1
(log(j)) + ( 1
2
((  MN)T 1N (  MN) + (4.33)
2
DX
j=1
(
p
jjjj) + 2kk22)) (4.34)
where,
MN = N
NX
i=1
yi
2
xi (4.35)
 1N = 2
NX
i=1
()xix
T
i (4.36)
The approximate posterior distribution of  is multi-normal distribution, so similar to
the VB lasso logistic regression case we can do the variable selection based on the credible
interval criterion. The parameter  can be estimated by cross validation in the training
data.
4.2.1 Variational Bayesian Elastic Net Posterior Distribution
Similarly to variational bayesian lasso case, we introduce an extra parameter  and use
exponential of a quadratic form to approximate the logistic function. The feature selection
is the same as VB Lasso: both are based on credible interval criterion. By variational
Bayesian updating rule (Bishop (2006)), we can get variational approximate posterior
distribution for  in Theorem (4.3).
Theorem 4.3 Variational approximate posterior distribution of  for Elastic Net type
logistic regression is:
Q() = N(;BN ; VN)
BN = VN
NX
i=1
yi
2
xi
V  1N = (E

(diag(1; :::D)) + 2I) + 2
NX
i=1
((i)xix
T
i ) (4.37)
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And the approximate posterior for  is:
Q() =
DY
j=1
Q(j)
=
DY
j=1
InvGaussian(j; gj; hj)
gj =
s
Ej(j)
Ej(
2
j )
hj = E

j
(j) (4.38)
It can be derived that Ej(j) = gj and E

j
( 1j ) = g
 1
j + h
 1
j (Chen et al. (2009)).
The approximate posterior distribution for  would be:
Q() =
DY
j=1
Q(j) =
DY
j=1
Gamma(j; aj; bj) (4.39)
with aj = a0 + 1,bj = b0 +
1
2
Ej(
 1
j ) and E

j
(j) =
aj
bj
4.2.2 Variational Lower Bound
The Variational Lower Bound with log(p(yjx; )) replace by log(~p(; )) is given by:
~L(Q; ) = E(log(~p(; ))) + E

;(logp(j))
+E; log p(j) + E(log p())
 E logQ()  E logQ()  E logQ() (4.40)
Next we give detailed form of the ve terms.
E(log(~p(; ))) =
1
2
BTNV
 1
N BN +
1
2
(BTN(E

(diag < 1; :::; D >) + 2I)BN)
+
NX
i=1
(log (i)  1
2
i + (i):
2
i ) (4.41)
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E;(log p(j)) =
DX
j=1
(
1
2
(Ej(j) + 2) 
1
2
Ej(j)  E

j
(Tj j)) (4.42)
E; log p(j) =
DX
j=1
( 3
2
Ej(logj) 
1
2
(Ej(log(j))+2))+E

j
(log j) 
Ej(j)
2
Ej(
 1
j ))
(4.43)
E(log p()) =
DX
j=1
(a0 log(b0)  log( (0)) + (a0   1)Ej(log(j))  b0Ej(j)) (4.44)
E logQ
() =  1
2
log(jVN j) (4.45)
E logQ
() =
DX
j=1
(
1
2
log(hj)  3
2
Ej(j) 
hj(j   gj)2
2g2jj
) (4.46)
E logQ
() =
DX
j=1
(aNj  log(bNj)  log( (aNj)) + (aNj   1  bNj)Ej(log(j))) (4.47)
The lower bound (ignoring constant term) is in Theorem 4.4
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Theorem 4.4 The lower bound for Elastic Net type VB logistic regression:
L =
1
2
BTNV
 1
N BN +
NX
i=1
(log (i)  1
2
i + (i):
2
i ) +

2
(BTNBN + Tr(VN))
+
DX
j=1
(Ej(log(j))) 
1
2
pX
j=1
(
Ej(j)
Ej(j)
)
+(a0   1)
DX
j=1
(Ej(log(j)))  b0
DX
j=1
(Ej(j)) +
1
2
log(jVN j)
 
DX
j=1
(
1
2
log(hj) 
hj(j gj)
2
2g2jj
)
 
DX
j=1
(aNj  log(bNj)  log( (aNj)) + (aNj   1  bNj)Ej(log(j))) (4.48)
Here, hj and gj are dened by:
hj = E

j
(j)
gj =
s
Ej(j)
Ej(
2
j )
(4.49)
We can see that the updating equation for  is the same as in the VB Lasso logistic
regression case. Since when we take derivative with respect to , it only involves VN and
BN .
newi =
q
xTi (VN +BNB
T
N)xi (4.50)
The predictive distribution also is the same as the VB Lasso logistic regression case.
4.3 Simulated Data and Spam Data Result
In this section, we do experiments in MATLAB on simulated data including uncorre-
lated and correlated multi-normal data, Spam data and texture features data extracting
from mouse and rat ultrasound B-mode images. We also do comparison study between
VB Lasso and VB Elastic Net about the group feature selection eect of Elastic Net.
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We do 5-fold cross validation on the tumor B-mode image texture feature data and give
both training accuracy and testing accuracy of Variational Bayesian and glmnet method
(Friedman et al. (2010)). Glmnet is an abbreviation for Lasso and Elastic-net regularized
generalized linear models. It is an ecient cyclical coordinate descent method for tting
the entire Lasso or Elastic net regularization path for linear regression, logistic regres-
sion and other models. Here, the entire regularization path means that glmnet will give
coecients estimations for a whole path of dierent parameter .
4.3.1 Simulated Data
The sample size of uncorrelated data is 500, and the dimension of predictor vector X is 13,
including the intercept. The data set is simulated from logistic regression by the following
steps. We sample X from multi-normal distribution and calculate the logistic function
(X), then we test vector-wise against n random uniforms variable. If the element of
(X) is bigger than the corresponding uniforms random variable, it is set to be 1, and
0 otherwise. The coecient  including intercept is randomly set to :
(1; 1:2439; 1:3416; 1:3500; 1:7971; 1:5810; 1:5967; 0; 0; 0; 0; 0; 0).
In the VB Lasso logistic regression, we choose tuning parameter  from 1   32. The
predictive accuracy on the training data set has mean 0:8837 and standard deviation
0:0011. The VB Elastic Net's tuning parameter  is also from 1  32. And its predictive
accuracy has mean 0:8670 and standard deviation 0:0010.
Fig. 4.1 and Fig. 4.2 show the estimation and shrinkage pattern for  (without 7,
8, 9, 10, 11 and 12 which are always zero). VB Lasso has better estimation in this
uncorrelated multi-normal case, since they are more close to the true value. We can see
that the estimation is shrinking when the regularization parameter  increasing, and they
are shrinking more quickly by VB Elastic Net than VB Lasso.
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Figure 4.1: Uncorrelated multi-normal case: VB Lasso  estimation including intercept.
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Figure 4.2: Uncorrelated multi-normal case: VB Elastic Net  estimation including in-
tercept.
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In order to test the group variable selection ability of VB Elastic Net, we sample X
from correlated multi-normal data with sample size 1000. The dimension of predictor
vector X is 13 including the intercept. Let X0 stand for intercept, then (X1; X2; X3) has
pair-wise correlation 0:99 and (X9 X10)'s correlation is set to be  0:95. The coecient 
including intercept is set arbitrary as:
(1; 1:2439; 1:3416; 1:3500; 1:7971; 1:5810; 1:5967; 2:5810; 0; 3:5; 2:3; 0; 0).
In this VB experiment, we choose tuning parameter  from (15; 25; 35; :::325). The
predictive accuracy of VB Lasso on the training data set has mean 0:9233 and standard
deviation 0:0020. The VB Elastic Net predictive accuracy has mean 0:9086 and standard
deviation 0:0121. Fig. 4.3 and Fig. 4.4 show the estimation and shrinkage pattern for 
(without 11 and 12 which are always zero) when  increasing for VB Lasso and VB EN.
VB Lasso seems to have better estimation in this case, and VB Elastic Net's estimation
is less than the true value.  in both method is shrinking when  increasing, and VB
EN force them shrinking more quickly than VB Lasso also. VB Lasso method choose one
or two features from the group (X1; X2; X3), while VB Elastic Net does not chose any of
them when  bigger enough.
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Figure 4.3: Correlated multi-normal case: VB Lasso  estimation including intercept.
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Figure 4.4: Correlated multi-normal case: VB Elastic Net  estimation including inter-
cept.
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Furthermore, we extend the range of  form 0:01 to 1024 and increasing the sample
size to 5000. We do 5-fold cross validation again to test the accuracy of logistic regression
after VB feature selection in both training and testing data, as shown in Table 4.1, 4.2,
4.3, 4.4. In detail, we use VB lasso/elastic net logistic regression method on the training
data and do the variable selection. After that, we apply original logistic regression with
the selected variables to the testing data. From these tables, we can see that the testing
results are quite stable with respect to  and within each fold. In order to test the stability
of  estimation from VB Lasso/Elastic Net method, we do 72 independent experiments
with dierent randomly simulated uncorrelated and correlated data set. Table 4.5 and 4.6
show the summary statistics of the estimation like mean, standard deviation and Mean
squared error (MSE) of  in uncorrelated and correlated case respectively. From these
tables, we can see that the estimation of  within each run is very stable when sample
size is 5000. However, in the correlated multi-normal case, the estimation for 1 is almost
zero by VB Lasso version and exactly zero by VB Elastic net version. From these tables,
we can see that coecient  in VB Lasso has smaller MSE than VB Elastic net in overall.
Also, we have the same conclusion that VB Elastic Net method makes the absolute value
of estimation more smaller than VB Lasso method.
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Table 4.1: VB Lasso 5-fold cross validation: uncorrelated data testing result
CV1 CV2 CV3 CV4 CV5
 = 0:01 0.8710 0.8600 0.8650 0.8790 0.8640
 = 0:1 0.8710 0.8600 0.8650 0.8790 0.8640
 = 0:2 0.8710 0.8600 0.8650 0.8790 0.8640
 = 0:4 0.8710 0.8600 0.8650 0.8800 0.8640
 = 0:8 0.8710 0.8600 0.8650 0.8800 0.8640
 = 1 0.8710 0.8600 0.8650 0.8800 0.8640
 = 2 0.8710 0.8610 0.8650 0.8800 0.8640
 = 4 0.8710 0.8610 0.8650 0.8800 0.8630
 = 8 0.8710 0.8610 0.8650 0.8800 0.8630
 = 16 0.8710 0.8610 0.8650 0.8800 0.8620
 = 32 0.8710 0.8610 0.8650 0.8800 0.8600
 = 64 0.8680 0.8610 0.8650 0.8810 0.8600
 = 128 0.8690 0.8610 0.8650 0.8810 0.8600
 = 256 0.8700 0.8610 0.8640 0.8820 0.8620
 = 512 0.8710 0.8580 0.8640 0.8820 0.8600
 = 1024 0.8720 0.8580 0.8650 0.8810 0.8600
Table 4.2: VB Lasso 5-fold cross validation: correlated data testing result
CV1 CV2 CV3 CV4 CV5
 = 0:01 0.9200 0.9100 0.9320 0.9110 0.9270
 = 0:1 0.9210 0.9090 0.9320 0.9120 0.9260
 = 0:2 0.9210 0.9090 0.9320 0.9120 0.9260
 = 0:4 0.9220 0.9100 0.9320 0.9120 0.9270
 = 0:8 0.9230 0.9110 0.9330 0.9130 0.9270
 = 1 0.9230 0.9110 0.9330 0.9130 0.9270
 = 2 0.9230 0.9120 0.9320 0.9150 0.9250
 = 4 0.9150 0.9130 0.9330 0.9060 0.9270
 = 8 0.9200 0.9120 0.9340 0.9120 0.9280
 = 16 0.9220 0.9100 0.9340 0.9140 0.9280
 = 32 0.9190 0.9100 0.9330 0.9140 0.9280
 = 64 0.9190 0.9100 0.9330 0.9150 0.9280
 = 128 0.9200 0.9080 0.9310 0.9150 0.9290
 = 256 0.9220 0.9080 0.9310 0.9140 0.9300
 = 512 0.9230 0.9060 0.9290 0.9120 0.9300
 = 1024 0.9240 0.9030 0.9290 0.9120 0.9290
58
Table 4.3: VB EN 5-fold cross validation: uncorrelated data testing result
CV1 CV2 CV3 CV4 CV5
 = 0:01 0.8700 0.8600 0.8660 0.8800 0.8600
 = 0:1 0.8700 0.8600 0.8660 0.8800 0.8600
 = 0:2 0.8700 0.8600 0.8660 0.8800 0.8600
 = 0:4 0.8700 0.8600 0.8660 0.8800 0.8600
 = 0:8 0.8700 0.8600 0.8660 0.8800 0.8600
 = 1 0.8700 0.8600 0.8640 0.8800 0.8600
 = 2 0.8700 0.8600 0.8640 0.8800 0.8600
 = 4 0.8700 0.8600 0.8640 0.8810 0.8600
 = 8 0.8690 0.8600 0.8640 0.8810 0.8610
 = 16 0.8710 0.8600 0.8640 0.8810 0.8620
 = 32 0.8720 0.8610 0.8640 0.8810 0.8610
 = 64 0.8700 0.9580 0.8640 0.8800 0.8610
 = 128 0.8700 0.8590 0.8650 0.8800 0.8610
 = 256 0.8720 0.8590 0.8660 0.8800 0.8610
 = 512 0.8710 0.8590 0.8660 0.8790 0.8620
 = 1024 0.8710 0.8570 0.8660 0.8790 0.8600
Table 4.4: VB EN 5-fold cross validation: correlated data testing result
CV1 CV2 CV3 CV4 CV5
 = 0:01 0.9200 0.9130 0.9300 0.9130 0.9260
 = 0:1 0.9190 0.9130 0.9300 0.9130 0.9260
 = 0:2 0.9260 0.9130 0.9300 0.9130 0.9260
 = 0:4 0.9210 0.9120 0.9300 0.9120 0.9260
 = 0:8 0.9210 0.9110 0.9300 0.9140 0.9270
 = 1 0.9210 0.9110 0.9300 0.9140 0.9270
 = 2 0.9220 0.9110 0.9290 0.9130 0.9270
 = 4 0.9220 0.9050 0.9290 0.9110 0.9270
 = 8 0.9220 0.9120 0.9290 0.9140 0.9260
 = 16 0.9220 0.9110 0.9270 0.9100 0.9250
 = 32 0.9210 0.9100 0.9270 0.9100 0.9270
 = 64 0.9220 0.9100 0.9270 0.9080 0.9260
 = 128 0.9190 0.9020 0.9260 0.9050 0.9260
 = 256 0.9110 0.8970 0.9200 0.9040 0.9240
 = 512 0.9060 0.8940 0.9130 0.9030 0.9170
 = 1024 0.8970 0.8930 0.9040 0.8960 0.9150
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Table 4.5: Summary statistics of  estimation: uncorrelated multi-normal data
True VB Lasso mean, sd and MSE VB EN mean, sd and MSE
0 1.0000 0.9832, 0.0503, 0.0028 0.9138, 0.0424, 0.0092
1 1.2439 1.2218, 0.0537, 0.0034 1.1425, 0.0499, 0.0128
2 -1.3416 -1.3180, 0.0525, 0.0033 -1.2304, 0.0424, 0.0142
3 -1.3500 -1.3290, 0.0505, 0.0030 -1.2302, 0.0470, 0.0166
4 -1.7971 -1.7740, 0.0544, 0.0035 -1.6427, 0.0550, 0.0269
5 -1.5810 -1.5602, 0.0549, 0.0034 -1.4334, 0.0489, 0.0242
6 -1.5967 -1.5712, 0.0646, 0.0048 -1.4579, 0.0507, 0.0218
7 0 -0.0019, 0.0278, 0.0008 0.0001, 0.0217, 0.0005
8 0 -0.0001, 0.0118, 0.0001 -0.0032, 0.0217, 0.0005
9 0 -0.0019, 0.0318, 0.0010 -0.0022, 0.0129, 0.0002
10 0 0.0031, 0.0292, 0.0009 -0.0012, 0.0102, 0.0001
11 0 -0.0017, 0.0297, 0.0009 -0.0034, 0.0170, 0.0003
12 0 0.0006, 0.0257, 0.0007 -0.0008, 0.0207, 0.0004
Table 4.6: Summary statistics of  estimation: correlated multi-normal data
True VB Lasso mean, sd and MSE VB EN mean, sd and MSE
0 1 0.9490, 0.0592, 0.0071 0.7807, 0.0494, 0.0505
1 1.2439 0.0885, 0.2437, 1.3943 0, 0, 1.5472
2 -1.3416 -0.7581, 0.4445, 0.5381 -0.5730, 0.2063, 0.6333
3 -1.3500 -0.7189, 0.4744, 0.6233 -0.5886, 0.1948, 0.6177
4 -1.7971 -1.7087, 0.0770, 0.0137 -1.4182, 0.0538, 0.1465
5 -1.5810 -1.5062, 0.0716, 0.0107 -1.2567, 0.0593, 0.1081
6 -1.5967 -1.5243, 0.0825, 0.0120 -1.2576, 0.0492, 0.1174
7 -2.5810 -2.4565, 0.1007, 0.0256 -2.0241, 0.0553, 0.3132
8 0 0.0010, 0.0279, 0.0008 0.0013, 0.0109, 0.0001
9 3.5 3.2923, 0.2017, 0.0838 2.6526, 0.1168, 0.7317
10 -2.3 -2.2377, 0.2017, 0.0446 -1.9709, 0.1186, 0.1224
11 0 -0.0018, 0.0247, 0.0006 -0.0015, 0.0126, 0.0002
12 0 -0.0047, 0.0340, 0.0012 0.0013, 0.0124, 0.0002
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4.3.2 Spam Data
The Hewlett-Packard Spam data (Hastie et al. (2003)) contains 4601 emails which are
already classied into either spam or not spam. Their are 57 predictors including various
word and symbol frequencies, such as frequency of the word credit or George or hp. The
emails were sent to George Forman at Hewlett-Packard labs, so the emails with worlds
George or hp would likely indicate non-spam, while credit or ! would suggest spam. For
spam data, the tuning parameter  is chosen from 1   32. In VB Lasso case, it takes
185:7 seconds total for 32 runs with dierent , while in VB Elastic Net case, it takes 73:3
seconds for 32 runs with dierent . The VB Lasso's predictive accuracy on the training
data set has mean 0:9295 and standard deviation 0:0013. VB Elastic Net predictive
accuracy has mean 0:9226 and standard deviation 0:0022. These results are comparable
to the results in Hastie et al. (2003). Table 4.7 and table 4.8 show the estimation for
, and here 0 means the variables are deleted. Also the last column means whether
this feature is selected by step wise method based on minimizing Bayesian information
criterion (BIC) (Schwarz (1978)). Table 4.9 and Table 4.10 show the comparison of feature
selection result by VB Lasso versus stepwise BIC and VB Elastic Net versus stepwise BIC
respectively. We can see that VB Lasso and VB Elastic Net methods have similar feature
selection result. Comparing to stepwise feature selection methods using BIC criteria, the
VB versions tend to select more features.
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Table 4.7: Spam data case: VB Lasso  estimation including intercept; BIC column
means step-wise variable selection by BIC
 = 1  = 5  = 9  = 13  = 17  = 21  = 25  = 29 BIC
0 -1.48 -1.47 -1.47 -1.47 -1.46 -1.46 -1.46 -1.45 Y
1 -0.31 -0.27 -0.25 0 0 0 0 0 N
2 -0.16 -0.15 -0.14 -0.14 -0.14 -0.13 -0.13 -0.13 N
3 0 0 0 0 0 0 0 0 N
4 1.12 0.63 0.49 0.42 0.37 0.33 0.31 0.29 N
5 0.55 0.55 0.54 0.54 0.54 0.53 0.53 0.53 Y
6 0.72 0.67 0.64 0.62 0.61 0.59 0.58 0.57 Y
7 2.29 2.23 2.20 2.17 2.15 2.13 2.12 2.10 Y
8 0.56 0.56 0.56 0.55 0.55 0.54 0.54 0.54 Y
9 0.57 0.53 0.50 0.48 0.46 0.44 0.43 0.41 N
10 0.11 0 0 0 0 0 0 0 N
11 0 0 0 0 0 0 0 0 N
12 -0.15 -0.15 -0.15 -0.15 -0.15 -0.16 -0.16 -0.16 N
13 0 0 0 0 0 0 0 0 N
14 0 0 0 0 0 0 0 0 N
15 0.90 0.62 0.48 0.40 0 0 0 0 N
16 1.02 0.99 0.98 0.96 0.96 0.95 0.94 0.94 Y
17 0.91 0.86 0.84 0.82 0.81 0.79 0.78 0.77 Y
18 0 0 0 0 0 0 0 0.14 N
19 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08 Y
20 0.96 0.79 0.72 0.67 0.63 0.60 0.58 0.56 Y
21 0.23 0.23 0.23 0.23 0.23 0.23 0.22 0.22 Y
22 0.24 0.24 0.24 0.23 0.23 0.23 0.22 0.22 N
23 0.22 0.21 0.20 1.96 1.92 1.88 1.85 1.83 Y
24 0.50 0.51 0.52 0.52 0.52 0.52 0.51 0.51 Y
25 -1.90 -1.86 -1.84 -1.82 -1.81 -1.80 -1.79 -1.78 Y
26 -1.00 -0.87 -0.82 -0.78 -0.75 -0.73 -0.71 -.69 N
27 -3.07 -2.91 -2.81 -2.73 -2.70 -2.62 -2.58 -2.54 Y
28 -0.40 -0.33 -0.30 -0.27 -0.25 -0.24 -0.22 -0.21 N
29 -1.62 -1.09 -0.91 -0.80 -0.72 -0.66 -0.61 -0.57 Y
30 0 0 0 0 0 0 0 0 N
31 -0.50 0 0 0 0 0 0 0 N
32 0 0 0 0 0 0 0 0 N
33 -0.85 -0.80 -0.77 -0.74 -0.72 -0.70 -0.70 -0.68 Y
34 0 0 0 0 0 0 0 0 N
35 -1.63 -1.10 -0.86 -0.70 -0.60 -0.52 -0.45 -0.41 N
36 0.81 0.67 0.60 0.54 0.50 0.46 0.43 0.40 Y
37 0 0 0 0 0 0 0 0 N
38 -0.51 0 0 0 0 0 0 0 N
39 -0.72 -0.60 -0.55 -0.51 -0.48 -0.46 -0.43 -0.42 Y
40 0 0 0 0 0 0 0 0 N
41 -3.83 -1.52 -1.04 -0.80 -0.66 -0.56 -0.49 -0.44 Y
42 -2.16 -1.83 -1.68 -1.58 -1.51 -1.45 -1.40 -1.36 Y
43 -0.77 -0.51 -0.40 0 0 0 0 0 N
44 -1.43 -1.22 -1.12 -1.05 -1.00 -0.95 -0.91 -0.88 Y
45 -0.75 -0.71 -0.69 -0.67 -0.65 -0.64 -0.63 -0.62 Y
46 -1.45 -1.42 -1.39 -1.38 -1.36 -1.35 -1.34 -1.33 Y
47 -1.16 0 0 0 0 0 0 0 N
48 -2.43 -1.58 -1.26 -1.07 -0.94 -0.84 -0.77 -0.70 Y
49 -1.18 -1.01 -0.93 -0.88 -0.84 -0.80 -0.77 -0.75 Y
50 0 0 0 0 0 0 0 0 N
51 0 0 0 0 0 0 0 0 N
52 0.39 0.40 0.40 0.40 0.40 0.40 0.40 0.40 Y
53 5.09 4.72 4.52 4.38 4.25 4.15 4.06 3.97 Y
54 1.65 0.98 0.73 0.57 0.47 0.40 0.34 0.29 Y
55 -0.00 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 N
56 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 Y
57 0 0 0 0 0 0 0 0 Y
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Table 4.8: Spam data case: VB Elastic Net  estimation including intercept; BIC column
means step-wise variable selection by BIC
 = 1  = 5  = 9  = 13  = 17  = 21  = 25  = 29 BIC
0 -1.55 -1.43 -1.37 -1.32 -1.26 -1.22 -1.20 -1.17 Y
1 0 0 0 0 0 0 0 0 N
2 -0.11 -0.11 -0.11 -0.12 -0.12 -0.12 -0.12 -0.12 N
3 0 0 0 0 0 0 0 0 N
4 0.33 0.25 0.21 0.19 0.17 0.15 0.14 0.13 N
5 0.56 0.53 0.52 0.51 0.49 0.48 0.47 0.46 Y
6 0.61 0.57 0.53 0.50 0.47 0.44 0.42 0.39 Y
7 2.29 1.86 1.62 1.46 1.34 1.25 1.17 1.10 Y
8 0.58 0.59 0.58 0.56 0.55 0.53 0.51 0.49 Y
9 0.52 0.49 0.44 0.39 0.35 0.31 0.28 0.26 N
10 0 0 0 0 0 0 0 0 N
11 0 0 0 0 0 0 0 0 N
12 -0.13 -0.15 -0.17 -0.17 -0.18 -0.19 -0.19 -0.19 N
13 0 0 0 0 0 0 0 0 N
14 0 0 0 0 0 0 0 0 N
15 0 0 0 0 0 0 0 0 N
16 1.00 0.94 0.90 0.87 0.83 0.81 0.78 0.76 Y
17 0.79 0.73 0.68 0.64 0.61 0.57 0.55 0.52 Y
18 0.16 0.20 0.22 0.23 0.24 0.24 0.24 0.24 N
19 0.09 0.08 0.07 0.07 0.06 0.06 0.06 0.06 Y
20 0.75 0.60 0.52 0.47 0.44 0.41 0.39 0.37 Y
21 0.19 0.21 0.22 0.23 0.23 0.24 0.24 0.24 Y
22 0.23 0.22 0.20 0.19 0.18 0.17 0.16 0.16 N
23 2.18 1.69 1.45 1.30 1.18 1.09 1.02 0.96 Y
24 0.68 0.70 0.68 0.64 0.60 0.57 0.55 0.52 Y
25 -1.67 -1.51 -1.40 -1.32 -1.24 -1.19 -1.14 -1.10 Y
26 -0.85 -0.80 -0.75 -0.71 -0.66 -0.63 -0.61 -0.58 N
27 -1.18 -1.16 -1.12 -1.08 -1.05 -1.01 -0.98 -0.95 Y
28 0.27 0 0 0 0 0 0 0 N
29 0 -0.61 -0.51 -0.44 -0.39 -0.36 -0.33 -0.31 Y
30 0 0 0 0 0 0 0 0 N
31 0 0 0 0 0 0 0 0 N
32 0 0 0 0 0 0 0 0 N
33 -0.91 -0.79 -0.71 -0.65 -0.60 -0.56 -0.53 -0.51 Y
34 0 0 0 0 0 0 0 0 N
35 -0.80 -0.42 -0.31 -0.27 -0.24 -0.23 -0.22 -0.21 N
36 0.75 0.52 0.35 0 0 0 0 0 Y
37 0 0 0 0 0 -0.18 -0.20 -0.21 N
38 0 0 0 0 0 0 0 0 N
39 -0.59 -0.51 -0.44 -0.40 -0.35 -0.33 -0.31 -0.29 Y
40 0 0 0 0 0 0 0 0 N
41 -1.37 -0.64 -0.46 -0.37 -0.32 -0.27 -0.24 -0.22 Y
42 -1.65 -1.19 -1.01 -0.91 -0.83 -0.78 -0.73 -0.69 Y
43 0 0 0 0 0 0 0 0 N
44 -1.25 -0.90 -0.75 -0.66 -0.60 -0.55 -0.51 -0.49 Y
45 -0.64 -0.57 -0.54 -0.52 -0.51 -0.50 -0.49 -0.48 Y
46 -1.31 -1.20 -1.10 -1.02 -0.96 -0.91 -0.86 -0.83 Y
47 0 0 0 0 0 0 0 0 N
48 -1.67 -0.78 -0.57 -0.46 -0.38 -0.33 -0.29 -0.27 Y
49 -0.99 -0.77 -0.65 -0.58 -0.52 -0.47 -0.44 -0.41 Y
50 0 0 0 0 0 0 0 0 N
51 0 0 0 0 0 0 0 0 N
52 0.45 0.44 0.44 0.44 0.44 0.43 0.43 0.43 Y
53 4.12 2.34 1.75 1.44 1.24 1.10 0.99 0.90 Y
54 1.04 0.48 0.30 0 0 0 0 0 Y
55 0 0 0 0 -0.01 -0.01 -0.01 -0.01 N
56 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 Y
57 0 0 0 0 0 0 0 0 Y
63
Table 4.9: Feature selection: VB Lasso vs BIC
selected by BIC non-selected by BIC
selected by VB Lasso 29 9
non-selected by VB Lasso 1 19
Table 4.10: Feature selection: VB Elastic Net vs BIC
selected by BIC non-selected by BIC
selected by VB EN 27 9
non-selected by VB EN 3 19
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4.4 Ultrasound B-mode Image Experimental Result
In this section, we apply VB Lasso and Elastic Net to classify carcinomas and sarcomas
B-mode images as in chapter 3. The total size of sub-ROI sampled from tumor region
in the B-mode image is 2288. In 5-fold cross validation, the data is divided into 5 folds
randomly. In each validation, 4 folds are selected as training data, and the remained fold
is testing data. Before applying VB logistic regression, the texture features extracted
from B-mode image is normalized by each column. Experiment results have proven that
the normalized data has better classication result. Recall that the 24 texture features
are:
1. Uniformity of statistical moments (X1)
2. Average entropy (X2)
3. Contrast of co-occurrence matrix, in 0,45,90,135 directions(X3; X4; X5; X6)
4. Correlation of co-occurrence matrix, in 0,45,90,135 directions(X7; X8; X9; X10)
5. Energy of co-occurrence matrix, in 0,45,90,135 directions (X11; X12; X13; X14)
6. Homogeneity of co-occurrence matrix, in 0,45,90,135 directions (X15; X16; X17; X18)
7. Six spectral parameters: mean of S(r), mean of S(), variance of S(r), variance of
S(), the absolute dierence between the mean and the maximum of both S(r) and S()
(X19; X20; X21; X22; X23; X24)
As mentioned before, there are correlation between these 24 texture features especially
within (X11; X12; X13; X14), as showed in Table 4.11, 4.12, 4.13, 4.14, 4.15 and 4.16.
We rst apply VB Lasso logistic regression and compare with glmnet's lasso logistic
regression. As mentioned before, we use VB Lasso and Elastic Net logistic regression
to do the feature selection, then use the original logistic regression to test the accuracy
based on the selected features. Next we compare VB Elastic Net logistic regression and
glmnet's Elastic Net logistic regression. We also give the estimation of  associated with
dierent  from both VB logistic regression and glmnet. Finally, we summarized the VB
logistic regression's training and testing accuracy on dierent data set.
In detail, Table 4.17 and 4.18 show the training and testing result of VB Lasso method
under dierent  together with their mean and standard deviation. We also plot the
training and testing mean accuracy in the Figure 4.5 and 4.6. We can see that the
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Table 4.11: Correlation between X1; X2
X1 X2
X1 1.0000 -0.8913
X2 -0.8913 1.0000
Table 4.12: Correlation between X3; X4; X5; X6
X3 X4 X5 X6
X3 1.0000 0.7368 0.5791 0.7528
X4 0.7368 1.0000 0.9726 0.9909
X5 0.5791 0.9726 1.0000 0.9674
X6 0.7528 0.9909 0.9674 1.0000
training and testing accuracy reach their maximum when  = 0:01, however they also
have good local maximum and more sparse  when  = 16. Table 4.21 shows that the
estimation of  becomes more sparse when  increasing. Table 4.19 and 4.20 show the
training and testing accuracy of lasso version glmnet. Matlab version glmnet package has
an extra parameter  range in (0; 1]. If  is 1, it will use lasso regularization. If  is less
than 1, it performs Elastic Net type regularization. However glmnet does not calculate
the standard errors of regression coecients, since it ts model parameters using cyclic
coordinate descent. Also, glmnet chooses the  according to the data automatically, so
it is hard to compare the result with VB version. Glmnet regularization method gives
estimation of whole path of , however the rst and second column of Table 4.22 is zeros.
It is over-regularization for relative large value of .
Table 4.23 and Table 4.24 show the training and testing accuracy for VB Elastic Net
logistic regression with dierent . From gure 4.7 and 4.8 we know that it has good
training and testing accuracy when  = 0:01 or  = 4. Table 4.25 and Table 4.26 give
the 5-fold cross validation result of glmnet Elastic Net with  = 0:5. Table 4.27 and 4.28
give the  estimation of these two Elastic Net version of logistic regression. We turn to
VB Elastic Net logistic regression for group feature selection because the B-mode image
texture features are grouped, for example the features from co-occurrence matrix have
high correlation. Especially, the correlation between X11; X12; X13; X14 is higher compare
to other groups, and it is reected in the variable selection result of 11; 12; 13; 14 in
Table 4.27, where they appear to be deleted together when  increasing.
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Table 4.13: Correlation between X7; X8; X9; X10
X7 X8 X9 X10
X7 1.0000 0.7755 0.6027 0.8026
X8 0.7755 1.0000 0.9620 0.9848
X9 0.6027 0.9620 1.0000 0.9524
X10 0.8026 0.9848 0.9524 1.0000
Table 4.14: Correlation between X11; X12; X13; X14
X11 X12 X13 X14
X11 1.0000 0.9524 0.9415 0.9547
X12 0.9524 1.0000 0.9988 0.9995
X13 0.9415 0.9988 1.0000 0.9985
X14 0.9547 0.9995 0.9985 1.0000
Table 4.15: Correlation between X15; X16; X17; X18
X15 X12 X13 X14
X15 1.0000 0.7366 0.5606 0.7566
X16 0.7366 1.0000 0.9657 0.9871
X17 0.5606 0.9657 1.0000 0.9579
X18 0.7566 0.9871 0.9579 1.0000
Table 4.16: Correlation between X19; X20; X21; X22; X23; X24
X19 X20 X21 X22 X23 X24
X19 1.0000 0.5521 0.1140 -0.0511 0.2493 -0.1323
X20 0.5521 1.0000 0.1949 0.5360 0.9091 0.4581
X21 0.1140 0.1949 1.0000 0.2963 0.1738 0.2829
X22 -0.0511 0.5360 0.2963 1.0000 0.5969 0.9475
X23 0.2493 0.9091 0.1738 0.5969 1.0000 0.5398
X24 -0.1323 0.4581 0.2829 0.9475 0.5398 1.0000
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Table 4.17: VB Lasso 5-fold cross validation: B-mode image training data
CV1 CV2 CV3 CV4 CV5 mean(sd)
 = 0:01 0.8651 0.8727 0.8727 0.8645 0.8777 0.8705(0.0056)
 = 0:1 0.8651 0.8699 0.8721 0.8645 0.8777 0.8699(0.0054)
 = 0:2 0.8656 0.8699 0.8721 0.8607 0.8777 0.8692(0.0064)
 = 0:4 0.8656 0.8699 0.8727 0.8710 0.8684 0.8695(0.0027)
 = 0:8 0.8629 0.8667 0.8738 0.8601 0.8684 0.8664(0.0053)
 = 1 0.8656 0.8667 0.8661 0.8601 0.8640 0.8645(0.0027)
 = 2 0.8525 0.8607 0.8661 0.8601 0.8640 0.8607(0.0052)
 = 4 0.8525 0.8585 0.8661 0.8579 0.8640 0.8598(0.0054)
 = 8 0.8640 0.8585 0.8661 0.8683 0.8640 0.8642(0.0036)
 = 16 0.8629 0.8585 0.8683 0.8678 0.8673 0.8650(0.0042)
 = 32 0.8673 0.8607 0.8383 0.8568 0.8127 0.8472(0.0221)
 = 64 0.8028 0.7995 0.8104 0.7984 0.8127 0.8048(0.0065)
 = 128 0.8192 0.7995 0.8104 0.7984 0.8127 0.8080(0.0089)
 = 256 0.7832 0.7497 0.7847 0.7754 0.7843 0.7755(0.0149)
 = 512 0.7886 0.7503 0.7760 0.7639 0.7843 0.7726(0.0156)
 = 1024 0.8372 0.8284 0.7563 0.8038 0.7843 0.8020(0.0329)
Table 4.18: VB Lasso 5-fold cross validation: B-mode image testing data
CV1 CV2 CV3 CV4 CV5 mean(sd)
 = 0:01 0.8862 0.8777 0.8406 0.8821 0.8490 0.8671(0.0208)
 = 0:1 0.8862 0.8755 0.8450 0.8821 0.8490 0.8676(0.0192)
 = 0:2 0.8818 0.8755 0.8450 0.8624 0.8490 0.8627(0.0160)
 = 0:4 0.8840 0.8755 0.8450 0.8755 0.8271 0.8614(0.0243)
 = 0:8 0.8775 0.8690 0.8472 0.8646 0.8271 0.8571(0.0201)
 = 1 0.8840 0.8690 0.8231 0.8646 0.8249 0.8531(0.0275)
 = 2 0.8840 0.8734 0.8231 0.6646 0.8249 0.8140(0.0880)
 = 4 0.8840 0.8734 0.8231 0.8581 0.8249 0.8527(0.0278)
 = 8 0.8840 0.8734 0.8231 0.8712 0.8249 0.8553(0.0290)
 = 16 0.8687 0.8734 0.8406 0.8646 0.8578 0.8610(0.0128)
 = 32 0.8709 0.8624 0.8035 0.8428 0.7943 0.8348(0.0345)
 = 64 0.7856 0.8166 0.7795 0.8253 0.7943 0.8003(0.0198)
 = 128 0.7965 0.8166 0.7795 0.8253 0.7943 0.8024(0.0184)
 = 256 0.7681 0.7751 0.7358 0.8144 0.7593 0.7705(0.0287)
 = 512 0.7637 0.7686 0.7358 0.7948 0.7593 0.7644(0.0211)
 = 1024 0.8446 0.8384 0.7314 0.7882 0.7593 0.7924(0.0492)
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Figure 4.5: VB Lasso 5-fold cross validation mean accuracy versus : B-mode image
training data
Figure 4.6: VB Lasso 5-fold cross validation mean accuracy versus : B-mode image
testing data
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Table 4.19: glmnet Lasso 5-fold cross validation: B-mode image training data(:accuracy)
CV1 CV2 CV3 CV4 CV5
0.2160:0.6051 0.2220:0.5973 0.2289:0.6082 0.2147:0.6027 0.2255:0.5980
0.0776:0.7122 0.0789:0.7104 0.0823:0.7186 0.0771:0.7131 0.0811:0.7182
0.0279:0.7619 0.0287:0.7596 0.0296:0.7721 0.0277:0.7634 0.0291:0.7657
0.0100:0.8252 0.0103:0.8240 0.0106:0.8328 0.0100:0.8273 0.0105:0.8307
0.0036:0.8476 0.0037:0.8519 0.0038:0.8585 0.0036:0.8585 0.0038:0.8547
0.0013:0.8656 0.0013:0.8678 0.0014:0.8738 0.0013:0.8743 0.0014:0.8700
0.0005:0.8848 0.0005:0.8880 0.0005:0.8836 0.0005:0.8814 0.0005:0.8859
0.0002:0.8973 0.0002:0.8995 0.0002:0.8913 0.0002:0.8896 0.0002:0.8946
0.0001:0.8962 0.0001:0.9001 0.0001:0.8918 0.0001:0.8945 0.0001:0.8957
0.0000:0.8968 0.0000:0.9016 0.0000:0.8929 0.0000:0.8940 0.0000:0.8973
Table 4.20: glmnet Lasso 5-fold cross validation: B-mode image testing data(:accuracy)
CV1 CV2 CV3 CV4 CV5
0.2160:0.5908 0.2220:0.6223 0.2289:0.5786 0.2147:0.6004 0.2255:0.6193
0.0776:0.7309 0.0789:0.7314 0.0823:0.6900 0.0771:0.7227 0.0811:0.6958
0.0279:0.7702 0.0287:0.7707 0.0296:0.7336 0.0277:0.7751 0.0291:0.7549
0.0100:0.8359 0.0103:0.8537 0.0106:0.7948 0.0100:0.8341 0.0105:0.8228
0.0036:0.8621 0.0037:0.8777 0.0038:0.8166 0.0036:0.8537 0.0038:0.8425
0.0013:0.8818 0.0013:0.8777 0.0014:0.8275 0.0013:0.8734 0.0014:0.8709
0.0005:0.8950 0.0005:0.8886 0.0005:0.8493 0.0005:0.8908 0.0005:0.8753
0.0002:0.8928 0.0002:0.8908 0.0002:0.8777 0.0002:0.9039 0.0002:0.8775
0.0001:0.8993 0.0001:0.8952 0.0001:0.8843 0.0001:0.9061 0.0001:0.8818
0.0000:0.8972 0.0000:0.8930 0.0000:0.8865 0.0000:0.9083 0.0000:0.8775
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Table 4.22: glmnet Lasso  estimation
=0.2160 0.0776 0.0279 0.0100 0.0036 0.0013 0.0005 0.0002 0.0001 0.0000
0 -0.00 -0.00 -0.01 -0.03 -0.05 -0.05 -0.06 -0.06 -0.06 -0.06
1 -0.00 -0.00 -0.00 -0.00 0.00 0.02 0.02 0.03 0.03 0.04
2 -0.00 -0.00 0.67 2.57 3.84 6.93 10.23 14.57 16.69 17.80
3 -0.00 -0.00 -0.00 -0.21 -0.37 -0.78 -1.44 -2.31 -2.72 -3.00
4 -0.00 -0.00 -0.00 -0.00 -0.00 0.05 0.23 0.46 0.56 0.63
5 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.12 -0.49 -0.69 -0.88
6 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 0.17 0.27 0.39
7 -0.00 -0.00 -0.00 -0.00 -0.04 -0.58 -0.94 -1.64 -1.99 -2.41
8 -0.00 -0.00 -0.00 -0.00 -0.00 -0.12 -0.29 -0.00 -0.00 0.34
9 -0.00 -0.00 0.17 0.43 0.69 1.11 2.09 1.49 1.07 -0.00
10 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.58 -0.00 0.55 1.40
11 -0.00 -0.00 -0.00 -0.00 -0.00 2.86 9.45 18.75 22.59 24.51
12 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.16
13 -0.00 -0.00 -0.00 -0.00 2.56 -0.00 -8.95 -23.14 -31.19 -36.10
14 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 -1.53 -4.27 -2.97 -1.12
15 -0.00 -0.16 -0.32 -0.66 -0.71 -0.82 -1.96 -3.65 -4.38 -4.69
16 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 0.76 2.21 2.92 3.19
17 -0.00 -0.00 -0.00 -0.00 -0.00 1.57 2.20 2.06 2.07 2.22
18 -0.00 -0.00 -0.00 -0.50 -1.43 -3.30 -4.05 -4.17 -4.42 -4.65
19 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.01 -0.01 -0.01 -0.01
20 -0.00 -0.00 -0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
21 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.01 -0.01 -0.01 -0.01
22 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00
23 -0.00 -0.00 -0.00 -0.00 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01
24 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00
72
Table 4.23: VB EN 5-fold cross validation: B-mode image training data
CV1 CV2 CV3 CV4 CV5 mean(sd)
 = 0:01 0.8635 0.8699 0.8683 0.8667 0.8755 0.8688(0.0044)
 = 0:1 0.8498 0.8699 0.8770 0.8667 0.8646 0.8656(0.0100)
 = 0:2 0.8640 0.8623 0.8770 0.8579 0.8646 0.8652(0.0071)
 = 0:4 0.8640 0.8623 0.8743 0.8579 0.8646 0.8646(0.0060)
 = 0:8 0.8640 0.8596 0.8743 0.8579 0.8646 0.8641(0.0064)
 = 1 0.8640 0.8596 0.8743 0.8579 0.8646 0.8641(0.0064)
 = 2 0.8640 0.8596 0.8721 0.8579 0.8646 0.8636(0.0055)
 = 4 0.8673 0.8716 0.8699 0.8672 0.8673 0.8687(0.0020)
 = 8 0.8635 0.8623 0.8694 0.8650 0.8127 0.8546(0.0236)
 = 16 0.8203 0.8071 0.8230 0.8044 0.8127 0.8135(0.0081)
 = 32 0.7914 0.7497 0.7940 0.7667 0.7886 0.7781(0.0192)
 = 64 0.7526 0.7492 0.7683 0.7475 0.7564 0.7548(0.0083)
 = 128 0.7499 0.7492 0.7995 0.7940 0.7564 0.7698(0.0248)
 = 256 0.7870 0.7874 0.7951 0.7978 0.8105 0.7956(0.0096)
 = 512 0.8110 0.7934 0.8038 0.8230 0.8209 0.8104(0.0123)
 = 1024 0.7963 0.7934 0.8038 0.8230 0.8149 0.8063(0.0125)
Table 4.24: VB EN 5-fold cross validation: B-mode image testing data
CV1 CV2 CV3 CV4 CV5 mean(sd)
 = 0:01 0.8862 0.8755 0.8384 0.8734 0.8556 0.8658(0.0189)
 = 0:1 0.8840 0.8755 0.8406 0.8734 0.8249 0.8597(0.0255)
 = 0:2 0.8796 0.8712 0.8406 0.8581 0.8249 0.8549(0.0223)
 = 0:4 0.8796 0.8712 0.8341 0.8581 0.8249 0.8536(0.0235)
 = 0:8 0.8840 0.8712 0.8341 0.8581 0.8249 0.8545(0.0248)
 = 1 0.8840 0.8712 0.8341 0.8581 0.8249 0.8545(0.0248)
 = 2 0.8840 0.8712 0.8472 0.8581 0.8249 0.8571(0.0227)
 = 4 0.8709 0.8755 0.8472 0.8668 0.8534 0.8628(0.0120)
 = 8 0.8665 0.8668 0.8406 0.8668 0.7943 0.8470(0.0316)
 = 16 0.7921 0.8319 0.7860 0.8297 0.7943 0.8068(0.0221)
 = 32 0.7659 0.7751 0.7489 0.7969 0.7527 0.7679(0.0193)
 = 64 0.7593 0.7838 0.7227 0.7555 0.7527 0.7548(0.0218)
 = 128 0.7418 0.7838 0.7576 0.7882 0.7527 0.7648(0.0202)
 = 256 0.7856 0.8122 0.7664 0.7948 0.7987 0.7915(0.0170)
 = 512 0.8271 0.8231 0.7729 0.8013 0.8074 0.8064(0.0215)
 = 1024 0.7965 0.8231 0.7729 0.8013 0.8096 0.8007(0.0185)
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Figure 4.7: VB EN 5-fold cross validation mean accuracy versus : B-mode image training
data
Figure 4.8: VB EN 5-fold cross validation mean accuracy versus : B-mode image testing
data
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Table 4.25: glmnet EN 5-fold cross validation: B-mode image training data(:accuracy)
CV1 CV2 CV3 CV4 CV5
0.4320:0.6051 0.4440:0.5973 0.4579:0.6082 0.4293:0.6027 0.4511:0.5980
0.1552:0.7067 0.1596:0.7093 0.1645:0.7109 0.1543:0.7093 0.1621:0.7122
0.0558:0.7624 0.0573:0.7563 0.0591:0.7672 0.0554:0.7653 0.0583:0.7630
0.0201:0.7996 0.0206:0.7962 0.0213:0.8044 0.0199:0.7978 0.0209:0.8001
0.0072:0.8323 0.0074:0.8306 0.0076:0.8421 0.0072:0.8404 0.0075:0.8411
0.0026:0.8498 0.0027:0.8464 0.0027:0.8557 0.0026:0.8530 0.0027:0.8536
0.0009:0.8635 0.0010:0.8628 0.0010:0.8699 0.0009:0.8667 0.0010:0.8629
0.0003:0.8738 0.0003:0.8760 0.0004:0.8792 0.0003:0.8760 0.0003:0.8766
0.0001:0.8891 0.0001:0.8907 0.0001:0.8891 0.0001:0.8863 0.0001:0.8908
0.0000:0.8930 0.0000:0.8989 0.0000:0.8913 0.0000:0.8885 0.0000:0.8935
Table 4.26: glmnet EN 5-fold cross validation: B-mode image testing data(:accuracy)
CV1 CV2 CV3 CV4 CV5
0.4320:0.5908 0.4440:0.6223 0.4579:0.5786 0.4293:0.6004 0.4511:0.6193
0.1552:0.7177 0.1596:0.7336 0.1645:0.6856 0.1543:0.7052 0.1621:0.7155
0.0558:0.7659 0.0573:0.7664 0.0591:0.7380 0.0554:0.7751 0.0583:0.7527
0.0201:0.7943 0.0206:0.8253 0.0213:0.7664 0.0199:0.8100 0.0209:0.7921
0.0072:0.8446 0.0074:0.8624 0.0076:0.7969 0.0072:0.8362 0.0075:0.8184
0.0026:0.8600 0.0027:0.8755 0.0027:0.8210 0.0026:0.8537 0.0027:0.8381
0.0009:0.8775 0.0010:0.8777 0.0010:0.8210 0.0009:0.8624 0.0010:0.8534
0.0003:0.8928 0.0003:0.8821 0.0004:0.8406 0.0003:0.8821 0.0003:0.8753
0.0001:0.8928 0.0001:0.8886 0.0001:0.8646 0.0001:0.8952 0.0001:0.8775
0.0000:0.8972 0.0000:0.8886 0.0000:0.8799 0.0000:0.9017 0.0000:0.8840
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Table 4.28: glmnet EN (alpha=0.5)  estimation
 = 0:4320 0.1552 0.0558 0.0201 0.0072 0.0026 0.0009 0.0003 0.0001 0.0000
0 0.00 0.00 -0.01 -0.02 -0.04 -0.05 -0.05 -0.05 -0.06 -0.06
1 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.02 0.03 0.03
2 0.00 0.00 0.41 1.00 1.73 3.77 6.09 8.64 11.75 14.54
3 0.00 0.00 0.00 -0.07 -0.22 -0.37 -0.69 -1.10 -1.60 -2.11
4 0.00 0.00 0.00 0.00 0.00 0.00 0.04 0.11 0.22 0.34
5 0.00 0.00 0.00 0.00 -0.01 0.00 -0.03 -0.08 -0.18 -0.34
6 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.05 0.09 0.15
7 0.00 0.00 0.00 0.00 0.00 -0.11 -0.36 -0.58 -0.89 -1.29
8 0.00 0.00 0.00 0.10 0.09 0.00 -0.13 -0.49 -0.86 -0.91
9 0.00 0.00 0.12 0.24 0.43 0.67 1.13 1.79 2.36 2.39
10 0.00 0.00 0.00 0.00 0.00 0.00 -0.16 -0.30 -0.31 -0.08
11 0.00 0.00 0.00 0.00 0.00 0.02 1.82 4.86 11.34 17.72
12 0.00 0.00 0.00 0.19 0.77 1.43 0.71 0.00 -1.77 -4.23
13 0.00 0.00 0.00 0.25 0.86 1.59 0.56 -1.21 -7.01 -13.28
14 0.00 0.00 0.00 0.00 0.17 0.32 0.00 -2.23 -6.39 -9.01
15 0.00 -0.11 -0.24 -0.37 -0.57 -0.64 -0.90 -1.42 -2.46 -3.51
16 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.31 1.38 2.38
17 0.00 0.00 0.00 0.00 0.00 0.10 0.81 1.40 1.62 1.66
18 0.00 0.00 0.00 -0.27 -0.86 -1.56 -2.38 -3.13 -3.71 -4.06
19 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.01 -0.01 -0.01
20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.01
21 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.01 -0.01
22 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
23 0.00 0.00 0.00 0.00 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01
24 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table 4.29: VB Lasso and EN Classication Result
VB Lasso logistic regression VB EN logistic regression
uncorrelated multi-normal data 88.37% (0.11%) 86.70%(0.10%)
correlated multi-normal data 92.33% (0.20%) 90.86% (1.21%)
spam data 92.95% (0.13%) 92.26% (0.22%)
B-mode image training 86.45% (0.50%) 85.03% (2.12%)
B-mode image testing 84.52% (0.17%) 86.84% (2.48%)
Finally, in order to compare VB Lasso and Elastic Net classication accuracy across
dierent data set, we chose the tuning parameter  from 1 16 for both VB Lasso and VB
Elastic Net logistic regression. For B-mode image texture feature data, the VB Lasso has
mean 0:8645 and standard deviation 0:0050 on the training data, and mean 0:8453 and
standard deviation 0:0017 on the testing data. The VB Elastic Net has mean 0:8503 and
standard deviation 0:0212 on the training data, and mean 0:8684 and standard deviation
0:0248 on the testing data. We summarize these classication result in Table 4.29. Recall
that in chapter 3 the original logistic regression for B-mode image classication without
feature selection had mean 0:8805 and standard deviation 0:0098 on training data, and
mean 0:7651 and standard deviation 0:0660 on testing data. So we conclude that in overall
the VB Lasso and Elastic Net with feature selection have better testing result, so they
have more generalization power on new data set. Furthermore, VB Elastic Net logistic
regression has better testing result than VB Lasso's for tumor texture feature data.
4.5 Conclusion
We have extended variational Bayesian approximation method to logistic regression with
feature selection based on Lasso and Elastic Net type regularization, which gives accuracy
and fast result. This is because the EM (Dempster et al. (1977)) like updating formula
for approximate posterior distribution has a nice analytical form. Although this method
does not give sparse solution directly, we use the credible interval criterion on approximate
posterior distribution  for feature selection. We present its classication result on various
data set including simulated data, spam data and ultrasound B-mode image tumor data.
We nd that the variational Bayesian estimation of coecient  is stable in the repeated
experiments of simulated data. In the spam data, the variational Bayesian logistic regres-
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sion gives similar classication and feature selection result compare to step-wise method.
Also VB Elastic Net logistic regression has better testing result than VB Lasso for ultra-
sound B-mode image classication based on the correlated texture features. Compared to
glmnet which gives coecient estimations for a whole automated selected regularization
path of , variational Bayesian has more control on the regularization parameter.
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CHAPTER 5
LARGE SCALE VB LOGISTIC REGRESSION BY
CLOUD COMPUTING
5.1 Cloud Computing and Statistics Algorithms
Cloud computing utilizes the huge computing resources on the internet to solve large
scale problems. We turn to cloud computing when dealing with large scale data (millions
to billions records), since we cannot load and process data in a single node computer
environment. Also we want to utilize the full computing power of clusters to speed up
computation. Map/Reduce (Dean and Ghemawat (2008)) is a distritbuting programming
model help programmer to write software for cloud computing. An Apache project called
Hadoop (Hadoop (2007), White (2009)) is a Java based open-source framework for scalable
Map/Reduce parallel computation and distributed data storage. Hadoop can be deployed
as standard alone mode and cluster mode, and it supports failure tolerance and Hadoop
Distributed File System (HDFS).
Figure 5.1 shows the structure of a Map/Reduce framework. Local les are uploaded
to the Hadoop Distributed File System, where HDFS makes multiple copies of data blocks
and distributes them among cluster nodes. All data are represented as key/value pairs and
processed by mapper and reducer functions. The number of mapper and reducer functions
reects the degree of parallelization. Users can dene the number of mapper/reducer func-
tion by themselves, however, too many mapper/reducer functions will increase network
data exchanged ow between dierent cluster nodes. In each cluster node, the default
mapper function loads the data le and emits it in key/value pairs. The key/value pairs
are sorted before dispatching to all the nodes in the cluster. There is a default sorting
algorithm to sort the keys by their hashing values, and users can dene their own sorting
algorithm by writing a sorting function explicitly. The dispatching procedure guarantees
that the key/value pairs with the same key are dispatched to the same cluster node. The
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Figure 5.1: Map/Reduce framework illustration
default reducer provides user a list of values associated with the same key, and users can
do their own aggregation on the data list by overloading the default reducer function.
Hadoop provides an interface for users to dene their own mapper and reducer functions
easily. The advantage of Map/Reduce framework is that once users have dened the map-
per and reducer functions and specied the number of mapper/reducer functions, Hadoop
framework takes care of the remaining parallel implementation and data communication
among cluster nodes. By this way, the Map/Reduce framework can process large scale
data set and the users can focus on writing their own algorithm in the same way as they
process limited data sets.
Many statistical algorithms involve matrix operations, which can be parallelized in the
Map/Reduce framework. For example, for simple linear regression with N D observed
data matrix X and N  1 response vector y, the coecients  is estimated by minimizing
sum of square error: minf() = min(Y  X)T (Y  X). By taking he rst derivative
of f() with respect to  and set it to zero, the estimation of  is equal to solve the
equation A = b. Here the D  D matrix A = XTX and b = XTY is D  1 column
vector. Cheng et al. (2006) studied the Map/Reduce parallel technique on various statis-
tics learning algorithms including locally weighted linear regression, k-means clustering,
logistic regression, support vector machine (SVM), principal component analysis (PCA),
expectation maximization algorithm and back propagation neural network algorithms.
Their experimental results showed that when the processor number is increasing, these
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Map/Reduced algorithms speed up linearly.
In detail, Cheng et al. (2006) showed that logistic regression using gradient descent
can be implemented in Map/Reduce framework. They also showed that the natural way
to parallelize k-means clustering is to parallel computing the Euclidean distance between
the sample vectors and the centroid within each group. Also, Zhao et al. (2009) gave a
detailed algorithm for Map/Reduce based parallel clustering. Mahout (Mahout (2010)) is
an another open source Apache project. It provides scalable machine learning algorithm
libraries. It has implemented a lot of machine learning algorithms including clustering,
classication, collaborative ltering and many other algorithms. For example, Mahout has
integrated widely used clustering methods like k-mean, fuzzy k-mean, hierarchical clus-
tering and other clustering algorithms. The classication methods already implemented
include naive bayes, logistic regression and random forests. Collaborative ltering is
widely used in online shopping to recommend items for a particular user by collecting
information from other users. Chen and Pavlovldots (2009) used Map/Reduce based
poisson regression to model historical user behavior data, and predict online advertise-
ment's click-through rate (CTR). Their result showed that their Map/Reduce framework
on Hadoop can build a large scale behavior targeting model from the entire Yahoo's user
data within one day. Map/Reduce framework on Hadoop also has a lot of applications
in bioinformatic sequence data analysis. For example, Langmead et al. (2010) developed
a package called Myrna, which is a cloud based pipeline for calculating dierential gene
expression in large RNA-Seq datasets. Mckenna et al. (2010) built a Map/Reduce frame-
work toolkit called Genome Analysis Toolkit (GATK) for analyzing next-generation DNA
sequencing data.
5.2 Large Scale VB Logistic Regression with Feature Selection
Building upon these works, we have implemented the Variational Bayesian Lasso logistic
regression parameter estimation procedure in an iterative way. Similar to the simple linear
regression, there is only matrix operations involved at each iteration. We implemented
this logistic regression in Map/Reduce framwork using Java on Hadoop server. By this
way we have extended VB logistic regression for classication and feature selection for
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large scale data. Java is very suitable for statistical computation in the Map/Reduce
framework because it has a exible data structure and algorithms. Recall that Variational
Bayesian approximate posterior distribution keeps updating iteratively until the lower-
bound convergences. Each iteration is implemented in Map/Reduce framework, here we
focus on the VB approximate posterior distribution of the coecient  which is multi-
normal distribution with mean BN and covariance VN :
Q() = N(jBN ; VN)
BN = VN
NX
i=1
yi
2
xi
V  1N = E

 (diag(
 1
1 ; :::; 
 1
D )) + 2
NX
i=1
(i)xix
T
i (5.1)
In general, the above updating equation has 4 frequent matrix operations: matrix
transpose, matrix times vector point-wise, matrix aggregation (summation by column)
and matrix multiply matrix. For example,
PN
i=1
yi
2
xi makes a point-wise multiplication
of each column of X and y then sum up by column. And 2
PN
i=1 (i)xix
T
i represents the
transpose of X times the multiplication result of each column in X and (i). Next we
will illustrate these typical matrix operations in detail.
When we do matrix transpose in Map/Reduce framework, the key (i; j) is a pair of
row index i and column index j, and the value is just the element with the corresponding
row and column. The customized map function receives each key-value pair and change
the key to (j; i), then emit the new key together with the original value, as illustrated
in gure 5.2. The transposed matrix is prepared for matrix multiplication next step.
Next we illustrate the matrix times vector point-wise as showed in gure 5.3. There are
two input les: the N  D matrix X and the N  1 vector y for map functions. The
key/value pairs are row number and values from both inputs. Notice that the value from
matrix X is a row vector while the value from y is a single element. The customized map
function reads the data from the input les, wrappers it to the key/value pairs and emit
them for sorting. The reducer takes the sorted pairs with the same key, and let the value
from y times every element of the row vector value. The next step is doing aggregation
on the reducer output by column, which is shown in gure 5.4. The previous reducer's
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Figure 5.2: Matrix Transpose illustration
output now is the input for the mapper, whose key is the row number and value is the
entire row. The customized mapper function rst splits the row vector, then emit new
key/value pairs with the column number as the key and the corresponding value. By
summation the values associated with same key in the reducer function, we achieved the
goal of aggregation by column for the matrix.
Matrix multiplication in Map/Reduce is more complicated than the above operations.
Next we illustrated a relative simple but eective two stages Map/Reduce algorithm
for matrix multiplication which showed in gure 5.5 and gure 5.6. The basics idea is
to divide two matrices into row and column of equal length blocks, then do the inner
product between two corresponding blocks and add the result together as one element for
the result. For example, matrix A times B, the rst stage mapper function reads each
row of A and each column of B, then divide each row and column to K blocks. The
kth block from ith row of matrix A has key (i; k; j) and value vector V 1, while the kth
block from jth column of matrix B has key (i; k; j) and value vector V 2. After sorting,
since V 1 and V 2 are associated with the same key (i,k,j), they will be assigned to the
same reduce function where they do a inner product as the result. The next Map/Reduce
stage is simply sum up the inner product result for the K part. Figure 5.6 illustrates the
algorithm.
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Figure 5.3: Matrix multiply vector illustration
Figure 5.4: Aggregation on column illustration
85
Figure 5.5: Matrix multiplication illustration
Figure 5.6: Matrix multiplication illustration continuous
86
Using the same notation as in equation 5.1 and let M be the predened maximum it-
eration number, we summarized the Map/Reduce version of VB Lasso logistic regression
as following:
AlgorithmMap/Reduce version of VB Lasso logistic regression
1: Initialize BN and V
 1
N using Map/Reduce
2: Get VN from its inverse V
 1
N
3: for iteration = 1 to M do
4: Update , (), BN and V
 1
N using Map/Reduce
5: Get VN from its inverse V
 1
N
6: Calculate lower bound L using Map/Reduce
7: if The lower bound changes less than predened percentage then
8: break the for loop
9: end if
10: Use the credible interval criterion on BN to get the sparse solution
11: end for
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5.3 Experimental Result and Conclusion
In this section we test the Map/Reduce based Lasso type Variational Bayesian logistic re-
gression on relatively large simulated data set and compare the result to non-Map/Reduce
results from Matlab. Note that in order to compare with Matlab version, this data set
can be loaded by Matlab also. Since these two methods share the same variational ap-
proximate posterior distribution updating formula, we should expect that they have the
same numerical results. Experiments are performed in a laptop with Hadoop installed on
Ubuntu Linux operation system, and the programming language is Java.
In this binary classication problem, the testing data is generated the same as in
Chapter 4, which include both independent multi-normal samples and correlated multi-
normal samples. Experiment 1 deals with the uncorrelated case, the size of independent
multi-normal distribution samples is 100000, and the dimension of predictor vector X is
13 including the intercept. The turning parameter  is set to 8:0 and the iteration number
is 43.
The data set is simulated from logistic regression by the following steps. First, we
sample X from standard independent multi-normal distribution and calculate the logistic
function (X), then we test vector-wise against 1000000 random uniforms variable. If
the element of (X) is bigger than the corresponding uniforms random variable, it is set
to be 1, and 0 otherwise. The randomly chosen true coecient , the Matlab result and
Map/Reduce result are shown in table 5.1. Experiment 2 tests on the correlated multi-
normal distribution data. The iteration number is 50, and  is 8:0 too. The dimension of
predictor vector X is also 13 including the intercept. Let X0 standing for intercept, then
(X1; X2; X3) has pair-wise correlation 0:99 and (X9 X10)'s correlation is set to be  0:95.
The true coecient , the Matlab result and Map/Reduce result from experiment 2 are
shown in table 5.2.
From table 5.1 and 5.2, we can verify that the results from Matlab and Map/Reduce
are very close except minor numerical dierence. This is as expected since the two versions
share exactly the same updating algorithm and starting values. Their results have minor
numerical dierence mainly because the order of arithmetic calculation including sum-
mation and multiplication is dierent. In Map/Reduce version, the data is distributed
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Table 5.1: Comparison between Matlab and Map/Reduce: uncorrelated multi-normal
data
True Matlab Map Reduce
0 1.00 0.998 0.998
1 1.244 1.256 1.257
2 -1.342 -1.320 -1.321
3 -1.350 -1.357 -1.359
4 -1.797 -1.795 -1.796
5 -1.581 -1.584 -1.586
6 -1.597 -1.602 -1.603
7 0 0 0
8 0 0 0
9 0 0 0
10 0 0 0
11 0 0 0
12 0 0 0
Table 5.2: Comparison between Matlab and Map/Reduce: correlated multi-normal data.
True Matlab Map/Reduce
0 1.000 0.967 0.968
1 1.244 1.346 1.400
2 -1.342 -1.323 -1.351
3 -1.350 -1.411 -1.440
4 -1.797 -1.722 -1.725
5 -1.581 -1.539 -1.541
6 -1.597 -1.555 -1.557
7 -2.581 -2.542 -2.545
8 0 0 0
9 3.500 3.392 3.392
10 -2.300 -2.273 -2.280
11 0 0 0
12 0 0 0
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to cluster nodes and the result is resembled, which is more complex than Matlab ver-
sion. Also, these numerical dierence is propagated and magnied in the next iteration.
Regarding the computation time, the Map/Reduce version takes approximately 2 hours
to nish the job, while Matlab version only takes several minutes. Map/Reduce version
takes more time here because it runs on a laptop which using threads simulating cloud
computing enviroment. Also the bottleneck of Map/Reduce is loading data from disk
and writing data to disk, which is highly depend on computer's hard drive conguration.
However, the cluster like Amazon EC2 does not have these problems, since they dispatch
the data to dierent machines for parallel computation and use HDFS to speed up the
les operations. It is believed that the Map/Reduce version will become faster if it is
deployed on real clusters enviroment. The major advantage of Map/Reduce framework
is that it can handle large scale data set (for example, millions or even billions data sam-
ples), while Matlab usually can not handle such large data set due to memory limitation.
In conclusion, we have extended the above Lasso type VB logistic regression to large scale
data by Map/Reduce cloud computing. Also we have shown that the Lasso type VB
logistic regression has great potential in machine learning and scientic computation for
large scale data set.
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CHAPTER 6
SUMMARY
In this thesis, we developed new hybrid methods for biomedical image classication and
feature selection. Feature selection is critical for tumor classication in ultrasound B-
mode image classication not only because it improves the generalizability of the tumor
classier, but also because it helps radiologists have a better understanding of the tumor
through the selected important features. The classiers are based on the B-mode im-
age texture features, so we proposed a novel semi-automatical segmentation framework
based on the level set method. Depending on the B-mode image quality, we do image
pre-processing including histogram equalization, anisotropic smoothing and attenuation
compensation before applying level Set segmentation method. In detail, histogram equal-
ization improves a B-mode image by widening the peaks in the image histogram and
compressing valleys. Anisotropic smoothing does the intra-region smoothing and avoids
smoothing across the tumor boundaries as much as possible. HMRF-EM framework pro-
posed in Zhang et al. (2001) combines the spatial information for brain MR image segmen-
tation with multiplicative bias eld correction. We adapted the HMRF-EM framework
for ultrasound B-mode image attenuation compensation and used the output as the initial
contour for Level Set method. The initial curve is allowed to evolve under the interaction
of the level Set function, gradient and curvature together until reaching the maximum
iteration number or else a minimal change between two successive iterations. Then we
extract texture features related to ultrasound backscatter signals on small sub-ROI from
previous segmented ROI as described in chapter 2. This is just one example of a general
approach to feature extraction and classication for image data with region of interest.
In the ultrasound context and in many other situation, it is important that the features
be invariant to overall mean shifts and scales shifts in the image intensity.
We can see that all texture features are not directly determined by image intensity,
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so they are independent of B-mode image brightness. A challenge is that there are high
correlation within each group and methods for dealing with this issue were developed
in chapter 4. We also have found semi-parametric single index model a new application
in modeling the benign and malignant tumor's texture features from B-mode image in
chapter 2, although we manually select four texture features with high classication ac-
curacy. The four features including Uniformity of statistical Moments (X1), Contrast of
co-occurrence matrix in 135 directions (X6), Homogeneity of co-occurrence matrix in
0 degree direction (X15) and log of mean S() (X20) are all measurement of the image
homogeneity. Rigorous variable selection methods have been studied in chapter 3 and 4.
In this case, the novelty is in the application to boundary limited region of interest rather
than in the statistical approach.
In chapter 3 and 4, we have investigated dierent classication and feature selec-
tion strategies based on texture features and done classication experiment on mouse
and rat's ultrasound B-mode image data. In detail, we have developed a hybrid dynamic
Adaboost framework for ultrasound B-mode image classication and texture feature selec-
tion. It uses logistic regression as weaker learner for Adaboost and dynamically choosing
a subset of texture features which minimize the predened tness function by Genetic
Algorithm. Compared to single classier like original logistic regression, the Adaboost
ensemble classier increases weights associated with misclassied training samples from
previous boosting step and forces the weak learner in next step focus on these hard to be
classied samples. Also the dynamic Adaboost framework uses dierent subset of features
in each boosting step to reduce the correlation between weak learners. The classier is
based on sub-ROIs sampled from tumor region, so a nature extension is using majority
voting to classify tumors based these sub-ROIs. Together with boosting, dynamic feature
set and majority voting, the proposed dynamic Adaboost with logistic regression as weak
learner has higher classication accuracy than the single classier on the testing data.
Furthermore, based on the assumption that the frequency of features selected by Genetic
algorithm in each generation stands for the importance of that feature, we have developed
a general approach to selecte a sub-set of features.
We have also developed a new variational Bayesian approximation method to penal-
ized/Bayesian logistic regression with feature selection based on Lasso and Elastic Net
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Table 6.1: Carcinoma VS. Sarcomas Classication Summary
Training Data Accuracy Testing Data Accuracy
Single Logistic 88.05%(0.98%) 76.51%(6.60%)
Dynamic Adaboost with Voting 85.61%(3.91%) 81.73%(8.97%)
Dynamic Adaboost without Voting 80.47%(2.80%) 76.33%(5.95%)
VB Lasso logistic regression 86.45%(0.50%) 84.52%(0.17%)
VB EN logistic regression 85.03%(2.12%) 86.84%(2.48%)
type regularization by extending Gaussian prior to Laplace prior. It uses a lower bound
to approximate the log-likelihood and has an EM like updating formula using the approx-
imate posterior distribution. The approximate posterior distribution updates iteratively
until the change of lower bound between successive iterations is less than some predened
percentage. The initial posterior distribution is non-sparse, we use the credible interval
criterion to get a sparse solution for feature selection. Then original logistic regression
with selected variables is applied to the training and testing data. We have done classica-
tion experiments on various data sets including simulated data, spam data and mouse and
rat ultrasound B-mode image data. The experimental result reveals that the variational
Bayesian estimation of coecient is very stable among the repeated experiments on dif-
ferent simulated data, and has similar classication and feature selection result compare
to step-wise method on spam email data.
Table 6.1 gives an overall summary for dierent classication method on tumors based
on B-mode image texture features. We can conclude that single logistic regression has
over-tting tendency on training data and does not perform as well as dynamic Adaboost
with Voting or VB logistic regression with regularization on testing data. The voting
version of Adaboost outperforms the method without voting version both on training and
test data. In overall, VB Elastic Net logistic regression has better testing result than VB
Lasso for ultrasound B-mode image classication. This is because of the correlated group
structure within B-mode tumor image texture features. It is worth noting that, the VB
lasso method deletes X5; X6; X7; X12; X13; X14; X16; X20; X22 and X24, while VB Elastic
Net deletes X8; X10; X12; X13; X14; X16; X20; X22 and X24. So we can conclude that the
VB Lasso and EN type logistic regression select a lot of common features.
In this thesis we also used dierent methods including parallel GA implementation
and Map/Reduce cloud computing to speed up the computation or make the algorithm
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scalable for large scale data set. The logistic regression in each boosting step used dierent
subsets of features to reduce correlation between dierent weak learners. A genetic algo-
rithm is developed here for choosing the optimal subset features. It randomly generates
a population of features and selects the features that have good training sample accuracy
for cross-over and mutation operations to generate next generation. After reaching the
pre-dened maximum number of the generation, it stops evolving and returns the optimal
subset of feature for weak learner. To speed up the stochastic search of features in each
generation, we divide the population and distribute the calculation of training accuracy in
each logistic regression with dierent subset of features to dierent processors. After that
we combine the results from these processes in the main function, and select the subset of
features which gives best training accuracy within these population. The selected subset
of features is used to build the logistic regression for current boosting iteration. The
experimental result in chapter 3 shows that the parallel implementation is approximately
3 times faster than non-parallel version on a Quad-Core desktop computer.
We have extended the above VB logistic regression to large scale data by Map/Reduce
cloud computing, and implemented the approach using Hadoop (Hadoop (2007)), which
can utilize full computing power of clusters to speed up the computation. According
to the variational Bayesian updating rule, the VB approximate posterior distribution of
the coecient  is multi-normal with mean BN and covariance VN . Furthermore, the
mean BN and covariance VN only involve 4 main matrix operations: matrix transpose,
matrix times vector point-wise, matrix aggregation (summation by column) and matrix
multiply matrix. So we have successfully implemented the 4 matrix operation in Java
and Map/Reduce framework and obtained a cloud version of VB logistic regression with
L1 regularization. The experimental result on simulated data shows that the results from
Map/Reduce are very close to previous Matlab version, except for minor numerical dif-
ference. Also, we have observed that the bottleneck of Map/Reduce cloud computing in
a single computer simulating environment is loading and writing data to disk. However,
it is believed that the Map/Reduce version will become faster if it is deployed on highly
parallel cluster environment. The advantage of Map/Reduce framework over Matlab is
that it can handle large scale data set, which can not be load into memory by single
computer. Further research will investigate new statistics analysis method on ultrasound
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radio frequency data for tumor classication. The new Hadoop implementation of penal-
ized logistic regression will enable large scale data analysis and classication for extremely
large data sets.
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