Leaf chlorophyll content (Chl l ) may serve as an observational proxy for the maximum rate of 38 carboxylation ( !"# ), which describes leaf photosynthetic capacity and represents the single most 39 important control on modeled leaf photosynthesis within most Terrestrial Biosphere Models (TBMs). The 40 parameterization of !"# is associated with great uncertainty as it can vary significantly between plants 41
Introduction 68
Chlorophyll pigments absorb photosynthetically active radiation (PAR) and therefore constitute a vital 69 element in the photosynthetic process. Leaf chlorophyll content (Chl l ), defined here as total chlorophyll a 70 plus chlorophyll b content on a one-sided leaf area basis, varies substantially in space and time and 71 responds to changes in plant type (Gitelson et al., 2006a) , environmental conditions (Evans, 1989) , 72 nutrient and water availability (Yamori et al., 2011 ) and plant phenology (Croft et al., 2014) . Oleson et al., 2010), all embed coupled stomatal conductance and carbon assimilation models and leaf-to-91 canopy scaling schemes, to mechanistically reflect plant physiological responses to changes in 92 atmospheric CO 2 , climate, environmental conditions and plant species. However, simulated land surface 93 fluxes are highly sensitive to differences in modeling schemes (Chen et al., 2011 ) and adopted 94 parameterizations over spatial and temporal domains (Groenendijk et al., 2011; Knorr and Heimann, 95 2001; Zaehle, 2005) . The TBMs typically incorporate biochemical equations of C 3 and C 4 photosynthesis 96 (Collatz et al., 1992 (Collatz et al., , 1991 Farquhar et al., 1980) , where the maximum rate of carboxylation at 25 °C 97 ( !"# !" ) represents the single most important parameter for estimating GPP (Bonan et al., 2011; Rogers, 98 2014; Verheijen et al., 2013) . !"# is directly related to leaf concentration of the Rubisco enzyme that 99 acts as a catalyst for carbon fixation, which in turn is strongly related to leaf nitrogen (N) because of the 100 simulation of GPP and validated against 5 years of flux tower observations over irrigated and rainfed 133 maize and soybean fields. with best management practices for optimizing crop yields and only the rainfed site (Ne3) experienced 147 short periods of modest moisture stress (Verma et al., 2005) . Further details of the sites and 148 instrumentation are given in Verma et al., (2005) . 149 In each field, micro-meteorological and eddy covariance instrumentation are deployed for continuous 150 (half-hourly) measurements of standard meteorological variables and CO 2 , heat and water flux densities, 151 as detailed in Verma et al. (2005) and Suyker and Verma (2010) . Flux data are distributed under the fair-152 use policy in the Fluxnet -La Thuille synthesis dataset (http://www.fluxdata.org/, Agarwal et al., 2010) . 153
This study uses the half-hourly data, where the CO 2 flux densities or net ecosystem CO 2 exchange (NEE) 154 measured by the EC system have been quality checked, gap-filled and partitioned into gross primary 155 productivity (GPP) and ecosystem respiration (Re) based on a standardized technique and algorithm 156 (Reichstein et al., 2005) . In the derivation of GPP (GPP = NEE -Re), Re includes respiratory 157 components from leaves, stems, boles and soil, determined based on nighttime NEE observations (where 158 gross carbon uptake is assumed zero) and site-specific calibrated algorithms that define short-term 159 temperature sensitivities of Re (Reichstein et al., 2005) . Flux data are associated with random carefully established to represent the spatial variability in soil characteristics (e.g. moisture and organic 166 matter content), topography and crop production potential in order to accurately upscale ground 167 measurements to the whole-field level (Verma et al., 2005) . Green LAI was determined from destructive 168 samples of one-meter linear row sections in each IMZ, by multiplying the plant area (measured using a 169 LI-3100, LI-COR, Inc., Lincoln, NE) with the plant population of each sampling location (Vina et al., 170 2011). Plots were sampled at 10-to 14-day intervals covering all phenological stages (green-up, 171 reproductive and senescence stages) and resulting green LAI measurements have a reported mean 172 standard error less than 0.15 m 2 m -2 (Guindin-Garcia et al., 2012). Fraction of green leaves (fg) was 173 derived from the destructive measurements of green and total LAI. Chl l was estimated non-destructively 174 based on reflectance measurements of ear or collar leaf in maize and upper canopy leaves in soybean, 175 collected approximately twice a week within the six IMZs using a spectroradiometer equipped with a leaf 176 clip, as described in Gitelson et al. (2005) . Chl l determined analytically in the lab was related to the red 177 edge chlorophyll index (CI red edge = (R nir /R rededge ) -1) for the determination of linear regression coefficients 178 (Ciganda et al., 2009 ) and the derived Chl l vs. CI rededge relationship was used to retrieve Chl l of each leaf. 179
The linear model allowed Chl l estimation in both species, with an RMSD of less than 6 mg cm -2 in the 180
Chl l range from ~1 -90 mg cm -2 . LAI and Chl l data at the six IMZs were area-181 weighted averaged to obtain field-wide representative values (Gitelson et al., 2003b) . Since 182 predominantly green leaves were sampled for Chl l determination, estimates of total Chl l averaging both 183 green and senescent leaf material were calculated by multiplication with the field-wide estimates of fg. 184
These estimates of Chl l were used as input to CLM. 185
186
Given the large size of the fields and the central location of the towers (Fig. 4) nitrogen (N), and is given as: 196
where !"# !" is the catalytic Rubisco turnover rate at 25°C, !"# is the fraction of leaf nitrogen in 198
Rubisco, a and b are the slope and y-intercept of the linear regression and ! is a conversion factor given 199 540 m for all sites) and averaged to produce a single value of Chl l for each field. This is consistent with 251 the area-weighted averaging approach adopted for the in-situ measurements (Section 2.1). Between 5-7 252
Landsat scenes distributed over the growing season were acquired each year, with the retrievals linearly 253 interpolated between acquisitions to reproduce daily variability. Satellite retrievals of Chl l are highly 254 uncertain for sparse vegetative covers, as it is difficult to separate the relatively small leaf contribution 255 from the total signal (comprising leaf, canopy and soil contributions) . Therefore, 256 pixels during the green-up stage with an LAI < 1 (as retrieved by REGFLEC) were assigned the pixel-257 In this study, single-point simulations of GPP were performed using the CLM with the revised 304 parameterization scheme, forced with tower-based meteorology (solar radiation, air temperature and 305 humidity, wind speed, precipitation, surface pressure) and in-situ based LAI. CLM was run with a fixed 306 !"# !" (57 µmol m -2 s -1 ) and with !"# !" prescribed by Chl l (Fig. 3 ) using both in-situ (Section 2.1) and 307 satellite-based Chl l datasets (Section 2.3). The fixed value of !"# !" used here for both maize and soybean 308 corresponds to the assigned CLM PFT-specific (crop) value not adjusted for N limitation (Bonan et al., 309 2011) , which approximately represents the midpoint of parameter values used across a wide range of 310
TBMs (Rogers, 2014) . 311
312
While REGFLEC also outputs LAI, the in-situ based and destructively sampled LAI record was used in 313 this analysis as it provides an accurate estimate of the true LAI at the studied fields and a stronger basis 314 for evaluating the specific utility of Chl l as a proxy for photosynthetic capacity. Although CLM allows for 315 photoperiod-induced seasonality in !"# !" based on a daylength factor, this option was not invoked in these 316 analyses. Houborg et al. (2013) reported a minimal impact of this seasonal adjustment over a maize 317 growing season in Maryland, USA and argued that a more refined methodology should be implemented 318 to realistically account for photoperiod associated declines in photosynthetic capacity. 319
320
Hourly simulations of GPP were validated against flux tower observations by bin-averaging the data by 321 hour over segmented series of 5 days. This is a common approach (Baldocchi et al., 2000) , which serves 322 to reduce the random measurement errors associated with the carbon flux observations (Moncrieff et al., 323 1996) . Model performance was assessed using the Mean Bias Error (MBE), the Root-Mean-Square-324
Deviation (RSMD), the coefficient of determination (r 2 ) and the coefficient of efficiency (E). r 2 is a 325 traditional correlation-based metric to evaluate the goodness-of-fit of the model and it describes the 326 proportion of the observed variance that can be explained by the model. E has been described as an 327 improvement over r 2 (Legates and McCabe, 1999) and varies from 1 (perfect fit) to -∞, where negative 328 values indicate that the observed mean is a better predictor than the model. 329 330
3.
Results and Discussion 331
3.1.
− relationships 332 
298 !"# ! , where T l is leaf temperature (°K) and R gas is the universal 366 gas constant (8.3143 units) 367
Plant species (Fig. 2b) . 370
A relationship between Rubisco content and N must be established for deriving !"# (Eq. 2), which is 371 required as input to Eq. 1. The synthesized relationships for C 3 (Fig. 3a) and C 4 (Fig. 3b) species 372 demonstrate strong linear correlations and the importance of distinguishing species utilizing differing 373 photosynthetic pathways; the C 4 species have a maximum !"# on the order of 8% whereas the C 3 species 374 have around 3 times as much Rubisco at equivalent N (Fig. 3b) . Since the linear Rubisco versus N 375 relationship has a negative y-intercept, !"# increases with increasing N, which results in a curvilinear 376
The kinetic constants of Rubisco for C 4 species have been shown to differ from those of C 3 species 378 (Seemann et al., 1984 ) and a literature review of reported values of the catalytic Rubisco turnover rate at 379
) for important agricultural crops (Table 2) suggest higher values for C 4 species. The higher 380 turnover rates are partly compensated for by lower Rubisco contents (Fig. 3) . There is also significant 381 variation between different C 3 species, with plants from cool habitats (e.g. wheat, barley) tending to have 382 higher turnover rates than plants from warmer habitats (e.g. soybean, cotton, rice) ( Table 2) . !"# !" versus 383
Chl l relationships, established based on the synthesized C 3 and C 4 -specific regression coefficients ( Table  384 1), are highly dependent upon the specification of !"# !" (Fig. 4) . For comparison, the relationship between 385 !"# !" and N established for C 3 crops and based on a dataset of leaf traits and model inversions of the 386 maximum photosynthetic rate (Kattge et al., 2009 ) is also plotted in Fig. 4 using the C 3 specific linear 387 regression coefficients for converting from Chl l to N (Table 1 ). An obvious difference is the positive 388 intercept, which implies a positive carboxylation capacity for zero Chl l , whereas the relationships 389 resulting from this study predict a zero carboxylation capacity for Chl l of approximately 5 µg cm -2 (Fig.  390 3). The linear models derived in this study are based on observations covering a wide range in N and Chl l 391 ( 
411
in soybean (Fig. 5b) . Chl l in both maize and soybean is characterized by a steady decline during the 412 senescence stage, dropping to 20 and 12 µg cm -2 , respectively (Fig. 5b) . In maize, the high SD (±10.9 µg 413 cm -2 on average) is an indication of significant seasonal, inter-annual and inter-field variability caused by 414 different environmental conditions, phenology and agricultural management practices. Despite a higher 415 Table 1 ) are plotted on the secondary y-axis. (b) and (c) plot the field-averaged Chl l encompassing both green and senescent leaf material.
frequency of the in-situ samplings (twice a week) compared to the satellite retrievals (5 -7 acquisitions 417 per growing season), the seasonal trends and magnitudes of the satellite-based Chl l are similar to the in-418 situ records for both maize and soybean (Fig. 5c) , although the SD of the satellite-based Chl l data in 419 maize is substantially lower (6.4 µg cm -2 ). 420 421 Despite significant differences in Chl l levels in maize and soybean, values of !"# !" calculated from the 422 synthesized Chl l time-series data using the derived regression coefficients specific to maize and soybean 423 (Fig. 3) , are characterized by similar ranges varying from 15 -62 µmol m -2 s -1 and 10 -58 µmol m -2 s -1 , 424
respectively for the field measured data (Fig. 5b) (Fig. 5c) . The maximum !"# !" values are close to the fixed value 426 of !"# !" adopted for cropland in the CLM (57 µmol m -2 s -1 ; not adjusted for N availability). 427 (S1) to model simulations using the updated parameterization scheme (S2) (see Table A1 for a complete 437 list of model parameters used in the two schemes). Hourly simulations were generated from model runs 438 over the 2002 maize and soybean growing seasons and subsequently bin-averaged by hour to produce a 439 single diurnal curve of GPP, which is representative of a wide range of environmental and phenological 440 conditions. For the same !"# !" specification (i.e. 50 µmol m -2 s -1 ), the S1 simulations overestimate the S2 441 simulations (maize) during midday with approximately 9 µmol m -2 s -1 (Fig. 6a) , corresponding to ~20%. 442
This difference is largely attributed to 1) the modeling of the light-limited rate for C 4 plants in S1 as a 443 function of the quantum yield with no maximum limit, instead of making it dependent on the electron 444 transport rate (S2) (Appendix A) and 2) the adopted parameter values for the quantum yields and potential 445 rate of electron transport (Table A1) . Large discrepancies occur in the GPP estimates between S1 and S2 446 in soybean (Fig. 6a) . The high temperature inhibition functions adopted in S1 initiates thermal breakdown 447 of metabolic processes above approximately 30°C, which causes significant reductions in GPP during the 448 midday hours (Fig. 6a) . These tendencies are not supported by the observed GPP as evidenced by an r 2 of 449 0.78 compared to 0.95 based on S2 model simulations that assume an optimum temperature of !"# of 450 41.9°C (Appendix A). If the high temperature stress functions are disabled in S1 (i.e. S1*), agreement 451 with the observations improve considerably (r 2 = 0.93) and the S1 estimates become more comparable to 452 the S2 estimates (Fig. 6a ). This suggests a high adaptation ability of soybean to high temperatures. 453
Clearly, the type and form of the temperature response functions are critically important and models 454 should be parameterized to better account for significant variations in the temperature responses of 455 photosynthetic capacities between plants at leaf temperatures above 30°C (Leuning, 2002 for S2 and 30, 50, 70 for S1) to assess the sensitivity of GPP to variations in the leaf photosynthetic 459 capacity. For S2, the diurnal GPP levels resulting from the five different !"# !" inputs are reported in Fig.  460 6a, with Fig. 6b showing the corresponding % change in GPP from the nominal run ( !"# !" =50 µmol m -2 s -461 1 ). Changing !"# !" from 50 to 70 µmol m -2 s -1 translates to a 21% (maize) and 24% (soybean) increase in 462 GPP at noon, whereas a decrease from 50 to 30 µmol m -2 s -1 causes a 26% (maize) and 31% (soybean) 463 reduction in GPP at noon (Fig. 6b) . As expected, the strongest impact of !"# !" occurs during the midday 464 hours when irradiance is high and photosynthesis is primarily limited by the Rubisco capacity (von 465
Caemmerer, 2000). 466 467
The sensitivity results using S2 highlight the critical need for appropriate specification of !"# !" in order to 468 reduce uncertainties of model predicted GPP (Rogers, 2014; Zaehle, 2005) . Interestingly, the sensitivity 469 results based on S1 suggest significantly reduced model sensitivity to ±20 µmol m -2 s -1 variations in 470 !"# !" in maize (Fig. 6b) . As mentioned above, the calculation of C 4 photosynthesis differs between the two 471 parameterization schemes and whereas !"# !" directly controls light-limited assimilation in S2 through the 472 potential rate of electron transport (Appendix A), the quantum yield, which is parameterized 473 independently of !"# !" , is the dominant control in S1. Thus depending on the value used for the quantum 474 reproductive to senescence (Fig. 5) . Fig. 7b 
displays associated maps of green LAI jointly retrieved with 489
Chl l as part of the REGFLEC retrieval system. This LAI dataset was not used in the present study, as field 490 measured green LAI was used to force the single-point model simulations of GPP at the three field sites. 491
However, future applications of CLM will include spatially distributed (satellite-based) inputs of both 492 LAI and Chl l for facilitating model application over spatial and temporal domains. 493 494 Fig. 7c compares hourly 5-day bin-averaged flux tower observed GPP to single-point simulations of GPP 495 for maize (Ne1) and soybean (Ne2) during 2002, using a seasonally fixed !"# !" and !"# !" dictated by 496 variations in field-measured and satellite-retrieved Chl l . In maize, the Chl l -based parameterizations of 497 !"# !" cause a significant increase in the coefficient of determination (r 2 ) relative to using a fixed !"# !" . 498
Improvements are particularly evident during the late reproductive and senescence stages, where Chl l 499 gradually declines (Fig. 5 and Fig. 7a ) and where the use of a fixed !"# !" leads to substantial model 500 overestimations. A similar tendency is evident for soybean in addition to significant overestimation 501 during the green-up phase using a fixed !"# !" . However, in both maize and soybean, the fixed value of 57 502 µmol m -2 s -1 provides an excellent match with observations during most of the reproductive stage (Fig.  503   7c) . 504 505 Fig. 8 synthesizes data from all sites and years and displays the temporal behavior of model performance 506 over maize and soybean growing seasons based on quantitative statistical metrics including the mean bias 507 error, MBE (Fig. 8a) , coefficient of efficiency, E (Fig. 8b) and root-mean-square deviation, RMSD (Fig.  508   8c) . Time-period specific MBE, E and RMSD were calculated using all available GPP simulations within 509 the displayed DOY intervals based on a fixed !"# !" and !"# !" derived from satellite (S) and field-based 510
The field sites were managed according to best practice, using herbicide and pesticide applications, 513 fertilizer and irrigation (except Ne3) for optimizing crop yields and resulting in minimal crop stress due to 514 soil moisture and nutrient limitations over the studied years (Verma et al., 2005) . As a result, the model 515 with a fixed !"# !" performs best during peak LAI in the first half of the reproductive stage, whereas the 516 late reproductive and senescence stage is where the largest effect of the Chl l constraint on GPP in both 517 maize and soybean (Fig. 8) is seen. GPP simulations using a fixed !"# !" substantially overestimate 518 observations during this period, with the MBE and RMSD in maize and soybean reaching peak values of 519 6.5 and 9.3 µmol m -2 s -1 and 5 and 5.1 µmol m -2 s -1 , respectively. In addition, E drops markedly to levels 520 close to zero (Fig. 8b) , suggesting that the observed mean is as good a predictor as the model (Legates 521 and McCabe, 1999) . Simulations constrained by Chl l (either satellite or field-based) on the other hand, 522 maintain high values of E (~0.7 to 0.9) through the senescence stage, and the MBEs and RMSDs are 523 comparatively low, particularly in maize between DOY 220 and 270 (Fig. 8a and c) . 
538
In terms of overall model performance (over the full multi-year growing seasons), the use of time-series 539
Chl l data as a proxy for variations in photosynthetic capacity leads to reductions in model bias (Fig. 8a)  540 and RMSD (Fig. 8c) and increases in E (Fig. 8b) in both maize and soybean. Improvements in overall 541 model performance are most evident for maize, where the increase in r 2 relative to the fixed !"# !" run is 542 statistically significant at the 5% level for both satellite and field-based Chl l (Table 3) . Although the r 2 543 statistics for soybean are not significantly different between the fixed and seasonally variable !"# !" runs, 544 the satellite-based Chl l constraint results in E increasing from 0.87 to 0.91, a substantial bias reduction 545 from 1.9 to -0.22 µmol m -2 s -1 and the RMSD decreasing from 3.68 to 3.18 µmol m -2 s -1 (Table 4) , which 546 is similar to the performance level obtained using the field measured Chl l record (Table 4 ). In maize, the 547 results based on the satellite-retrieved Chl l constitute a slight improvement over model runs informed by 548 the field-measured Chl l data (Table 3 and Fig. 8 ). This suggests that there is utility of satellite-based Chl l 549 as an observational model constraint despite significant challenges associated with the retrieval of leaf 550 biochemistry and relatively high retrieval uncertainties . 551 552
Potentials and limitations of Chl l as a proxy for 553 554
The use of best management practices for optimizing crop yields resulted in optimal field conditions (in 555 terms of water and nutrient availability) during most of the green-up and reproductive stage, as reflected 556 by relatively constant levels of Chl l during this period at the studied fields. Model runs using a seasonally 557 fixed value of !"# !" (57) compared favorably against flux observations during the optimal growth 558 conditions around peak LAI, but resulted in substantial positive model biases towards the end of the 559 growing season. Accordingly, the largest benefit of using Chl l as a model constraint on GPP was reported 560 during the late reproductive and senescence stages, where reductions in chlorophyll occurred due to leaf 561 aging and increasing leaf senescence. Houborg et al. (2013) demonstrated the benefit of using Chl l to 562 down-regulate !"# !" during a maize growing season exposed to severe environmental conditions and 563 resulting in pronounced water and N-limited conditions. Obviously, the value of Chl l as a model 564 constraint will be maximized in fields exposed to longer periods of temperature, moisture and nutrient 565 stress. 566
567
Chl l was translated into !"# !" for integration into the leaf-photosynthesis-conductance scheme of the CLM 568 using crop-specific linear regressions based on an extensive literature review and synthesis. Results 569 demonstrated the utility of Chl l as a proxy for spatio-temporal variations in leaf photosynthetic capacity in 570 irrigated and rainfed maize and soybean fields. TBMs typically assign a single value of !"# !" to each 571 broadly defined PFT and at best distinguish between C 3 and C 4 croplands (Rogers, 2014) . However, the 572 !"# !" -Chl l regressions derived in this study indicate a large variability within the C 3 cropland PFT (Fig.  573 3), primarily as a result of significant variations in reported values of the Rubisco turnover rate ( !"# !" ) 574 between species (Table 2) , which serves as a key input to the semi-mechanistic equation linking Chl l and 575 !"# !" (Eq. 1). In light of the large sensitivity of modeled GPP to changes in !"# !" (Fig. 6 ) and significant 576 within PFT variability in !"# !" as a result of changes in crop type, photosynthetic pathway and N 577 availability (Kattge et al., 2009 ), the need to constrain this parameter is obvious and the reliability of 578 model simulations of GPP in space and time depends heavily on an observationally-based scheme to 579 accurately account for these variations in !"# !" . 580
581
Chl l serves as a strong candidate as an operational proxy for N (Homolová et al., 2013) and thus !"# !" , but 582 a successful utilization of earth observation-based Chl l information within land-surface modeling schemes 583 ultimately depends on (1) the validity of established regressions between !"# !" , Rubisco enzyme kinetics, 584 N, and Chl l , (2) the achievable Chl l retrieval accuracy and sampling frequency, and (3) the physical 585 realism of the modeling scheme and validity of model parameterizations, as further elaborated on below. 586
587
The outlined semi-mechanistic formulation assumes strong correlations between N and Chl l and between 588
Rubisco and N, which were generally observed in the compiled studies on cropland species (r 2 ranging 589 from 0.69 -0.98 and 0.67 -97, respectively). Lower N -Chl l correlations have occasionally been 590 reported for coniferous canopies and certain shrub, graminoide and herb species (see Homolová et al., 591 2013 for a review). While N -Chl l and Rubisco -N relationships are species-specific to some extent 592 (Fig. 2 and 3) , distinguishing between C 3 and C 4 photosynthetic pathways appear to capture most of the 593 variability within the studied cropland species. Another potential source of variation includes interrelated 594 2012), predominantly exposed to high irradiances, and the adopted relationships between Chl l , N and 599
were established to reflect that. The impact of light acclimation on the vertical profile of 600 photosynthetic capacity is often considered in TBMs on the basis of the upper canopy estimate, through 601 assumptions on N distribution and allocation within the canopy and division into sunlit and shaded leaf 602 components (e.g. de Pury and Farquhar, 1997; Thornton and Zimmermann, 2007) . The specification of 603 !"# !" may represent the largest uncertainty (Rogers, 2014) , as a small adjustment in this parameter will 604 significantly alter the intercept and slope of the !"# !" -Chl l relationship (Table 1) . Importantly, the 605 compilation of !"# !" values for common agricultural crops (Table 2) indicates that parameterization at the 606 broad PFT-level (i.e. C 3 and C 4 ) may not be sufficient for capturing the variability between species. While 607 uncertainties inevitably exist, the use of Chl l for constraining !"# !" provides a physically meaningful 608 mechanism for accounting for variations in photosynthetic potentials within and between agricultural 609 plant species, thereby reducing some of the large uncertainties associated with the use of prescribed PFT-610 specific values. the validity of adopted model formulations and parameterizations. Currently, there is a lack of consensus 638 in adopted values and parameterizations of !"# !" in TBMs (Rogers, 2014) , as it tends to function more as 639 a tunable model-dependent parameter to compensate for model-specific errors (Bonan et al., 2011) . 640
However, the use of !"# !" data constrained by space observations (e.g. Chl l ) or from the growing database 641 of plant traits (Kattge et al., 2011) , necessitates consistent and physically-realistic formulations of leaf 642 photosynthesis, which are well-constrained by data on kinetic constants and temperature dependencies 643 from the experimental literature. In this study, an updated parameterization of the CLM leaf 644 photosynthesis-conductance model was outlined based on a literature synthesis, and the application of the 645 revised scheme was found to be essential for matching modeled and observed fluxes in maize and 646 soybean when using Chl l as an observational constraint on !"# !" . Significant uncertainty remains in the 647 specification of optimal and spatially representative model parameters. Further studies are needed to 648 arrive at a robust set of PFT-specific parameterizations to use in the TBMs, and the range of PFTs may 649 retrieval from space observations can be a limiting factor. Future work will need to focus on further 671 development of image-based regularization techniques and the exploitation of multi-sensor data streams 672 and enhanced spectral information within physically-realistic CRTMs, in an effort to better discriminate 673 contributions from the atmosphere, leaf, canopy and soil and achieve higher estimation accuracies of leaf 674 biochemical constituents . The combination of Chl l information with alternative 675 proxies of photosynthetic efficiency (e.g. chlorophyll fluorescence observations), should also be an 676 important objective for future research, as it has potential for producing more consistent and time-critical 677 information needed to accurately inform models on the dynamics and variations in leaf photosynthetic 678 capacity. The development of an observationally-driven scheme for constraining !"# !" in space and time 679 is a necessary step towards reducing uncertainties in model predicted GPP across seasons, years and plant 680 communities. Table A1 lists parameterizations of the coupled photosynthesis-conductance model adopted in this study 704 and in the study of Bonan et al. (2011) . The slope and offset of the stomatal conductance model were 705 adjusted to better approximate conditions of the studied plants (Ball, 1988) 
The formulation of the temperature stress functions are provided in Bonan et al. (2011) . Rubisco specificity ( ! ! ) and the catalytic Rubisco turnover rate ( !"# ) and the relatively low value of 738 !"# !" reported for soybean ( Table 2 ) may suggest that a lower value of Γ * 25 should be used for applications 739 over soybean in order to satisfy the direct inverse relationship between ! ! and Γ * (Γ * = 0.5 ⋅ !/! ). 740 Accordingly, the lower estimate of Γ * 25 (3.69) determined in-vivo using gas exchange data and with the 741 assumption of an infinite mesophyll conductance (Caemmerer et al., 1994 ) is adopted here for soybean. 742
We assume a more conservative temperature response of Γ * (Farquhar et al., 1980) Here, I is the incident radiation and the multiplication with 0.5 is because photosystem II absorbs half the 778 available energy (von Caemmerer, 2000) . is commonly expressed as 1 − (e.g. von Caemmerer, 2000 ; 779
De Pury and Farquhar, 1997) , where is a spectral correction factor typically assigned a value of 0.15 for 780 C 3 plants (Evans, 1987) and the resulting value of (0.85) adopted here (Table A1) (Table A1) . 
