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M-矩阵代数 Riccati 方程是近年来受到关注的一类非线性矩阵方程. 由于广泛的应
用背景, 得到了深入的研究, 出现了一系列优美的理论结果与数值算法. 本文对 M-矩阵
代数 Riccati 方程的数值算法进行了研究, 得到了一些比之前的方法数值效果更好的算
法. 主要内容包括:
第一章, 简单介绍了 M-矩阵代数 Riccati 方程的相关理论与数值算法, 并对相关的
预备知识也作了简要说明. 主要内容包括 M-矩阵代数 Riccati 方程的应用背景与研究
进展, M-矩阵与一般矩阵方程的基本知识, M-矩阵代数 Riccati 方程的理论结果以及若
干数值解法.
第二章, 对交替线性化隐式迭代法 (ALI) 进行了推广和改进, 得到了一个更适用于





(DCLI). 数值实验表明, 选择方向的线性化隐式迭代法是求解 M-矩阵代数 Riccati 方程
的一类比较好的方法.
第四章,利用交替线性化隐式迭代法的思想,提出一类新的求解M-矩阵代数 Riccati
方程的交替线性化隐式迭代法 (NALI). 给出了新方法的收敛性分析, 并讨论了相应的两
个线性化隐式迭代法. 理论分析和数值实验表明新方法具有一定的优势.
第五章, 保结构加倍算法是目前求解 M-矩阵代数 Riccati 方程的最佳的一类方法.
本章对其中一个算法进行了改进, 使之能够适应比较广泛的一类 M-矩阵代数 Riccati 方
程. 理论分析和数值实验表明这种改进具有较好的理论意义和数值效果.
第六章, 总结和展望了 M-矩阵代数 Riccati 方程的一些方法与课题.





























Research on the theories and the efficient numerical methods of M-matrix algebraic
Riccati equation (MARE) has become a hot topic in recent years, due to its broad ap-
plications. In this thesis, some improvements of the numerical methods are obtained and
new methods for MARE are proposed. The outline of the thesis is as follows:
In Chapter 1, some basic results of MARE, including the background, theory and
numerical methods, are reviewed. Some definitions and preliminaries are also given, which
will be used later.
In Chapter 2, based on the alternately linearized implicit iteration method (ALI), a
modified ALI (MALI) iteration method is proposed, which includes two parameters that
can be tailored to reflect individual characteristic of each iteration direction. Convergence
of the MALI method is guaranteed for the MARE with a nonsingular M-matrix or an
irreducible singular M-matrix. Theoretic analysis and numerical experiments are given to
show that the MALI method can outperform the ALI method.
Single direction LI iterations are analyzed in Chapter 3, and a direction chosen LI
(DCLI) iteration method is proposed. Numerical examples are given to show that the
DCLI method is more efficient than the ALI method in some cases.
In Chapter 4, a new alternately linearized implicit iteration method (NALI) is pro-
posed for computing the minimal nonnegative solution of MARE. Convergence of the
NALI method is proved by choosing proper parameters for the nonsingular M-matrix or
irreducible singular M-matrix. Theoretical analysis and numerical experiments show that
the NALI method is more efficient than the ALI method in some cases.
Structure-preserving doubling algorithms (SDA) are the best methods for solving
MARE. In Chapter 5, the SDA-ss method proposed by Bini, Meini and Poloni is modified
so that it is more efficient for solving some types of MARE. Theoretical analysis and
numerical experiments are given to show that our modification can improve SDA-ss in
some cases.
Conclusions are drawn in Chapter 6, and future researches are also given.
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第一章 M-矩阵代数 Riccati 方程简介
第一章 M-矩阵代数 Riccati 方程简介
本章对 M-矩阵代数 Riccati 方程的相关理论与数值算法作简单介绍, 并对要用到的
预备知识作简要说明, 以便于后面讨论. 主要内容包括 M-矩阵代数 Riccati 方程的应用
背景与研究进展, M-矩阵与一般矩阵方程的基本知识, M-矩阵代数 Riccati 方程的理论
结果, 以及 M-矩阵代数 Riccati 方程的若干数值解法.
1.1 应用背景
矩阵方程是数值线性代数中的一个重要研究课题. 近几十年来, 矩阵方程的研究主
要集中于 Sylvester 方程, Lyapunov 方程, 连续型和离散型代数 Riccati 方程这几类方程
上. 这些方程的理论及数值解法可参考专著 [1–4].
非对称代数 Riccati 方程 (NARE) 是指如下形式的一类非线性矩阵方程,
𝑋𝐶𝑋 −𝑋𝐷 − 𝐴𝑋 +𝐵 = 0, (1-1)
其中 𝐴, 𝐵, 𝐶, 𝐷 是已知的实矩阵, 阶数分别为 𝑚×𝑚, 𝑚× 𝑛, 𝑛×𝑚, 𝑛× 𝑛, 𝑋 ∈ R𝑚×𝑛






定义 1.1： 对于非对称代数 Riccati 方程 (1-1), 若由 (1-2) 所定义的 𝐾 是 M-矩阵, 则
称这种类型的非对称代数 Riccati 方程为 M-矩阵代数 Riccati 方程, 简记为 MARE.
本文中, 我们只研究 M-矩阵代数 Riccati 方程, 而不涉及一般的非对称代数 Riccati 方
程. M-矩阵代数 Riccati 方程产生于众多的应用领域, 其中最典型的两个例子来自于对
粒子输运问题以及 Markov 链的 Wiener-Hopf 分解的研究 [5–17].
在粒子输运理论中, 描述一组中子输运过程的方程在经过数值积分离散后就得到如
(1-1) 形式的方程, 其中
𝐴 = Δ− 𝑒𝑞𝑇 , 𝐵 = 𝑒𝑒𝑇 , 𝐶 = 𝑞𝑞𝑇 , 𝐷 = Γ− 𝑞𝑒𝑇 ,
而
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𝑐𝜔𝑖(1− 𝛼) , 0 < 𝑐 ≤ 1, 0 ≤ 𝛼 < 1.
这样求解粒子输运散射函数的问题就转化为求解 M-矩阵代数 Riccati 方程的问题了.
















比较等式的两端, 可得 𝑋, 𝑌,𝐺1, 𝐺2 满足如下的关系式
𝑋𝐶𝑋 +𝑋𝐷 + 𝐴𝑋 +𝐵 = 0, 𝐺1 = 𝐷 + 𝐶𝑋,
𝑌 𝐵𝑌 +𝐷𝑌 + 𝑌 𝐴+ 𝐶 = 0, 𝐺2 = 𝐴+𝐵𝑌.
这样求 Markov 链 Wiener-Hopf 分解的问题就转化为求解 M-矩阵代数 Riccati 方程的
问题了.
关于粒子输运问题的 M-矩阵代数 Riccati 方程的详细介绍可参考文献 [10,18,19], 而
关于 Markov 链 Wiener-Hopf 分解的 M-矩阵代数 Riccati 方程的详细介绍可参考文
献 [9,11,15]. M-矩阵代数 Riccati 方程其他方面的应用背景可参考文献 [6–8,12,13,16,17]等等.
1.2 研究进展
近来, M-矩阵代数 Riccati 方程得到了深入的研究, 已经出现了大量的理论结果与
数值算法. 这方面的详细内容可以参考专著 [4,20], 综述文献 [21], 以及博士论文 [22–24] 等等.
一般来说方程 (1-1) 可能无解, 可能有解, 也可能有很多解, 但在实际应用中通常需
要的只是方程 (1-1) 的最小非负解 (按元素最小的解). 最小非负解存在性的一般结果最
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