V A L U E S O F T H E E -P O L I S
In our post-industrial age we are witnessing a paradigm shift from technocentrism to human-centrism and the emergence of an entirely new value system which holds out the prospect of a new Renaissance epoch. The arts and engineering, sciences and the humanities are given a means whereby they can reach a new synthesis (Dodig-Crnkovic, 2003) . This meeting of cultures is occurring to a great extent in cyber space, making issues of cyber ethics increasingly important.
One expression of a new rising human-centrism is the emergence of egovernment which changes the citizen-government relation, making the political system transparent and more accessible to the citizen in the participatory democracy. It is therefore argued that a rethinking of the idea of development in the contemporary globally-networked civilization is necessary (Gill, 2002 ). Networking at the global level must be seen in a symbiosis with local resources. Social cohesion in this context results from the ability to participate in the networked society through mutual interaction, exchange of knowledge and sharing of values. The problem of promoting e-government in developing countries via virtual communities' knowledge-management is addressed by Wagner, Cheung, Lee, and Ip (2003) .
P R I V A C Y M A T T E R S
Before the advent of ICT, communication between people was predominantly verbal and direct; (Moore, 1994, Agre and Rotenberg, 1997 ). Today we increasingly use computers to communicate. Mediated by a computer, information travels far and fast to a virtually unlimited number of recipients, and almost effortlessly (Weckert, 2001) . This leads to new types of ethical problems including intrusion upon privacy and personal integrity. Privacy can be seen as a protection of two kinds of basic rights:
• Priority in defining ones own identity. (This implies the right to control the use of personal information that is disclosed to others, as personal information defines who you are for the others. As a special case the freedom of anonymity can be mentioned. In certain situations we are ready to lend our personal data for statistical investigations, for research purposes and similar, under the condition that anonymity is guaranteed.)
• The right to private space. (This is generalized to mean not only physical space but also special artifacts that are exclusively associated with a certain individual, such as a private diary or private letters -or disk space.) The privacy of ones' home is a classic example of a private space which moreover is related to ones own identity. It is also an instructive archetype because it shows the nature of a private space as a social construction. You are in general allowed to choose whom you wish to invite to your home. However, under special circumstances it is possible for police, for example, to enter your home without your consent, this being strictly regulated by law.
Historically, as a result of experiences within different cultures a system of practices and customs has developed that defines what is to be considered personal and what is public, see (Warren and Brandeis, 1890) , (Thompson, 2001) . A basic distinction in human relations is consequently that between the private (shared with a few others) and the common (shared with wider groups), (DeCew, 2002) . Fried (Rosen, 2000) claims that only closely related persons can have true knowledge of an individual.
According to Mason (2000) , privacy can be studied through the relationships of four social groups (parties). The first party is the individual himself/herself. The second party consists of those others to whom the first party provides specific personal information for the sake of creating or sustaining a personal relationship or in return for services. The third party consists of all of the other members of society who can get access to an individual's private information, but who have no professional relation to the individual and no authority to use the information. Finally, the fourth party is general public who are in no direct contact with the individual's private space or information. During the interaction between parties, individuals invoke different levels of privacy. The advantages of close relationships are compared with the risks of the release of information and its inappropriate use which could result in a loss of personal space or harm to ones identity.
D I F F E R E N T V I E W S O F P R I V A C Y
The acquisition, storage, access to and usage of personal information is regulated and limited in most countries of the world by legislation. However, each part of the world has its own laws. In the US, separate laws apply to different kinds of records. Individual European countries have their own specific policies regarding what information can be collected, and the detailed conditions under which this is permissible. (For an international survey of privacy laws, including country-by-country reports, see Privacy and Human Rights 2004; see also Briefing Materials on the European Union Directive on Data Protection).
The current political situation in the world and the threat of terrorist attacks has led to governmental proposals in the European Union requiring Internet Service Providers to store personal information, for example data relating to Internet traffic, e-mails, the geographical positioning of cellular phones and similar, for a period of time longer than is required of them at present (ARTICLE 29 Data Protection Working Party).
Although relevant legislation is in effect locally, there are difficulties with respect to the global dissemination of information. To avoid conflicting situations, there is a need for international agreements and legislation governing the flow of data across national borders.
C O M P U T E R E T H I C S
Information and communication technology, ICT, is value-laden, as is technology in general, and is changing our ways of conceptualizing and handling reality, (Bynum and Rogerson, 2003, Spinello, 2003) . It is not always easy to recognize intrinsic values incorporated in an advanced technology. Specialized technical knowledge is often needed for an understanding of the intrinsic functionality of a technology, for example, how information is processed in a computer network.
The need for a specific branch of ethics for computer and information systems, as compared with a straightforward application of a general ethical theory to the field of computing is discussed by (Bynum, 2000 , Floridi and Sanders, 2002 and Johnson, 2003 . Tavani (2002) gives an overview of this so called uniqueness debate. While the philosophical discussion about its nature continues, computer ethics/cyber ethics is growing in practical importance and is establishing itself as a consequence of the pressing need for the resolution of a number of acute ethical problems connected with ICT.
The changing resources and practices appearing with ICT both yield new values and require the reconsideration of those established. New moral dilemmas may also appear because of the clash between conflicting principles when brought together unexpectedly in a new context. Privacy, for example, is now recognized as requiring more attention than it has previously received in ethics, (Moor, 1997) . This is due to reconceptualization of the private and public spheres brought about by the use of ICT, which has resulted in the recognition of inadequacies in existing moral theory about privacy. In general, computer ethics can provide guidance in the further development and modification of ethics when the existing is found to be inadequate in the light of new demands generated by new practices, (Brey, 2000) .
For Moor (1985) , computer ethics is primarily about solving moral problems that arise because there is a lack of policy (policy vacuum) about how computer technology should be used. In such a case, the situation that generates the moral problem must firstly be identified, conceptually clarified and understood. On the other hand, Brey claims that a large part of work in computer ethics is about revealing the moral significance of the existing practices that seem to be morally neutral. ICT has implicit moral properties that remain unnoticed because the technology and its relation to the context of its use are not sufficiently understood. Disclosive computer ethics has been developed in order to demonstrate the values and norms embedded in computer systems and practices. It aims at making computer technology and its uses transparent, revealing its morally relevant features.
F A I R I N F O R M A T I O N P R A C T I C E S
One of the fundamental questions related to the expansion of community networks is the establishment of fair information practices that enable privacy protection. At present it is difficult to maintain privacy when communicating through computer networks, which are continually divulging information. An example of a common concern is that many companies endeavor to obtain information about the behavior of potential consumers by saving cookies on their hard disks. Other possible threats against citizen's privacy include the unlawful storage of personal data, the storage of inaccurate personal data, the abuse or unauthorized disclosure of such data that are issues surrounding government-run identity databases. Especially interesting problems arise when biometrics is involved (for identity documents such as passports/visas, identity cards, driving licenses). Remote electronic voting is dependent on the existence of voters' database, and there are strong privacy concerns if the same database is used for other purposes, and especially if it contains biometric identifiers.
Many countries have adopted national privacy or data protection laws. Such laws may apply both to data about individuals collected by the government and to personal data in the hands of private sector businesses. The OECD have defined fair information practices which include the following principles: Collection limitation, Data quality, Purpose specification, Use limitation, Security, Openness, Individual participation and Accountability (see OECD Guidelines on the Protection of Privacy).
The exceptions to these principles are possible in specific situations, such as law enforcement investigations, when it might not be appropriate to give a suspect access to the information that the police are gathering. Nonetheless, the principles of fair information practices provide a framework for the privacy protection.
L E G I T I M A C Y B Y D E S I G N A N D F U T U R E T R U S T W O R T H Y C O M P U T I N G
Legitimacy is a social concept developed during human history, meaning "socially beneficial fairness". It concerns classical social problems such as the prisoner's dilemma and the "tragedy of the commons" in which individuals may profit at the expense of society. Social interactions without legitimacy lead society into an unsustainable state.
However, traditional mechanisms that support legitimacy, such as laws and customs are particularly ineffective in the cyberspace of today with its flexible, dynamic character, (Whitworth and de Moor, 2003) . The remedy is the incorporation of legitimacy by design into a technological system. That process begins with a legitimacy analysis which can translate legitimacy concepts, such as freedom, privacy and intellectual property into specific system design demands. At the same time it can translate technological artifacts such as computer programs into statements that can be understood and discussed in terms of ethical theory.
Legitimate interaction, with its cornerstones of trustworthiness and accountability, seems a key to the future of the global information society. This implies that democratic principles must be built into the design of socio-technical systems such as e-mail, CVE's (Collaborative Virtual Environments), chats and bulletin boards, electronic voting systems and similar. As the first step towards that goal, the legitimacy analysis of a technological artifact (software/hardware) is suggested.
"Trust is a broad concept, and making something trustworthy requires a social infrastructure as well as solid engineering. All systems fail from time to time; the legal and commercial practices within which they're embedded can compensate for the fact that no technology will ever be perfect." (Mundie, at al., 2003) In any computer-mediated communication, trust ultimately depends not on personal identification code numbers or IP addresses but on relationships between people with their different roles within social groups. The trust necessary for effective democracy depends on communication and much of the communication is based on interaction over computer networks. Trust and privacy trade-offs are normal constituents of human social, political, and economic interactions, and they consequently must be incorporated in the practices of the e-polis. The bottom line is of course the transparency of the system and the informed consent of all the parties involved.
C O N C L U S I O N
ICT supports and promotes the formation of new global virtual communities that are socio-technological phenomena typical of our time. In an e-democracy government, elected officials, the media, political organizations and citizens use ICT within the political and governance processes of local communities, nations and on the international stage. The ideal of e-democracy is greater and more direct citizen involvement. For the modern civilization of a global e-polis, the optimal functioning of virtual communities is vital. What are the basic principles behind successful virtual community environments? According to Whitworth there are two such principles:
• Virtual community systems must match the processes of human-human interaction.
• Rights and ownership must be clearly defined.
It is technically possible for ICT to incorporate these principles which include privacy protection via standards, open source code, government regulation etc. (Pottie, 2004 , Tavani & Moor, 2000 , including also trustworthy computing, (Mundie, at al., 2003) .
A process of continuous interaction and dialogue is necessary to achieve a socio-technological system which will guarantee the highest standards of privacy protection. Our conclusion is that trust must be established in ICT, both in the technology itself and in the way it is employed in a society.
