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Abstract 
In this paper we offer a new algorithm to the problem of cost optimization solved first 
by KELLEY and WALKER and later by FULKERSON. The problem is called 'Critical Path 
Method' CPM/cost in short after KELLEY and WALKER. We have developed our method 
on the basis of KELLEY and WALKER's work. Our method is simpler in our opininion 
and is easier to program. 
Keywords: network technique, cost optimization, CPM/cost problem. 
1. Introduction 
The introduction and solution of the CPM/cost problem appeared first in 
KELLEY and 'WALKER's (1959) paper. The result of KELLEY's work (1961) 
is an algorithm based on the primal dual algorithm of linear programming. 
The solution of the problem by flow algorithm can be found in FULKERSON's 
(1961) paper. 
When we developed our method we used KELLEY (1961) and FULK-
ERSON's (1961) result. While in FULKERSON's algorithm the arrows of the 
network were doubled, and the maximum flow problem was repeated on 
this extended network, we have accomplished by using KELLEY's (1961) 
ideas that no arrows have to be added to the network. This increases 
the speed of the algorithm both in theory and practice. More than this 
we believe that this algorithm is simpler and easier to make its computer 
program than any of the kind used earlier. 
In our paper we assume that the reader is at home in network flow 
theory such as longest path through a network, etc. We have no possibilities 
to discuss these in this present paper. 
IThis research is supported by OTKA F4112 
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2. The Model and the Solution of the Problem 
Let be given a directed graph. It can have only one source and sink. Let 
source be s and sink be t. In the graph there cannot be a loop and more 
than one arrow between two nodes. 
Let the set of the nodes be N, and that of the arrows A. To denote 
the graph the symbol [N, A] is used. In this network the arrows of the 
graph represent activities, the nodes stand for events. The event denoted 
by i in the network means: all the activities running into i must be finished 
by the time i takes place and all the activities running out of i can only 
start when i has taken place. If we denote the duration of an activity with 
T and the occurrence place of an event with 1i, we immediately come to the 
following condition 
V(i,j) E A. (1) 
Let be given to all Tij activity durations a lower and a higher time bound, 
which determine an interval in which Tij has to be. The low bound is called 
crash time, the upper bound is called normal time. Let's denote the crash 
time and normal time corresponding to (i, j) arrow aij and bij' So the next 
condition is: 
aij ~ Tij ~ bij V(i,j) E A. (2) 
Keeping condition (1) we can give several 1ii systems on the graph to a 
given Tij system which satisfy the condition. The 1ii system where 1ii is 
the smallest possible for all i, but satisfies condition (1) is called minimum 
time policy. The 1it value corresponding to this system is denoted by p and 
is called the project duration of the network assuming that 1is = 0 
1is = 0, 
1it = p. 
(3) 
(4) 
If we regard a mImmum 1ii system corresponding to a given Tij system 
there exists a path from s to t along which condition (1) is accomplished 
with equilibrium. This path is called critical path. Let be given to all 
(i,j) normal duration a Cnij normal cost and a Cij cost factor which show 
how much the associating cost increment is when the activity duration is 
increased by one day. Knowing this we can determine the so-called cra-sh 
cost (Cr ij) corresponding to the crash time 
Crij = Cnij + cij(bij - aij). 
Further restriction to Cij is that it should not be negative, that is: 
V(i,j) EA. 
cost 
Cr 
C 
Cn 
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a b 
Fig. 1. 
duration of an (i, j) act. 
All this can be shown on Fig. 1. 
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On a network where Tij is not determined but can move according 
to (2) between a lower and upper bound several kinds of project duration 
are available. On a network calculated with normal durations {bij} TIt 
is the maximum project duration possible, it is denoted by pmax. On a 
network calculated with crash durations TIt is the minimum project duration 
possible, let it be denoted by Pmin. In changing Tij values any project 
duration is available where 
Pmin ::; P ::; Pmax. (5) 
Changing the activity durations the same P project duration is available 
in several ways. It is evident that in case the cost slope of the activities 
differs different total cost will correspond to the same project duration. We 
are searching for the cheapest possible solution corresponding to a given 
project duration. We can establish the following objective function with 
the help of Fig. 1 
min(L~ {Cnij + (bij - Tij )Cij} . 
. A. 
As Cnij and (bijCij) are constant, the above objective function is equivalent 
to the following: 
max(L~ CijTij). (6) 
A 
Summarizing the points mentioned above the problem is the following: 
We are to find the Tli and Tij system which satisfies the following 
conditions 
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7rj - 7ri 
aij :::; Tij 
7rS 
~ Tij 
:::; bij 
= 0 
7rt = P 
Pmin :::; P :::; pmax 
\:f (i,j) EA 
\:f (i,j) EA 
and maximizes the following objective function 
max (L(CijTij)). 
A 
We call this the primal problem of the CPM/cost problem. The dual of 
this problem can be described as follows. 
Let 'Pij be the flow from s point to t point the total value of which is 
e. We are to find on digraph [N, A] the 'Pij flow to which 
ep + L (Cij - 'Pij )bij - L ('Pij - Cij )aij --+ is minimal. 
Cij >IPij 
(i,ilEA 
lPij >Cij 
(i,ilEA 
We transform the first element of the graph of the dual problem so that 
the later established theorems can be easier to prove. Using the 7rt = P and 
7rs = 0 relations: 
L {7rj L L 'Pij} - L {7ri L L 'Pij} = L(7rj - 7ri)'Pij. 
jEN i j iEN i j A 
The objective function is the following after transformation 
L(7rj - 7rd'Pij + L (Cij - CPij)bij - L ('Pij - Cij)aij --+ min. 
A Cij ><Pij <Pij >cij 
(i,ilEA (i,ilEA 
There is a strict connection between the primal and dual problems that we 
established in the lemma hereby. 
LEMMA: If there exist a T and 7r policy corresponding to the primal pro blem 
and a cP flow, then 
L(CijTij) :::; L(7rj - 7ri)'Pij + L (Cij - 'Pij)bij - L ('Pij - Cij)aij 
A A Cij ><Pij <Pij >cij 
(i,ilEA (i,ilEA 
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and equilibrium exists if and only if 
1rj - 1ri > Tij then 
bij > Tij then 
aij < Tij then 
PROOF: On an arrow where 'Pij < Cij 
according to the lemma. 
'Pij = 0 
'Pij ~ Cij 
'Pij ::; Cij 
31 
If we replace (1rj -1ri) and bij by Tij which is smaller or equal to them 
the inequality will become equality so the original statement will be true. 
Equality exists if and only if 
'Pij > 0 then 1rj - 1ri = Tij 100 
Cij > 'Pij then bij = Tij 200 
On an arrow where 'Pij < Cij 
according to the lemma. If we replace (1rj - 1rd by Tij which is smaller or 
equal to it, and aij by Tij which is greater or equal to it (this will mean 
subtracting a greater number than we had in the original subtraction) the 
inequality will become equality so the original statement will be true. 
Equality holds if and only if 
'Pij > o then 100 1rj - 1rj = Tij 
th 300 Cij < 'Pij en aij = Tij 
Summarizing the above mentioned equality in the lemma it exists if and 
only if 
'Pij > 0 then 1rj - 1ri = Tij 100 
Cij > 'Pij then bij = 'iij 200 
Cij < 'Pij then aij = Tij 300 
Reversing this 
1rj 1ri > Tij then 'Pij = 0 10 
bij > Tij then 'Pij ~ Cij 20 
aij < Tij then 'Pij ::; Cij 30 
This is exactly what is stated in the lemma. 
There is an important consequence to the lemma which will be" pre-
sented as follows: 
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THEOREM: (weak form of equilibrium) If there exists a 7ri and rij policy 
which satisfies the primal problem with an optional p project duration and 
a CPij flow on the network and also the value of the primal objective function 
(P) is equal to (D) the objective function ofthe dual problem which means 
P = D, then the solutions of both problems are optimal. 
PROOF: (in an indirect way) Let's assume that P = D but there exists 
a P* solution where P* > P. In this case P* > P = D but this is a 
contradiction according to the lemma. 
Let's assume that P = D but there exists a better dual solution (D*), 
where D* < D. In this case D* < D = P but this is a contradiction 
according to the lemma. In this way the theorem is proved. 
THEOREM: (duality theorem) According to a given p project duration 
(Pmin :::; P :::; Pmax) there is a 7r, r, and cp policy where the values of the 
objective functions are equal, that is optimal. 
The proof of the theorem is constructive, that is it gives the algo-
rithm, too. 
PROOF: The solution corresponding to the P = Pmax project duration comes 
about trivially. Let 7ri system be the time policy derived from rij = bij 
values. In this case trt = Pmax. Let CPij be zero on all arrows. This is an 
optimal solution as the values of the primal and dual objective functions 
are equal L Cijbij. If there is an optimal solution for any P then we can 
A 
give a p*, 7r*, r* and rjJ* that satisfy the lemma that is it is also optimal 
and p* < p. This statement says that if there exists an optimal solution 
to a P project duration, we can move on to an optimal solution which 
corresponds to a smaller project duration. As we know the optimal solution 
to the maximum project duration we can give the optimal solution to all P 
project duration in the Pmin, Pmax interval. We comprehend this through a 
two step construction. 
In the first step we increase r.p flow to cp*, so that the duality conditions 
formulated in the lemma continue to be true, that is the solution is still 
optimal. 
In the second step we decrease P project duration in a way that the 
duality conditions remain fulfilled, that is the solution is still optimal. 
First step: 
Let's examine: on a certain arrow which duality conditions can be accom-
plished in what kind of combination. The '+' indicates that the given 
duality condition is accomplished, the '·-'indicates that it is not. 
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Out of the eight possible combinations only (+++) and (++-) don't 
figure as these combinations cannot come about on one arrow. If all three 
conditions were accomplished on any arrow, it would mean, the 'Tij duration 
came between the normal time and the crash time and 1r j - 1r i > 'Tij, that is 
the activity has slack time. In this case, however, increasing the duration 
of the activity by one day, we would get a better solution to the same p, 
consequently an arrow to which all three conditions can be accomplished 
cannot correspond to any optimal solution. The same argument excludes 
(++-) combination, too. 
Depending on which conditions are accomplished on a certain arrow 
we can get some information on the flows passing through. This information 
tells us what the flows should be in case the conditions are accomplished. 
We have placed this information in the fourth column. In the fifth column 
we have classed the arrows in five groups (A1 - A5) according to which 
equilibrium condition is accomplished. 
Equilibrium condition Information I Group of' K-U K-;; 
1° 2° 3° on flows act. 
+ - + 'Pij = 0 A1 0 0 
+ - - 'Pij = 0 A1 0 0 
- + + 'Pij = Cij A2 0 0 
- + - 'Pij ~ Cij A3 00 'Pij - Cij 
- - + 'Pij ::; Cij A4 Cij - 'Pij 'Pij 
- - - 'P:. > 0 
.) - A5 00 'Pij 
In the first step the flow has to be increased so that the solution re-
mains optimal that is the duality conditions are accomplished to all arrows. 
If we increase the flows in a way that the arrows remain in the same arrow 
classes, the solution will still be optimal. With the help of data from flows 
information we can tell how much the flow can be increased or decreased 
on a certain arrow. The sixth and seventh columns show the capacities 
which came about as a result of this kind of argument. If we want to find 
maximal flow on a network with the above given capacities, we will get 1/Jij 
flow. Adding this to the original 'Pij flow, the new flow value on the ar.rows 
will be 
V(i,j) EA. 
With this step, the aim of which was to increase the flow by keeping the 
duality conditions, we have come to the second step. 
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Second step: 
We try to find a 1ri, 'Ttj system, where p* < p to the increased cpij flow 
where the duality conditions are accomplished that is the solution remains 
optimal. We mean that we change 'T and 1r values in a way that the arrow 
will stay in the arrow class corresponding to the flow on the arrow. The 
classing of certain arrows will inevitably change. 
In the first step we were looking for a maximal flow. In this case there 
exists an (S, T) cut the arrows of which are saturated. 
In the cut AI, A2 and A4 type arrows can occur. In the cut all arrow 
types can occur backwards. 
On the (i,j) arrows of the cut we decrease 1rj potentials by a well 
chosen 0 value. 
On the (i,j) arrows going backwards in the cut we decrease the po-
tential of i event by 0 value. 
The determination of 0 comes about in the following way. 
When the arrow is in the cut 
In the case of Al type arrows 
81:= min{1rj -1rj - bij : (i,j) E AI, (i,j) E (S,T)}. 
In this case the arrow will become A4, A5 type. In case of decreasing 1rj 
with a 8 < 01 value the arrow will remain Al type. 
In the case of A2 type arrows 
02 := min{1rj -1rj - aij : (i,j) E A2, (i,j) E (S,T)}. 
In this case the arrow will become A3 type. In case of decreasing 1rj with 
o < 82 value the arrow will remain A2 type. 
In the case of A4 type arrows 
04 := min{ 1rj - 1ri - aij : (i, j) E A4, (i, j) E (S, TH. 
In this case the arrow will become A3 type. In case of decreasing 1rj with 
8 < 84 value the arrow will remain A2 type. 
When the arrow goes backwards in the cut 
In the case of Al type arrows 01e can be of any value, the arrow remains 
Al type. 
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In the case of A2 type arrows 
82* := min{bj - 7rj + 7ri : (i,j) E A2, (i,j) E (T, S)}. 
In this case the arrows will become A4 type. In case we decrease 7ri in a 
smaller degree the arrow will remain A2 type. A larger decrease cannot 
be allowed, because in that case the arrow will not take the time values 
according to the flow which means the solution will not be optimal. 
In the case of A3 type arrows 
83* := min{bj - 7rj + 7ri : (i, j) E A3, (i, j) E (T, S)}. 
In this case the arrows will become .44 type. In case we decrease 7ri in a 
smaller degree the arrow will remain A2 type. A larger decrease cannot 
be allowed, because in that case the arrow will not take the time values 
according to the flow which means the solution will not be optimal. 
In the case of A4 type arrows 04* can be of any value, the arrow will 
be Al type. 
In the case of A5 type arrows 85* can be of any value, the arrow will 
be Al type. 
Knowing these data 8 can be determined in the following way 
The 0 value thus produced is definitely larger than zero. Let the new 7rt 
potential system be determined according to the following: 
* { 7ri .".. .. -,,~ .-
7ri - 8 
when i E S 
when i ET 
On arrows where both intersections are in S set of nodes, or both inter-
sections are in T set of nodes duality conditions are automatically accom-
plished. On arrows which are in the cut or backwards in the cut they 
are accomplished because on determinated 8 we had the aim to continue 
accomplishing these conditions. 
Thus p will become p* = p - 8 and an (i,j) duration can be determi-
nated from the following formula: 
* .{* *b} Tij = mm 7rj - 7ri; ij V(i,j) EA. 
The A4 and A5 type arrows which go backwards in cuts will become Al 
type arrow in case 8 = 1. This means that (i, j) activity which had been 
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critical so far, that is 7rj was determined by the activity, will not continue 
to be critical. If there is no critical path to j event 6 can only be chosen to 
be zero at .A.4 and .A.5 backward going arrows in cut. In this case there is no 
guarantee that the algorithm will not come to a stop somewhere before it 
reaches Pmin duration time in that P cannot be decreased further. The value 
of 6 on these arrows can only be chosen optionally large if the automatism 
of the algorithm guarantees that there is another critical path to j. 
This automatism can easily be proved. As (i, j) E .A. arrow goes 
backwards in the cut, that is the backward (j, i) arrow is saturated ('Pij 
flow passes through it) some flows (at least 'Pij) have to flow to j node. As 
flows can only be on critical arrows, critical path can go to j from other 
nodes not only from i that is the algorithm automatically accomplishes the 
expectation that an .A.4 and .A.5 type arrow can only go backwards in a cut 
if there is a critical path leading to j from another node. 
Thus we have completed step two. 
After all this we can go back to step one and increase the flow and 
then in the second step P project duration can be decreased. These steps 
must be alternately repeated until we reach the project duration wanted. 
It is advisable to calculate pmax project duration as well as Pmin project 
duration when starting solving the problem. Thus we can check whether 
the project duration we give is accomplishable at all. 
Thus the theorem is constructively proved. 
An important consequence of the theorem is presented hereby 
THEOREM: (strong equilibrium) If there exists an optimal (P) primal solu-
tion and an optimal solution (D) then their values are equal. 
PROOF: According the duality theorem there exist a maximal primal so-
lution (P*) and a minimal dual solution (D*) which are optimal that 
is (P*) = (D*). As (P) and (D) are also optimal so (P*) = (P) and 
(D*) = (D), but then (P) = (D). . 
3. A Sample Problem to Demonstrate the Algorithm 
On the given diagram we can see a network. In the table the normal and 
crash time values are given. There are also given the cost factors (Cij) 
corresponding to the activities 
A 
-(1) F A BeD E F G H 
I t B G bij 4 7 3 5 2 10 7 2 [) .@ .(2) 
aij 3 5 2 3 2 8 5 1 
I c 
·m H t Cij la 12 5 8 0 6 14 la 
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We want to find the optimal solution according to Pmin. 
Step 0 (The determination of Pmin and Pmax). 
Arrow A B C D E F G H Node 11 2 3 4 5 
'Tij 4 7 3 5 2 10 7 2 7ri 0 4 3 9 16 
Pmax = 7rt = 16 
Arrow lA B C D E F G H Node 1 2 3 4 5 
1T'ij 3 5 2 3 2 8 5 1 1ii 0 3 2 6 11 
Pmin = 7rt = 11 
To start with take 'Tij = bij time values and the event times calculated from 
there and the 'Pij = 0 flow. This is the optimal solution corresponding to 
Pmax project duration. 
Step 1 (increasing the flows) 
arrow I A B C D E F G H 
arrow classes Al - A5 I 4 1 4 4 1 1 4 1 
capacities ""ij 10 0 5 8 0 0 14 0 
""ji 0 0 0 0 0 0 0 0 
flows Wij 8 0 0 8 0 0 8 0 
new flows 'Pij + Wij 8 0 0 8 0 0 8 8 
Step 2 (decreasing 7ri, 'Tij, p) 
arrows in cut B E H F D nodes 1 2 3 4 5 
8 values 2 4 11 2 2 old 7r values 0 4 3 9 16 
8 min 2 new 7r values 0 4 3 7 14 
arrow A B C D E F G H 
new duration 4 7 3 3 2 10 7 2 
The new project duration p = 14. 
The costs have increased by 16 units that is by 8 cost units per time 
units. 
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Step 1* (increasing the flow) 
arrow I A B C D E F G H 
arrow classes Al - A5 4 4 4 3 1 4 4 1 
capacities Kij 2 12 5 ex) 0 6 6 0 
Kji 8 0 0 0 0 0 8 0 
flows Wij 2 6 0 0 0 2 6 0 
new flows 'Pij + 1/Jij 10 6 0 8 0 2 14 0 
Step 2* (decreasing 7i i, Tij, p) 
arrows in cut A G H D* nodes 1 2 3 4 5 I 
8 values 1 2 9 2 old 7i values 0 4 3 7 14 
8 min I 1 I 
new 7i values 0 3 3 7 13 
arrow iA B C D E F G H 
new duration I 3 7 3 4 2 10 6 2 
* Arrow D goes backwards in the cut. 
The new project duration is p = 13. The costs have increased by 16 
units which means 16 units per time unit. 
Step 1** (increasing the flows) 
arrow A B C D E F G H 
arrmv classes Al - A5 3 4 4 2 1 4 2 1 
capacities Kij ex) 6 5 0 0 4 0 0 
Kji 0 6 0 0 0 2 0 0 
flows 1/J;j 4 0 0 0 0 4 0 0 
new flows 'Pij + 1/Jij 14 6 0 8 0 6 14 0 
Step 2** (decreasing Tt i, T;j, p) 
arro'ws in cut F G H nodes 1 2 3 4 5 
8 values 2 1 6 old Tt values 0 3 3 7 13 
8 min 1 new 7i values 0 3 3 7 12 I 
arrow A B C D E F G H 
new duration 3 7 3 4 2 9 5 2 
The new project duration IS p = 12. 
The costs have increased by 20 units per time unit. 
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St~p 1*** (increasing the flows) 
arrow A B C D E F G H 
arrow classes Al - A5 3 4 4 2 1 2 3 1 
capacities /'i,ij 00 6 5 0 0 0 00 0 
/'i,ji 4 6 0 0 0 0 0 0 
flows '1f;ij 0 6 0 0 0 0 6 0 
new flows 'Pij + '1f;ij 14 12 0 8 0 6 20 0 
Step 2*** (decreasing 7ri, Tij, p) 
arrows in cut I F D B E H nodes 1 2 3 4 5 
5 values 1 1 2 2 7 old 7r values 0 3 3 7 12 
5 min 1 new 7r values 0 3 3 6 11 
arrow A B C D E F G H 
new activity time 3 6 3 3 2 8 5 2 
The new duration time p = 11. 
The costs have increased by 26 units that is 26 money units per time 
unit. 
As p = Pmin = 11, we have solved the problem. 
4. Summary 
In this paper we have given a new method to the time-cost trade off prob-
lem. Our solution is based on the theory of network flows and makes use 
of the duality theorem of linear programming. In theory our solution is 
faster than the one published by FULKERSON (1961) as it does not double 
the number of arrows as Fulkerson does. 
Our algorithm is based on repeated execution of the maximal flow 
problem. In the course of the solution the flow problem has to be repeated 
as many times as the number of breaks are in the cost curve between the 
maximal project duration and the project duration given by us. As there 
are more and more new and better algorithms being developed in connec-
tion with maximal flow problem, the speed of the CPM/cost algorithm 
depends basically on the speed of the algorithm used to solve the maxi-
mal flow problem. In solving the time-cost trade off problem any existing 
maximal flow algorithm can be used. If somebody wants to make a quick 
program to the problem, it is advisable to examine their speed in prac-
tice as their theoretical speed may not come through due to the special 
structure of the network. 
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