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Abstract
We define actions of a diagram automorphism on certain crystals, and then study three kinds of
“extremal” elements of them that are fixed by a diagram automorphism. We will show that such
extremal elements can be identified with extremal elements of the corresponding crystal for the orbit
Lie algebra. As a consequence, we prove that there exists a canonical injection from the elements of
the crystal base of an extremal weight module fixed by a diagram automorphism into the elements of
the crystal base of the corresponding extremal weight module for the orbit Lie algebra.
 2003 Elsevier Inc. All rights reserved.
Introduction
Let Uq(g) be the quantized universal enveloping algebra over Q(q) of a symmetrizable
Kac–Moody algebra g overQ, and let V (λ) be the integrable highest weightUq(g)-module
of dominant integral highest weight λ. In a series of papers [13,14,16], we proved that
the elements of the crystal base B(λ) for V (λ) fixed by a diagram automorphism are
canonically identified with the elements of the corresponding crystal base B˘(̂λ) for the
orbit Lie algebra g˘ of g, via the theory of path models due to Littelmann. It is quite
natural to conjecture that this can be generalized to the case of an extremal weight module
over Uq(g), which is introduced in [6] and [9] as a generalization of an integrable highest
(lowest) weight module.
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344 S. Naito, D. Sagaki / Journal of Algebra 268 (2003) 343–365The aim of this paper is to prove a part of this conjecture. Namely, we obtain a canonical
injection from the fixed point subset of the crystal base of an extremal weight module under
a diagram automorphism into the crystal base of the corresponding extremal weight module
for the orbit Lie algebra g˘.
Let us explain our results more precisely. A (Dynkin) diagram automorphism ω
naturally induces a Lie algebra automorphism ω ∈ Aut(g) of g such that ω(h) = h,
where h is the Cartan subalgebra of g. We define the contragredient map ω∗ :h∗ → h∗
by (ω∗(λ))(h) = λ(ω−1(h)) for λ ∈ h∗ := HomQ(h,Q) and h ∈ h, and then set (h∗)0 :=
{λ ∈ h∗ | ω∗(λ)= λ}. Note that we have a Q-linear isomorphism P ∗ω : ĥ∗ → (h∗)0, where ĥ
is the Cartan subalgebra of the orbit Lie algebra g˘ corresponding to ω.
Let P ⊂ h∗ be an ω∗-stable integral weight lattice such that αi ∈ P for all i ∈ I , and
P+ the set of dominant integral weights in P . For λ ∈ P+, we denote by B(±λ) the set of
Lakshmibai–Seshadri paths of shape ±λ. If λ ∈ P+ ∩ (h∗)0, then B(±λ) is stable under
the action of ω defined by: (ω(π))(t) = ω∗(π(t)), t ∈ [0,1], for π ∈ B(±λ). Denote by
B(±λ)w-ext and B(±λ)ext the sets of weakly extremal elements and extremal elements (see
Section 3.1 for definitions) in B(±λ), respectively. We show that B(±λ)w-ext and B(±λ)ext
are stable under the action of ω above, and set B0(±λ)w-ext := {π ∈ B(±λ)w-ext | ω(π)=
π}, B0(±λ)ext := {π ∈ B(±λ)ext | ω(π)= π}. We first prove the following theorem.
Theorem 1. Let λ ∈ P+ ∩ (h∗)0, and set λ̂ := (P ∗ω)−1(λ). Then we have(
P ∗ω
)−1(
B0(±λ)w-ext
)= B˘(±̂λ )
w-ext,
(
P ∗ω
)−1(
B0(±λ)ext
)= B˘(±̂λ )
ext,
where B˘(±̂λ)w-ext is the set of weakly extremal elements in the set B˘(±̂λ) of Lakshmibai–
Seshadri paths of shape ±̂λ, and B˘(±̂λ)ext is the set of extremal elements in B˘(±̂λ) for the
orbit Lie algebra g˘.
The diagram automorphism ω induces a Q(q)-algebra automorphism ω ∈ Aut(Uq(g)).
Let U˜q(g) = ⊕λ∈P Uq(g)aλ be the modified quantized universal enveloping algebra
introduced in [12], and (L(U˜q(g)),B(U˜q(g))) the crystal base of U˜q(g). We define a
natural action of ω on U˜q(g) by ω(xaλ) := ω(x)aω∗(λ) for x ∈ Uq(g) and λ ∈ P .
Then the crystal lattice L(U˜q(g)) of U˜q(g) is stable under ω, and the crystal base
B(U˜q(g)) is also stable under the action of ω induced from the action of ω on
L(U˜q(g)). Denote by B(U˜q(g))w-ext and B(U˜q(g))ext the sets of weakly extremal elements
and extremal elements (see Section 3.1 for definitions) in B(U˜q(g)), respectively. We
show that B(U˜q(g))w-ext and B(U˜q(g))ext are ω-stable, and set B0(U˜q(g))w-ext := {b ∈
B0(U˜q(g))w-ext | ω(b) = b}, B0(U˜q(g))ext := {b ∈ B0(U˜q(g))ext | ω(b) = b}. Then we
prove the following theorem.
Theorem 2. There exists a canonical bijection between B0(U˜q(g))w-ext and the set of
weakly extremal elements in the crystal base B˘(U˜q(g˘)) of the modified quantized universal
enveloping algebra U˜q(g˘) of the orbit Lie algebra g˘. In addition, there exists a canonical
injection from B0(U˜q(g))ext into the set of extremal elements in B˘(U˜q(g˘)).
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module Uq(g)aλ defined by the relations that aλ is an extremal weight vector of weight λ.
It is known from [6] that an extremal weight module has a crystal base B(λ), which
is a certain subset of B(U˜q(g)). We show that B(λ) is stable under the action of ω if
λ ∈ P ∩ (h∗)0, and set B0(λ) := {b ∈ B(λ) | ω(b) = b}. As a consequence of the second
assertion of Theorem 2 above, we finally obtain the following theorem.
Theorem 3. Let λ ∈ P ∩ (h∗)0, and set λ̂ := (P ∗ω)−1(λ). Then we have a canonical
injection from B0(λ) into the crystal base B˘(̂λ) of the extremal weight module V˘ (̂λ) over
the quantized universal enveloping algebra Uq(g˘) of the orbit Lie algebra g˘.
This paper is organized as follows. In Section 1, we fix standard notation for Kac–
Moody algebras, quantized universal enveloping algebras, and modified quantized univer-
sal enveloping algebras, and then recall some basic facts about diagram automorphisms
and orbit Lie algebras. In Section 2, we define the action of a diagram automorphism on
the set of paths, and then prove a certain identity for root operators (Proposition 2.1.3),
which plays an important role in this paper. We also study the elements of certain crys-
tals fixed by a diagram automorphism. In Section 3, we introduce the notions of weakly
extremal elements and W˜ -extremal elements, and recall the definition of an extremal el-
ement. Then we study weakly extremal elements and extremal elements fixed by ω, and
prove Theorems 1 and 2 above. In Section 4, we prove Theorem 3, using the description of
B(λ) in [6].
1. Preliminaries
1.1. Notation. Let g := g(A) be the Kac–Moody algebra over the rational numbers
Q associated to a symmetrizable generalized Cartan matrix A = (aij )i,j∈I , with Cartan
subalgebra h, simple roots Π = {αi}i∈I ⊂ h∗ := HomQ(h,Q), simple coroots Π∨ =
{α∨i }i∈I ⊂ h, Chevalley generators {xi, yi | i ∈ I }, where gαi =Qxi and g−αi =Qyi , and
Weyl group W = 〈ri | i ∈ I 〉.
Let P ⊂ h∗ be an integral weight lattice such that αi ∈ P for all i ∈ I , and set
P∨ := HomZ(P,Z) ⊂ h. Denote by Uq(g) = 〈xi, yi, qh | i ∈ I, h ∈ P∨〉 the quantized
universal enveloping algebra associated to g over the field Q(q) of rational functions in q ,
and by U˜q(g)=⊕λ∈P Uq(g)aλ the modified quantized universal enveloping algebra of g,
where aλ is a formal element of weight λ (see [6, §1.3] and [12]).
1.2. Diagram automorphisms. Let ω : I → I be a bijection of order N such that
aω(i),ω(j) = aij for all i, j ∈ I , which we call a (Dynkin) diagram automorphism. We define
a Q-linear automorphism ω :h→ h of order N as in [16, §1.1], and its contragredient map
ω∗ :h∗ → h∗ by (ω∗(λ))(h) := λ(ω−1(h)) for λ ∈ h∗, h ∈ h. Then we set
h0 := {h ∈ h | ω(h)= h} and (h∗)0 := {λ ∈ h∗ | ω∗(λ)= λ}. (1.2.1)
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(ω∗)−1ri ω∗ = rω−1(i) ∈W for each i ∈ I . Therefore, (ω∗)−1Wω∗ =W . We set
W˜ := {w ∈W ∣∣ (ω∗)−1wω∗ =w}. (1.2.2)
From now on, we always assume that the integral weight lattice P ⊂ h∗ is ω∗-stable
(for example, take an ω-stable Z-lattice P∨ ⊂ h containing α∨i , i ∈ I , such that αi(h) ∈ Z
for all i ∈ I and h ∈ P∨, and then set P := HomZ(P∨,Z) ⊂ h∗). The following lemma
can easily be shown (cf. [16, Lemma 1.2]).
Lemma 1.2.1.
(1) There exists a Q(q)-algebra automorphism ω ∈ Aut(Uq(g)) of order N such that
ω(xi)= xω(i), ω(yi)= yω(i), and ω(qh)= qω(h) for i ∈ I and h ∈ P∨.
(2) There exists a Q(q)-algebra automorphism ω ∈ Aut(U˜q(g)) of order N such that
ω(xaλ)= ω(x)aω∗(λ) for x ∈ Uq(g) and λ ∈ P .
1.3. Orbit Lie algebras. We set
cij :=
Nj−1∑
k=0
ai,ωk(j)
for i, j ∈ I , where Ni := #{ωk(i) | k  0}. We choose a complete set Iˆ of representatives
of the ω-orbits in I , and set I˘ := {i ∈ Iˆ | cii > 0}.
Remark 1.3.1 (cf. [2, §2.2]). Assume that cii > 0. Then cii = 1 or 2. If cii = 1, then
ai,ωNi /2(i) = −1 and ai,ωk(i) = 0 for any other 1  k  Ni − 1, k = Ni/2, with Ni even.
Hence the Dynkin diagram corresponding to the ω-orbit of the i is of type A2 × · · · ×A2
(Ni/2 times). If cii = 2, then ai,ωk(i) = 0 for all 1 k Ni−1. Hence the Dynkin diagram
corresponding to the ω-orbit of the i is of type A1 × · · · ×A1 (Ni times).
We set âij := 2cij /cj for i, j ∈ Iˆ , where ci := cii if i ∈ I˘ , and ci := 2 otherwise. Then
we know from [1, Lemma 2.1] that a matrix Â= ( âij )i, j∈Iˆ is a symmetrizable Borcherds–
Cartan matrix, and its submatrix A˘ = ( âij )i, j∈I˘ is a symmetrizable generalized Cartan
matrix. Let ĝ := g(Â ) be the generalized Kac–Moody algebra overQ associated to Â, with
Cartan subalgebra ĥ, simple roots Π̂ = {̂αi}i∈Iˆ , simple coroots Π̂∨ = {̂α∨i }i∈Iˆ , Chevalley
generators {̂xi, ŷi | i ∈ Iˆ }, and Weyl group Ŵ = 〈 r̂i | i ∈ I˘ 〉. The orbit Lie algebra g˘ is
defined to be the subalgebra of ĝ generated by ĥ ∪ {̂xi, ŷi | i ∈ I˘ }, which is a Kac–Moody
algebra associated to A˘.
It is known from [1, §2] that there exist Q-linear isomorphisms Pω :h0 → ĥ and
P ∗ω : ĥ∗ → (h0)∗ ∼= (h∗)0 such that
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Pω
(˜
α∨i
)= α̂∨i , P ∗ω (̂αi)= α˜i for each i ∈ Iˆ ,(
P ∗ω (̂λ)
)
(h)= λ̂(Pω(h)) for λ̂ ∈ ĥ∗ and h ∈ h0, (1.3.1)
where
α˜∨i :=
1
Ni
Ni−1∑
k=0
α∨
ωk(i)
∈ h0, α˜i := 2
ci
Ni−1∑
k=0
αωk(i) ∈
(
h∗
)0
. (1.3.2)
In addition, we know from [1, §3] that there exists a group isomorphism Θ : Ŵ → W˜ such
that Θ(ŵ)= P ∗ω ◦ ŵ ◦ (P ∗ω)−1 for each ŵ ∈ Ŵ , and that
wi :=Θ
(̂
ri
)=

Ni/2∏
k=1
(
rωk(i)rωk+Ni /2(i)rωk(i)
)
if cii = 1,
Ni∏
k=1
rωk(i) if cii = 2.
(1.3.3)
Namely, W˜ is a Coxeter group with the canonical generator system {wi}i∈I˘ . Denote
by !̂ : W˜ ∼= Ŵ → Z0 the length function of the Coxeter system (W˜ , {wi}i∈I˘ ) ∼=
(Ŵ , {̂ri}i∈I˘ ).
We denote by Uq(g˘)= 〈 x̂i , ŷi , qĥ | i ∈ I˘ , ĥ ∈ P̂ ∨〉 the quantized universal enveloping
algebra over Q(q) of the orbit Lie algebra g˘, where P̂ ∨ := HomZ(P̂ ,Z) ⊂ ĥ with P̂ :=
(P ∗ω)−1(P ∩ (h∗)0), and by U˜q(g˘) =
⊕
λ̂∈P̂ Uq(g˘)a˘ λ̂ the modified quantized universal
enveloping algebra, where a˘ λ̂ is a formal element of weight λ̂.
2. Crystals and diagram automorphisms
2.1. ω-root operators. A path is, by definition, a piecewise linear, continuous map
π : [0,1]→ h∗ =Q⊗Z P such that π(0)= 0. We denote by P the set of all paths (modulo
reparametrization), and by ei , fi :P ∪ {θ} → P ∪ {θ} the raising root operator and the
lowering root operator with respect to αi , respectively (cf. [10, §1] or [11, §1]), where θ is
an extra element corresponding to “0” of a crystal. We set, for π ∈ P, i ∈ I ,
hπi (t) :=
(
π(t)
)(
α∨i
)
and mπi := min
{
hπi (t) | t ∈ [0,1]
}
. (2.1.1)
For a path π , we define a path ω(π) by (ω(π))(t) := ω∗(π(t)) for t ∈ [0,1], and set
ω(θ) := θ . As in [13, Lemma 3.1.1], we can show the following lemma.
Lemma 2.1.1. On P∪ {θ}, we have ω ◦ ei = eω(i) ◦ω and ω ◦ fi = fω(i) ◦ω for all i ∈ I .
Let B⊂ P be the union of all subsets B′ ⊂ P such that B′ ∪ {θ} is stable under the root
operators and such that all local minimums of hπi (t) are integers for every π ∈ B′ and i ∈ I
(cf. [13, §2.3]). Then we see by Lemma 2.1.1 that B is stable under ω. We define
B0 := {π ∈ B | ω(π)= π}. (2.1.2)
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§3.1] (cf. Remark 1.3.1):
X˜i =

Ni/2∏
k=1
(
Xωk(i)X
2
ωk+Ni /2(i)Xωk(i)
)
if cii = 1,
Ni∏
k=1
Xωk(i) if cii = 2,
(2.1.3)
whereX is either e or f . We can show the following theorem by using [13, Theorem 3.1.2].
Theorem 2.1.2.
(1) B0 ∪ {θ} is stable under the ω-root operators.
(2) Let π ∈ B0 and i ∈ I˘ . If ejπ = θ (resp. fjπ = θ ) for some j ∈ {ωk(i) | k ∈ Z0}, then
e˜iπ = θ (resp. f˜iπ = θ ). Conversely, if e˜iπ = θ (resp. f˜iπ = θ ), then ejπ = θ (resp.
fjπ = θ ) for all j ∈ {ωk(i) | k ∈ Z0}.
(3) On B0, we have (
P ∗ω
)−1 ◦ e˜i = êi ◦ (P ∗ω)−1
and
(
P ∗ω
)−1 ◦ f˜i = f̂i ◦ (P ∗ω)−1 for each i ∈ I˘ , (2.1.4)
where êi and f̂i are the raising root operator and the lowering root operator with
respect to α̂i for the orbit Lie algebra g˘, respectively. Here, for a path π ∈ B0, we
define ((
P ∗ω
)−1
(π)
)
(t) := (P ∗ω)−1(π(t)) for t ∈ [0,1],
and P ∗ω(θ) := θ. (2.1.5)
We define e˜(n)i and f˜ (n)i for i ∈ I˘ and n ∈ Z0 by
X˜(n)i :=

Ni/2∏
k=1
(
Xn
ωk(i)
X2n
ωk+Ni /2(i)X
n
ωk(i)
)
if cii = 1,
Ni∏
k=1
Xn
ωk(i)
if cii = 2.
(2.1.6)
The following proposition plays a crucial role in this paper.
Proposition 2.1.3. On B0, we have(˜
ei
)n = e˜(n)i and (f˜i)n = f˜ (n)i (2.1.7)
for all n ∈ Z0 and i ∈ I˘ .
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where cii = 1. For simplicity, we give a proof only for the case where the Dynkin diagram
corresponding to the ω-orbit of the i is of type A2 and n = 2 (the proof for the general
case is similar, but more complicated). For π ∈ B0, we set hπ(t) := hπi (t) = hπj (t) and
mπ :=mπi =mπj with j := ω(i). Let us show that (˜ei)2 = e˜(2)i on B0.
Step 1. (˜ei)2π = θ if and only if mπ >−2. Moreover, if mπ −2, then
((˜
ei
)2
π
)
(t)=

π(t) if 0 t  t(1)0 ,
π(t)− 2(hπ(t)−mπ − 2)(αi + αj ) if t(1)0  t  t(1)1 ,
π(t)+ 2(αi + αj ) if t(1)1  t  t(0)0 ,
π(t)− 2(hπ(t)−mπ − 2)(αi + αj ) if t(0)0  t  t(0)1 ,
π(t)+ 4(αi + αj ) if t(0)1  t  1,
(2.1.8)
where
t
(0)
1 := min
{
t ∈ [0,1] | hπ(t)=mπ},
t
(0)
0 := max
{
t ′ ∈ [0, t(0)1 ] ∣∣ hπ(t)mπ + 1 for all t ∈ [0, t ′]},
t
(1)
1 := min
{
t ∈ [0,1] | hπ(t)=mπ + 1},
t
(1)
0 := max
{
t ′ ∈ [0, t(1)1 ] ∣∣ hπ(t)mπ + 2 for all t ∈ [0, t ′]}.
(2.1.9)
Assume that mπ > −2, that is, mπ = 0 or −1 (note that mπ ∈ Z, since π ∈ B). If
mπ = 0, then it follows from [13, Theorem 3.1.2] that e˜iπ = θ , and hence (˜ei)2π = θ . If
mπ =−1, then η := e˜iπ ∈ B0 is as follows (see [13, Theorem 3.1.2]):
η(t)=

π(t) if 0 t  t(0)0 ,
π(t)− 2(hπ (t)−mπ − 1)(αi + αj ) if t(0)0  t  t(0)1 ,
π(t)+ 2(αi + αj ) if t(0)1  t  1.
Here we remark that hπ (t) is strictly decreasing on [t(0)0 , t(0)1 ], since all local minimums of
hπ(t) are integers (cf. [11, §4]). We see by definition that
hη(t)=

hπ (t) if 0 t  t(0)0 ,
−hπ(t)+ 2mπ + 2 if t(0)0  t  t(0)1 ,
hπ (t)+ 2 if t(0)1  t  1.
It follows from the definition of t(0)0 that h
η(t) = hπ(t)  mπ + 1 for 0  t  t(0)0 ,
and hη(t(0)0 ) = mπ + 1. Since hπ (t) is strictly decreasing on [t(0)0 , t(0)1 ], we see that
hη(t) > hη(t
(0)
)=mπ +1 for t(0) < t  t(0). It is obvious that hη(t)= hπ(t)+2mπ +20 0 1
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proved the “if” part of the first assertion of Step 1. The “only if” part also follows from
the equality mη = mπ + 1. Indeed, if mπ  −2, then mη = mπ + 1  −1, and hence
e˜iη= ( e˜i)2π = θ by [13, Theorem 3.1.2].
Let us compute e˜iη= e˜ 2i π for π ∈ B0 with mπ −2. We set
s1 := min
{
t ∈ [0,1] | hη(t)=mη},
s0 := max
{
t ′ ∈ [0, s1] | hη(t)mη + 1 for all t ∈
[
0, t ′
]}
.
Since
hη
(
t
(0)
0
)=mπ + 1 =mη,
we see by the definition of s1 that s1  t(0)0 . Because hη(t) = hπ (t) for 0  t  t(0)0 , we
deduce that s0 = t(1)0 and s1 = t(1)1 . Furthermore, it follows again from [13, Theorem 3.1.2]
that
((
e˜i
)2
π
)
(t)= ( e˜iη)(t)=

η(t) if 0 t  t(1)0 ,
η(t)− 2(hη(t)−mη − 1)(αi + αj ) if t(1)0  t  t(1)1 ,
η(t)+ 2(αi + αj ) if t(1)1  t  1,
=

π(t) if 0 t  t(1)0 ,
π(t)− 2(hπ (t)−mπ − 2)(αi + αj ) if t(1)0  t  t(1)1 ,
π(t)+ 2(αi + αj ) if t(1)1  t  t(0)0 ,
π(t)− 2(hπ (t)−mπ − 2)(αi + αj ) if t(0)0  t  t(0)1 ,
π(t)+ 4(αi + αj ) if t(0)1  t  1.
Thus we have completed Step 1.
Step 2. The equality ( e˜i)2π = e˜(2)iπ holds for every π ∈ B0.
Let us show that e˜(2)iπ = θ if and only if mπ >−2. Assume that mπ = 0 or −1. Then
it follows from [11, Lemma 2.1(c)] that e2i π = θ . Hence we obtain
e˜(2)iπ = e2i e4j e2i π = θ.
Let us assume that mπ −2. By a calculation similar to the one in Step 1, we deduce that
η1(t) :=
(
e2i π
)
(t)=

π(t) if 0 t  t(1)0 ,
π(t)− (hπ(t)−mπ − 2)αi if t(1)0  t  t(1)1 ,
π(t)+ αi if t(1)1  t  t(0)0 ,
π(t)− (hπ(t)−mπ − 2)αi if t(0)0  t  t(0)1 ,
π(t)+ 2α if t(0)  t  1,i 1
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h
η1
j (t) :=
(
η1(t)
)(
α∨j
)=

hπ (t) if 0 t  t(1)0 ,
2hπ (t)−mπ − 2 if t(1)0  t  t(1)1 ,
hπ (t)− 1 if t(1)1  t  t(0)0 ,
2hπ (t)−mπ − 2 if t(0)0  t  t(0)1 ,
hπ (t)− 2 if t(0)1  t  1.
By the definition of t(1)0 , we see that h
η1
j (t)mπ+2 for 0 t  t(1)0 . Since hπ (t) is strictly
decreasing on [t(1)0 , t(1)1 ], we get hη1j (t) hη1j (t(1)1 )=mπ for t(1)0  t  t(1)1 . It follows from
the definition of t(0)0 that h
η
j (t)mπ for t
(1)
1  t  t
(0)
0 . Since hπ (t) is strictly decreasing
also on t ∈ [t(0)0 , t(0)1 ], we obtain that hη1j (t) > hη1j (t(0)1 )=mπ − 2 for t(0)0  t < t(0)1 . It is
obvious that hη1j (t) mπ − 2 for t1  t  1. Therefore, mη1j := min{hη1j (t) | t ∈ [0,1]} =
mπ − 2−4, and hence e4j η1 = θ by [11, Lemma 2.1(c)]. Thus, if we set
u
(0)
1 := min
{
t ∈ [0,1] ∣∣ hη1j (t)=mη1j },
u
(0)
0 := max
{
t ′ ∈ [0, u(0)1 ] ∣∣ hη1j (t)mη1j + 1 for all t ∈ [0, t ′]},
then we see that u(0)1 = t(0)1 , and t(0)0 < u(0)0 < t(0)1 . By definition, we get
η2(t) :=
(
ej e
2
i π
)
(t)=

π(t) if 0 t  t(1)0 ,
π(t)− (hπ (t)−mπ − 2)αi if t(1)0  t  t(1)1 ,
π(t)+ αi if t(1)1  t  t(0)0 ,
π(t)− (hπ (t)−mπ − 2)αi if t(0)0  t  u(0)0 ,
π(t)− (hπ (t)−mπ − 2)(αi + 2αj )− 3αj if u(0)0  t  t(0)1 ,
π(t)+ 2αi + αj if t(0)1  t  1,
and
h
η2
j (t)=

hπ(t) if 0 t  t(1)0 ,
2hπ(t)−mπ − 2 if t(1)0  t  t(1)1 ,
hπ(t)− 1 if t(1)1  t  t(0)0 ,
2hπ(t)−mπ − 2 if t(0)0  t  u(0)0 ,
−2hπ(t)+ 3mπ if u(0)0  t  t(0)1 ,
hπ(t) if t(0)  t  1.1
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u
(1)
1 := min
{
t ∈ [0,1] ∣∣ hη2j (t)=mη2j }= u(0)0 ,
u
(1)
0 := max
{
t ′ ∈ [0, u(1)1 ] ∣∣ hη2j (t)mη2j + 1 for all t ∈ [0, t ′]}= t(0)0 .
Hence we obtain
(
e2j e
2
i π
)
(t)=

π(t) if 0 t  t(1)0 ,
π(t)− (hπ (t)−mπ − 2)αi if t(1)0  t  t(1)1 ,
π(t)+ αi if t(1)1  t  t(0)0 ,
π(t)− (hπ (t)−mπ − 2)(αi + 2αj )− 2αj if t(0)0  t  t(0)1 ,
π(t)+ 2αi + 2αj if t(0)1  t  1.
By repeating a similar calculation, we can show that
η3(t) :=
(
e4j e
2
i π
)
(t)=

π(t) if 0 t  t(1)0 ,
π(t)− (hπ (t)−mπ − 2)(αi + 2αj ) if t(1)0  t  t(1)1 ,
π(t)+ αi + 2αj if t(1)1  t  t(0)0 ,
π(t)− (hπ (t)−mπ − 2)(αi + 2αj ) if t(0)0  t  t(0)1 ,
π(t)+ 2αi + 4αj if t(1)1  t  1.
Because hη3i (t) = hπ(t), we have mη3i := min{hη3i (t) | t ∈ [0,1]} = mπ  −2. Hence
e2i η3 = e˜(2)iπ = θ . This completes the proof of the “only if” part.
In addition, we also deduce that if π ∈ B0 satisfies mπ −2, then
(
e˜(2)iπ
)
(t)=

π(t) if 0 t  t(1)0 ,
π(t)− 2(hπ(t)−mπ − 2)(αi + αj ) if t(1)0  t  t(1)1 ,
π(t)+ 2(αi + αj ) if t(1)1  t  t(0)0 ,
π(t)− 2(hπ(t)−mπ − 2)(αi + αj ) if t(0)0  t  t(0)1 ,
π(t)+ 4(αi + αj ) if t(0)1  t  1.
Therefore, we finally arrive at the conclusion that ( e˜i)2π = e˜(2)iπ for every π ∈ B0.
We prove that (f˜i )2 = f˜ (2)i on B0 for all i ∈ I˘ . For a path π , we define the “dual” path
π∨ by
π∨(t) := π(1− t)− π(1) for t ∈ [0,1], and θ∨ := θ. (2.1.10)
It is known from [11, Lemma 2.1(e)] that (fiπ)∨ = ei(π∨) and (eiπ)∨ = fi(π∨) for all
i ∈ I . Moreover, we see that π∨ ∈ B0 for every π ∈ B0. By using these facts, we obtain
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the proof of the proposition. ✷
2.2. Path models. Let λ ∈ P+ := {λ ∈ P | λ(α∨i ) ∈ Z0 for all i ∈ I }. We denote by B(λ)
the set of Lakshmibai–Seshadri paths of shape λ. We also set B(−λ) := B(λ)∨ = {π∨ |
π ∈ B(λ)} and B(λ,−µ) := B(λ) ∗ B(−µ) for each λ, µ ∈ P+, where ∗ denotes the
concatenation of paths (see [11, §1 and §2.6]). Then, we see by [11, Lemma 4.5(d)] that
B(±λ) and B(λ,−µ) are contained in B for all λ,µ ∈ P+.
We deduce by [11, Corollary 3] and Lemma 2.1.1 that ω(B(±λ)) = B(±ω∗(λ)) and
ω(B(λ,−µ))= B(ω∗(λ),−ω∗(µ)). Set
B0(±λ) := B(±λ) ∩B0 for λ ∈ P+ ∩
(
h∗
)0
,
B0(λ,−µ) := B(λ,−µ) ∩B0 for λ,µ ∈ P+ ∩
(
h∗
)0
.
(2.2.1)
Let P̂+ := (P ∗ω)−1(P+ ∩ (h∗)0). Denote by B˘(̂λ) the set of Lakshmibai–Seshadri paths
of shape λ̂ ∈ P̂+ for the orbit Lie algebra g˘. We set B˘(−̂λ) := B˘(̂λ)∨ for λ̂ ∈ P̂+ and
B˘(̂λ,−µ̂) := B˘(̂λ) ∗ B˘(−µ̂) for λ̂, µ̂ ∈ P̂+. We can easily show the following proposition
by using Theorem 2.1.2, Proposition 2.1.3, and [14, Theorem 4.2].
Proposition 2.2.1. Let λ,µ ∈ P+ ∩ (h∗)0, and set λ̂ := (P ∗ω)−1(λ), µ̂ := (P ∗ω)−1(µ).
(1) B0(±λ) ∪ {θ} and B0(λ,−µ)∪ {θ} are stable under the ω-root operators.
(2) Let π ∈ B0(±λ) or B0(λ,−µ), and i ∈ I˘ . If ejπ = θ (resp. fjπ = θ ) for some
j ∈ {ωk(i) | k ∈ Z0}, then e˜iπ = θ (resp. f˜iπ = θ ). Conversely, if e˜iπ = θ (resp.
f˜iπ = θ ), then ejπ = θ (resp. fjπ = θ ) for all j ∈ {ωk(i) | k ∈ Z0}.
(3) On B0(λ) and B0(λ,−µ), we have ( e˜i)n = e˜(n)i and (f˜i )n = f˜ (n)i for every i ∈ I˘
and n ∈ Z0.
(4) Each element π ∈ B0(λ) is of the form π = f˜i1 f˜i2 · · · f˜ik πλ for some i1, i2, . . . , ik ∈ I˘ ,
where πλ(t) := tλ, t ∈ [0,1]. Similarly, each element π ∈ B0(−λ) is of the form
π = e˜j1 e˜j2 · · · e˜jlπ−λ for some j1, j2, . . . , jl ∈ I˘ , where π−λ(t) := −tλ, t ∈ [0,1].
(5) We have (
P ∗ω
)−1 ◦ e˜i = êi ◦ (P ∗ω)−1 and (P ∗ω)−1 ◦ f˜i = f̂i ◦ (P ∗ω)−1 (2.2.2)
on B0(±λ) and B0(λ,−µ) for all i ∈ I˘ . Hence we obtain (P ∗ω)−1(B0(±λ))= B˘(±̂λ)
and (P ∗ω)−1(B0(λ,−µ))= B˘(̂λ,−µ̂).
At the end of this subsection, let us prove the following (key) lemma.
Lemma 2.2.2. Let π ∈ B0(λ) (resp. π ∈ B0(−λ)). Then we have eiπ = θ (resp. fiπ = θ )
for all i ∈ I with cii  0. In addition, if π ∈ B0(λ,−µ), then we have either eiπ = θ or
fiπ = θ for all i ∈ I with cii  0.
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if µ ∈Wλ ∩ (h∗)0 = W˜λ, then µ(α∨i )  0. Therefore, we deduce by the definition of a
Lakshmibai–Seshadri path (cf. [11, §4]) that if π ∈ B0(λ), then hπi (t) is nondecreasing
on [0,1], and hence that eiπ = θ by the definition of ei . Hence, we can show that if
π ∈ B0(−λ), then hπi (t) is nonincreasing on [0,1], and hence that fiπ = θ .
Let π ∈ B0(λ,−µ). By the argument above, we deduce that if hπi (1) 0, then mπi = 0,
and hence eiπ = θ . On the other hand, if hπi (1) 0, then hπi (1)=mπi , and hence fiπ = θ .
This completes the proof of the lemma. ✷
2.3. Crystals B(λ,−µ) with λ,µ ∈ P+. For λ ∈ P+, we denote by V (λ) the integrable
highest weight Uq(g)-module of highest weight λ with highest weight vector vλ, and
by V (−λ) the integrable lowest weight Uq(g)-module of lowest weight −λ with lowest
weight vector v−λ. Denote by (L(±λ),B(±λ)) the crystal base of V (±λ). For λ, µ ∈
P+, V (λ,−µ) := V (λ)⊗Q(q) V (−µ) has the crystal base (L(λ,−µ),B(λ,−µ)), where
L(λ,−µ) := L(λ)⊗A L(−µ) with A the subring of Q(q) consisting of rational functions
in q regular at q = 0, and B(λ,−µ) := B(λ)⊗B(−µ).
The following proposition is obvious by [3, Corollary 6.4.27] or [8, Theorem 4.1] (recall
from [11, Lemma 2.7] and [7, §7.3] that B(λ) ∗B(−µ)∼= B(λ)⊗B(−µ) as crystals).
Proposition 2.3.1. There exist unique isomorphisms Φ±λ :B(±λ)→ B(±λ) of crystals
such that Φ±λ(v±λ) = π±λ. Hence, we have an isomorphism Φλ,−µ :B(λ,−µ) →
B(λ,−µ) of crystals such that Φλ,−µ(vλ ⊗ v−µ)= πλ ∗ π−µ.
As in [2, §4.1] and [1, §2], we obtain a unique Q(q)-linear isomorphism ω :V (±λ)→
V (±ω∗(λ)) such that ω(xv±λ)= ω(x)v±ω∗(λ) for all x ∈ Uq(g). In exactly the same way
as [16, Lemma 3.1], we can show the following lemma.
Lemma 2.3.2.
(1) On V (±λ), we have ω ◦ ei = eω(i) ◦ω and ω ◦ fi = fω(i) ◦ω for each i ∈ I , where ei
and fi are the raising Kashiwara operator and the lowering Kashiwara operator with
respect to αi , respectively. Hence we get ω(L(±λ))= L(±ω∗(λ)).
(2) Let ω :L(±λ)/qL(±λ) → L(±ω∗(λ))/qL(±ω∗(λ)) be the Q-linear isomorphism
induced from ω :L(±λ)→ L(±ω∗(λ)). On B(±λ), we have ω ◦ ei = eω(i) ◦ ω and
ω ◦ fi = fω(i) ◦ω for each i ∈ I . Hence we get ω(B(±λ))= B(±ω∗(λ)).
We see by Lemmas 2.1.1 and 2.3.2 that the following diagram is commutative:
B(±λ)
ω
Φ±λ
∼ B(±λ)
ω
B(±ω∗(λ))
Φ±ω∗(λ)
∼ B(±ω∗(λ)).
(2.3.1)
S. Naito, D. Sagaki / Journal of Algebra 268 (2003) 343–365 355On the other hand, we have the following maps for each λ,µ ∈ P+ by considering the
tensor product ω⊗ ω:
ω :V (λ,−µ)→ V (ω∗(λ),−ω∗(µ)),
ω :L(λ,−µ)→L(ω∗(λ),−ω∗(µ)), (2.3.2)
ω :B(λ,−µ)→ B(ω∗(λ),−ω∗(µ)).
By combining Proposition 2.3.1 and the commutative diagram (2.3.1), we have the
following commutative diagram:
B(λ,−µ)
ω
Φλ,−µ
∼ B(λ,−µ)
ω
B(ω∗(λ),−ω∗(µ)) Φω∗(λ),−ω∗(µ)∼ B(ω∗(λ),−ω∗(µ)).
(2.3.3)
The next lemma follows from the commutative diagram above and Lemma 2.1.1.
Lemma 2.3.3. Let λ,µ ∈ P+, Then, on B(λ,−µ), we have ω ◦ ei = eω(i) ◦ ω and
ω ◦ fi = fω(i) ◦ ω for each i ∈ I .
Thus, if λ, µ ∈ P+ ∩ (h∗)0, then B(λ,−µ) is stable under ω. We set
B0(λ,−µ) := {b ∈ B(λ,−µ) | ω(b)= b}. (2.3.4)
We deduce from the commutative diagram (2.3.3) that
Φλ,−µ
(B0(λ,−µ))= B0(λ,−µ). (2.3.5)
Let λ̂, µ̂ ∈ P̂+. We denote by B˘(̂λ,−µ̂) the tensor product of the crystal base for the
integrable highest weight Uq(g˘)-module of highest weight λ̂ and the crystal base for
the integrable lowest weight Uq(g˘)-module of lowest weight −µ̂. Denote by Φ˘ λ̂,−µ̂ :
B˘(̂λ,−µ̂)→ B˘(̂λ,−µ̂) the isomorphism of crystals (cf. Proposition 2.3.1).
Proposition 2.3.4. Let λ,µ ∈ P+ ∩ (h∗)0, and set λ̂ := (P ∗ω)−1(λ), µ̂ := (P ∗ω)−1(µ).
(1) B0(λ,−µ) ∪ {θ} is stable under the e˜i ’s and the f˜i ’s. Here, we define e˜i and f˜i in a
way similar to (2.1.3).
(2) Let b ∈ B0(λ,−µ) and i ∈ I˘ . If ejb = θ (resp. fj b = θ ) for some j ∈ {ωk(i) |
k ∈ Z0}, then e˜ib = θ (resp. f˜ib = θ ). Conversely, if e˜ib = θ (resp. f˜ib = θ ), then
ejb = θ (resp. fj b = θ ) for all j ∈ {ωk(i) | k ∈ Z0}.
(3) Let b ∈ B0(λ,−µ), and i ∈ I with cii  0. Then we have either eib= θ or fib= θ .
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n ∈ Z0. Here, we define e˜(n)i and f˜ (n)i in a way similar to (2.1.6).
(5) There exists a bijection Pλ,−µ :B0(λ,−µ)→ B˘(̂λ,−µ̂) such that(
P ∗ω
)−1(
wt(b)
)= wt(Pλ,−µ(b)) for all b ∈ B0(λ,−µ), (2.3.6)
Pλ,−µ ◦ e˜i = êi ◦ Pλ,−µ and Pλ,−µ ◦ f˜i = f̂i ◦ Pλ,−µ for all i ∈ I˘ , (2.3.7)
where êi and f̂i are the raising Kashiwara operator and the lowering Kashiwara
operator for the orbit Lie algebra g˘, respectively.
Proof. Parts (1), (2), and (4) are obvious by Proposition 2.2.1 and (2.3.5). Part (3)
immediately follows from Lemma 2.2.2 and (2.3.5). Let us show part (5). Put Pλ,−µ :=
Φ˘−1
λ̂,−µ̂ ◦ (P ∗ω)−1 ◦Φλ,−µ as in the following commutative diagram:
B0(λ,−µ)
(P ∗ω)−1
B˘(̂λ,−µ̂)
Φ˘−1
λ̂,−µ̂
B0(λ,−µ)
Φλ,−µ
Pλ,−µ
B˘(̂λ,−µ̂).
It is easily checked by Propositions 2.2.1 and 2.3.1 that Pλ,−µ satisfies the condi-
tions (2.3.6) and (2.3.7). Thus we have proved the proposition. ✷
2.4. Crystal B(U˜q(g)). It is known from [5, Theorem 2.1.2] and [12] that the modified
quantized universal enveloping algebra U˜q(g) has the crystal base:
L(U˜q(g))=⊕
λ∈P
L(Uq(g)aλ), B(U˜q(g))=⊔
λ∈P
B(Uq(g)aλ). (2.4.1)
Remark 2.4.1 (see [6, §2] and [7, §9.2]). Let λ ∈ P , and ξ, η ∈ P+ with ξ − η = λ. We
denote by
πξ,−η :Uq(g)aλ→ V (ξ)⊗ V (−η) (2.4.2)
the canonical Uq(g)-module homomorphism that maps aλ to vξ ⊗ v−η. By using this
homomorphism, the crystal lattice L(Uq(g)aλ) is defined to be the “direct limit” of the
L(ξ,−η)’s as ξ, η ∈ P+ with ξ − η= λ tend to infinity (i.e., as ξ(α∨i ), η(α∨i )→∞ for all
i ∈ I ).
Because πξ,−η(L(Uq(g)aλ))= L(ξ,−η), we have a Q-linear homomorphism
πξ,−η :L
(
Uq(g)aλ
)
/qL(Uq(g)aλ)→ L(ξ,−η)/qL(ξ,−η) (2.4.3)
induced from πξ,−η. By using this, the crystal base B(Uq(g)aλ) is defined to be the “direct
limit” of the crystal bases B(ξ,−η) as ξ, η ∈ P+ with ξ − η= λ tend to infinity.
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under ω (cf. Lemma 1.2.1(2)).
Lemma 2.4.2.
(1) For each λ ∈ P , we have ω(L(Uq(g)aλ))= L(Uq(g)aω∗(λ)). Hence the crystal lattice
L(U˜q(g)) is stable under ω.
(2) Let ω :L(U˜q(g))/qL(U˜q(g)) → L(U˜q(g))/qL(U˜q(g)) be the Q-linear automor-
phism induced from ω :L(U˜q (g)) → L(U˜q(g)). Then we have ω(B(Uq(g)aλ)) =
B(Uq(g)aω∗(λ)) for each λ ∈ P . Hence B(U˜q(g)) is also stable under ω.
(3) On B(U˜q(g)), we have ω ◦ ei = eω(i) ◦ ω and ω ◦ fi = fω(i) ◦ω for each i ∈ I .
Proof. (1) Let ξ, η ∈ P+ be such that ξ − η= λ. Then, it is easily seen that the following
diagram commutes:
Uq(g)aλ
πξ,−η
ω
V (ξ)⊗ V (−η)
ω
Uq(g)aλ′
πξ ′,−η′
V (ξ ′)⊗ V (−η′),
where we set λ′ := ω∗(λ), ξ ′ := ω∗(ξ), and η′ := ω∗(η) in order to simplify the notation.
The equality ω(L(Uq(g)aλ))= L(Uq(g)aλ′) immediately follows from Remark 2.4.1 and
the fact that ω(L(ξ,−η))= L(ξ ′,−η′) (see Section 2.3).
(2) We see that the following diagram is commutative:
L(Uq(g)aλ)/qL(Uq(g)aλ) πξ,−η
ω
L(ξ,−η)/qL(ξ,−η)
ω
L(Uq(g)aλ′)/qL(Uq(g)aλ′)πξ ′,−η′ L(ξ ′,−η′)/qL(ξ ′,−η′).
Because ω(B(ξ,−η))= B(ξ ′,−η′), we deduce from Remark 2.4.1 and the commutative
diagram above that ω(B(Uq(g)aλ))= B(Uq(g)aλ′) for each λ ∈ P .
(3) This follows immediately from Lemma 2.3.3 and Remark 2.4.1. ✷
By Lemma 2.4.2(2), we see that B(Uq(g)aλ) is stable under ω if λ ∈ P ∩ (h∗)0. We set
B0(Uq(g)aλ) := {b ∈ B(Uq(g)aλ) | ω(b)= b} for λ ∈ P ∩ (h∗)0,
B0(U˜q(g)) := {b ∈ B(U˜q(g)) | ω(b)= b}= ⊔
λ∈P∩(h∗)0
B0(Uq(g)aλ). (2.4.4)
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of the B0(ξ,−η)’s as ξ, η ∈ P+ ∩ (h∗)0 with ξ − η= λ tend to infinity.
Denote by B˘(U˜q(g˘)) =⊔ λ̂∈P̂ B˘(Uq(g˘)a˘ λ̂) the crystal base of the modified quantized
universal enveloping algebra U˜q(g˘) of the orbit Lie algebra g˘.
Proposition 2.4.4.
(1) Let λ ∈ P ∩ (h∗)0. Then, B0(Uq(g)aλ) is stable under e˜i and f˜i for all i ∈ I˘ . Hence,
B0(U˜q(g)) is also stable under the e˜i ’s and the f˜i ’s.
(2) Let b ∈ B0(Uq(g)) and i ∈ I˘ . If ejb = θ (resp. fj b = θ ) for some j ∈ {ωk(i) |
k ∈ Z0}, then e˜ib = θ (resp. f˜ib = θ ). Conversely, if e˜ib = θ (resp. f˜ib = θ ), then
ejb = θ (resp. fj b = θ ) for all j ∈ {ωk(i) | k ∈ Z0}.
(3) Let b ∈ B0(Uq(g)) and i ∈ I with cii  0. Then we have either eib= θ or fib= θ .
(4) We have ( e˜i)n = e˜(n)i and (f˜i )n = f˜ (n)i on B0(U˜q(g)) for each i ∈ I˘ and n ∈ Z0.
(5) Let λ ∈ P ∩ (h∗)0, and set λ̂ := (P ∗ω)−1(λ). Then, there exists a canonical bijection
Qλ :B0(Uq(g)aλ)→ B˘(Uq(g˘)a˘ λ̂) such that
(
P ∗ω
)−1(
wt(b)
)= wt(Qλ(b)) for all b ∈ B0(Uq(g)aλ),
Qλ ◦ e˜i = êi ◦Qλ and Qλ ◦ f˜i = f̂i ◦Qλ for all i ∈ I˘ .
(2.4.5)
Hence we have a bijection Q :B0(U˜q(g))→ B˘(U˜q(g˘)) with the same properties as
above.
Proof. Parts (1)–(4) immediately follow from Proposition 2.3.4 and Remark 2.4.3. Let
us prove part (5). Define Qλ as the (direct) limit of the bijections Pξ,−η :B0(ξ,−η)→
B˘(̂ξ ,−η̂) in Proposition 2.3.4 as ξ, η ∈ P+ ∩ (h∗)0 with ξ − η = λ tend to infinity, where
ξ̂ := (P ∗ω)−1(ξ) and η̂ := (P ∗ω)−1(η). ✷
3. Three kinds of extremal weight vectors fixed by ω
3.1. Definitions. Let B be a normal crystal (cf. [7, §7.6]) with ei and fi the raising
Kashiwara operator and the lowering Kashiwara operator, respectively (all crystals in
Section 2 are normal crystals).
Definition 3.1.1. An element b ∈ B is said to be weakly extremal if either eib = θ or
fib = θ for each i ∈ I . We denote by B(±λ)w-ext (resp. B(U˜q(g))w-ext, B˘(±̂λ)w-ext, and
B˘(U˜q(g˘))w-ext) the set of weakly extremal elements in B(±λ) (resp. B(U˜q(g)), B˘(±̂λ),
and B˘(U˜q(g˘))).
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P ∩ (h∗)0 is said to be W˜ -extremal if there exists a family {bw}w∈W˜ of elements in B0
such that bw = b for w = 1, and
if n := (w(µ))(α∨i ) 0, then e˜ibw = θ and (f˜i)nbw = bwiw, (3.1.1)
if n := (w(µ))(α∨i ) 0, then f˜ibw = θ and ( e˜i)−nbw = bwiw. (3.1.2)
We denote by B0(±λ)W˜-ext (resp. B0(U˜q(g))W˜-ext) the set of W˜ -extremal elements in
B0(±λ) (resp. B0(U˜q(g))).
Definition 3.1.3 ([6, §8.1], [9, §3.1]). An element b ∈ B of weight µ ∈ P is said to be
extremal if there exists a family {bw}w∈W of elements in B such that bw = b for w = 1,
and
if n := (w(µ))(α∨i ) 0, then eibw = 0 and f ni bw = briw, (3.1.3)
if n := (w(µ))(α∨i ) 0, then fibw = 0 and e−ni bw = briw. (3.1.4)
We denote by B(±λ)ext (resp. B(U˜q(g))ext, B˘(±̂λ)ext, and B˘(U˜q(g˘))ext) the set of extremal
elements in B(±λ) (resp. B(U˜q(g)), B˘(±̂λ), and B˘(U˜q(g˘))).
Remark 3.1.4. It is obvious by definition that B(±λ)ext ⊂ B(±λ)w-ext for each λ ∈ P+,
and B˘(±̂λ)ext ⊂ B˘(±̂λ)w-ext for each λ̂ ∈ P̂+. Assume that λ ∈ P+ ∩ (h∗)0. Then, by
Lemma 2.1.1, we see that B(±λ)w-ext is stable under ω. Set B0(±λ)w-ext := B(±λ)w-ext ∩
B0(±λ). We deduce from Proposition 2.2.1(2), Lemma 2.2.2, and the definition of
a W˜ -extremal element that
B0(±λ)W˜ -ext ⊂ B0(±λ)w-ext. (3.1.5)
Furthermore, we will show in Proposition 3.2.2 below that B(±λ)ext is also stable under ω,
and that
B0(±λ)ext = B0(±λ)W˜ -ext, (3.1.6)
where B0(±λ)ext := B(±λ)ext ∩B0(±λ).
Remark 3.1.5. We can easily check by definition that B(U˜q(g))ext ⊂ B(U˜q(g))w-ext
and B˘(U˜q(g˘))ext ⊂ B˘(U˜q(g˘))w-ext. By Lemma 2.4.2(3), we see that B(U˜q(g))w-ext is
stable under ω. Set B0(U˜q(g))w-ext := B(U˜q(g))w-ext ∩ B0(U˜q(g)). It follows from
Proposition 2.4.4(2), (3) and the definition of a W˜ -extremal element that
B0(U˜q(g))˜ ⊂ B0(U˜q(g)) . (3.1.7)W -ext w-ext
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B0(U˜q(g))ext ⊂ B0(U˜q(g))W˜-ext, (3.1.8)
where B0(U˜q(g))ext := B(U˜q(g))ext ∩B0(U˜q(g)).
3.2. Extremal elements in B(±λ) fixed by ω.
Theorem 3.2.1. Let λ ∈ P+ ∩ (h∗)0, and set λ̂ := (P ∗ω)−1(λ). Then we have(
P ∗ω
)−1(
B0(±λ)w-ext
)= B˘(±̂λ )
w-ext. (3.2.1)
Proof. We give a proof only for B0(λ)w-ext, since the proof for B0(−λ)w-ext is
similar. First we show that (P ∗ω)−1(B0(λ)w-ext) ⊂ B˘(̂λ)w-ext. Let π ∈ B0(λ)w-ext. For
each i ∈ I˘ , we have either eiπ = θ or fiπ = θ , and hence e˜iπ = θ or f˜iπ = θ
by Proposition 2.2.1(2). Therefore, it follows from Proposition 2.2.1(5) that either
êi (P
∗
ω)
−1(π) = θ or f̂i(P ∗ω)−1(π) = θ for each i ∈ I˘ . This implies that (P ∗ω)−1(π) is
weakly extremal, i.e., (P ∗ω)−1(π) ∈ B˘(̂λ)w-ext.
Next, let us prove the reverse inclusion. Let π˘ ∈ B˘(̂λ)w-ext. Since P ∗ω(π˘) ∈ B0(λ) by
Proposition 2.2.1(5), it follows from Lemma 2.2.2 that eiP ∗ω(π˘) = θ or fiP ∗ω(π˘) = θ for
all i ∈ I with cii  0. Suppose that ejP ∗ω(π˘) = θ and fjP ∗ω(π˘) = θ for some j ∈ I with
cjj > 0.
Then we see by Proposition 2.2.1(2) that e˜iP ∗ω(π˘) = θ and f˜iP ∗ω(π˘) = θ , where i ∈ I˘
is such that j ∈ {ωk(i) | k ∈ Z0}. Hence we deduce by Proposition 2.2.1(5) that êi π˘ = θ
and f̂i π˘ = θ , which is a contradiction. Therefore, we conclude that P ∗ω(π˘) ∈ B0(λ)w-ext,
as desired. ✷
Denote by B0(±λ)W˜-ext the set of W˜ -extremal elements in B0(±λ), and by B(±λ)ext
the set of extremal elements in B(±λ).
Proposition 3.2.2. Let λ ∈ P+ ∩ (h∗)0. Then we have
B(±λ)ext =
{
πµ | µ ∈W(±λ)
}
,
B0(±λ)W˜ -ext =
{
πµ | µ ∈ W˜(±λ)
}
,
(3.2.2)
where πµ(t) := tµ for t ∈ [0,1]. Therefore, B(±λ)ext is stable under the action of ω, and
B0(±λ)W˜-ext = B0(±λ)ext. In addition, we have(
P ∗ω
)−1(
B0(±λ)W˜-ext
)= (P ∗ω)−1(B0(±λ)ext)= B˘(±̂λ )ext. (3.2.3)
Proof. We prove only (3.2.2), since the rest of the proposition immediately follows from it.
Moreover, if ω = id, then B0(±λ)W˜ = B(±λ)ext. Hence we obtain the first equality-ext
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equality of (3.2.2).
We give a proof only for B0(λ), since the proof for B0(−λ) is similar. Let π ∈
B0(λ)W˜ -ext with {πw}w∈W˜ the corresponding family of elements in B0(λ). Then there
exists w ∈ W˜ such that πw = πλ. Indeed, take πw such that ht(λ − πw(1)) is minimal
(cf. [11, Corollary 3]), where ht(α) :=∑i∈I ki for α =∑i∈I kiαi with ki ∈ Z0. Then, we
deduce from the definition of a W˜ -extremal element and the minimality of ht(λ− πw(1))
that e˜iπw = θ for all i ∈ I˘ . On the other hand, we see by Proposition 2.2.1(4) and [11,
Lemma 2.1(b)] that if πw = πλ, then there exists i ∈ I˘ such that e˜iπw = θ . Therefore
we conclude that πw = πλ. By this argument, we see that π(1) = w−1(λ). Hence,
because πw−1(λ)(t) = t (w−1(λ)) is a unique element of weight w−1(λ) in B(λ) (cf. [11,
Theorem 9.1]), we conclude that π = πw−1(λ). Therefore, we get B0(λ)W˜-ext ⊂ {πµ |
µ ∈ W˜λ}.
We show the reverse inclusion, i.e., that for each µ ∈ W˜λ, π = πµ is a W˜ -extremal
element with {πw := πw(µ)}w∈W˜ the corresponding family (note that πw ∈ B0(λ)).
If w= 1, then it is obvious that πw = π . Assume that n = (w(µ))(α∨i )  0. Then,
by the definition of the raising root operator ei , we see that eiπw = θ . Hence,
by Proposition 2.2.1(2), we get that e˜iπw = θ . On the other hand, it follows from
Proposition 2.2.1(3) that (f˜i )nπw = f˜ (n)iπw . By using [11, Lemma 2.1(c)] repeatedly,
we see that f˜ (n)iπw = θ . Because (f˜ (n)iπw)(1) = wiw(µ), we deduce that (f˜i )nπw =
f˜ (n)iπw = πwiw . Similarly, we can check that if n= (w(µ))(α∨i ) 0, then f˜iπw = θ and
( e˜i)
−nπw = πwiw . Therefore π = πµ is a W˜ -extremal element. This completes the proof
of the proposition. ✷
3.3. Extremal elements in B(U˜q(g)) fixed by ω. By using Proposition 2.4.4, we can prove
the following theorem in exactly the same way as Theorem 3.2.1.
Theorem 3.3.1. Let Q :B0(U˜q(g))→ B˘(U˜q(g˘)) be the bijection in Proposition 2.4.4. Then
we have
Q
(B0(U˜q(g))w-ext)= B˘(U˜q(g˘))w-ext. (3.3.1)
Namely, we have a canonical bijection between the set of weakly extremal elements in
B(U˜q(g)) that are fixed by ω and the set of weakly extremal elements in B˘(U˜q(g˘)).
In addition, we can show the following theorem.
Theorem 3.3.2. Let Q :B0(U˜q(g))→ B˘(U˜q(g˘)) be the bijection in Proposition 2.4.4. Then
we have
Q
(B0(U˜q(g))W˜-ext)= B˘(U˜q(g˘))ext. (3.3.2)
Namely, there exists a canonical bijection between the set of W˜ -extremal elements in
B0(U˜q(g)) and the set of extremal elements in B˘(U˜q(g˘)).
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weight µ ∈ P ∩ (h∗)0. Let {bw}w∈W˜ be the family of elements in B0(U˜q(g)) corresponding
to b. We set b˘ :=Q(b), and b˘ŵ :=Q(bΘ(ŵ)) for each ŵ ∈ Ŵ . We will show that b˘ is an
extremal element of weight µ̂ := (P ∗ω)−1(µ) with {b˘ŵ}ŵ∈Ŵ the corresponding family.
It is obvious that b˘ŵ = b˘ for ŵ = 1. Assume that n := (ŵ(µ̂))(̂α∨i )  0. We deduce
by (1.3.1) that (Θ(ŵ)(µ))(α∨i ) = (ŵ(µ̂))(̂α∨i ) = n. On the other hand, we get by the
definition of a W˜ -extremal element that e˜ibΘ(ŵ) = θ and (f˜i )nbΘ(ŵ) = bwiΘ(ŵ) = bΘ( r̂iŵ).
Hence we obtain by Proposition 2.4.4(5) that êi b˘ŵ = θ and (f̂i )nb˘ŵ = b˘̂riŵ . Similarly, we
can show that if (ŵ(µ̂))(̂α∨i ) 0, then f̂i b˘ŵ = θ and ( êi)−nb˘ŵ = b˘ r̂iŵ . This implies that
b˘ ∈ B˘(U˜q(g˘))ext.
The reverse inclusion can be proved likewise: Take b˘ ∈ B˘(U˜q (g˘))ext of weight µ̂ ∈ P̂
with {b˘ŵ}ŵ∈Ŵ the corresponding family. We set b :=Q−1(b˘), and bw :=Q−1(b˘Θ−1(w))
for each w ∈ W˜ . We will show that b is a W˜ -extremal element of weight µ := P ∗ω(µ̂) with
{bw}w∈W˜ the corresponding family.
It is obvious that bw = b for w = 1. Assume that n := (w(µ))(α∨i )  0. Notice
that (Θ−1(w)(µ̂))(̂α∨i ) = (w(µ))(α∨i ) = n by (1.3.1). Using Proposition 2.4.4 and the
definition of an extremal element, we obtain that e˜ibw = θ and (f˜i )nbw = bwiw . Similarly,
we can show that if n := (w(µ))(α∨i ) 0, then f˜ibw = θ and ( e˜i)−nbw = bwiw . Therefore
we get b ∈ B0(U˜q(g))W˜-ext, as desired. ✷
We can easily check by Lemma 2.4.2 that if b ∈ B(U˜q(g)) is an extremal element with
{bw}w∈W the corresponding family, then ω(b) is also an extremal element with {b′w :=
ω(b(ω∗)−1wω∗)}w∈W the corresponding family. Hence B(U˜q(g))ext is stable under ω.
Theorem 3.3.3. Let Q :B0(U˜q(g))→ B˘(U˜q(g˘)) be the bijection in Proposition 2.4.4. Then
we have
Q
(B0(U˜q(g))ext)⊂ B˘(U˜q(g˘))ext. (3.3.3)
Namely, there exists a canonical injection from the set of extremal elements in B(U˜q(g))
that are fixed by ω into the set of extremal elements in B˘(U˜q(g˘)).
Proof. By Theorem 3.3.2, it suffices to prove that B0(U˜q(g))ext ⊂ B0(U˜q(g))W˜-ext. Take
b ∈ B0(U˜q(g))ext of weight µ ∈ P ∩ (h∗)0 with {bw}w∈W the corresponding family of
elements in B(U˜q(g)).
Step 1. If w ∈ W˜ , then bw ∈ B0(U˜q(g)).
We show this assertion by induction on the length !̂(w) (see Section 1.3). If !̂(w)= 0,
then we see that bw ∈ B0(U˜q(g)), since w = 1. Assume that !̂(w)  1. Take i ∈ I˘
such that !̂(wiw) < !̂(w). If n := (wiw(µ))(α∨i )  0, then we can easily check by
the definition of an extremal element that f˜ (n)ibwiw = bw. On the other hand, we see
by Proposition 2.4.4(4) that f˜ (n)ibwiw = (f˜i)nbwiw (remark that bwiw ∈ B0(U˜q(g)) by
the inductive assumption). Thus, we get bw = (f˜i )nbwiw . Therefore, by the inductive
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(wiw(µ))(α
∨
i ) 0, then we get that bw = e˜(−n)ibwiw = ( e˜i)−nbwiw ∈ B0(U˜q(g)).
Step 2. The element b is a W˜ -extremal element with {bw}w∈W˜ the corresponding family.
Hence B0(U˜q(g))ext ⊂ B0(U˜q(g))W˜-ext.
It is obvious that b = bw for w = 1 ∈ W˜ . Let w ∈ W˜ and i ∈ I˘ . Assume that n :=
(w(µ))(α∨i ) 0. Then, we see by the definition of an extremal element that eibw = θ , and
hence e˜ibw = θ by Proposition 2.4.4(2). Moreover, by the argument in Step 1, we have
that (f˜i )nbw = bwiw . Similarly, if n= (w(µ))(α∨i ) 0, then we deduce that f˜ibw = θ and
( e˜i)
−nbw = bwiw . This implies that b is W˜ -extremal, which completes the proof. ✷
Remark 3.3.4. As shown in the proof above, we have B0(U˜q(g))ext  B0(U˜q(g))W˜-ext. In
general, the equality B0(U˜q(g))ext = B0(U˜q(g))W˜-ext may not hold unlike the path model
case.
4. Extremal weight modules
4.1. ∗-operation. We have a Q(q)-linear anti-automorphism ∗ of Uq(g) defined by
x∗i := xi, y∗i := yi,
(
qh
)∗ := q−h for i ∈ I, h ∈ P∨. (4.1.1)
Note that (U±q (g))∗ = U±q (g). We also have a Q(q)-linear anti-automorphism ∗ of U˜q(g)
defined by
(xaλ)
∗ := a−λ x∗ for x ∈ Uq(g), λ ∈ P. (4.1.2)
We denote also by ∗ the Q(q)-linear anti-automorphisms of Uq(g˘) and U˜q(g˘) defined
as (4.1.1) and (4.1.2), respectively. Let us recall the following theorem from [4,
Proposition 5.2.4], [5, Theorem 2.1.1], [6, Theorem 4.3.2 and Corollary 4.3.3]
Theorem 4.1.1.
(1) L(±∞)∗ = L(±∞), B(±∞)∗ = B(±∞).
(2) L(U˜q (g))∗ = L(U˜q(g)), B(U˜q(g))∗ = B(U˜q(g)).
(3) Let b ∈ B(Uq(g)aλ). Then, b∗ ∈ B(Uq(g)a−wt(b)) and wt(b∗)=−λ.
4.2. Extremal weight modules. For each λ ∈ P , we set
B(λ) := {b ∈ B(Uq(g)aλ) | b∗ is extremal}⊂ B(Uq(g)aλ) (4.2.1)
and
Iλ :=
⊕
b∈B(U (g)a )\B(λ)
Q(q)G(b)⊂Uq(g)aλ. (4.2.2)q λ
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known from [6, Proposition 8.2.2] that Iλ is a Uq(g)-submodule of Uq(g)aλ. The extremal
weight module V (λ) is defined to be V (λ) := Uq(g)aλ/Iλ, which is isomorphic to the
Uq(g)-module generated by vλ with defining relations that vλ is an extremal weight vector
of weight λ (see [6, §8] and [9, §3.1]).
Remark 4.2.1. It is known from [6, §8.2] that if λ ∈ P+ (resp. λ ∈−P+), then the extremal
weight module above is isomorphic to the integrable highest (resp. lowest) weight module
of highest (resp. lowest) weight λ. For this reason, we use the notation V (λ) and B(λ) to
denote the extremal weight module and its crystal base.
4.3. Elements of B(λ) fixed by ω.
Lemma 4.3.1. Let λ ∈ P ∩ (h∗)0. Then, the crystal base B(λ) is an ω-stable subset of
B(Uq(g)aλ).
Proof. We know from Lemma 2.4.2 that ω(B(λ)) ⊂ B(Uq(g)aλ). Hence, it suffices to
show that b′ := (ω(b))∗ = ω(b∗) is extremal for each b ∈ B(λ) (notice that ω ◦ ∗ = ∗ ◦ω).
However, as mentioned in Section 3.3, B(U˜q(g))ext is stable under ω. Thus we see that b′
is extremal, since b∗ is extremal. ✷
We set B0(λ) := {b ∈ B(λ) | ω(b)= b}.
Theorem 4.3.2. Let λ ∈ P ∩ (h∗)0, and set λ̂ ∈ (P ∗ω)−1(λ). Then, there exists a canonical
injection Rλ :B0(λ) ↪→ B˘(̂λ) such that(
P ∗ω
)−1(
wt(b)
)= wt(Rλ(b)) (4.3.1)
for each b ∈ B0(λ), where B˘(̂λ) is the crystal base of the extremal weight module V˘ (̂λ)
over the quantized universal enveloping algebra Uq(g˘) of the orbit Lie algebra g˘.
Proof. Put R := ∗ ◦Q ◦ ∗ as in the following commutative diagram:
B0(U˜q(g)) ∗
R
B0(U˜q(g))
Q
B˘(U˜q(g˘)) B˘(U˜q(g˘)).∗
(4.3.2)
First we prove that R(B0(Uq(g)aλ))= B˘(Uq(g˘)a λ̂). Let b ∈ B0(Uq(g)aλ). Then, by The-
orem 4.1.1(3), we see that b∗ ∈ B0(Uq(g)aλ′) with λ′ := −wt(b), and that wt(b∗)=−λ.
Hence we get by Proposition 2.4.4(5) that Q(b∗) ∈ B˘(Uq(g˘)a λ̂′) with λ̂′ := (P ∗ω)−1(λ′),
and that wt(Q(b∗))= −̂λ. It follows again from Theorem 4.1.1(3) that R(b)=Q(b∗)∗ ∈
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can be shown similarly.
Now let us consider the restriction Rλ of R to B0(λ). Then we see by the above that Rλ
is an injection from B0(λ) to B˘(Uq(g˘)a λ̂) with the desired property. Therefore, it remains
to show that Rλ(B0(λ)) ⊂ B˘(̂λ), i.e., that Rλ(b)∗ =Q(b∗) is extremal for all b ∈ B0(λ).
But this immediately follows from Theorem 3.3.3, since b∗ is extremal by definition. Thus
we have proved the theorem. ✷
Remark 4.3.3. It is likely that Q(b∗) = Q(b)∗ for every b ∈ B0(U˜q(g)) (but we do not
know whether or not this is true). If this is true and if the crystal graph of B˘(̂λ) is connected,
then we can show that Rλ is surjective. Recall from [6] that if λ is in WP+ or −WP+, then
the crystal graph of B(λ) is connected. Also, we know from [9] that if g is an affine Lie
algebra and λ is a “basic weight” of level zero, then the crystal graph of B(λ) is connected.
Note added in proof. After this paper was submitted, we succeeded in proving that
Q(b∗)=Q(b)∗ for every b ∈ B0(U˜q(g)). See [15] for details.
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