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We propose a simple construction of shortcuts to adiabaticity tracking instantaneous stationary
states in classical spin systems without knowing tracked stationary states. In our construction,
control fields of counter-diabatic driving are constituted by state-dependent magnetic fields, which
can be easily determined with an aid of numerical calculations. Easiness of our construction is
a remarkable feature since it is usually a hard task to determine explicit expression of required
counter-diabatic terms in many-body systems. We also argue that our method can be applied to
solve combinatorial optimization problems by considering classical spin dynamics under a time-
dependent Hamiltonian, which mimics the procedure of quantum annealing.
Introduction.— Experimental techniques precisely tai-
loring quantum systems have been developed in these
decades. They have opened up new worlds of quan-
tum science and technology, especially quantum informa-
tion processing [1]. Adiabatic control is one of the key
concepts to harness quantum systems. Adiabatic con-
trol schemes have been used for implementing adiabatic
quantum computations [2, 3], solving combinatorial opti-
mization problems by using quantum annealing (QA) [4],
generating highly entangled states [5–7], and optimizing
quantum heat engines [8]. One of the main drawbacks
of adiabatic control is long evolution time required by
the adiabatic theorem [9, 10], which ensures that uni-
tary time evolution under a time-dependent Hamiltonian
tracks instantaneous energy eigenstates when the Hamil-
tonian varies slowly enough in time.
Theory of shortcuts to adiabaticity (STA) has been
developed as a strategy to realize such adiabatic time
evolution within a short time [11–16]. STA enables us to
realize the same time evolution without requiring slow
change of a Hamiltonian by applying counter-diabatic
(CD) terms instead, which are constructed by using the
energy eigenstates of the original Hamiltonian [11, 12].
It is of great interest to apply STA to above adiabatic
control schemes [2–8]. Recently, STA has been applied
to improve performance of quantum heat engines [17–
19], to create highly entangled states that can be used
as resources of quantum metrology and quantum compu-
tation [20–22], to accelerate primitive processes of adia-
batic quantum computation [23, 24], and to speedup QA
in a simple model [25]. However, application of STA to
quantum many-body systems is limited due to the re-
quirements of knowing instantaneous energy eigenstates
and of implementing non-local and many-body control
Hamiltonians. In particular, the requirement of knowing
instantaneous energy eigenstates makes difficult to apply
STA to QA because what we have to know is nothing but
what we want to know.
STA for classical systems has also been formulated,
in which CD terms are constructed to conserve volume
of phase space enclosed by equal energy surfaces, i.e.,
the adiabatic invariants [26, 27]. Application of classical
STA to many-body systems is also difficult because cal-
culation of equal energy surfaces for many-body systems
is hardly possible except for some special cases. How-
ever, the correspondence between quantum and classical
STA [28] encourages us to investigate classical STA in
detail.
In this article, we propose a simple construction of STA
tracking instantaneous stationary solutions of classical
spin dynamics. In this construction, we do not need to
know tracked stationary states. Control fields of CD driv-
ing are given by state-dependent magnetic fields, which
can be easily obtained by numerical calculations. Our
result also suggests easy implementation of STA in ex-
periments. Moreover, our method offers a classical algo-
rithm for solving combinatorial optimization problems by
considering classical spin dynamics mimicking the proce-
dure of QA, which enables us to speedup each annealing
process.
Note that there is a method to construct approxi-
mate CD terms for quantum systems without knowing
instantaneous energy eigenstates based on a variational
approach [29] (see also [30]). In contrast, our method
can obtain exact CD terms for classical systems without
knowing instantaneous stationary states.
Classical spin dynamics.— We consider a classical
spin system consisting of N spins expressed by three-
dimensional unit vectors mi = (m
x
i ,m
y
i ,m
z
i ), |mi| = 1,
i = 1, 2, · · · , N . Suppose that the system is described by
a time-dependent Hamiltonian Ht({mi}). The classical
equations of motion are given by
m˙i(t) = 2mi(t)× h
eff
i (t), (1)
where heffi (t) denotes an effective field at ith spin, which
is given by
heffi (t) = −
∂Ht
∂mi
. (2)
These equations of motion can be viewed as the clas-
sical limit of the Heisenberg equations idσˆi(t)/dt =
[σˆi(t), Hˆ(t)] under the corresponding quantum spin
Hamiltonian Hˆ(t) = Ht({σˆi}), where σˆi = (σˆ
x
i , σˆ
y
i , σˆ
z
i )
2denotes the Pauli matrices describing ith spin. Here and
hereafter we put h¯ = 1. We can confirm that the classical
equations of motion (1) can be also written in the form of
Hamiltonian dynamics for canonical variables {qi, pi}
N
i=1
defined by


mxi =
√
1− (2qi)2 cos pi,
myi = −
√
1− (2qi)2 sin pi,
mzi = 2qi,
(3)
i.e., a set of the equations of motion (1) is equivalent to
that of the Hamilton equations
q˙i =
∂Ht
∂pi
, p˙i = −
∂Ht
∂qi
, (4)
(see, e.g., [31]).
An instantaneous stationary state at time t, which is
defined by {mi} satisfying mi × h
eff
i (t) = 0 for all i,
is specified by a minimum of Ht as a function of z =
{q1, q2, . . . qN , p1, p2, . . . , pN}, i.e.,
∂Ht
∂z
= 0. (5)
The instantaneous stationary state corresponding to the
global minimum of Ht is called the instantaneous ground
state. We say that a stationary state {mi} at a point
z is critical if the determinant of the Hessian matrix at
this point is also zero,
det
[
∂2Ht
∂zi∂zj
]
= 0, (6)
i.e., there is a flat direction.
Shortcuts to adiabaticity.— Now we introduce STA [11,
12]. First we consider a generic quantum system de-
scribed by a time-dependent Hamiltonian
Hˆ(t) =
∑
n
En(t)|n(t)〉〈n(t)|, (7)
where |n(t)〉 is the energy eigenstate corresponding to the
energy eigenvalueEn(t). In STA, diabatic transitions due
to time dependence of the Hamiltonian (7) are canceled
out by applying the following control Hamiltonian
Hˆcd(t) = i
∑
n
(1− |n(t)〉〈n(t)|)|∂tn(t)〉〈n(t)|, (8)
which is called the CD terms. We can show that a solu-
tion |Ψ(t)〉 of the Schro¨dinger equation
i
d
dt
|Ψ(t)〉 = [Hˆ(t) + Hˆcd(t)]|Ψ(t)〉 (9)
coincides with adiabatic dynamics under the Hamiltonian
(7).
As an example that is relevant to classical spin dy-
namics, let us consider STA for a two-level system (for
derivation, see, e.g., [12]). For a two-level system
Hˆ(t) = −h(t) · σˆ, (10)
the CD Hamiltonian is given by
Hˆcd(t) = f(t) · σˆ, (11)
where
f(t) =
h(t) × h˙(t)
2|h(t)|2
. (12)
The total Hamiltonian Hˆtot(t) = Hˆ(t) + Hˆcd(t) is thus
given by
Hˆtot(t) = − [h(t) − f(t)] · σˆ. (13)
Method.— We point out that the above CD Hamilto-
nian for a two-level system can be used to construct STA
tracking instantaneous stationary states in classical spin
systems. This is because classical spin systems can be
described by using product states of two-level systems.
CD terms for a classical spin system with a Hamiltonian
Ht is given by
Hcdt =
N∑
i=1
fi(t) ·mi, (14)
where
fi(t) =
heffi (t)× h˙
eff
i (t)
2|heffi (t)|
2
. (15)
This CD Hamiltonian is obtained by just replacing
h(t) → heffi (t) and σˆ → mi, and by taking summa-
tion over i in Eqs. (11) and (12). We can show that the
solution of the classical equations of motion
m˙i(t) = 2mi(t)×
[
heffi (t)− fi(t)
]
(16)
tracks an instantaneous stationary state of Ht, i.e., the
solution {mi(t)} satisfies mi(t) × h
eff
i (t) = 0 for all i, if
the initial state is stationary, i.e.,mi(0)×h
eff
i (0) = 0 for
all i. Indeed, by using Eq. (16), the time derivative of
the following quantity
Ci(t) =mi(t) ·
heffi (t)
|heffi (t)|
, (17)
which is identical to cos θi(t), where θi(t) is the angle
between mi(t) and h
eff
i (t), becomes
C˙i(t) = −2[mi(t)× fi(t)] ·
heffi (t)
|heffi (t)|
+mi(t) ·
d
dt
heffi (t)
|heffi (t)|
.
(18)
3After a straightforward calculation, we obtain
mi(t)× fi(t) =
[mi(t) · h˙
eff
i (t)]h
eff
i (t)
2|heffi (t)|
2
−
[mi(t) · h
eff
i (t)]h˙
eff
i (t)
2|heffi (t)|
2
,
(19)
which is derived by using Eq. (15), and
d
dt
heffi (t)
|heffi (t)|
=
h˙effi (t)
|heffi (t)|
−
[heffi (t) · h˙
eff
i (t)]h
eff
i (t)
|heffi (t)|
3
. (20)
By substituting Eqs. (19) and (20) into Eq. (18), we
obtain C˙i(t) = 0, i.e., the angle θi(t) between mi(t)
and heffi (t) is conserved. Therefore, the initial condition
mi(0) × h
eff
i (0) = 0 leads to mi(t) × h
eff
i (t) = 0 for all
time t, and hence we can track an instantaneous station-
ary state of Ht by applying the CD field (15). Note that
STA fails when an instantaneous stationary state under-
goes criticality, i.e., it satisfies Eq. (6), because it leads
to divergence of CD fields fi(t).
For some applications, we want to track the instan-
taneous ground state, i.e., the stationary state with the
minimum energy. In such a case, the presence of a first
order transition accompanying a discontinuous jump of
the ground state also matters because the ground state
becomes a metastable state there. Thus, our method
succeeds in obtaining the target ground state if there is
neither criticality nor a first order transition. It should
be noted that a first order transition does not lead to di-
vergence of CD fields in our method, whereas divergence
happens in quantum STA (see, e.g., [12]).
The CD field fi(t) depends on {mj} and {m˙j},
which is of a mean-field character. Indeed, we can de-
rive Eqs. (14) and (15) for the classical Hamiltonian
Ht({mi}) as a result of the mean-field approximation
for the corresponding quantum Hamiltonian Hˆ(t) =
Ht({σˆi}) [32]. Because of this mean-field feature, the
equations of motion (16) can be regarded as the self-
consistent equations for {m˙i}. Since the set of equa-
tions (16) is linear in {m˙i}, it is not hard to solve these
self-consistent equations.
In this way, we can easily perform STA in classical spin
systems by just applying additional magnetic fields (15).
It is in stark contrast to quantum many-body systems, in
which it is in general a hard task to obtain explicit expres-
sion of CD terms since it depends on energy eigenstates
of many-body Hamiltonians (see Eq. (8)). Even if we
could obtain CD terms in quantum many-body systems,
it would also be very hard to implement in experiments
because CD terms contain non-local and many-body in-
teractions.
Demonstration in a simple model.— Now we demon-
strate our method by using the following paradigmatic
model
Ht = −
J
2N
N∑
i,j=1
mzim
z
j − h
z(t)
N∑
i=1
mzi − h
x(t)
N∑
i=1
mxi ,
(21)
where the coupling strength J is a positive constant. We
show when our method can find the exact ground state
and how transitions and criticality affect stationary state
tracking by STA. In this model, first order transitions
take place in the ground state when the parameters cross
the transition line hz(t) = 0 and hx(t) ∈ (−J, J), which
is represented by a dotted line in the inset of Fig. 1.
Inside the spinodal lines J2/3 = (hz(t))2/3 + (hx(t))2/3
(dashed lines in the inset of Fig. 1), there are two sta-
tionary states, i.e., the ground state and the metastable
state, while the stationary state is unique in the outside
region. The ground state shows criticality at the point
specified by J = |hx(t)| and hz(t) = 0 (a black point
in the inset of Fig. 1), while the metastable state shows
criticality at the spinodal lines.
We simulate the following three cases: (i) no transition
takes place, (ii) a first order transition takes place, and
(iii) the system undergoes criticality after a first order
transition. As mentioned above, our method will result
in (i) the exact ground state, (ii) the metastable state,
and (iii) divergence, respectively. We assume that the
magnetic fields are given by hz(t) = J cos[pit/τ ]/2 and
hx(t) = h0 sin[pit/τ ], where h0 (> 0) enables us to change
the path in parameter space and τ is the operation time.
In this setup, we can test above three cases with the
same initial Hamiltonian and with the same final Hamil-
tonian. That is the parameters of the initial Hamiltonian
are (hx(0), hz(0)) = (0, J/2) and those of the final Hamil-
tonian are (hx(τ), hz(τ)) = (0,−J/2), and the system un-
dergoes a first order transition when 0 < h0/J < 1 and
shows criticality when 1/2 ≤ h0/J ≤ 1. Note that the
ground state of the final Hamiltonian is given by the all
spin-down state and the metastable state of that is given
by the all spin-up state. We perform numerical simula-
tions with the parameters (i) h0/J = 5/4 (purple curves),
(ii) h0/J = 1/4 (green curves), and (iii) h0/J = 3/4
(cyan curves), and depict mz(t) ≡
∑N
i=1m
z
i (t)/N in
Fig. 1. The result of numerical simulations clearly shows
properties of our method. Note that the results in Fig. 1
do not depend on N , τ , and J .
Mimicking the procedure of quantum annealing.— Next
we consider to solve combinatorial optimization prob-
lems, which can be formulated as a problem to find the
ground state of the Ising Hamiltonian
HˆT = −
1
2
N∑
i,j=1
Jij σˆ
z
i σˆ
z
j −
N∑
i=1
hzi σˆ
z
i , (22)
called the target Hamiltonian. In QA, we utilize the
transverse field Hamiltonian Vˆ = −
∑N
i=1 σˆ
x
i as a source
of quantum fluctuations to find the ground state of the
4FIG. 1. (Color online) Stationary magnetization dynamics
tracked by STA. Our method results in (i; purple) the exact
ground state, (ii; green) the metastable state due to a first
order transition, and (iii; cyan) divergence due to criticality.
(Inset) Paths in parameter space and the phase diagram.
target Hamiltonian HˆT [2–4, 33–36]. We change the
Hamiltonian as
Hˆ(t) = g(t/τ)HˆT + [1− g(t/τ)]Vˆ , (23)
where g(t/τ) is a continuous function of time satisfying
g(0) = 0 and g(1) = 1, and τ is the annealing time. In
this article, we assume g(t/τ) = [1− cos(pit/τ)]/2, which
satisfies g′(0) = g′(1) = 0 and thus CD fields vanish at
the initial and final time. The initial state is prepared as
the ground state of the initial Hamiltonian Hˆ(0) = Vˆ,
and then the adiabatic theorem ensures that the sys-
tem remains in the instantaneous ground state and fi-
nally reaches the ground state of the final Hamiltonian
Hˆ(τ) = HˆT if the annealing time τ is sufficiently large.
It means that we can solve combinatorial optimization
problems.
Nowadays, we can implement QA by using quantum
annealers, e.g., the D-Wave machine [37]. Recent argu-
ment about quantumness of the D-Wave machine yielded
new algorithms using classical spin dynamics that mim-
ics the methodology of QA [38–42]. Strong correlations
between performance of the D-Wave machine and that of
those classical algorithms have been reported [38, 41, 42].
Although it is still under discussion if those classical algo-
rithms can simulate true QA, they are at least useful to
obtain approximate solutions of combinatorial optimiza-
tion problems.
Now we consider a classical analog of the QA Hamil-
tonian (23) expressed by the time-dependent classical
Hamiltonian
Ht = g(t/τ)HT + [1− g(t/τ)]V , (24)
where HT is the classical target Hamiltonian
HT = −
1
2
N∑
i,j=1
Jijm
z
im
z
j −
N∑
i=1
hzim
z
i , (25)
and V is the classical transverse field Hamiltonian V =
−
∑N
i=1m
x
i . Starting from the ground state of the initial
HamiltonianH0 = V , we expect to reach the ground state
of the final Hamiltonian Hτ = HT in the limit of τ →∞
or by using our method. However, as demonstrated by
using the model (21), classical algorithms relying on de-
terministic classical dynamics result in failure to obtain
the exact ground state when a stationary state under-
goes transitions and/or criticality. It is known that first
order transitions are sometimes resolved when we apply
inhomogeneous driving [43, 44]. Here, we consider the
random transverse-field Hamiltonian
V ′ = −
N∑
i=1
hxim
x
i , (26)
instead of V in Eq. (24).
We numerically test our method by using the random
field Ising model on the L×L square lattice, i.e., Jij = 1
for the neighboring pairs and Jij = 0 otherwise, and {h
z
i }
are random variables taking hzi = ±0.3. The number of
spins is given by N = L2. The ground state of this model
can be exactly obtained by using the max-flow-min-cut
algorithm (see, e.g., [45]). For a given realization of {hzi },
we perform our method mimicking the annealing proce-
dure with τ = 1 by solving Eq. (16) for M realizations of
the random transverse fields {hxi }. The minimum energy
among these M realizations, which is denoted by Eest, is
compared to the exact ground state energy Eg obtained
by using the max-flow-min-cut algorithm. The result is
regarded as a failure if the difference of the energies mea-
sured by ∆ = |(Eest−Eg)/Eg| is greater than 0.01. Note
that the total computation time is proportional to M
since we repeat the annealing procedure M times under
different realizations of {hxi }.
In Fig. 2, the system-size dependence of the failure
probability for 3,456 realizations of {hzi } is plotted in the
case of the uniform transverse field (hxi = 1 for all i and
M = 1). For small system sizes L ≤ 8 (N ≤ 64), the fail-
ure probability is less than 1%, but it grows rapidly as
the system size increases. The failure is due to the occur-
rence of first order transitions or criticality in the ground
state. This result implies that solving combinatorial op-
timization problems by using classical models of QA with
a uniform transverse field is intrinsically difficult and it
might also imply difficulty to solve them by using QA
with a uniform transverse field because of classical and
quantum correspondence.
Next, we repeat M different realizations of the ran-
dom transverse fields {hxi } for each realization of {h
z
i } in
order to avoid the above difficulty due to first order tran-
sitions and criticality. We choose hxi uniformly from the
50.0001
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FIG. 2. Failure probability with respect to the system size.
The number of spins is given by N = L2.
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FIG. 3. (Color online) Failure probability with respect to
the repetition of inhomogeneous driving. The system size is
depicted from L = 10 to L = 20 (from N = 100 to N = 400).
The error bars represent the standard errors of the binomial
distribution.
interval hxi ∈ [1, 2] for each i. The repetition dependence
of the failure probability is depicted in Fig. 3. The plot
shows that for a fixed system size N the failure prob-
ability asymptotically decreases as Pf ∼ M
−γ with an
exponent γ. Thus, we can avoid the occurrence of transi-
tions and criticality by increasingM . However, as shown
in Fig. 4, the exponent γ decreases in the exponential way
γ ∼ e−O(N), and thus inhomogeneous driving based on
uniform random numbers {hxi } is not so efficient for large
system sizes even if STA is applied. Note that some least
squares fitting for smallM in Fig. 3 tends to above unity.
This is because the above decreasing rates of the failure
probability are asymptotic behavior and those for small
M are much slow.
Conclusion.— In this article, we proposed a simple
construction of STA for classical spin systems tracking
instantaneous stationary states without knowing tracked
instantaneous stationary states. In contrast, in order to
0.1
1
10
10 12 14 16 18 20
γ
L
FIG. 4. Decreasing rate of the failure probability with respect
to the system size.
construct CD terms, energy eigenstates are required in
quantum cases and volume of phase space is required in
classical cases in previous works. Starting from a station-
ary state of an initial Hamiltonian, our method results in
one of the stationary states of a final Hamiltonian with
arbitrary time scale if there is no criticality. Although
we have applied our method to simple Hamiltonians with
two-body Ising interactions and local magnetic fields in
this article, our method is applicable to arbitrary classi-
cal spin Hamiltonians Ht({mi}).
Our method can be used to solve combinatorial opti-
mization problems by mimicking the procedure of QA,
where we can speedup each annealing process. In this al-
gorithm, we aim to track the instantaneous ground state
of a classical spin system within a short time. In this case,
not only criticality but also first order transitions matter
because the ground state becomes a metastable state at
a first order transition point. As a demonstration, we ap-
plied our method to the random field Ising model on the
square lattice. From our observations, we could suggest
that (i) solving combinatorial optimization problems by
using QA with a uniform transverse field would be diffi-
cult because criticality and first order transitions would
rapidly increase along with system size even in quantum
cases and (ii) inhomogeneous driving in QA for random
systems could also resolve first order transitions but (iii)
it is not so efficient if we use simple inhomogeneity such
as i.i.d. random transverse fields. For these difficulties
(i) and (iii), for examples, (i) QA using non-stoquastic
Hamiltonians and (iii) somehow designed inhomogeneous
driving could be candidates for resolution, respectively.
These are left for future works.
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