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Kurzfassung
Energieefﬁzienz hat in Forschung und Alltag eine zentrale Bedeutung. Arbeiten ver-
schiedene elektronische Geräte zusammen, um gemeinsam eine Regelungsaufgabe zu
lösen, müssen sie miteinander kommunizieren. Ein Beispiel aus dem Alltag sind Funk-
Raumtemperaturregler, bei denen ein batteriebetriebener Temperatursensor und ein
Heizungsaktor (Stellantrieb am Heizungsventil) über drahtlose Kommunikation zu-
sammenarbeiten. Diese Kommunikation benötigt oft mehr Energie als der Betrieb der
eigentlichen (elektronischen) Funktionalität der Teilsysteme.
Energieefﬁzienter als die in Regelkreisen übliche periodische (äquidistante) Abtastung
ist – durch eine Verringerung der Nachrichtenrate – eine ereignisbasierte Abtastung.
Send-on-Delta-Abtastung ist die am weitesten verbreitete Art der ereignisbasierten Ab-
tastung. Dabei wird der Wert der Regelgröße (im Beispiel die Raumtemperatur) nicht
in konstanten Zeitintervallen übertragen, sondern nur dann, wenn er sich um einen
bestimmten Betrag geändert hat.
Der mit einem Anteil von über 90 % im Praxiseinsatz am weitesten verbreitete Reg-
lertyp ist der PID-Regler, wobei die meisten als „PID-Regler“ bezeichneten Regler aus
verschiedenen Gründen keinen D-Anteil (Differential-Anteil) verwenden und daher als
„PI-Regler“ bezeichnet werden können. Die vorliegende Arbeit verfolgt das Ziel, syste-
matisch zu untersuchen, wie man PI-Regler einstellen sollte, um neben dem Erreichen
einer hohen Regelgüte auch die Vorteile der Send-on-Delta-Abtastung bezüglich der
Netzlastreduktion und Energieefﬁzienz bestmöglich auszunutzen. Die „Gewichtung“
dieser sich teilweise widersprechenden Kriterien ist anwendungsspeziﬁsch einstellbar.
Abstract
Energy efﬁciency is very important both in science and everyday life. If different elec-
tronic devices work together, for example for solving a control task together, they have
to communicate with each other. An everyday life example are room temperature con-
trollers using radio communication between a battery-powered temperature sensor and
a heating actuator. This communication often needs more energy than the operation of
the actual (electronic) functionality of the components.
More energy-efﬁcient than the commonly used periodic sampling is event-based sam-
pling, due to the reduction of the message rate. Send-on-delta sampling is the most
widely-known kind of event-based sampling. In that case, the value of the controlled
variable (e.g. the room temperature) is not transmitted equidistantly but only when it
has changed by a speciﬁc amount.
The most successful controller in practice is the PID controller. The most so-called
“PID controllers” do not use the D part (differential action) for several reasons and can
therefore be called “PI controllers”. This work analyses systematically how the parame-
ters of a PI controller should be tuned to reach besides a high control quality also a good
exploitation of the advantages of send-on-delta sampling regarding network load re-
duction and energy efﬁciency. The “weighting” of these partially contradicting criteria
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Energieefﬁzienz ist eines der wichtigsten Themen in Forschung und Alltag. Gleichzeitig
liegt es in der Natur des Menschen, für wiederkehrende Problemstellungen qualitativ
immer bessere (d. h. genauere, schnellere, komfortablere, sicherere etc.) Lösungen zu
entwickeln.
Im Rahmen der genannten Qualitätssteigerung wird die Welt immer mehr von Elek-
tronik durchdrungen, was Trendthemen wie „Internet of Things“, „Cyber-physical sys-
tems“ oder „Industrie 4.0“ zeigen. Häuﬁg kann der Einsatz von Elektronik sogar gleich-
zeitig den Energieverbrauch der Anwendung senken (z. B. „Smart Home“, intelligente
Motorsteuerung in Fahrzeugen) und somit beide Ziele zugleich bedienen. Die Elektro-
nik reduziert aber nur dann den Energieverbrauch, wenn durch ihren Einsatz in der
jeweiligen Anwendung mehr Energie gespart wird als für den Betrieb der Elektronik
zusätzlich benötigt wird. Diese Bedingung ist nicht immer erfüllt [Sch16]. Gelingt es,
den Energieverbrauch der Elektronik selbst zu senken, wird der Einsatzbereich, in wel-
chem sie zum anwendungsbezogenen Energiesparen eingesetzt werden kann, breiter.
Unter anderem deshalb ist nicht nur Energieefﬁzienz durch Elektronik, sondern auch
Energieefﬁzienz von Elektronik selbst zu einem wichtigen Forschungsgebiet geworden.
In der vorliegenden Arbeit wird fast ausschließlich die letztere Art von Energieefﬁzienz
betrachtet.
Arbeiten verschiedene elektronische Geräte zusammen,müssen siemiteinander kom-
munizieren. Diese Kommunikation benötigt oft mehr Energie als der Betrieb der eigent-
lichen (elektronischen) Funktionalität der Teilsysteme (ausführlich dargestellt in Ab-
schnitt 3.1). Eine Möglichkeit zur Senkung der Kommunikationsenergie ist das Vermei-
den von Redundanz, d. h. das Vermeiden der Übertragung von Information, die dem
Empfänger eigentlich schon bekannt ist, von ihm logisch geschlussfolgert oder modell-
basiert berechnet werden kann.
Ein Beispiel für redundante Nachrichtenübertragung ist die in der Praxis übliche pe-
riodische Abtastung und Übertragung gemessener physikalischer Größen, d. h. in kon-
stanten Zeitabständen (äquidistant). In Abbildung 1.1(a) ist ein Beispiel dargestellt,
nämlich die periodische Abtastung eines zeitabhängigen Signals x(t). Ändert sich das








Abbildung 1.1.: Unterschiedliche Abtastverfahren.
Energieefﬁzienter ist es – und weniger redundant –, nur dann eine Nachricht zu
übertragen, wenn sich der Signalwert (signiﬁkant) geändert hat, wobei die Signiﬁkanz-
1
1. Einleitung
schwelle von der jeweiligen Anwendung abhängt. Man spricht dann von ereignisbasier-
ter Abtastung. Wird beispielsweise ein Signal nicht periodisch abgetastet und übertra-
gen, sondern dann, wenn es sich um einen bestimmten Betrag geändert hat, nennt man
das Send-on-Delta-Abtastung, siehe Abbildung 1.1(b). Eine präzise Deﬁnition von „Send-
on-Delta-Abtastung“ mit der Unterscheidung in verschiedene Unterarten wird in Ab-
schnitt 2.3.3 gegeben.
Sehr oft sollen aufgrund der gemessenen, abgetasteten und übertragenen Größen an-
dere Größen („Stellgrößen“) gezielt verändert werden. Wird das getan, um die gemesse-
ne Größe selbst zu beeinﬂussen, d. h. sie auf einen vorgegebenen Wert zu bringen, und
passiert dies automatisch und fortwährend, spricht man von einem Regelkreis, genau-
er deﬁniert in den Abschnitten 1.1 und 2.1. Der Wissenschaftszweig, der sich mit der
Analyse und dem Entwurf von Regelkreisen befasst, ist die Regelungstechnik.
Die vorliegendeArbeit befasst sich, grob formuliert, mit derOptimierung von Regelkrei-
sen bei Send-on-Delta-Abtastung mit dem Ziel, Energieefﬁzienz, Netzlast und Qualität (in
Regelkreisen die Regelgüte, genauer deﬁniert in Kapitel 4) gemeinsam zu betrachten. Sie
bedient sich dabei sowohl Mitteln der Regelungstechnik als auch der Informatik. Viele
Ergebnisse lassen sich mit wenig Anpassungsaufwand auch auf andere ereignisbasierte
Abtastverfahren übertragen, sowie auf Anwendungen, bei denen ereignisbasierte Ab-
tastung nicht zum Regeln, sondern z. B. nur zum Dokumentieren oder zur Modellbil-
dung eingesetzt wird. Das wird an geeigneten Stellen mit angesprochen, aber wegen
der Vielfalt ereignisbasierter Abtastverfahren nicht im Detail betrachtet.
Abbildung 1.2 fasst die Einordnung der Arbeit graﬁsch zusammen. Die Abbildung
enthält einige Fachbegriffe, die im Text noch nicht eingeführt wurden. Dies wird später

































Abbildung 1.2.: Thematische Einordnung der Arbeit.
Im folgenden Abschnitt wird die Zielstellung der Arbeit konkretisiert.
2
1.1. Ziel der Arbeit
1.1. Ziel der Arbeit
Abbildung 1.3 zeigt die stark vereinfachte schematische Darstellung eines Regelkrei-
ses, detailliertere Darstellungen folgen in Kapitel 2. Die zu beeinﬂussende (gemessene)
Größe ist die Regelgröße y. Diese soll über einen physikalischen Zusammenhang, die
Regelstrecke, mit einer Stellgröße u (in vielen Anwendungen ist das eine Ventilstellung,
Motordrehzahl oder Spannung) auf einen vorgegebenen Sollwert (Führungsgröße r) ge-
bracht werden.1 Die Regelgröße wird dazu fortwährend (oder mindestens zu ausrei-
chend häuﬁgen Zeitpunkten) mit der Führungsgröße verglichen. Ein Regler2 berechnet
aus dieser Regeldifferenz e = r− y den notwendigen Verlauf der Stellgröße. Häuﬁg wird
die Regelgröße nicht nur durch die Stellgröße beeinﬂusst, sondern auch durch andere






Abbildung 1.3.: Einfacher Regelkreis. Für detailliertere Darstellungen siehe Kapitel 2.
Beim Regeln besteht das Ziel, dass die Regelgröße bei Änderungen der Führungsgrö-
ße möglichst schnell an die Führungsgröße angeglichen wird und dann auch möglichst
dicht bei ihr bleibt, also Einﬂüsse der Störgröße kompensiert werden.Wie gut dieses Ziel
erreicht wird, kann durch Regelgütekriterien quantiﬁziert werden, siehe Kapitel 4. Die
gängigen Regler bzw. Regelalgorithmen können durch Reglerparameter (skalare, meist
konstante Werte) an eine Vielzahl verschiedener Regelstrecken ohne Veränderung des
Algorithmus selbst angepasst werden.
Der mit einem Anteil von über 90% im Praxiseinsatz am weitesten verbreitete Reg-
lertyp ist der PID-Regler [ÅH01,ACL05,O’D06], wobei es sich in den meisten Fällen aus
praktischen, in Abschnitt 2.5.2 ausführlich genannten Gründen um dessen Sonderfall
PI-Regler handelt [ÅH01,ACL05,O’D06].
In den ersten Publikationen zur PI(D)-Regelung mit Send-on-Delta-Abtastung be-
stand das Ziel darin, die Unterschiede (bezüglich des Regelkreisverhaltens) der mit
Send-on-Delta-Abtastung abgetasteten Regelkreise zu zeitkontinuierlichen oder peri-
odisch abgetasteten Regelkreisen möglichst klein zu halten. Deshalb wurden die PI(D)-
Regler genauso eingestellt wie im zeitkontinuierlichen bzw. periodisch abgetasteten Fall
und nur die Wahl der Abtastparameter untersucht. Zu nennen ist hier insbesondere die
Dissertation von Vasytynskyy [Vas09].
Allerdings wird Send-on-Delta-Abtastung besonders dann eingesetzt, wenn man aus
bestimmten Gründen die Nachrichtenrate (d. h. die durchschnittliche Anzahl vonNach-
richten pro Zeiteinheit) gering halten muss, beispielsweise aus Energieefﬁzienz- oder
1Für Leser mit regelungstechnischem Hintergrund sei bemerkt, dass in der DIN IEC 60050-351 [DIN09]
(eine internationale Norm, welche zahlreiche regelungstechnische Grundbegriffe deﬁniert) andere
Symbole (Variablenbezeichnungen) verwendet werden, die im deutschsprachigen Raum auch oft ver-
wendet werden, international aber weitgehend unbekannt sind. Diese Arbeit verwendet die interna-
tional üblichen Bezeichnungen, da so das „Übersetzen“ der Bezeichnungen als Fehlerquelle vermieden
wird und gleichzeitig die Lektüre denjenigen Lesern erleichtert wird, die häuﬁger englischsprachige
Literatur zum Thema lesen.




Netzlast-Gründen. Klassische Einstellregeln für PI(D)-Regler berücksichtigen dieses
Ziel naturgemäß nicht, weil die Reglereinstellung bei periodischer Abtastung keinen
Einﬂuss auf die Nachrichtenrate hat.
Ziel der Arbeit
Das Hauptziel der Arbeit ist die Untersuchung, wie die Reglerparameter eines PI-
Reglers eingestellt werden müssen, um neben dem Erreichen einer hohen Regelgüte
auch die Vorteile der Send-on-Delta-Abtastung bezüglich der Netzlastreduktion und
Energieefﬁzienz bestmöglich auszunutzen. Die „Gewichtung“ dieser sich teilweise
widersprechenden Kriterien soll anwendungsspeziﬁsch einstellbar sein.
Die genauen Randbedingungen und Annahmen, unter welchen diese Fragestellung
untersucht wird, folgen an jeweils inhaltlich geeigneter Stelle in den folgenden Kapiteln.
Der Kern des Ergebnisses dieser Untersuchungen ist ein Satz von Einstellregeln, mit
denen aus gegebenen Randbedingungen der Regelungsaufgabe (u. a. den Regelstre-
ckenparametern) die optimalen Reglerparameter berechnet werden können. Aber es
wird sich zeigen, dass nicht in jedem Fall die Angabe einer Einstellregel möglich oder
sinnvoll ist, deshalb sind auch die Untersuchungen selbst ein wesentliches Ergebnis die-
ser Arbeit.
Wegen der Vielzahl der Einﬂussgrößen (Regelstreckentypen, Regelstreckenparame-
ter, Abtastparameter, Führungs- und Störgrößenverläufe, Optimierungsziele usw.) kann
in dieser Arbeit nur ein Ausschnitt aus der unendlichen Vielfalt möglicher Randbedin-
gungen untersucht werden. Die Wahl der untersuchten Fälle wird primär anhand einer
Referenzanwendung motiviert, welche in Abschnitt 1.2 vorgestellt wird. Die Randbe-
dingungen werden dabei aber so allgemein formuliert, dass eine Übertragbarkeit auf
andere Anwendungsfälle leicht geprüft werden kann.
Es sei ausdrücklich darauf hingewiesen, dass es in der Arbeit fast ausschließlich um
die bereits vorn angesprochene Energieefﬁzienz von Elektronik geht, nicht um die Ener-
gieefﬁzienz durch Elektronik. Diese Beschränkung ist für viele Anwendungen akzepta-
bel, da sich die Energieefﬁzienz durch elektronische Regelkreise meist unabhängig von
der Energieefﬁzienz der Elektronik selbst durch Vorgabe geeigneter Führungsgrößen-
verläufe beeinﬂussen lässt, siehe Abschnitt 7.3.1.3.
Die vorliegende Arbeit ist im Rahmen einer größeren Zielstellung des Autors ent-
standen. Dabei ging es um die Entwicklung eines adaptiven Reglers bei Send-on-Delta-
Abtastung, d. h. eines Reglers, der seine Parameter selbst anpasst, indem er aus der Ver-
gangenheit lernt. Dadurch kann der Anwender viel Aufwand für die Modellbildung
und Reglereinstellung einsparen. Die vorliegende Arbeit bildet nur einen Bestandteil
der dafür entwickelten Lösung. In Abschnitt 6.3 und Anhang C.12 wird auf die Adap-




Der praktische Nutzen der vorliegenden Arbeit wird nun an einem weit verbreiteten
Praxisbeispiel ausführlicher motiviert. Es handelt sich um die Regelung von Heizkör-
pern mit „Funk-Thermostatventilen“. Dieses Anwendungsbeispiel wird wegen seiner
– verglichen mit vielen anderen Regelungsaufgaben – ausgesprochen weiten Verbrei-
tung sowohl im Rahmen der Evaluierung die Hauptrolle spielen (v. a. Abschnitt 7.3) als
auch bei der Motivation verschiedener Untersuchungen und Beispielbetrachtungen, es
4
1.2. Referenzanwendung: Einzelraum-Lufttemperaturregelung über Funk
handelt sich um die „Referenzanwendung“ für diese Arbeit. Das soll aber nicht den
Anschein erwecken, dass die Lösungen dieser Arbeit nur für diese Anwendung ge-
eignet wären. Alle Ergebnisse sind möglichst allgemeingültig formuliert. Andere An-
wendungsmöglichkeiten werden in den Abschnitten 1.3 und 8.2 kurz diskutiert. Um
die Arbeit auch von der Struktur her möglichst allgemeingültig zu halten, werden die
Besonderheiten der Referenzanwendung immer erst an der Stelle eingeführt, wo sie un-
bedingt benötigt werden, größtenteils sogar erst in Abschnitt 7.3. Es wird also nicht –
wie bei praktischen Regelungsaufgaben – zuerst eine konkrete Anwendung im Detail
analysiert und dann speziell für diese Anwendung eine Einzellösung erarbeitet.
Abbildung 1.4 zeigt das Prinzip dieser Anwendung. An einer Stelle eines Raums, aus
thermodynamischen Gründen typischerweise an einer Außenwand unter einem Fens-
ter, beﬁndet sich ein Heizkörper mit einem Stellventil, über welches der Durchﬂuss an
Heizﬂüssigkeit eingestellt werden kann. Je größer der Durchﬂuss ist (und je wärmer die
Heizﬂüssigkeit ist), desto wärmer wird der Raum. Am Stellventil beﬁndet sich gemäß
DIN EN 215 eine von außen zugängliche Spindel (ein Stab), die das Ventil proportional
zu einem von außen einwirkenden mechanischen Druck schließt. Um die Raumtem-
peratur zu regeln, kann man auf das Stellventil einen Stellantrieb (nach DIN EN 215
„Thermostatkopf“) schrauben, der das Stellventil über die Spindel bewegt. Heizungs-
regler sind nicht nur Stand der Technik, sondern „selbsttätig wirkende Einrichtungen
zur raumweisen Regelung der Raumtemperatur“ sind auch durch die Energieeinspar-
verordnung [EnE07, §14] gesetzlich vorgeschrieben.
Abbildung 1.4.: Beispiel-Szenario: Temperatursensor und Stellantrieb arbeiten über
Funk zusammen.
Zunehmende Verbreitung ﬁnden aus später genannten Gründen elektrische Stellan-
triebe mit einem integrierten elektronischen Regler. Damit der Regler nicht die Luft-
Temperatur direkt an der Heizung, sondern tatsächlich die Raumtemperatur (die meist
unter der Temperatur an der Heizung liegt, wobei der Temperaturunterschied vom
Raum und der Umgebung abhängt [Rie02, Bel16]) regelt, wird an einer anderen Stel-
le, typischerweise an einer Tür, ein Temperatursensor angebracht. Der Sensor wird oft
mit einem Display und einer Möglichkeit zur Einstellung des Sollwerts (d. h. der ge-
wünschten Raumtemperatur) kombiniert. UmVerkabelungsaufwand zu vermeiden, ge-
rade bei Nachrüstungen von Bestandsgebäuden, die vorhermit einem einfachenmecha-
nischen Thermostatventil geregelt wurden, kommunizieren die beiden Einheiten über
Funk und werden entweder von Batterien oder durch „Energy Harvestig“ (d. h. Solar-
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module (Lichtenergie) oder den Seebeck-Effekt (Wärmeenergie)) mit Energie versorgt.
Derartige „Funk-Temperaturregel-Geräte“ gibt es unter verschiedenen Bezeichnun-
gen und von verschiedenen Herstellern am Markt, man kann sie zu erschwinglichen
Preisen in Elektronikgeschäften erwerben und sie haben eine hohe Verbreitung erreicht.
Die Bezeichnungen reichen von „Funk-Heizkörper-Thermostat und Stellantrieb“ über
„Energiespar-Regler für Heizkörper“ bis „Funk-Raumfühler“ oder „Funk-Raumtempe-
ratur-Sensor“. Anbieter sind beispielsweise ELV, eQ-3, Conrad, Gira, Thermokon, Kie-
back & Peter, AGT, ITC, TechnoLine, Honeywell und Rev Ritter. Der Autor hat die Be-
dienungsanleitungen sowie Hunderte von Kundenrezensionen zahlreicher dieser Gerä-
te auf Portalen wie Amazon und Conrad ausgewertet, um die typischen Kritikpunkte
der Nutzer an diesen Geräten ausﬁndig zu machen.
Alle untersuchten Sets bestehen mindestens3 aus einer Sensoreinheit (Temperatur-
sensor) und einer Aktoreinheit (Stellantrieb). In den meisten Fällen sind sowohl Sensor-
als auch Aktoreinheit batteriebetrieben. Üblich sind für Sensor- und Aktoreinheit je-
weils zwei AA-Batterien. Diese versprechen laut Bedienungsanleitung eine Batterie-
lebensdauer von 1-2 Jahren (sowohl für Sensor- als auch Aktoreinheit), was von vie-
len Kundenrezensionen bestätigt wird. Bei manchen Geräten werden bis zu 5 Jahre
Batterielebensdauer angegeben. Die Funk-Temperatursensoren von Thermokon sowie
von Kieback & Peter werden typischerweise mit einem Solarmodul („Energy Harves-
ting“) betrieben. Selten sind Aktoreinheiten, die mit Energy Harvesting betrieben wer-
den (Seebeck-Effekt, z. B. „Funk-Kleinstellantrieb MD10-FtL-HE“ von Kieback & Peter,
bekannter unter der Bezeichnung „en:key“).
In wenigen Ausnahmen sind entweder der Stellantrieb (z. B. Thermokon „SRC-AO
CLIMATE“) oder der Sensor (z. B. Gira „Funk-Raumtemperatur-Sensor mit Uhr“) netz-
betrieben. Sets, bei denen beide Geräte netzbetrieben sind, wurden nicht betrachtet, da
dort der Vorteil von Send-on-Delta-Abtastung fraglich ist, denn der Spannungswand-
ler verbraucht in diesem Fall weit mehr Energie als die „eigentliche“ Elektronik (siehe
Anhang B.2.1).
Bei manchen Geräten ist laut Bedienungsanleitung der eigentliche Regler (im rege-
lungstechnischen Sinne) in der Sensoreinheit enthalten und die Stellgröße (Ventilöff-
nung) wird übertragen (z. B. eQ-3 „HomeMatic Funk-Wandthermostat HM-CC-TC“,
10/2008 für Funk-Stellantriebe (HM-CC-VD)), bei anderen wird die Regelgröße (Tem-
peratur) übertragen und der Regler beﬁndet sich in der Aktoreinheit (z. B. Thermokon
„SR04“, TechnoLine „TM 3420-RF mit TM 3080-RF (Sensor) und TM-3020-RF (Aktor)“
08/2009, Kieback & Peter „RBW322-FTL und Kleinstellantrieb MD15-FTL“). Auch die
Sollwerteinstellung erfolgt bei manchen Geräten an der Sensor-, bei anderen an der Ak-
toreinheit.
Eine elektronische Heizungsregelung hat verschiedene Vorteile gegenüber rein me-
chanischen Thermostatventilen, einerseits im Hinblick auf den thermischen Komfort,
andererseits im Hinblick auf den Heizenergieverbrauch. Zum Beispiel erlaubt eine elek-
tronische Heizungsregelung eine höhere Regelgüte (u. a. gibt es im Gegensatz zu einfa-
chen mechanischen Thermostatventilen, welche reine Proportional-Regler4 sind, keine
bleibende Regeldifferenz) sowie vom Nutzer programmierbare Sollwert-Zeitprogram-
me, das automatische Abschalten der Heizung beim Öffnen eines Fensters und eine
automatische Wartung (Verkalkungsschutz). Nach DIN EN 15232 sind elektronische
Heizungsregler notwendig, um die Gebäudeautomations-Efﬁzienzklasse A oder B zu
3Bei manchen Sets kann man zusätzlich Fensterkontakte erwerben, um bei geöffnetem Fenster die Hei-
zung automatisch abzuschalten, oder eine zentrale Steuerungseinheit mit Anbindung an ein Ethernet-
Netzwerk, um alle Regler einer Wohnung zentral bzw. über das Internet steuern zu können.
4Proportionalregler erzeugen eine Stellgröße, die direkt proportional zur Regeldifferenz ist.
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erreichen [DIN07]. Hersteller von elektronischen Heizkörper-Reglern werben v. a. mit
der Einsparung von Heizenergie. Diese wird mit den Zeitprogrammen begründet und
basiert auf der Annahme, dass die Raumnutzer ohne diese Zeitprogramme die Heizung
immer auf dem gleichen Sollwert lassen würden (aufgrund von Bequemlichkeit oder
Unachtsamkeit), was eher im Zweckbau als im Wohnungsbau realistisch ist.
Durch Sensorenmit Funkübertragung fallen nicht nur der Verkabelungsaufwand und
die entsprechenden Kosten weg (gerade bei Nachrüstung in Bestandsgebäuden vorteil-
haft), sondern auch der Komfort wird noch weiter verbessert, weil die Position des Tem-
peratursensors problemlos nachträglich verändert werden kann, um den thermischen
Komfort für eine andere Position im Raum zu optimieren. Zusätzlich kann man so an
einer bequem erreichbaren Stelle im Raum, z. B. an der Tür, den Sollwert einstellen. Als
Grund für den Kauf geben entsprechend die meisten Kunden den Komfortgewinn und
die Heizenergieeinsparung durch einstellbare Zeitprogramme sowie die bequeme Be-
dienung durch die freie Platzierung der Sensoreinheit an.
Die meisten Geräte basieren auf dem gleichen, proprietären Funk-Protokoll (BidCoS).
Bei diesem Protokoll wird mehr oder weniger periodisch kommuniziert, wobei das Ab-
tastintervall deterministisch (d. h. nicht stochastisch, also nicht zufällig, sondern nach
einem deﬁnierten Schema) zwischen 120 und 184 Sekunden schwankt (sowohl Sender
als auch Empfänger kennen den nächsten Sendezeitpunkt), um zu vermeiden, dass
sich Geräte, die einmal gleichzeitig senden, bei jedem weiteren Versuch wieder be-
hindern. Ausführliche Informationen ﬁnden sich in den zugehörigen Patentschriften
(u. a. [ELV06b,ELV06a,EQ10]).
Nicht wenige Nutzer berichten allerdings von Problemen bei der Nutzung der Gerä-
te. Neben Aspekten, die von der vorliegenden Arbeit nicht beeinﬂusst werden können,
wie z. B. die Lautstärke und Größe des Stellantriebs, defekte Sensoren, schlecht ablesba-
re Displays oder die Ungenauigkeit der integrierten Uhren, gibt es wesentliche Kritik-
punkte, denen sich die vorliegende Arbeit widmet.
• Viele Kunden stört es, dass es – wegen des mehr oder weniger periodisch arbei-
tenden BidCoS-Protokolls – von der Einstellung eines neuen Sollwerts bis zur Re-
aktion des Stellantriebs mehrere Minuten dauern kann. Hier kann Send-on-Delta-
Abtastung helfen, weil ereignis- und nicht zeitgesteuert kommuniziert wird.
• Ebenfalls beschreiben viele Kunden den Regelungsvorgang als zu „träge“, bei an-
deren schwingt die Raumtemperatur (oder die Temperatur steigt bei Sollwertän-
derungen über den Zielwert hinaus an bzw. sinkt zu weit ab), bei manchen sogar
beides. Viele der Kunden haben diese Probleme nicht nur sporadisch, sondern im-
mer wieder. Es gibt aber auch zufriedene Kunden. Beide genannten Problemtypen
deuten auf zum jeweiligen Raum bzw. Stellventil unpassend eingestellte Regler-
parameter hin. Die passende Reglereinstellung ist ein Kernthema dieser Arbeit.
Eine besondere Herausforderung bei der Einstellung von Raumtemperaturreglern
ist, dass die Eigenschaften der Regelstrecke (d. h. des konkreten Raums) beim Bau
des Reglers nicht hinreichend genau bekannt sind, was in den Abschnitten 6.3
und 7.3.1 besprochen wird.
• Ein anderes häuﬁg genanntes Problem ist die Funk-Reichweite. Diese wird in den
Datenblättern meist mit ca. 100m (im „Freifeld“, also ohne störende Umgebungs-
einﬂüsse) angegeben, aber viele Nutzer berichten schon ab 5m Abstand zwischen
Sensor- und Aktoreinheit von Funk-Problemen, einer sogar bei unter 2m. Dass
diese auftreten, kann der Nutzer nicht nur durch die schlechte Regelgüte erah-
nen, sondern Funkprobleme werden von manchen Geräten auf dem Display an-
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gezeigt. Es gibt andererseits aber auch Kunden, bei denen die Kommunikation so-
gar raumübergreifend funktioniert. Vorübergehende, aber länger anhaltende Aus-
fälle der Kommunikation führen öfters dazu, dass ein Raum über längere Zeit zu
stark geheizt wird, was für den Raumnutzer störend ist und auch eine Verschwen-
dung von Heizenergie darstellt. Zudem senkt die daraufhin automatisch stattﬁn-
dende, energieintensive Neusynchronisation der Geräte die Batterielebensdauer
drastisch. Ein Nutzer sprach von einer Batterielebensdauer von nur einem halben
Jahr. Die wesentliche Ursache für die Funkprobleme besteht darin, dass die Ge-
räte mit möglichst geringer Sendeleistung (d. h. möglichst geringem Energiever-
brauch) unter Inkaufnahme einer – unter ungünstigen Bedingungen – geringen
Reichweite arbeiten, damit die Batterie – unter günstigen oder normalen Bedin-
gungen – akzeptabel lange hält. Durch Send-on-Delta-Abtastung kann nicht nur
die Batterielebensdauer erhöht werden, sondern alternativ auch bei gleich blei-
bender Batterielebensdauer die Sendeleistung, sodass die Reichweite steigt und
die genannten Probleme deutlich seltener auftreten.
All diese Probleme belegen, dass das Erreichen einer hohen Regelgüte trotz niedri-
gen Energieverbrauchs (also das Ziel dieser Arbeit) eine praxisrelevante und für viele
Menschen gewinnbringende Aufgabenstellung ist.
In Deutschland werden jährlich rund 1,5 bis 2 Millionen elektronische Heizungsregler
verkauft [LG12]. Da in diesem Anwendungsbeispiel das Einsparpotenzial an Nachrich-
ten (und damit auch an Energie) durch Send-on-Delta-Abtastung verglichen mit der
üblichen (mindestens näherungsweise) periodischen Abtastung bei ca. 90% liegt (siehe
Abschnitt 7.3 sowie [PGR+10,PVK10]), könnten durch konsequenten Einsatz von Send-
on-Delta-Abtastung allein in dieser Anwendung und nur in Deutschland jährlich rund
4 Millionen Batterien und damit nahezu 100 Tonnen an Sondermüll eingespart werden.
Da elektronische Heizungsregler weltweit eingesetzt werden und nur ein Beispiel un-
ter vielen bilden, wo Send-on-Delta-Abtastung eingesetzt werden kann, ist das derzeit
ungenutzte Potenzial der Send-on-Delta-Abtastung noch um Größenordnungen größer.
Wegen des aktuellen, weltweiten Trends zu „Ambient Intelligence“, „Ambient Assisted
Living“ und „Internet of Things“, wo immer mehr Geräte miteinander vernetzt werden,
ist für die Zukunft ein steigender Nutzen der Send-on-Delta-Abtastung zu erwarten.
1.3. Weitere Anwendungsgebiete der Arbeit
Neben dieser Referenzanwendung kann man Send-on-Delta-Abtastung natürlich auch
in vielen anderen Regelkreisen (sowie zur Datenaufzeichnung oder Steuerung von Pro-
zessen) einsetzen. Voraussetzung ist, dass das verwendete Netzwerkprotokoll nicht vor-
schreibt, wann welcher Teilnehmer kommunizieren muss. Diese Bedingung ist z. B. bei
CSMA-basierten Netzwerken wie Ethernet, EnOcean, ZigBee, LonWorks und CAN er-
füllt, aber nicht bei „deterministischen“ Netzen wie Proﬁbus oder Interbus-S. Präzi-
ser werden die Anwendungsvoraussetzungen der Send-on-Delta-Abtastung in [Vas09,
HK13] beschrieben.
Relevante Anwendungsgebiete sind insbesondere Regelkreise, bei denen die betei-
ligten Geräte (insbesondere die Sensoreinheit) über einen längeren Zeitraum nicht mit
Netzspannung betrieben werden können (z. B. in allen mobilen Objekten wie Fahr- und
Flugzeugen, Schiffen, mobilen Messstationen wie Wetterballons, am Meeresgrund oder
im Weltraum) oder bei denen eine Stromzufuhr von außen technisch schwer möglich
ist (z. B. in verfahrenstechnischen Reaktoren oder FOUPs (Wafer-Transportkisten)). Der
Nutzen der Send-on-Delta-Abtastung ist besonders groß, wenn in der Anwendung nur
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selten Änderungen der Führungs- oder Störgröße auftreten und somit der Regelkreis
meist in einem „stationären Zustand“ ist, bei welchem sich der Verlauf des abgetaste-
ten Signals nicht oder nur langsam ändert [PBG+16] – denn dann ist das Potenzial zur
Nachrichteneinsparung gegenüber periodischer Abtastung besonders groß.
Send-on-Delta-Abtastung ist in Regelkreisen nicht nur dann sinnvoll, wenn Energie
gespart werden muss, sondern auch dann, wenn die Nachrichtenrate reduziert werden
soll. Ein typisches Beispiel ist die Helligkeitsregelung im Rahmen einer Konstantlicht-
regelung (genauer betrachtet in Anhang C.6.2), bei der wegen der schnellen Veränder-
lichkeit die Helligkeit in kurzen Zeitabständen abgetastet werden muss und deshalb
bei periodischer Abtastung – im typischen Fall einer über lange Zeiträume nahezu kon-
stanten Helligkeit – sehr viele unnötige Nachrichten gesendet werden und das Netz
unnötig stark belastet wird.
Send-on-Delta-Abtastung kann in Regelkreisen auch dann sinnvoll sein, wenn we-
der Netzlast noch Energieverbrauch relevant sind, sondern zur Senkung der Prozes-
sorlast möglichst selten der Regelalgorithmus aufgerufen werden soll. Das war insbe-
sondere das Ziel der ersten Arbeit bezüglich PID-Regelung bei Send-on-Delta-Abtas-
tung [Årz99].
Wenn Send-on-Delta-Abtastung zur Übertragung der Stellgröße eingesetzt wird,
kann weiterhin die Anzahl an Stellvorgängen reduziert werden [LP13, Spa14, PGR+09,
PBG+16], was für manche Aktoren Lebensdauer-verlängernd wirkt, den Stell-Energie-
verbrauch vermindert oder, wie beim Referenzbeispiel, die Geräuschbelastung redu-
ziert.
Bei der Verwendung ereignisbasierter Sensorik (z. B. berührungsbasierte, binäre Win-
kelsensoren) oder eines ereignisbasierten Analog-Digital-Wandlers [ASFR03] kann mit-
tels Send-on-Delta-Abtastung erreicht werden, dass bei Änderungen der gemessenen
Größe (Ereignissen) sofort reagiert wird und nicht erst zum nächsten (periodischen)
Abtastzeitpunkt.
1.4. Aufbau der Arbeit
Die Arbeit ist wie folgt aufgebaut. In Kapitel 2 werden zunächst die notwendigen
Grundlagen zum Thema Regelung und Abtastung dargestellt. Den ersten Kern der Arbeit
bildet Kapitel 3 mit einer Analyse, wie groß der Nachrichtenabstand für eine maxima-
le Energieefﬁzienz sein sollte, da Synchronisationsprobleme (ungenaue „Uhren“ der
kommunizierenden Geräte) dafür sorgen, dass längere Nachrichtenabstände nicht im-
mer auch weniger Energieverbrauch bedeuten. Fortgesetzt wird die Arbeit in Kapitel 4
mit einer Analyse der Eignung von Gütekriterien für die Bewertung von Regelkreisen
mit Send-on-Delta-Abtastung. Den zweiten Kern der Arbeit bildet Kapitel 5 mit einer sys-
tematischen Analyse des Einﬂusses der Reglerparameter auf das Regelkreisverhalten
bzw. auf die Gütekriterien, sowie der Herleitung von Einstellvorschriften für PI-Regler
bei Send-on-Delta-Abtastung. Kapitel 6 diskutiert verschiedene Praxisprobleme, die bei
der Reglereinstellung von Bedeutung sind, aber in theoretischen Arbeiten oft vernach-
lässigt werden. Die Einstellvorschriften werden in Kapitel 7 zunächst anhand allgemei-
ner Simulationsstudien und anschließend anhand des Referenzbeispiels (sowohl durch
Simulationen als auch reale Experimente) evaluiert. Abgeschlossen wird die Arbeit mit
einer Zusammenfassung und einem Ausblick in Kapitel 8. Dort wird auch die Verallge-
meinerbarkeit der Ergebnisse auf andere Fragestellungen diskutiert.
Der Anhang ist dreigeteilt: Zunächst werden wichtige Grundlagen der Regelungs-
technik dargestellt, die im Hauptteil der Arbeit als bekannt vorausgesetzt werden (An-
hang A), dann einige, im Hauptteil der Arbeit verzichtbare, Ergänzungen zum Stand
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der Technik gegeben (Anhang B) und abschließend weiterführende Ergänzungen zu
den eigenen Beiträgen der Arbeit (Anhang C).
Das Symbolverzeichnis (hinter dem Inhaltsverzeichnis) und die darauf folgenden
Verzeichnisse der nummerierten Deﬁnitionen, Annahmen und Folgerungen dienen
zum schnellenNachschlagen. Insbesondere erlauben die Verzeichnisse, ohne Einschrän-
kung der Übersichtlichkeit die Annahmen, Deﬁnitionen usw. nicht an zentraler Stelle
zusammenzufassen, sondern sie an jeweils inhaltlich geeigneten Stellen einzuführen.
1.5. Hypothesen der Arbeit
Zwar sind die Untersuchungen selbst ein wesentlicher Beitrag dieser Arbeit, aber es
werden auch die folgenden wesentlichen Hypothesen aufgestellt und untersucht. Dabei
müssen Begriffe verwendet werden, die wegen ihrer Komplexität erst später genauer
deﬁniert werden können, Regelungstechnikern aber sicher weitgehend bekannt sind.
Hypothese 1
Die Reduktion der Nachrichtenrate bewirkt – wegen der Drift der Oszillatoren ver-
schiedener drahtlos kommunizierender Geräte – nicht grundsätzlich eine Verbesse-
rung der Energieefﬁzienz der Geräte.
Hypothese 2
Obwohl die Reduktion der Nachrichtenrate nicht unbedingt die Energieefﬁzienz op-
timiert, kann durch entsprechende Anpassung der Send-on-Delta-Abtastung dafür
gesorgt werden, dass sich die Einstellregel bei der Optimierung der Energieefﬁzienz
auf das Ziel reduzieren kann, (unter Beachtung der Regelgüte) die Nachrichtenanzahl
zu minimieren.
Hypothese 3
Es lohnt sich (bezüglich praxisgerecht ausgesuchter Gütekriterien), Regler bei Send-




KP = (0, 4 + 0, 3 · ψ + 0, 2 · η + 0, 2 · η · ψ) · 1
Km · η (1.1a)
TI = (1, 1 + 0, 3 · ψ + 0, 3 · η + 0, 2 · η · ψ) · Tm, (1.1b)
wobei KP und TI die Parameter eines PI-Reglers, Km, Tm und η die Parameter einer
P-T1-Tt-Regelstrecke und ψ ein frei wählbarer Gewichtungsfaktor zwischen optimaler
Regelgüte und höchstmöglicher Energieefﬁzienz und niedrigster Nachrichtenanzahl
sind, ist zur Ausregelung von Führungsgrößensprüngen bei Regelstrecken vom Typ
P-T1-Tt besonders geeignet, wenn die Rückführgröße per Send-on-Delta-Abtastung
übertragen wird und keine Stellgrößenbeschränkungen wirken.
Hypothese 5
Die Einstellregel (5.24) erlaubt durch einen vom Nutzer vorgebbaren Parameter ψ
die stufenlose Abwägung (Prioritätsgewichtung) zwischen maximaler Energieefﬁzi-




Die Erfüllung der Hypothesen wird in Tabelle 8.1 (Seite 162) belegt.
1.6. Veröffentlichungen
Im Rahmen der vorliegenden Arbeit wurden Publikationen erstellt. Die Kernelemente
der Arbeit wurden in [HPVK16, HK14, HK13, HDRK13, HPVK12, HVPK12] veröffent-




2. Grundlagen: Regelkreis, Abtastung und
PI(D)-Regler
In diesem Kapitel werden die wichtigsten Deﬁnitionen und Annahmen dargestellt, die
für die vorliegende Arbeit von Bedeutung sind, insbesondere zum Regelkreis, zur Ab-
tastung von Signalen und zum PI(D)-Regler.
2.1. Regelkreis
In Abbildung 1.3 wurde bereits ein stark vereinfachter Regelkreis dargestellt. Dieser
muss nun zunächst um Aktor, Sensor und Störgröße erweitert werden, bevor in Ab-
schnitt 2.2 die Abtastung ergänzt wird. Abbildung 2.1 zeigt den erweiterten Regelkreis
und die Bezeichnung der zugehörigen Signale. In dieser Arbeit werden regelungstech-
nische Grundbegriffe wie „System“, „Regelstrecke“, „Rückführgröße“, „offener Regel-
kreis“, „Aktor“, „adaptive Regelung“ und „Totzeit“ als bekannt vorausgesetzt. Die De-
ﬁnitionen aller für das Verständnis der Arbeit essentiellen Begriffe nach DIN IEC 60050-
351 sind in Anhang A.1 (ab Seite 167) aufgeführt. Es wird dem Leser empfohlen, vor
dem Weiterlesen zu prüfen, ob alle dort aufgeführten Begriffe bekannt sind. Zudem
wird die in Anhang A.3 vorgestellte Darstellung in Form von Wirkungsplänen (Block-























Abbildung 2.1.: Einfacher (zeitkontinuierlicher) Regelkreis mit Aktor, Sensor und
Störgröße.
Annahme 2.1 (SISO-Regelstrecke)
In dieser Arbeit wird von einer Regelstrecke mit nur einer Stellgröße und nur einer
Regelgröße ausgegangen („single input, single output“, kurz SISO). Alle Signale im
Regelkreis werden daher als skalare Größen angenommen.
Nach Abbildung 2.1 wirkt die Störgröße am Regelstreckenausgang. Viele reale Stö-
rungen wirken aber nur indirekt auf die Regelgröße, indem sie entweder die Stellgröße
„verfälschen“ oder andere physikalische Größen der Regelstrecke beeinﬂussen, die ih-
rerseits auf die Regelgröße einwirken. Berechnet man über ein Modell der Regelstrecke
13
2. Grundlagen: Regelkreis, Abtastung und PI(D)-Regler
die Wirkung aller Störungen auf die Regelgröße und addiert sie zusammen, erhält man
die hier verwendete Störgröße d(t), die also auch Störungen modellieren kann, die ur-
sächlich nicht am Regelstreckenausgang wirken, und damit sehr allgemein nutzbar ist.
In der DIN IEC 60050-351 wird nicht festgelegt, an welcher Stelle die Störgröße wirkt,
deshalb gibt es dort auch keine Unterscheidung zwischen den Größen yp und ym.
Annahme 2.2 (Störgröße am Regelstreckenausgang)
In dieser Arbeit werden die Wirkungen aller Störungen als Gesamtheit durch eine
einzige, am Regelstreckenausgang wirkende „Störgröße“ modelliert.
2.2. Vernetzter Regelkreis
In dieser Arbeit wird folgende Annahme getroffen:
Annahme 2.3 (Zwei kommunizierende Einheiten)
Es wird angenommen, dass zwei über ein (i. d. R. drahtloses) Netzwerk miteinander
kommunizierende Geräte zusammenarbeiten, nämlich eine „Sensoreinheit“ und eine
„Aktoreinheit“. Da der Regelalgorithmus reine Software ist und beide Einheiten we-
gen der digitalen Nachrichtenübertragung in der Lage sein müssen, Software auszu-
führen, kann der Regelalgorithmus wahlweise entweder auf der Sensoreinheit oder
der Aktoreinheit ausgeführt werden. Im ersten Fall wird die Reglerausgangsgröße
von der Sensoreinheit zur Aktoreinheit gesendet, im zweiten Fall die Rückführgröße,
siehe Abbildung 2.2.
Deﬁnition 2.1 (Sensoreinheit und Aktoreinheit)
Als „Sensoreinheit“ wird in dieser Arbeit das Gerät bezeichnet, welches (unter an-
derem) zum Messen der Regelgröße zuständig ist. Die „Aktoreinheit“ ist das Gerät,
welches primär zur Ansteuerung des Aktors verwendet wird. Bezüglich des Nach-
richtenaustauschs muss die Sensoreinheit vor allem Informationen senden und die




















































(b) Regler und Sollwerteinstellung in der
Sensoreinheit.
Abbildung 2.2.: Regelkreise mit dem Regler in verschiedenen Geräten.
Es wird also vorausgesetzt, dass der Regler (als Software, Regelalgorithmus) entwe-
der in der Sensor- oder in der Aktoreinheit enthalten ist und nicht in einem separaten
Gerät. Das ist heute in praktischen Realisierungen der Fall [VK10b,Ung10,PBG+16], ins-
besondere in der Referenzanwendung (Abschnitt 1.2). Diese Lösung vermeidet zusätz-
liche Hardware, damit auch zusätzliche (Installations-)Kosten, zusätzliche Nachrichten
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(wegen der sonst notwendigen Kommunikation Sensor – Regler – Aktor) und damit
zusätzlichen Energieverbrauch. Die wesentlichen Folgerungen dieser Arbeit lassen sich
aber auch auf den Fall übertragen, dass der Regler in einem separaten Gerät unterge-
bracht ist. Auch die Nutzerschnittstelle wird üblicherweise in einem der beiden Geräte
untergebracht.
Außerdem wird davon ausgegangen, dass keine sonstigen Geräte an der Kommuni-
kation zwischen Sensor- und Aktoreinheit beteiligt sind:
Annahme 2.4 (Direkte Kommunikation)
Sensor- und Aktoreinheit kommunizieren direkt, d. h. ohne zwischengeschalteten
Repeater, Router o. ä. Zumindest wird in dieser Arbeit weder der Energieverbrauch
eventuell zwischengeschalteter Geräte noch die Nachrichten-Verzögerung durch die
Weiterleitung berücksichtigt.
Auch diese Annahme ist in der Referenzanwendung erfüllt. Bei Multi-Hop-Kommu-
nikation (über zwischengeschaltete Geräte, deren Energieverbrauch auch von Belang
ist), kann das Energie-optimale Verhalten erheblich komplexer sein [AWAD15].
Neben den in Abbildung 2.2 gezeigten Fällen wäre auch eine Übertragung der Re-
geldifferenz möglich [Ara11,BDSV12a,RJSD14a]. Der Nachteil besteht darin, dass dann
sowohl die Sensor- als auch der Aktoreinheit jeweils einen Teil der nutzerspeziﬁschen
Randbedingungen kennen muss (Führungsgröße, Reglerparameter usw.), sodass ent-
weder beide eine Nutzerschnittstelle brauchen oder die Einstellungen kommunizieren
müssen. Bei einer stückweise konstanten Führungsgröße ist der Unterschied zu einer
Übertragung der Rückführgröße gering, weil es sich dann weitgehend nur um eine
stückweise konstante „Verschiebung“ der übertragenen Werte handelt. Dieser Fall wird
in dieser Arbeit nicht näher untersucht, auch weil er in den kommerziell verfügbaren
Geräten der Referenzanwendung (Abschnitt 1.2) nicht üblich ist.
In dieser Arbeit werden auch Nachrichtenverluste (z. B. durch Nachrichtenkollisio-
nen oder schlechte Verbindungsqualität) nicht betrachtet, bzw. sie werden als vernach-
lässigbar selten angenommen, so dass sie wie eine sporadisch auftretende Störgröße
wirken. Demzufolge wird auch angenommen, dass Kollisionen mit anderen Nachrich-
ten vernachlässigbar selten auftreten.
Deﬁnition 2.2 (Nachrichtenrate)
Die Nachrichtenrate ist die Anzahl von übertragenen Nachrichten pro Zeiteinheit.
Deﬁnition 2.3 (Netzlast)
Die Netzlast ist das Verhältnis zwischen tatsächlicher und maximal möglicher Nach-
richtenrate in einem Zeitintervall.
Es sei bemerkt, dass die hier genannte Deﬁnition von „Netzlast“ für exakte Berech-
nungen zu unscharf ist, u. a. weil Nachrichten unterschiedlich groß sein können und
die Bestimmung einer „maximalen Nachrichtenrate“ je nach verwendetem Netzwerk
sehr komplex sein kann [Sch12]. Für die Zwecke dieser Arbeit genügt diese Deﬁnition
jedoch, da die für Regelungszwecke übertragenen Nachrichten üblicherweise eine kon-
stante Größe haben und das Ziel „Netzlastreduktion“ in Hinsicht auf einen Regelkreises
äquivalent zur Senkung der regelkreisbedingten Nachrichtenrate ist.
2.3. Abtastung
Regler arbeiten heute im Normalfall nicht zeitkontinuierlich (d. h. z. B. als analoge, elek-
trische Schaltung oder als mechanisches System), sondern als Abtastregler bzw. als Soft-
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ware, die auf einem Prozessor ausgeführt wird. Dazu muss die zu regelnde Größe abge-
tastet werden. Die Abtastung wird den meisten Lesern geläuﬁg sein, für die anderen ist
in Anhang A.2 eine kurze Einführung angegeben. Auch die formalen Deﬁnitionen der
Begriffe „Abtastsignal“, „Abtaster“, „Halteglied“ und „Abtastregelung“ nach DIN IEC
60050-351 sind in Anhang A.2 aufgeführt.
Bei einer Abtastregelung sind Reglerausgangsgröße und Rückführgröße zeitdiskret,
während Stell- und Regelgröße zeitkontinuierlich sind. Diese Unterscheidung wird in
der Literatur zur Regelungstechnik meist vermieden, da sie theoretische Betrachtungen
erschwert. Überhaupt wird meist nicht zwischen Regel- und Rückführgröße unterschie-
den, auch nicht zwischen Reglerausgangs- und Stellgröße. In der vorliegenden Arbeit
spielt der Unterschied jedoch an manchen Stellen eine Rolle, weshalb die Begriffe exakt
verwendet werden.
In der Praxis wird die Regelgröße nach der Abtastung quantisiert [SSH00a], d. h. der
kontinuierlicheWertebereich der realen physikalischen Größe („analog“) wird auf einen
diskreten Wertebereich („digital“) abgebildet, damit der Wert im Rechner durch eine
endliche Anzahl von Bits repräsentiert werden kann (z. B. bei 8 Bit 28 = 256 Stufen, bei
16 Bit 216 = 65.536 Stufen). Üblicherweise ist die Auﬂösung so hoch, dass die Quantisie-
rung bei der Analyse des Regelkreisverhaltens vernachlässigt werden kann. Das wird
auch in dieser Arbeit angenommen.
Annahme 2.5 (Analog-Digital- und Digital-Analog-Wandlung)
Quantisierungseffekte werden in dieser Arbeit als vernachlässigbar angesehen. Auch
sonstige Fehlereinﬂüsse, die bei der Abtastung der Regelgröße durch den Analog-
Digital-Wandler wirken [UW06] werden in dieser Arbeit nicht berücksichtigt. Es wird
angenommen, dass hinreichend genaue Analog-Digital-Wandler eingesetzt werden.
Für die Digital-Analog-Wandlung der Reglerausgangsgröße gilt dasselbe.
Für zeitdiskrete Signale wird in dieser Arbeit folgende Notation verwendet:
Deﬁnition 2.4 (Notation zeitdiskreter Signale)
Ein Signal x(t), das zu den Zeitpunkten {tk} abgetastet wird, wird in der vorliegenden
Arbeit mit der Schreibweise x(tk) = x[k] mit k ∈ Z notiert.
Sind die Komponenten eines Regelkreises über ein Netzwerk miteinander verbun-
den, werden die Werte des abgetasteten Signals über das Netzwerk übertragen. Dabei
kann zuvor noch eine „Redundanzreduktion“ erfolgen, wie in Kapitel 1 beschrieben
wurde, d. h. es werden nicht immer alle Abtastwerte übertragen. An dieser Stelle muss
auf einen Begriffskonﬂikt hingewiesen werden. Der Begriff Abtastung wird sowohl für
die Diskretisierung zeitkontinuierlicher Signale (wie zuvor beschrieben) verwendet, als
auch für die anschließende Auswahl der zu übertragenden Werte aus dem zeitdiskre-
ten Signal. Daher bezieht sich beispielsweise der Begriff Send-on-Delta-Abtastung oft gar
nicht auf die Abtastung zeitkontinuierlicher Größen, sondern auf die Auswahl zu über-
tragender Größen aus einer periodisch abgetasteten Zeitreihe, siehe Abschnitt 2.3.3. Die-
ser Begriffskonﬂikt kann in dieser Arbeit nicht sinnvoll aufgelöst werden, da die Be-
griffe etabliert sind. Es wird aber an allen Stellen, wo die Unterscheidung wichtig ist,
beschrieben, welche Bedeutung des Wortes „Abtastung“ gemeint ist.
2.3.1. Periodische Abtastung




Deﬁnition 2.5 (Periodische Abtastung, äquidistante Abtastung)
Beträgt der zeitliche Abstand zwischen zwei aufeinanderfolgenden Nachrichten im-
mer dieselbe Zeitspanne Ta (Abtastperiode), so spricht man von „periodischer“ oder
„äquidistanter“ Abtastung, d. h.
x[k] = x (tk) = x (kTa) . (2.1)
Der Kehrwert fa = 1/Ta der Abtastperiode wird als Abtastfrequenz bezeichnet.
Werden die abgetasteten Werte auch periodisch über ein Netzwerk übertragen, gilt
somit für die Sendezeitpunkte tperS [k]
tperS [k] = t0 + k · Ta (2.2)
mit dem Anfangszeitpunkt t0. Es wird in (2.2) vereinfachend angenommen, dass die
Schwankung der Abtastperiode (durch die Drift und Varianz von Timern (Oszillatoren)
[SY04]) vernachlässigbar ist.
Es ist in der Signalverarbeitung allgemein bekannt, dass – damit der Verlauf eines
Signals x(t) zwischen den äquidistanten Abtastzeitpunkten tS [k] exakt rekonstruiert
werden kann – das Nyquist-Shannon-Abtasttheorem eingehalten werden muss [Jer77,
SSH00b]. Dieses Theorem besagt, dass die Abtastperiode kleiner sein muss als die Hälf-
te der Periodendauer der höchsten im Signal enthaltenen Frequenz.
Wird das Abtasttheorem eingehalten, ist eine exakte Rekonstruktion des ursprüngli-











möglich. Wegen der unendlichen Summe ist diese Rekonstruktion im Allgemeinen nur
theoretisch möglich, praktisch nur näherungsweise1. In der Praxis lässt sich außerdem
für die wenigsten Signale eine höchste Frequenz ermitteln, z. B. weil Messrauschen
Frequenzanteile unbekannter Höhe enthält und die gemessenen Vorgänge bei „mikro-
skopischer“ Betrachtung stochastisch und extrem schnell ablaufen (z. B. Bewegung der
Luftmoleküle am Temperatursensor im Referenzbeispiel). Eine Alternative zur Verrin-
gerung der Abtastfrequenz besteht in der Verwendung eines Anti-Aliasing-Filters (ana-
loges Tiefpassﬁlter vor dem Abtaster), das höherfrequente Signalanteile dämpft. Jedoch
kann selbst ein Anti-Aliasing-Filter die hochfrequenten Frequenzanteile nicht völlig
entfernen, sondern nur ihre Amplitude (und damit ihre Wirkung auf das Regelkreis-
verhalten) verringern. Daraus wird ersichtlich, dass das Abtasttheorem in praktischen
Anwendungen fast nie eingehalten werden kann. Als Folge tritt Aliasing auf, d. h. die
hochfrequenten Signalbestandteile wirken wie tieffrequente Störungen gleicher Ampli-
tude [Lun06].
Es ist allgemein bekannt, dass Regelkreise instabil werden (d. h. außer Kontrolle ge-
raten, ausführlicher erläutert in Abschnitt 4.1), wenn man die Abtastperiode zu groß
wählt. Dieses Problem ist jedoch unabhängig vom Abtasttheorem, d. h. die Erfüllung
des Abtasttheorems ist keine zwingende Voraussetzung für einen stabilen Regelkreis,
wenn man die Reglerparameter entsprechend einstellt. Wie zuvor beschrieben wurde,
ist die exakte Einhaltung des Abtasttheorems praktisch ohnehin nahezu immer unmög-
lich. Die Instabilität von Regelkreisen mit zu niedriger Abtastfrequenz hat ihre Ursache
1mit Halteglied und (nicht-idealem) Tiefpass
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nicht in der Verletzung des Abtasttheorems, sondern in einer Totzeit, die durch die Kom-
bination vonAbtastungHalteglied eingeführt wird. Berücksichtigt man diese Totzeit bei
der Reglereinstellung, ist der Regelkreis stabil.
Zur Dämpfung von Störungen durch den Regler ist die Abtastperiode dagegen ent-
scheidend. Das Einhalten des Abtasttheorems genügt hier oft gar nicht, weil sich die
Stellgröße nur einmal pro Abtastperiode ändern kann und die Kompensation einer
Störung, die sich innerhalb der Abtastperiode stark ändern kann (z. B. einer Störung
mit Periodendauer 2, 1 · Ta), so gar nicht zufriedenstellend möglich ist. Es wird daher
oft empfohlen, die Abtastfrequenz weiter zu erhöhen, als es das Abtasttheorem vor-
schreibt [SSH00b].
2.3.2. Ereignisbasierte Abtastung
Dass Signale meist periodisch abgetastet werden, liegt v. a. daran, dass für periodisch
abgetastete Signale der Einsatz hilfreicher mathematischer Beschreibungsmittel zum
Reglerentwurf – wie Differenzengleichungen mit konstanten Koefﬁzienten und die
z-Transformation – möglich ist [LW10]. Oft kann die Äquidistanz aus technischen
Gründen jedoch nicht genau eingehalten werden, insbesondere wenn die Werte ver-
schiedener Größen über ein gemeinsames digitales Netzwerk übertragen werden müs-
sen [Ung10,MWD+05]. Deshalb wird die Regelung mit nichtäquidistanter Abtastung
mit steigender Intensität erforscht. Wie in Kapitel 1 beschrieben wurde, kann es prak-
tisch sogar sinnvoll sein, ein Signal bewusst nichtäquidistant abzutasten, z. B. um die
Energie zur Nachrichtenübertragung oder die Netzlast gering zu halten. Die ohnehin
nur begrenzte Genauigkeit von Sensoren (durch die praktisch unvermeidbaren Mess-
abweichungen) ist ein weiterer Grund, nur bei signiﬁkanten Signaländerungen eine
Nachricht zu senden.
Dafür wurde eine Vielzahl von ereignisbasierten Abtastverfahren entwickelt, zu de-
nen auch die Send-on-Delta-Abtastung gehört. Alle Arten von ereignisbasierter Abtas-
tung verfolgen – verglichen mit periodischer Abtastung – das Ziel, Nachrichten einzu-
sparen, wenn sie für die (grobe) Rekonstruktion des Signals verzichtbar („redundant“)
sind. Ereignisbasierte Abtastung gewinnt zunehmend an Bedeutung in vernetzten Re-
gelkreisen, da so bis zu 80% der Nachrichten eingespart werden können, ohne dass
sich die Regelgüte (Qualität der Regelung, näher erläutert in Kapitel 4) signiﬁkant ver-
schlechtert [PGR+09, PGR+10, PVK10]. Sammlungen und Vergleiche ereignisbasierter
Abtastarten sind u. a. in [JC04, Mis´05, SR06, Suh07, SGD09, PVNK09, PVK09, PGR+09,
PGR+10, PVK10, Ara11, SVD12, HPVK16] zu ﬁnden. Zum Erreichen derselben durch-
schnittlichen Nachrichtenrate erzeugen alle Abtastverfahren Bereiche mit höherer und
niedrigerer Nachrichtendichte verglichen mit den anderen Verfahren und damit Berei-
che höherer und niedrigerer Genauigkeit. Alle Abtastverfahren haben daher ihre Vor-
und Nachteile [PVK10].
2.3.3. Send-on-Delta-Abtastung
Unter den ereignisbasierten Abtastarten ist Send-on-Delta-Abtastung die am weitesten
verbreitetste [RJSD14a], insbesondere was die Verfügbarkeit in kommerziellen Netz-
werktechnologien betrifft, wie z. B. in den Netzwerken EnOcean, LON und BACnet.
Die Idee der Send-on-Delta-Abtastung ist mehr als 50 Jahre alt [Ell59,Mis´16], sie wurde
dann aber lange nicht intensiv erforscht. Wissenschaftler vom Lehrstuhl Technische In-
formationssysteme der Technischen Universität Dresden, an dem die vorliegende Arbeit
entstanden ist, gehören zu den Ersten, die sich intensiv der Thematik „Send-on-Del-
ta-Abtastungin Regelkreisen“ widmeten (z. B. [NPK03, NK04a, NK04b, PNK04, VK06,
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Plö07, Vas09, PVK10]). Andere Bezeichungen für Send-on-Delta-Abtastung sind „(ab-
solute) deadband sampling“ [VK07b, VK07a, VLK08, OMT02, CSV15], „level-crossing
sampling“ [Mis06b,Mis´16,Vas09,KB06,HPVK12,CSV15,PBG+16] und „Lebesgue samp-
ling“ [ÅB99,Ara11,Mis´16]. In dieser Arbeit wird die Bezeichnung „Send-on-Delta-Ab-
tastung“ (bzw. englisch „Send-on-delta sampling“) verwendet, weil sie v. a. in neue-
ren internationalen Publikationen sowie im deutsprachigen Raum am verbreitetsten ist.
Sie wird u. a. in [NPK03, NK04a, NK04b, Mis06b, Vas09, BVDS11, BDSV12a, BDSV13b,
CSV+13, RSP14, RJSD14a, RJSD14b, CSV15,Mis´16, RS16, PBG+16] verwendet. Es ist zu
beachten, dass sich das von den jeweiligen Autoren verwendete Abtastschema oft im
Detail unterscheidet, wobei die Wahl der Bezeichnung leider unabhängig von diesen
Details ist.
Da es eine Reihe von „Unterarten“ von Send-on-Delta-Abtastung mit unterschiedli-
chen Eigenschaften gibt, wird in dieser Arbeit zwischen „idealer“, „ereignisbasierter“
und „periodischer“ Send-on-Delta-Abtastung unterschieden.
Ideale Send-on-Delta-Abtastung. Die Grundidee der Send-on-Delta-Abtastung be-
steht darin, dass ein zeitkontinuierliches Signal genau dann abgetastet wird, wenn es
sich betragsmäßig seit dem letzten Abtastzeitpunkt um einen gewissen Schwellwert
Δlc verändert hat (lc steht für die englischsprachige Bezeichnung „level-crossing samp-
ling“ [KB06,PGR+09]). Abbildung 1.1(b) zeigt ein Beispiel.
Ideale Send-on-Delta-Abtastung wird in dieser Arbeit durch folgende Gleichung deﬁ-
niert, welche die Sendezeitpunkte tIS [k] (I für „ideal“) in iterativer Weise bestimmt:
tIS [k + 1] = min
{
t : t > tIS [k] ∧
∣∣x(t)− x (tIS [k])∣∣ ≥ Δlc} . (2.4)
Das Ungleichheitszeichen kann durch ein Gleichheitszeichen ersetzt werden, wenn das
Signal x(t) stetig ist, also keine Sprünge enthält.
Deﬁnition 2.6 (Ideale Send-on-Delta-Abtastung und Send-on-Delta-Bedingung)
Bei idealer Send-on-Delta-Abtastung wird eine Nachricht gemäß Gleichung (2.4) im-





und aktuellem Messwert x(t) einen Schwellwert Δlc erreicht oder
überschreitet. Die Bedingung in (2.4), die zum Senden einer Nachricht erfüllt sein
muss, wird im weiteren Verlauf der Arbeit auch Send-on-Delta-Bedingung genannt.
Im Grunde gibt der SchwellwertΔlc eine „Entscheidungsschwelle“ an, die festlegt, ob
eine Signaländerung semantisch (d. h. in ihrer inhaltlichen Bedeutung) wichtig ist oder
nicht.
Abbildung 2.3 zeigt einen Regelkreis mit idealer Send-on-Delta-Abtastung, wobei der
Regler in die Aktoreinheit integriert ist.
Der Vorteil der Send-on-Delta-Abtastung, verglichen mit vielen anderen ereignisba-
sierten Abtastverfahren, besteht darin, dass sie nur wenig Wissen über die Anwendung
erfordert und daher einfach umsetzbar und leicht nachvollziehbar ist. Vermutlich hat
dieser Vorteil auch zu ihrer, für ereignisbasierte Abtastverfahren, weiten Verbreitung
geführt.
Eine exakte Rekonstruktion des zeitkontinuierlichen Signals x(t) ist – anders als bei
periodischer Abtastung unter Einhaltung des Abtasttheorems – im Allgemeinen nicht
einmal theoretisch möglich, sondern nur die intervallweise Eingrenzung auf±Δlc, siehe
Abbildung 2.4(a). Ein intuitives Beispiel für nicht rekonstruierbare Signale sind solche
mit einer Amplitude kleiner alsΔlc/2. Diese erzeugen unter Umständen gar keine Ereig-
nisse, unabhängig von ihrer Frequenz. Unter der Annahme von Zusatzbedingungen ist
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Abbildung 2.3.: Regelkreis mit idealer Send-on-Delta-Abtastung bei Integration des
Reglers in die Aktoreinheit.


(a) Ideale Send-on-Delta-Abtastung (Deﬁniti-
on 2.6). Der Unterschied zwischen aktuellem und
zuletzt übertragenem Wert beträgt maximal ±Δlc.


(b) Periodische Send-on-Delta-Abtastung (Deﬁniti-
on 2.8). Der Unterschied zwischen aktuellem und
zuletzt übertragenem Wert kann auch mehr als
±Δlc betragen – diese Bereiche sind hervorgehoben.
Abbildung 2.4.: „Unsicherheitsbänder“ bei verschiedenen Arten von Send-on-Delta-
Abtastung.
eine weitere Einschränkung möglich (z. B. kann ein bandbegrenztes Signal keine Sprün-
ge enthalten), das wird hier aber nicht vertieft, weil es für den weiteren Verlauf der
Arbeit keine Rolle spielt. Für viele Anwendungen genügt die Eingrenzung auf auf±Δlc
und durch geeignete Wahl von Δlc kann man das „Unsicherheitsintervall“ (theoretisch)
beliebig klein machen.
Ideale Send-on-Delta-Abtastung ist praktisch nicht realisierbar, schon weil Nachrich-
ten nicht unendlich kurz sein können und deshalb immer ein Mindestabstand zwischen
zwei Abtastzeitpunkten existieren muss. Ideale Send-on-Delta-Abtastung ist aber bei
theoretischen Analysen als Grenzfall oft besser analysierbar als die nachfolgend be-
schriebenen Arten von Send-on-Delta-Abtastung und wird deshalb oft in theoretischen
Arbeiten verwendet (z. B. [BDSV12a,BDSV13b,CSV+13,RJSD14a,RSP14,CSV15,RS16]).
Ereignisbasierte Send-on-Delta-Abtastung. Oft soll der Nachrichtenabstand nach
oben begrenzt werden, um Kommunikationsaufälle nach endlicher Zeit erkennen zu
können, beispielsweise um das in Abschnitt 1.2 genannte Problem der Überheizung
eines Raums zu vermeiden bzw. zu begrenzen. Aus diesem Grund wird üblicherwei-
se bei jeder Nachrichtenübertragung in der Sensoreinheit ein zusätzlicher Timer Tmax
(„Watchdog“) gestartet, nach dessen Ablauf spätestens eine neue Nachricht übertra-
gen wird. Bleibt diese Nachricht aus, kann die Aktoreinheit den Defekt erkennen, die
Regelstrecke in einen „sicheren Zustand“ bringen und in geeigneter Weise den Nutzer
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bzw. Gebäudebetreiber verständigen. Wie diese Benachrichtigung erfolgt und welcher
„sichere Zustand“ sinnvoll ist, ist nicht Gegenstand dieser Arbeit.
Der Timer Tmax hilft auch gegen bestimmte Probleme ereignisbasierter Regelkreise
(näher erläutert in Abschnitt 2.5.4) und kann in bestimmten Situationen zur Optimie-
rung der Energieefﬁzienz der Geräte beitragen (näher erläutert in Abschnitt 3.2.2).
Auch ein unterer Grenzwert Tmin für den zeitlichen Abstand zwischen zwei Nach-
richten kann sinnvoll sein, um bei schnellen, großen Signaländerungen und kleinem
Schwellwert Δlc eine Unmenge von Nachrichten innerhalb eines kurzen Zeitraums
(„Burst“) zu vermeiden. Das ist auch dann hilfreich, wenn der Messwandler der Sen-
soreinheit defekt ist (z. B.Wackelkontakt) und deshalb viele Send-on-Delta-Ereignisse in
kurzer Zeit entstehen, die physikalisch gar nicht vorhanden sind – ohne einen zeitlichen
Mindestabstand könnte eine Sensoreinheit dann durch die vielen Nachrichten das Netz-
werk nahezu komplett blockieren. Einerseits sollte der Mindestabstand zwischen zwei
Nachrichten möglichst groß sein, um die Nachrichtenrate möglichst effektiv zu begren-
zen, andererseits sind dem Mindestabstand dieselben oberen Grenzen gesetzt wie der
Abtastperiode Ta bei periodischer Abtastung (siehe Abschnitt 2.3.1), d. h. insbesondere
muss die maximale Frequenz von auszuregelnden Störungen beachtet werden.
Mathematisch formuliert gilt für die Sendezeitpunkte tES [k] (E für „ereignisbasiert“):
tES [k + 1] = min
{
tES [k] + Tmax, t : t ≥ tES [k] + Tmin ∧
∣∣x(t)− x (tES [k])∣∣ ≥ Δlc} (2.5)
Deﬁnition 2.7 (Ereignisbasierte Send-on-Delta-Abtastung)
Bei ereignisbasierter Send-on-Delta-Abtastung werden Nachrichten gemäß (2.5) im-
mer genau dann gesendet, wenn der Betrag der Differenz zwischen zuletzt gesende-
tem Wert x(tS [k]) und aktuellem Messwert x(t) einen Schwellwert Δlc erreicht oder
überschreitet, vorausgesetzt, der letzte Sendezeitpunkt liegt mindestens um ein Zeit-
intervall Tmin (0 ≤ Tmin < ∞) zurück. Zusätzlich wird eine Nachricht gesendet, falls
der letzte Sendezeitpunkt um ein Zeitintervall Tmax (Tmin ≤ Tmax ≤ ∞) zurückliegt.
Abbildung 2.3 gilt auch für ereignisbasierte Send-on-Delta-Abtastung, jedoch wird
der Abtaster um die beiden Parameter Tmin und Tmax erweitert.
Ereignisbasierte Abtastung entspricht in etwa der Speziﬁkation von Send-on-Delta-
Abtastung im Netzwerk LON. Allerdings wird die Ereignisbedingung dort zyklisch
durch Software geprüft (in sehr kurzen, je nach sonstiger Prozessorauslastung ggf.
unregelmäßigen Zeitabständen), sodass sich zusätzliche Verzögerungen ergeben kön-
nen. Ereignisbasierte Send-on-Delta-Abtastung entspricht zudem der Deﬁnition von-
Send-on-Delta-Abtastung in einigen wesentlichen wissenschaftlichen Publikationen,
z. B. [VK09b,Vas09,DM09a].
Periodische Send-on-Delta-Abtastung. Bei Anwendungen, bei welchen Send-on-
Delta-Abtastung nicht nur für eine geringe Nachrichtenrate (wie bei LON), sondern
auch für Energieefﬁzienz sorgen soll (z. B. bei EnOcean), wird meist ein anderes Ver-
fahren angewendet [PVK10,AWAD15]: Die Sensoreinheit beﬁndet sich den Großteil der
Zeit in einem Schlafmodus mit minimalem Energieverbrauch. In regelmäßigen Abstän-
den Ta weckt ein Timerbaustein den Prozessor auf, der dann eineMessung der aktuellen
Regelgröße (z. B. der Raumtemperatur) veranlasst, genau wie bei periodischer Abtas-
tung. Der gemessene Wert wird jedoch mit dem zuletzt übertragenen Wert verglichen
und nur dann eine Nachricht gesendet, wenn der Unterschied betragsmäßig größer als
Δlc ist. Der bei ereignisbasierter Send-on-Delta-Abtastung verwendete Timer Tmin wird
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(b) Regler und Sollwerteinstellung in der Sensoreinheit.
Abbildung 2.5.: Regelkreise mit periodischer Send-on-Delta-Abtastung.
somit inhaltlich durch die Abtastperiode Ta ersetzt. Mathematisch formuliert:
tPS [k + 1] = min
{
tPS [k] + Tmax,
t : t = tPS [k] + i · Ta ∧
∣∣x(t)− x (tPS [k])∣∣ ≥ Δlc, i ∈ N+} (2.6)
Dabei bezeichnetN+ die Menge der natürlichen Zahlen ohne Null.
Deﬁnition 2.8 (Periodische Send-on-Delta-Abtastung)
Bei periodischer Send-on-Delta-Abtastung werden gemäß (2.6) Nachrichten nur zu
Vielfachen einer Abtastperiode Ta mit 0 < Ta < ∞ gesendet, aber nur dann, wenn
der Betrag der Differenz zwischen zuletzt gesendetem Wert x(tPS [k]) und aktuellem
Messwert x(t) einen SchwellwertΔlc erreicht oder überschreitet. Zusätzlich wird eine
Nachricht gesendet, falls der letzte Sendezeitpunkt um ein Zeitintervall Tmax (Ta ≤
Tmax ≤ ∞) zurückliegt.
Periodische Send-on-Delta-Abtastung wird in Abbildung 2.4(b) an einem Beispiel
dargestellt. Dort ist auch ersichtlich, dass durch den Mindestabstand zwischen zwei
Nachrichten das „Unsicherheitsband“ auch größer als ±Δlc werden kann. Es ist nur
durch die physikalisch bedingte im Abtastintervall maximal mögliche Signaländerung
begrenzt.
Periodische Send-on-Delta-Abtastung gehört zur ereignisbasierten Abtastklasse „Pe-
riodic Event-Triggered Control“ [HPD+16]. Als praktisches Beispiel einer mit periodi-
scher Send-on-Delta-Abtastung arbeitenden Sensoreinheit sei der Funk-Raumtempera-
tursensor SR04 des Herstellers Thermokon Sensortechnik GmbH2 genannt.
In Abbildung 2.5 sind zwei Regelkreise mit periodischer Send-on-Delta-Abtastung
dargestellt. Es wird deutlich, dass es zwei Indizes der Abtastung gibt, nämlich einen In-
2http://www.thermokon.de/
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dex k1 für das periodisch abgetastete Signal und einen Index k2 für das durch die Send-
on-Delta-Abtastung „geﬁlterte“ Signal, das deutlich weniger Elemente enthält. Wenn
der Regler in die Sensoreinheit integriert ist (Abbildung 2.5(b)), arbeitet der Regler üb-
licherweise periodisch (also vor der Send-on-Delta-Bedingung), da durch den häuﬁge-
ren Regleraufruf zumeist die Qualität der Regelung ohne nennenswerte Änderung der
Nachrichtenanzahl verbessert werden kann (siehe Abschnitte 2.4 und 2.5.4).
Bei Ta = Tmax liegt periodische Abtastung vor, die also als „Spezialfall“ der periodi-
schen Send-on-Delta-Abtastung angesehen werden kann. Diese Besonderheit wird in
Abschnitt 3.2.2 zur Untersuchung verschiedener Abtastverfahren ausgenutzt.
Deﬁnition 2.9 (Reale Send-on-Delta-Abtastung)
Zur Unterscheidung von idealer Send-on-Delta-Abtastung (Deﬁnition 2.6) werden
ereignisbasierte und periodische Send-on-Delta-Abtastung in dem Begriff reale Send-
on-Delta-Abtastung zusammengefasst.
Deﬁnition 2.10 (Send-on-Delta-Ereignisse)
Die Stellen eines Signals (Zeitpunkt und Wert), an dem die Send-on-Delta-Bedingung
erfüllt ist (je nach Variante Gleichung (2.4), (2.5) oder (2.6)), werden in dieser Arbeit
Send-on-Delta-Ereignisse genannt.
2.4. Entkopplung von Regleraufruf und
Nachrichtenübertragung
In der Regel ist die Qualität3 der Regelung umso besser, je häuﬁger der Regler aufgeru-
fen wird. Dies wird in Abschnitt 2.5.4 für den PI-Regler genauer begründet und soll hier
als gegeben vorausgesetzt werden. Da bei der in der Praxis üblichen periodischen Send-
on-Delta-Abtastung die Aktoreinheit ohnehin zyklisch aufwacht (siehe Kapitel 3) und
ein einfacher Regelalgorithmus wie der PI(D)-Regler verglichen mit dem Kommunika-
tionsaufwand vernachlässigbare Energieressourcen benötigt (vgl. Annahme 3.1), sind
die zusätzlichen Regleraufrufe auch aus energetischer Sicht i. d. R. unproblematisch.
Nur wenn komplexe Regelalgorithmen mit langer Rechenzeit verwendet werden (z. B.
modellbasierte prädiktive Regelung, siehe Anhang B.1.2) oder Prozessorlast eingespart
werden soll4, sollte man den Regler so selten wie möglich aufrufen.
Mit dem Ziel einer Qualitätssteigerung der Regelung durch einen häuﬁgeren Reg-
leraufruf wird bei Übertragung der Reglerausgangsgröße (d. h. wenn der Regler in die
Sensoreinheit integriert ist) der Regler üblicherweise periodisch, also nicht per Send-
on-Delta-Abtastung, aufgerufen (Abbildung 2.5(b)), denn so kann ohne Erhöhung der
Nachrichtenanzahl die Regelgüte verbessert werden.
Bei Übertragung der Rückführgröße (also Integration des Reglers in die Aktoreinheit)
wird entsprechend der Abbildungen 2.3 und 2.5(a) bei (idealer, ereignisbasierter oder
periodischer) Send-on-Delta-Abtastung der Regler im einfachsten Fall genau dann auf-
gerufen, wenn eine Nachricht mit der aktuellen Rückführgröße bei der Aktoreinheit
eintrifft. Aber auch in diesem Fall würde ein häuﬁgerer Regleraufruf zu einer verbes-
serten Regelgüte führen. Es gibt verschiedene Möglichkeiten, um dies zu erreichen.
3Wie die Qualität der Regelung bestimmt werden kann, wird in Abschnitt 4.2.2 ausführlich beschrieben.
4Prozessorlast einzusparen war das Ziel der ersten Publikation zur PID-Regelung mit Send-on-Del-
ta-Abtastung [Årz99]. Zudem ist es Gegenstand zahlreicher Forschungsprojekte wie des DFG-
Sonderforschungsbereichs 912 „Highly adaptive energy-efﬁcient computing“ (HAEC), siehe https:
//tu-dresden.de/ing/forschung/sfb912.
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Der einfachste Weg wäre das häuﬁgere Übertragen der Rückführgröße durch Verrin-
gern der Abtastparameter Δlc, Tmax oder Tmin. Der Regler könnte zudem bei einem zu
großen Nachrichtenabstand aktiv den Sensor auffordern, eine Nachricht mit dem ak-
tuellen Rückführgrößenwert zu senden [Vas09], was einer Reduzierung von Tmax ent-
spricht5. In all diesen Lösungen steigt allerdings auch die Nachrichtenanzahl.
Eine Möglichkeit, den Regler ohne Erhöhung der Nachrichtenanzahl häuﬁger aufzu-
rufen – und dadurch die Regelgüte zu steigern –, besteht darin, Nachrichtenübertra-
gung und Regleraufruf zu entkoppeln, indem der von der Aktoreinheit jeweils zuletzt
empfangene Rückführgrößenwert in einer Variablen zwischengespeichert wird, siehe
Abbildung 2.6. Dieser Zwischenspeicher entspricht gewissermaßen einem Halteglied
nullter Ordnung.6 Der Regler kann dann beliebig häuﬁg aufgerufen werden, indem bei
jedem Aufruf der momentan in der Variablen gespeicherte Wert der Rückführgröße ver-
wendet wird. Dieser ist zwar im Allgemeinen nicht aktuell, d. h. er entspricht nicht ex-
akt der im Sensor messbaren Regelgröße, aber wegen der Send-on-Delta-Bedingung ist
der Fehler i. d. R. auf ±Δlc beschränkt und damit nicht unterscheidbar von einer Stö-
rung gleicher Amplitude [BDSV12a].7 Diese Beschränkung gilt streng genommen nur
für ideale Send-on-Delta-Abtastung (und unter Ausschluss von Nachrichtenverlusten),
aber sie ist bei ereignisbasierter und periodischer Send-on-Delta-Abtastung nach Ablauf

































Abbildung 2.6.: Entkopplung von Nachrichtenübertragung und Regleraufruf durch
Zwischenspeicherung und „Neuabtastung“ der Rückführgröße yc am
Beispiel der periodischen Send-on-Delta-Abtastung.
Vasyutynskyy schlug vor, den Fehler zu reduzieren, indem in der Aktoreinheit ein Be-
obachter implementiert wird, der mithilfe eines Regelstreckenmodells einen genaueren
Wert der Regelgröße schätzt [VK09a,VK10a,VK10b], was zudem bei Nachrichtenverlus-
ten oder -verzögerungen vorteilhaft sein kann [Ung10]. Das setzt jedoch ein hinreichend
genaues Regelstreckenmodell sowie keine oder höchstens kleine oder langsame Stör-
größenänderungen voraus, andernfalls kann die vom Beobachter geschätzte Regelgrö-
ße noch ungenauer sein als die auf ±Δlc begrenzt genaue zwischengespeicherte Rück-
führgröße. Die Referenzanwendung dieser Arbeit, die Einzelraumtemperaturregelung,
erfüllt die genannten Bedingungen nicht, was in Abschnitt 7.3 ausführlich betrachtet
wird. In diesem Fall sollte also auf den Beobachter verzichtet werden.
Zwei Varianten dieser „Entkopplungs-Strategie“ sind besonders naheliegend:
5In [Vas09] gibt es den Unterschied, dass der Regler nur unter bestimmten Bedingungen diese Nachricht
anfordert, sodass es nicht genau der Bedeutung von Tmax entspricht
6Allerdings ist die Dauer des Haltens abhängig von der Dauer bis zum nächsten Empfang eines neuen
Rückführgrößenwerts, während einige Deﬁnitionen eines Halteglieds nullter Ordnung von einer kon-
stanten Haltezeit ausgehen [LW10,Lun06].
7Da Stabilitäts-Aussagen meist unabhängig vom Störungsverlauf gelten, stellt dieser Fehler zwar eine
Einschränkung der Regelungs-Genauigkeit, nicht aber eine Gefahr für die Stabilität dar.
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1. Der Regler wird periodisch aufgerufen. Dann muss der Regler nicht mit einer
schwankenden Abtastperiode umgehen können, aber die vom Regler verwende-
ten Werte aus dem Speicher sind sehr wahrscheinlich nur selten aktuell.
2. Der Regler wird einerseits zu den Zeitpunkten aufgerufen, wenn eine Nachricht
eintrifft, aber – wenn die nächste Nachricht relativ lange ausbleibt oder sich die
Führungsgröße ändert – auch zu weiteren Zeitpunkten. Das hat den Vorteil, dass
der Regler immer dann aufgerufen wird, wenn gerade aktuelle Informationen
über die Rückführgröße vorliegen, zusätzlich aber auch noch zu weiteren Zeit-
punkten. Jedoch muss der Regler dann die nichtäquidistanten Abtastzeitpunkte
berücksichtigen.
Simulationen zeigen, dass sich beide Varianten in der damit erreichbaren Regelgüte
kaum unterscheiden. Weitere Details zu den zusätzlichen Regleraufrufen werden in Ab-
schnitt 2.5.4 erläutert.
2.5. PI(D)-Regler
Viele verschiedene Regelungsverfahren können in Kombination mit Send-on-Delta-Ab-
tastung untersucht werden. In dieser Arbeit wird nur der PI-Regler betrachtet, der in
diesem Abschnitt (als Sonderfall des PID-Reglers) vorgestellt wird. Die Gründe für die
Wahl des PI-Reglers werden in Abschnitt 2.5.3 dargelegt. Da die Kenntnis von mögli-
chen Alternativen im weiteren Verlauf der Arbeit zwar nicht notwendig ist, aber die
Wahl des PI-Reglers verständlicher macht, werden die zwei wichtigsten in Anhang B.1
vorgestellt.
Der PI(D)-Regler wird zunächst für zeitkontinuierliche Regelkreise deﬁniert, da so
seine grundlegende Wirkungsweise besonders deutlich wird. Seine ereignisbasierte Im-
plementierung wird in Abschnitt 2.5.4 diskutiert.
2.5.1. Zeitkontinuierlicher PI(D)-Regler
Deﬁnition 2.11 (Zeitkontinuierlicher PID-Regler)
Ein zeitkontinuierlicher PID-Regler besteht aus der Summe eines Proportional-, Inte-
gral- und Differentialanteils (P-, I- und D-Anteil):








ec(ξ)dξ + TD · dec(t)dt
)
(2.7)
Die Reglerparameter werden nach [DIN09] wie folgt bezeichnet:KP als Proportional-
beiwert, TI als Nachstellzeit und TD als Vorhaltzeit.
Die inhaltliche Bedeutung der Reglerparameter wird im Rahmen der Analysen zur
Reglereinstellung in Kapitel 5 betrachtet.
In der Regelungstechnik ist es üblich, bei der Beschreibung zeitkontinuierlicher Re-
gelkreise mit der Laplace-Transformation zu arbeiten, wobei Zeitsignale und Systeme
in den Bildbereich transformiert werden. Anhang A.3 stellt die wichtigsten Grundla-
gen zur Laplace-Transformation zusammen. Systeme mit Ein- und Ausgang – wie z. B.
Regler und Regelstrecken – werden dann durch eine Übertragungsfunktion beschrieben
(siehe Anhang A.3). Werden die Laplace-Transformierten von uc(t) und ec(t) als Uc(s)
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TI · s + TD · s
)
. (2.8)
In der Literatur ﬁndet man öfters eine „Gewichtung“ der Führungsgröße, um das
Verhalten des Reglers bei Sprüngen von Führungs- und Störgröße getrennt einstellen zu
können („Zwei-Freiheitsgrade-Regelung“, [Årz99,TWHH99,ÅH01,JM05,O’D06,Vis06b,
Ung10,SVD11]). Das wird hier nicht näher betrachtet.
Damit bei einer länger andauernden, durch Stellgrößenbeschränkungen hervorgeru-
fenen Regeldifferenz der Integralanteil nicht immer weiter anwächst, wird oft „Anti-
Reset-Windup“ [Vis06b], d. h. die Begrenzung des Integral-Anteils auf den Stellbereich,
verwendet. Das wird in Abschnitt 2.5.4 an einem Code-Beispiel gezeigt.
Auch die ereignisbasierte Realisierung des PI(D)-Reglers und deren Besonderheiten
werden in Abschnitt 2.5.4 betrachtet. Der aktuelle Stand der Technik bezüglich der Ein-
stellung der Reglerparameter KP und TI wird erst in Abschnitt 5.1 behandelt. Der Dif-
ferentialanteil (TD) wird im nachfolgenden Abschnitt diskutiert.
2.5.2. Differential-Anteil von PID-Reglern
PID-Regler haben gemäß (2.7) einen Proportional-, einen Integral- und einen Diffe-
rential-Anteil (D-Anteil). Während man umgangssprachlich meist vom „PID-Regler“
spricht, zeigt sich bei genauerer Betrachtung, dass der D-Anteil praktisch nur selten
eingesetzt wird [ÅH01,ACL05,Vis06b,Ung10], obwohl er in manchen Fällen signiﬁkan-
te Verbesserungen der Regelgüte bewirken kann [ZN42]. Präziser müsste man also oft
vom „PI-Regler“ sprechen.
Deﬁnition 2.12 (PI-Regler)
Ein PI-Regler ist ein PID-Regler, dessen Differential-Anteil nicht verwendet wird,
d. h. für den TD = 0 gilt. Ein zeitkontinuierlicher PI-Regler wird, analog zum zeitkon-








mit Proportionalbeiwert KP und Nachstellzeit TI beschrieben.
Aus theoretischer Sicht ist der große Vorteil des D-Anteils (bei zeitkontinuierlichen
oder periodisch abgetasteten Regelkreisen) die positive Phasenverschiebung, durch
welche der Proportionalbeiwert erhöht werden kann und – bei geeigneter Einstel-
lung – der Regelungsvorgang „schneller“ erfolgt, ohne dass der Regelkreis erheblich
schwingt [LW10]. Die Regelgüte verbessert sich auf diese Weise (vgl. Abschnitt 4.2.2
und Folgerung 5.3). Zudem erlaubt der PID-Regler das Kompensieren von zwei Zeit-
konstanten der Regelstrecke (statt nur einer beim PI-Regler) [LW10].
Für das häuﬁge Weglassen des D-Anteils in der Praxis gibt es jedoch mehrere Gründe:
• Da die Verstärkung eines sinusförmigen Signals durch den D-Anteil um so grö-
ßer ist, je höher die Frequenz ist [LW10], erzeugt der D-Anteil bei hochfrequenten
Störungen anhaltend starke, hochfrequente Stellsignale, die fortwährend abnut-
zend auf die Aktoren einwirken. Das ist bei vielen Anwendungen der wichtigs-
te Kritikpunkt am D-Anteil. Im Referenzbeispiel (Raumtemperaturregelung, Ab-
schnitt 1.2) wären viele Stellbewegungen auch wegen der von vielen Nutzern kri-
tisierten Geräuschentwicklung störend. Allerdings kommen hochfrequente Stö-
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rungen nennenswerter Amplitude bei der Raumtemperaturregelung kaum vor,
sodass dieses Problem dort eine untergeordnete Rolle spielt.
• Bei sprungförmigen oder schnellen Änderungen der Regeldifferenz (z. B. bei sprungarti-
gen Führungsgrößen- oder Störgrößenänderungen) erzeugt die Differentiation ein
betragsmäßig sehr großes Stellsignal, das kurz darauf wieder verschwindet. Bei
sprungförmigen Änderungen ist das generierte Stellsignal theoretisch unendlich
groß (vergleichbar zu einem Dirac-Impuls [LW10]). Auch wenn diese kurzzeiti-
gen „Peaks“ nur selten auftreten, sind sie für die meisten Aktoren unerwünscht
bezüglich Abnutzung. Außerdem sind sie meist gar nicht umsetzbar, einerseits
wegen Stellgrößenbeschränkungen (Deﬁnition A.4), beispielsweise bei den in der
Raumtemperaturregelung üblichen Stellventilen, aber auch z. B. wenn ein Ventil
nur mit endlicher Geschwindigkeit geöffnet oder geschlossen werden kann.
• Der Entwurfsaufwand ist bei der Verwendung des D-Anteils höher, da drei statt
zwei Parameter einzustellen sind. Will man z. B. im Rahmen einer simulativen
oder experimentellen Analyse für jeden Parameter nWerte „ausprobieren“, erhöht
sich die Komplexität nicht um 50%, sondern von O(n2) auf O(n3), d. h. es müs-
sen n3 statt n2 Simulationen bzw. Experimente durchgeführt werden. Der „Ent-
wurfsraum“ wird dreidimensional. Außerdem entsteht bei drei Parametern das
Problem, dass man Gütekriterien in Abhängigkeit von drei Parametern schwierig
graﬁsch darstellen kann, während das für zwei Parameter problemlos möglich ist
und in Kapitel 5 und 7 häuﬁg getan wird.
Zur Abschwächung der ersten zwei genannten Nachteile gibt es verschiedene An-
sätze, z. B. eine Gewichtung der Führungsgröße bei der Berechnung des D-Anteils, ei-
ne Tiefpassﬁlterung der Führungsgröße oder eine Tiefpassﬁlterung der Regeldifferenz
im D-Anteil (auch PIDT1-Regler genannt [LW10]). Die ersten beiden Varianten werden
auch als Zwei-Freiheitsgrade-Regelung bezeichnet, weil Führungs- und Störverhalten
separat beeinﬂusst werden können [LW10, JM05]. Alle drei Varianten erlauben ein pa-
rametrierbares Regelkreisverhalten zwischen vollem und verschwindendem D-Anteil.
Je deutlicher man jedoch durch deren Einsatz die Nachteile des D-Anteils abschwächt,
desto weniger kommen auch seine Vorteile zum Tragen, mindestens im Führungsver-
halten.
Im Falle von Send-on-Delta-Abtastung kommt ein neuer, wichtiger Grund hinzu, den
D-Anteil zu vermeiden: Da nicht periodisch neue Nachrichten über die Regelgröße vor-
liegen, treten im „stationären Zustand“ (bei konstanter Führungs- und Störgröße, siehe
Deﬁnition 2.13) meist Schwingungen der Regelgröße um die Führungsgröße (Pende-
lungen) auf8. Diese werden vom D-Anteil verstärkt und auf die Reglerausgangsgröße
(bzw. Stellgröße) addiert. Die Schwingungen werden daher im Allgemeinen durch den
D-Anteil noch verstärkt. Dadurch wird die Nachrichtenanzahl erhöht, ohne dass die Re-
gelgüte verbessert werden kann. Zudem ist die Approximation des zeitkontinuierlichen
D-Anteils bei nichtäquidistanter Abtastung schwierig [Vas09,BDSV13a].
Zusammenfassend lässt sich sagen, dass der D-Anteil in vielen Fällen, auch bei Send-
on-Delta-Abtastung, tendenziell eher schädlich als hilfreich ist. Deshalb wird er, auch
wegen des erheblich größeren Entwurfsaufwands, in dieser Arbeit nicht betrachtet. Um
die Aussagen dieses Anschnitts zumindest beispielhaft durch Simulationen zu stützen,
sind in Anhang C.10 einige Simulationsergebnisse dazu angegeben. Detailliertere Un-
tersuchungen dazu könnten Gegenstand weiterer Arbeiten sein.
8Zumindest unter realistischen Bedingungen, in denen die Regelstreckenordnung und/oder die Regel-
streckenparameter nicht exakt bekannt sind, siehe in Abschnitt 2.5.4 genannte Referenzen.
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2.5.3. Gründe für die Wahl des PI-Reglers
Trotz seiner verglichen mit vielen anderen Reglertypen sehr einfachen Reglerstruk-
tur wird der PID-Regler in über 90% der industriellen Regelkreise eingesetzt [ÅH01,
ACL05,O’D06,Ung10], was besonders auf seine vielseitige Anwendbarkeit, seine hohe
Robustheit gegenüber Modellierungsfehlern und unterschiedlichen Störgrößenverläu-
fen sowie seine einfache Implementierbarkeit zurückzuführen ist.
Die wichtigsten Vorteile des PI-Reglers für diese Arbeit (verglichen mit den in An-
hang B.1 beschriebenen Alternativen) bestehen in der wenig rechenaufwendigen und
somit energieefﬁzienten Arbeitsweise, der guten Erforschung (insbesondere für Send-
on-Delta-Abtastung), der einfachen Implementierbarkeit und der weiten Verbreitung
und Akzeptanz in der Industrie [ÅH01, ACL05, O’D06]. Es gibt auch schon eine Viel-
zahl an Einstellregeln für die PI(D)-Reglerparameter, auf welchen diese Arbeit aufbau-
en kann (siehe Abschnitt 5.1). Es ist auch nicht zu vernachlässigen, dass unbekannte,
komplexere Regler in der Praxis auf eine schlechtere Akzeptanz als der PI(D)-Regler
stoßen [Kof88], sofern sie nicht wegen extrem hoher Anforderungen – z. B. bei instabi-
len, schwingenden oder stark nichtlinearen Regelstrecken in der Luft- und Raumfahrt
– unverzichtbar sind. In Abschnitt 3.1 wird zudem gezeigt, dass der PI-Regler in be-
sonderem Maße die Anforderungen an die Energieefﬁzienz erfüllt, die für eingebettete,
miteinander kommunizierende Geräte gelten.
Abschließend soll jedoch betont werden, dass der Autor nicht behauptet, der PI-
Regler sei die einzige oder zweifelsfrei beste Lösung für die vorliegende Aufgabenstel-
lung, sondern die naheliegendste. Die Untersuchung anderer Reglertypen für denselben
Zweck würde den Rahmen der Arbeit sprengen.
2.5.4. Ereignisbasierter PI(D)-Regler
Ereignisbasierte PI(D)-Regelung ist ein verhältnismäßig junges Forschungsgebiet. Im
Jahr 1999 publizierte Årzén als Erster Experimente mit einem ereignisbasierten PI(D)-
Regler [Årz99]. Von 2002 bis 2006 folgten darauf aufbauende Arbeiten von Otanez et
al. [OMT02], Sandee et al. [SHvdB05] und Vasyutynskyy et al. [VK06]. Seitdem gibt es




Basisalgorithmus. Es gibt verschiedene Ansätze, um den zeitkontinuierlichen PI(D)-
Regler (2.7) durch einen zeitdiskreten Algorithmus zu approximieren. Besonders für die
Approximation des I-Anteils gibt es viele verschiedene Vorschläge. Ausführliche Über-
sichten und Vergleiche dazu sind in [SVD12,HPVK16,VK10a] zu ﬁnden. Diese Unter-
suchungen zeigen, dass alle Algorithmen ihre Vor- und Nachteile haben. Der folgende
Ansatz – aus [VK09b] stammend – gibt ein Beispiel, zerlegt in Proportional- (P) und
Integral- (I) -Anteil:
uc[k] = P [k] + I[k] (2.10a)
P [k] = KP · ec[k] (2.10b)
I[k] = I[k − 1] + KP
TI
· T [k] · ec[k − 1] (2.10c)
T [k] ist das Abtastintervall zwischen den Abtastzeitpunkten tS [k − 1] und tS [k]. Die
Startbedingung des rekursiv berechneten Anteils I[k] ist typischerweise I[0] = 0, wenn
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nicht Techniken zur stoßfreien Umschaltung9 verwendet werden.
Auch der D-Anteil eines PID-Reglers kann zeitdiskret formuliert werden. Da der D-
Anteil entsprechend Abschnitt 2.5.2 hier nicht näher betrachtet wird, sei für Details zu
seiner Implementierung bei ereignisbasierter Abtastung auf z. B. [SVD12,Vas09,Årz99]
verwiesen. In Anhang C.10 wird zudem ein Beispiel dazu gezeigt.
Aus (2.10) folgt für einen ereignisbasierten PI-Regler:










= uc[k − 1] +KP ·
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Probleme bei Send-on-Delta-Abtastung und Lösungsmöglichkeiten. Die Imple-
mentierung des ereignisbasierten PI-Reglers nach Gleichung (2.10) in Pseudocode zeigt
Algorithmus 2.1. Bei dieser sehr einfachen Implementierung können jedoch in Kom-
bination mit Send-on-Delta-Abtastung folgende Probleme auftreten, welche in Abbil-
dung 2.7 dargestellt sind und bei PI-Reglern in periodisch abgetasteten oder zeitkonti-
nuierlichen Regelkreisen nicht oder nur erheblich unbedeutender auftreten [Vas09]:
void processEvent ( )
{
/ / D i e s e Methode wird au f g e ru f en ,
/ / wenn e i n e Nach r i c h t von de r S e n s o r e i n h e i t
/ / e i n t r i f f t o d e r s i c h d i e Führungsgröße änd e r t
time = getTime ( ) ;
e = r − y ;
p_part = K_p * e ;
i _pa r t += K_p * ( ( time − lastEventTime ) / T_i ) * l a s t _ e ;
lastEventTime = time ;
u = p_part + i _pa r t ;
l a s t _ e = e ;
sendToActuator (u ) ;
}
Algorithmus 2.1.: Einfacher ereignisbasierter PI-Regelalgorithmus
1. Approximationsfehler. Der Approximation des I-Anteils nach (2.10c) liegt die ver-
einfachende Annahme zugrunde, dass die Regeldifferenz im gesamten Intervall
[tk−1, tk) gleich ec[k−1] ist (auch als „Rückwärtsrechteckregel“ bezeichnet). Durch
diese Vereinfachung weicht der I-Anteil von dem eines zeitkontinuierlichen I-
Anteils ab. Es gibt verschiedene Alternativen zu (2.10c) (siehe z. B. [SVD12,LW10,
HPVK16,Lev00]), beispielsweise die Annahme, dass die Regeldifferenz im gesam-
ten Intervall [tk−1, tk) gleich ec[k] ist („Vorwärtsrechteckregel“), oder die Annahme
eines linearen Verlaufs der Regeldifferenz von ec[k − 1] zum Zeitpunkt tk−1 auf
ec[k] zum Zeitpunkt tk. Je nach Annahme ändern sich dann auch die Gleichun-
gen (2.11) und (2.12). In der Regel entspricht keine dieser Annahmen der Reali-
tät. Aber selbst wenn der I-Anteil denselben Wert wie ein zeitkontinuierlicher I-
9Stoßfreie Umschaltung bedeutet, dass die Stellgröße beim Anschalten des Reglers keinen Sprung macht,
um denAktor zu schonen, z. B. durch eine Glättung des Signals (Tiefpassﬁlterung) [TWHH99,BBFM05].
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Regel-/Rückführgröße bei periodischer Abtastung
Regel-/Rückführgröße bei periodischer SoD-Abtastung
Abbildung 2.7.: Beispiel für die Sprungantwort eines Regelkreises mit PI-Regler ge-
mäß Algorithmus 2.1 und periodischer Send-on-Delta-Abtastung mit
Δlc = 0, 05, Ta = 0, 06 s und Tmax → ∞. Zum Vergleich ist auch ein peri-
odisch abgetasteter Regelkreis mit gleichen Regelstrecken- und Regler-
parametern dargestellt. Die Regelgrößen ym(t) sind als (durchgezogene
bzw. gepunktelte) Linien dargestellt, die Rückführgröße yc[k] (genauer:
die als Nachrichten übertragenen Werte) als Sterne bzw. Kreise.
Anteil berechnen könnte, wäre das Regelkreisverhalten durch das Halteglied null-
ter Ordnung am Aktor, d. h. durch den stückweise konstanten Stellgrößenverlauf,
verschieden von dem eines zeitkontinuierlichen Regelkreises. Da bei Send-on-Del-
ta-Abtastung Ereignisse generiert werden, wenn sich die Regeldifferenz sprung-
haft ändert (z. B. nach einer plötzlichen Führungs- oder Störgrößenänderung), ist
die in Gleichung (2.10c) verwendete Annahme insbesondere bei langen Nachrich-
tenabständen undÄnderungen der Regeldifferenz über±Δlc wahrscheinlicher als
die anderen genannten Annahmen. Innerhalb eines Ausregelvorgangs ist dage-
gen die Annahme einer linearen Approximation sicher realitätsnäher, dort wirkt
sich der Approximationsfehler wegen der kürzeren Nachrichtenabstände und der
Änderung der Regeldifferenz um ±Δlc zwischen zwei Nachrichten aber entspre-
chend (2.10c) erheblich weniger auf den Stellgrößenverlauf aus. Deshalb wird die
Implementierung gemäß (2.10c) gewählt. Das Problem der Approximationsfehler
existiert auch bei periodisch abgetasteten Regelkreisen [LW10, Lev00], spielt dort
wegen der kurzen Nachrichtenabstände aber eine untergeordnete Rolle.
2. Sticking (Feststecken). Sticking ist in Abbildung 2.7 im Zeitintervall 1, 2 s < t <
1, 8 s zu sehen. Die Send-on-Delta-Bedingung ist durch die langsame Änderung
der Regelgröße über längere Zeit nicht erfüllt, obwohl die Regeldifferenz betrags-
mäßig groß ist. Deshalb wird – trotz offensichtlichen „Handlungsbedarfs“ – der
Regler nicht aufgerufen und die Stellgröße bleibt konstant. Es entsteht eine Art
„temporärer Ruhezustand“. Diesen Zustand nennt man „Feststecken“ bzw. eng-
lisch „Sticking“. Die Änderung des I-Anteils beim nächsten Regleraufruf ist ge-
mäß (2.10c) wegen der langen Zeit des Stickings (T [k] ist groß) und der betrags-
mäßig großen Regeldifferenz ec[k− 1] besonders groß. Es kommt daher nach dem
Sticking zu einer starken, sprunghaften Änderung der Stellgröße, wodurch erheb-
liche Unterschiede zu einem zeitkontinuierlichen oder periodisch abgetasteten Re-
gelkreis mit den gleichen Reglerparametern KP und TI entstehen. Insbesondere
führt das zu Schwingungen, wie in Abbildung 2.7 bei t ≈ 1, 8 s deutlich zu se-
hen ist. Eine Vielzahl von Vorschlägen, um dieses Problem „abzudämpfen“, kann
in den oben genannten Literaturstellen gefunden werden. Da das Problem nicht
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durch die Ungenauigkeit bezüglich der Regeldifferenz ec, sondern primär durch
die lange Zeit zwischen zwei Regleraufrufen hevorgerufen wird, lässt es sich be-
heben, indem man den Regler häuﬁger aufruft, vgl. Abschnitt 2.4. Diese Lösung
vermeidet Sticking, selbst wenn beim Regleraufruf entsprechend Abschnitt 2.4 ein
„veralteter“ Wert der Regelgröße (Fehler ±Δlc) verwendet wird. Daher wird in
dieser Arbeit der Regler erneut aufgerufen, wenn für eine bestimmte Zeitspanne
Tstick keine Nachricht bei der Aktoreinheit ankam.
3. Bleibende Regeldifferenz. Ein möglicher Effekt der „Quantisierung“10 der abgetaste-
ten Größe durch die Send-on-Delta-Bedingung ist eine bleibende Regeldifferenz,
welche als unendlich langer Sticking-Effekt interpretiert werden kann. Bei Ver-
wendung des Tstick-Timers kann eine bleibende, konstante Regeldifferenz nur auf-
treten, wenn ec[k − 1] = 0 gilt, weil sonst der Integral-Anteil, und somit auch die
Stellgröße, regelmäßig verändert wird und die Regelgröße nicht „zur Ruhe“ kom-
men kann. Deshalb ist die bleibende Regeldifferenz auf ±Δlc beschränkt (wenn
keine Nachrichten verloren gehen), was i. d. R. wegen der Vorteile der Send-on-
Delta-Abtastung akzeptiert wird.
4. Pendelungen bzw. Grenzzyklen. Eine andere mögliche Auswirkung der „Quantisie-
rung“ durch die Send-on-Delta-Abtastung sind Pendelungen bzw. Grenzzyklen
(engl. „limit cycles“, siehe Deﬁnition A.7 auf Seite 169), also anhaltende Schwin-
gungen der Regelgröße um die Führungsgröße, während die Führungs- und Stör-
größen konstant sind (in Abbildung 2.7 ab ca. t=2,3 s). Pendelungen sind uner-
wünscht, weil durch die Oszillationen regelmäßig die Send-on-Delta-Bedingung
erfüllt ist und so oft Nachrichten verschickt werden. Sie sind aber die einzige Al-
ternative zu einer bleibenden Regeldifferenz, zumindest wenn die Störgröße nicht
konstant oder die Regelstreckenparameter nicht exakt bekannt sind. Bevorzugt
man eine bleibende Regeldifferenz gegenüber Pendelungen, besteht einemögliche
Lösung darin, den Timer Tstick nur zu starten, wenn |ec[k]| über einem festgelegten
Grenzwert Δstick liegt. Eine naheliegende und sinnvolle Wahl ist Δstick = Δlc. Um
den oben genannten Effekt der sprunghaften Änderung des I-Anteils nach dem
„Feststecken“ zu vermeiden (der wegen des kleinen Werts von ec[k − 1] hier nur
deutlich abgeschwächt auftritt), sollte man bei der Berechnung des I-Anteils statt
T [k] das Minimum aus T [k] und Tstick einsetzen (siehe Algorithmus 2.2). Weitere
Informationen zu Pendelungen und deren Vermeidung sind u. a. in [TAJ12,SVD12,
Vas09,VK07b,Ara11,Årz99,CSV+13,RJSD14a,RSP14,CSV15,RS16] zu ﬁnden.
5. Schwache Kausalität. Bei dem einfachen Regelalgorithmus (Algorithmus 2.1) wird
die Entwicklung einer Einstellregel erschwert, weil das Regelkreisverhalten schwach
kausal ist, d. h. es gibt einen „Schmetterlingseffekt“ (in der Physik als „determi-
nistisches Chaos“ bezeichnet) – geringste Unterschiede in der Parametrierung
können erheblich unterschiedliche Signalverläufe und damit auch Gütekriterien-
Werte erzeugen. In Abbildung 2.8 ist ein Beispiel dargestellt: Die durchgezogene
Kurve zeigt eine Einheitssprungantwort mit KP = 3, 05. Man erkennt ein rela-
tiv gutes Regelkreisverhalten – die Regelgröße erreicht die Führungsgröße sehr
schnell und bleibt danach nahezu konstant und erzeugt so auch keine Nachrich-
ten. Die gestrichelte Kurve zeigt die Sprungantwort, wenn man KP von 3,05 auf
3,00 absenkt (eine sehr geringe Veränderung!), die Strichpunktlinie die Sprungant-
wort, wenn man KP weiter auf 2,99 absenkt. Die Regelkreise sind dann erheblich
schlechter zu bewerten, da deutlich mehr Nachrichten generiert werden und die
10siehe Abschnitt 2.3
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Regeldifferenz im Schnitt betragsmäßig deutlich größer ist als bei KP=3,05. Die
Ursache für diese schwache Kausalität besteht darin, dass kleinste Parameter-
Änderungen dazu führen können, dass bestimmte Ereignisse später, früher oder
gar nicht generiert werden, worauf sich der weitere Signalverlauf völlig verän-
dern kann. Das ist in Abbildung 2.8 ab ca. t = 7 s zu erkennen. Durch die „ruck-
artigen“ Änderungen des Integralanteils wird dieser Effekt noch weiter verstärkt.
Für einen derartig schwach kausalen Regelkreis kann man keine sinnvolle Ein-
stellregel angeben, siehe Kapitel 7. Der Sticking-Timer Tstick hilft auch bei diesem
Problem, v. a. weil er dafür sorgt, dass sich die Stellgröße in mehr und kleineren
Schritten ändert und das Regelkreisverhalten so mehr dem zeitkontinuierlichen
Fall angenähert wird. So wird das Angeben einer praxistauglichen Einstellregel,
d. h. die Erfüllung der Zielstellung der vorliegenden Arbeit, überhaupt erst mög-
lich.
void processEvent ( )
{
/ / D i e s e Methode wird au f g e ru f en ,
/ / wenn e i n e Nach r i c h t von de r S e n s o r e i n h e i t
/ / e i n t r i f f t , s i c h d i e Führungsgröße änd e r t
/ / o d e r d e r Tmax−Timer a u s l ä u f t
stopTimer ( ) ;
time = getTime ( ) ;
e = r − y ;
p_part = K_p * e ;
i _pa r t += K_p * (min ( time − lastEventTime , T_s t i ck ) / T_i ) * l a s t _ e ;
/ / an t i−r e s e t windup
i _pa r t = min ( i_par t , u_max ) ;
i _pa r t = max( i_par t , u_min ) ;
u = p_part + i _pa r t ;
u = min (u , u_max ) ;
u = max(u , u_min ) ;
l a s t _ e = e ;
lastEventTime = time ;
sendToActuator (u ) ;
i f ( abs ( e ) > de l t a _ s t i c k )
s tar tT imer ( T_s t i ck ) ;
}
Algorithmus 2.2.: Ereignisbasierter Regelalgorithmus mit Erweiterungen, der in der
vorliegenden Arbeit verwendet wird (Annahme 2.6). Die Grenzen
umin und umax entsprechen dem Stellbereich (Deﬁnition A.4 auf Sei-
te 169).
Die genannten Probleme wurden hier am Beispiel der Übertragung der Rückführgröße
per Send-on-Delta-Abtastung dargestellt. Bei Übertragung der Reglerausgangsgröße tre-
ten dieselben Probleme auf, sie lassen sich aber schwieriger beschreiben, weil zwischen
der Send-on-Delta-Abtastung und dem Regler die Regelstrecke auf die Signalverläufe
Einﬂuss nimmt.
Auch die bereits in Abschnitt 2.5 erwähnten PI(D)-Erweiterungen Sollwert-Gewich-
tung und Anti-Reset-Windup sind in ereignisbasierten Implementierungen von PI(D)-
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Abbildung 2.8.: Demonstrationsbeispiel, welches die schwache Kausalität bei der „nai-
ven“ Implementierung eines ereignisbasierten PI-Reglers (nach Algo-
rithmus 2.1) zeigt. Dargestellt sind jeweils der zeitkontinuierliche Re-
gelgrößenverlauf ym(t) und die übertragenen Rückführgrößen-Werte
yc[k] (Letztere als Stern, Kreis und Dreieck). Simulationsbedingungen:
P-T1-Tt-Regelstrecke (siehe Deﬁnition 5.3) mit Km=1, Tm=5 s, τ=1; Reg-
lerparameter: TI=5 s (KP siehe Legende); periodische Send-on-Delta-
Abtastung mit Δlc=0,2, Ta=0,4 s und Tmax → ∞; es wirken keine Stö-
rungen, d. h. d(t) ≡ 0.
Reglern häuﬁg zu ﬁnden (z. B. [Årz99,SVD12]). Anti-Reset-Windup wird auch in dieser
Arbeit eingesetzt (siehe Algorithmus 2.2), Sollwert-Gewichtung dagegen nicht, weil der
zusätzliche Gewichtungs-Parameter die – wegen der vielen Einﬂussfaktoren ohnehin
schon sehr komplexe – Untersuchung der optimalen Reglereinstellung noch unüber-
schaubarer machen würde. Der komplette, in dieser Arbeit verwendete PI-Regelalgo-
rithmus ist in Algorithmus 2.2 dargestellt.
Annahme 2.6 (Ereignisbasierter PI-Regler)
In dieser Arbeit wird die PI-Regler-Implementierung nach Algorithmus 2.2 zugrunde
gelegt. Insbesondere wird zur Reduzierung von Problemen wie Sticking und Pende-
lungen ein Timer Tstick verwendet, nach dessen Ablauf der Regler auch ohne neue
Nachricht vom Sensor wieder aufgerufen wird, falls die letzte bekannte Regeldiffe-
renz betragsmäßig über einem Grenzwert Δstick lag.
Um Rechenaufwand (und damit Energie) zu sparen, gibt es komplexere Algorithmen,
welche die Reglerberechnung an Zeitpunkten, an denen sie nicht unbedingt notwendig
ist, weglassen [VK10a, DM09a], d. h. Tstick ist zeitvariant. In dieser Arbeit werden die-
se Algorithmen nicht betrachtet, um nicht auf das komplexe Einstellen dieser Regler
eingehen zu müssen.
„Übergangsvorgang“ und „stationärer Zustand“. Bei der Analyse von Sprungant-
worten wird meist der „Übergangsvorgang“ und der „stationäre Zustand“ unterschie-
den, wobei der „Übergangsvorgang“ vom Sprung der Führungsgröße bis zu dem Zeit-
punkt, an welchem sich die Regelgröße nicht mehr signiﬁkant ändert, reicht. Wie die
Abbildungen 2.7 und 2.8 deutlich machen, wird bei Regelkreisen mit Send-on-Delta-
Abtastung wegen der Pendelungen nahezu nie ein Zustand erreicht, an dem sich die
Regelgröße nicht mehr (signiﬁkant) ändert. Man kann auch nicht sicherstellen, dass
Pendelungen ein bestimmtes maximales Ausmaß nicht überschreiten, z. B. ±Δlc (Ge-
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genbeispiele sind in Abbildung 2.8 zu sehen). Trotzdem ist es oft vorteilhaft, die Be-
griffe „Übergangsvorgang“ und „stationärer Zustand“ verwenden zu können. Deshalb
werden sie in dieser Arbeit wiefolgt „unscharf“ deﬁniert.
Deﬁnition 2.13 (Übergangsvorgang und stationärer Zustand)
Sprungantworten oder Regelgrößenverläufe, die durch eine Serie von Führungs-
oder Störgrößensprüngen hervorgerufen werden, werden unterteilt in „Übergangs-
vorgänge“ und den „stationären Zustand“. Der „stationäre Zustand“ ist dabei ein
Zustand, in welchem die Regelgröße in einem vergleichsweise schmalen und nähe-
rungsweise symmetrischen Band um die Führungsgröße pendelt oder konstant ist,
während der „Übergangsvorgang“ der Zeitbereich nach einem Sprung der Führungs-
oder Störgröße ist, in welchem die Regelgröße noch nicht „gleichmäßig“ um die Füh-
rungsgröße schwingt.
Die Unschärfe dieser Deﬁnitionen wird hier bewusst in Kauf genommen, da ma-
thematisch exakte Deﬁnitionen die „gefühlsmäßige“ Bedeutung der Begriffe kaum be-
schreiben können und das Ziel der Deﬁnition eher die Klärung ist, wasmit den Begriffen
in dieser Arbeit gemeint ist. In Abbildung 2.7 beginnt der „stationäre Zustand“ bei dem
Regelkreis mit Send-on-Delta-Abtastung etwa bei t = 2, 3 s, beim periodisch abgetas-
teten Regelkreis etwa bei t = 1, 5 s. In Abbildung 2.8 fällt die Abgrenzung wegen der
unregelmäßigeren Schwingungen schwerer, bei allen drei dargestellten Kurven könnte
man den Zeitbereich ab ca. t = 10 s als „stationären Zustand“ bezeichnen.
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Neben der Senkung der Nachrichtenrate ist die Senkung des Energieverbrauchs ei-
nes der wichtigsten Ziele beim Einsatz von Send-on-Delta-Abtastung. Allerdings be-
wirkt eine niedrigere Nachrichtenrate nicht grundsätzlich einen geringeren Energiever-
brauch. Die Ursache sind – später genauer beschriebene – Synchronisationsprobleme.
Dieses Problem hat natürlich auch Einﬂuss auf die optimalen Reglerparameter bei ei-
nem Regelkreis, wenn die Energieefﬁzienz eines der Optimierungsziele ist. Deshalb
wird in diesem Kapitel ausführlich der Frage nachgegangen, wie zwei Geräte in Hin-
sicht auf das Abtastverfahren möglichst energieefﬁzient miteinander kommunizieren
können.
Die Ergebnisse dieses Kapitels sind nicht nur für den Anwendungsfall dieser Ar-
beit (Regelung) verwendbar, sondern überall, wo Send-on-Delta-Abtastung verwendet
wird, also auch in Anwendungen, bei denen die Daten z. B. zur manuellen Auswertung,
Überwachung oder Dokumentation aufgezeichnet werden.
3.1. Energieverbrauch kommunizierender eingebetteter
Systeme
Zunächst werden energierelevante Eigenschaften drahtlos kommunizierender eingebet-
teter Systeme aufgeführt. Es handelt sich dabei um eine Zusammenstellung von Ergeb-
nissen anderer Wissenschaftler, d. h. es wurden keine eigenen Experimente durchge-
führt. Neben Informationen zur energieefﬁzienten Kommunikation enthält dieser Ab-
schnitt auch Informationen zur Energieeinsparung in eingebetteten Systemen durch
Software, also z. B. durch die Wahl des Regelalgorithmus.
Den Begriff „eingebettetes System“ zu deﬁnieren, ist sehr schwierig, wie Marwedel
ausführlich begründet [Mar07]. Eingebettete Systeme sind nach seiner Beschreibung
zunächst „informationsverarbeitende Systeme, die in ein größeres Produkt integriert
sind“. Er ergänzt dies anschließend durch viele weitere Eigenschaften, die zwar typisch
für eingebettete Systeme sind, aber nicht zwangsläuﬁg für jedes eingebettete System
erfüllt sein müssen, z. B. die Verbindung mit Sensoren und Aktoren, Anforderungen
an Verlässlichkeit, Efﬁzienz, Gewicht und Preis, applikationsspeziﬁschen Entwurf und
Echtzeit-Bedingungen.
Abbildung 3.1 gibt einen Überblick über die Hardware-Komponenten eines typischen
kommunizierenden eingebetteten Gerätes. Das ist eine verallgemeinerte Sicht, d. h. bei
den meisten eingebetteten Systemen fehlen bestimmte Komponenten, die für die jewei-
lige Anwendung nicht benötigt werden. Anhang B.2 gibt einen Überblick über die Be-
deutung und den Energieverbrauch der einzelnen Komponenten entsprechend der Li-
teraturrecherche. Die für diese Arbeit wichtigsten Fakten werden im Folgenden kurz
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Abbildung 3.1.: Hardware-Komponenten eines drahtlosen Gerätes und ihr
Zusammenwirken.
zusammengefasst.
Nicht immer ist der Energieverbrauch von Sensor- und Aktoreinheit relevant, bei-
spielsweise wenn eine der beiden Komponenten netzbetrieben ist.
Deﬁnition 3.1 (Energierelevante Komponenten)
Als „energierelevante Komponenten“ werden in dieser Arbeit die Komponenten
(Sensor- und/oder Aktoreinheit) bezeichnet, deren Energieverbrauch beim Regler-
entwurf berücksichtigt werden sollte.
Eingebettete Systeme arbeiten meist mit Tasks, die immer wiederkehrend ausgeführt
werden. Zum Beispiel kann ein Task darin bestehen, einen Sensorwert vom Analog-
Digital-Wandler abzufragen, dann zu prüfen, ob die Send-on-Delta-Bedingung erfüllt
ist und ggf. eine Nachricht zu senden. Bei periodischer Send-on-Delta-Abtastung wird
dieser Task periodisch aufgerufen bzw. ausgeführt. Aus dieser Besonderheit lassen sich
Schlüsse zum Energieverbrauch ziehen:
Folgerung 3.1 (Geringer Energieverbrauch drahtloser eingebetteter Systeme)
Damit ein drahtloses eingebettetes System möglichst wenig Energie verbraucht, soll-
ten
• die Tasks der energierelevanten Komponenten möglichst wenige Prozessortakte
erfordern,
• die Tasks der energierelevanten Komponenten einen möglichst geringen Bedarf
an Haupt- und Arbeitsspeicher haben,
• die Tasks der energierelevanten Komponenten möglichst wenige (veränderli-
che) Daten von einem Taskaufruf bis zum nächsten „retten“ (d. h. nicht-ﬂüchtig
speichern) müssen,
• der ausgeführte Code (ohne aufgelöste Schleifen) möglichst klein sein, um we-
nig Speicher und eine geringe Zeit für das Laden des Codes in den Hauptspei-
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cher zu benötigen.
Die genannten Forderungen betreffen auch den Regelalgorithmus, wenn er auf einer
energierelevanten Komponente ausgeführt wird.
Die Reglerimplementierung nachAlgorithmus 2.2 erfüllt die in Folgerung 3.1 genann-
ten Anforderungen an die Energieefﬁzienz: Ein PI-Regler besteht aus einer für einen Re-
gelalgorithmus extrem kleinen Befehlsanzahl; er hat einen für ein Regelungsverfahren
sehr kleinen Hauptspeicherbedarf; nur der Integralanteil I[k], die Regeldifferenz ec[k]
und der Zeitpunkt des letzten Regleraufrufs müssen zyklusübergreifend gespeichert
werden (neben den Konstanten und dem aktuellen Sollwert, die nicht in jedem Zyklus
neu gespeichert werden müssen).
Folgerung 3.2 (Wahl der Abtastperiode)
Damit ein drahtloses eingebettetes System möglichst wenig Energie verbraucht, soll-
ten periodisch arbeitende Tasks so selten wie möglich ausgeführt werden, d. h. die
„Abtastperiode“ (hier allgemeiner „Aktivierungsperiode“) sollte möglichst groß sein
(unter Beachtung des Abtasttheorems). Das betrifft auch den Regelalgorithmus, wenn
er auf einer energierelevanten Komponente ausgeführt wird.
Auch folgende, im der Literatur verbreitete Annahme [KHL+07,MT10] wird in An-
hang B.2 genauer erörtert:
Annahme 3.1 (Kommunikation als Haupt-Energieverbraucher)
Bei der Kommunikation wird verglichen zu anderen Aufgaben eines eingebetteten
Systems die meiste Energie verbraucht, deshalb sollten für einen energieefﬁzienten
Betrieb vor allem die Kommunikation auf ein Mindestmaß reduziert und die Kom-
munikationskomponenten so oft wie möglich in einen Schlafmodus versetzt werden.
Weiterhin sind die folgenden Schlüsse aus Anhang B.2 wichtig:
Folgerung 3.3 (Geringe zu übertragende Datenmenge)
Die Anzahl der durchschnittlich zu übertragenden Bits pro Zeitintervall sollte für
einen energieefﬁzienten Sender so gering wie möglich sein, und wenn der Sender
nicht sendet, sollte der Transmitter abgeschaltet werden. Es sollte ferner ein Netz-
werkprotokoll mit möglichst wenig Overhead (d. h. Steuerinformationen zusätzlich
zu den eigentlichen Nutzdaten) verwendet werden.
Folgerung 3.4 (Geringer Stellaufwand)
Wenn die Aktoreinheit energierelevant ist, sollte für einen energieefﬁzienten Betrieb
der Stellaufwand (genauer deﬁniert in Abschnitt 4.2.1) möglichst gering sein.
3.2. Analyse verschiedener Synchronisationsverfahren
hinsichtlich der Energieefﬁzienz bei Send-on-Delta-
Abtastung
Das Ziel des Rests dieses Kapitels ist, das Wissen aus Abschnitt 3.1 auf die Analyse
der Energieefﬁzienz verschiedener Synchronisationsverfahren anzuwenden, um damit
anschließend Richtlinien zu entwickeln, wie man bei Send-on-Delta-Abtastung das Ma-
ximum an Energieefﬁzienz ausschöpfen kann, ohne die Regelgüte negativ zu beeinﬂus-
sen. Synchronisationsverfahren dienen im Rahmen von Netzwerkprotokollen dazu, die
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„Uhren“ von Sender und Empfänger (hier Sensor- und Aktoreinheit) im Rahmen der
notwendigen Genauigkeit zur Übereinstimmung zu bringen [OL16].
Zunächst müssen die Begriffe „Netzwerkprotokoll“ (kurz „Protokoll“) und „Synchro-
nisationsverfahren“, die in diesem Kapitel häuﬁg vorkommen, deﬁniert werden.
Deﬁnition 3.2 (Netzwerkprotokoll, Protokoll)
Ein Netzwerkprotokoll (Kommunikationsprotokoll, kurz „Protokoll“) ist die Ge-
samtheit aller semantischen und syntaktischen Festlegungen für den Informations-
austausch zwischen Kommunikationspartnern. Es ist zugleich eine detaillierte Steue-
rungsvorschrift für den Informationsaustausch. [Sch12]
Beispiele für Netzwerkprotokolle sind EnOcean, ZigBee oder TCP/IP.
Deﬁnition 3.3 (Synchronisationsverfahren)
Ein „Synchronisationsverfahren“ ist in diesem Kapitel eine Vereinbarung, wie sich
bei zeitbasierten Kommunikationsverfahren (d. h. hier: bei periodischer Abtastung
oder periodischer Send-on-Delta-Abtastung) zwei kommunizierende Geräte mit je-
weils eigenen Zeitgebern („Uhren“) zeitlich aufeinander abstimmen.
Synchronisationsverfahren können von einem Netzwerkprotokoll festgelegt werden,
sie können aber auch von einer Anwendung unter Verwendung bestehender Netz-
werkprotokolle ergänzt werden, d. h. sie können in verschiedenen Schichten des OSI-
Basisreferenzmodells umgesetzt werden. In dieser Arbeit werden nur sehr einfache und
damit energieefﬁziente Synchronisationsverfahren untersucht, die die Tatsache ausnut-
zen, dass es für Regelungszwecke genügt, wenn beide „Uhren“ hinreichend aufeinan-
der abgestimmt sind, um eine energieefﬁziente Kommunikation zu gewährleisten, aber
nicht einer globalen, von außen vorgegebenen Uhrzeit folgen müssen. Müssen mehr als
zwei Einheiten miteinander synchronisiert werden, kann der Aufwand erheblich größer
sein [SV03].
3.2.1. Ansatz und Annahmen
Es wurden bereits verschiedene Analysen zur Nachrichteneinsparung bei Send-on-Del-
ta-Abtastung durchgeführt (z. B. [NK04b,Mis06b,Mis´06a, Vas09, PVK10]). Diese Publi-
kationen betrachten nur die Nachrichtenrate, nicht den Energieverbrauch, oder sehen
beides als äquivalent an. Der Energieverbrauch hängt jedoch wegen des nachfolgend
beschriebenen Synchronisationsproblems nicht immer monoton von der Nachrichten-
rate ab.
Synchronisationsproblem. Angenommen, die Sensoreinheit sendet zum Zeitpunkt
t = 0 eine Nachricht und die Aktoreinheit empfängt sie erfolgreich. Ist der Aktorein-
heit bekannt, nach welcher Zeitspanne Tit (Index it für „Inter-Transmission“) die Sen-
soreinheit die nächste Nachricht senden wird, kann sie in der Zwischenzeit in einen
energieefﬁzienten Schlafmodus wechseln und erst kurz vor Ablauf der Zeitspanne von
einem Timer wieder geweckt werden.
Allerdings werden die Timerbausteine eingebetteter Systeme von Oszillatoren ge-
steuert [SW09], deren Schwingfrequenz nicht absolut exakt dem „Nennwert“ entspricht
und auch zeitlich schwanken kann [SV03]. Datenblätter von Oszillatoren oder Mikro-
controllern geben die maximale Drift („Frequenztoleranz“) an, typischerweise ±(20-
60) ppm („parts per million“, zu Deutsch „Millionstel“, Vergleichbar zu „Prozent“). Es
wird vereinfachend angenommen, dass diese Größe bei beiden Geräten gleich ist und
mit pdrift bezeichnet wird.
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In einem der zwei ungünstigsten Fall läuft die Uhr der Sensoreinheit maximal schnel-
ler als beabsichtigt und die Uhr der Aktoreinheit maximal langsamer. Dann sendet die
Sensoreinheit schon nach rund Tit · (1− pdrift) und die Aktoreinheit erwartet die Nach-
richt nach rund Tit · (1 + pdrift), die Zeitdifferenz beträgt also etwa 2 · Tit · pdrift. Die
Aktoreinheit muss also schon um die Zeitspanne
Tdrift ≈ 2 · pdrift · Tit (3.1)
vor Ablauf der eigentlich erwarteten Zwischenzeit Tit wieder aufwachen und der Recei-
ver solange lauschen, bis die Nachricht tatsächlich eintrifft. Abbildung 3.2(a) verdeut-
licht das graﬁsch. Geht die Uhr der Sensoreinheit langsamer als die der Aktoreinheit,
muss der Receiver der Aktoreinheit entsprechend länger auf die Nachricht warten (Ab-
bildung 3.2(b)). Sobald die Nachricht eintrifft, kann (bei periodischer Abtastung) der
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(b) Uhr der Sensoreinheit läuft langsamer als Uhr der Aktoreinheit.
Abbildung 3.2.: Drift der Uhren von Sensor- und Aktoreinheit. Die Sensoreinheit sendet
nach 4 Sekunden (ihrer Zeit) eine Nachricht.
Gemäß (3.1) ist die Dauer des Lauschens Tdrift näherungsweise proportional zur Zwi-
schenzeit Tit und zur Frequenztoleranz pdrift. Die Auswirkung dieser Dauer auf die
Energieefﬁzienz hängt vom Abtastverfahren und Synchronisationsverfahren ab, wie die
nachfolgenden Untersuchungen zeigen werden.
Abtastverfahren. In diesem Kapitel wird im Wesentlichen periodische Send-on-Delta-
Abtastung betrachtet (Def. 2.8). Diese enthält auch periodische Abtastung als Grenzfall
(Tmax = Ta) und wird deshalb mit abgedeckt. Ideale und ereignisbasierte Send-on-Del-
ta-Abtastung (Def. 2.6 und 2.7) sind sowohl für die Sensor- als auch die Aktoreinheit
energetisch ungünstiger, da
• die Sensoreinheit die Messgröße kontinuierlich messen und auf die Send-on-
Delta-Bedingung prüfen muss und dafür immer Energie verbraucht,
• die Sendezeitpunkte nicht auf bestimmte Intervalle eingegrenzt werden können
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und die Aktoreinheit deshalb fast immer lauschen muss1.
Ideale und ereignisbasierte Send-on-Delta-Abtastung werden aber an passender Stelle
mit erwähnt.
Es gibt auch „fast“ periodische Abtastverfahren, wie z. B. bei BidCoS [ELV06b]. Dort
wird ein genau periodisches Senden zwecks verringerter Kollisionswahrscheinlichkeit
und vereinfachter Organisation bei mehreren Geräten, die sich dieselbe Sendefrequenz
teilen, vermieden. Die Zeit zwischen zwei Nachrichten schwankt, gesteuert von ei-
nem Pseudozufallszahl-Generator, zwischen einem Minimum und einem Maximum.
Die „durchschnittliche“ Abtastperiode Ta ist der Mittelwert zwischen beiden Grenzen.
Dort gelten die nachfolgend gewonnenen Ergebnisse gemittelt über längere Zeiträume
genauso.
Vereinfachungen der Betrachtung. In dieser Arbeit werdenNachrichtenverluste (z. B.
durch Nachrichtenkollisionen oder schlechte Verbindungsqualität) nicht betrachtet.
Analysen mit Nachrichtenverlusten würden den Rahmen der vorliegenden Arbeit
sprengen und sollten Gegenstand weiterer Arbeiten sein.
Annahme 3.2 (Keine Nachrichtenverluste)
Es wird angenommen, dass Nachrichtenverluste so selten auftreten, dass sie für die
Betrachtugen der Energieefﬁzienz keine Rolle spielen. Demzufolge wird auch ange-
nommen, dass Kollisionen mit anderen Nachrichten vernachlässigbar selten auftre-
ten.
Es wird auch davon ausgegangen, dass der Kommunikationsaufwand nicht ander-
weitig signiﬁkant durch andere Netzwerkteilnehmer beeinﬂusst wird, z. B. weil die Ak-
toreinheit während sie „auf Empfang“ ist, auch deren Nachrichten empfangen und aus-
werten muss, um feststellen zu können, ob die zugeordnete Sensoreinheit sendet oder
ein anderer Netzwerkteilnehmer.
Auch das Erkennen von längerfristigen Kommunikationsproblemen (z. B. bei zu
großer Drift der Uhren, Defekt von Sensor- oder Aktoreinheit oder einer leeren Batterie)
und eventuelle Gegenmaßnahmen (Neusynchronisation, Noteinstellung des Aktors)
sind nicht Gegenstand dieser Arbeit.
Nicht betrachtet werden in diesem Kapitel ferner die folgenden, durch die Reglerein-
stellung nicht beeinﬂussbaren Energieverbräuche:
• Verbräuche bei nutzerabhängigen Ereignissen (z. B. Einstellungen, Anlernen von
Geräten, Hintergrundbeleuchtung von Displays bei Bedienung),
• konstante Verbräuche (z. B. Ruheleistung von Prozessor und Transceiver, Display),
• periodisch wiederkehrende Verbräuche.
Periodisch wiederkehrende Verbräuche entstehen sowohl bei periodischer Abtastung
als auch bei periodischer Send-on-Delta-Abtastung, in erster Linie durch die periodi-
sche Messung und ggf. Prüfung der Send-on-Delta-Abtastung, sowie durch die Auf-
wachphase der Prozessoren. Auch der Regler sollte periodisch2 aufgerufen werden (un-
abhängig von der Send-on-Delta-Abtastung bei der Datenübertragung), was in den Ab-
schnitten 2.4 und 2.5.4 begründet wurde (das entspricht in etwa Tstick = Ta nach An-
nahme 2.6). Der Energieverbrauch des Aktors ist zwar nicht konstant, kann aber über
1„fast immer“, da nur in der Zeitspanne Tmin nach der letzten Nachricht eine neue Nachricht ausgeschlos-
sen werden kann, bei idealer Send-on-Delta-Abtastung nie
2genau genommen wegen Synchronisationsungenauigkeiten nur näherungsweise periodisch, wie später
erklärt wird
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längere Zeiträume gemittelt werden, sofern das Abtastverfahren nicht signiﬁkant den
qualitativen Verlauf der Stellgröße beeinﬂusst, was durch den periodischen Reglerauf-
ruf gewährleistet wird (siehe Abschnitte 2.5.4 und 7.1).
Es wird also praktisch ausschließlich die Kommunikation selbst betrachtet.
Verwendete Bezeichnungen. Für Leistungen wird die Bezeichnung P verwendet, für
Energie E. Hochgestellt wird notiert, ob es sich um Sensoreinheit (s), Aktoreinheit (a)
oder die Summe von beiden (tot für „total“) handelt. Dabei wird hier vereinfachend die
Sensoreinheit als Sender und die Aktoreinheit als Empfänger bezeichnet, obwohl bei
einem eventuellen Acknowledgement (Bestätigungstelegramm) Sende- und Empfangs-
rolle vertauscht sind. Als Index (tiefgestellt) wird die Größe genauer speziﬁziert. Z. B.
ist Eacalc die Energie, die die Aktoreinheit zum Rechnen benötigt.
Da bestimmte Energieverbräuche immer wieder gemeinsam auftreten, sind die nach-
folgenden Rechnungen übersichtlicher, wenn die Summe dieser zusammengehörigen
Bestandteile verwendet wird. So besteht der Energieverbrauch Escomm einer Sensorein-
heit für die Kommunikation häuﬁg (z. B. bei ZigBee) aus dem Senden (Essend), dem
Lauschen nach dem Acknowledgement (Eslist) und dem Empfangen des Acknowled-
gements (Esrec). Für andere Protokolle kann das anders sein, z. B. wird bei EnOcean ei-
ne Nachricht üblicherweise dreifach gesendet (3 · Essend) mit Wartezeiten dazwischen
(Eswait). Für die Aktoreinheit sind die Vorgänge ähnlich. Diese Kommunikationsverbräu-
chewerden zusammengefasst zur EnergieEscomm bzw.Eacomm, sodass die Berechnungen,
die nur diese Summen verwenden, unabhängigig vom konkreten Protokoll werden. Ge-
nau genommen sind diese Werte nicht konstant, weil sie sich durch Zufallsgeneratoren
(z. B. EnOcean) oder Wiederholungen durch erkannte Nachrichtenverluste (z. B. Zig-
Bee) verändern können. Das wird hier nicht betrachtet, sondern es werden Mittelwerte
verwendet, weil die konkreten Werte für langfristige Betrachtungen keine Rolle spielen.
Nachrichtenverluste werden wie oben erwähnt ganz vernachlässigt, allerdings wird er-
wähnt, wie man sie prinzipiell erkennen kann und dann vorgehen sollte. Es wird laut
Annahme 3.2 davon ausgegangen, dass Nachrichtenverluste so selten stattﬁnden, dass
sich die Berechnungen nicht zu sehr von der Realität entfernen.
Der Energieverbrauch der Sensoreinheit zum Messen und Aufbereiten der Nachricht
(inklusive z. B. einer CRC-Prüfsummenberechnung) wird zusammengefasst zu Escalc.
Analog dazu wird mit Eacalc die Energie der Aktoreinheit zum Verarbeiten (inklusive
z. B. Auswertung einer CRC-Prüfsumme und der Aktorsteuerung) einer eingegangenen
Nachricht bezeichnet. Der Regler ist gemäß Annahme 2.3 entweder in der Sensoreinheit
oder der Aktoreinheit integriert und wird entsprechend zu Escalc oder E
a
calc gezählt.
Wie in Abschnitt 3.1 bereits erwähnt, benötigen einige Komponenten eingebetteter
Systeme beim Aufwachen eine gewisse Zeitspanne, bis sie betriebsbereit sind. Das liegt
insbesondere an der Einschwingzeit von Oszillatoren und der Initialisierung von digita-
len Speicherschaltungen. In dieser Zeit wird auch schon Energie benötigt, ohne dass für
die Anwendung etwas „Nutzbringendes“ getan wird. Dieser Verbrauch wird nicht ex-
plizit angegeben, sondern zu den ersten stattﬁndenden „nützlichen“ Aktionen des Teils
gezählt, also bei der Sensoreinheit das Aufwachen des Prozessors zum Messen Escalc
und das Aufwachen des Transceivers zur Kommunikation Escomm. Bei der Aktoreinheit
sind die Bedingungen analog.
Separat betrachtet wird dagegen der Energieaufwand Eadrift (bzw. E
s
drift) zum syn-
chronisationsbedingten Lauschen vor dem Empfangen einer Nachricht, weil dieser vom
Synchronisations- und vom Abtastverfahren abhängt und damit für den Vergleich der
Verfahren äußerst einﬂussreich ist.
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3.2.2. Vergleich der Synchronisationsverfahren
In diesem Abschnitt werden Synchronisationsverfahren untersucht, um deren Energie-
efﬁzienz bei Send-on-Delta-Abtastung zu analysieren.
Zunächst werden zwei Synchronisationsverfahren analysiert, bei welchen die Sensor-
einheit bei erfüllter Send-on-Delta-Bedingung ohne „Aufforderung“ durch die Aktor-
einheit eine Nachricht sendet. Dadurch muss sie den Transceiver nur bei erfüllter Send-
on-Delta-Bedingung anschalten und kann andernfalls Energie sparen. Außer den unbe-
dingt notwendigen Nachrichten (Übertragung aller Abtastwerte) und ggf. dem Emp-
fangen eines Acknowledgements ist für die Sensoreinheit somit keine Kommunikation
nötig. Außerdem werden so Nachrichtenrate und Netzlast minimal. Für die Sensorein-
heit ist diese Arbeitsweise nach Annahme 3.1 und Folgerung 3.3 am energieefﬁzientes-
ten3. Bei diesem Konzept muss sich die Aktoreinheit an die Übertragungszeitpunkte
der Sensoreinheit anpassen (synchronisieren), was für deren Energieefﬁzienz nachteilig
ist. Deshalb werden im Anschluss noch zwei Synchronisationsverfahren analysiert, die
die Energieefﬁzienz der Aktoreinheit mehr in den Vordergrund stellen.
Die Klassiﬁkation in vier Synchronisationsverfahren ist nicht als „vollständig“ an-
zusehen, d. h. man kann noch viele weitere Synchronisationsverfahren deﬁnieren, die
sich von den untersuchten unterscheiden4. Es sind die aus energetischer Sicht vielver-
sprechendsten Verfahren, wie – für die Sensoreinheit – gerade schon begründet wurde.
Ferner lassen sich reale Netzwerkprotokolle oft für verschiedene der untersuchten Syn-
chronisationsverfahren einsetzen. Beispielsweise sind mit EnOcean alle der vier unter-
suchten Synchronisationsverfahren umsetzbar.
3.2.2.1. Empfänger der Aktoreinheit lauscht immer
Wie zuvor beschrieben, wird zunächst der Fall untersucht, dass die Sensoreinheit „oh-
ne Aufforderung“ sendet und somit die Aktoreinheit dafür zuständig ist, sich an die
Sensoreinheit anzupassen (sich zu synchronisieren).
Die einfachste Lösung besteht darin, dass der Receiver der Aktoreinheit immer emp-
fangsbereit ist und somit jederzeit Nachrichten empfangen kann. Diese Lösung ist daher
auch für ideale oder ereignisbasierte Send-on-Delta-Abtastung (Deﬁnitionen 2.6 und 2.7)
geeignet. Falls ein Protokoll mit Acknowledgement verwendet wird, kann einNachrich-
tenverlust von der Sensoreinheit erkannt werden und die Nachricht problemlos sofort
bzw. beliebig oft5 wiederholt werden [Ung10].
In Bezug auf das Referenzbeispiel „Raumtemperaturregelung“ ist diese Lösung heut-
zutage bei Batteriebetrieb der Aktoreinheit nicht geeignet, weil die gängigen Empfänger
meist ca. 15-30mA im Empfangsmodus benötigen (siehe Tabelle B.2 in Anhang B.2.1)
und die Energie von zwei Mignon-(AA)-Batterien daher nur für ca. 8-17 Tage ausrei-
chen würde. Da die nachfolgend beschriebenen Synchronisationsverfahren energetisch
erheblich günstiger sind, wird hier auf weitere quantitative Analysen verzichtet.
3.2.2.2. Länger werdendes Lauschintervall
Bei periodischer Send-on-Delta-Abtastung ﬁnden die Sendeversuche der Sensoreinheit
nur zu Vielfachen der Abtastperiode Ta statt. Es ist sofort ersichtlich, dass es aus ener-
getischer Sicht für die Aktoreinheit viel vorteilhafter wäre, nicht permanent, sondern
3Nach Folgerung B.8 in Anhang B.2.1.2 ist der Energieverbrauch des Sensors auch für den Gesamtener-
gieverbrauch zunehmend entscheidend.
4z. B. ein erweitertes Beacon-Verfahren wie in [EQ10]
5im Rahmen der Speziﬁkation des verwendeten Protokolls und gesetzlicher Bestimmungen
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nur dann zu lauschen, wenn eine Nachricht möglich ist. Das hätte auch keine negati-
ven Konsequenzen für die Sensoreinheit. Alle nachfolgenden Überlegungen setzen peri-
odische Send-on-Delta-Abtastung voraus, was periodische (äquidistante) Abtastung mit
einschließt (durch Tmax = Ta).
Die Aktoreinheit kann in den Intervallen zwischen den Abtastzeitpunkten schlafen
und muss zu jedem Abtastzeitpunkt aufwachen, um kurz zu lauschen, ob die Sensor-
einheit eine Nachricht sendet.6 Anders als bei periodischer Abtastungmuss das bei peri-
odischer Send-on-Delta-Abtastung nicht zwangsläuﬁg der Fall sein (je nachdem, ob die
Send-on-Delta-Bedingung erfüllt ist oder nicht).Wird eineNachricht gesendet, muss die
Aktoreinheit die Nachricht entgegennehmen und ggf. (je nach Protokoll) ein Acknow-
ledgement senden. Erhält die Aktoreinheit keine Nachricht, kann sie (vor Ablauf von
Tmax) wegen der Annahme vernachlässigbar weniger Nachrichtenverluste davon aus-
gehen, dass die Send-on-Delta-Bedingung nicht erfüllt war, und wieder in den Schlaf-
modus wechseln. Wenn das Protokoll ein Acknowledgement vorsieht, kann zumindest
die Sensoreinheit feststellen, ob eine Nachricht verloren ging [Ung10]. Falls dann eine
sofortige Wiederholung wirkungslos ist, da die Aktoreinheit schon wieder schläft, soll-
te sie zum nächsten Abtastzeitpunkt erneut senden, unabhängig davon, ob dann die
Send-on-Delta-Bedingung erfüllt ist oder nicht. Sinnvollerweise sollte dann der dann
gültige Messwert übertragen werden, es handelt sich also nicht um eine Nachrichten-
wiederholung im engeren Sinne [Ung10]. Alternativ kann man vereinbaren, dass die
Aktoreinheit zu jedem Abtastzeitpunkt lange genug wach bleibt, um auch eine oder
mehrere Wiederholungen empfangen zu können, allerdings auf Kosten der Energieef-
ﬁzienz der Aktoreinheit. Sobald eine dieser Nachrichten empfangen wird, kann diese
Lauschphase beendet werden. Unter der Annahme seltener Nachrichtenverluste ist da-
von auszugehen, dass die Aktoreinheit dann erheblich öfter wegen einer nicht-erfüllten
Send-on-Delta-Bedingung unnötig langewartet als sie wegen eines Nachrichtenverlusts
eine wiederholte Nachricht empfängt.
Sensoreinheit. Es sei angenommen, dass n Abtastperioden nach der zuletzt gesende-
ten Nachricht die Send-on-Delta-Bedingung erfüllt ist und deshalb die nächste Nach-
richt gesendet wird. Dann beträgt der durchschnittliche Energieverbrauch der Sensor-
einheit (unter Vernachlässigung der konstanten und zyklischen Komponenten, s. o.)
P sSoD,lwl =
Escomm
n · Ta (3.2)
(Index „lwl“ für „Länger werdendes Lauschintervall“) und wird umso kleiner, je grö-
ßer n ist, also je seltener die Sensoreinheit senden muss. Neben der Sendeenergie enthält
die GrößeEscomm, wie oben beschrieben, auch z. B. den Energieverbrauch der Elektronik
des Transmitters. Aus den Gleichungen ist sofort ersichtlich, dass n so groß wie mög-
lich sein sollte, um den Energieverbrauch der Sensoreinheit zu minimieren. Deshalb ist
periodische Send-on-Delta-Abtastung für die Sensoreinheit immer energieefﬁzienter als
periodische Abtastung (d. h. n = 1).
Aktoreinheit. Wie in Abschnitt 3.2.1 beschrieben wurde, muss die Aktoreinheit die
Ungenauigkeit der Zeitgeber berücksichtigen und deshalb schon vor der eigentlich er-
warteten Nachricht aufwachen und lauschen, sowie – falls die Nachricht ausbleibt –
6Schlafen kann die Aktoreinheit zwischen den Abtastzeitpunkten nur, wenn die Aufwachzeit kleiner als
die Abtastperiode ist. Das wird in diesem Kapitel als gegeben angenommen.
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auch danach noch für eine gewisse Zeit auf eine „verspätete“ Nachricht warten. We-
gen der mit steigendem n zunehmenden Unsicherheit bezüglich der absoluten Abwei-
chung zwischen Sensor- und Aktoreinheits-Zeitgeber müssen die Lauschintervalle im-
mer größer werden, wenn keine Nachrichten von der Sensoreinheit gesendet werden.
Die Lauschdauer steigt proportional zur seit dem letzten erfolgreichen Sendevorgang

















Abbildung 3.3.: Kommunikation bei periodischer Send-on-Delta-Abtastung mit länger
werdendem Lauschintervall.
Unter Verwendung von (3.1) beträgt die Zeitspanne T alausch, die die Aktoreinheit vor
der eigentlich zu erwartenden Nachricht aufwachen muss,
T alausch = n · Tdrift ≈ 2 · n · pdrift · Ta. (3.3)
In dieser Zeitspanne verbraucht sie die Energie
Ealausch = n · P arec · Tdrift = n · Eadrift. (3.4)
Dieselbe Zeitspanne muss die Aktoreinheit auch nach der erwarteten Nachricht warten,
falls sie bis dahin keine Nachricht empfängt.
Sobald eine Nachricht empfangen wird, kann die Aktoreinheit ihre Uhr wieder nach
der Sensoreinheit „synchronisieren“, sodass die Differenz zwischen Sensor- und Aktor-
einheit wieder auf Null gesetzt werden kann. Statistisch gesehen empfängt die Aktor-
einheit die Nachricht – wenn eine gesendet wurde – genau in der Mitte des Lauschin-
tervalls, sodass in der zweiten Hälfte der Receiver abgeschaltet werden kann.
Dann gilt für den gemittelten Energieverbrauch des Empfängers pro Abtastperiode:
P aSoD,lwl =
∑n−1
i=1 (2 · i · Eadrift) + n · Eadrift + Eacomm
n · Ta
=
Eadrift · (n− 1) · n+ n · Eadrift + Eacomm
n · Ta
=
Eadrift · (n− 1) + Eadrift + 1n · Eacomm
Ta
=
n · Eadrift + 1n · Eacomm
Ta
(3.5)
Die durchschnittliche Leistung P aSoD,lwl des Empfängers in Abhängigkeit von n ist die
Summe einer linear ansteigenden Funktion wegen der länger werdenden Lauschinter-
valle und einer Hyperbel wegen der abnehmenden Nachrichtenrate. Es gibt daher ein
Minimum, siehe Abbildung 3.4.
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Abbildung 3.4.: Beispiel für den Energieverbrauch P aSoD,lwl bzw. P
tot
SoD,lwl als (qualitative)
Funktion von n gemäß (3.5) und (3.11). Die Funktion ist nur für n ∈
N, n > 0 praktisch realisierbar.
Folgerung 3.5 (Nachrichtenrate und Energieefﬁzienz)
Die Reduktion der Nachrichtenrate bewirkt nicht grundsätzlich eine Verbesserung
der Energieefﬁzienz drahtlos kommunizierender Geräte. Damit ist Hypothese 1 er-
füllt.
























Da n praktisch nur ganzzahlig realisierbar ist, muss naopt auf eine natürliche Zahl n˜aopt
gerundet werden. Ob man dabei aufrunden oder abrunden muss, hängt vom Wert der
Gleichung (3.5) für die beiden ganzzahligen Nachbarn von naopt ab. Es sollte das n mit
dem kleineren Energieverbrauch gewählt werden. Alle n mit n 
= n˜aopt sind energetisch
ungünstiger.
Bei exakter Synchronisation (verschwindender Drift), wird wegen (3.4) Eadrift ver-
schwindend klein. Dann geht n˜aopt gemäß (3.8) gegen unendlich.
In der Praxis ist n nicht konstant, da die Nachrichtenabstände bei Send-on-Delta-Ab-
tastung bewusst nichtäquidistamnt gewählt werden. n sollte gemäß Abbildung 3.4 nach
oben und unten aber möglichst wenig von n˜aopt abweichen.
Mit Hilfe des Tmax-Timers lässt sich n auf das Intervall 1 ≤ n ≤ n˜aopt einschränken
(durch Tmax = Ta · n˜aopt). Da der Tmax-Timer zusätzlich die (ursprüngliche) Aufgabe hat,
Kommunikationsprobleme nach einer bestimmten Zeit zu erkennen, ist ihm dadurch
eine obere Grenze gesetzt, sodass diemaximalmögliche Energiefﬁzienz (im Sinne dieses
Kapitels) unter Umständen nicht ausgenutzt werden kann.
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Folgerung 3.6 (Einsatz des Tmax-Timers zur Steigerung der Energieefﬁzienz)
Durch Setzen des Maximum-Timers auf Tmax ≤ Ta · n˜aopt kann bei dem Synchroni-
sationsverfahren „Länger werdendes Lauschintervall“ verhindert werden, dass der
Nachrichtenabstand länger wird als energetisch optimal wäre.
Es muss allerdings darauf hingewiesen werden, dass sich das Reduzieren von Tmax
auf den Verlauf der Regelgrößensignale auswirken kann und somit indirekt die Nach-
richtenrate stärker erhöhen kann als beabsichtigt [VK09b,HPVK16].
Dass n nach unten von n˜aopt abweichen kann, ist nicht zu vermeiden, da für die Sta-
bilität des Regelkreises und zugunsten der Regelgüte bei schnellen Signaländerungen
auch n = 1 erlaubt sein muss. Eine Vergrößerung der Send-on-Delta-Schwellwerts Δlc
(siehe Abschnitt 2.3.3) würde den zu erwartenden Abstand zwischen zwei Nachrich-
ten erhöhen, aber Einbußen in der Regelgenauigkeit bedeuten. Es kann aber folgende
Schlussfolgerung gezogen werden:
Folgerung 3.7 (Reduzierung der Nachrichtenrate durch den Regler)
Unter der Voraussetzung, dass der Timer Tmax Nachrichtenabstände über Ta · n˜aopt
vermeidet, sollte bei dem Synchronisationsverfahren „Länger werdendes Lauschin-
tervall“ der Regelalgorithmus – unter Berücksichtigung der Anforderungen an die
Regelgüte – durch geeignete Vorgabe des Stellgrößenverlaufs die Nachrichtenrate
so weit wie möglich reduzieren, z. B. indem unnötige Send-on-Delta-Ereignisse der
übertragenen Größe (Rückführ- oder Reglerausgangsgröße) vermieden werden.
Das wird später (ab Abschnitt 5.2) durch Vermeidung unnötiger Oszillationen der per
Send-on-Delta-Abtastung übertragenen Größe (Rückführ- oder Reglerausgangsgröße)
erreicht.
Aus (3.5) lässt sich auch ableiten, unter welchen Bedingungen Send-on-Delta-Abtas-
tung energieefﬁzienter als periodische Abtastung ist, d. h. wann n˜aopt > 1 gilt. Da diese
Untersuchungen für diese Arbeit zwar interessant, aber eher nebensächlich sind, sind
sie in Anhang C.1 dargestellt und wurden in [HK14] veröffentlicht.
Sensor- und Aktoreinheit gemeinsam. Als Letztes steht die Frage nach dem Gesamt-
energieverbrauch, also wenn Sensor- und Aktoreinheit energierelevant sind. Zur Beant-
wortung dieser Frage wird die Summe der Leistungen gebildet:



















n · Etotcomm + n · Eadrift
Ta
(3.11)
Diese Gleichung entspricht qualitativ (3.5) mit dem einzigen Unterschied, dass statt
Eacomm der Gesamtkommunikationsaufwand Etotcomm eingesetzt wird. Der qualitative
Verlauf der Leistung in Abhängigkeit von n, der in Abbildung 3.4 dargestellt ist, ist also
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Folgerung 3.8 (Gesamtenergieverbrauch)
Für den Gesamtenergieverbrauch (Sensor- und Aktoreinheit zusammengefasst) gel-
ten die Folgerungen 3.6 und 3.7 analog.
Aus (3.8), (3.12) und Etotcomm > Eacomm folgt
ntotopt ≥ naopt (3.13)
und
n˜totopt ≥ n˜aopt, (3.14)
sodass bei Betrachtung des Gesamtsystems größere (mindestens gleich große) Nach-
richtenabstände optimal sind als bei ausschließlicher Betrachtung der Aktoreinheit.
3.2.2.3. Polling
Die beiden vorgenannten Synchronisationsverfahren sind sowohl für die Energieefﬁzi-
enz der Sensoreinheit als auch für die Netzlast optimal, weil außer den durch die Send-
on-Delta-Bedingung gegebenen Nutzdaten kein Kommunikationsaufwand besteht. Ist
jedoch vor allem die Energieefﬁzienz der Aktoreinheit relevant, kann es – je nach den
Verbrauchsdaten des verwendetem Transceivers – efﬁzientere Implementierungsmög-
lichkeiten geben, die das energieintensive Lauschen vermeiden, natürlich auf Kosten
des Energieverbrauchs der Sensoreinheit.
In diesem Abschnitt wird eine dieser Möglichkeiten untersucht, die als „Polling“ be-
zeichnet wird. Dabei wacht die Aktoreinheit periodisch auf und fragt sofort bei der
Sensoreinheit (durch eine Nachricht) nach, ob ein neuer Wert vorliegt bzw. welcher. Die
Sensoreinheit antwortet darauf mit dem aktuellen Messwert, und zwar entweder bei
jeder Anfrage (bei periodischer Abtastung) oder nur dann, wenn die Send-on-Delta-
















Abbildung 3.5.: Kommunikation bei Send-on-Delta-Abtastung mit Polling. Die Uhr der
Sensoreinheit geht im dargestellten Beispiel etwas schneller als die der
Aktoreinheit.
Auf diese Weise kann das Lauschintervall der Aktoreinheit entfallen (außer dem Lau-
schen auf die Antwort der Sensoreinheit), aber die Aktoreinheit muss selbst senden,
und zwar nicht nur bei Bedarf ein Acknowledgement, sondern periodisch eine Polling-
Anfrage, denn sie kann ja nicht wissen, ob die Send-on-Delta-Bedingung erfüllt ist. Kos-
tet das Senden einer Nachricht deutlich mehr Energie als das (länger andauernde) Lau-
schen, ist Polling verglichen zum zuvor beschriebenen „länger werdenden Lauschinter-
vall“ nachteilig. Aktuelle Trasceiver benötigen beim Empfangen ähnlich viel Leistung
wie beim Senden (siehe Tabelle B.2 in Anhang B.2.1), sodass Polling für die Aktoreinheit
vorteilhaft sein kann (nachfolgend genauer analysiert).
47
3. Abhängigkeit des Energieverbrauchs (drahtlos) kommunizierender eingebetteter
Systeme vom Nachrichtenabstand
Da die Aktoreinheit periodisch nachfragt und auf eine mögliche Antwort der Sensor-
einheit warten muss, hat es auf den Energieverbrauch der Aktoreinheit kaum Einﬂuss,
ob periodische Abtastung oder periodische Send-on-Delta-Abtastung verwendet wird.
Falls der Energieverbrauch der Sensoreinheit irrelevant ist, sollte periodische Abtastung
bevorzugt werden, weil dann die Regelgüte durch die verringerte Unsicherheit über die
Regel- oder Stellgröße leicht ansteigt (genauer betrachtet in nachfolgenden Kapiteln).
Falls auch der Energieverbrauch der Sensoreinheit wichtig ist, ist Send-on-Delta-Ab-
tastung günstiger, denn so muss die Sensoreinheit, wenn die Send-on-Delta-Bedingung
nicht erfüllt ist, ihren Transceiver gar nicht erst anschalten, was die Aktoreinheit an der
ausbleibenden Antwort der Sensoreinheit auf das Polling feststellt. Auch die Netzlast
wird so verglichen mit periodischer Abtastung etwas gesenkt. Abbildung 3.5 zeigt die-
ses Verfahren schematisch.
Die Zeit, in welcher die Aktoreinheit auf die Antwort der Sensoreinheit wartet und
ggf. die Nachricht empfängt, sei T await. Dass diese Länge davon abhängen könnte, ob
eine Nachricht empfangen wird oder nicht, sei hier vernachlässigt. Auch der Ener-
gieverbrauch des Prozessors zum Auswerten der Nachricht sei vernachlässigbar (An-
nahme 3.1). Wird weiter vereinfachend angenommen, dass der Energieverbrauch beim
Empfangen der Nachricht genauso hoch wie beim Lauschen ist, beträgt der Energiever-




wait · P arec
Ta
(3.15)
(Index „p“ für „Polling“) und ist unabhängig von n.
Die Sensoreinheit muss – analog zur Aktoreinheit in Abschnitt 3.2.2.2 – schon n ·Tdrift
vor der erwarteten Nachricht den Transceiver einschalten, um die Ungenauigkeit der
„Uhren“ zu berücksichtigen. Wenn periodische Send-on-Delta-Abtastung verwendet
wird und die Sensoreinheit den Transceiver bei nicht erfüllter Send-on-Delta-Bedingung
gar nicht anschaltet, beträgt der Energieverbrauch der Sensoreinheit zur Kommunikati-
on (gerechnet wieder über n Abtastperioden) im Mittel
P sSoD,p =

















n · (Esrec + Essend) + Easend + T await · P arec
Ta
(3.17)
Große n, also große Nachrichtenabstände, sind sowohl für die Sensoreinheit als auch
für das Gesamtsystem energetisch proﬁtabel.
Folgerung 3.9 (Nachrichtenabstand bei Polling)
Wird das Synchronisationsverfahren „Polling“ verwendet, so ist der Nachrichtenab-
stand für die Energieefﬁzienz der Aktoreinheit unerheblich. Für die Energieefﬁzienz
von Sensoreinheit und Gesamtsystem sollte der Nachrichtenabstand möglichst groß
sein.
Folgerung 3.10 (Reglereinstellung bei Polling)
Wird das Synchronisationsverfahren „Polling“ verwendet, sollte der Regelalgorith-
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mus zur Minimierung des Energieverbrauchs – unter Beachtung der Regelgüte –
durch geeignete Vorgabe des Stellgrößenverlaufs die Nachrichtenrate möglichst klein
machen, also unnötige Send-on-Delta-Ereignisse vermeiden. Falls der Energiever-
brauch der Sensoreinheit unerheblich ist, muss der Regelalgorithmus die Nachrich-
tenrate nicht berücksichtigen.
3.2.2.4. Wiederholtes Senden
Eine weitere mögliche Vorgehensweise, um lange Lauschintervalle der Aktoreinheit zu
vermeiden (auf Kosten des Energieverbrauchs der Sensoreinheit) ist das wiederholte
Senden der Nachricht durch die Sensoreinheit innerhalb eines Zeitintervalls, dessen
Dauer durch die Ungenauigkeit der Zeitgeber bestimmt wird. Die Aktoreinheit emp-
fängt eine dieser Nachrichten, sobald sie aufwacht, und könnte dann den Transceiver
sofort wieder abschalten. Diese Implementierungwäre energieoptimal für die Aktorein-
heit. Allerdings fehlt der Sensoreinheit ohne ein Acknowledgement von der Aktorein-
heit eine Synchronisationsmöglichkeit, sodass die Sendeblöcke immer größer werden
müssten, bis die Sensoreinheit schließlich permanent senden würde. Das wäre nicht nur
für den Energieverbrauch der Sensoreinheit kritisch, sondern durch die vielen nutzlosen
Nachrichten würde die Netzlast erheblich ansteigen, ohne den übertragenen Informati-
onsgehalt zu steigern, bis hin zur völligen Blockade der Trägerfrequenz für andere Teil-
nehmer. Die Aktoreinheit muss also zwangsläuﬁg zur Synchronisation senden, wenn
sie auf das driftbedingte Lauschen nach Abschnitt 3.2.2.2 verzichten will. In diesem Fall
wird das durch das Acknowledgement realisiert. Abbildung 3.6 zeigt das Synchronisa-
















Abbildung 3.6.: Kommunikation bei Send-on-Delta-Abtastung mit wiederholtem Sen-
den. Im dargestellten Beispiel läuft die Uhr der Sensoreinheit etwas
schneller als die der Aktoreinheit.
Der Vorteil des Verfahrens gegenüber dem Pollingverfahren (Abschnitt 3.2.2.3) be-
steht darin, dass die Aktoreinheit nicht periodisch senden muss, sondern nur bei erfüll-
ter Send-on-Delta-Bedingung. Der Vorteil des Verfahrens gegenüber dem „länger wer-
denden Lauschintervall“ (Abschnitt 3.2.2.2) besteht darin, dass die Aktoreinheit bei aus-
bleibenden Sensornachrichten nicht immer länger lauschen muss, da die Sensoreinheit
mehrfach sendet und die Aktoreinheit nur eine dieser Nachrichten empfangen muss. Es
ist daher davon auszugehen, dass dieses Verfahren i. d. R. am energieefﬁzientesten ist,
wenn nur die Aktoreinheit energierelevant ist. Das wird später noch genauer analysiert.
Der Nachteil des Verfahrens besteht darin, dass nach längeren „Sendepausen“ (n Ab-
tastperioden lang) wegen der möglicherweise großen Laufzeitunterschiede der Uhren
eine Vielzahl von Nachrichten gesendet werden muss, bis die Aktoreinheit aufwacht
49
3. Abhängigkeit des Energieverbrauchs (drahtlos) kommunizierender eingebetteter
Systeme vom Nachrichtenabstand
und ein Acknowledgement sendet. So wird die Netzlast vorübergehend sehr groß und
die Wahrscheinlichkeit von Nachrichten-Kollisionen steigt an.
Die Sensoreinheit muss n ·Tdrift vor dem eigentlichen Sendezeitpunkt aufwachen, die
Messgröße aufnehmen, die Send-on-Delta-Bedingung prüfen und – falls sie erfüllt ist
– den aktuellen Messwert wiederholt senden, bis die Aktoreinheit aufwacht, die Nach-
richt empfängt und zur Bestätigung das Acknowledgement sendet. Dieses Verfahren ist
vergleichbar zu „Preamble Strobing“ [WTM13]. Die Sensoreinheit muss zwischen zwei
Sendeversuchen immer lange genug warten, um ggf. das Acknowledgement von der
Aktoreinheit empfangen zu können. Jede dieser Abschnitte aus je einmal Senden und
einmal Lauschen habe die Dauer Tpart.
Aktoreinheit. Die Zeitspanne, für welche die Aktoreinheit zu jedem Abtastzeitpunkt
mindestens lauschen muss, um mit Sicherheit eine der Nachrichten zu empfangen, ist
(näherungsweise) gleich Tpart. Die Energie, die die Aktoreinheit für einen „unnützen
Lauschversuch“ (der Dauer Tpart) verbraucht, sei Eapart. Wird n Abtastperioden nach
der letzten Übertragung erneut gesendet, lauscht die Aktoreinheit n−1mal „umsonst“.
Im n-ten Lauschintervall erhält sie die neue Nachricht dann statistisch gesehen in der
Mitte des Lauschintervalls, sodass im Mittel nur die Hälfte der Energie benötigt wird.
Der Energieverbrauch der Aktoreinheit beträgt im Schnitt
P aSoD,ws ≈













send − 12 · Eapart
)
Ta
(Index „ws“ für „wiederholtes Senden“) und ist umso kleiner, je größer n ist.
Sensoreinheit. Die Anzahl Nw der pro „Sendeblock“ von der Sensoreinheit zu sen-
denden Nachrichten ergibt sich aus der Oszillatordrift pdrift und der Zeitspanne Tit (it
steht wie in (3.1) für „inter-transmission“), die seit dem letzten Sendeversuch vergangen
ist. Da die Sensoreinheit im Schnitt nach der Hälfte dieses Intervalls das Acknowledge-
ment von der Aktoreinheit erhält, muss sie danach nicht mehr senden. Die Nachrich-

















Für den Energieverbrauch der Sensoreinheit gilt
P sSoD,ws =

















· (Essend + Prec · (Tpart − T ssend))
und dieser ist damit näherungsweise unabhängig von n (und Ta).
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Sensor- und Aktoreinheit gemeinsam. Da die Sensoreinheit die Energiebetrachtun-
gen nicht beeinﬂusst, sollte auch zum Minimieren des Gesamtenergieverbrauchs





der Nachrichtenabstand, also auch n, möglichst groß sein.
Folgerung 3.11 (Nachrichtenabstand bei wiederholtem Senden)
Wird das Synchronisationsverfahren „wiederholtes Senden“ verwendet, sollte zur
Minimierung des Energieverbrauchs der Nachrichtenabstand möglichst groß sein,
falls die Aktoreinheit oder beide Einheiten energierelevant sind. Falls nur die Sen-
soreinheit energierelevant ist, ist der Nachrichtenabstand unerheblich.
Folgerung 3.12 (Reglereinstellung bei wiederholtem Senden)
Wird das Synchronisationsverfahren „wiederholtes Senden“ verwendet, sollte der
Regelalgorithmus zur Minimierung des Energieverbrauchs durch geeignete Vorgabe
des Stellgrößenverlaufs die Nachrichtenrate möglichst klein machen (unnötige Send-
on-Delta-Ereignisse vermeiden), falls die Aktoreinheit oder beide Einheiten energie-
relevant sind. Falls nur die Sensoreinheit energierelevant ist, muss der Regelalgorith-
mus die Nachrichtenrate nicht berücksichtigen.
3.2.3. Fazit
Es wurden vier verschiedene Synchronisationsverfahren untersucht. Wie bereits be-
schrieben wurde, ist diese Auswahl nicht vollständig. Beispielsweise wurde das beim
Standard IEEE 802.15.4 (auf welchem verschiedene verbreitete Funknetzwerke, z. B.
ZigBee, aufsetzen) verwendete Verfahren, bei dem ein grundsätzlich netzbetriebener
„Koordinator“ („Full Function Device“), dessen Receiver ständig aktiv sein muss, die
Synchronisation leitet, nicht analysiert. Die Auswahl erfolgte mit der Zielstellung, die
energieefﬁzientesten Synchronisationsverfahren, bei denen nur Sensor- und Aktorein-
heit beteiligt sind, zu untersuchen.
Optimierung der Energieefﬁzienz durch den Regelalgorithmus. Aus den Folgerun-
gen 3.7, 3.10 und 3.12 folgt:
Folgerung 3.13 (Reduzierung der Nachrichtenrate durch den Regler)
Unter der Voraussetzung, dass der Timer Tmax zu große Intervalle zwischen zwei
Nachrichten vermeidet, kann man sich bei der Reglereinstellung – unter Berücksichti-
gung der Anforderungen an die Regelgüte – auf die Aufgabe beschränken, die Nach-
richtenrate so weit wie möglich zu reduzieren, indem die Send-on-Delta-Bedingung
möglichst selten erfüllt ist. Das gilt für jedes der untersuchten Synchronisationsver-
fahren. Damit ist Hypothese 2 erfüllt.
Dass die Send-on-Delta-Bedingung möglichst selten erfüllt ist, kann durch die Kom-
bination von zwei Ansätzen erreicht werden:
1. Der Schwellwert Δlc sollte möglichst groß sein, jedoch nicht größer als für die
angestrebte Regelgüte erforderlich (das ist aber nicht durch die Reglerparameter
selbst beeinﬂussbar!),
2. durch einen geeigneten Verlauf der per Send-on-Delta-Abtastung abgetasteten
Größe sollten unnötige Send-on-Delta-Ereignissevermieden werden (z. B. durch
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Vermeiden unnötiger Schwingungen), aber unter Berücksichtigung der erforder-
lichen Regelgüte.
Weitere Ergebnisse dieses Kapitels. Folgerung 3.13 ist das für die weiteren Kapitel
der Arbeit wichtigste Resultat dieses Kapitels. Es sind aber weitere Ergebnisse ableitbar,
die bei der Implementierung einer Anwendung mit Send-on-Delta-Abtastung hilfreich
sind.
Tabelle 3.1 fasst zusammen, wann sich welches der untersuchten Synchronisations-
verfahren am besten eignet. Da das nicht nur vom Verfahren selbst, sondern auch vom
Energieverbrauch des jeweiligen Transceivers in den unterschiedlichen Arbeitsmodi
und vom konkreten Netzwerkprotokoll (z. B. Nachrichtenlänge) abhängt, werden ver-
allgemeinerte Bedingungen unter Verwendung der Größen aus den vorhergehenden
Abschnitten angegeben. Mit Hilfe der Datenblätter der Transceiver und der Speziﬁkati-
on des Netzwerkprotokolls lassen sich so die konkreten Bedingungen berechnen.
Tabelle 3.1.: Empfohlenes Synchronisationsverfahren nach Anwendungsfall bei periodi-
scher Send-on-Delta-Abtastung. Abkürzung der Synchronisationsverfah-
ren: LWL – „länger werdendes Lauschintervall“, P – „Polling“, WS – „Wie-
derholtes Senden“.
empfohlenes





















































In Anhang C.1 wird – unter Zuhilfenahme der Ergebnisse dieses Kapitels – geklärt,
in welchen Fällen periodische Send-on-Delta-Abtastung energetisch besser geeignet ist
als periodische Abtastung.
Es sei noch einmal darauf hingewiesen, dass die Resultate dieses Kapitels nicht nur
in Regelkreisen verwendbar sind, sondern generell in Anwendungen, bei denen geprüft
werden soll, ob Send-on-Delta-Abtastung energetisch vorteilhaft ist (Anhang C.1) und
wenn ja, welches Synchronisationsverfahren eingesetzt werden sollte (Tabelle 3.1). Ein
Beispiel ist das energieefﬁziente Monitoring (Aufzeichnen) bestimmter Messgrößen mit
batteriebetriebenen Sensoren. Der Begriff „Aktoreinheit“ muss dann ggf. durch einen
passenderen, z. B. „Aufzeichnungseinheit“ ersetzt werden. Die „Sensoreinheit“ behält
ihre Bedeutung, sofern die Send-on-Delta-Abtastung nicht bei der Übertragung künst-
lich generierter Größen (z. B. Sollwerte) verwendet wird.
Konkrete Netzwerkprotokolle. Wie schon in der Einleitung von Abschnitt 3.2.2 ge-
schrieben wurde, lassen sich reale Netzwerkprotokolle üblicherweise für verschiedene
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oder sogar alle der genannten Synchronisationsverfahren verwenden, sofern man nur
die Schichten 1 und 2 des ISO-OSI-Referenzmodells beachtet. Beispielsweise lassen sich
alle genannten Verfahren problemlos auf gängiger EnOcean- und ZigBee-Hardware im-
plementieren. Allerdings muss man ggf. von einem Teil der Speziﬁkationen abweichen.
Z. B. muss man ignorieren, dass eine direkte Kommunikation von batteriebetriebenen
Geräten in ZigBee (bzw. allgemeiner IEEE 802.15.4) nicht vorgesehen ist, auch wenn
das praktisch problemlos möglich ist, solange die Kommunikation so selten stattﬁndet,
dass Nachrichtenkollissionen unwahrscheinlich sind. Ein zweites Beispiel: Wenn man
das Polling-Verfahren in Kombination mit EnOcean-Hardware einsetzen möchte, muss
man eigene Nachrichtenarten deﬁnieren (Requests), weil diese in den EnOcean Equip-
ment Proﬁles [EnO14] (in der Version 2.0) nicht speziﬁziert sind.
Im Rahmen der Arbeit wurden auch konkrete Berechnungen für die standardisierten
Protokolle
• ISO/IEC 14543-3-10 / EnOcean
• IEEE 802.15.4 / ZigBee
• EN 50090 / KNX-RF
mit jeweils typischen Transceivern durchgeführt und – am Beispiel des „länger werden-
den Lauschintervalls“ von Abschnitt 3.2.2.2 – in [HK14] veröffentlicht. Diese Berech-
nungen werden hier nicht wiedergegeben, weil die Betrachtung konkreter Protokolle




Um objektiv und quantitativ bewerten zu können, ob ein Regler bzw. eine Reglereinstel-
lung für einen bestimmten Zweck gut oder schlecht geeignet ist, müssen Gütekriterien
verwendet werden (auch als Gütemaße, Kostenfunktionen, Bewertungsfunktionen oder
Optimierungskriterien bezeichnet). Deshalb werden in diesem Kapitel die in dieser Ar-
beit verwendeten Gütekriterien beschrieben.
Deﬁnition 4.1 (Gütekriterium)
Ein Gütekriterium ist ein mathematischer Ausdruck, der die Qualität einer Regelung
unter vorgegebenen Bedingungen kennzeichnet [DIN09].
Deﬁnition 4.2 (Optimieren)
Optimieren bedeutet, einen Prozess so zu gestalten, dass unter den gegebenen Be-
schränkungen das aufgabengemäß gegebene, die Prozesszustände bewertende Güte-
kriterium einen entweder möglichst großen oder möglichst kleinen Wert annimmt. Im
Gütekriterium können Optimierungsziele wie zum Beispiel hohe Wirtschaftlichkeit,
großer Wirkungsgrad, hoher Durchsatz zum Ausdruck gebracht werden. [DIN09]
Ein geeignetes Gütekriterium bildet das komplexe Regelkreisverhalten auf eine ska-
lare Größe ab, die mit zunehmender Eignung für eine bestimmte Anwendung entweder
größer oder kleiner wird.
Deﬁnition 4.3 (Lösung)
Als „Lösung“ wird in dieser Arbeit ein konkreter, durch Gütekriterien bewertba-
rer, zeitlich begrenzter Regelungsvorgang bezeichnet, also beispielsweise die in einer
festen Zeitspanne aufgezeichneten Signale eines realen Experimentes oder einer Si-
mulation für eine konkrete Regelstrecke und einen Regler mit konkreten Parametern.
Der Begriff „Lösung“ ist in der Optimierungsliteratur (neben der Alternative „Punkt“)
etabliert und wird daher hier verwendet, auch wenn er schlecht zum Ausdruck bringt,
dass eine „Lösung“ eigentlich nur ein Zwischenergebnis bei der Suche des Optimums
handelt (welches die „eigentliche“ Lösung des Optimierungsproblems ist).
Deﬁnition 4.4 (Lösungsraum)
Als „Lösungsraum“ L wird in dieser Arbeit die Menge aller bei einer Optimierungs-
aufgabe untersuchten Lösungen bezeichnet.
Die in der Optimierungsliteratur mitunter verwendete Unterscheidung zwischen
Such- und Problemraum bzw. Genotyp und Phänotyp einer Lösung [LGRT11] ist hier nicht
notwendig, eine „Lösung“ bezeichnet hier beides gemeinsam als Einheit.
Während der direkte Vergleich zweier Lösungen vom Experten oft subjektiv durch
Anschauen der Signalverläufe möglich ist, sind eindeutig berechenbare, quantitative
Gütekriterien besonders dann unentbehrlich, wenn – wie in dieser Arbeit – viele Lö-
sungen automatisiert oder mit Überblicksgraﬁken (Kennlinien/-ﬂächen) miteinander
verglichen und ein Optimum ausgewählt werden soll. Ohne Gütekriterien müsste ein





Eine Grundanforderung der Regelungstechnik besteht darin, dass insbesondere Instabi-
lität des Regelkreises vermieden wird. Instabilität bezeichnet – umgangssprachlich for-
muliert – einen außer Kontrolle geratenen Regelkreis, bei dem sich die Signale zu immer
größeren Werten aufschwingen, vgl. Abbildung 4.1(a). Instabilität sollte daher zu einem
sehr schlechten Wert des Gütekriteriums führen. Da die genannte umgangssprachliche
Beschreibung für theoretische Arbeiten zu unpräzise ist, gibt es verschiedene Stabilitäts-
deﬁnitionen. Die bekannteste Deﬁnition von Stabilität ist die BIBO-Stabilität („bounded
input, bounded output“, auf Deutsch: „beschränkter Eingang, beschränkter Ausgang“):
Deﬁnition 4.5 (BIBO-Stabilität)
Ein Regelkreis ist BIBO-stabil, wenn bei jedem betragsmäßig nach oben beschränkten
Führungsgrößenverlauf auch der Betrag der Regelgröße nach oben beschränkt ist.
BIBO-Stabilität sagt nur aus, dass sich der Regelkreis nicht über alle Grenzen auf-
schwingen kann. Schwingungen mit begrenzter Amplitude (Pendelungen, siehe Deﬁni-
tion A.7) können durchaus auftreten. Es sei bemerkt, dass BIBO-Instabilität theoretisch
auch ohne Schwingungen vorliegen kann, nämlich wenn die Regelgröße monoton und
unbegrenzt immer größer (oder kleiner) wird. Diese Art der Instabilität spielt aber in
üblichen Regelkreisen wegen der Rückkopplungsstruktur praktisch keine Rolle.
Da bei vielen Anwendungsgebieten die Stell- und/oder Regelgröße technisch be-
schränkt ist (z. B. bei Ventilen) und damit Instabilität nach Deﬁnition 4.5 gar nicht auf-
treten kann (siehe Abbildung 4.1(b)), ist BIBO-Stabilität für die Auswertung von Mes-
sungen und Simulationen nicht geeignet.













(a) Instabiler Regelkreis ohne Stellgrößen-Grenzen.













(b) „Instabiler“ (aber BIBO-stabiler) Regelkreis bei
begrenzter Stellgröße.
Abbildung 4.1.: Beispiele für Signalverläufe instabiler Regelkreise. Die Regelstrecken-
und Reglerparameter sind in beiden Regelkreisen identisch, nur die
Stellgrößengrenzen unterscheiden sich.
Die DIN IEC 60050-351 nennt eine andere Deﬁnition von Stabilität, die wegen ih-
rer Unschärfe und der Verwendung verschiedener im Folgenden nicht mehr benötigter
Fachbegriffe hier nicht zitiert wird. Die bei der Analyse zeitkontinuierlicher Regelkreise
relativ verbreitete „asymptotische Stabilität“ [LW10] setzt die Existenz von Ruhelagen
voraus, die bei Send-on-Delta-Abtastung üblicherweise nicht existieren (Pendelung, sie-
he Abschnitt 2.5.4), und ist nur bei theoretischer Analyse oder völligem Fehlen nicht
konstanter Störeinﬂüsse (also weder anhand realer Experimente noch anhand realisti-
scher Simulationen) anwendbar. Für theoretische Untersuchungen zur Send-on-Delta-
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Abtastung wurde auch eine neue Stabilitätsdeﬁnition eingeführt [RJSD14a], die aber
bei realistischen Simulationen oder Experimenten ähnliche Probleme aufweist wie die
asymptotische Stabilität.
Arbeiten zur Stabilität von PI(D)-Reglern bei Send-on-Delta-Abtastungwerden in Ab-
schnitt 5.1 beschrieben. Für diese Arbeit kann das Problem einer konkreten Stabilitäts-
deﬁnition umgangen werden, weil nahezu alle Gütekriterien durch die Wirkung der
Instabilität – d. h. anhaltend starke bzw. (bei unbegrenzten Größen) immer stärker wer-
dende Schwingungen – extrem schlechte Werte annehmen. Das genügt für die Zwecke
dieser Arbeit, weil diese Lösungen bei der Optimierung verworfen werden.
Folgerung 4.1 (Bewertung instabiler Regelkreise)
Ein Gütekriterium ist für diese Arbeit nur geeignet, wenn es instabile (d. h. anhaltend
stark schwingende) Regelkreise besonders schlecht bewertet.
Dass das für die nachfolgend gewählten Gütekriterien der Fall ist, wird in den Ab-
schnitten 4.2.2 und 5.5.1.1 belegt.
4.2. Gütekriterien für Regelkreise mit Send-on-Delta-
Abtastung in der Literatur
Zur Bewertung von Regelkreisen in den nachfolgenden Kapiteln wurde analysiert, wel-
che Gütekriterien in der Literatur zur Send-on-Delta-Abtastung, insbesondere in Kom-
bination mit PI(D)-Reglern, am verbreitetsten sind. Ein umfassender Überblick wurde
in [HPVK16] gegeben, nachfolgend werden nur die wichtigsten vorgestellt.
Es wird in dieser Arbeit (bis auf ausdrücklich genannte Ausnahmen) angenommen,
dass Lösungen das simulierte oder gemessene Regelkreisverhalten für ein begrenztes
Zeitintervall Δt darstellen. Nur Gütekriterien, die für die Auswertung von Experi-
menten und Simulationen geeignet sind, werden hier verwendet; Gütekriterien wie
Amplituden- oder Phasenreserve [LW10, Lev00, RS16], die üblicherweise aus theoreti-
schen Modellen bestimmt werden, werden daher ausgelassen. Außerdem gilt folgende
Annahme:
Annahme 4.1 (Vergleichsbedingungen)
Werden in dieser Arbeit Lösungen anhand von Gütekriterien miteinander verglichen,
so sind sowohl Dauer des ausgewerteten Zeitintervalls Δt als auch Führungsgrößen-
verlauf r(t) und Störgrößenverlauf d(t) bei allen Lösungen gleich. Deshalb kann auf
eine Normierung der Gütekriterien verzichtet werden.
In der vorliegenden Arbeit sind zwei Arten von Gütekriterien am wichtigsten: Gü-
tekriterien für die Regelgüte (Abschnitt 4.2.2) und Gütekriterien für die Energieefﬁzienz
der eingebetteten Geräte (Abschnitt 4.2.1). Die Kombination beider Gütekriterien-Arten
wird in Abschnitt 4.3 betrachtet.
Deﬁnition 4.6 (Regelgüte)
Die Regelgüte bewertet, wie gut der Regler seiner Aufgabe nachkommt, die Regel-
größe ym(t) schnell und anhaltend der Führungsgröße r(t) anzugleichen. Optimal ist
die Regelgüte bei ym(t) ≡ r(t) bzw. ec(t) ≡ 0, d. h. ym(t) = r(t) für alle t im unter-
suchten Zeitraum. Dieses Optimum ist jedoch praktisch nie erreichbar. Je größer die
Abweichungen, je mehr der Regelkreis schwingt, je länger Abweichungen andauern,
desto schlechter soll der Wert des Gütekriteriums ausfallen.
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Die Regelgüte ist auch bei zeitkontinuierlich arbeitenden oder periodisch abgetaste-
ten Regelkreisen wichtig, bei Send-on-Delta-Abtastung spielen aber auch die Energie-
efﬁzienz und die Netzlast (Nachrichtenrate) eine wichtige Rolle, denn diese sind ja der
Grund für die Verwendung der Send-on-Delta-Abtastung.
Folgerung 4.2 (Bewertung von Regelgüte, Energieefﬁzienz und Nachrichtenrate)
Ein Gütekriterium ist für diese Arbeit nur geeignet, wenn es sowohl Regelgüte als
auch Nachrichtenrate und Energieefﬁzienz berücksichtigt.
Neben den in dieser Arbeit betrachteten Gütekriterien für Regelgüte und Energieef-
ﬁzienz ist es für praktische Anwendungen auch sinnvoll, andere Aspekte zu berück-
sichtigen. In [HDRK13] hat der Autor eine umfassende Sammlung technischer und be-
triebswirtschaftlicher Faktoren veröffentlicht. Die für diese Arbeit wichtigsten Kriterien
wie Hardwareanforderungen und Aufwandskriterien werden an geeigneter Stelle dis-
kutiert (z. B. in den Abschnitten 3.1 und 2.5.3).
In diesem Abschnitt wird bei der Deﬁnition der Gütekriterien die zeitkontinuierliche
Schreibweise gezeigt (d. h. z. B. Integrale statt Summen), weil diese intuitiver verständ-
lich sind als ihre diskreten Entsprechungen. Für die praktische Analyse werden zeitdis-
krete Approximationen benutzt, da Simulations- und Experimentdaten nicht zeitkonti-
nuierlich, sondern abgetastet vorliegen.
4.2.1. Gütekriterien zur Bewertung der Energieefﬁzienz
Energieverbräuche der eingebetteten Systeme ergeben sich gemäß Kapitel 3 primär
durch die Nachrichtenübertragung und die Veränderung der Aktorposition.
Nachrichtenanzahl. Durch Annahme 3.1 und Folgerung 3.13 wurde gezeigt, dass es
für eine hohe Energieefﬁzienz1 wichtig ist, die Anzahl der zu übertragenden Nachrich-
ten möglichst klein zu halten.
Deﬁnition 4.7 (Nachrichtenanzahl)
Die Nachrichtenanzahl N ist die Anzahl von Zeitpunkten im Intervall der Länge
Δt, an denen die Send-on-Delta-Bedingung erfüllt ist. Wird die Rückführgröße über-
tragen, wird der Index sc (Sensor-Controller) verwendet (Nsc), bei Übertragung der
Reglerausgangsgröße der Index ca (Controller-Actuator, Nca).
Die genannten Indizes wurden in Anlehnung an [Vas09] gewählt.
Es wird also hier nicht beachtet, ob eine „Nachricht“ ggf. aus mehreren Teilnach-
richten (wegen Wiederholungen oder einem Acknowledgement, siehe Abschnitt 3.2.2)
besteht. Es handelt sich insbesondere um Nachrichten auf Schicht 7 des ISO-OSI-
Referenzmodells. Protokollspeziﬁsche Besonderheiten auf niedrigeren Schichten wie
der Einﬂuss von Telegramm- und Zahlenformaten auf den Energieverbrauch werden
hier nicht betrachtet, zumal diese üblicherweise nicht vom Abtastschema abhängen.
Ohne Beschränkung der Allgemeinheit werden die nachfolgend diskutierten, von der
Nachrichtenanzahl abgeleiteten Gütekriterien am Beispiel Nsc dargestellt.
Die Nachrichtenanzahl ist nicht nur für die Energieefﬁzienz die entscheidende Grö-
ße, sondern auch für die Netzlast und deshalb eine der wichtigsten Gütekriterien bei
der Bewertung von Regelungsalgorithmen mit Send-on-Delta-Abtastung. Sie wurde in
1Wie in Kapitel 1 erläutert wurde, beschränkt sich der Begriff „Energieefﬁzienz“ hier auf Energieefﬁzienz
von Elektronik, nicht durch Elektronik.
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der Literatur zu Regelkreisen mit Send-on-Delta-Abtastung oft verwendet [VK09b,PV-
NK09,VK09a,PGR+10,Ara11,BDSV12c,BDSV12a,RJSD14a,PBG+16].
In [Vas09,HK13] wurde die durchschnittliche Nachrichtenrate (siehe Deﬁnition 2.2), d. h.
die durch das Intervall Δt geteilte Nachrichtenanzahl, verwendet, was wegen Annah-
me 4.1 in dieser Arbeit nicht nötig ist. Der Kehrwert der mittleren Nachrichtenrate, d. h.






wurde in [PVK09,PVNK09,HK13] verwendet und erlaubt v. a. das intuitive Vergleichen
des mittleren Nachrichtenabstands mit der Abtastperiode eines periodisch arbeitenden
Regelkreises. Es ist inhaltlich äquivalent zur Nachrichtenanzahl und aus später genann-
ten, mathematischen Gründen für diese Arbeit weniger geeignet (Folgerung 4.8 auf Sei-
te 64).
Manche Autoren schlugen vor, den Energieverbrauch durch eine gewichtete Sum-
me der Nachrichtenanzahl und der Regleraufrufe zu approximieren [PVK09, SGD09,
PGR+10]. Da ein PI(D)-Regler verglichen zum Kommunikationsaufwand einen ver-
nachlässigbar kleinen Rechenaufwand darstellt (siehe Abschnitte 2.5.4 und 3.1), ist das
hier nicht nötig. Auch andere energie-orientierte Größen wie der Energieverbrauch
selbst oder die Stromstärke wurden verwendet [PVK09, PVK10]. Der Quotient zwi-
schen der Nachrichtenanzahl des ereignisbasierten Regelkreises und der Nachrich-
tenanzahl eines periodischen Regelkreises betont die Nachrichtenreduktion [VK07b,
VK07a, VK07c, VK10a, VK10b], entspricht aber nur einer Normierung, welche wegen
Annahme 4.1 hier nicht nötig ist. Weitere Gütekriterien für die Energieefﬁzienz wurden
in [HK13,HPVK16] diskutiert.
Stellaufwand. Ist die Aktoreinheit energierelevant, so kann auch der Stellaufwand für
die Analyse der Energieefﬁzienz von Bedeutung sein, d. h. der Energieverbrauch der
Aktoreinheit zum mechanischen Bewegen des Stellglieds (Folgerung 3.4). Man kann
davon ausgehen, dass sich der Stellaufwand aus zwei Komponenten zusammensetzt,







(z. B. durch Gleitreibung, die Verlustleistung im Motor und Reibung im Getriebe), und
einer zur Anzahl der Stellbewegungen proportionalen Komponente (z. B. durch eine
zu überwindende Haftreibung am Anfang jeder Bewegung). Wird die Reglerausgangs-
größe per Send-on-Delta-Abtastung übertragen, so ist dieser Anteil proportional zur
Nachrichtenanzahl
Wa ∼ Nca. (4.3)
Zudem kann auch der Betrag der Stellgröße selbst für den Energieverbrauch wichtig
sein [PBG+16]. Nicht in jeder Anwendung spielen alle genannten Arten des Stellauf-
wands eine Rolle.
Wird die Reglerausgangsgröße per Send-on-Delta-Abtastung übertragen, sind die
Komponenten Ww und Wa näherungsweise proportional zueinander (siehe auch (5.8)
und (5.10) in Abschnitt 5.4.1). Wird die Regelgröße per Send-on-Delta-Abtastung über-
tragen, wird die Stellgröße ggf. auch zwischen zwei Nachrichten verändert (siehe Ab-
schnitt 2.5.4), sodass dieser Anteil des Stellaufwands nicht proportional zur Nachrich-
tenanzahlNsc, sondern i. d. R. größer ist und vom Verlauf der Stellgröße abhängt. Dieser
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Fall wird in der vorliegenden Arbeit nicht behandelt, er spielt auch im Referenzbeispiel
„Funk-Raumtemperaturregelung“ keine Rolle.
Zusammenfassung der Bewertung der Energieefﬁzienz. Die Bewertung des Energie-
verbrauchs wird nun wie folgt zusammengefasst:
Folgerung 4.3 (Gütekriterium für Netzlast und Energieefﬁzienz)
Die Nachrichtenanzahl (Nsc bzw. Nca) ist das wichtigste Gütekriterium zur Bewer-
tung von Netzlast und Energieefﬁzienz. Ist die Aktoreinheit energierelevant, so muss
auch der Stellaufwand berücksichtigt werden, der bei Send-on-Delta-Abtastung als
näherungsweise proportional zur Nachrichtenanzahl Nca angenommen wird.
4.2.2. Gütekriterien zur Bewertung der Regelgüte
Die andere wichtige Klasse von Gütekriterien betrifft die Qualität der Regelung (Regel-
güte), denn die Verringerung der Nachrichtenanzahl durch Send-on-Delta-Abtastung
soll mit möglichst kleinen Einbußen bei der Regelgüte erzielt werden. Um die Regelgü-
te zu bewerten, gibt es in der Literatur zahlreiche Gütekriterien [Shi98,GK10,Tew02]. In
der DIN IEC 60050-351 [DIN09] sind die bekanntesten davon standardisiert worden.
Die Regelgütekriterien können grob in Regelﬂächen und sprungantwortbasierte Gütekri-
terien unterteilt werden.
Regelﬂächen. Zur Bewertung der Regelgüte haben sich besonders zwei Gütekriteri-
en durchgesetzt [O’D06]. Das erste ist die absolute Regelﬂäche (L1-Norm, nach DIN IEC






Die Idee der Gleichung besteht darin, dass das Gütekriterium umso größer wird, je
größer der Betrag |ec(t)| der Regeldifferenz ist und je länger diese andauert. Dieses Gü-
tekriterium wird für ereignisbasierte PI(D)-Regelung am häuﬁgsten genutzt [OMT02,
VLK07,VK07b,VK07a,VK07c,SGD09,PVK09,PVNK09,VK09a,VK09b,PGR+10,PVK10,
VK10a,VK10b,SVD11,Ara11,HK13,RJSD14a,PBG+16].
Das zweite weit verbreitete Regelgütekriterium ist die quadratische Regelﬂäche (L2-
Norm, nach DIN IEC 60050-351 „quadratische Regeldifferenzﬂäche“, englisch „Integral





Die quadratische Regelﬂäche wurde für ereignisbasierte PI(D)-Regler zwar nur vom Au-
tor genutzt [HPVK12,HK13], ist aber ein typisches Ziel für die Regleroptimierung bei
zeitkontinuierlichen oder periodisch abgetasteten Regelkreisen [O’D06]. Ein wesentli-
cher Grund für ihre Verbreitung in der Regelungstechnik ist, dass zu ihrer Berechnung
der Betrag nicht aufgelöst werdenmuss und somit die Nulldurchgänge der Regelabwei-
chung nicht explizit berechnet werden müssen. Dieser Vorteil spielt in der vorliegen-
den Arbeit keine Rolle, es gibt jedoch auch einen praktischen Unterschied: Durch das
Quadrieren bestraft die quadratische Regelﬂäche große Fehler überproportional stärker
als kleine. Diese Eigenschaft ist bei Regelkreisen mit Send-on-Delta-Abtastung günstig,
weil bedingt durch das Abtastverfahren kleine Regeldifferenzen ohnehin nicht verhin-
dert werden können, somit bewusst toleriert werden und deshalb im Gütekriterium
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weniger bestraft werden sollten. Bei adaptiven Reglern kann außerdem das sogenannte
Bursting auftreten [And85], welches ein kurzzeitiges starkes Aufschwingen des Regel-
kreises mit anschließender Beruhigung ist. Da Bursting für die meisten Anwendungen
sehr ungünstig und außerdem ein Zeichen für (zwischenzeitliche oder drohende) In-
stabilität und damit Kontrollverlust ist, ist die Eigenschaft der quadratischen Regelﬂä-
che, große Regeldifferenzen überproportional stärker zu bestrafen als kleine, auch dafür
günstig.
Folgerung 4.4 (Quadratische und absolute Regelﬂäche)
Die quadratische Regelﬂäche JISE ist bei Send-on-Delta-Abtastung und/oder adap-
tiver Regelung als Gütekriterium besser geeignet als die absolute Regelﬂäche JIAE.
Es existieren auch weitere, vom Prinzip her vergleichbare, aber weniger bekannte Gü-
tekriterien, beispielsweise die Zeit, in welcher die Regeldifferenz außerhalb eines de-
ﬁnierten Toleranzbandes ist (ohne Bewertung der Größe der Abweichung) [HPVK16,
HK13] oder die um ein Toleranzband „bereinigte“ absolute Regelﬂäche [Vas09,VK10a,
BDSV12a,HK13].
Häuﬁg wurde auch der Unterschied zwischen der Regelgröße yp(t) des ereignisba-
sierten Regelkreises und der Regelgröße yref(t) eines äquivalenten periodisch abge-
tasteten Regelkreises verwendet (mit gleichen Regelstrecken- und Reglerparametern),






Auch die „relative Verschlechterung der Regelgüte des Send-on-Delta-Regelkreises im
Vergleich zum Referenzregler“ (englischsprachige Bezeichnung „Sampling Efﬁciency“),
d. h. der Quotient zwischen IAEP und IAE, wurde mehrfach zur Bewertung ereignisba-
sierter Regelkreise verwendet [VK07a, VK07c, SGD09, Vas09, VK10b, PGR+10, SVD11].
Da in dieser Arbeit aber nicht das Ziel besteht, einen periodischen Regelkreis zu appro-
ximieren, sondern die Besonderheiten der Send-on-Delta-Abtastung bei der Reglerein-
stellung bewusst auszunutzen, sind diese Gütekriterien hier ungeeignet.
Sprungantwortbasierte Gütekriterien. Als Testsignale bei der Bewertung von Regel-
kreisen werden oft sprungartige Änderungen der Führungs- oder Störgröße eingesetzt.
Deﬁnition 4.8 (Sprungantwort, Einheitssprungantwort)
Eine Sprungantwort ist die Reaktion der Ausgangsgröße eines Systems auf eine
sprungförmige Änderung der Eingangsgröße. Wird nur eine Regelstrecke betrachtet,




uvor t < t0
unach t ≥ t0
, (4.7)
wobei t0 den Sprungzeitpunkt angibt. Wird der ganze Regelkreis betrachtet, ist die




rvor t < t0
rnach t ≥ t0
. (4.8)
Ändert sich die Eingangsgröße (Führungs- bzw. Stellgröße) von Null auf Eins („Ein-
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heitssprung“, d. h. uvor = 0 und unach = 1 bzw. rvor = 0 und rnach = 1), spricht man
von einer Einheitssprungantwort.
Die Einheitssprungantwort ist mit Ausnahme der Maßeinheit identisch zur Über-
gangsfunktion [LW10, Jun55]. Abbildung 4.2 zeigt ein Beispiel für die Sprungantwort

























Abbildung 4.2.: Sprungantwort eines Regelkreises und sprungantwortbasierte
Gütekriterien.
Zur Bewertung der Regelgüte haben neben den bereits genannten Regelﬂächen, die
für beliebige Führungsgrößenverläufe anwendbar sind, auch sprungantwort-speziﬁ-
sche Gütekriterien wie Anregelzeit, Ausregelzeit, Überschwingweite, bleibende Regel-
differenz und zeit-gewichtete Regelﬂächen Bedeutung erlangt und wurden in der DIN
IEC 60050-351 standardisiert [DIN09]. Einige dieser Maße wurden auch für ereignis-
basierte PI(D)-Regler verwendet, nämlich die Anregelzeit [VK10a, Ara11], die Ausre-
gelzeit [VK10a, Ara11, BDSV12a, BDSV12c, RJSD14a, BDSV14] und die Überschwing-
weite [PVK09, PVNK09, VK10a, Ara11, BDSV12c, BDSV12a, HPVK12, HVPK12, HK13,
BDSV14]. Abbildung 4.2 zeigt diese Gütekriterien an einem Beispiel. Auf ihre Deﬁnitio-
nen wird hier verzichtet, da diese Kriterien nicht geeignet sind, wenn Messungen mit
komplexeren Führungs- oder Störgrößenverläufen bewertet werden sollen. Bei Send-
on-Delta-Abtastung kommt erschwerend hinzu, dass der Regelkreis selten in einen sta-
tionären Zustand gelangt, sondern um die Führungsgröße schwingt (Pendelungen bzw.
Grenzzyklen, siehe Abschnitt 2.5.4). Außerdem sind sie für die Bewertung von Regelkrei-
sen mit adaptiven Reglern ungeeignet, weil dort durch das bereits erwähnte Bursting das
Einschwingverhalten nicht so gleichmäßig ist wie bei nicht-adaptiven Reglern.
In Kapitel 5 wird sich jedoch zeigen, dass die Überschwingweite h für bestimmte
Untersuchungen ein sehr hilfreiches Gütekriterium ist.
Deﬁnition 4.9 (Überschwingweite)
Die Überschwingweite h ist bei einer Sprungantwort die größte vorübergehende Ab-
weichung der Ausgangsgröße von ihrem endgültigen Wert im Beharrungszustand,
üblicherweise ausgedrückt in Prozent der Differenz zwischen ihrem endgültigen und
ihrem anfänglichen Wert im Beharrungszustand [DIN09].
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Bei positiven Führungsgrößen-Sprüngen (rnach > rvor) mit t0 = 0 gilt








Die Überschwingweite wird in einem Zeitabschnitt Δt gemessen, welche direkt nach
dem Führungsgrößensprung beginnt und maximal bis zum nächsten Führungsgrößen-
sprung andauert. Aus später genannten Gründen wird diese Phase sinnvollerweise oft
schon eher beendet. Die Angabe von Überschwingweiten unter 0% ist unüblich, des-
halb wird der Wert in (4.9) bei 0% abgeschnitten. Das ist dann relevant, wenn eine
Sprungantwort so träge ist, dass der Sollwert im untersuchten ZeitintervallΔt gar nicht
erreicht wird. Für negative Führungsgrößensprünge (rnach < rvor) gilt analog








Wahl eines Regelgütekriteriums. Welches der Gütekriterien man zur Bewertung der
Regelgüte heranzieht, hat zwar Einﬂuss auf die Werte der optimalen Reglerparameter
(d. h. welche Lösung optimal ist), die qualitativen Erkenntnisse, die in Kapitel 5 darge-
stellt werden, sind aber bei all diesen Gütekriterien gleich. Deshalb beschränkt sich die
Arbeit, auch wegen Folgerung 4.4, auf die Betrachtung der quadratischen Regelﬂäche.
Eine Anpassung an andere Regelgütekriterien ist leicht möglich.
Folgerung 4.5 (Verwendetes Regelgütekriterium)
Im Folgenden wird das Gütekriterium quadratische Regelﬂäche JISE zur Bewertung
der Regelgüte von Regelkreisen eingesetzt. Sie ließe sich auch durch andere Gütekri-
terien bewerten (z. B. durch die absolute Regelﬂäche oder die Ausregelzeit), ohne die
qualitativen (sondern nur quantitativen) Ergebnisse dieser Arbeit zu verändern.
4.2.3. Fazit
Neben den genannten Gütekriterien wurden auch weitere, weniger wichtige im Zu-
sammenhang mit Send-on-Delta-Abtastung verwendet [RJSD14a, SVD11, BDSV12c,
BDSV14, HK13, HPVK16], von denen einige weder zur Energieefﬁzienz noch zur Re-
gelgüte gezählt werden können, sondern z. B. zur Robustheit [BDSV12c,BDSV14], d. h.
der Unempﬁndlichkeit bestimmter Gütekriterien gegenüber Regelstreckenparametern.
Wegen der Folgerungen 4.3 und 4.5 werden im Weiteren folgende Gütekriterien un-
tersucht:
Folgerung 4.6 (Verwendete Gütekriterien)
Im Folgenden werden die Gütekriterien Nachrichtenanzahl Nsc (bzw. Nca) und qua-
dratische Regelﬂäche JISE zur Bewertung von Regelkreisen eingesetzt.
Instabile Regelkreise führen dazu, dass durch die großen Schwankungen der Regel-
größe bzw. Stellgröße (Abbildung 4.1) die Send-on-Delta-Bedingung oft erfüllt ist und
damit die Nachrichtenanzahl groß wird. Gleichzeitig wird bei Instabilität durch die er-
heblichen Abweichungen der Regelgröße von der Führungsgröße die quadratische Re-
gelﬂäche groß.
Folgerung 4.7 (Erfüllung der Anforderungen an die Gütekriterien)
Werden die beiden Gütekriterien Nachrichtenanzahl Nsc (bzw. Nca) und quadrati-
sche Regelﬂäche JISE bei der Regleroptimierung gemeinsam betrachtet, so sind die
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in den Folgerungen 4.1 und 4.2 (Seiten 57 und 58) genannten Anforderungen an die
Gütekriterien erfüllt, d. h. sowohl Regelgüte als auch Energieefﬁzienz und Nachrich-
tenrate werden beachtet und bei instabilen Regelkreisen werden durch die großen
Schwingungen beide Gütekriterien sehr groß (schlecht).
Für die (spätere) Kombination der Gütekriterien wird folgende Eigenschaft wichtig:
Folgerung 4.8 (Wertebereiche der gewählten Gütekriterien)
Die Gütekriterien Nachrichtenanzahl Nsc (bzw. Nca) und quadratische Regelﬂäche
JISE sind beide stets nichtnegativ und umso besser, je kleiner sie sind.
4.3. Kombination der Gütekriterien
Wie bei zeitkontinuierlichen oder periodisch abgetasteten Regelkreisen ist es auch bei
Send-on-Delta-Abtastung möglich, nur die Regelgüte zu optimieren, auch wenn diese
Vorgehensweise Folgerung 4.2 widerspricht. Man erhält dann einen Regelkreis, der sich
ähnlich verhält wie ein zeitkontinuierlicher oder periodisch abgetasteter Regelkreis für
denselben Zweck. Nur die Nachrichtenanzahl Nsc bzw. Nca zu optimieren, wäre dage-
gen nicht sinnvoll, denn diese wird minimal (null), wenn sich die Regel- oder Stellgrö-
ße (je nachdem, welche Größe mit Send-on-Delta-Abtastung übertragen wird) gar nicht
ändern würde.
Folgerung 4.9 (Nie nur Energieefﬁzienz optimieren)
Es ist nie sinnvoll, ausschließlich die Nachrichtenrate (bzw. den Energieverbrauch)
zu minimieren, weil dazu der Regler die Regel- bzw. Stellgröße (im Rahmen der stö-
rungsabhängigen Möglichkeiten) konstant halten würde, anstatt die Regelgröße zur
Führungsgröße zu bringen.
Die Aufgabe, Lösungen zu ﬁnden, die mehrere, oft entgegengesetzt wirkende Güte-
kriterien optimieren, ist nicht selten anzutreffen und nennt sich „multikriterielle Opti-
mierung“ [CS03, Röb10, Sch07, Sat06] oder „Polyoptimierung“ [Pes80]. Der Rest dieses
Kapitels beschäftigt sichmit etablierten Vorgehensweisen zurmultikriteriellen Optimie-
rung.
4.3.1. Einschränkung des Lösungsraums
Erster – und oft auch einziger – Schritt bei der multikriteriellen Optimierung ist das
gezielte Einschränken des Lösungsraums. Dafür gibt es im Wesentlichen zwei weit
verbreitete Vorgehensweisen, nämlich das Setzen von Grenzwerten und die Pareto-
Optimierung. Nachteil beider Verfahren ist, dass auch nach deren Anwendung eine
Menge an gleichberechtigten Lösungen (Lösungsraum) übrig bleibt, sodass man erneut
vor einer multikriteriellen Optimierungsaufgabe steht, nur mit verkleinertem Lösungs-
raum.
Manuelle Einschränkung des Lösungsraums durch Grenzen. Werden M Teilgüte-
kriterien Ji (i = 1, 2, ...,M ) betrachtet, so ist es durch Festlegen einer Obergrenze Ji,max
für jedes Teilgütekriterium Ji möglich, bestimmte ungünstige Lösungen zu verwerfen,
nämlich alle mit
∃i ∈ {1, 2, ...,M} : Ji > Ji,max. (4.11)
Es bleibt die Menge der Lösungen übrig, die für jedes Gütekriterium eine brauchbare
Qualität bieten.
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Pareto-Optimierung. Die Grundidee der Pareto-Optimierung ist, alle Lösungen zu
ﬁnden, die bestimmte Vorzüge haben, welche keine andere Lösung bietet. Eine Lösung
lo ist genau dann Pareto-optimal („nicht-dominiert“), wenn es keine andere Lösung l
des Lösungsraums L gibt, für den alle Gütekriterien mindestens gleich gut sind und
eines davon sogar besser (d. h. laut Folgerung 4.8 kleiner), mathematisch formuliert
¬∃l ∈ L \ lo : ((∀i : Ji(l) ≤ Ji(lo)) ∧ (∃i : Ji(l) < Ji(lo))) (4.12)
bzw.
∀l ∈ L \ lo : ((∃i : Ji(l) > Ji(lo)) ∨ (∀i : Ji(l) = Ji(lo))) . (4.13)
Bestimmt man für alle Pareto-optimalen Lösungen deren Gütekriterien, so bilden diese
gemeinsam die Pareto-Front, dargestellt in Abbildung 4.3.
Abbildung 4.3.: Pareto-Optimierung bei zwei Gütekriterien.
Wenn man die Pareto-optimalen Lösungen kennt, sind alle nicht Pareto-optimalen
Lösungen irrelevant, weil es zu jeder davon eine Pareto-optimale Lösung gibt, die be-
züglich aller Gütekriterien mindestens gleich gut ist.
Folgerung 4.10 (Nur Pareto-optimale Lösungen relevant)
Sind die Pareto-optimalen Lösungen bekannt, so kann man alle anderen Lösungen
verwerfen.
4.3.2. Reduktion auf ein einziges Gütekriterium
Daswesentliche Ziel dieser Arbeit ist eine Regler-Einstellregel, also eine „Vorschrift“ zur
Wahl der PI-Reglerparameter KP und TI in Abhängigkeit von verschiedenen Parame-
tern des Regelkreises. Häuﬁg ist es wünschenswert, wenn diese Einstellregel einen ein-
deutigen Parametersatz liefert, also keine Menge möglicher Parametersätze, von denen
der Nutzer dann einen wählen müsste. Das ist besonders bei adaptiven Reglern wichtig,
bei denen die Einstellvorschrift automatisch angewendet wird. Um das zu ermöglichen,
muss man verschiedene Gütekriterien auf ein einziges Gesamt-Gütekriterium reduzie-




Bewertung nur eines Gütekriteriums (-Constraint-Methode). Wenn durch das in
Abschnitt 4.3.1 genannte Grenzwert-Verfahren der Lösungsraum bereits so weit einge-
schränkt wurde, dass nur die Lösungen übrig sind, die für alle Gütekriterien akzeptable
Werte liefern, kann es sinnvoll sein, innerhalb der verbliebenen Restmenge nur noch ein
Gütekriterium zu optimieren. Dieses Vorgehen wird auch als -Constraint-Methode be-
zeichnet [Röb10,Sch07]. Ist z. B. ein konkreter Wert für die Mindest-Batterielebensdauer
der Sensoreinheit – und damit die durchschnittliche Nachrichtenrate – gegeben, besteht
ein mögliches Ziel darin, die Regelgüte zu optimieren ohne die gegebene maximale
Nachrichtenrate zu überschreiten.
Nach der Anwendung der Pareto-Optimierung ist das Optimieren nur eines Gütekri-
teriums dagegen nicht sinnvoll, weil (auch) alle Optima nach nur einem Gütekriterium
Pareto-optimal sind, unabhängig von der Praxistauglichkeit der anderen Teilgütekrite-
rien.
Gewichtete Summe aus allen Gütekriterien. Gibt es M Teilgütekriterien Ji (i =
1, 2, ...,M ), so kann man diese mit jeweils einem Gewichtungsfaktor wi wichten und





Die Einheiten der Gütekriterien werden hier zur Vereinfachung nicht berücksichtigt.
Genau genommen müssten die Gütekriterien erst durch ihre Einheit geteilt werden,
damit eine Summe überhaupt bildbar ist. Man kann diese „Normierung“ als Teil des
Gewichtungsfaktors wi auffassen.
Zur Bewertung von Regelkreisen mit PI(D)-Reglern bei Send-on-Delta-Abtastung
wurde die gewichtete Summe in [VK07c,PGR+10,OMT02,SGD09] verwendet.
Voraussetzung für die Anwendbarkeit der gewichteten Summe ist, dass alle Gütekri-
terien in dieselbe Richtung besser werden, also z. B. alle, wenn ihr Wert abnimmt, was
laut Folgerung 4.8 der Fall ist. Die gewichtete Summe erlaubt das Einbeziehen beliebig
vieler Gütekriterien mit beliebiger Gewichtung, nicht benötigte Gütekriterien Ji werden
mit wi = 0 gewichtet. Der Nachteil besteht darin, dass die Wahl der Gewichtungsfakto-
ren – ähnlichwie dieWahl vonGrenzwerten in Abschnitt 4.3.1 – schwierig und subjektiv
ist, v. a. wenn nicht bekannt ist, in welcher Größenordnung die Werte der Gütekriterien
liegen. Die Wahl der Gewichte kann für die Lage der optimalen Lösung so entscheidend
(und zeitaufwändig) sein, dass sie der subjektiven Auswahl einer bestimmten Lösung
gleichkommt und damit keinen nennenswerten Vorteil zur manuellen Auswertung der
Lösungen mehr bietet. Der mitunter anzutreffende Vorschlag, die einzelnen Gütekrite-
rien vor der Gewichtung zu normieren, verschiebt das Problem nur – die Faktoren zur
Normierung entsprechen dann Teil-Gewichtungsfaktoren.
Die Lösung lo, der die gewichtete Summe minimiert, liegt immer in der ersten Pare-
tofront. Denn andernfalls gäbe es eine Lösung l, welche alle Gütekriterien mindestens
gleich gut, eins aber sogar besser (kleiner) macht, wodurch die gewichtete Summe klei-
ner würde, was ein Widerspruch zu der Annahme ist, dass lo die gewichtete Summe
minimiert. Deshalb ist es unnötig, den Lösungsraum vor der Optimierung der gewich-
teten Summe durch Pareto-Optimierung einzuschränken.
Produkt aus Gütekriterien. Es ist auch möglich, das Produkt der relevanten Gütekri-






4.3. Kombination der Gütekriterien
Ein Beispiel ist das Produkt aus quadratischer Regelﬂäche und Nachrichtenanzahl, wel-
ches in [HPVK12,HVPK12,HK13] genutzt wurde:
JProd = Nsc · JISE. (4.16)
Auch hier müssen die Kriterien in dieselbe Richtung besser werden, zusätzlich hier aber
auch immer dasselbe Vorzeichen haben, was laut Folgerung 4.8 der Fall ist. Einfache
multiplikative Gewichtungsfaktoren wi ändern zwar die Größe des Produkts, haben












Ji = wa ·
∏
i
Ji ∼ JProdukt (4.17)




(1 + wi · Ji) (4.18)
Ein großer Vorteil des Produkts (ohne Gewichtung) hinsichtlich der „Objektivität“
besteht in folgendem Zusammenhang: Seien Ji und Jj zwei Teilgütekriterien. Wenn
eine Parameteränderung eine Änderung des Teilgütekriteriums Ji um den Faktor pi>0
bewirkt, wird das Gütekriterium JProdukt genau dann kleiner (besser), wenn sich das
andere Gütekriterium Jj um einen Faktor pj>0 verschlechtert, der kleiner als pi ist:
ΔJProdukt = (Ji · pi) · (Jj · pj)− Ji · Jj
= Ji · Jj · (pi · pj − 1),
was für pi·pj > 1 größer als Null ist.Wenn sich z. B. ein Gütekriterium um 5%verbessert
(verkleinert, pi=0,95) und das andere um 4% verschlechtert (vergrößert, pj=1,04), wird
das Produkt insgesamt um 1,2% besser (kleiner, pi · pj=0,988).
Diese Eigenschaft ist von großem Nutzen, wenn die betrachteten Gütekriterien ähn-
lich wichtig sind und deshalb auf eine fallspeziﬁsche Gewichtung verzichtet werden
kann. Insbesondere hat sich das Gütekriterium JProd (4.16) im Laufe der Untersuchun-
gen für diese Arbeit als sehr sinnvoll und zuverlässig bei der Wahl praxistauglicher
Reglereinstellungen erwiesen, wie in Kapitel 5 gezeigt wird.
Die Lösung lo, welche das Produkt JProdukt minimiert, ist immer in der ersten Pare-
tofront. Denn läge die Lösung lo nicht in der ersten Paretofront, so gäbe es eine andere
Lösung l, die alle Gütekriterien mindestens gleich gut (nicht größer), eines aber sogar
besser (kleiner) macht, sodass das Produkt JProdukt auch kleiner würde, was ein Wider-
spruch zu der Voraussetzung ist, dass die Lösung l das Produkt minimiert. Deshalb ist
es – wie bei der gewichteten Summe – unnötig, den Lösungsraum zuvor durch Pareto-
Optimierung einzuschränken.
Das Produkt hat aber eine entscheidende Schwachstelle: Es wird null (oder sehr
klein), wenn einer der Faktoren null (oder sehr klein) ist. Dieser Effekt ist sehr be-
deutsam: Ein Regler, der so (schlecht) regelt, dass sich die Regelgröße überhaupt nicht
ändert, erzeugt keine Nachrichten (Nsc=0) und optimiert damit das Gütekriterium.
Aber auch in anderen Fällen kann trotz eines offensichtlich sehr ungünstigen Regelgrö-
ßenverlaufs die Nachrichtenanzahl sehr klein und damit das Gütekriterium besser als
bei „eigentlich guten“ Einstellungen werden. Darum sollte bei Verwendung eines Pro-
dukts zur Optimierung immer auch eine erlaubte obere Grenze Ji,max für jedes einzelne
Teilgütekriterium Ji deﬁniert werden, vgl. Abschnitt 4.3.1.
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Eine weitere Schwachstelle ist die relativ schwierige Gewichtung, falls beide Gütekri-
terien nicht gleich wichtig sind. Die Wahl der Gewichtungsfaktoren ist dann genauso
aufwendig und subjektiv wie bei einer gewichteten Summe. Bei den Untersuchungen
dieser Arbeit hat sich nur das ungewichtete Produkt bewährt.
Weitere Ansätze. Es gibt auch andere Ansätze, um aus einem Lösungsraum eine ein-
zige Lösung als „beste“ auszuwählen. Beispiele sind die Utopia-Punkt-Methode [Sch07],
die Idealpunkt-Methode [Röb10], die Min-Max-Optimierung [Sch07] sowie verallgemeiner-
te (gewichtete) Mittelwerte [Sim13] wie das Lehmer-Mittel, das Stolarsky-Mittel oder das
Hölder-Mittel. All diese Lösungen haben Gewichtungsfaktoren und unterliegen damit
denselben Problemen wie die gewichtete Summe und das gewichtete Produkt.
4.3.3. Fazit
Das wesentliche Ergebnis des Kapitels ist folgende Schlussfolgerung:
Folgerung 4.11 (Kombination von Gütekriterien)
Es lässt sich nicht abschließend festlegen, welche Methode zur Kombination von
Gütekriterien grundsätzlich am besten ist. In den späteren Kapiteln wird daher ei-
ne problemspeziﬁsche Kombination aus verschiedenen der zuvor genannten Ansätze
gewählt, insbesondere die Pareto-Optimierung und das (ungewichtete) Produkt mit
Grenzwertvorgabe.
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In diesem Kapitel wird zunächst untersucht, wie sich ein mit einem PI-Regler betrie-
bener Regelkreis bei Send-on-Delta-Abtastung verhalten sollte, um aus der Send-on-
Delta-Abtastung möglichst viel Nutzen zu ziehen. Nach DIN IEC 60050-351 wird zur
Beschreibung von Regelkreisen zwischen Führungs- und Störverhalten unterschieden.
Deﬁnition 5.1 (Führungsverhalten des Regelkreises)
Das Führungsverhalten des Regelkreises ist das Verhalten der Regelgröße unter dem
Einﬂuss der Führungsgröße [DIN09].
Deﬁnition 5.2 (Störverhalten des Regelkreises)
Das Störverhalten des Regelkreises ist das Verhalten der Regelgröße unter dem Ein-
ﬂuss einer Störgröße [DIN09].
Aufbauend auf diesen Analysen zum Regelkreisverhalten werden Einstellregeln an-
gegeben, die das Regelkreisverhalten dementsprechend optimieren. Dabei soll mög-
lichst stufenlos zwischen optimaler Regelgüte (d. h. minimaler quadratischer Regelﬂä-
che nach Folgerung 4.5) und minimalem Energieverbrauch (d. h. geringer Nachrichten-
rate, siehe Folgerungen 4.3 und 4.6) abgewogen werden können.
Wegen der in Abschnitt 2.5.4 beschriebenen schwachen Kausalität von Regelkreisen
mit Send-on-Delta-Abtastung, welche eine systematische Analyse praktisch unmöglich
machen, wird in diesem Kapitel mit bestimmten, später genannten Idealisierungen ge-
arbeitet. In Kapitel 7 werden die hier erhaltenen Ergebnisse anhand von Simulationen
und Experimenten mit realitätsnahen „Randbedingungen“ evaluiert.
Vor Beginn der eigenen Untersuchungen (ab Abschnitt 5.2) wird in Abschnitt 5.1 der
aktuelle Stand relevanter Forschungsarbeiten auf dem genannten Gebiet beschrieben.
5.1. Stand der Wissenschaft zur Einstellung von PI(D)-Reglern
bei Send-on-Delta-Abtastung
In diesem Abschnitt wird der aktuelle Forschungsstand bezüglich der Einstellung der
PI(D)-Reglerparameter (KP , TI und ggf. TD) bei ereignisbasierter Abtastung, insbeson-
dere Send-on-Delta-Abtastung, diskutiert. Ergebnisse für PI- und PID-Regler werden
hier gemeinsam behandelt, weil beide gleichermaßen relevant für die vorliegende Ar-
beit sind. Die Betrachtung erfolgt in Abschnitten, die sich schrittweise von den thema-
tisch nächsten Arbeiten zum Allgemeinen (z. B. PI(D)-Reglereinstellung ohne Send-on-
Delta-Abtastung) erweitern. Innerhalb der Abschnitte sind die Analysen primär chro-
nologisch geordnet.
Arbeiten zur Einstellung von PI(D)-Reglern bei Send-on-Delta-Abtastung. Vor 2007
wurde die Reglereinstellung von PI(D)-Reglern bei Send-on-Delta-Abtastung gar nicht
diskutiert, wie später genannte Zitate bestätigen. Es war selbstverständlich, Einstellre-
geln für zeitkontinuierliche oder periodisch abgetastete Regelkreise zu verwenden, da
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das Ziel war, dass sich der ereignisbasierte Regelkreis möglichst wenig vom zeitkon-
tinuierlichen oder periodisch abgetasteten unterscheidet (z. B. [Ara11,Vas09]). Die dort
verwendeten Einstellregeln berücksichtigen naturgemäß nicht die Energieefﬁzienz bzw.
Nachrichtenrate, weil die Nachrichtenrate bei periodischer Abtastung unabhängig von
der Reglereinstellung ist. Sie genügen daher nicht Folgerung 4.2.
2007 und 2009 empfahl Vasyutynskyy, die Parameter im „eingeschwungenen Zu-
stand“ anders zu wählen als beim „Übergangsvorgang“, um Pendelungen abzuschwä-
chen [VK07b,Vas09], denn die Wahrscheinlichkeit und Frequenz von Pendelungen (und
Sticking) steigt mit zunehmend „aggressiver“ Regler-Einstellung (d. h. bei steigendem
KP und abnehmendem TI , siehe Abschnitt 5.5.1.1). Vasyutynskyy untersuchte zudem
den Einﬂuss der Nachstellzeit TI auf die Gütekriterien [Vas09] (dort v. a. Nachrichtenan-
zahl und absolute Regelﬂäche), verwendete aber nur ein einziges, sehr einfaches Regel-
streckenmodell (P-T1-Modell) mit festen Parametern, sodass man die Ergebnisse nicht
als allgemeine Einstellregel verwenden kann. Araújo gab 2011 ein konkretes Beispiel,
bei welchem Pendelungen durch das Reduzieren des Proportionalbeiwerts KP ver-
schwanden und dadurch Regelgüte und durchschnittliche Nachrichtenrate verbessert
wurden [Ara11].
2011 und 2012 widmeten sich Beschi et al. erstmals der Reglereinstellung und schrie-
ben in [BVDS11] und [BDSV12a], dass „die Einstellung eines PID-Reglers mit Send-on-
Delta-Abtastung bis jetzt in der Literatur nicht explizit addressiert wurde“1, was der Re-
cherche des Autors entspricht, dass es keine älteren Publikationen zum Thema gibt. In
der ersten genannten Arbeit [BVDS11] werden Bedingungen für die Vermeidungen von
Pendelungen hergeleitet. Dabei geht es um PI-Regler, beliebige LTI-Strecken („LTI“ be-
deutet „linear und zeitinvariant“), jedoch ist das Abtastverfahren etwas komplexer als
die Send-on-Delta-Abtastung in dieser Arbeit, es beruht aber auf demselben Prinzip.
2012 erschien ein Buch über PID-Regelung [VV12] mit einem Kapitel von Sánchez
et al. über ereignisbasierte PID-Regelung [SVD12]. In diesem nannten die Autoren als
„eine der relevantesten Lücken in der Literatur [...] das Fehlen von speziﬁschen Einstell-
regeln“2.
Um 2012 wurde das Problem der Reglereinstellung gleichzeitig und ohne gegen-
seitiges Wissen von Beschi et al. [BDSV12c] und dem Autor dieser Arbeit [HPVK12,
HVPK12] bearbeitet. Auch später wurden von beiden Seiten Arbeiten dazu publi-
ziert [HK13,BDSV14,HPVK16]. In Abschnitt 5.5.1.4 wird die vom Autor vorgeschlagene
Lösung mit der von Beschi et al. verglichen.
Ebenfalls parallel zu den Arbeiten des Autors entwickelten Romero Pérez et al. eine
Vorgehensweise, um PI-Regler bei Send-on-Delta-Abtastung einzustellen [RSP14,RS16].
Sie verwenden zur Modellierung der Nichtlinearität durch die Send-on-Delta-Abtas-
tung eine Beschreibungsfunktion [LW10], wodurch Reglereinstellungen, die Pendelungen
hervorrufen, vermieden werden können. Die eigentliche PI-Reglereinstellung erfolgt
über die numerische Maximierung des I-Anteils KI = KP /TI unter Berücksichtigung
einer vom Anwender vorgegebenen Amplituden- und Phasenreserve „relativ“ zu der
Grenze, ab welcher Pendelungen auftreten.
Inhaltlich weiter entfernte Arbeiten zur Reglereinstellung bei Send-on-Delta-Abtas-
tung. Wesentlich für die Reglereinstellung sind auch die Arbeiten von Beschi et al.
1englisches Originalzitat: „Indeed, the tuning of a PID controller with deadband sampling has not been
explicitly addressed in the literature until now, at least to the authors’ knowledge“ [BVDS11]. Diese
Arbeiten hatten die Reglereinstellung zum Thema. Denselben Wortlaut verwendeten sie in [BDSV12a].
2englisches Originalzitat: „One of the most relevant abscences in the literature may be the abscence of
speciﬁc tuning rules“ [SVD12]
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über verallgemeinerte Regler bei Send-on-Delta-Abtastung. 2012 und 2013 schrieben sie
mehrere Publikationen [BDSV12c, BDSV12a, BDSV12b, BDSV13b] mit Bezug auf „sym-
metrische“ Send-on-Delta-Abtastung (kurz SSOD, eine Unterart von idealer Send-on-
Delta-Abtastung (Deﬁnition 2.6)). Sie verwenden eine (nichtlineare) dynamische Sys-
temdarstellung und erlauben (zumindest im letzten Artikel [BDSV13b]) nahezu beliebi-
ge LTI-Regler und -Regelstrecken inklusive Totzeit. Die Send-on-Delta-Bedingung kann
an verschiedenen Stellen im Regelkreis eingesetzt werden. Es wird bewiesen: Wenn der
Regelkreis mit SSOD instabil ist, ist auch ein zeitkontinuierlicher Regelkreis mit glei-
chen Reglerparametern (hier KP und TI ) und gleicher Regelstrecke instabil.3 Daraus
ergibt sich der folgende, für die Reglereinstellung interessante Zusammenhang:
Folgerung 5.1 (BIBO-Stabilität bei idealer Send-on-Delta-Abtastung)
Ist ein zeitkontinuierlicher Regelkreis BIBO-stabil, so ist auch ein Regelkreis mit idea-
ler Send-on-Delta-Abtastung und gleicher Regelstrecke und gleichen Regler-Parame-
tern (hier KP und TI ) BIBO-stabil.
Eine Argumentation dafür liegt in den immer kleiner werdenden Nachrichtenabstän-
den bei größer werdender Amplitude der Schwingungen, sodass der ereignisbasier-
te Regelkreis asymptotisch in einen zeitkontinuierlichen Regelkreis übergeht. Abbil-
dung 5.1 verdeutlicht das an einem Beispiel. Eine andere Argumentation besteht dar-
in, dass die Abweichungen durch die Send-on-Delta-Abtastung durch eine Störgröße
mit maximaler Größe ±Δlc modelliert werden können (analog zu Abschnitt 2.4, sie-
he auch [HPVK16]). So wird auf zwei verschiedene Arten bewiesen, dass die Stabilität
des äquivalenten zeitkontinuierlichen Regelkreises eine hinreichende Bedingung für die
Stabilität des ereignisbasierten Regelkreises (bei idealer Send-on-Delta-Abtastung) dar-
stellt.

















Abbildung 5.1.: Beispiel für die Sprungantwort eines instabilen Regelkreises bei idea-
ler Send-on-Delta-Abtastung. Um die zunehmende Häufung der Nach-
richten zu verdeutlichen, sind die Nachrichten nicht nur als Krei-
se im Signal, sondern auch als „Plus“ in einer horizontalen Achse
eingetragen.
Für reale Send-on-Delta-Abtastung sind in der bisherigen Literatur noch keine belast-
baren Stabilitätsaussagen zu ﬁnden. Analog zu der zuvor genannten Stabilitätsbetrach-
3Welche Deﬁnition von Stabilität in diesen Arbeiten angenommen wird, wird nicht explizit angegeben,
inhaltlich lassen sie sich aber auf BIBO-Stabilität anwenden (siehe Abschnitt 4.1).
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tung kann man aber argumentieren, dass ein Regelkreis mit periodischer Send-on-Delta-
Abtastung bei zunehmender Schwingungsamplitude asymptotisch in einen periodisch
abgetasteten Regelkreis übergeht.
Folgerung 5.2 (BIBO-Stabilität bei periodischer Send-on-Delta-Abtastung)
Ist ein periodisch abgetasteter Regelkreis BIBO-stabil, so ist auch ein Regelkreis mit
periodischer Send-on-Delta-Abtastung und gleicher Regelstrecke und gleichen Reg-
ler-Parametern (hier KP und TI ) BIBO-stabil.
Der ereignisbasiert arbeitende Regelkreis geht nur für große Schwingungsamplituden
asymptotisch in den zeitkontinuierlichen bzw. periodischen Fall über, sodass bei klei-
neren Amplituden keine Aussage über die Ähnlichkeit von ereignisbasiertem und zeit-
kontinuierlichem bzw. periodischemRegelkreis getroffenwird (vgl. Abbildung 2.7). Ins-
besondere können beim ereignisbasierten Regelkreis Pendelungen entstehen, zu deren
Vermeidung von Beschi et al. komplexe Methoden zur Reglereinstellung vorgeschlagen
werden.
2013 veröffentlichten Chacón et al. eine Publikation [CSV+13], in der ein PI-Regler für
verschiedene Regelstreckentypen (auch integrierend) verwendet wird und Bedingun-
gen zur Vermeidung von Pendelungen angegeben werden. In [Cha14, CSV15] wurden
die Untersuchungen auf weitere Reglertypen (u. a. PID) erweitert. Diese Bedingungen
sind allerdings als Einstellregeln kaum verwendbar, da sie nur numerisch für konkrete
Fälle gelöst werden können. Es handelt sich also eher um ein Hilfsmittel, um zu berech-
nen, ob ein bestimmter Regelkreis eine Pendelung hervorruft oder nicht.
Ruiz et al. [RJSD14a, RJSD14b] veröffentlichten 2014 Arbeiten für SSOD in Verbin-
dung mit einem sogenannten PI-P-Regler mit Smith-Prädiktor. Überschwingen wird
dort vermieden, was auch in dieser Arbeit später ähnlich ist. Eine Stabilitäts- und Ro-
bustheitsanalyse wird durchgeführt und eine Gütekriterien-Auswertung in Abhängig-
keit von den Reglerparametern wird dargestellt. Ruiz et al. schreiben bei ihrer Analyse
des Stands der Technik und Wissenschaft: „Insbesondere wurde die Frage der Regler-
einstellung nicht richtig adressiert. Diese Frage wird nur in [BDSV12a,HPVK12] addres-
siert“4, was noch einmal unterstützt, dass es keine älteren Arbeiten dazu gibt.
Zu erwähnen sind die Arbeiten von Pawlowski et al. zur PI-Regelung bei verschie-
denen ereignisbasierten Abtastarten inklusive Send-on-Delta-Abtastung (u. a. [PGR+09,
PGR+10,PBG+16]), in welchen zwar klassische Einstellregeln verwendet wurden, aber
als Anwendungsfall die Regelung der Temperatur in Gewächshäusern gewählt wur-
de, was der Referenzanwendung dieser Arbeit sehr nahe kommt. Teilweise wurden die
Reglerparameter über ein Gain-Scheduling-Verfahren an zeitvariante Regelstreckenpa-
rameter angepasst [PGR+09,PGR+10], siehe auch Abschnitt 6.3.
Weitere thematisch verwandte und erwähnenswerte Literatur, auf deren konkreten
Inhalt hier jedoch nicht näher eingegangen werden kann, ist [OMT02, Kof03, Mis´06a,
Mis06b, KB06, CÅ07, VLK08, BVDS11, TAJ12, BDSV13b, LP13, GLS14, RWL15]. Erwäh-
nenswert ist auch das DFG-Schwerpunktprogramm 1305 zur „Regelungstheorie digital
vernetzter dynamischer Systeme“ (2007-2013), in welchem von zwölf deutschen Lehr-
stühlen ereignisbasierte Regelung untersucht wurde, jedoch kaum für PI(D)-Regler und
Send-on-Delta-Abtastung im Sinne dieser Arbeit.
Adaptive Regler bei ereignisbasierter Abtastung. Für Abschnitt 6.3 ist auch der
Stand der Technik bezüglich adaptiver, also selbstanpassender Regler bei ereignisba-
sierter Abtastung relevant, der deshalb hier kurz dargestellt wird. Konkret bezüglich
4englisches Originalzitat: „In particular, the question of controller tuning has not been properly addres-
sed. This question is addressed only in Refs. [BDSV12a,HPVK12]“
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Send-on-Delta-Abtastung sind dafür keine Arbeiten bekannt (außer denen des Au-
tors), es gibt aber verschiedene zu anderen ereignisbasierten Abtastarten [WH10,GA11,
MMS+13, Sah13, SXJ13]. Es ist zu bemerken, dass alle diese Arbeiten von 2010 oder
später stammen, also noch sehr neu sind.
Alle diese Arbeiten weichen in ein oder mehreren der folgenden Punkte von der vor-
liegenden Arbeit ab und können deshalb nicht direkt verwendet werden:
• Komplexere Ereignisbedingungen (nicht SoD)
• Eregnisbedinungen zustandsbasiert (erfordert Beobachter)
• Modell der Regelstrecke in Sensor und Aktor notwendig (mehr Kommunikation
nötig, mehr Parametrierung)
• Zustandsrückführung als Regler, mit allen Nachteilen (und Vorteilen)
• Keine Totzeit erlaubt (oder nur approximiert)
Einstellung von PI(D)-Reglern für zeitkontinuierliche oder periodisch abgetastete
Regelkreise. Abschließend wird noch die Reglereinstellung von PI(D)-Reglern für
zeitkontinuierliche oder periodisch abgetastete Regelkreise angesprochen. Diese ge-
nügt zwar mangels Berücksichtigung der Nachrichtenanzahl nicht Folgerung 4.2, kann
aber Konzepte bzw. „Anregungen“ für diese Arbeit liefern.
Wegen des großen Erfolgs des PI(D)-Reglers wurde sehr oft untersucht, wie seine
Parameter eingestellt werden sollten. Eine der ersten und bis heute weit verbreiteten
Regeln publizierten Ziegler und Nichols 1942 [ZN42]. Es handelt sich dabei um ei-
ne empirische Einstellregel, also eine einfache Berechnungsvorschrift, um aus weni-
gen Parametern der Regelstrecke die Reglerparameter zu bestimmen. Viele andere ha-
ben weitere oder verbesserte Einstellregeln veröffentlicht. O’Dwyer veröffentlichte eine
über 500 Seiten umfassende tabellarische Übersicht über Hunderte solcher Einstellre-
geln [O’D06]. Die Regeln unterscheiden sich v. a. in der Struktur der zugrundeliegenden
Regelstrecke, der Reglerstruktur (PI, PID oder PIDmit Erweiterungen), dem zu optimie-
renden Gütekriterium, Nebenbedingungen (z. B. maximale Überschwingweite) und der
Komplexität der Berechnungsvorschrift. Durch diese Vielfalt der Einﬂussgrößen haben
tatsächlich viele dieser Einstellregeln bis heute ihre Berechtigung.
Neben diesen empirischen Einstellregeln gibt es auch analytische Entwurfsverfah-
ren, um die Reglerparameter zu optimieren. Einen großen Überblick geben umfang-
reiche Monograﬁen über PID-Regler [TWHH99, JM05, Vis06b, VV12] und allgemeine
Regelungs-Lehrbücher [Shi98, Lev00, GK10, LW10]. Beispiele sind die Kompensation
von Regelstrecken-Zeitkonstanten, die Polvorgabe für den geschlossenen Regelkreis,
Loop Shaping (Vorgabe von Amplituden- und Phasenreserve), das Betragsoptimum-
Verfahren, das Symmetrische Optimum, numerische Optimierungsverfahren (z. B. für
die robuste Regelung) und regelbasierte Methoden ohne eigentliches Regelstrecken-
modell [SSR14]. Zudem gibt es zahlreiche Patente und Software-Hilfsmittel zur PID-
Reglereinstellung [ACL05]. Eine Diskussion all dieser Verfahren ist hier nicht möglich,
aber auch nicht notwendig, wie der Rest des Kapitels zeigen wird.
In der Praxis ist auch die Optimierung von Regelkreisen durch automatisierte Simula-
tionsstudien sehr beliebt, was beispielsweise durch den „PID Tuner“ von Matlab/Simu-
link unterstützt wird [AKCT10]. Häuﬁg wird ein zweistuﬁger Entwurf genutzt: Zuerst
erfolgt eine „Grobeinstellung“ der Reglerparameter mit einem theoretischen Entwurfs-
verfahren oder einer Einstellregel und anschließendwird das Regelkreisverhalten durch
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eine möglichst realitätsnahe Simulationsstudie geprüft und bei Bedarf die Reglerpara-
meter angepasst. Das ist wegen der Vereinfachungen, die den Entwurfsverfahren und
Einstellregeln zugrunde liegen, immer zu empfehlen [LW10].
Im Folgenden wird für den Entwurf einer Einstellregel für Send-on-Delta-Abtastung
auf verschiedene dieser Vorarbeiten zurückgegriffen.
5.2. Vorüberlegungen zu Schwingungen in Sprungantworten
Bevor die optimale Einstellung eines PI-Reglers diskutiert wird, gibt Abschnitt 5.2 ei-
nige regler- und regelstreckenunabhängige Hinweise zur optimalen Einstellung von
Reglern bei Send-on-Delta-Abtastung, welche das Verständnis für die nachfolgenden
PI-Regler-speziﬁschen Untersuchungen erleichtern.
Mit Folgerung 3.13 war das Fazit von Kapitel 3, dass im Interesse eines geringen Ener-
gieverbrauchs die Send-on-Delta-Bedingung möglichst selten erfüllt sein sollte, damit
wenige Nachrichten gesendet werden. Die Auswirkung dieses Fazits auf die Regler-
einstellung wird in diesem Abschnitt am Beispiel von Sprungantworten auf Führungs-
größenspünge diskutiert. Es wird außerdem zunächst angenommen, dass die Rückführ-
größe per Send-on-Delta-Abtastung übertragen wird. Die Ergebnisse sind auf den ande-
ren Fall, dass die Reglerausgangsgröße per Send-on-Delta-Abtastung übertragen wird,
übertragbar.
Abbildung 5.2 zeigt verschiedene typische Einheitssprungantworten der Regelgröße
auf Führungsgrößensprünge bei idealer Send-on-Delta-Abtastung, d. h. Einheitssprung-
antworten bei verschiedenen Reglerparametern. Die zugehörigen Werte der Regler-
und Regelstreckenparameter sind in diesem Abschnitt irrelevant und werden in Ab-
schnitt 5.5 ausführlich analysiert. Tabelle 5.1 (dritte Spalte) zeigt die zugehörigen Nach-
richtenanzahlen Nsc sowie eine kurze Bewertung, die erst im späteren Verlauf dieser
Arbeit detaillierter erläutert wird.
Tabelle 5.1.: Nachrichtenanzahlen der Sprungantworten aus den Abbildungen 5.2
und 5.3. Die Regelstrecke ist in allen Fällen gleich, nur die Reglerparameter
unterscheiden sich.
Sprung- Schwin- Nsc bei Nsc bei visuelle Bewertung
antwort gungen idealer period. (Abb. 5.2)
S.o.D.A. S.o.D.A.
SA 1 keine 21 11 sehr gut
SA 2 keine 21 13 akzeptabel (etwas langsam)
SA 3 gering 26 13 schlecht (bleibende Regeldiff.)
SA 4 gering 27 12 sehr gut
SA 5 stark 69 23 schlecht (stark schwingend)
SA 6 sehr stark 238 27 inakzeptabel (instabil)
SA 7 keine 8 7 schlecht (langsam)
Es wird deutlich, dass stark schwingende Regelgrößenverläufe viele Nachrichten er-
zeugen und damit energetisch problematisch sind. Nicht schwingende Sprungantwor-
ten (die Sprungantworten 1, 2, 7) erzeugen die wenigsten Nachrichten. Wird bei nicht
schwingenden Sprungantworten im simulierten (oder gemessenen) Zeitraum die Füh-
rungsgröße (asymptotisch) erreicht, so unterscheiden sich solche Sprungantworten in
der Nachrichtenanzahl gar nicht (Sprungantworten 1, 2), denn für sie kann die Nach-
richtenanzahl direkt aus der Sprunghöhe Δr und dem Schwellwert Δlc abgeleitet wer-
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Abbildung 5.2.: Unterschiedliche „typische“ Sprungantworten bei idealer Send-on-Del-
ta-Abtastung mit Δlc = 0, 05. Send-on-Delta-Ereignisse sind als Punkte,











wobei der Operator · das Abrunden und
Δr = |rnach − rvor| (5.2)
den Betrag der Sprunghöhe (siehe Deﬁnition 4.8) bezeichnet. Nur wenn eine Sprungant-
wort so „langsam“ ist, dass die Führungsgröße im untersuchten Zeitraum nicht erreicht
wird (Sprungantwort 7), werden noch weniger Nachrichten erzeugt. Bereits Vasyutyks-
kyy stellte fest, dass Send-on-Delta-Abtastung im Vergleich zu periodischer Abtastung
besonders vorteilhaft ist, wenn es wenig Überschwingen gibt [VK06]. Aber nicht nur
Überschwingen sollte vermieden werden, sondern auch sonstige Schwingungen, wie
z. B. Sprungantwort 3 zeigt.
Vergleicht man die Sprungantworten 1 und 2, so sollte Sprungantwort 1 bevorzugt
werden, da der Übergangsvorgang schneller geht, d. h. die Regeldifferenz schneller ab-
nimmt und damit die Regelgüte besser wird (z. B. die quadratische Regelﬂäche). Daraus
wird das folgende, hier nur sehr „unscharf“ formulierte Ziel bei der Reglereinstellung
ersichtlich:
Folgerung 5.3 (Schnelle Sprungantwort ohne Schwingungen)
Wird die Rückführgröße per Send-on-Delta-Abtastung übertragen, so sind Sprung-
antworten besonders erstrebenswert, die nicht oder nur wenig schwingen und bei
denen in diesem Rahmen die Regeldifferenz möglichst schnell abnimmt.
Ein solches Verhalten kann man als „aperiodischen Grenzfall“ auffassen. Dieser Be-
griff wird jedoch üblicherweise auf P-T2-Prozesse5 bezogen und deshalb hier vermie-
5Begriff P-T2-Prozess: siehe Abschnitt 5.3 oder Anhang A.3
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den, da sich die Gültigkeit des Konzepts nicht auf P-T2-Prozesse beschränkt.
Wird reale Send-on-Delta-Abtastung verwendet (also periodische oder ereignisbasier-
te Send-on-Delta-Abtastung), so senkt ein schneller Übergangsvorgang auch die Nach-
richtenrate (vgl. Abbildung 5.3), weil die Reduktion derNachrichten (verglichen zu idea-
ler Send-on-Delta-Abtastung) durch den Mindestabstand bei schnellen Übergangsvor-
gängen größer ist. Da beispielsweise Sprungantwort 1 schneller ist als Sprungantwort
2, ist nicht nur die Regelgüte bei Sprungantwort 1 besser, sondern auch die Nachrich-
tenanzahl bei periodischer Send-on-Delta-Abtastung kleiner (Tabelle 5.1, rechte Spalte).























Abbildung 5.3.: Unterschiedliche Sprungantworten bei periodischer Send-on-Delta-Ab-
tastung mit Δlc = 0, 05 und Ta = 0, 3 s. Send-on-Delta-Ereignisse sind
als Punkte markiert. Jeweils gleiche Regler- und Regelstreckenparame-
ter wie in Abbildung 5.2.
Dieses Konzept lässt sich genauso auch auf die Reglerausgangsgröße anwenden,
wenn diese übertragen wird oder die Stellenergie (Stellaufwand) minimal werden soll
(siehe Abschnitt 4.2.1).
Folgerung 5.4 (Stellgrößenverlauf )
Wenn die Aktoreinheit energierelevant ist (Stellenergie) und/oder der Regler in der
Sensoreinheit integriert ist (d. h. die Reglerausgangsgröße per Send-on-Delta-Abtas-
tung übertragen wird), sollte für eine hohe Energieefﬁzienz die Stellgröße möglichst
wenig schwingen, d. h. monoton verlaufen. Das deckt sich mit Folgerung 3.4.
Es sei bemerkt, dass diese Betrachtungen zwar eher „unscharf“, aber dafür unabhän-
gig von Reglertyp und Regelstrecke sind. Im Rest des Kapitels werden konkrete, quanti-





Das Ziel des Kapitels besteht in der Erarbeitung einer Einstellvorschrift für die Parame-
ter KP und TI eines PI-Reglers bei Send-on-Delta-Abtastung. Da deren optimale Werte
von vielen „Rahmenbedingungen“ abhängen, werden in diesem Abschnitt die Bedin-
gungen formuliert, für welche die Einstellregel Gültigkeit haben soll.
Es gibt eine unüberschaubare Vielzahl von Anwendungen, in denen Regelungs-
technik zum Einsatz kommt. Diese Anwendungen unterscheiden sich in der Regel-
streckenstruktur, den Regelstreckenparametern, den typischen Führungsgrößen- und
Störgrößenverläufen, der Zeitvarianz und Linearität, den Stellgrößenbegrenzungen
usw. [HDRK13] Zusätzlich zu diesen relativ häuﬁg vorkommenden Klassiﬁzierungskri-
terien haben die meisten praktischen Anwendungen Randbedingungen, die so speziell
sind, dass sie üblicherweise nicht in „allgemeinen“ Untersuchungen zur Reglereinstel-
lung berücksichtigt werden, z. B. sicherheitsrelevante Aspekte, spezielle Strategien zur
Verschleißvermeidung oder Fehlerredundanz, gesetzliche Bestimmungen oder wirt-
schaftliche Überlegungen.
Es ist nicht möglich, in dieser Arbeit die optimale Einstellung eines PI-Reglers für jede
dieser Anwendungen zu analysieren. Es müssen – wie in allen Arbeiten zur Reglerein-
stellung – einschränkende Annahmen getroffen werden. Ziel bei der Einschränkung ist,
einerseits belastbare und wiederverwendbare, andererseits aber auch praxisnahe Aus-
sagen zu ermöglichen. Bezüglich der Praxisnähe spielt die Referenzanwendung (Raum-
temperaturregelung) die Hauptrolle.
Regelstrecken. Diese Arbeit beschränkt sich gemäß Annahme 2.1 auf SISO-Regelstre-
cken.
Weiterhin beschränkt sich die Arbeit, bis auf eine aus der Praxis begründete Aus-
nahme (Stellgrößenbegrenzungen, siehe Abschnitt 6.2), auf lineare Regelstrecken (siehe
Deﬁnition A.6 auf Seite 169), wodurch die systematische Analyse erheblich erleichtert
wird.
Annahme 5.1 (Linearität der Regelstrecke)
Die Regelstrecke wird – mit Ausnahme der Stellgrößenbeschränkung (Aktorsätti-
gung), die in Abschnitt 6.2 separat betrachtet wird – als linear angenommen.
Außerdem wird angenommen, dass sich die Regelstrecke hinreichend genau (pra-
xistauglich) durch eine gewöhnliche Differentialgleichung beschreiben lässt6. Lineare, ge-
wöhnliche Differentialgleichungen mit konstanten Koefﬁzienten lassen sich durch eine
Transformation in den Bildbereich der Laplace-Transformation mit einer Übertragungs-
funktion in Form einer gebrochen-rationalen Funktion (ggf. mit Totzeit) beschreiben (sie-
he Anhang A.3), also in der Form
G(s) = Km ·
sm ·∏Mj=1(1 + sTj)
sn ·∏Ni=1(1 + sTi) · e−sτ , (5.3)
wobei Km, der Proportionalbeiwert der Regelstrecke, eine Konstante ist, Ti und Tj die
(ggf. komplexwertigen7) Zeitkonstanten der Regelstrecke, τ die Totzeit, m, n, M und N
6Gewöhnliche Differentialgleichungen enthalten nur Ableitungen nach einer Variablen, hier der Zeit. Das
Gegenstück sind Systeme mit örtlich verteilten Parametern, die durch partielle Differentialgleichungen be-
schrieben werden. Das Referenzbeispiel ist zwar bei genauerer Betrachtung ein System mit örtlich ver-
teilten Parametern, lässt sich aber auch durch gewöhnliche Differentialgleichungen hinreichend gut
beschreiben, siehe Abschnitt 7.3.
7Bei komplexen Werten spricht man meist nicht von Zeitkonstanten, sondern gibt die äquivalenten Pol-
bzw. Nullstellen an.
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natürliche Zahlen (Null inbegriffen). Km, Ti, Tj und τ sind die Regelstreckenparameter, s
die Laplace-Variable.
Während Übertragungsfunktionen dieser allgemeinen Form (5.3) direkt verwendet
werden können, wenn der Regler beliebig komplex sein darf (z. B. Kompensations-
regler [LW10]), erfordert der Entwurf von PI-Reglern i. d. R. bestimmte Sonderfälle
von (5.3). Das liegt daran, dass der PI-Regler nur zwei Parameter hat. Ist die reale
Regelstrecke komplexer als diese „erlaubten Sonderfälle“, muss sie durch ein einfache-
res Modell approximiert werden, siehe Abschnitt 6.1 – oder ein komplexerer Regler
muss verwendet werden, was nicht Gegenstand dieser Arbeit ist. Auch in dieser Arbeit
werden daher primär diejenigen Regelstrecken-Modelle untersucht, die in der Literatur
üblich sind und sich bei der Beschreibung realer (ggf. komplexerer) Regelstrecken zur
Einstellung von PI-Reglern bewährt haben [O’D06].
Den größten Fokus legt die Arbeit auf Strecken vom Typ P-T1-Tt (n = m = M = 0,
N = 1, τ > 0), weil dieser Modelltyp für die Referenzanwendung, die Raumtempe-
raturregelung, am verbreitetsten ist, und sich daraus auch Aussagen über einfachere
Fälle wie P, P-T1 und P-Tt ableiten lassen (Anhänge C.6.1 und C.6.2). Strecken mit n = 1
(„integrierende“ Regelstrecken bzw. Strecken „ohne Ausgleich“) werden gemeinsam in
Anhang C.6.3 behandelt, weil sich die Ergebnisse zu Strecken mit Ausgleich (n = 0) in
einheitlicher Form darauf übertragen lassen. Differenzierende Regelstrecken (m > 0),
mehrfach integrierende Regelstrecken (n > 1) und Regelstrecken mit Nullstellen in der
Übertragungsfunktion (M > 0) werden in dieser Arbeit nicht behandelt und könnten
Gegenstand weiterführender Arbeiten sein.
Regelstrecken höherer Ordnung (N > 1) werden, wie zuvor schon erwähnt, für
den Reglerentwurf oft durch Modelle kleinerer Ordnung (z. B. P-T1-Tt-Modell) ap-
proximiert. Der Einﬂuss der daraus entstehenden Approximationsfehler wird in Ab-
schnitt 6.1 diskutiert.
Tabelle 5.2 stellt die untersuchten Regelstreckentypen zusammen, mit ihrer Bezeich-
nung und einem Verweis auf den Abschnitt dieses Kapitels, der sich primär damit be-
fasst.
Tabelle 5.2.: Regelstreckentypen, die in dieser Arbeit (primär) untersucht werden.
Bezeichnung Einschränkung von (5.3) Abschnitt
P m = 0, n = 0, M = 0, N = 0, τ = 0 Anhang C.6.1
P-T1 m = 0, n = 0, M = 0, N = 1, τ = 0 Anhang C.6.1
P-Tt m = 0, n = 0, M = 0, N = 0, τ > 0 Anhang C.6.2
P-T1-Tt m = 0, n = 0, M = 0, N = 1, τ > 0 Abschnitt 5.5.1
P-T2-Tt m = 0, n = 0, M = 0, N = 2, τ > 0 Abschnitt 6.1
I, I-T1, I-... m = 0, n = 1, M = 0, N = . . ., τ = . . . Anhang C.6.3
Zur Bezeichnung der Regelstreckentypen (wie in Spalte 1 von Tabelle 5.2) sei be-
merkt, dass der Bindestrich (z. B. in P-T1) eine Reihenschaltung symbolisiert, während
kein Bindestrich (z. B. in PID) für eine Parallelschaltung steht, siehe Anhang A.3. In der
Literatur wird diese Unterscheidung oft nicht gemacht, d. h. statt P-T1wird oft PT1 ge-
schrieben, wodurch Reihen- und Parallelschaltung nicht mehr anhand der Bezeichnung
unterscheidbar sind. Die in dieser Arbeit verwendete Bindestrich-Schreibweise ﬁndet
man beispielsweise in [SKP+15].
Annahme 5.2 (Verwendete Regelstrecken-Modelle)
Es werden in der vorliegenden Arbeit nur die in Tabelle 5.2 aufgeführten Regelstre-
cken-Modelle genauer untersucht. Komplexere Regelstrecken-Modelle müssen durch
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eines dieser Modelle approximiert werden, damit die Ergebnisse der Arbeit anwend-
bar sind.
Regelstrecken erster Ordnung mit Totzeit. Da „Regelstrecken erster Ordnung mit
Totzeit“ (P-T1-Tt-Modelle) in den nachfolgenden Untersuchungen die Hauptrolle spie-
len, werden sie, zusammen mit der Bezeichnung ihrer Parameter, genauer deﬁniert.
Deﬁnition 5.3 (P-T1-Tt-Modell)






Tm · s+ 1e
−τ ·s. (5.4)
Die Größen Km, Tm und τ werden als Regelstreckenparameter bezeichnet. Km wird






wird als Schwierigkeitsgrad der Regelstrecke [RSS98,Sie07a,BHR11] oder als norma-
lisierte Totzeit [BDSV12c] bezeichnet.
Die Regelstrecke G(s) besteht aus einer Reihenschaltung eines Proportionalglieds (P-
Glied) mit der Übertragungsfunktion Km, eines „Verzögerungsglieds erster Ordnung“
(T1-Glied) mit der Übertragungsfunktion 1Tm·s+1 und eines Totzeitglieds (Tt-Glied) mit
der Übertragungsfunktion e−τ ·s (siehe Anhang A.3). Daher wird das Modell kurz als
P-T1-Tt-Modell bezeichnet.

















Abbildung 5.4.: Einheitssprungantwort einer P-T1-Tt-Regelstrecke mit der Bedeutung
der Parameter Km, Tm und τ (vgl. z. B. [Jun55]).
Die Übertragungsfunktion (5.4) ist äquivalent zur Differentialgleichung
Tm · dyp(t)dt + yp(t) = Km · up(t− τ) (5.6)
(siehe [LW10]).
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P-T1-Tt-Modelle sind sowohl für viele praktische Regelstrecken als auch für die Re-
gelstrecken in vielen theoretischen Studien die Standard-Beschreibung [O’D06,RJSD14a,
BDSV12a,CSV+13,Ara11], sodass eine Einstellregel für PI-Regler, die auf einem solchen
Modell basiert, nicht nur für das Referenzbeispiel „Raumtemperaturregelung“ geeignet
ist [Jun84, Sie07a, BHR11, RSS98, PBG+16], sondern auch für viele andere Anwendun-
gen eingesetzt werden kann. Es existiert auch eine Vielzahl von Parameteridentiﬁkati-
onsverfahren (siehe Anhang B.3) sowie Einstellregeln für PI- und PID-Regler [O’D06]
für diesen Regelstreckentyp, wobei diese Einstellregeln jedoch für zeitkontinuierliche
oder periodisch abgetastete Regelkreise entworfen wurden und deshalb für diese Ar-
beit nicht als Lösung, sondern nur als Grundlage geeignet sind.
Sonstige Annahmen. Eine Reihe anderer Annahmen werden noch gemacht, die hier
angegeben werden.
Annahme 5.3 (Totzeiten und Jitter durch die Nachrichtenübertragung)
Die Totzeit durch die Nachrichtenübertragung wird als vernachlässigbar klein gegen-
über der Totzeit τ der Regelstrecke angenommen oder kann als Teil davon angesehen
werden. Schwankungen der Totzeit (Jitter) werden vernachlässigt. Auch die Bearbei-
tungszeit im Regler (Rechenzeit) und die Stellzeit des Aktors werden vernachlässigt.
Da beim Referenzbeispiel „Raumtemperaturregelung“ die Nachrichtenübertragung
und der Regleraufruf in Sekundenbruchteilen erfolgen [HK14], die Totzeit τ der Re-
gelstrecke aber im Minutenbereich liegt (siehe Abschnitt 7.3.1.1), ist Annahme 5.3 dort
gerechtfertigt. Für andere Anwendungen ist Annahme 5.3 vor der Anwendung der
nachfolgend entwickelten Einstellregeln zu prüfen. Bei Anwendungen, bei denen harte
Echtzeitforderungen mit kurzen Zeitschranken vorliegen (d. h. bei denen schon kur-
ze unerkannte Verzögerungen schwere Schäden verursachen können), sind komplexere
Untersuchungen notwendig [Ung10, FL09] oder drahtgebundene Kommunikation mit
periodischer Abtastung ist vorzuziehen [OL16,SMW+16].
Annahme 5.4 (Keine Nachrichtenverluste)
Nachrichtenverluste und ihre Auswirkungen werden nicht betrachtet, d. h. sie wer-
den als vernachlässigbar selten angenommen.
Der Großteil dieses Kapitels bezieht sich auf den Fall, dass der Regler in der Aktorein-
heit integriert ist und daher die Rückführgröße per Send-on-Delta-Abtastung übertra-
gen wird. Dieser Fall hat den praktischen Vorteil, dass die Sensoreinheit ausschließlich
zum „Messen und Senden“ einer physikalischen Größe verwendet wird und daher zum
einen nicht wissen muss, was mit der übertragenen Messgröße passiert (z. B. Verwen-
dung der Messdaten nur zur Aufzeichnung/Monitoring), und zum anderen, dass die
Sensoreinheit die Regelstreckenstruktur und -parameter nicht kennen muss und daher
keine entsprechenden Einstellmöglichkeiten benötigt. Das ermöglicht besonders ener-
gieefﬁziente und vielseitig einsetzbare Sensoreinheiten. Da Aktoreinheiten wegen der
Motoren i. d. R. ohnehin einerseits anwendungsspeziﬁscher sind und zugleich dafür
mehr Energie verbrauchen, erscheint es sinnvoller, dort auch den Regler und somit die
Reglerparameter „unterzubringen“ [Ung10, PBG+16]. Zudem lassen sich bei Send-on-
Delta-Abtastung der Reglerausgangsgröße wegen des I-Anteils des Reglers Pendelun-
gen praktisch nicht vermeiden [BDSV12a,RS16], was die Nachrichtenanzahl gegenüber
der Übertragung der Regelgröße stark erhöhen kann. Da aber gemäß Abschnitt 1.2 auch
der Fall vorkommt, dass die Reglerausgangsgröße übertragen wird, wird dieser Fall ab-
schließend in Abschnitt 5.7 diskutiert.
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5.4. Vorgehensweise bei der Erstellung der Einstellregeln
In dieser Arbeit wird zur Analyse der Regelkreise mit Send-on-Delta-Abtastung be-
wusst ein anderer Weg gewählt als die, die in bisherigen Arbeiten zur Analyse ereig-
nisbasiert arbeitender Regelkreise meist gewählt wurden, einerseits um sich von den
anderen Arbeiten abzugrenzen, aber auch um neue Fragestellungen zu beantworten.
So steht in dieser Arbeit nicht im Mittelpunkt, durch welche Reglereinstellungen Pen-
delungen vermieden werden können oder mit welchen Reglereinstellungen Stabilität abge-
sichert ist, denn zahlreiche Literaturhinweise für derartige Untersuchungen wurden in
Abschnitt 5.1 gegeben. Zudem erlauben die zuvor genannten Fragestellungen nicht die
Erstellung einer (eindeutigen) Einstellregel, da zahlreiche Reglerparameterwerte diese
Anforderungen erfüllen. Stattdessen werden nachfolgend die GütekriterienN (Nsc bzw.
Nca) und JISE (nach Folgerung 4.6) in Abhängigkeit von den Regelstrecken- und Regler-
parametern analysiert. Das Anstreben von Stabilität und das Vermeiden von Pendelun-
gen ist natürlich auch Bestandteil dieser Vorgehensweise, es wird aber seltener explizit
angesprochen.
Wünschenswert wäre eine (formale) analytische Untersuchung dieser Abhängigkeit
durch Lösung der Differentialgleichung des Regelkreises. Das ist wegen der Totzeit –
auf welche wegen ihrer Praxisrelevanz nicht verzichtet werden soll – jedoch schwer
möglich. Zur Verdeutlichung zeigt Anhang C.3 an einem Beispiel die intervallweise Lö-
sung der Differentialgleichung des geschlossenen Kreises. Hier wird deshalb primär auf
Simulationen zurückgegriffen, um das Regelkreisverhalten zu untersuchen. Die verwen-
dete Simulationsumgebung wird in Anhang C.8 beschrieben.
Eine mit der hier vorgestellten Vorgehensweise vergleichbare Strategie haben neben
dem Autor nur Beschi et al. gewählt [BDSV12c,BDSV14] (zeitlich parallel und unabhän-
gig voneinander). Die Unterschiede zur vorliegenden Arbeit werden in den Abschnit-
ten 5.1 und 5.5.1.4 besprochen.
5.4.1. Zeitkontinuierliche Untersuchungen
Das Ziel dieser Arbeit ist eine Abtastregelung, da die Signale im Rahmen der Send-on-
Delta-Abtastung ohnehin abgetastet werden und digitale Regler deutlich ﬂexibler und
kostengünstiger herstellbar sind als „analoge“ (zeitkontinuierliche) Regler. Allerdings
eignen sich zeitkontinuierliche Regelkreise für prinzipielle Voruntersuchungen besser,
da sie nicht der in Abschnitt 2.5.4 beschriebenen schwachen Kausalität ereignisbasiert
abgetasteter Regelkreise unterliegen, welche die eigentlich gesuchten Zusammenhänge
„verschleiert“. Außerdem besteht bei der Analyse von Sprungantworten bei Send-on-
Delta-Abtastung das Problem, dass der „Übergangsvorgang“ bei Send-on-Delta-Abtas-
tung nicht scharf vom „stationären Zustand“ (Deﬁnition 2.13) getrennt werden kann. Im
„stationären Zustand“ treten meist Pendelungen auf, deren Frequenz die Nachrichten-
anzahl erheblich beeinﬂusst. Deshalbwerden in dieser Arbeit zur Gewinnungmöglichst
grundlegender Aussagen, v. a. zum Führungsverhalten bei Sprüngen der Führungsgrö-
ße, zunächst zeitkontinuierliche Regelkreise untersucht. In Kapitel 7 werden die Ergeb-
nisse anhand ereignisbasiert abgetasteter Regelkreise evaluiert.
Es sei erwähnt, dass auch einige andere Autoren, die sich mit Send-on-Delta-Ab-
tastung befassen, vorwiegend zeitkontinuierliche Regler für ihre Analysen verwenden
(z. B. [BDSV12b, BDSV12a, BDSV13b, CSV+13, RJSD14a, CSV15]), allerdings wird dort
meist die Send-on-Delta-Bedingung als nichtlineares Regelkreiselement berücksichtigt,
was von der Vorgehensweise dieser Arbeit abweicht.
Ein Nachteil zeitkontinuierlicher Simulationen besteht (neben der Ungenauigkeit
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durch die „Vernachlässigung“ der schwachen Kausalität, welche gleichzeitig der Vorteil
des Verfahrens ist) darin, dass aus der Simulation zeitkontinuierlicher Regelkreise nicht
direkt Aussagen über die Nachrichtenanzahl gemacht werden können, d. h. Nachrich-
ten können nicht einfach „gezählt“ werden. Es gibt verschiedene Methoden zur Schät-
zung der Nachrichtenanzahl [PNK04,Mis06b, HPVK12]. Die Nachrichtenanzahl muss
durch eine andere Größe ersetzt werden, die zwar Rückschlüsse auf die Nachrichten-
anzahl bei Send-on-Delta-Abtastung zulässt, aber dazu keine expliziten Nachrichten






welche angibt, welchen „Weg“ ein Signal vom Beginn (t = 0) bis zum Ende (t = Δt)
zurücklegt [Mis´06a,Mis06b,Mis10]. Die Größe ν ist also ein Maß für die absolute Ände-
rung des abgetasteten Signals. x(t) steht für das „abzutastende“ (aber hier zeitkontinu-
ierliche) Signal, also entweder die Rückführgröße yc(t) oder die Reglerausgangsgröße




mit der Nachrichtenanzahl N (Nsc bzw. Nca) bei idealer Send-on-Delta-Abtastung zu-
sammen, da das Signal beim „Zurücklegen“ des „Weges“ ν in etwa pro „Wegabschnitt“
Δlc einmal die Send-on-Delta-Bedingung erfüllt. Die Größe ν ist ein Maß für die absolu-
te Änderung des abgetasteten Signals und umso genauer, je kleiner Δlc verglichen zur
Signalamplitude von x(t) ist und je weniger Vorzeichenwechsel die Ableitung dx/dt
hat [Mis´06a, Mis06b, Mis10]. Beispielsweise hat ein stark verrauschtes Signal deutlich
mehr „Richtungswechsel“ (d. h. Änderungen des Vorzeichens der Ableitung) als ein
monotones, trendartiges Signal. Deshalb wird bei stark verrauschten Signalen die Nach-
richtenanzahl durch (5.8) weniger genau approximiert.
Deﬁnition 5.4 (Absolute Rückführ- und Reglerausgangsgrößenänderung)












Die Größe νu ist auch näherungsweise proportional zum Stellaufwand (siehe Ab-
schnitt 4.2.1).
Die nachfolgenden Untersuchungen mit zeitkontinuierlichen Regelkreisen entspre-
chen idealer Send-on-Delta-Abtastung im Grenzfall Δlc → 0.
Im zeitkontinuierlichen Fall kann die Regelstrecke durch die Übertragungsfunkti-
on (5.4) (bzw. allgemeiner (5.3)) und der PI-Regler durch die Übertragungsfunktion (2.9)
beschrieben werden. Der Regelkreis in Abbildung 2.1 enthält außerdem die Komponen-
ten Sensor und Aktor (nicht zu verwechseln mit Sensor- und Aktoreinheit), für welche
auch Übertragungsfunktionen deﬁniert werden müssen.
Annahme 5.5 (Sensor und Aktor)
Für Aktor und Sensor werden für die zeitkontinuierlichen Untersuchungen die Über-
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angenommen, d. h. bei zeitkontinuierlicher Betrachtung sind Regel- und Rückführ-
größe, sowie Reglerausgangs- und Stellgröße, gleich.
Da sich zeitkontinuierliche Regelkreise mit digitalen Rechnern im Allgemeinen nicht
exakt simulieren lassen (auch mit Matlab/Simulink nicht), wird bei den nachfolgend
gezeigten Simulationen mit einer periodischen Abtastung mit verschwindend kleiner
Abtastperiode gearbeitet. Soweit möglich, wurden aber die physikalisch korrekten Glei-
chungen zur Berechnung des Systemverhaltens verwendet, sodass diese Näherung nur
an wenigen Stellen Einﬂuss nimmt.
5.4.2. Normierung der Reglerparameter
Das Regelkreisverhalten, sowie die daraus für konkrete Führungs- und Störgrößenver-
läufe ermittelbaren Werte der Gütekriterien, hängen bei zeitkontinuierlichen, linearen
Regelkreisen nur von den Reglerparametern (beim PI-ReglerKP und TI ) und Regelstre-
ckenparametern (beim P-T1-Tt-Modell Km, Tm und τ ) ab. Möchte man durch Wahl ge-
eigneter Reglerparameter ein Gütekriterium optimieren, so hängen die optimalen Werte
der Reglerparameter von den Regelstreckenparametern und den konkreten Verläufen
von Führungs- und Störgröße ab. Es wäre damit nötig, das Optimum als Funktion von
all diesen Größen darzustellen. Es ist jedoch möglich, diese Komplexität ohne Einbu-
ßen in der Allgemeingültigkeit zu reduzieren, indem man nicht KP und TI , sondern
„normierte“ Varianten davon optimiert.
Ein einfaches Beispiel ist die Verwendung des VerstärkungsfaktorsKo = KP ·Km des
offenen Regelkreises anstelle von KP : Die Übertragungsfunktion der Reihenschaltung




























Der Regelkreis verhält sich also für alle Kombinationen von Km und KP mit gleichem
Produkt Ko gleich (bei gleichem TI , Tm und τ ), zumindest ist der Verlauf der Regelgröße
in all diesen Fällen identisch – der Verlauf der Stellgröße kann dagegen trotz gleichem
Ko unterschiedlich sein (genauer betrachtet in den Abschnitten 5.7, 6.2 und 7.1). Es ist
daher effektiver, das Regelkreisverhalten nicht in Abhängigkeit von Km und KP zu
analysieren, sondern nur in Abhängigkeit vonKo. Somit ist es auch effektiver, nicht den
optimalen Wert vonKP in Abhängigkeit der drei ParameterKm, Tm und τ zu ermitteln,
sondern den optimalen Wert vonKo in Abhängigkeit der zwei Parameter Tm und τ und
dann KP mit KP = Ko/Km zu berechnen.
Bei konstantem Regelstrecken-Proportionalbeiwert Km kann man Ko als „normierte
Version“ des Regler-Proportionalbeiwerts KP auffassen. Diese Strategie der „Normie-
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rung“ kann man erweitern. Relativ verbreitet sind Einstellregeln der Form
KP = λ · Tm
Km · τ = λ ·
1
Km · η (5.16a)
TI =  · Tm, (5.16b)
wobei die Werte von λ und  von der jeweiligen Einstellregel vorgegeben werden. We-
gen der Proportionalitätsbeziehungen KP ∼ λ und TI ∼  gibt es eine eineindeutige
Abbildung zwischen den Größen KP und λ sowie TI und . Somit ist die Optimierung
von λ und  äquivalent zur Optimierung von KP und TI . Deshalb kann man (5.16) als
„Normierung der Reglerparameter“ bezeichnen.
Deﬁnition 5.5 (Normierte Reglerparameter)
Die Größe λ wird im Folgenden als „normierter Proportionalbeiwert“ des Reglers
bezeichnet und  als „normierte Nachstellzeit“. Sie hängen über (5.16) mit dem Pro-
portionalbeiwert KP des Reglers und der Nachtstellzeit TI zusammen.
Welchen Sinn diese „Normierung“ hat, wird später untersucht. O’Dwyer [O’D06]
lieferte eine ausführliche tabellarische Darstellung derartiger Einstellregeln. Obwohl
λ und  von den existierenden Einstellregeln i. d. R. als Konstanten angegeben wer-
den [O’D06, HPVK12], sind die optimalen Werte der Größen λ und  nicht völlig un-
abhängig von den Regelstreckenparametern, wie später gezeigt wird.
Es gibt auch viele Einstellregeln, die zwar (5.16a) verwenden, aber statt (5.16b) die
Nachstellzeit mit TI = ζ · τ berechnen, wobei dann nicht , sondern ζ die „normierte
Nachstellzeit“ ist. Beispiele sind in [O’D06] zu ﬁnden. Die bekanntesten solchen Re-
geln sind sicher eine der zwei Sätze von Einstellregeln von Ziegler und Nichols [ZN42].
Ein (in praktischer Hinsicht eher nebensächlicher) Nachteil dieses Ansatzes ist, dass die
Pol-Nullstellen-Kompensation für  = 1 nicht als Sonderfall enthalten ist (siehe An-
hang C.2). Erlaubt man (anders als in den meisten solchen Einstellregeln), dass  bzw.
ζ keine Konstante ist, sondern von η abhängen darf, so lassen sich beide Darstellungs-
formen leicht über ζ(η) = (η)/η ineinander umrechnen. In der vorliegenden Arbeit
wird (5.16b) verwendet (also ), weil  weniger stark von η abhängt als ζ (siehe Ab-
schnitt 5.5.1.3).





zu deﬁnieren, sodass die „Normierung“ (5.16) durch
KP = χ ·  · Tm
Km · τ =
χ · 
Km · η (5.18a)
TI =  · Tm (5.18b)
ersetzt werden kann.
Die Normierung (5.16) (bzw. (5.18)) kann nicht bei Tm = 0 (reine Totzeitstrecke)
angewandt werden, weil das laut (5.16b) zu TI = 0 und damit verschwindender
Nachstellzeit bzw. unendlichem I-Anteil führen würde. Deshalb wird dieser Fall in
Abschnitt C.6.2 separat betrachtet. Der Fall τ = 0 führt in (5.16a) zu einer Division
durch Null und wird in Abschnitt C.6.1 diskutiert. Der Sonderfall Km = 0 würde auch
zu einer Division durch Null führen, ist aber – anders als die zuvor genannten Sonder-
fälle – praktisch irrelevant, da eine Regelstrecke mit Km = 0 nicht von der Stellgröße
abhängt.
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5.4. Vorgehensweise bei der Erstellung der Einstellregeln
Setzt man (5.18) in die Übertragungsfunktion des offenen Regelkreises ein, ergibt sich:
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Deﬁniert man eine „mit τ skalierte komplexe Kreisfrequenz“ s∗ := s · τ und setzt in















) e−s∗ . (5.19)
Diese Übertragungsfunktion lässt sich in eine Reihenschaltung von Proportional-Glied,


























Gleichung (5.19) macht deutlich, dass die Totzeit τ als Skalierungsfaktor von Frequenz-
undAmplitudenachse interpretiert werden kann – durch „Hochpass“, Tiefpass und Tot-
zeit wird die Frequenzachse skaliert, durch das I-Glied die Amplitudenachse. Die Über-
tragungsfunktion Gk(s) (Index k für „Kreis“) des geschlossenen Regelkreises (Rück-















































8Dass die Größe s∗ im Gegensatz zu s einheitenlos ist, soll hier nicht näher diskutiert werden, da es für
die Argumentation keine Rolle spielt.
9Der „Hochpass“ ist kein „üblicher“ Hochpass, der Signalanteile unter der Grenzfrequenz dämpft und
Signalanteile über der Grenzfrequenz unverändert lässt, sondern er lässt die Signalanteile unter der
Grenzfrequenz unverändert durch und verstärkt die Signalanteile über der Grenzfrequenz (Bezeich-
nung „PD-Glied“ nach [LW10, S. 189]).
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Da ein Einheitssprung der Führungsgröße r(t) die Laplace-Transformierte R(s) = 1/s
besitzt [LW10], ist die Laplace-Transformierte der Sprungantwort











































Wegen des Ähnlichkeitssatzes der Laplace-Transformation [LW10]







gilt für den Zeitverlauf der Regelgröße































sodass der Zeitverlauf nur um den Faktor τ (ohne Änderung der Einheit) gestreckt
bzw. gestaucht wird, ohne Änderung der Amplitude. Das qualitative Regelkreisverhal-
ten (z. B. Überschwingweite bei Sprungantworten, Stabilität, Amplituden- und Phasen-
reserve) ist somit unabhängig von der Totzeit τ . Das bedeutet, dass jeder Regelkreis mit
gleichem χ,  und η den gleichen Regelgrößenverlauf bei Sprungantworten hat, nur je
nach Totzeit τ zeitlich gestreckt bzw. gestaucht. Deshalb kann man die optimalen Wer-
te von χ und  in Abhängigkeit von nur einem Regelstreckenparameter, nämlich dem
Schwierigkeitsgrad η, untersuchen, was die Analyse erheblich erleichtert.
Folgerung 5.5 (Analysen in Abhängigkeit vom Schwierigkeitsgrad)
Die Optimierung der PI-Reglerparameter KP und TI in Abhängigkeit von Km, Tm
und τ einer P-T1-Tt-Regelstrecke ist äquivalent zur Optimierung der „normierten
Reglerparameter“ χ und  in Abhängigkeit vom Schwierigkeitsgrad η mit anschlie-
ßender Anwendung von (5.18).
In Anhang C.2 werden die Parameter χ, λ und  etwas ausführlicher diskutiert. Ins-
besondere wird dort unter Verwendung von Bode-Diagrammen erklärt, welchen Ein-
ﬂuss die Parameter auf das Regelkreisverhalten haben und in welchen Wertebereichen
das beste Regelkreisverhalten zu erwarten ist. Diese Erwartungen werden sich in Ab-
schnitt 5.5.1 bestätigen. Außerdem legt Anhang C.2 nahe, dass λ als Parameter zur Un-
tersuchung des Regelkreisverhaltens etwas besser geeignet ist als χ.
5.5. Optimierung von Sprungantworten bei Sprüngen der
Führungsgröße
Zunächst wird das Führungsverhalten des Regelkreises untersucht, das Störverhalten
folgt in Abschnitt 5.6. Das Führungsverhalten wird – entsprechend der gängigen Praxis
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– anhand von Sprungantworten auf Führungsgrößenänderungen untersucht. Dafür gibt
es sowohl praktische als auch theoretische Gründe:
• Stückweise konstante (d. h. aus Sprüngen bestehende) Führungsgrößenverläufe
sind in den meisten praktischen Anwendungen üblich (nach DIN IEC 60050-351
„Festwert-“ oder „Zeitplanregelung“ genannt), da sie vom Anwender vorgegeben
werden und sich der „Sollwert“ einer Regelungsaufgabe selten kontinuierlich än-
dert (Letzteres ist nach DIN IEC 60050-351 bei „Folge-“, „Kaskaden-“ und „Hilfs-
regelungen“ der Fall). Eine stückweise konstante Führungsgröße ist auch für das
Referenzbeispiel „Raumtemperaturregelung“ üblich.
• Sprünge bestehen, wenn man sie als Fourier-Reihe zerlegt, aus Komponenten al-
ler Frequenzbereiche und regen somit den Regelkreis breitbandig an (Laplace-
Transformierte R(s) = 1/s). Dadurch wird BIBO-Instabilität anhand eines Auf-
schwingens deutlich (Abbildung 4.1 auf Seite 56). Sprünge sind daher geeignet,
um (bei linearen Regelstrecken) Instabilität zu erkennen.
• Gleichzeitig sind Sprünge leichter zu generieren als weißes Rauschen (welches de-
ﬁnitionsgemäß in allen Frequenzbereichen gleich viel Signalenergie enthält und
somit den Regelkreis in allen Frequenzbereichen am gleichmäßigsten anregen
würde, R(s) = 1) und auch graﬁsch leichter auszuwerten.
Das Ziel dieses Abschnitts ist daher eine Einstellregel für PI-Regler, welche den Verlauf
der Sprungantworten für Send-on-Delta-Abtastung optimiert.
Enthält der Führungsgrößenverlauf mehrere Sprünge, so ist die nachfolgend erstell-
te Einstellregel gültig, sofern zwischen zwei Sprüngen der stationäre Zustand erreicht
wird (Deﬁnition 2.13).
Die optimalen Parameter eines PI-Reglers können bei nicht-sprungförmigen (bzw.
nicht stückweise konstanten) Führungsgrößenverläufen abweichen, wie in Abschnitt 5.6
anhand des Störverhaltens gezeigt wird.10 Derartige Untersuchungen sind nicht Gegen-
stand dieser Arbeit, da die optimale Einstellung dann stark vom konkreten Führungs-
größenverlauf abhängt, nicht-sprungförmige (bzw. nicht stückweise konstante) Füh-
rungsgrößenverläufe in der Praxis nur selten vorkommen und auch deutlich schwerer
mit einer Adaption kombinierbar sind.
Annahme 5.6 (Führungsgrößenverlauf )
Der Führungsgrößenverlauf wird in dieser Arbeit als sprungförmig (bzw. bei mehre-
ren Sprüngen als stückweise konstant) angenommen.
5.5.1. Optimierung der Reglerparameter für P-T1-Tt-Regelstrecken
Zunächst wird die optimale Einstellung der Parameter für ideale P-T1-Tt-Regelstrecken
untersucht. Die ideale Einstellung für andere Regelstreckentypen kann dann davon ab-
geleitet werden (Abschnitt 5.5.2 bzw. Anhang C.6).
10Das ist zumindest dann der Fall, wenn das Ziel der Optimierung die Minimierung eines Gütekriteri-
ums ist, das von einem gemessenen (oder simuliert aufgezeichneten) Signalverlauf abhängt (z. B. die
Nachrichtenanzahl und quadratische Regelﬂäche, welche wegen Folgerung 4.6 hier im Mittelpunkt ste-
hen). Andere Optimierungsmöglichkeiten, z. B. für eine bestimmte Amplituden- oder Phasenreserve im
Bode-Diagramm oder durch Festlegung bestimmter Polstellen unterliegen nicht dieser Signalabhängig-
keit [GGS01]. Es ist aber fraglich, ob derartige Optimierungsziele praxisgerechter sind.
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5.5.1.1. Grundsätzliche Charakteristik von mit PI-Reglern geregelten Regelkreisen
bei Sprungantworten
In diesem Abschnitt soll ein prinzipielles Verständnis für den Verlauf von Sprungant-
worten in Abhängigkeit der normierten Parameter λ (bzw. χ),  und η erlangt werden.
Wie bereits in Abschnitt 5.4.1 erläutert wurde, wurden dazu zeitkontinuierliche Regel-
kreise (bzw. numerisch bedingt periodisch abgetastete Regelkreise mit vernachlässigbar
kleiner Abtastperiode Ta, d. h. quasikontinuierliche bzw. quasianaloge Regelkreise [LW10])
simuliert.
Typische Beispiele für Sprungantworten. Ausgehend von einemwirkungslosen Reg-
ler bei λ = χ = KP = 0 wird die Sprungantwort mit steigendem λ (bzw. χ oder KP )
bei gleichzeitig konstantem  und η zunächst schneller (da der Regler durch den grö-
ßeren Proportionalbeiwert stärker auf Regeldifferenzen „reagiert“) und dauert ab einer
bestimmten Grenze durch zunehmende Schwingungen wieder länger, bis hin zur Insta-
bilität. Abbildung 5.5 zeigt Beispiele dafür.

















(a) Regelgröße yp(t) und Führungsgröße r(t)














Abbildung 5.5.: Vergleich von Einheitssprungantworten mit verschiedenen Einstellun-
gen für λ bzw. χ bei konstantem  und η. Die konstanten Parameter sind
η = 0, 25 und  = 1.
Bei der Nachstellzeit TI bzw.  ist die Charakteristik umgekehrt: Bei kleiner Nach-
stellzeit (großem I-Anteil) ist der Regelkreis instabil (insbesondere bei großem Schwie-
rigkeitsgrad η), weil dann der I-Anteil in kurzer Zeit starke Stellgrößenveränderungen
bewirkt, die sich erst deutlich verzögert auf die Regelstrecke auswirken. Mit zunehmen-
der Nachstellzeit nehmen die Schwingungen ab. Bei großer Nachstellzeit liegt ein „fast“
reiner P-Regler vor, der sich durch eine recht lange anhaltende „durchschnittliche“ Re-
geldifferenz auszeichnet (ein reiner P-Regler hätte eine bleibende Regeldifferenz). Ab-
bildung 5.6 zeigt Beispiele dafür. Ob eine Sprungantwort bei großer Nachstellzeit lang-
sam verläuft, schwingt oder sogar instabil ist, hängt von λ ab (wie zuvor erläutert).
Der Fall χ=const. ist etwas komplexer, da  dann sowohl auf KP als auch auf TI Ein-
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yp(t) für =0,5, =0,92
yp(t) für =1, =0,46
yp(t) für =2, =0,23
(a) Regelgröße yp(t) und Führungsgröße r(t)












up(t) für =0,5, =0,92
up(t) für =1, =0,46
up(t) für =2, =0,23
(b) Stellgröße up(t)
Abbildung 5.6.: Vergleich von Einheitssprungantworten mit verschiedenen Einstellun-
gen für  bei konstantem λ und η. Die konstanten Parameter sind
λ = 0, 46 (d. h. χ = λ/ variiert mit ) und η = 0, 25.
Der I-Anteil ist bei dieser Interpretation unabhängig von . Für  = 0 liegt ein reiner I-
Regler vor. Reine I-Regler führen prinzipbedingt zu recht stark schwingenden Sprung-
antworten, weil die Stellgröße vom Integrator erst reduziert wird, sobald die Regel-
differenz negativ ist, d. h. die Führungsgröße bereits von der Regelgröße überschritten
wurde. Mit steigendem  schwingt der Regelkreis weniger und wird schneller, bis hohe
Werte von  wegen des hohen P-Anteils zunehmend einem reinen P-Regler mit hohem
Verstärkungsfaktor ähneln, d. h. es gibt wieder zunehmende Schwingungen, aber durch
den (vergleichsweise) geringen I-Anteil eine nur langsam abnehmende „durchschnittli-
che“ Regeldifferenz. Abbildung 5.7 zeigt dieses Verhalten an Beispielen.














yp(t) für =0,5, =0,23
yp(t) für =1, =0,46
yp(t) für =2, =0,92
(a) Regelgröße yp(t) und Führungsgröße r(t)












up(t) für =0,5, =0,23
up(t) für =1, =0,46
up(t) für =2, =0,92
(b) Stellgröße up(t)
Abbildung 5.7.: Vergleich von Einheitssprungantworten mit verschiedenen Einstellun-
gen für  bei konstantem χ und η. Die konstanten Parameter sind
χ = 0, 46 (d. h. λ = χ ·  variiert mit ) und η = 0, 25.
Da diese „Verkopplung“ von Proportionalitätsbeiwert und Nachstellzeit durch die
Verwendung von χ statt λ die nachfolgenden Analysen schwerer verständlich machen
würde, wird das Regelkreisverhalten im Folgenden fast ausschießlich in Abhängigkeit
von λ,  und η (und nicht χ,  und η) diskutiert. Der Grund der Einführung von χ lag in
den theoretischen Betrachtungen (Übertragungsfunktionen).
Vergleichbare „typische“ Sprungantworten von mit PI-Reglern geregelten Regel-
strecken, allerdings für Sprungantworten auf Sprünge der Störgröße, ﬁnden sich z. B.
in [Vis06a].
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(d) η = 1, 0
Abbildung 5.8.: Klassiﬁzierung von Sprungantworten nach λ und  für eine P-T1-Tt-
Regelstrecke mit zeitkontinuierlichem PI-Regler und verschiedenen η.
Analysiert durch Simulationen mit Schrittweite 0,01 und 0,02 für λ und
.
Die genannte Charakteristik ist prinzipiell unabhängig vom Abtastverfahren, gilt al-
so für zeitkontinuierliche, periodisch abgetastete und ereignisbasiert abgetastete Regel-
kreise, kann aber von Effekten des Abtastverfahrens überlagert werden.
Klassiﬁzierung der Sprungantworten. In Abbildung 5.8 werden die Kombinationen
von λ und  nach typischen Erscheinungen in der Sprungantwort klassiﬁziert. Die Ab-
bildung zeigt die Lage dieser typischen Bereiche („Klassen“) für verschiedene, in prak-
tischen Regelstrecken gängige, Werte von η. Dazu wurden jeweils 40.000 Simulationen
(automatisiert) durchgeführt und ausgewertet, d. h. für λ und wurden jeweils 200 Ein-
stellungen simuliert (für λ Schrittweite 0,01, für  Schrittweite 0,02), in allen Kombinatio-
nen. Die Graﬁkenmachen deutlich, dass die qualitativen Abhängigkeiten für alle η gleich
sind, der genaue Verlauf der „Trennlinien“ zwischen den „Klassen“ aber vom Schwie-
rigkeitgrad η der Regelstrecke abhängt. Nur für  = 1 ist das Verhalten unabhängig von
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nicht von η abhängt, also auch nicht das qualitative Verhalten des Regelkreises im Zeit-
bereich.
Bei großen λ und kleinen  („rechts unten“ in den Teilgraﬁken von Abbildung 5.8)
beﬁnden sich „aggressive“ Einstellungen, die zu starken Schwingungen, bis hin zur
Instabilität, führen. Bei kleinen λ und großen  („links oben“) liegen „konservative“
Einstellungen, bei denen der Regler nur langsam reagiert. Die Begriffe „aggressiv“ und
„konservativ“ werden in der Literatur zur Reglereinstellung häuﬁg verwendet [O’D06,
SSR14], die konkrete Deﬁnition ist jedoch sehr unterschiedlich [SSR14]. Für die Zwecke
der vorliegenden Arbeit genügt die oben genannte, unscharfe Abgrenzung.
Vergleichbare Graﬁken verwendeten auch beispielsweise Junker [Jun55] bei der Ana-
lyse (zeitkontinuierlicher) Raumtemperaturregelkreise sowie Spinner et al. [SSR14]
bei der Analyse von Gütebewertungsalgorithmen für adaptive und nicht-adaptive PI-
Regler.
In Anhang C.3 wird die Lage der einzelnen Klassen in den Graﬁken mithilfe rela-
tiv anspruchsvoller Berechnungen begründet, die mehr regelungstechnisches Vorwis-
sen voraussetzen, als hier dargestellt werden kann. Da für den Rest der Arbeit keine
wesentliche Rolle spielt, warum die einzelnen Klassen an bestimmten Positionen liegen,
kann diese Erläuterung hier „übersprungen“ werden. Das Ziel von Abbildung 5.8 be-
steht darin, ein prinzipielles Verständnis dafür zu entwickeln, wie der „Verlauf“ von
Sprungantworten von λ und  abhängt.
5.5.1.2. Bewertung der Sprungantworten mit Gütekriterien
Auch Gütekriterien von Sprungantworten kann man in dieser Weise als Funktion von
λ und  darstellen. Als Beispiel werden in Abbildung 5.9 die Gütekriterien JISE und νy
(gemäß Folgerung 4.6 und Gleichung (5.9)) für das Beispiel η = 0, 5 dargestellt. Es ist
sofort ersichtlich, dass die optimalen Reglerparameter für die zwei Gütekriterien ver-
schieden sind. Vergleicht man die Graﬁken mit Abbildung 5.8(c), so wird (erwartungs-
gemäß) ersichtlich, dass die absolute Rückführgrößenänderung am kleinsten – also am
besten – ist, wenn der Regelkreis nicht schwingt. Für λ = 0 ist νy = 0, weil der Reg-
ler wirkungslos ist. Mit zunehmenden Schwingungen wird auch νy größer (schlechter).
Dagegen hat die quadratische Regelﬂäche ihr Optimum im Bereich überschwingender
Sprungantworten, während sowohl sehr langsame (kleiner Proportionalbeiwert, große
Nachstellzeit) und stark schwingende (insbesondere instabile) Sprungantworten deut-
lich schlechter bewertet werden.
Hier zeigt sich auch, dass instabile Regelkreise bezüglich beider Gütekriterien sehr
schlecht bewertet werden, was in Folgerung 4.1 gefordert wurde, um theoretische Sta-
bilitätsuntersuchungen vermeiden zu können.
In Abbildung 5.10 sind für verschiedene η neben den bereits aus Abbildung 5.8 be-
kannten Sprungantwort-„Klassen“ bestimmte „optimale“ Einstellungen markiert, die
nachfolgend diskutiert werden.
Minimale quadratische Regelﬂäche. Die Reglereinstellung, die zu der Sprungant-
wort mit minimaler quadratischer Regelﬂäche JISE führt, ist in Abbildung 5.10 jeweils
mit einem nach oben zeigenden Dreieck () markiert. Es sei an dieser Stelle erwähnt,
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Abbildung 5.9.: Quadratische Regelﬂäche JISE und absolute Rückführgrößenänderung
νy in Abhängigkeit von λ und  bei zeitkontinuierlichem Regelkreis mit
Tm = 1 s und τ = 0, 5 s (d. h. η = 0, 5).
dass nach den bekannten Einstellregeln von Ziegler und Nichols [ZN42] der Proportio-
nalbeiwert (hier λ) für eine optimale Regelgüte etwa halb so groß wie an der Stabilitäts-
grenze sein sollte, was sich mit Abbildung 5.10 gut nachvollziehen lässt.
Pareto-optimale Lösungen. In Abschnitt 4.3.1 wurde erläutert, dass nur Pareto-opti-
male Lösungen relevant sind, falls sie bekannt sind (Folgerung 4.10). Abbildung 5.10
zeigt die Lage der Pareto-optimalen Lösungen (unter den jeweils 200 · 200 = 40.000
simulierten Lösungen) als kleine Kreise, wobei die beiden Gütekriterien νy und JISE
verwendet wurden, die in Abbildung 5.9 (am Beispiel η = 0, 5) einzeln dargestellt sind.
Die Pareto-optimalen Lösungen wurden ermittelt, indem entsprechend (4.13) jede der
40.000 Lösungen (automatisiert) mit (maximal) allen anderen verglichen wurde, wobei
nach dem Finden der jeweils ersten dominierenden Lösung die Suche abgebrochen wer-
den kann. Ein efﬁzienterer Algorithmus ist hier nicht notwendig, weil die Berechnung
nur wenige Sekunden benötigt.
Die Pareto-optimalen Lösungen bilden zwei jeweils zusammenhängende Bereiche.
Der erste Bereich wird durch λ = 0 beschrieben. Dieser Bereich ist Pareto-optimal, weil
ein Regler mit λ = 0 (und damit KP = 0) wirkungslos ist und sich dadurch weder Stell-
noch Regelgröße ändern (bei Führungsgrößensprüngen mit konstanter bzw. verschwin-
dender Störgröße). Auch wenn dieser Bereich Pareto-optimal ist, da er die absolute
Rückführgrößenänderung νy minimiert, ist er praktisch uninteressant (Folgerung 4.9
auf Seite 64).
Der zweite Pareto-optimale Bereich bildet ein zusammenhängendes Band von der
Sprungantwort mit minimaler quadratischer Regelﬂäche JISE bis zu den Sprungantwor-
tenmit kleinstmöglicher „Nachrichtenanzahl“ (absoluter Rückführgrößenänderung νy).
Die minimale absolute Rückführgrößenänderung bei Einheitssprungantworten beträgt
νmin = 1 (außer im bereits diskutierten Fall λ = 0 oder  → ∞ (reiner P-Regler)), weil
die Regelgröße vom Anfangswert yp = 0 auf den Endwert yp = 1 ansteigt. Die mini-
male absolute Rückführgrößenänderung νmin = 1 kann daher nur unter der Bedingung
einer schwingungsfreien (monotonen) Sprungantwort erreicht werden, da sonst ein Teil
des Intervalls [0,1] mehrfach „durchlaufen“ würde, was zu νmin > 1 führen würde. Alle
schwingungsfreien Sprungantworten (außer die bei λ = 0) erreichen denselben Wert
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(a) η = 0, 1



















































(b) η = 0, 3



















































(c) η = 0, 5



















































(d) η = 1, 0
Abbildung 5.10.: Optimale Reglereinstellung für verschiedene Optimierungskriterien
als Funktion von λ und  für eine P-T1-Tt-Regelstrecke mit zeitkonti-
nuierlichem PI-Regler. Markiert sind die Pareto-optimalen Lösungen,
die Lösung mit minimalem JISE ohne Schwingungen (im Text als L0
bezeichnet), das Optimum bzgl. Jν (Gleichung (5.23)) und das Opti-
mum bzgl. JISE (auch mit Schwingungen, im Text als L1 bezeichnet).
Analysiert durch Simulationen mit Schrittweite 0,01 für λ und 0,02 für
.
νy = 1. Deshalb ist nur genau eine davon Pareto-optimal, nämlich die mit der kleinsten
quadratischen Regelﬂäche JISE. Diese Lösung ist in Abbildung 5.10 jeweils mit einem
nach unten zeigenden Dreieck () markiert.
Alle Bereiche mit stark schwingenden, sehr langsamen oder sogar instabilen Sprung-
antworten sind erwartungsgemäß nicht Pareto-optimal, insbesondere keine Sprungant-
worten instabiler Regelkreise.
Das „Band“ Pareto-optimaler Lösungen entsteht dadurch, dass die Simulationen nur
für endlich viele, also diskrete Werte von λ und  durchgeführt werden können und
nicht für die unendlich vielen, die dazwischen liegen. Je feiner die Auﬂösung (d. h. je
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mehr Simulationen durchgeführt werden), desto schmaler wird das Band.Wäre es mög-
lich, unendlich viele Simulationen durchzuführen, so würde das „Band“ (zweidimen-
sional ausgedehnt) auf eine Kurve (eindimensional) zusammenschrumpfen. Das ist in
Anhang C.4 genauer erläutert.
Notationen L0 und L1. Da die zwei mit Dreiecken markierten Lösungen im Folgen-
den öfters verwendet werden, wird eine Kurzschreibweise für sie eingeführt. Größen,
die sich auf die „Lösung mit schwingungsfreier Sprungantwort (νy = 1) und dafür mi-
nimaler quadratischer Regelﬂäche“ (nach unten zeigendes Dreieck) beziehen, werden
mit einer hochgestellten Null versehen (z. B. λ0, 0); Größen, die sich auf die „Lösung
mit minimaler quadratischer Regelﬂäche“ (nach oben zeigendes Dreieck) beziehen, mit
einer hochgestellten Eins (z. B. λ1, 1). Die entsprechenden LösungenwerdenmitL0 und
L1 bezeichnet. Die minimale quadratische Regelﬂäche wird entsprechend mit J1ISE be-
zeichnet und die minimale absolute Rückführgrößenänderung (unter Ausschluss von
νy = 0 für λ = 0) mit ν0y . Die Werte Null und Eins beziehen sich auf einen Parameter ψ,
der aus inhaltlichen Gründen erst später deﬁniert wird (in Abschnitt 5.5.1.3).
Produktgütekriterium. In Abschnitt 4.3.2 wurde erwähnt, dass sich das Produktgü-
tekriterium (4.16) JProd = Nsc · JISE bei den Untersuchungen als besonders geeignet
erwiesen hat. Da es bei zeitkontinuierlichen Simulationen nicht ausgewertet werden
kann, wurde es hier durch die semantisch entsprechende (inhaltlich äquivalente) Alter-
native
Jν := JISE · νy (5.23)
ersetzt. In Abbildung 5.10 ist die optimale Lösung nach Jν als Quadrat markiert. Die
praktisch unsinnigen Lösungen mit λ = 0 (die zu νy = 0 und damit Jν = 0 führen wür-
den), wurden hier bei der Optimierung ausgeschlossen. Wie schon in Abschnitt 4.3.2
begründet wurde, ist dieses Optimum immer auch Pareto-optimal. Es fällt auf, dass das
Optimum nach Jν , unabhängig von η, deutlich näher an L0 als an L1 liegt, obwohl das
Produkt Jν keine Gewichtung der beiden Teilgütekriterien vornimmt. Das wird nach-
folgend erklärt.
Tabelle 5.3 zeigt die Werte der Gütekriterien νy und JISE für ausgewählte Lösungen
normiert durch Division durch das jeweilige Optimum (J1ISE bzw. ν
0
y ). Demnach benö-
tigt man zum Erreichen der optimalen Regelgüte (L1) etwa 67–81% mehr Nachrichten,
als man im energieefﬁzientesten FallL0 bräuchte, während die quadratische Regelﬂäche
im energieefﬁzientesten Fall nur 17-23% schlechter als bei der alleinigen Optimierung
der Regelgüte (L1) ist. Dass die genannten Werte von η abhängen, liegt an dem von η
abhängigen Regelgrößenverlauf, der später in verschiedenen Abbildungen gezeigt wird
(siehe Abbildungen 5.13 und C.9).
Tabelle 5.3.: Gütekriterien bei den Lösungen L0, L1 und „minmales Jν“.














0,1 123% 100% 116% 103% 100% 167%
0,3 120% 100% 116% 102% 100% 175%
0,5 119% 100% 115% 102% 100% 175%
1,0 117% 100% 115% 101% 100% 181%
Das bedeutet praktisch, dass man durch die Wahl einer Einstellung mit geringen
Schwingungen erhebliche Energie-Einsparungen erzielen kann (verglichen zur Einstel-
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lung L1, welche zu relativ starken Schwingungen führt), während der Anstieg der qua-
dratischen Regelﬂäche prozentual dabei deutlich geringer ist. Das legt nahe, dass es bei
Send-on-Delta-Abtastung sinnvoll ist, eine Einstellung mit geringen Schwingungen zu
wählen, weil die „Gewinne“ in der Energieefﬁzienz deutlich größer sind als die „Verlus-
te“ in der Regelgüte. Genau das sagt das Produktgütekriterium Jν aus, da es gewisser-
maßen prozentuale Verbesserungen bewertet (siehe Abschnitt 4.3.2). Die Ausnahme ist
natürlich, wenn trotz Send-on-Delta-Abtastung die optimale Regelgüte erreicht werden
soll.
Folgerung 5.6 (Reglereinstellung bei Send-on-Delta-Abtastung)
Sofern nicht die Anforderung besteht, trotz Send-on-Delta-Abtastung die bestmögli-
che Regelgüte zu erzielen, sollte man bei Send-on-Delta-Abtastung eine Pareto-opti-
male Reglereinstellung wählen, die zu wenig schwingenden Sprungantworten führt,
weil – im Rahmen der Pareto-optimalen Lösungen – die relativen Unterschiede in der
Regelgüte deutlich geringer als in der Energiefﬁzienz (bzw. absoluten Rückführgrö-
ßenänderung) sind.
Beispielsprungantworten werden später gezeigt (Abbildungen 5.13 und C.9). Die Ein-
schränkung „imRahmen der Pareto-optimalen Lösungen“ ist hier angegeben, weil stark
schwingende oder instabile Regelkreise (die nicht Pareto-optimal sind) extrem große Re-
gelﬂächen erzeugen können und die Unterschiede in der Regelgüte dann nicht mehr
deutlich kleiner sind als die Unterschiede in der Energieefﬁzienz.
In Regelkreisenmit periodischer Abtastung ist die Nachrichtenanzahl unabhängig vom
Überschwingen. Deshalb sollte dort, sofern die Überschwingweite nicht aus anwen-
dungsspeziﬁschen Gründen eine Rolle spielt, nur die Regelgüte optimiert werden, d. h.
L1 verwendet werden. Also sind die optimalen Einstellungen bei Send-on-Delta-Abtas-
tung und periodischer Abtastung signiﬁkant unterschiedlich.
Folgerung 5.7 (Optimierung von Regelkreisen bei verschiedenen Abtastarten)
PID-Regelkreise mit periodischer Abtastung und Send-on-Delta-Abtastung soll-
ten unterschiedlich eingestellt werden. Während bei äquidistanter Abtastung die
Optimierung der Regelgüte ausreicht (sofern keine anwendungsspeziﬁschen Ein-
schränkungen gelten), sollte man bei Send-on-Delta-Abtastung zur Verminderung
der Nachrichtenanzahl eine weniger schwingende Sprungantwort anstreben. Das
deckt sich auch mit Folgerung 5.3. Damit ist Hypothese 3 erfüllt.
Andere Regelgütekriterien. In Bezug auf die Bewertung der Lösungen durch Regel-
gütekriterien sei erwähnt, dass sich die Bewertung der Lösungen durch die verschie-
denen Regelgütekriterien (quadratische Regelﬂäche, absolute Regelﬂäche, Ausregelzeit
usw., siehe Abschnitt 4.2.2) qualitativ nur relativ gering unterscheiden, d. h. sowohl Ab-
bildung 5.9(a) als auch die Lage der davon abgeleiteten Pareto-optimalen Lösungen sind
qualitativ ähnlich. In Anhang C.5 wird dies am Beispiel der absoluten Regelﬂäche ge-
zeigt. Auch alle nachfolgenden Schritte lassen sich auf die anderen Regelgütekriterien
übertragen.
Wie bereits in Abschnitt 5.4.2 erwähnt wurde, ist die Normierung (5.16) schon häuﬁg
verwendet worden. Die vielen in [O’D06] angegebenen Einstellregeln decken in etwa
den Bereich der Pareto-optimalen Lösungen in Abbildung 5.10 ab, wobei die Unter-
schiede einerseits mit dem jeweils zu optimierenden Gütekriterium, andererseits mit
dem unterschiedlichen Umgang mit der Abhängigkeit der optimalen Einstellung vom
Schwierigkeitsgrad η begründet werden können.
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5.5.1.3. Empirische Einstellregel
Es wäre möglich, die Pareto-optimalen Lösungen für jedes η in einer „Lookup-Tabelle“
zu sammeln und beim computergestützten Reglerentwurf zu nutzen. Wie schon in Ab-
schnitt 4.3.1 erläutert wurde, liefert dieses Vorgehen aber mehr als eine „optimale“ Lö-
sung, also keine eindeutige Einstellregel. In der Praxis sind dagegen einfache „Faustre-
geln“ sehr beliebt [O’D06,GGS01], die unmittelbar einen eindeutigen Satz von Reglerpa-
rametern liefern, und keine Menge. Deshalb wird im Folgenden eine solche empirische
Regel formuliert.
Wie schon zuvor erläutert wurde, bilden die (relevanten) Pareto-optimalen Lösun-
gen ein „zusammenhängendes Band“ (genau genommen eine Kurve, siehe Anhang C.4)
zwischen den LösungenL0 undL1. Für praktische Zwecke ist es sinnvoll, dieses „Band“
bzw. diese Kurve durch eine Strecke (eine gerade Linie im geometrischen Sinne) zwi-
schen L0 und L1 zu approximieren. Dazu wird ein „Design-Parameter“ ψ mit 0 ≤ ψ ≤ 1
eingeführt, welcher die stufenlose Reglereinstellung zwischen minimaler „Nachrichten-
anzahl“ (ψ = 0, Lösung L0) und höchstmöglicher Regelgüte (ψ = 1, Lösung L1) erlaubt.















Ob bzw. dass die lineare Approximation (5.24) trotz dieser „Reduzierung“ des Be-
reichs Pareto-optimalen Lösungen auf eine Gerade praktisch sinnvoll ist, wird im Rest
dieser Arbeit (v. a. in den Kapiteln 6 und 7) detailliert untersucht.
Für die vier Fälle η = 0, 1, η = 0, 3, η = 0, 5 und η = 1, 0 sind die Werte der Koefﬁ-
zienten λ0, λ1, 0 und 1 aus Abbildung 5.10 ablesbar. Da aber auch andere Werte von
η vorkommen können, sind die Werte der Koefﬁzienten in Abhängigkeit von η in Ab-
bildung 5.11 dargestellt. Diese Graﬁken entstanden durch (automatisierte) Auswertung
von 1.000.000 Simulationen (100 η × 100 λ × 100 ).
Mit steigendem η nimmt der optimaleWert von  zu, also gemäß (5.16b) auch der opti-
maleWert von TI . Dassmit zunehmendem η der optimaleWert des „normierten Propor-
tionalbeiwerts“ λ ansteigt, könnte intuitiv den Eindruck erwecken, dass bei steigendem
η auch der ProportionalbeiwertKm ansteigt. Das ist nicht der Fall, da die Division durch
η in (5.16a) einen erheblich größeren, entgegengesetzt wirkenden Einﬂuss hat. Dass die
optimalen Werte von λ und  von η abhängen, liegt daran, dass entsprechend (5.19)
der Einﬂuss von Hoch- und Tiefpassfrequenz relativ zum Einﬂuss der Totzeit von η ab-
hängt, somit auch Amplituden- und Phasenfrequenzgang (siehe Anhang C.2) und der
Verlauf der Sprungantwort. Die optimalen Werte von λ und  hängen zusätzlich vom
Führungsgrößenverlauf ab (hier Sprungantwort). Eine analytische Begründung der Ver-
läufe in Abbildung 5.11 ist deshalb gemessen am Nutzen zu komplex.
Die Schwankungen der Verläufe liegen vor allem in der begrenzten Auﬂösung von λ
und  (Schrittweite 0,02 bzw. 0,04) bei der Optimierung begründet.
Da das Ablesen der Koefﬁzienten aus Abbildung 5.11 zur Reglereinstellung unprak-
tisch ist und es sich dort näherungsweise um lineare Funktionen handelt, kann man sie
durch folgende Gleichungen approximieren, deren Koefﬁzienten zugunsten praktischer
11Im mathematischen (geometrischen) Sinn ist die Gleichung gleichbedeutend mit der Komponenten-
schreibweise einer vektoriellen Zweipunktegleichung mit dem Parameter ψ.
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0() (opt. JISE ohne Schwingungen)
(a) λopt(η)
















0() (opt. JISE ohne Schwingungen)
(b) opt(η)
Abbildung 5.11.: Optimale Werte von λ und  als Funktion von η bei verschiedenen Op-
timierungszielen. Ermittelt durch Auswertung von simulierten Ein-
heitssprüngen im Intervall 0 ≤ t ≤ 20 s, quasikontinuierlich: Abtastpe-
riode Ta = 0, 01 s. τ = 1 s (für Auswertung von λopt(η)) bzw. Tm = 1 s
(für Auswertung von opt(η)) – für η > 0, 1 sind die Kurven für τ = 1 s
und Tm = 1 s praktisch identisch, für kleinere η gibt es Abweichungen
aus numerischen Gründen, da entweder τ  Ta oder Tm  Ta nicht
erfüllt ist.
Handhabbarkeit auf eine Stelle nach dem Komma gerundet wurden:
λ0(η) ≈ 0, 4 + 0, 2 · η (5.25a)
λ1(η) ≈ 0, 7 + 0, 4 · η (5.25b)
0(η) ≈ 1, 1 + 0, 3 · η (5.25c)
1(η) ≈ 1, 4 + 0, 5 · η (5.25d)
Eine vergleichbare Untersuchung wurde bis η = 10 (dafür mit gröberer Auﬂösung)
durchgeführt (Abbildung 5.12), welche die Linearität und die Werte aus (5.25) recht gut
bestätigt. Die geringen Abweichungen der dort optimalen Koefﬁzienten zu berücksich-
tigen, ist praktisch nicht sinnvoll, da Regelstrecken mit η > 2 praktisch recht selten
sind, insbesondere im Referenzbeispiel gar nicht auftreten. Für große η entfernt sich das
Optimum bezüglich Jν deutlicher von L0, was in Anhang C.6.2 im Rahmen der Unter-
suchung reiner Totzeitstrecken genauer betrachtet wird.
Fasst man (5.16), (5.24) und (5.25) zusammen, so erhält man die Einstellregel
KP = (ψ · (0, 7 + 0, 4 · η) + (1− ψ) · (0, 4 + 0, 2 · η)) · 1
Km · η (5.26a)
TI = (ψ · (1, 4 + 0, 5 · η) + (1− ψ) · (1, 1 + 0, 3 · η)) · Tm. (5.26b)
Ausmultipliziert ergibt sich
KP = (0, 4 + 0, 3 · ψ + 0, 2 · η + 0, 2 · η · ψ) · 1
Km · η (5.27a)
TI = (1, 1 + 0, 3 · ψ + 0, 3 · η + 0, 2 · η · ψ) · Tm. (5.27b)
Abbildung 5.13 zeigt als Demonstrationsbeispiele die Sprungantworten, die sich für
verschiedene ψ und η unter Verwendung von (5.27) ergeben. Dass der Kurvenverlauf
trotz gleichem ψ von η abhängt, liegt an dem oben schon diskutierten Einﬂuss von η auf
die Übertragungsfunktion (5.19) und wird in Abschnitt 5.7 anhand des Stellgrößenver-
laufs verständlicher.
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0() (opt. JISE ohne Schwingungen)
(a) λopt(η)

















0() (opt. JISE ohne Schwingungen)
(b) opt(η)
Abbildung 5.12.: Optimale Werte von λ und  als Funktion von η bei verschiedenen Op-
timierungszielen. Ermittelt durch Auswertung von simulierten Ein-
heitssprüngen im Intervall 0 ≤ t ≤ 100 s, Tm = 1 s, quasikontinu-
ierlich: Abtastperiode 0,04 s.

















yp(t) bei minimalem J
(a) η = 0, 1 (b)
η =
1
Abbildung 5.13.: Sprungantworten für verschiedene ψ und η mit (5.27). Die anderen Re-
gelstreckenparameter sind in allen Fällen τ = 1 s und Km = 1. Auch
die Sprungantworten bei minimalem Jν sind mit angegeben. Dafür
lässt sich kein ψ angeben, weil dieses Optimum i.A. nicht exakt auf
der Geraden (5.27) liegt.
Dass es Abweichungen zwischen der Näherung (5.24) mit (5.25) und der wahren Pa-
retofront (Menge der Pareto-optimalen Lösungen) gibt, ist offensichtlich, zumal die li-
neare Approximation nur eine Strecke und keine Fläche abdeckt. Für die praktische
Reglereinstellung für reale Regelungsaufgaben – bei denen Störungen wirken, die Stre-
ckenordnung abweicht (d. h. das P-T1-Tt-Modell nur eine Approximation einer kom-
plexeren Regelstrecke ist, siehe Abschnitt 6.1), die Streckenparameter unbekannt oder
zeitveränderlich sind und Stellgrößenbegrenzungen wirken – sind derartige Faustre-
geln aber ausreichend, denn eine exakte Optimierung ist dann ohnehin praktisch un-
möglich, zumal der Regelkreis dann nicht zeitkontinuierlich, sondern ereignisbasiert
arbeitet (Send-on-Delta-Abtastung) und damit einer gewissen „schwachen Kausalität“
(siehe Abschnitt 2.5.4) unterliegt. Die genannten Einﬂüsse werden in Kapitel 6 und 7
genauer analysiert.
Aus denselben Gründen ist auch eine (besonders wegen der Totzeit) sehr aufwendige
analytische Berechnung der optimalen Reglerparameter nicht praxistauglich.
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Folgerung 5.8 (Empirische Einstellregel für P-T1-Tt-Regelstrecken)
Wenn zur Regelung einer Regelstrecke vom Typ P-T1-Tt ein PI(D)-Regler verwendet,
die Optimierung einer Sprungantwort auf einen Führungsgrößensprung angestrebt
sowie die Rückführgröße per Send-on-Delta-Abtastung übertragen wird, so sollte
man die Reglerparameter über die Einstellregel (5.26) bzw. (5.27) einstellen, wobei
der Parameter ψ zwischen 0 und 1 frei gewählt werden kann, um zwischen minima-
ler Nachrichtenanzahl (ψ = 0) und höchstmöglicher Regelgüte (ψ = 1) abzuwägen.
Die praktisch unsinnigen Einstellungen mit λ = 0, welche die Nachrichtenrate opti-
mieren würden, ohne eine sinnvolle Regelung zu erlauben, werden dabei vermieden.
Damit sind die Hypothesen 4 und 5 erfüllt.
Die Ergebnisse gelten trotz ausschließlicher Untersuchung von Einheitssprungant-
worten wegen der Annahme linearer Regelstrecken (Annahme 5.1, Superpositionsprin-
zip nach Deﬁnition A.6) für beliebige sprungartige Änderungen der Führungsgröße.
Zudem gelten sie auch für T1-Tt-Regelstrecken, da diese einer P-T1-Tt-Regelstrecke mit
Km = 1 entsprechen.
Da der Parameter ψ frei wählbar ist, ist – besonders bei Energy Harvesting (siehe
Anhang B.2.2) – auch denkbar, den Parameter in Abhängigkeit von der gerade zur Ver-
fügung stehenden Energie automatisch anzupassen (vgl. [MW14]). Das ist nicht Gegen-
stand dieser Arbeit.
5.5.1.4. Einstellregel nach Beschi et al.
International entwickelte auch die Gruppe um Beschi et al. unabhängig und zeit-
gleich eine von der Zielstellung her vergleichbare Einstellregel für PI-Regler und P-
T1-Tt-Regelstrecken bei „symmetrischer“ (idealer) Send-on-Delta-Abtastung [BDSV12c,
BDSV14]. Das Ziel ihrer Einstellregel ist ausschließlich die Minimierung der Ausregel-
zeit der Sprungantwort, daher gibt es keinen Gewichtungsfaktor zwischen Regelgüte
und Energieefﬁzienz wie ψ. Da sie einen anderen mathematischen Ansatz verfolgen,
lässt sich ihre Regel nicht sofort mit (5.26) vergleichen. Man kann ihre Regel aber durch
einfache mathematische Operationen so umformen, dass sie in Einstellvorschriften für
λ und  resultieren, welche dann






K1(η) = c0 + c1 · η−1 + c2 · η−2 + c3 · η−3 + c4 · η−4 (5.29a)
K2(η) = d0 + d1 · η−1 + d2 · η−2 + d3 · η−3 + d4 · η−4, (5.29b)
lauten. Die Koefﬁzienten dieser Polynome wurden von Beschi et al. durch Regressi-
on12 gefunden und in den genannten Publikationen veröffentlicht, sie werden deshalb
hier nicht wiederholt. In [BDSV14] haben sie unterschiedliche Koefﬁzienten-Sätze für
Send-on-Delta-Abtastung der Rückführ- und Reglerausgangsgröße, für Sprünge der
Führungs- und Störgröße, sowie für η ≤ 1, 5 und η > 1, 5 angegeben, d. h. insgesamt
8 Sätze von Koefﬁzienten. Am besten vergleichbar zur Einstellregel (5.26) sind die zwei
Koefﬁzienten-Sätze für Send-on-Delta-Abtastung der Rückführgröße bei einem Sprung
12laut [BDSV12c,BDSV14] „Interpolation“, vermutlich ist aber „Regression“ gemeint
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Abbildung 5.14.: Koefﬁzienten λ(η) und (η), berechnet nach der Einstellregel von Be-
schi et al. in [BDSV12c].
der Führungsgröße. Abbildung 5.14 zeigt λ und  für diesen Fall gemäß ihrer Einstell-
regel.
Ein Vergleich mit Abbildung 5.11 zeigt, dass die Parameter für η > 0, 1 recht ähn-
lich zu denen der empirischen Einstellregel (5.26) für niedrige ψ sind, allerdings ist die
Nachstellzeit kleiner, was zu etwas stärkeren Schwingungen führt. In der Tat resultiert
das Minimieren der Ausregelzeit in schnellen Sprungantworten ohne starke Schwin-
gungen, genau wie es bei geringem ψ von der empirischen Einstellregel erzielt wird.
Die großen Abweichungen bezüglich λ für η < 0, 1 sind sicher der Tatsache geschuldet,
dass Beschi et al. nicht die Normierung (5.16) verwendeten und diese Abweichungen
bei der Regressionsanalyse dadurch kaum „bestraft“ wurden.
Der wichtigste Vorteil der Einstellregel (5.26) gegenüber der Regel von Beschi et al. ist
die Existenz des Parameters ψ, durch welchen das Regelkreisverhalten deutlich ﬂexibler
einstellbar ist. Zudem zielen die Arbeiten von Beschi et al. vorwiegend auf theoretische,
formale Betrachtungen der idealen Send-on-Delta-Abtastung, während das Ziel der vor-
liegenden Arbeit in der Einbeziehung vielfältiger praktischer Randbedingungen liegt,
die von Beschi et al. nicht näher untersucht wurden.
5.5.2. Optimierung der Reglerparameter für andere Regelstreckentypen
In Abschnitt 5.5.1 wurden ausschließlich P-T1-Tt-Regelstrecken betrachtet. Aus den Er-
gebnissen lassen sich aber auch Aussagen über zahlreiche weitere Regelstreckentypen
ableiten, nämlich für totzeitfreie Regelstrecken (P-, T1- und P-T1-Regelstrecken), Totzeit-
strecken (Tt- und P-Tt-Regelstrecken) und integrierende Regelstrecken (Regelstrecken
„ohne Ausgleich“, z. B. I-T1-Tt-Strecken). Da P-T1-Tt-Regelstrecken einerseits am kom-
plexesten sind und zudem für die Referenzanwendung „Raumtemperaturregelung“ am
interessantesten, sind die Analysen zu den genannten anderen Regelstreckentypen in
Anhang C.6 dargestellt.
5.6. Optimierung der Störungsausregelung
Neben dem Ausregeln von Führungsgrößenänderungen, welches zuvor untersucht
wurde, besteht in Regelkreisen noch das Ziel, Störungen auszuregeln. Das ist Gegen-
stand dieses Abschnitts. Zusätzlich gibt es noch den „stationären Zustand“, d. h. den
Fall, dass Regel- und Stellgröße konstant sind (siehe Deﬁnition 2.13). Dieser Fall tritt
zwischen Änderungen von Führungs- und Störgröße auf, also nach Beendigung des
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jeweiligen Ausregelvorgangs. Wie in Abschnitt 2.5.4 beschrieben wurde, ist dieser Fall
für die Reglereinstellung bei Send-on-Delta-Abtastung wichtig, weil die Frequenz von
Pendelungen von der Reglereinstellung abhängt. Das Ziel besteht dann primär dar-
in, hochfrequente Pendelungen und damit unnötige Nachrichten zu vermeiden. Das
wurde in mehreren Publikationen thematisiert (z. B. [PVK10, BVDS11]). Da derartige
Pendelungen bei den zeitkontinuierlichen Untersuchungen dieses Kapitels jedoch nicht
auftreten können, wird dieses Thema erst in Kapitel 7 betrachtet.
Grundsätzliches zur Ausregelung von Störungen. Es wurde schon am Anfang von
Abschnitt 5.5 erwähnt, dass die optimalen Reglerparameter vom konkreten Verlauf der
Führungsgröße abhängen. Analog dazu hängen die optimalen Reglerparameter auch
vom Verlauf der Störgröße ab. Das liegt daran, dass sowohl der PI(D)-Regler (2.7) als
auch Gütekriterienwie die quadratische Regelﬂäche (4.5) nicht direkt mit der Führungs-
größe r(t), sondern mit der Regeldifferenz ec(t) arbeiten, die über
ec(t) = r(t)− yc(t) = r(t)− ym(t) = r(t)− yp(t)− d(t) (5.30)
gleichartig linear von der Führungs- und Störgröße abhängt (nurmit umgekehrtemVor-
zeichen). Das zweite Gleichheitszeichen in (5.30) folgt aus Annahme 5.5.
Während für die Untersuchung des Führungsverhaltens die Beschränkung der Unter-
suchungen auf Sprungantworten sowohl aus praktischen als auch theoretischen Grün-
den naheliegend war, variiert der Verlauf von Störgrößen von Anwendung zu Anwen-
dung erheblich. Deshalb sind auch die optimalen Werte der Reglerparameter von der
konkreten Anwendung abhängig, wenn es um die Ausregelung der Störungen geht.
Ändert sich der Störgrößenverlauf von Zeit zu Zeit bzw. durch die (ggf. gleichzeiti-
ge) Wirkung verschiedenartiger Störeinﬂüsse, wäre für optimale Regelungsergebnisse
sogar das Anpassen der Reglerparameter notwendig. Eine solche Vorgehensweise ist
allerdings in der Praxis nicht üblich, auch weil der zukünftige Störgrößenverlauf üb-
licherweise nicht bekannt ist. Eine Alternative bietet die modellbasierte prädiktive Re-
gelung (MPR, siehe Anhang B.1.2), welche den optimalen Stellgrößenverlauf für einen
geschätzten zukünftigen Störgrößenverlauf berechnen kann. Allerdings ist die MPR er-
heblich rechenaufwendiger als ein PID-Regler und damit weniger energieefﬁzient, und
sie kann bei einem unbekannten Störgrößenverlauf auch nur bedingt helfen.
Spielt in einer Anwendung das Ausregeln bestimmter, typischer Störungen eine
große Rolle, so wird empfohlen, die optimalen Reglerparameter, ausgehend von den
Einstellregeln dieser Arbeit, für den jeweiligen Einsatzzweck separat zu untersuchen.
Die Vorgehensweise kann dabei aus Abschnitt 5.5 und den Abschnitten davor über-
nommen werden. Im Folgenden werden nur bestimmte, besonders wichtige oder nahe-
liegende Störgrößenverläufe diskutiert.
Sprungartige Störgrößenänderungen. Ein in theoretischen Arbeiten üblicher Ansatz
ist, Sprünge der Störgröße zu untersuchen. Das ist in gleicher Art und Weise möglich,
wie es zuvor in Abschnitt 5.5 für Sprünge der Führungsgröße gezeigt wurde. Wegen
der im Zusammenhang mit (5.30) genannten Gleichartigkeit des Verhaltens von Regel-
kreisen bei gleichartigen Verläufen von Führungs- und Stellgrößenverläufen führt diese
Vorgehensweise zu denselben Einstellregeln. Als Beispiel zeigt Abbildung 5.15 eine Si-
mulation, bei der erst (bei t = 1 s) eine sprungartige Führungsgrößenänderung und
später (bei t = 10 s) eine sprungartige Störgrößenänderung auftritt. Der Verlauf der Re-
gelgröße ist offensichtlich identisch, also auch alle davon abgeleiteten Gütekriterien.
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Abbildung 5.15.: Beispielsimulation, die zeigt, dass Führungs- und Störverhalten bei
sprungartigen Änderungen von Führungs- und Störgröße gleich sind.
Verwendete Parameter: Km = 1, Tm = 1 s, τ = 0, 5 s, ψ = 0, 5.
Folgerung 5.9 (Reglereinstellung bei sprungartigen Störgrößenverläufen)
Bei sprungartigen Änderungen der Störgröße oder stückweise konstanten Störgrö-
ßenverläufen – sofern zwischen zwei Störgrößenänderungen der stationäre Zustand
erreicht wird – liefern die Einstellregeln (5.26) und (C.56) die optimalen Reglerpara-
meter.
Einstellregeln für sprungartige Störgrößenänderungen sind in der Literatur zahlreich
zu ﬁnden [O’D06], allerdings nehmen viele Autoren an, dass die Störung nicht am Re-
gelstreckenausgang (Annahme 2.2), sondern am Regelstreckeneingang (also am Aktor,
additiv zur Stellgröße) wirken. Die Regelgröße ändert sich dann auf Sprünge der Stör-
größe – analog zu Sprungantworten der Stellgröße – nur „zeitlich verzögert“ bzw. „ge-
glättet“. Deshalb unterscheiden sich in diesen Literaturquellen die Einstellregeln für
das Störverhalten von denen für das Führungsverhalten. Ein Beispiel sind die in Ab-
schnitt 5.5.1.4 beschriebenen Einstellregeln von Beschi et al. für Send-on-Delta-Abtas-
tung.
Für das Referenzbeispiel „Raumtemperaturregelung“ und die meisten anderen An-
wendungen sind beide Annahmen (Sprünge an Regelstreckenein- und -ausgang) glei-
chermaßen unrealistisch. Sprungartige Störungsursachen treten zwar bei der Raumtem-
peraturregelung durchaus auf (z. B. durch An- oder Abschalten von zusätzlichen Wär-
mequellen, Betreten oder Verlassen des Raums durch (Wärme abgebende) Personen,
plötzliche Sonneneinstrahlung usw.), aber diese Ursachen wirken weder am Regelstre-
ckenausgang (dann würden sie eine sprungartige Änderung der Raumtemperatur an
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der Messstelle bewirken) noch am Regelstreckeneingang (Stellventil). In Wirklichkeit
müsste man für jede Störursache eine eigene Übertragungsfunktion ermitteln, die ih-
re Wirkung auf die Regelgröße (Raumtemperatur an der Messstelle) beschreibt, sodass
dann auch für jede Störquelle unterschiedliche Reglerparameter optimal wären. Eine
solche Vorgehensweise ist wegen der Vielfalt möglicher Störquellen und deren Ortsver-
änderlichkeit nicht praxistauglich.
Rauschen. Eine andere Störgrößenform, die oft untersucht wird, ist (meist weißes13)
Rauschen. Rauschende Störgrößen haben im Wesentlichen zwei Ursachen:
1. Messrauschen entsteht durch die Messtechnik selbst, d. h. die eigentliche „physika-
lische“ Regelgröße ym(t) ist gar nicht verrauscht, sondern nur die Rückführgröße
yc(t). Ein solches Rauschen auszuregeln, ist von vornherein nicht sinnvoll, weil
das Ziel der Anwendung die Regelung der „physikalischen“ Regelgröße ym(t) ist,
und nicht die Regelung der Rückführgröße yc(t).
2. Manche Prozesse unterliegen stochastischen physikalischen Phänomenen, sodass
das Rauschen tatsächlich die „physikalische“ Regelgröße betrifft (siehe beispiels-
weise [DHK+10,DHRK12]).
Rauschen wurde auch schon häuﬁg im Zusammenhang mit Send-on-Delta-Abtas-
tung untersucht [BL73,ÅB99,Mis´06a,VK06,VK07c,Vas09,PVK10]. Wird Send-on-Delta-
Abtastung im Kontext einer Regelungsaufgabe verwendet, wird üblicherweise emp-
fohlen, hochfrequente Signalanteile vor der Anwendung der Send-on-Delta-Abtastung
herauszuﬁltern [Årz99, VK06, PGR+10], den Schwellwert Δlc so groß zu wählen, dass
die Amplitude des (geﬁlterten) Rauschens allein nicht ausreicht, um (in kurzen Abstän-
den) ein Ereignis zu generieren [Årz99, VK06, Vas09, PVK10], und das Rauschen beim
weiteren Reglerentwurf zu ignorieren. Andernfalls würde sich durch die hochfrequen-
ten Signalanteile des Rauschens die Nachrichtenanzahl extrem erhöhen, während durch
die Trägheit der Regelstrecke und die stochastische Natur des Rauschens es gar nicht
möglich ist, dieses Rauschen nennenswert „auszuregeln“.
Sinusförmige Störungen. Sinusförmige Störungsverläufe sind in der Literatur kaum
zu ﬁnden, entsprechen aber näherungsweise den Störgrößenverläufen, die im Referenz-
beispiel „Raumtemperaturregelung“ auftreten. Das liegt daran, dass die Störgröße d(t)
identisch zur Regelgröße ym(t) bei up(t) ≡ 0 ist (da aus up(t) ≡ 0 yp(t) ≡ 0 folgt und
ym(t) = yp(t)+d(t)) und die Erfahrung zeigt, dass die Raumtemperatur bei abgeschalte-
ter Heizung (up(t) ≡ 0) im Tagesverlauf durch den Einﬂuss von Außentemperatur und
Sonneneinstrahlung zumindest näherungsweise sinusförmig verläuft [RSS98, BHR11].
In der Praxis wird diese „Sinuskurve“ durch andere Störquellen sowie jahreszeit- und
wetterbedingte Einﬂüsse überlagert. In Abschnitt 7.3 werden Untersuchungen mit rea-
len gemessenen Temperaturdaten durchgeführt, während in diesem Abschnitt die Ap-
proximation durch eine Sinuskurve






genügen soll. A ist die Amplitude, f die Frequenz und Ts die Periodendauer der Stör-
größe.
13Weißes Rauschen enthält gleichmäßig viel Signalenergie in allen Frequenzbereichen [DIN09].
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Wird eine P-T1-Tt-Regelstrecke zugrunde gelegt, so hängen die die optimalen Regler-
parameter nicht nur von den Regelstreckenparametern Km, Tm, τ und der „Gütekrite-
rien-Gewichtung“ ψ ab, sondern auch von der Frequenz f der sinusförmigen Störung.
Die Amplitude A der Störung spielt dagegen bei linearen Regelkreisen keine Rolle für
die optimalen Reglerparameter. Da Regelkreise mit Send-on-Delta-Abtastung nichtli-
near sind, trifft diese Annahme dort nicht zu (siehe Abschnitt 7.2.5), aber in diesem
Abschnitt wird vereinfachend ein linearer Regelkreis angenommen.
Die Führungsgröße wird mit r(t) ≡ 0 angenommen. Das bedeutet, dass ein idealer
Regler die Regelgröße konstant auf ym(t) ≡ 0 hält, weil das sowohl die quadratische
Regelﬂäche JISE als auch die absolute Rückführgrößenänderung ν minimiert. Das legt
nahe, dass sich hier die optimalen Parameter bezüglich ν und JISE kaum unterscheiden,
was sich in den durchgeführten Simulationsstudien bestätigt hat. Die triviale Lösung
λ = 0 löst dieses Problem nicht, weil sich die Regelgröße ym(t) durch die Störung auch
dann ändert, wenn die Stellgröße konstant null ist.
Abbildung 5.16 zeigt die Gütekriterien JISE und νy am Beispiel η = 0, 5 und Ts/τ =
20. Die kleinen Unterschiede zwischen dem Optimum bezüglich JISE und dem Opti-
mum bezüglich νy ergeben sich daraus, dass die Regelgröße am Anfang der Simulation
abhängig von den Parametern in einem recht „unregelmäßig“ wirkenden Signalverlauf
in eine Sinusschwingung übergeht. Dieser „Übergangsvorgang“ hat je nach Verlauf un-
terschiedlichen Einﬂuss auf JISE und νy.
(a) JISE in s (b) νy
Abbildung 5.16.: Gütekriterien JISE und νy bei der Simulation eines Regelkreises mit ei-
ner sinusförmigen Störgröße (5.31) und einer P-T1-Tt-Regelstrecke mit
η = 0, 5 und Ts/τ = 20. Wegen der schlechten Erkennbarkeit mancher
Zahlenwerte auf den Konturlinien sind die Werte auch als Graustufen
dargestellt. Die anderen Parameter sind Km = 1, Tm = 1 s, τ = 0, 5 s,
A = 1, Ts = 10 s, simulierte Zeitspanne: 100 s.
Während „konservative“ Reglerparameter (größere Nachstellzeit, kleinerer Propor-
tionalbeiwert, dadurch geringere „Regleraktivität“, in den Bildern links oben) dafür
sorgen, dass sich die Regelgröße der Störgröße mangels Regleraktivität ziemlich genau
folgt, sind „aggressive“ Einstellungen mit großem Proportionalbeiwert und/oder klei-
ner Nachstellzeit (in den Bildern rechter und unterer Rand) instabil. Das Optimum liegt
dazwischen. Als besonders kritisch ist zu bewerten, dass das Optimum dicht an der
Grenze zu instabilen Einstellungen liegt, da dort die Schwingung der Störung durch
„Resonanz“ des Regelkreises ziemlich genau kompensiert wird – diese „Resonanz“ ist
typisch für die Grenze zur Instabilität.
Vergleicht man Abbildung 5.16 mit Abbildung 5.10(c) oder Abbildung 5.9, so könnte
man schlussfolgern, dass man zum Ausregeln sinusförmiger Störungen „aggressivere“
(weniger „konservative“) Einstellungen wählen sollte als Einstellregel (5.26) vorschlägt.
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Ähnliche Ergebnisse erhält man auch für andere η und Ts/τ , sofern die Störfrequenz f
klein genug ist, dass durch geeignete Reglerparametrierung eine „Resonanz“ erzeugt
werden kann. Die Nähe zu instabilen Lösungen bedeutet jedoch, dass schon kleine Ab-
weichungen der Regelstreckenparameter dafür sorgen können, dass der Regelkreis in-
stabil wird. Deshalb sollte man eine derartige Reglereinstellung unbedingt vermeiden,
selbst wenn sie theoretisch „optimal“ ist.
Auf eine genauere Analyse wird an dieser Stelle verzichtet, weil sich im Rahmen der
Evaluierung (Abschnitt 7.2.5) zeigen wird, dass die Empfehlung einer „aggressiven“
Reglereinstellung insbesondere dann falsch ist, wenn tatsächlich Send-on-Delta-Abtas-
tung eingesetzt wird. Der Grund liegt darin, dass „aggressivere“ Einstellungen Pende-
lungen höherer Frequenz hervorrufen – welche durch die zeitkontinuierlichen Simula-
tionen (Approximation der Nachrichtenanzahl Nsc durch νy) nicht abgebildet werden
können – und dadurch die Nachrichtenrate stark erhöht wird. Der Grund, diesen Ab-
schnitt hier trotzdem darzustellen, ist das besonders deutliche Aufzeigen von Grenzen
der Approximation einesmit Send-on-Delta-Abtastung abgetasteten Regelkreises durch
einen zeitkontinuierlichen Regelkreis.
Kombination von Führungs- und Störverhalten. Eswurde nun gezeigt, dass die opti-
malen Reglerparameter vom konkreten Verlauf der Störgröße abhängen und sich damit
im Allgemeinen auch von den Vorgaben durch die Einstellregeln aus Abschnitt 5.5 un-
terscheiden. Es stellt sich nun die Frage, wie man mit Regelkreisen umgeht, in denen
sowohl Führungsgrößenänderungen als auch Störgrößenänderungen vorkommen.
Ist der (typische) Verlauf von Störungen bekannt, sollte man diesen bei der Reglerein-
stellung berücksichtigen. Eine Möglichkeit dafür ist das Umschalten zwischen verschie-
denen Parametersätzen. Da Führungsgrößenänderungen dem Regler üblicherweise be-
kannt sind, weil er r(t) zur Berechnung der Regeldifferenz e(t) verwendet, kann er bei
(sprungartigen) Führungsgrößensprüngen sofort auf die Parameter entsprechend der
Einstellregeln aus Abschnitt 5.5 umschalten. Ist der Sprung ausgeregelt (erkennbar z. B.
daran, dass die Regeldifferenz seit einem gewissen Mindestzeitraum nicht mehr über
einem Grenzwert lag) kann er auf die optimalen Parameter für die „Störungsausrege-
lung“ bzw. den „stationären Zustand“ umschalten (siehe Abschnitt 7.2.5).
In vielen Fällen ist das Umschalten der Reglerparameter im laufenden Betrieb entwe-
der nicht möglich oder nicht erwünscht. Eine Alternative, um zwischen Führungs- und
Störverhalten zu unterscheiden, ist eine Zwei-Freiheitsgrade-Regelung (bzw. „Gewich-
tung“ der Führungsgröße), die schon in Abschnitt 2.5 mit Literaturangaben erwähnt
wurde und hier nicht näher erläutert wird.
Ist weder eine Parameterumschaltung noch eine Zwei-Freiheitsgrade-Regelung mög-
lich, so muss man Reglerparameter wählen, die zwischen den für Führungs- und Stör-
verhalten optimalen Parametersätzen liegen. Die Abwägung, wie man die beiden Pa-
rametersätze gewichtet, hängt vom Anwendungsfall ab, d. h. von der Häuﬁgkeit und
Relevanz von Störungen in Relation zu Führungsgrößenwechseln. Da Reglereinstel-
lungen, die instabile Regelkreise erzeugen, unabhängig vom Optimierungsziel die Ei-
genschaften haben, dass entweder KP größer als das Optimum oder TI kleiner als das
Optimum ist, kann man ohne die Gefahr eines instabilen Regelkreises linear zwischen
zwei stabilen Einstellungen interpolieren. Das wird intuitiv klar, wenn man sich zwei
Lösungen in eine Graﬁk wie Abbildung 5.16(a) einträgt und durch eine gerade Strecke
verbindet – sind beide Lösungen im stabilen Bereich, sind grundsätzlich auch alle Lö-
sungen auf der Strecke dazwischen im stabilen Bereich. Auf gleiche Art und Weise kann
man begründen, dass sogar alle Werte, bei denen KP zwischen den beiden KP -Werten
der Lösungen und TI zwischen den beiden TI -Werten liegt, in einem „Rechteck“ von
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stabilen Reglereinstellungen liegen.
Ist der Störgrößenverlauf völlig unbekannt, wird empfohlen, die Einstellregeln aus
Abschnitt 5.5 zu verwenden, möglichst unter Berücksichtigung der Eigenschaften des
„stationären Zustands“, die in Abschnitt 7.2.5 angegeben werden. Dann sind zwar nicht
optimale Regelungsergebnisse zu erwarten, aber auf jeden Fall sinnvolle, und der Regel-
kreis ist stabil.
In Abschnitt 8.1 werden die genannten Vorschläge – gemeinsam mit noch folgenden
– graﬁsch zusammengefasst.
5.7. Einstellung bei Übertragung der Reglerausgangsgröße
und/oder Berücksichtigung des Stellaufwands
In diesem Kapitel wurde mit der am Ende von Abschnitt 5.3 angegebenen Begründung
angenommen, dass die Rückführgröße diejenige Größe ist, derenNachrichtenanzahl (hier
wegen der zeitkontinuierlichen Simulationen durch die absolute Rückführgrößenän-
derung νy approximiert) von Bedeutung ist, d. h., dass diese Größe übertragen wird.
Gemäß Abschnitt 2.2 (Annahme 2.3) besteht aber auch die Möglichkeit, dass die Reg-
lerausgangsgröße die für den Energieverbrauch entscheidende Größe ist (per Send-on-
Delta-Abtastung übertragen wird), oder dass sogar beide Größen relevant sind, weil
die Rückführgröße perSend-on-Delta-Abtastung übertragen wird, aber gleichzeitig der
Stellaufwand (4.2) des Aktors berücksichtigt werden soll, der proportional zu νu ist.
Die Vorgehensweise zur Optimierung der Reglerparameter ist in diesem Fall ähn-
lich zu der Vorgehensweise, die in Abschnitt 5.5 verwendet wurde. Deshalb werden die
entsprechenden Untersuchungen nicht hier, sondern in Anhang C.7 am Beispiel der P-
T1-Tt-Regelstrecke angegeben. Der wesentlichste Unterschied zu Abschnitt 5.5 besteht
darin, dass sich die Regelgüte auf die Regelgröße, die Nachrichtenanzahl aber auf die
Stellgröße (Reglerausgangsgröße) bezieht und somit beide Verläufe mit in die Optimie-
rungsaufgabe einzubeziehen sind.
5.8. Fazit
In diesem Kapitel (und den zugehörigen Anhängen) wurde ein Satz von Einstellregeln
für verschiedene Regelstreckentypen und Randbedingungen hergeleitet. Eine „über-
sichtliche“ Zusammenfassung erfolgt erst in Abschnitt 8.1, da vor der Angabe einer
„Fallunterscheidung“ noch verschiedene Sonderfälle diskutiert werdenmüssen, die Ge-
genstand von Kapitel 6 und 7 sind.
Die Optimierung der Parameter erfolgte in diesem Kapitel nicht mit Send-on-Del-
ta-Abtastung, sondern mit zeitkontinuierlichen (quasikontinuierlichen) Simulationen.
In Kapitel 7 werden die Einstellregeln anhand von Send-on-Delta-Abtastung evaluiert.
Es sei an dieser Stelle erwähnt, dass man die Einstellregeln durch die gewählte Vor-
gehensweise auch dann anwenden kann, wenn ein Regelkreis zeitkontinuierlich oder
periodisch abgetastet arbeitet und aus anwendungsspeziﬁschen Gründen (z. B. Energie-
verbrauch, Ausschussproduktion) die Überschwingweite gering sein sollte. Der Nutzen
der Einstellregel geht also über den Anwendungsfall, für den er entworfen wurde, hin-
aus.
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Bevor in Kapitel 7 die Einstellregeln aus Kapitel 5 anhand von Send-on-Delta-Abtastung
evaluiert werden, werden in diesem Kapitel praktische Probleme beim Einsatz der zu-
vor entwickelten Einstellregeln diskutiert, die vom Abtastverfahren unabhängig sind.
Das erste Problem sind Fehler, die durch die Approximation einer Regelstrecke höherer
Ordnung durch ein P-T1-Tt-Modell entstehen, das zweite die Auswirkung von Stellgrö-
ßenbegrenzungen (Aktorsättigung) und das dritte der Umgang mit unbekannten oder
zeitvarianten (zeitveränderlichen) Regelstrecken-Parametern.
Auch in diesem Kapitel werden, wie in Kapitel 5, zeitkontinuierliche (bzw. in Si-
mulationen quasikontinuierliche) Regelkreise verwendet, damit die in Abschnitt 2.5.4
beschriebene schwache Kausalität der Send-on-Delta-Abtastung die Auswertung der
Analysen nicht unnötig erschwert.
6.1. Approximation von Regelstrecken höherer Ordnung
Wegen der Vielfalt von Regelstrecken höherer Ordnung (N > 1 in (5.3)) wird im Rah-
men der vorliegenden Arbeit auf konkrete Einstellregeln für diese Regelstreckentypen
verzichtet. Trotzdem ist es aus praktischer Sicht wichtig, Regelstrecken höherer Ord-
nung zu diskutieren, denn oft ist ein P-T1-Tt-Modell nur die Approximation eines kom-
plexeren Modells, d. h. eines Modells höherer Ordnung. Bei manchen physikalischen
Prozessen, die sich exakt nur mit partiellen Differentialgleichungen beschreiben lassen,
ist sogar jedes Modell nach (5.3) mit endlichem N prinzipiell ungenau [Dem02]. Trotz-
dem haben sich P-T1-Tt-Modelle bei der Reglereinstellung für viele Anwendungen be-
währt [O’D06].
Es soll nun untersucht werden, wie stark sich die optimalen PI-Regler-Parameter für
eine Regelstrecke höherer Ordnung von denen unterschieden, die von der Einstellre-
gel (5.24) unter Verwendung einer P-T1-Tt-Approximation der Regelstrecke vorgeschla-
gen werden, bzw. von welchen Regelstreckeneigenschaften und Modellierungsdetails
die Unterschiede abhängen. Diese Problematik wird in Arbeiten zur Reglereinstellung
nur selten erwähnt, hat aber durchaus Einﬂuss auf das Regelungsergebnis [SVD11].
Da es im Rahmen der vorliegenden Arbeit nicht möglich ist, die Unterschiede für alle
denkbaren Modellordnungen quantitativ zu untersuchen, werden die prinzipiellen Un-
terschiede im Folgenden am Beispiel einer Regelstrecke zweiter Ordnung mit Totzeit
diskutiert.
Gegeben sei eine P-T2-Tt-Regelstrecke, die, abweichend von (5.3), durch
G2(s) =
Km2
(1 + sT1)(1 + scT1)
e−sτ2 (6.1)
mit 0 ≤ c ≤ 1 beschrieben wird. Diese Darstellungsform (cT1 statt T2) grenzt die Zahl
der abgedeckten Fälle nicht ein, wenn beide Zeitkonstanten reell sind und die größere
der beiden Zeitkonstanten als T1 bezeichnet wird. Der Schwingfall [LW10, S. 119], bei
dem die Zeitkonstanten komplexwertig sind, wird also nicht betrachtet, um die Analyse
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zu vereinfachen. Diese Regelstrecke wird – um bei der Reglereinstellung die Normie-





approximiert. Wenn das P-T1-Tt-Modell nur eine Approximation einer Regelstrecke hö-
herer Ordnung ist, wird τ oft als Verzugs- und Tm als Ausgleichszeit bezeichnet [DIN09,
LW10, RSS98]. Darauf wird hier zugunsten einer einheitlichen Bezeichnung der Para-
meter τ und Tm innerhalb der vorliegenden Arbeit verzichtet.
Um die Parameter des ordnungsreduzierten Modells zu bestimmen, gibt es eine gan-
ze Reihe verschiedener Verfahren [Sko03,LW10,BGW13,Vis06b]. Keines davon ist „per-
fekt“, weil jedes vereinfachte Modell Abweichungen zum Original haben muss und die
„Qualität“ der Approximation davon abhängt, auf welche Weise man die Abweichun-
gen bewertet (siehe unten). Drei der bekanntesten Verfahren zur Approximation einer
P-T2-Tt-Regelstrecke durch eine P-T1-Tt-Modell sind die folgenden:
1. Beim Wendetangentenverfahren wird rechnerisch der Wendepunkt der Einheits-
sprungantwort der P-T2-Tt-Regelstrecke ermittelt, dort „gedanklich eine Tangente
angelegt“ und auf aus dieser vergleichbar mit Abbildung 5.4 die Parameter des
P-T1-Tt-Modells ermittelt [Vis06b,LW10]. Die aus diesem Konzept resultierenden
Umrechnungsgleichungen sind in Anhang B.4 angegeben.
2. Wenn die Parameter der P-T2-Tt-Regelstrecke aus Messdaten des Prozesses (z. B.
einer Sprungantwort oder eines anderen Experiments) ermittelt wurden, können
diese Messdaten auch direkt zur Ermittlung der Parameter des P-T1-Tt-Modells
verwendet werden [Vis06b]. Handelt es sich bei den Messdaten um eine Sprung-
antwort und die Parameter werden graﬁsch ermittelt, entspricht das Ergebnis dem
Wendetangentenverfahren. Ermittelt man die Parameter des P-T1-Tt-Modells da-
gegen mit der weit verbreiteten Methode der kleinsten Fehlerquadrate („MKQ“, siehe
Anhang B.3), welche den durchschnittlichen quadrierten Unterschied zwischen
Messdaten und „Simulationsdaten“ (Ausgang des P-T1-Tt-Modells bei gleichem
Eingangssignal wie in den Messdaten) minimiert (vergleichbar mit der quadrati-
schen Regelﬂäche JISE, nur dass der Fehler e, über den integriert wird, nicht die
Regeldifferenz, sondern der Unterschied zwischen Simulation und Messung ist),
so können die Parameter des P-T1-Tt-Modells deutlich abweichen, wie nachfol-
gend gezeigt wird. Da die Modellordnung nicht exakt zu den Simulationsdaten
passt, hängen die geschätzten Parameter vom Verlauf des Eingangssignals ab. Bei
einer Einheitssprungantwort hängen die Parameterschätzwerte deshalb sogar von
der „Länge“ der Sprungantwort ab, d. h. von der Aufzeichnungsdauer.
3. Eine dritte verbreiteteMöglichkeit zur Approximation einer P-T2-Tt-Strecke durch
ein P-T1-Tt-Modell ist die Vernachlässigung der kleineren Zeitkonstante. Dieser An-
satz beruht auf Überlegungen zum klassischen Reglerentwurf mit dem Bode-
Diagramm (siehe Anhang B.4) bzw. auf der Erfahrung, dass die größere Zeitkon-
stante das Regelkreisverhalten dominierend bestimmt. Die Totzeit lässt sich dann
beispielsweise mit Hilfe des Bode-Diagramms bestimmen (siehe Anhang B.4).
Bei c → 0 geht die P-T2-Tt-Regelstrecke asymptotisch in eine P-T1-Tt-Regelstrecke
über, sodass alle Approximationsverfahren dasselbe Ergebnis liefern (Km = Km2, Tm =
T1, τ = τ2). Die größten Abweichungen sind dagegen für c → 1 zu erwarten. Welch star-
ken Einﬂuss das gewählte Approximationsverfahren auf das Regelungsergebnis hat,
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wird deshalb am „Extrembeispiel“1 c = 1 gezeigt. Die Regelstrecke sei (6.1) mit Km=1,
T1=1 s, c=1 und τ2=0. Es handelt sich damit eigentlich um eine P-T2-Regelstrecke (oh-
ne Totzeit). Mit Totzeit τ2 > 0 würde sich nur die Totzeit τ um τ2 erhöhen, der Rest
bliebe gleich, unabhängig vom Approximationsverfahren. Tabelle 6.1 zeigt die ermittel-
ten Werte aller Parameter nach den verschiedenen zuvor genannten Approximations-
verfahren. Diese weichen wegen des unterschiedlichen Vorgehens bei ihrer Ermittlung
erheblich voneinander ab. Dabei kann man nicht entscheiden, welcher Parametersatz
„am besten“ ist, da das davon abhängt, wie man die Güte der Approximation bewertet.
Die (relativ) größten Unterschiede gibt es beim Schwierigkeitsgrad η – er variiert je nach
Approximation zwischen 0,10 und 0,79.
Tabelle 6.1.: Parameter des approximierten P-T1-Tt-Modells nach verschiedenen Appro-
ximationsverfahren sowie davon abgeleitete Reglerparameter für ψ = 0, 5.
Die „originale“ P-T2-Tt-Regelstrecke (6.1) hat die Parameter Km = 1, T1 =
1 s, c = 1 und τ2 = 0.
Approximationsverfahren Km Tm τ η KP TI
Wendetangentenverfahren 1,00 2,72 s 0,28 s 0,10 5,80 3,51
MKQ (Sprungantw. der Länge 10 s) 1,05 2,21 s 0,33 s 0,15 3,78 2,90
MKQ (Sprungantw. der Länge 80 s) 1,00 1,99 s 0,39 s 0,20 3,05 2,53
Vernachlässigung der kl. Zeitkonst. 1,00 1,00 s 0,79 s 0,79 1,00 1,57
Abbildung 6.1 zeigt die Einheitssprungantworten der P-T2-Regelstrecke und ihrer P-
T1-Tt-Approximationen (bei einem Sprung der Stellgröße, also ohne geschlossenen Re-
gelkreis).
















yp(t) der P-T1-Tt-Approximation bei Wendetangentenverfahren
yp(t) der P-T1-Tt-Approximation bei MKQ (Sprungantw. 10 s)
yp(t) der P-T1-Tt-Approximation bei MKQ (Sprungantw. 80 s)
yp(t) der P-T1-Tt-Approximation bei Vernachl. der kl. Zeitkonstante
Abbildung 6.1.: Einheitssprungantworten der Regelstrecke bei verschiedenen Approxi-
mationen einer P-T2-Tt-Regelstrecke durch ein P-T1-Tt-Modell nach Ta-
belle 6.1.
Der Sprungantwort der P-T2-Regelstrecke am ähnlichsten sind die Sprungantworten
der P-T1-Tt-Approximationen, die mit der MKQ erstellt wurden. Das ist auch plausi-
bel, da die MKQ den mittleren quadratischen Abstand zwischen Originalkurve und
„Simulation“ minimiert. Verwendet man bei der MKQ nur die ersten 10 Sekunden der
Original-Sprungantwort, liegt Km deutlich über 1 (1,05), weil so der Verlauf der Ori-
ginalkurve in diesem Zeitintervall besser approximiert werden kann. Bei allen ande-
1Für schwingende Regelstrecken (mit komplexwertigen Zeitkonstanten) und Regelstrecken von Ordnung
3 und höher können die Unterschiede noch größer sein.
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ren Approximationen liegt Km recht exakt bei 1,00. Beim Wendetangentenverfahren
ist die Sprungantwort der Approximation deutlich „langsamer“ als bei der Original-
regelstrecke, weil die Sprungantwort einer P-T1-Tt-Regelstrecke – bei gleichem Anstieg
an der steilsten Stelle (gleiches Maximum des Betrags der ersten Ableitung) – nicht so
stark „gekrümmt“ ist wie die Sprungantwort einer P-T2-Regelstrecke (das Maximum
der zweiten Ableitung ist betragsmäßig kleiner). Bei der Vernachlässigung der kleine-
ren Zeitkonstante ist die Sprungantwort deutlich „schneller“ (steiler), da nur eine der
beiden (gleichen) Zeitkonstanten T1, die die Original-Sprungantwort „verzögern“, be-
rücksichtigt wird.
Auch die Reglerparameter nach Einstellregel (5.26) sind in Tabelle 6.1 mit angegeben,
wobei in diesem Beispiel ψ = 0, 5 verwendet wurde, um eine „Kompromisslösung“
zwischen optimaler Energieefﬁzienz und optimaler Regelgüte zu erreichen.
Die Einheitssprungantworten des geschlossenen Regelkreises (bei Sprung der Füh-
rungsgröße statt Stellgröße) sind in Abbildung 6.2 dargestellt, wobei für die Simula-
tionen die Original-P-T2-Tt-Regelstrecke in Kombination mit den jeweiligen Reglerpa-
rametern aus Tabelle 6.1 verwendet wurden. Das entspricht dem Praxisfall, da so der
Regler basierend auf einem vereinfachten Modell erstellt wurde, die tatsächlich gere-
gelte Regelstrecke aber komplexer ist.















yp(t) bei Reglereinstellung mit Wendetangentenverfahren
yp(t) bei Reglereinstellung mit MKQ (Sprungantw. 10 s)
yp(t) bei Reglereinstellung mit MKQ (Sprungantw. 80 s)
yp(t) bei Reglereinstellung mit Vernachl. der kl. Zeitkonstante
Abbildung 6.2.: Einheitssprungantworten des Regelkreises mit P-T2-Tt-Regelstrecke,
wobei zur Reglereinstellung die Reglerparameter nach Tabelle 6.1 ver-
wendet wurden.
Die Sprungantworten unterscheiden sich trotz gleicher Regelstrecke und gleichem ψ
erheblich in der „Geschwindigkeit“ des Ausregelvorgangs und der Stärke der Schwin-
gungen. Bei einer Approximation nach dem Wendetangentenverfahren kommt es bei
der Regelung der realen P-T2-Regelstrecke zu den stärksten Schwingungen, während
die Approximation nach dem Bode-Diagramm-Verfahren eine sehr langsame, aber
kaum schwingende Sprungantwort erzeugt. Es fällt auf, dass gerade die Approxima-
tionen, die ein Modell mit „schneller“ Sprungantwort der Regelstrecke und großem
Schwierigkeitsgrad η erzeugen, eine „langsame“ Sprungantwort des Regelkreises er-
zeugen und umgekehrt. Das liegt daran, dass die Einstellregel (5.26) für Regelstrecken
mit großem Schwierigkeitsgrad η kleine Proportionalbeiwerte KP erzeugt, da in (5.26a)
durch η dividiert wird. Deshalb reagiert ein solcher Regler „konservativer“ („langsa-
mer“) auf dieselbe Regelstrecke als ein Regler mit größerem Proportionalbeiwert. Ein
Vergleich mit Abbildung 5.13 (Verläufe für ψ = 0, 5) macht deutlich, dass auch im ge-
schlossenen Regelkreis die Regelstrecken-Approximationen, die mit der MKQ erstellt
wurden, qualitativ die ähnlichsten Verläufe erzielen.
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Folgerung 6.1 (Approximation von Strecken höherer Ordnung)
Ist die reale Regelstrecke nicht vom Typ P-T1-Tt, so kann man sie – um Einstellre-
gel (5.26) anwenden zu können – über verschiedene Verfahren als P-T1-Tt-Regelstre-
cke approximieren. Jedoch kann man je nach Approximationsverfahren sehr unter-
schiedliche Regelstrecken- und damit auch Reglerparameter erhalten, was wieder-
um zu einem deutlich unterschiedlichen Regelkreisverhalten führen kann. Die Rege-
lungsergebnisse werden umso besser, je besser die reale Regelstrecke durch ein P-T1-
Tt-Modell approximiert werden kann, d. h. je deutlicher sich die größte Zeitkonstante
der Regelstrecke von den kleineren unterscheidet (d. h. im Beispiel (6.1) c → 0).
Wegen der genannten Probleme und der Vielfalt von Regelstrecken höherer Ordnung
wird an dieser Stelle auf die Angabe einer Einstellregel für diese Regelstrecken ver-
zichtet. In [HPVK16] ist ein Beispiel für eine P-T2-Tt-Regelstrecke mit c = 1 angege-
ben. Eine genauere Analyse der Abhängigkeit der Gütekriterien von den Abweichun-
gen zwischen realer Regelstrecke und P-T1-Tt-Modell würde den Rahmen dieser Ar-
beit sprengen und könnte Gegenstand einer auf dieser Arbeit aufbauenden Untersu-
chung sein. Als eine mögliche Lösung wird in Abschnitt 6.3 die modellfreie, adaptive
Regelung grob diskutiert. Es ist auch zu erwarten, dass in diesem Fall der D-Anteil des
PID-Reglers hilfreich sein kann, da Regelstrecken höherer Ordnung durch die „Reihen-
schaltung mehrerer Verzögerungsglieder“ zu stärkeren Schwingungen des geschlosse-
nen Kreises führen, denen der D-Anteil besser entgegenwirken kann, beispielsweise
durch die Kompensation von zwei Zeitkonstanten [LW10].
6.2. Stellgrößenbeschränkung (Aktorsättigung)
Bei der Entwicklung der Einstellregeln in Kapitel 5 wurde von einer Regelstrecke ohne
Stellgrößenbeschränkungen (umin ≤ u ≤ umax, siehe Deﬁnition A.4) ausgegangen. Bei
vielen praktischen Regelungsaufgaben, auch bei der Raumtemperaturregelung, ﬁndet
man diese idealisierten Bedingungen jedoch nicht vor. Stellgrößenbegrenzungen sind
eine typische Randbedingung von realen Regelkreisen. Beispielsweise werdenHeizven-
tile in der Praxis oft bis zum Anschlag geöffnet oder geschlossen, damit der Regelungs-
vorgang schnellstmöglich erfolgen kann. Da bei realer Send-on-Delta-Abtastung durch
schnelle SprungantwortenNachrichten eingespart werden können (siehe Abschnitt 5.2),
ist das auch dort von Interesse. Wenn die vom Regler berechnete Reglerausgangsgröße
kleiner als umin oder größer als umax ist und die reale Stellgröße wegen der Grenzen
somit umin bzw. umax beträgt, spricht man von „Aktorsättigung“ (Deﬁnition A.5).
Aktorsättigung beeinﬂusst den Stellgrößenverlauf und damit auch das Regelkreisver-
halten. Durch Anti-Reset-Windup (siehe Abschnitt 2.5.4) kann man diese Auswirkun-
gen zwar etwas abschwächen, aber nicht vermeiden. Wie stark sich Aktorsättigung auf
das Regelungsergebnis auswirkt, hängt sowohl von den Regler- und Regelstreckenpa-
rametern, als auch vom Führungs- und Störgrößenverlauf ab.
Regelstreckenparameter. Bei gleicher Regeldifferenz ec führen nach (2.7) ein großer
Proportionalbeiwert KP und eine kleine Nachstellzeit TI zu betragsmäßig besonders
großen Stellgrößenwerten, siehe Abbildungen 5.5(b) und 5.6(b). Die nachfolgenden Be-
trachtungen beziehen sich primär auf KP , lasen sich inhaltlich aber auch auf TI über-
tragen. Da der normierte Proportionalbeiwert λ gemäß Abbildung 5.11 bzw. (5.25) –
verglichen mit den Regelstreckenparametern, die je nach Anwendung um Größenord-
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nungen2 variieren können – nur ein relativ kleines Intervall möglicher Werte umfasst,
führen in Einstellregel (5.26) vor allem ein kleiner ProportionalbeiwertKm und ein klei-
ner Schwierigkeitsgrad η (siehe auch Abschnitt C.6.1) zu einem großen Proportionalbei-
wertKP , da durch diese Werte dividiert wird. Bei Einstellregel (C.56) führt nur ein klei-
ner Proportionalbeiwert Km zu einem großen KP , hier hat allerdings μ einen (relativ)
größeren Wertebereich, sodass die Größe der Stellgrößenwerte stärker von ψ abhängt.
Der ProportionalbeiwertKm ist dabei praktisch unkritisch, weil er bei der Auslegung
von Aktoren ohnehin berücksichtigt wird. Im stationären Zustand (das heißt hier, wenn
r konstant, ec null und somit yp und up konstant sind) gilt – wenn die Störgröße d kon-
stant null ist – yp = Km · up (vgl. (C.74)), also up = yp/Km. Soll eine Regelungsein-
richtung in der Lage sein, im stationären Zustand alle Regelgrößenwerte im Intervall










abdecken. Zur Kompensation von Störungen muss das Intervall noch größer sein, näm-










Bei der Wahl eines Aktors wird man daher prinzipiell den Stellbereich indirekt propor-
tional zu Km wählen, da er sonst nicht das ganze Regelgrößenintervall [ymin, ymax] er-
möglicht. Es ist daher unproblematisch, dass gemäß der Einstellregeln (5.26) oder (C.56)
bei kleinem Km ein großes KP vorgesehen wird.
Kritischer ist dagegen ein kleiner Schwierigkeitsgrad η, da dieser bei der Auslegung
nach (6.4) keine Rolle spielt und daher oft vernachlässigt wird, aber Einﬂuss auf den
Sprungantwortverlauf hat. Abbildung C.9 zeigte bereits die Einheitssprungantworten
des geschlossenen Regelkreises von Regel- und Stellgröße bei verschiedenen η ohne
Stellgrößenbegrenzungen, wobei Km = 1 gesetzt wurde und zur Reglereinstellung je-
weils Einstellregel (5.26) mit ψ = 1 verwendet wurde. Während sich die Sprungantwor-
ten der Regelgröße vergleichsweise wenig unterscheiden und auch der Wert der Stell-
größe am Ende in jedem Fall gegen 1 geht (wegen Km = 1) und somit der Stellbereich
[umin, umax] = [0, 1] ausreicht, um im stationären Zustand alle Regelgrößenwerte zwi-
schen 0 und 1 zu erreichen (bei d = 0), unterscheidet sich die Amplitude der Stellgröße
im Übergangsvorgang erheblich. Abbildung 6.3 zeigt die zugehörigen Sprungantwor-
ten bei der Begrenzung des Stellbereichs auf [umin, umax] = [0, 2]. Während sich Stell-
und Regelgrößenverlauf bei η = 1 verglichen mit Abbildung C.9 nicht verändern und
bei η = 0, 5 nur geringfügig, sind die Unterschiede bei η = 0, 1 gravierend.
Es sei an der Stelle erwähnt, dass es ggf. auf den ersten Blick verwirrend wirkt, dass
der Ausregelvorgang bei η = 0, 1 trotz größerer Stellgröße langsamer ist als bei größeren
η. Das liegt daran, dass wegen der Zeitachsen-Normierung auf τ die Zeitkonstante (und
somit auch die Nachstellzeit) bei kleinem η in Relation zu τ erheblich größer ist und der
Übergangsvorgang entsprechend langsamer verläuft (vgl. Abbildung 5.4).
Bei kleinem η müsste der Stellbereich also erheblich größer sein als von (6.4) vorgege-
ben, um Aktorsättigung zu vermeiden. Diese „Reserven“ des Stellbereichs werden bei
der Auslegung von Aktoren jedoch aus Kostengründen oft vernachlässigt. Beispiels-
weise werden Heizungsanlagen oft so ausgelegt, dass (6.4) eingehalten wird, aber kein




































Abbildung 6.3.: Sprungantworten des geschlossenen Regelkreises von Regel- und Stell-
größe bei verschiedenen η, wobei zur Reglereinstellung jeweils Einstell-
regel (5.26) mit ψ = 1 verwendet wurde. Km = 1. Stellgröße auf das
Intervall [0,2] begrenzt.
Spielraum vorliegt, um zwischenzeitlich noch größere oder kleinere Stellgrößenwerte
auszugeben. Zusätzlich ist das technisch auch mitunter unmöglich. So kann ein Hei-
zungsventil nie weiter als bis auf 0% Durchﬂuss geschlossen werden, sodass zum Ab-
kühlen eines Raumes dann gewartet werden muss, bis sich der Raum bei u = 0 abge-
kühlt hat, obwohl es rechnerisch mit u < 0 schneller ginge.
Die optimalen Reglerparameterwerte für KP und TI (bzw. λ, η, μ und ι) ändern sich
unter dem Einﬂuss der Aktorsättigung und hängen daher nicht nur von Km, Tm und
τ , sondern auch von umin und umax ab. Auf die Entwicklung einer solchen Einstellregel
wird hier wegen der Vielzahl der Einﬂüsse verzichtet. Es sei jedoch zumindest bemerkt,
dass Untersuchungen im Rahmen dieser Arbeit gezeigt haben, dass sich die optimale
Nachstellzeit TI – verglichen mit Einstellregel (5.26) – bei zunehmender Wirkung der
Aktorsättigung zu größeren Werten verschiebt und der optimale Proportionalbeiwert
KP zu kleinerenWerten, d. h. der Regler sollte „konservativer“ eingestellt werden (siehe
auch [HPVK12,HVPK12]). Das liegt daran, dass der Ausregelvorgang durch die Aktor-
sättigung nur begrenzt schnell erfolgen kann (ein großes KP oder kleines TI kann den
Vorgang bei zunehmender Aktorsättigung nicht mehr wesentlich beschleunigen), wäh-
rend im „hinteren Zeitabschnitt“ der Sprungantworten bei konservativen Einstellungen
Schwingungen schneller abklingen.
Führungsgrößenverlauf. Während in theoretischen Untersuchungen üblicherweise
Einheitssprungantworten untersucht werden, sind die Anfangs- und Endwerte realer
Führungsgrößensprünge (rvor und rnach nach Deﬁnition 4.8) oft sehr unterschiedlich.
Während sich bei linearen Regelkreisen (ohne Aktorsättigung) qualitativ kein Unter-
schied ergibt (wegen des Superpositionsprinzips, siehe Annahme 5.1), hängt das Rege-
lungsergebnis bei Stellgrößenbegrenzungen von den Anfangs- und Endwerten ab. Als
einfaches Beispiel sei erwähnt, dass in einer Raumheizung ein Führungsgrößenwechsel
von 25 °C auf 30 °C das Stellventil erheblich wahrscheinlicher an seine obere Grenze
umax bringt (volle Ventilöffnung) als ein Führungsgrößenwechsel von 10 °C auf 11 °C.
Störgrößenverlauf. Abbildung 6.4 zeigt Stell- und Regelgröße bei zwei verschiedenen
Werten der (hier zeitlich konstanten) Störgröße d bei gleichen Regler- und Regelstre-
ckenparametern. Die Verläufe machen deutlich, dass auch die Störgröße – selbst wenn
sie konstant ist – im Fall von Stellgrößenbegrenzungen Einﬂuss auf den Verlauf der
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Abbildung 6.4.: Sprungantworten von Regel- und Stellgröße bei η = 0, 5 und zwei ver-
schiedenen (konstanten) Störgrößenwerten d, wobei zur Reglereinstel-
lung jeweils Einstellregel (5.26) mit ψ = 1 verwendet wurde. Km = 1.
Stellgröße auf das Intervall [0,2] begrenzt.
Sprungantwort hat, während bei linearen Regelstrecken (ohne Stellgrößenbegrenzun-
gen) eine konstante Störgröße wegen des Superpositionsprinzips keine Auswirkungen
auf das Regelkreisverhalten hat. Damit beeinﬂusst die Störgröße bei Stellgrößenbegren-
zungen auch die optimalen Reglerparameter.
Fazit. Wegen der genannten Effekte hängen die optimalen Reglerparameter bei Stell-
größenbegrenzungen nicht nur von Km, Tm und τ , sondern auch von umin, umax, rvor,
rnach und der Störgröße d ab. Da sich die drei zuletzt genannten Einﬂüsse meist von
Sprungantwort zu Sprungantwort ändern, müssten sogar vor jedem dieser Sprünge die
Reglerparameter angepasst werden, um optimale Ergebnisse zu erzielen. Eine solche
Vorgehensweise ist bei PID-Reglern nicht üblich. Will man tatsächlich so gute Ergebnis-
se erzielen, sollte man auf modellbasierte prädiktive Regler zurückgreifen (siehe An-
hang B.1.2), die unter Verwendung eines entsprechenden Optimierungsverfahrens trotz
Stellgrößenbegrenzungen optimale Ergebnisse liefern können – aber gerade wegen die-
ses Optimierungsverfahrens extrem rechenaufwändig sind und daher sehr viel Energie
brauchen.
Folgerung 6.2 (Regleroptimierung bei Stellgrößenbegrenzungen)
Bei Stellgrößenbegrenzungen hängen die optimalen Reglerparameter neben Km, Tm
und τ auch von umin, umax, rvor, rnach und der Störgröße d ab. Für optimale Rege-
lungsergebnisse müssten die Reglerparameter vor jedem Sprung geändert werden.
Eine mögliche Alternative bietet dann – unter Inkaufnahme eines erheblich größeren
Energieverbrauchs – die modellbasierte prädiktive Regelung.
Auch zeitoptimale Regler [Ada05] arbeiten explizit mit Stellgrößenbegrenzungen. Je-
doch erfordern sie, verglichen mit modellbasierten prädiktiven Reglern, für die sinn-
volle Anwendung ein sehr exaktes Regelstreckenmodell, weshalb ihr Einsatzbereich in
der Praxis sehr eingeschränkt ist.
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6.3. Regelung bei unbekannten oder zeitvarianten
Regelstreckenparametern
Die Anwendung der Einstellregeln aus Kapitel 5 erfordert, dass die Parameter der Re-
gelstrecke bekannt sind. Dazu sind i. d. R. Experimente an der Regelstrecke notwen-
dig (z. B. Aufzeichnung einer Sprungantwort) mit anschließender Prozessidentiﬁkation
(siehe Anhang B.3). Bei vielen realen Regelstrecken ändern sich die Regelstreckenpa-
rameter jedoch mit der Zeit, sodass die Reglerparameter immer wieder neu bestimmt
werden müssten. Man nennt solche Regelstrecken zeitvariant.
In vielen Fällen ist die (wiederholte) Parameteridentiﬁkation und Reglereinstellung
zu teuer. Bei manchen Regelstrecken ist schon die einmalige manuelle Modellbildung
(durch ein Experiment) zu vermeiden, beispielsweise weil sie von einem Endanwender
in Betrieb genommen werden, der sich nicht mit der Reglereinstellung auskennt. Beides
ist auch beim Referenzbeispiel „Einzelraum-Temperaturregelung“ der Fall – der Regler
wird oft von einem Laien montiert (gerade bei der Nachrüstung von Bestandsgebäu-
den) und die Regelstreckenparameter ändern sich mit der Zeit (eine physikalische bzw.
technische Begründung wird in Anhang B.6 gegeben).
Robustheitsanalyse. Zur Motivation wird zunächst eine Robustheitsanalyse der Ein-
stellregeln durchgeführt.
Deﬁnition 6.1 (Robuste Regelung)
Als „robust“ bezeichnet man eine Regelung, bei der eine zufriedenstellende Funk-
tion sichergestellt ist, auch wenn große Änderungen der Prozessparameter auftre-
ten [DIN09].
Die Abbildungen 6.5 und 6.6 zeigen, wie stark sich die Gütekriterien νy, JISE und
Jν verändern, wenn sich einer der Parameter Km, Tm und τ einer P-T1-Tt-Regelstrecke
gegenüber dem Wert, der bei der Reglereinstellung nach Einstellregel (5.27) verwendet
wurde, verändert. Dabei betrachtet Abbildung 6.5 den Fall ψ = 0 und Abbildung 6.6
den Fall ψ = 1. Der Fall ψ = 1 ist sensibler (weniger robust) gegenüber Parameterände-
rungen. Das liegt nahe, weil gemäß Abbildung 5.10 die Einstellung nach ψ = 1 deutlich
näher an stark schwingenden oder instabilen Sprungantworten liegt. Schon eine Erhö-
hung von Proportionalbeiwert Km oder Totzeit τ um 50% bewirkt bei ψ = 1 extreme
Einbußen bezüglich aller Gütekriterien. Eine Verdopplung von Km oder τ bewirkt bei
ψ = 1 einen instabilen Regelkreis, was auch aus Abbildung 5.10 gut ersichtlich ist, weil
das nach (5.16) in der Wirkung einer Verdopplung von λ entspricht. Auch eine Verrin-
gerung eines Parameters kann starke Regelgüteeinbußen bewirken, insbesondere eine
Verringerung der Zeitkonstante Tm, weil auch das zu stärkeren Schwingungen führt.
Bei ψ = 1 führt in etwa eine Halbierung von Tm zu einem instabilen Regelkreis, weil es
in der Wirkung nach (5.16) zugleich einer Verdopplung von λ und  entspricht. Aller-
dings verschiebt sich durch die Verdopplung von η in Abbildung 5.10 auch die Stabili-
tätsgrenze, sodass die genaue Stabilitätsgrenze aus den Graﬁken nicht gut einschätzbar
ist.
Man muss beachten, dass sich bei praktischen Anwendungen meist mehrere oder alle
Parameter gleichzeitig verändern können, sodass schon geringere Abweichungen der
einzelnen Parameter in ihrer Zusammenwirkung zu einem instabilen Regelkreis führen
können.
Bei manchen Parameteränderungen verbessern sich dagegen bestimmte Gütekriteri-
en. Ein Beispiel ist, dass sich alle Gütekriterien bei Absenkung von τ verbessern, was
daran liegt, dass dann die „Zeitverschiebung“ zwischen Regler und Regelstrecke kleiner
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Abbildung 6.5.: Veränderung der Gütekriterien νy, JISE und Jν bei Veränderung der Pa-
rameter Km, Tm und τ einer P-T1-Tt-Regelstrecke gegenüber dem Wert,
der bei der Reglereinstellung gemäß Einstellregel (5.27) verwendet wur-
de. ψ = 0. 100% von Parameter- und Gütekriterium entsprechen dem
bei der Einstellung verwendeten Wert. Zeitkontinuierlicher Regelkreis
mit η = 0, 5, Einheitssprungantwort.
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Abbildung 6.6.: Veränderung der Gütekriterien νy, JISE und Jν bei Veränderung der Pa-
rameter Km, Tm und τ einer P-T1-Tt-Regelstrecke gegenüber dem Wert,
der bei der Reglereinstellung gemäß Einstellregel (5.27) verwendet wur-
de. ψ = 1. 100% von Parameter- und Gütekriterium entsprechen dem
bei der Einstellung verwendeten Wert. Zeitkontinuierlicher Regelkreis
mit η = 0, 5, Einheitssprungantwort.
wird und der Regler so schneller ein „Feedback“ über die Wirkung von Stellgrößenver-
änderungen bekommt. Ein anderes Beispiel ist die deutliche Verbesserung von Jν bei
einer Verkleinerung von Km um bis zu ca. 50% im Fall ψ = 1, was daran liegt, dass der
Regler bei ψ = 1 nur auf die Regelgüte optimiert ist und eine Verringerung von Km zu
einer weniger schwingenden Sprungantwort führt (äquivalent zu einer Reduktion von
λ).
Auch hier wird wieder der Nutzen des Gütekriteriums Jν deutlich, welches zugleich
Regelgüte und Energieefﬁzienz (Nachrichtenanzahl) berücksichtigt und dadurch einen
engeren, praxisgerechteren „Toleranzbereich“ zeigt als die Teilgütekriterien (insbeson-
dere für Km). Zusätzlich „empﬁehlt“ es Einstellungen, die näher an ψ = 0 liegen, also
robuster sind.
Lösungsmöglichkeiten. Es gibt verschiedene Möglichkeiten, um mit der Zeitvarianz
oder unbekannten Regelstreckenparametern umzugehen. Diese werden im Folgenden,
erläutert am Referenzbeispiel „Raumtemperaturregelung“, aufgeführt:
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1. Es werden robuste („konservative“) Einstellungen verwendet, die in allen Räumen
kritische Zustände (Instabilität) vermeiden. Dazu müssen die physikalisch mög-
lichen Spannweiten aller Parameter bekannt sein. Die verwendeten Reglerpara-
meter müssen so gewählt werden, dass sie für alle zu erwartenden Regelstrecken-
parameter-Kombinationen „brauchbare“ (mindestens stabile) Regelungsergebnis-
se liefern. Dadurch führen sie in den meisten Fällen zu suboptimalen („unnötig
konservativen“) Regelungsergebnissen. Literatur zu robuster Regelung ﬁndet sich
z. B. in [SS98,Mac04]. Regler, die feste Parameter haben und nicht anwendungs-
speziﬁsch eingestellt werden (das ist bei den handelsüblichen Raumtemperatur-
reglern der Fall) müssen dieses Lösungskonzept verwenden.
2. Ändern sich die Parameter nur sehr langsam oder zu seltenen, vorhersehbaren
Zeitpunkten, so kann ein Techniker jeden Regelkreis (also bei der Raumtem-
peraturregelung jeden Raum) regelmäßig bzw. zu den Änderungszeitpunkten
von Hand optimieren. Dazu muss er jedes Mal Experimente an der Regelstrecke
durchführen, aus den aufgezeichneten Signalverläufen die Regelstreckenpara-
meter berechnen und darauf basierend die Reglerparameter einstellen. Das ist
beispielsweise in Produktionsanlagen eine Option, bei denen sich die Regelstre-
ckenparameter nur bei Umbaumaßnahmen ändern. Für viele Anwendungen (in-
klusive der Raumtemperaturregelung) ist es dagegen aus Kosten-, Aufwands-
und Know-How-Gründen nicht akzeptabel.
3. Sind die Regelstreckenparameter direkt messbar oder aus anderen Messgrößen
berechenbar („virtueller Sensor“, z. B. Schätzung des Proportionalbeiwerts Km
aus der gemessenen Außentemperatur über die Heizkurve, siehe Anhang B.6),
so kann man die Parameter automatisch daran anpassen. Man nennt diese Lö-
sung „Gain Scheduling“ [ÅW89,RGBA08,PGR+09]. Dies erfordert allerdings zu-
sätzliche Sensoren und zusätzlichen Kommunikationsaufwand, also auch mehr
Energie. Eine weitere Schwierigkeit bei virtuellen Sensoren ist die Erstellung eines
Berechnungsmodells mit ausreichend hoher Güte.
4. Die Regelstreckenparameter werden näherungsweise analytisch oder durch Aus-
wertung von physikalischen Simulationen (im Referenzbeispiel Strömungssimu-
lationen basierend auf Raumgeometrie und Wandmaterialien) berechnet und der
Regler damit bei der Betriebnahme oder regelmäßig initialisiert. Eine solche Lö-
sung könnte Bestandteil einer Raumautomations-Entwurfsumgebung wie AU-
TERAS3 werden. Der Nachteil dieses Vorgehens liegt darin, dass die Erstellung
der Simulation sehr aufwändig und fehleranfällig ist, weil in den seltensten Fällen
alle physikalisch relevanten Parameter in hinreichender Genauigkeit vorliegen
– analog zu den Parametern des vereinfachten Modells – und selbst komplexe
Simulationen die oft noch komplexere Realität nur näherungsweise beschreiben
(beispielsweise können selbst Strömungssimulationen reale, turbulente Raumluft-
strömungen nicht beliebig genau simulieren).
5. Ein adaptiver Regler erkennt selbständig, welche Reglerparameteränderungen not-
wendig sind, um das Regelkreisverhalten zu verbessern, und führt diese auto-
matisch aus [ÅW89,Van03]. Das Regelkreisverhalten wird dadurch besser als bei
einer robusten Regelung, ohne dass Personalaufwand für die Prozessidentiﬁkati-
on notwendig ist. Dazu werden entweder aus den Messdaten, die im „laufenden
Betrieb“ (im geschlossenen Regelkreis, also ohne separate Experimente) anfallen,
3www.auteras.de
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die Regelstreckenparameter geschätzt [ÅW89,BBFM05] oder die Reglerparameter
ohne explizites Ermitteln der Regelstreckenparameter iterativ angepasst [Van03,
SSR14]. Beide Variantenwurden für Send-on-Delta-Abtastung erst im Zusammen-
hang mit dieser Arbeit untersucht. Eine ausführliche Darstellung würde den Rah-
men der Arbeit sprengen, die vielversprechendsten Lösungen wurden in [HV-
PK12,HK13] veröffentlicht. Die letztere Art der Adaption zeigte verschiedene Vor-
teile:
• Mangels explizitem Regelstreckenmodell kann sie auch das in Abschnitt 6.1
beschriebene Problem der Regelstrecken höherer Ordnung lösen [HK13].
• Mangels expliziter Parameterschätzung (MKQ) ist sie beim Auftreten unbe-
kannter Störungen, bei einer unbekannten Regelstreckenordnung und bei ei-
ner unbekannten oder zeitvarianten Totzeit besser geeignet ([HK13], siehe
auch Anhang B.3).
• Sie ist deutlich weniger rechenaufwendig und damit energieefﬁzienter, wenn
die den Regler beinhaltende Einheit energierelevant ist [HVPK12].
Trotz iterativer Parameteranpassung basiert der adaptive Regler aus [HVPK12]
auf den Analysen von Kapitel 5 (in einer deutlich vereinfachten Form, da die
Analysen in dem Umfang dieser Arbeit 2012 noch nicht vorlagen), die Einstellre-
geln werden also dadurch nicht bedeutungslos.
Auch adaptive Regler müssen allerdings eine gewisse Robustheit haben, da die
Parameteranpassung zur Vermeidung von Bursting (plötzlicher Instabilität durch
Parameterschätzung bei mathematisch gesehen ungünstigem Signalverlauf, Ver-
letzung der Bedingung „Persistent Excitation“ [And85,ÅW89,Kof88, IM11]) nicht
beliebig schnell erfolgen darf. Können sich die Parameter sprungartig im gesam-
ten physikalisch möglichen Intervall verändern, hilft ein adaptiver Regler gar
nicht, da er genauso robust sein müsste wie ein nicht-adaptiver Regler.
Folgerung 6.3 (Regelung bei zeitvarianten oder unbekannten Regelstreckenparametern)
Bei zeitvarianten oder unbekannten Regelstreckenparametern sollte man entweder
einen robusten oder adaptiven Regler einsetzen, um ein schlechtes Regelkreisverhal-
ten, insbesondere Instabilität zu verhindern. Verzichtet ein adaptiver Regler auf ein
explizites Regelstreckenmodell, löst er auch das Problem der Approximation von Re-
gelstrecken höherer Ordnung (Abschnitt 6.1).
6.4. Fazit
Die genannten Probleme (Approximation von Regelstrecken höherer Ordnung, Stell-
größenbeschränkungen (Aktorsättigung) und zeitvariante Parameter) stellen, neben der
in Abschnitt 5.6 diskutierten Problematik unbekannter Störungen, die Praxistauglich-
keit der in Kapitel 5 entwickelten Einstellregeln zweifellos, zumindest teilweise, infrage.
Gleichzeitig sind die Probleme so komplex, dass sie in jeweils einer eigenen Arbeit des
gleichen Umfangs wie der vorliegendenArbeit untersucht werdenmüssten. Sie sind zu-
dem unabhängig vom Abtastverfahren und stellen dadurch alle Einstellregeln infrage,
also auch die für zeitkontinuierliche Regelkreise oder Regelkreise mit periodischer Ab-
tastung. Nicht nur empirische Einstellregeln wie die in dieser Arbeit oder die bekann-
ten von Ziegler und Nichols [ZN42] und in O’Dwyers Sammlung [O’D06] sind davon
betroffen, sondern auch alle analytischen Reglerentwurfsverfahren der Regelungstech-
nik [LW10,Lev00,SVD12]. Die Betrachtungen zeigen, dass es gar nicht möglich ist, durch
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geeignete Reglereinstellung in praktischen Anwendungen das optimale Regelkreisver-
halten zu erreichen.
An dieser Stelle sei darauf hingewiesen, dass die genannten Probleme in der Literatur
zur systematischen Reglereinstellung bisher kaum Erwähnung fanden, da dort solche
„Praxisprobleme“ zugunsten einer theoretischen Betrachtung weitgehend ausgeblen-
det wurden. In dieser Arbeit sind die Abschnitte aufgeführt, um Schwachstellen der
Einstellregeln offen und explizit herauszuarbeiten.
Trotzdem sind Regler-Einstellregeln nicht bedeutungslos:
• Sie können helfen, Instabilität zu vermeiden.
• Sie können als Grundlage für robuste oder adaptive Regler dienen.
• Sie geben in der unendlichen Menge möglicher Einstellungen einen Hinweis, in
welchem Bereich sich sinnvolle Einstellungen beﬁnden.
• Sie liefern unter Idealbedingungen das optimale Regelkreisverhalten (im Rahmen
der Genauigkeit der Regel, z. B. der Koefﬁzientenrundung).
Die Existenz unzähliger Einstellregeln [O’D06] und der bis heute anhaltende Erfolg
der Einstellregeln von Ziegler und Nichols [ZN42] – von denen schon kurz nach ihrer
Veröffentlichung bekannt war, dass sie nicht wirklich optimale Ergebnisse liefern [Jun55,




7. Evaluierung der Einstellregel bei Send-
on-Delta-Abtastung
Die Einstellregeln aus Kapitel 5 (und Anhang C.6) wurden auf Basis von Simulatio-
nen zeitkontinuierlicher Regelkreise hergeleitet. Das Ziel der Arbeit ist aber, Einstellre-
geln anzugeben, die für Send-on-Delta-Abtastung das bestmögliche Regelkreisverhalten
ermöglichen. Deshalb wird in diesem Kapitel geprüft, wie nahe die erstellten Einstell-
regeln den bei Send-on-Delta-Abtastung tatsächlich optimalen Reglerparametern kom-
men. Dass die Einstellregeln den optimalen Parametern exakt entsprechen, ist – selbst
beim Ausblenden der in Kapitel 6 behandelten Praxisprobleme – wegen der in Ab-
schnitt 2.5.4 genannten schwachen Kausalität, den Vereinfachungen und Rundungen
der Koefﬁzienten der Einstellregeln und anderen, später genannten Gründen nicht zu
erwarten, aber die Unterschiede sollten möglichst klein sein.
Es wird hier – wie in der Dissertation von Vasyutynskyy [Vas09] – der Begriff „Eva-
luierung“ verwendet, der auch durch „Validierung“ ersetzt werden könnte, sofern man
darunter das Prüfen einer Lösung auf ihre praktische Funktionserfüllung versteht. Es
handelt sich dagegen nicht um eine „Veriﬁkation“ im informatischen Sinne, da dazu
das erwartete Verhalten exakt speziﬁziert werden müsste, was aus später genannten,
praxisbezogenen Gründen (insbesondere der schwachen Kausalität ereignisbasiert ar-
beitender Regelkreise) hier nicht sinnvoll ist.
Schon bei den zeitkontinuierlichen Simulationen der Kapitel 5 und 6 gab es sehr
viele Einﬂussgrößen, welche die optimalen Werte der (normierten) Reglerparameter
λ, , (bzw. μ und ι für P-Tt-Regelstrecken) beeinﬂussen, nämlich die (reale) Regelstre-
ckenordnung, die (ggf. zeitvarianten) Regelstreckenparameter, die Stellgrößengrenzen,
Führungs- und Störgrößenverläufe und den Gütekriterien-Gewichtungsfaktor ψ. Bei
Send-on-Delta-Abtastung gibt es erheblich mehr Einﬂussgrößen, nämlich zusätzlich zu
den vorgenannten auch die Art der Send-on-Delta-Abtastung (ideal, ereignisbasiert, pe-
riodisch) sowie deren Abtastparameter Δlc, Ta bzw. Tmin, Tmax, Tstick und Δstick (siehe
Deﬁnitionen 2.6, 2.7 und 2.8 sowie Annahme 2.6). Nähme man beispielsweise eine P-
T1-Tt-Regelstrecke und periodische Send-on-Delta-Abtastung an und würde allein für
die numerischen Parameter Tm, τ , Km, Δlc, Ta, Tmax, Tstick, Δstick und ψ jeweils Sprung-
antworten für nur 10 Werte simulieren, enthielte die Menge aller Kombinationen 109,
also eine Milliarde Elemente. Eine Milliarde Simulationen durchzuführen, dauert bei
nur einer Sekunde pro Simulation (inklusive Auswertung) knapp 32 Jahre. Und da man
pro Graﬁk nur maximal drei Dimensionen (eine Größe in Abhängigkeit von zwei an-
deren für ansonsten konstante Parameter) abbilden kann, bräuchte man auch 10 Millio-
nen Graﬁken, um die gefundenen Ergebnisse darzustellen. An verschiedene Führungs-,
Störgrößenverläufe und Stellgrößengrenzen, andere Regelstreckentypen, Abtastarten
sowie Zeitvarianz ist da noch gar nicht gedacht. Eine Analyse der Abweichungen vom
zeitkontinuierlichen Fall für jede Kombination von Parametern ist wegen dieser kombi-
natorischen Explosion praktisch ausgeschlossen. Dieses Evaluierungskapitel kann nur
einen sehr kleinen Ausschnitt daraus untersuchen. Es ist daher wie folgt aufgebaut:
1. Zunächst werden in Abschnitt 7.1 auf Basis theoretischer Betrachtungen die prin-
zipiellen, qualitativen Unterschiede zwischen ereignisbasiert abgetasteten und
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zeitkontinuierlichen Regelkreisen aufgezeigt.
2. In Abschnitt 7.2 folgen ausgewählte, möglichst repräsentative Simulationsstudien
unter Bedingungen, die zu den Analysen aus Kapitel 5 vergleichbar sind, aber
Send-on-Delta-Abtastung statt zeitkontinuierlicher Arbeitsweise verwenden. Das
hat den Vorteil, dass sich die Ergebnisse direkt mit den Ergebnissen aus Kapitel 5
vergleichen lassen.
3. Abschließend (Abschnitt 7.3) werden Beispiele zur Referenzanwendung „Raum-
temperaturregelung“ untersucht, sowohl durch Simulationen als auch durch reale
Experimente.
Von Vasyutynskyy wurden bereits Regelgüte und Nachrichtenanzahl als Funktion
der Abtastparameter recht ausführlich untersucht [Vas09]. Deshalb konzentriert sich die
Evaluation dieser Arbeit vor allem auf den Einﬂuss der Reglerparameter auf die Güte-
kriterien, weniger auf den Einﬂuss der Abtastparameter, soweit man das trennen kann.
Vasyutynskyy variierte in seinen Simulationsstudien – ausgehend von einer festen,
recht willkürlich gewählten „Grundeinstellung“ – fast immer nur einen Parameter, d. h.
die gleichzeitige Veränderung mehrerer Parameter von dieser Grundeinstellung wurde
nicht untersucht (oder nur in ausgewählten Beispielen), sodass eine verglichen zu die-
sem Kapitel relativ geringe Anzahl von Simulationen durchgeführt wurde. Da schon
Kapitel 5 deutlich machte, dass die Gütekriterien in Abhängigkeit von mehreren Para-
metern untersucht werden sollten (dort nur λ,  und η), werden hier meist zwei oder
drei Parameter gleichzeitig (in allen relevanten Kombinationen) variiert.
7.1. Grundsätzliche Unterschiede zwischen Ergebnissen mit
zeitkontinuierlichen Regelkreisen und Regelkreisen mit
Send-on-Delta-Abtastung
Zunächst werden die wesentlichen Ursachen für die Unterschiede diskutiert, die zwi-
schen zeitkontinuierlichen Regelkreisen und Regelkreisen mit Send-on-Delta-Abtas-
tung bestehen und damit für Unterschiede zwischen den Ergebnissen aus Kapitel 5 und
den Ergebnissen dieses Kapitels sorgen.
Schwache Kausalität. Einer der Hauptgründe für Unterschiede zwischen zeitkon-
tinuierlichen Regelkreisen und solchen mit Send-on-Delta-Abtastung ist die in Ab-
schnitt 2.5.4 genannte „schwache Kausalität“ („Schmetterlingseffekt“), d. h. die Tatsa-
che, dass sich durch kleinste Parameterunterschiede Send-on-Delta-Ereignisse zeitlich
verschieben, neu entstehen oder ganz ausbleiben können, sodass sich dann auch das
ganze weitere Regelkreisverhalten ändert. Somit sind keine „stetigen“, sondern „zer-
klüftete Gütegebirge“ (d. h. sprunghafte Änderungen von Gütekriterien bei kleinen
Parameteränderungen) zu erwarten. Als Beispiel zeigt Abbildung 7.1 die Gütekriterien
JISE und Nsc, wenn dieselben Simulationsbedingungen wie in Abbildung 5.9 zugrunde
gelegt, aber statt zeitkontinuierlicher Arbeitsweise periodische Send-on-Delta-Abtas-
tung mit Ta = 0, 25 s und Δlc = 0, 2 zugrunde gelegt wird. Es wurde bewusst eine
so grobe Abtastung gewählt, um die Unterschiede besonders deutlich hervorzuheben.
Wie später gezeigt wird, sind die Unterschiede bei feinerer Abtastung (kleinerem Ta
und Δlc) geringer. Im Unterschied zu Abbildung 5.9(b), in welcher die Nachrichtenan-
zahl Nsc durch νy approximiert werden musste, ist das in Abbildung 7.1(b) wegen der
Abtastung nicht mehr nötig. Es wäre zwar möglich, auch hier die Approximation νy zu
122
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Regelkreisen und Regelkreisen mit Send-on-Delta-Abtastung
(a) JISE in s (b) Nsc ·Δlc
Abbildung 7.1.: Quadratische Regelﬂäche JISE und normierte Nachrichtenanzahl Nsc ·
Δlc in Abhängigkeit von λ und  bei periodischer Send-on-Delta-Abtas-
tung mit Ta = 0, 25 s, Δlc = 0, 2, Tm = 1 s und τ = 0, 5 s (d. h. η = 0, 5),
Km = 1, Tstick = 0, 5 s, Δstick = 0, 2.
verwenden, es wäre aber kontraproduktiv, weil in der Praxis die NachrichtenanzahlNsc
und nicht deren Approximation νy von Bedeutung ist. Um die Zahlenwerte trotzdem
vergleichbar zu halten, wird nicht Nsc, sondern gemäß (5.8) Nsc · Δlc dargestellt. Da
die Werte an den Konturlinien durch die schwache Kausalität kaum lesbar sind, ist die
Größe der Werte zusätzlich durch Graustufen dargestellt – je besser (niedriger), desto
dunkler.
Offenbar stimmt die Lage der „guten“ (dunklen) und „schlechten“ (hellen) Einstel-
lungen im Diagramm grob mit den Ergebnissen der zeitkontinuierlichen Simulationen
überein, das Gütegebirge ist aber wegen der schwachen Kausalität erwartungsgemäß
viel „zerklüfteter“. Während man aus Abbildung 5.9 die Lage der optimalen Einstel-
lungen leicht ablesen kann, ist das bei Abbildung 7.1 praktisch unmöglich. Trotzdem
trifft das Optimum nach Abbildung 5.9 auch bei Send-on-Delta-Abtastung näherungs-
weise das „Zentrum der guten Einstellungen“. Die schwache Kausalität zeigt sich zwar
deutlich, sie hat aber nur begrenzten Einﬂuss, d. h. aus „langsamen“ Sprungantworten
werden bei kleinen Parameteränderungen keine instabilen Sprungantworten oder um-
gekehrt.
Für jede Kombination von λ und  (Schrittweite 0,01 für λ und 0,02 für ) wurde
zur Erstellung von Abbildung 7.1 nur eine Simulation durchgeführt. Vasyutynskyy ver-
wendete dagegen bei seiner Evaluierung mehrere Simulationen mit jeweils einer leicht
verschobenen Führungsgrößen-Trajektorie, um so über verschiedene Simulationen zu
mitteln [Vas09]. Auf diese Weise wird zwar der Einﬂuss der schwachen Kausalität ab-
geschwächt, d. h. das Gütegebirge „geglättet“, gleichzeitig täuscht diese Lösung aber
durch die „Glättung“ eine geringere Abweichung zwischen zeitkontinuierlichen und
abgetasteten Regelkreisen vor als in der Realität vorliegt. Deshalb wird diese Mittelung
in der vorliegenden Arbeit vermieden.
Dass der Bereich instabiler Lösungen (in den Abbildungen unten und rechts) größer
als bei den zeitkontinuierlichen Simulationen ist, liegt daran, dass ein Regelkreis mit
periodischer Send-on-Delta-Abtastung beim Aufschwingen nicht asymptotisch in einen
zeitkontinuierlichen, sondern in einen periodisch abgetasteten Regelkreis übergeht (Fol-
gerung 5.2) und die periodische Abtastung (Halteglied) eine Art zusätzliche Totzeit ein-
führt, welche die Stabilitätsgrenze verringert (siehe auch Abschnitt 2.3.1). Man könnte
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argumentieren, dass es dann besser gewesenwäre, in Kapitel 5 nicht zeitkontinuierliche,
sondern periodisch abgetastete Regelkreise zu untersuchen. Dann müsste dort aber ein
Parameter mehr (die Abtastperiode Ta) beachtet werden, was die Analysen erheblich
verkompliziert hätte.
In Abbildung 7.2 werden analog zu Abbildung 5.11 die optimalen Werte von λ und 
als Funktion von η gezeigt. Auch hier ist an den Sprüngen (z. B. bei η ≈ 0, 21, η ≈ 0, 65
und η ≈ 1, 37) die schwache Kausalität deutlich zu erkennen, obwohl die „groben Ver-
läufe“ aus Abbildung 5.11 durchaus noch zu erahnen sind. Zumindest ist die Größen-
ordnung der von der Einstellregel vorgegeben Werte von λ und  richtig. Wenn man die
Abbildungen betrachtet, könnte man das als relativ schwaches Ergebnis interpretieren;
wenn man aber bedenkt, dass ohne Einstellregel alle Parameterwerte (beliebiger Grö-
ßenordnung) denkbar wären, ist die Einstellregel schon ein erheblicher Gewinn (vgl.
Abschnitt 6.4). Es wird sich in Abschnitt 7.2 zudem zeigen, dass die Abweichungen bei
feinerer Auﬂösung (kleinerem Schwellwert Δlc) geringer sind.
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Abbildung 7.2.: Optimale Werte von λ und  als Funktion von η bei verschiedenen Opti-
mierungszielen. Ermittelt durch Auswertung von simulierten Einheits-
sprüngen im Intervall 0 ≤ t ≤ 19 s, τ = 1 s, Tm = 1/τ s, periodische
Send-on-Delta-Abtastung mit Ta = 0, 25 s, Δlc = 0, 2, Tstick = 0, 3 s,
Δstick = 0, 1.
Stellgrößenverlauf. Ein weiterer Grund für Abweichungen zwischen Simulationen
zeitkontinuierlicher Regelkreise und solchen mit Abtastung ist – unabhängig vom Ab-
tastschema – die stufenförmige Änderung der Stellgröße durch das Halteglied (null-
ter Ordnung). Ein Beispiel ist in Abbildung 7.3 zu sehen. Vergleicht man zwei Regel-
kreise mit gleicher Regelstrecke und gleichen Reglerparametern, so kann sich ein exakt
gleicher Verlauf der beiden Regelgrößensignale im Allgemeinen nur bei exakt gleichem
Verlauf der beiden Stellgrößensignale ergeben. Da aber nur abgetastete Regelkreise die
Stufenform im Stellgrößensignal zeigen (Abbildung 7.3(b)), sind die Stellgrößensignale
bei zeitkontinuierlichem und abgetastetem Regelkreis nicht identisch. Somit entstehen
auch im Regelgrößenverlauf unvermeidbar Unterschiede (Abbildung 7.3(a)).
Diese Unterschiede hängen einerseits von der Größe der Abtastperiode (bei peri-
odischer Abtastung oder periodischer Send-on-Delta-Abtastung) bzw. vom Mindestab-
stand Tmin zwischen zwei Nachrichten (bei ereignisbasierter Send-on-Delta-Abtastung)
ab, andererseits vom Schwellwert Δlc (weil auch dieser indirekt den Nachrichtenab-
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Regelkreisen und Regelkreisen mit Send-on-Delta-Abtastung












yp(t) bei zeitkontinuierlicher Regelung
yp(t) bei Send-on-Delta-Abtastung
(a) Regelgröße yp(t) und Führungsgröße r(t). Send-
on-Delta-Ereignisse sind als Kreise markiert.










up(t) bei zeitkontinuierlicher Regelung
up(t) bei Send-on-Delta-Abtastung
(b) Stellgröße up(t). Regleraufrufe durch Send-on-
Delta-Ereignisse sind durch Kreise markiert. Die an-
deren Regleraufrufe (Stellgrößenänderungen) wer-
den durch die Führungsgrößenänderung (bei t =
1 s) oder Ablauf von Tstick = 0, 7 s (alle restlichen)
verursacht.
Abbildung 7.3.: Vergleich zwischen zeitkontinuierlicher Regelung und ereignisbasierter
Regelung mit Send-on-Delta-Abtastung. Die Parameter sind Km = 1,
Tm = τ = 1 s, λ = 0, 6 und  = 1. Bei der Send-on-Delta-Abtastung wird
periodische Send-on-Delta-Abtastung mit Ta = 0, 25 s und Δlc = 0, 1
verwendet. Tstick = 0, 7 s, Δstick = 0, 1.
stand beeinﬂusst) und dem Regleraufruf-Timer Tstick (weil dieser die Zeitpunkte des
Regleraufrufs zwischen zwei Nachrichten bestimmt, siehe Abschnitt 2.5.4, Annah-
me 2.6).
Je kleiner Δlc und Ta bzw. Tmin sind, desto kleiner werden die Nachrichtenabstände
und somit auch die Unterschiede zum zeitkontinuierlichen Regelkreis, allerdings auf
Kosten der Nachrichtenanzahl bzw. Energieefﬁzienz. Durch das Verringern der Abtas-
tintervalle zwischen den Regleraufrufen mittels Tstick lassen sich auch ohne zusätzliche
Nachrichten die Unterschiede reduzieren (siehe Abschnitte 2.4 und 2.5.4). Ganz null
können die Unterschiede aber allein durch Reduktion von Tstick nicht werden, da der
Regler zwischen zwei Nachrichten von der Sensoreinheit mit veralteten Messdaten ar-
beiten muss. Die Untergrenze für Tstick ist bei periodischer Send-on-Delta-Abtastung
die Aufwachperiode Ta der Einheit, in welcher der Regler enthalten ist.
Schwingungen und Pendelungen. Bei Send-on-Delta-Abtastung kann nicht mehr so
einfach wie in Kapitel 5 zwischen schwingenden und nicht schwingenden (d. h. mo-
notonen) Sprungantworten unterschieden werden, weil durch Pendelungen (Deﬁni-
tion A.7, siehe auch Abschnitt 2.5.4) bei nahezu jeder Reglereinstellung früher oder
später Schwingungen auftreten (zumindest unter realistischen Bedingungen, siehe Ab-
schnitt 2.5.4). Der Übergang von einem schwingenden Übergangsvorgang (Sprungant-
wort) in eine Pendelung ist nicht exakt (als Zeitpunkt) angebbar, zumindest wäre jede
mathematisch exakte Deﬁnition sehr willkürlich und würde die reale „Unschärfe“ nicht
sinnvoll widerspiegeln. Will man – um Vergleichbarkeit zu Kapitel 5 zu erreichen – nur
den Übergangsvorgang bewerten (also die anschließende Pendelung „ausblenden“), so
sollte der bewertete Zeitabschnitt einer Sprungantwort einerseits möglichst „kurz“ sein,
um nur den Übergangsvorgang zu bewerten (und nicht die danach auftretenden Pende-
lungen), aber „lang genug“, um nichts vom Übergangsvorgang „abzuschneiden“. Eine
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fallspeziﬁsche Festlegung der Dauer des Übergangsvorgangs auf Basis der Simulations-
ergebnisse (z. B. indem der ausgewertete Zeitraum gleich der Ausregelzeit der jeweili-
gen Simulation gewählt wird) ist nicht sinnvoll, weil dann die Nachrichtenanzahlen
verschiedener Simulationen wegen der unterschiedlich langen ausgewerteten Zeiträu-
me nicht vergleichbar sind und außerdem der Übergang von Einschwingvorgängen zur
Pendelung ﬂießend stattﬁndet. Man muss daher bei der Evaluierung mit diesem Fehle-
reinﬂuss leben.
Diskretisierung der Nachrichtenanzahl. Da bei Send-on-Delta-Abtastung nicht die
Hilfsgröße νy, sondern die eigentlich interessante Nachrichtenanzahl Nsc bewertet wer-
den sollte, entsteht zusätzlich das Problem, dass dieses Gütekriterium (für die „Ener-
gieefﬁzienz“) nur noch diskrete Werte annehmen kann. Das bedeutet, dass, sofern die
Nachrichtenanzahl bei der Optimierung berücksichtigt wird, meist eine Menge von Lö-
sungen dieselbe Nachrichtenanzahl Nsc liefert (obwohl sich in zeitkontinuierlichen Si-
mulationen mit gleichen Regler- und Regelstreckenparametern die Größe νy geringfü-
gig unterscheidet). Bei der Pareto- oder Produkt-Optimierung ist innerhalb einer sol-
chen Menge mit gleicher Nachrichtenanzahl die Lösung optimal, die die Regelgüte op-
timiert. Auch so entstehen Abweichungen zwischen dem Optimum bei zeitkontinuier-
lichen Simulationen und solchen mit Send-on-Delta-Abtastung. Dieser Einﬂuss spielt
allerdings, verglichen mit den zuvor genannten, eine eher untergeordnete Rolle.
Je kleiner der Schwellwert Δlc in Relation zur Änderung der abgetasteten Größe im
untersuchten Zeitintervall gewählt wird, desto geringer wird der Unterschied durch die
Diskretisierung. Für Δlc → 0 verschwindet der Unterschied.
Zusammenfassung. Die Ursachen für die Unterschiede zwischen zeitkontinuierlichen
Analysen und Analysen mit Send-on-Delta-Abtastung werden nun noch zusammenge-
fasst:
Folgerung 7.1 (Ursachen für Abweichungen bei Send-on-Delta-Abtastung)
Mehrere prinzipielle Ursachen führen zu Unterschieden zwischen zeitkontinuierli-
chen und ereignisbasiert abgetasteten Regelkreisen und bewirken so, dass die Ein-
stellregeln aus Kapitel 5 bei Send-on-Delta-Abtastung nicht exakt die optimalen Reg-
lerparameter liefern können: Die schwache Kausalität, der stufenförmige Stellgrößen-
verlauf, Pendelungen und der diskrete Wertebereich der Nachrichtenanzahl.
Die Abbildungen 7.1 und 7.2 machen deutlich, dass es trotz dieser Abweichungen
sinnvoll war, für die Analysen aus Kapitel 5 auf zeitkontinuierliche Simulationen zurück-
zugreifen, weil aus den „zerklüfteten“ Gütegebirgen bei Send-on-Delta-Abtastung eine
intuitiv nachvollziehbare und aussagekräftige Auswertung kaum möglich wäre. Umge-
kehrt ﬁndet man dagegen leicht die unter idealisierten (zeitkontinuierlichen) Bedingun-
gen ermittelten Zusammenhänge auch in den „zerklüfteten“ Gütegebirgen der Send-on-
Delta-Abtastung näherungsweise wieder.
7.2. „Allgemeine“ (idealisierte) Simulationsstudien
Nachdem in Abschnitt 7.1 geklärt wurde, warum die Einstellregeln aus Kapitel 5 (und
Anhang C.6) bei Send-on-Delta-Abtastung nicht exakt die optimalen Reglerparameter
liefern, steht im Rest dieses Kapitels die Frage im Zentrum, welche Einbußen bezüglich
der Gütekriterien zu erwarten sind, wenn man statt der „tatsächlich“ optimalen Einstel-
lung (welche nachfolgend fallspeziﬁsch jeweils durch eine Vielzahl von Simulationen
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ermittelt wird) die in Kapitel 5 entwickelten Einstellregeln verwendet.
In diesem Abschnitt werden diese Einbußen bezüglich der Gütekriterien mithilfe von
Simulationen untersucht, die möglichst genau den Randbedingungen der Simulationen
in Kapitel 5 entsprechen – nur dass Send-on-Delta-Abtastung statt zeitkontinuierlicher
Arbeitsweise verwendet wird –, während in Abschnitt 7.3 das Referenzbeispiel unter-
sucht wird.
Da die in Abschnitt 7.1 beschriebenen Ursachen für Unterschiede zwischen zeitkonti-
nuierlichen Untersuchungen und Untersuchungen mit Send-on-Delta-Abtastung unab-
hängig vom Regelstreckentyp sind und weitgehend für Send-on-Delta-Abtastung der
Rückführ- und Reglerausgangsgröße gleichermaßen wirken, erfolgt – auch um die Län-
ge des Kapitels nicht zu sprengen – die Evaluierung am Beispiel der wichtigsten Ein-
stellregel aus Kapitel 5, nämlich der für P-T1-Tt-Regelstrecken und die Übertragung der
Rückführgröße (d. h. Folgerung 5.8). Eine Evaluierung der Einstellregeln für andere Re-
gelstreckentypen (Abschnitt 5.5.2 bzw. Anhang C.6) und eine Evaluierung der Einstell-
regel für die Übertragung der Reglerausgangsgröße (Abschnitt 5.7) werden aus Platz-
und Ähnlichkeitsgründen hier nicht dargelegt.
7.2.1. Prinzipielle Hinweise zu den Simulationsstudien
Zunächst werden einige Hinweise gegeben, die sich auf die Vorgehensweise und die
Simulationen an sich beziehen. Die Simulationsumgebung selbst (die verwendete Soft-
ware) wird in Anhang C.8 beschrieben.
Vorgehen bei den Simulationen. Die Eignung der Einstellregel (5.27) wird unter ver-
schiedenen Randbedingungen (Abtast-, Regelstreckenparameter usw.) untersucht. Da-
zu wird für jede der Randbedingungen meist jeweils dasselbe Vorgehen angewandt
(teilweise ergänzt durch zusätzliche Untersuchungen), weshalb dieses Vorgehen schon
hier vorgestellt wird. Es ist in Abbildung 7.4 dargestellt. Einerseits wird der Regelkreis
unter Verwendung der Einstellregel simuliert (jeweils einmal mit ψ = 0 und einmal
mit ψ = 1). Andererseits werden 10.000 Simulationen mit verschiedenen Reglerpara-
metern (100λ x 100 ) durchgeführt und, wie in Abschnitt 5.5.1.2, darunter die optima-
len Lösungen L0 und L1 herausgesucht. Wegen der schwachen Kausalität (dem „zer-
klüfteten“ Gütegebirge) ist diese Art der Optimierung (vergleichbar mit Monte-Carlo-
Optimierung) hier besser geeignet als ein klassisches Gradienten-basiertes Optimie-
rungsverfahren. Zuletzt werden die Gütekriterien der jeweils „optimalen“ Simulation
mit denen unter Verwendung der Einstellregel verglichen. Simulationen mit 0 < ψ < 1
werden nur am Rande besprochen, weil aufgrund der Bedeutung von ψ (Parameter
einer Geradengleichung, siehe Abschnitt 5.5.1.3) nicht entscheidbar ist, welche Gütekri-
terien für einen solchen Fall „optimal“ wären.
NachrichtenanzahlNsc statt absoluter Signaländerung νy. Da nun nichtmehr (quasi-)
zeitkontinuierlich simuliert wird, kannman die AnzahlNsc der generiertenNachrichten
zählen und so – wie schon in Abbildung 7.1(b) – auf die Schätzung νy (Gleichungen (5.8)
und (5.9)) verzichten.
Normierung von Δlc. Bei Sprungantworten wird der Schwellwert Δlc im Folgenden
immer auf die Sprunghöhe Δr normiert angegeben (d. h. Δlc/Δr), da alle Simulationen
mit dem gleichen Verhältnis (und auch ansonsten gleichen Parametern) – bei linearen
Regelstrecken ohne Stellgrößenbegrenzungen – dieselben Ergebnisse zeigen.
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Abbildung 7.4.: Vorgehen beim Vergleich der Einstellregel (5.27) mit dem Optimum.
Tabelle 7.1.: Nachrichtenanzahlen und quadratische Regelﬂächen der Sprungantworten
(kurz „SA“) aus Abbildung 5.2, jeweils absolut und prozentual bezogen
auf den kleinsten vorkommenden (d. h. nicht notwendigerweise optimalen)
Wert; bei der Nachrichtenzahl unter der Voraussetzung, dass der Führungs-
größenwert in der simulierten Zeit erreicht wird, also ohne Sprungantwort
7.
SA JISE in s JISEJISE,opt Nsc
Nsc
Nsc,opt
visuelle Bewertung (Abb. 5.2)
SA 1 1,71 117% 21 100% sehr gut (v. a. bei kleinem ψ)
SA 2 2,18 149% 21 100% akzeptabel (etwas langsam)
SA 3 1,83 125% 26 124% schlecht (bleibende Regeldiff.)
SA 4 1,46 100% 27 129% sehr gut (v. a. bei großem ψ)
SA 5 1,94 133% 69 329% schlecht (stark schwingend)
SA 6 11,05 757% 238 1133% inakzeptabel (instabil)
SA 7 5,92 405% 8 38% schlecht (langsam)
7.2.2. Akzeptanzgrenze für Abweichungen
Es ist klar, dass die Reglerparameter, die von den Einstellregeln vorgeschlagen werden,
möglichst nahe am tatsächlichenOptimum liegen sollten. BeimVergleich der Ergebnisse
der Einstellregel (5.27) mit dem Optimum (nach dem in Abbildung 7.4 gezeigten Vor-
gehen) stellt sich jedoch die Frage, wie groß die Abweichungen der Gütekriterien vom
Optimum maximal sein dürfen, damit die Verwendung der Einstellregel noch als „ak-
zeptabel“ oder „empfehlenswert“ beurteilt werden kann. Müssen die Abweichungen
unter 1% liegen? Unter 10%? Unter 50%?
Diese Frage kann man nur beantworten, wenn man einschätzen kann, wie stark sich
128
7.2. „Allgemeine“ (idealisierte) Simulationsstudien
die Gütekriterien bei unterschiedlichem Regelkreisverhalten (z. B. bei unterschiedlichen
Sprungantworten) unterschieden. Tabelle 7.1 zeigt deshalb die Gütekriterien Nachrich-
tenanzahl Nsc und quadratische Regelﬂäche JISE für die sieben Sprungantworten aus
Abbildung 5.2 sowie die (schon in Tabelle 5.1 angegebene, aber dort noch nicht näher
erläuterte) Kurzbewertung. Mit dem zuvor begründeten Wissen um die Unvermeidbar-
keit von Güte-Abweichungen sollte man die Sprungantworten 1 und 4 als „sehr gut“
und Sprungantwort 4 als mindestens „akzeptabel“ beurteilen (wobei das auch davon
abhängt, ob man die Nachrichtenanzahl oder Regelgüte stärker wichtet). Das bedeu-
tet, dass selbst sehr gute Sprungantworten bis zu 30% Abweichungen vom „Optimum“
bewirken können. Die Sprungantworten 5 (stark schwingend), 6 (instabil) und 7 (sehr
langsam) erzeugen in mindestens einem der beiden Gütekriterien ein Vielfaches dieser
Abweichungen (mehr als 200% über dem Optimum). Diese Größenordnung deckt sich
auch mit anderen Graﬁken dieser Arbeit, beispielsweise den Abbildungen 5.9 und 6.6.
Es ist in Tabelle 7.1 zu beachten, dass 100% nicht dem „theoretischen“ Optimum ent-
spricht, sondern dem kleinsten Wert, der in Tabelle 7.1 einer als „sehr gut“ bezeichneten
Sprungantwort zugeordnet ist.
Bei Sprungantwort 3 liegen die Abweichungen beider Gütekriterien unter 30% über
dem Optimum, trotzdem ist sie als ungünstig zu betrachten, da es (innerhalb der simu-
lierten Zeit) eine bleibende Regeldifferenz gibt. Güte-Abweichungen unter 30% allein
sind also noch keine Garantie für ein gutes Regelkreisverhalten. Dieses Problem lässt
sich leicht beheben, indem man entweder einen längeren Zeitraum bewertet (nicht nur
bis t = 10 s) oder die Regeldifferenz am Ende der Simulation in die Bewertung mit
einbezieht. Dieser Fall spielt nachfolgend aber keine nennenswerte Rolle, weil eine so
lange anhaltende Regeldifferenz nur bei einem fast reinen P-Regler auftritt (TI  Tm),
was bei Verwendung der Einstellregel (5.27) (wegen TI/Tm =  ≤ 2, 4 für η ≤ 2) nicht
der Fall ist. Es ist also keine Anpassung der Bewertung notwendig.
Nach Tabelle 5.3 unterscheiden sich die Werte der quadratischen Regelﬂäche (bei
zeitkontinuierlichem Regelkreis) verschiedener Pareto-optimaler Lösungen (und damit
auch verschiedener ψ) um nicht mehr als ca. 17-23%. Das bedeutet, dass die sinnvolle
Verwendung des Parameters ψ nur möglich ist, die Abweichung der Einstellregel vom
Optimum deutlich unter den zuvor genannten 30% liegt.
Folgerung 7.2 (Realistische Anforderungen bezüglich der Gütekriterien-Abweichungen)
Wenn die Einbußen bezüglich der Gütekriterien durch Verwendung der Einstellregel
– verglichen zum jeweiligen Optimum – unter 30% liegen, wird eine sinnvolle Re-
gelung gewährleistet. Insbesondere erzeugen instabile, stark schwingende oder sehr
langsame Regelkreise ein Vielfaches dieser Abweichungen (mehrere Hundert Prozent
Einbußen) hinsichtlich mindestens eines Gütekriteriums. Will man jedoch mittels ψ
den Regelkreis recht präzise optimieren, sind Gütekriterien-Einbußen von (deutlich)
unter 30% verglichen zum Optimum notwendig.
7.2.3. Führungsverhalten bei idealer Send-on-Delta-Abtastung
Zunächst wird ideale Send-on-Delta-Abtastung betrachtet (Deﬁnition 2.6). Hier gibt es
die Abtast-Parameter Δlc (bzw. Δlc/Δr), Δstick und Tstick. Der Regler verwendet in den
nachfolgenden Simulationen einen Sticking-Timer von Tstick = τ/10, damit die Stufen-
form der Stellgröße (siehe Abschnitt 7.1) einen recht kleinen Fehlereinﬂuss hat.
Das Führungsverhalten wurde simulativ analysiert, d. h. es wurden – wie in Ab-
schnitt 5.5.1 – Einheitssprungantworten ohne Störungen (d(t) ≡ 0) simuliert. Dabei
wurde das Vorgehen gemäß Abbildung 7.4 verwendet. So wie zeitkontinuierliche Re-
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gelkreise aus numerischen Gründen zur Simulation durch zeitdiskrete Regelkreise mit
verschwindend kleiner Abtastperiode approximiert werden mussten (siehe Ende von
Abschnitt 5.4.1), wird auch ideale Send-on-Delta-Abtastung aus numerischen Gründen
durch periodische Send-on-Delta-Abtastung mit verschwindend kleiner Abtastperiode
(meist Ta ≤ τ/100) approximiert. Die Sprungantworten wurden bis 9 τ nach dem
Sprung simuliert und ausgewertet.
Fall L1. Als Erstes wird der Grenzfall untersucht, dass nur die Regelgüte JISE bewertet
werden soll und der Regler entsprechend mit ψ = 1 eingestellt wird (in Abschnitt 5.5.1.2
als L1 bezeichnet).
In Abbildung 7.5 sind die Regelgüteeinbußen bezüglich JISE als Funktion von η für
verschiedene Δlc/Δr dargestellt, wenn man statt des jeweiligen Optimums bezüglich
JISE die Einstellregel (5.27) mit ψ = 1 anwendet. Jeder Punkt der Graﬁk repräsen-
tiert eine Simulationsstudie mit 10.001 Simulationen (gemäß Abschnitt 7.2.1), sodass
allein diese Graﬁk eine Auswertung von rund 5 Millionen Validierungs-Simulationen
zusammenfasst. Dieses Konzept erlaubt es, ein Vielfaches an Validierungs-Simulationen
auszuwerten als das bisherige Autoren zu verwandten Themen (z. B. [Vas09,BDSV12c,
BDSV14,RJSD14a,RJSD14b]) taten.


























Abbildung 7.5.: Prozentuale Einbußen bezüglich der Regelgüte JISE bei Verwendung
der Einstellregel (5.27) mit ψ = 1 (verglichen mit der jeweils optima-
len Einstellung bezüglich JISE) in Abhängigkeit von η für verschiedene
Verhältnisse Δlc/Δr. Näherungsweise ideale Send-on-Delta-Abtastung
(Ta = τ/100), Tstick = τ/10.
Die Regelgüte-Einbußen durch Anwendung der Einstellregel betragen für Δlc/Δr ≤
0, 1 maximal 2% und sind damit problemlos vertretbar (gemäß Folgerung 7.2). Selbst
für die „relativ grobe Auﬂösung“ Δlc/Δr = 0, 2, bei der die Sprunghöhe nur in 5 „Stu-
fen“ (Send-on-Delta-Ereignisse) aufgeteilt wird, liegen die Regelgüte-Einbußen bei un-
ter 7%, was als sehr gut angesehen werden kann. Erst bei größeren Δlc/Δr werden die
Abweichungen größer, weil einerseits der Signalverlauf zunehmend stark vom zeitkon-
tinuierlichen Fall abweicht und andererseits eine zunehmend „schwache Kausalität“
bezüglich der optimalen Reglerparameter auftritt. Es sei bemerkt, dass Vasyutynskyy
empfahl, Δlc nicht größer als 0, 2 ·Δr zu wählen, da bei größeren Werten die Nachrich-
tenrate nicht weiter sinkt, die Regelﬂäche (dort JIAE) aber ansteigt [Vas09, S. 180].
Wie Abbildung 7.6 zeigt, liegen die optimalen Werte von λ und  für η > 0, 4 sehr na-
he am von der Einstellregel vorgegebenen Wert, unabhängig von Δlc/Δr. Für kleinere
η steigt der optimale Wert von  an, für Δlc/Δr = 0, 5 sinkt der optimale Wert von λ
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etwas ab. Das liegt darin begründet, dass die Nachstellzeit TI wegen (5.16) näherungs-
weise proportional zur Zeitkinstante Tm, also bei konstantem τ indirekt proprtional zu
η ist, während die Dauer des Ausregelvorgangs proportional zu τ ist. Der I-Anteil zeigt
dadurch umso weniger Einﬂuss, je kleiner η ist (siehe auch Abbildung C.9 auf Seite 221),
sodass sein Wert in einem großen Intervall ähnliche Sprungantworten erzeugt und der
optimale Wert zunehmend davon abhängt, an welcher Stelle Send-on-Delta-Ereignis-
se eintreten (schwache Kausalität). Wegen der gleichartigen Simulationsbedingungen
führt das hier dazu, dass  bei einem deutlich größeren Wert als in der Einstellregel
eine kleinere quadratische Regelﬂäche ermöglicht, v. a. bei großen Δlc/Δr. Wie Abbil-
dung 7.5 zeigt, ist der Unterschied bezüglich JISE meist im einstelligen Prozentbereich
– trotz der für kleine η großen Abweichungen bezüglich .
































Abbildung 7.6.: Optimale Einstellung von λ und  für minimale quadratische Regelﬂä-
che JISE als Funktion von η für verschiedene Δlc/Δr.
Fall L0. Nun wird der Grenzfall L0 (ψ = 0) untersucht, d. h. die Nachrichtenrate Nsc
steht im Vordergrund. Ziel ist deshalb, dass die Sprungantwort zwar keine Schwingun-
gen enthält (also monoton verläuft, damit Nsc minimal wird, siehe Abschnitt 5.2), im
Rahmen dieser Bedingung aber das Gütekriterium JISE minimiert. Die dafür notwen-
dige Nachrichtenanzahl lässt sich aus (5.1) abschätzen. Wie in Abschnitt 7.1 beschrie-
ben wurde, können wegen Pendelungen Schwingungen nicht grundsätzlich vermieden
werden. Das Problem wird hier dadurch „gelöst“, dass die Simulationsdauer endlich ist
und alle Simulationen als „schwingungsfrei“ gezählt werden, die im simulierten Zeitin-
tervall nicht schwingen. Durch Verlängerung des Intervalls würde die Menge „schwin-
gungsfreier“ Lösungen abnehmen. Für die Zwecke dieses Abschnitts reicht dieses Vor-
gehen aber aus.
Abbildung 7.7 vergleicht die optimalen Werte der Gütekriterien JISE und Nsc (bezüg-
lich der eben genannten Zielstellung) mit den Ergebnissen bei Verwendung der Einstell-
regel (5.27) mit ψ = 0. Für Δlc/Δr ≤ 0, 1 betragen die Abweichungen weniger als 12%,
was wieder einen gutenWert darstellt. Es fällt auf, dass die Einstellregel für η > 0, 25 zu-
meist bessere (kleinere) Regelgütewerte (JISE) liefert als „optimal“ ist. Das liegt daran,
dass die Verwendung der Einstellregel bei Send-on-Delta-Abtastung (anders als bei der
Optimierung der zeitkontinuierlichen Regelkreise in Abschnitt 5.5.1.3) zu einem gewis-
sen Überschwingen führen kann, während derartige Einstellungen bei der Ermittlung
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(a) Verluste bzgl. JISE




























(b) Verluste bzgl. Nsc
Abbildung 7.7.: Prozentuale Einbußen bezüglich der Regelgüte JISE und Nachrichten-
anzahl Nsc bei Verwendung der Einstellregel (5.27) mit ψ = 0 anstel-
le der jeweils optimalen Einstellung (für bestmögliche Regelgüte oh-
ne Schwingungen) in Abhängigkeit von η für verschiedene Verhält-
nisse Δlc/Δr. Näherungsweise ideale Send-on-Delta-Abtastung (Ta =
τ/100), Tstick = τ/10.
des Optimums entsprechend der Zielstellung von ψ = 0 (Schwingungsfreiheit) verwor-
fen wurden. Dadurch sind die streng genommen „optimalen“ Sprungantworten „lang-
samer“ als die mit der Einstellregel erzeugten Sprungantworten und haben dadurch
eine größere quadratische Regelﬂäche. Dass die zusätzlichen Schwingungen (bzw. das
Überschwingen) bei Verwendung der Einstellregel nicht zu einem massiven Anstieg
der Nachrichtenrate führt, zeigt Abbildung 7.7(b) – nie steigt die Nachrichtenrate um
mehr als 10% gegenüber dem Optimum. 10% entsprechen bei Δlc/Δr = 0, 1 genau ei-
ner Nachricht (im simulierten Zeitraum). Das Überschwingen ist also sehr gering und
lässt sich durch die schwache Kausalität ereignisbasierter Regelkreise praktisch nicht
vermeiden.
Dass die „negativen Verluste“ bzgl. JISE (Abbildung 7.7(a)) umso größer werden, je
größer η ist, lässt sich wieder mit dem Verhältnis von P- und I-Anteil des PI-Reglers
erklären: Je größer η, desto größer ist der I-Anteil im Vergleich zum P-Anteil. Während
der P-Anteil eine recht schnelle Annäherung an die Führungsgröße ohne Überschwin-
gen erlaubt, verläuft die Regelgröße bei einem starken I-Anteil deutlich „geschwunge-
ner“, siehe Abschnitt 5.5.1.1. Somit sind für große η größere Kompromisse bezüglich
JISE einzugehen, um Überschwingen konsequent zu vermeiden, als bei kleinen η.
Fazit. Wie in Abschnitt 7.2.1 begründet wurde, kann man die Einstellungen mit 0 <
ψ < 1 schlecht objektiv bewerten. In Anhang C.9 wird sie beispielhaft anhand einer
gewichteten Summe aus den beiden Gütekriterien JISE und Nsc bewertet. Auch dort
liegen die Abweichungen vom „Optimum“ fast immer deutlich unter 30%.
Folgendes Zwischenfazit kann nun gezogen werden:
Folgerung 7.3 (Evaluierung bei idealer Send-on-Delta-Abtastung)
Die Einstellregel (5.27) ist bei idealer Send-on-Delta-Abtastung und idealen P-T1-
Tt-Regelstrecken für Sprungantworten (ohne Stellgrößenbeschränkungen und ohne
Störungen) mit entsprechend Folgerung 7.2 ausreichender Genauigkeit anwendbar,
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wenn gilt
Δlc/Δr ≤ 0, 2. (7.1)
Hinweis: Untersucht wurde nur 0 ≤ η ≤ 2.
7.2.4. Führungsverhalten bei realer Send-on-Delta-Abtastung
Wie in Abschnitt 2.3.3 erläutert wurde, wird i. d. R. keine ideale Send-on-Delta-Abtas-
tung verwendet, sondern periodische Send-on-Delta-Abtastung (Deﬁnition 2.8). Hier gibt
es neben den Abtastparametern Δlc (bzw. Δlc/Δr), Δstick und Tstick zusätzlich die Para-
meter Ta und Tmax.
Der Timer Tmax wird hier vernachlässigt, weil er in seiner üblichen Watchdog-Funkti-
on (siehe Abschnitt 2.3.3) imNormalfall groß gegenüber der Dauer einer Sprungantwort
sein und deshalb die Sprungantwort nicht beeinﬂussen sollte. Ist er doch klein (siehe
z. B. Abschnitt 3.2.2.2, Folgerung 3.6), erhöht er die Nachrichtenanzahl, beeinﬂusst aber
gleichzeitig die Regelgüte geringfügig positiv, weil die Unsicherheit des Reglers über
den wahren Verlauf der Regelgröße reduziert wird. Der Einﬂuss von Tmax wurde auch
schon von Vasyutynskyy hinlänglich untersucht [Vas09,VK09b,HPVK16].
Fall L1. Wieder wird zunächst der Fall L1 (also ψ = 1) betrachtet. Analog zu Abbil-
dung 7.5 zeigt Abbildung 7.8 die Einbußen bezüglich der Regelgüte JISE bei Verwen-
dung der Einstellregel (5.27) mit ψ = 1 anstelle der jeweils optimalen Einstellung (best-
mögliche Regelgüte JISE) in Abhängigkeit von η für verschiedene Δlc/Δr und Ta/τ .
Für eine sehr feine Approximation des zeitkontinuierlichen Falls (Δlc/Δr ≤ 0, 02 und
Ta/τ ≤ 0, 1) liegen die Abweichungen unter 1%. Erwartungsgemäß steigen sie bei zu-
nehmend grober Abtastung, also steigendem Ta/τ oder Δlc/Δr, wegen der zunehmend
schwachen Kausalität. Für Ta/τ ≤ 0, 5 und Δlc/Δr ≤ 0, 1 betragen die Abweichungen
weniger als 10%. Nach Folgerung 7.2 sind diese Werte akzeptabel.






























(a) Verluste bzgl. JISE bei Δlc/Δr=0,02






























(b) Verluste bzgl. JISE bei Δlc/Δr=0,1
Abbildung 7.8.: Prozentuale Einbußen bezüglich der Regelgüte JISE bei Verwendung
der Einstellregel (5.27) mit ψ = 1 anstelle der jeweils optimalen Einstel-
lung (bestmögliche Regelgüte JISE) in Abhängigkeit von η für verschie-
dene Δlc/Δr und Ta/τ . Periodische Send-on-Delta-Abtastung.
Fall L0. Analog zu Abbildung 7.7(a) zeigt Abbildung 7.9 die Regelgüte-Einbußen be-
züglich JISE im Fall ψ = 0, d. h. wenn Schwingungen vermieden werden sollen. Auch
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dort ist klar zu sehen, dass die Einstellregel bei kleinen Δlc/Δr und Ta/τ sehr gut ist
(Abweichungen vom Optimum im einstelligen Prozentbereich bei Δlc/Δr ≤ 0, 1 und
Ta/τ ≤ 0, 1) und bei zunehmend grober Abtastung „schlechter“ wird, wobei auch hier
die Regelgüte oft besser ist als im streng genommen „idealen“ Fall, da die Einstellregel
Schwingungen nicht konsequent vermeidet. Die Abweichungen liegen in allen darge-
stellten Fällen unter den in Folgerung 7.2 genannten 30%.


































(a) Verluste bzgl. JISE bei Δlc/Δr=0,02


































(b) Verluste bzgl. JISE bei Δlc/Δr=0,1
Abbildung 7.9.: Prozentuale Einbußen bezüglich der Regelgüte JISE bei Verwendung
der Einstellregel (5.27) mit ψ = 0 anstelle der jeweils optimalen Ein-
stellung (bestmögliche Regelgüte JISE ohne Schwingungen) in Abhän-
gigkeit von η für verschiedene Δlc/Δr und Ta/τ . Periodische Send-on-
Delta-Abtastung.
Auch bezüglich der Nachrichtenrate hängt die Stärke der Abweichungen stark von
Δlc/Δr und Ta/τ ab, liegt aber in den betrachteten Fällen immer unter 40% (Abbi-
lung 7.10), für Ta/τ ≤ 0, 5 unter 30%. Wie Abbildung 7.11 zeigt, beträgt die absolute
Abweichung nie mehr als zwei Nachrichten, meist höchstens eine. Das ist im Rahmen
der bereits mehrfach erwähnten schwachen Kausalität ein durchaus gutes Ergebnis.



































(a) Verluste bzgl. Nsc bei Δlc/Δr=0,02



































(b) Verluste bzgl. Nsc bei Δlc/Δr=0,1
Abbildung 7.10.: Prozentuale Einbußen bezüglich der Nachrichtenanzahl Nsc bei Ver-
wendung der Einstellregel (5.27) mit ψ = 0 anstelle der jeweils opti-
malen Einstellung (bestmögliche Regelgüte JISE ohne Schwingungen)
in Abhängigkeit von η für verschiedene Δlc/Δr und Ta/τ .
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(a) Verluste bzgl. Nsc bei Δlc/Δr=0,02






























(b) Verluste bzgl. Nsc bei Δlc/Δr=0,1
Abbildung 7.11.: Absolute Einbußen bezüglich der Nachrichtenanzahl Nsc bei Verwen-
dung der Einstellregel (5.27) mit ψ = 0 anstelle der jeweils optimalen
Einstellung (bestmögliche Regelgüte JISE ohne Schwingungen) in Ab-
hängigkeit von η für verschiedene Δlc/Δr und Ta/τ .
Fazit. Wie bei der idealen Send-on-Delta-Abtastungwird die Qualität der Einstellregel
bei 0 < ψ < 1 in Anhang C.9 anhand der gewichteten Summe bewertet.
Folgerung 7.4 (Evaluierung bei periodischer Send-on-Delta-Abtastung)
Die Einstellregel (5.27) ist bei periodischer Send-on-Delta-Abtastung und idealen P-
T1-Tt-Regelstrecken für Sprungantworten (ohne Stellgrößenbeschränkungen und Stö-
rungen) mit nach Folgerung 7.2 ausreichender Genauigkeit anwendbar, wenn gilt
Δlc/Δr ≤ 0, 1 (7.2)
und
Ta/τ ≤ 0, 5. (7.3)
Hinweis: Untersucht wurde nur 0 ≤ η ≤ 2.
7.2.5. Störungen und „stationärer Zustand“ (Pendelungen)
Nachdem das Führungsverhalten an verschiedenen Beispielen untersucht wurde, wird
nun das Störverhalten betrachtet. In Abschnitt 5.6 wurden verschiedene Störgrößenver-
läufe diskutiert. Die dort genannte Äquivalenz zwischen dem Verhalten bei Sprung-
antworten, die durch Führungs- und Störgrößenänderungen bewirkt werden, gilt für
Send-on-Delta-Abtastung genauso. Deshalb werden sprungförmige Störungsänderun-
gen hier nicht betrachtet, es sei stattdessen auf die Abschnitte 7.2.3 und 7.2.4 verwiesen.
Auch Störungen in Form von Rauschen müssen hier nicht untersucht werden, da sie
Gegenstand zahlreicher anderer Arbeiten waren (siehe in Abschnitt 5.6 genannte Refe-
renzen).
Interessanter ist dagegen das Verhalten bei sinusförmigen Störungen, weil das für
das Referenzbeispiel „Raumtemperaturregelung“ recht praxisnah ist. Diese Problem-
stellung enthält als Grenzfall auch den „stationären Zustand“ (konstante Stör- und Füh-
rungsgröße, d. h. Amplitude der Sinusschwingung ist gleich Null), welcher in sofern
interessant ist, als er den Annahmen der meisten Publikationen entspricht, die die Ab-
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hängigkeit der Pendelungen von der Reglereinstellung untersuchen (etliche Referenzen
dazu wurden in den Abschnitten 2.5.4 und 5.1 genannt).
Bereits in Abschnitt 5.6 wurde erwähnt, dass die optimale Reglereinstellung bei sinus-
förmigen Störungen nicht nur von den Regelstreckenparametern, sondern auch von der
Frequenz der Störung abhängt. Während bei den dort gezeigten zeitkontinuierlichen
Untersuchungen die optimale Reglereinstellung unabhängig von der Störgrößenampli-




zwischen der Störgrößenamplitude A und dem Schwellwert Δlc eine entscheidende
Rolle, denn es beeinﬂusst die Anzahl der Send-on-Delta-Ereignisse, die durch die Stö-
rung hervorgerufen werden (bzw. würden, wenn der Regler nicht „dagegen arbeiten“
würde). Bei linearen Regelstrecken ohne Stellgrößenbegrenzungen verhalten sich alle
Regelkreise mit gleichem Verhältnis A/Δlc (unabhängig von A und Δlc) und auch an-
sonsten gleichen Parametern (bis aufA undΔlc) wegen des Superpositionsprinzips (De-
ﬁnition A.6) bis auf einen Skalierungsfaktor gleich, sodass A und Δlc nicht getrennt be-
züglich ihres Einﬂusses auf die optimalen Reglerparameter untersucht werden müssen.
Erwartungshaltung. Bei einem wirkungslosen Regler (λ = KP = 0) folgt die Regel-
größe exakt der Störgröße (siehe Erklärung in Abschnitt 5.6), sodass pro Periode der
Sinusschwingung rund 4 · A/Δlc Nachrichten erzeugt werden. Gleichzeitig ist aus frü-
heren Arbeiten bekannt, dass Pendelungen eine umso höhere Frequenz haben, je ag-
gressiver der Regler eingestellt ist und je kleiner die Nachstellzeit TI ist [VK07b,Vas09,
Ara11, BDSV12a, RJSD14a]. Es ist daher davon auszugehen, dass – v. a. zur Minimie-
rung der Nachrichtenanzahl – bei niedriger Störungsamplitude A und niedriger Stör-
frequenz eher konservative P-Regler (sehr hohe (normierte) Nachstellzeit  und ggf.
niedriger (normierter) Proportionalbeiwert λ) optimal sind, da durch eine eher schlecht
ausgeregelte langsame Störung weniger Nachrichten erzeugt werden als durch die von
einer aggressiveren Einstellung hervorgerufene höherfrequente Pendelung. Bei hoher
Störungsamplitude und hoher Störfrequenz werden dagegen eher „aggressive“ Einstel-
lungen optimal sein, weil dann – trotz steigender Pendelungs-Frequenz – die Störung
besser ausgeregelt wird, damit die Amplitude der Regelgröße abnimmt und somit auch
die quadratische Regelﬂäche und ggf. die Nachrichtenanzahl kleiner werden. Spielt die
Nachrichtenanzahl keine Rolle, sondern nur die Regelgüte, sind generell aggressivere
Einstellungen als optimal zu erwarten, die die Amplitude der Störung besser ausregeln.
Diese Vermutungen werden sich nachfolgend bestätigen.
Für A/Δlc < 0, 5 (d. h. A < Δlc/2) ist zu erwarten, dass generell λ = 0 (wirkungsloser
Regler, up(t) ≡ 0) sowohl bezüglich der Nachrichtenanzahl Nsc als auch der Regelgüte
JISE – und somit auch bezüglich des Produkts JProd – optimal ist, denn einerseits treten
für λ = 0 wegen der kleinen Amplitude der Störung keine Send-on-Delta-Ereignisse
auf und somit werden keine Nachrichten erzeugt (Nsc = 0); gleichzeitig ist die Ampli-
tude der Störgröße auch zu klein verglichen mit Δlc, um durch eine Regleraktivität die
quadratische Regelﬂäche verringern zu können, denn die Genauigkeit der Regelung ist
durch die Send-on-Delta-Abtastung begrenzt. Diese Erwartung deckt sich mit Publika-
tionen, die für den stationären Zustand (bei konstanter Führungs- und Störgröße, wenn
also weder größere Störungen noch Führungsgrößenänderungen eine Regleraktion nö-
tig machen) eine weniger aggressive Reglereinstellung [VK07b,Vas09], einen reinen P-
Regler [RJSD14a] oder die temporäre „Reglerabschaltung“ [SVD11,SVD12] empfehlen.
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Simulative Überprüfung der Erwartungshaltung. Zu ermitteln wären nun die opti-
malen Werte von λ und  in Abhängigkeit von A/Δlc, Ts/τ (oder Ts/Tm), η, dem Op-
timierungsziel (entspricht in etwa der Bedeutung ψ) und ggf. Ta, Tstick sowie Δstick (Ts
ist die Periodendauer der sinusförmigen Störgröße (5.31)). Auch das würde wieder den
Rahmen des verfügbaren Platzes sprengen. In Anhang C.11 sind in zahlreichen Graﬁ-
ken für ausgewählte (besonders praxisrelevante) Beispiele die optimalen Einstellungen
für jeweils verschiedene Optimierungsziele (Minimierung von JProd, JISE oder Nsc),
verschiedene η und verschiedene Ta/τ als Funktion von A/Δlc und Ts/τ angegeben.
Diese wurden durch umfangreiche Simulationsstudien ermittelt, die im genannten An-
hang detaillierter beschrieben sind. Wegen ihrer Vielzahl sind sie nicht hier, sondern im
Anhang aufgeführt. Abbildung 7.12 zeigt nur ein Beispiel, um die Notwendigkeit des
Blätterns beim Lesen der nachfolgenden Auswertungen weitgehend zu vermeiden.
(a) λopt (b) opt
Abbildung 7.12.: Optimale (normierte) Reglerparameter λopt und opt als Funktion von
A/Δlc und Ts/τ bei Optimierung von JProd bei einer sinusförmigen
Störgröße und r(t) ≡ 0. Die anderen Simulationsparameter sind η =
0, 2, τ = 1 s, Ta = τ/10, Tstick = 2 s, Km = 1, Δlc = Δstick = 1, die
simulierte Dauer beträgt 1000 s, r(t) ≡ 0.
Es wurde versucht, mit demMatlab Curve Fitting Tool die Ebenen aus Abbildung 7.12
durch ein zweidimensionales Polynom (bis Ordnung 5) zu approximieren, um daraus
eine Einstellregel abzuleiten. Der Restfehler ist dabei jedoch durch die schwache Kau-
salität (das „Rauschen“) so groß, dass eine solche Einstellregel keinen nennenswerten
Praxiswert hätte. Es erscheint dem Autor daher nicht sinnvoll, jede der Graﬁken (aus
Anhang C.11) durch eine „Fläche“ (zweidimensionales Polynom) zu approximieren,
weil diese dafür zu unregelmäßig verlaufen. Außerdem sind reale Störungen im Refe-
renzbeispiel nur sehr grob sinusförmig (siehe Abschnitt 7.3.1.1), sodass der Nutzen ei-
ner (komplexen) Einstellregel für (ideal) sinusförmige Störungen den großen Aufwand
nicht rechtfertigt.
Stattdessen werden im Folgenden qualitative Schlussfolgerungen aus den Simulati-
onsstudien genannt. Für die praktische Einstellung für einen konkreten Regelkreis wird
empfohlen, die zur jeweiligen Anwendung (Optimierungsziel, η, Ta/τ ,A/Δlc und Ts/τ )
passendste Graﬁk aus Anhang C.11 zu wählen und daraus die optimalen Reglerpara-
meter abzulesen. Die größte Schwierigkeit besteht dabei darin, dass die Störgrößen-
amplitude A im Allgemeinen nicht bekannt ist. Zusätzliche Messtechnik, wie z. B. im
Referenzbeispiel Außentemperatursensoren, Präsenzmelder und Helligkeitssensoren,
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können hilfreich zur Abschätzung von A sein. Wettervorhersagen könnten noch bes-
sere Ergebnisse bieten. Allerdings sind derartige Lösungen teurer als der vorgestellte
einfache Regelkreis und erhöhen auch den Kommunikationsaufwand und damit den
Energieverbrauch. In dieser Arbeit werden diese Lösungen daher nicht untersucht.
Folgerung 7.5 (Regleroptimierung bei sinusförmigen Störgrößenverläufen)
Hat die Stögröße einen sinusförmigen (oder konstanten) Verlauf, so erlauben die
Simulationsstudien folgende Schlüsse:
• Die optimalen Reglerparameter unterliegen erwartungsgemäß der schon öfter
genannten „schwachen Kausalität“, d. h. die optimalen Werte streuen schon bei
kleinen Veränderungen der Regelstrecken- oder Abtastparameter relativ deut-
lich. Sind die Regelstreckenparameter oder der Störgrößenverlauf nicht exakt
bekannt (was in der Praxis nahezu immer der Fall ist), muss man davon ausge-
hen, dass die erhaltenen Ergebnisse deutlich vom theoretischen Optimum ab-
weichen (wenn man nicht „zufällig“ die optimale Einstellung trifft). Die Graﬁ-
ken in Anhang C.11 erlauben damit nur eine grobe Orientierung bei der Regler-
optimierung.
• BeiA/Δlc < 1 gibt es keine Send-on-Delta-Ereignisse, sofern die Störgröße sym-
metrisch um den „Anfangswert“ des Abtasters schwingt sowie Regeldifferenz
und Stellgröße am Anfang gleich Null sind. Dadurch ist die Reglereinstellung
unerheblich, die Stellgröße bleibt immer gleich Null.
• Bei kleinen Ts/τ und/oder kleinen A/Δlc sind große Nachstellzeiten (d. h. reine
P-Regler) besser als kleine. Das liegt daran, dass bei Störungen besonders hoher
Frequenz (kleines Verhältnis Ts/τ ) und/oder geringer Amplitude (kleines Ver-
hältnis A/Δlc) die „Möglichkeiten“ des Reglers durch die Trägheit bzw. Totzeit
der Strecke sowie den Schwellwert Δlc begrenzt sind und ein großer I-Anteil
(kleine Nachstellzeit) hier eher dazu führt, dass noch zusätzliche Schwingun-
gen bzw. Abweichungen auftreten. Man sollte derartige Störungen wie Rau-
schen behandeln, d. h. durch Tiefpassﬁlterung oder geeignet große Wahl von
Δlc „herausﬁltern“ (siehe Abschnitt 5.6).
• Mit steigendem VerhältnisA/Δlc nimmt der optimale Wert von λ tendenziell zu
und der optimale Wert von  tendenziell ab, d. h. zunehmend aggressive Regler-
einstellungen sollten gewählt werden. Das entspricht genau der oben genann-
ten Erwartungshaltung.
• Mit steigendem Verhältnis Ts/τ sinkt der optimale Wert von λ (in den meisten
Fällen), während der optimale Wert von  tendenziell leicht ansteigt, d. h. bei
langsameren Störungen sind konservativere Reglereinstellungen zu empfehlen.
Auch das entspricht genau der oben genannten Erwartungshaltung.
• Dass die schache Kausalität mit steigendem η deutlicher wird (d. h. die Gra-
ﬁken unregelmäßiger werden), liegt daran, dass dann der I-Anteil verglichen
zum P-Anteil zunehmend an Bedeutung gewinnt (siehe Abschnitt 7.2.3) und
das Zusammenspiel von P- und I-Anteil in Kombination mit der Send-on-Del-
ta-Abtastung dann komplexer wird.
• Bei der Optimierung von Nsc liegt der optimalen Wert von λ tendenziell bei
niedrigeren Werten als bei der Optimierung von JISE, bei Optimierung von
JProd tendenziell dazwischen. Das deckt sich mit den Ergebnissen früherer Ka-
pitel wie z. B. Abschnitt 5.5.1.2.
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• Wie schon bei der Optimierung im zeitkontinuierlichen Fall (Abschnitt 5.6) liegt
das Optimum meist in der Nähe der Stabilitätsgrenze. Deshalb sollte man, um
bei Regelstreckenungenauigkeiten Instabilität zu vermeiden, „konservativere“
Einstellungen wählen als die Graﬁken als Optimum vorgeben, auch wenn da-
durch der Regler träger reagiert, somit die Amplitude der Regelgröße zunimmt
und sowohl Regelgüte als auch Nachrichtenanzahl schlechter werden.
Führungs- und Störverhalten gemeinsam. Da die optimalen Reglerparameter für
Führungs- und Störverhalten i. d. R. nicht übereinstimmen, muss man entweder die Pa-
rameter zwischen den einzelnen „Betriebsarten“ umschalten oder einen Kompromiss
wählen. Wie man dabei vorgehen kann, wurde in Abschnitt 5.6 beschrieben.
Da die zuvor gezeigten Untersuchungen auch eine Abhängigkeit von A/Δlc zeigten,
kann man zusätzlich noch zwischen Reglerparametern für verschiedene Störgrößenam-
plitudenA umschalten, sofernA zeitveränderlich und bekannt ist. Ein Sonderfall dieses
Konzepts besteht darin, bei e(t) < Δlc einen konservativen P-Regler zu verwenden (d. h.
den I-Anteil konstant zu halten) und bei e(t) ≤ Δlc auf einen aggressiveren PI-Regler
umzuschalten, was sich konzeptionell mit dem Vorschlag von [RJSD14a] deckt.
7.2.6. Weitere zu evaluierende Fragestellungen
In Abschnitt 2.5.2 wurde begründet, warum der D-Anteil von PID-Reglern bei Send-on-
Delta-Abtastung keine wesentlichen Verbesserungen gegenüber einem PI-Regler ver-
spricht. Auch wenn diese Behauptung im Rahmen dieser Arbeit nicht in großem Um-
fang durch Simulationsstudien belegt werden kann, wird in Anhang C.10 – der schon
in den Abschnitten 1.1, 2.5.2 und 2.5.4 erwähnt wurde – zumindest anhand einiger bei-
spielhafter Simulationsstudien gezeigt, dass diese Einschränkung sinnvoll ist.
Der „allgemeine“ Teil der Evaluierung endet hier; in Abschnitt 7.3 wird nur noch
die Referenzanwendung, die Raumtemperaturregelung, betrachtet. Wie schon am Be-
ginn dieses Kapitels erläutert wurde, müssen hier viele interessante Fragen offen blei-
ben. Beispiele sind die Evaluierung der Einstellregeln für reine Totzeitstrecken (Folge-
rung C.4) und der Einstellregel für den Fall der Übertragung der Reglerausgangsgrö-
ße (Folgerung C.6). Auch ein Vergleich mit den bekannten Einstellregeln von Ziegler
und Nichols [ZN42] oder denen von Beschi et al. [BDSV12c, BDSV14], das Berücksich-
tigen von Nachrichtenverlusten, -wiederholungen bzw. Übertragungsverzögerungen
oder das Verwenden anderer Regelgütekriterien (z. B. der absoluten Regelﬂäche JIAE)
oder des Produktgütekriteriums JProd wären interessante Forschungsgegenstände. All
das konnte im Rahmen der vorliegenden Arbeit nicht näher untersucht werden und
sollte Gegenstand späterer Arbeiten sein.
7.3. Evaluierung am Referenzbeispiel:
Raumtemperaturregelung
Nun werden die Aussagen von Kapitel 5, insbesondere die Einstellregel (5.27), an dem
in Abschnitt 1.2 eingeführten Referenzbeispiel, der Einzelraum-Lufttemperatur-Rege-
lung, evaluiert. Das geschieht zunächst simulativ (Abschnitt 7.3.1) und anschließend
anhand realer Experimente in einem Musterraum (Abschnitt 7.3.2).
Auch wenn dieser Abschnitt nur das Referenzbeispiel betrachtet, sind die nachfol-
genden Untersuchungen unabhängig davon, ob es sich bei dem Aktor um einen Heiz-
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körper, Kühlkörper, eine Fußbodenheizung, Kühldecke, Klimaanlage oder eine Lüf-
tung handelt, da deren für den Reglerentwurf relevante Eigenschaften qualitativ ähnlich
sind [Sie07a].
Die folgenden Untersuchungen befassen sich nur mit dem Heizfall, die Ergebnisse
lassen sich aber leicht auf den Kühlfall (Km < 0) oder die Kombination aus beiden
übertragen [RF05, S. 695f].
Annahme 7.1 (Normierung des Stellbereichs bei Raumtemperaturregelungs-Beispielen)
Der Stellbereich ist im Folgenden auf das Intervall 0 ≤ up(t) ≤ 1 normiert, wobei
up(t) = 0 ein komplett geschlossenes Ventil (keine Heizleistung) und up(t) = 1 ein
komplett geöffnetes Ventil (maximale Heizleistung) darstellt. Werte unter 0 oder über
1 sind nicht möglich (Stellgrößenbegrenzung).
7.3.1. Simulationen
Zunächst werden Simulationsstudien beschrieben. Simulationen bieten im Vergleich zu
realen Experimentenmehr Flexibilität, Reproduzierbarkeit undGeschwindigkeit („Zeit-
raffereffekt“ verglichen mit realen Experimenten an der sehr trägen Raumtemperatur-
regelstrecke) sowie insbesondere die Möglichkeit, viele Simulationen mit exakt gleichen
Randbedingungen, aber unterschiedlichen Reglerparametern durchzuführen. Nur so
lassen sich verschiedene Reglereinstellungen aussagekräftig miteinander vergleichen.
Reale Experimente für ausgewählte Analysen folgen in Abschnitt 7.3.2.
7.3.1.1. Simulationsbedingungen
Nachfolgend werden die wichtigsten Randbedingungen zusammengefasst, die für die
Simulationen und Experimentewichtig sind. Eine etwas ausführlichere Darstellung und
Begründung dieser Randbedingungen ist in Anhang B.5 zu ﬁnden. Es wird, wie in den
vorherigen Kapiteln, die in Anhang C.8 beschriebene Simulationsumgebung verwen-
det.
Regelstreckenmodell. Die Regelstrecke wird entsprechend der seit Jahrzehnten bei
der Raumtemperaturregelung bewährten Praxis durch ein P-T1-Tt-Modell beschrie-
ben [Jun55, Jun84, RSS98, Sie07a, BHR11, PBG+16]. Dieses Modell ist nur eine Approxi-
mation der in Wirklichkeit extrem komplexen Raumluftphysik und spiegelt nur die für
die Regelung wichtigsten Eigenschaften des Raums wider (siehe Anhang B.5). Die zu
erwartenden Parameterspannweiten werden aus [Sie07a] entnommen:
3min ≤ τ ≤ 5min, (7.5a)
0, 1 ≤ η ≤ 0, 3, (7.5b)
6K ≤ Km ≤ 10K. (7.5c)
Aus (5.5) und (7.5) folgt, dass Tm im Intervall
10min ≤ Tm ≤ 50min (7.6)
liegt. Die von Junker [Jun84] angegeben Intervallgrenzen liegen in ähnlichen Größen-
ordnungen; die von Recknagel et al. [RSS98] genannten Parameterspannweiten weichen
etwas deutlicher ab (Tm und τ werden größer angenommen, η eher kleiner). Die Genau-
igkeit der Intervallgrenzen ist für die vorliegende Arbeit von geringer Bedeutung, sie
dienen nur dazu, möglichst realitätsnahe Simulationen durchzuführen.
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Temperaturdifferenzen werden in dieser Arbeit (nach der in der Physik üblichen, in re-
gelungstechnischen Publikationen aber eher seltenen Praxis) nicht in Grad Celsius (°C),
sondern in Kelvin (K) angegeben – deshalb auch der ProportionalbeiwertKm wegen der
einheitenlosen Stellgröße. Die Einheit Kelvin verwenden beispielsweise auch [Jun84,
Sie07a].
Stör- und Führungsgröße. Der simulierte Zeitraum beträgt in den meisten der fol-
genden Simulationen ein ganzes Kalenderjahr. Der Außentemperaturverlauf ϑa(t), der
auch den (dadurch zeitvarianten) ProportionalbeiwertKm(t) und die Störgröße d(t) be-
einﬂusst (siehe unten), wird dabei direkt von Messungen am Andreas-Pﬁtzmann-Bau
der Technischen Universität Dresden übernommen. Als Führungsgrößenverlauf r(t)
wird der in Bürogebäuden typische zyklische Wochenverlauf mit Nachtabsenkung ver-
wendet, d. h. nachts und am Wochenende wird ein anderer Sollwert als tagsüber an
Werktagen verwendet. Die Führungsgrößenänderungen erfolgen sprunghaft und der
Führungsgrößen-Temperaturunterschied zwischen Tag- und Nachtphasen beträgt 4K
(d. h. Δr = 4K).
Da insbesondere der Proportionalbeiwert Km wegen der außentemperaturabhängi-
gen Heizkurve (Erklärung siehe Anhang B.6) zeitvariant ist und stark mit der Außen-
temperatur korreliert, wird hier vereinfacht angenommen, dass er zeitversetzt zur Au-
ßentemperatur und gedämpft zwischen 0 und 10K variiert. Die untere Grenze wider-
spricht zwar (7.5c), entspricht aber der Realität, da bei hohen Außentemperaturen die
Vorlauftemperatur (Deﬁnition B.2) i. d. R. so niedrig ist (d. h. gleich der Raumtempera-
tur), dass die Heizung wirkungslos ist (Km = 0). Auch die Störgröße (äquivalent zur
Raumtemperatur bei up(t) ≡ 0) wird aus der Außentemperatur abgeleitet (Details siehe
Anhang B.5), da sie maßgeblich davon beeinﬂusst wird.
Die Signalverläufe r(t), d(t), Km(t) und ϑa(t) sind in Abbildung 7.13(a) dargestellt,
ein kleiner Ausschnitt davon (an dem der typische Verlauf der Kurven besser erkennbar
ist) in Abbildung 7.13(b).
Abtastbedingungen. Es wird in den Simulationen angenommen, dass (wie in Ab-
schnitt 5.5) die Rückführgröße per Send-on-Delta-Abtastung übertragen wird und der
Regler in der Aktoreinheit enthalten ist. Der Schwellwert Δlc sollte bei der Raumtem-
peraturregelung im Intervall 0, 1K ≤ Δlc ≤ 0, 5K gewählt werden. Bei einem größe-
ren Wert (Δlc > 0, 5K) würde die Regelung so ungenau, dass die betragsmäßig große
Regeldifferenz (meist im Intervall ±Δlc), insbesondere auch eine Pendelung in dieser
Größenordnung, die Raumnutzer stören würde; kleinere Werte (Δlc < 0, 1K) würden
die Nachrichtenrate (und damit auch den Energieverbrauch) stark erhöhen, ohne ei-
ne durch Menschen fühlbare Verbesserung der Regelgüte zu erzielen, zumal übliche
Raumtemperatursensoren eine Messabweichung über ±0, 1K aufweisen. Die Anforde-
rung Δlc/Δr ≤ 0, 2 für ideale Send-on-Delta-Abtastung nach Folgerung 7.3 ist somit er-
füllt (wegen Δr = 4K, siehe oben in diesem Abschnitt); die Anforderung Δlc/Δr ≤ 0, 1
für periodische Send-on-Delta-Abtastung (Folgerung 7.4) ist bei Δlc ≤ 0, 4K erfüllt.
Aus den in Abschnitt 3.2 genannten Gründen wird periodische Send-on-Delta-Ab-
tastung verwendet. In den nachfolgenden Simulationen wird eine Abtastperiode von
Ta = 0, 01h = 36 s verwendet, um idealer Send-on-Delta-Abtastung relativ nahe zu
kommen. Die Anforderung Ta/τ ≤ 0, 5 aus Folgerung 7.4 ist somit erfüllt. Pawlow-
ski et al. verwendeten 30 oder 60 s [PBG+16]. Es sei bemerkt, dass sich auch eine
Abtastperiode von bis zu 5 Minuten sowohl in Simulationen als auch in der Praxis
als geeignet erwiesen hat, was auch dadurch bestätigt wird, dass kommerzielle Funk-
Temperatursensoren Abtastperioden in diesem Intervall verwenden (z. B. 2-3 Minu-
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Führungsgröße r(t) in °C
(a) Ganzes Jahr.































Führungsgröße r(t) in °C
(b) Ausschnitt aus der Heizperiode des Jahres.
Abbildung 7.13.: Jahresgang von Außentemperatur ϑa(t), Störgröße d(t), Proportional-
beiwert Km(t) der Regelstrecke und Führungsgröße r(t).
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ten bei BidCoS-basierten Geräten und 1,67 Minuten als Voreinstellung bei EnOcean-
basierten Thermokon-Geräten).1 Die nachfolgend verwendete Abtastperiode Ta = 36 s
ist also deutlich kleiner als in den genannten kommerziellen Geräten, aber die nach-
folgenden Simulationen werden zeigen, dass der mittlere Nachrichtenabstand durch
die Send-on-Delta-Abtastung trotz dieser geringen Abtastperiode bei über 20Minuten
liegt, was sich durch eine größere Abtastperiode kaum ändern würde. Durch eine grö-
ßere Abtastperiode im Sensor ließe sich also kaum Kommunikationsenergie sparen,
sondern höchstens Energie zum Messen und Verarbeiten, was wegen Annahme 3.1
meist irrelevant ist.
Die anderen Abtastparameter betragen in den Simulationen Tmax → ∞, Tstick =
0, 08h = 4, 8min, Δstick = Δlc.
Abschließend sei noch einmal darauf hingewiesen, dass die hier recht kurz gefassten
Randbedingungen in Anhang B.5 und B.6 etwas genauer begründet sind.
7.3.1.2. Simulationsergebnisse
In Abbildung 7.14 werden die Gütekriterien JISE und Nsc als Funktion von λ und  bei
Simulation jeweils eines ganzen Jahres für das Beispiel τ = 4, 8min, Tm = 24min (also
η = 0, 2) und Δlc = 0, 1K gezeigt.


































(a) JISE in K2h

































Abbildung 7.14.: Gütekriterien JISE und Nsc als Funktion von λ und  bei Simulation
eines ganzen Jahres. Markiert ist außerdem der Bereich, der von der
Einstellregel (5.27) für Führungsgrößensprünge vorgeschlagen wird.
Signalverläufe r(t), d(t) und Km(t) entsprechend Abbildung 7.13(a).
Sonstige Parameter: τ = 4, 8min, Tm = 24min, η = 0, 2, Δlc = 0, 1K,
Ta = 0, 01h = 36 s, Tstick = 4, 8min, Δstick = 0, 1K.
Die qualitative Abhängigkeit der Gütekriterien von den (normierten) Reglerparame-
tern, die schon in früheren Abbildungen wie Abbildung 5.9 und 7.1 gefunden wurde,
bestätigt sich auch hier, insbesondere beﬁnden sich „rechts unten“ (bei großem λ und
kleinem ) „aggressive“ Einstellungen, die zu starken Schwingungen führen (erkennbar
1Eine geeignete Abtastperiode kann man näherungsweise ermitteln, indem man abschätzt, wie lange
es in etwa mindestens dauert, bis sich die Raumtemperatur um einen bestimmten Betrag verändert.
Die Erfahrung zeigt, dass sich die Raumtemperatur in 2-3 Minuten nicht um mehr als 0,5K ändert,
höchstens innerhalb anhaltender starker Anstiege durch langes Heizen mit maximaler Heizleistung.
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v. a. an der großen Nachrichtenanzahl), und „links oben“ (bei kleinem λ und großem )
„konservative“, „langsame“ Einstellungen mit relativ wenig Regleraktivität (erkennbar
an der relativ geringen Nachrichtenanzahl bei großer quadratischer Regelﬂäche).
Da Km zeitvariant ist, die Reglerparameter aber – wie bei einem realistischen nicht-
adaptiven Regler – nicht angepasst werden, ist die Angabe von λ in Abbildung 7.14 auf
den maximalen Regelstrecken-ProportionalbeiwertKm = 10 1/K bezogen, da dieser für
die Stabilität am kritischsten und damit am interessantesten ist. Es sei zudem bemerkt,
dass Instabilität wegen der Stellgrößenbegrenzung und der Zeitvarianz von Km hier
nicht zu einem unendlichen Aufschwingen führt (vgl. Abbildung 4.1(b)), weshalb die
Werte der Gütekriterien „rechts unten“ (bei großem λ und kleinem ) endlich bleiben.
Da der Regelkreis im Sommerwegen des in dieser Zeit geringen Proportionalbeiwerts
Km (siehe Abbildung 7.13(a)) nahezu wirkungslos ist (genauer gesagt: die Heizung be-
einﬂusst die Raumtemperatur kaum), wird der Verlauf von Regelgröße und Regeldiffe-
renz in dieser Zeit von der Störgröße dominiert. Deshalb unterscheiden sich die Güte-
kriterien zwischen den einzelnen Einstellungen nur relativ schwach. Selbst eine perfekte
– praktisch unmögliche – Heizung (d. h. ec(t) = 0 ∀ d(t) ≤ r(t)) würde wegen der
fehlenden Möglichkeit zum Kühlen eine quadratische Regelﬂäche von JISE=65.426K2h
erzeugen. Ohne Regleraktivität (λ = 0 bzw. up(t) ≡ 0) beträgt die quadratische Regelﬂä-
che JISE=80.532K2h. Die durch die Einstellregel erzielte Regelgüte liegt also sehr nahe
am Optimum.
Betrachtet man nur die Heizperiode, werden die Unterschiede zwischen den Regler-
einstellungen deutlicher. Abbildung 7.15 zeigt die Simulationsergebnisse unter gleichen
Bedingungen wie in Abbildung 7.14, wenn nur die ersten 10 Wochen (Anfang Januar bis
Mitte März) ausgewertet werden.































































(a) JISE in K2h

































Abbildung 7.15.: Gütekriterien JISE und Nsc als Funktion von λ und  bei Simulation
von 10 Wochen einer Heizperiode. Markiert ist außerdem der Bereich,
der von der Einstellregel (5.27) für Führungsgrößensprünge vorge-
schlagen wird. Signalverläufe r(t), d(t) und Km(t) entsprechend Ab-
bildung 7.13(a). Sonstige Parameter: τ = 4, 8min, Tm = 24min, η =
0, 2, Δlc = 0, 1K, Ta = 0, 01h = 36 s, Tstick = 4, 8min, Δstick = 0, 1K.
Während die Gütekriterienunterschiede zwischen den verschiedenen Einstellungen
nun (relativ zueinander) erheblich deutlicher ausfallen, insbesondere bei der Nachrich-
tenanzahl, verschiebt sich die Lage der optimalen Reglerparameter kaum, da die Reg-
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lereinstellung durch die Wirkungslosigkeit des Regelkreises im Sommer weder Nach-
richtenanzahl noch Regelgüte nennenswert beeinﬂusst.
Auch die durch die Einstellregel (5.27) vorgegebene Lage der Reglerparameter ist
in den Abbildungen 7.14 und 7.15 mit angegeben (entsprechend der oben genannten
Achsenskalierung unter der Annahme Km = 10 1/K, also ohne Berücksichtigung der
Zeitvarianz). Tabelle 7.2 zeigt die Gütekriterien und Reglerparameter zu bestimmten
Einstellungen, nämlich denen gemäß der Einstellregel (5.27) für verschiedene ψ und die
Optima bezüglich der GütekriterienNsc, T¯it (nach Gleichung (4.1)), JISE und JProd (nach
Gleichung (4.16)). In fast allen Fällen beträgt der durchschnittliche Nachrichtenabstand
T¯it mehr als 20 Minuten. Das zeigt den enormen Nutzen der Send-on-Delta-Abtastung
gegenüber einer klassischen periodischen Abtastung (mit einer Abtastperiode von 1-
5 Minuten, siehe Abschnitt 7.3.1.1) hinsichtlich der Einsparung von Nachrichten und
damit Energieefﬁzienz.
Entsprechend der Erwartung nimmt mit steigendem ψ die Nachrichtenanzahl Nsc
leicht zu bzw. der durchschnittlicheNachrichtenabstand T¯it leicht ab, gleichzeitig nimmt
die quadratische Regelﬂäche JISE mit steigendem ψ erwartungsgemäß leicht ab. Die
Unterschiede zwischen verschiedenen ψ fallen aber nur sehr gering aus, selbst wenn
nur die 10 Wochen der Heizperiode betrachtet werden.
Auch wenn durch die Einstellregel das Optimum (erwartungsgemäß) nicht „genau“
getroffen wird, liegt die erreichte quadratische Regelﬂäche in allen Fällen weniger als
1,9% über dem erreichbaren Optimum, was ein sehr gutes Ergebnis ist. Die Nach-
richtenanzahl liegt zwar weit über dem erreichbaren Minimum, nämlich bis zu 107%
darüber, aber dieses Minimum liegt bei λ = 0 (wirkungsloser Regler) und ist damit
praktisch wertlos. Sieht man sich in den „rechten unteren“ Bereichen der Abbildun-
gen 7.14(b) und 7.15(b) an, wie viele Nachrichten bei „wirklich schlechten“ Einstellun-
gen erzeugt werden (nämlich ein Vielfaches der Nachrichtenanzahl, die bei Verwen-
dung der Einstellregel entsteht), so relativiert sich der Abstand zum „praxisuntaugli-
chen Optimum“ deutlich. Sowohl Regelgüte als auch Nachrichtenanzahl nehmen also
bei Verwendung der Einstellregel geeignete Werte an, was aus praktischer Sicht ein sehr
gutes Ergebnis darstellt.
Dass die Einstellregel nicht das „Optimum“ trifft, hat verschiedene Gründe:
• Zeitvarianz des Proportionalbeiwerts. Die Abbildungen 7.14(a) und 7.15(a) legen na-
he, dass man λ eher größer als in der Einstellregel wählen sollte (zumindest für
ψ = 1). Das lässt sich mit der Zeitvarianz von Km erklären, denn die Regler-
parameter wurden – zur Sicherstellung der Stabilität des Regelkreises zu jedem
Zeitpunkt – basierend auf Km = 10K berechnet2 und auch λ in Abbildung 7.15(a)
entsprechend dargestellt, obwohlKm in Wirklichkeit zwischen 0 und 10K variiert
und KP dann gemäß (5.16) entsprechend größer sein sollte, also hier (wegen kon-
stant angenommenem Km) λ.
Für ψ = 0 kann man aus den Abbildungen heraus dagegen keine Wertung treffen,
da nicht ersichtlich ist, bis zu welchem λ die Führungsgröße bei Sprüngen über-
haupt erreicht wird. Das Erreichen der Führungsgröße als Voraussetzung (wie bei
der Bestimmung von L0 in Abschnitt 5.5.1.2) ist hier nicht zur Bestimmung von
L0 geeignet, da es im simulierten Führungsgrößenverlauf viele Sprünge gibt und
in manchen davon wegen der Zeitvarianz von Km(t) in Kombination mit der Stö-
rung d(t) und den Stellgrößengrenzen die Führungsgröße „technisch“ gar nicht
2Bei der Reglereinstellung sollte man den höchstmöglichen Wert von Km annehmen, da mit steigendem
Km – bei konstantem KP – die Regelkreisverstärkung Ko = KP ·Km steigt, die Schwingungen zuneh-
men und der Regelkreis instabil werden kann, vgl. Abschnitte 5.4.2 und 5.5.1.1.
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oder nur zu bestimmten Zeitpunkten innerhalb eines Sprungs erreicht werden
kann (v. a. in der Sommerperiode bei negativen Sollwertsprüngen).
• Stellgrößenbegrenzungen. Der komplexe Einﬂuss von Stellgrößenbegrenzungen
(Aktorsättigung) auf die optimale Reglereinstellungwurde bereits in Abschnitt 6.2
diskutiert. Die Aktorsättigung schwächt vor allem die Wirkung (temporär bei
großem Km) instabiler Regelkreise auf die Gütekriterien ab (siehe v. a. Abbil-
dung 7.14(a), rechts unten), weil sich der Regelkreis durch den begrenzen Stell-
bereich nicht so weit aufschwingen kann. Simulationen ohne Stellgrößengrenzen
(hier nicht gezeigt) bestätigen das wie erwartet, d. h. dann zeigen instabile Ein-
stellungen erheblich schlechtere Gütekriterien-Werte. Aber auch im Bereich der
von der Einstellregel „vorgeschlagenen“ Einstellungen wirken Stellgrößengren-
zen und beeinﬂussen damit die Gütekriterien (allerdings nicht so extrem wie bei
instabilen Einstellungen).
• Send-on-Delta-Abtastung. Die Ursachen für Unterschiede der optimalen Reglerein-
stellung durch die Send-on-Delta-Abtastung wurden in Abschnitt 7.1 ausführlich
behandelt. Die schwache Kausalität zeigt sich hier zwar wegen der langen si-
mulierten Zeiten, die man als „Mittelwertbildung“ vieler Sprünge interpretieren
kann, weniger als bei Einzelsprungantworten, aber die anderen Einﬂüsse bleiben
bestehen.
• Komplexe Führungs- und Störgrößenveräufe. Wie schon in den Kapiteln 5 und 6 hin-
länglich gezeigt wurde, hängt die optimale Reglereinstellung vom Signalverlauf
der Führungs- und Störgröße ab. Es handelt sich bei den hier gezeigten Simu-
lationen nicht um „idealisierte“ Führungs- und Störgrößenveräufe wie Sprünge
oder Sinuskurven, sondern um eine komplexe Kombination aus Führungsgrößen-
sprüngen und stark variierenden Störgrößenverläufen.
Es ist nicht sinnvoll, hier über eine verbesserte Einstellregel nachzudenken, da sie
von zu vielen Faktoren abhängen müsste (siehe Kapitel 5 und 6 sowie Abschnitte 7.1
und 7.2). Genügt die mit der Einstellregel (5.27) erreichbare Regelgüte und Energieef-
ﬁzienz in einem bestimmten Anwendungsfall nicht, sollte statt einer verbesserten Ein-
stellregel ein adaptiver Regler eingesetzt werden, der sich selbst iterativ optimiert (siehe
Abschnitt 6.3).
Als zweites Beispiel ist in Abbildung 7.16 eine Jahressimulation mit gröberer Abtas-
tung (Δlc = 0, 4K) und größerer Zeitkonstante (Tm = 48min, η = 0, 1) dargestellt. Der
Bereich, in der die quadratische Regelﬂäche kaum von der Reglereinstellung abhängt
und nahe ihrem Optimum ist, ist hier noch größer und die Einstellregel (5.27) trifft die-
sen Bereich fast genau (die quadratische Regelﬂäche bei Verwendung der Einstellregel
liegt weniger als 1% über dem Optimum). Gleichzeitig vermeidet sie eine große Nach-
richtenanzahl. Verglichen mit Abbildung 7.14 ist in Abbildung 7.16 die quadratische Re-
gelﬂäche JISE um etwa ein Prozent höher, während die Nachrichtenanzahl Nsc um ein
Drittel bis Fünftel gesunken ist, was für die meisten Reglereinstellungen einem mittle-
ren Nachrichtenabstand T¯it von deutlich mehr als einer Stunde entspricht. Das lässt sich
dadurch begründen, dass die Nachrichtenrate durch den vierfach höheren Schwellwert
Δlc und die doppelt so träge Regelstrecke unter dem Einﬂuss der Stellgrößengrenzen er-
heblich seltener die Send-on-Delta-Bedingung erfüllt, während schon bei einem kleinen
Schwellwert Δlc die Regelgüte aufgrund der Stellgrößenbegrenzungen so „schlecht“ ist
(v. a. im Sommer, wo der Regler kaum Einﬂuss auf die Raumtemperatur hat), dass ein
größerer Schwellwert daran wenig verschlechtert. Würde man wie in Abbildung 7.15
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(a) JISE in K2h


































Abbildung 7.16.: Gütekriterien JISE und Nsc als Funktion von λ und  bei Simulation
eines ganzen Jahres. Markiert ist außerdem der Bereich, der von der
Einstellregel (5.27) für Führungsgrößensprünge vorgeschlagen wird.
Signalverläufe r(t), d(t) und Km(t) entsprechend Abbildung 7.13(a).
Sonstige Parameter: τ = 4, 8min, Tm = 48min, η = 0, 1, Δlc = 0, 4K,
Ta = 0, 01h = 36 s, Tstick = 4, 8min, Δstick = 0, 4K.
nur die Heizperiode betrachten, wäre der auch der (relative) Einﬂuss auf die Regelgüte
deutlicher.
Folgerung 7.6 (Bewertung der realitätsnahen Simulationen)
Bei den für die Raumtemperaturregelung realitätsnahen Simulationen liefert die Ein-
stellregel (5.27) zwar nicht exakt die optimalen Einstellungen, aber sowohl bezüglich
Regelgüte als auch Nachrichtenanzahl gute Werte. Der Parameterψ hat allerdings kei-
nen erheblichen Einﬂuss auf die Gütekriterien. Genügen die erreichbaren Gütekriteri-
en für eine bestimmte Anwendung nicht, so ist wegen der Zeitvarianz der Regelstre-
ckeneigenschaften die Verwendung eines adaptiven Reglers erfolgversprechender als
eine Verbesserung der Einstellregel.
7.3.1.3. Anmerkungen zur Energieefﬁzienz
Abschließend zu diesen Simulationen werden noch einige Bemerkungen zum Thema
„Energieefﬁzienz“ angegeben.
Reglerabschaltung in der Kühlperiode. Man sollte, wenn möglich, die Sensoreinheit
im Sommer, wenn ohnehin nicht geheizt werden muss, abschalten, damit sie nicht –
bedingt durch die störgrößenbedingten Temperaturänderungen im Raum – unnötige
Nachrichten versenden muss. Auch die Aktoreinheit sollte man dann abschalten, damit
sie weder unnötig auf Nachrichten lauscht noch das Heizventil unnötigerweise bewegt3
– so spart man Energie und verhindert gleichzeitig eine unnötige Geräuschbelastung.
3evtl. abgesehen von der in kommerziell erhältlichen Geräten üblichen wöchentlichen sogenannten „Ent-
kalkungsfahrt“
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Heizenergieverbrauch. Bei der Raumtemperaturregelung müssen drei Arten von
Energieverbrauch unterschieden werden: Der Heiz- bzw. Kühlenergieverbrauch, der Ener-
gieverbrauch des Ventilantriebs und der Energieverbrauch der elektronischen Komponen-
ten, der im Zentrum der vorliegenden Arbeit steht. Verglichen zum Heiz- bzw. Kühl-
energieverbrauch sind die anderen Anteile verschwindend gering, z. B. beträgt bei ei-
nem Gebäude nach Passivhausstandard die Heizenergie ca. 15 kWh pro Quadratmeter
und Jahr – bei alten Gebäuden kann es auch das Zehnfache sein –, der Energiever-
brauch von vier Mignon-Batterien (AA/LR06), die für den Betrieb der elektronischen
Geräte typisch sind und im Durchschnitt zwei Jahre halten (siehe Abschnitt 1.2), da-
gegen nur ca. 8 Wh pro Regelkreis und Jahr, also mehrere Zehnerpotenzen weniger.
Deshalb ist die Einsparung von Heiz- bzw. Kühlenergie sowohl aus ökologischer als
auch ökonomischer Sicht das zweifellos wichtigere Ziel, was auch in Gesetzen wie
der Energieeinsparverordnung (EnEV) [EnE07] und den zahlreichen energiebezogenen
europäischen und nationalen Förderprogrammen zum Ausdruck kommt. Dass Ener-
gieeinsparung bei den Geräten selbst (d. h. Elektronik und Aktor) deshalb vollkommen
irrelevant wäre, gilt allerdings nicht, wie Abschnitt 1.2 zeigt, siehe auch [Sch16].
Wäre der in dieser Arbeit vorgeschlagene Regelungsansatz jedoch nachteilig für den
Heiz- bzw. Kühlenergieverbrauch, so würde mit Sicherheit (und zu Recht) die Akzep-
tanz in der Praxis gering ausfallen. Die üblichen Konzepte zur Heizenergieoptimie-
rung (wahlweise Zeitplan- oder manuell gesteuerte Führungsgrößenänderungen, au-
tomatische Heizungsabschaltung bei Erkennung eines geöffneten Fensters, Präsenzer-
kennung, „Startoptimierung“ nach VDI 3813-2 (Optimierung des Zeitpunkts, wenn die
Heizung zu heizen beginnt)) betreffen nur den Verlauf der Führungsgröße, nicht die Reg-
lerparameter. Über die Führungsgröße wurden aber keine Vorgaben gemacht, es wurden
lediglich sprungförmige Führungsgrößenänderungen bei den Analysen bevorzugt, die
bei den genannten Strategien zur Heizenergieeinsparung ohnehin üblich sind. Somit
schränkt die Anwendung der Einstellregeln dieser Arbeit die Optimierung der Heiz-
energie in keiner Weise ein.
Es sei erwähnt, dass das Vermeiden von Schwingungen (ψ → 0 in (5.27)) auch un-
nötig hohe Temperaturen verhindert, was gemäß Folgerung B.13 (Seite 194) auch zur
Heizenergieeinsparung beiträgt.
7.3.2. Reale Experimente
Abschließend werden die Ergebnisse realer Experimente dargestellt. Da diese nicht wie
Simulationen im „Zeitraffereffekt“ durchgeführt werden können, waren nur vergleichs-
weise wenige Experimente möglich. Der Vorteil dieser Experimente besteht jedoch dar-
in, dass keine praktisch relevanten Bedingungen vernachlässigt werden können (sofern
sie in den Experimenten auftreten) und so gezeigt werden kann, dass die vorgeschlage-
nen Einstellregeln tatsächlich praxistaugliche Regelkreise ermöglichen.
Experimentieranordnung (Musterraum). Für den Test der Einstellregel (5.27) an ei-
nem realen Raum wurde ein am Lehrstuhl Technische Informationssysteme der Techni-
schen Universität Dresden vorhandener Musterraum verwendet4 (Abbildung 7.17). Der
Raum enthält ein Luftvolumen von ca. 69 l (Innenmaße 42 x 30 x 55 cm) und die Wän-
de bestehen aus je zwei Holzplatten mit einer dazwischen beﬁndlichen Luftschicht. Die
4Experimente an einemRaum realistischer Größewaren leider nicht möglich, weil dazu der Raum zwecks
Sicherstellung einheitlicher Bedingungen über Wochen von der praktischen Nutzung ausgeschlossen
werden und die Vorlauftemperatur vom Autor beeinﬂussbar sein müsste. Ein solcher Raum war leider
nicht verfügbar.
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Abbildung 7.17.: Musterraum, der für die realen Experimente verwendet wurde.
Heizung beruht nicht – wie in den meisten Gebäuden – auf ﬂüssigkeitsdurchström-
ten Rohren (Heizkörper/Fußbodenheizung), sondern auf vier am Boden angebrachten
elektrischen Heizplatten. In der Wirkung ist dieses Konzept jedoch vergleichbar mit ei-
ner Fußbodenheizung. Inwieweit sich der Raum in seinen regelungstechnisch relevan-
ten Eigenschaften wie ein realer Raum verhält, wird später diskutiert.
Der Musterraum enthält verschiedene Sensoren (Lufttemperatur, Luftfeuchte, Luft-
qualität, Helligkeit) sowie frei programmierbare Netzwerkknoten, die über ein Lon-
Works-Netzwerk (welches Send-on-Delta-Abtastung unterstützt) verbunden sind. Der
ereignisbasierte PI-Regler (Algorithmus 2.2 auf Seite 32) wurde für die Untersuchungen
in Neuron-C implementiert und auf einen der frei programmierbaren Netzwerkknoten
geladen. Aus technischen Gründen musste eine Reihe kleinerer Anpassungen vorge-
nommen werden (Aktoransteuerung per Pulsweiten-Modulation begrenzter Frequenz,
periodische Send-on-Delta-Abtastung am Reglereingang statt Sensorausgang usw.), de-
ren Erläuterung hier zu weit führen würde und die die Experimentergebnisse nicht we-
sentlich beeinträchtigen.
Prozessidentiﬁkation. Zur Bestimmung der Parameter Km, Tm, τ und η des P-T1-Tt-
Modells des Musterraums wurden verschiedene Experimente (Sprünge und Pseudo-
Zufalls-Verläufe der Stellgröße in verschiedenen Arbeitsbereichen5) mit einer Gesamt-
dauer von 67 Stunden durchgeführt. Dazu wurden Raumtemperatur und Stellgröße
periodisch mit einer Abtastperiode von Ta = 1min abgetastet, um anschließend mit
der Methode der kleinsten Fehlerquadrate die Parameter bestimmen zu können (siehe
Anhang B.3). Tabelle 7.3 zeigt die Zusammenfassung der ermittelten Parameter, jeweils
mit Mittelwert, Minimum und Maximum.
Während für den Proportionalbeiwert Km in allen Experimenten relativ ähnliche Pa-
rameter ermittelt wurden, hängen die Zeitkonstante Tm und die Totzeit τ relativ stark
5d. h. in verschiedenen Bereichen des Stellbereichs (Begriff „Arbeitsbereich“ siehe Anhang A.4), also z. B.
bei maximal 2 aktiven Heizplatten, minimal 2 aktiven Heizplatten oder im Gesamtstellbereich
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Tabelle 7.3.: Identiﬁzierte Parameter am Musterraum.
Parameter Mittelwert Minimum Maximum
Km 9,83K 9,16K 11,41K
Tm 44,85min 33,28min 59,23min
τ 1min 0min 2min
η 0,020 0 0,042
vom Arbeitsbereich ab, was auf die vernachlässigte Komplexität der realen Luftströ-
mungsvorgänge (siehe Anhang B.5) zurückgeführt werden kann. Zudem kann die Tot-
zeit wegen der Abtastperiode Ta = 1min nur als Vielfaches von einer Minute geschätzt
werden (siehe Anhang B.3). Messfehler sind als Ursache nur zweitrangig, weil die ermit-
telten Signalverläufe bei gleichartigen Experimenten (zu verschiedenen Zeitpunkten)
nahezu identisch sind. Die Ergebnisse der Prozessidentiﬁkation decken sich auch recht
gut mit den Ergebnissen einer 2011 (d. h. 4 Jahre zuvor) durchgeführten Bakkalaureats-
arbeit [Gu11], was zeigt, dass das thermische Verhalten des Musterraums weitgehend
zeitinvariant ist. Der unterschiedliche Einﬂuss der vier Heizplatten auf die gemessene
Raumtemperatur durch den unterschiedlichen Abstand der jeweiligen Heizplatte zum
Temperatursensor konnte durch eine (nichtlineare) Anpassung der Aktoransteuerung –
vergleichbar zu einer nichtlinearen Ventilkennlinie [Jun84] – zumindest teilweise kom-
pensiert werden.
Am deutlichsten ist der Unterschied zwischen den Parametern des Musterraums und
den auf Literaturquellen basierten Annahmen der Simulation (7.5) in Bezug auf den
Schwierigkeitsgrad η, der beim Musterraum deutlich niedriger ist als bei den Simulatio-
nen angenommen wurde. Der kleine Wert ist vermutlich auf die kleinen Ausmaße des
Musterraums zurückzuführen, sodass der normalerweise recht „zeitintensive“ Trans-
port der erwärmten Luft von der Heizung zum Temperatursensor erheblich schneller
geht als in einem realen Raum. Um bei einem Raum dieser Größenordnung dieselben
„Lufttransportzeiten“ wie in einem realen Raum zu erreichen, müsste man mit deut-
lich kleineren Temperaturdifferenzen arbeiten (damit der Temperaturgradient im Raum
kleiner wird), bräuchte dann aber auch entsprechend exaktere Messtechnik und feiner
einstellbare Randbedingungen.
Reglerparameter. Mithilfe der Einstellregel (5.27) können für die zuvor ermittelten
Mittelwerte der Regelstreckenparameter (Tabelle 7.3) die folgenden, von ψ abhängigen,
Reglerparameter berechnet werden:
KP (ψ) = (0, 404 + 0, 304 · ψ) · 1
9, 83K · 0, 02
= (2, 055 + 1, 546 · ψ) 1
K
(7.7a)
TI(ψ) = (1, 106 + 0, 304 · ψ) · 44, 85min
= (49, 60 + 13, 63 · ψ) min (7.7b)
Wie Abschnitt 6.2 und Anhang C.6.1 begründen, führen Stellgrößenbegrenzungen ins-
besondere bei kleinem η zu Schwierigkeiten bei der Reglereinstellung. Hier ist das be-
sonders deutlich, da η = 0, 02 ermittelt wurde. Dass KP in (7.7a) zwischen 2, 055 1K (für
ψ = 0) und 3, 601 1K (für ψ = 1) liegt, bedeutet – wegen des Stellbereichs 0 ≤ up(t) ≤ 1
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also Δr > 0, 49K (für ψ = 0) bzw. Δr > 0, 490, 28K (für ψ = 1), zwangsläuﬁg zur Ak-
torsättigung führen muss (die Begründung ist analog zur Begründung von (6.3) in Ab-
schnitt 6.2). Um sättigungsfreie Sprungantworten zu erzeugen, müssen die Führungs-
größenänderungen Δr entsprechend kleiner sein, was aber problematisch ist, da dann
das Ausregeln der Störgrößen gegenüber demAusregeln der Führungsgrößenänderung
überwiegt und wegen des Mindest-SchwellwertsΔlc ≥ 0, 1K (da der Temperatursensor
keine höhere Auﬂösung zulässt) dann nur noch eine sehr grobe AuﬂösungΔlc/Δr mög-
lich ist. Als Kompromiss werden deshalb im Folgenden Sprungantworten bei Sprung-
höhe Δr = 0, 5K gewählt, sodass einerseits möglichst wenig vom Stellgrößenverlauf
abgeschnitten wird und andererseits Δlc/Δr den (bereits recht großen) Wert 0,2 nicht
überschreitet (siehe Folgerungen 7.3 und 7.4).
Auswertung der Regelkreis-Experimente. In den nachfolgenden Abbildungen wird
bewusst nicht nur der Übergangsvorgang (Sprungantwort) gezeigt, sondern eine Auf-
zeichnungsdauer von jeweils 2,5 Stunden, damit auch das Verhalten im „stationären
Zustand“ bzw. bei der Störunggrößenausregelung deutlich wird. Da die Störgröße
während der Regelung nicht messbar ist, kann sie nicht dargestellt werden. Auch die
„Außentemperatur“ (Labortemperatur um den Musterraum herum) ist (trotz Aufzeich-
nung) nicht dargestellt, um die Graﬁken nicht zu überfrachten. Es werden nur Auf-
zeichnungen dargestellt, während denen die Labortemperatur relativ konstant blieb
(maximal ±0, 5K, meist weniger). Trotz dieser Einschränkung sind Unterschiede zwi-
schen Experimenten mit gleichen Reglerparametern v. a. durch die unterschiedlichen
Störgrößenverläufe zu begründen. Exakt gleiche Randbedingungen (Störgrößenverläu-
fe) waren praktisch nicht erreichbar, da das Labor, aus dem der Musterraum aus tech-
nischen Gründen nicht entfernt werden kann, nur begrenzt klimatisiert werden kann
(nur geheizt) und durch Studenten und Mitarbeiter zu nicht absehbaren Zeiten genutzt
wird, sodass sich Temperaturanstiege und (durch Fensteröffnung) Temperaturabfälle
ergeben.
Abbildung 7.18 zeigt jeweils 3 Aufzeichnungen (Sprungantworten mit je 3 Stunden
Aufzeichnungsdauer) unter Verwendung der Reglerparameter (7.7) mit ψ = 0 und
ψ = 1. Tabelle 7.4 zeigt die zugehörigen Gütekriterien, wobei neben den drei in den
Abbildungen gezeigten Experimenten jeweils noch zwei weitere angegeben sind (diese
sind in den Abbildungen nicht dargestellt, da sie sonst zu unübersichtlich würden). Die
Mittelwerte bezüglich Nachrichtenanzahl Nsc, mittlerem Nachrichtenabstand T¯it und
quadratischer Regelﬂäche JISE unterscheiden sich – verglichen mit der jeweiligen Stich-
probenstandardabweichung – so wenig, dass man beide Einstellungen als gleichwertig
betrachten muss. Das bestätigt die in Abschnitt 7.3.1.2 diskutierten Simulationsergeb-
nisse. Beim Betrachten des Kurvenverlaufs gewinnt man aber schon den Eindruck, dass
bei ψ = 1 die Überschwingweite tendenziell größer und die Schwingungen hochfre-
quenter sind (die Flanken sind steiler), sodass der Sprung schneller „ausgeregelt“ ist
und die Regeldifferenz danach im Schnitt kleiner bleibt.
Nimmt man statt des – verglichen mit realen Räumen „unrealistisch“ kleinen –
Schwierigkeitsgrads η des Musterraums (η = 0, 02) an, dass η = 0, 1 gilt und nimmt die-
se Annahme als Grundlage zur Reglereinstellung mit der Einstellregel (mit ψ = 0), so
wirdKP auf weniger als ein Viertel reduziert. Auch mit dieser Einstellung wurden fünf
Experimente durchgeführt (Tabelle 7.4). Während sich der Mittelwert der Nachrichten-
anzahl um 29% reduziert (gegenüber der Annahme η = 0, 02 bei ψ = 0), reduziert
sich auch die Stichprobenstandardabweichung um 35%, was bedeutet, dass insbeson-
dere hohe Nachrichtenanzahlen (hochfrequente Pendelungen) mit dieser Einstellung
erheblich besser vermieden werden. Gleichzeitig vergrößert sich allerdings durch den
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(a) ψ = 0, KP = 2, 055 1K , TI = 49, 60min
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(b) ψ = 1, KP = 3, 601 1K , TI = 63, 23min
Abbildung 7.18.: Ergebnisse der Experimente bei Verwendung der Einstellregel (5.27)
bei verschiedenen ψ. Temperaturen sind normiert auf den Anfangs-
wert, Sprunghöhe immer Δr = 0, 5K. Send-on-Delta-Ereignisse sind
als Kreise markiert, die Verbindungslinien dazwischen dienen nur
als „graﬁsche Verständnishilfe“ (genauer Temperaturverlauf zwischen
den Punkten ist nicht bekannt).
langsameren Übergangsvorgang auch der Mittelwert der quadratischen Regelﬂäche um
67%, was – auch unter Beachtung der Stichprobenstandardabweichung – eine signiﬁ-
kante Verschlechterung der Regelgüte darstellt.
Interessant wäre an dieser Stelle, durch eine Vielzahl von Experimenten die Pareto-
optimalen Einstellungen zu ﬁnden, was jedoch durch die langen Experimentdauern,
die Schwierigkeit, hinreichend gleiche Randbedingungen sicherzustellen, und die Not-
wendigkeit von mehreren Experimenten je Reglereinstellung (zwecks Mittelwertbil-
dung) praktisch nicht möglich ist. Daher wurden nur beispielhaft einige andere Reg-
lereinstellungen getestet. Abbildung 7.19(b) zeigt verschiedene experimentell ermittel-
te Sprungantworten mit unterschiedlichen Reglerparametern. Diese machen deutlich,
dass die Einstellregel gute Sprungantworten (schnell mit geringen Schwingungen – au-
ßer Pendelungen) generiert, auch wenn natürlich so nicht bewiesen werden kann, dass
es nicht deutlich bessere Einstellungen gibt als die Einstellregel vorschlägt. Erwähnens-
wert ist die quadratische Regelﬂäche bei der „instabilen“ Reglereinstellung (Experiment
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(a) Annahme η = 0, 1, ψ = 0, KP = 0, 4273 1K , TI = 50, 68min


















(t) bei KP=7 1/K und TI=30 min ("fast P-Regler")
y
c
(t) bei KP=20 1/K und TI=30 min ("instabil")
y
c
(t) bei KP=0,1 1/K und TI=60 min ("langsam")
(b) Beispiele schlechterer Alternativeinstellungen
Abbildung 7.19.: Ergebnisse von Vergleichsexperimenten. Temperaturen sind normiert
auf den Anfangswert, Sprunghöhe immer Δr = 0, 5K. Send-on-Delta-
Ereignisse sind als Kreise markiert, die Verbindungslinien dazwischen
dienen nur als „graﬁsche Verständnishilfe“ (genauer Temperaturver-
lauf zwischen den Punkten ist nicht bekannt).
2 in Abbildung 7.19(b)), denn diese ist wegen der Stellgrößengrenzen nicht erheblich
schlechter als bei „guten“ Einstellungen (vgl. Abbildung 4.1(b) und Abschnitt 7.3.1.2)
– allerdings ist durch die relativ hochfrequenten Schwingungen der Raumtemperatur
(Regelgröße) erwartungsgemäß die Nachrichtenanzahl sehr hoch. Bei Experiment 1
in Abbildung 7.19(b) („Fast P-Regler“) zeigt sich schön das in Kapitel 5 oft genannte
„Schwingen ohne Überschwingen“ und die recht langsam abnehmende (beim reinen
P-Regler unendlich lange bleibende) Regelabweichung.
Auf den ersten Blick sind die schnellen Temperaturänderungen in Experiment 1 von
Abbildung 7.19(a) verwunderlich, da der Regler ja sehr „konservativ“ eingestellt ist. Die
Erklärung liegt nach Vermutung des Autors darin, dass der im Musterraum installier-
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te Sensor nicht Send-on-Delta-Abtastung nach der Deﬁnition dieser Arbeit verwendet,
sondern eher eine „hysteresefreie Quantisierung“, sodass schon sehr kleine reale Tem-
peraturschwankungen um einen Grenzwert herum viele Wertänderungen des Sensor-
ausgangs erzeugen können. Diese Vermutung kann mangels detaillierter Dokumentati-
on des bereits über 13 Jahre alten Sensors nicht nachgewiesen werden, sie erhärtete sich
aber durch Monitoring (Aufzeichnung) des Sensorausgangs mit höherer Abtastrate.
Es wäre denkbar, eigene Implementierungen oder andere Hardware zu verwenden
und die Experimente erneut durchzuführen. Doch neben dem Zeitaufwand dafür ist
dies auch deswegen nicht sinnvoll, weil man in realen Experimenten ohnehin nie exakt
dieselben Randbedingungen garantieren kann (was die Vergleichbarkeit trotz „idealer
Messhardware“ erschwert) und der Musterraum von realen Räumen recht weit entfernt
ist (v. a. bezüglich η), sodass Folgerungen aus demMusterraum auf reale Räume deshalb
generell unsicher sind. Die Experimente können somit nicht als „Beweis“ der Eignung
der Einstellregel betrachtet werden, sondern sie sollten zumindest als Ergänzung zu
den Simulationen der Abschnitte 7.2 und 7.3.1 andeutungsweise demonstrieren, dass
nicht nur in Simulationen – auf welche sich die meisten Autoren zu vergleichbaren The-
men beschränken –, sondern auch in realen Experimenten die Einstellregel brauchbare
Ergebnisse liefert. Zudem unterstreichen sie die Relevanz der in Kapitel 6 genannten
Praxisprobleme, die in Literatur zur Reglereinstellung nur selten angesprochen werden.
Folgerung 7.7 (Auswertung der realen Experimente am Musterraum)
Die realen Experimente am Musterraum zeigen, dass Einstellregel (5.27) trotz der
vielfältigen Praxisprobleme praxistaugliche Einstellregeln liefert. Durch verschiedene
technische Besonderheiten des Musterraums sind die Experimentalbedingungen aber
nur beschränkt mit den theoretischen Studien und Simulationen vergleichbar.
7.4. Fazit
In diesem Kapitel wurde die Einstellung von PI-Reglern bei Send-on-Delta-Abtastung
(ohne zeitkontinuierliche Approximation) untersucht. Im Fokus stand die Einstellre-
gel (5.27). Sowohl die Simulationen als auch die realen Experimente bestätigten die
Eignung der Einstellregel zur Einstellung von PI-Reglern bei Send-on-Delta-Abtastung
und P-T1-Tt-Regelstrecken, wobei sich die Einstellregeln umso mehr eignen, je feiner
die Auﬂösung der Send-on-Delta-Abtastung ist, d. h. je kleiner der SchwellwertΔlc ver-
glichen zur Führungsgrößenänderung Δr ist. Insbesondere ist der Gewichtungsfaktor
ψ, der ein stufenloses Abwägen zwischen Regelgüte und Energieefﬁzienz bzw. Nach-
richtenrate ermöglichen soll, nur dann wirklich wirksam, wenn die Abweichungen zu
einem zeitkontinuierlichen Regelkreis gering sind. Es zeigten sich erwartungsgemäß
Abweichungen der Einstellregel vom „tatsächlichen“ Optimum, deren Größe aber ver-
tretbar ist und deren Ursachen v. a. in Abschnitt 7.1 und Kapitel 6 ausführlich dargelegt
wurden. Insbesondere könnten diese Probleme durch eine Verbesserung der Einstellre-
gel nur teilweise gelöst werden, sofern die zukünftigen Führungsgrößen-, Störgrößen-
und Regelstrecken-Parameterverläufe nicht bekannt sind. Das Kapitel unterstrich zu-
dem die Bedeutung von praxisrelevanten Randbedingungen (entsprechend Kapitel 6),
die in der Literatur zur Reglereinsellung selten detailliert besprochen werden.
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8. Zusammenfassung und Ausblick
Den Abschluss dieser Arbeit bilden eine Zusammenfassung (Abschnitt 8.1), die auch
eine zusammengefasste Vorgehensempfehlung zur Einstellung von PI(D)-Reglern bei
Send-on-Delta-Abtastung enthält, die Einbettung der Ergebnisse in einen größeren Kon-
text (Abschnitt 8.2) sowie ein Ausblick auf offene Fragestellungen, die im Rahmen die-
ser Arbeit nicht untersucht werden konnten (Abschnitt 8.3).
8.1. Zusammenfassung
Das Ziel dieser Arbeit bestand darin, zu untersuchen, wie PI(D)-Regler eingestellt wer-
den sollten, wenn Send-on-Delta-Abtastung eingesetzt wird. Die Ursache, warum man
nicht einfach eine der vielen existierenden Einstellregeln oder Entwurfsverfahren für
periodische Abtastung oder zeitkontinuierliche Arbeitsweise verwenden sollte, liegt
darin, dass durch die Reglereinstellung nicht nur die Regelgüte, sondern auch die Nach-
richtenanzahl, und damit – neben der Netzlast – auch die Energieefﬁzienz der Elektro-
nik, beeinﬂusst wird, welche in Anwendungen mit Send-on-Delta-Abtastung üblicher-
weise eine entscheidende Rolle spielt. Als Referenzanwendung diente die Regelung der
Raum-Lufttemperatur über Funk, die Untersuchungen wurden dabei aber möglichst
allgemeingültig (anwendungsunabhängig) gehalten.
Es wurde angenommen, dass an der Kommunikation zwei Geräte beteiligt sind, eine
Sensor- und eine Aktoreinheit, und dass diese direkt, also ohne zwischengeschaltete Re-
peater, Router oder Ähnliches, miteinander kommunizieren. Es wurde eine neue Klassi-
ﬁkation von drei wichtigen Arten von Send-on-Delta-Abtastung eingeführt, nämlich die
Unterscheidung in ideale, ereignisbasierte und periodische Send-on-Delta-Abtastung,
wobei die periodische Send-on-Delta-Abtastung wegen ihres geringen Energiebedarfs
die größte praktische Bedeutung hat.
Den ersten Kern der Arbeit bildete eine Analyse verschiedener Synchronisationsver-
fahren zwischen den beiden kommunizierenden Einheiten (Kapitel 3), weil der opti-
male Abstand zwischen zwei Nachrichten davon abhängt, welche der Einheiten ener-
gierelevant sind und welches Synchronisationsverfahren eingesetzt wird. Es wurde ge-
zeigt, dass bei den naheliegenden Protokolltypen das Optimierungsziel des Regelal-
gorithmus darauf beschränkt werden kann, – neben der Wahrung einer hohen Regel-
güte – die Nachrichtenanzahl möglichst gering zu halten, während ein ungünstig lan-
ger Nachrichtenabstand, wenn überhaupt nötig, viel einfacher durch einen Tmax-Timer
als durch passende Reglereinstellung verhindert werden sollte. Aus den hergeleiteten
Gleichungen lassen sich auch Empfehlungen für konkrete Protokolle und Geräte da-
zu angeben, welches der Synchronisationsverfahren am empfehlenswertesten ist. Falls
der Energieverbrauch nicht näherungsweise ausschließlich von der Nachrichtenüber-
tragung bestimmt wird, sondern auch von der Häuﬁgkeit des Regleraufrufs, kann man
die Häuﬁgkeit des Regleraufrufs über den Parameter Tstick nahezu unabhängig von der
Nachrichtenrate einstellen. Je häuﬁger der Regler aufgerufen wird, desto besser ist im
Allgemeinen die Regelgüte. Die Netzlast hängt nur von der Nachrichtenrate ab.
Für die Bewertung von Regelkreisen wurden als Gütekriterien die quadratische Re-
gelﬂäche und die Nachrichtenanzahl als am geeignetsten identiﬁziert, deren Kombina-
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tion vorwiegend mittels Pareto-Optimierung erfolgte.
Den zweiten und größeren Kern der Arbeit bildete eine Analyse der Auswirkung der
Reglerparameter auf die genannten Gütekriterien (Kapitel 5). Dabei beschränkte sich
die Arbeit weitgehend auf PI-Regler, weil der Differential-Anteil in der Praxis schon bei
periodisch abgetasteten Regelkreisen bewusst nur selten eingesetzt wird und bei Send-
on-Delta-Abtastung noch problematischer ist. Bei der Analyse des Regelkreisverhaltens
wurde zwischen Führungs- und Störverhalten unterschieden. Da die optimale Regler-
einstellung vom Führungs- und Störgrößensignal abhängt und Störungen üblicherwei-
se sehr vielfältige und unvorhersehbare Verläufe haben, lag der Fokus auf dem Füh-
rungsverhalten bei den – in der Praxis üblichen – sprungartigen Führungsgrößenver-
läufen. Die Regleroptimierung wurde ausführlich an P-T1-Tt-Regelstrecken analysiert,
aber im Anhang werden auch P-, P-Tt-, P-T1- und entsprechende integrierende Regel-
strecken (I-, I-T1-Strecke usw.) darauf aufbauend behandelt. Mit einem Faktor ψ kann in
den Einstellregeln zwischen optimaler Regelgüte (minimaler quadratischer Regelﬂäche)
und optimaler Energieefﬁzienz (kleinstmöglicher Nachrichtenanzahl unter Vermeidung
theoretisch energieefﬁzienter, aber praktisch absurder Lösungen (wirkungsloser Reg-
ler)) abgewogen werden. Der Schlüssel zur Energieefﬁzienz liegt in der Vermeidung
von Schwingungen.
Da Regelkreise mit Send-on-Delta-Abtastung einer typischen „schwachen Kausali-
tät“ unterliegen, welche systematische Zusammenhänge sehr schwer erkennbar macht,
erfolgten die theoretischen Analysen mittels Approximation der Regelkreise durch zeit-
kontinuierliche Regelkreise, wobei das Gütekriterium „Nachrichtenanzahl“ durch das
äquivalente Gütekriterium „absolute Rückführ- (seltener Reglerausgangs-) -größenän-
derung“ ersetzt werden musste. Durch eine Normierung der Reglerparameter gelang
es, viele verschiedene Regelkreise „auf einmal“ zu behandeln. Auf Basis der gefunde-
nen Abhängigkeit der Gütekriterien von den (normierten) Reglerparametern wurden
einfache (praxistaugliche) Einstellregeln formuliert, die näherungsweise das optimale
Regelkreisverhalten gewährleisten.
Da es die Absicht des Autors war, möglichst praxistaugliche Einstellregeln zu formu-
lieren, wurden Praxisproblemewie Regelstrecken höherer Ordnung, Stellgrößenbegren-
zungen und unbekannten bzw. zeitvarianten Regelstrecken-Parametern und Störgrö-
ßenverläufen tiefgehender analysiert als das in bisherigen vergleichbaren Arbeiten zur
Reglereinstellung üblich war. Diese Analysen zeigten, dass es praktisch unmöglich ist,
Regler optimal einzustellen, da die optimale Reglereinstellung von Größen abhängt, die
i. d. R. weder bekannt sind noch mit vertretbarem Aufwand gemessen werden können.
Reglerentwurfsverfahren und Einstellregeln können daher immer bestenfalls ein gutes
Regelkreisverhalten liefern, aber fast nie das theoretisch optimale.
Abschließend wurden die Einstellregeln evaluiert, indem die – an zeitkontinuierli-
chen Untersuchungen gewonnenen – Einstellregeln an Regelkreisen mit Send-on-Del-
ta-Abtastung erprobt wurden, sowohl simulativ als auch experimentell. Erwartungsge-
mäß erreichten die Einstellregeln mit zunehmender Abweichung vom „theoretischen
Idealfall“ immer weniger das optimale Verhalten, aber immer lieferten sie ein praktisch
sehr gutes Regelkreisverhalten. Die Einstellregeln stimmen umso genauer mit der tat-
sächlich optimalen Einstellung überein, je kleiner der SchwellwertΔlc der Send-on-Del-
ta-Abtastung gewählt wird.
Wesentliche Ergebnisse der Arbeit
Die wesentlichen Ergebnisse der Arbeit sind
• eine systematische Untersuchung des Einﬂusses der PI-Reglerparameter auf
das Regelkreisverhalten bei Send-on-Delta-Abtastung, wobei Energieefﬁzienz,
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Netzlast und Regelgüte berücksichtigt werden,
• eine detaillierte Betrachtung von Einﬂussgrößen auf die optimalen Reglerpara-
meter, wobei besonders die Praxisrelevanz im Vordergrund steht,
• eine praxistaugliche Einstellregel, die näherungsweise das optimale Regelkreis-
verhalten ermöglicht, wobei mit einem Faktor ψ zwischen optimaler Regelgüte
(minimaler quadratischer Regelﬂäche) und optimaler Energieefﬁzienz (kleinst-
möglicher Nachrichtenanzahl unter Vermeidung theoretisch energieefﬁzienter,
aber praktisch absurder Lösungen) abgewogen werden kann,
• eine Analyse des optimalen Nachrichtenabstands bei verschiedenen Synchroni-
sationsverfahren,
• eine systematische Vorgehensweise zur Einstellung aller Abtast- und Reglerpa-
rameter (nachfolgend beschrieben).
Zusammenfassung des Vorgehens bei der Reglereinstellung. In dieser Arbeit wur-
den mehrere Einstellregeln und eine Vielzahl von Einﬂussgrößen auf das Regelkreisver-
halten aufgezeigt. Um dem Praktiker eine Vorgehensweise an die Hand zu geben, wie
er bei der Reglereinstellung vorgehen sollte, wird diese in Abbildung 8.1 als Program-
mablaufplan nach DIN 66001 gezeigt und nachfolgend kurz beschrieben. Zwei etwas
komplexere Schritte werden in den Abbildungen 8.2 und 8.3 separat dargestellt.
Die Vorgehensweise beginnt damit, dass man prüft, ob Send-on-Delta-Abtastung
technisch möglich und für die Anwendung sinnvoll ist (siehe z. B. [Vas09,HK13]). Auch
energetische Betrachtungen sind dazu sinnvoll (Anhang C.1). Ist Send-on-Delta-Abtas-
tung nicht sinnvoll, sollte periodische Abtastung (oder eine zeitkontinuierliche Arbeits-
weise) mit entsprechenden Reglerentwurfsverfahren eingesetzt werden.
Kann Send-on-Delta-Abtastung eingesetzt werden, so muss geprüft werden, ob Sen-
sor- undAktoreinheit direkt miteinander kommunizieren können, da das gemäßAnnah-
me 2.4 eine Voraussetzung dieser Arbeit ist. Wenn nicht, sind separate Untersuchungen
notwendig.
Im nächsten Schritt müssen Struktur und Parameter der Regelstrecke identiﬁziert
werden, weil diese zur Reglereinstellung benötigt werden. Zeigt sich dabei, dass die
Regelstreckenparameter signiﬁkant zeitvariant sind, sollte, wenn möglich, eine adapti-
ve Regelung eingesetzt werden (Abschnitt 6.3), wozu aber weitergehende Untersuchun-
gen notwendig sind (siehe auch [HVPK12,HK13]). Müssen dagegen trotz zeitvarianter
Regelstreckenparameter feste Reglerparamater eingesetzt werden, so sollte man vom
„Worst Case“ ausgehen, um Instabilität zu vermeiden (siehe Abschnitte 6.3 und 7.3.1).
Nun wird der Parameter Tstick gewählt, um die Häuﬁgkeit des Regleraufrufs unab-
hängig von der Nachrichtenübertragung einstellen zu können. Sofern die Häuﬁgkeit
des Regleraufrufs für die Energieefﬁzienz vernachlässigbar ist, sollte der Regler mög-
lichst häuﬁg aufgerufen werden (siehe Abschnitte 2.4 und 2.5.4), nur bei reinen Totzeit-
strecken sollte Tstick größer als die Abtastperiode Ta sein (siehe Anhang C.6.2).
Anschließend wird der Regler zunächst so eingestellt, dass das Führungsverhalten
optimiert wird. Dabei wird je nach Regelstreckentyp und übertragener Größe eine eige-
ne Einstellregel verwendet (Abbildung 8.2).
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Abbildung 8.3.: Empfohlenes Vorgehen bei der Optimierung des Störverhaltens.
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Sind die Reglerparameter entsprechend optimiert, muss man den SchwellwertΔlc als
Kompromiss zwischen Genauigkeitsanforderungen und minimaler Nachrichtenanzahl
wählen (siehe z. B. [Vas09,PVK10]), falls er nicht ohnehin technisch vorgegeben ist. Das
Führungsgrößenverhalten – bei nur sprungartigen Führungsgrößenänderungen – kann
auch vor Festlegung dieses Werts optimiert werden (da das Verhältnis Δlc/Δr nur im
Rahmen der schwachen Kausalität, nicht aber prinzipiellen Einﬂuss auf das Optimum
hat), das Störverhalten aber im Allgemeinen nicht, da das Optimum dafür je nach Stör-
größenverlauf deutlich von Δlc abhängen kann.
Ist der zu erwartende Verlauf der Störgrößen bekannt, so kann man nun die Reg-
lereinstellung anpassen, um neben dem Führungsverhalten auch das Störverhalten zu
berücksichtigen. Das konkrete Vorgehen hängt dabei vom Verlauf der Störungen ab
(Abbildung 8.3). Kann man die Reglerparameter im laufenden Betrieb automatisch um-
schalten, so sollten für das Ausregeln von Führungsgrößensprüngen und die Störungs-
ausregelung separate Reglerparametersätze verwendet werden, um das jeweils opti-
male Ergebnis zu erzielen. Andernfalls ist eine Kompromisslösung zu wählen (siehe
Abschnitt 5.6).
Sind nun die Reglerparameter eingestellt, muss – bei periodischer Send-on-Delta-
Abtastung– die Abtastperiode Ta gewählt werden, wozu die üblichen Empfehlungen
gelten, die in Regelungslehrbüchern nachgelesen werden können (z. B. [LW10,Lun06]).
Da Einstellregeln die tatsächlich optimalen Einstellungen nur approximieren, ist es
üblich, vor der Inbetriebnahme des Reglers das Regelkreisverhalten simulativ zu über-
prüfen und ggf. zu verbessern.
Implementiert man die Software der eingebetteten Systeme selbst, so kann man nun
unter Verwendung von Tabelle 3.1 das am besten geeignete Synchronisationsverfahren
auswählen. Darauf aufbauend wird der Timer Tmax gewählt, der zur Begrenzung des
Nachrichtenabstandes nach oben eingesetzt wird (entweder als „Watchdog“ oder ge-
mäß Folgerung 3.13 zur Energieefﬁzienz-Verbesserung).
Abschließend wird der Regler im realen Regelkreis in Betrieb genommen und getes-
tet. Alle weiteren Schritte (Wartung, spätere Anpassungen usw.) sind nicht Gegenstand
dieser Arbeit.
Der Aufwand zur Reglereinstellung kann erheblich reduziert werden, wenn man
einen adaptiven (selbsteinstellenden) Regler einsetzt. In Anhang C.12 wird darauf ein-
gegangen, wie sich die Ergebnisse der vorliegenden Arbeit dafür nutzen lassen.
Erfüllung der Hypothesen. Die in Abschnitt 1.5 formulierten Hypothesen wurden
durch die Arbeit erfüllt. Da die Erfüllung der einzelnen Hypothesen über die Arbeit
verteilt nachgewiesen wurde, zeigt Tabelle 8.1 zusammenfassend, durch welche Folge-
rungen die Erfüllung der jeweiligen Hypothesen belegt ist.
Tabelle 8.1.: Erfüllung der Hypothesen
Hypothese erfüllt durch
Hypothese 1 (Seite 10) Folgerung 3.5 (Seite 45)
Hypothese 2 (Seite 10) Folgerung 3.13 (Seite 51)
Hypothese 3 (Seite 10) Folgerung 5.7 (Seite 95)
Hypothese 4 (Seite 10) Folgerung 5.8 (Seite 99)
Hypothese 5 (Seite 11) Folgerung 5.8 (Seite 99)
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8.2. Die Arbeit in einem größeren Kontext und Übertragbarkeit
der Lösung
Wie in Kapitel 1 einleitend beschrieben wurde, gehören die Untersuchungen dieser Ar-
beit zum größeren Themengebiet der Energieefﬁzienz von eingebetteten, kommunizierenden
Systemen. Vieles aus dieser Arbeit lässt sich daher in abgewandelter Form auch auf ande-
re Fragestellungen aus diesem Themenkomplex übertragen, was nachfolgend etwas ge-
nauer diskutiert wird. Auch bezüglich der Anwendungsdomänen ist eine Übertragung
möglich – die Arbeit wurde zwar häuﬁg am Beispiel der Einzelraum-Lufttemperatur-
Regelung motiviert, trotzdem wurden alle Kapitel außer 7.3 möglichst anwendungsu-
nabhängig (d. h. formal, mathematisch) formuliert, um die Übertragbarkeit auf andere
Anwendungen zu erleichtern.
Anwendungsunabhängig ist die Übertragung der Untersuchungen auf andere ereig-
nisbasierte Abtastarten naheliegend. In Abschnitt 2.3.2 wurden zahlreiche Literaturstel-
len genannt, die jeweils eine Vielzahl ereignisbasierter Abtastarten untersuchen. Einige
von diesen unterscheiden sich von der Send-on-Delta-Abtastung nur in Nuancen, an-
dere stärker. Es ist davon auszugehen, dass die in dieser Arbeit hergeleiteten Einstellre-
geln auch bei anderen ereignisbasierten Abtastarten hilfreich sind, da das Vermeiden
von Schwingungen (was das wesentliche Grundkonzept zur Optimierung der Ener-
gieefﬁzienz in dieser Arbeit war) auch bei anderen ereignisbasierten Abtastarten die
Nachrichtenanzahl reduziert. Eine allgemeingültige, deﬁnitive Aussage über die Eig-
nung der Einstellregeln für andere ereignisbasierte Abtastarten kann an dieser Stelle
aber nicht gegeben werden, da jede ereignisbasierte Abtastart ihre Besonderheiten hat
und deshalb Anpassungen notwendig oder sinnvoll sein können, um Energieefﬁzienz
und Regelgüte zu verbessern. Zudem liegt der Grund für die Vielfalt der ereignisbasier-
ten Abtastarten nicht zuletzt in der Vielfalt der Randbedingungen und Anwendungs-
ziele, die auch bei der Regelkreisoptimierung berücksichtigt werden sollten.
Der Ansatz, das Verhalten der Regelkreise zeitkontinuierlich zu untersuchen, indem
die Nachrichtenanzahl durch eine analytisch berechenbare Funktion approximiert wird
(Abschnitt 5.4.1), kann auch für andere Abtastarten hilfreich sein, denn insbesondere die
schwache Kausalität ist nicht nur ein Problem der Send-on-Delta-Abtastung, sondern
auch anderer ereignisbasierter Abtastarten.
Neben anderen ereignisbasierten Abtastarten lassen sich auch Teile der Arbeit auf an-
dere Reglertypen übertragen. Insbesondere das Konzept der Schwingungsvermeidung
(Abschnitt 5.2) und die Bestimmung des optimalen Synchronisationsverfahrens (Kapi-
tel 3) bzw. des optimalen Nachrichtenabstandes sind für alle anderen Reglertypen ge-
nauso relevant, wenn Send-on-Delta-Abtastung eingesetzt wird.
Die Diskussionen über die vielen möglichen Gütekritereien (Kapitel 4) sind sowohl
für andere ereignisbasierte Abtastarten als auch andere Reglertypen anwendbar. Auch
Kapitel 6 über die Praxisprobleme bei der Reglereinstellung ist nicht nur abtast- son-
dern auch reglerunabhängig; es gilt sogar für zeitkontinuierliche (nicht abgetastete) Re-
gelkreise.
Umgekehrt lassen sich die Einstellregeln auch auf Anwendungen übertragen, bei de-
nen die Vermeidung von Schwingungen nicht zur Nachrichtenreduzierung, sondern
aus anderen Gründen (z. B. zwecks möglichst einheitlicher Produktqualität) von Inter-
esse ist – da die Herleitung der Einstellregeln anhand zeitkontinuierlicher Regelkreise
durchgeführt wurde, ist der Einsatz von Send-on-Delta-Abtastung keine notwendige
Voraussetzung für die Gültigkeit der Einstellregen.
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8.3. Ausblick
Die vorliegende Arbeit konnte zwar viele Fragen zur Reglereinstellung bei Send-on-
Delta-Abtastung beantworten, aber der Umfang der Arbeit begrenzte die zu untersu-
chenden Sachverhalte. Gleichzeitig wurden neue, weiterführende Fragen aufgeworfen,
deren Beantwortung den Rahmen der Arbeit gesprengt hätte. Diese Fragen wurden an
den jeweiligen inhaltlich passenden Stellen angegeben. Nachfolgend werden nur noch
einmal die wichtigsten Fragen wiederholt, denen sich eine auf der vorliegenden Arbeit
aufbauende Arbeit als Erstes widmen könnte. Die in Abschnitt 8.2 genannten Frage-
stellungen zur Verallgemeinerung der Ergebnisse werden hier nicht noch einmal aufge-
führt.
Aus theoretischer Sicht sind insbesondere Stabilitätsbeweise von Bedeutung, die vor
allem für realistische Randbedingungen (periodische Send-on-Delta-Abtastung, zeitva-
riante und unbekannte Regelstreckenparameter, Nachrichtenverluste usw.) fehlen.
Aus praktischer Sicht sollte vor allem der optimale Umgang mit Nachrichtenverlus-
ten untersucht werden (Aufhebung von Annahme 3.2), da bei Send-on-Delta-Abtastung
erst nach einer relativ langen Zeit von der Aktoreinheit erkannt werden kann (nach Ab-
lauf von Tmax, siehe Abschnitt 2.3.3), dass Nachrichten ausgeblieben sind. Auch hier
sind wieder die Wechselwirkungen verschiedener realitätsnaher erschwerender Bedin-
gungen (Zeitvarianz, unbekannte Störungen usw.) besonders interessant und heraus-
fordernd. Auch Nachrichtenwiederholungen und -verzögerungen sind in dem Zusam-
menhang interessant.
Im Sinne einer Verbesserung der Einstellregeln dieser Arbeit sind eine ausführliche-
re Untersuchung des Differential-Anteils von PID-Reglern sowie eine bessere Unter-
drückung von Pendelungen (v. a. vor dem Hintergrund, dass die bisherigen Publikatio-
nen dazu wenig praxistauglich sind) die naheliegendsten nächsten Schritte. Außerdem
wäre der Ansatz, die Einstellregeln nicht auf zeitkontinuierlichen, sondern periodisch
abgetasteten Regelkreisen fußen zu lassen, eine Möglichkeit, den tatsächlich optimalen
Einstellungen einen Schritt näher zu kommen und trotzdem das Problem der schwa-
chen Kausalität ereignisbasiert abgetasteter Regelkreise zu umgehen. Auch ein ausführ-
licher Vergleich mit den bekannten Einstellregeln von Ziegler und Nichols [ZN42] oder
denen von Beschi et al. [BDSV12c,BDSV14] wäre interessant.
Andere interessante Forschungsgegenstände sind MIMO-Regelkreise (mehrere Stell-
und/oder Regelgrößen), die automatische Regleroptimierung (Auto-Tuning oder ad-
aptive Regelung [BDSV13a,HVPK12,HK13]), eine verbesserte Prozessidentiﬁkation bei
Send-on-Delta-Abtastung, ausführlichere Robustheitsuntersuchungen, die Wahl alter-
nativer Regelgütekriterien und komplexere Regelstreckenmodelle (auch instabile Re-
gelstrecken).
Für das konkrete Referenzbeispiel „Raumtemperaturregelung“ ist interessant, wie die
komplexe Raumphysik bessere Beachtung ﬁnden kann als mit dem einfachen P-T1-Tt-
Modell und das Einbeziehen zusätzlicher Messgrößen wie Außentemperatur, Vorlauf-
temperatur, Fensterkontakte, Sonneneinstrahlung, auch Wettervorhersagen usw., was
allerdings den Kommunikationsaufwand, und damit auch den Energieverbrauch er-
höhen würde. Auch eine praxisnähere Analyse des Stellaufwands ist von Bedeutung,
wenn die Aktoreinheit energierelevant ist.
Diskussionen mit anderen Wissenschaﬂern, u. a. bei Konferenzen, zeigten, dass auch
eine tiefgehende Analyse des nach Annahme 2.3 bewusst ausgeschlossenen Falls der







In diesem Anhang werden die für das Verständnis der Arbeit notwendigen Begriffe und
Hilfsmittel der Regelungstechnik kurz vorgestellt. Eine umfassende Einführung in die
Regelungstechnik ist in diesem Rahmen natürlich nicht möglich. Dafür sei beispielswei-
se auf [LW10,Lev00] verwiesen.
A.1. Grundbegriffe der Regelungstechnik
In den Tabellen A.1 und A.2 werden die wichtigsten Deﬁnitionen zu den Elementen
und Signalen eines Regelkreises angegeben. Dies erfolgt am Beispiel des zeitkontinuier-
lichen Regelkreises (Abbildung 2.1).
Tabelle A.1.: Wichtige Deﬁnitionen der Regelungstechnik, größtenteils nach DIN IEC
60050-351. Teil 1.
System Menge miteinander in Beziehung stehender Elemente, die in ei-
nem bestimmten Zusammenhang als Ganzes gesehen und als
von ihrer Umgebung abgegrenzt betrachtet werden [DIN09]
Prozess Gesamtheit von aufeinander einwirkenden Vorgängen in einem
System, durch die Materie, Energie oder Information umge-
formt, transportiert oder gespeichert wird [DIN09]
Übertragungsglied Teil eines Systems, für das funktionelle Beziehungen die Abhän-
gigkeiten der Ausgangsgrößen von den Eingangsgrößen festle-
gen [DIN09]
Regelkreis Anordnung von Übertragungsgliedern im geschlossenen Wir-
kungsablauf einer Regelung (Abbildung 2.1) [DIN09]
Regelstrecke Funktionseinheit, die entsprechend der Regelungs- oder Steue-
rungsaufgabe beeinﬂusst wird [DIN09]
Regeleinrichtung Gesamtheit der Funktionseinheiten, die dazu bestimmt sind, die
Regelstrecke entsprechend der Regelungs- oder Steuerungsauf-
gabe zu beeinﬂussen [DIN09]
Stellgröße Ausgangsgröße der Regeleinrichtung, die auch eine Eingangs-
größe der Regelstrecke ist (up(t) in Bild 2.1) [DIN09]
Störgröße unerwünschte, unabhängige und meistens unvorhersehbare
Eingangsgröße, die von außen auf das System wirkt (d(t) in
Bild 2.1) [DIN09]
Regelgröße Ausgangsgröße der Regelstrecke, auf die die Stellgröße und die
Störgröße wirken (ym(t) in Bild 2.1)
Führungsgröße eine den Sollwert der Regelgröße festlegende Eingangsgrö-
ße eines Vergleichsgliedes einer Regeleinrichtung (r(t) in
Bild 2.1) [DIN09]
In der DIN IEC 60050-351 wird die in Tabelle A.2 als „Regler“ deﬁnierte Funktions-
einheit als „Regelglied“ bezeichnet, während ein „Regler“ dort die Kombination aus
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Tabelle A.2.: Wichtige Deﬁnitionen der Regelungstechnik, größtenteils nach DIN IEC
60050-351. Teil 2.
Regeln, Regelung Vorgang, bei dem fortlaufend eine variable Größe, die Regelgrö-
ße, erfasst, mit einer anderen variablen Größe, der Führungs-
größe, verglichen und im Sinne einer Angleichung an die Füh-
rungsgröße beeinﬂusst wird. Kennzeichen für das Regeln ist der
geschlossene Wirkungsablauf, bei dem die Regelgröße im Wir-
kungsweg des Regelkreises fortlaufend sich selbst beeinﬂusst
(Abbildung 2.1) [DIN09]
Vergleichsglied Funktionseinheit mit zwei Eingängen und einem Ausgang, des-
sen Ausgangsgröße die Differenz der beiden Eingangsgrößen
ist [DIN09]
Rückführgröße variable Größe, die die Regelgröße abbildet und die zum Ver-
gleichsglied zurückgeführt wird (yc(t) in Bild 2.1) [DIN09]
Sensor (Mess-
glied)
Funktionseinheit, die aus der ihrem Eingang zugeführten Regel-




Differenz zwischen Führungsgröße und Rückführgröße (ec(t) in
Bild 2.1) [DIN09]
Regler Funktionseinheit, die aus der vom Vergleichsglied zugeführten
Regeldifferenz als Eingangsgröße die Ausgangsgröße des Reg-
lers so bildet, dass im Regelkreis die Regelgröße – auch beim
Auftreten von Störgrößen – der Führungsgröße so schnell und
genau wie nötig folgt
Reglerausgangs-
größe
Ausgangsgröße des Reglers, die aus der Regeldifferenz gebildet
wird (uc(t) in Bild 2.1) [DIN09]
Aktor Funktionseinheit, die aus der Reglerausgangsgröße die die Re-
gelstrecke beeinﬂussende Stellgröße bildet
Vergleichs- und Regelglied ist. Es ist in dieser Arbeit weitgehend unerheblich, ob das
Vergleichsglied zum Regler gezählt wird oder nicht. An den wenigen Stellen, wo es
eine Rolle spielt, wird explizit darauf hingewiesen. Da der Autor sowohl die gängige
Bezeichung „Regler“ als auch die in der Regelungstechnik typischen Graﬁken wie Ab-
bildung 1.3 und 2.1 verwenden möchte, wird hier von der Norm abgewichen. Es sei
bemerkt, dass der in Abbildung 2.1 gezeigte Regelkreis ohnehin eher das Prinzip einer
Regelung darstellt als seine exakte Umsetzung, weil bestimmte Reglertypen wie die in
Anhang B.1.1 behandelten Zustandsrückführungen nur teilweise in dieses Schema pas-
sen.
Die in Tabelle A.2 genannte Deﬁnition des Aktors ﬁndet sich in der DIN IEC 60050-
351 so nicht, weil dort noch zwischen „Steller“, „Stellglied“ und „Stelleinrichtung“ un-
terschieden wird. Diese Unterscheidung ist in dieser Arbeit aber nicht nötig und würde
viele Erläuterungen unnötig verkomplizieren.
Die folgenden Deﬁnitionen werden mit Nummer angegeben, weil sie im Text explizit
referenziert werden.
Deﬁnition A.1 (Offener und geschlossener Regelkreis)
Als „offener Regelkreis“ wird die Reihenschaltung aus Regler und Regelstrecke (so-
wie, falls nötig, Aktor und Sensor) bezeichnet, als „geschlossener Regelkreis“ der ge-
samte Regelkreis mit Rückkopplung.
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Deﬁnition A.2 (Adaptive Regelung)
Als „adaptiv“ bezeichnet man eine Regelung, bei der sich Struktur oder Parameter
der Regeleinrichtung selbsttätig verändern, um den Einﬂuss veränderlicher Betriebs-
bedingungen und Betriebszustände auszugleichen [DIN09].
Deﬁnition A.3 (Totzeit)
Eine Totzeit ist die Dauer des Zeitintervalls, um das zwei im Übrigen gleiche Zeitver-
läufe variabler Größen gegeneinander zeitlich verschoben sind [DIN09].
Deﬁnition A.4 (Stellbereich)
Der Stellbereich ist der Wertebereich, innerhalb dessen sich die Stellgröße up verän-
dern kann [DIN09]. In der vorliegenden Arbeit werden die Grenzen umin und umax
genannt, d. h. umin ≤ up ≤ umax.
Deﬁnition A.5 (Aktorsättigung)
Als Aktorsättigung bezeichnet man die Situation, in der ein Regelalgorithmus ei-
ne Reglerausgangsgröße uc vorgibt, die außerhalb des Stellbereichs liegt, d. h. hier
uc < umin oder uc > umax. Die reale Stellgröße up entspricht dann dem minimal bzw.
maximal möglichen Wert (umin bzw. umax), weicht also von der Reglerausgangsgröße
ab.
Deﬁnition A.6 (Linearität einer Regelstrecke)
Eine Regelstrecke wird als linear bezeichnet, wenn sie das Superpositionsprinzip
(Überlagerungssatz) und das Verstärkungsprinzip erfüllt: Wenn ein Stellgrößensignal
up1(t) das Regelgrößensignal yp1(t) erzeugt und ein Stellgrößensignal up2(t) das Re-
gelgrößensignal yp2(t), dann erzeugt das Stellgrößensignal up3(t) = a1 · up1(t) + a2 ·
up2(t) das Regelgrößensignal yp3(t) = a1 · yp1(t) + a2 · yp2(t) (Superpositionsprinzip),
wobei a1 und a2 reelle Konstanten sind. [LW10]
Deﬁnition A.7 (Pendelung in Regelungssystemen / Pendelung)
Als „Pendelung“ bezeichnet man eine andauernde Schwingung der Regelgröße und
aller regelkreisinternen Größen, die die Erfüllung der Regelungsaufgabe nicht beein-
trächtigt, obwohl die Schwingung ein erhebliches Ausmaß hat [DIN09].
Was ein „erhebliches Ausmaß“ ist, wird in der Norm nicht deﬁniert.
A.2. Begriffe zur Abtastung
Reale physikalische Größen haben zu jedem Zeitpunkt einen Wert. Der zeitliche Ver-
lauf ist beispielhaft in Abbildung A.1(a) dargestellt. Ein Signal ist nach DIN 60050-351
eine „physikalische Größe, bei der ein oder mehrere Parameter Information über eine
oder mehrere variable Größen tragen“. Diese Parameter werden als „Informationspara-
meter“ bezeichnet. Ein Signal, das zu jedem Zeitpunkt den aktuellen Wert der beschrie-
benen variablen Größe angibt, nennt man zeitkontinuierlich. Regler arbeiten heute im
Normalfall nicht zeitkontinuierlich (d. h. z. B. als analoge, elektrische Schaltung oder als
mechanisches System), sondern als Abtastregler bzw. als Software, die auf einem Prozes-
sor ausgeführt wird. Da die Rechengeschwindigkeit von Prozessoren nicht unendlich
hoch ist, muss die Messgröße (Regelgröße) abgetastet werden. Das bedeutet, dass nur
zu bestimmten Zeitpunkten der aktuelle Wert der physikalischen, zeitkontinuierlichen


















Abbildung A.1.: Zeitkontinuierliches und zeitdiskretes Signal
Originalsignals nur zu den Abtastzeitpunkten zur Verfügung. Es ist keine Information
darüber vorhanden, welchen Verlauf die reale Größe in der Zwischenzeit genommen
hat. Abbildung A.1(b) zeigt diesen Sachverhalt. Man nennt ein solches Signal, das nur
zu bestimmten Zeitpunkten deﬁniert ist, zeitdiskret oder diskontinuierlich.
Die Abtastung ist besonders dann unverzichtbar, wenn zwecks Einsparungen im Ver-
kabelungsaufwand Feldbusse oder drahtlose Netzwerke zurMesswertübertragung ver-
wendet werden, denn diese arbeiten üblicherweise digital.
Um aus einem zeitkontinuierlichen Signal ein zeitdiskretes (zeitlich diskontinuierli-
ches) zu machen, verwendet man einen Abtaster. Das Gegenstück zum Abtaster ist ein
Halteglied, d. h. ein Halteglied macht aus einem zeitdiskreten Signal ein zeitkontinuier-
liches. Dieses wird benötigt, da ein realer Aktor zu jedem Zeitpunkt eine Stellgröße
ausgibt (z. B. hat ein Heizungsventil, wie jede reale physikalische Größe, zu jedem Zeit-
punkt eine bestimmte prozentuale Öffnung, nicht nur zu den Abtastzeitpunkten). Da
der Signalverlauf zwischen den Abtastzeitpunkten nicht bekannt ist, wird normaler-
weise immer der Wert ausgegeben, der zum letzten Abtastzeitpunkt vorlag. So entsteht
ein stückweise konstantes Signal. Diese Art des Halteglieds wird als Halteglied nullter
Ordnung bezeichnet. In manchen Fällen wird dieses stückweise konstante Signal an-
schließend tiefpassgeﬁltert (d. h. geglättet), um unerwünschte hochfrequente Signalbe-
standteile zu entfernen, die durch die Sprünge an den Abtastzeitpunkten hervorgerufen
werden.
Die wichtigsten Deﬁnitionen zur Abtastung nach DIN IEC 60050-351 werden in Ta-
belle A.3 angegeben.
A.3. Grundlagen der Laplace-Transformation
Viele Aufgaben der Regelungstechnik lassen sich schneller und eleganter mit Hilfe von
Transformationen lösen. Besonders verbreitet sind die Laplace-Transformation für zeit-
kontinuierliche Signale und die z-Transformation für zeitdiskrete Signale [LW10].
In diesem Abschnitt werden die wichtigsten Zusammenhänge der Laplace-Transfor-
mation genannt. Herleitungen und Beweise werden hier nicht angegeben, können aber
in der einschlägigen Literatur zur Systemtheorie nachgelesen werden (z. B. [LW10]), ge-
nau wie weiterführende Informationen zur Laplace-Transformation, die in dieser Arbeit
nicht benötigt werden.
Die Laplace-Transformation wird üblicherweise für zeitkontinuierliche (nicht abge-
tastete) Signale verwendet.
Sei x(t) ein Signal, das für t < 0 gleich null ist und das nicht stärker als exponentiell
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Tabelle A.3.: Wichtige Deﬁnitionen zur Abtastung nach DIN IEC 60050-351.
Abtastsignal Signal, dessen Informationsparameter den Wert einer variablen
Größe zu den Abtastzeitpunkten abbildet [DIN09]
Abtaster Übertragungsglied, das zu bestimmten Zeitpunkten die Werte
der Eingangsgröße erfasst und sie in die abgetastete Ausgangs-
größe umformt [DIN09]
Abtastregelung Regelung, bei der die Eingangsgrößen der Regeleinrichtung
zeitlich diskontinuierlich erfasst werden, um neue Werte der
Stellgröße zu erzeugen, die zeitlich diskontinuierlich erneuert
und zwischen den Erneuerungen über Halteglieder aufrechter-
halten werden [DIN09]
Abtastperiode Ta Dauer des Zeitintervalls zwischen zwei aufeinanderfolgenden





Übertragungsglied, in dem die Ausgangsgröße während der
Zeitintervalle zwischen den Abtastzeitpunkten der Eingangs-
größe konstant gehaltenwird [DIN09] (auf Englisch: „zero order
hold“, Abkürzung „ZOH“)
System x(t) y(t)
(a) System im Zeitbereich.
System X(s) Y (s)
(b) System im Bildbereich.
Abbildung A.2.: System im Zeit- und Bildbereich.
anwächst. Dann ist die Laplace-Hintransformation durch




deﬁniert. Diese Gleichung ist nur deﬁniert, wenn das rechte Integral existiert. x(t) wird
als „Signal im Zeitbereich“ und X(s) als „Signal im Bildbereich“ bezeichnet. In den
Bildbereich transformierte Signale werden i. d. R. mit Großbuchstaben gekennzeichnet,
z. B. ist X(s) das Signal im Bildbereich zum Signal x(t) im Zeitbereich.
Man betrachte das System in Abbildung A.2(a). Das System erzeugt in Abhängigkeit
von dem Eingangssignal x(t) ein Ausgangssignal y(t). Dasselbe gilt im Bildbereich (Ab-
bildung A.2(b)): Das System erzeugt aus dem Eingangssignal X(s) ein Ausgangssignal
Y (s).





deﬁniert wird. Mit Hilfe der Übertragungsfunktion G(s) eines Systems kann man für
ein beliebiges Eingangssignal X(s) das Ausgangssignal Y (s) berechnen:
Y (s) = G(s)X(s). (A.3)
Typische, in der Praxis oft vorkommende und auch in dieser Arbeit verwendete System-




Tabelle A.4.: Typische Systeme
Name Abkürzung Übertragungsfunktion Sprungantw.
Proportionalglied P-Glied G(s) = K

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Totzeit-Glied Tt-Glied G(s) = e−sτ


Totzeit-Glied mit Verst. P-Tt-Glied G(s) = Kme−sτ










Die Verzögerungsglieder werden auch als „Tiefpass“ (-ﬁlter) bezeichnet, da sie Signal-
bestandteile hoher Frequenz stärker dämpfen als Signalbestandteile niedriger Frequenz.
Für verschiedene häuﬁg gebrauchte Operationen gibt es besondere Darstellungen












Abbildung A.3.: Addition zweier Signale
Analog dazu wird die Subtraktion dargestellt (Abbildung A.4).
1Bei manchen Literaturstellen wird an die zum Addierer zeigenden Pfeile ein „+“gesetzt.
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Abbildung A.4.: Subtraktion zweier Signale
Oft treten auch Kombinationen der Systeme in Form von Reihen- und Parallelschal-
tungen sowie Rückkopplungen auf. Für diese Kombinationen gibt esModellumformun-
gen, die sich am besten mit Bildern beschreiben lassen (Abbildungen A.5 bis A.8).
 G1(s)  G2(s) 



































A.4. Arbeitspunkt, Arbeitsbereich und Linearisierung
Gegeben sei ein System mit Eingangssignal x(t) und Ausgangssignal y(t). In diesem
Abschnitt wird das dynamische Verhalten des Systems vernachlässigt (also zeitabhängige
Vorgänge wie Verzögerungen oder Totzeiten). Es wird davon ausgegangen, dass sich
das System mit einer statischen Funktion
y = f(x) (A.4)
beschreiben lässt, dass y also nicht von der Zeit t abhängt. Den Zusammenhang y = f(x)
(und seine graﬁsche Darstellung in einem Koordinatensystem) bezeichnet man dann als
statische Kennlinie.
Bei dynamischen Systemen ist Linearität gemäß Annahme 5.1 relativ komplex deﬁ-
niert, statische Systeme sind aber genau dann linear, wenn sie als lineare Funktion durch
den Nullpunkt
y = a · x (A.5)
mit einer reellen Konstante a beschrieben werden können, was man leicht aus der all-
gemeinen Deﬁnition folgern kann. Bei realen Systemen hängt der Ausgang y(t) des
Systems häuﬁg nichtlinear vom Eingang x(t) ab. Viele mathematische Werkzeuge der
Regelungstechnik (z. B. die Laplace- und z-Transformation) setzen aber lineare Systeme
voraus. Deshalb linearisiert man nichtlineare Systeme in einem Arbeitspunkt, also in ei-
nem Punkt (x0, y0) der statischen Kennlinie (siehe Abbildung A.9) und betrachtet nur
noch die Abweichnungen von diesem Punkt Δx(t) := x − x0 und Δy(t) := y − y0. Das
heißt, man legt im Arbeitspunkt eine (lineare) Tangente an die nichtlineare Kennlinie,
verschiebt den Koordinatenursprung auf den Arbeitspunkt und verwendet die Tangen-




























Abbildung A.9.: Beispiel für eine Linearisierung im Arbeitspunkt
Als Arbeitsbereich bezeichnet man das Intervall von x(t) und y(t), in welchem der
linearisierte Zusammenhang für regelungstechnische Aufgaben hinreichend gut gilt,
wobei die Deﬁnition von „hinreichend gut“ von der Anwendung bzw. der angestrebten
Genauigkeit abhängt.
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In diesem Anhang sind Ergänzungen zum Stand der Technik zusammengefasst, die
zwar nicht zwingend notwendig zum Verständnis der Arbeit, aber hilfreich zum Nach-
vollziehen bestimmter Randthemen sind. Ergänzungen zu den eigenen Beiträgen der
Arbeit sind in Anhang C zu ﬁnden.
B.1. Weitere Reglertypen
Dieser Abschnitt ist eine Ergänzung zu Abschnitt 2.5. Nachfolgend werden zwei Al-
ternativen zum PID-Regler, die auch bereits relativ ausführlich für ereignisbasierte Ab-
tastung untersucht wurden, grob vorgestellt. Neben den im Folgenden genannten Reg-
lertypen gibt es auch zahlreiche weitere Vorschläge [OMT02, Kof03], die eine deutlich
kleinere Verbreitung haben und deshalb nicht näher erläutert werden. Es wird hier aus-
drücklich nicht behauptet, dass der PID-Regler grundsätzlich besser als all diese Regler
ist, eine Untersuchung all dieser Reglertypen würde aber den Rahmen der Arbeit spren-
gen.
Der Übersichtlichkeit halber werden die Regler für den SISO-Fall (single input, single
output, d. h. mit einer skalaren Regelgröße und skalaren Stellgröße) beschrieben.
B.1.1. Zustandsrückführung
Regler mit Zustandsrückführung (auch „Zustandsregler“ genannt) sind in der Rege-
lungstheorie sehr beliebt, weil sie leichter theoretisch untersucht werden können als
PID-Regler. Außerdem bieten diese Regler eine Robustheit, die mit anderen Reglern
schwer zu erreichen ist [Kof88], was insbesondere bei Regelstrecken mit zeitveränder-
lichen Parametern günstig ist. Weitere Vorteile gibt es bei MIMO-Regelstrecken (Regel-
strecken mit mehreren Regel- und Stellgrößen, wobei jede Stellgröße Einﬂuss auf eine
oder mehrere Regelgrößen hat) und nichtlinearen Regelstrecken.
Die Grundidee der Zustandsrückführung ist die Verwendung eines Zustandsvektors
x(t) der Regelstrecke, wobei der Zustandsvektor neben der Regelgröße weitere relevan-
te physikalische Größen der Regelstrecke enthält (z. B. bei der Positionsregelung eines
Fahrzeugs neben der aktuellen Position auch die aktuelle Geschwindigkeit). Der Rege-
lungsalgorithmus („Zustandsrückführung“) ist ein Skalarprodukt des Zustandsvektors
mit einem (beim Reglerentwurf zu berechnenden) Rückführvektor k:
uc(t) = −kT · x(t) (B.1)
Anders als beim PID-Regler und vielen anderen Regelungsverfahren wird also nicht
nur die Regeldifferenz zur Berechnung der Stellgröße benutzt, sondern zusätzlich wei-
tere Größen, worauf auch die erhöhte Robustheit beruht. Streng genommen gilt so auch
nicht das Regelkreisschema der Abbildungen 1.3 und 2.1.
Im Hinblick auf ereignisbasierte Abtastung wurden Zustandsrückführungen u. a.
in [NS07,RJ08,LL11,LS16] untersucht. Häuﬁg wird nicht eine Änderung der Regelgrö-
ße als Ereignisursache gewählt (wie in dieser Arbeit), sondern eine Änderung des (ge-
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schätzten) Zustandsvektors oder eine Abweichung zwischen der imModell geschätzten
und der real gemessenen Regelgröße.
Zustandsregler haben verschiedene Nachteile verglichen zu PID-Reglern:
• Um die zusätzlichen Größen zu messen (oder zu schätzen, siehe unten) sowie sie
zu übertragen, ist ein erhöhter Entwurfs-, Implementierungs-, Energie und ggf.
Hardwareaufwand (für die zusätzliche Mess- und Kommunikationstechnik) nö-
tig.
• Die Zustandsrückführung ist in dieser einfachen Grundform nur für den Fall
r(t) ≡ 0 geeignet, da die Führungsgröße r(t) gar nicht in der Reglergleichung (B.1)
auftritt. Für r(t) 
= 0 muss zur von Gleichung (B.1) erzeugten Stellgröße noch
ein führungsgrößenabhängiger Zusatz addiert werden. Damit dieser nicht zu ei-
ner bleibenden Regeldifferenz führt, benötigt man Erweiterungen, z. B. Vorﬁl-
ter [LW10], Transformationen [SJE14] oder die Verwendung eines zusätzlichen I-
oder PI-Reglers [LW10].
• Da der Zustand x(t) in der Regel nicht vollständig messbar ist (oder aus Kosten-
gründen nicht gemessen wird), muss ein Beobachter [Lun06] verwendet werden,
welcher aus der gemessenen Regelgröße den Regelstreckenzustand modellbasiert
schätzt und bei entsprechend großer Modellordnung rechenaufwendig und damit
energieintensiv sein kann. Das ist problematisch, wenn der Energieverbrauch von
Bedeutung ist, was bei vielen Anwendungen, bei denen Send-on-Delta-Abtastung
eingesetzt wird, der Fall ist. Die Qualität des Beobachters und damit auch das Re-
gelungsergebnis hängen zudem von der Genauigkeit des Regelstreckenmodells
ab.
• Abschnitt 5.2 zeigt, dass bei Send-on-Delta-Abtastung Sprungantworten mit si-
gniﬁkanten Schwingungen vermieden werden sollten, was bei der Bestimmung
des Rückführvektors k deutlich schwieriger zu berücksichten ist als bei der Para-
metrierung eines PID-Reglers.
• Während der Rechenaufwand für den Regelalgorithmus (B.1) vergleichbar nied-
rig wie beim PID-Regler ist, erfordert die Berechnung des Rückführvektors k
aus einem Regelstreckenmodell die (bei komplexen Systemen aufwendige) Lö-
sung eines Gleichungssystems oder gar die numerische Lösung einer Riccati-
Gleichung [Lun06, LW10]. Daher eignen sich Zustandsregelungen nicht bei zeit-
veränderlichen Regelstrecken (siehe Abschnitt 6.3), da dort der Rückführvektor
häuﬁg neu berechnet werden muss, was viel Energie erfordert.
B.1.2. Modellbasierte prädiktive Regelung
Bei der modellbasierten prädiktiven Regelung (MPR) wird mithilfe eines Regelstrecken-
modells und dem gewünschten zukünftigen Regelgrößenverlauf der dafür nötige Stell-
größenverlauf berechnet. Indirekt wird dabei durch das Regelstreckenmodell der zu-
künftige Verlauf der Regelgröße „vorhergesagt“, daher der Name „prädiktiv“. Es gibt
viele Varianten von modellbasierten prädiktiven Reglern [CB04, Wel99]. Viele davon
basieren auf auf numerischen Optimierungsverfahren, wodurch Nebenbedingungen
(z. B. technische oder sicherheitsrelevante Grenzen der Regelgröße) berücksichtigt und
nichtlineare Streckenmodelle verwendet werden können. Daher sind diese Verfahren
in der Prozessautomation zurzeit sehr beliebt. Wenn der zukünftige Verlauf der Stör-
größe bekannt ist, lässt sich dieser bei der Optimierung berücksichtigen. Durch die ex-
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plizite Vorgabe eines gewünschten Regelgrößenverlaufs lassen sich die Regler gut an-
wendungsspeziﬁsch anpassen, was auch bei Send-on-Delta-Abtastung vorteilhaft ist,
da dort Schwingungen möglichst vermieden werden sollten (siehe Abschnitt 5.2).
Der große Nachteil der MPR ist der Rechenaufwand für die Stellgrößenberechnung
– und damit auch der Energieverbrauch, wenn der Regler auf einem eingebetteten Sys-
tem ausgeführt wird. Der Rechenaufwand ist durch die numerischen Optimierungs-
verfahren erheblich größer als für den PID-Regler und die Zustandsrückführung. Da
Nebenbedingungen und nichtlineare Regelstreckenmodelle in dieser Arbeit nicht einge-
setzt werden und damit die wesentlichen Vorteile der MPR nicht zum Tragen kommen,
kann man zugunsten der Rechenlast und damit Energieefﬁzienz die einfacheren, zuvor
genannten Reglertypen einsetzen. Für lineare Regelstreckenmodelle ohne Nebenbedin-
gungen gibt es zwar deutlich weniger rechenaufwändige Optimierungsverfahren bis
hin zur direkten analytischen Berechnung der optimalen Lösung [CB04,Wel99], jedoch
ist dann auch der Vorteil der MPR gegenüber PID-Reglern deutlich kleiner. Zudem ar-
beiten diese Verfahren mit regelstreckenabhängigen Matrizen, deren Berechnung wie-
derum sehr rechenaufwendig sein kann. Ist die Anpassung des Reglers wegen einer
zeitveränderlichen Regelstrecke öfters nötig (siehe Abschnitt 6.3), bewirkt dieser Re-
chenaufwand einen hohen Energieverbrauch.
Die MPR wurde sowohl für Send-on-Delta-Abtastung [PGBD16] als auch andere er-
eignisbasierte Abtastarten [SLH10] untersucht.
B.2. Analyse des Energieverbrauchs drahtloser Geräte
In diesem Anhang werden die Behauptungen aus Abschnitt 3.1 über den Energiever-
brauch drahtlos kommunizierender eingebetteter Systeme etwas genauer unterlegt. Ei-
ne wirklich ausführliche Analyse ist aufgrund des komplexen Zusammenwirkens vie-
ler Einﬂüsse, der Vielfalt an Bauelementen etc. im Rahmen dieses Anhangs leider nicht
möglich.
Für die elektrische Leistung P (t) eines Geräts gilt
P (t) = U(t) · I(t) (B.2)
mit der elektrischen Spannung U(t) und der Stromstärke I(t). Der Energieverbrauch
eingebetteter Systeme (physikalisch korrekt: elektrische Arbeit W ) besteht physikalisch
gesehen darin, dass elektrische Energie Eel (im Folgenden kurz E) in Wärmeenergie
Q umgewandelt wird. Die im Zeitintervall [0, T ] verbrauchte Energie E ist gleich der
geleisteten elektrischen Arbeit W und ergibt sich somit aus




Ist die Leistung P (t) über den Zeitraum der Länge T konstant (gleich P¯ ), dann gilt
die vereinfachte Variante
E = P¯ · T. (B.4)
Im Folgenden werden die für den Reglerentwurf wesentlichen Aspekte des Energie-
verbrauchs genannt.
Ausführliche Informationen zu elektronischen Schaltungen, den daraus bestehen-
den Komponenten eingebetteter Systeme sowie deren Energieverbrauch ﬁnden sich
u. a. in [UW06,MT10,Zol03,OR07,Spi11,Sch10,SB94, IH10,Sch06,GW07,Dar15,Möb16,
SIB+16]. Software-Aspekte zur Optimierung des Energieverbrauchs beziehen [Spi11,
Sch10, SB94, Sch06, GW07,Dar15,Möb16, SIB+16] mit ein. Auf diesen Quellen basieren
die nachfolgenden Beschreibungen.
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B.2.1. Verbraucher
Als Verbraucher werden die Komponenten eines eingebetteten Systems bezeichnet, die
bereitgestellte Energie in Wärme umwandeln und dabei eine Aufgabe verrichten. Sie
werden hier unterteilt in digitale und analoge Bauelemente.
B.2.1.1. Digitale Bauelemente
Eingebettete Systeme bestehen zum Großteil aus digitalen Bauelementen, d. h. Bauele-
menten, die konzeptionell mit zwei Spannungspegeln (hoch und niedrig) arbeiten und
typischerweise mit einer (ggf. intervallweise) konstanten Taktfrequenz fTakt betrieben





Energieverluste entstehen primär beimUmschalten zwischen den beiden Spannungs-
pegeln. Deshalb sind die Verluste im Mittel proportional zur Taktfrequenz fTakt und
auch proportional zur mittleren Anzahl (genauer: zur elektrischen Kapazität C) der um-
geschalteten Bauelemente. Aus den vorgenannten Zusammenhängen kann man zahl-
reiche Schlussfolgerungen für die Entwicklung oder Auswahl energieefﬁzienter Hard-
ware ableiten [SB94], In dieser Arbeit interessieren aber nur die durch Software beein-
ﬂussbaren Energieaspekte (die Quellen wurden oben genannt). Dazu zählt insbesonde-
re das Abschalten von Verbrauchern, wenn diese gerade nicht benötigt werden [GW07].
Abgeschaltete Verbraucher beﬁnden sich in einem sogenannten „Schlafzustand“. Beim
Abschalten von Komponenten muss man berücksichtigen, dass das Aufwachen nach
der Schlafphase Zeit in Anspruch nehmen kann, insbesondere bei Schwingkreisen und
Prozessoren, und während dieser Zeit Energie verbraucht wird. Das Abschalten von
Komponenten lohnt sich daher nur bei „längeren“ Zeiträumen.
Die elektronischen Komponenten in einem Regelkreis (Sensor- und Aktoreinheit nach
Deﬁnition 2.1) arbeiten ihre Aufgaben (Tasks) üblicherweise periodisch mit Abtastperi-
ode Ta ab und sind in der Zwischenzeit in einem energieefﬁzienten Schlafzustand. Um
eine bestimmte Aufgabe abzuarbeiten, werden vom Programm Maschinenbefehle vor-
gegeben. Jeder Maschinenbefehl benötigt eine bestimmte Anzahl von Takten. Sind für
die vom Prozessor zu lösende Aufgabe (im Schnitt) N Takte notwendig, und wird pro
Takt zum Umschalten der geschalteten Kapazitäten im Mittel die Energie ESchalt ver-
braucht, so ergibt sich die Gesamtenergie ETask pro Task-Zyklus aus
ETask = N · ESchalt. (B.6)
Daraus lassen sich eine Reihe von Anforderungen ableiten, die zwar nicht die Einstel-
lung eines Reglers beeinﬂussen (weil der Energieverbrauch unabhängig von den Reg-
lerparametern ist), aber die Eignung des PI-Reglers für die Zwecke dieser Arbeit unter-
streichen (Abschnitt 2.5.4).
Prozessor. Für den Prozessor lassen sich aus (B.6) folgende Anforderungen ableiten,
die für den Reglerentwurf relevant sind:
Folgerung B.1 (Geringe Befehlsmenge)
Um den Energieverbrauch möglichst gering zu halten, sollte der abzuarbeitende Co-
de der energierelevanten Komponenten möglichst wenige Takte erfordern. Das be-
trifft auch den Regelalgorithmus, wenn er auf einer energierelevanten Komponente
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ausgeführt wird.







Folgerung B.2 (Seltener Aufruf periodischen Codes)
Bei periodisch abgearbeitetem Code sollte dieser – für die Energieefﬁzienz – so sel-
ten wie möglich ausgeführt werden, d. h. die Abtastperiode sollte möglichst groß
sein. Dabei ist zu beachten, dass – unabhängig davon, nach welchem Abtastverfah-
ren die Daten übertragen werden – bei dieser Abtastperiode Ta das Abtasttheorem
(Abschnitt 2.3.1) eingehalten werden muss.
Speicher. Prozessoren müssen zur Abarbeitung von Programmen den Programmcode
sowie Zwischenergebnisse aus Speichern beziehen bzw. Letztere vorher darin ablegen.
Da der Energieverbrauch von Speicherbausteinen näherungsweise proportional zu ih-
rer Größe ist, gilt:
Folgerung B.3 (Geringer Speicherbedarf )
Die energierelevanten Komponenten sollten zur Reduzierung des Energieverbrauchs
einen möglichst geringen Speicherbedarf haben. Ist der Regler auf einer energierele-
vanten Komponente realisiert, betrifft diese Anforderung auch ihn.
Schnell beschreibbarer Speicher (Prozessorregister und Haupt- bzw. Arbeitsspeicher)
verlieren in Schlafzyklen durch den Spannungswegfall ihren Inhalt. Daher müssen vor
jedem Schlafzyklus alle langfristig wichtigen Daten auf anderen, nichtﬂüchtigen Spei-
chern abgelegt werden. Dafür werden in eingebetteten Systemen v. a. Flash-Speicher
(Flash-EEPROMS) verwendet. Diese können zwar energieefﬁzient gelesen werden, das
Schreiben dauert jedoch mehrere Millisekunden, was Tausenden von Prozessortakten
entspricht. Zusätzlich muss zum Schreiben von Flash-Speichern eine Spannung erzeugt
werden, die ein Vielfaches der Spannung beträgt, welche von Batterien und Energy-
Harvesting-Komponenten bereitgestellt werden kann. Die Spannung wird von einem
Aufwärtswandler [SPR15,PP10] generiert, welcher erhebliche Verluste verursacht. Derar-
tige Schreiboperationen sollten daher auf ein Minimum reduziert werden.
Eine Alternative, die beispielsweise beim weit verbreiteten Mikrocontroller 8051 ver-
wendet wird, besteht darin, einen sehr kleinen Hauptspeicherbereich (wenige Bytes)
vom Schlafzustand auszuklammern, sodass dessen Inhalt erhalten bleibt. Diese Lösung
ist nur dann eine Alternative zur Verwendung des Flash-Speichers, wenn die zu spei-
chernden Daten in diesen kleinen nichtﬂüchtigen Hauptspeicherbereich passen.
Folgerung B.4 (Zyklusübergreifende Daten)
In energierelevanten Komponenten sollten möglichst wenig (veränderliche) Daten
von einem Taskaufruf bis zum nächsten gerettet werden müssen.
Dazu sei bemerkt, dass Daten üblicherweise in Blöcken auf einen Flash-Speicher
geschrieben werden und auch ein vom Schlafzustand ausgenommener Hauptspeicher-
bereich eine fests Größe hat. Es hat daher energetisch keine Vorteile, weniger Daten
zyklusübergreifend zu speichern als dieser jeweilige „Block“ erlaubt.
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Es ist energetisch vorteilhaft, wenn der Code nicht aus dem Flash, sondern aus dem
Hauptspeicher ausgeführt wird [MT10]. Der Hauptspeicher muss dazu jedoch einer-
seits groß genug für den Code und die Daten sein und nach jedem Schlafzyklus muss
der komplette Code vom Flash in den Hauptspeicher geladen werden.
Folgerung B.5 (Wenig Code für Hauptspeicherbedarf )
Bei energierelevanten Komponenten sollte der ausgeführte Code (ohne aufgelöste
Schleifen) möglichst klein sein, um wenig Speicher und eine geringe Zeit für das La-
den des Codes in den Hauptspeicher zu benötigen.
Es sei hier erwähnt, dass an Speichern gearbeitet wird, welche die Nichtﬂüchtigkeit
von ROM mit der geringen Zugriffszeit, den möglichen hohen Schreibzyklen (Haltbar-
keit) und der geringen Größe von DRAM verbinden. Als Lösung kommen ferroelektri-
sche (FRAM/FeRAM) und magnetoresistive (MRAM) Speicher in Frage [UW06].
Für ausführliche Beschreibungen von Speichern und ihrem Energieverbrauch wird
auf [UW06] verwiesen.
Mikrocontroller. Mikrocontroller sind komplexe digitale Schaltungen, die neben ei-
nem Prozessor und Speicher noch verschiedene weitere Komponenten enthalten, deren
Energieverbrauch i. d. R. verglichen zu Prozessor und Speicher vernachlässigbar ist1.
Abbildung 3.1 (Seite 36) zeigt die wesentlichen Komponenten. Es ist für die vorliege-
de Arbeit nicht notwendig, den Energieverbrauch dieser Bestandteile voneinander ge-
trennt zu betrachten (abgesehen von diesemAnhang, der zum besseren Verständnis von
Abschnitt 3.1 dient). Ein Blick in die Datenblätter von Mikrocontrollern zeigt, dass ein
Energieverbrauch von mehr als 1mW nur bei – in regelungstechnischen Geräten un-
üblichen – 32-Bit-Prozessoren vorkommt (siehe Tabelle B.1). Im Schlaf-Modus liegt der
Energieverbrauch meist unter 1 μW.
Tabelle B.1.: Energieverbrauch einiger marktüblicher Mikrocontroller.
Hersteller Typ Architektur Leistung Leistung
aktiv Schlafen
Atmel ATtiny13 AVR (8 Bit) 432 μW <0,18 μW
Atmel ATmega(x) AVR (8 Bit) 918 μW 0,18 μW
Microchip PIC16F5X 8 Bit 340 μW 1μW
Texas Instruments MSP430x20x(x) 16 Bit 484 μW 0,22 μW
Texas Instruments MSP430x(x) 16 Bit 803 μW 0,22 μW
Atmel AT91 ARM (32 Bit) 330mW 3,3mW
Atmel AT91SAM7SE(x) ARM (32 Bit) 330mW 39,6 μW
Im Referenzbeispiel „Raumtemperaturregelung“ dürfen batteriebetriebene Geräte –
damit eine praxistaugliche Batterielebensdauer von mehreren Jahren erreichbar ist –
pro Jahr nicht mehr als ca. 4500mWh verbrauchen2, was einer Durchschnittsleistung
von etwa 514 μW entspricht. Batterielebensdauern von deutlich mehr als fünf Jahren
anzustreben ist wegen deren nutzungsunabhängiger Selbstentladung nicht sinnvoll. Es
ist daraus ersichtlich, dass schon allein der Mikrocontroller praktisch die komplette ver-
fügbare Energie verbrauchen würde, wenn er nicht zwischen den Abtastzeitpunkten in
einem Schlafzustand wäre. Solarzellen liefern nur etwa 10μW/cm2 [SPR15,VvSHM09],
1Diese Behauptung muss hier ohne Beweis angegeben werden, die genannten Literaturstellen legen das
aber nahe.
2dieser Wert bezieht sich auf die üblicherweise verwendeten zwei AA-Batterien pro Gerät
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sodass bei solarbetriebenen Komponenten ein möglichst kleiner „Duty Cycle“ (Tast-
grad, Verhältnis der Wachphase zur Abtastperiode, ) noch wichtiger als bei batteriebe-
triebenen Geräten ist.
Folgerung B.6 (Schlafzustand bei Mikrocontrollern)
Mikrocontroller sollten für einen niedrigen Energieverbrauch so oft bzw. so lange
wie möglich in einem „Schlafzustand“ sein.
Signal-Leuchtdioden und Displays. Leuchtdioden und Displays werden für den ei-
gentlichen Regelungsvorgang nicht benötigt. Sie werden jedoch häuﬁg verwendet, um
dem Anwender Rückmeldungen über den aktuellen Betriebszustand, aktuelle Mess-
daten oder Konﬁgurationsdaten zu geben. Leuchtdioden und die Hintergrundbeleuch-
tung von Displays erfordern für eine ausreichende Helligkeit Leistungen im zwei- bis
dreistelligen Milliwatt-Bereich und sollten deshalb in energierelevanten Komponenten
gar nicht oder nur kurzzeitig aktiv sein. Die bei eingebetteten Systemen gängigen LC-
Displays (Flüssigkristallanzeigen) ohne Hintegrundbeleuchtung verbrauchen nur sehr
wenig Energie3, sie sind aber nur bei guten Lichtverhältnissen ablesbar und schränken
daher die Positionierung der jeweiligen Komponente stark ein.
Wenn auf ein Display verzichtet wird, sind komplexe Parameter nur über ein (ggf.
drahtloses) Netzwerk einstellbar. Da auch die Kommunikation energieintensiv ist (sie-
he unten), ist es vorteilhaft, Regelalgorithmen zu verwenden, für deren Einstellung man
weder ein Display noch Kommunikationsmittel benötigt. Das betrifft sowohl die Regler-
parameter bei nicht-adaptiven Reglern als auch die Adaptionsparameter bei adaptiven
Reglern. Einfache Einstellaufgaben sind auf energieefﬁziente Weise ohne Display über
Taster, Schalter und Potentiometer (Drehgeber) möglich (siehe unten).
Taster und Schalter. Mit Tastern kann ein Nutzer „Ereignisse“ generieren, die vom
Mikrocontroller erkannt und ausgewertet werden, beispielsweise zur Änderung von
Betriebsmodi oder zum „Anlernen“ von Funk-Sensoren4. Taster verbrauchen i. d. R. nur
Energie, wenn sie gerade gedrückt werden, weil nur dann ein Stromkreis geschlossen
ist. Da solche Nutzereingriffe bei Regelkreisen sehr selten vorkommen, spielt der Ener-
gieverbrauch der Taster keine Rolle.
Schalter erlauben dem Nutzer diskrete Werte vorzugeben, indem – je nach Schal-
terstellung – eine unterschiedliche Spannung an einem Eingang des Mikroprozessors
anliegt. Sind die entsprechenden Eingänge des Mikrocontrollers und die Anschlüsse
zu den „Referenzspannungsquellen“ ausreichend hochohmig ausgelegt, ist auch deren
Energieverbrauch sehr klein.
Prinzipiell sind Taster energieefﬁzienter als Schalter, allerdings kann man an Schal-
tern auch ohne Display o. ä. einen aktuellen Modus ablesen.
B.2.1.2. Analoge Bauelemente
In Abschnitt B.2.1.1 wurden die digitalen Komponenten eines eingebetteten Systems
betrachtet; nun folgen die analogen Bauelemente, die nicht nur mit zwei, sondern mit –
3Datenblätter im Elektronik-Handel erhältlicher (separater) Displays geben dazu sehr widersprüchliche
Angaben, aber die Erfahrung mit Digitalarmbanduhren, Weckern, Taschenrechnern etc. bestätigt die
mehrjährige Batterielebensdauer.
4Nach dem Drücken der Lerntaste wird das nächste ankommende Telegramm als von der anzulernenden
Sensoreinheit stammend angenommen; die Adresse der Sensoreinheit wird gespeichert und ab diesem
Zeitpunkt deren Signale immer ausgewertet.
181
B. Ergänzungen zum Stand der Technik
in einem Intervall – beliebigen Spannungspegeln arbeiten. Derartige Schaltungen sind
prinzipiell verlustbehafteteter als digitale Schaltungen, da die Transistoren in einem
möglichst linearen Arbeitspunkt betrieben werden müssen und deshalb nicht nur beim
Umschalten Energie verbrauchen.
Transceiver. Mit einem Transceiver werden Nachrichten gesendet und empfangen.
Die Datenblätter kommerzieller drahtloser Geräte (z. B. [EnO12]) sowie wissenschaft-
liche Studien ([KHL+07], [MT10, S. 2] ) zeigen, dass der Transceiver der Hauptverbrau-
cher von Energie ist. Ausführliche Informationen zu Transceivern und deren Energie-
optimierung sind in [Sch06,Geo10, IH10,Rud04,Zol03] zu ﬁnden. Tabelle B.2 zeigt den
Energieverbrauch einiger typischer Transceiver im Sende-, Empfangs- und Schlafmo-
dus. Es wird deutlich, dass der Energieverbrauch bei der Kommunikation i. d. R. weit
über dem eines Mikrocontrollers (Tabelle B.1) liegt. Da das für die Energieoptimierung
wichtig ist, wird es nachfolgend als Annahme festgehalten.
Tabelle B.2.: Energieverbrauch typischer Transceiver
Hersteller, Träger- Technologie Leistung Leistung Leistung
Modell frequenz (Beispiel) Senden Empfangen Schlafen
EnOcean 868,3MHz ISO/IEC 42,1mW 49,3mW 420μW
Dolphin 14543-3-10
(EnOcean)




Semtech 868,3MHz EN 50090-5-3 52,5mW 6,3mW 4,3 μW
SX1211 (KNX-RF)
Chipcon 868,3MHz BidCoS >24,3mW >25,9mW 720μW
(Texas Instr.)
CC1100
Annahme B.1 (Kommunikation als Haupt-Energieverbraucher)
Bei der Kommunikation wird verglichen zu anderen Aufgaben eines eingebetteten
Systems die meiste Energie verbraucht, deshalb sollten für einen energieefﬁzienten
Betrieb vor allem die Kommunikation auf ein Mindestmaß reduziert und die Kom-
munikationskomponenten so oft wie möglich abgeschaltet werden.
Ein Transceiver besteht aus einem Transmitter (Sender) und einem Receiver (Empfän-
ger). Beide teilen sich eine gemeinsame Antenne und ggf. einen Mikrocontroller (zu-
sätzlich zu dem Mikrocontroller, der die Mess- bzw. Regelungsaufgabe durchführt),
bestehen aber ansonsten aus verschiedenen analogen elektronischen Schaltungen. Bei
CSMA-Zugriffsverfahren können beide Teile nicht unabhängig voneinander betrieben
werden, weil vor dem Senden geprüft werden muss, ob gerade ein anderes Gerät sen-
det.
Der Energieverbrauch eines Transmitters ist mindestens so großwie die Sendeleistung.
Die Verluste im Leistungsverstärker, der das zu sendende Signal auf die nötige Sende-
leistung bringt, trägt auch erheblich zum Energieverbrauch bei und seine Dimensionie-
rung richtet sich nach der Sendeleistung. Die Sendeleistung richtet sich wiederum nach
der gewünschten Signalstärke (genauer Signal-Rauschleistungsverhältnis [Sch06]) im
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empfangenden Receiver. Wie groß die Sendeleistung sein muss, damit eine Nachricht
vom Empfänger korrekt empfangen werden kann, lässt sich jedoch wegen Reﬂexionen
und anderen Störeinﬂüssen praktisch nicht rechnerisch vorhersagen und wird deshalb
i. d. R. stochastisch betrachtet [Sch06,Rud04]. Die Sendeleistung wird daher in Normen
vorgegeben. Beispielweise muss laut ISO/IEC 14543-3-10 die Sendeleistung PS eines
EnOcean-Senders auf dem in Europa üblichen 868,3MHz-Band (mit Verweis auf „na-
tionale Vorschriften“) zwischen -8 dBm und +13dBm liegen (umgerechnet 0, 15mW ≤
PS ≤ 20mW). Der üblicherweise verwendete EnOcean Dolphin-Chip sendet laut Da-
tenblatt mit einer programmierbaren Sendeleistung zwischen -2 dBm und +6dBm (d. h.
0, 63mW ≤ PS ≤ 3, 98mW). Ohne Reﬂexionen und sonstige Störeinﬂüsse würden
Bruchteile dieser Sendeleistung genügen, um die am Empfänger nötige Mindestsignal-
stärke zu erreichen.Wie Tabelle B.2 zeigt, beträgt der Energieverbrauch des Transceivers
ein Vilefaches der maximalen Sendeleistung, was durch den zusätzlichen Energiever-
brauch durch die Elektronik erklärt werden muss [Sch06].
Da in den Protokollen auch festgelegt ist, wie lange die Übertragung eines Bits dauert,
ist die Energie zum Senden einer Nachricht in etwa proportional zur Anzahl der darin
zu übertragenden Bits.
Folgerung B.7 (Geringe zu übertragende Datenmenge)
Die Anzahl der durchschnittlich zu übertragenden Bits pro Zeitintervall sollte für
einen energieefﬁzienten Sender so gering wie möglich sein, und wenn der Sender
nicht sendet, sollte der Transmitter abgeschaltet werden. Es sollte ferner ein Protokoll
mit möglichst wenig Overhead (d. h. Steuerinformationen zusätzlich zu den eigentli-
chen Nutzdaten) verwendet werden.
Da ein Receiver anders als ein Transmitter keine Leistung abstrahlt und daher auch
keinen Leistungsverstärker benötigt, kann er – theoretisch – mit (verglichen zum Trans-
mitter) vernachlässigbarem Energieverbrauch realisiert werden. Auch experimentell
wurden schon Receiver mit Leistungen weit unter 1mW realisiert [WHLW07]. Wie Ta-
belle B.2 zeigt, verbrauchen jedoch viele Receiver mindestens genauso viel Energie wie
die zugehörigen Transmitter. Das hat zwei Gründe:
1. Empfänger sind häuﬁg deutlich komplexer als Sender, weil sich der Empfänger
an Ungenauigkeiten des Senders anpassen muss und nicht umgekehrt. Z. B. muss
ein Empfänger die exakte Frequenz des Senders annehmen sowie alle Signale auf
benachbarten Frequenzen der Sendefrequenz herausﬁltern, was sehr präzise Fil-
ter erfordert. Durch die umfangreicheren Schaltungen wird auch mehr Energie
verbraucht.
2. Um die Fehlerrate bei der Detektion der empfangenen Signale möglichst gering zu
halten, müssen die Schaltungen sehr linear betrieben werden, wodurch ein hoher
Ruhestrom nötig ist.
Beide Gründe liegen nicht an der Kommunikation selbst, sondern an den elektroni-
schen Bauelementen. Da diese zunehmend kleiner und damit energieefﬁzienter werden,
kann man folgende Schlussfolgerung ziehen:
Folgerung B.8 (Verhältnis Energieverbrauch Sender – Empfänger)
Während der Energieverbrauch des Senders nach unten (mindestens) auf die abzu-
strahlende Sendeleistung begrenzt ist, ist der Energieverbrauch des Empfängers nach
unten nur durch technologische Kenndaten begrenzt. Deshalb kann man davon aus-
gehen, dass in zukünftigen Transceivern der Energieverbrauch des Receivers durch
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efﬁzientere Technologien immer weiter reduziert werden kann, während der Ener-
gieverbrauch des Transmitters immer größer als die Sendeleistung bleiben wird.
Eine ähnliche Argumentation ist in [Sch06] zu ﬁnden.
Spannungsregler. Digitale Bauelemente sollten bei einer vorgegebenen Betriebsspan-
nung UNutz betrieben werden, weil sie einerseits bei zu geringer Spannung nicht korrekt
funktionieren und ein unvorhersehbares Verhalten zeigen können und andererseits die
Verlustleistung i. d. R. quadratisch mit der Spannung UNutz steigt [UW06,Sch10]. Insbe-
sondere Analog-Digital-Wandler, die ein analoges (zeit- und wertkontinuierliches) Si-
gnal in ein digitales (zeit- und wertdiskretes) Signal umwandeln, benötigen für eine
hinreichend genaue Wandlung eine konstante Betriebsspannung [UW06].
Die gewünschte Betriebsspannung UNutz der elektronischen Schaltung weicht von
der zur Verfügung stehenden Versorgungsspannung UQuelle im Allgemeinen stark ab.
Bei batteriebetriebenen Systemen liegt das daran, dass die Spannung der Batterie mit
zunehmender Entladung und steigender Stromstärke sinkt (siehe Abschnitt B.2.2). Bei
Energy Harvesting hängt die Versorgungsspannung von der aktuellen im Pufferspei-
cher (Kondensator) gespeicherten Energie ab (siehe Abschnitt B.2.2). Auch bei netzbe-
triebenen Geräten sind Spannungsregler nötig, aber diese Geräte sind in dieser Arbeit
energetisch irrelevant.
Damit die Betriebsspannung UNutz des Mikrocontrollers und Transceivers unabhän-
gig von der gerade zur Verfügung stehenden Versorgungsspannung UQuelle und von der
gerade benötigten Stromstärke ist, werden Spannungsregler verwendet. Der Wirkungs-





Details können in [Sim11,ON02] nachgelesen werden.
Ist die Quellspannung beispielsweise doppelt so hoch wie die Nutzspannung, geht
die Hälfte der bereitgestellten Energie im Spannungsregler ungenutzt als Wärme verlo-
ren. Spannungsregler sind somit zu den Hauptverbrauchern einer elektronischen Schal-
tung zu zählen.
Liegt die Betriebsspannung UNutz über der Versorgungsspannung UQuelle, muss zu-
sätzlich ein Aufwärtswandler eingesetzt werden, welcher ebenfalls erhebliche Energie-
verluste aufweist [SPR15,PP10] .
Die Verluste durch den Spannungsregler lassen sich durch die Anwendung kaum
sinnvoll beeinﬂussen, daher wird hier keine Folgerung abgeleitet. Die hier genann-
ten Erläuterungen werden jedoch später im Rahmen der Energiequellen (Batterien und
Energy Harvesting, Abschnitt B.2.2) noch einmal aufgegriffen.
Potentiometer. Potentiometer (Drehgeber) werden zum Einstellen von Parametern
durch den Nutzer verwendet, z. B. zum Einstellen einer Solltemperatur an einem Hei-
zungsregler. Ein Potentiometer besteht elektrotechnisch aus einem Widerstand, an dem
durch einen vom Nutzer verstellbaren Spannungsteiler eine Teilspannung abgegriffen
wird.5 Wird der Wert dieses Widerstands groß genug gewählt, ist der Energieverbrauch
vernachlässigbar. Man sollte Potentiometer zur Einstellung „quasikontinuierlicher“ Pa-
rameterwerte (die wegen der Anzahl der Stufen nicht sinnvoll durch Schalter ersetzt
5Schalter sind in sofern „Sonderfälle“ von Potentiometern, die nur wenige Spannungsteiler-Stellungen
zulassen.
184
B.2. Analyse des Energieverbrauchs drahtloser Geräte
werden können, z. B. Sollwerte) gegenüber displaybasierten Alternativen bevorzugen
(siehe oben, Abschnitt „Signal-Leuchtdioden und Displays“).
Folgerung B.9 (Parametereinstellung durch Potentiometer, Taster und Schalter)
Parametereinstellungen sollten möglichst so weit reduziert werden, dass sie durch
Taster, Potentiometer oder Schalter realisierbar sind und kein Display erfordern, denn
dann sind sie energetisch unproblematisch.
Aktorspeziﬁsche Verbraucher. Der Energieverbrauch von Aktoren kann sehr unter-
schiedlich sein. In Regelkreisen verwendete Aktoren (z. B. Ventile) werden meist durch
Elektromotoren angetrieben, die durch den Prozessor angesteuert werden. Der Energie-
verbrauch der Motoren ist oft so hoch, dass Betriebetrieb praktisch unmöglich ist und
der Verbrauch der Elektronik (Transceiver und Mikrocontroller) verglichen dazu ver-
nachlässigbar ist. Die Aktoreinheit ist dann im Sinne dieser Arbeit „nicht energierele-
vant“. Es gibt jedoch Aktoren, die längerfristig mit Batterien betrieben werden können,
z. B. die für diese Arbeit wichtigen Heizungsstellantriebe (siehe Abschnitt 1.2). Man-
che Aktoren sind sogar durch Energy Harvesting versorgbar [Spa14,Kie17]. Dann sollte
man bei der Optimierung der Reglerparameter möglichst auch diesen Verbrauch be-
rücksichtigen.
Folgerung B.10 (Geringer Stellaufwand)
Wenn die Aktoreinheit energierelevant ist, sollte für einen energieefﬁzienten Betrieb
der Stellaufwand (genauer deﬁniert in Abschnitt 4.2.1) möglichst gering sein.
Sonstige (analoge) Komponenten. Alle weiteren typischen Komponenten eingebet-
teter Systeme, wie z. B. Oszillatoren [Spi11,MT10], Referenzspannungsquellen [ON02]
und Analog/Digital- sowie Digital/Analog-Wandler [UW06] tragen nicht nennenswert
zum Energieverbrauch bei.
B.2.2. Energieversorgung
Auch Wissen über die Energieversorgung kann genutzt werden, um die Energieefﬁzi-
enz eines eingebetteten Systems zu optimieren.
Batterien und Akkumulatoren. Batterien und Akkumulatoren (kurz Akkus) basieren
auf denselben physikalischen Prinzipien und zeigen daher sehr ähnliche Eigenschaften.
Ausführliche Informationen sowie Details zu Unterschieden zwischen Batterien und
Akkus ﬁnden sich in [itp05, JH08a,MT10,And08, JH08b].
Die Spannung an den Klemmen der Batterie hängt von der gerade entnommenen
Stromstärke ab. Fließt gar kein Strom, spricht man von der Leerlaufspannung. Der ty-
pische Verlauf der Leerlaufspannung UBatt einer Batterie oder eines Akkus bei zuneh-
mender Entleerung (entnommene Energie E) über die gesamte Lebensdauer ist in Ab-
bildung B.1 dargestellt.
Durch den „Innenwiderstand“ der Batterie sinkt die an den Batterieklemmen anlie-
gende Spannung (Klemmenspannung) in etwa proportional zur Stromstärke. Mit zu-
nehmender Stromstärke steigt daher auch die Leistung am „Innenwiderstand“, also
die Energie pro Zeiteinheit, die ungenutzt in Wärme umgewandelt wird. Da ein Span-
nungsregler jedoch ohnehin Energie ungenutzt in Wärme umwandelt, ist das zunächst
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Abbildung B.1.: Typischer qualitativer Verlauf der Leerlaufspannung einer Batterie bei
gleichmäßiger Entleerung (konstante Stromstärke).
irrelevant, denn es spielt keine Rolle, an welcher Stelle die Energie verloren geht. We-
sentlich ist jedoch die Schlussfolgerung, dass hohe Stromstärken vermieden werden
sollten, weil diese zu einer niedrigen Klemmenspannung führen. Je kleiner die Leer-
laufspannung ist, desto größer ist dann die Gefahr, dass die Klemmenspannung die nö-
tige Betriebsspannung unterschreitet und sich Mikrocontroller oder Transceiver deshalb
abschalten. Bei einer kleinen Stromstärke kann die Batterie also vollständiger entladen
werden (d. h. die Leerlaufspannung kann weiter gesenkt werden), bevor dieser Fall ein-
tritt.
Folgerung B.11 (Maximale Verlustleistung)
Je kleiner die maximale von den Verbrauchern benötigte Leistung (Stromstärke) ist,
desto vollständiger kann die in einer Batterie gespeicherte Energie genutzt werden.
Es gibt jedoch auch dynamische Zusammenhänge, d. h. bei konstanter Stromstärke und
Leerlaufspannung verändert sich Klemmenspannung zeitlich (zusätzlich zur Verände-
rung der Leerlaufspannung nach Abbildung B.1). Beginnt man, Energie aus der Batterie
zu entnehmen, sinkt die Spannung an den Batterieklemmen aufgrund von chemischen
Vorgängen in der Batterie relativ schnell (verglichen zum Abfall der Leerlaufspannung).
Durch Abschalten der Verbraucher „erholt“ sich die Batterie davon wieder, d. h. die
Klemmenspannung steigt allmählich wieder bis zur Leerlaufspannung.
Der Energieverbrauch sollte daher möglichst gleichmäßig verteilt werden, weil so
der Spannungsabfall durch die dynamischen Vorgänge weniger stark ausfällt, sodass
auch bei aufgebrauchter Batterie und damit geringerer Leerlaufspannung noch die nö-
tige Betriebsspannung bereitgestellt werden kann (Folgerung B.11). Bei gleichmäßigem
Energieverbrauch verlängert sich also die Batterielebensdauer.
Folgerung B.12 (Gleichmäßiger Energieerbrauch)
Ist die benötigte Energiemenge pro Zeitintervall bekannt, sollte die Energie möglichst
gleichmäßig über das Zeitintervall entnommen werden.
Bei der Planung des Energieverbrauchs sollte auch die Selbstentladung der Batterien
berücksichtigt werden, welche die entnehmbare Energie senkt, sodass auch bei extrem
energiesparender Verwendung die Batterie nach einigen Jahren nicht mehr genug Span-
nung bereitstellt, um eine elektronische Schaltung zu betreiben.
Energy Harvester. Energy Harvesting bezeichnet das Gewinnen von Energie aus
der Umgebung. Energie kann aus verschiedenen Quellen gewonnen werden, z. B. aus
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mechanischen Schwingungen, Licht, Temperaturdifferenzen und elektromagnetischer
Strahlung [VvSHM09]. Für die Referenzanwendung dieser Arbeit (drahtlose Tempera-
tursensoren im Raum, siehe Abschnitt 1.2) kommt praktisch nur Solarenergie in Frage,
zumal diese Form die aktuell wissenschaftlich ausgereifteste ist und auch die meiste
Energie pro Fläche liefert.
Für detaillierte Informationen zum Thema Energy Harvesting werden [MT10, VvS-
HM09,SPR15,Wür00,Sim11] empfohlen.
Um eine elektronische Schaltung mit Energy Harvesting zu betreiben, genügt der
Energiewandler (der z. B. aus Licht bzw. Strahlungsenergie eine elektrische Spannung
erzeugt) allein nicht. Da beispielsweise die Ausgangsspannung einer Solarzelle bei ca.
0,5V liegt [SPR15] und damit weit unter der notwendigen Betriebsspannung einer übli-
chen elektronischen Schaltung, ist entweder ein Gleichspannungs-Wandler (Aufwärts-
wandler, siehe Abschnitt B.2.1.2) oder die Reihenschaltung mehrerer Solarzellen [VvS-
HM09] nötig. Werden als Energiequelle mechanische oder elektromagnetische Schwin-
gungen verwendet, ist ein Gleichrichter vor den Gleichspannungswandler zu schalten
(der aus einer Wechsel- eine Gleichspannung macht), der selbst auch Verluste hat.
Da Energiequellen typischerweise nicht ständig zur Verfügung stehen (beispielsweise
kann nachts keine Energie aus Solarzellen gewonnen werden) und auch nicht genug
Leistung bieten, um eine elektronische Schaltung direkt zu betreiben, wird meist ein
Kondensator verwendet, in welchem Energie (Ladung) zwischengespeichert wird, um
sie dann bei Bedarf mit höherer Leistung, dafür nur kurzzeitig, abrufen zu können. Die





· C · U2Kond. (B.9)
Die Spannung UKond an einem Kondensator ist daher proportional zur Quadratwurzel
der Energie EKond, die darin gespeichert ist. Wegen der konstanten Betriebsspannung
UNutz am eingebetteten System wird ein zur Differenz UKond − UNutz proportionaler
Energieanteil am Spannungsregler ungenutzt in Wärme umgewandelt. Daher wird die
wenigste Energie „verschwendet“, wenn die Anwendung die Energie so gleichmäßig
abruft, dass die Spannung im Kondensator nur wenig über der Betriebsspannung liegt.
Die größte Energieefﬁzienz erreicht man daher, wenn der Zeitverlauf des Energiebe-
darfs der Anwendung dem Zeitverlauf der bereitgestellten Energie entspricht, was im
Allgemeinen aber nicht der Fall ist.
B.3. Parameterschätzung bei P-T1-Tt-Modellen mit der Methode
der kleinsten Fehlerquadrate
Dieser Anhang ist eine Ergänzung zu den Abschnitten 5.3, 6.1, 6.3 und 7.3.2. Es geht dar-
um, wie aus Messdaten die Parameter eines P-T1-Tt-Modells geschätzt werden können,
welches für die Anwendung der Einstellregeln aus Kapitel 5 benötigt wird.
Deﬁnition B.1 (Parameterschätzung / Parameteridentiﬁzierung)
Als „Parameterschätzung“ bzw. „Parameteridentiﬁzierung“ wird die Ermittlung von
Systemparametern aus der Messung zeitveränderlicher variabler Größen des Systems
(der Regelstrecke) bezeichnet [DIN09].
Neben graﬁschen Verfahren [LW10, JM05, Vis06b], die nur für bestimmte Stellgrö-
ßenverläufe (typischerweise Sprünge) verwendbar sind und bei gestörten Messgrößen
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recht ungenaue Ergebnisse liefern, ist hierfür der mathematische Weg über den Zwi-
schenschritt der Schätzung eines zeitdiskreten Modells mit der Methode der kleinsten
Fehlerquadrate [LW10, ÅW89, IM11] am verbreitetsten. Dieser wird nachfolgend vorge-
stellt. Vergleichende Analysen zahlreicher weiterer Parameterschätzverfahren ﬁnden
sich in [UGB74, IM11].






Diesem zeitkontinuierlichen Modell kann man ein zeitdiskretes Modell zuordnen, wel-
ches auf periodischer Abtastung basiert. Die Prozessidentiﬁkation bei nichtäquidistan-
ter Abtastung ist auch möglich [AHS08,GL05,MNT98] und wurde insbesondere auch
schon für P-T1-Tt-Modelle bei Send-on-Delta-Abtastung betrachtet [BDSV13a], ist aber
deutlich aufwendiger, einschränkender bezüglich der Vorgehensweise und weniger
verbreitet.
Bei periodischer Abtastung wird anstelle der Laplace-Transformation die z-Transfor-
















bzw. der äquivalenten Differenzengleichung
yp[k] + am1 · yp[k − 1] = bm0 · up[k − τ˜ ]. (B.13)
Eine Voraussetzung für die Äquivalenz von (B.10) und (B.11) ist, dass die Totzeit τ
ein Vielfaches der Abtastperiode Ta ist. Eine „partielle“ Totzeit, d. h. eine Totzeit, die
kleiner als die Abtastperiode ist, entsteht auch durch die begrenzt schnelle Berechnung
der Stellgröße im Regler. Diese Zeit wird bei klassischen Reglerentwurfsverfahren ver-
nachlässigt, kann aber eine nennenswerte Rolle spielen, wenn die Berechnung einen
signiﬁkanten Teil der Abtastperiode beträgt. Letzteres kann insbesondere bei aufwen-
digen (z. B. adaptiven) Verfahren, v. a. in Kombination mit aufwendigen Entwurfsver-
fahren (z. B. Zustandsrückführung) oder aufwendigen Regelungsalgorithmen (z. B. mo-
dellbasierter prädiktiver Regelung) der Fall sein. Ist die Totzeit kein Vielfaches der Ab-
tastperiode, wird entweder eine zeitdiskrete Übertragungsfunktion zweiter Ordnung
benötigt [Lun06, S. 428ff] – welche nach der Schätzung der Koefﬁzienten durch ei-
ne Übertragungsfunktion erster Ordnung approximiert werden muss, um ein P-T1-Tt-
Modell zu erhalten – oder die Totzeit muss auf ein Vielfaches der Abtastperiode gerun-
det werden. Letzteres erlaubt nicht so exakte Schätzergebnisse, ist aber weniger störan-
fällig [UGB74,HK13].
Falls schon während der Aufzeichung der Daten für die Parameterschätzung Send-
on-Delta-Abtastung verwendet wird, müssen – da zur Bestimmung des zeitdiskreten
Modells periodische Abtastung notwendig ist – die Messdaten interpoliert und peri-
odisch neu abgetastet werden (oder das in Abschnitt 2.4 vorgestellte Verfahren verwen-
det werden).
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Die Koefﬁzienten bm0 und am1 werden aus den periodisch abgetasteten Messdaten
mit der Methode der kleinsten Fehlerquadrate geschätzt. Die Totzeit τ˜ kann nicht ge-
schätzt werden, sondern muss vorgegeben werden. Falls sie unbekannt ist, kann man
mehrere Modelle mit unterschiedlicher Totzeit schätzen und anschließend das verwen-
den, welches die geringsten Abweichungen zu den Messdaten erzeugt. Alternativen
ﬁnden sich z. B. in [IM11, S. 570ff] und [Hen09]. Aus den geschätzten Parametern bm0
und am1 lassen sich die Parameter der zeitkontinuierlichen Übertragungsfunktion be-
rechnen [IM11, S. 241]:








Probleme bei der Parameterschätzung. Die Parameterschätzungmit derMethode der
kleinsten Fehlerquadrate unterliegt mehreren Problemen:
• Wie bereits erwähnt, kann die Totzeit τ nicht geschätzt werden, sondern muss
vorgegeben werden und sie muss ein Vielfaches der Abtastperiode Ta betragen.
• Um die Regelstreckenparameter mit der Methode der kleinsten Fehlerquadrate zu
schätzen, müssen durch den Stellgrößenverlauf hinreichend viele Frequenzen an-
geregt werden [ÅW89,SS89]. Wenn Störungen wirken, muss die Auswirkung der
Stellgröße auf das Frequenzspektrum der Regelgröße die Auswirkung der Stör-
größe auf dasselbe Frequenzspektrum möglichst stark überwiegen. Die meisten
Frequenzen werden angeregt, wenn die Stellgröße ein weißes Rauschen ist, aber
auch Impulse und Sprünge regen viele Frequenzen stark an.
• DieMethode der kleinsten Fehlerquadrate liefert nur exakte Ergebnisse, wenn sich
die Störgröße d(t) als mittelwertfreies Rauschen beschreiben lässt. Ein Problem stel-
len daher Störungen dar, deren Mittelwert im Messzeitraum unbekannt und ver-
schieden von null ist. Das ist beim Referenzbeispiel „Raumtemperaturregelung“
der Fall, weil die Störung gleich der Raumtemperatur ohne Heizung ist, die i. d. R.
verschieden von Null ist. Die Auswirkung wird am einfachen Beispiel eines stati-
schen Modells
y = Kˆ · u (B.16)
gezeigt, wobei Daten der realen (aber als statisch betrachteten) Regelstrecke
y = K · u+ d (B.17)
verwendet werden. Der Verstärkungsfaktor wird dann wegen
Kˆu
!
= y = K · u+ d (B.18)
zu




geschätzt. Der Fehler ist proportional zu (dem Mittelwert) der Störung d. Es wird
hier deutlich, dass die Anregung u möglichst groß verglichen zur Störung d sein
sollte, was sich mit der zuvor genannten Bedingung (Anregung hinreichend vie-
ler Frequenzen deutlich über dem Störungsniveau) deckt. Will man jedoch an
nichtlinearen Regelstrecken lineare Modelle in einem Arbeitspunkt bestimmen,
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sollte die Anregung auch nicht unnötig groß sein. In der Literatur ﬁndet man
typischerweise zwei Lösungsvorschläge: Die Filterung von Stell- und Regelgrö-
ße mit einem Hochpassﬁlter welches die tieffrequenten Störanteile (insbesondere
den Mittelwert) dämpft und damit bei der Parameterschätzung weniger „wich-
tet“ [NRC07,HÅ00]; oder die Mitschätzung der Störgröße [Kof88]. Die erste Lö-
sung kann das Problem nur abschwächen, die zweite senkt die Konvergenzge-
schwindigkeit der Parameterschätzung.
• Für korrekte Ergebnisse der Methode der kleinsten Fehlerquadrate muss die Stö-
rung nicht nur mittelwertfrei sein, sondern auch einen bestimmten, regelstre-
ckenabhängigen Frequenzgang besitzen, i. d. R. muss sie ein tiefpassgeﬁltertes
Rauschen sein. Eine Vielzahl von Verfahren wurde deshalb entwickelt, siehe
z. B. [UGB74]. Grundidee dieser Verfahren ist, dass neben den Regelstrecken-
parametern auch das Spektrum der Störung sowie die Störung selbst geschätzt
werden. Problematisch bleibt nicht-stationäres Rauschen (d. h. z. B. Mittelwert
oder Varianz sind nicht konstant), welches in der Praxis oft vorkommt [Kof88, S.
204]. Außerdem müssen für diese Verfahren mehr Parameter geschätzt werden,
was zu höherem Rechenaufwand bei langsamerer Konvergenz führt. Auch hier
besteht die beste Lösung darin, die Regelstrecke durch große Stellgrößenwerte
so stark anzuregen, dass der Einﬂuss der Störgröße d(t) auf die Messgröße ym(t)
möglichst klein (verglichen zum Einﬂuss der Stellgröße) wird.
B.4. Approximation eines P-T2-Tt-Modells durch ein
P-T1-Tt-Modell
Hier werden Zusatzinformationen zu den in Abschnitt 6.1 referenzierten Methoden zur
Approximation eines P-T1-Tt-Modells aus einem P-T2-Tt-Modell dargestellt.
Wendetangentenverfahren. Wendet man das in [LW10,Vis06b] beschriebene Wende-
tangentenverfahren an, um ein P-T2-Tt-Modell
G2(s) =
Km2







zu approximieren, so gilt für den Fall 0 < c < 1:
Km = Km2 (B.22a)
Tm = T1 · c
c
c−1 (B.22b)
τ = τ2 +
cT1
c− 1 ln(c) + (c+ 1)T1 − Tm (B.22c)
Der Sonderfall c = 0 ist trivial (Km = Km2, Tm = T1, τ = τ2). Für den Sonderfall c = 1
gilt:
Km = Km2 (B.23a)
τ = τ2 + T1(3− e) (B.23b)
Tm = eT1 (B.23c)
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Man beachte, dass e in (B.23) nicht die Regeldifferenz, sondern die Eulersche Zahl
(≈ 2, 72) darstellt.
Abbildung B.2 zeigt die Parameter Tm(c) und (τ − τ2)(c) normiert durch Division
durch T1.













Abbildung B.2.: Approximation eines P-T2-Tt-Modells durch ein P-T1-Tt-Modell nach
dem Wendetangentenverfahren.
Vernachlässigung der kleineren Zeitkonstante. Wird die kleinere der beiden Zeit-
konstanten vernachlässigt, um ein P-T2-Tt-Modell (B.20) durch ein P-T1-Tt-Modell (B.21)
zu approximieren, so gilt Tm = T1, Km = Km2 und die zugehörige Totzeit τ muss be-
stimmt werden. Wie Abbildung B.2 deutlich macht, sind die Unterschiede bezüglich
Tm zwischen dieser Vorgehensweise und dem Wendetangentenverfahren umso größer,
je größer c ist, denn bei der Vernachlässigung der kleineren Zeitkonstante gilt immer
Tm/T1 = 1.
Ein möglicher Weg zur Schätzung von τ ist, verschiedene Sprungantworten mit ver-
schiedenen Totzeiten jeweils mit einer Sprungantwort des P-T2-Tt-Modells zu verglei-
chen und diejenige Totzeit, welche die kleinste Abweichung erlaubt, als „Optimum“ zu
wählen. Ein anderer Weg, der nachfolgend beschrieben wird, führt über den Phasenfre-
quenzgang bzw. das Bode-Diagramm, welches man aus dem P-T2-Tt-Modell erstellen
kann. Der Phasenfrequenzgang der Übertragungsfunktion (B.20) beträgt gemäß [LW10]
ϕ2(ω) = − arctan (ωT1)− arctan (ωcT1)− ω · τ2. (B.24)
An der Grenzfrequenz ω1 des Verzögerungsglieds mit der größeren Zeitkonstante T1
gilt somit wegen ω1 = 1/T1
ϕ2(ω1) = −π
4
− arctan (c)− ω1τ2. (B.25)
Für das approximierende P-T1-Tt-Modell mit der Übertragungsfunktion (B.21) gilt ana-
log
ϕ1(ω) = − arctan (ωT1)− ω · τ (B.26)
ϕ1(ω1) = −π
4
− ω1 · τ. (B.27)
Setzt man die Phasenverschiebung an der Grenzfrequenz ω1 gleich, also ϕ2(ω1) und
ϕ1(ω1) aus (B.25) und (B.27), so ergibt sich
arctan (c) + ω1τ2 = ω1τ. (B.28)
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Daraus folgt
τ = τ2 + T1 · arctan (c). (B.29)
Für den Grenzfall c = 1, der Tabelle 6.1 zugrunde liegt, gilt dann
τ = τ2 + T1 · π
4
≈ τ2 + 0, 79 · T1. (B.30)
B.5. Einzelraum-Lufttemperatur-Regelkreis
Dieser Anhang enthält Zusatzinformationen über Raumtemperaturregler, welches we-
gen der Referenzanwendung „Einzelraum-Lufttemperaturregelung“ von Interesse ist
und v. a. die Abschnitte 1.2 und 7.3 ergänzt. Doppelungen zu den Abschnitten 1.2
und 7.3 werden hier weitgehend vermieden, sodass dieser Anhang nur in Kombina-
tion mit den genannten Abschnitten gelesen werden sollte.
Raumtemperaturregler haben die Aufgabe, die Raumtemperatur möglichst nahe an
einem Sollwert zu halten. Dazu beeinﬂussen sie die Wärmeabgabe bzw. -aufnahme von
Heiz- oder Kühlkörpern, um die schwankende Wärmezufuhr zum Raum durch Son-
neneinstrahlung, Personen, elektrische Geräte usw. sowie die schwankende Wärmeab-
gabe an andere Räume und den Außenbereich zu kompensieren.
Eine übliche Heizungsregelung kann in (mindestens) zwei Regelkreise unterteilt wer-
den, siehe Abbildung B.3. Der erste Regelkreis ist die Regelung der Heizkesseltempe-
ratur bzw. der Vorlauftemperatur (siehe Deﬁnition B.2) mit der Stellgröße „Brennerzu-
stand“ (an/aus/modulierend [Sie07b]), der zweite Regelkreis (welcher für jeden Raum
separat existiert) ist die Regelung der Raumtemperatur mit der Stellgröße Volumen-
strom (Ventilstellung). Der erste Regelkreis ist in dieser Arbeit weniger interessant, weil
daran nur wenige Sensoren beteiligt sind, i. d. R. ein Außentemperatursensor und op-
tional ein Raumtemperatursensor in einemReferenzraum. Der zweite Regelkreis betrifft
aber jeden (geregelten) Raum und deshalb sind viele Sensoren beteiligt, in jedem Raum
einer. Die Berücksichtigung bzw. Optimierung des Energieverbrauchs dieser Sensoren
verspricht einen höheren Nutzen, zumal diese im Gegensatz zu den an der Vorlauftem-
peraturregelung beteiligten Geräten oft batteriebetrieben arbeiten. Auch die Aktoren
sind gemäß Abschnitt 1.2 bei diesen Regelkreisen oft energierelevant.
Deﬁnition B.2 (Vor- und Rücklauftemperatur)
Die Vorlauftemperatur ist die Temperatur, mit der die Heizﬂüssigkeit (vom Heiz-
kessel kommend) in den Heizkörper, die Fußbodenheizung, den Wärmetauscher ei-
ner Klimaanlage o. ä. eintritt. Die Rücklauftemperatur ist die Temperatur, mit der die
Heizﬂüssigkeit den Heizkörper, die Fußbodenheizung, den Wärmetauscher o. ä. wie-
der verlässt.
Da das Regeln der Raumlufttemperatur ein Standardbeispiel der Regelungstechnik
darstellt, gibt es auch schon etliche Untersuchungen dazu, wie sich Räume physika-
lisch verhalten und wie man Raumtemperaturregler einstellen sollte. Wichtige Arbei-
ten sind u. a. [Pro72] zur Modellbildung und [Sch76, Jun84, Sie07a] zur Regelung von
Klimaregelstrecken. Schon dort liegt der Fokus auf PID-Reglern, allerdings auch weil
komplexe Regler zu dieser Zeit schwieriger als heute zu realisieren waren. Dabei wur-
den aber zeitkontinuierliche oder periodisch abgetastete Signale bzw. Regelkreise zu-
grunde gelegt, d. h. die Besonderheiten der Send-on-Delta-Abtastung wurden nicht be-
rücksichtigt. Weitere ausführliche Untersuchungen zur Raumtemperaturregelung sind
in [Kna92,Mad96,Han96,RSS98,Rie02,RF05,SG06,Pis09,BHR11] zu ﬁnden.
Die Regelgröße ist bei der Raumtemperaturregelung die Raumtemperatur an dem Ort,









Abbildung B.3.: Regelkreise im Gebäude zur Beeinﬂussung der Raumtemperatur.
Grenzen (quasi-)kontinuierlich einstellbare Ventilöffnung an der Heizung (oder Küh-
lung).
Thermodynamisches Raummodell. Mit Anahme 5.1 wurde eine lineare Regelstrecke
vorausgesetzt. Da eine reale Raumtemperaturregelstrecke verschiedene Nichtlinearitä-
ten enthält, müssen diese vernachlässigt werden. Dazu zählen insbesondere die Nicht-
linearität der Ventilkennlinie [Jun84] sowie die nichtlineare Abhängigkeit der Wärme-
abgabe eines Heizkörpers von der Vor-, Rücklauf- und Raumtemperatur [SG06, RF05].
Es wird außerdem vernachlässigt, dass ein Elektromotor die Ventilöffnung nur endlich
schnell verändern kann. Verglichen mit den Zeitkonstanten der Regelstrecke sollte die
Stellzeit [DIN09] vernachlässigbar klein sein. Auch die Abhängigkeit der Strömungsge-
schwindigkeit der Heizﬂüssigkeit von der Ventilstellung anderer Räume (deren Rohre
hydraulisch verbunden sind) wird vernachlässigt.
Trotz dieser Vereinfachungen haben sich Übertragungsfunktionen (d. h. lineare Mo-
delle) bei der Reglereinstellung für Raumtemperaturregelstrecken bewährt.
Für die Anwendung der in Kapitel 5 hergeleiteten Einstellregel ist ein Regelstrecken-
modell in Form eines P-T1-Tt-Modells nötig. Derartige Modelle sind bei der Einstellung
von Klimareglern schon lange Stand der Technik [Jun55, Jun84, RSS98, Sie07a, BHR11,
PBG+16], auch wenn die exakten physikalischen Vorgänge viel komplexer sind und
sich mit partiellen Differentialgleichungen präziser beschreiben lassen [Jun84, BHR11],
beispielsweise den Navier-Stokes-Gleichungen für die Raumluft und der Differential-
gleichung der instationären eindimensionalenWärmeleitung für die umgebendenWän-
de. Der erheblich größere Simulationsaufwand für letztgenannte „exaktere“ Modelle
ist meist nicht gerechtfertigt, da die komplexen Modelle sehr viele Randbedingungen
und Parameter haben, deren Bestimmung praktisch nicht möglich ist, wodurch diese
– vom Ansatz her genaueren – Modelle sehr unpräzise werden. Außerdem verwen-
den auch die auf Finite-Elemente-Modellen basierenden CFD-Programme (Computa-
tional Fluid Dynamics) nur vereinfachte Versionen der partiellen Differentialgleichun-
gen, z. B. mit Mittelung von turbulenten Strömungen [BHR03,Han96,BHR11]. Für den
Reglerentwurf sind diese Modelle auch deshalb nicht geeignet, weil man aus den kom-
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plexen Strömungssimulationen kaum verallgemeinerbare Schlussfolgerungen ableiten
kann [Bel16].
Weit verbreitet bei der Simulation des „Gebäudeklimas“ sind auf der anderen Sei-
te Modelle, die auf dem Energieerhaltungssatz basieren, wobei der zeitliche Wärme-
ﬂuss zwischen verschiedenen Räumen betrachtet wird (z. B. EnergyPlus [Ene15], siehe
auch [Fel02,PAH+11]). Hier wird vernachlässigt, dass sich die Wärme im Raum nur mit
begrenzter Geschwindigkeit ausbreitet, dass die Raumluft an der Decke deutlich nied-
riger sein kann als am Fußboden [Rie02] und dass auch Wärme in den Wänden gespei-
chert wird. Für den Reglerentwurf sind dieseModelle jedoch nicht geeignet, v. a. weil sie
die begrenzt schnelle Wärmeausbreitung im Raum vernachlässigen, die für die Regler-
parametrierung wichtig ist. Ein wesentlicher Ansatzpunkt zur Heizenergieeinsparung
lässt sich aber aus diesen Modellen ableiten, der an dieser Stelle erwähnt werden sollte:
Folgerung B.13 (Unnötig hohe Temperatur vermeiden)
Zur Vermeidung von unnötigem Heizenergieverbrauch sollte die Raumtemperatur
nie unnötig groß sein, insbesondere möglichst selten größer als von der Führungsgrö-
ße vorgegeben. Im Kühlfall ist die Anforderung umgekehrt.
Für den Reglerentwurf haben sich Raummodelle in Form von Übertragungsfunktio-
nen durchgesetzt [Jun84,Sie07a]. Diese sind äquivalent zu Systemen gewöhnlicher Dif-
ferentialgleichungen [LW10]. Einerseits sind deren Parameter relativ einfach zu ermit-
teln, gleichzeitig sind die Modelle aber auch ﬂexibel genug, um auch Verzögerungen
durch den begrenzt schnellen Wärmetransport im Raum zu beschreiben. Sie können
zwar die strömungstechnischen Vorgänge nicht detailliert widerspiegeln, aber immer-
hin Verzögerungen im Wärmetransport sowie sensorpositionsabhängige Unterschiede
abbilden. Als grobe Verständnishilfe kann man sagen, dass das P- und T1-Glied ge-
meinsam die Wärmespeicherung in der Raumluft widerspiegeln, während die Totzeit τ
den begrenzt schnellen Wärmetransport vom Aktor durch den Raum zum Sensor mo-
delliert. Es würde den Rahmen dieser Arbeit sprengen, detailliert zu untersuchen, wie
stark sich eine reale Raumtemperaturregelstrecke maximal von einem P-T1-Tt-Modell
unterscheiden kann, bzw. wie stark sie sich von einem P-T1-Tt-Modell unterscheiden
darf, um noch „akzeptable“ Regelungsergebnisse zu liefern.
Die Modellierung des Raums im Heiz- und Kühlfall ist prinzipiell gleich, nur ist der
Proportionalbeiwert Km im Kühlfall nicht positiv, sondern negativ, weil eine Vergröße-
rung der Ventilöffnung die Raumtemperatur absenkt. Auch die Strömungsvorgänge im
Raum sind anders, wenn die zugeführte Luft kälter als die Raumluft ist [Rie02, Bel16],
sodass sich auch die Parameter Tm und τ verändern können. Eine Modellierung durch
ein P-T1-Tt-System ist aber trotzdem möglich [Pro72].
Werden Heizung und Kühlung gemeinsam verwendet, ist es – trotz Verwendung von
P-T1-Tt-Modellen – wegen der Unterschiede in der Raumluftströmung sinnvoll, für bei-
de Fälle getrennte Modelle (d. h. getrennte Parametersätze) zu ermitteln, darauf basie-
rend getrennte Regler zu erstellen und so zwei getrennte Regelkreise zu verwenden, die
wechselseitig durch ihre Stellbereiche überlappungsfrei sind – d. h. wenn die Raumtem-
peratur über der Führungsgröße liegt, wird gekühlt, andernfalls geheizt. Dies wird hier
nicht weiter diskutiert, es sei z. B. auf [Sie07a] verwiesen.
Parameter des Raummodells. Die ParameterKm, Tm, τ des P-T1-Tt-Modells (und dar-
aus abgeleitet η) hängen von vielen Einﬂussfaktoren ab. Zu den wichtigsten zählen das
Raumvolumen, die Wandmaterialien, die Luftwechselrate, die Größe und der Aufbau
von Heizkörpern, die Platzierung von Heizung und Temperatursensor, die Möblierung
und die Oberﬂächenbeschaffenheit der Wände [Pro72, Jun84, Rie02, Bel16]. Eine weite-
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re wichtige Einﬂussgröße ist die Vorlauftemperatur bzw. deren Unterschied zur Raum-
temperatur. Wegen deren Abhängigkeit von der Außentemperatur (siehe Abschnitt B.6)
sind die Parameter nicht konstant. Weitere Ursachen für die Zeitvarianz der Parame-
ter sind Unterschiede in der Luftströmung durch die jahreszeitabhängige Temperatur
der Wände [Rie02] oder die Umpositionierung von Möbeln oder des Temperatursen-
sors [Pro72,Bel16].
Die Spannweite der zu erwartenden Regelstreckenparameter ist in (7.5) angegeben.
Störgrößenverlauf. Störungen haben ihre Ursache in allenWärmequellen und -senken
außer der vom Regler beeinﬂussbaren Heizung. Die wesentlichen Störeinﬂüsse sind die
Außentemperatur, die Sonneneinstrahlung und die Raumnutzung (Personen und Ge-
räte, die als Verlustleistung Wärme abgeben).
Um den Simulationen realistische Störgrößeverläufe zugrunde zu legen, wurde in
einem Labor des Andreas-Pﬁtzmann-Baus6 der Technischen Universität Dresden über
mehrere Tage die Raumtemperatur bei ausgeschalteter Heizung aufgezeichnet. Da-
bei zeigt sich (erwartungsgemäß), dass die Raumtemperatur leicht im Tagesverlauf
schwankt (durch Außentemperatur und Sonneneinstrahlung) sowie bei der Belegung
durch Personen allmählich ansteigt und bei Abwesenheit wieder abfällt. Da erwar-
tungsgemäß eine deutliche Korrelation mit der Außentemperatur festgestellt wurde (in
der Amplitude gedämpft und etwas zeitversetzt, Details siehe unten), wird für Simula-
tionen, die ein ganzes Jahr simulieren, basierend auf der über das Jahr 2011 gemessenen
Außentemperatur am Andreas-Pﬁtzmann-Bau (ϑa(t) in Abbildung 7.13) eine Schätzung
der Störgröße vorgenommen (d(t) in Abbildung 7.13), wobei die Gleichung
d(t) = 17, 5°C+ 0, 25 · ϑa(t− 2h) (B.31)
verwendet wird. Diese Schätzung erhebt keinerlei Anspruch auf Exaktheit, ist aber für
die Zwecke dieser Arbeit, d. h. zur qualitativ realistischen Nachbildung der Störgröße
für Simulationen, ausreichend.
Führungsgrößenverlauf. Bei der Festlegung des Führungsgrößenverlaufs wird ein ty-
pisches Büro zugrunde gelegt, da digitale Gebäudeautomation in Bürogebäuden (ge-
werblicher/öffentlicher Bau) aus Kosten-Nutzen-Gründen weiter verbreitet ist als im
Wohnungsbau. In einem typischen Bürogebäude treten zweimal am Tag sprungartige
Änderungen der Führungsgröße (Soll-Raumtemperatur) auf, nämlich typischerweise
der erste am Morgen, wenn die erste Person den Raum betritt und der zweite am Nach-
mittag, wenn die letzte Person den Raum verlässt. Wird die Führungsgröße über einen
Zeitplan vorgegeben („Zeitplanregelung“ [DIN09]), kann der Sprung am Morgen schon
erfolgen, bevor die erste Person den Raum betritt, damit es dann schon komfortabel
warm ist. Eine solche Nachtabsenkung bzw. Zeitplanregelung wird von allen gängigen
elektronischen Raumtemperaturreglern unterstützt und ist für die meisten Käufer die-
ser Geräte der Hauptgrund für deren Einsatz (siehe Abschnitt 1.2).
In Wohngebäuden kann der Führungsgrößenverlauf komplexer sein, je nachdem, wie
und zu welchen Zeiten der Raum genutzt wird. Aber auch dort sind sprungartige Än-
derungen der Führungsgröße typisch, weil Personen i. d. R. nicht während der Raum-
nutzung den Temperatur-Sollwert gleitend verändern. Die Ergebnisse sind aber über-
tragbar.
6Baujahr 2005, Heizenergieverbrauch (laut den dem Autor vorliegenden Informationen) 34 kWh/m2a,
entspricht in etwa nach EnEV 2009 dem Energiestandard KfW-Efﬁzienzhaus 55, d. h. Primärenergier-
verbrauch ≤ 55% vom geforderten EnEV-Höchstwert (ca. 50 kWh/m2a)
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Abbildung B.4.: Beispiel einer vereinfachten, linearen Heizkurve und davon abgelei-
tet ProportionalitätsbeiwertKm der Regelstrecke. Unterhalb der Ausle-
gungstemperatur wird die Heizﬂüssigkeit mit maximaler Heizleistung
geheizt und Km ist konstant. Oberhalb der Heizgrenze wird die Heiz-
ﬂüssigkeit gar nicht geheizt (Vorlauftemperatur entspricht Außentem-
peratur) undKm = 0. Dazwischen sinkt die Heizleistung negativ linear
mit der steigenden Außentemperatur.
Der Führungsgrößenverlauf r(t), der in den Simulationen verwendet wird, ist in
Abbildung 7.13 dargestellt, d. h. es gibt zwei Sprünge pro Werktag mit Sprunghöhe
|Δr|=4K und keine andersartigen (z. B. gleitenden) Änderungen.
B.6. Zeitvarianz von Raumtemperatur-Regelstrecken
Die Vorlauftemperatur einer Heizungsanlage wird, wie schon in Abschnitt B.5 ange-
sprochen, in Abhängigkeit von der aktuellen Außentemperatur ϑa(t) angepasst, schon
weil durch die Energieeinsparverordnung gesetzlich vorgeschrieben ist, dass Zentral-
heizungen in Abhängigkeit von „der Außentemperatur oder einer anderen geeigne-
ten Führungsgröße und der Zeit“ geregelt werden müssen [EnE07, §14]. Die Vorlauf-
temperatur ist im Allgemeinen umso höher, je niedriger die Außentemperatur ist. Bei
Außentemperaturen unter der Auslegungstemperatur kann die Vorlauftemperatur wie-
der sinken, da der Heizkessel an seine Leistungsgrenze kommt; bei Außentemperatu-
ren über der Heizgrenze steigt die Vorlauftemperatur mit der Außentemperatur an, da
die Heizﬂüssigkeit nicht gekühlt werden kann. Die Kennlinie, die die Vorlauftempera-
tur in Abhängigkeit von der Außentemperatur darstellt, bezeichnet man als Heizkurve,
siehe Abbildung B.4 . Da der Wärmeübergang vom Heizkörper zum Raum erheblich
von der Vorlauftemperatur abhängt, variiert der Proportionalbeiwert Km der Einzel-
raumheizung zwischen 0 (Heizkessel abgeschaltet, bei Außentemperatur über der Hei-
zgrenze ϑh,max) und einem Maximalwert Km,max (wenn die Außentemperatur die Aus-
legungstemperatur ϑh,min erreicht oder unterschreitet). In den Simulationen, die in die-
ser Arbeit durchgeführt wurden (Abschnitt 7.3.1), wurden die Werte ϑh,max=15 °C und
ϑh,min=-10 °C verwendet.
Der Verlauf des mit einer Heizkurve aus dem in Abbildung 7.13 dargestellten Jah-
resgang der Außentemperatur berechneten Proportionalbeiwerts Km(t) ist in Abbil-
dung 7.13 dargestellt.
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In diesem Anhang ﬁnden sich Zusatzinformationen zu den eigenen Beiträgen der Arbeit,
die für das Verständnis der Arbeit nicht unbedingt notwendig, aber hilfreich sind oder
den Hauptteil der Arbeit um dort nicht betrachtete Sonderfälle und Fragestellungen
ergänzt. Einiges davon setzt regelungstechnisches Wissen voraus, welches nicht in der
Arbeit erklärt wurde, da es den Rahmen der Arbeit sprengen würde. Dieser Anhang
richtet sich daher primär an Regelungstechniker.
C.1. Energetischer Vergleich zwischen periodischer Abtastung
und periodischer Send-on-Delta-Abtastung
In Abschnitt 3.2.2 wurden für verschiedene Synchronisationsverfahren Angaben zum
Energieverbrauch in Abhängigkeit von verschiedenen Parametern gemacht. Auf Basis
dieser Angaben lässt sich auch untersuchen, in welchen Fällen (für welche Nachrichten-
intervalle n · Ta) Send-on-Delta-Abtastung energieefﬁzienter als periodische Abtastung
ist.
Länger werdendes Lauschintervall. Für das Intervall von n, in welchem Send-on-Del-
ta-Abtastung (n ≥ 1) für die Aktoreinheit energetisch günstiger ist als periodische Ab-
tastung (n = 1) muss wegen (3.5) folgende Gleichung erfüllt sein:
P aSoD,lwl < P
a
SoD,lwl,n=1







n2 · Eadrift − n · (Eadrift + Eacomm) + Eacomm < 0
Die beiden Nullstellen dieser quadratischen Gleichung liefern die Grenzen von n, zwi-
schen denen Send-on-Delta-Abtastung (mit diesem Synchronisationsverfahren) für die
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und kurz




Diese echte Ungleichung ist nur mit n ∈ N erfüllbar, falls
Eacomm > 2 · Eadrift. (C.5)
Für das mit (3.8) berechnete Optimum naopt ist die Bedingung (C.4) für Eacomm > Eadrift
erfüllt. Unter der Bedingung








ist Send-on-Delta-Abtastung zumindest nicht schlechter als periodische Abtastung.
Folgerung C.1 (Energetische Bewertung bei „länger werdendem Lauschintervall“)
Bei dem Protokolltyp „länger werdendes Lauschintervall“ ist Send-on-Delta-Abtas-
tung für die Aktoreinheit energetisch günstiger als periodische Abtastung, wenn (C.4)
und (C.5) erfüllt sind. Send-on-Delta-Abtastung ist für die Aktoreinheit energetisch
nicht ungünstiger als periodische Abtastung, wenn (C.6) erfüllt ist.
Wird gemäß Folgerung 3.6 der Tmax-Timer auf Tmax = Ta · n˜aopt gesetzt, ist die Be-




Send-on-Delta-Abtastung nicht weniger efﬁzient als periodische Abtastung. Es ist aber
energetisch besser, Tmax = Ta · n˜aopt zu wählen.
Aus einer ähnlichen Betrachtung kann man auch Grenzen für die Abtastperiode ab-
leiten. Damit sich Send-on-Delta-Abtastung verglichen mit periodischer Übertragung
(n = 1) lohnt, muss der mittlere Energieverbrauch mindestens für n = 2 kleiner als
für n = 1 sein (d. h. n˜aopt ≥ 2)), weil sonst Tmax = Ta gewählt würde, was praktisch
periodische Abtastung wäre. Also muss gelten
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Also muss für die Abtastperiode Ta gelten
Ta <
Eacomm
4 · pdrift · P adrift
. (C.9)
Gleichung (C.7) deckt sich mit (C.5). Sie sagt aus, dass, falls Lausch- und Empfangs-
leistung (etwa) gleich groß sind, die Dauer zum Lauschen vor der eigentlichen Kommu-
nikation weniger als halb so groß sein muss wie die Dauer der Kommunikation selbst.
Da die Dauer proportional zur Abtastperiode Ta ist, während Eacomm unabhängig von
der Abtastperiode ist, kann man schlussfolgern, dass sich Send-on-Delta-Abtastung für
die Aktoreinheit umso mehr lohnt, je kleiner die Abptastperiode ist, was (C.9) bestätigt.
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on-Delta-Abtastung
Allerdings muss man beachten, dass eine Nachricht sehr kurz ist, oft kürzer als eine
Millisekunde [HK14]. Da in heutigen Mikrocontollern viele Aufwachtimer aber keine
Auﬂösung unter einer Millisekunde bieten, ist der Nutzen von Send-on-Delta-Abtas-
tung, wenn die Aktoreinheit allein betrachtet wird, fraglich. Auch die Aufwachdauer
und die Einschwingzeit der Oszillatoren bis zum Lauschen muss möglichst genau be-
kannt sein, weil die Aktoreinheit so lange vor dem eigentlichen Lauschen aufwachen
muss.
Folgerung C.2 (Nutzen von Send-on-Delta-Abtastung für die Aktoreinheit)
Damit Send-on-Delta-Abtastung für die Aktoreinheit bei dem Synchronsationsver-
fahren „Länger werdendes Lauschintervall“ tatsächlich energetisch günstiger ist als
periodische Abtastung, muss für die Abtastperiode (C.9) erfüllt sein. Send-on-Delta-
Abtastung lohnt sich für die Aktoreinheit umso mehr, je kleiner die Abtastperiode ist,
sofern der Aufwachtimer hinreichend feinauﬂösend eingestellt werden kann.
Für Sensor- und Aktoreinheit gemeinsam (Summe der Energieverbräuche) gilt analog
zu (C.6)





und analog zu (C.9)
Ta <
Etotcomm
4 · pdrift · P adrift
. (C.11)
Folgerung C.3 (Nutzen von Send-on-Delta-Abtastung für das Gesamtsystem)
Für den Gesamtenergieverbrauch (Sensor- und Aktoreinheit zusammengefasst) gil-
ten die Folgerung C.1 analog.
Aus (C.6), (C.10) und Etotcomm > Eacomm folgt
ntotmax ≥ namax, (C.12)
sodass Send-on-Delta-Abtastung für das Gesamtsystem in einem größeren Intervall von
n energetisch günstiger als periodische Abtastung ist als bei ausschließlicher Betrach-
tung der Aktoreinheit.
Je kleiner der EnergieverbrauchEadrift der Aktoreinheit zum Lauschen verglichen zum
EnergieverbrauchEtotcomm = Escomm+Eacomm der Aktor- und Sensoreinheit zumNachrich-
tenaustausch ist, desto größer ist das n, das (3.10) minimiert und desto mehr lohnt sich
Send-on-Delta-Abtastung energetisch verglichen zu periodischer Abtastung. Daraus
kann man mit Folgerung B.8 ableiten, dass Send-on-Delta-Abtastung wahrscheinlich
mit zunehmendem technischen Fortschritt zunehmend energetisch proﬁtabler wird.
Polling. Nach Folgerung 3.10 ist bei dem Synchronisationsverfahren „Polling“ der
Energieverbrauch der Aktoreinheit näherungsweise unabhängig vom Nachrichtenab-
tand. Damit ist für die Energieefﬁzienz der Aktoreinheit irrelevant, ob periodische Ab-
tastung oder Send-on-Delta-Abtastung verwendet wird. Da der Energieverbrauch der
Sensoreinheit mit steigendem Nachrichtenabstand abnimmt, ist für die Energieefﬁzienz
der Sensoreinheit (und den Gesamtenergieverbrauch) periodische Send-on-Delta-Ab-
tastung besser als periodische Abtastung. Hier sind also keine weiteren Berechnungen
notwendig.
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Wiederholtes Senden. Nach Folgerung 3.12 ist bei dem Synchronisationsverfahren
„Wiederholtes Senden“ der Energieverbrauch der Sensoreinheit näherungsweise unab-
hängig vom Nachrichtenabtand. Damit ist für die Energieefﬁzienz der Sensoreinheit ir-
relevant, ob periodische Abtastung oder Send-on-Delta-Abtastung verwendet wird. Da
der Energieverbrauch der Aktoreinheit mit steigendem Nachrichtenabstand abnimmt,
ist für die Energieefﬁzienz der Aktoreinheit (und den Gesamtenergieverbrauch) peri-
odische Send-on-Delta-Abtastung besser als periodische Abtastung.
Nutzen der Send-on-Delta-Abtastung. Tabelle C.1 fasst diese Erkenntnisse von Ab-
schnitt C.1 zusammen.
Tabelle C.1.: Nutzen der Send-on-Delta-Abtastung verglichen mit periodischer Ab-
tastung bei verschiedenen Synchronisationsverfahren und Energieversor-
gungs-Fällen. Die für die drei Fälle relevantesten Protokolle sind fett
gedruckt
Synchronisations- nur Sensoreinheit nur Aktoreinheit beide Einheiten
verfahren energierelevant energierelevant energierelevant
Empfänger SoD immer identisch SoD immer
immer an vorteilhaft vorteilhaft
länger werdendes SoD immer Bedingung (C.9) Bedingung (C.11)
Lauschintervall vorteilhaft
Polling SoD immer identisch SoD immer
vorteilhaft vorteilhaft
wiederholtes beides SoD immer SoD immer
Senden gleichwertig vorteilhaft vorteilhaft
C.2. Normierte Parameter
Dieser Anhang ist eine Ergänzung zu Abschnitt 5.4.2 und diskutiert die „normierten“
Parameter χ und  des PI-Reglers. Für sein Verständnis ist notwendig, die Begriffe
„Bode-Diagramm“, „Amplitudenreserve“ und „Phasenreserve“ zu kennen, die bei-
spielsweise in [LW10] erklärt werden.


































hergeleitet. Mit dem P-Glied (Faktor χ) lässt sich der Verstärkungsfaktor des offenen
Kreises bestimmen; durch den „Hochpass“ (d. h. durch ) lässt sich der Verlauf des Fre-































(a) Bode-Diagramme für χ = 0, 3









































(c) Bode-Diagramme für χ = 0, 5









































(e) Bode-Diagramme für χ = 1, 0












(f) Einheitssprungantworten für χ = 1, 0
Abbildung C.1.: Bode-Diagramme und Einheitssprungantworten gemäß (C.13) für ver-
schiedene Werte von  und χ bei η = 0, 3. Die Sprünge der Führungs-
größe erfolgen bei t = 0. Die Grenzfrequenz des Tiefpasses liegt bei
ωg = η = 0, 3 s−1.
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Abbildung C.1 zeigt die Bode-Diagramme und zugehörigen Einheitssprungantwor-
ten für verschiedene χ und  für den Fall η = 0, 3, der für das Referenzbeispiel „Raum-
temperaturregelung“ typisch ist. Der Phasengang ist für alle χ gleich, da χ nur einen
Einﬂuss auf den Amplitudengang, nicht auf den Phasengang hat. Vergleicht man die
Sprungantworten, so kann man qualitativ sagen, dass für alle χ jeweils die Wahl  = 1
recht gute Ergebnisse liefert, wobei für kleine χ größere  tendenziell besser sind als für
große χ.
Für  = 1, was in bisherigen Einstellregeln für PI-Regler mit der „Normierung“ (5.16)
– insbesondere bei dem Ziel einer geringen Überschwingweite – ein sehr typischer Fall
ist [O’D06,HPVK12], liegt eine Pol-Nullstellen-Kompensation vor (Hoch- und Tiefpass
heben sich gegenseitig auf) und der offene Kreis besteht effektiv nur aus einer Reihen-








Für den Phasengang bedeutet das, dass er für niedrige Frequenzen näherungsweise
−90° beträgt (näherungsweise reines Integral-Glied) und für größer werdende Fre-
quenzen totzeitbedingt abfällt. Der Amplitudengang wird von der Totzeit nicht beein-
ﬂusst und entspricht daher dem eines Integral-Glieds (im gesamten Frequenzbereich
−20dB pro Dekade) und lässt sich durch χ parallelverschieben, um eine bestimmte
Amplituden- oder Phasenreserve zu erzielen.
Bei  > 1 ist die Grenzfrequenz des Hochpasses kleiner als die des Tiefpasses. Deshalb
gibt es (ungefähr) im Bereich zwischen den beiden Frequenzen eine positive Phasen-
verschiebung (verglichen mit dem Fall  = 1), was sich günstig auf die Phasenreserve
und damit – bei geeigneter Wahl von χ – das Regelkreisverhalten auswirkt. Gleichzei-
tig beginnt in diesem Bereich die Verstärkung des Hochpasses zu wirken, während die
Dämpfung des Tiefpasses „noch nicht“ wirkt, sodass der Amplitudenfrequenzgang ﬂa-
cher verläuft (ﬂacher als −20dB/Dekade) und höhere Frequenzen mehr verstärkt wer-
den. Dadurch wird die Durchtrittsfrequenz (der Punkt, an dem der Amplitudengang
die Nullinie schneidet) zu höheren Frequenzen verschoben, wodurch die Phasenreser-
ve wieder abnimmt. Man erkennt an den Sprungantworten, dass durch die Verstärkung
höherer Frequenzen die „Resonanzfrequenz“ erhöht wird, aber der Regelkreis durch die
geringere Phasenreserve länger ausschwingt. Durch eine Verringerung von χ kann man
dem entgegenwirken.
Bei  < 1 ist das Verhalten umgekehrt, Phasen- und Amplitudengang werden also ab-
gesenkt. Durch die gleichzeitige Veränderung von Phasen- und Amplitudengang durch
Veränderung von  ist aus dem Bode-Diagramm allein schwer abzuleiten, welche Ein-
stellung zu empfehlen ist. Man benötigt eine Analyse der Sprungantworten für eine
Aussage.





so kann man Bode-Diagramme in Abhängigkeit von λ und  (statt χ und ) erstellen.
Abbildung C.2 zeigt die Bode-Diagramme für verschiedene λ und  bei η = 0, 3. Auch
hier sorgt λ (wie χ) lediglich für eine Parallelverschiebung des Amplitudengangs und
hat keinen Einﬂuss auf den Phasengang, während  den Frequenzgang beeinﬂusst. Be-











) e−s∗ = λ ·
(
1 +  · 1ηs∗
)


































(a) Bode-Diagramme für λ = 0, 3










































(c) Bode-Diagramme für λ = 0, 5









































(e) Bode-Diagramme für λ = 1, 0












(f) Einheitssprungantworten für λ = 1, 0
Abbildung C.2.: Bode-Diagramme und Einheitssprungantworten für verschiedeneWer-
te von λ und χ bei η = 0, 3. Die Sprünge der Führungsgröße erfolgen
bei t = 0. Die Grenzfrequenz des Tiefpasses liegt bei ωg = η = 0, 3 s−1.
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λ ·  · 1ηs∗








so lässt sich nachvollziehen, dass die Bode-Diagramme für hohe Frequenzen nähe-
rungsweise unabhängig von  sind. Da die Bode-Diagramme bei verschiedenen  (und
konstantem λ) hier also nicht für niedrige, sondern für hohe Frequenzen näherungs-
weise übereinstimmen, ist die Phasenreserve weniger abhängig von , sodass die Re-
sonanzfrequenz bei konstantem λ nicht so stark von  abhängt wie bei konstantem χ
(gut erkennbar in Abbildung C.2(f) verglichen mit Abbildung C.1(f)). Wieder ergeben
sich tendenziell für  = 1 die besten Sprungantworten, wobei für größere λ größere 
zu bevorzugen sind. Diese hier nur beispielhaft gezeigten Zusammenhänge bestätigen
sich in den Untersuchungen von Abschnitt 5.5.1.
Zusammenfassend kannman sagen, dass – basierend auf den Bode-Diagrammen – zu
erwarten ist, dass (mindestens für η = 0, 3)Werte von  in der Nähe von 1 undWerte von
χ oder λ in der Nähe von 0,5 die besten Sprungantworten ergeben. Diese Erwartungen
bestätigen sich in den ausführlichen Untersuchungen von Abschnitt 5.5.1. Ob man χ
und  oder λ und  gemeinsam betrachtet, ist für die qualitativen Ergebnisse nicht sehr
erheblich, jedoch sind sich die Sprungantworten für gleiche λ ähnlicher als für gleiche
χ, was die Kombination von λ und  etwas attraktiver für die Untersuchungen dieser
Arbeit macht.
C.3. Erläuterung der Klassiﬁkationsgraﬁken von
Sprungantworten
In diesem Anhang wird die Lage der Klassen von Sprungantworten in Abbildung 5.8
(Seite 90, Abschnitt 5.5.1.1) erläutert. Zum Verständnis der Begründungen sind rege-
lungstheoretische Kenntnisse bezüglich Bode-Diagrammen, Amplituden- und Phasen-
gang, Phasenreserve, Regeln der Laplace-Transformation usw. notwendig, die beispiels-
weise in [LW10] nachgelesen werden können.
Da Abbildung 5.8 ein zeitkontinuierlicher Regelkreis zugrunde liegt, wird – auch ent-
sprechend Annahme 5.4.1 und der Annahme d(t) ≡ 0 – in diesem Abschnitt für die Re-
gelgröße die verkürzte Schreibweise y(t) statt yp(t), ym(t) oder yc(t) geschrieben, analog
auch für die Regeldifferenz e(t) statt ec(t).
Mit den in Abschnitt 5.5.1.1 beschriebenen Zusammenhängen zwischen den (norma-
lisierten) Reglerparametern und dem Regelgrößenverlauf ist leicht nachzuvollziehen,
dass der Regelkreis für kleine  (kleine Nachstellzeit) oder große λ (großer Proportional-
beiwert) instabil wird und dass für große  (große Nachstellzeit) und kleine λ (kleiner
Proportionalbeiwert) kein Überschwingen auftritt. Dass zwischen diesen beiden Extre-
men der Bereich (über)schwingender, aber stabiler Regelkreise liegt, ist auch nachvoll-
ziehbar.
Der Verlauf der Grenzen zwischen den einzelnen Bereichen und die Abhängigkei-
ten von η werden nun begründet, indem zunächst die Sonderfälle  = 1 und  → ∞
betrachtet werden und dann die Argumentation verallgemeinert wird.
Sonderfall  = 1. Bei  = 1 liegt eine Pol-Nullstellen-Kompensation vor, d. h. die Über-
tragungsfunktion (C.13) des offenen Regelkreises vereinfacht sich zu (C.15) bzw. zur
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welche kein η enthält. Daher ist für  = 1 das Regelkreisverhalten unabhängig von η,
was sich in Abbildung 5.8 dadurch zeigt, dass bei  = 1 alle Teilgraﬁken gleich sind.
Nur λ (bzw. das wegen  = 1 dazu identische χ) beeinﬂusst dann das Regelkreisver-
halten. Da  = 1 ein in der Literatur häuﬁg empfohlener bzw. angenommener Fall ist,
beruht auch die erste Einstellregel, die im Rahmen dieser Arbeit entstand, auf diesem
Fall [HPVK12].
Dass bei kleinem λ eine langsame, nicht schwingende Sprungantwort vorliegt und bei
großem λ der Regelkreis instabil ist, wurde schon in Abschnitt 5.5.1.1 mit Abbildung 5.5
begründet. Die Grenze zur Instabilität ist dann erreicht, wenn λ so groß ist, dass der
Phasengang an der Durchtrittsfrequenz (der Frequenz, bei der die Amplitudenverstär-









−180° (d. h. −π). Die Durchtrittsfrequenz (des Amplitudengangs) wird von der Totzeit
nicht beeinﬂusst und liegt gemäß [LW10, S. 267] bei
ω∗0dB = λ. (C.22)




≈ 1, 571 (C.23)
überein, wo somit die Grenze zur Instabilität liegt. Dieser Wert wird von allen Teilgraﬁ-
ken von Abbildung 5.8 bestätigt.
















(t) + y(t− τ) = r(t− τ), (C.25)





(t) = e(t− τ) (C.26)
vereinfachen kann. Wenn die Regelgröße schwingt, kann y(t) nicht monoton sein, d. h.
es muss Zeitpunkte geben, in denen die Ableitung von y(t) negativ wird. Diese Ablei-






· e(t− τ) < 0. (C.27)
Schwingungen können also für  = 1 nur dann auftreten, wenn die Regeldifferenz zu
irgendeinem Zeitpunkt negativ ist, d. h. die Regelgröße über der Führungsgröße liegt
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und somit Überschwingen auftritt. Schwingungen ohne Überschwingen sind somit bei
 = 1 nicht möglich, was auch Abbildung 5.8 bestätigt.
Die an sich einfach wirkende Differenzialgleichung (C.26) hat wegen der Totzeit nur
eine stückweise zusammengesetzte Lösung für y(t). In jedem Intervall [i · τ, (i + 1) · τ ]
gilt entsprechend (C.26)






Im Intervall 0 ≤ t < τ (d. h. i = 0) gilt somit












0dξ = 0 (C.29)
e(t) = 1− y(t) = 1− 0 = 1. (C.30)
Im Intervall τ ≤ t < 2τ gilt












1dξ = λ · t− τ
τ
(C.31)
e(t) = 1− y(t) = 1− λ · t− τ
τ
= 1 + λ− λ
τ
t. (C.32)
Für den Zeitpunkt t = 2τ beträgt die Regelgröße demnach y(t) = λ, also führt (mindes-
tens) jedes λ > 1 zu Überschwingen, da für λ > 1 mindestens zum Zeitpunkt t = 2τ die
Führungsgröße überschritten wird.
Im Intervall 2τ ≤ t < 3τ gilt





































· ((t− τ)2 − τ2) . (C.36)
Für den Zeitpunkt t = 3τ gilt demnach y(t) = 2λ − λ2/2, also führt (mindestens) jedes
λ > 2−√2 ≈ 0, 586 zu Überschwingen.
Auf die Angabe weiterer Intervalle wird hier verzichtet. Mit jedem weiteren Inter-
vall steigt die Ordnung des „Polynoms von t“ um eins an (siehe auch [HK11a]) und
man kann das „überschwingungsfreie“ Intervall von λweiter einschränken. Da man al-
so praktisch nur numerisch das „überschwingungsfreie“ Intervall von λ ermitteln kann,
kannman stattdessen auch Simulationen des Regelkreises (wie für Abbildung 5.8) dafür
verwenden. Die Grenze zwischen nicht schwingenden und überschwingenden Sprung-
antworten liegt gemäß Abbildung 5.8 bei λ ≈ 0, 38.
Sonderfall  → ∞. Im Fall  → ∞ liegt ein reiner P-Regler vor, d. h.
Go(s) = GR(s) ·G(s) = KP · Km
1 + Tms
e−sτ = λ · 1











C.3. Erläuterung der Klassiﬁkationsgraﬁken von Sprungantworten
Der Phasengang des offenen Kreises beträgt






(siehe [LW10]). Die Stabilitätsgrenze (bezüglich λ) ist daher hier – anders als für den
Fall  = 1 – nicht analytisch (d. h. nur numerisch) berechenbar und hängt auch von η
ab. Je größer η bei konstantem τ ist, desto kleiner ist Tm, und desto größer wird die Fre-
quenz ω−180, bei der der Phasengang−180° erreicht. Gleichzeitig sinkt mit steigendem η
der Amplitudengang, sodass bei konstantem λ der Verstärkungsfaktor an der Frequenz
ω−180 sinkt. Eine Vergrößerung des Schwierigkeitsgrads bei konstantem λ und τ wirkt
sich also stabilisierend aus. Ein Vergleich der Teilgraﬁken von Abbildung 5.8 bestätigt
das. Das etwas paradoxe Ergebnis, dass ein steigender Schwierigkeitsgrad stabilisierend
wirkt, liegt an dem konstantem τ , während man üblicherweise bei „steigendem Schwie-
rigkeitsgrad“ an eine konstante Zeitkonstante bei steigender Totzeit denkt. Das Resultat
ist also kein Widerspruch zur allgemein bekannten Erfahrung, dass eine steigende Tot-
zeit bei konstanter Verzögerungszeit Tm die Stabilität tendenziell verschlechtert.







1 + λη · 11+Tmse−sτ
=
λe−sτ
η + τs+ λe−sτ
. (C.40)
Die – für einen P-Regler bei einer Regelstrecke „mit Ausgleich“ unvermeidbare – blei-
bende Regeldifferenz einer Einheitssprungantwort beträgt mit dem Endwertsatz der
Laplace-Transformation
e∞ = lim
t→∞ e(t) = lims→0
(









Sie ist erwartungsgemäß (wie vom P-Regler generell bekannt) umso kleiner, je größer
λ (bei konstantem η) ist. Sie ist aber auch bei konstantem λ umso größer, je größer η
ist. Das bedeutet, dass die Regelgröße relativ zu ihrem Endwert umso mehr schwingen
kann, ohne Überschwingen zu erzeugen, je größer η ist. Daher reicht in Abbildung 5.8
der Bereich „Schwingend ohne Überschwingen“ mit steigendem η immer weiter nach
rechts und wird insgesamt breiter.
Andere Werte von . Die Grenzen zwischen den „charakteristischen Bereichen“ für
andere  mit der Übertragungsfunktion, Amplituden-/Phasenreserve oder Differenti-
algleichung zu begründen, ist wegen deren Komplexität nicht zielführend. Nachdem
die Grenzen zwischen den „charakteristischen Bereichen“ für die Sonderfälle  = 1 und
 → ∞ begründet wurden, lässt sich jedoch zumindest qualitativ nachvollziehen, dass
in Abbildung 5.8 für Werte von  zwischen beiden Sonderfällen (also 1 <  < ∞) ei-
ne Art „Interpolation“ vorliegt. Diese „Interpolation“ ist nicht linear, was wegen der
Verwendung des Grenzfalls  → ∞ auch nicht möglich wäre.
Interessant ist, dass der λ-Wert an der Grenze zwischen schwingungsfreien und
schwingenden Sprungantworten – beginnend bei  = 1 mit steigendem  – zunächst
zunimmt und ab einer gewissen Grenze wieder abnimmt, wobei die Grenze von η ab-
hängt. Der Grund dafür liegt im komplexen Zusammenspiel des P- und I-Anteils des
PI-Reglers. Abbildung C.3 zeigt das am Beispiel η = 1 mit λ = 0, 65. Je größer  gewählt
wird, desto langsamer ändert sich der I-Anteil. Für große  tritt in dem genannten Inter-
vall daher primär das Schwingen des „fast reinen“ P-Reglers auf, während für kleine 
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(a) yp(t) und r(t)



















Abbildung C.3.: Verschiedene Schwingungsstärken in Abhängigkeit von  für das Bei-
spiel η = 1 und λ = 0, 65.
der große I-Anteil selbst zu Schwingungen führt. Nur in einem schmalen Band dazwi-
schen kompensiert der Anstieg des I-Anteils gerade den Abfall des P-Anteils (welcher
durch die steigende Regelgröße am Beginn der Sprungantwort bewirkt wird), sodass
keine Schwingung (im Sinne eines Vorzeichenwechsels der Ableitung der Regelgröße)
auftritt.
Der Fall  < 1 entspricht qualitativ in etwa dem Fall  = 1, nur verschieben sich
die Grenzen zwischen schwingungsfreien, überschwingenden und instabilen Sprung-
antworten bei fallendem  (kleiner werdender Nachstellzeit) hin zu kleineren λ. Alle
Kurven treffen sich asymptotisch im Koordinatenursprung (λ = 0,  = 0). Das ist nach-
vollziehbar, weil bei kleiner werdender Nachstellzeit (steigendem I-Anteil) der Regel-
kreis zunehmend zum Schwingen neigt, was nur durch Reduktion von λ kompensiert
werden kann.
C.4. Erläuterung der Pareto-optimalen Bereiche
Ergänzend zu Abschnitt 5.5.1.2 wird in diesem Anhang erläutert, warum die in Abbil-
dung 5.10 gezeigten Pareto-optimalen Bereichen bei unendlicher Auﬂösung der Simula-
tionsstudien von „Flächen“ (zweidimensional) in Kurven (eindimensional) übergehen.
Entsprechend Abschnitt 4.3.1 ist bei Verwendung von zwei Gütekriterien J1 und J2
eine Lösung genau dann Pareto-optimal, wenn man es keine Lösung gibt, die J1 ver-
bessert ohne J2 zu verschlechtern oder umgekehrt. Hat eine Pareto-optimale Lösung
l1 bezüglich des Gütekriteriums J1 den Wert J1(l1), so gilt für alle anderen Pareto-
optimalen Lösungen l, für welche J1 auch den Wert J1(l1) annimmt, J2(l) = J2(l1),
denn andernfalls wären nur die Lösungen mit dem kleinsten J2 Pareto-optimal. Eine
„Fläche“ Pareto-optimaler Lösungen kann also nur entstehen, wenn es Lösungen mit
exakt gleichen Gütekriterien-Werten gibt.
Der Zusammenhang wird an einigen einfachen Beispielen näher untersucht. Die Gü-
tekriterien J1 und J2 sollen nachfolgend von zwei Parametern x und y abhängen, wobei
0 ≤ x ≤ 1 und 0 ≤ y ≤ 1 gelte. Je kleiner das Gütekriterium, desto besser soll es bewer-
tet werden.
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Es gelte im ersten Beispiel
J1(x, y) = x (C.42a)
J2(x, y) = y. (C.42b)
In diesem Fall ist aussschließlich die Lösung x = y = 0 Pareto-optimal, da hier beide
Gütekriterien gleich null und somit minimal sind, was von keiner anderen Lösung er-
reicht wird. Die Gradienten der Flächen J1(x, y) und J2(x, y) stehen in allen Punkten
(x, y) orthogonal (im Winkel 90°) zueinander. Im zweiten Beispiel gelte
J1(x, y) = x (C.43a)
J2(x, y) = x. (C.43b)
Nun sind alle Lösungen mit x = 0 Pareto-optimal, da der Parameter y die Gütekriterien
nicht beeinﬂusst. Die Gradienten der Flächen J1(x, y) und J2(x, y) sind hier parallel
zueinander. Im dritten Beispiel gelte
J1(x, y) = x (C.44a)
J2(x, y) = 1− x. (C.44b)
Nun sind alle Lösungen Pareto-optimal, unabhängig von x und y. Die Gradienten der
Flächen J1(x, y) und J2(x, y) sind genau entgegengesetzt zueinander gerichtet. Alle Lö-
sungen mit gleichem x erzeugen genau dieselben Gütekriterien. Die gleichwertigen Lö-
sungen sind auf einer Linie, die genau senkrecht zu den beiden Gradienten steht. Im
vierten Beispiel gelte
J1(x, y) = x (C.45a)
J2(x, y) = x+ y. (C.45b)
Nun ist nur die Lösung x = y = 0 Pareto-optimal, denn jede andere Lösung wird in
beiden Gütekriterien von dieser dominiert. Die Gradienten der Flächen J1(x, y) und
J2(x, y) stehen in einem Winkel von 45° zueinander. Im fünften Beispiel gelte
J1(x, y) = x (C.46a)
J2(x, y) = y − x. (C.46b)
Die Gradienten der Flächen J1(x, y) und J2(x, y) stehen in einem Winkel von 135° zu-
einander. Hier sind alle Lösungen mit y = 0 Pareto-optimal. Im letzten Beispiel gelte
J1(x, y) = 1 (C.47a)
J2(x, y) = 1. (C.47b)
Alle Lösungen sind Pareto-optimal, da alle Lösungen bezüglich beider Gütekriterien
gleichwertig sind.
Eine „Fläche“ Pareto-optimaler Lösungen entsteht also nur, wenn entweder beide Gü-
tekriterien in einem Bereich konstant sind, also vollkommen gleichwertige Lösungen
entstehen, oder die Gradienten der beiden Flächen exakt entgegengesetzt sind, und das
in nicht nur einer Kurve sondern in einem Bereich quer zu diesem Gradienten. Wegen
der Krümmung der beiden Gütekriterien JISE und Nsc, die Abbildung 5.10 zugrunde
liegen, ist dieser Fall nicht zu erwarten. Komplett ausschließen kann man ihn nicht, da
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keine analytische Formel zur Berechnung der Gütekriterien aus den Parametern λ und
 vorliegt.
Dass die Pareto-optimalen Bereiche in Abbildung 5.10 Flächen sind, liegt stattdes-
sen an der Diskretisierung der Parameter JISE und Nsc in der Simulationsstudie. Tabel-
le C.2 zeigt als Beispiel die Gütekriterien für einen Ausschnitt aus dem Pareto-optimalen
Bereich. Da die Richtung der Gradienten der Gütekriterien-Flächen in der Nähe der
Pareto-optimalen Bereiche kaum von den beiden Parametern λ und  abhängen (sie
verlaufen nahezu parallel zur λ-Achse), unterscheiden sie sich auf vertikalen Linien
(konstanten λ) so wenig, dass entlang eines Wertes von λ (z. B. 0,59) mehrere  einen
kleineren Wert von νy ergeben als die beste Lösung im danebengelegenen diskreten λ
(z. B. 0,60). Gleichzeitig verändert sich auf dieser vertikalen Linie die Regelgüte JISE ent-
gegengesetzt, aber auch so wenig, dass jeder Wert besser ist als der beste für λ = 0, 58.
Je feiner man also die Auﬂösung macht, desto mehr geht der Pareto-optimale Bereich in
eine Kurve über, siehe Abbildung C.4.
Tabelle C.2.: Gütekriterien für verschiedene Pareto-optimale Lösungen aus Abbil-
dung C.4(c). Alle angegebenen Lösungen werden bezüglich JISE von allen
unteren und rechten Nachbarn dominiert, bezüglich νy von allen linken
und oberen Nachbarn.
λ = 0, 58 λ = 0, 59 λ = 0, 60
JISE in s νy JISE in s νy JISE in s νy
 = 1, 32 0,16110 1,2107 0,16016 1,2305 0,15929 1,2509
 = 1, 30 0,16102 1,2113 0,16009 1,2312 0,15922 1,2523
 = 1, 28 0,16094 1,2120 0,16002 1,2319 0,15917 1,2539
 = 1, 26 0,16087 1,2123 0,15996 1,2326 0,15911 1,2531
Die Pareto-optimalen Lösungen bei λ = 0 sind dagegen tatsächlich alle gleichwertig,
weil sie sich wegen des wirkungslosen Reglers in keiner Weise im Regelkreisverhalten
unterscheiden und somit exakt dieselben Gütekriterien-Werte ergeben.
C.5. Pareto-optimale Einstellungen bei Bewertung der
absoluten Regelﬂäche
In Ergänzung zu Abschnitt 5.5.1.2 werden in Abbildung C.5 die Pareto-optimalen Ein-
stellungen eines PI-Reglers gezeigt, wenn statt der (für Abbildung 5.10 verwendeten)
quadratischen Regelﬂäche JISE (4.5) die absolute Regelﬂäche JIAE (4.4) verwendet wird.
Das Optimum bezüglich JIAE liegt näher an den schwingungsfreien Einstellungen als
das Optimum bezüglich JISE, weil die absolute Regelﬂäche kleine Regelabweichungen
stärker „bestraft“ als die quadratische Regelﬂäche und das optimale Regelkreisverhal-
ten daher weniger aggressiv ist, sich die Regelgröße also langsamer der Führungsgrö-
ße annähert, dafür aber anschließend weniger stark um die Führungsgröße schwingt.
In [HPVK12] ist ein weiteres Beispiel zum Vergleich zwischen der optimalen Reglerein-
stellung bei Verwendung von JIAE und JISE angegeben, welches den genannten Zusam-
menhang bekräftigt.
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(a) 50 x 50 Simulationen (Δλ = 0, 02, Δ = 0, 04)



















































(b) 100 x 100 Simulationen (Δλ = 0, 02, Δ = 0, 04)



















































(c) 200 x 200 Simulationen (Δλ = 0, 01, Δ = 0, 02)



















































(d) 400 x 400 Simulationen (Δλ = 0, 02, Δ = 0, 04)
Abbildung C.4.: Pareto-optimale Bereiche (analog zu Abbildung 5.10) für η = 0, 1
und verschiedene Schrittweiten Δλ und Δ. Das „Band“ der Pareto-
optimalen Lösungen wird mit höherer Auﬂösung immer schmaler.
C.6. Optimierung der Reglerparameter für andere
Regelstreckentypen
In Abschnitt 5.5.1 wurden ausschließlich P-T1-Tt-Regelstrecken betrachtet. In diesem
Anhang sollen deshalb nun auch andere Regelstreckentypen untersucht werden, wo-
bei die Betrachtungen aber deutlich kürzer ausfallen, weil sich einerseits vieles aus
Abschnitt 5.5.1 sinngemäß übertragen lässt und andererseits P-T1-Tt-Modelle für die
Referenzanwendung „Raumtemperaturregelung“ die gängige Modellierungsform sind
(siehe Abschnitte 5.3, 7.3.1.1 und Anhang B.5) und daher hier im Fokus stehen.
Auch hier wird – wie in Abschnitt 5.5.1 – angenommen, dass die Rückführgröße per
Send-on-Delta-Abtastung übertragen werden soll.
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(a) η = 0, 1



















































(b) η = 0, 3



















































(c) η = 0, 5



















































(d) η = 1, 0
Abbildung C.5.: Pareto-optimale Lösungen analog zu Abbildung 5.10 bei Verwendung
der absoluten statt quadratischen Regelﬂäche.
C.6.1. Totzeitfreie Regelstrecken (P-, T1- und P-T1-Regelstrecken)
Ist die Totzeit τ gleich null oder verschwindend klein (τ  Tm bzw. η → 0), dann
geht laut Einstellregel (5.26) der Proportionalbeiwert KP des Reglers gegen unendlich.
Dieser Fall soll hier genauer diskutiert werden.
Regelt man eine P-T1-Regelstrecke mit einem reinen P-Regler (TI → ∞), gilt für den
zeitkontinuierlichen offenen Regelkreis
















1 +Ko + Tms
=
K ′o
1 + T ′ms
(C.49)
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Der geschlossene Regelkreis verhält sich also auch wie ein P-T1-System, hat also ei-
ne schwingungsfreie Sprungantwort mit dem in Abbildung 5.4 (qualitativ) gezeigten
Regelgrößenverlauf, allerdings mit anderem Stellgrößenverlauf. Erhöht man nun KP
immer weiter (gegen unendlich), so geht K ′o gegen 1 (d. h. die bleibende Regeldiffe-
renz wird verschwindend klein) und die Zeitkonstante T ′m wird immer kleiner (d. h. der
Ausregelvorgang geht immer schneller). So kann man durch einen (unendlich) großen
Proportionalbeiwert KP des Reglers die quadratische Regelﬂäche theoretisch beliebig
klein machen, ohne dass der Regelkreis schwingt, zumindest im zeitkontinuierlichen
Fall. Der „Vorschlag“ der Einstellregel (5.26), dass aus η → 0KP → ∞ folgt, ist also aus
theoretischer Sicht durchaus richtig.
Dasselbe gilt für eine „reine“ T1-Regelstrecke, da diese einer P-T1-Regelstrecke mit
Km = 1 entspricht.
Der Sonderfall „P-Regelstrecke“ liegt vor, wenn nicht nur die Totzeit τ , sondern auch











Auch dort wäre ein reiner P-Regler mit unendlichem VerstärkungsfaktorKP theoretisch
optimal.
Praktisch scheitert dieses Konzept daran, dass reale Aktoren nur einen begrenz-
ten Stellbereich (Deﬁnition A.4) haben und es daher zu Aktorsättigung kommt, d. h.
die vom Regler generierte Reglerausgangsgröße ist praktisch nicht als Stellgröße um-
setzbar. Der Proportionalbeiwert KP hat daher ab einer gewissen Größe kaum noch
Einﬂuss auf die Geschwindigkeit eines Ausregelvorgangs. Gleichzeitig entstehen bei
(periodisch) abgetasteten Regelkreisen (auch bei periodischer oder ereignisbasierter
Send-on-Delta-Abtastung) bei großem Proportionalbeiwert KP Schwingungen, weil
das Halteglied eine Art „Totzeit“ bewirkt [LW10]. Der Fall „Aktorsättigung“ wird in
Abschnitt 6.2 ausführlich betrachtet, weshalb für weitere Informationen zur Reglerein-
stellung bei P- und P-T1-Regelstrecken auf diesen Abschnitt verwiesen wird.
C.6.2. Totzeitstrecken (Tt- und P-Tt-Regelstrecken)
Wird die Zeitkonstante Tm einer P-T1-Tt-Regelstrecke (5.4) gleich null oder vernachläs-
sigbar klein gegenüber der Totzeit (Tm  τ ), so spricht man von einer reinen Totzeit-
strecke [PK75]. Die Übertragungsfunktion lautet dann
G(s) = Kme
−τ ·s. (C.52)
Man bezeichnet die Regelstrecke dann auch als P-Tt- bzw. bei Km = 1 als Tt-Regel-
strecke. Reine Totzeitstrecken werden in der Literatur zur Reglereinstellung nur selten
explizit behandelt. In [O’D06] werden einige Einstellregeln für PI(D)-Regler bei reinen
Totzeitstrecken angegeben.
Reine Totzeitstrecken treten in der Praxis einerseits dann auf, wenn die Regelstrecke
ausschließlich durch einen Transportvorgang konstanter Länge und Geschwindigkeit
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bestimmt wird, beispielsweise durch eine Rohrleitung oder ein Förderband, an des-
sen Ende die Regelgröße gemessen wird und an dessen Anfang die Stellgröße verzö-
gerungsfrei beeinﬂusst werden kann. Andererseits treten bei abgetasteten Regelkreisen
reine Totzeitregelstrecken dann auf, wenn die Zeitkonstanten der Regelstrecke klein ge-
genüber der Abtastperiode sind [Lun06, S. 426] oder die nicht-abgetastete Regelstrecke
durch ein P-System beschrieben werden kann. Ein praktisches Beispiel ist die Regelung
der Helligkeit in einem Raum (Konstantlichtregelung): Die Stellgröße (Spannung) be-
einﬂusst die Helligkeit praktisch verzögerungsfrei, nur durch die Abtastung entsteht
ein dynamisches (d. h. zeitabhängiges [LW10]) Verhalten. Für die Konstantlichregelung
bietet sich Send-on-Delta-Abtastung an, weil dadurch in Zeiträumen konstanter Hel-
ligkeit keine Nachrichten erzeugt werden, was hier insbesondere die Netzlast stark
reduziert. Um die Nachrichtenrate bei schwankenden Lichtverhältnissen nicht extrem
groß werden zu lassen, wird reale Send-on-Delta-Abtastung (Deﬁnition 2.9) eingesetzt
und die Abtastperiode Ta (bei periodischer Send-on-Delta-Abtastung) bzw. der Timer
Tmin (bei ereignisbasierter Send-on-Delta-Abtastung) auf den gewünschten Mindest-
Nachrichtenabstand eingestellt. Daher entspricht die Regelstrecke einem reinen Totzeit-
system mit τ = Ta bzw. τ = Tmin.
Bei einer reinen Totzeitstrecke kann man die empirische Einstellregel (5.27b) – genau
wie die meisten anderen Einstellregeln für P-T1-Tt-Regelstrecken [O’D06] – nicht direkt
anwenden, da dann wegen (5.16) und Tm  τ für den Proportionalbeiwert KP → 0
(und im Fall Tm → 0 für die Nachstellzeit TI → 0) gelten würde. Nachfolgend wird zu-
nächst beschrieben, wie man die Einstellregel an diesen Fall anpassen kann. Bei reinen
Totzeitsystemen kann man die Besonderheiten der Send-on-Delta-Abtastung jedoch ge-
zielt ausnutzen, um ein erheblich besseres Regelungsergebnis als mit der Einstellregel
zu erzielen. Das wird anschließend besprochen.
Anpassung der Einstellregel. Ersetzt man in (5.27b) Tm durch τ/η, multipliziert die
Gleichungen (5.27a) und (5.27b) aus und bildet den Grenzwert für η → ∞, so erhält
man
KP = (0, 2 + 0, 2 · ψ) · 1
Km
(C.53a)
TI = (0, 3 + 0, 2 · ψ) · τ. (C.53b)
Die Koefﬁzienten aus (C.53) wurden gemäß (5.25) aus dem Anstieg der linearen Appro-
ximation von λ(η) und (η) für 0 < η < 2 abgeleitet. Daher ist damit zu rechnen, dass
für große η Abweichungen entstehen können, sodass die Koefﬁzienten aus (C.53) nicht
optimal sind. Das wird nachfolgend simulativ überprüft.
Wie bei der Einstellregel für P-T1-Tt-Regelstrecken kann man wieder eine „Normie-
rung“ der Reglerparameter analog zu (5.16) verwenden, wobei (5.16) aus den genann-
ten Gründen nicht geeignet ist. Es wird daher, passend zu (C.53), folgende Normierung
vorgeschlagen:
KP = μ · 1
Km
(C.54a)
TI = ι · τ (C.54b)
mit dem „normierten Proportionalbeiwert“ μ und der „normierten Nachstellzeit“ ι.
Auch diese Normierung basiert auf der Tatsache, dass sich alle zeitkontinuierlichen,
linearen Regelkreise mit gleichem Ko und gleichem Verhältnis TI/τ gleich verhalten.
Sie wurde auch schon mehrfach für PI-Einstellregeln bei reinen Totzeitstrecken verwen-
det [O’D06, S. 149ff].
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Abbildung C.6 zeigt die Gütekriterien JISE und νy in Abhängigkeit von μ und ι bei
quasikontinuierlicher Abtastung (Ta = τ/100). Eine weitere Unterscheidung (wie be-
züglich η) ist hier nicht nötig, weil die Regelstrecke nur zwei Parameter hat, die beide




























































































Abbildung C.6.: Quadratische Regelﬂäche JISE und absolute Rückführgrößenänderung
νy in Abhängigkeit von μ und ι bei Einheitssprungantworten und zeit-
kontinuierlichem Regelkreis (quasikontinuierlich: Ta = τ/100). Die an-
gegebenen Zahlenwerte gelten für τ = 1 s; qualitativ sind die Diagram-
me unabhängig von τ .
Abbildung C.7 stellt, analog zu Abbildung 5.8, die Lage der Pareto-optimalen Lösun-
gen, die Lage der Lösungen L0 und L1 entsprechend der in Abschnitt 5.5.1.2 genannten
Deﬁnition, sowie das Optimum bezüglich Jν (unter Nichtbeachtung der Lösungen mit
μ = 0) dar. Qualitativ ist Abbildung C.6 ähnlich zu Abbildung 5.8, obwohl die Normie-
rung anders gewählt wird. Das liegt daran, dass die Erläuterungen aus Abschnitt 5.5.1.1
hier sinngemäß auch gelten (zunehmende Schwingung bei steigendem μ und fallendem
ι). Der wesentliche Unterschied besteht darin, dass der schwingungsfreie Bereich deut-
lich kleiner ist. Das liegt an den ruckartigen Bewegungen der Regelgröße durch das
fehlende Verzögerungsglied (Tm = 0). Beispiele sind in Abbildung C.8 dargestellt.
Die in [O’D06, S. 149ff] genannten Einstellregeln, welche die Normierung (C.54) ver-
wenden, liegen nahe an den in Abbildung C.7 gezeigten Pareto-optimalen Einstellun-
gen, was die Praxistauglichkeit dieser Einstellungen (unter bestimmten Bedinungun-
gen, siehe unten) bestätigt.
Auch hier sind wieder zwei zusammenhängende Bereiche Pareto-optimal. Der Be-
reich mit μ = 0 ist erneut praktisch irrelevant, weil der Regler dann wirkungslos ist.
Der andere Bereich ist wieder ein nahezu geradliniges, zusammenhängendes Band zwi-















mit 0 ≤ ψ ≤ 1 approximiert werden kann. μ0(ψ) und ι0(ψ) sind die normierten Reg-
lerparameter zu L0, μ1(ψ) und ι1(ψ) die zu L1. Liest man aus Abbildung C.7 die zuge-
hörigen Koefﬁzienten ab und setzt (C.55) in (C.54) ein, so erhält man die Einstellregel
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Abbildung C.7.: Klassiﬁzierung von Sprungantworten als Funktion von μ und ι für eine
P-Tt-Regelstrecke mit zeitkontinuierlichem PI-Regler. Markiert sind die
Pareto-optimalen Lösungen, die Lösung minimalem JISE ohne Schwin-
gungen, das Optimum bzgl. Jν und das Optimum bzgl. JISE (auch mit
Schwingungen). Analysiert durch Simulationen mit Schrittweite 0,01
für μ und 0,02 für ι.
KP = (0, 06 + 0, 42 · ψ) · 1
Km
(C.56a)
TI = (0, 14 + 0, 46 · ψ) · τ. (C.56b)
Die Koefﬁzienten von (C.56) weichen zwar von denen von (C.53) ab, aber der An-
satz (C.54) bewährt sich und die durch (C.53) beschriebene Strecke liegt sehr nahe an
den Pareto-optimalen Lösungen.
Das Optimum bezüglich Jν liegt in etwa bei ψ ≈ 0, 34. Ein exakter Wert kann nicht
angegeben werden, da dieses Optimum nicht exakt auf der Geraden (C.56) liegt.
Abbildung C.8 zeigt den Verlauf der Regelgröße für verschiedene ψ. Es wird deut-
lich, dass das Optimum bezüglich Jν auch hier praktisch empfehlenswert ist, weil die
Einstellung bei ψ = 0 deutlich langsamer ist und kaum weniger „schwingt“, während
das auffällig „ruckartige“ Verhalten bei ψ = 1 bezüglich der Regelgüte – trotz geringe-
rer quadratischer Regelﬂäche – durch den langen Einschwingvorgang kaum besser zu
bewerten ist. Ein ähnlicher Regelgrößenverlauf wie für ψ = 0, 5 in Abbildung C.8 darge-
stellt ist, wird in [Gli68] als optimaler Verlauf zur kleinstmöglichen „Beruhigungszeit“
genannt.
Optimales Reglerverhalten. Wie oben bereits erwähnt wurde, kann man bei reinen
Totzeitstrecken die Besonderheiten der Send-on-Delta-Abtastung erheblich besser aus-
nutzen als das bei Einstellregel (C.56) der Fall ist. Das wird nun näher erläutert. Die
folgenden Überlegungen beziehen sich auf den Fall, dass die Rückführgröße per Send-
on-Delta-Abtastung übertragen wird, sie lassen sich aber auch auf den Fall übertragen,
dass die Reglerausgangsgröße übertragen wird.
Bei Abtastregelungen ist wegen des Halteglieds nullter Ordnung der Stellgrößenver-
lauf stückweise konstant und ändert sich nicht stetig (kontinuierlich), sondern sprung-
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yp(t) bei minimalem J
Abbildung C.8.: Vergleich der Sprungantworten für verschiedene ψ nach (C.56) bei ei-
ner P-Tt-Regelstrecke, sowie bei Minimierung von Jν . Für Letzteres
kann man wie in Abbildung 5.13 kein exaktes ψ angeben, da dieses
Optimum nicht exakt auf der Geraden (C.56) liegt. Es liegt näherungs-
weise bei ψ ≈ 0, 34.
haft, siehe Abschnitt 2.3. Reine Totzeitprozesse haben (neben reinen P-Systemen) die be-
sondere Eigenschaft, dass sich die Regelgröße bei Sprüngen der Stellgröße nicht stetig,
sondern sprunghaft ändert. Das ist bei Send-on-Delta-Abtastung von besonderem Inter-
esse. Es sei angenommen, dass die Regelgröße ym(t), Führungsgröße r(t) und Stellgröße
up(t) zum Zeitpunkt t0 die Wert ym(t0) = ym0, r(t0) = r0 und up(t0) = up0 annehmen
und die letzte Änderung jeder dieser Größen länger als τ zurückliegt. Die Störgröße d(t)
sei konstant (d(t) = dconst).
Dann erfolge eine Änderung der Führungsgröße auf einen neuen Wert r1. Die darauf-
hin vom Regler erzeugte Stellgröße sei up1. Nach Ablauf der Totzeit springt somit die
Regelgröße ym(t) auf den Wert
ym1 = ym(t0 + τ) = Km · up1 + dconst. (C.57)
Sofern die Send-on-Delta-Bedingung durch diesen Sprung erfüllt wird, also
|ym1 − ym0| ≥ Δlc (C.58)







so beträgt die Regelgröße ym(t) ab dem Zeitpunkt t0 + τ genau r1, sodass die Regel-
differenz null wird. Die Stellgröße sollte dann nicht mehr verändert werden, da dann
mangels Verzögerung der Regelstrecke die Regelgröße konstant gleich der Führungs-
größe bleibt. Allerdings erfordert das die Kenntnis von Km und dconst, welche jedoch
spätestes dann aus dem Gleichungssystem
ym0 = Km · up0 + dconst (C.60a)
ym1 = Km · up1 + dconst (C.60b)
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up1 − up0 (C.61a)
dconst = ym1 −Km · up1 = ym1 − up1 · ym1 − ym0
up1 − up0 (C.61b)
Falls die Regelgröße ym1 verschieden von r1 ist, kann also nach Schätzung von Km und
dconst über (C.61) eine neue Stellgröße yp2 mit der Gleichung (C.59) berechnet werden.
Falls die Regelstrecke linear ist und Km und d(t) zeitinvariant (konstant) sind, wird die
Regeldifferenz somit nach spätestens zwei Sprüngen gleich null.
Dieser Stellgrößenverlauf ist optimal sowohl bezüglich der Nachrichtenanzahl (nur
ein oder zwei Nachrichten!) als auch der Regelgüte (JISE = (r1− ym0) · τ bei bekanntem
Km und dconst), siehe Abschnitt 5.2. Keiner der in Abbildung C.8 dargestellten Regel-
größenverläufe kann annähernd solche Gütekriterienwerte erreichen. Auch wenn die
Reglerausgangsgröße per Send-on-Delta-Abtastung übertragen wird, ist diese Vorge-
hensweise optimal, da sich auch diese maximal zweimal ändert. Es handelt sich dabei
zudem um eine zeitoptimale Regelung [Ada05].
Man kann dieses Verfahren beliebig erweitern, um beispielsweise auch zeitvariante
Km und dconst oder Nichtlinearitäten zu berücksichtigen. Da es in dieser Arbeit um PI-
Regler geht, wird das hier nicht weiter verfolgt.
Das Verfahren ist nur bei reinen Totzeitstrecken anwendbar, da bei verzögerten Re-
gelstrecken (Tm > 0) für eine sprunghafte Regelgrößenänderung eine unendliche Stell-
größe notwendig wäre, was praktisch nicht realisierbar ist.
Approximation mit einem PI-Regler. Das eben beschriebene optimale Verhalten lässt
sich näherungsweise auch mit einem PI-Regler realisieren. Aus (2.12) folgt
uc(t0) = uc0 +KP ·
(





uc(t1) = uc(t0) +KP ·
(





Unter der Annahme, dass vor dem Sprung Führungs- und Regelgröße übereinstimm-
ten, gilt ec0 = 0 und uc0 = (ym0 − dconst)/Km. Setzt man nun die Stellgrößenwerte




















r1 = ym0 +KmKP · ((r1 − ym0)) (C.64a)
0 = KP ·
(





Aus folgt (C.64a) folgt
KP =
r1 − ym0
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und aus (C.64b)
0 = ym0 − ym(t1) + τ
TI
ec(t0) (C.66)
TI = τ · r1 − ym0
ym(t1)− ym0 (C.67)
Mit der Zielstellung ym(t1) = r1 gilt somit
TI = τ (C.68)
was nach der Parameternormierung (C.54)
μ = 1 (C.69a)
ι = 1 (C.69b)
entspricht. Es sei erwähnt, dass man dieselben Parameter erhält, wenn man einen
Dahlin-Regler [ZG09] auf eine reine Totzeitstrecke anwendet und diesen Regler als
PI-Regler interpretiert. Eine genauere Herleitung würde hier zu weit führen.
Tatsächlich bestätigen Simulationen, dass sich so das optimale Regelkreisverhalten
ergibt, sofern der korrekte Wert von Km bekannt ist. Selbst bei Modellungenauigkeiten
bezüglich Km und τ zeigt sich eine gute Robustheit. Das gilt aber nur für Tstick ≥ τ und
Tmax ≥ τ bzw. Ta ≥ τ (im Regler), weil sonst der Regler aufgerufen wird, bevor die
Totzeit abgelaufen ist und die Regelabweichung null wird, was den Stellgrößenverlauf
verändern würde. Wie Abbildung C.7 zeigt, kann der Regelkreis bei zu kleinem Tstick
sogar instabil werden. Dieses Verhalten wird durch Simulationen bestätigt (hier nicht
gezeigt).
Folgerung C.4 (PI-Regler-Einstellung bei Totzeitregelstrecken)
Soll bei einer P-Tt-Regelstrecke ein PI-Regler eingesetzt werden, so sollten die Reg-
lerparameter die Werte KP = 1/Km und TI = τ annehmen, sofern Tstick ≥ τ und
Tmin ≥ τ bzw. Ta ≥ τ erfüllt sind. Andernfalls sollten die Reglerparameter nach Glei-
chung (C.56) eingesetzt werden.
Auf eine ausführlichere Analyse muss hier aus Platzgründen verzichtet werden.
C.6.3. Regelstrecken ohne Ausgleich
Regelstrecken „ohneAusgleich“ (auch „(einfach) integrierende“ Regelstrecken genannt)
sind solche mit einer Polstelle bei s = 0 in der Übertragungsfunktion, d. h. m = 0 und
n = 1 in (5.3) [LW10]. Eine Einstellregel für derartige Regelstrecken lässt sich direkt
ableiten, wenn eine PI-Einstellregel für m = n = 0 mit ansonsten gleichem Regelstre-
ckenmodell vorliegt. Die Regelstrecke mit Ausgleich habe die Übertragungsfunktion
GmA(s), die Regelstrecke ohne Ausgleich die Übertragungsfunktion GoA(s). Mit (2.9)
und (5.3) gilt für den „offenen Kreis“ (Reihenschaltung aus Regler und Regelstrecke)
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bei Strecken mit Ausgleich




























s ·∏Ni=1(1 + sTi) e−sτ
= K ′P ·
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T ′D := TI . (C.71)
Das bedeutet, dass sich ein Regelkreis mit einer integrierenden Regelstrecke, der mit ei-
nem PD-Regler mit den Parametern K ′P und T
′
D geregelt wird, genauso verhält wie ein
Regelkreis mit einer nichtintegrierenden Strecke, der mit einem PI-Regler und den Para-
meternKP und TI geregelt wird. Diese Äquivalenz gilt allerdings nur für die Regelgrö-
ße und Regeldifferenz, nicht für die Stellgröße, da Go(s) nur den Zusammenhang zwi-
schen der Regeldifferenz und der Regelgröße beschreibt. In der Praxis entstehen durch-
aus Unterschiede, da einerseits der D-Anteil nicht ideal, sondern mit Tiefpass realisiert
wird (siehe Abschnitt 2.5.2), zum anderen, weil der D-Anteil im stationären Zustand
zu stärkeren Pendelungen führt (siehe Abschnitt 2.5.2). Beides soll im Rahmen dieser
Arbeit nicht ausführlich diskutiert werden. Auch auf eine Untersuchung des Einﬂusses
eines tiefpassgeﬁlterten D-Anteils entsprechend Abschnitt 2.5.2 wird hier verzichtet.
Folgerung C.5 (Einstellregeln für Regelstrecken ohne Ausgleich)
Die Einstellregeln (5.27) und (C.56) für Strecken mit Ausgleich können auch für Stre-
cken ohne Ausgleich angewendet werden, indem (C.70) und (C.71) zur Umrechnung
der Parameter verwendet werden.
C.7. Einstellung bei Übertragung der Reglerausgangsgröße
und/oder Berücksichtigung des Stellaufwands
In Kapitel 5 und Anhang C.6 wurde angenommen, dass die Rückführgröße diejenige
Größe ist, deren Nachrichtenanzahl (hier wegen der zeitkontinuierlichen Simulationen
durch die absolute Rückführgrößenänderung νy approximiert) von Bedeutung ist. Nun
soll der andere Fall betrachtet werden, nämlich dass die Reglerausgangsgröße die für den
Energieverbrauch entscheidende Größe ist und gemäß (5.10) durch die absolute Reg-
lerausgangsgrößenänderung νu approximiert wird. Am Ende werden noch die Fälle
angesprochen, dass der Stellaufwand (4.2) des Aktors berücksichtigt werden soll, der
proportional zu νu ist, oder dass sowohl Rückführ- als auch Reglerausgangsgröße per
Send-on-Delta-Abtastung übertragen werden.
Da diese Fälle aus Sicht des Autors aus den in Abschnitt 5.3 genannten Gründen prak-
tisch weniger relevant sind, werden sie hier nicht in derselben Ausführlichkeit und nur
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am Beispiel der P-T1-Tt-Regelstrecke diskutiert, zumal sich vieles inhaltlich übertragen
lässt.
Zunächst sollen die Grenzfälle „minimale quadratische Regelﬂäche“ (L1) und „mi-
nimale quadratische Regelﬂäche bei schwingungsfreiem Signalverlauf“ (L0) betrachtet
werden. Die optimale Einstellung für die minimale quadratische Regelﬂäche (L1) ist –
zumindest bei einer zeitkontinuierlichen Approximationen des Regelkreises – unabhän-
gig davon, welches Signal mit Send-on-Delta-Abtastung übertragen wird (da in beiden
Fällen die Regelgröße bewertet wird), sodass die Einstellregeln (5.26) und (C.56) für
ψ = 1 direkt übernommen werden können. Abbildung C.9 zeigt die Sprungantworten
für verschiedene η bei ψ = 1. Es fällt auf, dass der Stellgrößenverlauf im Gegensatz zum
Regelgrößenverlauf stark von η abhängt.

































Abbildung C.9.: Sprungantworten des geschlossenen Regelkreises von Regel- und Stell-
größe bei verschiedenen η, wobei zur Reglereinstellung jeweils Einstell-
regel (5.26) mit ψ = 1 verwendet wurde. Km = 1.
Der andere Grenzfall (ψ = 0) muss hier neu betrachtet werden, da nun nicht der
Signalverlauf der Regelgröße (Rückführgröße), sondern der Signalverlauf der Stellgrö-
ße (Reglerausgangsgröße) entscheidend für die Nachrichtenanzahl ist. Das Ziel besteht
analog zu Abschnitt 5.2 darin, dass sich die Stellgröße (diese wird ab hier wegen An-
nahme 5.5 synonym zu Reglerausgangsgröße verwendet) möglichst schnell dem End-
wert annähert, dabei aber nicht „schwingt“, d h. die zeitliche Ableitung soll nicht das
Vorzeichen wechseln (monotoner Verlauf, siehe auch Abschnitte 5.2 und 5.4.1). Abbil-
dung C.9(b) lässt vermuten, dass für diesen Zweck bei kleinen η deutlich größere Un-
terschiede zu den Einstellregeln aus Abschnitt 5.5 nötig sind als für große η. Das wird
sich nachfolgend bestätigen.
Betrachtet man die Einheitssprungantworten der Abbildungen 5.5, 5.6, 5.7 und C.9, so
wird deutlich, dass die Stellgröße vom Zeitpunkt des Führungsgrößensprungs bis zum
Ablauf der Totzeit einen typischen Verlauf zeigt – einen Sprung (durch den P-Anteil des
Reglers) gefolgt von einem linearen Anstieg (durch den I-Anteil bei konstanter Regel-
differenz ec(t)). Da die Regeldifferenz im Fall eines Sprungs bei t = t0 von r = 0 auf
r = rnach in diesem Intervall konstant gleich rnach ist, folgt aus (2.7) für einen PI-Regler












rnach + rnach · t− t0
TI
)
, t ∈ [t0, t0+τ ].
(C.72)
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Nach Ablauf der Totzeit erreicht sie den Wert







Am Ende der Sprungantwort, im „stationären Zustand“, wenn Regel- und Stellgröße
ihre Endwerte ystat und ustat erreicht haben, gilt für Regelstrecken mit Ausgleich ent-
sprechend des Endwertsatzes der Laplace-Transformation [LW10]
ystat = Km · ustat. (C.74)
„Schwingungsfreie“ (monotone) Stellgrößenverläufe der Stellgröße sind daher nur
möglich, wenn





















Daraus folgt für alle TI > 0 und τ ≥ 0 die für einen schwingungsfreien (monotonen)








Das bedeutet, dass größere KP (KP > 1/Km) grundsätzlich zu „Schwingungen“ der
Stellgröße führen, unabhängig von den Regelstreckenparametern Tm und τ bzw. η.
Setzt man in (C.78) die „Normierung“ (5.16) ein, so ergibt sich
λ










folgt. Das bestätigt die oben genannte Erwartung, dass sich für kleine η die stärksten
Einschränkungen ergeben.
Die Pareto-optimalen Bereiche bezüglich JISE und νu sind in Abbildung C.10 auf-
geführt (vergleichbar zu Abbildung 5.10). Die optimalen Werte von λ und  als Funk-
tion von η (analog zu Abbildung 5.11) sind in Abbildung C.11 dargestellt. Während
erwartungsgemäß λ1(η) und 1(η) genau Abbildung 5.11 entsprechen, sind die Werte
für λ0(η) und 0(η) anders. Insbesondere ist λ0(η) kleiner, um einen schwingungsfreien
Stellgrößenverlauf zu ermöglichen, da entsprechend der Abbildungen 5.5 und 5.6 auch
bei einem „schwingungsfreien“ (monotonen) Verlauf der Regelgröße „Schwingungen“
der Stellgröße auftreten können. Der deutlichste Unterschied zu Abbildung 5.11 besteht
entsprechend der Erwartung bei λ0(η) für kleine η. Da sich diese Einschränkung nur
für kleine η deutlich auswirkt, ist eine lineare Approximation von λ0(η) (vergleichbar
zu (5.25)) hier weniger zu empfehlen. Es wird an dieser Stelle auf eine Approximation
verzichtet, sondern die Werte können aus der Graﬁk abgelesen werden.
Das Optimum bezüglich Jν (hier Jν = JISE · νu) liegt hier näher an L0, da eine klei-
ne Anhebung von ψ wegen des stärkeren „Peaks“ der Stellgröße (Abbildung C.9) die
absolute Reglerausgangsgrößenänderung νu prozentual stärker erhöht als sie die qua-
dratische Regelﬂäche JISE verringert.
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(a) η = 0, 1



























(b) η = 0, 3



























(c) η = 0, 5



























(d) η = 1, 0
Abbildung C.10.: Optimale Einstellung für verschiedene Optimierungskriterien als
Funktion von λ und  für eine P-T1-Tt-Regelstrecke mit zeitkontinuier-
lichem PI-Regler und Berücksichtigung des Stellgrößenverlaufs. Mar-
kiert sind die Pareto-optimalen Lösungen (kleine Kreise), die Lösung
mit minimalem JISE ohne Schwingungen der Stellgröße, das Optimum
bzgl. Jν (hier Jν = JISE · νu) und das Optimum bzgl. JISE (auch
mit Schwingungen der Stellgröße). Analysiert durch Simulationenmit
Schrittweite 0,02 für λ und 0,04 für .
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0() (opt. JISE ohne Schwingungen)
(a) λopt(η)
















0() (opt. JISE ohne Schwingungen)
(b) opt(η)
Abbildung C.11.: Optimale Werte von λ und  als Funktion von η bei verschiedenen
Optimierungszielen bezogen auf den Stellgrößenverlauf.
Folgerung C.6 (Reglereinstellung bei Übertragung der Reglerausgangsgröße)
Wenn zur Regelung einer Regelstrecke vom Typ P-T1-Ttein PI(D)-Regler verwendet,
die Optimierung einer Sprungantwort auf einen Führungsgrößensprung angestrebt
sowie die Reglerausgangsgröße per Send-on-Delta-Abtastung übertragen wird, so
sollte man die Reglerparameter über die Normierung (5.16) mit der Approximati-
on (5.24) einstellen, wobei die Koefﬁzienten von (5.24) aus Abbildung C.11 ablesbar
sind und der Parameter ψ zwischen 0 und 1 frei gewählt werden kann, um zwischen
minimaler Nachrichtenanzahl (ψ = 0) und höchstmöglicher Regelgüte (ψ = 1) ab-
zuwägen. Die praktisch unsinnigen Einstellungen mit λ = 0, welche die Nachrich-
tenrate optimieren würden, ohne eine sinnvolle Regelung zu erlauben, werden dabei
vermieden.
Rückführ- und Reglerausgangsgröße energierelevant. Abschließend sei noch der
Fall erwähnt, dass sowohl νy als auch νu relevant sind. Einerseits ist das dann der Fall,
wenn sowohl Rückführ- als auch Reglerausgangsgröße per Send-on-Delta-Abtastung
übertragen werden, d. h. der Regler weder in der Sensor- noch in der Aktoreinheit,
sondern in einem separaten Gerät enthalten ist. Dieser Fall entspricht zwar nicht An-
nahme 2.3 und ist aus energetischer Sicht wegen des „doppelten“ Kommunikations-
aufwands nicht empfehlenswert, ist aber zumindest theoretisch denkbar [VK06,Vas09].
Andererseits entspricht dies der Situation, wenn die Rückführgröße per Send-on-Delta-
Abtastung übertragen wird, aber auch die Stellenergie (4.2) des Aktors berücksichtigt
werden soll, die proportional zu νu ist.
In den genannten Fällen sollte man die Einstellregel dieses Abschnitts (Folgerung C.6)
verwenden, weil sie für ψ = 0 für beide Signale schwingungsfreie (monotone) Verläufe
ermöglicht und für ψ = 1 die optimale Regelgüte. Dass bei einem schwingungsfreien
(monoton steigenden) Verlauf der Stellgröße auch die Regelgröße schwingungsfrei (mo-
noton steigend) ist, liegt an deren monoton steigender Sprungantwort (Abbildung 5.4).
C.8. Simulationsumgebung
Im Rahmen dieser Arbeit wurde eine neue Simulationsumgebung entwickelt, da sich
schnell herausstellte, dass die notwendigen Untersuchungen mit verfügbarer Softwa-
re zwar möglich, aber zeitaufwendiger sind als die Implementierung einer auf diese
Arbeit zugeschnittenen Simulationssoftware. Zunächst wird diese Simulationssoftware
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grob beschrieben und anschließend ihre Bevorzugung gegenüber anderen verfügbaren
Lösungen begründet.
Beschreibung der Simulationssoftware. Es handelt sich bei der Simulationsumge-
bung um ein in Java entwickeltes Framework, mit welchem man durch eine graﬁsche
Benutzeroberﬂäche sehr efﬁzient Regelkreise aus verschiedenen Reglern, Regelstrecken
und Abtastverfahren zusammensetzen, deren Parameter und sonstige Randbedingun-
gen (wie Führungsgrößenverläufe und Genauigkeitsseinstellungen) auf nur einer Be-
dienoberﬂäche einstellen und Simulationsstudien automatisieren kann. Auch eine Vi-
sualisierung von simulierten Signalverläufen ist möglich. Alle Simulationen werden so-
fort automatisch nach zahlreichen Gütekriterien ausgewertet und diese in einem aus-
führlichen Protokoll angezeigt. Sowohl die Signalverläufe einzelner Simulationen – bei-
spielsweise für Darstellungen wie Abbildung 2.7 oder 5.5 – als auch die Gütekriterien
ausführlicher Simulationsstudien – die beispielsweise zur Erstellung von Graﬁken wie
Abbildung 5.10 verwendet wurden – lassen sich als M- oder MAT-Datei speichern und
so mithilfe der umfangreichen Matlab-Visualisierungsmöglichkeiten darstellen. Abbil-
dung C.12 zeigt einen Screenshot der Bedienoberﬂäche.
Abbildung C.12.: Screenshot der Benutzeroberﬂäche des für die Simulationen verwen-
deten Regelungs-Frameworks.
Die Korrektheit der Implementierung wurde durch Vergleich sowohl mit analyti-
schen Berechnungen als auch Simulations-Ergebnissen von Matlab/Simulink ausführ-
lich geprüft. Beispielsweise sind auch in Anhang C.3 einige analytische Plausibilitätsbe-
trachtungen angegeben, die die Korrektheit der Simulationsergebnisse bestätigen. An
manchen Stellen ist die neue Implementierung prinzipbedingt sogar exakter als Mat-
lab/Simulink, beispielsweise bei der Simulation von Verzögerungssystemen erster Ord-
nung, die beiMatlab/Simulink durch die bereitgestellten Integrationsverfahren generell
nicht exakt sind, in der eigenen Implementierung abermathematisch korrekt implemen-
tiert wurden (mit Exponentialfunktionen statt polynomialen Näherungen).
Alle in dieser Arbeit gezeigten Simulationsergebnisse wurden mit der beschriebenen
Simulationssoftware erstellt.
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Diskussion von Alternativen. Für die Untersuchung von Regelkreisen mit ereignis-
basierter Abtastung wurden in den letzten Jahren verschiedene Softwarehilfsmittel er-
stellt. Einige davon existierten noch nicht, als die Arbeiten für die vorliegende Disserta-
tion begannen (insbesondere [DBSV12,RJSD14b,Cha14,CBS+14,RS16]), sodass sie nicht
berücksichtigt werden konnten.
Da die Arbeit inhaltlich auf den Dissertationen von Vasyutynskyy [Vas09] und Plön-
nigs [Plö07] aufbaut, in welchen auch die Simulation von Regelkreisen mit ereignisba-
sierter Abtastung einen zentralen Platz einnimmt, hat der Autor auch die jahrelangen
Erfahrungen beider genannten Wissenschaftler berücksichtigt und die von ihnen ge-
nutzten Simulationswerkzeuge getestet. Vasyutynskyy verwendete Matlab/Simulink
mit der Erweiterung „TrueTime“ der Lund University (auch von Pawlowski et al. ver-
wendet [PGR+09,PGR+10]). Plönnigs nutzte dagegen für seine Untersuchungen ereig-
nisbasierter Regelkreise eine eigene, in Java implementierte Software [Plö07]. Prinzipiell
erlauben beide Simulationswerkzeuge durch geeignete Erweiterung auch die Untersu-
chungen, die für diese Arbeit notwendig sind. Jedoch zeigte sich schnell, dass beide Im-
plementierungen für die Zwecke der vorliegenden Arbeit keine efﬁziente Arbeitsweise
ermöglichen, da sie für andere Zwecke als die Optimierung der Reglereinstellung ent-
worfenwurden und sehr viel Zusatzaufwand für die Konﬁguration von Randbedingun-
gen erfordern, die in der vorliegenden Arbeit gar keine Rolle spielen. Beispielsweise er-
laubt Simulink kein ﬂexibles Austauschen von Reglern, Regelstrecken und Parametern
per einfachem Klick auf das gewünschte System und erfordert erheblichen Zusatzauf-
wand zum Vermeiden von algorithmischen Problemen bei nicht-chronologischen Inte-
grationsverfahren (Solvern) für die zugrundeliegenden Differentialgleichungen. Plön-
nigs’ Software erzeugt wegen ihres Fokus auf die detaillierte Netzwerkmodellierung
einen enormen Overhead zur Erstellung von „Verbindungen“ zwischen Teilsystemen,
weil diese ausführlich modelliert werden müssen, verbunden mit einer deutlich redu-
zierten Simulationsgeschwindigkeit durch die für diese Arbeit unnötig komplexe Da-
tenübergabe zwischen den Systemen. Vergleichbares gilt für andere Simulationsumge-
bungen, die Netzwerke detaillierter abbilden als es in der vorliegenden Arbeit getan
wird (z. B. [FL09]). Deshalb hat sich der Autor entschieden, die oben beschriebene eige-
ne, auf die vorliegende Arbeit zugeschnittene Implementationsumgebung zu program-
mieren.
Der Vorteil von Java verglichen mit Matlab/Simulink liegt neben der erheblich ef-
ﬁzienteren Bedienoberﬂäche in der typsicheren Programmierung (Kompilierung statt
Interpretation), dem eleganteren Umgang mit ereignisbasierten Regelkreisen und der
besseren Darstellung ereignisbasiert abgetasteter Signale. Insbesondere dass die Simu-
lation bei Matlab nicht streng chronologisch ausgeführt wird, führt bei Reglern mit re-
kursiven Algorithmen je nach Typ zu sehr viel Zusatzaufwand und unübersichtlichem
Code. Außerdem sind bei Matlab verschiedene Details (bezüglich der Haltefunktionen,
der Schrittweiten, der Aufrufreihenfolge etc.) für den Endanwender im Unklaren, wäh-
rend er bei einem eigenen Framework alle Details nachvollziehen und bei Bedarf anpas-
sen kann. Für komplexere graﬁsche Darstellungen der Ergebnisse, die mit Java aufwen-
dig wären, wurden jedoch die sehr umfangreichen Werkzeuge von Matlab genutzt, was
über den M- und MAT-Datei-Export des Java-Frameworks problemlos realisiert werden
konnte.
Der Zusatzaufwand für die Softwareentwicklung wurde durch die Zeiteinsparungen
bei den vielen Untersuchungen bei Weitem kompensiert.
226
C.9. Bewertung der Einstellregel bei Zwischenwerten von ψ
C.9. Bewertung der Einstellregel bei Zwischenwerten von ψ
In Ergänzung zu Abschnitt 7.2.3 und 7.2.4 werden hier Werte von ψ zwischen 0 und 1
diskutiert. ψ hat seinen Ursprung entsprechend Abschnitt 5.5.1.3 darin, dass mit ihm ei-
ne lineare Strecke zwischen den LösungenL0 undL1 beschriebenwerden kann. Obwohl
ψ an den Grenzfällen 0 und 1 eindeutig einem der beiden Gütekriterien zugeordnet wer-
den kann, gibt es keine Aussage dazu, welche Gewichtung der Teilgütekriterien einem
ψ mit 0 < ψ < 1 entspricht. Um aber zumindest „etwas“ Vergleichbarkeit herzustellen,
wird dafür in diesem Abschnitt das Optimum entsprechend
Jges(ψ) = ψ · JISE
J1ISE
+ (1− ψ) · Nsc
N0sc
(C.81)
verwendet, wobei J1ISE die quadratische Regelﬂäche bei L
1 ist undN0sc die Nachrichten-
anzahl bei L0.
Ideale Send-on-Delta-Abtastung. Abbildung C.13 zeigt die Gütekriterien als Funkti-










































































Abbildung C.13.: Vergleich der Einstellregel mit dem jeweiligen Optimum bei Optimie-
rung auf Jges nach (C.81). Untersucht wurden Einheitssprungantwor-
ten (bis t = 19 s nach Sprungbeginn) mit η = 0, 5, Δlc/Δr = 0, 1
mit idealer Send-on-Delta-Abtastung (approximiert durch reale Send-
on-Delta-Abtastung mit Ta = τ/100). Weitere Simulationsparameter:
Km = 1, τ = 1 s, Tm = 2 s, Δstick = 0, 1, Tstick = 0, 5 s.
Obwohl Jges nicht direkt der ursprünglichen Intention von ψ entspricht, liegen die
Einbußen bezüglich Jges bei Verwendung der Einstellregel gegenüber dem jeweili-
gen Optimum stets unter 31%, meist sogar deutlich niedriger (Abbildung C.13(a)).
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Außerdem sinkt – wie beabsichtigt – mit steigendem ψ die quadratische Regelﬂä-
che (Abbildung C.13(e)), während die Nachrichtenanzahl relativ stark ansteigt (Abbil-
dung C.13(d)). Das entspricht gut den Ergebnissen der idealisierten Überlegungen aus
Tabelle 5.3. Die optimalen Werte von λ und  werden gemäß der Abbildungen C.13(b)
und C.13(c) recht gut durch die Einstellregel linear approximiert. Die Angabe einer
praxistauglichen Einstellregel, die die optimalen Werte von λ und  besser trifft, wäre
wohl kaum möglich. Ungünstig sind die Einbußen bezüglich Nsc, was aber der schwa-
chen Kausalität zuzuschreiben ist – in bestimmten Einstellungen kommt die Regelgröße
„zufälligerweise“ nahe der Führungsgröße „zum Stehen“, was v. a. die Nachrichtenrate
verglichen zu Einstellungen, die Pendelungen hervorrufen, reduziert.
Der Sprung zahlreicher Teilgraﬁken aus Abbildung C.13 bei ψ = 0 resultiert dar-
aus, dass dort ausschließlich die Nachrichtenanzahl bewertet wird und der Optimierer
die erste gefundene Lösung, welche die minimale Nachrichtenanzahl bei Erreichen von
95% der Führungsgröße erlaubt (hier Nsc = 10 wegen Δlc/Δr = 0, 1), ausgibt.
Reale Send-on-Delta-Abtastung. Abbildung C.14 zeigt die Gütekriterien als Funktion
von ψ am Beispiel η = 0, 5, Ta/τ = 0, 2 und Δlc/Δr = 0, 1 bei periodischer Send-
on-Delta-Abtastung. Die Gütekriterieneinbußen sind erwartungsgemäß etwas größer
als bei idealer Send-on-Delta-Abtastung, qualitativ aber ähnlich. Deshalb werden die










































































Abbildung C.14.: Vergleich der Einstellregel mit dem jeweiligen Optimum bei Optimie-
rung auf Jges nach (C.81). Untersucht wurden Einheitssprungantwor-
ten (bis t = 19 s nach Sprungbeginn) mit η = 0, 5, Ta = τ/5 = 0, 2 s
und Δlc/Δr = 0, 1 mit periodischer Send-on-Delta-Abtastung. Weite-
re Simulationsparameter: Km = 1, τ = 1 s, Tm = 2 s, Δstick = 0, 1,
Tstick = 0, 5 s.
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C.10. Differential-Anteil eines PID-Reglers
Hinweis: Es wird empfohlen, diesen Abschnitt erst im Rahmen der Validierung zu lesen
(z. B. nach Abschnitt 7.2.6), da er vieles aus dem Hauptteil der Arbeit als bekannt vor-
aussetzt (Reglerdiskretisierung, P-T1-Tt-Regelstrecke, Gütekriterien, Einstellregel (5.27)
usw.). In Abschnitt 7.2.6 wird daher noch einmal an diesen Anhang erinnert.
Bereits in Abschnitt 2.5.2 wurden die Nachteile des Differential-Anteils (D-Anteils)
von PID-Reglern diskutiert und gefolgert, dass gerade bei Send-on-Delta-Abtastung der
D-Anteil eher Probleme mit sich bringt als hilft. Während der D-Anteil die Regelgüte
möglicherweise leicht verbessern kann, ist zu erwarten, dass er die Nachrichtenanzahl
– und damit auch das Produkt JProd aus Regelﬂäche und Nachrichtenanzahl – deutlich
erhöht. Auch wenn der D-Anteil in dieser Arbeit nicht umfassend analysiert werden
kann, weil er mit dem P- und I-Anteil in komplexer Wechselwirkung steht, soll die Aus-
sage nachfolgend zumindest anhand einiger Beispiele bestätigt werden.
Der D-Anteil muss dazu zunächst diskretisiert werden. Wie beim I-Anteil gibt es da-




· (ec[k]− ec[k − 1]) (C.82)
verwendet [Vas09] und (2.10a) durch
uc[k] = P [k] + I[k] +D[k] (C.83)
ersetzt.
Da in einer Graﬁk nur die Abhängigkeit der Gütekriterien von zwei Parametern dar-
gestellt werden kann, werden zunächst nur TD (die Vorhaltzeit des D-Anteils nach Deﬁ-
nition 2.11) undKP variiert, dann TD und TI . Diese Bewertung ist nicht ganz „fair“, weil
es möglich ist, dass man noch bessere Einstellungen ﬁndet, wenn man alle drei Parame-
ter gemeinsam variiert, sie genügt aber für die Zwecke dieses Abschnitts. Als Beispiel
werden die – für das Referenzbeispiel typischen – Parameter η = 0, 2 und Δlc/Δr = 0, 1
mit idealer Send-on-Delta-Abtastung (bzw. periodischer Send-on-Delta-Abtastung mit
Ta = τ/100) gewählt. Als Start-Reglerparameter nimmt man am besten die Einstellung
für ψ = 1, da gemäß Abschnitt 2.5.2 der zu erwartende Vorteil des D-Anteils in der
verbesserten Regelgüte liegt, während bei der Nachrichtenanzahl „Qualitätseinbußen“
(mehr Nachrichten) zu erwarten sind. Wegen der schwachen Kausalität gilt das natür-
lich nur im Durchschnitt. Die Reglerparameter nach (5.27) mit ψ = 1 und η = 0, 2
betragen λ = 0, 78 (KP = 3, 9) und η = 1, 5 (TI = 7, 5 s bei Tm = 5 s und τ = 1 s).
Abbildung C.15 zeigt die Gütekriterien JISE und Nsc als Funktion von KP und TD
bei TI = 7, 5 s. Die Erwartung, dass durch das Hinzufügen eines (kleinen) D-Anteils die
Regelgüte etwas besser werden kann, während sich die Nachrichtenanzahl tendenziell
verschlechtert, bestätigt sich, wobei die Lage der „besseren“ Einstellungen (verglichen
mit dem PI-Regler) so „zufällig“ (im Sinne einer schwachen Kausalität) ist, dass es un-
wahrscheinlich ist, die optimalen Parameter in der Praxis zu „treffen“. Analog dazu
zeigt Abbildung C.16 die Gütekriterien JISE und Nsc als Funktion von TI und TD, mit
dem gleichen Ergebnis. Bei größeren TD wird der Regelkreis instabil, wobei die Grenze
von KP abhängt.
Die Abbildungen C.15 und C.16 bilden nur ein Beispiel aus der unendlichen Men-
ge möglicher Randbedingungen (Regelstrecken- und Abtastparameter) und genügen
nicht, um den D-Anteil generell als „nutzlos“ bei Send-on-Delta-Abtastung zu erklären.
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(a) JISE in s (b) Nsc
Abbildung C.15.: Gütekriterien JISE und Nsc als Funktion von KP und TD bei η = 0, 2,
Δlc/Δr = 0, 1, TI = 7, 5 s. Die Einstellregel (5.27) mit ψ = 1 er-
gibt KP = 3, 9 und TD = 0. Simulierte Dauer 99 s ab Sprungbe-
ginn. Andere Parameter: τ = 1 s, Tm = 5 s, KP = 1, Tstick = 2 s,
Δstick = Δlc = 0, 1, Ta = τ/100 = 0, 01 s.
(a) JISE in s (b) Nsc
Abbildung C.16.: Gütekriterien JISE und Nsc als Funktion von TI und TD bei η = 0, 2,
Δlc/Δr = 0, 1, KP = 3, 9. Die Einstellregel (5.27) mit ψ = 1 ergibt
TI = 7, 5 s und TD = 0. Andere Parameter wie in Abbildung C.15.
Es wurden auch andere Simulationen durchgeführt, die zwar prinzipiell ähnliche Er-
gebnisse lieferten wie der gezeigte Fall, aber gerade bei größeren Schwierigkeitsgraden
η zeigt sich zunehmend eine zwar nur leichte, aber nicht mehr so „zufällige“ Verbes-
serung der Regelgüte unter Verwendung eines kleinen D-Anteils (im Bereich von etwa
TD ≈ 0, 3 · τ ). Eine ausführliche Analyse hätte den Rahmen der Arbeit gesprengt und
muss späteren Arbeiten vorbehalten werden. Zudem wurden in Abschnitt 2.5.2 weitere
Probleme des D-Anteils genannt, die dafür sorgen, dass der D-Anteil selbst bei peri-
odisch abgetasteten (oder zeitkontinuierlichen) Regelkreisen üblicherweise nicht einge-
setzt wird. Auch das verringerte die Priorität einer genaueren Analyse des D-Anteils in
dieser Arbeit.
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C.11. Optimale Einstellung bei sinusförmigen
Störgrößenverläufen
Dieser Anhang ergänzt Abschnitt 7.2.5, in dem es um die optimale Reglereinstellung
bei P-T1-Tt-Regelstrecken und sinusförmigen Störgrößenverläufen geht. Wie dort aus-
führlicher erklärt wird, hängen die optimalen Werte der (normierten) Reglerparameter
λ und  von den Größen A/Δlc, Ts/τ (oder Ts/Tm), η, dem Optimierungsziel (im Sinne
von ψ), Ta, Tstick und Δstick ab, und zwar wegen der schwachen Kausalität ereignisba-
siert abgetasteter Regelkreise stark nichtlinear. Für alle denkbaren Kombinationen der
genannten Größen jeweils die optimalen Reglerparameter anzugeben, ist daher nicht
möglich. Es werden nur besonders praxisrelevante Fälle untersucht. Da der Untersu-
chungsgegenstand „sinusförmige Störung“ aus dem Praxisbeispiel „Raumtemperatur-
regelung“ abgeleitet ist und für viele andere Anwendungen keine Rolle spielt, werden
die Parameter für die nachfolgend dargestellten Graﬁken passend zu diesem Anwen-
dungsfall gewählt.
Bei der Raumtemperaturregelung beträgt die Totzeit ca. 3 bis 5 Minuten (siehe (7.5)
auf Seite 140) und die Periode der sinusförmig approximierten Störgröße einen Tag. Es
wäre auch eine Periode von einem Jahr denkbar, aber durch den großen Unterschied
beider Perioden hat der Tageszyklus deutlich mehr Einﬂuss auf die optimalen Regler-
parameter als der Jahreszyklus. Entsprechend sind die Werte des Quotienten Ts/τ im
Bereich 288 ≤ Ts/τ ≤ 480 interessant. Δlc liegt bei Temperatursensoren üblicherweise
zwischen 0,1K und 0,5K (siehe Abschnitt 7.3.1.1) und die AmplitudeA der sinusförmig
approximierten Störgröße je nach Alter bzw. Dämmstandard des Gebäudes zwischen
1K und 4K.1 Somit liegt der Quotient A/Δlc je nach Situation im relativ weiten Bereich
2 ≤ A/Δlc ≤ 40, wobei mittlere Werte aber am wahrscheinlichsten sind, da man im
Normalfall weder eine Altbauwohnung (A ≈ 4K) auf 0,1K genau regeln wird noch ein
hervorragend gedämmtes Gebäude (A ≈ 1K) auf nur 0,5K genau.
Die Abbildungen C.17 bis C.23 zeigen ausgewählte Ergebnisse. Jede der Abbildun-
gen zeigt sechs Teilgraﬁken, die jeweils die optimalen Werte von λ und  für drei un-
terschiedliche Optimierungsziele darstellen (Minimierung von Produktgütekriterium
JProd, quadratischer Regelﬂäche JISE und Nachrichtenanzahl Nsc), jeweils in Abhän-
gigkeit von A/Δlc und Ts/τ . Dabei beziehen sich die Abbildungen C.17 bis C.20 auf
(näherungsweise) ideale Send-on-Delta-Abtastung (approximiert durch eine periodische
Send-on-Delta-Abtastung mit Ta = τ/10) und die Abbildungen C.21 bis C.23 auf periodi-
sche Send-on-Delta-Abtastung mit Ta = τ , also der zehnfachen Abtastperiode. Ansons-
ten unterscheiden sich die Abbildungen nur bezüglich η. Die anderen Simulationspara-
meter sind τ = 1 s, Tstick = 2 s, die simulierte Dauer beträgt 1000 s, die Führungsgröße
beträgt r(t) ≡ 0, Km = 1, Δlc = Δstick = 1.
Zur Ermittlung der optimalen normierten Reglerparameter wurde für jede der dar-
gestellten Parameterkombinationen eine Simulationsstudie mit jeweils 10.000 Reglerpa-
rameterkombinationen (100λ x 100 ) durchgeführt, wobei λ zwischen 0 und 4 variiert
wurde und  in einer logarithmischen Skala zwischen 0,01 und 10.000, um auch (fast)
reine P-Regler mit in die Untersuchung aufzunehmen. In den Graﬁken sind die Werte
von  bei 4 abgeschnitten (größere Werte sind weiß dargestellt), damit die relevanteren
kleineren Werte besser ablesbar sind.
Es ist nicht zweckmäßig, jede der Abbildungen im Einzelnen zu diskutieren. Eine
Auswertung der Ergebnisse ist in Folgerung 7.5 in Abschnitt 7.2.5 zu ﬁnden.
(ToDo:F: neu:)
1Das täglich „abgefahrene“ Intervall (die Temperaturspanne) ist doppelt so groß, da die AmplitudeA nur
den Abstand des Maximums vom Mittelwert angibt.
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(a) λopt bei Optimierung von Nsc (b) opt bei Optimierung von Nsc
(c) λopt bei Optimierung von JISE (d) opt bei Optimierung von JISE
(e) λopt bei Optimierung von JProd (f) opt bei Optimierung von JProd
Abbildung C.17.: Optimale normierte Reglerparameter λopt und opt als Funktion von
A/Δlc und Ts/τ bei Optimierung von Nsc, JISE und JProd bei einer
sinusförmigen Störgröße und r(t) ≡ 0. Die wichtigsten anderen Pa-
rameter sind η = 0, 1 und Ta = τ/10 (nahezu ideale Send-on-Delta-
Abtastung). Sonstige Parameter siehe Text.
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(a) λopt bei Optimierung von Nsc (b) opt bei Optimierung von Nsc
(c) λopt bei Optimierung von JISE (d) opt bei Optimierung von JISE
(e) λopt bei Optimierung von JProd (f) opt bei Optimierung von JProd
Abbildung C.18.: Optimale normierte Reglerparameter λopt und opt als Funktion von
A/Δlc und Ts/τ bei Optimierung von Nsc, JISE und JProd bei einer
sinusförmigen Störgröße und r(t) ≡ 0. Die wichtigsten anderen Pa-
rameter sind η = 0, 2 und Ta = τ/10 (nahezu ideale Send-on-Delta-
Abtastung). Sonstige Parameter siehe Text.
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C. Ergänzungen zu den eigenen Beiträgen
(a) λopt bei Optimierung von Nsc (b) opt bei Optimierung von Nsc
(c) λopt bei Optimierung von JISE (d) opt bei Optimierung von JISE
(e) λopt bei Optimierung von JProd (f) opt bei Optimierung von JProd
Abbildung C.19.: Optimale normierte Reglerparameter λopt und opt als Funktion von
A/Δlc und Ts/τ bei Optimierung von Nsc, JISE und JProd bei einer
sinusförmigen Störgröße und r(t) ≡ 0. Die wichtigsten anderen Pa-
rameter sind η = 0, 5 und Ta = τ/10 (nahezu ideale Send-on-Delta-
Abtastung). Sonstige Parameter siehe Text.
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(a) λopt bei Optimierung von Nsc (b) opt bei Optimierung von Nsc
(c) λopt bei Optimierung von JISE (d) opt bei Optimierung von JISE
(e) λopt bei Optimierung von JProd (f) opt bei Optimierung von JProd
Abbildung C.20.: Optimale normierte Reglerparameter λopt und opt als Funktion von
A/Δlc und Ts/τ bei Optimierung von Nsc, JISE und JProd bei einer
sinusförmigen Störgröße und r(t) ≡ 0. Die wichtigsten anderen Pa-
rameter sind η = 1, 0 und Ta = τ/10 (nahezu ideale Send-on-Delta-
Abtastung). Sonstige Parameter siehe Text.
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C. Ergänzungen zu den eigenen Beiträgen
(a) λopt bei Optimierung von Nsc (b) opt bei Optimierung von Nsc
(c) λopt bei Optimierung von JISE (d) opt bei Optimierung von JISE
(e) λopt bei Optimierung von JProd (f) opt bei Optimierung von JProd
Abbildung C.21.: Optimale normierte Reglerparameter λopt und opt als Funktion von
A/Δlc und Ts/τ bei Optimierung von Nsc, JISE und JProd bei einer
sinusförmigen Störgröße und r(t) ≡ 0. Die wichtigsten anderen Pa-
rameter sind η = 0, 1 und Ta = τ (periodische Send-on-Delta-Abtas-
tung). Sonstige Parameter siehe Text.
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(a) λopt bei Optimierung von Nsc (b) opt bei Optimierung von Nsc
(c) λopt bei Optimierung von JISE (d) opt bei Optimierung von JISE
(e) λopt bei Optimierung von JProd (f) opt bei Optimierung von JProd
Abbildung C.22.: Optimale normierte Reglerparameter λopt und opt als Funktion von
A/Δlc und Ts/τ bei Optimierung von Nsc, JISE und JProd bei einer
sinusförmigen Störgröße und r(t) ≡ 0. Die wichtigsten anderen Pa-
rameter sind η = 0, 5 und Ta = τ (periodische Send-on-Delta-Abtas-
tung). Sonstige Parameter siehe Text.
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(a) λopt bei Optimierung von Nsc (b) opt bei Optimierung von Nsc
(c) λopt bei Optimierung von JISE (d) opt bei Optimierung von JISE
(e) λopt bei Optimierung von JProd (f) opt bei Optimierung von JProd
Abbildung C.23.: Optimale normierte Reglerparameter λopt und opt als Funktion von
A/Δlc und Ts/τ bei Optimierung von Nsc, JISE und JProd bei einer
sinusförmigen Störgröße und r(t) ≡ 0. Die wichtigsten anderen Pa-
rameter sind η = 1, 0 und Ta = τ (periodische Send-on-Delta-Abtas-
tung). Sonstige Parameter siehe Text.
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Wie schon in den Abschnitten 1.1, 6.3 und 8.1 angedeutet wurde, ist die Arbeit im Kon-
text der Entwicklung eines adaptiven Reglers für Send-on-Delta-Abtastung entstanden,
d. h. eines Reglers, der die relevanten Eigenschaften der Regelstrecke selbständig er-
kennt und seine Parameter automatisch anpasst. Eine umfassende Diskussion dieses
Themas würde den Rahmen dieser Arbeit sprengen. Einige wichtige Ergebnisse wur-
den in [HVPK12,HK13] veröffentlicht.
Die vorliegende Arbeit kann einen wichtigen Teil eines solchen adaptiven Reglers bil-
den, da die Adaption das Wissen über die optimale Reglereinstellung, welche in dieser
Arbeit beschrieben wird, als einen von mehreren Bausteinen benötigt. Weitere Baustei-
ne sind die Schätzung der Regelstrecken-Struktur und ihrer Parameter sowie ein praxi-
staugliches „Lernverfahren“, d. h. ein Verfahren, wie sich die Parameter an die optima-
len Werte annähern, ohne dass aufgrund von Messfehlern oder ungünstiger Betriebs-
weise das bereits in Abschnitt 6.3 genannte „Bursting“ droht.
Die Bedeutung der Adaption für die Nutzbarkeit der Ergebnisse dieser Arbeit wird
nachfolgend am Referenzbeispiel erläutert.
Bisher werden die Reglerparameter handelsüblicher Raumtemperaturregler üblicher-
weise gar nicht eingestellt, sondern die Regler arbeiten mit mehr oder weniger robusten
„Default-Parametern“, die bei vielen Räumen akzeptable Ergebnisse liefern, aber weit
unter dem theoretischen Optimum liegen (siehe Abschnitte 1.2 und 6.3). Um die Ein-
stellregeln dieser Arbeit zur Regelkreisoptimierung zu nutzen, benötigt man ein Mo-
dell der Regelstrecke, also hier ein Raummodell, welches durch die Auswertung von
(langwierigen) Experimenten parametriert werden muss (wie in Abschnitt 7.3.2). Dies
für jeden Raum eines Gebäudes einzeln durchzuführen, wäre für Laien zu schwierig
und bei Durchführung durch Experten zu teuer. Zudem müsste dies erneut erfolgen,
wenn sich die Parameter der Regelstrecke ändern, was bei der Raumtemperaturrege-
lung häuﬁg vorkommt (siehe Anhang B.6). Durch Einsatz eines adaptiven Reglers ge-
schieht die Messung, Modellbildung und Regleroptimierung automatisch und fortwäh-
rend, sodass auch bei Änderungen der Regelstreckenparameter stets das nahezu opti-
male Regelkreisverhalten gewährleistet ist, ohne dass vom Nutzer manueller Aufwand
oder Expertenwissen erwartet würde. Durch einen adaptiven Regler wird eine Regler-
optimierung also im Referenzbeispiel erst wirklich praxistauglich. In anderen Anwen-
dungsfällen, bei denen eine manuelle Modellbildung wirtschaftlich sinnvoll ist, kann
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