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Abstract
Using a ﬁxed set of colors C, Ann and Ben color the edges of a graph G so that no monochromatic cycle may appear. Ann wins
if all edges of G have been colored, while Ben wins if completing a coloring is not possible. The minimum size of C for which
Ann has a winning strategy is called the game arboricity of G, denoted by Ag(G). We prove that Ag(G)3k for any graph G of
arboricity k, and that there are graphs such that Ag(G)2k − 2. The upper bound is achieved by a suitable version of the activation
strategy, used earlier for the vertex coloring game. We also provide two other strategies based on induction and acyclic colorings.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
We consider the following variant of the well-known graph coloring game introduced independently by Brams
(cf. [7]) and Bodlaender [4]. Ann and Ben alternately color the edges of a graph G using a ﬁxed set of colors C. The
only restriction they both have to respect is that no monochromatic cycle may be created. Ann wants to accomplish
a coloring of the whole graph G, while Ben aims to achieve a partial coloring that would not be extendable without
violating the acyclicity condition. The minimum size of C guaranteeing a win for Ann is the game arboricity of G,
which we denote by Ag(G). Clearly, Ag(G) is at least A(G)—the usual arboricity of a graph G, that is, the minimum
number of forests needed to cover the edges of G.
In the paper we present three different approaches to the problem of estimating Ag(G). Our main result asserts that
Ag(G)3A(G) for any graph G. We prove it by a suitable directed-edge version of the activation strategy. On the
other hand, for any k we construct a graph G of arboricity k such that Ag(G)2k − 2. We also give a strategy for Ann
based on the acyclic coloring of G, that is, a proper coloring of the vertices of G in which there are no two-colored
cycles. The resulting bound on Ag(G) is weaker, but the strategy is simpler and may be useful for other variants of the
game. Our approach is similar to that of Dinski and Zhu [6] for the vertex coloring game. Finally, using an induction
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argument we show that Ag(G) = 2 for any 2-degenerate graph G. This supports a conjecture that perhaps Ag(G)d,
for each d1 and any d-degenerate graph G.
2. Warm-up
We start with two simple examples showing that the game arboricity can be strictly larger than the usual arboricity,
and that it is not monotone on subgraphs.
Let G = K4 be the complete graph on four vertices. Since K4 has a partition into two edge-disjoint paths we have
A(G)2. However, Ann cannot win the arboricity game on G with only two colors. Indeed, suppose she starts with
coloring an edge e with red. Then Ben may color the remaining nonadjacent edge f with blue. Now Ann has to join
these two edges with either color. Then Ben can reply in the same way as before, by coloring the opposite edge with a
different color. This gives a “red–blue diamond”, that is, a four cycle with two adjacent edges red, two adjacent edges
blue, and a noncolored chord. To avoid a monochromatic triangle a new color is needed, so Ann looses the game.
To see that the game arboricity is not monotone on subgraphs consider a graph G consisting ofK4 with one additional
edge e joined to any of its vertices.Ann can win the arboricity game on this graph with two colors. Indeed, she may start
with coloring the edge e red. This forces Ben to start on K4. Now, Ann may follow Ben’s steps by coloring opposite
edges with the same color he used. In this way she prevents a red–blue diamond and wins the game.
Deﬁne a k-rainbow as a graph consisting of a center edge e = uv together with k edge disjoint u, v-paths of
length at least two. Thus a special case of a 2-rainbow is a four cycle with a chord, which we call a diamond. Let
R(G) be the maximum k such that there is a k-rainbow in G. Clearly, if there are more than R(G) colors available
then Ann wins without any effort and we have Ag(G)R(G) + 1. For each edge e ∈ E(G), denote by r(e) the
minimum of the degrees of its ends. Let ′(G) be the maximum of r(e) in G. Since ′(G)R(G) we have also that
Ag(G)′(G) + 1.
3. 2-Degenerate graphs
A graph G is d-degenerate if each subgraph of G contains a vertex of degree at most d. For instance, planar graphs
are 5-degenerate and outerplanar graphs are 2-degenerate.
Theorem 1. If G is a 2-degenerate graph then Ag(G)2.
Proof. We shall prove it by induction on the number of edges. The assertion is true for all graphs with one or two
edges. Assume that it is true for all 2-degenerate graphs with at most m edges and let G be any 2-degenerate graph
with m + 1 edges. We may assume that G is not a forest. At the beginning of the game Ann arbitrarily ﬁxes two
edges e, f such that each cycle through one of them contains the other. Such a nonseparable pair always exists in a
2-degenerate graph G. Indeed, the maximal subgraph of G without vertices of degree 1 must have a vertex of degree
exactly 2. Ann starts and continues the game on G\{e, f } according to her winning strategy (which exists by the
inductive assumption). If at any moment of the game Ben colors one of the edges e or f, then Ann immediately colors
the other edge with the opposite color. This move is always legal since each cycle in G contains either both of the
edges e, f, or none of them. Moreover, such a pair of moves cannot create any dangerous conﬁguration in G. So,
after that Ann can go back to the broken game and continue playing according to her strategy on G\{e, f }. If Ben
has not colored any edge of the pair {e, f } till the very end, then it means that all edges of G except e, f, have been
acyclically colored. Thus coloring e and f with distinct colors cannot create a monochromatic cycle. This completes the
proof. 
Corollary 1. If G is an outerplanar graph then Ag(G)2.
4. Acyclic coloring strategy
Let f be an acyclic coloring of the vertices of G, that is, a proper coloring of the vertices of G such that there is no
2-colored cycle. Then each pair of color classes induces a forest and the edges of G can be oriented so that every vertex
has at most one outneighbor in each color class. Such an orientation G is said to respect a coloring f. Now consider a
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derived coloring f ′ of the edges of G deﬁned by f ′(x, y) = f (y), that is, each edge gets a color of its head. It is not
hard to see that a derived coloring f ′ has the following nice properties:
(1) Tail adjacent edges have distinct colors.
(2) Head adjacent edges have the same color.
(3) The edges of one color class form a star forest in G.
In particular, the last property shows that the star arboricity of a planar graph G is at most 5, which was posed as an
open problem in [1]. Indeed, by the theorem of Borodin [5] every planar graph has an acyclic 5-coloring.
Let a(G) denote the acyclic chromatic number of a graph G, deﬁned as the minimum number of colors in any acyclic
coloring of G.
Theorem 2. Ag(G)a(G)2, for every graph G.
Proof. Before the game starts Ann ﬁxes an acyclic k-coloring f : V → {1, . . . , k} of the vertices of G, where
k = a(G). Let G be any orientation of G respecting f and let f ′ be the derived edge coloring of G. Notice that the
maximum outdegree of a vertex in G is equal to k − 1. Let S =⋃ki=1Si be another set of colors where each set Si
consists of k different shades of color i. We assume that the sets Si are pairwise disjoint, hence |S| = k2. Ann and
Ben will play using colors of S. If an edge e is colored with any shade of f ′(e) by either player, we say it is well
colored. Otherwise, it is badly colored. Call an oriented edge (x, y) dangerous if it is uncolored and there is an oriented
edge (z, x) which has been badly colored with some shade of f ′(x, y) = f (y). Ann’s strategy follows the following
rules:
(1) Ann will always play by well coloring some edge.
(2) If there is no dangerous edge in G then Ann colors any edge.
(3) If Ben has just created a dangerous edge then Ann will color it in her next move.
We claim that afterAnn’s move there are no dangerous edges in G at all, while after Ben’s move there can be at most
one dangerous edge (x, y) with exactly one incoming edge (z, x) colored with a shade of f (y). We apply induction
with respect to the number of moves.Assume all of the above is true and it isAnn’s turn now. If no edge was dangerous
she well-colors any edge which cannot make any uncolored edge dangerous. Otherwise there is exactly one dangerous
edge (x, y) and, by the inductive assumption, there is exactly one edge (z, x), such that f (z, x) ∈ Sf (y). Therefore
there is a correct color for (x, y). In fact, there are at most k − 2 edges outgoing from x (except (x, y)) plus one edge
(z, x), which gives a total of at most k − 1 edges colored with shades of f (y). Since there are k different shades of
each color, there is still a free shade for (x, y).
Now, if it is Ben’s turn, then, by the inductive assumption, there are no dangerous edges at all. If Ben well-colors an
edge nothing wrong happens. If he colors badly, then at most one dangerous edge may appear (with exactly one edge
witnessing its dangerousness). This follows from the property (1) stated before the theorem.
Finally, observe that well-coloring an edge (x, y) cannot create a monochromatic cycle and the proof is
complete. 
A similar but more complicated argument, based on pairs of colors rather than shades, gives a slightly better estimate
Ag(G)( k2 ) + 2k.
5. Activation strategy
In this section we prove the main result of the paper which says that Ag(G)3A(G) for any graph G. The key
idea is to develop a suitable edge version of the activation strategy, used earlier for different variants of the vertex
coloring game (see [8,10]). For this purpose we introduce the following auxiliary edge-marking game on a directed
graph D = (V ,E). Ann and Ben alternately mark the edges of D with Ann playing ﬁrst. At each moment of the game
let U ⊆ E be the set of unmarked edges. For each edge xy ∈ U denote by m(xy) the number of marked edges incident
with the vertex x. Note that m(xy) is a dynamic parameter that changes during the game. Ann’s goal is to keep the
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number max{m(e) : e ∈ U} as low as possible during the whole game. Ben will try to maximize it. Denote by m(D)
the highest value of max{m(e) : e ∈ U} when both players play optimally.
Theorem 3. Let D be a directed graph with maximum outdegree at most k. Then m(D)3k − 1.
Proof. We shall describe a strategy for Ann guaranteeing that at any moment of the game, for each unmarked edge xy
there are at most 3k − 1 marked edges incident with x. Before Ann will decide which edge she will mark in her turn,
she applies the following activation procedure. For better visualization assume that the edges of D are made of long
glow-lamps, which are glowing when activated. Let U ⊆ E be the set of unmarked edges, whenAnn is about to move.
Let xy be the edge just marked by Ben (or any edge at the beginning of the game), and let E+(y) be the set of edges
outgoing from y. First Ann activates xy (if it was nonactive), and looks for unmarked edges in the set E+(y). If the set
U ∩ E+(y) is empty, Ann chooses any unmarked edge in D and starts the procedure again. Otherwise, she chooses
any edge from U ∩ E+(y), say yz, and jumps to it. If yz is already active then Ann marks it. Otherwise, she activates
it and then looks for any unmarked edge in E+(z). Repeating this step, Ann will eventually either jump into an active
unmarked edge, in which case she will mark it, or reach an edge uv without unmarked edges in the set E+(v). In the
last case she will mark the edge uv.
Notice that after Ann’s move only active edges are marked, while after Ben’s move there can be at most one marked
nonactive edge. Thus to prove the assertion of the theorem it sufﬁces to bound the number of active edges at the
tail of any unmarked edge xy. Let E+(x) and E−(x) denote the sets of outgoing and ingoing edges incident with x,
respectively. According to the activation procedure Ann can jump into the same edge xv at most two times (ﬁrst time
she activates it, second time she marks it). Hence, for each active marked edge xv in the set E+(x) there can be at most
two active edges in the set E−(x) from which Ann could have jumped into xv, while for each active unmarked edge in
E+(x) there can be at most one such edge in E−(x). In the worst case, when each edge in E+(x) is marked (except
xy) and xy is already activated, this gives a total of k + 2(k − 1) + 1 = 3k − 1 active edges around x. This completes
the proof. 
Let L(G) = max(|E(H)| / |V (H)|) where H ranges over all subgraphs of G. The following lemma can be
found in [2].
Lemma 1. A graph G has an orientation D with maximum outdegree at most k if and only if L(G)k.
By the well-known theorem of Nash–Williams (cf. [9, p. 346, Corollary 8.2.56])A(G)=max|E(H)|/(|V (H)|−1)	
over all subgraphsH ofG. So, we have L(G)	=A(G) orA(G)−1, but there are graphs forwhich the second possibility
holds. Therefore we state our main result in the following way.
Theorem 4. If G is a graph with L(G)k then Ag(G)3k.
Proof. To apply the activation strategy Ann orients the edges of G so that the outdegree of any vertex is at most k,
which is possible by Lemma 1. Then she plays according to the activation strategy, which guarantees that there are at
most 3k − 1 different colors around the tail of any uncolored edge xy. Hence, if there are 3k colors available, there
is always a free color with which Ann or Ben can color xy without creating a monochromatic cycle through xy. This
proves the theorem. 
Corollary 2. If G is a graph of arboricity at most k then Ag(G)3k. In particular, Ag(G)9 for any planar
graph G.
It is worth noticing that the strategy based on activation of directed edges works well even if Ben is allowed to color
as many active edges as he wishes plus one nonactive edge in one turn. It is also useful for other variants of the vertex
coloring game. In [3] we applied it to the edge coloring game, where the players color the edges of a graph so that no
two incident edges may get the same color. Indeed, if the number of colors is greater than (G)+L(G) thenAnn wins
the game, which improves previous bounds for d-degenerated graphs. Notice also that a graph of acyclic chromatic
number at most k can be oriented so that each vertex has at most k − 1 outgoing edges. Thus Ag(G)3k which is
much better than Theorem 2.
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6. The lower bound
Let k1 be a positive integer, and let Q and I be disjoint sets with |Q| = 2k and |I | = ( 2k
k
)k2. Deﬁne a graph Hk on
the set of vertices Q ∪ I as follows:
(1) The set Q induces a clique K2k , while the set I is independent in Hk .
(2) The set I can be written as a union of pairwise disjoint sets IS of size k2, where S ranges over all k-subsets of Q,
such that S ∪ IS induces a complete bipartite graph Kk,k2 .
(3) There are no other edges in Hk .
We call this graph the k-hedgehog. The edges of K2k will be called the clique-edges and the other edges will be
called the sub-edges. Notice that the arboricity of a k-hedgehog Hk is exactly k. Indeed, A(Hk)k, since A(K2k)= k.
Moreover, we may extend an edge k-coloring of K2k (witnessing the equality A(K2k) = k) so that the edges in-
cident to the same vertex in I will have different colors. Clearly this will not create a monochromatic cycle, thus
A(Hk) = k.
Also observe that if there are t red sub-edges incident to the same vertex in I then there can be at most 2k − t red
clique-edges (otherwise a red cycle will appear). This is simply because there can be at most n edges in a cycle-free
graph on n + 1 vertices. This suggests that Ben should try to color many sub-edges incident on the same vertex in I
with the same color.
Theorem 5. For every k-hedgehog Hk , Ag(Hk)2k − 2.
Proof. The assertion holds trivially for k = 1, thus let k2. Assume ﬁrst that Ann colors only clique-edges and Ben
colors only sub-edges. We will show that Ben can play so that there can be at most k + 1 clique-edges of the same
color. Suppose e is the ﬁrst edge colored by Ann; let us assume it is red. Then Ben chooses two disjoint k-subsets
S, T ⊂ Q, two vertices u ∈ IS , v ∈ IT , and colors red any edge incident to u or v. For each clique-edge colored red by
Ann he replies with a red sub-edge incident on u or v. Since both players must avoid a red cycle this “red-phase” will
take exactly (2k + 2) − 1 = 2k + 1 rounds. Indeed, in each move Ann reduces the number of admissible sub-edges
between {u, v} and Q by at most one. So, there will be at most k + 1 red edges in the clique of Hk . If Ann starts with
another color before the red phase ended Ben immediately replies by choosing another two k-subsets in Q with two
new vertices in I. So, there can be many “color-phases” played simultaneously, but none of them result in more than
k + 1 clique-edges. So, if there were only 2k − 3 colors available then only (2k − 3)(k + 1) clique-edges could be
colored which is less than the total number of clique-edges.
It remains to justify that coloring sub-edges by Ann can only hurt her. To see this allow Ben to start a new “color-
phase” if necessary and then play as before. Since there are 2k edges between the sets {u, v} and Q, Ann cannot prevent
him from completing this phase even if she colors these sub-edges. Also there are sufﬁciently many vertices attached
to each k-subset of Q to guarantee that Ben can start each new phase on a free pair of vertices {u, v}. This completes
the proof. 
7. Final remarks
Our results show that the arboricity game behaves more tamely than its prototype, the vertex-coloring game. In fact,
Ag(G) is bounded in terms of A(G) while the difference between chromatic number (G) and its game analog g(G)
can be arbitrarily large already for bipartite graphs. Also some questions which are hard for the vertex game can be
easily answered (at least for some classes of graphs) using our results. For instance, in [10] Zhu asked whether the
fact that Ann wins the vertex game with k colors on a graph G implies that she wins with k + 1 colors, too. At ﬁrst
glance the question looks like a joke—the more colors, the better for Ann. However, despite some efforts, no proof
was supplied so far. The inductive proof of Theorem 1 shows that the answer is positive in case of the arboricity game
on 2-degenerate graphs. Also a weaker version of the problem, which asks for a function f (k)> k such that Ann wins
with f (k) colors provided she wins with k colors, is easily solved, as we may take f (k) = 3k.
Let g(k) be the maximum ofAg(G) over all graphs of arboricity at most k. By our results we have 2k−2g(k)3k.
It would be interesting to ﬁnd out which of these two bounds is closer to the truth. The result of Section 3 suggests that
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perhaps Ag(G)d, for any d-degenerate graph G. Since any graph of arboricity k is (2k − 1)-degenerate this would
imply that g(k)2k − 1.
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