We provide a set of maximal rank-deficient submatrices of a Kronecker product of two matrices A ⊗ B, and in particular the Kronecker product of Fourier matrices F = F n1 ⊗ . . . ⊗ F n k . We show how in the latter case, maximal rank-deficient submatrices can be constructedas tilings of rank-one blocks. Such tilings exist for any subgroup of a suitable Abelian group associated to the matrix F . These maximal rank-deficient submatrices are also related to an uncertainty principle for Fourier transforms over finite Abelian groups, for which we can then obtain stronger versions.
Introduction
In this paper we search the maximal rank-deficient submatrices of a Kronecker product of matrices, and in particular the Kronecker product of Fourier matrices. This paper can be considered as a follow-up of [1] , where the case of a single Fourier matrix with order a power of a prime number was considered.
Let us start with some basic definitions. For n ∈ N \ {0}, the Fourier matrix of size n is defined as
n−1 i,j=0 , where ω = exp(2πi/n) with i := √ −1. Note that this is a special case of a Vandermonde matrix, at least if we neglect the scaling factor For a column vector v ∈ C n , the Hamming weight of v is defined as the number of nonzero entries of v, and denoted by H(v).
The following result was first proved by Matolcsi and Szucs [6] in a group theoretical context. Theorem 1 (Uncertainty principle:) Given a matrix
where each F ni is the Fourier matrix of size n i , where ⊗ denotes the Kronecker product (as defined in Eq. (11)), and with n := n 1 . . . n k . Then we have
where v ∈ C n denotes an arbitrary nonzero vector.
The reason why we did not use brackets in (1) is that the Kronecker product is known to be associative.
Note that the above result is of a negative type, since it shows that for a Fourier-like matrix F as in the statement of the theorem, it is impossible to find a nonzero vector concentrated on a small set (having small Hamming weight H(v)), for which the matrix-vector product is concentrated on a small set as well, i.e., H(F v) is small as well. This interpretation reveals why Theorem 1 goes under the name 'uncertainty principle', in analogy with the classical result in quantum physics.
We refer to the references [2, 11, 9] for some interesting generalizations and analogues of Theorem 1. In what follows, we will approach the uncertainty principle from a linear algebra point of view. Let us denote with I the set of indices where F v is nonzero, and with J the set of indices where v is nonzero. (Note that by definition, the cardinalities of these sets are equal to the Hamming weights H(F v) and H(v), respectively). Obviously, we should have
where N := {1, . . . , n}, and where v| J denotes the vector obtained by restricting v to the set of its nonzero indices J. In other words, (3) states that the submatrix F (N \ I, J) of F is rank-deficient in the sense that its null space is non-empty. The uncertainty principle tells then that such a rank-deficient submatrix F (N \ I, J) can not have an arbitrarily large number of rows, assuming that its number of columns is fixed, since we must have the restriction |I| · |J| ≥ n. This result is negative since it restricts the size of the rank-deficient submatrices, and hence the structure of F .
Interestingly, this negative result turns out to be complemented by a positive result, in which the existence of rank-deficient submatrices containing many rows in comparison to their number of columns is answered affirmatively when F is a Kronecker product of Fourier matrices. More precisely, we will show how a set of maximal rank-deficient submatrices of F can be constructed via tilings of rank-one blocks.
This paper is organized as follows. Section 2 recalls some facts about rankdeficient submatrices of Fourier matrices from [1] . Section 3 considers low rank submatrices of a Kronecker product. Section 4 characterizes a set of maximal rank-deficient submatrices of a Kronecker product. Conclusions are given in Section 5.
Rank-deficient submatrices of Fourier matrices
In this section we recall some basic definitions and results concerning rankdeficient submatrices of Fourier matrices from [1] , and we provide some additional results as well.
In what follows, we call a matrix A ∈ C m×n rank-deficient if Rank A < n, or equivalently, if there exists a non-zero vector v ∈ C n such that Av = 0. The aim of this paper is to search the size of the maximal rank-deficient submatrices of a Fourier-like matrix of the form (1) .
To make the concept of 'maximal' rank-deficient submatrix more precise, we introduce the following definition.
Definition 2 For a matrix A ∈ C
n×n and an integer d ∈ {1, . . . , n}, we define the Hamming number H A (d) as the minimal cardinality of all index sets I for which A(N \ I, J) is rank-deficient, under the restriction that |J| ≤ d. Here we denote N := {1, . . . , n}.
It may seem odd that the above definition works with the number of row indices in the complement of a maximal rank-deficient submatrix, rather than the number of row indices of the rank-deficient submatrix itself. However, we do this to stay close to the formulation of the uncertainty principle. Indeed, it can be noted that Definition 2 allows the following reformulation of Theorem 1:
where F is any matrix of the form (1).
As an example, consider the Fourier matrix F 5 . It is known that Fourier matrices of prime order do not have any square singular submatrix (see [5] for a historical overview about this statement). Therefore, the matrix F 5 can have only rank-deficient submatrices of a trivial type, i.e., for which the number of rows is strictly smaller than the number of columns. We have then H F5 (d) = 5 − (d − 1) = 6 − d for any d ∈ {1, . . . , 5}, resulting in the following table for the Hamming numbers of F 5 :
3
It can be noted that the above table satisfies a certain symmetry, in the sense that the topmost row of (5) equals the bottommost row in the reverse order. In fact, this is a special case of a more general duality principle which we state now.
Lemma 3
1. Let A ∈ C n×n be an arbitrary nonsingular matrix, and let
Let F ∈ C
n×n be any Fourier-like matrix of the form (1), and
proof.
1. From the fact that H A (d) = k, there follows the existence of a rankdeficient submatrix A(N \ I, J) with |I| = k and |J| ≤ d. From a result in [4] , this rank-deficient submatrix of A implies also a rank-deficient submatrix of the inverse matrix A −1 :
2. Since the given matrix F is both unitary and symmetric, we have F −1 = F H =F , where the bar denotes complex conjugation. Since this complex conjugation does not affect the ranks of the submatrices of F , we can now invoke the first part of the lemma to obtain the desired result.
Remark 4 It might be tempting to conjecture that in the statement of Lemma 3, the inequality H A −1 (k) ≤ d can be replaced by the equality H A −1 (k) = d. However, this would be incorrect. The underlying reason is that in our definition of Hamming numbers, Definition 2, we worked with the inequality |J| ≤ d rather than the equality |J| = d. We do this to guarantee that the Hamming numbers H A (d) are monotonically decreasing with respect to d.
We recall that (5) is basically a negative result, since it states that the Fourier matrix of prime order can not have any non-trivial rank-deficient submatrix.
The situation turns out to be quite different in case of a Fourier matrix of non-prime order. For example, here are the Hamming numbers for 
We note that (6) (6) is also compatible with the uncertainty principle (4), i.e., d · H F25 (d) ≥ 25. Moreover, it can be seen that equality in the uncertainty principle is reached whenever d is a divisor of n, in the present case when d ∈ {1, 5, 25}.
We will not recall here the mechanism leading to the values in (6) . The reader who wishes to find out more about this is referred to [1] .
Generalizing from (5) and (6), the following result was proved in [1] .
Theorem 5 Let p m be a power of a prime number.
for certain c ∈ {1, . . . , p − 1}, k ∈ {0, . . . , m − 1}. Then we have that
Note that Theorem 5 deals with the case of a single Fourier matrix whose order is a power of a prime number. For the remainder of this paper, we will generalize this by considering the Hamming numbers of a general Kronecker product of Fourier matrices. These matters are taken up in the next sections.
We conclude this section with some elementary, alternative interpretations of the Hamming numbers H Fn (d).
Lemma 6
1. (Evaluating a sparse polynomial at roots of unity:
2. (Rank of a sparse circulant matrix:) Let C be a nonzero circulant matrix of size n by n, i.e., a matrix with (i, j)th entry depending only on j − i mod n:
Let v T denote the first row of C, containing d nonzero coefficients v i . Then the rank of C must be at least equal to H Fn (d).
1.
(See e.g. [3] ). Let us consider a general matrix-vector product F n v: this yields a vector for which the ith component is given by 
We use the well-known decomposition
and with v(z) := n−1 j=0 v j z j the polynomial associated to the first row of C (see [13, page 206] ). Now by the first part of this lemma, at least H Fn (d) of the diagonal entries of D in (10) have to be different from zero. Since Rank C = Rank D, this finishes the proof.
Kronecker products and ranks
In this section we explore some connections between Kronecker products and low rank submatrices. This section is organized as follows. After reviewing some preliminaries (Subsection 3.1), we consider both the low rank submatrices of a general Kronecker product A ⊗ B (Subsection 3.2) and of a Kronecker product of Fourier matrices
Definitions
In this first subsection, we recall some basic definitions concerning Kronecker products. For A ∈ C m×p and B ∈ C n×q , the Kronecker product of A and B is defined as the block matrix
For notational simplicity, we will often use the definition of Kronecker product for the case where A and B are square matrices, i.e., when m = p and n = q. Nevertheless, it is straighforward that many facts extend to the case where A and B are rectangular matrices as well. We denote by Z n the Abelian group Z n := {0, . . . , n − 1}, with group operation defined by the addition modulo n. It can be argued that the row indices of (11) can be naturally labeled by means of the cartesian product group Z m × Z n . More precisely, the row positions of A ⊗ B can be naturally labeled by means of a double indix (i 1 , i 2 ) with i 1 ∈ {0, . . . , m − 1} and i 2 ∈ {0, . . . , n − 1}. Indeed, the index i 1 is intended to denote on which block row of (11) an entry is situated (the row of A), while the index i 2 denotes more specifically on which position of its block row it is situated (the row of B).
Similarly, the column indices of (11) can be naturally labeled by means of the product group Z p × Z q .
The fact that one can use double indices to parametrize the rows and columns of a Kronecker product, reflects the fact that Kronecker products are a matrix realization of the so-called tensor product in multilinear algebra. Using this multilinear notation, the definition of Kronecker product can be reformulated as follows:
,
parameterize the rows and columns of (11), respectively. The following property is well-known:
which is valid whenever the matrix products AB and CD are well-defined. Using Kronecker products, it is often useful to consider a vector as a matrixlike data structure, or conversely. We need the following definition.
Definition 7
For m, n ∈ N and v ∈ C mn , the associated m by n matrix of v is defined as the matrix Mat m×n (v) with (i, j)th entry given by v i+mj , for all i ∈ {0, . . . , m − 1} and j ∈ {0, . . . , n − 1}. T , we have
We will sometimes abbreviate Mat m×n (v) by the shorter notation Mat(v) whenever the value of the indices m and n is clear from the context.
The main reason for introducing the Mat-operator is the following. It is well-known that any matrix-vector product with a Kronecker product A ⊗ B can be computed by means of the formula
for any A ∈ C m×p and B ∈ C n×q .
Low rank submatrices of A ⊗ B
We are now ready to collect some results concerning low rank submatrices of Kronecker products. The following few results are elementary and well-known. 
which provides a rank-revealing factorization of rank rs for the Kronecker product A ⊗ B.
Concerning this last claim, note that the factors U A ⊗ U B and V A ⊗ V B in (13) consist indeed of rs columns. To show that they have full column rank, suppose by contradiction that (U A ⊗ U B )v = 0. From (12) it follows then that
From the assumption that U A , U B have full column rank, these two matrices must both have a square nonsingular submatrix. It follows then easily that Mat(v) = 0 and hence v = 0, which was to be demonstrated.
By the same mechanism as in Lemma 8, one can obtain a result concerning submatrices of a full matrix.
Lemma 9 Given two low rank submatrices Rank A(I, J) = r and Rank B(K, L) = s, for certain index sets I, J, K, L. Then we have that
In other words, Lemma 9 states that each pair formed by a low rank submatrix of A and a low rank submatrix of B gives rise to a low rank submatrix of A ⊗ B, with rank equal to the product of the original ranks * . As an example, suppose that A and B are arbitrary matrices of size 3 by 3. We have the trivial rank-one submatrices
Following Lemma 9, these two trivial rank-one submatrices of A and B can then be combined to a non-trivial rank-one submatrix of A ⊗ B, involving the rows labeled by {0, 1, 2} × {0} ⊂ Z 3 × Z 3 , and the columns labeled by {0} × {0, 1, 2} ⊂ Z 3 × Z 3 : see the left part of Figure 1 . Similarly, the right part of Figure 1 shows a rank-one submatrix of A ⊗ B where the role of A and B in (14) is switched. Hence, this submatrix has rows labeled by {0} × {0, 1, 2} ⊂ Z 3 × Z 3 , and columns labeled by {0, 1, 2} × {0} ⊂ Z 3 × Z 3 . = = A B Figure 1 : Given arbitrary A, B ∈ C 3×3 , the figure shows two types of rank-one submatrices of A ⊗ B, indicated by highlighted entries.
Remark 10
Another connection between Kronecker products and low rank matrices was given by Van Loan and Pitsianis [14] , who showed that, provided the elements of the Kronecker product A ⊗ B are reshuffled in an appropriate way, * By iterating this result, one obtains the following: given a collection of low rank subma-
Figure 2: The figure shows a rank-one submatrix of the matrix F 3 ⊗ F 3 whose existence can not be predicted by Lemma 9.
they can be recombined to form a rank-one matrix. This property is very important since it reduces the problem of approximation with a sum of Kronecker products, to a low rank approximation of the reshuffled data, see also [12, 8] .
However, note that this result is of a different type than the results considered above, since the reshuffling of [14] can not be expressed as P 1 (A ⊗ B)P 2 for any permutation matrices P 1 and P 2 .
Low rank submatrices of
We recall that the intention of this paper is to consider the low rank blocks of a Kronecker product of Fourier matrices F as in (1) . Unfortunately, it turns out that not all rank-one submatrices of such a matrix F can be traced by means of Lemma 9. For example, observing that
it is easy to check that the submatrix of F 3 ⊗ F 3 involving the rows labeled by the double indices (0, 0), (1, 2), (2, 1) ∈ Z 3 × Z 3 , and the columns labeled by the double indices (0, 0), (1, 1), (2, 2) ∈ Z 3 × Z 3 , must be of the form
and hence of rank one: see Figure 2 . It should be stressed that this rank-one submatrix is specific for F 3 ⊗ F 3 , but that it is not present for arbitrary A ⊗ B.
Considering the example of Figure 2 in more detail, note that the row indices (0, 0), (1, 2), (2, 1) of this submatrix form a subgroup G ⊂ Z 3 × Z 3 . Similarly, the column indices (0, 0), (1, 1), (2, 2) form a subgroup H ⊂ Z 3 × Z 3 . Moreover, the subgroups G and H are annihilating in the sense that the submatrix (F 3 ⊗ F 3 )(G, H) has all its entries equal to 1, at least if we neglect the scaling factor
, cf. (15).
More generally, let us consider a matrix F of the form (1), i.e.,
and denote n := n 1 . . . n k . Similarly as in the case of a single Kronecker product, one can naturally label the rows and columns of (16) by means of multi-indices, belonging to the cartesian product group Z n1 × . . . × Z n k † . Let G be any subgroup of Z n1 × . . . × Z n k . It is known from a theory called Pontryagin duality [10] that there exists a corresponding annihilator subgroup H ⊂ Z n1 × . . . × Z n k , of size |H| = n/|G|, defined by the property
Here we used the vectorial notation ω := (ω n1 , . . . , ω n k ), where ω k = exp(2πi/k) denotes the kth root of unity, i = √ −1. We also denoted the multi-indices
. We will use these vectorial notations also in what follows.
Given a permutation P of Z n1 × . . . × Z n k , the associated matrix of P is defined as the matrix whose jth column contains an entry 1 on its P (j)th position, and zeros elsewhere. We will use the same symbol P to denote both the permutation and its associated matrix.
Given a subgroup G ⊆ Z n1 × . . . × Z n k , a permutation P of Z n1 × . . . × Z n k (assuming lexicographical ordering) is said to sort the indices modulo G if the image set under P can be naturally partitioned into a collection of cosets ‡ of G. For example, for the subgroup G = {0, 3} ⊂ Z 6 , the permutation P 1 : 0, 1, 2, 3, 4, 5 → 0, 3, 1, 4, 2, 5 sorts the indices modulo G.
The observation of Figure 2 allows then the following generalization.
Lemma 11 Let F be a matrix of the form (16). Let G, H ⊆ Z n1 × . . . × Z n k be a pair of annihilating subgroups. Let P 1 , P 2 be permutations on the group Z n1 × . . . × Z n k that sort the indices modulo G and H, respectively, for some order of the cosets. Then the matrix P T 1 F P 2 can be subdivided in a grid of rank-one submatrices, i.e.,
where each Rk 1 denotes a matrix of rank 1, having size |G| by |H|. (For notational simplicity, we represent here each rank-one block by the same notation Rk 1, but these different blocks do not have to be equal to each other.) † In fact, this connection is even tighter: the matrix F is known to be a realization of the so-called character table of the Abelian group Zn 1 × . . . × Zn k . It is in this terminology that virtually all the results about the matrix F encountered in the literature are stated, e.g. [6, 2, 11, 9, 7] . ‡ Recall that for a subgroup G ⊆ G 0 , a coset of G is defined as a set of the form g 0 + G := {g 0 + g| g ∈ G}. The collection of all cosets of G forms a partition of G 0 . In case G is a cyclic group of order n, the cosets of G reduce to the residue classes modulo n.
proof. Using the fact that G and H are annihilating subgroups, it follows that the (i, j)th block element of the matrix P
which is indeed a submatrix of rank one.
In case of a matrix F with order a power of a prime number, one can apply the above idea recursively.
Lemma 12 Let F be a matrix of the form (16) with order equal to a power of a prime number p m . Then there exist permutations P 1 , P 2 such that P T 1 F P 2 can be subdivided in a p l × p m−l grid of rank-one submatrices, and this simultaneously for all l ∈ {0, . . . , m}.
proof. It suffices to take a chain of nested subgroups
where
Obviously, one can then find a permutation P 1 that sorts simultaneously modulo all of the G l , for some order of the cosets. Similarly, one can consider the corresponding chain of annihilator subgroups
and find a permutation P 2 that sorts simultaneously modulo all of the H l , for some order of the cosets. The result follows then by Lemma 11.
Remark 13 Lemmas 11 and 12 are closely related to the exposition in [1] . Indeed, in case of a single Fourier matrix F = F p m with p prime, the associated Abelian group equals Z p m . But since Z p m has a unique subgroup of order p l for each l, the chain of subgroups (17) is then uniquely determined. The corresponding permutation that sorts simultaneously along the cosets of each of the subgroups of (17) can be chosen to be the so-called digit-reversing permutation, as we did in [1] .
The partition in rank-one blocks of the matrix F suggests that this matrix should have a lot of rank-deficient submatrices. Indeed: the idea is to construct a submatrix F (N \ I, J) which can be covered by a collection of at most |J| − 1 rank-one blocks of F . Since |J| − 1 < |J|, the rank of such a submatrix is then smaller than its number of columns, so that it is indeed rank-deficient; see also [1] .
We will restrict ourselves here to one result of this type.
Theorem 14
Let F be a matrix of the form (16), and let
G1 | = p is a prime number. Let H 1 , H 2 be the annihilator subgroups of G 1 , G 2 , respectively. Assume that I, J are index sets such that
for some c ∈ {1, . . . , p}. Then the submatrix F (N \ I, J) can be subdivided as a collection of |J| − 1 rank-one submatrices and hence is rank-deficient.
Remark 15 Theorem 14 remains true if | G2 G1 | = p is an arbitrary whole number, which needs not to be prime. However, it turns out that for the aim of finding the maximal rank-deficient submatrices of F , only the case with p prime is of relevance (See Section 4).
Proof of Theorem 14. Firstly, let us cover F ((N \G 2 )×J) by a collection of rank-one blocks of size |G 2 | × |H 2 |. Obviously, this requires
of these blocks. Now let us cover F ((G 2 \ I) × J) by a collection of rank-one blocks of size |G 1 | × |H 1 |. This can be done by
of these blocks. Summarizing, we have covered now F (N \ I, J) with a collection of (|H 2 | − 1)c + (c − 1) = c|H 2 | − 1 = |J| − 1 rank-one blocks. Since |J| − 1 < |J|, this shows that the rank of F (N \ I, J) must be strictly smaller than its number of columns, and hence that this matrix is rank-deficient.
Corollary 16 Let F be a matrix of the form (16), of size n = n 1 . . . n k . For any set of divisors d, pd of n, with p prime, and for any c ∈ {1, . . . , p}, we have the following bound involving Hamming numbers:
proof. Using the notations of Theorem 14, we have shown there that a rank-deficient submatrix F (N \ I, J) can be constructed having |J| = c|H 2 | and 
Kronecker products and rank defects
In this section we characterize the size of the maximal rank-deficient submatrices (in the sense of Hamming numbers) of a Kronecker product A ⊗ B, in terms of those of the original matrices A and B. This result will then be applied to the case of a matrix F = F n1 ⊗ . . . ⊗ F n k , showing that the upper bound in Corollary 16 of the previous section is 'sharp', in a sense to be specified further.
Rank-deficient submatrices of A ⊗ B
We recall the formula (12), which we can restate as follows:
Then we have the following result.
Theorem 17
For any matrices A, B and for any integer d we have
proof. First we show the negative inequality ≥. Suppose that Mat(v) has precisely k nonzero rows and d =: qk + r nonzero elements, r ∈ {0, . . . , k − 1}. (The variable q denotes here a Euclidean quotient and should not be confused with the variable q occurring in some earlier parts of this paper.) Thus the matrix Mat(v) must have a nonzero row vector r with not more than q nonzero elements. But then the number of nonzero entries of rA T must be at least H A (q), and hence also the number of nonzero columns of Mat(v)A T must be at least H A (q). On the other hand, note that each column of Mat(v)A T contains at most k nonzero entries, by construction of k. Thus for each of the nonzero columns of Mat(v)A T (of which we already established that there must be at least H A (q) of them), there must be at least H B (k) rows of B which are not eliminated by this column. This gives us the desired inequality
where the last transition follows since qk ≤ qk + r =: d. Now we show the positive inequality ≤. Let there be given two integers a and b with ab ≤ d. Let s be a nonzero vector with at most a nonzero entries such that As has H A (a) nonzero entries, and let t be a nonzero vector with at most b nonzero entries such that Bt has H B (b) nonzero entries. Then we construct the rank-one matrix Mat(v) := ts T . It is clear that Mat(v) has at most ab nonzero entries, and that BMat(v)A T has exactly H A (a)H B (b) nonzero entries. Since we can construct such a Mat(v) for any two integers a and b with ab ≤ d, this establishes the inequality ≤.
Remark 18 For example, when A, B ∈ C n×n are random matrices and d = n, then we have (for a sufficiently generic choice of A and B) that
The proof of Theorem 17 shows then that a minimizer can be obtained by writing
where the entries which are not indicated, are all equal zero. Thus the matrix Mat(v) in (20) is zero except for its first column, which should be chosen orthogonal to the space formed by rows 2, . . . , n of B. (Of course, note that such a counterexample is only unique up to a permutation of the rows and columns of Mat(v).) Alternatively, one could use here the characterization
which suggests that a minimizer may be chosen by switching the place of the two sparse matrices in the above equation (20), i.e., Mat(v) is zero except for its first row. Surprisingly, the fact that we have here two different ways for obtaining H A⊗B (n), turns out to open the door for other minimizers as well, which may be not directly related to a rank-one form for Mat(v). For example, in case where A = B −T , one can trivially write down the equation
with Mat(v) := I a sparse matrix (the identity matrix). Hence for this very special choice of A and B, we obtain here a nontrivial way for obtaining the same Hamming number H A⊗B (n) = n.
To apply Theorem 17 in an efficient way, it is useful to introduce an auxiliary rank-one matrix M A⊗B with (i, j)th element defined as the product H A (i)H B (j)
Note that the row and column indices of M A⊗B run from one (instead of zero), and that we separated them with a horizontal and vertical line from the actual matrix M A⊗B . Moreover, the 'relevant' matrix entries (in the sense that they can achieve equality in the mimimum of (19)), are indicated in boldface.
Collecting the above relevant matrix entries, an application of Theorem 17 leads to the following table for the Hamming numbers H F3⊗F7 (or by the same means, for any H A⊗B with both A ∈ C 3×3 and B ∈ C 7×7 having no nontrivial rank-deficient submatrices)
Another example (only the relevant rows and columns are shown) 
Rank-deficient submatrices of
We will now apply the results of the previous subsection to give an exact determination of the Hamming numbers of an arbitrary matrix F as in (16).
Given such a matrix F , let us consider the points (d, H F (d)), d ∈ {1, . . . , n} as grid points in N 2 . The uncertainty principle tells that these grid points must be situated above the hyperbola d · H F (d) = n. We want now to obtain finer estimates of this result.
Let us assume by induction that we have two matrices A, B for which the grid points (a, H A (a)), (b, H B (b) ) are completely known. Theorem 17 states then that in order to obtain the grid points (d, H A⊗B (d)) for the Kronecker product A ⊗ B, we should form all the candidate points (ab, H A (a)H B (b)), and subsequently retain only those candidate points that can reach equality in the minimum (19).
The main point will be now to characterize these relevant candidate points (ab, H A (a)H B (b)). Observing from (21), (23) that when A = F p and B = F q with p ≤ q two prime numbers, only those values which are at a border of the auxiliary matrix M A⊗B which we introduced in the previous subsection can be of relevance, we will show the following result.
Lemma 19 Let p ≤ q be two prime numbers and consider the matrix F p ⊗ F q . Then the indices a ∈ {1, . . . , p} and b ∈ {1, . . . , q} can only lead to equality in the minimum (19) if at least one of them takes its extreme value, i.e., if either a ∈ {1, p} or b ∈ {1, q}. b) ), a ∈ {1, . . . , 3}, b ∈ {1, . . . , 7} for the matrix F 3 ⊗ F 7 ; note that we have here p = 3 and q = 7. The candidate points which are relevant in the sense that they can lead to equality in the minimum (19), are precisely those for which no other candidate point exists on the lower left of it, and are indicated in boldface in the figure. Note that these relevant points all lie on the union of the 4 extremal lines b = 1, a = 3, b = 7, a = 1; these 4 lines correspond to the border of the table (21).
proof. Note that the candidate point (x, y) := (ab, H A (a)H B (b)) achieves equality in the minimum (19) if and only if there exists no other candidate point (x,ỹ) := (ãb, H A (ã)H B (b)) for which bothx ≤ x andỹ < y. Graphically, this means that the point (x, y) ∈ N 2 should be such that there is no other candidate point (x,ỹ) on the lower left of it. An illustration of this feature is shown in Figure 3 , where the relevant candidate points are distinguished from the irrelevant ones by putting them in boldface.
Consider now the case of a candidate point (x, y) = (ab, H A (a)H B (b)) for which x ≤ p. Taking into account the characterization of the previous paragraph, it is easy to see graphically that only those points for which a ∈ {1, . . . , p}, b = 1 can be of relevance here. These correspond to the extremal line b = 1 in Figure 3 .
Consider now the case p ≤ x ≤ q. Let us take a fixed grid point (a, H Fp (a)) = (a, p + 1 − a) and a variable grid point (b, H Fq (b)) = (b, q + 1 − b). The corresponding candidate points
b ∈ {1, . . . , q}, must then all be situated on the line in R 2 with equation
Now we intersect this line with the border line for a = 1: x + y p = q + 1. This intersection can be easily computed to be given by the point
But now it is easily checked that p p+1 (q + 1)(p + 1 − a)) > q provided a < p. Recalling our assumption that p ≤ x ≤ q, it follows that for any a ∈ {2, . . . , p − 1}, the line with fixed a can only contain relevant points (x, y) for which y > q. But then these points must all have the extreme candidate point (x,ỹ) = (p, q) on the lower left of it. We conclude that if p ≤ x ≤ q, only the extreme lines a = 1 and a = p can be of relevance: see Figure 3 .
Finally, for the case where x ≥ q it is easy to see graphically that all the relevant candidate points must be on the extremal line b = q: see Figure 3 . (Alternatively, this can be shown from the result for x ≤ p by invoking the duality principle of Lemma 3.)
We will now use Lemma 19 to obtain a characterization of the Hamming numbers for any Kronecker product of Fourier matrices.
Theorem 20 Let F be a matrix of the form (16), of size n = n 1 . . . n k . We have the following converse of Corollary 16: for any integer l, there exist divisors d, pd of n, with p prime, and a value c ∈ {1, . . . , p} such that cd ≤ l and
with denoting the Hadamard (entrywise) product of matrices, and with P m,mn denoting a certain permutation matrix (for a definition, see [1] ). This formula (25) could be derived e.g. from [13, page 82] . Note that the transpose sign in (25) could of course be dropped since the Fourier matrix is symmetric: F m = F T m . However, we placed this transpose sign to stress the analogy with the formula (12) .
Note that (25) has the same form as (12), where we had the special choice C = 1, i.e., the rank-one matrix containing all entries equal to one. It can be seen that the argument in the proof of Theorem 17 which we applied to establish the inequality ≥, can be extended to the more general form of (25), with the only requirement being that C does not contain zero entries.
Of course, this leaves the question open for the inequality ≤, i.e., the positive inequality expressing that the indicated values can be attained for a sufficiently large rank-deficient submatrix. This needs not always be the case, but for Fourier matrices it holds since these can be written in many different ways as such a formula (25). Hence, these ideas could be used to give an inductive proof of Theorem 5.
We state some other corollaries of Theorem 20. Corollary 24 (See [7] :) The grid points (d, H F (d)) must lie above the polyline formed by connecting the grid points (d, H F (d)) where d ranges over the subsequent divisors of n.
Corollary 24 was also obtained in [7] using group theoretical induction. In fact, note that Theorem 20 shows that from the couples of divisors of n, only those whose quotient is a prime number (and in particular a whole number) p are relevant for determining the Hamming numbers of F . Hence, this is a refinement of Corollary 24.
We stress that Theorem 20 gives a characterization of the Hamming numbers, i.e., the size of the maximal rank-deficient submatrices of the matrix F , as well as a particular way to construct such maximal rank-deficient submatrices. On the other hand, this result does not characterize the uniqueness of these submatrices (cf. Remark 18).
Concerning this uniqueness question, note first that a translation, i.e., any update of the form I := I + a, J := J + b for a, b ∈ Z n1 × . . . × Z n k transforms the submatrix F (I, J) to the form D b F (I, J)D a for suitable unitary diagonal matrices D a , D b § . In particular, it follows immediately that the rank of F (I, J) is invariant under any translation of I and J.
We can then state the following conjecture. § This follows since F (I + a, J) = The translation with the vector b can be dealt with similarly.
Conjecture 1
We have the following converse of Theorem 14: up to a suitable translation of I and J, each rank-deficient submatrix F (N \ I, J) for which |J| ≤ d and |I| = H F (d) can be constructed as a union of rank-one submatrices as specified in Theorem 14.
Conjecture 1 is known to be true when d is a divisor of n. Indeed, in the latter case we have H F (d) = n d , and the corresponding maximal rank-deficient submatrices F (N \ I, J) must then satisfy equality in the uncertainty principle of Eq. (4). But it was shown in [11] that this can only happen when both I and J are tranlated subgroups. Hence up to translation, I and J must satisfy the requirements in the statement of Theorem 14, and hence Conjecture 1 must apply in this case.
In the case of a general d ∈ N and a general Fourier-like matrix F , Conjecture 1 appears to be more difficult. Nevertheless, we are able to prove the correctness of Conjecture 1 whenever the matrix F has order a power of prime number, thus e.g. F = F 5 ⊗ F 25 . These matters will be reported elsewhere.
Conclusion
We characterized the size of the maximal rank-deficient submatrices of Kronecker products, and in particular of a Kronecker product of Fourier matrices F = F n1 ⊗ . . . ⊗ F n k . In doing so, it turned out to be more appropriate to characterize the number of rows in the complement of such a maximal rankdeficient submatrix, giving rise to what we called the Hamming numbers for the given matrix. We showed how each subgroup G ⊆ Z n1 × . . . × Z n k gives rise to a partition in rank-one blocks of the matrix F , and how these rank-one blocks can be used as building stones to obtain larger rank-deficient submatrices, hereby generalizing the approach in [1] . To prove the maximality of the constructed rank-deficient submatrices, we derived some bounds on the size of the maximal rank-deficient submatrices of a general Kronecker product A ⊗ B, and we showed how these arguments apply to some Kronecker-related matrices as well (cf. Remark 22).
