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Abstract
We study the topology of T -duality for pairs of U(1)-bundles and three-dimensional integral
cohomology classes over orbispaces.
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1 Introduction
1.1 From spaces to orbispaces
1.1.1 The concept of T -duality has its origin in string theory. Very roughly speaking, it relates
one type of string theory on some target space with another type of string theory on a T -dual target
space. Some topological aspects of T -duality in the presence of H-fields were studied in Bunke
∗Mathematisches Institut, Universita¨t Go¨ttingen, Bunsenstr. 3-5, 37073 Go¨ttingen, GERMANY, bunke@uni-
math.gwdg.de, schick@uni-math.gwdg.de
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and Schick [2] (following earlier work by Bouwknegt, Mathai and Evslin [1], and others). In those
preceeding investigations the main objects were pairs consisting of a U(1)-principal bundle and a
three-dimensional integral cohomology class on its total space. Here we could replace the notion of
an U(1)-principal bundle by the equivalent notion of a free U(1)-space satisfying some slice condition.
The main goal of the present paper is to extend the study of the topological aspects of T -duality
to U(1)-spaces with finite stabilizers where we keep the slice condition. These spaces correspond to
U(1)-bundles over orbispaces.
1.1.2 In order to deal properly with morphisms between orbispaces we will use the more general
language of topological stacks. Orbispaces are particular topological stacks which admit an orbispace
atlas. Morphisms between orbispaces are required to be representable maps. Our notion of an
orbispace is a generalization of the notion of a topological space in the same spirit as the notion of
an orbifold (see Moerdijk [7] for the definition of orbifolds which was motivating our definition of
orbispaces) generalizes the notion of a smooth manifold.
Topological T -duality is now about pairs of U(1)-bundles in the category of orbispaces and three-
dimensional cohomology classes in integral orbispace cohomology. We will explain these notions at
the appropriate places.
1.1.3 Topological T -duality is the home for two different concepts. First it is a relation on the set
P (B) of isomorphism classes of pairs (E,h) over a base space B, where E → B is a U(1)-principal
bundle and h ∈ H3(E,Z) is an integral cohomology class on the total space E of the bundle. Secondly,
T -duality denotes a natural involution TB : P (B)→ P (B), which associates to each pair a canonical
isomorphism class of T -dual pairs. In the present paper we generalize the definition of the T -duality
relation as well as the construction of canonical T -dual pairs (see [2]). The main idea is to pass from
orbispaces to spaces using a classifying space functor. Once this functor is established the extension
of the results about the topology of T -duality of pairs from spaces to orbispaces is actually a formal
matter.
1.1.4 Another aspect of T -duality is the T -duality transformation in twisted cohomology theories.
It maps the twisted cohomology of the total space of one U(1)-bundle to the twisted cohomology of its
T -dual, where the twists are classified by the corresponding three-dimensional cohomology classes. Of
particular interest is the fact that under a T -admissibility assumption on the cohomology theory this
transformation is an isomorphism. In the present paper we discuss the generalization of this aspect to
the orbispace case. In general it is a non-trivial matter to extend a cohomology theory to the larger
category of orbispaces. Of course, one could consider the Borel extension. In this case, where we
again use the classifying space functor in order to pass from orbispaces to spaces, the generalization
of the T -duality isomorphism is straight forward. On the other hand, having in mind the example of
K-theory, the Borel extension might not be the most interesting extension of the given generalized
cohomology theory from topological spaces to orbispaces.
At the moment we do not know if the correct extension of twisted K-theory to orbispaces is
T -admissible.
1.1.5 It is an amusing fact that the topology of T -duality of U(1)-bundles over an orbispace as
simple1 as [∗/(Z/nZ)] (a point with the isotropy group Z/nZ) is already a non-trivial matter. We
will develop this example in detail.
This example serves as a building block of the more general example of a Seifert bundle over a two-
dimensional orbispace. As an illustration we will calculate the T -dual of a Seifert bundle equipped
with a three-dimensional cohomology class in terms of topological invariants.
1.1.6 The problem of checking T -admissibility e.g. of twisted K-theory is equivalent to the verifi-
cation that the T -duality transformations for all pairs over orbispaces of the form [∗/Γ] for all finite
groups Γ are isomorphisms. Currently we do not have explicit general results about the topology of
T -duality and the associated T -duality transformation in this large class of examples.
1.2 A detailed description of the contents
1.2.1 This paper is a continuation of [2]. In that paper we introduced a contravariant set-valued
homotopy invariant functor P : spaces→ setswhich associates to each space B the set of isomorphism
1Actually the orbispaces [∗/Γ] are quite complicated. They are as complex as the classifying space BΓ.
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classes of pairs (E,h) over B. Here E → B is a U(1)-principal bundle and h ∈ H3(E,Z). We have
shown that the functor can be represented by a space R carrying a universal pair. One of the main
results was the determination of the homotopy type of R. Consider the map K(Z, 2) ×K(Z, 2) →
K(Z, 4) of Eilenberg-MacLane spaces given by the product of the canonical generators of the second
cohomology of the two copies of K(Z, 2). Then R has homotopy type of the homotopy fibre of this
map.
1.2.2 The notion of T -duality appeared first as a relation between isomorphism classes of pairs. We
then have shown that the universal pair has a unique T -dual pair which determines and is determined
by its classifying map T : R → R. This map induces a natural transformation T : P → P which
turns out to be two-periodic.
1.2.3 The following short reformulation of the results of [2] was suggested by the referee. It is
close in spirit to the approach to T -duality for U(1)n-principal bundles via T -duality triples Bunke,
Rumpf and Schick [3]. For two U(1)-principal bundles E → B and Eˆ → B let E ∗ Eˆ → B denote the
fibrewise join. It is a bundle with fibre S3. Let P˜ : spaces → sets be the functor which associates
to a space B the set of isomorphism classes of triples (E, Eˆ, Th), where Th ∈ H3(E ∗ Eˆ,Z) is a
Thom class. Let i : E → E ∗ Eˆ be the natural inclusion map. Then (E, Eˆ, Th) 7→ (E, i∗Th) defines
a transformation i : P˜ → P . Using [2], Thm. 2.16 one can show that this transformation is an
isomorphism of functors. Under this isomorphism the T -duality transformation boils down to the
involution T : P˜ → P˜ given by (E, Eˆ, Th) 7→ (Eˆ, E, Th). Note that this isomorphism P˜ ∼→ P does
not carry over to a corresponding result for U(1)n-principal bundles if n > 1, see [3].
1.2.4 There are various pictures of twisted cohomology theories. In [2] we descided to axiomatize
those properties of twists and twisted cohomology theories which are used in connection with T -
duality.
In general, given a generalized cohomology theory represented by some spectrum E a twist of this
cohomology theory over a space B is something like a bundle of spectra with fibre E, or a presheaf
of spectra with stalk E, depending on the framework. The classification of twists is related to the
classifying space BAut(E) of the topological monoid of automorphisms of E. The twists considered
in the present paper (as well as in the previous papers [2], [3]) are quite special and releated to
the occurence of a map K(Z, 3) → BAut(E) for cohomology theories like complex K-theory, Spinc-
cobordism theory, or periodized real cohomology. In connection with T -duality the restriction to this
special sort of twists is crucial.
1.2.5 In this setting, twists should form a functor T : spaces → groupoids such that the set
of isomorphism classes of T (B) is in natural bijection with H3(B,Z), and such that the group of
automorphisms of every H ∈ T (B) is naturally isomorphic to H2(B,Z).
In order to have an explicit model choose a realization of the Eilenberg-MacLane space K(Z, 3).
Then let T (B) be the set of maps B → K(Z, 3). For two such maps H,H′ let HomT (B)(H,H′) be the
set of homotopy classes of homotopies from H to H′.
1.2.6 In [2] we have further introduced the notion of a T -admissible twisted cohomology theory. It
associates to a space E and a twist H ∈ T (E) the graded group h(E,H). Twisted cohomology is
functorial in both arguments. If u : H → H′ is an isomorphism of twists, then we have an induced
map u∗ : h(E,H′) → h(E,H). If f : B′ → B is a map of spaces, then we have a functorial map
f∗ : h(B,H) → h(B′, f∗H). It should furthermore admit an integration map for suitable oriented
bundles. For details we refer to [2].
1.2.7 Given a pair (E,h) the class h determines an isomorphism class [H] of twists H ∈ T (E). If
(Eˆ, hˆ) is dual to (E, h) and [Hˆ] = hˆ, then the T -duality transformation
T : h(E,H)→ h(Eˆ, Hˆ)
is given by the following construction. Note that there is a unique class (E, Eˆ, Th) ∈ P˜ (B) such that
(E, h) ∼= i(E, Eˆ, Th) and (Eˆ, hˆ) ∼= i ◦ T (E, Eˆ, Th) (see 1.2.3 for the notation). Consider the fibre
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product
E ×B Eˆ
pւ pˆց
E Eˆ
ց ւ
B
.
As explained in [2] the Thom class Th determines an isomorphism u : pˆ∗Hˆ → p∗H. The T -duality
transformation is defined as the composition
T := pˆ! ◦ u∗ ◦ p∗ .
1.2.8 By definition, the twisted cohomology theory is T -admissible if the T -duality transformation
is an isomorphism in the special case where B is a point. In [2] we have shown that T -admissibility
implies, via a Mayer-Vietoris argument, that the T -duality transformation is an isomorphism in
general.
1.2.9 With these results our contribution consisted in presenting an effective formalism and adding
some precision and slight generalizations to the understanding of the topic as presented in [1] or
Mathai, Rosenberg [6].
In the present paper we develop a formalism which allows a considerable generalization of T -
duality. The spaces which were suitable for T -duality in [2] were total spaces E of principal U(1)-
fibrations E → B. In particular, the spaces E were free U(1)-spaces.
In the present paper we will relax this condition by admitting finite stabilizers. In order to keep
track of all information it turns out to be necessary to consider the quotient B := [E/U(1)] as a
topological orbispace, i.e. as a proper topological stack on the category of topological spaces which
admit an orbispace atlas. For the language we refer to Heinloth [5] and Noohi [9], but we will recall
essential notions in Subsection 2.1. The brackets shall indicate that we consider the quotient as a
stack and not just as a space. The map E → [E/U(1)] is an atlas which represents [E/U(1)] as a
topological stack. Since U(1) is compact, this stack is proper. The requirement that [E/U(1)] admits
an orbispace atlas (note that E → [E/U(1)] is not an orbispace atlas) replaces the requirement of
the existence of local trivializations in the case of principal bundles.
1.2.10 Consider the simple example of the U(1)-stack [U(1)/(Z/nZ)] (equipped with the trivial
three-dimensional cohomology class) which is actually a space with a U(1)-action. It will turn out that
its canonical T -dual is U(1)× [∗/(Z/nZ)] (equipped with a non-trivial three-dimensional cohomology
class). This stack is not equivalent to a space. Therefore we are led to consider U(1)-bundles in the
category of stacks as the domain and the target of the canonical T -duality from the beginning. By
definition, a representable map E → B of topological stacks is a U(1)-principal bundle, if it admits
a fibrewise action of U(1), if in addition there is a U(1)-equivariant isomorphism
E ×B E ∼= E × U(1)
pr1 ց pr1 ւ
E
,
where U(1) acts on the second factors (this means that E → B is a family of U(1)-torsors), and if
for every map T → B with T a space the induced map T ×B E → T has local sections. Note that
E → [E/U(1)] is a U(1)-principal bundle in the category of stacks.
1.2.11 There are various equivalent ways to define the integral cohomology group H∗(E,Z) of a
topological stack E. One possibility is as the sheaf cohomology of the constant sheaf over E with fibre
Z. In the present paper we prefer to employ classifying spaces. An atlas X → E of the topological
stack gives rise to a topological groupoid X ×E X ⇒ X and thus to a simplicial space X.. Let
|X.| denote its geometric realization. If E is an orbispace and X is an orbispace atlas, then (see
Proposition 2.1) there is a natural isomorphism
H∗(E,Z) ∼= H∗(|X.|,Z) .
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1.2.12 A pair (E, h) over a stack B will be a U(1)-principal bundle E → B together with a class
h ∈ H3(E,Z). Two pairs (E, h) and (E′, h′) over B are isomorphic if there exists an isomorphism of
U(1)-bundles φ : E → E′ such that φ∗h′ = h.
If (E, h) is a pair over B, and f : B′ → B is a representable map of topological stacks, then
we can define the pull-back f∗(E,h) := (f∗E, f˜∗h), where f∗E := B′ ×B E → B′ is the induced
U(1)-bundle, and f˜ : f∗E → E is the induced map. This definition extends the functor P to a functor
P : (stacks, representable maps) → sets. Note that stacks form a two-category, and P identifies
two-isomorphic morphisms.
1.2.13 Assume that B is an orbispace, and let Y → B be an orbispace atlas of B. Let Y . be the
associated simplicial space, and |Y .| be its geometric realization. It turns out (Proposition 2.1) that
the homotopy type of |Y .| is independent of the choice of Y in a natural way. In fact, if i : Y ′ → Y
is a refinement of orbispace atlases, then |i.| : |(Y ′).| → |Y .| is a homotopy equivalence, where
i. : (Y ′). → Y . is the induced map of simplicial spaces. Furthermore, if Y1 → B is another orbispace
atlas, then the common refinement Y ← Y ×B Y1 → Y1 is again an orbispace atlas.
1.2.14 A pair (E, h) over B gives rise to a pair (|X.|, h) ∈ P (|Y .|) as follows. Note that X :=
Y ×B E → E is an orbispace atlas of E. The natural map X. → Y . is a simplicial U(1)-bundle which
induces an ordinary U(1)-bundle |X.| → |Y .|. We can consider h ∈ H3(|X.|,Z). Therefore given an
orbispace atlas Y → B we obtain a map
PAY : P (B)→ P (|Y .|) .
The map is natural in B and in the atlas Y as follows. Consider a representable map f : B′ → B.
Then we have the equality
PAY ′ ◦ f∗ = |f .|∗ ◦ PAY ,
where Y ′ := B′ ×B Y is the induced atlas of B′, and f . : (Y ′). → Y . is induced by the natural map
Y ′ → Y .
Consider now a refinement i : Y ′ → Y of the orbispace atlas Y → B. Then we have the equality
|i.|∗ ◦ PAY = PAY ′ .
1.2.15 The following theorem is the key to our generalization from spaces to orbispaces of the
results about T -duality of pairs.
Theorem 1.1 If B is an orbispace with orbispace atlas Y → B, then PAY : P (B)→ P (|Y .|) is an
isomorphism.
This theorem will be proved in Section 4. The main intermediate result, Proposition 4.3, states that
for a given orbispace atlas Y → B the construction above on the level of U(1)-principal bundles
provides an equivalence between the categories of U(1)-principal bundles over B and |Y .|, where
morphisms are homotopy classes of bundle isomorphisms.
1.2.16 We use Theorem 1.1 and the naturality properties of the transformation PAY in order to
extend the transformation T : P → P , which associates to an isomorphism class of pairs a natural
isomorphism class of T -dual pairs, from spaces to orbispaces. Let B be an orbispace and Y → B be
an orbispace atlas.
Definition 1.2 We define TB : P (B)→ P (B) by
TB := PA
−1
Y ◦ T|Y .| ◦ PAY .
By Theorem 1.1 the map TB is well-defined. It follows from the functorial properties of PAY that
TB is independent of the choice of the orbispace atlas Y → B. It furthermore follows that the maps
TB for all orbispaces assemble to an automorphism of the functor P .
If B is a space, then we can use the atlas B → B. In this case T reduces to the original T on
spaces. Therefore our construction provides an extension of T from spaces to orbispaces. Since the
original T on spaces is involutive, the same is true for its extension to orbispaces.
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1.2.17 The second topic of the present paper is the T -duality transformation in twisted cohomology.
To this end we first introduce the notion of a twisted cohomology theory defined on orbispaces. Here
we essentially repeat the axioms formulated in [2] and add an axiom dealings with two-isomorphisms.
We show in Subsection 3.4 that every twisted cohomology defined on spaces has a Borel extension to
orbispaces. But in general there might be different more interesting extensions (K-theory provides
an example).
1.2.18 Let us fix a twisted cohomology theory h on orbispaces. Given two pairs (Ei, hi), i = 0, 1,
which are T -dual (this is the T -duality relation, see 3.1), we consider twists Hi on Ei classified by hi.
Then we define a T -duality transformation T : h(E0,H0)→ h(E1,H1) of degree one which is natural
in B. We extend the notion of T -admissibility of a twisted cohomology theory to the orbispace case
(Definition 3.3). If h is T -admissible then the T -duality transformation is an isomorphism (Theorem
3.5).
Compared with the case of spaces, in the case of orbispaces T -admissibility is much more com-
plicated to check. The reason is that an orbispace can have a complicated local structure. At the
moment we are not able to show that in the orbispace case twisted K-theory is T -admissible. But
we shall see in Subsection 3.4 that the Borel extension of a T -admissible twisted cohomology theory
from spaces to orbispaces is again T -admissible.
1.2.19 The paper concludes with the computation of the canonical T -duals in some instructive
examples in Section 5.
2 Some stack language
2.1 Topological stacks and orbispaces
2.1.1 In the present paper we consider stacks in topological spaces. A stack is a sheaf of groupoids
on this category. The sheaf conditions are descend conditions for objects and morphisms with respect
to open coverings of spaces. We refer to [5], [9] for details. Stacks form a two-category.
The category of topological spaces is embedded into stacks by mapping a space X to the sheaf
of sets Y 7→ Hom(Y,X), and we consider a set as a groupoid with only identity morphisms. We can
and will consider spaces as stacks. This point of view is also reflected in our notation which uses the
same type of letters for spaces and stacks.
2.1.2 We shall illustrate the stack notions in the example of quotient stacks. Let G be a topological
group acting on a space B. Then we can form the quotient stack [B/G]. It associates to a space T
the groupoid [B/G](T ) of pairs (P → T, φ), where P → T is a G-principal bundle and φ : P → B is
a G-equivariant map. The morphisms (P → T, φ)→ (P ′ → T, φ′) are principal bundle isomorphisms
P → P ′ which are compatible with the maps to B. If f : T ′ → T is a map of spaces, then
[B/G](f) : [B/G](T )→ [B/G](T ′) is given by pull-back.
A G-equivariant map h : B → B′ induces a morphism of stacks h∗ : [B/G] → [B′/G] by (P →
T, φ) 7→ (P → T, h ◦ φ).
2.1.3 A map X → Y between stacks is called representable if for each space T and map T → Y
the stack T ×Y X is equivalent to a space.
2.1.4 Let us check that the map h∗ : [B/G]→ [B′/G] in 2.1.2 is representable. To this end we must
calculate the fibre product T ×[B′/G] [B/G] for a map f : T → [B′/G] and show that it is equivalent
to a space. Let f be given by (P ′ → T, φ′). We claim that T ×[B′/G] [B/G] ∼= (P ′ ×B′ B)/G. The
map to [B/G] is given by the pair (P ′×B′ B → (P ×B′ B)/G, pr2), and the map to T is given by the
composition (P ′ ×B′ B)/G pr1→ P ′/G ∼= T .
Let S be a space. Then by definition of the fibre product of stacks an object in (T×[B′/G][B/G])(S)
is a triple (g, ((P → S), φ), u), where g : S → T is an object of T (S), i.e. a map, (P → S, φ) is an
object of [B/G](S), and u : f(g) → h(P → S, φ), i.e. an isomorphism h : g∗P ′ → P of principal
bundles such that φ′ ◦ g♯ = φ ◦ h, where g♯ : g∗P ′ → P ′ is the induced map of total spaces.
The equivalence (T ×[B′/G] [B/G])(S) ∼→ ((P ′×B′ B)/G)(S) associates to (g, ((P → S), φ), u) the
map S → (P ′ ×B′ B)/G induced by the G-equivariant map (g♯ ◦ u−1, φ) : P → P ′ ×B′ B.
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2.1.5 A topological stack is a stack which admits an atlas. An atlas of a stack B is a representable
map X → B from a space X to B which admits local sections. Here we say that a map of stacks
X → Y admits local sections if for each map T → Y from a space T to Y each point y ∈ T has
a neighborhood U ⊂ T such that there exists a map U → X and a two-isomorphism from the
composition U → X → Y to the composition U → T → Y .
A refinement of an atlas X → B is given by an atlas X ′ → B and a diagram
X ′ → X
ց ւ
B
.
2.1.6 Let us check that the quotient stack [B/G] considered in 2.1.2 is topological. We claim that
B → [B/G] is an atlas.
In order to see that this map is representable observe that B ∼= [G/G]×B ∼= [(G×B)/G], where
in the last term G acts on G × B by h(g, b) := (gh−1, hb). In order to see the first equivalence
observe that [G/G](S) is the groupoid of G-principal bundles with a section on S. This groupoid is
connected and a set, hence equivalent to a one-point set. The second equivalence is induced by the
G-equivariant map G × B → G × B, (g, b) 7→ (g, g−1b), where the action of G on the left G × B is
given by h(g, b) := (gh−1, b). The map B ∼= [G×B/G]→ [B/G] is now induced by the G-equivariant
map pr2 : G ×B → B. It is representable by 2.1.4.
Going through the definitions we see that the map B → [B/G] considered as an object of [B/G](B)
is given by (G×B pr2→ B,φ) with φ(g, b) := g−1b.
The existence of local sections can be seen as follows. Let S → [B/G] be a map given by a pair
(P → S, φ). Then we find a surjective map f : A → S such that f∗P is trivial, i.e. admits an
isomorphism f∗P ∼= G × A. The composition A a 7→(e,a)−→ G × A ∼= f∗P f
♯
→ P φ→ B gives the required
section.
2.1.7 Given an atlas X → B we can define a topological groupoid
X ×B X ⇒ X .
If X ′ → X is a refinement, then we get an associated homomorphism of groupoids.
2.1.8 In the case of the quotient stack [B/G] with the atlas B → [B/G] this groupoid is the action
groupoid G×B ⇒ B, where the range and source maps are given by (g, b) 7→ gb and (g, b) 7→ b.
2.1.9 A topological stack B is called proper if the map of spaces
X ×B X → X ×X
is proper. This condition is independent of the choice of the atlas.
2.1.10 A topological groupoid G1 ⇒ G0 is called e´tale if the source and range maps s, r : G1 → G0 are
e´tale. A proper e´tale topological groupiod G1 ⇒ G0 is called very proper if there exists a continuous
function χ : G0 → [0, 1] such that
(1) r : supp(s∗χ)→ G0 is proper
(2)
∑
y∈r−1(x) χ(s(y)) = 1 for all x ∈ G0.
If G is proper e´tale such and G0,G1 are locally compact spaces, then G is automatically very proper.
The existence of the corresponding cut-off functions has been shown e.g. in [10, Prop. 6.11].
An orbispace atlas of a proper topological stack is an atlas X → B such that X ×B X ⇒ X is a
very proper e´tale topological groupoid.
We define a topological orbispace to be a proper topological stack which admits an orbispace
atlas. Our two-category of orbispaces (orbispaces, representable morphisms) has such orbispaces as
objects and representable maps between orbispaces as one-morphisms.
2.1.11 We again consider quotient stack [B/G] of 2.1.2. In view of 2.1.8 it is proper if and only if
the action of G on B is proper, i.e. the map G × B → B × B, (g, b) 7→ (gb, b), is proper. It is in
addition e´tale if and only if G acts with finite stabilizers.
In particular, if G is a discrete group acting properly on a locally compact space B, then [B/G]
is an orbispace.
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2.1.12 If G is a finite group acting on the one-point space, then [∗/G] is an orbispace. If G → H
is a homomorphism of finite groups, then we obtain a map of stacks [∗/G] → [∗/H ]. It is a map of
orbispaces (i.e. representable) if and only if the group homomorphism is injective. In fact, in this
case we can factor this map as [∗/G] ∼= [(G\H)/H ] → [∗/H ], and the second map is prepresentable
by 2.1.4.
2.1.13 More generally, let G : G1 ⇒ G0 be a topological groupoid acting on a space B, i.e. there
is a map f : B → G0 and an action B ×G0 G1 → B (the fibre product employs the range map
r : G1 → G0). Then we have the quotient stack [B/G]. Its value on a space X is given by the
groupoid of pairs (P → X,φ) of locally trivial G-bundles P → X (see [5], Section. 3 for a definition)
and maps φ : P → B of G-spaces, and the morphisms of the groupoid are the isomorphisms of such
pairs. There is a canonical map B → [B/G] which is an atlas. Thus [B/G] is a topological stack. If G
is proper and e´tale and B is locally compact, then [B/G] is an orbispace. In particular, we can apply
this construction to the G-space G0. We obtain the orbispace [G0/G] which is the classifying stack for
locally trivial G-bundles.
2.2 Cohomology of orbispaces
2.2.1 Let X → B be an atlas of a topological stack and X ×B X ⇒ X be the associated groupoid.
Then we obtain an associated simplicial space X. such that Xn := X ×B · · · ×B X︸ ︷︷ ︸
n+1
. By |X.| we
denote its geometric realization.
A refinement u : X ′ → X leads to a map of simplicial spaces u. : (X ′). → X.. It further induces
a map |u.| : |(X ′).| → |X.| of realizations.
2.2.2 In the present paper we heavily use the following fact (which we learned from I. Moerdijk).
Proposition 2.1 If B is an orbispace, and u : X ′ → X is a refinement of orbispace atlases of B,
then |u.| : |(X ′).| → |X.| is a weak homotopy equivalence of spaces.
Proof. The category of sheaves (of sets) on the groupoid X ×B X ⇒ X is equivalent to the category
of sheaves on B. In particular, the homomorphism of groupoids
(X ′ ×B X ′ ⇒ X ′)→ (X ×B X ⇒ X)
induces an equivalence of categories of sheaves over groupoids. In Moerdijk [8] it is shown that the
category of sheaves on X ×B X ⇒ X is equivalent to the category of sheaves on the space |X.|. If a
map of spaces induces an equivalence of categories of sheaves, then it is a weak homotopy equivalence.
This implies the result. ✷
2.2.3 If h(. . . ) is some generalized cohomology theory then we can extend this theory canonically
to orbispaces. Given an orbispace B we choose an orbispace atlas X → B. Then we define
h(B) := h(|X.|) .
This determines h(B) up to natural isomorphisms (related to the various choices of the orbispace
atlas).
If f : B′ → B is a representable map, then X ′ := B′ ×B X → B′ is again an orbispace atlas.
We obtain an induced morphism of groupoids (X ′ ×B′ X ′ ⇒ X ′)→ (X ×B X ⇒ X), which induces
a map of simplicial spaces f . : (X ′). → X., and eventually a map |f .| : |(X ′).| → |X.| of geometric
realizations. The map f∗ : h(B)→ h(B′) is now given by |f .|∗ : h(|(X ′).|)→ h(|X.|).
2.2.4 Below we will apply this construction to integral cohomology h(. . . ) = H(. . . ,Z). In order
to distinguish the construction described above from other extensions of h to orbispaces it will be
called the Borel extension and denoted by hBorel (see also 3.4). This notation is justified by its close
relationship with the Borel extension of a cohomology theory to an equivariant cohomology theory.
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3 The T -duality relation
3.1 Thom classes and T -duality
3.1.1 Let B be a topological stack. We consider two U(1)-bundles Ei → B, i = 0, 1 over B and let
Li → B be the associated Hermitian vector bundles. Let S := S(L0⊕L1)→ B denote the unit-sphere
bundle in the sum of the two line bundles. Observe that the fibres of these bundles are spaces since
the corresponding projection maps to B are representable. We will denote points in the fibre of S by
(z0, z1), where zi ∈ Li and ‖z0‖2 + ‖z1‖2 = 1. Then we have natural inclusions si : Ei → S which
identify Ei with the subsets {‖zi‖ = 1} for i = 0, 1, respectively.
3.1.2 A Thom class for a three-sphere bundle S → B is a class Th ∈ H3(S,Z) which specializes
to a Thom class of the three-sphere bundle |Y .| → |X.| under the natural isomorphism H3(S,Z) ∼=
H3(|Y .|,Z) for some (and hence every) orbispace atlas X → B, where Y := S ×B X → S is the
induced atlas of S.
3.1.3 Let c1(Li) ∈ H2(B,Z) denote the first Chern classes of Li. As in the case of spaces the
three-sphere bundle S → B admits a Thom class if and only if c1(L0) ∪ c1(L1) = 0 in H4(B,Z).
3.1.4 We now introduce the T -duality relation between pairs. We consider classes hi ∈ H3(Ei,Z)
for i = 0, 1 and the pairs (E0, h0) and (E1, h1) over B.
Definition 3.1 We call the pairs (E0, h0) and (E1, h1) T -dual if there exists a Thom class Th ∈
H3(S,Z) such that hi = s
∗
i Th for i = 0, 1, respectively.
This is the direct generalization of [2], Definition 2.9.
3.2 The T -duality transformation
3.2.1 In this subsection we assume that we have a twisted cohomology theory defined on orbispaces.
Thus given is a a functor of twists T : (orbispaces, representable maps)→ groupoids which satisfies
the axioms listed in [2], Section 3.1 with spaces replaced by orbispaces. As an additional datum we
require that a two-isomorphism f
Φ⇒ f ′ between maps f, f ′ : B′ → B induces an isomorphism of
functors f∗
Φ.⇒ (f ′)∗ : T (B)→ T (B′) in a functorial way.
Furthermore, given is a bifunctor h(. . . , . . . ) which associates to each pair (B,H) of an orbispace B
and H ∈ T (B) a graded group h(B,H), and which satisfies the axioms listed again in [2], Section 3.1.
In addition we assume that f∗ = Φ∗. ◦ (f ′)∗ : h(B,H) → h(B′, f∗H) for two-isomorphic morphisms
using the notation above.
We require that the integration map g! : h(B
′, g∗H)→ h(B,H) is defined for representable proper
maps g : B′ → B which are h-oriented. By definition, the datum of an h-orientation of g is equivalent
to a compatible choice of h-orientations of the induced maps of spaces T ×B B′ → T for all maps
T → B, where T is a space.
3.2.2 We consider an orbispace B. Let (E0, h0) and (E1, h1) be pairs over B and Th ∈ H3(S,Z)
be a Thom class such that s∗i Th = hi. We choose a twist H ∈ T (S) such that [H] = Th. Then
we define the twists Hi := s∗iH ∈ T (Ei) for i = 0, 1. In the present section we define the T -duality
transformation
T0 : h(E0,H0)→ h(E1,H1) .
3.2.3 We consider the two-torus bundle F := E0 ×B E1 → B. The map
F ∋ (z0, z1)→ ( 1√
2
z0,
1√
2
z1) ∈ S
defines embedding which gives rise to a decomposition
S ∼= S0 ∪F S1 ,
where
Si := {(z0, z1) ∈ S | ‖zi‖ ≥ ‖z1−i‖} .
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3.2.4 The composition s0 ◦ pr0 : F → S is homotopic to the inclusion by the homotopy
(z0, z1) 7→ (
√
1− t
2
z0,
√
t
2
z1) , t ∈ [0, 1] .
Similarly, s1 ◦ pr1 is homotopic to the inclusion. These homotopies give rise to isomorphism classes
of isomorphisms of twists
vi : H|F ∼→ pr∗iHi .
3.2.5
Definition 3.2 We define the T -duality transformations
Ti : h(Ei,Hi)→ h(E1−i,H1−i)
as the compositions
Ti := (pr1−i)! ◦ (v−11−i)∗ ◦ v∗i ◦ pr∗i .
Here it is essential to use the transformation (v−11−i)
∗ ◦ v∗i : pr∗1−iH1−i → pr∗iHi. With other choices
we can not expect that the maps Ti become isomorphisms for T -admissible cohomology theories.
3.3 T -admissible cohomology theories
3.3.1 Let Γ be a finite group, and choose two characters χ0, χ1 : Γ→ U(1). We consider the stack
B := [∗/Γ] and the bundles Ei := [U(1)/χiΓ]→ [∗/Γ], where Γ acts on U(1) by χi (this is indicated
by the subscript), i = 0, 1. We further consider classes hi ∈ H3(Ei,Z) such that (E0, h0) and (E1, h1)
are T -dual according to Definition 3.1. This is a non-trivial condition as we shall see later in 5.1.
Definition 3.3 Following [2], Definition 3.1,2 we call a twisted cohomology theory h(. . . , . . . ) on
orbispaces T -admissible if the T -duality transformations Ti are isomorphisms for all examples of the
type described above (i.e. for all choices finite groups Γ, pairs of characters χ0, χ1, and choices of the
classes hi).
3.3.2 If the cohomology theory is T -admissible then the property that the T -duality transformation
is an isomorphism can be extended to the large class of base orbispaces B which are build by glueing
the local examples of the form [∗/Γ]. The argument is based on the Mayer-Vietoris sequence.
We call an orbispace B finite if it has a finite filtration
finite⊔
i
[∗/Γi,0] = B0 ⊂ B1 ⊂ · · · ⊂ Br = B
such that there exists cartesian diagrams
Snα−1 × [∗/Γα] → Bα−1
↓ ↓
Dnα × [∗/Γα] iα→ Bα
(3.4)
for nα ∈ N and appropriate finite groups Γα, where the iα are representable and induce inclusions of
open substacks (Dnα \Snα−1)×[∗/Γα]→ Bα (see [5], Definition 2.8), and Dnα×[∗/Γα]⊔Bα−1 → Bα
is surjective.
For example, if M is a compact smooth manifold on which a compact group G acts with finite
stabilizers, then [M/G] is a finite orbispace. In fact, M admits a G-equivariant triangulation (by
G-simplices of the form ∆k × G/H with H ⊂ G a finite subgroup). Using this triangulation we
obtain the required filtration of [M/G]. We expect that compact orbifolds in the sense of [7] are finite
orbispaces.
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3.3.3
Theorem 3.5 Assume that the twisted cohomology theory is T -admissible. Let B be a finite orbis-
pace, and let (E0, h0) and (E1, h1) be pairs over B which are T -dual to each other. Then the T -duality
transformations 3.2 are isomorphisms.
Proof. This theorem is proved using induction over the number of cells of B and the Mayer-Vietoris
sequence in the same way as [2], Thm. 3.13. ✷
Using the method of the proof of Proposition 3.10 we could weaken the finiteness condition.
3.3.4 It is natural to expect that an appropriate extension of twisted Atiyah-Segal K-theory to
orbispaces is T -admissible. At the moment we do not have a proof. In the following Subsection 3.4
we provide examples of T -admissible cohomology theories.
3.4 Borel-K-theory as an admissible cohomology theory on orbis-
paces
3.4.1 The goal of the present subsection is to show that every twisted cohomology theory defined
on spaces and satisfying the list of axioms stated in [2], Section 3.1, admits an extension to orbispaces
by a Borel construction. For a demonstration we use K-theory. We shall see that the Borel extension
of a T -admissible twisted cohomology theory is again T -admissible.
3.4.2 Note that in the case of K-theory the Borel construction is probably not the most interesting
extension to orbispaces. A better extension is provided by the construction of Tu, Xu and Laurent
[11].
3.4.3 An extension of a twisted cohomology theory from spaces to orbispaces consists of an extension
of the notion of a twist from spaces to orbispaces, and then of the extension of the cohomology functor
itself.
We start with the discussion of twists. In this subsection we will assume that we are given a functor
T on spaces which associates to each space B the groupoid of twists T (B) (Note that in general twists
form a two-category. Here we adjust the notion by identifying isomorphic isomorphisms.)
3.4.4 We now extend twists to orbispaces.
Definition 3.6 A twist of an orbispace B is given by an orbispace atlas X → B and a twist H ∈
T (|X.|). A morphism of twists H → H′, where H ∈ T (|X.|) and H′ ∈ T (|(X ′).|), is given by a
common refinement Y → B of the orbispace atlases X and X ′ and a morphism φ : u∗H → (u′)∗H′,
where u : |Y .| → |X.| and u′ : |Y .| → |(X ′).| are the induced maps.
We identify morphisms which become equal on a common refinement of orbispace atlases. In this
way we associate to each orbispace B a category of twists T (B).
3.4.5 Let f : B′ → B be a morphism of orbispaces, i.e. a representable map of stacks. Then we
define the pull-back f∗ : T (B) → T (B′) as follows. If X → B is an orbispace atlas then we get an
orbispace atlas X ′ := B′×B X and an induced map φ : |(X ′).| → |X.|. If H ∈ T (|X.|) ⊂ T (B), then
we define f∗H ∈ T (B′) as φ∗H ∈ T (|(X ′).|). The pull-back of morphisms is defined similarly. In this
way we obtain a functor T : (orbispaces, representable maps)→ groupoids.
3.4.6 We consider a two-isomorphism f
Φ⇒ f ′ between representable maps f, f ′ : B′ → B of
orbispaces. If X → B is an atlas, and Y, Y ′ → B′ are the atlases obtained by pull-back via f, f ′, then
Φ induces a map Φ : Y → Y ′ which we consider as a refinement. Note that φ′ ◦|Φ.| = φ : |Y .| → |X.|.
For H ∈ T (|X.|) ⊂ T (B) we define Φ.(H) : φ∗(H)→ |Φ.|∗ ◦ (φ′)∗(H) to be the associated canonical
isomorphism, interpreted as an isomorphisms f∗H → (f ′)∗H.
3.4.7 Now we extend the K-theory functor (or any other twisted cohomology theory) to orbispaces.
Let H ∈ T (|X.|) be a twist of B in the sense above.
Definition 3.7 We define
KBorel(B,H) := K(|X.|,H) .
Let f : B′ → B be a map of orbispaces. We use the notation of 3.4.5.
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Definition 3.8 We define f∗ : KBorel(B,H)→ KBorel(B′, f∗H) to be the map |φ.|∗ : K(|X.|,H)→
K(|(X ′).|, φ∗H).
Let Φ : H → H′ be a morphism of twists given by φ : u∗H → (u′)∗H′, where we use the notation
of 3.6.
Definition 3.9 We define Φ∗ : KBorel(B,H′)→ KBorel(B,H) to be the composition
Φ∗ := (u∗)−1 ◦ φ∗ ◦ (u′)∗ .
Here we us the fact that the refinement map u : |Y .| → |X.| is a homotopy equivalence (see Proposition
2.1), and therefore that u∗ is invertible. We also see that Φ∗ is an isomorphism.
It is straight forward to check that this bi-functor has the required properties of a twisted coho-
mology defined on orbispaces as explained in 3.2.1.
3.4.8
Proposition 3.10 The twisted Borel K-theory KBorel(. . . , . . . ) is T -admissible.
Proof. We consider the orbispace chart X := ∗ → [∗/Γ]. Then the corresponding classifying space
|X.| is a countable CW -complex of the homotopy type BΓ. The T -duality transformation in KBorel
for pairs over [∗/Γ] translates to the T -duality transformation for pairs over |X.|.
In [2] we have shown that the T -admissibility of K-theory implies that the T -duality transforma-
tion is an isomorphism for pairs over bases spaces which are equivalent to finite CW -complexes. In
fact, this result can be extended to countable complexes as follows. Let
W0 ⊂W1 ⊂ · · · ⊂Wi ⊂ · · · ⊂ W
be a filtration of a countable CW -complex W by finite sub-complexes. Let (Ei, hi), i = 0, 1, be
T -dual pairs over W and consider twists Hi ∈ T (Ei) such that [Hi] = hi. Let
T0 : K
∗(E0,H0)→ K∗−1(E1,H1)
be the associated T -duality transformation. We claim that T0 is an isomorphism of groups.
Let (Ei(k), h(k)) be the pairs over Wk obtained by restriction. We have exact sequences
0→
1
lim
k
←
K∗−1(Ei(k),Hi(k))→ K(Ei,Hi)→ lim
k
←
K∗(Ei(k),Hi(k))→ 0
for i = 0, 1. The T -duality transformation T0 is compatible with restriction and therefore induces a
map of sequences (K∗(E0(k),H0(k)))k≥0
(T0(k))k≥0→ (K∗−1(E1(k),H1(k)))k≥0 . Since the complexes
Wk are finite, this map is an isomorphism. We thus obtain a map of short exact sequences
0 → lim1k
←
K∗−1(E0(k),H0(k)) −→ K(E0,H0)
(T0(k))k≥0 ↓ T0 ↓
0 → lim1k
←
K∗−2(E1(k),H1(k)) −→ K(E1,H1)
−→ lim k
←
K∗(E0(k),H0(k)) → 0
(T0(k))k≥0 ↓
−→ lim k
←
K∗−1(E1(k),H1(k)) → 0
.
By the five lemma we see that T0 is an isomorphism. This proves the claim.
We can now apply the claim in order to show that KBorel is T -admissible since the CW -complexes
|X.| obtained from ∗ → [∗/Γ] for finite groups Γ are countable. ✷
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4 Groupoids and classifying spaces
4.1 Continuous cohomology
4.1.1 We consider a topological groupoid G : G1 ⇒ G0 and a topological abelian group A. Then we
define a cochain complex of abelian groups
· · · → Cpcont(G, A) δ→ Cp+1cont(G, A)→ . . . ,
where
C0(G, A) = C(G0, A) , Cpcont(G, A) := C(G1 ×G0 · · · ×G0 G1︸ ︷︷ ︸
p
, A)
and
(δa)(γ1, . . . , γp+1) := a(γ2, . . . , γp+1)
+
p∑
i=1
(−1)ia(γ1, . . . , γi ◦ γi+1, . . . , γp+1) + (−1)p+1a(γ1, . . . , γp) .
Definition 4.1 The continuous cohomology Hcont(G, A) of G with values in A is the cohomology of
the complex (C∗cont(G, A), δ).
This definition is an immediate extension of the definition of the continuous cohomology of a topo-
logical group.
4.1.2 We now assume that G is very proper and e´tale, and that A admits the structure of a
topological R-vector space. This allows to multiply A-valued continuous functions on a space with
R-valued continuous functions. The following Lemma (see also [4, Proposition 1]) generalizes the
well-known fact that the higher cohomology of a finite group with coefficients in a Q-vector space is
trivial.
Lemma 4.2 We have Hp(G, A) = 0 for p ≥ 1.
Proof. Let a ∈ Cp+1cont(G, A) be a cocycle. We define the continuous cochain b ∈ Cpcont(G, A) by
b(γ1, . . . , γp) := (−1)p+1
∫
Gs(γp)
χ(s(γ))a(γ1, . . . , γp, γ)dγ ,
where dγ is the counting measure on Gs(γp), and χ is the cut-off function given by the very proper
condition 2.1.10. Then by a straight forward computation we have δb = a. ✷
4.2 The Borel construction and U(1)-bundles
4.2.1 We consider a U(1)-bundle E → B over an orbispace B. We choose an orbispace atlas
X → B and get an induced orbispace atlas Y := X ×B E → E of E. Then we have the groupoids
G : X ×B X ⇒ X and E : Y ×E Y ⇒ Y together with a homomorphism E → G. The latter can be
considered as a U(1)-bundle over G.
It gives rise to a simplicial U(1)-bundle Y . → X. (using the notation 1.2.11), and thus to an
ordinary U(1)-bundle |Y .| → |X.|.
This construction extends in an obvious manner to a functor AX from the category of U(1)-
bundles over B to U(1)-bundles over |X.|. The morphisms in these categories here are homotopy
classes of bundle isomorphisms. The main step in the proof of 1.1 is the following proposition.
Proposition 4.3 AX is an equivalence of categories.
The remainder of the present subsection is devoted to the proof. It consists of three steps. In the
first step we show that AX is surjective on the level of sets of isomorphisms classes. Then we show
that it is full. In the last step we show that it is faithful.
4 GROUPOIDS AND CLASSIFYING SPACES 14
4.2.2 We have an equivalence of stacks B ∼= [G0/G]. Moreover the category of U(1)-bundles over B
is equivalent to the category of U(1)-bundles over G. In fact, given a U(1)-bundle E → B in stacks we
obtain by the construction above a U(1)-bundle E → G in a functorial manner. In the other direction
we funtorially associate to a U(1)-bundle E → G of groupoids a U(1)-bundle [E0/E ] → [G0/G] of
stacks.
A U(1)-bundle E → G in groupoids can equivalently be considered as a G-equivariant U(1)-bundle,
i.e. a U(1)-bundle E0 → G0 together with an action G1 ×G0 E0 → E0. Below we will freely switch
between these two points of view.
4.2.3 If G is a topological groupoid then we let B(G) denote the associated simplicial space, and
we let |B(G)| denote its geometric realization.
In order to prove Proposition 4.3 it suffices to show that the functor which associates |B(E)| →
|B(G)| to E → G is an equivalence of categories. We will denote it by A.
We first show that A induces a surjection on the level of sets of isomorphisms classes of objects.
4.2.4 For the following discussion we employ the smooth bundle U → PC∞ as a model for the
universal U(1)-principal bundle. To be precise we consider this bundle in the category of ind-manifolds
such that U := lim n
→
S2n+1 and PC∞ := lim n
→
PCn, and the connecting maps are in both cases
induced by the canonical embeddings Cn → Cn+1.
We choose a connection on this U(1) bundle which induces a parallel transport and a curvature
two-form ω ∈ Ω2(PC∞). In detail this amounts to choose a compatible family of connections on the
bundles S2n+1 → PCn (e.g. the one induced by the round metric on the spheres), and the curvature
form is interpreted as a compatible family of two-forms on the family of complex projective spaces,
i.e. ω ∈ lim n
←
Ω2(PCn).
A map c : |B(G)| → PC∞ determines a U(1)-bundle c∗U → |B(G)|. Homotopic maps give
isomorphic U(1)-bundles. We want to show that the isomorphism class of c∗U → |B(G)| is in the
image of A. Let c denote the homotopy class of c.
4.2.5 For all n ≥ 0 we have a natural map
in : ∆
n × G1 ×G0 · · · ×G0 G1︸ ︷︷ ︸
n
→ |B(G)| .
If (γ1, . . . , γn) ∈ G1 ×G0 · · · ×G0 G1︸ ︷︷ ︸
n
, then we let
in(γ1, . . . , γn) : ∆
n ∼= ∆n × {(γ1, . . . , γn)}
⊂ ∆n × G1 ×G0 · · · ×G0 G1︸ ︷︷ ︸
n
in→ |B(G)| .
4.2.6 We plan to use the parallel transport along one-simplices. Furthermore we want to apply
Stokes theorem to the curvature form on three-simplices. Therefore we need a representative of c
which is smooth in the interior of each simplex. Let ∆nint ⊂ ∆n denote the interior of the standard
simplex.
Lemma 4.4 The class c has a representative c such that for all n ≥ 1 the composition c ◦ in induces
a continuous map
G1 ×G0 · · · ×G0 G1︸ ︷︷ ︸
n
→ C∞(∆nint, PC∞) .
Proof. For all n ≥ 1 we set up one of the usual procedures to smooth out maps ∆n → PC∞
in the interior ∆nint ⊂ ∆n without changing the restriction to the boundary. In this way we ob-
tain a family of continuous maps C(∆n, PC∞) → C∞(∆nint, PC∞) ∩ C(∆n, PC∞). We apply these
procedures to the maps in(γ1, . . . , γn) for all (γ1, . . . , γn) ∈ G1 ×G0 · · · ×G0 G1︸ ︷︷ ︸
n
, increasing n from 1
to∞ inductively. The resulting maps assemble to a representative of c with the required properties. ✷
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4.2.7 We define a U(1)-bundle E → G0 by the iterated pull-back
E → c∗U → U
↓ ↓ ↓
G0 ⊂ |B(G)| c→ PC∞
.
The idea is to define an action of G on E so that if we apply A to the resulting bundle E → G we get
back the isomorphism class of c∗U → |B(G)|.
4.2.8 For γ ∈ G1 we have a path c ◦ i1(γ) : ∆1 → PC∞ from c(s(γ)) to c(r(γ)). We let φ(γ) :
Es(γ) → Er(γ) denote the isomorphism such that
Es(γ)
φ(γ)→ Er(γ)
‖ ‖
Uc(s(γ)) → Uc(r(γ))
,
where the lower horizontal arrow is the parallel transport along the path.
The maps φ(γ), γ ∈ G1, combine to a map φ : G1 ×G0 E → E. This is not yet an action. In the
following we modify this map to make it associative. In fact, the non-associativity will be measured
by a continuous groupoid cocycle a with coefficients in U(1), and the crucial fact will be that it
represents the trivial cohomology class.
4.2.9 Consider a pair (γ1, γ2) ∈ G1 ×G0 G1. We define
a(γ1, γ2) := φ(γ1 ◦ γ2)−1 ◦ φ(γ1) ◦ φ(γ2) ∈ Aut(Es(γ2)) ∼= U(1) .
Note that a ∈ C2cont(G, U(1)) is a cocyle which represents a class [a] ∈ H2cont(G, U(1)).
Lemma 4.5 We have [a] = 0.
Proof. We consider the continuous homomorphism e : R→ U(1) given by t 7→ exp(2πit). In induces
a map of complexes e∗ : C
2
cont(G,R) → C2cont(G, U(1)). The key to the proof is the observation that
the cocycle a can be lifted to a cocycle a˜ ∈ C2cont(G,R) such that e∗a˜ = a. By Lemma 4.2 we have
[a˜] = 0 so that [a] = e∗[a˜] = 0, too.
Note that (γ1, γ2) determines a smooth map c ◦ i2(γ1, γ2) : ∆2 → PC∞. The restriction of this
map to the boundary of the simplex determines a piecewise differentiable loop in PC∞, and a(γ1, γ2)
is exactly the holonomy of the parallel transport along this loop. We thus get
a(γ1, γ2) = e
(∫
∆2
(c ◦ i2(γ1, γ2))∗ω
)
.
We now define the continuous R-valued groupoid-cochain
a˜(γ1, γ2) :=
∫
∆2
(c ◦ i2(γ1, γ2))∗ω . (4.6)
We claim that a˜ is a cocycle. In fact, for (γ1, γ2, γ3) ∈ G1 ×G0 G1 ×G0 G1 the number
(δa˜)(γ1, γ2, γ3) = a˜(γ2, γ3)− a˜(γ1 ◦ γ2, γ3) + a˜(γ1, γ2 ◦ γ3)− a˜(γ1, γ2)
is the integral over the boundary of ∆3 of i3(γ1, γ2, γ3)
∗ω. Since ω is closed, this integral vanishes by
Stokes theorem. ✷
4.2.10 By Lemma 4.5 we can choose b ∈ C1cont(G, U(1)) such that
δb = a . (4.7)
We now define
m(γ) := φ(γ)b(γ)−1
Then it is easy to check that m : G1 ×G0 E → E is an action. Let E → G denote the corresponding
equivariant U(1)-bundle.
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4.2.11 Let F := |B(E)| → |B(G)|.
Lemma 4.8 We have an isomorphism of U(1)-bundles F ∼= c∗U .
Proof. We will prove the assertion by explicitly defining an isomorphism ψ : F → c∗(U).
If (a0, . . . , an) are the labels of the vertices of ∆
n, then let tai denote the linear coordinate on ∆
n
which vanishes at the vertex labeled by ai, and which is equal to 1 on the opposite face.
First note that we can find a cochain b˜ ∈ C1Cont(G,R) such that δb˜ = a˜ and e(b˜) = b (using the
notation of 4.2.10). Let ∆n denote the copy of the standard simplex in |B(G)| corresponding to
(γ1, . . . , γn) ∈ G1 ×G0 · · · ×G0 G1︸ ︷︷ ︸
n
.
The vertices of ∆n are naturally labeled by the ordered set {r(γ1), . . . , r(γn), s(γn)}. Let ∆n◦ :=
∆n\∂s(γn)∆n, where ∂s(γn)∆n is the unique face not containing the vertex labeled by s(γn). We define
ψ over the subset ∆n◦ × (γ1, . . . , γn) ⊂ |B(G)| as follows. By construction the fiber of F|∆n◦×(γ1,...,γn)
is canonically isomorphic to Es(γn) = Uc(s(γn)). Each point s ∈ ∆n◦ can be joined by a linear path
with the vertex with label s(γn). Let ψ(s, (γ1, . . . , γn)) : F(s,(γ1,...,γn))
∼= Uc(s(γn)) → Uc(s,(γ1,...,γn))
be given by the parallel transport along this path multiplied by
e(−ts(γn)b˜(γn))e(−ts(γn)ts(γn−1)b˜(γn−1)) . . . e(−ts(γn) . . . ts(γ1)b˜(γ1)) .
We use the construction for all n ≥ 1 and points (γ1, . . . , γn) ∈ G1 ×G0 · · · ×G0 G1︸ ︷︷ ︸
n
. It is now easy to
check that ψ is an everywhere defined continuous bundle isomorphism. ✷
This finishes the proof of the fact that A is surjective on the level of sets of isomorphism classes
of objects.
4.2.12 Our next task is to show that A is full. We consider the following intermediate construction.
Let E → G be a U(1)-bundle. Then we have a cartesian diagram
|B(E)| ∼=→ c∗U → U
↓ ↓ ↓
|B(G)| =→ |B(G)| c→ PC∞
, (4.9)
where c is uniquely determined up to homotopy. After a further homotopy we can assume that c
satisfies the condition of Lemma 4.4. We apply to this map c the construction of the first part of the
proof and obtain a U(1)-bundle E˜ → G.
4.2.13
Lemma 4.10 We have E˜ ∼= E as U(1)-bundles over G.
Proof. Let E, E˜ → G0 be the underlying U(1)-bundles. Note that (4.9) induces a canonical isomor-
phism Ψ : E˜
∼→ E as U(1)-principal bundles over G0. We must compare the action m˜ of G on E˜ with
the original action m on E. The difference between these two actions is measured by the continuous
cocycle h ∈ C1cont(G, U(1)) defined by
h(γ) = Ψ−1 ◦m(γ)−1 ◦Ψ ◦ m˜(γ) ∈ Aut(E˜s(γ)) ∼= U(1) .
The cohomology class of this cocycle is the obstruction against making Ψ equivariant by multiplying
it by a U(1)-valued function on G0.
4.2.14
Lemma 4.11 We have [h] = 0.
Proof. The key is again the construction of a lift of h to a cocycle h˜ ∈ C1cont(G,R) such that e∗(h˜) = h.
By Lemma 4.2 we then have [h] = e∗([h˜]) = 0.
We consider γ ∈ G1. It induces a smooth path c ◦ i1(γ) : ∆1 → PC∞ and therefore a parallel
transport φ(γ) : Uc(s(γ)) → Uc(r(γ)). We have m˜(γ) = φ(γ)b(γ)−1, where b is as in (4.7). As in the
proof of Lemma 4.8 will again use the cochain b˜ ∈ Ccont(G,R) such that δb˜ = a˜ and b = e∗(b˜).
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The identification |B(E)| ∼= c∗U induces a trivialization i1(γ)∗U ∼= ∆1 × Es(γ). If α(γ) denotes
the connection-one form in this trivialization, then we can write
φ(γ) = e
(∫
∆1
α(γ)
)
.
By construction we have h(γ) = e
(∫
∆1
α(γ)
)
b(γ)−1. We define the cochain h˜ ∈ C1cont(G,R)
h˜(γ) :=
∫
∆1
α(γ)− b˜(γ) .
It satisfies e∗(h˜) = h. We claim that h˜ is in fact a cocycle. Let (γ1, γ2) ∈ G1×G0 G1. The identification
|B(E)| ∼= c∗U induces a trivialization (c ◦ i2(γ1, γ2))∗U ∼= ∆2 × UEs(γ2) . Let α(γ1, γ2) denote the
connection one-form in this trivialization. Then we have
δh˜(γ1, γ2) =
∫
∂∆2
α(γ1, γ2)− δb˜(γ1, γ2) .
By Stoke’s theorem the first term of the right-hand side is equal to∫
∆2
dα(γ1, γ2) .
Now the claim follows in view of dα(γ1, γ2) = (c ◦ i2(γ1, γ2))∗ω, δb˜ = a˜, and (4.6). ✷
4.2.15 By Lemma 4.11 we can choose a cochain f ∈ C0cont(G, U(1)) such that δf = h. If we define
the isomorphism Ψ˜ : E˜ → E by Ψ˜(x) = Ψ(x)f−1(x) then Ψ˜ is G-equivariant.
4.2.16 We now finish the proof of the fact that A is full. To this end we consider U(1)-bundles
E ,E ′ → G and an isomorphism of U(1)-bundles Λ : |B(E ′)| → |B(E)| over |B(G)|. We must show
that Λ can be written as A(λ) for some λ : E ′ → E over G. We apply to E and E ′ the intermediate
construction started in 4.2.12, where we use the same map c : |B(G)| → PC∞ in both cases. We
obtain a chain of isomorphisms
E Ψ˜∼= E˜ = E˜ ′
Ψ˜′∼= E ′ .
Let E λ∼= E ′ be the composition.
In general A(λ) is not equal to Λ (recall that we consider homotopy classes). But the following
result shows that we can find an automorphism φ of E such that A(λ ◦ φ) = Λ.
4.2.17 Let φ : G0 → U(1) be a G1-invariant function. We can interpret φ as an automorphism of
the U(1)-bundle E → G. Applying the classifying space functor we get an automorphism |B(φ)| of
the U(1)-bundle |B(E)| → |B(G)|, i.e. a function |B(φ)| : |B(G)| → U(1).
Lemma 4.12 Every homotopy class of maps [|B(G)|, U(1)] has a representative of the form |B(φ)|
for a G1-invariant function φ : G0 → U(1).
Proof. We consider a homotopy class of maps |B(G)| → U(1) and choose a representative f˜ . The
restriction of f˜ : |B(G)| → U(1) to G0 ⊂ |B(G)| gives a function φ˜ : G0 → U(1). In general it is not
G1-invariant.
We consider φ˜ ∈ C0cont(G, U(1)). Then the non-invariance is measured by h := δφ˜ ∈ C1cont(G, U(1)).
We have h(γ) = φ(r(γ))φ(s(γ))−1. We now construct a lift h˜ ∈ C1cont(G,R) as follows. Let γ ∈ G1.
It gives rise to a path i1(γ) : ∆
1 → |B(G)|. The restriction i1(γ)∗f˜ has a lift to an R-valued function
κ(γ) : ∆1 → R. The difference h˜(γ) := κ(γ)(1) − κ(γ)(0) is independent of the choice of the lift.
We claim that δh˜ = 0. This follows from the fact that f˜ is defined on the image of i2(γ1, γ2) :
∆2 → |B(G)| for all composeable γ1, γ2 ∈ G1. By Lemma 4.2 we can find a function a ∈ C0cont(G,R)
such that δa = h˜. We now define the G1-invariant U(1)-valued function
φ = φ˜ exp(−2πia) .
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We can consider a as an R-valued continuous function defined on the closed subset G0 ⊂ |B(G)|. Let
a˜ : |B(G)| → R be any continuous extension, and set f := f˜ exp(−2πia˜). Then clearly [f ] = [f˜ ]. It
remains to show that [f ] = [|B(φ)|].
Note that in(γ1, . . . , γn)
∗B(φ) = φ(s(γn)) = φ(r(γi)) for all i = 1, . . . , n. We now consider the
function g : |B(G)| → U(1) defined by g = fB(φ)−1. It has the property that g|G0 = 1. We must
show that g is homotopic to the constant function, or equivalently, that it admits a lift to an R-valued
function. In fact, in this case [f ] = [|B(φ)|].
We have a natural map p : |B(G)| → G0/G1 (the target is the quotient space of G0 with respect
to the equivalence relation generated by G1) given by p(σ, (γ1, . . . , γn)) := s(γn), where σ ∈ ∆n. The
fibre of p over the class [x] ∈ G0/G1 is homotopy equivalent to the classifying space |B(Gxx)|. Since
Gxx is a finite group we have H1(|B(Gxx)|,Z) = 0. This shows that the restriction of the U(1)-valued
function g to p−1([x]) admits a lift to an R-valued function which is unique up to an additive integer.
Let [x] ∈ G0/G1 and γ ∈ G1 such that s(γ) ∈ [x]. Let g˜[x] be a lift of g|p−1([x]). Then we have
g˜[x](r(γ)) − g˜[x](s(γ)) = κ(γ)(1) − κ(γ)(0) − a˜(r(γ)) + a˜(s(γ)) = h˜(γ) − a˜(r(γ)) + a˜(s(γ)) = 0. This
allows us to normalize the lift g˜[x] such that (g˜[x])|[x] = 0. These normalized lifts fit together to a lift
g˜ : |B(G)| → R of g. ✷
This finishes the proof of the fact that A is full. Note that this implies that A is injective on the
level of sets of isomorphism classes of objects.
4.2.18 In the final step of the proof of Proposition 4.3 we show that A is faithful. It suffices to
show that A is injective on the group of automorphisms of a U(1)-bundle E → G. Via a mapping
torus construction we can translate this assertion to the injectivity of A on the set of isomorphism
classes of U(1)-bundles over S1×G. Therefore faithfulness is implied by the preceeding results. This
finishes the proof of Proposition 4.3. ✷
4.3 The Borel construction for pairs
4.3.1 In this subsection we finish the proof of Theorem 1.1. Let Y → B be an atlas of an orbispace
B. Recall that PAY : P (B) → P (|Y .|) maps the pair (E,h) to (|X.|, h), where X := E ×B Y → E
is the induced atlas of E, |X.| → |Y .| is the induced U(1)-principal bundle, and h ∈ H3(|X.|,Z) ∼=
H3(E,Z).
We must show that PAY induces an isomorphism on the level of isomorphism classes pairs. Since
the construction is functorial it is clear that PAY descends to isomorphism classes.
We first show that it is surjective. Consider a pair (F, h) over |Y .|. Then by Proposition 4.3 we
find a U(1)-bundle E → B such that |X.| ∼= F as U(1)-bundles over |Y .|. Using this isomorphism we
consider h ∈ H3(E,Z). It follows that AY maps (E, h) to (F, h). Hence, PAY hits all isomorphism
classes.
We now consider two pairs (Ei, hi), i = 0, 1 over B. We assume that they become isomorphic
under PAY , i.e. we have an isomorphism of U(1)-bundles φ : |X.0| → |X.1| such that φ∗h1 = h0.
We apply again Proposition 4.3 in order to find an isomorphism Φ : E0 → E1 such that PAY (Φ)
is homotopic to φ. It therefore gives an isomorphism of pairs (E0, h0) ∼= (E1, h1). This shows that
PAY is injective. ✷
5 Examples
5.1 Γ-Points - cyclic groups
5.1.1 Let Γ be a finite group. Let Γ act on the one point space ∗ and consider the orbispace
B := [∗/Γ]. The map ∗ 7→ [∗/Γ] is an atlas. The associated groupoid is G : Γ ⇒ ∗, and B(G) is the
usual bar construction on Γ. We have |B(G)| ∼= BΓ.
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5.1.2 The group of characters of Γ can be identified with the group cohomology H1(Γ, U(1)). Let
χ ∈ H1(Γ, U(1)) be a character. It induces an action of Γ on U(1). We obtain a U(1)-principal bundle
E := [U(1)/Γ]→ B. In order to extend E to a pair over B we must choose a class h ∈ H3(E,Z). We
use the Gysin sequence in order to get some information about this cohomology group.
5.1.3 The topology of the bundle E → B enters into the Gysin sequence through its first Chern
class. In order to describe this class in terms of the character χ we consider the boundary operator
of the long exact sequence in group cohomology associated to the sequence of coefficients
0→ Z→ R→ U(1)→ 0 .
It provides an isomorphism
δ : H1(Γ, U(1))
∼→ H2(Γ,Z) ∼= H2(BΓ,Z) ∼= H2(B,Z) .
Let c1(E) ∈ H2(B,Z) denote the first Chern class of E. We then have
c1(E) = δ(χ) .
5.1.4 Since Γ is finite we have H1(BΓ,Z) = H1(B,Z) = 0. The relevant part of the Gysin sequence
has the form
0→ H3(B,Z) π∗→ H3(E,Z) π!→ H2(B,Z) ···∪c1(E)→ H4(B,Z)→ . . . .
5.1.5 Let us from now on assume that Γ is the cyclic group Z/nZ. We identify Γˆ ∼= Z/nZ such that
the character corresponding to [q] ∈ Z/nZ is given by
χ([p]) = exp(
2πipq
n
) .
The cohomology of BΓ is given by
i Hi(BΓ,Z)
0 Z
2l − 1 0
2l Z/nZ
,
where l ≥ 1.
Under this identification we have c1(E) = [q]. The Gysin sequence specializes to
0→ H3(E,Z) π!→ Z/nZ [q]→ Z/nZ→ . . .
so that
H3(E,Z) ∼= {[s] ∈ Z/nZ | n|sq} ⊂ Z/nZ .
We fix a class h = [s] in this group.
5.1.6 We can now calculate the T -dual pair (Eˆ, hˆ). Note that by [2], Lemma 2.12, we have c1(Eˆ) =
−π!(h). Therefore, we have c1(Eˆ) = [−s] ∈ Z/nZ ∼= H2(B,Z). We can determine hˆ by the condition
πˆ!(hˆ) = −c1(E). The relevant part of the Gysin sequence for Eˆ has the form
0→ H3(Eˆ,Z) πˆ!→ Z/nZ [−s]→ Z/nZ→ . . . ,
so that
H3(Eˆ,Z) = {[r] ∈ Z/nZ | n|sr} ⊂ Z/nZ ,
and we have hˆ = [−q].
5.1.7 Note that the stack E = [U(1)/Z/nZ] is equivalent to a space which is homeomorphic to
U(1). But the action of U(1) on this space is not free. Let us assume that (q, n) = 1. Then we have
H3(E,Z) = 0 and thus h = 0. The dual bundle is then given by the orbispace Eˆ = [U(1)/Z/nZ],
where the group Z/nZ now acts trivially. This orbispace is not equivalent to a space. We have
H3(Eˆ,Z) ∼= Z/nZ, and h = [−q]. This example shows that in general the T -dual of a space with a
non-free U(1)-action is an orbispace which is not equivalent to a space anymore.
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5.1.8 We now calculate the twisted Borel K-groups for E and Eˆ. As predicted by the general
theory they turn out to be isomorphic (up to degree-shift). We keep the assumption (n, q) = 1.
Since h = 0 and E ∼= U(1) we have
i KiBorel(E,H)
2l − 1 Z
2l Z
,
where l ∈ Z and H is a trivializable twist.
5.1.9 We employ the Mayer-Vietoris sequence in order to calculate K∗Borel(Eˆ, Hˆ), where Hˆ is a
twist of Eˆ ∼= U(1)× [∗/Z/nZ] classified by hˆ. We fix the atlas ∗ → [∗/Z/nZ]. Then X := U(1)×∗ →
U(1) × [∗/Z/nZ] is an atlas of Eˆ. We get |X.| ∼= U(1) ×BZ/nZ. We have hˆ = orU(1) × [−q], where
orU(1) ∈ H1(U(1),Z) is the positive generator, and [−q] ∈ H2(BZ/nZ,Z) ∼= Z/nZ. We can assume
that Hˆ is a twist on |X.|. We decompose U(1) into the union of an upper and a lower hemisphere
I±. The restriction of Hˆ to I± ×BZ/nZ is trivializable.
5.1.10 We have a ring isomorphism K(BZ/nZ) ∼= R(Z/nZ)(I), where I ⊂ R(Z/nZ) is the dimension
ideal in the representation ring of Z/nZ, and (. . . )(I) denotes the I-adic completion. In particular
we have K1(BZ/nZ) ∼= {0}. We have a natural map Z/nZ→ K(BZ/nZ) which associates to [q] the
class of the line bundle over BZ/nZ associated to the character [s] 7→ exp(2πi sq
n
).
5.1.11 We can now write out the Mayer-Vietoris sequence in twisted K-theory associated to the
decomposition
|X.| ∼= (I+ ×BZ/nZ) ∪ (I− ×BZ/nZ) .
0→ K0Borel(Eˆ, Hˆ)→
K0(BZ/nZ)⊕K0(BZ/nZ)

 1 1−[−q] −1


→ K0(BZ/nZ)⊕K0(BZ/nZ)
→ K1Borel(Eˆ, Hˆ)→ 0 .
Here, since I± is contractible and the restriction of the twist is trivializable, we identify K(I± ×
BZ/nZ, Hˆ|I±×BZ/nZ) with K(BZ/nZ). The appearance of [−q] instead of −1 in the lower left corner
of the matrix is due to the presence of twists. We now use the isomorphism K(BZ/nZ) ∼= R(Z/nZ)(I)
and calculate that
K0Borel(Eˆ, Hˆ) ∼= ker(([−q]− 1) : R(Z/nZ)(I) → R(Z/nZ)(I)) ∼= Z
and
K1Borel(Eˆ, Hˆ) ∼= coker(([−q]− 1) : R(Z/nZ)(I) → R(Z/nZ)(I)) ∼= Z .
Therefore we get
i KiBorel(Eˆ, Hˆ)
2l − 1 Z
2l Z
as predicted by the T -duality isomorphism.
5.2 Seifert fibrations
5.2.1 In this subsection we consider T -duality of U(1)-bundles over certain two-dimensional or-
bispaces. In order to describe such an orbispace B we fix numbers r, g ∈ N0, and an element
(n1, . . . , nr) ∈ (Z \ {0})r . We set n0 := 1. We consider Γi := Z/niZ as a subgroup of U(1) via
[q] 7→ exp(2πi q
ni
).
Let Σ be an oriented surface of genus g. We fix pairwise distinct points p0, p1, . . . , pr ∈ Σ. We
further choose orientation preserving identifications (U¯i, pi) ∼= (D2, 0) of suitable pairwise disjoint
closed pointed neighborhoods U¯i of pi for all i = 0, . . . r. The group Γi acts naturally on the disk
D˜ ⊂ C. We consider the associated branched covering D˜ → D, z 7→ z|ni|, and let ˜¯Ui → U¯i be the
branched covering induced via our identification U¯i ∼= D.
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5.2.2 This data determines a topological groupoid G which represents the orbispace B := [G1/G0].
Let Σ0 := Σ \⋃ri=0 Ui, where Ui ⊂ U¯i denotes the interior. We define
G0 := Σ0 ⊔
r⊔
i=0
˜¯Ui .
The set of morphisms is defined as follows. First of all the restriction of G to Σ0 is the trivial groupoid.
The restriction of G to ˜¯Ui is the action groupoid of the Γi-action on ˜¯Ui, i.e. Γi× ˜¯Ui ⇒ ˜¯Ui. It remains
to describe the morphisms over the overlaps. A point sΣ ∈ ∂Σ0 determines an index i and a point
s¯ ∈ U¯i. For any lift s˜ ∈ ˜¯Ui of s¯ we require that there is exactly one morphism sΣ → s˜ in G1. As a
topological space G1 is fixed by the requirement that s : s−1(∂Σ0) → ∂Σ0 is a connected covering
over each connected component of ∂Σ0, where s : G1 → G0 is the source map.
In fact, this groupoid describes an orbispace structure on Σ with singular points p1, . . . , pr of
multiplicity n1, . . . , nr. The point p0 will be used later in order to introduce a non-trivial topology
on U(1)-bundles over B in the case r = 0.
5.2.3 We now describe U(1)-bundles over B. To this end we choose a number c ∈ Z and an element
(χ1, . . . , χr) ∈ Γˆ1 × · · · × Γˆr. This data together with additional choices (the φi introduced below)
determines a U(1)-bundle E → B as follows. We will describe it as a quotient E := [E/G1], where
E → G is an equivariant U(1)-bundle. It is given by a U(1)-bundle E → G0 together with an action
G1 ×G0 E → E . We set E := U(1)×G0. The data fixed above determines the action of G. On E| ˜¯Ui we
let Γi act on the fibre with character χi.
For all i = 1, . . . , r we choose a map φi : ∂ ˜¯Ui → U(1) such that φi(γs˜) = χi(γ)φi(s˜), γ ∈ Γi. We
identify Γˆi ∼= Z/niZ such that [q] ∈ Z/niZ corresponds to the character [p] 7→ exp(2πi pqni ). Note that
in Γˆi ∼= Z/niZ we have [deg(φi)] = χi. Here in order to define the degree deg(φi) ∈ Z, we choose the
orientation of ∂ ˜¯Ui as the boundary of the oriented disk
˜¯Ui. Furthermore note that two choices of φi
differ by a function ∂U¯i → U(1). Thus we can realize all elements of the residue class of χ as deg(φi)
for an appropriate choice of φi.
We let the morphism sΣ → s˜ act as multiplication by φi(s˜), if sΣ is in the ith component of ∂Σ0,
i = 1, . . . , r.
Finally, we take a function u : ∂U¯0 → U(1) of degree c and let the morphism sΣ → s act by
multiplication by u(s), if sΣ is in the zero-component of ∂Σ0.
5.2.4 If χi are generators of Γˆi for all i = 1, . . . r, then E is a space. Otherwise E is an orbispace
which is not equivalent to a space.
5.2.5 We first compute H∗(B,Z) using a Mayer-Vietoris sequence. We obtain
· · · →
r⊕
i=0
H∗−1(∂U¯i,Z)→ H∗(B,Z)→ H∗(Σ0,Z)⊕
r⊕
i=0
H∗(BΓi,Z)
→
r⊕
i=0
H∗(∂U¯i,Z)→ . . . .
We have a canonical identification H2(BΓi,Z) ∼= Γˆi. The fixed embedding Γi →֒ U(1) induces a map
BΓi → BU(1) ∼= K(Z, 2)
and therefore a generator ci ∈ H2(BΓi,Z). The multiplication with the powers of ci provides the
isomorphisms Γˆi ∼= H2l(BΓi,Z). Furthermore, H2l−1(BΓi,Z) ∼= {0}.
5.2.6 The Mayer-Vietoris sequence now gives the following information.
l H l(B,Z)
0 Z
1 Z2g
2 0→ Z δ→ H2(B,Z)→⊕ri=1 Γˆi → 0
2l + 1, l ≥ 1 0
2l, l ≥ 2 ⊕ri=1 Γˆi
.
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The data chosen in the construction 5.2.3 provides a split s of the exact sequence for H2(B,Z). In
fact, given (χ1, . . . , χr) ∈
⊕r
i=1 Γˆi we construct the line bundle E → B associated to this tuple and
c = 0. Then we set s(χ1, . . . , χr) := c1(E). It will follow from the calculations in 5.2.7 that this gives
a split. Since there is no non-trivial homomorphism from
⊕r
i=1 Γˆi to Z the split s is independent of
the choices. Therefore we can unambiguously write
H2(B,Z) ∼= Z⊕
r⊕
i=1
Γˆi .
We will write elements in the form (e, (κ1, . . . , κr)).
5.2.7 By Proposition 4.3 the topological type of the U(1)-bundle E → B is classified by its first
Chern class c1(E). In the following paragraph we calculate this invariant. To this end we consider
the following part of the Gysin sequence of π : E → B:
Z ∼= H0(B,Z) c1(E)→ H2(B,Z) π
∗
→ H2(E,Z) .
We see that we can calculate c1(E) by determining the corresponding generator of the kernel of
π∗ : H2(B,Z)→ H2(E,Z).
We obtain information on H2(E,Z) using the Mayer-Vietoris sequence. The relevant part has the
form
H1(U(1)× Σ0,Z)⊕
r⊕
i=0
H1([U(1)/χiΓi],Z)
α→
r⊕
i=0
H1(U(1) × ∂U¯i,Z)
→ H2(E,Z)→
H2(U(1) ×Σ0,Z)⊕
r⊕
i=0
H2([U(1)/χiΓi],Z)
β→
r⊕
i=0
H2(U(1) × ∂U¯i,Z) .
The known cohomology groups are
H1(U(1)× Σ0,Z) ∼= 1U(1) ×H1(Σ0,Z)⊕ orU(1) × (1Σ0)Z
H1(Σ0,Z) ∼= Z2g+r
H1(U(1)× ∂U¯i,Z) ∼= (1U(1) × or∂U¯i)Z⊕ (orU(1) × 1∂U¯i)Z
H1([U(1)/χiΓi],Z)
∼= Z
H2(U(1)× Σ0,Z) ∼= orU(1) ×H1(Σ0,Z)
H2(U(1)× ∂U¯i,Z) ∼= (orU(1) × or∂U¯i)Z
H2([U(1)/χiΓi],Z)
∼= Γˆi/χiΓˆi ,
where the definition of Γˆi/χΓˆi uses the ring structure on Γˆi ∼= Z/nZ.
The map β vanishes on the torsion subgroups H2([U(1)/χiΓi],Z). The range of the restriction of
β to H2(U(1) × Σ0,Z) has rank r. We see that
ker(β) ∼= Z2g ⊕
r⊕
r=1
Γˆi/χi Γˆi .
We now determine the cokernel of α. We proceed in stages. We first determine the cokernel of
the restriction of α to 1U(1) ×H1(Σ0,Z). It is given by
r⊕
i=0
(1U(1) × or∂U¯i)Z⊕
r⊕
i=0
(orU(1) × 1∂U¯i)Z→ Z⊕
r⊕
i=0
(orU(1) × 1∂U¯i)Z ,
where the first component maps
∑r
i=0 ai(1U(1)×or∂U¯i) to
∑r
i=0 ai, and the second component is the
identity. Let
α1 : (orU(1) × 1Σ0)Z⊕
r⊕
i=0
H1([U(1)/χiΓi],Z)→ Z⊕
r⊕
i=0
(orU(1) × 1∂U¯i)Z
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be the induced map. We have
α1(orU(1) × 1Σ0 ) = 0⊕⊕ri=0(orU(1) × 1∂U¯i) .
We now describe the restriction of α1 to the summand H
1([U(1)/χiΓi],Z). It is given by the compo-
sition of pull-backs along the following sequence of maps:
U(1)× ∂U¯i ∼= [U(1) × ∂ ˜¯Ui/1Γi]
Iφi→ [U(1) × ∂ ˜¯Ui/χiΓi]→ [U(1) × ˜¯Ui/χiΓi]
→ [U(1)/χiΓi] ,
where Iφi is induced by the map φi (see 5.2.3) Iφi(z, s˜) := (φi(s˜)z, s˜), and the remaining maps are
the obvious inclusions and projections. In the case i = 0 we set φ0 := u.
We have H1([U(1)/χiΓi],Z)
∼= H1(U(1)×Γi,χi EΓi,Z). We consider the U(1)-bundle U(1)×Γi,χi
EΓi → BΓi. Using the Serre spectral sequence we see that the restriction to the fibre r∗ fits into an
exact sequence
0→ H1([U(1)/χiΓi],Z) r
∗
→ Z χi→ Z/niZ .
Similarly, restriction to the fibre of the bundle (U(1)×∂ ˜¯Ui)Γi,1×EΓi → BΓi gives an exact sequence
0→ H1([U(1) × ∂ ˜¯Ui/1Γi],Z)→ Z⊕ Z pr2→ Z/niZ ,
where we use the basis Z⊕ Z ∼= (orU(1) × 1∂ ˜¯Ui)Z⊕ (1U(1) × or∂ ˜¯Ui)Z.
Let a ∈ Z represent an element of H1([U(1)/χiΓi],Z), i.e. χi[a] = 0 ∈ Z/niZ. Then one can
check that α1(a) = (a,deg(φi)a). Fortunately, as observed in 5.2.3, [deg(φi)] = χ in Γˆi ∼= Z/niZ so
that ni|deg(φi)a, and thus (a,deg(φi)a) ∈ H1([U(1) × ∂ ˜¯Ui/1Γi],Z). Combining these calculations
we obtain the following explicit description of
α1 : Z⊕
r⊕
i=0
ker(χi : Z→ Z/niZ)→ Z⊕ Zr+1 ,
α1(x, (a0, . . . , ar)) = (
r∑
i=0
deg(φi)ai
ni
, (a0 + x, . . . , ar + x)) ,
where on the right-hand side we identify Zr+1 ∼=⊕ri=0(orU(1) × 1∂U¯i)Z.
We now have collected sufficient information on H2(E,Z) in order to calculate c1(E). By the
compatibility of the Mayer-Vietoris sequences with the pull-back π∗ : H2(B,Z) → H2(E,Z) we get
the diagram
0 → coker(α1) → H2(E,Z) → Z2g ⊕
⊕r
i=1 Γˆi/χiΓˆi → 0
f ↑ ↑ g ↑
0 → Z → H2(B,Z) ⊕
r
i=0t
∗
i→ ⊕ri=0 Γˆi → 0
,
where ti : [pi/Γi] → B is the canonical embedding. We must determine generators of ker(f) and
ker(g). We have a factorization of f as Z
(id,0)→ Z ⊕ Zr+1 → coker(α1). We see that f(b) = 0 is
equivalent to the condition that the system
b = x
r∑
i=0
deg(φi)
ni
χi[x] = 0 ∈ Z/niZ , i = 0, . . . r
has a solution x ∈ Z. We see that ker(f) ⊂ Z is a non-trivial subgroup, and we fix the generator
e ∈ Z which is given by the component of c1(E). It is determined by the subgroup up to sign.
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The kernel of g is the sum of the kernels of the projections Γˆi → Γˆi/χiΓˆi. In order to find the
generators which correspond to the Chern character of E we use the fact that the Chern character is
compatible with restriction. We consider the pull-back
Epi → E
↓ ↓
[pi/Γi]
ti→ B
.
Since we know that c1(Epi) = χi ∈ Γˆi we see that t∗i c1(E) = χi is the correct generator of the kernel
of the corresponding component of g.
Combining these calculations we get
c1(E) = (e, (χ1, . . . , χ1)) ∈ Z⊕
r⊕
i=1
Γˆi ,
where e was described above.
5.2.8 We now compute H3(E,Z), again using a Mayer-Vietoris sequence. Let [U(1)/χiΓi] denote
the orbispace given by the action of Γi on U(1) via χi. The relevant part of the Mayer-Vietoris
sequence has the form
H2(U(1)× Σ0,Z)⊕
r⊕
i=0
H2([U(1)/χiΓi],Z)→
r⊕
i=0
H2(U(1)× ∂U¯i,Z)
→ H3(E,Z)→
r⊕
i=0
H3([U(1)/χiΓi],Z)→ 0 .
We now use the facts that the restriction H2([U(1)/χiΓi],Z)→ H2(U(1)× ∂U¯i,Z) is trivial, that the
cokernel ofH2(U(1)×Σ0,Z)→⊕ri=0H2(U(1)×∂U¯i,Z) is isomorphic to Z, and thatH3([U(1)/χiΓi],Z) ∼=
Ann(χi), where the definition of Ann(χi) ⊂ Γˆi uses the ring structure of Γˆi (see 5.1.5 for the compu-
tation of H3([U(1)/χiΓi],Z)). The sequence thus simplifies to
0→ Z δE→ H3(E,Z)→
r⊕
i=1
Ann(χi)→ 0 .
Let π : E → B be the projection. Then the following diagram commutes:
Z
δE→ H3(E,Z)
‖ π! ↓
Z
δ→ H2(B,Z)
.
Therefore the decomposition H2(B,Z) = Z⊕⊕ri=1 Γˆi induces a split sE : H3(E,Z)→ Z, so that we
obtain an identification
H3(E,Z) ∼= Z⊕
r⊕
i=1
Ann(χi) .
Note that this decomposition is again canonical. A cohomology class h ∈ H3(E,Z) is thus identified
with an element
(f, (a1, . . . , ar)) ∈ Z⊕ Ann(χ1)⊕ · · · ⊕ Ann(χr) .
5.2.9 It follows from Proposition 4.3 that the topological type of E is classified by c1(E).
We further observe that π! : H
3(E,Z) → H2(B,Z) is injective. Therefore we can characterize a
class in H3(E,Z) by its image under π!. It follows that automorphisms of the U(1)-bundle E act
trivially on H3(E,Z). We see that the isomorphism class of the pair (E,h) is determined by
(c1(E), π!(h)) = (e, (χ1, . . . , χr), f, (a1, . . . , ar)) ∈ H2(B,Z)⊕H2(B,Z)
(see 5.2.6 for the notation). It therefore makes sense to calculate the T -dual pair (Eˆ, hˆ) in terms of
its topological invariants (c1(Eˆ), πˆ!(hˆ)). We get
(c1(Eˆ), πˆ!(hˆ)) = (−f, (−a1, . . . ,−ar),−e, (−χ1, . . . ,−χr)) .
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