We have performed a high-precision Monte Carlo study of the dynamic critical behavior of the Swendsen-Wang algorithm for the three-dimensional Ising model at the critical point. For the dynamic critical exponents associated to the integrated autocorrelation times of the "energy-like" observables, we find z int,N = z int,E = z int,E ′ = 0.459 ± 0.005 ± 0.025, where the first error bar represents statistical error (68% confidence interval) and the second error bar represents possible systematic error due to corrections to scaling (68% subjective confidence interval). For the "susceptibility-like" observables, we find z int,M 2 = z int,S 2 = 0.443 ± 0.005 ± 0.030. For the dynamic critical exponent associated to the exponential autocorrelation time, we find z exp ≈ 0.481. Our data are consistent with the Coddington-Baillie conjecture z SW = β/ν ≈ 0.5183, especially if it is interpreted as referring to z exp .
1 Introduction z int,E ′ = 0.514 ± 0.006 [11] q = 4: α/ν = 1 (× log −3/2 ) z int,E = 0.876 ± 0.011 [13] Here the values of α/ν are exact [13, 29, 30] , while the values of z are the best available numerical estimates from pure power-law fits. Note, however, that the estimate of z for q = 4 cannot be correct, as it violates the Li-Sokal bound (1.2); presumably it is corrupted by the same multiplicative logarithmic corrections that afflict the specific heat. 4 For this reason, the papers [10, 11, 13] analyzed also the ratio τ /C H in order to test directly the sharpness of the Li-Sokal bound. It was found that the data for q = 2, 3, 4 are consistent with two scenarios: either the Li-Sokal bound is non-sharp by a very small power (p ≈ 0.06-0.12), or else it is sharp modulo a logarithm (possibly with power p = 1). Not surprisingly, it is exceedingly difficult to distinguish numerically between these two scenarios.
For the three-and four-dimensional Ising models, by contrast, the Li-Sokal bound (1.2) is clearly not sharp: the numerical estimates of z are much larger than α/ν. It follows that another physical mechanism, beyond the one captured in the Li-Sokal proof, must be principally responsible for the critical slowing-down in these cases; but it is far from clear what this mechanism is. A natural first step towards identifying this mechanism would be to obtain accurate numerical estimates for z in the three-and four-dimensional Ising models.
The reason for the discrepancies is unclear, but there does seem to be a tendency for the estimates of z to decrease as larger lattices are used -an effect that could easily be understood as arising from corrections to scaling.
The purpose of this paper is to restudy the dynamic critical behavior of the SW algorithm for the three-dimensional Ising model, using much larger lattices (up to L = 256), vastly higher statistics (well over 10 7 SW iterations at each lattice size), and a careful finite-sizescaling analysis. For the dynamic critical exponents associated to the integrated autocorrelation times of the "energy-like" observables, we find z int,N = z int,E = z int,E ′ = 0.459 ± 0.005 ± 0.025 , (1.4) where the first error bar represents statistical error (68% confidence interval) and the second error bar represents possible systematic error due to corrections to scaling (68% subjective 5 The only numerical study of which we are aware is [16] , which yielded z int,E = 0.86 ± 0.02, based on lattices of size 4 ≤ L ≤ 16 (which by present-day standards are much too small). In addition, there have been numerical [22, 23] and analytic [22] [23] [24] studies of the Swendsen-Wang algorithm for the Ising ferromagnet on the complete graph (also known as the Curie-Weiss or "mean-field" model), which indicate z = 1. This model is presumed to lie in the same dynamic universality class as the Ising model on a regular lattice of dimension d ≥ 4, but high-precision numerical tests of this quite plausible conjecture are lacking. 6 Wang [15] also studied the magnetization (including sign) of the largest cluster in a variant of the Swendsen-Wang algorithm in which the largest cluster is not flipped. But it is far from clear whether this observable corresponds to any observable in the standard Swendsen-Wang algorithm. Indeed, Wang found that the exponential autocorrelation time of this observable is several times larger than that of C 1 . And since there is good reason to believe (see Section 5.2 below) that C 1 does indeed have a significant overlap with the slowest mode in the Swendsen-Wang algorithm, this suggests that Wang's observable is not interpretable within the standard Swendsen-Wang algorithm, but rather represents a new slow mode in the variant algorithm. 7 A pure power-law fit to the raw data of Wang, Kozan and Swendsen [20] yields a decent χ 2 if (and only if) L min ≥ 32. Our preferred fit is L min = 32, and yields z int,E = 0.502 ± 0.012 (χ 2 = 0.440, 1 DF, level = 50.7%). We thank Jian-Sheng Wang for supplying us with these raw data.
confidence interval). For the "susceptibility-like" observables, we find z int,M 2 = z int,S 2 = 0.443 ± 0.005 ± 0.030 .
(1.5)
Finally, for the dynamic critical exponent associated to the exponential autocorrelation time, we obtain the rough estimate z exp ≈ 0.481 . (1.6) It is possible that some or all of these exponents are in fact exactly equal. The present paper is organized as follows: Section 2 reviews the basics of the SwendsenWang algorithm and the definitions of autocorrelation times and observables. In Section 3 we discuss our methods of statistical data analysis. In Section 4 we summarize our Monte Carlo simulations. In Section 5 we present the analysis of our dynamic data. In Section 6 we discuss our results in the light of various conjectures that have been made by previous workers. The static data from our simulations will be analyzed in a separate paper [31] .
2 Basic set-up and notation
Potts model and Swendsen-Wang algorithm
The q-state Potts model assigns to each lattice site i a spin variable σ i taking values in the set {1, 2, . . . , q}; these spins interact through the reduced Hamiltonian
where the sum runs over all the nearest-neighbor pairs ij (each pair counted once). To simplify the notation we shall henceforth write δ σ i ,σ j ≡ δ σ b for a bond b = ij . The ferromagnetic case corresponds to β ≥ 0. The partition function is defined as
Finally, the Boltzmann weight of a configuration {σ} is given by
where p = 1 − e −β . The idea behind the Swendsen-Wang (SW) algorithm [9, 32] is to decompose the Boltzmann weight (2.3) by introducing new dynamical variables n b = 0, 1 living on the bonds of the lattice, and to simulate the joint model of old and new variables by alternately updating one set of variables conditional on the other set. The Boltzmann weight of the joint model is
The marginal distribution of (2.4) with respect to the spin variables reproduces the Pottsmodel Boltzmann weight (2.3). The marginal distribution of (2.4) with respect to the bond variables is the Fortuin-Kasteleyn [33] [34] [35] random-cluster model with parameter q:
where C({n}) is the number of connected components (including one-site components) in the graph whose edges are the bonds with n b = 1. We can also consider the conditional probabilities of the joint distribution (2.4). The conditional distribution of the {n} given the {σ} is as follows: independently for each bond b = ij , one sets n b = 0 when σ i = σ j , and sets n b = 0 and 1 with probabilities 1 − p and p when σ i = σ j . Finally, the conditional distribution of the {σ} given the {n} is as follows: independently for each connected cluster, one sets all the spins σ i in that cluster equal to the same value, chosen with uniform probability from the set {1, 2, . . . , q}.
The Swendsen-Wang algorithm simulates the joint probability distribution (2.4) by alternately applying the two conditional distributions just described. That is, we first erase the current {n} configuration, and generate a new {n} configuration from the conditional distribution given {σ}; we then erase the current {σ} configuration, and generate a new {σ} configuration from the conditional distribution given {n}. A single step of the SW algorithm consists of these two "half-steps".
Autocorrelation functions and autocorrelation times
Let O be any observable (i.e. any function of {σ} and {n}), and let O(t) be its evolution in Monte Carlo time (where one unit of time corresponds to a single step of the SwendsenWang algorithm). The unnormalized autocorrelation function associated to the observable O is defined as 6) where the expectations are taken in equilibrium. The corresponding normalized autocorrelation function is defined as
The integrated and exponential autocorrelation times associated to the observable O are defined as
Finally, the exponential autocorrelation time of the system is defined as 10) where the supremum is taken over all observables O. This autocorrelation time measures the decay rate of the slowest mode of the system. All observables that are not orthogonal to this slowest mode satisfy τ exp,O = τ exp .
It is important to remember that there is not just one autocorrelation time, but many: namely, τ exp as well as τ int,O for each observable O. In all but the most trivial Markov chains, these autocorrelation times are not equal. Correspondingly, there are many dynamic critical exponents: namely, z exp as well as z int,O for each observable O. These exponents may in some cases be equal (i.e., the corresponding autocorrelation times may scale proportionally as the critical point is approached), but they need not be; this is a detailed dynamical question, and the answer will vary from model to model.
Observables to be measured
As just explained, the Swendsen-Wang algorithm is most naturally defined in the general context of the q-state Potts ferromagnet. It is therefore most convenient and natural to use a formalism that is valid for arbitrary q; at the end we can specialize to the Ising case q = 2.
The nicest "geometric" representation of Potts spins is the hypertetrahedral representation, defined as follows: Let {e (α) } q α=1 be unit vectors in R q−1 satisfying e (α) · e (β) = (qδ αβ − 1)/(q − 1). Geometrically, these vectors point from the center to the vertices of a unit hypertetrahedron in R q−1 . We then represent a Potts spin σ x ∈ {1, 2, . . . , q} by the unit vector σ x ≡ e (σx) in R q−1 . This representation captures the S q (permutation group) symmetry of the Potts Hamiltonian (2.1), and for q = 2 it reduces to the usual representation of Ising spins σ x = ±1. We have in particular 11) so that the Potts Hamiltonian can be written equivalently as
where
For q = 2 this yields β Ising = β Potts /2, where β Ising ≡ β tetr corresponds to the usual Ising normalization for the inverse temperature.
Let us now consider the q-state Potts ferromagnet on a d-dimensional periodic hypercubic lattice of linear size L. We write V = L d for the number of sites, and B = dL d for the number of bonds. We shall consider the following observables:
• (minus) the total energy
where the sum runs over all the nearest-neighbor pairs xy (each pair counted once).
• the bond occupation N ≡ xy n xy (2.15)
• the nearest-neighbor connectivity (which is an energy-like observable [11] ) 16) where γ xy equals 1 if both ends of the bond xy belong to the same cluster, and 0 otherwise. More generally, the connectivity γ ij can be defined for an arbitrary pair i, j of sites:
We shall also use higher connectivities, such as
• the squared magnetization
• higher powers of the magnetization
(In this paper, we measured only M 2 and M 4 .)
• the square of the Fourier transform of the spin variable at the smallest allowed non-zero momentum
where (x 1 , x 2 , . . . , x d ) are the Cartesian coordinates of point x. Note that F is normalized to be comparable to its zero-momentum analogue M 2 .
• the number of clusters (= connected components) and the mean-square and meanfourth-power size of the clusters
where the sum runs over all the clusters C of activated bonds, and #(C) is the number of sites in the cluster C.
• the size C i of the ith largest cluster (C 1 ≥ C 2 ≥ C 3 ≥ . . .). In this work we measured only C 1 , C 2 and C 3 .
From these observables we compute the following expectation values:
• (minus) the energy density E per bond 25) where B = dV is the number of bonds in the lattice, so that a perfectly disordered (resp. ferromagnetically ordered) state has E = 0 (resp. E = 1)
• the specific heat per bond
• the magnetic susceptibility
• the correlation function at momentum (2π/L, 0, . . . , 0)
• the second-moment correlation length
• the mean number of clusters
• the mean size of the ith largest cluster
For each observable O discussed above, we have measured its autocorrelation function ρ OO (t) and have used this to estimate the corresponding integrated autocorrelation time τ int,O . In Section 3 we explain how we derived estimates of the mean values and the error bars for both static and dynamic quantities.
Remarks. 1. Using the Fortuin-Kasteleyn identities [4, [33] [34] [35] , which arise from the formulae for conditional expectations in the joint measure (2.4), it is not difficult to show that n xy = p δ σx,σy (2.32)
and hence that
where p = 1 − e −β Potts is the Swendsen-Wang bond probability and B = dL d is the number of bonds in the lattice. As a check on the correctness of our simulations, we have tested these identities to high precision, in the following way: Instead of comparing directly the left and right sides of each equation, which are strongly positively correlated in the Monte Carlo simulation, a more sensitive test is to define new observables corresponding to the differences (i.e., E − E ′ and so forth). Each such observable should have mean zero, and the error bars on the sample mean can be estimated using the standard error analysis outlined in Section 3 below. Here we have treated each independent run (see Section 4) as a separate data point; DF means the number of degrees of freedom (i.e. the number of independent runs), and "level" means the confidence level of the fit (defined at the beginning of Section 5 below). The agreement is excellent. 2. As a further check on the correctness of our simulations, we have computed both sides of the identity
proven in [25, equation 7] and [11, 
equation (2.16)]).
9 This is a highly nontrivial test, as it relates static quantities (energy and specific heat) to a dynamic quantity (autocorrelation function of the bond occupation at time lag 1). We have also checked with great accuracy the identities [11] C EE (t) = 1
Statistical methods
In this paper we are aiming at extremely high precision for both static and dynamic quantities; and furthermore we need to disentangle the effects of statistical errors from the effects of systematic errors due to corrections to scaling. For this, it is essential to obtain accurate estimates not only of the static and dynamic quantities of interest, but also of their error bars: in this way we will be able (see Section 5) to perform χ 2 tests that provide an objective measure of the goodness of fit in each scaling Ansatz.
In this section we review briefly how we performed the statistical analysis of our raw Monte Carlo data. In particular, we describe how to compute the estimators for the mean value and the variance of both static and dynamic quantities. These methods are based on well-known results of time-series analysis [36, 37] . More details on the methods used here can be found in [38, Appendix C] , [4, Section 3] and [11, Section 4] .
Let us consider a generic observable O, whose mean is equal to µ O . Its corresponding unnormalized and normalized autocorrelation functions are denoted by
, respectively. We also define the integrated autocorrelation time
Given a sequence of n Monte Carlo measurements of the observable O -call them {O 1 , . . . , O n } -the natural estimator of the mean µ O is the sample mean
This estimator is unbiased and has a variance
This means that the variance is a factor 2τ int,O larger than it would be if the measurements were uncorrelated. It is, therefore, very important to estimate the autocorrelation time τ int,O in order to ensure a correct determination of the error bar on the (static) quantity µ O . The natural estimator for the unnormalized autocorrelation function C OO (t) is
if the mean µ O is known, and
if the mean µ O is unknown. We emphasize that, for each t, the estimators C OO (t) and
, which is a number ]. The estimator C OO (t) is unbiased, and C OO (t) is biased by terms of order 1/n. The covariance matrices of C OO and C OO are the same to leading order in the large-n limit (i.e., n ≫ τ int,O ), and we have [36, 37] cov(
where t, u ≥ 0 and κ is the connected 4-point autocorrelation function
The natural estimator for the normalized autocorrelation function ρ OO (t) is
if the mean µ O is unknown. The estimators ρ OO (t) and ρ OO (t) are biased by terms of order 1/n, as a result of the ratios of random variables in (3.8)/(3.9). The covariance matrices of ρ OO and ρ OO are the same to leading order in 1/n. If the process is Gaussian, this covariance matrix is given in the large-n limit by [37] 
for t, u ≥ 0. If the process is not Gaussian, then there are additional terms proportional to the fourth cumulant κ(m, t, t − u). The simplest assumption is to consider the stochastic process to be "not too far from Gaussian", and drop all the terms involving κ. If this assumption is not justified, then we are introducing a bias in the estimate of this covariance. Finally, we shall take the estimator for the integrated autocorrelation time to be [38] 
[or the same thing with ρ OO (t)] where M is a suitably chosen number. The reason behind the cutoff M is the following: if we were to make the "obvious" choice M = n + 1, then the resulting estimator would have a variance of order 1 even in the limit n → ∞; this is because the terms ρ OO (t) with large t have errors (of order 1/n) that do not vanish as t grows [cf. (3.10)], and their number is also large (∼ n). Taking M ≪ n restores the good behavior of the estimator as n → ∞. The bias introduced by this rectangular cutoff 10 is given by
The variance of the estimator τ int,O can be computed from the covariance (3.10); the final result is [38] var( 13) where the approximation τ int,O ≪ M ≪ n has been made. A good (self-consistent) choice of M is the following [38] : let M be the smallest integer such that M ≥ c τ int,O (M), where c is a suitable constant. If the normalized autocorrelation function is roughly a pure exponential 11 , then a choice in the range c ≈ 6-8 is reasonable. Indeed, if we take ρ OO (t) = e −t/τ and minimize the mean-square error
using (3.12)/(3.13), we find that the optimal window width is
For n/τ ≈ 10 8 (resp. 10 6 , 10 4 ), we have M opt /τ ≈ 8.86 (resp. 6.56, 4.26). In this paper we used c = 8 for the observables N , E, E ′ , M 2 , S 2 and C 1 , whose autocorrelation functions are close to a pure exponential (see Section 5.2); c = 10 for S 0 ; and c = 15 for C 2 and C 3 .
As noted above, we expect the estimator τ int,O to have a bias of order τ int,O /n, due to the nonlinearities in (3.8)/(3.9). 12 To make this bias negligible we need long runs. It has been shown empirically that this procedure works fairly well when n ∼ > 10
Remarks. 1. For the specific heat C H and the correlation length ξ, which are "composite" quantities (i.e. not merely the mean value of a single observable), the estimation of the error bars is a bit more complicated. One method is described in [11, Section 4]; a slightly better method, based on the analysis of the cross-correlation matrix, is described in [31] .
2. On most lattices we made a number of independent runs, rather than one long run (see Section 4 below). Our best estimate of each autocorrelation function ρ OO (t) was then obtained by averaging the estimates ρ OO (t) from the individual runs, with weights proportional to the run lengths. Finally, the windowing procedure was performed on the resulting best estimate of ρ OO (t). This is a better procedure than performing the windowing on each run separately.
3. As a check on the correctness of the error bars produced by our time-series-analysis method, we also used an analysis method based on independent "bunches" [11, Section 4.2] . The error bars ranged from ≈ 50% to ≈ 115% of those produced by the time-series-analysis method, averaging around 80%. The fluctuations are not surprising, as the bunch-method error bar has a statistical fluctuation of order 1/ √ m, where m is the number of bunches (in our case ranging from 10 to 35). However, the systematic tendency toward smaller error bars suggests that our time-series-analysis method may be slightly overestimating the error bars, probably due to neglect of the non-Gaussian terms in (3.10). Therefore, the true statistical error bars on our raw data and on our exponent estimates may be slightly smaller than those reported in this paper. This issue deserves a more detailed investigation in the future.
Description of the simulations
We implemented the Swendsen-Wang algorithm for the nearest-neighbor three-dimensional Ising model on an L × L × L simple-cubic lattice with periodic boundary conditions. We performed all our runs at β Ising = 0.22165459 (i.e. β Potts = 0.44330918), which is Blöte et al.'s [39] best estimate of the critical temperature and is very near to the estimates by other workers [40, 41] (see also the review [42] ). We studied lattice sizes L = 4, 6, 8, 12, 16, 24, 32, 48, 64, 96, 128, 192, 256 and performed between 2.9 × 10 7 and 5 × 10 8 SW iterations for each lattice size (see Table 1 ). The total data set at each L corresponds to ≈ 10 6 τ on the largest lattices (L = 192, 256), at least 10 7 τ on all L ≤ 64, and nearly 10 8 τ at L = 16 (see again Table 1 ). In all cases, the statistics are high enough to permit a high accuracy in our estimates of the static (error ∼ 0.01-0.12%) and dynamic (error ∼ 0.1-0.5%) quantities. Our results for the principal static observables are reported in Table 2 , and for the dynamic quantities in Tables 3 and 4 .
The initial configuration of each run was either random or ordered, and we discarded the first 10 5 iterations from each run in order to allow the system to reach equilibrium; this discard interval is in all cases greater than 4000 τ int,E ′ , which is more than sufficient. 13 We 13 Such a discard interval might seem to be much larger than necessary: 100τ exp would usually be more than enough. However, there is always the danger that the longest autocorrelation time in the system (τ exp ) may be much larger than the longest autocorrelation time that one has measured , because one has failed to measure an observable having sufficiently strong overlap with the slowest mode. As an undoubtedly overly conservative precaution against the possible (but unlikely) existence of such a (vastly) slower mode, we decided to discard 10 5 iterations. In most cases this amounts to less than 10% of the run, thus reducing the accuracy on our final estimates by less than 5%. Unless there exists a vastly slower mode of which we are unaware, our data yield τ int,E ′ /τ exp ≈ 0.9-1 for this algorithm (see Section 5.2 and Table 8 below) . So the discard interval is greater than 4000τ exp .
checked that random and ordered initial conditions gave identical results, within statistical error. On some of the smaller lattices, we made a single long run of 10 8 iterations; on other lattices, we averaged the data from several (anywhere from 2 to 46) individual runs of at least 10 6 iterations each (except for a small number of runs of length 5 × 10 5 at L = 96, 192, 256). In all cases we discarded the first 10 5 iterations of each run. The individual runs (minus the discard) are all of length greater than 20000τ int,E ′ , which is long enough to allow a good determination of the dynamic quantities.
Our program was written in Fortran 77 and run on a 1266 MHz Pentium III Tualatin processor using the g77 Fortran compiler. Our program requires approximately 42L 3 bytes memory. The CPU time required by our program ranges from 0.39 to 0.90 L 3 µs/iteration, depending on the lattice size (see Table 1 ). The sharp rise in CPU time per spin on very small lattices arises from the "fixed costs" of the algorithm (i.e. those that do not scale with the volume). The slow rise in CPU time per spin on larger lattices arises from the "cache misses" that occur, due to the nonlocal nature of the Swendsen-Wang algorithm, when the lattice no longer fits in the 512 KB cache. The total CPU time used in these runs was approximately 17.8 years.
In the first version of our program, the random numbers were supplied by a linear congruential generator
with modulus m = 2 48 , increment c = 1, and multiplier a = 3116728, 10430376854301, 77596615844045 or 181465474592829. All these multipliers give good results on the spectral test in low dimensions, compared to other multipliers for the same modulus [43, 44] . We verified that the runs with the four different multipliers gave results that are consistent within error bars for all the major observables. But when we analyzed the data for ξ/L, which ought to behave according to the finite-size scaling Ansatz
where x ⋆ is a universal amplitude ratio and ω is a correction-to-scaling exponent, we found that our data fit this Ansatz very well (with ω = 0.82 from [39] ) except for the points at L = 128 and L = 256, which showed deviations of magnitude 3% (≈ 79 standard deviations) and 21% (≈ 170 standard deviations), respectively. Clearly something was going very wrong! After much work, we traced these systematic errors to the effects of long-range correlations (at lags that are multiples of large powers of 2) in the random-number generator [45] [46] [47] [48] . It turns out [48] that these long-range correlations can arise within a single bond-update half-sweep of the Swendsen-Wang algorithm, provided that the lattice size is large enough compared to the modulus of the random-number generator. In a separate paper [48] we have studied these systematic errors in detail, in an effort to determine their approximate magnitude as a function of the lattice size and the random-number-generator modulus. Suffice it to say here that the systematic errors with a 48-bit random-number generator are comparable to or larger than our statistical errors only when the lattice size is a multiple of 64, which in this paper means L = 64, 128, 192, 256. We therefore discarded all the data for these lattices (≈ 9.5 years CPU time, alas!) and performed new runs using 60-bit, 63-bit and 64-bit random-number generators: 60 , multiplier a = 454339144066433781.
Modulus m = 2 63 , multiplier a = 9219741426499971445.
Modulus m = 2 64 , multiplier a = 3202034522624059733.
(All these multipliers give good results on the spectral test in low dimensions, compared to other multipliers for the same modulus [43, 44] .) We also performed some additional runs on the smaller lattices using these generators. We have convinced ourselves [48] that generators using ≥ 60 bits will exhibit significant systematic errors only on lattices larger than L = 256; in addition, they may exhibit slight systematic errors, less than about 2σ, also at L = 256 (we are currently investigating this latter issue more carefully). We assure the reader that the data reported in the present paper include only runs using "safe" random-number generators, i.e. m ≥ 2 60 for L = 64, 128, 192, 256, and m ≥ 2 48 for all other L. The CPU time figure of 17.8 years refers to these "good" runs only.
Data analysis
For each quantity O, we carry out a fit to the power-law Ansatz O = AL p using the standard weighted least-squares method. As a precaution against corrections to scaling, we impose a lower cutoff L ≥ L min on the data points admitted in the fit, and we study systematically the effects of varying L min on the estimates of A and p and on the χ 2 value. In general, our preferred fit corresponds to the smallest L min for which the goodness of fit is reasonable (e.g., the confidence level 14 is ∼ > 10-20%), and for which subsequent increases in L min do not cause the χ 2 to drop vastly more than one unit per degree of freedom. The behavior of the static quantities will be discussed in a separate paper [31] . Here we limit attention to the dynamic quantities.
Integrated autocorrelation times
Let us begin by summarizing the qualitative behavior of the integrated autocorrelation times τ int,O for different observables O, as reported in Tables 3 and 4 . The three "energy-like"
and the two "susceptibility-like" observables M 2 , S 2 satisfy
in accordance with a rigorous theorem [11, 25] . These five observables all have autocorrelation times in the same ballpark, as do C 1 and S 0 . The autocorrelation times of C 2 and C 3 , by contrast, are notably smaller. Of all the observables we measured, E ′ exhibits the largest autocorrelation time, with E and S 2 only slightly behind.
Let us now fit the integrated autocorrelation times for all these observables to a simple power law τ int,O = AL z int,O . We shall show the case of E ′ in detail; all the other observables behave similarly.
In Figure 1 we have made a log-log plot of τ int,E ′ versus L. (Please note that the error bars are significantly smaller than the plot symbols.) The plot shows notable curvature, i.e. there are fairly strong corrections to scaling, at least for L ∼ < 64. Consequently, the leastsquares fits with L min ≤ 64 all have enormous χ 2 (confidence level < 0.05%), reflecting the fact that for L ∼ < 64 the corrections to scaling are many times our (very small) error bars. For L min ≥ 96, by contrast, the χ 2 values are good, reflecting the fact that in this regime the corrections to scaling are comparable to or smaller than our error bars. Our preferred fit corresponds to L min = 96, and yields
with χ 2 = 0.352 (2 DF, level = 83.8%); here the error bar is one standard deviation (i.e. confidence level ≈ 68%).
A similar pattern is obtained for all the other observables, with the curvature always in the same direction. In all cases our preferred fit corresponds to L min = 96; the results of these fits are reported in Table 5 . All the observables except C 2 and C 3 have exponents z int in the vicinity 0.45 ± 0.03. It is conceivable that the true values of these exponents are in fact exactly equal; we do not know whether the small differences between the estimates represent real differences or are merely the residual effects of corrections to scaling.
It is worth noting that the rigorous inequality (5.1) implies
while the estimates in Table 5 show the opposite behavior. This strongly suggests that in fact we have 5) in accordance with the "almost-theorem" proven in [11, Section 2.2], and that the deviations in Table 5 result from corrections to scaling. Unfortunately, we don't know which of these estimates is closest to the true value; but we are inclined to trust more the estimate coming from the slowest of these modes, i.e. E ′ . We therefore give as our final estimate
where the first error bar represents statistical error (68% confidence interval) and the second error bar represents possible systematic error due to the residual effects of corrections to scaling (68% subjective confidence interval). The susceptibility-like observables M 2 and S 2 , by contrast, do show the correct inequality arising from (5.2). Comparing the two estimated exponents, and bearing in mind the "almost-theorem" that they should be equal, we give as our final estimate
The estimates (5.6) and (5.7) are consistent with each other, as well as with the estimates for z int,S 0 and z int,C 1 . This suggests that the true values of all these exponents might be exactly equal. Only the estimates for z int,C 2 and z int,C 3 are significantly lower than the others; and even here, it is conceivable that the discrepancy again arises from corrections to scaling.
Exponential autocorrelation time and autocorrelation functions
Recall that exponential autocorrelation time of an observable O is defined as 8) and that the exponential autocorrelation time of the system is defined as
All observables that are not orthogonal to the system's slowest mode satisfy τ exp,O = τ exp . Since all the observables studied in this paper are invariant under the symmetry group of the Potts model, we have no reason to expect that any of them are orthogonal to the slowest mode. We therefore expect -and will verify numerically -that they all have the same exponential autocorrelation time τ exp,O , which is presumably equal to τ exp . We shall begin by discussing the qualitative behavior of the autocorrelation functions for various observables at fixed L. Then we shall discuss the L-dependence of various quantities associated to the exponential decay of the autocorrelation functions. Finally, in the next subsection, we shall discuss the finite-size scaling of the autocorrelation functions.
The typical behavior of the autocorrelation functions ρ OO (t) is depicted in Figure 2 . For simplicity we have shown only the two observables exhibiting the most extreme behavior (among these we have measured): namely, E ′ , which has the largest τ int and whose autocorrelation function shows the least curvature (i.e. is closest to a pure exponential); and C 2 , which has the smallest τ int and whose autocorrelation function shows the most curvature. The plots for all other observables are intermediate between these two. 15 Clearly, each autocorrelation function behaves asymptotically for large t as
We obtained rough estimates of τ exp,O and the amplitude A O by performing an unweighted least-squares fit to log ρ OO (t) = a − bt (5.11) over the range τ int,E ′ ≤ t ≤ 3τ int,E ′ where all the autocorrelation functions are approximately a pure exponential; this yields τ exp,O = 1/b and A O = e a . 16 The results are shown in Tables 6  and 7 . Clearly, all the observables studied here have the same value of τ exp,O , as expected theoretically. We shall use τ exp,E ′ from Table 6 as our best estimate of τ exp .
In Figure 3 we have plotted the estimated τ exp versus L. We attempted to estimate the dynamic critical exponent z exp by fitting
In performing this fit, we used as rough error bars on τ exp the sum of the error bar on τ int,E ′ and the standard deviation of the τ exp estimates for the seven observables N , E, E ′ , M 2 , S 2 , S 0 and C 1 . Our preferred fit has L min = 96, and yields z exp = 0.481±0.007, B = 1.706±0.058 (χ 2 = 0.754, 2 DF, level = 68.6%). Of course, these error bars should not be taken terribly seriously.
It is not clear whether z exp is equal to z int,E ′ or is slightly larger. This question is related to the degree of curvature in the plot of the autocorrelation function, and more specifically to its L-dependence. To investigate this question in more detail, we first observed that
(as is obvious from Figure 2 ). Therefore, if we define the modified autocorrelation timē
we necessarily have
We therefore studied the L-dependence of the quantities A O and R O ≡ τ int,O /τ exp for various observables O (see Tables 8 and 9 ). We tried fits of A O and R O to the alternative Ansätze cL −p and c 1 +c 2 L −ω (with ω = 0.82). Unfortunately, we do not have any valid error bars on A O and R O ; but we can assign fictitious error bars and compare the relative χ 2 for the two fits. We did this for the two extreme observables, E ′ and C 2 . In all cases we found that the power-law Ansatz gives a much better fit, and also one that holds over a wider range of L. We estimated p ≈ 0.023 for A E ′ , p ≈ 0.021 for R E ′ , p ≈ 0.092 for A C 2 , p ≈ 0.135 for R C 2 . The values for p for A E ′ and R E ′ are very nearly equal, and are almost exactly equal to our estimate of z exp − z int,E ′ ≈ 0.022. As for the values for p for A C 2 and R C 2 , they violate the rigorous inequality p(A C 2 ) ≥ p(R C 2 ) that follows from (5.15); this strongly suggests that the two exponents p(A C 2 ) and p(R C 2 ) are in fact equal, though we do not know whether the correct value lies nearer to 0.092 or to 0.135. The latter value is fairly close to our estimate of z exp − z int,C 2 ≈ 0.127.
Since for each of these observables it appears that A O and R O have the same exponent p, we tried fits of R O /A O to the Ansatz c 1 + c 2 L −ω (with ω = 0.82). For E ′ we find a limiting value R E ′ /A E ′ ≈ 1.010; for C 2 it is more difficult to tell, but a limiting value R C 2 /A C 2 ≈ 1.14 seems plausible.
Finite-size scaling of autocorrelation functions
A final way to study these questions is to investigate the finite-size scaling of the autocorrelation functions. The standard dynamic finite-size-scaling Ansatz for the autocorrelation function ρ OO (t) is
(Here the dependence on the coupling constants, e.g. the inverse temperature, has been suppressed for notational simplicity.) Summing (5.16) over t, it follows that 17) or equivalently,
Thus, only when p O = 0 do we have z int,O = z exp,O [4] . In this latter case the Ansatz (5.16) can be rewritten in the equivalent form
To test this latter Ansatz, we have plotted log ρ OO (t) versus t/τ int,O for the observable O = E ′ (Figure 4 ). For clarity we have included only the data from L ≥ 12; the data coming from different lattice sizes are plotted with different symbols. We have also depicted for reference a line corresponding to the pure exponential ρ E ′ E ′ (t) = e −t/τ int,E ′ . The data fall roughly onto a single curve, but there are clear corrections to scaling: the points move upwards (away from the pure exponential line) as L increases. It is not clear whether the points are tending to a limiting curve as L → ∞, or whether they will continue indefinitely to move upwards. This is another way of saying that we do not know whether p E ′ = 1 − z int,E ′ /z exp is exactly zero or is slightly positive (e.g. ≈ 0.067).
Discussion
In this paper we have obtained high-precision data at the critical point of the threedimensional Ising model on fairly large lattices (up to L = 256), which have allowed us to derive quite accurate estimates of the dynamic critical exponents z int,O and z exp for the Swendsen-Wang algorithm for this model. Our data resolve the discrepancies between previous works [9, [14] [15] [16] [17] [18] [19] [20] , which can now be understood as arising from corrections to scaling.
We would like to conclude by comparing our numerical results with some of the theoretical frameworks that have been proposed by previous authors. These frameworks have as their goal to understand the dynamic critical behavior of the Swendsen-Wang algorithm for the various ferromagnetic Potts models, and in particular to relate the dynamic critical exponent(s) z SW to the static critical exponents for the same models. The three most important of these frameworks are the Li-Sokal proof [25] and its extensions [11, 12] ; the scaling Ansatz of Klein, Ray and Tamayo [21] ; and the empirically based conjectures of Coddington and Baillie [16] .
We have discussed the Li-Sokal bound z SW ≥ α/ν in the Introduction, and there is not much more to say. Suffice it to observe once again that while this bound is close to sharp (and possibly even sharp modulo a logarithm) for the two-dimensional Potts models with q = 2, 3, 4, it is clearly far from sharp in the three-and four-dimensional Ising models. Our data for the three-dimensional Ising model yield z SW ≈ 0.46, compared to α/ν ≈ 0.1756 [41] ; and for the four-dimensional Ising model it is generally believed that z SW = 1 [16, [21] [22] [23] [24] , compared to α/ν = 0 (× log 1/3 ). Clearly, some other physical mechanism, beyond the one exploited in the Li-Sokal proof, must be principally responsible for the critical slowingdown in these latter models; the central open problem is to identify this mechanism and to determine theoretically the dynamic critical exponent.
Klein, Ray and Tamayo [21] have presented a scaling Ansatz leading to the conjecture
where z G is the dynamic critical exponent for the Glauber dynamics in the same model, and d m is "the mean fractal dimension of the finite clusters" in the Fortuin-Kasteleyn representation of the model. 17 The trouble with this Ansatz, alas, is not simply that the numerical value of d m is unknown; it is, rather, that the definition of d m is too vague to serve even as a guide for numerical attempts to determine its value. (The situation would be different if, for example, d m could be defined as a dimension associated with the scaling behavior of some specific observable.) Consequently, Klein, Ray and Tamayo were limited in practice to observing that d m presumably "lies between d, the spatial dimension, and d f = d − β/ν, the fractal dimension of the incipient infinite cluster" [21, p. 164] . This plausible reasoning yields the conjectured inequality
In Table 10 we compare z SW with the Klein-Ray-Tamayo bounds z (lower) KRT and z (upper) KRT for the ferromagnetic Potts models (in dimension d ≤ 4) having a second-order transition. The bounds appear to be violated for all three two-dimensional Potts models: for the Ising and 3-state models, the violation is possibly within the errors in the determination of z SW and z G , especially if one takes into account the possibility of logarithms; but for the 4-state model, the violation is blatant (barring a gross error in the determination of z G ). For the three-dimensional Ising model, curiously, the lower bound seems to be exact (within errors); while for the four-dimensional Ising model, the upper bound is exact (modulo logarithms). It would be interesting to know whether the latter facts are anything more than curious coincidences.
Coddington and Baillie [16] carried out a careful numerical study of the dynamic critical behavior of the Swendsen-Wang algorithm for the Ising models in dimensions d = 2, 3, 4, on the basis of which they made the remarkable conjecture that for these models z SW = β/ν exactly. More specifically, they observed that the mean size of the largest cluster, here denoted C 1 , scales at the critical point as C 1 ∼ L d−β/ν , and they found that their data could be explained by the asymptotic Ansatz
If true, this would imply that the correct dynamic critical exponent z SW for the twodimensional Ising model is neither 0 (log) [64] nor 0.222 ±0.007 [10] , but rather 1/8 (possibly multiplied by a logarithm). The data of [10] are certainly consistent with this possibility, though they do not distinguish it from the other possible behaviors.
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For the three-dimensional Ising model, the Coddington-Baillie conjecture would imply that z SW = 0.5183 (4) , which at first sight is incompatible at the 3σ level with our estimate z int,E ′ = 0.459 ± 0.005 ± 0.025 (central value ± statistical error ± systematic error). Indeed, the curvature in Figure 1 , assuming that it continues in the same direction, suggests that the true z int,E ′ is, if anything, slightly lower than our estimate based on L ≤ 256. On the other hand, the difference between these exponents is small, and a small exponent is very difficult to distinguish from zero. We therefore made a direct test of the Coddington-Baillie conjecture by studying the combination τ int,E ′ C 1 /L d . (Since we don't have statistically valid error bars for this combination, we used the triangle inequality to set worst-case error bars.) A fit to
only for L min ≥ 96; our preferred fit is L min = 96 and yields p = −0.0573 ± 0.0052, log A = 0.670 ± 0.025 (χ 2 = 0.261, 2 DF, level = 87.8%). This estimate for p is, not surprisingly, in almost perfect agreement with the values z SW = 0.459 and β/ν = 0.5183. 19 On the other hand, if we fit to τ int,E ′ C 1 /L d = A + BL −ω with ω = 0.82, a decent χ 2 is again obtained only for L min ≥ 96; our preferred fit is again L min = 96 and we get A = 1.362 ± 0.011, B = 6.064 ± 0.553 (χ 2 = 1.726, 2 DF, level = 42.2%). Figure 5 shows the data points ( ) and the corresponding fit. The fact that a reasonable fit is obtained with A far from zero (on the scale set by the observed values of τ int,E ′ C 1 /L d ) means that our data are also consistent with a behavior
, and hence p = 0. It is very hard (if not impossible) to distinguish, on purely numerical grounds, between these two behaviors. The χ 2 is slightly better for the power-law fit, but this minor difference should not be taken terribly seriously. The bottom line, it seems to us, is this: the data shown in Figure 5 do not give any strong reason to believe that τ int,E ′ C 1 /L d is tending to zero as L → ∞. Indeed, inspection of the curve would suggest a limit in the range 1.2-1.3, depending on the extent to which the curvature continues at larger L; this predicted limit is only about 20% below the maximum value attained at L ≈ 40, and is thus very far from zero. A more reliable judgment on the limiting value of τ int,E ′ C 1 /L d will have to wait 5-10 years, when data will hopefully be available at (say) L = 512 and L = 1024. But as things stand today, our data are fully consistent with the Coddington-Baillie conjecture (albeit without a logarithmic term).
If the Coddington-Baillie conjecture is interpreted as applying to z exp rather than to z int,E ′ , then the consistency between our data and the conjecture is even stronger. This is to be expected, as our estimate z exp ≈ 0.481 is closer to the value β/ν ≈ 0.5183. The data points for τ exp,E ′ C 1 /L d are also shown (alas, without error bars) in Figure 5 (points * ). The curvature is slightly weaker than for τ int,E ′ C 1 /L d , and the data seem to be tending to a limit in the range 1.35-1.45.
Of course, as Coddington and Baillie [16] themselves observe, z SW = β/ν cannot possibly be a general identity for the Swendsen-Wang dynamics, as it clearly fails for the 2-dimensional Potts models with q = 3 and q = 4 (see Table 10 ). Indeed, the Li-Sokal bound (1.2) ensures that we must have z SW > β/ν in any Potts model where α/ν > β/ν. At best, the identity z SW = β/ν could hold for the special case of the Ising models.
Since the Swendsen-Wang algorithm is defined naturally for all ferromagnetic Potts models, a theoretical framework that is valid only for the Ising case seems unnatural and, in our opinion, unlikely to be correct. But the Coddington-Baillie conjecture can be rephrased in the following way so as to be potentially valid for all Potts ferromagnets. Suppose that there exists an as-yet-not-understood physical mechanism causing slowness of the Swendsen-Wang dynamics that is somehow related to the typical size of the largest cluster. In this case, an inequality of the form 4) analogous to the Li-Sokal bound (1.1), might hold for all Potts ferromagnets, irrespective of dimension and number of states. Indeed, it might even be possible to prove such an inequality rigorously (for one or another of the various autocorrelation times), if the physical basis were sufficiently well understood. Furthermore, it is even conceivable that the Li-Sokal mechanism and this new mechanism might together exhaust the reasons for slowness in the Swendsen-Wang dynamics, leading to the exact relation
(possibly modulo a logarithm) for all Potts ferromagnets. All currently available numerical data are consistent with the validity of the grand conjecture (6.5), provided that a multiplicative logarithm is permitted but not mandatory. This conjecture is, of course, a wild speculation; indeed, we consider it unlikely, a priori , for a dynamic critical exponent of any nontrivial dynamics to be exactly expressible in terms of static critical exponents (except for trivial cases such as Gaussian models). But stranger things have happened; and this conjecture is, in any case, certainly worth closer investigation. More modestly, this line of reasoning suggests that efforts be made to prove the inequality (6.4) and to understand what kind of physical mechanism might cause it to hold. Table 1 : Summary of our runs. The total CPU time used in these runs was approximately 17.8 years. Table 2 : Static data from the Monte Carlo simulations at the critical point of the 3-dimensional Ising model. For each lattice size (L), we report the susceptibility (χ), the specific heat (C H ), the second-moment correlation length (ξ), the energy (E), and the mean size of the largest cluster (C 1 ). The quoted error bar corresponds to one standard deviation (i.e. confidence level ≈ 68%). ,N ), the energy (τ int,E ), the nearest-neighbor connectivity (τ int,E ′ ), the squared magnetization (τ int,M 2 ), and the mean-square cluster size (τ int,S 2 ). The quoted error bar corresponds to one standard deviation (i.e. confidence level ≈ 68%). [21] , and Coddington and Baillie [16] . Static critical exponents α/ν, β/ν and γ/ν are exact values for the d = 1 and d = 2 models [13, [28] [29] [30] and for d = 4 Ising [49] , and are the best currently available numerical estimates for d = 3 Ising [41] . Exponent z G for Glauber dynamics is taken from [50, Table 1 ] for the d = 2 models (see also [51] [52] [53] [54] [55] ), from [51, 53, [56] [57] [58] [59] [60] [61] [62] for d = 3 Ising, and from [63] for d = 4 Ising. 
