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Our ability to infer the protein quaternary structure
automatically from atom and lattice information is
inadequate, especially for weak complexes, and het-
eromeric quaternary structures. Several approaches
exist, but they have limited performance. Here, we
present a new scheme to infer protein quaternary
structure from lattice and protein information, with
all-around coverage for strong, weak and very weak
affinity homomeric and heteromeric complexes.
The scheme combines naive Bayes classifier and
point group symmetry under Boolean framework
to detect quaternary structures in crystal lattice.
It consistently produces R90% coverage across
diverse benchmarking data sets, including a notably
superior 95% coverage for recognition heteromeric
complexes, compared with 53% on the same data
set by current state-of-the-art method. The detailed
study of a limited number of prediction-failed cases
offers interesting insights into the intriguing nature
of protein contacts in lattice. The findings have impli-
cations for accurate inference of quaternary states of
proteins, especially weak affinity complexes.
INTRODUCTION
Unlike crosslinking experiments in mass spectrometry (Jin Lee,
2008) or hydrogen-deuterium exchange (Borch et al., 2005;
Maier and Deinzer, 2005) and nuclear overhauser effect experi-
ments (Tang and Clore, 2006) in nuclear magnetic resonance
(NMR) spectroscopy which reveal the solution state structural
information on interaction among protein subunits, X-ray crystal-
lography-derived structures provide the protein-protein contact
information in the crystal lattice (Janin et al., 2008). It is believed
that natural contacts of proteins, which occur in physiological
conditions, are preserved in crystal lattice allowing inference in
quaternary structure.While this assumption works well for strong
affinity complexes, which usually have a large surface of interac-
tion, it becomes tenuous for weak complexes where there is
a strong possibility of natural protein contacts to be sacrificed
for the energetically optimal ones that favor the formation/stabili-
zation of the crystal lattice (Krissinel, 2010). This is amajor imped-304 Structure 19, 304–312, March 9, 2011 ª2011 Elsevier Ltd All righiment in automatic inference of protein quaternary structure from
atomic and lattice information, which has remained to be
answered since the inception of protein crystallography. Xu
et al. (2008) has recently suggested that the Protein Data Bank
(PDB)may bemissing about 10%of the correct quaternary struc-
tures in its entries. Krissinel (2010) estimates that there is >50%
misrepresentation probability of quaternary structure for weak
affinity complexeswithKdR100mMavailable in thePDB. Indeed,
a recent NMR study on the structure of complement receptor 2
and its complex with its C3d ligand (Kovacs et al., 2009) reveals
how quaternary structure inference from crystal lattice could be
grossly inadequate. It was found that the protein contacts re-
vealed in the crystal structure, on which the quaternary structure
inference wasmade, did not correspond to the NMR experiment.
A number ofmethods exist that seek to analyze protein-protein
interfaces (Levy et al., 2006), but only a few have integrated the
ideas into a benchmarked scheme for identification of quaternary
structure of proteins in the crystalline state. Henrick andThornton
(1998) used an empirical weighted function with contributions
from loss of the accessible surface area (ASA), number of buried
residues at the interface, intersubunit salt bridges, disulfide
bonds, and solvation energy of quaternary structure formation,
for identification of quaternary structures. Ponstingl et al. (2000)
used loss of ASA upon protein-protein contact formation and
residue-pair frequency at the interface to score putative quater-
nary structures. They achieved 87%–93% success in identifying
correct quaternary structure from crystal contacts in a data set of
96 monomers and 76 homodimers. Valdar and Thornton (2001)
used sequence conservation information at interface and neural
network to increase the coverage up to 92%. A number of other
approaches using an atomic pair score (Ponstingl et al., 2003),
atomic contact vector (Mintseris andWeng, 2003), and chemical
thermodynamics (Krissinel and Henrick, 2007) have claimed
similar coverage in correctly classifying quaternary structures.
A detailed look, however, reveals that all these methods have
been benchmarked mostly on moderate to strong affinity
complexes. This limitation has been corroborated by recent
annotations from the curated database of protein quaternary
structures, called PiQSi (Levy, 2007).
In this paper, we present a robust scheme that combines naive
Bayes classifier and point group symmetry operation in a
Boolean framework to infer quaternary structure of proteins in
the crystalline state, covering all categories of complexes. The
naive Bayes classifier exploits ten physicochemical features
identified at the protein-protein interface to effectively discrimi-
nate biological and nonbiological interfaces in the crystalts reserved
Table 1A. Results from 1000 Trials of the Classifier Using 10-Fold Cross-Validation Applied to the Training/Testing Set
Our Method PISA PQS
Nonbiological Biological Nonbiological Biological Nonbiological Biological Nonbiological Biological
IA Included IA Excluded
Coverage (%) 89(±6) 74(±9) 79(±10) 80(±9) 84(±5) 67(±8) 71(±7) 72(±8)
Maximum coverage 100 100 98 100 98 92 89 96
Minimum coverage 53 44 30 25 67 43 50 47
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strong/weak/very weak affinity quaternary structures in 95% of
112 recognition hetero complexes (Hwang et al., 2008). Further
testing on other published benchmarks returned R90%
coverage from our method. Our results were verified using the
curated PiQSi database and literature survey. The performance
is stable and significantly improved in comparison to state-of-
the-art implementations currently in use. The work is expected
to contribute to effective quaternary structural inference of the
proteins derived from the crystalline state.
RESULTS
The Naive Bayes Classifier
We have chosen ten feature variables for classifying the protein-
protein interface. These are (1) interface area (IA), (2) normalized
interface packing (NIP), (3) normalized surface complementarity
(NSc), (4) normalized surface complementarity and interface
packing paired metric (NSP), (5) accessible surface area varia-
tion (asaV), (6) interface packing gradient (IPg), (7) patch ratio
(Pr), (8) normalized solvation energy capacity (NSE), (9) hydro-
phobicity at interface (HPOi), and (10) hydrophobicity at the
surface (HPOs). While NIP indicates the atom packing per unit
interface area at the protein interface, NSc determines the
normalized geometric complementarity at the interfacial surface.
As a highly packed interface would also have geometric comple-
mentarity, a cross-correlation term NSP has been introduced.
Because the geometric and chemical property of the core and
the rim area of the protein interface differs (Guharoy and Chakra-
barti, 2005), we have defined three features asaV, IPg, and Pr to
capture these quantitatively. The normalized solvation energy
(NSE) measures the entropic contribution to binding free energy
per unit interface area and will capture the major part of the
nonbonding energy contribution to the interface stability. Finally,
HPOi and HPOs provide an indicator on the overall hydrophobic
nature of the protein interface and surface. The two featuresNIP,
NSc has been adapted from our previous work (Mitra and Pal,
2010). The model for the naive Bayes classifier is built using
WEKA (Frank et al., 2004; Witten and Frank, 2005) software,
which automatically determines the threshold values of features
used for classification of protein-protein contacts into biological
and nonbiological. More details on model building and calcula-
tion of each feature is described in the Experimental Procedures.
Classifier Features and Their Performance
The naive Bayes classifier is the main engine which drives our
scheme for accurate detection of quaternary structure. We,
therefore, first estimate the efficacy of the ten features individu-
ally used as a binary classifier on the training/testing set (seeStructure 19,Experimental Procedures; see Table S1 available online). Inter-
estingly, the IA feature, when used with a threshold of <700 A˚2
showed the highest Matthews correlation coefficient (MCC,
Supplemental Equation S1) (Matthews, 1975) of +0.60 for
discriminating between biological and nonbiological contacts.
A previous study alluded to this fact and has shown 85%
coverage in discriminating betweenmonomers and homodimers
(Ponstingl et al., 2000). However, dominant use of IA in classifi-
cation of low interface-size complexes, mostly of weak affinity
can be problematic. In addition, our survey suggests that the
ratio between the correct and maximum contact area in the
lattice may vary widely between 36% and 100% (mode
z85%), for oligomeric structures. We, therefore, additionally
show that our classifier works equally well without using IA
as a feature (see next section). Other features with lower MCC
also worked reasonably well; for example, NIP score with MCC
of +0.52 showed a significant discriminatory power for biological
and nonbiological complexes (Figure S1). Interestingly, the NSE,
which is usually exploited by most people as part of the nonco-
valent energy function, returned a poor MCC of +0.20; due to
this, other noncovalent bonding energies (van der Waals, salt
bridge, hydrogen bonding) returning worse MCCs were ignored.
Overall, the ten features gaveMCC in the order IA >NSc > asaV >
NIP > IPg >HPOs >NSP > Pr >HPOi >NSE (Table S2) when used
under various thresholds for protein-protein contacts.Classifier Performance
The naive Bayes classifier jointly using the ten features returned
efficient performance for 1000 trials of 10-fold cross-validation
on the training/testing set (Table 1A). Concurrent tests with
state-of-the-art methods: PISA (Krissinel and Henrick, 2007)
and PQS (Henrick and Thornton, 1998) hosted at the European
Bioinformatics Institute (EBI), Hinxton, UK, showed better perfor-
mance than both. When IA was excluded as a feature, our
method maintained better performance than PQS and PISA in
all aspects, except for nonbiological contact determination,
where PISA showed 5% more mean coverage.
Classifier Evaluation on PISA/PQS Failed Cases
To confirm if indeed our method was producing a better perfor-
mance, we further tested it on a subset of 103 and 126
complexes chosen from the PISA and the PQS database,
respectively, that did not match PiQSi annotations. These were
considered PISA/PQS ‘‘prediction failure’’ cases, that excluded
additional seven and ten cases, respectively, where either the
monomer had IA > 1200 A˚ or dimer IA < 200 A˚. We took two
subsets of 554 and 528 cases where curated examples from
the PiQSi database matched with PISA and PQS, respectively,
and used it for generating corresponding naive Bayes classifier
model by both including and excluding IA as a feature. Columns304–312, March 9, 2011 ª2011 Elsevier Ltd All rights reserved 305
Table 1B. Classifier Performance for Model Building with Cases in Which PiQSi Annotations Matched PISA and PQS Predictions
and tests on PISA/PQS ‘‘Prediction Failure’’ Cases
IA Included?
PiQSi Cases
Matching
10-Fold Cross-Validation
PiQSi Cases
not Matching
Test Data Validation
Overall
Coverage (%) Kappa
ROC
Area
Coverage (%) Coverage (%)
Nonbiological Biological Nonbiological Biological
Yes
PISA
91 0.80 0.95 94 86
PISA
63 32
No 90 0.78 0.95 90 89 63 37
Yes
PQS
89 0.78 0.93 89 89
PQS
67 40
No 84 0.68 0.93 79 91 53 49
See also Figure S1, and Tables S1 and S2.
Table 2. Evaluation of Classifier Performance on Published Data
Sets for Discriminating between Biological and Nonbiological
Contacts
# Monomer # Dimer
Common
cases a Total
Coverage
(%)
Validation Set 1 96 76 172
This Work (90%)b 83 71 0 154 90c
(60, 40%)b 89 67 0 156 91c
(35%)b 88 68 0 156 91c
DiMoVo 89 65 5 154 92
NoxClassd 72 57 14 129 82
Validation Set 2 54 88 142
This Work (90%)b 44 83 0 127 90c
(60, 40%)b 49 80 0 129 91c
(35%)b 48 80 0 128 90c
DiMoVo 50 76 5 126 92
NoxClassd 38 66 17 104 83
Validation Set 3 0 66 66
This Work (90%,
60%, 40%, 35%)b
0 64 0 64 97
DiMoVo 0 26 0 26 39
NoxClassd 0 51 14 51 98
aCommon cases were excluded during evaluation.
b Protein complexes were removed from the training set at the mentioned
sequence identity (in parentheses) bymatching against the Validation Set.
c Evaluated without 1DJX.
d To keep parity with other methods which do not use evolutionary infor-
mation, we excluded conservation score from the calculations.
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showing excellent receiver-operator-curve (ROC) area (0.93–
0.95), coverage (79%–94%), and kappa values (0.68–0.80),
even when IA was excluded from the model. The kappa value
indicates the extent the output by the classifier is in agreement
with the training data; a value of <0 indicates no agreement,
0–0.20 as slight, 0.21–0.40 as fair, 0.41–0.60 as moderate,
0.61–0.80 as substantial, and 0.81–1 as almost perfect agree-
ment (Landis and Koch, 1977). It may be also noted that ours
is a binary classifier and therefore, does not output ranks for
prediction. We, therefore, use only coverage to describe the effi-
ciency of our method, which indicates the fraction of the
correctly predicted cases for a given data set.
Performance tests on the PISA/PQS ‘‘prediction failure’’ cases
showed a significant coverage (63%–67%) in detecting nonbio-
logical interfaces, when IA was included, and marginally lower
(53%–63%) when IA was excluded. The detection of biological
interfaces was not as efficient, yet coverage of 32%–49% could
be achieved. Because the comparison exploited the availability
of curated data from the PiQSi database, the tests allowed us
to confirm the enhanced performance of our classifier.
To further confirm efficacy of our classification method, we
compared it with two recent classifiers built to discriminate
between biological and nonbiological contacts. As can be seen
from Table 2, our classifier provides a very stable performance
relative to both DiMoVo (Bernauer et al., 2008) and NoxClass
(Zhu et al., 2006) when applied to Validation Sets 1, 2, and 3
(Hwang et al., 2008; Ponstingl et al., 2000, 2003) (these are
published data sets; details in Experimental Procedures). While
DiMoVo performs well on Validation Sets 1 and 2, its perfor-
mance on Validation Set 3 is poor. In contrast, NoxClass has
a weaker performance on Validation Set 1 and 2, while it returns
a very high success rate for Validation Set 3. Our classifier
provides R90% coverage across all data sets, even when the
sequence redundancy levels are lowered.
As can be seen, although several research groups have built
classifiers to discriminate between biological and nonbiological
contacts, not all of them provide a generic method for quaternary
structure inference. This is because it involves questions that
cannot be addressed by the classifier alone. Therefore, we built
a Boolean framework incorporating the classifier to provide a
workflow that incorporates all relevant issues.
The Scheme
A combination of naive Bayes classifier and point group
symmetry operation in a Boolean framework has been used to306 Structure 19, 304–312, March 9, 2011 ª2011 Elsevier Ltd All righdesign the workflow for accurate quaternary structure detection
(Figure 1). The first step in the scheme is to generate all
symmetry-related molecules in the lattice from the asymmetric
unit information in the PDB file, including the nonprotein atoms.
Since covalent bond energy of disulfide bond is largest among all
the possible interactions at the interface and found across
diverse quaternary structures (Bhattacharyya et al., 2004), we
check for its presence in the first step. All disulfide-bonded
subunits are grouped together as functional units (FUs) of a puta-
tive quaternary structure. Next, the naive Bayes classifier is
applied to the protein molecules to identify putative biological
interfaces. Protein subunits forming biological interfaces are
connected and built into single expanded FU. A depth-first
search (Tarjan, 1972) is used to traverse all the interactions tots reserved
False  
NO  
False  
True  
Generate all symmetry - related molecules in the crystal lattice by  
applying space group operation on the PDB structure  
A pair of molecules in the latt ice sharing a biological interface is  
defined as a functional unit (FU) of the quaternary structure.  
Check the interfaces between molecules/FUs using naïve Bayes classifier  
Label all molecule pairs with  
biological interface as FUs  
Merge connected FUs †   into  
single large FU  
Any Biological interface exists?  
For each FU find  
the point group  
symmetry (PGS)  
Maximum size (n) of 
assembly among all FUs  
satisfying ‡   PGS is the  
biological quaternary  
structure of the protein  
If a disulfide bond ex ists between two Cys residues from adjacent  
molecules, select their interface as biological and define a FU  
Any remaining  
protein molecule not  
forming FU?  
>10 hetero atoms  
at interface?  
Define/Merge  
FU  
True  
Conform to any  
other user - 
defined criteria?  
True  
True  
False  
False  FU exists?  
Monomer  
False  True  
Figure 1. A Flowchart Showing the Scheme for Identification
of Protein Quaternary Structure from Crystal Lattice
y, the connected FUs were found using Depth-First Search (Tarjan, 1972); z,
the criterion for satisfying PGS if all molecules in a FU are homomeric then
PGS is Cn or Dn/2. If a FU contains n1 subunits of one type and n2 subunits
of another (n = n1+n2), then PGS is (Cn1 or Dn1/2) AND (Cn2 or Dn2/2). For dihe-
dral symmetry n has to be even.
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interfaces can be identified. The reason smaller FUs are merged
into single larger FU for iterative naive Bayes classification is to
ensure new interfaces be identified from larger interaction area
available on the expanded FUs. The order of merging does not
affect the predicted quaternary structure. At this stage, the exis-
tence of a closed trimer is checked exclusively using cliques.
When no new biological interface is detected by the classifier,
we follow up with several Boolean checks. These checks were
identified from PDB structures and their corresponding literature
survey. At first, we check if greater than ten atoms froma nonpro-
tein ligand are present at the interface. A threshold radius of 6 A˚
from atoms of both the subunits is used to detect the ligand
atoms. If such atoms are present, the interface is deemed biolog-
ical and the molecule is merged into an expanded FU. Similar
other checks/rules identified: (1) we find an FU suitable forStructure 19,merging if an orphan molecule is a heteromer and has
a symmetry preserving contact with another predefined FU.
(2) If the largest FU (size = n) is heteromeric without symmetry
and there exists a number of adjacent FUs (size < n), such that
addition of them to the largest FU makes the merged FUs
symmetrical, then we merge the FUs. (3) If an orphan molecule
has a b sheet that extends across molecules, then we merge
FUs. (4) If large ligand spans the contiguous surface of two adja-
centmolecules, thenwemerge FUs.Molecule not forming FUs is
left as an orphan (monomer).
Since symmetry is a rule rather than an exception for
proteins (Goodsell and Olson, 2000; Levy, 2007; Mintseris
and Weng, 2003), our last step involves another round of
screening of merged FUs using point group symmetry (PGS).
As a rule, oligomers of n (%12) subunits may have either cyclic
Cn PGS or dihedral Dm, (n = 2m) PGS (Janin et al., 2008). An
oligomer of n subunits having dihedral symmetry can be parti-
tioned into two groups of subunits each with n/2 disjoint
subunits having Cn/2 symmetry about an axis. So, FUs of size
n (>2) can be identified using cyclic PGS (Cotton, 1992). The
backbone-trace Ca atoms are used for identifying the
symmetry with a threshold of 10.0 A˚. The largest FU satisfying
PGS is inferred as the quaternary structure of the protein. For
a rare cubic PGS, a total of 12i (i = any positive integer) number
of subunits must be present, which is not considered in the
scheme at present.
Comparative Performance of Scheme
To avoid any bias in our results, we rebuilt the naive Bayesmodel
excluding any cases common to our validation sets. The model
wasbuilt with 554protein complexeswhosequaternary structure
was ascertained from PiQSi and PISA. A 10-fold cross-validation
showed a kappa value of 0.81, coverage of 94% for monomers
and 87% for dimers, and area under ROC curve of 0.94.
Evaluation on Validation Set 1
Our scheme can detect quaternary structure correctly in 154 out
of 171 cases giving coverage of 90% (Table 3, first section). In
here 87% of the monomers and 93% of the homodimers were
correctly inferred. On a same data set using burial of surface
(DASA) on complexation as main criteria, Ponstingl et al. (2000)
has shown an overall coverage of 87%. Using additional param-
eters based on change on buried surface area (DDASA), they
showed improved coverage of 90%. Use of statistical pair score
further extended the coverage to 93%. Mintseris and Weng
(2003) using an atomic contact vector based classifier showed
a coverage of 92.4% taking 95 monomers and all homodimers
from the same data set. Thirty percent of the monomers in the
data set is not symmetric about the interface and can be imme-
diately classified as monomers.
Evaluation on Validation Set 2
This validation set is more complete than Set 1 because it
consists of heteromeric complexes with quaternary structures
larger than the dimer. Of the 218 cases in this set, we could
predict between 80% and 100% cases correctly from monomer
to hexamer, with a mean coverage of 90% (Table 3, second
section). Ponstingl et al. (2003) using a mix of buried surface
area and atomic contact score attained 84% coverage, while
PISA using an elaborate binding free energy function, achieved
the same coverage as ours at 90% (Krissinel and Henrick,304–312, March 9, 2011 ª2011 Elsevier Ltd All rights reserved 307
Table 3. Comparative Evaluation of Our Quaternary Structure Inference Method against Published Quaternary Structure Inference
Methods and Data Sets
Method # Monomer # Dimer # Trimer # Tetramer # Hexamer # Octamer # Nonamer # Dodecamer Total Coverage (%)
Validation Set 1 96 76 — — — — — — 172
This Work 83 71 — — — — — — 154 90a
Ponstingl DASAb 82 67 — — — — — — 149 87
DDASAb 87 68 — — — — — — 155 90
Pair Scoreb 91 69 — — — — — — 160 93
Atomic contact
vectorc
85 73 — — — — — — 158 92a
Validation Set 2 55 88 24 38 13 — — — 218
This Work 44 83 24 31 13 — — — 195 90a
Ponstingld 46 79 20 28 11 — — — 184 84
PISAe 49 82 22 32 12 — — — 197 90
Validation Set 3 — 66 24 11 5 2 1 3 112
This Work — 64 24 9 4 2 1 2 106 95
PISAe — 36 10 6 4 1 0 2 59 53
Heteromer
Data Set
Affinity categoryf Total Coverage (%)
Unclassified Strong Weak Very weak
Validation Set 3 18 17 51 26 112
This Work 17 16 49 24 106 95
PISAe 8 11 30 10 59 53
See also Tables S3 and S4.
a Evaluated without 1DJX.
b Ponstingl et al., 2000.
cMintseris and Weng, 2003.
d Ponstingl et al., 2003.
e Krissinel and Henrick, 2007.
f Kd (M) strong: < 10
9, weak:R 109 to < 106, very weak:R 106.
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can be found from Table S3.
Evaluation on Validation Set 3
Our method shows coverage of 95% (Table 3, third section),
which is significantly ahead of PISA, which gave coverage of
53%. When divided into various quaternary structure states,
trimer, octamer, and nonamer gave 100% coverage, followed
closely by the dimer at 97%. PISA returned the best coverage
for hexamers at 80%, which was same as our hexamer
coverage. For other oligomers, their coverage varied between
42% and 67%, with no prediction for the one case of nonamer.
Mintseris and Weng (2003) reported a success of 74%–75.9%
on their transient complex data set with which we share 50
common heterooligomers. We also evaluated the success of
our method by dividing the complexes into strong, weak, and
very weak affinity categories (Kastritis and Bonvin, 2010) based
on Kd value (Table 3, bottom section). We find 92% to 96%,
coverage for all categories, including the 18 Kd-unclassified
hetero complexes. In contrast PISA returned between 38% to
65% coverage for the same categories. It is evident that our
scheme is balanced to work on all class of proteins. Details of
predictions, and Kd value of individual complexes can be found
from the Table S4. The PITA server, which computed the data
for Validation Sets 1 and 2 in their publications (Ponstingl et al.,
2000, 2003) is no more functional, we are therefore, not able to
provide a comparative evaluation from these methods.308 Structure 19, 304–312, March 9, 2011 ª2011 Elsevier Ltd All righThe Failed Cases
We were not able to predict the correct quaternary state for 13
complexes, of which six were common homomers belonging to
Validation Sets 1 and 2; one heteromer from Validation Set 2
and six from Validation Set 3 (Table 4). Among all these, for
six cases we could not find any apparent reason for failure
and attribute them to the failure of our classifier in identifying
proper FU (see footnote, Table 4). For the rest, we found inter-
esting as well as intriguing observations, which provide impor-
tant lessons in assessment of quaternary state of protein in
crystals. For example, in 1A0L, a human tryptase, known to
be enzymatically active only as heparin-stabilized tetramer
(Sommerhoff et al., 1999), heparin chains supposedly stabilize
the complex by binding to an elongated patch of positively
charged residues spanning two adjacent monomers. However,
no heparin molecules were detected in the crystalline state. In
another interesting case, 1GP1, a homotetrameric selenium
dependent glutathione peroxidase (Epp et al., 1983) with
4 Cys in each subunit showed 6.16 A˚ distance between the
Cys 91 sulfur across the adjacent subunits. The two Cys resi-
dues are completely buried with a void in the intervening space
between the two sulfur atoms, indicating a disulfide bond
breakage during crystallization. Indeed, amino acid composition
analysis of the protein indicated 4% of the 198 residue mono-
mers to be cystines (Gunzler et al., 1984). In a similar case
with 1ITH, a homotetrameric hemoglobin molecule from Urechists reserved
Table 4. Failed Cases from Our Scheme
Protein Information Prediction
PDB
ID
Quaternary
Structurea Kd (M)
Quaternary
Structure Remarks
Homomer, Validation Sets 1 and 2
1A0L Tet — Mon Heparin stabilized
complexb
1GP1 Tet — Dim Disulfide at interface
brokenc,d
1ITH Tet — Dim Disulfide at interface
brokene,f
Heteromer, Validation Set 3
1T6B Dim 4E–10g Mon Loosely packed interface:
average nearest atom—
atom distance across
subunits is 4.18 ± 0.79 A˚
1E6J Hex — Tri Weak homomeric
interaction between
HIV capsid protein
P24; solution structure
may be trimerh
2OOB Tet 2.4E-4i Dim Weak tetramer forms
only in presence of mM
ubiquitin associated
domain of Cbl-bi
1K4C Dod — Tri Membrane bound
K+ ion channel
anchored by Fabj
Mon:monomer, Dim: dimer, Tri: trimer, Tet: tetramer, Hex: hexamer, Dod:
dodecamer. 1AZ9, 1NHP, 1QDL, and 5PGM from Validation Set 1 and 2,
and 1DE4, 1S1Q fromValidation Set 3, were attributed to classifier failure.
a Reviewed in literature.
b Sommerhoff et al., 1999.
c Epp et al., 1983.
dGunzler et al., 1984.
e Kolatkar et al., 1992.
f Garey and Riggs, 1984.
gWigelsworth et al., 2004.
hBerthet-Colominas et al., 1999.
i Peschard et al., 2007.
j Zhou et al., 2001.
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Inferring Quaternary Structure in Protein Crystalscaupo (Kolatkar et al., 1992), showed that Cys 21 should be di-
sulfide bonded to the adjacent subunit Cys 21, but was not
found so in the crystal structure. The amino acid composition
analysis confirms the presence of a disulfide linkage in the
structure with only one Cys present in the monomer sequence
(Garey and Riggs, 1984). In 1T6B, we found the interface
packing significantly loose, quite unusual for a protein complex
with Kd of 4 3 10
10 M (Wigelsworth et al., 2004). The average
nearest atom-to-atom distance across subunits for the interface
atoms was found to be 4.18 A˚, larger than one that can be ex-
pected based on canonical van der Waals radii considerations.
For 1E6J and 2OOB, a very weak homomeric interaction could
not be detected in the crystal by the classifier. However, litera-
ture evidence showed that in both these cases (Berthet-Colomi-
nas et al., 1999; Peschard et al., 2007) the normal solution struc-
ture would be the one that we predicted. For 1K4C (Zhou et al.,
2001), even though the classifier detected the basic FU, weStructure 19,were unable to ascertain the proper quaternary structure owing
to failure to recognize the correct PGS.
DISCUSSION
Ourmethod is novel in comparison to the existingmethods aswe
use new sets of parameters that have been developed recently
by us in our previouswork (Mitra and Pal, 2010). Two newparam-
eters, NIP and NSc, described therein have been shown to
provide high discrimination for biological and nonbiological inter-
faces. We exploit the high correlation among NIP and NSc to
develop new parameters that look locally at the interface by
dividing it into rim and core areas. A combination of these along
with solvation energy was found to form a powerful feature set
that could efficiently discriminate for biological and nonbiological
contacts. Interestingly, our method is conceptually closer to the
one proposed by Mintseris and Weng (2003) based on atomic
contact vectors in comparison to others (Henrick and Thornton,
1998; Krissinel and Henrick, 2007; Mintseris and Weng, 2003;
Ponstingl et al., 2000, 2003; Valdar and Thornton, 2001), where
statistical information, machine learning, empirical ASA-based
measures, and chemical thermodynamics have been exploited.
Other significant difference of our method includes avoidance of
any statistical information in our evaluation, and neglecting
energy terms that account for the electrostatic or van der Waals
interaction. We believe that the ten features that we use to build
our naive Bayes model encode the nonbonding interactions that
impart geometric specificity to the interacting interface.
The data set we have used for benchmarking is much more
difficult than the ones used by previous authors. This is because
Benchmark 3.0 (Hwang et al., 2008) which makes up our data
set is composed of pure recognition hetero complexes, as it is
used for predictive docking studies, where the unbound struc-
tures of the hetero subunits are also available from the PDB.
Quaternary structure of recognition hetero complexes is inher-
ently more difficult to assess in comparison to fold together
hetero complexes due to minimal variation of conformation in
the unbound and complex forms. In contrast, fold together
complexes undergo significant conformational transition on
binding, which can be evidenced from the clasped-nature of
the binding interfaces. Scope of PGS use for quaternary struc-
ture detection is also limited.
Another notable aspect of our work has been the iterative
development of the naive Bayesmodel under theBoolean frame-
work. The main training/testing set was chosen only to build the
preliminary naive Bayes model, and the eventual refinement
was based on the test subset, which composed of PISA/PQS
‘‘prediction failure’’ cases. This cycle of training, cross-validation
followed by test on PISA/PQS failed subset allowed us optimally
choose the most effective set of features as assessed by the
Matthews correlation coefficient. The evidence of good training
is seen from the enhanced coverage obtained on Validation
Set 3.Coincidentally, in usingnaiveBayesmodel,we tookadvan-
tage of its ability to provide binary classification to integrate the
overall devised scheme that involves additional Boolean type
questions (this contrasts with ranking based schemes). Naive
Bayes model also allowed incorporation of mutually dependent
features without compromising on classification efficiency. This
was an important aspect, as our conceptual model is based on304–312, March 9, 2011 ª2011 Elsevier Ltd All rights reserved 309
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sional assessment of the geometric and noncovalent properties
at the protein interface. It was therefore, not fortuitous that
combined use of classification results and PGS under the
Boolean framework provided a conclusive answer for quaternary
state in an overwhelming number of cases.
Detailed studies of the failed cases offer us interesting observa-
tionsonquaternarystructuredetection, especially forweakaffinity
cases. First, thecovalentmodifications, suchas thedisulfidebond
breakage, attributed to crystallogenesis must be specifically
reviewed and biologically accounted by the crystallographers
before publication and structure deposition. Second, the preva-
lence of PGSdoes not necessarily guarantee aweak protein inter-
action seen in the crystal to be physiological. As a corollary,
complexes with experimentally validated strong Kd but not
corroborated in lattice by strong conventional interface features
known to stabilize complexes, must be cautiously inferred (PDB:
1GHQ is a prime example) (Szakonyi et al., 2001). The only unam-
biguous answer in such cases is to confirm these twilight zone
interfaces throughdirectly inferring alternatebiophysicalmethods
such as NMR or mass spectrometry. Amino acid mutation and
other indirect methods are likely to be inadequate.EXPERIMENTAL PROCEDURES
Feature Calculations
Normalized Interface Packing
Interface packing (IP) is a volume-based measure for estimating compactness
of the protein interface. An envelope covering a 4 A˚ slice across the interface is
first calculated covering all the atoms and interatomic voids. The ratio between
the sum of the van der Waals volumes of the atoms enclosed in the envelope
and the total volume enclosed in the envelope considering it a sphere gives
IP. A value of 0 means no packing at the interface, while a value of 1 indicates
full packing at the interface. When IP is divided by the interface area, it gives
normalized interface packing (NIP).
Normalized Surface Complementarity
Surface complementarity (SC) is an area-based measure to estimate the
compactness of the protein interface. At first, a suitable origin-transformation
is given to the pair of subunits whose SC is to be computed. A two dimensional
Delaunay tessellation is thereafter applied on the protein subunit surface to
describe it in terms of triangular tiles. The distance and angle between the tiles
across the two subunit’s interface are evaluated (with some corrections to the
interface rim regions) to ascertain which of them packed properly. The SC is
expressed as the ratio of the minimum of the two ‘‘packing’’ tile areas available
from the two subunits and the total tile area of the interface. A value of 0 means
no complementarity, while a value of 1 indicates perfect complementarity.
When SC is divided by interface area, it gives normalized surface complemen-
tarity (NSC). Further details for calculation of NIP and NSC can be found in
Mitra and Pal (2010).
Normalized Surface Complementarity and Interface Packing
Paired Metric
It is the deviation of NIP and NSC computed from the linear regression line of
NIP andNSC (NSC = 1.24423NIP + 0.0279).NIP andNSC share a high corre-
lation of +0.96.
Variation of Accessible Surface Area
Accessible surface area (ASA) is computed using the Lee-Richards algorithm
(Lee and Richards, 1971) as implemented in the NACCESS program (http://
wolf.bms.umist.ac.uk/naccess/). The surface area accessible to a probemole-
cule varies inversely with the radius of the probe molecule. We define interface
area (IA) as the accessible surface area buried on the complex formation for an
individual subunit. As the radius of the probe decreases, it will go deeper into
the concave surface resulting in a larger accessible area. We have observed
that rim area of monomeric protein involved in nonbiological contacts in crystal
lattice are significantly different from the rim area of dimeric proteins from310 Structure 19, 304–312, March 9, 2011 ª2011 Elsevier Ltd All righcompactness point of view. The difference, which is denoted as asaV, is quan-
tified by taking the difference of IA2.0 and IA1.8, and normalized by IA1.4, where
IA2.0, IA1.8, and IA1.4 indicates the interface area of the protein complex with
probe radius 2.0, 1.8, and 1.4 A˚, respectively.
Interface Packing Gradient
The compactness of the interface areamay vary from core area to rim area. So,
normalized interface packing (NIP) which is a global measure of the interface
packing may not capture the local picture of the interface from packing point
of view. Therefore, we have introduced another feature: interface packing
gradient. It computes the ratio of the packing or compactness of the core inter-
face residues and rim interface residues. The residues with fully buried inter-
face atoms are defined as core residues and residues having interface atoms,
which are partially exposed to solvent are defined as rim residues (Chakrabarti
and Janin, 2002).
Patch Ratio
Although the normalized interface packing and interface packing gradient
provides adequate information about a protein interface, we also computed
patch ratio to determine the presence of the interface void. A set of interface
atoms will form a patch if they are within 5.0 A˚ sphere radius. The sum of the
interface area contributed by those patch atoms normalized by interface
area gives a measure of the patch ratio.
Normalized Solvation Energy
Solvation energy is an entropic contribution to binding free energy of the
protein complex. It arises due to burial of surface area of proteins upon
complex formation. The method of Eisenberg and McLachlan (1986) has
been used to calculate it:
NSE =
P
interface atoms
DsðAtom TypeÞ3DASA
Interface area
;
where DASA is the loss of ASA by an atom upon complex formation. The atom
type category and Ds is directly adopted from Eisenberg and McLachlan
(1986) (Table S5).
Hydrophobicity at the Interface and Surface
Hydrophobicity is computed using the Fauche`re and Pliska (1983) hydropho-
bicity scale. The ASA of each atom is normalized by the total ASA of that
residue in an extended conformation of the tripeptide G-X-G model (Miller
et al., 1987). The contribution toward the hydrophobicity by an atom is the
product of normalized ASA and hydrophobicity measure for that residue
type according to Fauche`re and Pliska hydrophobicity scale. The sum of
contributions from all surface atoms is the surface hydrophobicity (hpos) and
the sum of contributions from all interface atoms is the interface hydropho-
bicity (hpoi). Chemical nature of the protein surface varies widely among the
proteins. So, we have further normalized surface and interface hydrophobicity
by the total amount of hydrophobicity. Therefore, the normalized hydropho-
bicity of the interface is:HPOi = hpoi=ðhpoi + hposÞ, and the normalized hydro-
phobicity of the surface is: HPOs = hpos=ðhpoi + hposÞ.Naive Bayes Model
The formal definition of a classifier model for a set of random variables is {X1,
X2, X3,., Xn, C}, where X1, X2,. Xn is the feature variables, and C is the class
label. We have ten feature variables whose values are numeric and the class-
label variable will assume either biological (dimer) or nonbiological (monomer)
state. So, our classification problem reduces to ‘‘Given ten feature variables
determine the class of the instance.’’ We have used naive Bayes for its demon-
strated performance even with relatively few numbers of parameters (Fried-
man et al., 1997) and due to lack of information about the dependency of
the parameters. It has several other advantages, although it produces compa-
rable performance compared to modern decision tree algorithms such as C4.5
(Pazzani, 1996). It has been observed that although the basic assumption of
naive Bayes method is conditional independence, it may have high coverage
even when strong dependencies are there between the attributes/features
(Domingos and Pazzani, 1997). The efficiency of naive Bayes is for the zero-
one loss function (Domingos and Pazzani, 1997) which defines the error as
the number of incorrect classifications (Friedman, 1997). It does not penalize
inaccurate probability estimation when the maximum probability is assigned
to the correct class. Thus, even if the posterior probability of each class is
changed in naive Bayes, the class with the maximum posterior probability ists reserved
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method acts as a good classifier even with poor probability estimation. This is
also verified by Frank et al. (2000), who showed that the performance of naive
Bayes is much worse when it is used for predicting a continuous value. Since
we are using the classifier to classify monomers and dimers (two state predic-
tions) and the dependencies of the parameters derived from the extremely
irregular protein surface are not clear, so, we have preferred naive Bayes
method.
Model Building
Ten feature variables are computed on all the protein complexes and subunit
surfaces. Those attributes are then combined using Waikato Environment for
Knowledge Analysis (WEKA) (Frank et al., 2004; Witten and Frank, 2005) for
developing naive Bayes classifier. The model was validated with 10-fold
cross-validation method; 10-fold cross-validation is a way to improve the
holdout method. The data set is divided into ten subsets, and the holdout
method is repeated for ten times. Each time, one subset is selected as test
set. The rest is combined to train the model. Thereafter, the average error
across all ten trials is computed. Since, every data point appears in a test
set exactly once and nine times in training set, so the ways we are dividing
the data set are not important.
The Training/Testing Set for Classfier
The list of crystal structures was downloaded from the Protein Data Bank
(Berman et al., 2000) based on information compiled from the PiQSi (Levy,
2007) database. Only those proteins were retained whose structures are deter-
mined by X-Ray crystallography and with resolution %2.5 A˚, R-factor %0.2.
The PISCES server (Wang and Dunbrack, 2005) was used to further filter the
data set using 90% sequence identity between the subunits. Only one repre-
sentative was chosen, which gave a total of 664 protein complexes of which
268 were dimers and 396 monomers. A list of all protein-protein contacts in
the crystal lattice was generated by applying crystallographic symmetry
operations based on the space group and symmetry element information
from the PDB file. All the contact areas in the crystal were first identified. If
a number of contact areas with same size have the same residue composition,
we selected one and discarded others. This allowed us to obtain unique
contact areas, which were then sorted according to their size. The contact
area with the largest size was selected for training and testing the classifier.
It is possible, that the largest area is not the correct interface; but manually
curated data on such interfaces are rare. Therefore, for the few cases where
such data are available, we included them for training and testing, but they
returned essentially similar results, compared to test/training sets created
using only the largest contact information. Therefore, we retained the method
to create the training set using largest contact areas only. The data set was
divided into a ratio of 9:1 for training and testing during the 10-fold cross-vali-
dation test. A prediction of quaternary structure was defined to be correct if the
root-mean-square deviation of the Ca atoms of the true structure and the pre-
dicted structure was evaluated as zero.
Validation Data Sets
Three data sets were used for validation purpose, two from Ponstingl et al.
(2000, 2003) and one from Benchmark 3.0 (Hwang et al., 2008); we call them
Validation Sets 1, 2, and 3, respectively. The Validation Set 1 from Ponstingl
et al. (2000) contained 172 oligomers and Validation Set 2 from Ponstingl
et al. (2003) contained 218 oligomers. The 55 monomers and 76 homodimers
were common between the Validation Sets 1 and 2. We evaluated all cases
except 1DJX (present in Sets 1 and 2), for which we faced limitation in
computing resources due to its F4132 crystallographic symmetry. Benchmark
3.0 constituted our Validation Set 3, an exclusive heteromeric test set of 123
protein complexes consisting of very weak, weak, and strong affinity
complexes. Eleven complexes were excluded from the list for various reasons
(1GHQ; Szakonyi et al., 2001: wrong quaternary structure in crystal; Kovacs
et al., 2009; 1AKJ, 1JMO, 1N8O, 1K74: one chain %25 residues; 2HMI:
protein-DNA complex; 1D6R: overlapping structure; 1GLA, 1KTZ, 1ZHI,
2O8V: backbone-break on the surface) giving a total of 112 complexes to eval-
uate (Table S4). This data set is commonly used as a benchmark for predictive
protein docking studies. No resolution or R-factor filter was applied to any ofStructure 19,the published data sets. The quaternary structure states were reviewed in
the literature.
PQS, PISA, and PiQSi Database Information
The predictions for PQS were downloaded from EBI Web site: http://www.ebi.
ac.uk/pdbe/pqs/. Similarly, the predictions from the PISA server were down-
loaded from the PISA Web site at EBI (http://www.ebi.ac.uk/msd-srv/
prot_int/cgi-bin/piserver). The downloadwas done by checkmarking the data-
bases option keeping all other parameters at default. For each multimeric
state, we searched the database separately and the results from the database
were downloaded from the Result page. It may be noted, that there is another
page in PISA server, entitled Structure Analysis that gives results on the
possible quaternary structures, without any definitive answer. For PiQSi
(http://supfam.mrc-lmb.cam.ac.uk/elevy/piqsi/piqsi_download.cgi), we have
downloaded full list of annotation, which contains about 15,000 structures’
information, which constituted our PiQSi database.
Availability
The programs used to execute the scheme can be freely downloaded from
http://pallab.serc.iisc.ernet.in/qt_str/. A readme file is provided with instruc-
tions on how to run the programs, along with an example run. A Web server
incorporating the programs is available online at http://pallab.serc.iisc.ernet.
in/IPAC/.
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Supplemental Information includes Supplemental Experimental Procedures,
one figure, and five tables and can be found with this article online at
doi:10.1016/j.str.2011.01.009.
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