Abstract. We construct and analyze an overlapping Schwarz preconditioner for elliptic problems discretized with isogeometric analysis. The preconditioner is based on partitioning the domain of the problem into overlapping subdomains, solving local isogeometric problems on these subdomains, and solving an additional coarse isogeometric problem associated with the subdomain mesh. We develop an h-analysis of the preconditioner, showing in particular that the resulting algorithm is scalable and its convergence rate depends linearly on the ratio between subdomain and "overlap sizes" for fixed polynomial degree p and regularity k of the basis functions. Numerical results in two-and three-dimensional tests show the good convergence properties of the preconditioner with respect to the isogeometric discretization parameters h, p, k, number of subdomains N , overlap size, and also jumps in the coefficients of the elliptic operator.
nomial degrees p, and increasing coefficient jumps in the elliptic operator. Therefore the design and analysis of efficient iterative solvers for IGA is a challenging research topic, particularly for three-dimensional problems with discontinuous coefficients.
In the present paper we consider the following model elliptic problem:
(1.1) −∇ · (ρ∇u) = f in Ω, u = 0 on ∂Ω, where the scalar field 0 < ρ min ≤ ρ(x) ≤ ρ max for all x ∈ Ω and Ω ⊂ R d is a bounded and connected CAD domain.
We construct and study overlapping Schwarz preconditioners for model elliptic problems (1.1), discretized by NURBS-based IGA. In our h-analysis, we prove that the resulting solvers are scalable (independent of the number of subdomains N ) and have an optimal convergence rate depending linearly on the ratio H/γ between the subdomain and overlap sizes. Since the underlying NURBS basis functions are not interpolatory, one cannot follow the standard proof used in finite elements, but must build ad-hoc spline operators that are stable and with local image. The results of extensive two-dimensional (2D) and three-dimensional (3D) numerical tests confirm our convergence rate bounds and additionally explore the condition number dependence on p and k, showing that, as for standard spectral element Schwarz preconditioners, we have optimality in p for generous overlap, for both minimal and maximal regularity k, while the growth in p becomes stronger for minimal overlap and in particular for maximal regularity k = p − 1. These tests show that the above good convergence properties also hold for heterogeneous problems with discontinuous coefficients across subdomain boundaries. Therefore, our isogeometric Schwarz preconditioners retain the good convergence properties of overlapping Schwarz solvers for standard Galerkin discretizations, for both h-finite elements (see, e.g., the books [37, 38] ) and hp or spectral elements (see, e.g., [32, 33, 25] ). Our 2-level additive algorithm and analysis for IGA can be easily extended to 2-level multiplicative and hybrid versions, as in the finite and spectral element cases. We expect that the proposed 2-level overlapping Schwarz theory can also be extended toward elliptic systems such as compressible elasticity, while the extension to multilevel methods will need further research.
The paper is organized as follows. In section 2, we give a brief review of B-splines, NURBS, and IGA. In section 3, we present the overlapping Schwarz preconditioner and a bound of its condition number. The main part of the proof is then developed in section 4, where we show the stable splitting property of the local discrete spaces. Finally, several numerical 2D and 3D tests are shown in section 5, confirming the theoretical convergence rate bounds.
NURBS-based isogeometric analysis.
Nonuniform rational B-splines are a standard tool for describing and modeling curves and surfaces in CAD and computer graphics (see Piegl and Tiller [34] and Rogers [35] for an extensive description of these functions and their properties). In this work, we use NURBS as an analysis tool, as proposed by Hughes, Cottrell, and Bazilevs [27] . In this section, we present a short description of B-splines, NURBS, the basics of IGA, and an introduction to the proposed discretization method.
In the rest of the paper, we will adopt the following compact notation. Given two real numbers a, b we write a b when a ≤ Cb for a generic constant C independent of the knot vectors (defined below), and we write a ≈ b when a b and b a. Given a knot vector, univariate B-spline basis functions are defined recursively starting with p = 0 (piecewise constants):
B-splines. B-splines in
where, in (2.3), we adopt the convention 0/0 = 0. Thus, the general basis function N p i has support
The functions N p i are a partition of unity, as shown in [36] . In Figure 3 .1 we present an example consisting of n = 9 cubic basis functions generated from the open knot vector ξ = {0, 0, 0, 0, 1/6, 1/3, 1/2, 2/3, 5/6, 1, 1, 1, 1}. If internal knots are not repeated, Bspline basis functions are C p−1 -continuous. If a knot has multiplicity α, the basis is C k -continuous, with k = p − α, at that knot. In particular, when a knot has multiplicity α = p, the basis is C 0 and interpolates the control point at that location. In the following, we will assume that the maximum knot multiplicity is p so that all considered functions will be (at least) globally continuous. We define the spline space 
and let
where [y 0 , y 1 , . . . , y p+1 ]f denotes the classical divided difference. We introduce a transition function g defined as follows: 
; then for j = 1, . . . , n, we set
where δ ij is the Kronecker delta. The following estimate of the functional λ p j defined in (2.5) will be useful in what follows.
The proof can be found in [36, Theorem 4.41] .
We recall the formula for the derivative of univariate B-splines (see [36, Theorem 4.16] ):
By means of tensor products, a multidimensional B-spline region can be constructed. We discuss here the case of a 2D region, the higher-dimensional case being analogous. Let Ω := (0, 1) × (0, 1) be the 2D parametric space. Consider the knot vectors {ξ 1 = 0, . . . , ξ n+p+1 = 1} and {η 1 = 0, . . . , η m+q+1 = 1}, and an n × m net of control points C i,j . One-dimensional (1D) basis functions N p i and M q j (with i = 1, . . . , n and j = 1, . . . , m) of degree p and q, respectively, are defined from the knot vectors. The bivariate spline basis on Ω is then defined by the tensor product construction
Observe that the two knot vectors {ξ 1 = 0, . . . , ξ n+p+1 = 1} and {η 1 = 0, . . . , η m+q+1 = 1} generate a mesh of rectangular elements in the parametric space in a natural way. Analogous to (2.4), we define
NURBS maps and spaces.
In general, a rational B-spline in R d is the projection onto d-dimensional physical space of a polynomial B-spline defined in (d+1)-dimensional homogeneous coordinate space. For a complete discussion, see the book by Farin [24] and the references therein. In this way, a great variety of geometrical entities can be constructed and, in particular, all conic sections in physical space can be obtained exactly. To obtain a NURBS curve in R 2 , we start introducing the NURBS basis functions of degree p,
, The NURBS curve is then defined by (2.10)
where C i ∈ R 2 are control points. Analogously to B-splines, NURBS basis functions on the 2D parametric space Ω = (0, 1) × (0, 1) are defined as
where ω i,j = (C ω i,j ) 3 and the denominator is the weight function denoted also by w(ξ, η). Observe that the continuity and support of NURBS basis functions are the same as for B-splines. NURBS spaces are the span of the basis functions (2.11).
NURBS regions are defined in terms of the basis functions (2.11). In particular a single-patch domain Ω is a NURBS region associated with the n × m net of control points C i,j , and we introduce the geometrical map F : Ω → Ω given by (2.12)
Following the isoparametric approach, the space of NURBS scalar fields on the domain Ω is defined, component by component, as the span of the push-forward of the basis functions (2.11), (2.13 )
The image of the elements in the parametric space are elements in the physical space. The physical mesh on Ω is therefore (2.14)
where the empty elements are not considered.
We are now able to present the isogeometric approximation of our model problem (1.1). As observed, for instance, in [4] , in order to obtain spaces with homogeneous Dirichlet boundary conditions it is sufficient to eliminate the first and last functions in each coordinate. We therefore introduce the spline space (for instance, in two dimensions) living in parameter space,
and the NURBS space living in physical space,
We are now able to write the discrete formulation of the model problem (1.1):
with bilinear form a(u, v) = Ω ρ∇u∇v dx and 0 < ρ min ≤ ρ(x) ≤ ρ max for all x ∈ Ω. Downloaded 11/16/15 to 159.149.2.69. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
The interested reader may find more details on IGA as well as many interesting applications in a number of recently published papers mentioned in the introduction. The 3D case is analogous and not discussed.
Remark 2.1. Throughout the paper we consider Dirichlet homogeneous boundary conditions only for simplicity. Different kinds of boundary conditions can be clearly treated in the same fashion.
3. The overlapping Schwarz preconditioner. In this section, we construct the isogeometric overlapping Schwarz preconditioner and present a theoretical bound on the condition number of the preconditioned operator. We refer the reader to, e.g., [37, 38, 22] for a general introduction to Overlapping Schwarz methods.
Subdomains and subspaces.
We describe first the subdomain and subspace decompositions in one dimension and then extend them by tensor products to two and three dimensions. The decomposition is first built for the underlying space of spline functions in parameter space, and then easily extended to the NURBS space in the physical domain. We select from the full set of knots {ξ 1 = 0, . . . , ξ n+p+1 = 1} a subset {ξ i k , k = 1, . . . , N +1} of (nonrepeated) interface knots with ξ i1 = 0, ξ iN+1 = 1. This subset of interface knots defines a decomposition of the closure of the reference interval
which we assume to have a similar characteristic diameter H ≈ H k = diam( I k ). The interface knots are thus given by ξ i k for k = 2, . . . , N. For each of the interface knots ξ i k we choose an index 2 ≤ s k ≤ n − 1 (strictly increasing in k) that satisfies s k < i k < s k + p + 1, so that the support of the basis function N p s k intersects both I k−1 and I k . Note that at least one such s k exists; if it is not unique, any choice can be taken.
We then define an overlapping decomposition of I in the following way. Let r ∈ N be an integer (called the overlap index) counting the basis functions shared by adjacent subdomains, defined as
with the exception that 2 ≤ j ≤ s 2 + r for the space V 1 and s N − r ≤ j ≤ n − 1 for the space V N (an example is shown in Figure 3 .1). These subspaces form an overlapping decomposition of the spline space V . For r = 0 we have the minimal overlap consisting of just one common basis function between subspaces. We also define the overlap parameter
Note that the overlap parameter γ is related to the width δ of the overlapping region by the bounds
and also that 2r + 1 represents the number of basis functions in common (in the univariate case) among "adjacent" local subspaces. We now define the extended 
with the analogous exception for I 1 , I N , and the further extended subdomains I k
Let us then introduce an (open) coarse knot vector ξ 0 = {ξ
Nc+p+1
= 1} corresponding to a coarse mesh determined by the subdomains I k , i.e.,
such that the distance between adjacent distinct knots is of order H, ξ 1 = · · · = ξ p = ξ i1 = 0, and ξ iN+1 = ξ iN +2 = · · · = ξ iN +p+1 = 1, and the associated coarse spline space
has the same degree p of S h and is thus a subspace of S h . Note that, in order to have a smaller coarse space V 0 , in the definition above we repeat only once all the internal knots. Nevertheless, less regular coarse spaces can be considered by including more repetitions of the interior knots.
In more than one dimension, we just proceed by tensor product. For example, in two dimensions we define subdomains, overlapping subdomains, and extended supports by 
with the usual modification for boundary subdomains and where
i,j are the coarse basis functions.
The decomposition for the NURBS space V in the physical domain is the trivial extension of the one above. Therefore the local subspaces and the coarse space are, up to the usual modification for the boundary subdomains,
where we recall that w is the weight function; see (2.11). The subdomains in physical space are defined as the image of the subdomains in parameter space with respect to the mapping F,
We are now able to present the preconditioner Schwarz operator. Given the embedding operators
and T kl = I kl T kl , T 0 = I 0 T 0 . Our 2-level overlapping additive Schwarz (OAS) operator is then (3.6)
The matrix form of this operator is
where A is the stiffness matrix and B OAS is the additive Schwarz preconditioner:
Here, R kl are restriction matrices with 0, 1 entries returning the coefficients of the basis functions belonging to the local spaces V kl , and A kl are the local stiffness matrices restricted to the subspace V kl . R 0 is the fine-to-coarse restriction matrix, and A 0 is the coarse stiffness matrix associated with the coarse space V 0 . The number of rows of R 0 is the dimension of the fine space, while the number of columns is the dimension of the coarse space. Each column of R 0 contains the coefficients of a coarse space basis function expressed as linear combination of the fine space basis functions. More general multiplicative and hybrid versions as well as projection-like operators T kl associated with inexact local solvers could also be used (see [37, 38] ) but will not be considered here. The use of the B OAS preconditioner (3.7) for the iterative Downloaded 11/16/15 to 159.149.2.69. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php solution of the discrete system Au = f can also be regarded as replacing it with the preconditioned system
where g = B OAS f , which can be accelerated by a Krylov subspace method. In the next sections, we will prove a convergence rate bound for the condition number of T OAS . The 3D case is handled analogously.
Apart from the preprocessing stage of assembling the isogeometric discrete problem, the computational costs of our preconditioned iterative solver, analogously to the finite and spectral element cases, are dominated by solving the local problems on the overlapping subdomains and solving the coarse problem. The remaining restriction, interpolation, and vector operations have lower costs. A complexity analysis of this preconditioner for scalar elliptic problems and finite elements can be found in the book [37] , for both serial (Chapter 3.6.1) and parallel computers (Chapter 3.6.3). A more detailed analysis of the parallel complexity of the 2-level overlapping Schwarz algorithm can be found in the book [31] , where in sections 5.2.3 and 5.2.4 the total parallel time and parallel efficiency of the overlapping Schwarz preconditioner are explicitly estimated. Extending these complexity estimates to the isogeometric case is beyond the scope of this paper.
Condition number bounds.
We make the following two assumptions on the mesh and subdivision. The first one is a standard assumption also in the finite element literature (see [38] ), while the second one allows us to focus on the case of main interest in applications, i.e., when the overlap region is not excessive with respect to the mesh size:
(a) the parametric mesh in each extended subdomain Ω kl is uniform, i.e., there exists a real number h = h( Ω kl ) such that all elements E in Ω kl have a diameter which is equivalent to h up to a constant that is fixed and which is the same for all subdomains;
(b) the overlap index r is bounded from above by a fixed constant. The following theorem is the main theoretical result of this contribution. Theorem 3.1. The condition number of the 2-level additive Schwarz preconditioned isogeometric operator T OAS defined in (3.6) is bounded by
where (i) Since we use exact local solvers, the local stability assumption holds true with a unit constant.
(ii) By using a standard coloring argument (see [38, Chapter 2.5.1]), we obtain that the strengthened Cauchy-Schwarz inequality holds with a constant bounded from above by the number of colors. In the simple case where the nonoverlapping subdomains Ω ij form a structured Cartesian decomposition of the original domain and Downloaded 11/16/15 to 159.149.2.69. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php the associated overlapping subdomains have not too large an overlap, this constant is 4 in two dimensions and 8 in three dimensions.
(iii) We are then left with proving a stable decomposition for our subspace decomposition. Such a task will be done in the following section.
Remark 3.1. In the following, we will assume that the elliptic coefficient ρ appearing in the bilinear form of (2.15) is equal to 1 everywhere in Ω. The theory for the general case follows analogously, but with the addition of a factor ρ max /ρ min in front of the condition number bound. Nevertheless, the numerical tests of section 5 will show that in practice the condition number of the preconditioned system is essentially independent of the coefficient ρ.
Stable decomposition.
In this section, we prove the stable decomposition result needed in the proof of Theorem 3.1. We start with some preliminary results for the univariate case which will be fundamental for the following analysis.
Initial results in one dimension. We define interpolation operators Π
We first focus our attention on the case with only two subdomains, since this case already contains all the difficulties involved in our analysis and the extension to the general case will be straightforward. Following the notation and construction of section 3.1, we have I 1 = (0, ξ i2 ), I 2 = (ξ i2 , 1) and that the closure of I is given by [0, 1], the union of the closures of I 1 and I 2 . Moreover, the local spaces are
with r ≥ 0 and s 2 < i 2 < s 2 + p + 1. Using this classification, we can write z as in (4.1) and introduce two interpolation operators Π k : V → V k , k = 1, 2, defined as follows:
such that
For brevity, we rewrite
It is immediate to check from the definition that the identity z = Π 
where I k and I k have been defined in (3.4) and (3.5) , respectively.
Proof. It is sufficient to prove the result only for Π 1 , since the result for Π 2 follows from the same argument. We first show (4.5). By definition and the derivative formula (2.7), it is immediate to check that
where we adopted the convention thatc 1 =c s2+r+1 = 0. Givenc j as in (4.4), an easy computation shows that for all
We will estimate the terms T 1 and T 2 separately. Note that 
This bound, together with (4.7) and the partition of unity property of the spline basis functions, gives
We now note that the support of T 1 satisfies supp(T 
By (3.2) the overlap parameter is γ = h θ = h(2r+2) and by (3.3), we have |ξ s2+r+p+1 − ξ s2−r | (2r + p + 1)h γ, and thus we obtain
.
We now combine a standard scaling argument with the H 1 ⊂ L ∞ 1D Sobolev embedding; such a bound, applied to the above inequality, gives (4.9)
We now bound the second term T 2 . For any general ϕ = 
, which combined with (4.10) gives
, where we adopted the convention that c 1 = c n = 0. By the definition of d j , T 2 can be rewritten as
This splitting implies that the restriction of T 2 to (0, ξ s2−r+1 ) coincides with d dξ z, as can be noted by comparing with (4.11). Therefore
Moreover, from the definition of T 2 , the partition of unity property and bound (4.12), it follows for all ξ ∈ supp(T 2 ) that (4.14)
. First using Hölder's inequality followed by (4.14), then recalling the assumptions at the start of section 3.2, from (4.13) we have
Combining the above inequality with (4.9), the first bound (4.5) follows. It remains to show (4.6). Let e = (ξ m , ξ m+1 ) ⊂ I 1 be any element of the mesh. Then by Lemma 2.1 with q = 2, for all ξ ∈ e, we get
where we also used the obvious property that |c j | ≤ |c j | for all values of j. Thus,
Summing over all elements in the mesh yields
, completing the proof.
The general case with N subdomains is straightforward.
where the operators
with the obvious modification for the two boundary subdomains. Note that above we are ruling out for simplicity the uninteresting case where the overlap index r is so big that it induces an overlap of the indexes of nonadjacent subdomains (i.e., we are assuming s k + r + 1 ≤ s k+1 − r − 1). Clearly, the stability bounds are also derived by a trivial extension of the arguments shown in the two-subdomain case. We thus have the following result. Given any function v in the bivariate spline space V , we define its restrictions v ξ : (0, 1) → R and v η : (0, 1) → R:
The functions above are clearly in the univariate spline space of degree p generated by the knot vectors ξ and η, respectively. We build the needed operators by a tensor product construction. For all k = 1, 2, . . . , N and l = 1, 2 
where the Π k (and Π l ) are the 1D operators introduced in the previous section. It is easy to check that, due to the tensor product nature of the space V and its basis, the above operators commute, i.e., Π
For the same reason, the operators commute also with the derivative in the other direction, i.e.,
and for all k, l in the above ranges. We are now able to define the linear operators
Let Π 0 be the standard spline quasi-interpolant into the space V 0 , which is built using the dual basis functions as detailed in [36, Theorem 12.6] . Given any u ∈ V , define
Due to well-known stability and approximation properties of the quasi-interpolant in [36, Theorem 12.7] , the following bound holds:
Using the linearity of the operators in (4.18) and the splitting property (4.15) of the 1D operators, we obtain
Therefore, denoting u kl = Π kl z, we have the splitting
We are left to show that the splitting is stable, which we formalize in the next result. 
Proof. The result for the u 0 follows immediately from (4.22) . Regarding the second term, we treat only the derivative in x, the derivative in y clearly following with the same arguments. Let any 1 ≤ k ≤ N and 1 ≤ l ≤ M . Since by definition supp( u kl ) = Ω kl , using definition (4.20) and property (4.19) yields
. Now let v be any function in V . Then, first by definition of Ω kl and (4.18), and then using standard calculus and the 1D bound (4.17), we get
We now apply bound (4.27) to the identity (4.26). By standard calculus, definition (4.18), and using the 1D bound (4.16), we get
Since the above bound holds for all (k, l) and the number of overlaps of the extended subdomains Ω kl is uniformly bounded, by a standard coloring argument inequality (4.28) gives
Recalling the definition of Ω and using property (4.22), some simple algebra gives from (4.29)
The proof follows applying the same argument for the ∂ ∂η derivative. The proof of Theorem 3.1 for the case of the spline space in the parameter domain finally follows by combining Proposition 4.1 with the steps mentioned in section 3.2. The full isogeometric case, including map and weight, is considered in the next section. Downloaded 11/16/15 to 159.149.2.69. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Remark 4.1. Note that the proof above is based on a tensor product argument, which allows us to use the 1D results of the previous section, considering one coordinate derivative at a time. Therefore, nothing changes in the case of the three (or actually arbitrary) dimensions, where the same proof applies. The more cumbersome notation required is the reason why we decided to focus the presentation on the 2D case.
Stable splitting for NURBS in physical domain.
We now present the stable splitting results in the full isogeometric case, again for simplicity in two dimensions, as the 3D case is analogous. Let u be any function in the mapped NURBS space V . By definition of the space V , it is immediate to check that
where we recall that w represents the weight function. As a consequence, there exists
Using the results in the previous section, we have the existence of a stable splitting for u. Therefore, introducing the functions
we clearly have from (4.24) the splitting
We are left to prove that the above splitting in physical space is stable.
Proposition 4.2. For all u ∈ V it holds that
Proof. The functions w, F are continuous, piecewise regular, and fixed once and for all at the coarsest level of discretization. We make, moreover, the standard assumption (see [4] ) that the inverse mapping F −1 is well defined and with bounded derivatives. As a consequence, we have that w, F, F −1 are (componentwise) in the W 1,∞ Sobolev space. Therefore, first a standard change of variables (see, for instance, [4] ) from Ω to Ω, then a Poincaré inequality on Ω give
We now apply Proposition 4.1 in (4.32), map back into Ω, and finally apply again a Poincaré inequality to obtain the thesis
. Downloaded 11/16/15 to 159.149.2.69. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
The proof of Theorem 3.1 finally follows by combining Proposition 4.2 with the steps already mentioned. We underline again the full generality of the result with respect to the problem dimension.
Note finally that in the above argument the coarse space V 0 is not required to respect the isoparametric paradigm. Therefore, the coarse mesh defining the coarse space does not need to be a refinement of the coarse mesh which is used to define the geometry (i.e., F and w).
Remark 4.2. The arguments shown here always refer to the case of a single-patch geometry, but the extension to the multipatch case is straightforward. Indeed, the different patches can be used as an initial subdivision into subdomains (and possibly divided again). Since the standard multipatch structure involves a C 0 gluing of the discrete functions across different patches, this interfaces can be dealt with as in standard finite element overlapping Schwarz methods. The more difficult case is instead the one already treated in this contribution, i.e., the case when a higher C k regularity is present across the subdomain interfaces.
Numerical results.
We now test the convergence properties of the isogeometric overlapping Schwarz preconditioner (3.7) for two-dimensions and threedimensions model elliptic problems (2.15) on both parametric (reference square or cube) and physical domains (see Figure 5. 3), with zero right-hand side, Dirichlet boundary conditions e x sin(y) in two dimensions or mixed boundary conditions in three dimensions. The problem is discretized with isogeometric NURBS spaces with associated mesh size h, polynomial degree p, regularity k, using the MATLAB isogeometric library GeoPDEs [21] . The domain is decomposed into N overlapping subdomains of characteristic size H and overlap index r, as described in section 3.1. The discrete problems are solved by the preconditioned conjugate gradient (PCG) method with isogeometric Schwarz preconditioner (3.7), with zero initial guess and as stopping criterion a 10 −6 reduction of the relative PCG residual. In the following tests, we study how the convergence rate of the overlapping additive Schwarz (OAS) preconditioner depends on h, N, p, k and on the jumps of the elliptic coefficients.
2D tests:
OAS scalability in N and optimality in H/h. The condition number κ 2 (T OAS ) and iteration counts of the OAS preconditioner are reported in Table 5 .1 for the reference square and in Table 5 since moving along the diagonal of the tables the condition number is bounded above by a constant independent of N . As expected, the coarse problem is essential for scalability, since the results of the first part of Table 5 .2 show that the 1-level preconditioner (without coarse problem) has condition numbers growing with N along the diagonals. The results of both tables and figures also confirm the main bound of Downloaded 11/16/15 to 159.149.2.69. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 
2D tests: OAS dependence on p and k.
The aim of this test is to compare the behavior of unpreconditioned conjugate gradient (CG) and 2-level OAS PCG with respect to the polynomial degree p and spline regularity k. We recall that our theory does not cover the dependence of the 2-level OAS preconditioner on p and k. The domain considered is the unit square discretized by a mesh of size h = 1/64, subdivided into N = 4 × 4 subdomains with symmetric minimal overlap r = 0. Indeed if k is odd, we take two common functions instead of one between adjacent univariate subspaces in order to preserve symmetry in terms of basis functions. Thus, the number of common basis functions between adjacent univariate subspaces is 2r + 1 + mod(k, 2) = 1 + mod(k, 2). Table 5 .3 reports the condition numbers κ 2 and iteration counts it. varying p from 2 to 5 and k from 0 to 4. The unpreconditioned CG condition numbers and iteration counts increase when p grows, while they clearly improve when the regularity k increases. The condition number of the 2-level OAS preconditioner seems to have a good behavior with respect to k for fixed p, while the dependence on p is less clear, since for k = 0 and k = 1 the condition number remains bounded when increasing p, but for k = 2 and k = 3 it grows. For the case k = 1, p = 3, we remark that earlier works by Bialecki et al. [13, 14] have studied Schwarz algorithms for orthogonal spline collocation with Hermite bicubics.
In order to investigate further the 2-level OAS preconditioner for higher values of p, we consider in Table 5 .4 a discrete problem of smaller dimensions with h = 1/32 and N = 2 × 2 subdomains. Now p varies from 2 to 10, and the regularity is either maximal (k = p − 1) or minimal (k = 0), while we increase the overlap r from symmetric minimal (r = 0) to symmetric generous (r = p). Thus, the number of common basis functions between adjacent univariate subspaces is again 2r +1+mod(k, 2). The condition numbers reported in Table 5 .4 show that unpreconditioned CG is strongly ill-conditioned for increasing p, while 2-level OAS performs much better. When the overlap is generous (r = p) the 2-level OAS preconditioner becomes optimal with Downloaded 11/16/15 to 159.149.2.69. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php respect to p, as for standard spectral element discretizations, with condition number bounded by 5. When the overlap is minimal (r = 0) or slightly larger (r = 2 and r = 4), the 2-level OAS preconditioner seems to be independent of p up to p = 4 or p = 5, but the condition number starts to increase for higher values of p; for minimal regularity (k = 0), the growth is less than the standard p 2 growth for spectral elements, but for maximal regularity (k = p − 1) seems to be worse. We also remark that these results show that the performance of the 2-level OAS preconditioner improves when increasing the overlap size, in agreement with the bound of Theorem 3.1 and with the analogous results for finite and spectral elements.
3D tests: OAS scalability in N .
The condition number, extreme eigenvalues, and iteration counts of 2-level OAS PCG are reported in Table 5 .5 for the reference cubic domain, as a function of the number of subdomains N for fixed subdomain size H/h = 4 (i.e., both h and H are decreasing proportionally as in a scaled speedup test), p = 3, k = 2, and overlap r = 0 and r = 1. These 3D results confirm that 2-level OAS is scalable, since the condition number is bounded from above by a constant independent of N . Moreover, the performance of the method improves when increasing the overlap size, since the minimal eigenvalue increases while the maximum eigenvalue remains bounded.
2D and 3D tests:
OAS robustness with respect to jump discontinuities. Finally, we investigate the robustness of our OAS preconditioners with respect to jumps discontinuities of the elliptic coefficient ρ. We consider two different classical tests, which we call "central jump" and "random mix," in both a 2D quarter of ring decomposed in 4 × 4 subdomains and in a 3D "thick" quarter of ring decomposed into 4 × 4 × 2 subdomains; see Figure 5 .3. In the central jump test for the 2D ring, the elliptic coefficient ρ varies of 8 orders of magnitude (from 10 −4 to 10 4 ) in the 2 × 2 central subdomains, while it is 1 in the surrounding subdomains.
In the random mix test, ρ has random values varying 8 orders of magnitude among different subdomains. The 3D ring has the same 2D distributions of ρ in its two layers of subdomains in the z-direction, except in the random mix test, where the second layer has the inverse of ρ in the first layer. In the 2D test, we fix h = 1/64, H/h = 16, p = 3, k = 2, r = 1, while in the 3D test the fine mesh consists of 16 × 16 × 8 elements, H/h = 4, p = 3, k = 2, r = 1. 3D ring (bottom) . The results show clearly the robustness of 2-level OAS, with κ 2 and iterations independent of the jumps in ρ in spite of the severe ill-conditioning (up to O(10 9 )) of the unpreconditioned problem. 1-level OAS performs well only when the jumps in ρ decrease to 0, while its convergence rate degenerates (λ min decays to zero) when the jumps increase. These results show that the robustness of overlapping Schwarz preconditioners with respect to elliptic coefficient discontinuities, known for finite and spectral element discretizations, holds also for our isogeometric preconditioner.
