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Abstract
Berezin integration over fermionic degrees of freedom as a standard tool of quantum field theory is anal-
ysed from the viewpoint of noncommutative geometry. It is shown that among the variety of contradictory
integration prescriptions existing in the current literature, there is only one unique minimal set of consistent
rules, which is compatible with Connes’ normalized cyclic cohomology of the Graßmann algebra.
Introduction
That branch of mathematics in which a Z/2-grading plays dominant role is, somewhat emphatically, also called
‘supermathematics’. It is of fundamental importance in physics since it underlies the treatment of fermionic
particles, and as such it is part of the standard repertoire in quantum field theory (see, e.g. [1, 2]). Of course,
these tools get involved also in supersymmetric theories [3, 4], but for its justification there is no need to take
recourse to supersymmetry since already for conventional theories containing fermions one must make use of what
is known as the differential and integral calculus on a Graßmann algebra. After preparatory work of Schwinger
[5, 6], Matthews & Salam [7] and others this calculus was created by the Russian mathematician Berezin [8] in
the year 1966. Since then this theory has undergone revision, also by Berezin himself (see [9, 10]), and nowadays
a variety of conflicting rules is given in the literature, e.g., some authors use anticommuting differentials for the
Grassmann variables, whereas others use commuting ones, and the like. Hence, as regards the present status of
the art concerning the Berezin calculus, the situation is controversial, to say the least.
In all, it seems that a more fundamental understanding of the Berezin rules is desirable. As we believe, with
the advent of noncommutative geometry a` la Connes [11] new avenues have been opened to reconsider these
problems. In this context, a universal differential calculus over a general noncommutative algebra is supplied
for, where the algebra is a substitute for the commutative algebra of functions over a manifold in the classical
situation; furthermore, the notion of Connes’ characters provides for abstract integral calculi over such a ‘virtual
manifold’. Whence, this whole machinery can serve as an ideal vehicle to gain deeper insight into the origin of
Berezin integration, which is the main motivation for the present work.
The Graßmann algebra is certainly noncommutative, but in a mild form since it is graded commutative.
Thus, the extension of the universal differential algebra to the Z/2-graded situation is needed; this is available
since the year 1988 with the book of Kastler [12]. His treatment essentially relies on the Karoubi [13] approach,
which allows for a drastic simplification of the formalism. It also delivers a rather natural set of sign factors
that get involved in the definition of the Hochschild boundary operator and the cyclicity operator. But the
latter differ from those obtained by means of the sign rules ascribed to Koszul, Milnor or Quillen, depending
on ones preferences. In the subsequent work of Kastler and collaborators [14, 15, 16], the original sign factors
were forgotten in favour of the customary Koszul-Milnor-Quillen signs. Though one would expect the choice of
a sign to be a matter of convention, we will show that only the sign factors obtained by means of the Karoubi
approach are compatible with the rules governing the Connes’ characters of the Graßmann algebra.
Further progress was made in 1995 by Coquereaux & Ragoucy [16] with their work on the cohomology of
the Graßmann algebra. They introduced the Graßmann analogue of de Rham currents, which in the classical
situation over a compact manifold were shown by Connes [17] to be in canonical one-to-one correspondence with
skewsymmetrized Hochschild cohomology. One expects something similar to be valid in the Graßmann case, and
the above authors were partially successful in obtaining an analogous result. We shall sharpen their arguments
and prove that Graßmann currents compute the normalized cyclic Hochschild cohomology of the Graßmann
algebra.
In defining a Graßmann current, use is made of the Berezin rules, which thus have to be given beforehand.
They are of completely algebraic origin and are specified by a linear map J : Gn → R, where Gn denotes the
Graßmann algebra with n generators ξi, which we require to be translational invariant. The explicit form of this
condition will be specified later; it selects one unique map amongst this multitude of possibilities, the one that
singles out the top component of an algebra element f(ξ) ∈ Gn, i.e. J(f) = f1...n where the right hand side
denotes the coefficient of the term of highest degree. It has become customary to write this unique element in
the suggestive form of an integral, namely
J(f) =
∫
dnξ f(ξ).
In this version, however, the meaning of the symbol dnξ is left open, and up to the present day it awaits a
proper definition. This is the main source for the many conflicting Berezin integration rules existing in the
literature. It is the purpose of the present paper to justify the suggestive symbolic notation, and for this the
abstract apparatus of noncommutative geometry is needed, in particular, the universal differential calculus and
its associated cyclic cohomology (see, e.g., [18, 19]).
We understand the Berezin rules as a purely algebraic recipe, and only use it in this sense in the course of
the development. This conception permits to ask the question whether Connes’ characters have something to
tell us about the deeper origin of the Berezin rules; the answer will be given at the very end of the present paper,
where it is shown that there is one unique normalized cyclic cocycle that entails those Berezin rules, we except
as valid. Furthermore, it provides for a proper definition of the ‘volume element’ dnξ that enters the formal
Berezin integral.
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The paper is organized as follows: In the first Section, the universal differential graded algebra for a Z/2-
graded algebra is constructed along with the definition of its normalized cyclic cohomology; afterwards, the
necessary modifications for a graded commutative algebra are given. The second Section supplies for the necessary
basic facts about Graßmann algebras; in particular, we give a proof that the request for translational invariance
determines the Berezin rules uniquely. Furthermore, Fourier transformation is discussed and used to endow the
Grassmann algebra with two hermitean inner products, both of which are nondegenerate. One of these is positive
definite and provides for a Hilbert space structure, whereas the second one is indefinite; we shall construct a
unitary grading operator, which relates these two inner products. They give rise to two operators, that are dual
to the exterior differential operator, and these in turn are instrumental for a proof of the Poincare´ lemma and
the Hodge decomposition theorem. We then turn to Connes’ characters over the Graßmann algebra in the third
Section and demonstrate that compatibility requires the use of the sign rules deriving from the Karoubi approach,
whereas the Koszul-Milnor-Quillen conventions lead to contradictions. The indefinite inner product mentioned
above gives rise to a nondegenerate pairing between the space of p-forms and p-currents; it is used in the fourth
Section to compute the normalized cyclic cohomology of the Graßmann algebra by means of currents, where we
use results derived earlier by Kassel [20]. These tools are applied in the fifth Section to single out among the
possible Connes’ characters one single element, which may legitimately be called a ‘volume character’. On the
one hand, it embodies the Berezin rules in an encoded form, and on the other hand it ultimately provides for a
rigorous justification for the rewriting of the formal Berezin integral as an integral. We end in the last Section
with some concluding remarks, being devoted to the impact of the above results on supersymmetric theories.
1 Connes’ cyclic cohomology for Z/2-graded algebras
We give a short introduction to the differential graded algebra of a Z/2-graded unital algebra A over a commu-
tative ring k, and the associated Connes’ characters; we mainly follow the treatment given by Kastler [12, 21],
being based on the Karoubi approach [13]. This will prove to be essential in avoiding the nightmare to invent
the correct Koszul-Milnor-Quillen signs, at least in part.
1.1 The universal differential calculus
So let A be an associative algebra with unit e over a commutative ring k; it is also assumed to be Z/2-graded, with
ε denoting the grading automorphism. The graded differential algebra, written Ω·A, is constructed as follows
through generators and relations. We begin by defining the space of 1-forms Ω1A on associating with every
element a ∈ A a symbol da; they generate the left A-module Ω1A, and so we have a k-linear map d : A→ Ω1A
which is required to obey the graded Leibniz rule
d(aa′) = (da)a′ + (−1)|d| |a|a(da′) : a, a′ ∈ A (1)
where |a| denotes the parity. In this way, Ω1A is equipped also with a right A-structure. Since |ea| = |e| + |a|
implies |e| = 0, the map d annihilates the unit. The A-bimodule ΩpA of p-forms is defined as the tensor product
ΩpA =
p⊗AΩ1A, and its general element ωp can thus be written as a finite linear combination of monomials
a0da1 · · · dap with the tensor product sign being omitted; the structure of ΩpA as a right A-module is determined
by the easily verifiable identity
(−1)pa0da1 · · · dap ap+1 = (2)
(−1)
p∑
j=1
|aj |
a0a1da2 · · · dap+1 +
p∑
i=1
(−1)
i+
p∑
j=i+1
|aj |
a0da1 · · · d(aiai+1) · · · dap+1.
Furthermore, the operator d of exterior differentiation is defined by d(a0da1 · · · dap) = da0da1 · · · dap, which gives
d(da1 · · · dap) = 0 and so we have d 2 = 0 on Ω·A = ⊕
p
ΩpA. Next we need
d(a0da1 · · · dap · a′0da′1 · · · da′p) = d(a0da1 · · · dap)a′0da′1 · · · da′p + (−1)(p+|a0|+···+|ap|)a0da1 · · · dap d(a′0da′1 · · · da′p)
and thus the parity in the Z/2-graded case must be identified as
|a0da1 · · · dap| = p+
p∑
i=0
|ai| : |d| = 1. (3)
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Hence, the product rule is
d(ω ω′) = dω ω′ + (−1)|ω|ω dω′ (4)
which implies d 2(ω ω′) = 0, and so the assignment of the parity |d| = 1 to the exterior derivation d is indeed
correct. Finally, the universality property of Ω·A is proven in much the same way as in the trivially graded case
(see, e.g. [18]).
We may then address the problem of defining a boundary operator on the universal differential graded algebra.
This is done, instead of starting from scratch, on taking the Karoubi form ([13], see also [22]) of the ungraded
case as guiding principle. Accordingly, the definition simply is
b(ω da) = (−1)|ω|[ω, a] b(a) = 0 (5)
where on the right hand side the graded commutator is understood; with the notation a0da1 · · · dap = (a0, a1, . . . ap)
the explicit form reads
b(a0, a1, . . . , ap) = (6)
p−1∑
i=0
(−1)
i+
i∑
j=0
|aj |
(a0, . . . , aiai+1, . . . , ap)− (−1)
(1+|ap|)((p−1)+
p−1∑
j=0
|aj |)
(ap a0, a1, . . . , ap−1).
It reduces to the correct boundary operator in the trivially graded case and as well obeys b 2 = 0 in the present
situation.
Let us also introduce a mutilated version of the boundary operator, denoted b′, in which only the crossover
term is absent, viz.
b′(ω da) = (−1)|ω|ω a (7)
and b′(a) = 0. It also obeys b ′2 = 0, and its anticommutator with d is
b ′ d+ d b ′ = 1. (8)
Hence b′ is a contracting homotopy so that the complex (Ω·A, d) is acyclic.
In order to find the generalization of the cyclicity operator, we pass to the dual situation. A cochain ϕ is a
k-linear form on Ω·A; it is called closed if ϕ ◦ d = 0, i.e. vanishes on exact forms, and graded if ϕ ◦ ad(ω) = 0
for all ω ∈ Ω·A, i.e. vanishes on graded commutators. So let ϕ denote a both closed and graded trace; from
ϕ([ω, da]) = 0 we infer
ϕ(ω da) = (−1)|ω|(1+|a|)ϕ(daω)
= (−1)|ω|(1+|a|)(ϕ(d(aω)) − (−1)|a|ϕ(a dω))
= (−1)(1+|ω|)(1+|a|)ϕ(a dω)
= ϕ(λ(a dω)))
where the cyclicity operator acting on Ω·A is read off to be
λ(ω da) = (−1)(1+|ω|)(1+|a|)a dω (9)
and we thus define it on cochains by the rule
λϕ = ϕ ◦ λ. (10)
Analogously, for the boundary operator, the definition is
b ϕ = ϕ ◦ b. (11)
In particular, if ϕ is a graded trace, we thus have b ϕ = 0. Finally, the definition of a character τ(a0, a1, . . . an)
of an n-dimensional cycle (Ω(n)A, d,
∫
) is the same as in the trivially graded case; hence, the cyclicity property
for a character reads
τ(a0, . . . , an) = (−1)
(1+|an|)(n+
n−1∑
i=0
|ai|)
τ(an, a0, . . . , an−1) (12)
and, according to the previous remark, the boundary of τ vanishes. Furthermore, a slight variant of the proof
in the trivially graded case (see, e.g. [19]) shows that the correspondence between characters and normalized
cyclic Hochschild cocycles is one-to-one; we recall, a p-cochain ϕ is called cyclic if λϕ = ϕ, and normalized if
ϕ(a0, . . . , ap) = 0 in case that ai = e for some i ∈ {0, . . . , p}. It is in this way that Connes’ cyclic cohomology
can naturally be extended to the Z/2-graded case.
As for our notational conventions, the normalized cyclic cohomology is denoted by HC·(A), whereas H ·λ(A)
signifies the cyclic cohomology.
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1.2 The Koszul-Milnor-Quillen sign conventions
The definition of the boundary operator and the cyclicity operator in the Z/2-graded case, as given throughout
in the literature (see [17]), differs from the one we have obtained above. In order to relate these two versions
(cf. also [12]), the heuristic motive consists in distributing p factors of d in front of the product a0a1 · · ·ap such
that one ends up with the p-form a0da1 · · · dap; this gives the sign factor
ǫp(a0, a1, . . . , ap) = (−1)
p−1∑
i=0
(p−i)|ai|
(13)
(where the dependence on the parities of the as is suppressed below) and we thus define
φ(a0da1 · · · dap) = ǫp ϕ(a0da1 · · · dap). (14)
The new cochain φ inherits the cyclicity operator λφ(a0da1 · · · dap) = ǫp λϕ(a0da1 · · · dap), denoted by the same
symbol; its explicit form, on using eq. (9), is obtained to be
λφ(a0, a1, . . . , ap) = (−1)
p+|ap|
p−1∑
i=0
|ai|
φ(ap, a0, a1, . . . , ap−1). (15)
Analogously, for the boundary operator we set b φ(a0da1 · · · dap) = ǫp b ϕ(a0da1 · · · dap); by means of eq. (6), the
computation yields
b φ(a0, a1, . . . , ap+1) =
p∑
i=0
(−1)iφ(a0, . . . , aiai+1, . . . , ap+1) + (−1)
p+1+|ap+1|
p∑
j=0
|aj|
φ(ap+1a0, a1, . . . , ap). (16)
For example, the latter form of the boundary operator on cochains is rather similar in appearance to that in the
trivially graded case since it only differs by an additional contribution to the sign factor in the crossover term;
but the disadvantage in using the φs lies in the crucial fact that the simplicity in the definition b ϕ = ϕ ◦ b of the
boundary operator for the ϕs (see (11)) then gets lost.
1.3 The graded commutative case
We shall have need for the graded commutative case; then a further reduction of Ω1A is required (cf. also
[12, 23]). This comes about from the additional relations
db a = (−1)|a|(1+|b|)a db (17)
that arise as follows. Let A be a Z/2-graded algebra and M a Z/2-graded left A-module with compatible
gradings; if A is graded commutative, we define a compatible right action by v a = (−1)|a| |v|a v, which explains
the above relation. On passing to Ω2A, and also higher values of p, the computation
d 2(a b) = d(da b + (−1)|a|a db) = d((−1)(1+|a|)|b|b da+ (−1)|a|a db) = (−1)(1+|a|)|b|db da+ (−1)|a|da db = 0
shows that the further relations
db da = (−1)(1+|a|)(1+|b|)da db (18)
must be guaranteed; they demonstrate that in the trivially graded case the differentials anticommute, whereas in
the nontrivially graded case for, e.g., |a| = 1 = |b| they commute. The relations (17) and (18) must be respected
on defining the universal (bi)graded differential algebra.
For this purpose, let us first consider the general non commutative Z/2-graded case; the elements da of Ω1A
can be defined by
da = e⊗ a− (−1)|a|a⊗ e (19)
on the tensor product A⊗A, which is understood to be graded with the product a⊗ b · c⊗ d = (−1)|b| |c|ac⊗ bd;
with this definition, the graded Leibniz rule is easily verified. Then Ω1A may be characterized as the kernel of
the modified multiplication map µ˜ = µ ◦ (id⊗ ε) where ε denotes the grading operator, i.e.
µ˜(a⊗ b) = (−1)|b|a b. (20)
Furthermore, the A-bimodule of p-forms is ΩpA =
p⊗AΩ1A, where again the tensor product, now over A, is
understood to be graded.
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Suppose then A is graded commutative; as to property (17), we observe that the following identity holds
a db− (−1)|a|(1+|b|)db a = (−1)|a|(e ⊗ a− (−1)|a|a⊗ e)(e⊗ b− (−1)|b|b⊗ e)
for the verification of which the gradation of the tensor product and graded commutativity is used. Hence we
have [a, db] ∈ (Ω1A)2, where (Ω1A)2 is a subbimodule of the graded tensor product A ⊗ A, and this is also
contained in Ω1A by construction. The above identity instructs us to pass to the quotient
Ω1(A) := Ω1A/(Ω1A)2 (21)
the elements of which thus obey [a, db] = 0; again, the space of 1-forms Ω1(A) is distinguished by the universality
property, as is easily verified.
Turning to higher values of p in the trivially graded commutative case, one can simply set
Ωp(A) =
p∧AΩ1(A) (22)
and Ω·(A) = ⊕
p≥0
Ω1(A); the skewsymmetric tensor product is as usual given by
a0da1 ∧ · · · ∧ dap =
1√
p !
∑
σ∈Sp
ε(σ)a0daσ−1(1) ⊗ · · · ⊗ daσ−1(p) (23)
where ε(σ) denotes the sign of the permutation σ; with this definition, the relations (18) are guaranteed.
In the nontrivially graded commutative situation, however, the standard symmetrization does not work
because the relations db da = (−1)|da| |db|da db depend on the parities. Hence, since Ω1(A) is Z/2-graded with
ε(a db) = (−1)|a|+|db|a db, a new concept is needed.
To begin with, consider a nontrivially graded vector space V of dimension n and its graded tensor product
V ⊗ V ; from this we can construct the symmetrized graded symmetric tensor product V ∨ V and the graded
antisymmetric tensor product V ∧ V defined by
v ∨ w = v ⊗ w + (−1)|v| |w|w ⊗ v : v, w ∈ V (24)
and
v ∧ w = v ⊗ w − (−1)|v| |w|w ⊗ v : v, w ∈ V (25)
on simple tensors, and extended to V ⊗ V through linearity. These products obey w ∨ v = (−1)|v| |w|v ∨ w and
w∧v = −(−1)|v| |w|v∧w, and so they are graded commutative and graded anticommutative, respectively; in the
trivially graded case, one regains the standard versions. For higher powers, the general construction is obvious
now; the prefactor of a particular summand is the sign (±1)|σ| of the permutation σ, times the corresponding
Koszul-Milnor-Quillen sign.
Applied to the case at hand, let M be a Z/2-graded A-bimodule and M ⊗A M the graded tensor product
over A; we then have the productM ∨AM available. The A-bimodule Ωp(A) of p-forms for a nontrivially graded
commutative algebra A can thus be defined as
Ωp(A) =
p∨A Ω1(A). (26)
Its decomposable elements read as
a0 da1 ∨ · · · ∨ dap : a0, a1, · · · , ap ∈ A (27)
where again the tensor product over A is understood.
2 Berezin Integration and Graded Cyclic Cohomology
In the present section we apply the general machinery, having been developed for the differential calculus and the
integral calculi on a Z/2-graded algebra, to one particular example; this is the Graßmann algebra, which figures
in quantum field theories with fermions. What we aim at is to investigate whether Connes’ characters over a
Graßmannn algebra have something to tell us about the Berezin integral calculus over anticommuting variables.
If the question can be answered in the affirmative, then we expect that the general theory of Connes’ characters
should support (at least some of) the Berezin rules so that they are put on a firmer ground. If not, then this no
go result would say, noncommutative geometry is not capable to include supersymmetric ideas; a disappointing
result. As we shall demonstrate, however, Connes’ approach is indeed capable to give us valuable insights into
the origin of the Berezin integration rules; similar ideas were enounced by Kastler, but his introductory remark
in [12] does not go beyond the one-dimensional case, which is almost trivial.
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2.1 Differential calculus on the Graßmann algebra
Let us recall that the Graßmann algebra, denoted Gn, is the associative unital algebra over the reals with n
generators ξi and relations
ξiξj + ξjξi = 0 : i, j ∈ {1, . . . , n}. (28)
It is isomorphic to the exterior algebra over an n-dimensional real vector space, but this isomorphism is not
natural; at any rate, for our purposes the definition through generators and relations is the one we need. As a
2n-dimensional basis of the underlying vector space one can choose the elements
ξj1 · · · ξjq : j1 < · · · < jq (29)
with 0 ≤ q ≤ n; the case q = 0 is meant to signify the unit element, denoted by 1 in the present case. The algebra
Gn is obviously Z/2-graded commutative, and so we must specialize the general theory of the last section to the
graded commutative situation. Accordingly, the generators ξi all have parity |ξi| = 1, and the general element
f ∈ Gn can be written as
f(ξ) =
n∑
q=0
1
q !
fj1···jqξ
j1 · · · ξjq (30)
with the coefficients fj1···jq ∈ R being totally skew in their indices. We also endow the Graßmann algebra with
a ∗-structure, though Gn is considered as an algebra over R; it is a linear involutive automorphism defined by
(ξi)∗ = ξi and
(ξ j1 · · · ξ jq )∗ = ξ jq · · · ξ j1 (31)
so that its only effect is to reverse the order of factors. Note that most authors use a different convention; first
of all, the algebra A is taken over C so that the involution is antilinear, and in the Z/2-graded case one sets
(ab)∗ = (−1)|a| |b|b∗a∗ for all a, b ∈ A. If this definition is extended to the real case, the ∗-involution acts as the
identity for the case at hand. Our version, which is also used by DeWitt [24], will help to simplify many of the
calculations to follow.
For Taylor expansion, one needs the finite difference δf(ξ) = f(ξ + δξ)− f(ξ), where ξ + δξ with δξi = ǫξi is
an ‘infinitesimal’ basis transformation, i.e. ǫ≪ 1; whence, the δξ are odd quantities. For the computation it is
convenient to introduce the formal partial derivatives
∂
∂ξj
(ξj1 · · · ξjq ) =
q∑
r=1
(−1)r−1ξj1 · · · δjr j · · · ξjq . (32)
which are elements of Der(Gn, Gn) of parity |∂i| = 1, and one obtains δ = δξj ∂/∂ξj, which is an even operator.
Let us turn to general elements X of Der(Gn, Gn); they are all outer derivations since Gn is graded com-
mutative. For a proper treatment one needs translations, and for these one must introduce a second Graßmann
algebra Gn with the same number of generators, denoted by ηi; on introducing the graded tensor product
Gn ⊗Gn, we can identify the ηs and ξs with the elements ηi ⊗ 1 and 1⊗ ξi, respectively, and the graded tensor
product guarantees that they anticommute. In this way it makes sense to consider the translated generators
ξ ′i = ξi + siηi with si ∈ R, and also the translated element f(ξ ′) ∈ Gn ⊗Gn, which is manipulated as follows
f(ξ ′) = f(ξ) +
1∫
0
dt
∂
∂t
f(ξ + t(ξ − ξ ′))
= f(ξ) + (ξ − ξ ′)i
1∫
0
dt (∂if)(ξ + t(ξ − ξ ′))
= f(ξ) + (ξ − ξ ′)i gi(ξ ′).
We thus obtain
(Xf)(ξ ′) = Xξ ′i gi (ξ
′) + (−1)|X|(ξ − ξ ′)iXgi(ξ ′)
and letting ξ ′ → ξ, we arrive at
(Xf)(ξ) = X i(ξ)∂if(ξ) : X
i(ξ) = X(ξi). (33)
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We thus have proven that the derivations X ∈ Der(Gn, Gn), called Graßmann vector fields, form a free R-
module of rank n, with the partial derivatives ∂i as basis. Since the Graßmann algebra is graded commutative,
the derivations X form a left Gn-module, denoted by V (Gn), which can be given the structure of a Z/2-graded
Lie algebra.
Finite transformations of Graßmann variables are obtained on exponentiating vector fields X of parity |X | =
0, i.e. all the components X i must be odd. Since the ordinary (ungraded) commutator obeys [X,X ] = 0, the
standard property eXe−X = e−XeX = 1 of the exponential remains intact, and so the transformation
ξ′i = eX(ξ)ξi = ξi +X i(ξ) +
1
2
Xj(ξ)∂jX
i(ξ) + · · ·
is invertible. Special cases are translations with the vector field
Xη(ξ) = η
i ∂
∂ξi
: eXη(ξ)ξ = ξ + η (34)
where the ηs are the generators of a second Gn as discussed above, and for a homogeneous transformation the
generating vector field is
Xα(ξ) = α
i
jξ
j ∂
∂ξi
: eXα(ξ)ξi = Aijξ
j (35)
with αij ∈ R and A(α) = expα an element of the general linear group in n dimensions. In particular, for
αij = λ δ
i
j one has
Xλ(ξ) = λ ξ
i ∂
∂ξi
: eXλ(ξ)ξi = eλξi (36)
so that one obtains the Graßmann analogue of a dilatation; this was used above for the Taylor expansion.
The importance of the affine transformations ξ 7→ Aξ + η resides in the fact that they constitute the auto-
morphism group of the defining relations, i.e. the property (28) remains intact.
2.2 Berezin integration
The discussions of the Berezin integration rules on a Graßmann algebra as given in the physical literature are
mostly heuristic; if not, they are more or less oriented towards the supersymmetric situation (see [10] and
[25, 24, 26, 27, 28]). In the mathematical literature, treatments of this theme are rare; we are aware of [29]. The
approach given below is related, but different from the one described in [26].
A priori, a Berezin ‘integral’ is an R-linear map J : Gn → R only; as such, it is an element of the algebraic
dual (Gn)′, and so the latter linear space has the same dimension as the original Gn itself. The multitude
of possible maps J is further narrowed down by the request for translational invariance. So let sηi denote a
translation of the generators ξi of Gn, as explained in the previous paragraph; for notational simplicity, the
additional dependence on the real parameter s is suppressed. For f ∈ Gn, the translated algebra element is then
defined by
T (η)f(ξ) = f(ξ − η).
A Berezin ‘integral’ J is said to be translational invariant if the condition J(T (η)f) = J(f) is fulfilled, where
both f and the translation are arbitrary. Actually, such a condition makes not much sense since the left hand
side is η-valued, and we have not yet defined what this means; the correct version will be given below.
For this purpose, let A and B be two Z/2-graded algebras, and A⊗B their graded tensor product; the latter
may be viewed as a left A-module under the action a′(a ⊗ b) = a′a ⊗ b, and also A may trivially be regarded
as a left A-module. For the case at hand, A = Gn is generated by the ηs and B = Gn by the ξs, the original
generators. Consider then an A-linear map J ′ : A⊗B → A; this means that J ′(a⊗ b) = a J ′(eA ⊗ b) and so J ′
is uniquely determined by the values it takes on B. Also observe that J ′|B : B → A is an R-linear map with
values in A. We now impose the further condition
J ′(eA ⊗ b) = eA J(b)
where J : A → R is a given R-linear map, which thus determines J ′ uniquely. A proper definition of the
invariance condition then reads
J ′(T (η)f) = J(f) (37)
which is a further condition on the admissible maps J ′, saying that J ′ is independent of translations.
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We now claim, the above invariance requirement (37) determines the Berezin ‘integral’ J uniquely; the proof
is straightforward. By means of the expansion
f(ξ) =
∑
I
fIξ
I
where the ξI denote the basis with I a (lexicographically ordered) multi-index, we have
J ′(T (η)f) =
∑
I,K
|I|+|K|≤n
ηKfK,IJ(ξ
I)
on using Gn-linearity with respect to the first factor. Consequently, all terms with |I| + |K| < n must vanish,
and for |I|+ |K| = n only the term with K = 0 can survive. In total, translational invariance enforces J(ξI) = 0
for I < n, or
J(ξi1 · · · ξip) =
{
0 : p < n
εi1···in : p = n
(38)
with a suitable normalization; an equivalent form is
J(f) =
∂n
∂ξn · · ·∂ξ1 f(ξ) = f1···n. (39)
For a homogeneous transformation T (A)f(ξ) = f(A−1ξ) with A a real n × n-matrix, this entails the transfor-
mation law
J(T (A)f) = det(A)−1J(f). (40)
The defining property (39) and its consequence (40) are the only Berezin integration rules that we accept as
valid.
Recall, the map J is simply a special element of the algebraic dual of Gn; but it has become customary, and
this is the weak point, to rewrite it as a kind of integral:
J(f) =
∫
dnξ f(ξ). (41)
This rewriting, however, is void of any definite meaning since a precise definition of the ‘volume element’ dnξ
is missing. It is the ultimate purpose of the present paper to provide for a rigorous justification of this formal
notation.
2.3 Fourier transformation and inner products on the Graßmann algebra
Before turning to the problem just raised, some more technique is needed. In what follows we shall make use of
the notational convention (41), which simply amounts to the instruction to sort out the coefficient f1···n of the
term of highest degree, and no more. As an immediate consequence of the rules (38) one obtains the further
property ∫
dnξ ∂if(ξ) = 0 (42)
saying that a ‘boundary integral’ vanishes. We shall also have need for Fourier transformation, defined by
Ff(ξ) =
∫
dnξ ′ eξ·ξ
′
f(ξ ′) (43)
where ξ · ξ ′ = ξiδijξ ′j with the ξ ′s the generators of a further Gn; hence, the underlying structure is again the
graded tensor product Gn ⊗Gn so that the two sets of generators anticommute. Fourier transformation obeys
F 2 = (−1)(n+12 ) 1; furthermore, it is related to the conventional Hodge dual, as follows from the explicit form
Ff(ξ) =
∑
q
1
q¯ !
(−1)q¯+(q¯2) 1
q !
fj1···jqε
j1···jqjq+1···jnξjq+1 · · · ξjn (44)
where q¯ = n− q for short, and εj1···jn the Levi-Civita symbol. We are now ready to introduce an inner product
on Gn, viewed as a linear space, defined by
(f |g) = (−1)(n2)
∫
dnξ ′(Ff∗)(−ξ ′) g(ξ ′)
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in which also the algebra structure enters. In the form of a twofold integral it reads
(f |g) = (−1)(n2)
∫
dnξ ′
∫
dnξ e ξ·ξ
′
f(ξ)∗ g(ξ ′) (45)
and its explicit version is obtained to be
(f |g) =
n∑
q=0
1
q !
f¯j1···jq g
j1···jq (46)
where the raising and lowering of indices is performed with the Kronecker metric. Since in the present context
the complexification of Gn is considered, complex conjugation denoted by an overbar gets involved. As is obvious
now, the inner product (45) is both hermitean and positive definite.
But it is not the only inner product we shall have need for; another even more natural one is obtained on
simply defining
〈f |g〉 = i(n2)
∫
dnξ f(ξ)∗ g(ξ). (47)
It is nondegenerate, and the prefactor is designed so as to guarantee hermiticity, as follows from the explicit
form
〈f |g〉 = i(n2)
n∑
q=0
(−1)(q2)
q ! q¯ !
f¯j1···jq ε
j1···jqjq+1···jngjq+1···jn . (48)
But as opposed to the former, the present inner product, though being nondegenerate, is indefinite.
Both these structures can be subsumed as follows under a common heading. Let us define a grading operator,
which should not be confused with the Z/2-grading induced by the N-grading, through
(γfq)
jq+1···jn = (−i)(n2) (−1)
q¯+(q¯2)
q !
εjq+1···jnj1···jqfj1···jq (49)
or, using the Hodge dual, by
(γfq)(ξ) = (−i)(
n
2) (−1)(q2)(∗fq)(ξ). (50)
As is straightforward to verify, it indeed obeys γ2 = 1; beyond this, it is unitary with respect to the positive
definite inner product (45), i.e.
(γf |γg) = (f |g). (51)
The same property is valid for the indefinite inner product (47), which may now be written by means of the
grading operator in terms of the positive definite inner product as
〈f |g〉 = (f |γg). (52)
Hence, through the inner product ( · | · ) the Graßmann algebraGn can be equipped with a Hilbert space structure;
on the other hand, the inner product 〈 · | · 〉 is indefinite, which becomes manifest in the orthogonal decomposition
Gn = (Gn)+ ⊕ (Gn)− with γf± = ±f± since
〈f |g〉 = (f+|g+)− (f−|g−).
The above structure, namely, a separable Hilbert space on which a unitary grading operator is defined that
gives rise for an indefinite inner product according to eq. (52), is sometimes called a Krein space (see [30]).
It underlies the construction of an even Fredholm module [11], and also makes its appearance in the context
of ghost fermions [31] which get involved in the Batalin-Vilkovisky approach to the Becchi-Rouet-Stora-Tyutin
quantization of gauge theories (see, e.g., [32]).
We conclude with the following observation. Let us introduce the operators ηi = ξi and ζi = ∂i, which both
act from the left. They obey the anticommutation relations
[ζi, η
j ]+ = δi
j (53)
and may also be viewed as the operators of external and internal multiplication. With respect to the inner
product 〈 · | · 〉, these operators are selfadjoint, i.e.
〈f |ζig〉 = 〈ζif |g〉 〈f |ηig〉 = 〈ηif |g〉. (54)
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This property relies on the identity
〈f |∂ig〉 = 〈f |∂ig〉 (55)
being valid for any elements f, g ∈ Gn, i. e. without any restriction to homogeneous elements. By contrast, with
respect to the inner product ( · | · ), the operators ηi = ξi and ζi = ∂i are adjoint to one another, i.e.
(f |ζig) = (ηif |g) 〈f |ηig〉 = 〈ζif |g〉 (56)
where ζi = δijζj . In the latter case, we introduce the further operators
γi = ηi + δijζj (57)
which form a Clifford algebra, i.e. γi γj+γj γi = 2δij ; also, the γs are selfadjoint operators. Restricting ourselves
to the case of an even n, the representation of the γs on the (complexified) Graßmann algebra is not irreducible;
it is equivalent to the Dirac representation. But it acts irreducibly on the subspace of even elements. For the
indefinite inner product 〈 · | · 〉, we choose
γi = ζi γn+i = ηi (58)
with
([γa, γb]+)a,b=1,...,2n =
(
1n
1n
)
. (59)
They obey 〈f |γag〉 = 〈f |γag〉 and form a Clifford algebra with 2n generators, with an indefinite metric of
signature zero; in this latter case, the representation is irreducible.
Finally, returning to the Clifford algebra with generators (57), we can devise a Dirac type operator
D = γi
∂
∂ξi
(60)
which reduces to D = (ξi+δij∂j)∂i = ξ
i∂i and thus coincides (cf. (36)) with the Graßmannian version of Euler’s
dilatation operator.
2.4 The universal differential bigraded Graßmann algebra
Let us return to the problem raised in the last but one subsection, namely, whether the ‘volume element’ dnξ
that enters the formal Berezin integral, can be given a precise meaning. We approach this problem on taking
recourse to the general construction of the universal differential graded algebra of a general noncommutative
algebra; this will supply for the necessary abstract tools to investigate these questions.
We have discussed the universal differential calculus for a graded commutative algebra A in Subsec. 1.3; the
results obtained there are now applied to the situation where A is defined through generators and relations, as
it is the case for the Graßmann algebra.
As we know, in the graded commutative case one must pass to the Gn-bimodule Ω1(Gn) of 1-forms. This
is a free module of rank n, for which the differentials dξi form basis; their parity is zero. As should be noted,
there is no conflict with the fact that finite differences have parity one; the δξi and the differentials dξi are
essentially different constructs. Differential forms of order p are obtained on forming the graded symmetrized
product Ωp(Gn) =
p∨GnΩ1(Gn) so that the dξi commute:
dξi dξj = dξj dξi. (61)
This assignment guarantees the operator of exterior differentiation to have parity |d| = 1; for f ∈ Gn we then
obtain
d 2f(ξ) = d(∂jf dξ
j) = ∂i∂jf dξ
idξj = 0
since the partial differentiations anticommute and the differentials commute, which is the result one wants.
Hence, for the construction of the basis for the module of p-forms we must select the graded symmetrized tensor
product
dξi1 ∨ · · · ∨ dξip = 1√
p !
∑
σ∈Sn
dξiσ(1) ⊗ · · · ⊗ dξiσ(p) (62)
that here coincides with the standard symmetrization. But the graded version is needed for a general p-form,
which is a finite sum
ωp =
∑
f0 df1 ∨ · · · ∨ dfp (63)
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where fi ∈ Gn; the symbol ∨ signifying the symmetrization will often be suppressed. We thus can write down
the general p-form
ωp(ξ) =
1
p !
ωi1···ip(ξ) dξ
i1 ∨ · · · ∨ dξip (64)
with
ωi1···ip(ξ) =
1
q !
ωi1···ip,j1···jq ξ
j1 · · · ξjq (65)
where ωi1···ip,j1···jq is completely symmetric in the indices i1, . . . , ip, and completely antisymmetric in the indices
j1 . . . , jq; furthermore, the operator of exterior differentiation d acts on ωp via
dωp(ξ) =
1
p !
∂i0ωi1···ip(ξ) dξ
i0 ∨ dξi1 ∨ · · · ∨ dξip (66)
and obeys d◦d = 0 by construction. To resume, we now have available the universal differential algebra Ω·(Gn);
the general element of Ωp(Gn) may be written as a finite sum of terms f0 df1 ∨ · · · ∨ dfp with parity
|f0 df1 ∨ · · · ∨ dfp| = p+
p∑
i=0
|fp|. (67)
Furthermore, Ω·(Gn) is graded commutative, i.e. [ωp, ω ′p ′ ] = 0 for all ωp ∈ Ωp(Gn) and ω ′p ′ ∈ Ωp
′
(Gn), since Gn
is.
Let us compare the present situation with that of conventional differential forms over a smooth manifold M ;
in this case, where
ωp(x) =
1
p !
ωi1···ip(x) dx
i1 ∧ · · · ∧ dxip
with x ∈M , the coefficient functions ωi1···ip(x) contain arbitrary powers of the xi, whereas the ωp vanish for all
p > n because the differentials anticommute. By contrast, in the Graßmann case the expansion of the coefficient
functions terminate for powers higher than n, but there is no restriction on the degree p of the differential forms
since the differentials dξi commute.
We have already discussed the left Gn-module V (Gn) of vector fields, which is free of rank n, with the partial
derivatives ∂i forming a basis. Also in this case we can form tensor products, which we denote by Ωp(G
n), with
Ω0(G
n) = Gn and Ω1(G
n) = V (Gn); but before doing so we must specify the parity of the partial derivatives.
We expect the relevant construction to be the graded symmetrization Ωp(G
n) =
p∨GnΩ1(Gn); in order to have
∂i ∨ ∂j = ∂j ∨ ∂i, this requirement enforces the assignment |∂i| = 0, contrary to naive expectation, so that
∂
∂ξi1
∨ · · · ∨ ∂
∂ξip
=
1√
p !
∑
σ∈Sn
∂
∂ξiσ(1)
⊗ · · · ⊗ ∂
∂ξiσ(p)
. (68)
For the general element χp ∈ ΩpGn, called a Graßmann current, we are then guaranteed that the Gn-valued
tensor components χi1···ip in the expansion
χp =
1
p !
χi1···ip∂i1 ∨ · · · ∨ ∂ip (69)
are symmetric in their indices.
The construction of the module of p-forms Ωp(Gn) and the space of p-currents Ωp(G
n) is quite different; it is
for that reason why we have not defined the differentials dξi as the dual basis of the ∂i, the partial derivatives.
After the fact, however, we can define a pairing between these spaces. For this, let A be an involutive Z/2-graded
algebra; given two left A-modules M and N , both being equipped with compatible Z/2-gradings, we define an
A-valued pairing of M and N as a sesquilinear map 〈 · | · 〉 :M ×N → A, subject to the condition
〈av|bw〉 = a∗〈v|w〉b : a, b ∈ A; v ∈M, w ∈ N. (70)
In case that M = N , one can then define a hermitean structure (see, e.g. [19]). For the construction of a
Gn-valued pairing 〈 · | · 〉 : Ωp(Gn) × Ωp(Gn) → Gn, we begin with p = 1 and set 〈∂i|dξj〉 = δij by definition.
The extension to values of p ≥ 1 is thus obtained to be
〈 ∂
∂ξi1
∨ · · · ∨ ∂
∂ξip
| dξj1 ∨ · · · ∨ dξjq 〉 = δpq
∑
σ
δiσ(1)
j1 · · · δiσ(p) jp (71)
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where the normalization made in the eqs. (62) and (68) proves to be essential. In this way, the Gn-valued pairing
is given by
〈χp(ξ)|ωp(ξ)〉 = 1
p !
χi1···ip(ξ)∗ ωi1···ip(ξ) (72)
which can be made a nondegenerate R-valued pairing 〈 · | · 〉 : Ωp(Gn) × Ωp(Gn) → R by means of the Berezin
integral:
〈χp|ωp〉 =
∫
dnξ 〈χp(ξ)|ωp(ξ)〉. (73)
As opposed to the inner product (47), we here omit the prefactor since from now on Gn is considered as an
algebra over the reals. The basic identity (55), i.e. 〈χp|∂iωp〉 = 〈∂iχp|ωp〉 remains valid, by means of which
many of the computations to follow are drastically simplified. Hence, the space of p-currents is the dual of the
space of p-forms.
In addition, the space of p-forms Ωp(Gn) can be equipped with a positive definite inner product. For this,
we introduce a metric on Ωp(G1) by
〈dξi|dξj〉 = δij (74)
with the extension to the basis of Ωp(Gn) being obtained by similar manipulations as above; in this way, we can
freely raise and lower indices. We now define the scalar product by
(ωp|λp) = (−1)(
n
2)
∫
dnξ ′
∫
dnξ e ξ·ξ
′ 1
p !
χi1···ip(ξ)∗ ωi1···ip(ξ
′) (75)
for ωp, λp ∈ Ωp(Gn), which is to be compared with eq. (45) above. Note that the decoration with additional
indices does not alter the conclusions drawn there, but the relation (51) is no longer available.
The pairing and the inner product give rise to two operations, deriving from the operator (66) of exterior
differentiation. Beginning with the pairing (73), we define the dual d¯ of d by
〈d¯χp|ωp〉 = 〈χp|dωp〉. (76)
which is calculated to be
d¯χp(ξ) =
1
(p− 1)! ∂i1χ
i1i2...ip(ξ) ∂i2 ∨ · · · ∨ ∂ip . (77)
This operator, a divergence which is also denoted below as ∂ = d¯, obeys d¯ 2 = 0 and is of degree minus one.
Turning to the inner product (75), the adjoint d∗ of d is defined by
(ωp|dλp−1) = (d∗ωp|λp−1) (78)
and obeys (d∗)2 = 0; the calculation yields
d∗ωp(ξ) =
1
(p− 1)! ξ
i1ωi1i2···ip(ξ) dξ
i2 ∨ · · · ∨ dξip . (79)
We write in the form of a contraction, i.e. ιD = d
∗, withD = ξi∂/∂ξi the Euler vector field generating dilatations.
For X a general vector field of zero parity, let us introduce the contraction
ιXωp+1(ξ) =
1
p !
X i0ωi0i1···ip(ξ) dξ
i1 ∨ · · · ∨ dξip . (80)
We then define the Lie derivative LX by the Cartan formula LX = ιXd+ dιX , the explicit form of which is
LXωp =
(
1
p !
X i∂i ωi1···ip +
1
(p− 1)! ∂i1X
iωii2...ip
)
dξi1 ∨ · · · ∨ dξip . (81)
In particular, for the Euler vector field D this gives
LDωp = (D + p)ωp. (82)
In the conventional de Rham case, the Cartan formula is instrumental for a transparent proof of the Poincare´
lemma (see [33]); this is as well the case in the present situation. The strategy of the proof consists in extracting
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a homotopy operator from the Cartan formula; the calculation is almost the same as in the classical situation
and yields that an exact p-form ωp can be written as ωp = dαp−1, with
αp−1(ξ) =
∫ 1
0
dt
tp−1
(p− 1)! ξ
i1 ωi1i2···ip(tξ) dξ
i2 ∨ · · · ∨ dξip . (83)
Whence, the complex (Ω·(Gn), d) is acyclic.
Observe that the classical case over the manifold Rn and the Grassmann case have some similarities, but
are also essentially different. This can be seen on having a closer look at the operator d¯, defined in (77), which
comes from the pairing (73); it can also be interpreted as acting on Ωp(Gn) by means of the metric. Together
with d it gives rise to a rather unique candidate for a Laplacean type of operator, namely the square of the
Dirac-Hodge-Ka¨hler like operator 6 d = d¯ + d; but d¯ d + d d¯ vanishes since it is equal to gij∂i∂j so that in the
Graßmann case all p-forms are trivially harmonic. Turning to the positive definite inner product (75) with the
adjoint operator d∗, it permits to introduce the quadratic operator d∗d+ d d∗; as we have seen, however, this is
the Lie derivative LD, which has not much in common with a Laplace operator. Nevertheless, we can prove the
following analogue of the Hodge decomposition theorem
Ωp(Gn) = dΩp−1(Gn)⊕ d∗Ωp+1(Gn)
where, similar to the classical situation over the flat manifold Rn, the contribution of the harmonic forms is
absent. However, whereas the conventional proof requires elliptic operator theory [34], it is purely algebraic in
the present case and follows standard arguments, which we omit.
In concluding this section, let us note that one can also define an external multiplication on p-forms by ε(dξi) =
dξi∨ which together with the internal multiplication (ιX = ι(X)) operator ι(∂/∂ξi) obey the commutation
relations
[ι
(
∂
∂ξi
)
, ε(dξj)]− = δi
j .
Hence, ι(∂/∂ξi) and ε(dξi) may be viewed as bosonic annihilation and creation operators; this is just the opposite
situation as compared to the de Rham case, where the analogues ι(∂/∂xi) and ε(dxi) are fermionic operators,
with [ι(∂/∂xi), ε(dxj)]+ = δi
j an anticommutator.
3 Connes’ integral calculi on a Graßmann algebra
Having available the exterior differential calculus over a Graßmann algebra, we can now turn to the discussion
of its Connes’ characters [11]. These are maps
∫
: Ωp(Gn)→ R subject to the conditions∫
dωp−1 = 0 and
∫
[ωr, ωp−r] = 0 : p ≥ r. (84)
Some authors also include
∫
ωp = 0 for all p < n amongst the definitions, but we do not. Since Ω
·(Gn) is graded
commutative, the second of the conditions (84) is void; the protection of the map
∫
is not needed. As proven,
p-dimensional characters are in bijective correspondence with normalized cyclic Hochschild p-cocycles, and so
their classification can be reduced to the normalized cyclic cohomology HC·(Gn); recall that we use the different
notation H ·λ(Gn) for the cyclic cohomology. We repeat the relevant definitions, particularized to the case at
hand; the boundary operator (see (6)) acts on a cochain ϕp ∈ Cp(Gn) as
b ϕ(f0, f1, . . . , fp) = (85)
p−1∑
i=0
(−1)
i+
i∑
j=0
|fj |
ϕ(f0, . . . , fifi+1, . . . , fp)− (−1)
(1+|fp|)((p−1)+
p−1∑
j=0
|fj |)
ϕ(fp f0, f1, . . . , fp−1)
and the cyclicity operator (see (9)) as
λϕ(f0, f1, . . . , fp) = (−1)
(1+|fp|)(p+
p−1∑
j=0
|fj |)
ϕ(fp, f0, f1, . . . , fp−1). (86)
Finally, the space of cochains Hp(Gn) is equipped with a Z/2-grading; the grading operator is
ε ϕ(f0, f1, . . . , fp) = (−1)
p+
p∑
i=0
|fi|)
ϕ(f0, f1, . . . , fp) (87)
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which anticommutes with both the boundary operator and the cyclicity operator. We reiterate, for emphasis,
our sign conventions in (85) and (86) differ from those commonly used in the literature.
Let us go through some examples; for the time being, the normalization condition is dispensed. We begin with
the case p = 0 for arbitrary n; the R-linear maps ϕ : Gn → R are just the elements of the algebraic dual of Gn,
which has the same dimension 2n as Gn itself. Introducing the notation I = (i1, . . . , ip) for the ordered p-tupel
with i1 < · · · < ip, the dual basis εI is defined by εI(ξI′) = δII′ ; for the unit 1 we set I = 0 so that ε0(1) = 1,
and zero otherwise. A particular basis element is given by ε1,...,n with the properties ε1,...,n(ξ
1, . . . , ξn) = 1 and
ε1,...,n(ξ
i1 , . . . , ξip) = 0 for all 0 ≤ p < n; it reproduces the Berezin integral J(f) since
ε1,...,n(f) = f1···n. (88)
As we know, amongst the linear maps J : Gn → R it is singled out by translational invariance; beyond this mere
recognition, however, no new insight can be drawn from this observation.
Next, we investigate the case n = 1 with p = 1. As one easily verifies, there is only one single cyclic 1-cocycle
ϕ = ε1,1; hence, it is automatically normalized. In terms of the associated character, we thus have
ϕ(f, g) =
∫
f dg = f1g1 (89)
where f(ξ) = f0 + f1ξ and g(ξ) = g0 + g1ξ, and so the outcome∫
dξ = 0
∫
ξ dξ = 0 (90)
is identical with the Berezin rules; this observation has already been made by Kastler (see the introduction in
[12]), but the case n = 1 with p = 1 is rather special, as will be seen below.
The next and last case we consider is n = 2 with p ≤ 2, from which the general strategy will then be read
off. This specific example was also treated by Coquereaux & Ragoucy [16] (cf. [14, 15]), but our intention is
different. Apart from the fact that we view Gn as an algebra over R, and not over C, these authors disregard the
normalization condition. The really essential point, however, is that we do not use the standard Koszul-Milnor-
Quillen sign rules; though one would suspect this to make no essential difference, it will turn out to be of crucial
importance, and so we are obliged to give some details. The case p = 0 has already been commented upon, and
so we can turn to p = 1; with the notation f(ξ) = f0 + f1ξ
1 + f2ξ
2 + f12ξ
12, the cyclic cocycles are:
χ1,1 = ε1,1
χ1,2 = ε1,2 + ε2,1
χ2,2 = ε2,2
χ1,12 = ε1,12 + ε12,1
χ2,12 = ε2,12 + ε12,2.
(91)
Why we have chosen the symbol χ for these coycles will become apparent in the next paragraph. Thus, the
normalized cyclic cohomology group is
HC1(G2) = R3 ⊕R2 (92)
where the first direct summand denotes the even and the second the odd cocycles; none of these cocycles can
be written as coboundaries. Proceeding to p = 2, which we expect to be the case of interest for the purposes we
have in mind, one finds the cyclic cocycles:
ϕ0,0,0 = ε0,0,0
ϕ0,0,1 = ε0,0,1 − ε0,1,0 + ε1,0,0
ϕ0,0,2 = ε0,0,2 − ε0,2,0 + ε2,0,0
ϕ0,0,12 = ε0,0,12 + ε0,12,0 + ε12,0,0
χ1,1,1 = ε1,1,1
χ2,2,2 = ε2,2,2
χ1,1,2 = ε1,1,2 + ε1,2,1 + ε2,1,1
χ2,2,1 = ε2,2,1 + ε2,1,2 + ε1,2,2
χ1,1,12 = ε1,1,12 + ε1,12,1 + ε12,1,1
χ2,2,12 = ε2,2,12 + ε2,12,2 + ε12,2,2
χ1,2,12 = ε1,2,12 + ε1,12,2 + ε12,1,2 + ε2,1,12 + ε2,12,1 + ε12,2,1 .
(93)
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In total, there are 11 nontrivial cocycles, i.e. Z2λ(G
2) = R5 ⊕R6; but among these there are some that may be
written as boundaries, namely
ϕ0,0,1 = −b ϕ0,1
ϕ0,0,2 = −b ϕ0,2
ϕ0,0,12 =−b ϕ0,12
where the ϕs on the right are all elements of C1λ(G
n). Thus the cyclic cohomology group H2λ = Z
2
λ/B
2
λ is
H2λ(G
2) = R4 ⊕ R4; note that ϕ1,1,1 may not be written as a boundary b ϕ1,1 since a cyclic ϕ1,1 ∈ C1λ(G2)
vanishes. Passing to normalized cyclic cocycles, also ϕ0,0,0 is eliminated, and so we end up with
HC2(G2) = R3 ⊕R4. (94)
Observe, with our conventions all elements of HCp(G2) with p ≤ 2 are completely symmetric in their labels.
Had we chosen instead the standard sign conventions (16) and (15), as in [16] and elsewhere, then e.g. in the last
cocycle χ1,2,12 the contributions ε1,12,2 and ε2,12,1 would acquire a minus sign in front; this innocuous alteration
has drastic consequences, as will be shown now.
What we claim is that only our sign rules, as opposed to those of Koszul-Milnor-Quillen, are compatible
with the defining properties of a Connes’ character; this claim at least holds in the present case of a graded
commutative algebra. For the proof, we look at the last normalized cyclic cochain in (93), which is of special
relevance:
χ1,2,12(f, g, h) = (f1g2h12 + f2g1h12)± (f1g12h2 + f2g12h1) + (f12g1h2 + f12g2h1). (95)
Here, the upper signs are obtained with our sign rules, and the lower ones are those of Coquereaux & Ragoucy
[16] and others. We evaluate this cocycle on the basis elements ξ1, ξ2 and ξ12 = ξ1ξ2 in two different orderings:
χ1,2,12(ξ
12, ξ1, ξ2) = 1 χ1,2,12(ξ
1, ξ12, ξ2) = ±1 (96)
Now we invoke that χ1,2,12 may also be viewed as the character χ1,2,12(f, g, h) =
∫
1,2,12
f dg dh, and so we can
continue with
χ1,2,12(ξ
12, ξ1, ξ2) = 1 =
∫
1,2,12
ξ1ξ2dξ1dξ2 (97)
in the first case, and in the second with
χ1,2,12(ξ
1, ξ12, ξ2) = ±1 =
∫
1,2,12
ξ1dξ12dξ2 =
∫
1,2,12
ξ1(dξ1ξ2 − ξ1dξ2)dξ2 =
∫
1,2,12
ξ1ξ2dξ1dξ2 (98)
since for the last term in round brackets the integrand vanishes; whence, these two results are compatible for
the upper sign only, as contended.
It will prove to be important for the further development that, as eq. (97) exhibits, the above character may
also be interpreted as the Berezin integral for n = 2; one thus expects that the Berezin integral calculus over Gn
will intimately be related to the theory of Connes’ characters over that algebra. Before we can turn to a closer
analysis of this conjecture, however, we need a further concept to be introduced next.
4 Graßmann currents
We again assume, in an intermediate step, the (algebraic) Berezin rules to be given beforehand; the only ones
we accept are (see (38)) ∫
dnξ ξi1 · · · ξip =
{
0 : p < n
εi1···in : p = n
(99)
where the position of the ‘volume element’ dnξ, which still awaits a proper definition, does not matter. Let us
return to the pairing; hence, a metric is not needed. So recall, the dual Ωp(G
n) of the space of p-forms Ωp(Gn)
is built from p-currents through (see (73))
〈χp|ωp〉 =
∫
dnξ
1
p !
χi1···ip(ξ)∗ ωi1···ip(ξ) (100)
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where the components χi1···ip of a p-current are completely symmetric in their indices. In the classical situation,
the dual of Ωp(C∞(M)) over a smooth manifold M is the space of de Rham currents (see [35]); in particular,
for p = 0 the dual includes the distributions. But for the case at hand such finesses are not needed. The adjoint
d¯ of the operator d, now being denoted as the divergence ∂, is
(∂χp)i2···ip = ∂i1χ
i1i2···ip . (101)
Accordingly, a current is said to be closed if ∂χp = 0, i.e. if its divergence is zero. We thus have available the
dual (Ω·(Gn), ∂) of the complex (Ω·(Gn), d); since the latter is acyclic, also the complex of currents is. This is
a general property, namely, given a cochain complex (C·, d) over the real or complex numbers which is acyclic,
then also the dual chain complex (C·, d¯) is acyclic, and conversely.
We expect the latter proposition to be known to the experts; however this may be, the proof is sufficiently
simple to be given. So let V be linear spaces over R or C, and V ′ its dual. For U ≤ V any subspace of V , the
orthogonal complement U⊥ of U in V ′ is defined by U⊥ = {ϕ ∈ V ′|ϕ(u) = 0 for all u ∈ U}, and similarly for
a subspace U ′ ≤ V ′; one also has U⊥⊥ = U . Furthermore, if φ : V → W is a linear mapping into a second
vector spaceW and φ ′ :W ′ → V ′ its dual, then the following identities (Kerφ ′)⊥ = Imφ and (Kerφ)⊥ = Imφ ′
hold. Suppose now that the sequence of linear maps U
χ−→ V φ−→W is exact at V ; then also the dual sequence
U ′ ←−
χ∗
V ′ ←−
φ ′
W ′ is exact at V ′. In fact, since Imχ = Kerφ we have Kerφ ′ = (Imφ)⊥ = (Kerφ)⊥ = Imφ ′ as
was to be proven.
From currents, one can construct associated Hochschild cochains in a rather obvious way (cf. also [16]); we
simply set
χ(f0, . . . , fp) = χ(f0 df1 ∨ · · · ∨ dfp) =
∫
dnξ (χi1···ip)∗f0 ∂i1f1 · · · ∂ipfp. (102)
Here the first equality sign is meant as a definition, and the second makes sense since the left hand side is graded
symmetric in the fi with i ∈ {1, . . . , n}, as is the right hand side because χi1···ip is symmetric in the ordinary
sense; whence, the graded symmetric tensor product defined in Subsec. 1.3 enters in an essential way.
According to the definition (11), the boundary of the Hochschild cochain (102) is given by b χ(ωp) = χ(b(ω))
where (χ|ω) = χ(ω) is the evaluation map, and since ΩpGn is graded commutative, χ(f0, . . . , fp) is a cocycle.
Note that this conclusion is rather immediate since our definition relies on the property (11), which is not shared
by the alternative choice (16) used in the literature. Hence, if a Hochschild cochain may be represented through
a current, then this cochain is a cocycle.
Let us restrict our considerations to closed currents in what follows; we then show that the associated cocycles
are also cyclic. As for the proof, since Ωp(Gn) algebra is graded commutative, we have
χ(f0 df1 ∨ · · · ∨ dfp) = (−1)
|dfp|(|f0|+
p−1∑
i=1
|dfi|)
χ(dfp ∨ f0 df1 ∨ · · · ∨ dfp−1)
= (−1)|dfp|(|f0|+
p−1∑
i=1
|dfi|)
χ(d(fpf0) ∨ df1 ∨ · · · ∨ dfp−1 − (−1)|fp|fpdf0 ∨ df1 ∨ · · · ∨ dfp−1)
where, since χp is closed, the first term vanishes. We thus end up with
χ(f0 df1 ∨ · · · ∨ dfp) = (−1)
|dfp|
p−1∑
i=0
|dfi|
χ(fp df0 ∨ df1 ∨ · · · ∨ dfp−1)
and comparing this with the definition (12) of the cyclicity operator λ, we conclude that λχp = χp as claimed.
Finally, the Hochschild cocycles associated to closed currents are also normalized. Indeed, the Berezin rules
imply χ(1, f1, . . . , fp) = 0, and cyclicity then entails the normalization property.
To summarize, via the map χp : Ωp(Gn) → R a closed p-current determines a p-dimensional character over
the Graßmann algebra.
What one would like to have then is, every character may be represented by a closed current. In the classical
de Rham case over a compact manifold, Connes ([17]) has proven that this is indeed true. But in the graded
commutative case, the corresponding proof does not go through (contrary to the claim made in [16]) since in
χ(f0 df1 ∨ · · · ∨ dfp) =
∫
dnξ (χi1···ip)∗
1
p !
∑
pi∈Sp
f0 ∂ipi(1)f1 · · · ∂ipi(p)fp
the symmetrization may not be shifted to the fi s with i ∈ {1, . . . , n} because the latter only commute in the
graded sense.
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In order to gain a feeling for what one may expect, let us return to the example with n = 2 and p ≤ 2 of the
previous paragraph; the normalized cyclic cocycles that can not be written as coboundaries are denoted as χ in
eqs. (91) and (93) there. The assertion then is, all these cocycles may be expressed in terms of closed currents;
hence, at least in this particular case the above conjecture is indeed true.
For the verification we begin with p = 0; this is the dual (G2)′, were it not for the normalization condition.
Here the request for closedness of the current is void, and with
χ(f) =
∫
d 2ξ χ(ξ)∗f(ξ) (103)
one finds, in an obvious notation:
χ1(f) = f1 :χ1(ξ) =− ξ2
χ2(f) = f2 :χ2(ξ) = + ξ
1
χ12(f) = f12 :χ12(ξ)= + 1.
The result for p = 1 is more interesting; in the notation of (102) and with (χi)i=1,2 = χ one has:
χ1,1(f, g) = f1g1 :χ1,1(ξ) =
(−ξ2
0
)
χ2,2(f, g) = f2g2 :χ2,2(ξ) =
(
0
+ξ1
)
χ1,2(f, g) = f1g2 + f2g1 :χ1,2(ξ) =
(
+ξ1
−ξ2
)
χ1,12(f, g) = f1g12 + f12g1 :χ1,12(ξ)=
(
1
0
)
χ2,12(f, g) = f2g12 + f12g2 :χ2,12(ξ)=
(
0
1
)
and one checks that all these currents are closed. Finally, for p = 2 and in matrix notation (χij)i,j=1,2 = χ we
obtain:
χ1,1,1(f, g, h) = f1g1h1 :χ1,1,1(ξ) =
(−ξ2 0
0 0
)
χ2,2,2(f, g, h) = f2g2h2 :χ2,2,2(ξ) =
(
0 0
0 +ξ1
)
χ1,1,2(f, g, h) = f1g1h2 + f1g2h1 + f2g1h1 :χ1,1,2(ξ) =
(
+ξ1 −ξ2
−ξ2 0
)
χ2,2,1(f, g, h) = f2g2h1 + f2g1h2 + f1g2h2 :χ2,2,1(ξ) =
(
0 +ξ1
+ξ1 −ξ2
)
χ1,1,12(f, g, h) = f1g1h12 + f1g12h1 + f12g1h1 :χ1,1,12(ξ)=
(
1 0
0 0
)
χ2,2,12(f, g, h) = f2g2h12 + f2g12h2 + f12g2h2 :χ2,2,12(ξ)=
(
0 0
0 1
)
χ1,2,12(f, g, h) = f1g2h12 + f2g1h12 + f1g12h2 + f2g12h1 + f12g1h2 + f12g2h1 :χ1,2,12(ξ)=
(
0 1
1 0
)
.
Again, it is rather obvious that all these currents are closed. The last cocycle, denoted τvol = χ1,2,12, will be the
one of ultimate interest, and we restate it here in the form of a Berezin integral
τvol(f, g, h) =
∫
d 2ξ (f ∂1g ∂2h+ f ∂2g ∂1h) (104)
for later reference.
Let us remark, these latter results could not have been found by Coquereaux & Ragoucy [16] since their sign
rules are not compatible with the Berezin rules.
From what we have learned for n = 2, one expects the general situation to be that all nontrivial characters
may be represented in terms of currents; indeed, this expectation is correct and its verification is given below.
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But we have no direct proof for this claim; instead, we proceed indirectly and invoke that the dimensions of the
cohomology groups Hpλ(G
n) are known. They were derived by Kassel [20] by means of a Ku¨nneth type argument
and given in the form of a Z/2-graded Poincare´ polynomial; but we do not state his result here since it will
emerge in the course of the proof. The approach given below relies in part on ideas developed in [16]; they
require revision, however, and also our conclusions are different.
Up to now we only know that a closed current χp ∈ Ker∂p determines a normalized element of Zpλ(Gn), but we
do not have under control whether there are elements of Bpλ(G
n) among these. By a counting argument we shall
show that the dimension of the vector space Ker ∂p is identical with the dimension of the space HC
p(Gn); hence,
these spaces are isomorphic and thus the map Ker ∂p → HCp defined by (102) is, in particular, a surjection.
This final result may be paraphrased by saying that those normalized cyclic cocycles that can be represented
by a nonzero current may not be written as boundaries; hence, such currents compute the normalized cyclic
cohomology.
As to the proof, the strategy will be to establish a recurrence relation for the dimension of the space of closed
p-currents. We begin with the dimension of the space Cp .= Ωp(Gn) of currents, which is
dim Cp = 2n
(
n+ p− 1
p
)
: p ≥ 0. (105)
For p > 1, the vector space Cp can be decomposed into the direct sum Cp = CCp⊕ 6 CCp of closed currents, i.e.
CCp .= Ker∂p, and those which are not, i.e. 6 CCp .= Im ∂p. Because ∂p−1∂p = 0, we thus have the inclusion
6 CCp ⊆ CCp−1; as we have seen above, however, this is even an equality since together with the complex Ω·Gn
also the dual complex of currents Ω·Gn is acyclic, and so
Cp = CCp ⊕ CCp−1 : p > 1 (106)
giving the recursion dim(CCp) = dim(Cp) − dim(CCp−1). For p = 1, the complementary subspace of CC1 in C1
consists of those elements of Gn, in which the top component is absent; using the notation CC0 .= 6 CC1, we thus
have the decomposition C1 = CC1 ⊕ CC0, where dim(CC0) = 2n − 1. In this way the recursion is valid down to
p = 1, and iteration yields
dim(CCp) =
p∑
i=0
(−1)i dim(Cp−i)− (−1)p. (107)
The sum can be manipulated by means of the expansion
1
(1 + t)(1 − t)n =
∞∑
p=0
tp
p∑
i=0
(−1)i
(
n+ p− i− 1
p− i
)
: |t| < 1.
Whence, on using that the elements of CCp divide into even and odd ones, the generating function for the
dimensions of the closed currents CCp is the Poincare´ polynomial
Pn(t, θ) =
2n−1(1 + θ)
(1 + t)(1 − t)n −
1
1 + t
(108)
where θ denotes the nontrivial generator of Z/2. In particular, for n = 2 this confirms the values determined by
direct computation in the previous paragraph.
We can now address the discussion of the results for the cyclic cohomology H ·λ(Gn), as obtained by Kassel
in [20]. In that work the cyclic cohomology group is written as the direct sum of two terms, the first of which
is just specified by the Poincare´ polynomial (108); hence, according to what we have shown, this part can
thus be characterized as the normalized cyclic cohomology HC·(Gn). The second direct summand is the cyclic
cohomology group of the real numbers H ·λ(R), which is trivial for p odd and equal to R for p even (see, e.g.
[36]), and so the result given in [20] can be read as
H ·λ(Gn) = HC·(Gn)⊕H ·λ(R). (109)
What remains is to characterize the second direct summand as (non normalized) nontrivial cyclic cocycles. This
latter part we identify with the cocycles
ϕ0···0(f0, . . . , fp) = ε0···0(f0, . . . , fp)
which, on imposing the cyclicity property, are nonvanishing only for p even; of course, they can not be written
in the form of a Berezin integral.
To summarize, in one aspect the above results go beyond those obtained in [20] since the cocycles belonging
to the two direct summands can even be given in explicit form.
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5 Berezin’s integral as a Connes’ character
With this interlude on Graßmann currents behind us, we now forget again about Berezin integration since a
precise definition of the symbol dnξ is not yet available. So let us return to characters on Gn; in this setting we
can give a definite meaning to that symbol, and what we want is to relate somehow such Connes’ characters to
a Berezin type of integral.
Recall, for n = 2 and p = 2 there are seven nontrivial characters and, as we have seen, this number grows
rapidly with n; what is more, there are also characters for p > n, contrary to the classical case. Amongst this
multitude of available characters, we claim that there is only one which deserves to be named a ‘volume integral’.
Such a construct is uniquely singled out by three natural defining properties. The first consists in the
requirement that only n-dimensional characters∫
: Ωn(Gn)→ R (110)
are to be considered. At second, it should not make sense that a variable is integrated twice. Hence, a ‘volume
character’
∫
is assumed to take nonzero values only on that subspace of n-forms, for which on the right hand
side of ∫
ωn =
∫
1
n !
ωi1···in dξ
i1 · · · dξin (111)
all the differentials are different, i.e. if (i1, . . . , in) is a permutation of (1, . . . , n); whence, formally the axiom is∫
ωn =
∫
1
n !
∑
σ∈Sn
ωσ(1)···σ(n) dξ
1 · · · dξn =
∫
ω1···n dξ
1 · · · dξn (112)
since all other contributions vanish by definition, and since the differentials commute. Note that it would not
suffice here to restrict the Ωp(Gn) themselves to the corresponding subspaces since they are not invariant against
exterior differentiation; instead, one must restrict the admissible maps
∫
, i.e. the characters. For ωn of the form
f0 df1 · · · dfn, we thus arrive at
τvol(f0, . . . , fn) =
∫ ∑
σ∈Sn
f0∂σ(1)f1 · · ·∂σ(n)fn dξ1 · · · dξn (113)
which gives us a special Hochschild n-cochain in terms of that n-dimensional character.
The definition, however, is still not complete; what finally remains is to assign the right hand side of (113) a
real number, for arbitrary fs in Gn. We do this by the prescription that it be evaluated by means of the formal
Berezin integration rules, which is the third requirement.
The claim then is, the construct (cf. (104) for n = 2) indeed defines a Connes character. This assertion,
if valid, implies that the Berezin integration rules for Graßmann variables and the defining properties of this
special n-dimensional Connes’ character do indeed match. After all, at the risk of being pedantic, the symbol
dnξ can then legitimately be viewed as the product dξ1 · · · dξn of the differentials; this does not mean, however,
that the integral could be defined by iteration, as often claimed in the literature.
For the verification we must show, the cochain (113) is a normalized cyclic cocycle. This is done on rewriting
τvol in the form
τvol(f0, . . . , fn) =
∫
dnξ χi1···inf0∂i1f1 · · · ∂infn (114)
where
χi1···in =
∑
σ∈Sn
δi1σ(1) · · · δinσ(n) (115)
is recognized as a constant, whence closed current. Now we are back at the situation of the previous section so
that we can resort to the results obtained there; hence, we are entitled to identify τvol as a normalized cyclic
cocycle, i.e. a character. Furthermore, the corresponding normalized cyclic cocycle is not trivial, i.e. not a
coboundary; of course, this fact is crucial. Let us also note, the property
∫
dωn−1 = 0 of a character implies∫
dnξ ∂if(ξ) = 0 for all i ∈ {1, . . . , n}, which is one of the Berezin rules. The definition (113) may be viewed as
a generalization of the Berezin integral calculus on the Graßmann algebra, relating it to the Connes’ characters
of noncommutative geometry.
Hence, eq. (113) defines a special n-dimensional character if the right hand side is understood to be evaluated
by means of the Berezin rules. The conventional Berezin integral over an element f ∈ Gn is regained for f0 = f
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and fi = ξ
i with i ∈ (1, . . . , n), viz.
τvol(f, ξ
1, . . . , ξn) =
∫
dnξ f(ξ) = f1···n. (116)
After all, this is the final justification of the formula (41) we began with, i.e. J(f) =
∫
dnξ f(ξ), and so the
circle of ideas closes here, at the very end.
To resume, Berezin integration over a Graßmann algebra fits perfectly into the scheme of noncommutative
geometry in that amongst Connes’ integral calculi one unique normalized cyclic Hochschild cocycle can naturally
be singled out, which reduces to the Berezin integral and is compatible with its defining rules.
6 Conclusion
Beyond the Berezin rules (38) or (39), that we consider as safe, there is a variety of other rules around in the
literature. One such example, given in Berezin’s book [8] and elsewhere, is∫
dξi ξj
?
= δij
which we refuse since it would entail that the integral over anticommuting variables could be defined iteratively.
Another one, also often being taken for granted, is
dξi dξj + dξj dξi
?
= 0
so that the differentials anticommute; but this condition is at variance with the demand that the exterior
differentiation d be of grade +1, i.e. be an odd operator. Anticommuting differentials are suggested also
by another rule frequently being stated, namely, that the ‘volume element’ should transform under a linear
transformation ξ 7→ ξ′ = Aξ with A ∈ GL(n,R) as
dnξ′
?
= det(A)−1dnξ.
This requirement is inspired by the rules (39) and (40) derived above - as far as one is willing at all to ascribe
a transformation law to the volume element. Indeed, it requires anticommuting differentials; but instead of the
determinant, its inverse appears in this latter formula, The way out being favoured in the literature is to define
integration in the Graßmann case as an operation over the tangent space, instead of the cotangent space in the
conventional case, and so one invents another volume element (see [37], and literature cited there)
dnξ
?
=
∂
∂ξ1
∧ · · · ∧ ∂
∂ξn
where the ungraded wedge product should be understood; it indeed reproduces the postulated transformation
law. According to our conviction, however, deep water is reached at this point. As we believe, the idea to ascribe
a transformation law to the volume element must be relinquished; actually, there is also no need to do so since
Berezin integration acts as a differential operator, and the inverse of the determinant merely follows from the
fact that the partial differentiations anticommute. Thus, the validity of eq. (40) is guaranteed without further
ado, and this is the only property that enters the fermionic path integral in the representation through coherent
states; the transition to the complex case poses no added difficulty. Also, in the supersymmetric situation, the
property (40) is sufficient to define an integral of the form∫
dmx
∫
dnξ f(x, ξ) =
∫
dmx
∂
∂ξn · · ·∂ξ1 f(x, ξ)
over the superspace Rm,n; under a change of supercoordinates, the differentiations then provide for the correct
transformation law so that the superdeterminant of the Jacobian is reproduced correctly. A similar point of view
is advocated by Cartier et al. [38], being almost in line with our arguments. In this way, the above apparent
discrepancy is resolved, without any need to alter or supplement the rules taken for granted in the main text.
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