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Abstract
Suppose F is any field and n is an integer with n  4. Let Kn(F) be the set of all n× n
alternate matrices over F, and let (Kn(F),+, ·) be the non-associative ring formed by Kn(F)
under the usual addition ‘+’ and the multiplication ‘·’ defined by X · Y = XYX for all X, Y ∈
Kn(F). A pair of n× n matrices (A,B) is said to be rank-additive if rank(A+ B) = rankA+
rankB, and rank-subtractive if rank(A− B) = rankA− rankB. We say that an operator φ :
Kn(F)→ Kn(F) is additive if φ(X + Y ) = φ(X)+ φ(Y ) for any X, Y ∈ Kn(F), a preserver
of rank-additivity (respectively, rank-subtractivity) on Kn(F) if it preserves the set of all rank-
additive (respectively, rank-subtractive) pairs, a preserver of rank on Kn(F) if rankφ(X) =
rankX for every X ∈ Kn(F), and a ring endomorphism of (Kn(F),+, ·) if it is additive and
satisfies φ(X · Y ) = φ(X) · φ(Y ) for any X, Y ∈ Kn(F). We determine the general form of
all additive preservers of rank (respectively, rank-additivity and rank-subtractivity) on Kn(F)
and characterize all ring endomorphisms of (Kn(F),+, ·).
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1. Introduction
Suppose F is a field and m, n are positive integers. Denote by Mm,n(F) the lin-
ear space of all m× n matrices over F, and denote Mn(F) = Mn,n(F) and Fn =
Mn,1(F). Let V be a subspace of Mm,n(F). A pair of matrices (A,B) ∈V×V is
said to be rank-additive (respectively, rank-subtractive) if rank(A+ B) = rankA+
rankB (respectively, rank(A− B) = rankA− rankB). We say that an operator φ :
V→V is additive if φ(A+ B) = φ(A)+ φ(B) for any A,B ∈V, linear if it
is additive and satisfies φ(aA) = aφ(A) for any a ∈ F and A ∈V, a preserver of
rank onV if rankφ(X) = rankX for every X ∈V, and a preserver of rank-additiv-
ity (respectively, rank-subtractivity) on V if it preserves the set of all rank-additive
(respectively, rank-subtractive) pairs.
For a matrix B ∈ Mm,n(F), we denote by BT the transpose of B, and (when m =
n and B is nonsingular) by B−1 the inverse of B. Furthermore, let B−T = (B−1)T.
A matrix A ∈ Mn(F) (n  2) is said to be alternate if xTAx = 0 for every x ∈ Fn.
Clearly (see [9]):
• When the characteristic of F is not 2, A is alternate if and only if A is skew
symmetric (i.e., A = −AT).
• When the characteristic of F is 2, A is alternate if and only if A is a symmetric
matrix (i.e., A = AT) with zero diagonal elements.
• Every nonzero alternate matrix, A, is congruent to ∑i∈〈s〉W2i−1 2i , where 2s =
rankA and Wij (i /= j) denotes the matrix with 1 in the (i, j)th entry, −1 in the
(j, i)th entry and 0 elsewhere. Thus, the rank of every alternate matrix is certainly
even.
Let Kn(F) be the set of all n× n alternate matrices over F. Clearly, Kn(F) is a
subspace of Mn(F). We denote by (Kn(F),+, ·) the non-associative ring formed by
Kn(F) under the usual addition “+” and the multiplication “·” defined by A · B =
ABA for all A,B ∈ Kn(F). An operator φ : Kn(F) → Kn(F) is called a ring endo-
morphism of (Kn(F),+, ·) if it is additive and satisfies φ(A · B) = φ(A) · φ(B) for
any A,B ∈ Kn(F). A ring endomorphism of (Kn(F),+, ·) is called a ring automor-
phism of (Kn(F),+, ·) if it is a bijective map from Kn(F) to itself.
For a map ϕ : F → F and a matrix A = [aij ] in Mm,n(F), we denote by Aϕ
the matrix [ϕ(aij )] in Mm,n(F). Denote by  : Kn(F) → Kn(F) the linear map
exchanging the (1, 4)th entry with the (2, 3)th entry and the (4, 1)th entry with the
(3, 2)th entry. Clearly,  is a preserver of rank (respectively, rank-additivity and
rank-subtractivity) on K4(F) and a ring endomorphism of (K4(F),+, ·).
In the recent several decades, many researchers have studied linear/additive pre-
server problems (see [4,5,7,12,15] and the references therein). Matrix spaces in-
volved in the linear/additive preserver problems mainly include full matrix spaces,
symmetric matrix spaces, triangular matrix spaces and alternate matrix spaces over
fields. Marcus and Molys [8] characterized the linear preservers of rank on Mn(F)
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when F is the field of complex numbers. It follows from the results of Beasley and
Laffey [1] (see also [3]) that rank preservers on rectangular matrices over any F
have the standard form. On the other hand, when F is arbitrary, Tang and Cao [10]
generalized Dieudonné’s result by characterizing the injective additive preservers of
rank-additivity on Mn(F), while Cao and Zhang [2] generalized Dieudonné’s result
by characterizing the surjective additive preservers of rank one matrices on Mn(F).
Zhang characterized the additive preservers of rank on symmetric matrix spaces over
any field in [13] and the additive preservers of rank from triangular matrix spaces to
Mn(F) for any F in [14]. However, the additive preservers of rank on Kn(F) have not
been found when F is arbitrary, although some results have been obtained in [6,15]
under the certain assumptions.
Recently, You and Tang investigated the following two theorems:
Theorem 1.1 [11, Theorem 3.3 and Corollary 3.4]. Suppose F is any field and n is
an integer with n  4. Then φ is a bijective additive preserver of rank-additivity
(respectively, rank-subtractivity) on Kn(F) if and only if there exist a nonzero scalar
γ, a nonsingular n× n matrix P and a field automorphism σ of F such that either
φ(A) = γPAσP T ∀A ∈ Kn(F)
or
n = 4 and φ(A) = γP(Aσ )P T ∀A ∈ Kn(F).
Theorem 1.2 [11, Theorem 4.2]. Suppose F is any field and n is an integer with
n  4. Then φ is a ring automorphism of (Kn(F),+, ·) if and only if there exist a
nonsingular n× n matrix P and a field automorphism σ of F such that either
φ(A) = ePAσP−1 ∀A ∈ Kn(F)
or
n = 4 and φ(A) = eP(Aσ )P−1 ∀A ∈ Kn(F),
where e = ±1.
The author of this article provided an example of nonsurjective additive preserver
of rank on Kn(F) by investigating the following theorem:
Theorem 1.3 [15, Theorem 3]. Suppose F is any field, n is odd with n  5, z ∈ Fn−1
and δ is an injective field endomorphism of F. Furthermore, assume that (αT)δz /∈
δ(F) for all nonzero α ∈ Fn−1 (for the existence of such δ and z see Example 3.2
below). Let φ : Kn(F) → Kn(F) be defined by
φ :
[
B c
−cT 0
]
→
[
Bδ + z(cT)δ − cδzT 0
0 0
]
∀B ∈ Kn−1(F), c ∈ Fn−1.
Then φ is an additive preserver of rank on Kn(F).
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Since a preserver of rank on Kn(F) is certainly an injective preserver of rank-
additivity (respectively, rank-subtractivity) on Kn(F), Theorem 1.3 shows that the
bijectivity assumption in Theorem 1.1 can not be relaxed to the injectivity. However,
the following two problems are naturally posed.
1. Can the bijectivity assumption in Theorem 1.1 be relaxed to the surjectivity? Fur-
thermore, what is the general form of all additive preservers of rank-additivity
(respectively, rank-subtractivity) on Kn(F) without the injectivity or surjectivity
assumption?
2. Following an argument similar to [11–Theorem 4.2], one can obtain that if φ is a
ring endomorphism of (Kn(F),+, ·), then φ is an additive preserver of rank-sub-
tractivity on Kn(F). Therefore, accompanying the above problem, can the auto-
morphism assumption in Theorem 1.2 be relaxed to the surjective endomorphism?
Furthermore, what is the general form of all ring endomorphisms of (Kn(F),+, ·)?
The purpose of this article is to determine the general form of all additive pre-
servers of rank (respectively, rank-additivity and rank-subtractivity) on Kn(F) and
characterize all ring endomorphisms of (Kn(F),+, ·). As soon as the purpose is
realized, the answer of these two problems posed above will be well offered.
Since the rank of every alternate matrix is certainly even, when n = 2 or 3 every
injective additive map from Kn(F) to itself is an additive preserver of rank (respec-
tively, rank-additivity and rank-subtractivity) on Kn(F). Thus, we will hereafter as-
sume that n is any integer with n  4, unless otherwise specified, and assume also
that F is any field.
The article is organized as follows. In the next section we will provide some
preliminary results, which will be useful for determining the general form of all addi-
tive preservers of rank on Kn(F) in Section 3. As an application of the result of rank
preservers, we will characterize all additive preservers of rank-additivity (respec-
tively, rank-subtractivity) on Kn(F) in Section 4. Finally, all ring endomorphisms of
(Kn(F),+, ·) will be characterized in Section 5.
We end this section by introducing the notation which will be subsequently used.
We denote by Ik and 0k the k × k identity and zero matrix, respectively. We also
write them as I and 0, respectively, when the dimensions of these matrices are clear.
For a positive integer p, let 〈p〉 be the set {1, 2, . . . , p}. Let J be the 2×2 matrix
W12. Obviously, J 2 = −I2, PJP T = (detP)J for every nonsingular 2 × 2 matrix
P , and Wi i+1 = 0i−1 ⊕ J ⊕ 0 for any positive integer i, where ⊕ denotes the usual
direct sum of matrices.
2. Preliminary results
This section provides some preliminary results which will be used to investigate
the additive preservers of rank on Kn(F) in the following section.
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Lemma 2.1. IfZ ∈ Kn(F) and distinct g, h ∈ 〈n〉 satisfy rankZ = rank(Z + xWgh)
= 2 for some nonzero scalar x, then Z = zghWgh +∑l∈〈n〉\{g,h}(zglWgl + zhlWhl),
i.e., all rows (respectively, columns), except for the gth and hth rows (respectively,
columns), of Z are zero.
Proof. We omit the proof, since it is very similar to that of [15–Lemma 4] (which
is the case x = 1). 
Lemma 2.2. Suppose k,m are positive integers, A ∈ K2k(F) and B ∈ M2k,m(F)
with rankB  1. Then
rank
[
A B
−BT 0
]
 2k.
Proof. If B = 0, the proof is obvious. If B /= 0, then rankB = 1 from rankB  1.
Thus, there exist nonsingular matrices P ∈ M2k(F) and Q ∈ Mm(F) such that B =
P(1 ⊕ 0)Q.
Denote A = P
[
a x
−xT C
]
P T with a ∈ F. Then
rank
[
A B
−BT 0
]
= rank

P
[
a x
−xT C
]
P T P(1 ⊕ 0)Q
−QT(1 ⊕ 0)P T 0


= rank


a x 1 0
−xT C 0 0
−1 0 0 0
0 0 0 0

 = 2 + rankC.
Since C ∈ K2k−1(F) and the rank of every matrix in K2k−1(F) is even, we complete
the proof. 
Lemma 2.3. Suppose k is an integer with 2k  n− 2, and M ∈ Kn(F) satisfies
rankM = 2 and rank(M + (C ⊕ 0)) = 2k + 2 for some nonsingular 2k × 2k matrix
C. Then there exists a nonsingular n× n matrix P such that M = PW2k+1 2k+2P T
and A⊕ 0 = P(A⊕ 0)P T for every A ∈ K2k(F).
Proof. Let M =
[
X Y
−Y T Z
]
with X ∈ K2k(F). Then, from our assumption,
rank
[
X Y
−Y T Z
]
= 2, rank
[
X + C Y
−Y T Z
]
= 2k + 2.
This, together with Lemma 2.2, implies that Z /= 0, and hence rankZ = 2. Thus,
there exists a nonsingular n× n matrix Q satisfying Z = Q(J ⊕ 0)QT. Let Y =
[Y1 Y2]QT, where Y1 ∈ M2k, 2(F). Then
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M =


X
[
Y1 Y2
]
QT
−Q
[
Y T1
Y T2
]
Q(J ⊕ 0)QT

 .
Denoting
P = (I2k ⊕Q)
([
I2k −Y1J
0 I2
]
⊕ 0
)
,
one can obtain from rankM = 2 that M = P(02k ⊕ J ⊕ 0)P T = PW2k+1 2k+2P T.
On the other hand, it is easily verified from the definition of P that A⊕ 0 = P(A⊕
0)P T for every A ∈ K2k(F). 
3. Additive preservers of rank on Kn(F)
In this section we determine the general form of all additive preservers of rank on
Kn(F), i.e., prove the following theorem:
Theorem 3.1. φ is an additive preserver of rank on Kn(F) if and only if there exist a
nonzero scalar γ, a nonsingular n× n matrix S and an injective field endomorphism
δ of F such that φ is of one of the following forms:
(i) φ(A) = γ SAδST for every A ∈ Kn(F).
(ii) n is odd and
φ
([
B c
−cT 0
])
= γ S
[
Bδ + cδzT − z(cT)δ 0
0 0
]
ST
for every B ∈ Kn−1(F) and c ∈ Fn−1, where z ∈ Fn−1 satisfies that (αT)δz /∈
δ(F) for all nonzero α ∈ Fn−1.
(iii) n = 4 and φ(A) = γ S(Aδ)ST for every A ∈ K4(F).
(iv) n = 5 and
φ
([
B c
−cT 0
])
= γ S
[
(Bδ + cδzT − z(cT)δ) 0
0 0
]
ST
for every B ∈ K4(F) and c ∈ F4, where z ∈ F4 satisfies that (αT)δz /∈ δ(F) for
all nonzero α ∈ F4.
Before we prove Theorem 3.1, we provide the following example which states the
existence of z in Theorem 3.1.
Example 3.2. Suppose m is a positive integer and F is a subfield of some field.
Let z1, . . . , zm be transcendental elements of F. Then F1
)=F(z1, . . . , zm) and
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F2
)=F(z21, . . . , z2m) are two extension fields of F. Furthermore, F2 is a proper
subfield ofF1. Let κ :F1 →F2 be a map satisfying: (I) κ(x + y) = κ(x)+ κ(y)
for all x, y ∈F1; (II) κ(xy) = κ(x)κ(y) for all x, y ∈F1; (III) κ(zi) = z2i for any
i ∈ 〈m〉; and (IV) κ|F is the identity mapping. Then κ is a field isomorphism from
F1 to F2 (i.e., F1 is isomorphic to the proper subfield F2 of itself), and hence κ
is an injective field endomorphism of F1. If we denote z = [z1 · · · zm]T ∈Fm1 ,
then it is easily observed that (αT)κz /∈ κ(F1) for all nonzero α ∈Fm1 .
In order to prove Theorem 3.1, the following three propositions are required.
Proposition 3.3 [15, Proposition 1]. Suppose f is an additive preserver of ranks 2
and 4 on Kn(F) (i.e., rank f (X) = rankX for every X ∈ Kn(F) with rankX = 2
or 4). Then there exist a nonzero scalar γ, a nonsingular n× n matrix U and an
injective field endomorphism δ of F such that either
f (yWij ) = γ δ(y)UWijUT ∀y ∈ F, 1  i < j  4, (1)
or
f (yWij ) = γ δ(y)U(Wij )UT ∀y ∈ F, 1  i < j  4. (2)
Proposition 3.4. Suppose φ is an additive preserver of rank on Kn(F) and k is an
integer satisfying 4  2k  n− 2. If there exist a nonzero scalar γ, a nonsingular
n× n matrix U and an injective field endomorphism δ of F such that
φ(yWij ) = γ δ(y)UWijUT ∀y ∈ F, 1  i < j  2k, (3)
then there exists a nonsingular n× n matrix S such that φ(yWij ) = γ δ(y)SWijST
for all y ∈ F and 1  i < j  2k + 2.
Proof. Let B ∈ K2k(F) be defined by B = J ⊕ · · · ⊕ J . Then rank(W2k+1 2k+2 +
(B ⊕ 0)) = 2k + 2. This, together with rankW2k+1 2k+2 = 2 and the definition of φ,
implies that
rankφ(W2k+1 2k+2) = 2, rank(φ(W2k+1 2k+2)+ φ(B ⊕ 0)) = 2k + 2.
From B ⊕ 0 =∑ki=1 W2i−1 2i , (3) and Lemma 2.3, there exists a nonsingular n× n
matrix V such that{
φ(yWij ) = γ δ(y)VWijV T ∀y ∈ F, 1  i < j  2k,
φ(W2k+1 2k+2) = VW2k+1 2k+2V T. (4)
For any t ∈ 〈2k〉\{1} and s ∈ 〈2k〉\{2}, because of rankW1 2k+1 = rank(W1 2k+1
+W2k+1 2k+2) = rank(W1 2k+1 +W1t ) = 2 and rankW2 2k+2 = rank(W2 2k+2 +
W2k+1 2k+2) = rank(W2 2k+2 +W2s) = 2, it follows from (4) and the definition of φ
that rankφ(W1 2k+1) = rank(φ(W1 2k+1)+ VW2k+1 2k+2V T) = rank(φ(W1 2k+1)
+ γVW1tV T) = 2 and rankφ(W2 2k+2) = rank(φ(W2 2k+2)+ VW2k+1 2k+2V T) =
rank(φ(W2 2k+2)+ γVW2sV T) = 2. Using Lemma 2.1, one can obtain that
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φ(W1 2k+1) = γV (a1W1 2k+1 + a2W1 2k+2)V T,
φ(W2 2k+2) = γV (b1W2 2k+1 + b2W2 2k+2)V T, (5)
where a1, a2, b1, b2 ∈ F. This, together with (4), implies that
φ
(
W1 2k+1 +W2 2k+2 +
k+1∑
i=3
Wi 2k+3−i
)
= γV
(
a1W1 2k+1 + a2W1 2k+2 + b1W2 2k+1
+ b2W2 2k+2 +
k+1∑
i=3
Wi 2k+3−i
)
V T.
Using rank
(
W1 2k+1 +W2 2k+2 +∑k+1i=3 Wi 2k+3−i) = 2k + 2 and the definition of
φ, we obtain that
[
a1
b1
a2
b2
]
is nonsingular. If we denote S = V
(
I2k ⊕
[
a1
a2
b1
b2
]
⊕ I
)
,
then it is easily verified from (4) and (5) that

φ(yWij ) = δ(y)γ SWijST ∀y ∈ F, 1  i < j  2k,
φ(W1 2k+1) = γ SW1 2k+1ST,
φ(W2 2k+2) = γ SW2 2k+2ST,
φ(W2k+1 2k+2) = αSW2k+1 2k+2ST,
(6)
where α is a nonzero scalar.
For any i ∈ 〈2k〉\{1}, because of rankWi 2k+1 = rank(Wi 2k+1 +W1 2k+1) =
rank(Wi 2k+1 +W2k+1 2k+2) = rank(Wi 2k+1 +Wit ) = 2 for every t ∈ 〈2k〉\{i}, it
follows from the definition of φ that rankφ(Wi 2k+1) = rank(φ(Wi 2k+1)+ φ
(W1 2k+1)) = rank(φ(Wi 2k+1)+ φ(W2k+1 2k+2)) = rank(φ(Wi 2k+1)+ φ(Wit )) =
2 for every t ∈ 〈2k〉\{i}. Using (6) and Lemma 2.1, we obtain that
φ(Wi 2k+1) = giSWi 2k+1ST ∀i ∈ 〈2k〉\{1}, (7)
where gi is a nonzero scalar. Let u ∈ 〈2k〉\{1, i}, it follows from rank(W1u +W1 2k+1
+Wiu +Wi 2k+1) = 2 that rank(φ(W1u)+ φ(W1 2k+1)+ φ(Wiu)+ φ(Wi 2k+1)) =
2. This, together with (6) and (7), implies that

φ(yWij ) = γ δ(y)SWijST ∀y ∈ F, 1  i < j  2k,
φ(Wi 2k+1) = γ SWi 2k+1ST ∀i ∈ 〈2k〉,
φ(W2 2k+2) = γ SW2 2k+2ST,
φ(W2k+1 2k+2) = αSW2k+1 2k+2ST.
(8)
For any i ∈ 〈2k〉\{2}, because of rankWi 2k+2 = rank(Wi 2k+2 +W2 2k+2) =
rank(Wi 2k+2 +W2k+1 2k+2) = rank(Wi 2k+2 +Wit ) = 2 for every t ∈ 〈2k〉\{i}, it
follows from the definition of φ that rankφ(Wi 2k+2) = rank(φ(Wi 2k+2)+ φ
(W2 2k+2)) = rank(φ(Wi 2k+2)+ φ(W2k+1 2k+2)) = rank(φ(Wi 2k+2)+ φ(Wit )) =
2 for every t ∈ 〈2k〉\{i}. Using (8) and Lemma 2.1, we obtain that
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φ(Wi 2k+2) = hiSWi 2k+2ST ∀i ∈ 〈2k〉\{2}, (9)
where hi is a nonzero scalar. For any j ∈ 〈2k + 1〉\{2}, let v ∈ 〈2k〉\{2, j}, it follows
from rank(W2v +W2 2k+2 +Wjv +Wj 2k+2) = 2 that rank(φ(W2v)+ φ(W2 2k+2)
+ φ(Wjv)+ φ(Wj 2k+2)) = 2. This, together with (8) and (9), implies that

φ(yWij ) = γ δ(y)SWijST ∀1  i < j  2k,
φ(Wi 2k+1) = γ SWi 2k+1ST ∀i ∈ 〈2k〉,
φ(Wi 2k+2) = γ SWi 2k+2ST ∀i ∈ 〈2k + 1〉.
(10)
For any nonzero scalar x, j ∈ {2k+ 1, 2k + 2} and i ∈ 〈j − 1〉, let t ∈ 〈2k〉\{i, j}
be arbitrary. Clearly, rank(Wij + xWij )  2 and rank(xWij ) = rank(Wit + xWij ) =
rank(Wtj + xWij ) = 2. From the definition of φ, it can be concluded that
rank(φ(Wij )+ φ(xWij ))  2 and rankφ(xWij ) = rank(φ(Wit )+ φ(xWij )) =
rank(φ(Wtj )+ φ(xWij )) = 2. Using the additivity of φ, (10) and Lemma 2.1, one
can obtain that
φ(yWij ) = γ δij (y)SWijST ∀y ∈ F, j ∈ {2k + 1, 2k + 2}, i ∈ 〈j − 1〉,
(11)
where δij : F → F is an injective additive function satisfying δij (1) = 1. If we choose
p, q ∈ 〈2k〉 such that i, j, p, q are mutually distinct, then rank(xWij +Wiq +Wpj +
x−1Wpq) = 2. It follows from the definition of φ that rank(φ(xWij )+ φ(Wiq)+
φ(Wpj )+ φ(x−1Wpq)) = 2. This, together with (10) and (11), implies that δij (x) =
δ(x). Using the arbitrariness of x and the additivity of δij , we can conclude δij = δ.
Thus, by (10) and (11), the proof is completed. 
Proposition 3.5. Suppose n is odd with n  5 and φ is an additive preserver of rank
on Kn(F). If there exist a nonzero scalar γ, a nonsingular n× n matrix V and an
injective field endomorphism δ of F such that
φ(yWij ) = γ δ(y)VWijV T ∀y ∈ F, 1  i < j  n− 1. (12)
then φ is of the form either (i) or (ii) of Theorem 3.1.
Proof. For any i ∈ 〈n− 1〉 and nonzero scalar x, let t ∈ 〈n− 1〉\{i} be arbitrary.
Thus, there are at least three mutually distinct t sincen  5. Because of rank(xWin) =
rank(Wit + xWin) = 2, it follows from (12) and the definition of φ that rankφ(xWin)
= rank(γ VWitV T + φ(xWin)) = 2. This, together with Lemma 2.1, implies that
φ(xWin) = γV

 ∑
l∈〈n〉\{i}
zil(x)Wil

V T, (13)
where zil(x) ∈ F. For any distinct p, q ∈ 〈n− 1〉, let r ∈ 〈n− 1〉\{p, q} be arbitrary
but fixed. It is obvious that rank(xWpn + xWqn) = rank (Wpr +Wqr + xWpn +
xWqn) = 2. Using (12), (13) and the definition of φ, we have
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rank

 ∑
l∈〈n〉\{p}
zpl(x)Wpl +
∑
l∈〈n〉\{q}
zql(x)Wql


= rank

Wpr +Wqr + ∑
l∈〈n〉\{p}
zpl(x)Wpl +
∑
l∈〈n〉\{q}
zql(x)Wql

 = 2,
and hence
det
[
zpr(x) zpu(x)
zqr (x) zqu(x)
]
= det
[
zpr(x)+ 1 zpu(x)
zqr (x)+ 1 zqu(x)
]
= 0 ∀u ∈ 〈n〉\{p, q, r}.
Furthermore, zpu(x) = zqu(x) for any u ∈ 〈n〉\{p, q, r}. Since 〈n− 1〉\{p, q} con-
tains at least two elements and r ∈ 〈n− 1〉\{p, q} is arbitrary, one can conclude that
zpv(x) = zqv(x) for any v ∈ 〈n〉\{p, q}. This, together with (13) and the additivity
of φ, implies that
φ(yWin) = γV

 ∑
l∈〈n〉\{i}
zl(y)Wil

V T ∀y ∈ F, i ∈ 〈n− 1〉, (14)
where zl : F → F is an additive function.
For any nonzero scalar x and distinct p, q ∈ 〈n− 1〉, let r ∈ 〈n− 1〉\{p, q} be
arbitrary. Since rank(xWpn +Wqn +Wpr + x−1Wqr) = 2, it follows from the defi-
nition of φ that rank (φ(xWpn)+ φ(Wqn)+ φ(Wpr)+ φ(x−1Wqr)) = 2. This, to-
gether with (12) and (14), implies that
rank
[
zr(x)+ 1 zu(x)
zr (1)+ δ(x−1) zu(1)
]
= 1 ∀u ∈ 〈n〉\{p, q, r}.
Thus, zu(x)(zr (1)+ δ(x−1)) = zu(1)(zr (x)+ 1) for every u ∈ 〈n〉\{p, q, r}. Not-
ing that δ(x−1) = δ(x)−1, one can obtain that
zu(x) = δ(x)(zu(1)+ zu(1)zr (x)− zu(x)zr (1)),
∀x ∈ F\{0}, u ∈ 〈n〉\{p, q, r}. (15)
If we replace x by x + 1, then
zu(x + 1) = δ(x + 1)(zu(1)+ zu(1)zr (x + 1)− zu(x + 1)zr (1))
∀x ∈ F\{−1}, u ∈ 〈n〉\{p, q, r}. (16)
Since zu, zr and δ are additive functions of F satisfying δ(1) = 1, we have from (15)
and (16) that
zu(x) = δ(x)zu(1) ∀x ∈ F\{0,−1}, u ∈ 〈n〉\{p, q, r}. (17)
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On the other hand, let x = −1 in (15), then zu(−1) = δ(−1)zu(1) for anyu ∈ 〈n〉\{p,
q, r}. This, together with (17) and the additivity of zu, implies that zu(y) = δ(y)zu(1)
for any y ∈ F and u ∈ 〈n〉\{p, q, r}. Since 〈n− 1〉\{p, q} contains at least two ele-
ments and r ∈ 〈n− 1〉\{p, q} is arbitrary, one can conclude that zv(y) = δ(y)zv(1)
for any y ∈ F and v ∈ 〈n〉\{p, q}. Therefore, (14) can be simplified to
φ(yWin) = γ δ(y)V

 ∑
l∈〈n〉\{i}
zlWil

V T ∀y ∈ F, i ∈ 〈n− 1〉, (18)
where zl ∈ F.
Case 1. Suppose zn /= 0. Then, from (12) and (18), there exists a nonsingular
n× n matrix S such that φ(yWij ) = γ δ(y)SWijST for any y ∈ F and 1  i < j 
n. This, together with the additivity of φ, implies that φ is of the form (i) of Theorem
3.1.
Case 2. Suppose zn = 0. Then (18) turns into
φ(yWin) = γ δ(y)V

 ∑
l∈〈n−1〉\{i}
zlWil

V T
= γ δ(y)V
[
eiz
T − zeTi 0
0 0
]
∀y ∈ F, i ∈ 〈n− 1〉, (19)
where z = [z1 · · · zn−1]T and ei denotes the matrix in Fn−1 with 1 at the ith entry
and 0 elsewhere. Therefore, for any B ∈ Kn−1(F) and c =
[
c1 · · · cn−1
]T ∈ Fn−1,
it follows from (12) and (19) that
φ
([
B c
−cT 0
])
= γV
[
Bδ +∑n−1i=1 (δ(ci)(eizT − zeTi )) 0
0 0
]
V T
= γV
[
Bδ + cδzT − z(cT)δ 0
0 0
]
V T. (20)
Now, in order to claim that φ is of the form (ii) of Theorem 3.1, it suffices to show
(αT)δz /∈ δ(F) ∀α( /= 0) ∈ Fn−1. (21)
If (βT)δz ∈ δ(F) for some nonzero β ∈ Fn−1, then there exists a nonsingular n× n
matrix P such that ((P e1)T)δz ∈ δ(F), and hence eT1 (P T)δz ∈ δ(F). If we denote
(P T)δz =

z˜1z˜2
z˜3

 with z˜1, z˜3 ∈ F,
then z˜1 ∈ δ(F). Thus, z˜1 = δ(zˆ) for some zˆ ∈ F. Furthermore,
z = (P−T)δ

δ(zˆ)z˜2
z˜3

 with zˆ, z˜3 ∈ F. (22)
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If we choose
c0 = (P−T)δ

00
1

 , B0 = (P−T)δ

 0 0 zˆ0 H 0
−zˆ 0 0

 (P−1)δ,
where H is a nonsingular (n− 3)× (n− 3) matrix, then it follows from (20) and
(22) that
rank
[
B0 c0
−cT0 0
]
= rank


0 0 zˆ 0
0 H 0 0
−zˆ 0 0 1
0 0 −1 0

 = rankH + 2 = n− 1
and
rankφ
([
B0 c0
−cT0 0
])
= rank(Bδ0 + cδ0zT − z(cT0 )δ)
= rank

0 0 00 Hδ −z˜2
0 z˜T2 0

 = rankHδ = n− 3.
This contradicts that φ is a preserver of rank on Kn(F). Therefore, (21) holds, and
hence φ is of the form (ii) of Theorem 3.1.
The proof is completed. 
Based on the above propositions, we now can prove Theorem 3.1 as follows.
Proof of Theorem 3.1. The proof of the “if” part can be easily completed by using
Theorem 1.3 and that is an additive preserver of rank on K4(F).
Now we prove the “only if” part. From Proposition 3.3, there exist a nonzero
scalar γ , a nonsingular n× n matrix U and an injective field endomorphisms of F
such that either (1) or (2) holds.
Suppose (1) holds. Then it follows from Proposition 3.4 that there exists a non-
singular n× n matrix S such that either
n is even and φ(yWij ) = γ δ(y)SWijST ∀y ∈ F, 1  i < j  n,
or
n is odd and φ(yWij ) = γ δ(y)SWijST ∀y ∈ F, 1  i < j  n− 1.
In the former case, we can conclude from the additivity of φ that φ is of the form (i).
In the latter case, from Proposition 3.5, φ is of the form either (i) or (ii).
Suppose (2) holds. We first prove n  5. Indeed, if n > 5, then, by an argument
similar to (4), we can obtain that
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φ(yWij ) = γ δ(y)U(Wij )UT ∀y ∈ F, 1  i < j  4,
φ(W56) = UW56UT. (23)
Because of rankW45 = rank(W45 +W24) = rank(W45 +W34) = rank(W45 +
W56) = 2, it follows from the definition of φ that rankφ(W45) = rank(φ(W45)+
φ(W24)) = rank(φ(W45)+ φ(W34)) = rank(φ(W45)+ φ(W56)) = 2. Using (23)
and Lemma 2.1, we have φ(W45) = U(d1W45 + d2W46)UT, where d1 and d2 are
scalars with d1 /= 0 or d2 /= 0. Thus, φ(W45 +W14) = φ(W45)+ φ(W14) =
U(d1W45 + d2W46 + γW23)UT, and hence rankφ(W45 +W14) = 4. This contradicts
that the fact rank(W45 +W14) = 2 and that φ is a preserver of rank on Kn(F).
Therefore, n  5.
If n = 4, then it follows from (2) that φ is of the form (iii), since φ and are addi-
tive. Now, the remainder of the proof is to show that φ is of the form (iv) when n = 5.
Indeed, for any i ∈ 〈4〉 and nonzero scalar x, let t ∈ 〈4〉\{i} be arbitrary. Thus, there
are three mutually distinct t . Because of rank(xWi5) = rank(Wit + xWi5) = 2, it
follows from (2) and the definition of φ that rankφ(xWi5) = rank(γU(Wit )UT +
φ(xWi5)) = 2. This, together with Lemma 2.1, implies that
φ(xWi5) = γU

 ∑
l∈〈4〉\{i}
dil(x)(Wil)

UT, (24)
where dil(x) ∈ F. Combining (2), (24) and the definition of φ, we obtain that
φ(A) = γU
[
θ(A) 0
0 0
]
UT ∀A ∈ K5(F),
where θ : K5(F) → K4(F) is an additive operator preserving rank. Thus,(γ−1U−1
φ(A)U−T) =(θ(A)⊕ 0) =(θ(A))⊕ 0 for everyA ∈ K5(F). Since : K4(F)
→ K4(F) is an additive preserver of rank, the operator τ : K5(F) → K5(F) defined
by
τ : A →(γ−1U−1φ(A)U−T) ∀A ∈ K5(F) (25)
is an additive preserver of rank, too. Furthermore, using (2) and (24), we have{
τ(yWij ) = δ(y)Wij ∀y ∈ F, 1  i < j  4,
τ (xWi5) =∑l∈〈4〉\{i} dil(x)Wil.
By Proposition 3.5 and its proof (Case 2), one can obtain that
τ
([
B c
−cT 0
])
=
[
Bδ + cδzT − z(cT)δ 0
0 0
]
∀B ∈ K4(F), c ∈ F4,
where z ∈ F4 satisfies that (αT)δz /∈ δ(F) for all nonzero α ∈ F4. This, together with
(25), implies that φ is of the form (iv).
The proof is completed. 
338 X. Zhang / Linear Algebra and its Applications 397 (2005) 325–343
4. Additive preservers of rank-additivity (respectively, rank-subtractivity) on
Kn(F)
In this section, we, applying the result of rank preserver obtained in Section 3,
characterize the additive preservers of rank-additivity (respectively, rank-subtract-
ivity) on Kn(F). For convenience, denote by (Kn(F)) the set {(X, Y ) |X, Y ∈
Kn(F), rank(X + Y ) = rankX + rankY }.
Lemma 4.1. Suppose φ is an additive preserver of rank-additivity on Kn(F).
(i) If A1, . . . , Am satisfy
(∑
s∈〈k〉As,Ak+1
)
∈ (Kn(F)) for any k ∈ 〈m− 1〉,
then
rankφ

∑
s∈〈m〉
As

 = ∑
s∈〈m〉
rankφ(As).
(ii) If A1, B1, A2, B2 satisfy A1 + B1 = A2 + B2 and (Ak, Bk) ∈ (Kn(F)) for
any k ∈ 〈2〉, then rankφ(−A1)+ rankφ(B1) = rankφ(A2)+ rankφ(B2).
Proof. By an argument similar to the proof of [16–Lemma 3], we can complete the
proof. 
Lemma 4.2. Suppose φ is an additive preservers of rank-additivity on Kn(F). Then
rankφ(Wij ) is independent of the choices of i and j.
Proof. For any mutually distinct i, j, p, q ∈ 〈n〉, let A1, B1, A2 and B2 in (ii) of
Lemma 4.1 be chosen by A1 = −Wij , B1 = Wij +Wiq +Wpj +Wpq , A2 = Wiq
and B2 = Wpj +Wpq , then it can be concluded that
rankφ(Wij )+ rankφ(Wij +Wiq +Wpj +Wpq)
= rankφ(Wiq)+ rankφ(Wpj +Wpq). (26)
If we exchange j and q, then
rankφ(Wiq)+ rankφ(Wij +Wiq +Wpj +Wpq)
= rankφ(Wij )+ rankφ(Wpj +Wpq).
This, together with (26), implies that rankφ(Wij ) = rankφ(Wiq). Since φ(Wij ) =
−φ(Wji) and i, j and q are arbitrary, we complete the proof. 
Based on the previous preparations, we can characterize the additive preservers
of rank-additivity on Kn(F) as follows.
Theorem 4.3. φ is an additive preserver of rank-additivity on Kn(F) if and only if
either φ = 0 or φ is of one of the forms (i)–(iv) in Theorem 3.1.
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Proof. The ‘if’ part is obvious. Now we prove the ‘only if’ part.
For an arbitrary but fixed A( /= 0) ∈ Kn(F), clearly, there exists a nonsingular
n× n matrix Q = Q(A) such that
A = Q

 ∑
i∈〈sA〉
W2i−1 2i

QT, (27)
where 2sA = rankA. Denote an operator φQ : Kn(F) → Kn(F) by
φQ(X) = φ(QXQT) ∀X ∈ Kn(F). (28)
Then
φQ(A+ B) = φ(Q(A+ B)QT) = φ(QAQT +QBQT)
= φ(QAQT)+ φ(QBQT) = φQ(A)+ φQ(B) ∀A,B ∈ Kn(F)
and
rank
(
φQ(A)+ φQ(B)
) = rank (φ(QAQT)+ φ(QBQT))
= rankφ(QAQT)+ rankφ(QBQT)
= rankφQ(A)+ rankφQ(B), ∀(A,B) ∈ (Kn(F)).
Thus, φQ is an additive preserver of rank-additivity on Kn(F).
Applying (i) of Lemma 4.1 to φ = φQ, m =
[
n
2
]
and Ai = W2i−1 2i for any i ∈
〈m〉, we have
rankφQ

 ∑
i∈〈[ n2 ]〉
W2i−1 2i

 = ∑
i∈〈[ n2 ]〉
rankφQ(W2i−1 2i ).
This, together with rankφQ
(∑
i∈〈[ n2 ]〉W2i−1 2i
)
 n and Lemma 4.2, implies that
either
rankφQ(W2i−1 2i ) = 2 ∀i ∈
〈[n
2
]〉
(29)
or
φQ(W2i−1 2i ) = 0 ∀i ∈
〈[n
2
]〉
. (30)
Case 1. Suppose (30) holds. Then, by Lemma 4.2, it can be concluded that
φQ(Wij ) = 0 ∀i, j ∈ 〈n〉, i /= j. (31)
If F = {0, 1}, then φQ = 0 from (31) and the additivity of φQ. Now we will show
that φQ = 0 when F /= {0, 1}. For any x ∈ F\{0, 1} and mutually distinct i, j, p, q ∈
〈n〉, it follows from ((1 − x)Wij , (1 − x)−1Wpq), (xWij , (1 − x)Wij +Wiq +Wpj
+ (1 − x)−1Wpq) ∈ (Kn(F)) that{
(φQ((1 − x)Wij ), φQ((1 − x)−1Wpq)) ∈ (Kn(F)),
(φQ(xWij ), φQ((1 − x)Wij +Wiq +Wpj + (1 − x)−1Wpq)) ∈ (Kn(F)).
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Using (31), we have(
φQ(−xWij ), φQ((1 − x)−1Wpq)
)
,(
φQ(xWij ), φQ(−xWij + (1 − x)−1Wpq)
) ∈ (Kn(F)).
Thus,

rankφQ(−xWij )+ rankφQ((1 − x)−1Wpq)
= rankφQ(−xWij + (1 − x)−1Wpq),
rankφQ(xWij )+ rankφQ(−xWij + (1 − x)−1Wpq)
= rankφQ((1 − x)−1Wpq).
This, together with the additivity of φQ, implies that φQ = 0.
Using φQ = 0 and (28), we have that φ = 0.
Case 2 Suppose (29) holds. Applying (i) of Lemma 4.1 to φ = φQ, m = sA and
Ai = W2i−1 2i for any i ∈ 〈m〉, we obtain
rankφQ

 ∑
i∈〈sA〉
W2i−1 2i

 = ∑
i∈〈sA〉
rankφQ(W2i−1 2i ) = 2sA.
This, together with (27) and (28), gives rankφ(A) = rankA for any A ∈ Kn(F),
which implies that φ is an additive preserver of rank on Kn(F). Using Theorem 3.1,
we complete the proof. 
Following an argument similar to [11–Corollary 3.4], we have
Theorem 4.4. φ is an additive preserver of rank-subtractivity on Kn(F) if and only
if either φ = 0 or φ is of one of the forms (i)–(iv) in Theorem 3.1.
From the general form of all additive preservers of rank-additivity (respectively,
rank-subtractivity) on Kn(F) obtained in Theorem 4.3 (respectively, Theorem 4.4),
it can be observed that the bijectivity assumption in Theorem 1.1 (i.e., [11–Theorem
3.3 and Corollary 3.4]) can be relaxed to the surjectivity. Thus, Theorems 4.3 and
4.4 generalize Theorem 1.1.
5. Ring endomorphisms of (Kn(F),+, ·)
As an application of the result of rank-subtractivity preserver obtained in Sec-
tion 4, this section characterizes all ring endomorphisms of (Kn(F),+, ·). We first
investigate the following lemma.
Lemma 5.1. Suppose m is an integer satisfying n  m  3, and H ∈ Mn(F) satis-
fies thatHT = H,WijHWijHWij = −Wij andWijHWikHWij = 0 for any {i, j, k}
⊆ 〈m〉. Then
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H =
[±Im ∗
∗ ∗
]
,
where ∗ represent unimportant blocks.
Proof. Let H = [hij ], then, by direct computation, it follows from our assumption
that
hiihjj − h2ij = 1 ∀{i, j} ⊆ 〈m〉 (32)
and
hikhij = hiihkj ∀{i, j, k} ⊆ 〈m〉. (33)
If we exchange i with k in (33), then hikhkj = hkkhij for any {i, j, k} ⊆ 〈m〉, and
hence h2ikhkj = hkkhijhik for any {i, j, k} ⊆ 〈m〉. This, together with (32) and (33),
implies that (hiihkk − 1)hkj = hkkhiihkj and further hkj = 0 and hkkhjj = 1 for
any {j, k} ⊆ 〈m〉. Since HT = H , the proof is completed. 
Based on Theorem 4.4 and Lemma 5.1, the general form of all ring endomor-
phisms of (Kn(F),+, ·) can be determined as follows:
Theorem 5.2. φ is a nonzero ring endomorphism of (Kn(F),+, ·) if and only if
there exist a nonsingular n× n matrix S and an injective field endomorphism δ of F
such that either
φ(A) = eSAδS−1 ∀A ∈ Kn(F) (34)
or
n = 4 and φ(A) = eS(Aδ)S−1 ∀A ∈ K4(F), (35)
where e = ±1.
Proof. The ‘if’ part is obvious. Now we prove the ‘only if’ part.
Following an argument similar to [11–Theorem 4.2], one can obtain that φ is a
nonzero additive preserver of rank-subtractivity on Kn(F). From Theorem 4.4, we
can conclude that φ is of one of the forms (i)–(iv) in Theorem 3.1.
Case 1. Suppose φ is of the form (i) in Theorem 3.1. Then φ(0) = 0 and φ(Wij ) =
γ SWijS
T for any distinct i, j ∈ 〈n〉. Thus,−γ SWijST = φ(−Wij ) = φ(Wij ·Wij ) =
φ(Wij ) · φ(Wij ) = γ SWijSTγ SWijSTγ SWijST and 0 = φ(0) = φ(Wij ·Wik) =
φ(Wij ) · (Wik) = γ SWijSTγ SWikSTγ SWijST for any {i, j, k} ⊆ 〈n〉. Furthermore,{
WijS
Tγ SWijS
Tγ SWij = −Wij
WijS
Tγ SWikS
Tγ SWij = 0 ∀{i, j, k} ⊆ 〈n〉. (36)
Applying Lemma 5.1 to H = γ STS and m = n, we have γ STS = ±In, and hence
φ is of the form (34).
Case 2. Suppose φ is of the form (iii) in Theorem 3.1. Then φ(0) = 0 and φ(Wij )
= γ S(Wij )ST for any {i, j} ⊆ 〈4〉. Thus, γ S(Wij )STγ S(Wij )STγ S(Wij )
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ST = φ((Wij )) · φ((Wij )) = φ((Wij ) · (Wij )) = φ(−(Wij )) =
φ((−Wij )) = γ S(−Wij )ST and γ S(Wij )STγ S(Wik)STγ S(Wij )ST =
φ((Wij )) · φ((Wik)) = φ((Wij ) ·(Wik)) = φ(0) = 0 for any {i, j, k} ⊆
〈4〉. Furthermore, (−Wij ) =(Wij )STγ S(Wij )STγ S(Wij ) and 0 =
(Wij )STγ S(Wik)STγ S(Wij ) for any {i, j, k} ⊆ 〈4〉. Since  is a bijective
map from {Wij |1  i < j  4} to itself, one can conclude that (36) holds . Applying
Lemma 5.1 to H = γ STS and m = 4, we have γ STS = ±I4, and hence φ is of the
form (35).
Case 3. Suppose φ is of the form (ii) in Theorem 3.1. By an argument similar to
obtaining (36), we haveWijSTγ SWijSTγ SWij = −Wij andWijSTγ SWikSTγ SWij
= 0 for any {i, j, k} ⊆ 〈n− 1〉. Applying Lemma 5.1 to H = γ STS and m = n− 1,
we have
γ STS =
[±In−1 s
sT sn
]
with s = [s1 · · · sn−1]T ,
where s1, . . . , sn ∈ F. Therefore,
φ(W12 ·W1n) = φ(W12) · φ(W1n)
= (γ SW12ST) ·
(
γ S
(
n−1∑
l=2
zlW1l
)
ST
)
= γ SW12
[±In−1 s
sT sn
](n−1∑
l=2
zlW1l
)[±In−1 s
sT sn
]
W12S
T
= γ S(−z2W12)ST.
This, together with φ(W12 ·W1n) = φ(W12W1nW12) = φ(0) = 0, implies that
γ S(−z2W12)ST = 0, which is impossible. Thus, φ is not a ring endomorphisms of
(Kn(F),+, ·).
Case 4. Suppose φ is of the form (iv) in Theorem 3.1. By an argument similar to
Case 3, φ is not a ring endomorphism of (Kn(F),+, ·).
Combining the above four cases, we complete the proof. 
From the general form of all ring endomorphisms of (Kn(F),+, ·) obtained in
Theorem 5.2, one can observe that the automorphism assumption in Theorem 1.2
(i.e., [11–Theorem 4.2]) can be relaxed to the surjective endomorphism. Thus, The-
orem 5.2 generalizes Theorem 1.2.
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