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Abstract
A group may be considered C∗-stable if almost representations of the
group in a C∗-algebra are always close to actual representations. We ini-
tiate a systematic study of which discrete groups are C∗-stable or only
stable with respect to some subclass of C∗-algebras, e.g. finite dimen-
sional C∗-algebras. We provide criteria and invariants for stability of
groups and this allows us to completely determine stability/non-stability
of crystallographic groups, surface groups, virtually free groups, and cer-
tain Baumslag-Solitar groups. We also show that among the non-trivial
finitely generated torsion-free 2-step nilpotent groups the only C∗-stable
group is Z.
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1 Introduction
The notion of stability appears in many forms throughout mathematics, where it
often expresses how much being a little bit wrong matters. Following Hyers and
Ulam ([Hye41]) a general sense of this notion can be expressed as follows: Are
elements that “almost” satisfy some equation “close” to elements that exactly
satisfy the equation? In applied mathematics such a question is important since
we should not expect computer models, or indeed the real world, to give answers
that precisely match what our theory predicts.
As an example of a concrete stability problem consider the question of
whether a set of almost commuting matrices must be close to a set of ex-
actly commuting matrices. The answer is strongly dependent on the classes
of matrices one considers and which matrix norm one uses to measure “al-
most” and “close”. When using the operator norm the question is due to Hal-
mos ([Hal77]) and it has a positive answer for pairs of self-adjoint contractions
([Lin97]) but a negative answer for pairs of unitary matrices ([Voi83]) or for
triples of self-adjoint contractions ([Voi81, Dav85]). When using the normalized
Hilbert-Schmidt norm the question was formulated by Rosenthal [Ros69]. Here
it has an affirmative answer for all finite sets of almost commuting unitaries,
self-adjoint contractions or normal contractions ([Gle], [FK], [HL09]).
There are two ways to formulate stability questions in the setting of oper-
ator algebras, either taking an ǫ-δ approach a la Hyers and Ulam, or in terms
of “approximate” ∗-homomorphisms being “close” to actual ∗-homomorphisms.
(For precise definitions see Section 2.) When the norm under consideration is
the operator norm, these questions are studied in the theory of (weakly) semi-
projective C∗-algebras, which has found applications in Elliott’s classification
program for simple nuclear C∗-algebras and in the K-theory and E-theory for
C∗-algebras. For a study of stability for operator algebras with respect to trace
norms see [HS18].
In the setting of group theory stability questions ask if “approximate” uni-
tary representations of a given group are “close” to actual unitary representa-
tions. This topic recently got a lot of attention due to its connection with sofic,
hyperlinear and operator-norm approximations of groups. Recall that a discrete
group G is sofic if there is an approximate representation ϕn : G → Sym(n)
to permutations endowed with the Hamming distance which is separating in
the sense that dn(ϕn(g), 1Sym(n)) is bounded away from zero for all g 6= 1G.
A discrete group G is hyperlinear (MF respectively) if there is an approximate
representation ϕn : G→ U(n) which is separating in the sense that ‖ϕn(g)−1n‖
is bounded away from zero for all g 6= 1G. The norm here is the normalized
Hilbert-Schmidt norm (the operator norm, respectively). There are three fun-
damental problems concerning approximation properties of groups:
• Sofic conjecture: Each discrete group is sofic.
• Connes Embedding Conjecture for groups: Each discrete group is hyper-
linear.
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• MF-question: Is each discrete group MF?1
In [AP15] Arzhantseva and Paunescu observed that to disprove the sofic con-
jecture it is sufficient to find a non-residually finite (non-RF) group which is per-
mutation stable. One also readily sees that to disprove the Connes Embedding
Conjecture for groups (and hence the general Connes Embedding Conjecture)
it is sufficient to find a non-RF finitely generated group which is stable with
respect to the normalized Hilbert-Schmidt norm. And for a negative answer
to the MF-question it is sufficient to find a non-RF finitely generated operator
norm-stable group. Such an approach was recently successfully implemented
by De Chiffre, Glebsky, Lubotzky and Thom for proving that not all groups
are Frobenius-approximable ([CGLT]). Their striking result was achieved by
constructing a non-RF Frobenius norm stable group (here the Frobenius norm
is the non-normalized Hilbert-Schmidt norm).
Stability of groups has become a question of great interest, and more and
more new stability results are coming out. For the stability with respect to the
normalized Hilbert-Schmidt norm numerous examples and criteria can be found
in [FK, Gle], [HS]2, [BL]. There has been deep work done in the permutation
stability setting ([GR09, AP15, BLT], [BM], [BL], see also [Arz14] for a survey).
The most mysterious among group-theoretical versions of stability remains the
operator norm stability. Although historically approximate representations of
groups with respect to the operator norm appeared the first – in the study of
almost flat vector bundles on manifolds ([CGM90, MM01]) and in relation to
the K-theory of classifying spaces ([CH90, MM98, Man99]), almost nothing is
known about the operator norm stability or non-stability of concrete groups.
In fact the only results known, and repeatedly mentioned in the literature, is
the non-stability of Z2, merely a reformulation of Voiculescu’s result about two
almost commuting unitaries, and the obvious stability of finitely generated free
groups.
In this paper we initiate a systematic study of stability of discrete groups
with respect to the operator norm. We consider both stability for almost repre-
sentations in all C∗-algebras and the more forgiving notion of matricial stability.
We obtain criteria for determining stability/non-stability of groups and produce
an invariant which allows to detect when an approximate representation of a
group is not close to an actual representation. The invariant has ”topological”
nature and applies to plenty of finitely presented groups.
With these tools in hand we explore stability of specific classes of groups. Our
results broadly fall into two categories: Either we study a class of groups with
powerful structure theory so that we can concretely describe the C∗-algebras
and thus use C∗-algebraic tools to determine if they are stable, or we exploit
concrete presentations of groups to provide finite dimensional counterexamples
1Kirchberg [BK97] conjectured that any stably finite C*-algebra is embeddable into an
norm-ultraproduct of matrix algebras, implying a positive answer to the MF-question. Recent
breakthrough results imply that any amenable group is MF, see [TWW17].
2In [HS] stability w.r.t. the normalized Hilbert-Schmidt norm was called matricial stability.
However here we will call it Hilbert-Schmidt stability while by matricial stability we always
will mean stability w.r.t. the operator norm.
3
to stability. In particular we prove that virtually free groups are stable in the
strongest possible sense. We also investigate stability of virtually abelian groups
and encounter a surprise: Although Z2 is not matricially stable by Voiculescu’s
result, a virtually Z2 group may very well be! Moreover, we prove that among
2-dimensional crystallographic groups (these are those which contain Z2 as a
maximal abelian subgroup of finite index, and there are 17 of them) exactly 12
are matricially stable. We use our results to determine stability/non-stability
of all crystallographic groups, all surface groups, and certain Baumslag-Solitar
groups. We also show that a non-trivial finitely generated torsion-free 2-step
nilpotent group G is matricially stable if and only if G ∼= Z.
We finish by comparing operator norm stability with Hilbert-Schmidt sta-
bility. We show that for an amenable group, matricial stability with respect to
the operator norm implies Hilbert-Schmidt stability.
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2 Preliminaries
2.1 Stability (semiprojectivity) for general C∗-algebras
We begin by recalling the definition of (matricially) (weakly) semiprojective
C∗-algebras.
Definition 2.1 ([Bla85]). A separable C∗-algebra A is semiprojective if for
every separable C∗-algebra B, every increasing sequence of ideals J1 ⊆ J2 ⊆ · · ·
in B, and every ∗-homomorphism ϕ : A→ B/⋃k Jk, there exists an n ∈ N and
a ∗-homomorphism ψ : A→ B/Jn such that
πn,∞ ◦ ψ = ϕ,
where πn,∞ : B/Jn → B/
⋃
k Jk is the natural quotient map.
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The following diagram shows the lifting problem one has to solve to prove
that a C∗-algebra A is semiprojective. The ∗-homomorphisms associated with
the solid arrows are given, and the task is to find n ∈ N and a ∗-homomorphism
that fits on the dashed arrow so that the diagram commutes.
B/Jn
pin,∞

A ϕ
//
ψ
;;
✇
✇
✇
✇
✇
B/∪nJn.
We may assume without loss of generality that the map ϕ is either injective,
surjective, or both ([Bla04, Proposition 2.2]).
For finitely presented C∗-algebras we can translate the notion of semiprojec-
tivity into an ǫ-δ version of stability. There are various definitions of C∗-algebra
relations ([Bla85, Lor97, Lor10]), but for this paper it suffices to consider ∗-
polynomials in finitely many variables.
Definition 2.2 ([Lor97]). A finitely presented C∗-algebra
A = C∗ (〈x1, x2 . . . , xn | Ri(x1, x2, . . . , xn) = 0, i = 1, 2, . . . , N〉) ,
is stable if, for every ǫ > 0 there is a δ > 0 such that: Given a surjection π : D →
B and z1, z2, . . . , zn ∈ D for which ‖Ri(z1, z2, . . . , zn)‖ < δ, i = 1, 2, . . . , N , and
for which ρ : A→ B given by ρ(xk) = π(zk) is a ∗-homomorphism, there exists a
∗-homomorphism ϕ : A→ D such that ‖ϕ(xk)− zk‖ ≤ ǫ and π(zk) = π(ϕ(xk)),
k = 1, 2, . . . , n.
By [Lor97, 14.1.4] the notions of stability and semiprojectivity coincide for
finitely presented C∗-algebras.
We weaken the notion of semiprojectivity in two steps.
Definition 2.3 (cf. [EL99]). A separable C∗-algebra A is weakly semipro-
jective if for every sequence of separable C∗-algebras B1, B2, . . ., and every ∗-
homomorphism ϕ : A→∏nBn/⊕nBn, there exists a ∗-homomorphism ψ : A→∏
nBn such that
ρ ◦ ψ = ϕ,
where ρ :
∏
nBn →
∏
nBn/
⊕
nBn is the natural quotient map.
Definition 2.4 (cf. [EL99]). A separable C∗-algebra A is matricially weakly
semiprojective if for every sequence of matrix algebras Mk1 ,Mk2 , . . ., and every
∗-homomorphism ϕ : A → ∏nMkn/⊕nMkn , there exists a ∗-homomorphism
ψ : A→∏nMkn such that
ρ ◦ ψ = ϕ,
where ρ :
∏
nMkn →
∏
nMkn/
⊕
nMkn is the natural quotient map.
One can easily show that the matrix algebras in the definition above can be
replaced by arbitrary finite-dimensional C∗-algebras.
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Remark 2.5. Let A be a C∗-algebra. If A is semiprojective then A is also weakly
semiprojective since we can ‘pad’ with zeros to lift from
∏
nBn/
⊕n0
n=1Bn all the
way to
∏
nBn. Clearly if A is weakly semiprojective then A is also matricially
weakly semiprojective.
There are also ǫ-δ stability properties corresponding to the weakenings of
semiprojectivity.
Definition 2.6 ([EL99], [Lor97]). A finitely presented C∗-algebra
A = C∗ (〈x1, x2, . . . , xn | Ri(x1, x2, . . . , xn) = 0, i = 1, 2, . . . , N〉)
is weakly stable if, for every ǫ > 0 there is a δ > 0 such that: Given a C∗-algebra
B and z1, z2, . . . , zn ∈ B for which ‖Ri(z1, z2, . . . , zn)‖ < δ, i = 1, 2, . . . , N ,
there exists a ∗-homomorphism ϕ : A → B such that ‖ϕ(xk) − zk‖ ≤ ǫ,k =
1, 2, . . . , n.
Definition 2.7 ([ELP98]). A finitely presented C∗-algebra
A = C∗ (〈x1, x2 . . . , xn | Ri(x1, x2, . . . , xn) = 0, i = 1, 2, . . . , N〉) ,
is matricially stable if, for every ǫ > 0 there is a δ > 0 such that: Given a
matrix C∗-algebra B and z1, z2, . . . , zn ∈ B for which ‖Ri(z1, z2, . . . , zn)‖ < δ,
i = 1, 2, . . . , N , there exists a ∗-homomorphism ϕ : A → B such that ‖ϕ(xk) −
zk‖ ≤ ǫ, k = 1, 2, . . . , n.
Weak stability is probably the most natural property of stability for C∗-
algebras as it requires “almost” ∗-homomorphisms to be “close” to ∗-homomorphisms.
For finitely presented C∗-algebras weak semiprojectivity coincides with the weak
stability property ([EL99, Theorem 4.6]) and matricial weak semiprojectivity
coincides with matricial stability ([EL99, Theorem 5.6]).
We note that not all C∗-algebras admit ∗-homomorphisms into algebras of
the form
∏
nMkn/
⊕
nMkn . If a A has an embedding into
∏
nMkn/
⊕
nMkn
for some sequence (kn) it is called MF (see [BK97]). A C
∗-algebra is called resid-
ually finite-dimensional (RFD) if it has a separating family of finite-dimensional
representations.
Proposition 2.8 (see [Bro04, Proposition 13.4]). If A is MF and matricially
weakly semiprojective, then A is RFD.
Proof. Pick an embedding ϕ : A → ∏nMkn/⊕nMkn . Since A is matricially
weakly semiprojective ϕ lifts to a map ψ : A→∏nMkn such that ϕ = ρ◦ψ. As
ϕ is injective, we must have that ψ is also injective, and therefore A is RFD.
Corollary 2.9. If A is MF, simple, and infinite-dimensional, then A cannot be
matricially weakly semiprojective.
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2.2 Stability for groups
The focus of this paper is to study when group C∗-algebras are ((matricially)
weakly) semiprojective. We will mainly be concerned with discrete countable
groups G, in which case C∗(G) is unital and separable. This allows us to
disregard the complications regarding weak semiprojectivity for non-unital C∗
presented in [Lor12]. Nevertheless, we give the main definitions as generally as
possible.
Definition 2.10. Let G be a second countable and locally compact topological
group and let C∗(G) denote the full group C∗-algebra of G.
(i) We say G is C∗-stable when C∗(G) is semiprojective.
(ii) We say G is weakly C∗-stable when C∗(G) is weakly semiprojective.
(iii) We say G is matricially stable when C∗(G) is matricially semiprojective.
Remark 2.11. As implied by the names we have that if G is C∗-stable then G
is weakly C∗-stable, and if G is weakly C∗-stable then G is matricially stable.
Weak C∗-stability and matricial stability can be reformulated in terms of
approximate homomorphisms for finitely presented discrete groups, see Propo-
sitions 2.15 and 2.16. For a unital C∗-algebraA its unitary group will be denoted
by U(A).
Definition 2.12. Let G be a discrete group and let An, n ∈ N, be a sequence
of C∗-algebras. A sequence of maps ϕn : G→ U(An) is an approximate homo-
morphism if
lim
n→∞
‖ϕn(g1g2)− ϕn(g1)ϕn(g2)‖ = 0, for all g1, g2 ∈ G.
When all the An are finite-dimensional C
∗-algebras we refer to approximate
homomorphisms as finite-dimensional approximate representations. The follow-
ing proposition is trivial.
Proposition 2.13. Let G be a discrete group.
1. G is weakly C∗-stable if for any approximate homomorphism ϕi : G →
U(Ai) there are ∗-homomorphisms ρi : C∗(G)→ Ai such that limi→∞ ‖ϕi(g)−
ρi(g)‖ = 0, for all g ∈ G.
2. G is matricially stable if for any finite-dimensional approximate represen-
tation ϕi : G → U(Ai) there are ∗-homomorphisms ρi : C∗(G) → Ai such
that limi→∞ ‖ϕi(g)− ρi(g)‖ = 0, for all g ∈ G.
For a finitely presented group G the definitions above can be given an ǫ-δ
formulation that only reference the unitary representations of G.
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Definition 2.14. Let G be a finitely presented discrete group, say
G = 〈S | R〉 = 〈g1, g2, . . . , gs | r1, r2, . . . , rl〉 .
Assume further that the generating set S of G is symmetric, i.e. if g ∈ S then
g−1 ∈ S. Let A be a C∗-algebra, and let ǫ > 0. A function f : S → U(A) is an
ǫ-almost homomorphism if
‖1− rj (f(g1), f(g2), . . . , f(gs)) ‖ ≤ ǫ
for all j = 1, 2, . . . , l.
The proofs of the following propositions are straight forward once one realizes
two things. One, that the relations that define C∗(G) are that each group
element is a unitary as well as the relations used to define the group. Two, that
the group relations are uniformly continuous on uniformly bounded elements
of a C∗-algebra. So if we are given an almost representation of the group C∗-
algebra, we can move the generators a little to make sure they are unitaries,
while making sure they still almost satisfy the group relations.
Proposition 2.15. Let G be a finitely presented discrete group. Them G is
weakly C∗-stable if and only if the following holds: For any ǫ > 0 there is δ > 0
such that for any unital C∗-algebra A and for any δ-almost homomorphism
f : S → U(A) there is a homomorphism π : G→ U(A) such that
‖π(g)− f(g)‖ ≤ ǫ, for all g ∈ S.
Proposition 2.16. Let G be a finitely presented discrete group. Then G is
matricially stable if and only if the following holds: For any ǫ > 0 there is
δ > 0 such that for any finite-dimensional C∗-algebra A and for any δ-almost
homomorphism f : S → U(A) there is a homomorphism π : G→ U(A) such that
‖π(g)− f(g)‖ ≤ ǫ, for all g ∈ S.
Some classical results about (matricially) (weakly) semiprojectiveC∗-algebras
can be easily translated into the group setting to give the first examples of C∗-
stable groups. These results are all well known and we will reprove them several
times in what follows below as special cases.
Example 2.17.
(i) Finite groups are all C∗-stable: If G is a finite group, then C∗(G) is finite
dimensional and therefore semiprojective by [Bla85, Corollary 2.30].
(ii) The integers form a C∗-stable group: It is well known that C∗(Z) ∼= C(T)
which is semiprojective since unitaries lift as required.
(iii) The finitely generated free groups Fn are C
∗-stable since C∗(Fn) is the
universal C∗-algebra generated by n unitaries which may be lifted individ-
ually.
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(iv) The infinite dihedral group
Z2 ⋆ Z2 =
〈
r, t
∣∣ r2 = t2 = e〉
is semiprojective since C∗(Z2⋆Z2) is the universal C
∗-algebra generated by
two symmetries (equivalently, by two projections) and it is straightforward
to lift these individually.
We also mention three examples which demonstrate that the three classes
are different.
Example 2.18.
1. The infinitely generated free group F∞ is not C
∗-stable, as it fails to sat-
isfy the conclusion of [Bla04, Corollary 2.10], but it is weakly C∗-stable.
Indeed, one may just lift each unitary generator separately to
∏
Bn as in
Definition 2.3 and use the universal property to create a lifting.
2. Z2 is not matricially stable since C∗(Z2) = C(T2) is not matricially
semiprojective. Indeed, the famous Voiculescu matrices ([Voi83], see also
[EL89]) demonstrate that there exist sequences of almost commuting uni-
tary matrices that are never close to exactly commuting unitary matrices.
3. The group C∗-algebra associated to the crystallographic group
pg =
〈
x, y
∣∣ xy = y−1x〉 = 〈p, q ∣∣ p2 = q2〉 .
(the two representations are isomorphic via p = x, q = xy) was proved to
be matricially stable in [ELP98]. It is not C∗-stable by the work of Enders
([End16]), and we prove below that it is not weakly C∗-stable either. This
group may also be described as the fundamental group of the Klein bottle
or as the Baumslag-Solitar group BS(1,−1).
We will say that a group G is MF if C∗(G) is MF. Recall that a group
is maximally almost periodic (MAP) if it has a separating family of finite-
dimensional representations.
If a group G does not admit any homomorphism to the unitary group of∏
nMkn/
⊕
nMkn , then G is automatically matricially stable. However if such
a group exists it must be rather exotic, since by Kirchberg’s conjecture all
discrete groups are MF. All discrete amenable groups are known to be MF by
[TWW17].
Proposition 2.19. Let G be a discrete MF group. The following holds:
G is matricially stable⇒ C∗(G) is RFD ⇒ G isMAP
⇒ if G is finitely generated then G is RF.
Proof. The first implication follows by Proposition 2.8. The second one is ob-
vious. For the last implication we recall that by a theorem of Mal’cev ([Mal40,
Theorem VII]) every finitely generated linear group is RF. So if G is finitely
generated and MAP it embeds into a product of linear groups, and its image in
each of these groups will be RF. Therefore G is also RF.
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Corollary 2.20. If G is discrete, amenable, and matricially stable then G is
MAP.
2.3 The Voiculescu matrices
Throughout this paper we will often rely on a sequence of matrices introduced
by Voiculescu: For each n ∈ N we let ωn = exp(2piin ) and define Sn,Ωn ∈ Mn
by
Sn =

0 0 · · · 0 1
1 0 · · · 0 0
0 1 · · · 0 0
. . .
0 0 · · · 1 0
 and Ωn =

ω1n 0 · · · 0
0 ω2n · · · 0
. . .
0 0 · · · ωnn
 .
We call these the Voiculescu matrices. They are the prime example of almost
commuting unitaries that are not close to exactly commuting unitaries, as shown
by Voiculescu in [Voi83]. Rather than following the ideas of [Voi83], we will
extend the winding number approach from [EL89]. We will explain in Section
3.2 how to associate a winding number invariant to a set of unitaries, and
throughout Section 4 we will then use the Voiculescu matrices to construct
paths with non-zero winding number.
We now fix our notation for commutators. If A,B either are elements of
a group or invertible elements in a C∗-algebra then {A,B} denotes the multi-
plicative commutator of A and B, that is
{A,B} = ABA−1B−1.
For any two A,B in a C∗-algebra we use [A,B] to denote their additive com-
mutator, i.e.,
[A,B] = AB −BA.
We note that if U, V are unitaries in some unital C∗-algebra then
‖ {U, V } − 1‖ = ‖ [U, V ] ‖.
3 Stability criteria
We present here results which may be used to decide stability properties. We
will show that any virtually free group is C∗-stable, and provide useful criteria
for determining that certain groups fail to have the weaker properties.
3.1 Virtually free groups
Recall that a group is called virtually free if it contains a free subgroup of finite
index. If H is a free subgroup of G of finite index, we can define a normal
subgroup K of G by
K =
⋂
g∈G
gHg−1.
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Note that the intersection is only over finitely many different conjugates, since
H has finite index, and therefore K must also have finite index. Further, as K
is a subgroup of H it is free by the Nielsen-Schreier Theorem (see for instance
[Hat02, Theorem 1A.4]. Thus, any virtually free group contains a free normal
subgroup of finite index.
Our proof that all finitely generated virtually free groups are C∗-stable is
built on a description of such groups as HNN extensions of tree products in
[KPS73], and we thank Tim de Laat and Hannes Thiel for drawing this method
to our attention.
We first make some general observations about stability, amalgamated prod-
ucts and HNN extensions.
Lemma 3.1. If Γ = G1 ⋆H G2 is an amalgamated product of discrete countable
groups then C∗(Γ) ∼= C∗(G1) ⋆C∗(H) C∗(G2).
Proof. We have the following commutative diagram
C∗(H) //

C∗(G1)
ι1

C∗(G2) ι2
// C∗(Γ)
where all the maps are induced by the corresponding group maps. Since Γ
is generated by the copies inside it of G1 and G2, we have that ι1(C
∗(G1)) ∪
ι2(C
∗(G2)) generate C
∗(Γ). Hence to show C∗(Γ) ∼= C∗(G1) ⋆C∗(H) C∗(G2) we
only need to show, that C∗(Γ) has the right universal property. So suppose we
have ∗-homomorphisms ϕi : C∗(Gi) → A, i = 1, 2, that agree on C∗(H). By
replacing A by ϕ(1)Aϕ(1), we can assume that A is unital. Hence ϕi yields
a representation of Gi and furthermore these representation agree on H . The
universal property of Γ now gives a representation of Γ in the unitary group of
A, which in turn gives us a ∗-homomorphism ψ : C∗(Γ)→ A. We have that
ϕi(ug) = ψ(ug), g ∈ Gi,
for i = 1, 2.
Corollary 3.2. Let Γ = G1⋆HG2 be an amalgamated product of discrete count-
able groups. If Gi is C
∗-stable for i = 1, 2 and H is finite, then Γ is C∗-stable.
Proof. By [Bla85, Proposition 2.32] amalgamated products of semiprojective
C∗-algebras over finite dimensional C∗-algebras are semiprojective.
Definition 3.3 (see [LS01]). Let G be a group with presentation G = 〈S | R〉,
let H,K be isomorphic subgroups of G, and let α : H → K be an isomorphism.
Let t be a new symbol not in S, and define
G⋆α =
〈
S, t
∣∣ R, tht−1 = α(h), for all h ∈ H〉 .
The group G⋆α is called the HNN extension of G relative to H,K, and α.
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In [Ued08] two notions of HNN extensions for C∗-algebras are discussed.
As one might expect, if we have a unital C∗-algebra A, with isomorphic unital
(same unit as A) subalgebras B,D, and isomorphism α : B → D, then the
universal HNN extension of A by α is the C∗-algebra generated by A and a
unitary u that implements α on B. We denote this by A⋆α. Ueda also considers
a reduced HNN extension. Similarly to the case for amalgamated products HNN
extensions of discrete countable groups “commutes” with taking C∗-algebras of
groups.
Lemma 3.4. Let G be a countable discrete group, H,K isomorphic subgroups
of G with isomorphism α. Then C∗(G⋆α) ∼= C∗(G)⋆α˜, where α˜ denotes the
isomorphism between the unital subalgebras of C∗(G) generated by H and K.
Proof. Similar to the proof of Lemma 3.1.
Proposition 3.5. Let G be a C∗-stable countable discrete group and let α : H →
K be an isomorphism between two subgroups of G. If H (and hence K) is finite,
then G⋆α is C
∗-stable.
Proof. For ease of notation put A = C∗(G⋆α) and D = C
∗(H). Following
[Ued08] we let A = (C∗(G)⊗M2) ⋆D⊕D (D⊗M2). By Lemma 3.4 and [Ued08,
Proposition 3.3] we haveM2(A) ∼= A. Hence A is semiprojective if A is ([Bla85,
Proposition 2.27]).
Since H is finite D is a finite-dimensional C∗-algebra. Hence to see that A
is semiprojective, it suffices to show that C∗(G) ⊗M2 and D ⊗M2 are semi-
projective (and then apply [Bla85, Proposition 2.32]). By assumption C∗(G) is
semiprojective and D is semiprojective since it is finite dimensional. Therefore
C∗(G)⊗M2 and D ⊗M2 are semiprojective.
The final group construction we need is tree products. For the definition we
refer to section 2 of [KT02].
Lemma 3.6. Let G be a finite tree product with finite edge groups. If the vertex
group Gv is C
∗-stable for all vertices v, then G is C∗-stable.
Proof. We will prove the lemma by induction on the number of vertices. If there
is only one vertex, v say, there are no edges, and so the tree product is simply
the vertex group Gv. By assumption Gv is C
∗-stable.
Assume now, that the Lemma is true for all trees with n vertices, and that
we are given a tree product with n+1 vertices. By [KT02, Remark 3.5] we can
write the tree product as G ∼= A ⋆C T , where A is the vertex group of a leaf,
C is the edge group connecting A to the tree, and T is the tree product of the
other n vertex groups. The inductive hypothesis tells us that T is C∗-stable,
and by assumption A is C∗-stable. Since C is finite, it follows from Corollary
3.2 that G is C∗-stable.
We now have all we need to show that finitely generated virtually free groups
are C∗-stable.
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Theorem 3.7. All finitely generated virtually free groups are C∗-stable.
Proof. Let G be a finitely generated virtually free group. By [KPS73, Theorem
1] there is a finite tree product of finite groups K, such that G is an iterated
HNN extension of K by finite groups. Lemma 3.6 tells us that K is C∗-stable.
Repeated applications of Proposition 3.5 then gives that G is C∗-stable.
3.2 Exel-Loring type invariant
Here we introduce an invariant which allows to see that certain groups fail to
be matricially stable. It will be applied in Sections 4.1–4.4
Definition 3.8. A relation
R(x1, . . . , xN ) = x
k1
i1
. . . xksis
is homogeneous if ∑
{j:ij=i}
kj = 0, (1)
for each 1 ≤ i ≤ N . For any homogeneous relation R, we let L(R) =∑j |kj |.
We will consider groups G = 〈x1, . . . , xN | Rl(x1, . . . , xN ) = e, l ∈ N〉 pre-
sented by relations some of which are homogeneous, and we will see that for
them there is a “winding number obstruction” for being matricially stable, very
similar to the Exel-Loring winding number obstruction ([EL89]) for the com-
mutation relation.
Let R be some group relation. For any invertible matrices V1, . . . , VN define
a curve γV1,...,VN by
γV1,...,VN (r) = det(rR(V1, . . . , VN ) + (1 − r)1), 0 ≤ r ≤ 1.
When R is homogeneous, detR(V1, . . . , VN ) = 1 and hence
γV1,...,VN (0) = 1 = γV1,...,VN (1).
Thus γV1,...,VN is a closed curve.
Theorem 3.9. Let R be a homogeneous relation, and let X1, X2, . . . , XN ∈Mn
be unitary matrices. Suppose that
‖R(X1, X2, . . . , XN )− 1n‖ < 1/2.
If there exist unitary matrices A1, A2, . . . , AN ∈Mn such that R(A1, A2, . . . , AN ) =
1n and max1≤i≤N ‖Xi −Ai‖ < 12L(R) , then
wind γX1,X2,...,XN = 0.
13
Proof. For each 0 ≤ t ≤ 1 let
A
(t)
i = tAi + (1− t)Xi = t(Ai −Xi) +Xi. (2)
Then
‖A(t)i −Xi‖ ≤ ‖Ai −Xi‖ <
1
2L(R)
. (3)
In particular it follows that all A
(t)
i are invertible. Then for each 0 ≤ t ≤ 1 the
curve γA
(t)
1 ,...,A
(t)
N is well-defined and it is a homotopy between γX1,...,XN and
γA1,...,AN . We will show that for any 0 ≤ t ≤ 1, γA(t)1 ,...,A(t)N does not go through
0. We have
‖(A(t)i )−1 − (Xi)−1‖ ≤ ‖(A(t)i )−1‖‖A(t)i −Xi‖‖(Xi)−1‖ <
1
2L
. (4)
So
‖r(R(A(t)1 , . . . , A(t)N ) + (1− r)1)−R(X1, . . . , XN )‖
≤ r‖R(A(t)1 , . . . , A(t)N )−R(X1, . . . , XN )‖+ (1− r)‖1n −R(X1, . . . , XN)‖
< rL
1
2L
+ (1− r)1
2
= 1
(here the summand L 12L was obtained by applying the standard adding-subtracting
trick L times and using (3) and (4)). Hence rR(X1, . . . , XN ) + (1 − r)1n is at
distance less than 1 from the invertible matrix R(X1, . . . , XN) and hence is in-
vertible itself. Hence its determinant is not zero, which means that γA
(t)
1 ,...,A
(t)
N
does not go through 0. Thus for each curve in the homotopy, the winding num-
ber is well-defined. Since R(A1, . . . , AN ) = 1n, the curve γ
A1,...,AN is a constant
curve, so wind γA1,...,AN = 0. Since the winding number is a homotopy invariant,
we conclude that
wind γX1,...,XN = wind γA1,...,AN = 0.
3.3 Virtually abelian groups
We recall that a group G is said to be virtually abelian if it contains an abelian
subgroup H of finite index. Our interest here is finitely generated virtually
abelian groups. Since a finite index subgroup of finitely generated group is nec-
essarily finitely generated, a finitely generated virtually abelian group contains
a finitely generated abelian subgroup H of finite index, and by the structure of
finitely generated abelian groups we can further assume that H ∼= Zm for some
m ∈ N. Arguing as for the virtually free groups, we can arrange for H to be
normal. Thus a finitely generated group G is virtually abelian if and only if it
contains a normal subgroup H isomorphic to Zm for some m ∈ N. The number
m is unique, and we call it the rank of G.
Let G be a finitely generated virtually abelian group. If G has rank 1, then
it is virtually free and therefore C∗-stable by Theorem 3.7. To understand the
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case where G has rank m > 1, we first build a ∗-homomorphism α : C∗(G) →
C(Im,MN). In the case m = 2 we use α to produce an unsolvable lifting
problem that proves G is not weakly C∗-stable. If m ≥ 3 we combine α with
the Voiculescu matrices to build an unsolvable lifting problem showing that G
is not even matricially stable.
Theorem 3.10. Let G be a group and H ∼= Zm be a normal subgroup of index
N < ∞. There exists a ∗-homomorphism α : C∗(G) → C(Im,MN) such that
α(C∗(H)) contains all the scalar-valued functions, i.e.,
α(C∗(H)) ⊇ C(Im,C1N ).
Proof. If G is abelian, then it is the product of H and a cyclic group of car-
dinality N , so C∗(G) = C(Tm) ⊗ CN and the statement follows trivially. So
below we assume that G is non-abelian.
SinceH ∼= Zm, we can denote its elements as n = (n1, n2, . . . , nm). Similarly,
points of the m-dimensional torus Tm will be denoted by t = (t1, t2, . . . , tm).
(We will identify T with the unit interval mod 1.) For any t ∈ Tm we can define
a character χt of H by
χt(n) = e
2pii〈t,n〉.
Let indχt be the N -dimensional representation of G induced from the character
χt. That is, let g1 = e, g2, . . . , gN be all the elements of G/H . Let ξgi , i =
1, 2, . . . , N , be an orthonormal basis in CN . Since H is a normal subgroup, for
each n ∈ H and each gi there is n′ ∈ H such that
ngi = gin
′.
By definition the induced representation then acts as
(indχt)(n)ξgi = χt(n
′)ξgi .
For each i = 1, 2, . . . , N , the automorphism
n 7→ g−1i ngi, n ∈ H
of H is given by a matrix Ai ∈ GLm(Z). Moreover Ai = Aj if and only if
g−1i ngi = g
−1
j ngj for all n ∈ H if and only if gjg−1i ∈ C(H), where C(H) is
the centralizer of H . Thus the restriction of indχt onto H is a direct sum of
1-dimensional representations
(indχt)|H = diag(
k1︷ ︸︸ ︷
χt ◦A1, . . . , χt ◦A1, . . . ,
kl︷ ︸︸ ︷
χt ◦Al, . . . , χt ◦Al). (5)
where A1, A2, . . . , Al ∈ GLm(Z) are pairwise distinct, each Ai is repeated ki
times, k1 + · · · + kl = N , and A1 = 1. Since we assume that G is non-abelian,
we also have l > 1.
We are now going to find a ∗-homomorphism α : C∗(G)→ C(Im,MN ) as in
the statement of the theorem.
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Let t
(0)
1 , t
0
2, . . . , t
(0)
m ∈ (0, 1) be such that t(0)1 , t(0)2 , . . . , t(0)m , 1 are linearly in-
dependent over Q. Let
t(0) = (t
(0)
1 , t
(0)
2 , . . . , t
(0)
m ) ∈ Tm.
This will be the center of our ball.
For each pair i 6= j, we can find n(i,j) ∈ H such that
(Ai −Aj)n(i,j) 6= 0, (6)
since distinct matrices must differ on vectors with integer coordinates. Then for
any integer k, 〈t(0), (Ai − Aj)n(i,j)〉 − k is a non-trivial linear combination of
t
(0)
1 , t
(0)
2 , . . . , t
(0)
m , 1 with integer coefficients. Hence
〈t(0), (Ai −Aj)n(i,j)〉 − k 6= 0
and
〈t(0), (Ai −Aj)n(i,j)〉 6= 0 mod 1. (7)
Since there are only finitely many i’s and j’s, it follows from (7) that there exists
δ > 0 such that for any i 6= j and any integer k
|〈t(0), (Ai −Aj)n(i,j)〉 − k| > δ. (8)
Choose a positive number R such that
R ≤ min
{
δ
4maxi6=j ‖n(i,j)‖maxi ‖Ai‖
,
1
4maxi ‖Ai‖
}
, (9)
and such that the ball B = B(t(0), R) does not intersect the boundary [0, 1]m.
Thus we can view B as a subset of Tm. Let r : C(Tm) → C(Im) be the re-
striction map onto B composed with a homomorphism of B and Im. Define a
∗-homomorphism β : C∗(G)→ C(Tm,MN ) by
β(g)(t) = (indχt)(g).
Define a ∗-homomorphism α : C∗(G)→ C(Im)⊗MN by
α = (r⊗idMN ) ◦ β.
Define A ⊆ C(Im)⊗MN by
A =
diag(
k1︷ ︸︸ ︷
ψ1, . . . , ψ1, . . . ,
kl︷ ︸︸ ︷
ψl, . . . , ψl)
∣∣∣∣∣∣∣
ψi ∈ C(Im),
each ψi is repeated ki times

Claim: α(C∗(H)) = A.
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Proof of Claim: It follows from (5) that α(C∗(H)) ⊆ A. Since A is a
commutative C∗-algebra isomorphic to C(Im ⊔ . . . ⊔ Im) (disjoint product of l
copies of Im), we can apply Stone-Weierstrass theorem to prove the claim. It
means to prove two statements:
1) For any i and any t 6= t′ ∈ Im there exists n ∈ H such that
(α(n)(t))ii 6= (α(n)(t′))ii
(this corresponds to separating points t 6= t′ inside the i-th copy of Im).
2) For any t, t′ ∈ Im and any i 6= j there exists n ∈ H such that
(α(n)(t))ii 6= (α(n)(t′))jj
(this corresponds to separating points t, t′ inside two different copies of Im).
Proof of 1): Since t 6= t′ and Ai is invertible, A∗i (t− t′) 6= 0 and hence there
is n with one coordinate being equal to 1 and others being zero such that
〈t− t′, Ain〉 = 〈A∗i (t− t′),n〉 6= 0. (10)
Also
|〈t− t′, Ain〉| ≤ ‖t− t′‖‖Ai‖ < 1 (11)
by (9). It follows from (10) and (11) that
〈t− t′, Ain〉 6= 0 mod 1.
Hence
| (α(n)(t))ii − (α(n)(t′))ii | = |χt(Ain)− χt′(Ain)|
= |e2pii〈t,Ain〉 − e2pii〈t′,Ain〉|
= |e2pii〈t−t′,Ain〉 − 1| 6= 0.
Proof of 2): Let n(i,j) be as in (6). Then for any integer k
|〈t, Ain(i,j)〉 − 〈t′, Ajn(i,j)〉 − k|
= |〈t− t′, Ain(i,j)〉 − 〈t′ − t, Ajn(i,j)〉+ 〈t(0), Ain(i,j) − Ajn(i,j)〉 − k|
≥ |〈t(0), Ain(i,j) −Ajn(i,j)〉 − k| − 2rmax
i
‖Ai‖max
i6=j
|n(i,j)|
≥ δ − δ/2 > 0
by (8) and (9). Thus
〈t, Ain(i,j)〉 − 〈t′, Ajn(i,j)〉 6= 0 mod 1
and we obtain
| (α(n)(t))ii − (α(n)(t′))jj | = |χt(Ain(i,j))− χt′(Ajn(i,j))|
= |e2pii〈t,Ain(i,j)〉 − e2pii〈t′,Ajn(i,j)〉|
= |e2pii(〈t,Ain(i,j)〉−〈t′,Ajn(i,j)〉) − 1| 6= 0.
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This proves the claim.
Since C(Im,C1MN) ⊆ A, the statement of the theorem follows from the claim.
Lemma 3.11. Let Ωn, Sn be the Voiculescu matrices and let F be a finite-
dimensional C∗-algebra. Then there are no commuting matrices An, Bn ∈Mn⊗
F such that
‖An − Ωn ⊗ 1F‖ → 0, ‖Bn − Sn ⊗ 1F ‖ → 0
as n→∞.
Proof. Exel and Loring proved that there is d > 0 such that any pair of com-
muting matrices inMn is at distance not less than d from (Ωn, Sn). Their proof
works for (Ωn ⊗ 1F , Sn ⊗ 1F ) as well, even with the same constant d.
Lemma 3.12. Let H be a separable Hilbert space with basis {ei}. Let Tn ∈
B(H), n ∈ N, be given by
Tnek =
{
k
2n2 ek+1, 1 ≤ k ≤ 2n2
ek+1, k > 2n
2
Let F be a finite-dimensional C∗-algebra. Then there are no normal elements
Nn ∈ B(H)⊗ F such that
‖Nn − Tn ⊗ 1F ‖ → 0,
as n→∞.
Proof. Write F as
F =Mk1 ⊕ · · · ⊕MkN
and let k = k1 + · · ·+ kN . We can consider elements of B(H)⊗ F as operators
on
⊕k
i=1H . Suppose there are normal elements Nn ∈ B(H)⊗ F such that
‖Nn − Tn ⊗ 1F ‖ → 0
as n→∞. Since each Tn, n ∈ N, is a finite rank perturbation of the unilateral
shift T , this would imply that
‖Nn − T ⊗ 1F ‖e → 0
as n →∞ (here ‖‖e is the essential norm). Since the Fredholm index does not
change under small perturbations, this would imply that for n large enough, Nn
is Fredholm and ind(Nn) = ind(T ⊗ 1F ) = −k. However, the Fredholm index of
any normal Fredholm operator is zero.
Theorem 3.13. Let G be a finitely generated virtually abelian group of rank
m, where m ≥ 3. Then G is not matricially stable.
18
Proof. At first we notice that G must contain Zm as a normal subgroup of
finite index. Indeed G contains an abelian subgroup H˜ ∼= Zm of finite index.
Then H =
⋂
g∈G gH˜g
−1 is normal abelian subgroup of G of finite index. Hence
its rank is m. On the other hand H is a subgroup of H˜ ∼= Zm and hence is
isomorphic to Zk, for some k. Hence k = m.
Let N be the index of H . By Theorem 3.10 there is a ∗-homomorphism
α : C∗(G)→ C(Im,MN ) such that
α(C∗(H)) ⊇ C(Im,C1N ).
Since m ≥ 3, Im contains a homeomorphic copy of two-dimensional torus which
we will denote by T2. Let α˜ : C∗(G) → C(T2,MN) be the composition of α
with the restriction map C(Im,MN)→ C(T2,MN). Then
α˜(C∗(H)) ⊇ C(T2,C1N). (12)
Let e2piix and e2piiy be the standard generators of C(T2) and let π˜ : C(T2)→∏
Mn/
⊕
Mn be given by
π˜(e2piix) = q ((Ωn)n∈N) , π˜(e
2piiy) = q ((Sn)n∈N) ,
where q :
∏
Mn →
∏
Mn/
⊕
Mn is the canonical surjection and Ωn, Sn are
the Voiculescu matrices. Let
π = π˜ ⊗ idMN : C(T2,MN)→
∏
(Mn ⊗MN )
/⊕
(Mn ⊗MN ) .
Suppose G is matricially stable. Then π ◦ α˜ lifts to some ∗-homomorphism
ψ = (ψn)n∈N, where ψn : C
∗(G) →Mn ⊗MN . By (12) there are a, b ∈ C∗(H)
such that
α(a) = e2piix ⊗ 1N , and α(b) = e2piiy ⊗ 1N .
It implies that
‖ψn(a)− Ωn ⊗ 1N‖ → 0,
‖ψn(b)− Sn ⊗ 1N‖ → 0.
Since C∗(H) is a commutative C∗-subalgebra of C∗(G), ψn(a) and ψn(b) com-
mute, for each n ∈ N. This contradicts Lemma 3.11.
Theorem 3.14. Let G be a finitely generated virtually abelian group. The
following are equivalent:
(i) G is C∗-stable
(ii) G is weakly C∗-stable
(iii) G has rank less or equal to one.
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Proof. (i)⇒(ii) is obvious.
(ii)⇒(iii): Suppose the rank of G is bigger than one. In the same way as
in Theorem 3.13 we conclude that G contains a normal subgroup H ∼= Zm of
finite index, where m ≥ 2. Let N be the index of H . By Theorem 3.10 there is
a ∗-homomorphism α : C∗(G)→ C(Im,MN ) such that
α(C∗(H)) ⊇ C(Im,C1N ).
Since m ≥ 2, Im contains a homeomorphic copy of the two-dimensional disc
which we will denote by D. Let α˜ : C∗(G) → C(D,MN ) be the composition of
α with the restriction map C(Im,MN)→ C(D,MN ). Then
α˜(C∗(H)) ⊇ C(D,C1N ). (13)
Let Tn be as in Lemma 3.12. It is easy to check that
‖ [Tn, T ∗n ] ‖ → 0 (14)
and hence we can define a ∗-homomorphism π˜ : C(D)→∏B(H)/⊕B(H) by
π˜(z) = q ((Tn)n∈N) ,
where z ∈ C(D) is the identity function and q : ∏B(H) → ∏B(H)/⊕B(H)
is the canonical surjection. Let
π = π˜ ⊗ idMN : C(D,MN )→
∏
(B(H)⊗MN)/
⊕
(B(H)⊗MN).
If G was weakly C∗-stable then π ◦ α˜ would lift to some ∗-homomorphism ψ =
(ψn)n∈N, where ψn : A→ B(H)⊗MN , n ∈ N. By (13) there is a ∈ C∗(H) such
that
α˜(a) = z ⊗ 1N .
It implies that
‖ψn(a)− Tn ⊗ 1N‖ → 0.
However since C∗(H) is a commutative C∗-subalgebra of C∗(G), ψn(a) is nor-
mal, for each n ∈ N. This contradicts Lemma 3.12.
(iii) ⇒ (i): If the rank of G is less or equal to one, then G is virtually free
and hence is C∗-stable by Theorem 3.7.
As a corollary we obtain a characterization of stability for finitely generated
abelian groups.
Corollary 3.15. Let G be a finitely generated abelian group. The following are
equivalent:
(i) G is C∗-stable
(ii) G is weakly C∗-stable
(iii) G is matricially stable
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(iv) G has rank less or equal to one.
Proof. All implications but (iii)⇒(iv) follow from Theorem 3.14.
(iii)⇒(iv): by Theorem 3.13 G has rank less or equal to 2. If it is equal to 2,
then G = Z2×H , where H is a finite group. By sending the generators of Z2 to
the Voiculescu matrices and all elements of H to identity matrices, we obtain a
homomorphism from C∗(G) to
∏
Mn/⊕Mn. If it was liftable, a lifting would
send the generators of Z2 to commuting elements. This would contradict to
Lemma 3.11.
Stability of non-finitely generated countable abelian groups is much more
involved and will be considered in a sequel paper.
4 Classes of groups
4.1 Crystallographic groups
Among the virtually abelian finitely generated groups, the crystallographic groups
form a prominent class, since they describe all possible symmetry groups of lat-
tices in Rn. By a theorem of Zassenhaus ([Zas48]), such groups may be charac-
terized abstractly as those groups G for which Zn is a subgroup of finite index
so that Zn becomes maximal among all abelian subgroups of G. In this case Zn
is automatically normal, and the quotient group D = G/Zn is called the point
group.
There are only finitely many crystallographic groups in each dimension, as
proved by Bieberbach ([Bie12]) answering a part of Hilbert’s 18th problem. At
n = 1 we have the two line groups Z and Z2 ⋆ Z2 which we already have seen
are C∗-stable, and at n ≥ 3 we know by Theorem 3.13 that none of the stabilty
properties are met. At n = 2 we have the seventeen wallpaper groups of which
we have already encountered p1 = Z2 and pg and noted that p1 is not matricially
stable but pg is, and that neither is weakly C∗-stable. Thus, we see that stability
properties are not determined by dimension alone. Invoking K-theory, we will
show that exactly twelve of the wallpaper groups are matricially stable.
To do so, we will establish lack of matricial stability by Theorem 3.9 in
five cases and establish matricial stability in the remaining twelve by appeal-
ing to an old result by Loring, Pedersen and the first named author ([ELP98,
8.2.2(ii)]) which shows that any 2-dimensional NCCW complex which has only
torsion infinitesimals in its ordered K0-group has the desired stability property.
Recall that an element [x] of the K-group K0(A) of a C
∗-algebra A is called an
infinitesimal if
−[1A] ≤ n[x] ≤ [1A]
for any n ∈ Z. Of course 0 is an infinitesimal, and any K0-map induced by a
unital ∗-homomorphism will map infinitesimals to infinitesimals.
The class of n-dimensional noncommutative CW (NCCW) complexes is de-
fined recursively by saying that the 0-dimensional ones are exactly the finite-
dimensional C∗-algebras, and that the n-dimensional ones are pullbacks of the
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form
An = C(I
n, Fn)⊕C(∂In,Fn) An−1
where An−1 is an (n− 1)-dimensional NCCW, Fn is finite-dimensional, and the
pullback is taken over the canonical map from C(In, Fn) to C(∂I
n, Fn) on one
hand, and an arbitrary unital ∗-homomorphism γn : An−1 → C(∂In, Fn) on the
other.
In the 12 positive cases, we draw extensively on previous work [Yan97,
McA99] which provide concrete realizations of C∗(G) as a 2-dimensional NCCW
for any wallpaper group G. The thesis [Yan97] also provides complete descrip-
tions of the K-groups, but the order structures was not computed there. In
some cases, like pg, it is easy to see that there are no infinitesimals in the K0-
group, but in general such computations are rather demanding. Fortunately, as
pointed out in [McA99], the K-theory of NCCW complexes of dimension two or
less can be systematically computed by appealing to the Mayer-Vietoris exact
sequence
K1(An) // K1(An−1) // K1(C(∂In, Fn))
δn

K0(C(∂I
n, Fn))
OO
K0(An−1)⊕K0(C(In, Fn))oo K0(An)ϕnoo
and we will use this to provide a more direct path to establishing that there are
only torsion infinitesimals in these cases. We do not need to specify the maps
in the Mayer-Vietoris sequence, except to note that ϕn is induced by a unital
∗-homomorphism (the canonical restriction map) and hence sends infinitesimals
to infinitesimals.
Theorem 4.1. Let A2 = C(I
2, F2) ⊕C(∂I2,F2) A1 be a 2-dimensional NCCW
complex with s sheets, i.e. with F2 =
⊕s
i=1Mni and consider the statements
(i) rankK0(A1) = rankK0(A2)
(ii) rankK1(A1)− rankK1(A2) = s
(iii) All infinitesimals of K0(A2) are torsion
(iv) A2 is matricially stable.
Then
(i)⇐⇒ (ii) =⇒ (iii) =⇒ (iv)
Proof. Note first that at n = 1, the Mayer-Vietoris sequence degenerates to
0 // K0(A1)
ϕ1 // K0(A0)⊕K0(F1) // K0(F1)2 // K1(A1) // 0
with ϕ1 sending infinitesimals to infinitesimals. But since K0(A0)⊕K0(F1) has
only the trivial infinitesimal, the same is the case for K0(A1). At n = 2, the
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Mayer-Vietoris sequence becomes
K1(A2) // K1(A1) // K0(F2)
δ2

K0(F2)
0
OO
K0(A1)⊕K0(F2)oo K0(A2)ϕ2oo
where the upward map vanishes since it is easy to see that the preceding map is
a surjection. Again we see that K0(A1) ⊕K0(F2) has no infinitesimals, so any
infinitesimals in K0(A2) must lie in Im (δ2).
Now we note that K0(F2) = Z
s and rationalize to get
K1(A2)⊗Q // K1(A1)⊗Q // Qs
δ2⊗idQ

Qs
0
OO
(K0(A1)⊗Q)⊕Qsoo K0(A2)⊗Qoo
and see that (i) and (ii) are equivalent by comparing dimensions in the upper
and lower row. By the same argument, these conditions imply that δ2⊗ idQ = 0,
whence Im(δ2) ⊂ Tor(K0(A2)), and we have proved that (i) and (ii) imply (iii).
The last implication is [ELP98, 8.2.2(ii)].
Corollary 4.2. All of the groups cm, pm, pg, cmm, pmm, pmg, pgg, p3m1,
p31m, p4mm, p4mg, p6mm are matricially stable.
Proof. The K-groups of the presentation C∗(G) as a 2-dimensional NCCW A2
given in [Yan97] is given in Figure 1. Theorem 4.1 finishes the argument by
checking condition (i) or (ii).
Theorem 4.3. Neither of the groups p1, p2, p3, p4, p6 are matricially stable.
Proof. p2 is defined by the relations t2i = (t1t2t3)
2 = e. Since t2i = e, the relation
(t1t2t3)
2 = e is equivalent to the homogeneous relation
t1t2t3t
−1
1 t
−1
2 t
−1
3 = e, (15)
and hence our Exel-Loring type invariant applies to this relation.
Let
Tn,1 =
(
0 Ωn
Ω−1n 0
)
,
Tn,2 =
(
0 Sn
S−1n 0
)
,
Tn,3 =
(
0 1n
1n 0
)
.
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Generators F K0(Ai) K1(Ai)
p1 xy = yx C2 Z2 Z Z2 Z2
p2 t2i = (t1t2t3)
2 = e M22 Z
6 Z5 0 Z
pm r21 = r
2
2 = e, riy = yri M2 Z
3 Z3 Z3 Z4
pg p2 = q2 M2 Z Z Z+ Z2 Z
2 + Z2
cm r2 = e, rp2 = p2r M2 Z
2 Z2 Z2 Z3
pmm
r2 = (r1r2)
2 = (r2r3)
2
= (r3r4)
2 = (r4r1)
2 = e
M4 Z
9 Z9 0 Z
pmg
r2 = t21 = t
2
2 = e,
t1rt1 = t2rt2
M4 Z
4 Z4 Z Z2
pgg (po)2 = (p−1o)2 = e M4 Z
3 Z3 Z2 Z+ Z2
cmm
r2i = t
2 = (r1r2)
2
= (r1tr2t)
2 = e
M4 Z
5 Z5 0 Z
p4 r4 = t2 = (rt)4 = e M24 Z
9 Z8 0 Z
p4m
r3i = (r1r2)
4 = (r2r3)
4
= (r3r1)
2 = e
M4 Z
9 Z9 0 Z
p4g t4 = r2 = (t−1rtr)2 = e M8 Z
6 Z6 0 Z
p3 r3 = t3 = (rt)3 = e M23 Z
8 Z7 0 Z
p3m1
r2i = (r1r2)
3 = (r2r3)
3
= (r3r1)
3 = e
M6 Z
5 Z5 Z Z2
p31m t3 = r2 = (t−1rtr)3 = e M26 Z
5 Z5 Z Z3
p6 r3 = t2 = (rt)6 = e M26 Z
10 Z9 0 Z
p6m
r2i = (r1r2)
3 = (r2r3)
6
= (r3r1)
2 = e
M12 Z
8 Z8 0 Z
Figure 1: The 17 wallpaper groups. The table is ordered as Table 3 in [CM80]
and the generators given are taken from there (some generators’ names are
substituted to avoid notational clashes). The groups in shaded cells fail to be
matricially stable. The K-groups given are for i = 2 to the left and for i = 1 to
the right.
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Then for each n ∈ N, i = 1, 2, 3, Tn,i are unitaries and T 2i = 12n. It is easy
to compute that
(Tn,1Tn,2Tn,3)
2 = diag(ΩnS
−1
n Ω
−1
n Sn,Ω
−1
n SnΩnS
−1
n ) = ωn12n.
Thus ‖(Tn,1Tn,2Tn,3)2 − 12n‖ → 0 and hence Tn,1, Tn,2, Tn,3 define an approxi-
mate representation of p2. Since
wind det(rTn,1Tn,2Tn,3T
−1
n,1T
−1
n,2T
−1
n,3 + (1− r)12n)
= wind det(r(Tn,1Tn,2Tn,3)
2 + (1− r)12n)
= wind(rωn + 1− r)2n = −2 6= 0,
we conclude by Theorem 3.9 that Tn,1, Tn,2, Tn,3 are not close to any unitaries
satisfying (15) and hence this approximate representation is not close to any
actual representation of p2.
We now turn to p4, using the presentation in Figure 1. Since r = r−3 and
t = t−1, the relation (rt)4 = e is equivalent to the homogeneous relation
r−3trtrt−1rt−1 = e, (16)
and hence the methods above apply to this relation. Let
Rn =

0 0 0 Sn
Sn 0 0 0
0 S−1n 0 0
0 0 S−1n 0
 ,
Tn =

0 0 Ωn 0
0 0 0 Ωn
Ω−1n 0 0 0
0 Ω−1n 0 0
 .
Then for each n ∈ N, Rn and Tn are unitaries and R4n = T 2n = 1. It is easy to
compute that
(RnTn)
4 =diag(SnΩ
−1
n SnΩnS
−1
n ΩnS
−1
n Ω
−1
n , SnΩnS
−1
n ΩnS
−1
n Ω
−1
n SnΩ
−1
n ,
S−1n ΩnS
−1
n Ω
−1
n SnΩ
−1
n SnΩn, S
−1
n Ω
−1
n SnΩ
−1
n SnΩnS
−1
n Ωn)
= ω2n14n.
Thus ‖(RnTn)4 − 14n‖ → 0 and hence Rn, Tn define an approximate repre-
sentation of p4. Since
wind det(rR−3TnRnTnRnT
−1
n RnT
−1
n + (1− r)14n)
= wind det(r(RnTn)
4 + (1− r)14n) = wind(rω2n + 1− r)4n = −8 6= 0,
we conclude by Theorem 3.9 that Tn, Rn are not close to any unitaries satisfy-
ing (16) and hence this approximate representation is not close to any actual
representation of p4.
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For p3 we similarly rewrite the last of the relations given in Figure 1 as the
homogeneous relation
r−2t−2rtrt = e,
and consider the matrices
Rn =
 0 0 S−1nSn 0 0
0 1n 0
 ,
Tn =
 0 0 1nΩn 0 0
0 Ω−1n 0
 .
Then for each n ∈ N, Rn and Tn are unitaries and R3n = T 3n = 1. It is easy to
compute that
(RnTn)
3 = diag(S−1n Ω
−1
n SnΩn, SnΩnS
−1
n Ω
−1
n ,ΩnS
−1
n Ω
−1
n Sn) = ωn13n.
Thus ‖(RnTn)3 − 13n‖ → 0 and hence Rn, Tn define an approximate represen-
tation of p3. Since
wind det(r(RnTn)
3 + (1− r)13n) = wind(rωn + 1− r)3n = −3 6= 0,
it follows from Theorem 3.9 that this approximate representation is not close to
any actual representation of p3.
Finally, for p6 we rewrite to
r−2tr−2t−1rtrt−1rtrt−1 = e,
and let
Rn =

0 0 0 0 S−1n 0
0 0 0 0 0 S−1n
Sn 0 0 0 0 0
0 Sn 0 0 0 0
0 0 1n 0 0 0
0 0 0 1n 0 0
 ,
Tn =

0 0 0 Ωn 0 0
0 0 0 0 Ωn 0
0 0 0 0 0 Ωn
Ω−1n 0 0 0 0 0
0 Ω−1n 0 0 0 0
0 0 Ω−1n 0 0 0
 .
Then for each n ∈ N, Rn and Tn are unitaries and R3n = T 2n = 1. It is easy to
compute that (RnTn)
6 = ω2n16n. Thus ‖(RnTn)6 − 16n‖ → 0 and hence Rn, Tn
define an approximate representation of p6. Since
wind det(r(RnTn)
6 + (1− r)16n) = wind(rω2n + 1− r)6n = −12 6= 0,
we conclude by Theorem 3.9 that this approximate representation is not close
to any actual representation of p6.
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Remark 4.4. Just as what is the case for p1 = Z2, it is possible to quantify the
obstruction to matricial stability for representations of all pn with n = 1, 2, 3, 4, 6
by means of K-theory. Indeed, one may choose a “Bott-type” element x0 ∈
K0(C
∗(pn)) with the property that if ϕ : C∗(pn) → ∏Mni/⊕Mni satisfies
ϕ∗(x0) = 0, then ϕ has a lift. As in the classical case (cf. [EL89, ELP98, EL99])
the obstruction can also be formulated for almost representations of the groups,
using K-theory or winding numbers as desired.
In fact, the defining difference between the 5 groups lacking matricial stability
and the 12 groups enjoying it is that the former are given by rotations alone,
whereas the latter have at least one (glide) reflection. In the 5 former cases the
symmetries are hence all orientation-preserving, and the rational homology of
the crystallographic group is the homology of some surface which is orientable,
and hence has a nontrivial class in dimension 2. This in turn leads to such
a Bott-type element in K0 of the group C
∗-algebra by naturality of the Baum-
Connes map. In the 12 latter cases, the surface is not orientable, and the second
homology vanishes. Although our technical tools are not sufficiently precise to
allow a formal proof neither of Theorem 4.3 nor Corollary 4.2 along these lines,
surely this is the underlying geometric explanation of the dichotomy. We are
grateful to Andreas Thom for clarifying these matters for us, and for pointing
out that similar phenomena occur for sofic groups in [BLT].
Remark 4.5. Since we have proved all the forward implications in Theorem
4.1 and since (iv) fails for the 5 remaining wallpaper groups, we have proved
that all the conditions in Theorem 4.1 are equivalent for the NCCW complexes
associated to wallpaper groups. We suspect that may be true in general, but
will not pursue that here. Note also that since the K-groups in the 12 positive
cases are torsion free, in fact there are no infinitesimals at all. This implies
that C∗(G) are weakly stable with respect to the bigger class of C∗-algebras of
stable rank one because of [ELP98, 8.2.2(i)]. Again, we have no use for that
observation here.
4.2 Finitely generated torsion-free 2-step nilpotent groups
We are going to use the following fact.
Theorem 4.6 ([GMO17, Theorem 4.1]). Let G be a group, and let n,m be two
integers greater than or equal to zero. Then the following two statements are
equivalent:
1. G admits a presentation of the form
G =
〈
a1, . . . , an, c1, . . . , cm
∣∣∣∣∣ {ai, aj} =∏mt=1 cλ
ij
t
t , for 1 ≤ i < j ≤ n,
{ai, cj} = {ck, cr} = e, for all i, j, k, r
〉
.
2. G is a finitely generated, torsion-free, 2-step nilpotent group satisfying
rank(G/Z(G)) + rankZ(G) = n+m,
rankG′ ≤ m ≤ rankZ(G).
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Theorem 4.7. Let G be a finitely generated, torsion-free, 2-step nilpotent group.
The following are equivalent.
(a) rank(G/Z(G)) + rankZ(G) ≤ 1.
(b) G ∼= Z or G is the trivial group.
(c) G is C∗-stable.
(d) G is matricially stable.
Proof. It follows from [Jen55, Theorem 1.2] that (a) =⇒ (b), and the implica-
tions (b) =⇒ (c) =⇒ (d) are clear. We will establish (d) =⇒ (a) by proving
the contrapositive. To this end let G be a finitely generated, torsion-free, 2-
step nilpotent group and suppose that rank(G/Z(G)) + rankZ(G) > 1. Pick
n,m such that G has a presentation as in Theorem 4.6. To show that G is not
matricially stable we consider the cases n = 0, n = 1, and n ≥ 2 individually.
If n = 0 then m ≥ 2. By sending c1, c2 to the Voiculescu matrices and the
other cj ’s to the identity matrix, we get an approximate representation which
is not close to a representation.
If instead n = 1 we must have m ≥ 1. Then we send a1, c1 to the Voiculescu
matrices and the other cj ’s to the identity matrix to get an approximate repre-
sentation which is not close to a representation.
So assume n ≥ 2. If all λijt = 0, then we can send a1, a2 to the Voiculescu
matrices and all other generators to the identity and again get an approximate
representation which is not close to a representation. So we can assume that
there exist t0, i0, j0 such that λ
i0j0
t0 6= 0. For ease of notation put M = λi0j0t0 .
Let l ∈ N be odd and let ωl = e2pii/l. We will build an approximate repre-
sentation of G that is not close to an actual representation. Define
Al = diag(λ1, λ2, . . . , λl),
where λk = (ωl)
M k(k+1)2 , k = 1, 2, . . . , l, and define
Bl = diag(µ1, µ2, . . . , µl),
where µk = (ωl)
k, k = 1, 2, . . . , l.
We observe that
{Al, Sl} = diag(λ1λl, λ2λ1, . . . , λlλl−1).
Since l is odd we see that
λ1λl = ωl
M(1− l(l+1)2 ) = ωl
M ,
as we also have λkλk−1 = ωl
Mk, for 2 ≤ k ≤ l, we conclude that
{Al, Sl} = diag(ωlM , ωl2M , . . . , ωllM ) = BMl . (17)
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Since µ1µl = µkµk−1 = ωl, when k > 1, we obtain also
‖ {Bl, Sl} − 1l‖ = ‖diag(µ1µl, µ2µ1, . . . , µlµl−1)− 1l‖
= ‖diag(ωl − 1, ωl − 1, . . . , ωl − 1)‖ → 0.
(18)
Finally, since An and Bn are diagonal, we also have
{An, Bn} = 1. (19)
By (17), (18), (19) we can define an approximate representation πl of G by
πl(ai) =

Al, i = i0
Sl, i = j0
1l, i 6= i0, j0
,
πl(ct) =
{
Bl, t = t0
1l, t 6= t0
.
Since
wind det(r {Bl, Sl}+ (1− r)1l) = wind(1 + r(ωl − 1)))l = −1,
it follows from Theorem 3.9 that πl(aj0) and πl(ct0) are not close to any com-
muting matrices and hence this approximate representation is not close to a
representation.
4.3 Surface groups
Theorem 4.8. For each g ∈ N the surface group
Gg = 〈a1, a2, . . . ag, b1, b2, . . . , bg | {a1, b1} · · · {ag, bg} = e〉
is not matricially stable.
Proof. Let X1,n = Ωn, Y1,n = Sn, Xi,n = Yi,n = 1n, i 6= 1. Then
‖ {X1,n, Y1,n} · · · {Xg,n, Yg,n} − 1n‖ → 0.
Since
wind det(r {X1,n, Y1,n} · · · {Xg,n, Yg,n}+(1− r)1n) = wind(re 2piin +1− r)n = 1,
we get by Theorem 3.9 that these matrices are not close to matrices exactly
satisfying the group relation.
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4.4 Baumslag-Solitar groups
We now turn our attention to the Baumslag-Solitar group. For each pair of
integers n,m ∈ Z the Baumslag-Solitar group BS(m,n) is defined as〈
a, b
∣∣ abma−1 = bn〉 .
Theorem 4.9. BS(1,−1) is matricially stable but not weakly C∗-stable.
Proof. Since BS(1,−1) is isomorphic to the crystallographic group
pg =
〈
x, y
∣∣ xy = y−1x〉 = 〈p, q ∣∣ p2 = q2〉
(via p = x, q = xy), which is virtually abelian of rank 2, by Theorem 3.14
BS(1,−1) is not weakly C∗-stable. By Corollary 4.2 it is matricially stable.
Theorem 4.10. For any integer m the Baumslag-Solitar group BS(m,m) is
not matricially stable.
Proof. Let ωn = e
2pii/n and Ωn, Sn ∈Mn be the Voiculescu matrices. Then
Ωmn SnΩ
−m
n S
−1
n = diag(ω
m
n , ω
m
n , . . . , ω
m
n )
and
‖Ωmn SnΩ−mn S−1n − 1n‖ = |e2piim/n − 1| → 0.
We have
wind det(rΩmn SnΩ
−m
n S
−1
n + (1 − r)1) = wind(1 + r(ωmn − 1)))n = m.
Thus by Theorem 3.9 the distance from Ωn, Sn to any pair of unitaries
satisfying the group relation does not tend to zero.
If |n|, |m| > 1 and |n| 6= |m| then BS(n,m) is not RF by [Mes72, Theorem
B]. Hence, if BS(n,m) is MF it would follow from Proposition 2.19 that it not
matricially stable. Despite not knowing if BS(n,m) is MF, we can still prove
that in the case n = 2,m = 3 the group is not matricially stable.
Theorem 4.11. BS(2, 3) is not matricially stable.
Proof. We start with an almost representation of BS(2, 3) constructed in [Ra˘d08].
We describe it here. Let n ∈ N and e0, . . . , e6n−1 be a basis in C6n. Define
un, vn ∈M6n by
unek = e
2piik/6nek,
for k = 1, . . . , 6n− 1 and
vne2k = e3k
vne2k+1 = e3k+1
vne2n+2k = e3k+2
vne2n+2k+1 = e3n+3k+2
vne4n+2k = e3n+3k
vne4n+2k+1 = e3n+3k+1,
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for k = 0, . . . , n− 1. Since
{0, . . . , 6n− 1} =
n−1⊔
k=0
{2k, 2k + 1, 2n+ 2k, 2n+ 2k + 1, 4n+ 2k, 4n+ 2k + 1}
=
n−1⊔
k=0
{3k, 3k + 1, 3k + 2, 3n+ 3k, 3n+ 3k + 1, 3n+ 3k + 2},
vn is well-defined. It was shown in [Ra˘d08] that
a 7→ vn, b 7→ un
is an almost representation of BS(2, 3). We don’t know if this almost repre-
sentation is close to a representation. But we will construct another almost
representation out of this one, which, as we will see, is not close to a represen-
tation.
Define v˜n ∈M6n by
v˜ne0 =
1√
2
(e0 − e3n),
v˜ne3n =
1√
2
(e0 + e3n),
v˜nek = ek, k 6= 0, 3n.
Since u2n is identity on span{e0, e3n},[
v˜n, u
2
n
]
= 0.
Clearly it follows that
πn : a 7→ v˜nvn, b 7→ un
is an almost representation. We claim that it is not close to any actual repre-
sentation.
In [McL12] all irreducible finite-dimensional representations of BS(2, 3) are
described (as well as those of some other Baumslag-Solitar groups). In par-
ticular it was shown that for any irreducible finite-dimensional representation,
there is a basis in which the image of a is a shift matrix and the image of b is
a diagonal matrix. It follows that all finite-dimensional irreducible representa-
tions send the multiplicative commutator
{
aba−1, b
}
to the identity. Since any
finite-dimensional representation is direct sum of irreducible ones, it follows that
any finite-dimensional representation sends
{
aba−1, b
}
to the identity operator.
Thus it is sufficient to prove that ‖{πn(aba−1), πn(b)} − 16n‖ is far from zero.
We calculate
vnunv
−1
n e0 = e0, vnunv
−1
n e3n = λe3n,
where λ = e4pii/3. Hence the restriction of
[
πn(aba
−1), πn(b)
]
on span{e0, e3n}
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is [
πn(aba
−1), πn(b)
]|span{e0,e3n}
=
[
v˜nvnunv
−1
n v˜
−1
n , un
] |span{e0,e3n}
= 1/2
[(
1 1
−1 1
)(
1 0
0 λ
)(
1 −1
1 1
)
,
(
1 0
0 −1
)]
=
(
0 1− λ
λ− 1 0
)
.
Thus
‖{πn(aba−1), πn(b)}− 16n‖ = ‖ [πn(aba−1), πn(b)]]‖ ≥ |λ− 1| = |e4pii/3 − 1|,
for all n.
Below we will strengthen the last result. In general matricial stability does
not pass to subgroups of finite index as one can see by looking at virtually
abelian groups. However it is not possible for a matricially stable group to
contain BS(2, 3) as a finite index subgroup. To prove this we introduce induced
approximate representations.
Let H be a finite index subgroup of G and let πn : H → U(Mk(n)) be an
approximate representation of H . Let N = [G : H ]. Let us denote for short
Vn = C
k(n) and for each i = 1, . . . , N let giVn be an isomorphic copy of Vn. For
any vector x ∈ Vn the same vector in giVn we will write as gix. In particular
it implies that ‖∑Ni=1 gixi‖ = √∑Ni=1 ‖xi‖2. Let g1, . . . , gN be a full set of
representatives in G of the left cosets in G/H . Then for each g ∈ G and each gi
there is an hi in H and j(i) in 1, . . . , N such that ggi = gj(i)h. We define the
induced approximate representation Indπn : G→ U(MNk(n)) analogously to the
notion of an induced representation:
(Ind πn)(g)
N∑
i=1
gixi =
N∑
i=1
gj(i)πn(hi)xi,
where xi ∈ V for each i.
Proposition 4.12. Let G be a group with a finite index subgroup H. If πn is an
approximate representation of H, then the induced approximate representation
Indπn, constructed above, is in fact an approximate representation of G.
Proof. Let g, g′ ∈ G. Then for any gi there is h = h(i) ∈ H and l = l(i) such
that
g′gi = glh.
Now we find h′ = h′(i) ∈ H and m = m(i) such that
ggl = gmh
′.
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Then
gg′gi = gglh = gmh
′h.
It is straightforward to check that m(i) 6= m(j) when i 6= j. For any vector
gix ∈ giVn we have
((Indπn)(g)(Ind πn)(g
′)− (Ind πn)(gg′)) gix
= (Ind πn)(g)(glπn(h)x) − gmπn(hh′)x = gm (πn(h′)πn(h)− πn(h′h))x.
Now for any vector
∑N
i=1 gixi ∈
⊕N
i=1 giVn we obtain
‖(Indπn)(gg′)− (Indπn)(g)(Ind πn)(g′)‖
= sup
‖
∑
N
i=1 gixi‖≤1
∥∥∥∥∥
N∑
i=1
((Indπn)(gg
′)− (Indπn)(g)(Indπn)(g′)) gixi
∥∥∥∥∥
= sup
‖
∑
N
i=1 gixi‖≤1
∥∥∥∥∥
N∑
i=1
gm(i) (πn(h
′)πn(h)− πn(h′h))xi
∥∥∥∥∥
= sup
‖
∑
N
i=1 gixi‖≤1
√√√√ N∑
i=1
∥∥gm(i) (πn(h′)πn(h)− πn(h′h))xi∥∥2
≤ ‖(πn(h′)πn(h)− πn(h′h))‖ → 0.
as n→∞.
We saw above that some groups having Z2 = BS(1, 1) as a finite index
subgroup could be matricially stable even though Z2 is not. For BS(2, 3) this is
not possible:
Theorem 4.13. If a group G contains BS(2, 3) as a subgroup of finite index
then G is not matricially stable.
Proof. In the proof of Theorem 4.11 we constructed an approximate represen-
tation πn of H = BS(2, 3) such that on the element h0 =
{
aba−1, b
} ∈ H
‖πn(h0)− 16n‖ ≥ |e4pii/3 − 1|,
for all n. It follows from the definition of an induced approximate representation
that the subspace Vn of the space
∑N
i=1 giVn of the induced representation Indπn
is invariant under (Indπn)(h), for all h ∈ H , and
(Indπn)(h) |Vn = πn(h),
for all h ∈ H . It implies that
‖(Indπn)(h0)− 16nN‖ ≥ ‖πn(h0)− 16n‖ ≥ |e4pii/3 − 1|,
for all n. On the other hand, as explained in the proof of Theorem 4.11, any
representation of H is identity on h0. In particular for any representation ρ of
G, ρ |H(h0) is identity. Hence Indπn is not close to any representation of G.
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Remark 4.14. By examining the proof of Theorem 4.13 we see that what it
needs is an element h0 ∈ BS(2, 3) such that
(a) h0 is mapped to 1 in any finite dimensional representation, and
(b) there is an approximate representation πn such that πn(h) is always far from
1.
We induce πn to an approximate representation Indπn of G. By (b) we must
have that (Indπn)(h0) is far from 1, so it follows from (a) that Indπn cannot
be close to an actual representation of G. Hence the same proof would work for
any group that satisfies (a) and (b).
We note that (a) is simply a restatement of the fact that BS(2, 3) is not RF.
If we restrict to the class of MF groups we can use this fact directly to extend
Theorem 4.13 drastically. Indeed, suppose H is a subgroup of G and that they
both are MF. If H is not RF, then G is not RF, so if G is finitely generated then
it cannot be matricially stable by Proposition 2.19. Note that G is necessarily
finitely generated if H is finitely generated and the index of H in G is finite.
5 Matricial stability versus Hilbert-Schmidt sta-
bility
The normalized Hilbert-Schmidt norm seems to be more friendly for stability
questions than the operator norm. For example all virtually abelian groups
are Hilbert-Schmidt stable as was proved in [HS] and many of them are not
matricially stable as we saw above.
In general we do not know if matricial stability implies Hilbert-Schmidt
stability. Below we show that this is the case for amenable groups.
Recall from [TWW17] that a trace τ on a C∗-algebra A is quasidiagonal if
for every finite set F of A and ǫ > 0, there exist a matrix algebra Mk and a
contractive completely positive (ccp) map ϕ : A→Mk such that
‖ϕ(ab)− ϕ(a)ϕ(b)‖ ≤ ǫ,
for all a, b ∈ F , and
| trMk(ϕ(a))− τ(a)| ≤ ǫ,
for any a ∈ F .
Theorem 5.1. (Tikuisis, White, Winter [TWW17], Cor. 6.1 + Cor. C) Let
G be a discrete amenable group. Then every trace on C∗(G) is quasidiagonal.
Recall that a character of a group G is a positive definite function on G
which is constant on conjugacy classes and takes value 1 at the unit.
Proposition 5.2. Let G be an amenable matricially stable group. Then G is
Hilbert-Schmidt stable.
34
Proof. Let τ be a trace on C∗(G). By Theorem 5.1 there exist almost multi-
plicative ccp maps ϕk : C
∗(G)→Mnk such that
τ(a) = lim
k→∞
trMnk (ϕk(a)),
for each a ∈ C∗(G). Since G is matricially stable, there exist ∗-homomorphisms
ψk : C
∗(G)→Mnk such that
‖ψk(a)− ϕk(a)‖ → 0
and hence
τ(a) = lim
k→∞
trMnk (ψk(a)),
for each a ∈ C∗(G). Since the restriction of any trace of C∗(G) onto G is a
character, we conclude that each character of G is a pointwise limit of traces
of finite-dimensional representations. As was proved by D. Hadwin and the
second-named author in [HS], for amenable groups this condition is equivalent
to Hilbert-Schmidt stability.
6 Open questions
We list the following open questions and discuss them briefly.
1. Must a C∗-stable group be finitely generated? Must a C∗-stable group be
virtually free?
In other words, are the sufficient conditions of Theorem 3.7 also neces-
sary? We have little evidence to support this, but at least we have con-
firmed it in the abelian case (details will appear elsewhere). Also one may
combine results from [KRTW] and [End16] to see that any torsion-free vir-
tually abelian group (not necessarily finitely generated) which is C∗-stable
must be virtually free.
2. Suppose H is a finite index subgroup of G. Does H being matricially
stable/weakly C∗-stable/C∗-stable imply that G is?
Note that we have shown that the opposite direction fails for matricial
stability. The fact that neither of the non-matricially stable wallpaper
groups contain any of the matricially stable wallpaper groups by [CM80,
Table 4] may support this claim.
3. When is BS(n,m) matricially stable/weakly C∗-stable/C∗-stable? In par-
ticular is BS(n,m) matricially stable only when n = ±1, m = ∓1?
The metabelian case n = 1, m > 1 is particularly interesting, and indeed
the structure of the associated C∗-algebra is rather well understood in this
case, cf. [Bre95, PV18]. We do not at present have any tools to address
this case.
35
4. Does matricial stability imply Hilbert-Schmidt stability?
In [HS18] D. Hadwin and the second-named author introduced a notion of
matricial tracial stability for C∗-algebras which in the case of group C∗-
algebras gives Hilbert-Schmidt stability. The proof of Proposition 5.2 can
be modified to show that a separable nuclear matricially semiprojective C∗-
algebra, all of whose quotients satisfy UCT, is matricially tracially stable.
5. Can C∗r (G) be (matricially)(weakly) semiprojective whenG is non-amenable?
We have already provided examples of some C∗-stable groups that are
amenable and some that are not. In fact, when G is not amenable we think
it is unlikely that C∗r (G) is (matricially)(weakly) semiprojective. Even for
the free group F2, C
∗
r (F2) is not matricially semiprojective. Indeed it is
MF by [HT05] and has no finite-dimensional representations, hence is not
matricially semiprojective.
References
[AP15] G. Arzhantseva and L. Paunescu. Almost commuting permutations
are near commuting permutations. J Funct. Anal., 269(3):745–757,
2015.
[Arz14] G. Arzhantseva. Asymptotic approximations of finitely generated
groups. In Extended abstracts Fall 2012—automorphisms of free
groups, volume 1 of Trends Math. Res. Perspect., pages 7–15.
Springer, Cham, CRM Barcelona, 2014.
[Bie12] L. Bieberbach. U¨ber die Bewegungsgruppen der Euklidischen Ra¨ume
(Zweite Abhandlung.) Die Gruppen mit einem endlichen Fundamen-
talbereich. Math. Ann., 72(3):400–412, 1912.
[BK97] B. Blackadar and E. Kirchberg. Generalized inductive limits of finite-
dimensional C∗-algebras. Math. Ann., 307(3):343–380, 1997.
[Bla85] B. Blackadar. Shape theory for C∗-algebras. Math. Scand., 56:249–
275, 1985.
[Bla04] B. Blackadar. Semiprojectivity in simple C∗-algebras. Adv. Stud.
Pure Math., 38:1–17, 2004.
[BL] O. Becker and A. Lubotzky. Group stability and property (T).
arXiv:1809.00632.
[BM] O. Becker and J. Mosheiff. Abelian groups are polynomially stable.
arXiv:1811.00578.
36
[BLT] O. Becker, A. Lubotzky, and A. Thom. Stability and invariant ran-
dom subgroups. arXiv:1801.08381.
[Bre95] B. Brenken. K-groups of solenoidal algebras I. Proc. Amer. Math.
Soc, 123:1457–1464, 1995.
[Bro04] N.P. Brown. On quasidiagonal C∗-algebras. In Operator algebras
and applications, volume 38 of Adv. Stud. Pure Math., pages 19–64.
Math. Soc. Japan, Tokyo, 2004.
[CGLT] M. de Chiffre, L. Glebsky, A. Lubotzky, and A. Thom.
Stability, cohomology vanishing, and non-approximable groups.
arXiv:1711.10238.
[CGM90] A. Connes, M. Gromov, and H. Moscovici. Conjecture de Novikov et
fibre´s presques plats. C. R. Acad. Sci. Paris, Se´rie I, 310:273–277,
1990.
[CH90] A. Connes and N. Higson. De´formations, morphismes asymptotiques
etK-the´orie bivariante. C. R. Acad. Sci. Paris, Se´rie I, 311:101–106,
1990.
[CM80] H. S. M. Coxeter and W. O. J. Moser. Generators and relations for
discrete groups, volume 14 of Ergebnisse der Mathematik und ihrer
Grenzgebiete [Results in Mathematics and Related Areas]. Springer-
Verlag, Berlin-New York, fourth edition, 1980.
[Dav85] K.R. Davidson. Almost commuting Hermitian matrices. Math.
Scand., 56(2):222–240, 1985.
[EL89] R. Exel and T. Loring. Almost commuting unitary matrices. Proc.
Amer. Math. Soc., 106(4):913–915, 1989.
[EL99] S. Eilers and T.A. Loring. Computing contingencies for stable rela-
tions. Internat. J. Math., 10:301–326, 1999.
[ELP98] S. Eilers, T.A. Loring, and G.K. Pedersen. Stability of anticommu-
tation relations. An application of noncommutative CW complexes.
J. reine angew. Math., 499:101–143, 1998.
[End16] D. Enders. A characterization of semiprojectivity for subhomoge-
neous C∗-algebras. Doc. Math., 21:987–1049, 2016.
[FK] N. Filonov and I. Kachkovskiy. A Hilbert-Schmidt analog of Huaxin
Lin’s theorem. arXiv:1008.4002.
[Gle] L. Glebsky. Almost commuting matrices with respect to normalized
Hilbert-Schmidt norm. arXiv:1002.3082.
37
[GMO17] A. Garreta, A. Miasnikov, and D. Ovchinnikov. Random nilpotent
groups, polycyclic presentations, and Diophantine problems. Groups
Complex. Cryptol., 9(2):99–115, 2017.
[GR09] L. Glebsky and L. M. Rivera. Almost solutions of equations in per-
mutations. Taiwan. J. of Math., 13(2A):493–500, 2009.
[Hal77] P. R. Halmos. Some unsolved problems of unknown depth about
operators on Hilbert space. Proc. Roy. Soc. Edinburgh Sect. A,
76(1):67–76, 1976/77.
[Hat02] A. Hatcher. Algebraic topology. Cambridge University Press, Cam-
bridge, 2002.
[HL09] D. Hadwin and W. Li. A note on approximate liftings. Oper. Matri-
ces, 3(1):125–143, 2009.
[HS] D. Hadwin and T. Shulman. Stability of group relations under small
Hilbert-Schmidt perturbations. Preprint, accepted for publication in
J. Funct. Anal.
[HS18] D. Hadwin and T. Shulman. Tracial stability for C∗-algebras. Int.
Eq. Op. Theory, 1(90), 2018.
[HT05] U. Haagerup and S. Thorbjørnsen. A new application of random ma-
trices: Ext(C∗red(F2)) is not a group. Ann. of Math. (2), 162(2):711–
775, 2005.
[Hye41] D. H. Hyers. On the stability of the linear functional equation. Proc.
Nat. Acad. Sci. U. S. A., 27:222–224, 1941.
[Jen55] S. A. Jennings. The group ring of a class of infinite nilpotent groups.
Canad. J. Math., 7:169–187, 1955.
[KPS73] A. Karrass, A. Pietrowski, and D. Solitar. Finite and infinite cyclic
extensions of free groups. J. Austral. Math. Soc., 16:458–466, 1973.
[KRTW] S. Knudby, S. Raum, H. Thiel, and S. White. On C∗-superrigidity
of virtually abelian groups. Private communication.
[KT02] G. Kim and C. Y. Tang. Separability properties of certain tree prod-
ucts of groups. J. Algebra, 251(1):323–349, 2002.
[Lin97] H. Lin. Almost commuting selfadjoint matrices and applications. In
Operator algebras and their applications (Waterloo, ON, 1994/1995),
volume 13 of Fields Inst. Commun., pages 193–233. Amer. Math.
Soc., Providence, RI, 1997.
[Lor97] T.A. Loring. Lifting solutions to perturbing problems in C∗-algebras,
volume 8 of Fields Institute Monographs. American Mathematical
Society, Providence, RI, 1997.
38
[Lor10] T.A. Loring. C∗-algebra relations. Math. Scand., 107(1):43–72, 2010.
[Lor12] T.A. Loring. The point in weak semiprojectivity and AANR com-
pacta. Topology Appl., 159(3):850–863, 2012.
[LS01] R. C. Lyndon and P. E. Schupp. Combinatorial group theory. Classics
in Mathematics. Springer-Verlag, Berlin, 2001. Reprint of the 1977
edition.
[Mal40] A. Malcev. On isomorphic matrix representations of infinite groups.
Rec. Math. [Mat. Sbornik] N.S., 8 (50):405–422, 1940.
[Man99] V. Manuilov. Almost-representations and asymptotic representations
of discrete groups. Izv. Ross. Akad. Nauk Ser. Mat., 63(5):159 – 178,
1999.
[McA99] E.A. McAlister. Noncommutative CW -complexes Arising From
Crystallographic Groups and Their K-Theory. PhD thesis, University
of Colorado at Boulder, 1999.
[McL12] D. McLaury. Irreducible representations of Baumslag-Solitar groups.
J. Group Theory, 15(4):543–552, 2012.
[Mes72] S. Meskin. Nonresidually finite one-relator groups. Trans. Amer.
Math. Soc., 164:105–114, 1972.
[MM98] A.S. Mishchenko and N. Mohammad. Asymptotic representation
of discrete groups. In Lie Groups and Lie Algebras, volume 433 of
Mathematics and Its Applications. Springer, Dordrecht, 1998.
[MM01] V.M. Manuilov and A.S. Mischenko. Almost, asymptotic and
Fredholm representations of discrete groups. Acta Appl. Math.,
68(1):159–210, 2001.
[PV18] S. Pooya and A. Valette. K-theory for the C∗-algebras of the solvable
Baumslag–Solitar groups. Glasgow Math. J., 60:481–486, 2018.
[Ra˘d08] F. Ra˘dulescu. The von Neumann algebra of the non-residually finite
Baumslag group 〈a, b|ab3a−1 = b2〉 embeds into Rω. In Hot topics in
operator theory, volume 9 of Theta Ser. Adv. Math., pages 173–185.
Theta, Bucharest, 2008.
[Ros69] P. Rosenthal. Research Problems: Are Almost Commuting Matrices
Near Commuting Matrices? Amer. Math. Monthly, 76(8):925–926,
1969.
[TWW17] A. Tikuisis, S. White, and W. Winter. Quasidiagonality of nuclear
C∗-algebras. Ann. of Math. (2), 185:229–284, 2017.
[Ued08] Y. Ueda. Remarks on HNN extensions in operator algebras. Illinois
J. Math., 52(3):705–725, 2008.
39
[Voi81] D. Voiculescu. Remarks on the singular extension in the C∗-algebra
of the Heisenberg group. J. Operator Theory, 5(2):147–170, 1981.
[Voi83] D. Voiculescu. Asymptotically commuting finite rank unitary oper-
ators without commuting approximants. Acta Sci. Math. (Szeged),
45(1-4):429–431, 1983.
[Yan97] M. Yang. Crossed Products by Finite Groups Acting on Low Di-
mensional Complexes and Applications. PhD thesis, University of
Saskatchewan, 1997.
[Zas48] H. Zassenhaus. U¨ber einen Algorithmus zur Bestimmung der Raum-
gruppen. Comment. Math. Helv., 21:117–141, 1948.
40
