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Jamming Percolation in Three Dimensions
Antina Ghosh, Eial Teomy, and Yair Shokef∗
School of Mechanical Engineering, Tel-Aviv University, Tel-Aviv 69978, Israel
We introduce a three-dimensional model for jamming and glasses, and prove that the fraction of frozen
particles is discontinuous at the directed-percolation critical density. In agreement with the accepted scenario for
jamming- and glass-transitions, this is a mixed-order transition; the discontinuity is accompanied by diverging
length- and time-scales. Because one-dimensional directed-percolation paths comprise the backbone of frozen
particles, the unfrozen rattlers may use the third dimension to travel between their cages. Thus the dynamics are
diffusive on long-times even above the critical density for jamming.
PACS numbers: 64.70.Q-,64.60.ah,05.50.+q
INTRODUCTION
Glassiness and jamming in grains and colloids entails me-
chanical solid-like behavior accompanied by divergent re-
laxation times, apparently without spatial order [1–3]. A
rather simple way to theoretically study such non-equilibrium
transitions is by lattice models in which disorder and slow
(or nonexistent) dynamics arise naturally from the under-
lying static or dynamic local rules of the models [4–7].
Thus, a promising approach for describing the glass and
jamming transitions has evolved in recent years around
kinetically-constrained models [8, 9]. The first such model
due to Fredrickson and Andersen (FA) [10] considers non-
interacting spins on an ordered lattice such that each spin
can flip only if at least some number m of its neighbors are
up. Kob and Andersen (KA) later suggested the correspond-
ing lattice-gas model [11]. Although these two models were
thought to exhibit a glass transition, it was recently shown that
they jam only due to finite-size effects [12–16]. Namely, for
any temperature (FA) or density (KA) there is a finite length-
scale, such that in systems larger than this scale, all parti-
cles eventually move. Subsequently, two-dimensional (2D)
jamming-percolation models were introduced and proven to
jam at finite temperature (spin models) or density (lattice
gases) even in the thermodynamic limit [17–22]. In such mod-
els, the kinetic rules defining which particles are constrained
from flipping (or moving) depend not only on the number
of up (or occupied) neighbors but also on their relative po-
sitions. Consistently with the glass and jamming scenarios,
these models exhibit a phase-transition of mixed nature [23–
29]; the fraction of frozen particles jumps discontinuously, yet
there are critical scaling and diverging length- and time-scales.
Glass- or jamming-transitions result from the fact that parti-
cles are blocked by their neighbors, which in turn are blocked
by their neighbors, and so on, hence forming large clusters of
particles that cannot move. In jamming-percolation models,
the blocked particles form similar clusters, which above the
critical density become infinite and span the entire system,
thus a finite fraction of the system is completely frozen. In
spite of the qualitative differences between percolation in two
and three dimension, most work so far was on 2D models, and
it is not clear to what extent the results obtained there would
 (a)  (b)
FIG. 1. Above the critical density, in the 2D spiral model (a) mov-
able particles (blue) are confined by permanently frozen (red) par-
ticles, while in our 3D model (b), they can use the third dimension
to travel within the sponge-like, percolating frozen structure. Rep-
resentative configurations of linear system size L=100 with particle
densities ρ = 0.64(2D), 0.35(3D).
be relevant for actual 3D systems.
In this letter we propose a 3D kinetically-constrained
model, for which we prove there is a mixed-order jamming
transition at finite density. Our numerical investigation sup-
ports the theoretical predictions we give here that the static
properties of this model are qualitatively similar to those of
the 2D spiral model [20, 21], whereas its dynamics are qual-
itatively different. In both models, jamming occurs because
1D strings of blocked particles span the system. In 2D, these
strings of frozen particles confine the mobile particles in com-
pact domains, see fig. 1a, hence these cannot diffuse on long
time scales. Our 3D model is also jammed by 1D system-
spanning frozen strings. However, the mobile particles in this
case can use the third dimension to bypass the frozen strings,
see fig. 1b, and thus they exhibit long-time diffusive behavior
even above the critical density for jamming. Some attempts
have been previously made to extend several force-balance-
percolation models to 3D [22], but to our knowledge, we are
the first to provide exact results, and to study the dynamics of
such models in three dimension.
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FIG. 2. (a) The 2D spiral model is defined by the sets West(W),
East(E), South(S), North(N). (b) Our 3D model is defined by adding
sets Bottom(B), Top(T), and by including a third particle in each of
the Spiral model’s sets. Slices from three consecutive layers of the
cubic lattice are shown side by side.
MODEL
The 2D spiral model [20, 21, 30, 31] was defined on the
square lattice by dividing each site’s 4 nearest- and 4 next-
nearest-neighbors into four pairs of adjacent sites as depicted
in fig. 2a. Here, the central site (•) is unblocked if its ((W or
E) and (S or N)) pairs do not contain any particles. Inspired
by the 2D spiral model, we define our 3D model on the cubic
lattice, and divide each site’s 6 nearest- and 12 next-nearest-
neighbors into 6 sets, each set consisting of one nearest neigh-
bor and two next-nearest neighbors as shown in fig 2b. We
define the central site (•) as unblocked if its ((W or E) and (S
or N) and (B or T)) sets are completely empty. At each time
step of the dynamics of both models a particle is randomly
chosen and moved to one of its randomly selected nearest-
neighbor sites only if the target site is vacant and the particle
is unblocked both before and after the move. Here we focus
on these lattice-gas dynamics, in which there is sense to mo-
tion and hence to diffusion, yet our static results are equally
valid for the Ising variant of this model, in which individ-
ual unblocked sites can flip their state at some temperature-
dependent rates.
Our 3D kinetic constraint is clearly more restrictive than
that of the 2D spiral model, since in each of the three orthogo-
nal planes passing through a given site in the cubic lattice we
have the 2D spiral rules. Thus for ρ > ρ2Dc there is a finite
fraction of permanently-frozen particles, with ρ2Dc ≈ 0.71 the
critical density of 2D directed percolation (DP), at which the
2D spiral model jams [20, 21]. Before proving that our 3D
model undergoes a discontinuous transition at the critical den-
sity ρ3Dc ≈ 0.43 [32, 33] of 3D DP, we present in fig. 3,a-b nu-
merical results for the fraction of permanently frozen particles
vs. density. These indicate a jamming transition at ρc ≈ 0.4
in our 3D model and at ρc ≈ 0.7 in the 2D spiral model.
PROOF
We will prove that in our model the number of frozen parti-
cles is macroscopic for ρ > ρ3Dc , and that for ρ < ρ3Dc in the
thermodynamic limit there are no frozen particles. Together
this implies that the fraction of frozen particles jumps discon-
tinuously at ρ3Dc from zero to a finite value. Our proof ex-
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FIG. 3. Fraction of permanently frozen particles (a,b), Mean culling
time (c,d), and Diffusion coefficient (e,f) vs. particle density, for the
2D spiral model (a,c,e) and for our 3D model (b,d,f). Legend: linear
dimension L of the lattices.
tends to three dimensions the corresponding theoretical work
regarding the 2D spiral model [20, 21]. Yet, as will become
evident below, our extension is not as straightforward as ex-
pected. We start by considering the directed cubic lattice
formed by drawing arrows from each lattice site to its three T
neighbors, see fig 4a. This maps the kinetic constraint to 3D
DP, thus for ρ > ρ3Dc there is an infinite sequence of frozen
particles which lie along a B-T path, and a finite fraction of
frozen particles even in the thermodynamic limit.
To prove that for ρ < ρ3Dc there are no frozen particles, as
opposed to the proof for the 2D spiral model, here we will
demonstrate that with finite probability a small unblocked re-
gion can expand to unblock only six-eights of the system, and
not all of it. Since in an infinite system there are an infinite
number of such finite initially unblocked regions, the entire
system can thus be unblocked. To simplify the presentation,
we consider culling dynamics, in which unblocked particles
are removed rather than moved to neighboring sites. This im-
mediately proves the transition for Ising spin-flip dynamics,
and we expect that the same results for the aforementioned
lattice-gas dynamics should follow.
Around any lattice site ~r0 = (x0, y0, z0), for any direction
~a = (ax, ay, az) from it to one of its third order neighbors,
with ai = ±1, and for any integer distance ℓ, we define the
trirectangular tetrahedron T ~aℓ (~r0) as all sites ~r = (x, y, z) for
which (x− x0)ax ≥ 0, (y − y0)ay ≥ 0, (z − z0)az ≥ 0, and
|x−x0|+ |y− y0|+ |z− z0| < ℓ. The legs of this tetrahedron
are its edges which lie along the xˆ, yˆ and zˆ directions, and
its diagonals are its other three edges. Now assume that for
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FIG. 4. (a) Directed cubic lattice formed by drawing arrows from
each site to its three T neighbors. Unit cell highlighted in black. (b-
c) If T ~a5 (yellow) and the diagonals of T ~a6 (purple) are empty, then
for ~a = (− + −) (b) the remaining sites (green) of T ~a6 may be
emptied by the E-S-T sets in the order indicated by the numbers. For
~a = (− − −) (c) the remaining sites have only one or two of their
E, N and T sets empty as indicated in the figure, thus they are not
necessarily emptiable.
a given ℓ > 3 all sites in T ~aℓ−1 are empty, and that the three
diagonals of T ~aℓ are empty, and ask whether all sites in the
larger tetrahedron T ~aℓ may also be emptied. Fig. 4,b-c shows
that for ~a = (− + −) this is possible, yet for ~a = (− −−) it
is not. One can verify that such expansion is possible for all
~a vectors except for ~a = ~1 ≡ (1, 1, 1) and ~a = −~1. We thus
define the almost-octahedron Oℓ(~r0) as the union of the six
tetrahedra T ~aℓ (~r0 + ~a+
~1
2 ) for all ~a vectors except for ~a = ±~1.
Applying the above result for each tetrahedron, we deduce
that Oℓ may be emptied if Oℓ−1 is empty and all sites of the
18 diagonals of Oℓ can be emptied.
Now, for a site in location 1 ≤ s ≤ ℓ along a diagonal ofOℓ
to be emptiable, there should not be a directed path from this
site to any of the sides of the cube confining the tetrahedron
to which it belongs. The lengths of these three paths are s,
ℓ − s + 1 and ℓ. Thus, the probabilities of having them are
e−s/ξ, e−(ℓ−s+1)/ξ and e−ℓ/ξ, respectively (see Appendix A),
with ξ the DP correlation length, which diverges at ρ3Dc . Due
to the positive correlations between probabilities of different
sites on the diagonal to be emptiable, the probability thatOℓ−1
may be expanded to Oℓ is bounded by (see Appendix B):
Pℓ ≥ 18
ℓ∏
s=1
(
1− e−s/ξ
)(
1− e−(ℓ−s+1)/ξ
)(
1− e−ℓ/ξ
)
≥ C exp
(
−ℓe−ℓ/ξ
)
(1)
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FIG. 5. First three sets of rhombi blocking each other.
with C > 0. The probability to expand Oℓ to infinity is thus
∞∏
ℓ=1
Pℓ ≥
∞∏
ℓ=1
C exp
(
−ℓe−ℓ/ξ
)
= C exp
(
−
∞∑
ℓ=1
ℓe−ℓ/ξ
)
= C exp
[
−e1/ξ/
(
1− e1/ξ
)2]
> 0, (2)
where the last inequality follows from ξ being finite. Thus
for ρ < ρ3Dc , with finite probability a small region may be
expanded to an infinite almost-octahedron, and empty six-
eights of the system. Now, any site ~r = (x, y, z) in the
lattice may be emptied if there is an almost-octahedron cen-
tered at any other site ~r0 = (x0, y0, z0) except for those with
sign(x−x0) = sign(y− y0) = sign(z− z0). As there is an
infinite number of such ~r0 sites, any ~r can be emptied, and for
ρ < ρ3Dc there are no blocked particles in the infinite-system-
size limit.
To conclude the proof, we will now show that the fraction
of frozen particles is discontinuous, namely at ρ3Dc each site
has a finite probability of being frozen. Extending the proof
for the 2D spiral model, we start with a tilted rhombus ori-
ented along the S-N direction of some size l0 × kl0 × kl0,
with k = 112 . Starting from the two far edges of this rhombus
we construct the series shown in fig. 5 of pairs of tilted rhombi
of size li × kli × kli that alternate in their long direction be-
tween the S-N and W-E directions, such that the far ends of
each rhombus touch the next two rhombi, and with l1 = l0
and li = 2li−2. The value k = 112 is chosen so that differ-
ent rhombi will not intersect. The original site is frozen if all
these rhombi have DP paths along their long directions and
each path is connected to the previous path. For any density
and for any length l0, there is some finite probability p that the
first rhombus contains a DP path of length l0 in the S-N direc-
tion, and that this path continues until the edges of the two
rhombi adjacent to the first one, so that its total length in the
S-N direction is (1 + 2k) l0. Now, consider each of the adja-
cent rhombi and divide it into l2(1−1/z)1 channels, each of size
l1×kl
1/z
1 ×kl
1/z
1 , with z > 1 the DP exponent relating length
and width of DP paths. Namely, typical DP clusters of parallel
length l have typical transverse length l1/z [32–34]. By this
construction, for ρ > ρ3Dc , each such channel contains a DP
path with some finite probability q, which is independent of
l1. The path spanning the first rhombus passes through l1−1/z1
such channels, and so the probability that at least one of these
4channels will have a DP path spanning it is bounded from be-
low by 1− ql
1−1/z
1
. This process can be continued indefinitely
since the probability that the original site is frozen is bounded
from below by p
∏∞
i
(
1− ql
1−1/z
i
)2
, which is finite.
CRITICAL SCALING
We have shown that the fraction of frozen particles is dis-
continuous at ρ3Dc . As discussed above, the phase transition
we observe in our 3D model also exhibits some features of
continuous transitions. To probe time- and length-scales we
run the following culling dynamics both for our 3D model
and for the 2D spiral model. We start with a randomly oc-
cupied lattice at a given density. We then check the kinetic
constraint on all sites and identify the mobile particles. In a
single culling step all mobile particles are removed, and sub-
sequently other particles blocked by them may become mo-
bile. These in turn are removed in the following step, and this
process is continued iteratively until either the lattice is empty
or no more particles can be removed. We obtain a time scale
from the average number of culling iterations 〈M〉 needed
to remove all movable particles. This is related to the time
it would take a particle, which is not permanently frozen to
eventually relax under the system’s actual dynamics. Clearly,
〈M〉 is not directly proportional to the structural relaxation
time or to the persistence time in the system, but we expect
to find strong correlations between these two measures. Near
ρc not many particles can initially move, and one has to cull
many layers of particles until the frozen core is reached. Thus,
〈M〉 peaks at ρc, as shown in fig. 3,c-d. System-size analy-
sis shows that the peak culling time grows algebraically with
system size, max(〈M〉) ∝ Lα, see fig. 6a. The exponents we
find are α = 1.22 in 2D that compares well with a previous
study [22], and α = 1.33 in 3D.
We probe a diverging length-scale at the transition by
finite-size scaling. Fig. 3,a-b shows how the transition be-
comes sharper as the system size is increased. In the ther-
modynamic limit, we expect the typical cluster-size to di-
verge as exp
[
A (ρc − ρ)
−µ
]
, where µ = ν(1 − 1/z). The
values of the DP exponents are ν = 1.74(2D), 1.29(3D)
and z = 1.58(2D), 1.77(3D) [34], thus we expect µ =
0.63(2D), 0.56(3D). A system of linear dimension L jams
at density ρc(L) for which this cluster size equals the sys-
tem size: exp
[
A (ρc(∞)− ρc(L))
−µ
]
∝ L, where ρc(∞)
is the theoretical value which we expect to obtain in the in-
finite system-size limit. Inferring µ from ρc(L) is imprac-
tical because even for the largest systems we can simulate
(L3 ≈ 0.5 · 109) ρc(L) ≈ 0.35 is too far from the 3D DP
value of ρc(∞) ≈ 0.43. Instead of looking at the system-
size dependence of ρc, we claim [22] that the transition width
W is proportional to ρc(∞) − ρc(L), and therefore expect
to have W ∝ (lnL)−1/µ. This functional form agrees with
our numerical results, see fig. 6b, but with scaling exponents
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FIG. 6. (a) Maximal culling time vs. system size fits max(〈M〉) ∝
Lα with α = 1.22(2D), 1.33(3D). (b) Transition width fits W ∝
(lnL)−1/µ with µ = 0.38(2D), 0.27(3D).
µ = 0.38(2D), 0.27(3D) which are about a factor of two
smaller from the theoretical values given above. This discrep-
ancy has been previously observed for the 2D spiral model
and attributed to the limited range of systems sizes probed in
such simulations [22].
DYNAMICS
The static properties of our 3D model are qualitatively sim-
ilar to those of the previously studied 2D spiral model. Inter-
estingly, the dynamics of these two models are qualitatively
different. In both models, the backbone of frozen particles
is comprised of perpendicular sets of DP chains. In the spi-
ral model, these chains form a 2D mesh, and mobile particles
are confined within the cells of this mesh (see fig. 1a). Thus,
above the critical density ρ2Dc , for which these percolating
clusters of permanently-frozen particles appear, the mobile
particles can diffuse only over finite distances, and the mean-
square-displacement saturates with time. In our 3D model,
this mesh is also comprised of 1D chains of permanently-
frozen particles, hence the mobile particles can use the third
dimension to travel between the cells of this mesh (see fig. 1b)
and the long-time behavior may be diffusive.
Fig. 3,e-f shows that in 3D diffusivity is indeed finite also
above ρ3Dc , whereas in 2D it vanishes at ρ2Dc . Interestingly,
the diffusion coefficient does not seem to exhibit any singu-
larity at ρ3Dc . This is because below ρ3Dc although all parti-
cles eventually move, many of them are already blocked by
a hierarchy of many other particles (as may be seen from
the huge values of the culling time there), and the particle-
averaged mean-square-displacement is dominated by the par-
ticles that do manage to move more quickly (and do not re-
quire many culling iterations in order to be removed in the
analysis of which particles are frozen). For the diffusion of
these particles, no qualitative change occurs at ρ3Dc , thus D
is smooth there. In our 3D model, above ρ3Dc diffusing par-
ticles travel through windows in the mesh of string-like DP
chains. As the density is increased beyond ρ3Dc , more parti-
cles are permanently frozen, thus these chains become thicker,
until at some second critical density ρ3DD the windows in the
mesh close, such that particles can no longer diffuse between
5neighboring cages, and the diffusivity should vanish. ρ3DD is
the critical density for directed percolation of a surface in 3D,
which should be bounded from above by the critical density
ρ3Ds = 0.69 of surface percolation in 3D [35].
CONCLUSIONS
In summary, we propose the first 3D jamming-percolation
model, and provide a theoretical proof that it exhibits a mixed-
order jamming transition at a non-trivial critical density. The
system-size dependence of the transition width indicates that
the length scale associated with the size of frozen clusters di-
verges faster than a power law. The 3D divergent length-scale
exponent is slightly smaller than in 2D. Many theoretical stud-
ies, including those based on lattice models, as well as re-
cent experiments done on glassy or jammed matter use 2D or
quasi-2D systems [36–39]. The behavior in lower dimensions
may differ from that of the corresponding 3D systems. A rele-
vant question thus remains whether substantial differences oc-
cur when going from two to three dimensions and what would
be the origin of such differences. The dynamic results we
present here are one example showing that diffusive behav-
ior in 3D differs from that of 2D systems. This occurs due
to the way percolating structures span 3D systems, providing
an additional dimension for the particles to diffuse in. This di-
mensionality dependence, related to diffusion in porous media
and in chemical gels, is quite general. It would be interesting
to test to what extent this is related to the well-known decou-
pling of self diffusion and viscosity in glasses. It is certainly
useful that we have a concrete glassy example where the dif-
fusion coefficient is still non-zero but the structure does not
relax anymore. Thus, our simple kinetically-constrained lat-
tice model provides scope for future studies of various phe-
nomena related to glassiness, jamming and dynamics in three
dimensions.
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APPENDIX A - PROOF FOR EXPONENTIAL BOUND ON
PATH PROBABILITIES
We want to prove that in 3D DP, for ρ < ρ3Dc the probabil-
ity that a site is part of a directed path of n sites is smaller than
or equal to e−n/ξ, where ξ is finite and depends on the density.
LetBn = [0, n]3 be a cube of side n+1, and ∂Bn = Bn\Bn−1
its boundary. We denote the number of sites on the boundary
∂Bn which have a directed path to them starting from the ori-
gin ~0 = (0, 0, 0) by Nn. The total number of sites in an infi-
nite lattice that have a directed path to them from the origin is
thus Ntot =
∑∞
n=0E(Nn), where E(Nn) is the expectation
value of Nn. Since ρ < ρ3Dc , the size Ntot of the DP cluster
starting from the origin is finite. Hence, there must be some
m for which E(Nm) ≤ 12 .
Consider the probability P (~0 → ∂Bm+k) that the origin
has a directed path to the boundary of the cube Bm+k with
some k ≥ 0, i.e. that the origin has a directed path of length
m + k + 1 starting from it. This is equal to the probability
that there is a directed path from the origin to some site ~r on
the boundary of a smaller cube ∂Bm and from that site to the
boundary of the larger cube
P (~0→ ∂Bm+k) =
= P
(
∃~r ∈ ∂Bm,
{
~0→ ~r
}
∧ {~r → ∂Bm+k}
)
. (A1)
The probability that the site ~r is connected to the larger bound-
ary is smaller or equal to the probability that it is connected to
the boundary of a cube with one corner at ~r and the opposite
corner at ~r+(k, k, k), because in order to reach the boundary
∂Bm+k it must first pass through the boundary of ~r + ∂Bk.
Hence,
P (~0→ ∂Bm+k) ≤
≤ P
(
∃~r ∈ ∂Bm,
{
~0→ ~r
}
∧ {~r → ~r + ∂Bk}
)
≤
∑
~r∈∂Bm
P
({
~0→ ~r
}
∧ {~r→ ~r + ∂Bk}
)
. (A2)
The probabilities that the origin is connected to ~r and that ~r is
connected to the boundary are independent, and so
P (~0→ ∂Bm+k) ≤
≤
∑
~r∈∂Bm
P
(
~0→ ~r
)
P (~r→ ~r + ∂Bk)
=
∑
~r∈∂Bm
P
(
~0→ ~r
)
P
(
~0→ ∂Bk
)
= E(Nm)P
(
~0→ ∂Bk
)
≤
1
2
P
(
~0→ ∂Bk
)
, (A3)
since we can choose m such that E(Nm) ≤ 12 . For any n >
m, we write n = mg + s where g and s are integers with
0 ≤ s ≤ m. Thus P (~0→ ∂Bn) ≤
(
1
2
)g
≤
(
1
2
)n/m−1
, which
decays exponentially with n, as required.
APPENDIX B - CALCULATION OF BOUND IN EQ. (1)
We want to show that
P˜ ≡ 18
ℓ∏
s=1
(
1− e−s/ξ
)(
1− e−(ℓ−s+1)/ξ
)(
1− e−ℓ/ξ
)
≥ C exp
(
−ℓe−ℓ/ξ
)
. (A4)
6We first note that by symmetry
∏ℓ
s=1
(
1− e−s/ξ
)
=∏ℓ
s=1
(
1− e−(ℓ−s+1)/ξ
)
. Such that
P˜ = 18
(
1− e−ℓ/ξ
)ℓ ℓ∏
s=1
(
1− e−s/ξ
)2
= 18
(
1− e−ℓ/ξ
)ℓ
exp
[
2
ℓ∑
s=1
ln
(
1− e−s/ξ
)]
.(A5)
The argument of the logarithm is smaller than 1 for
all s ≥ 1, and so adding more terms to the sum
would only decrease it. Hence we can write P˜ ≥
18
(
1− e−ℓ/ξ
)ℓ
exp
[
2
∑∞
s=0 ln
(
1− e−s/ξ
)]
. In order
to show that the infinite sum converges to a finite
value, we change it to an integral over w = s/ξ,∑∞
s=0 ln
(
1− e−s/ξ
)
≈ ξ
∫∞
0
ln (1− e−w) dw = −π
2ξ
6 , and
thus P˜ ≥ C
(
1− e−ℓ/ξ
)ℓ
, with C = 18 exp
(
−π
2ξ
3
)
> 0.
For finite ξ and large ℓ, we may approximate
(
1− e−ℓ/ξ
)ℓ
=
[(
1− e−ℓ/ξ
)eℓ/ξ]ℓe−ℓ/ξ
≈ exp
(
−ℓe−ℓ/ξ
)
. (A6)
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