Introduction
Let G be a connected reductive group over an algebraically closed field F . Choose a Cartan subgroup T ⊂ G, let N = Norm G (T ) be its normalizer, and let W = N/T be the Weyl group. We have the exact sequence The most important case is for the adjoint group G ad , so define (1.2)(b)õ ad (w) =õ(w, G ad ).
It is clear thatõ(w, G) only depends on the conjugacy class C of w, so writẽ o(C, G) andõ ad (C) accordingly.
An essential role is played by the Tits group. This is a group which fits in an exact sequence 1 → T 2 → T → W → 1 where T 2 is a certain subgroup of the elements of T of order (1 or) 2. This impliesõ(w, G) = o(w) or 2o(w), but it can be difficult to determine which case holds.
We also consider the twisted situation. Let δ be an automorphism of G of finite order which preserves a pinning, and set δ G = G ⋊ δ . Let δ N = Norm δ G (T ) and δ W = δ N/T . Then conjugacy in W δ is the same as δ-twisted conjugacy in W , and we can ask about the order of lifts of elements of W δ to δ N . See Section 2 for details. We say W lifts to G if the exact sequence (1.1) splits, in which caseõ(w, G) = o(w) for all w. If this is not the case, it may not be practical to give a formula forõ(w, G) for all conjugacy classes. Rather, this can be done for several natural families. We say w ∈ W δ is elliptic if it has no nontrivial fixed vectors in the reflection representation; in this case all lifts of w are conjugate, so have the same orderõ(w, G). An element w ∈ W δ is said to be regular if it has a regular eigenvector (see Section 7 and [15] ).
Let ρ ∨ be one-half the sum of the positive coroots in any positive system. We refer to the element z G = (2ρ ∨ )(−1) as the principal involution in G. It is contained in the center Z(G), is independent of the choice of positive system, and is fixed by every automorphism of G.
Here is a result concerning when W lifts, soõ(w) = o(w) for all w.
Theorem A If the characteristic of F is 2, then the Tits group T is isomorphic to the Weyl group, so the exact sequence (1.1) splits. Suppose the characteristic of F is not 2, and that G is simple. 1 If G is adjoint of type A n , B n , D n or G 2 then W lifts. The same holds for SO(2n), and in type A n if |Z(G)| is odd. For necessary and sufficient conditions for W to lifts see Theorem 4.16.
Over C this is proved in [5] , with the exception of some cases in types A n and D n .
Theorem B Assume the characteristic of F is not 2.
(1) Suppose G is simple and w ∈ W δ is an elliptic element. Thenõ ad (w) = o(w), except in certain cases in type C n , or G is of type F 4 and w is in the conjugacy class A 3 +Ã 1 . See Section 6 for details.
(2) If w ∈ W δ is regular thenõ ad (w) = o(w).
The case when w is regular and elliptic is discussed in [13] . The next result gives more detail onõ(w) for elliptic conjugacy classes.
Theorem C Assume the characteristic of F is not 2. Suppose G is simple, w is an elliptic element of W δ, and g is a lift of w.
(1) Suppose G is of type A n . Then g o(w) = z G .
(2) Suppose G is of type C n . If G is simply connected then g o(w) = 1. The elliptic conjugacy classes are parametrized by partitions of n (cf. Section 5.2). Suppose G is adjoint and w corresponds to a partition (a 1 , . . . , a l ). Then g o(w) = 1 if and only if each a i has the same power of 2 in its prime decomposition. There are several key tools. The Tits group comes with a canonical settheoretic splitting σ : W → T , and we make frequent use of an identity in the Tits group: if o(w) = 2 then σ(w) 2 = (wρ ∨ − ρ ∨ )(−1) (Lemma 3.1). In particular if w 0 is the longest element of W then σ(w 0 ) 2 = z G ∈ Z(G) and o ad (w 0 ) = o(w 0 ) = 2. See Section 3. Theorems B and C reduce to this, by an easy calculation in some cases, or using the theory of good elements of conjugacy classes to reduce to principal involutions in Levi factors. See Section 6.
We originally computed o(σ(w)) for elliptic elements in the exceptional groups Atlas of Lie Groups and Representations software [2] . This independently confirms Theorem C (4); the two proofs rely on independent computer calculations.
Sean Rostami has some recent results which overlap these [14] . The authors wish to thank Mark Reeder for originally asking about the orders of lifts of Weyl group elements, and for extensive discussions during the preparation of this article.
The Tits group
It is convenient to allow F to be an arbitrary field, and suppose G is a connected, reductive algebraic group defined over F . Furthermore we assume G is split over F , and fix an F -split Cartan subgroup of G. Then N = Norm G (T ) and W = N/T are defined over F . If F is algebraically closed then all Cartan subgroups of G are conjugate and F -split. We identify G, T, N and W with their F -points G(F ), T (F ), N (F ), and W (F ) = N (F )/T (F ).
Let X * (T ), or simply X * , be the character lattice of T , X * = X * (T ) the co-character lattice, with natural perfect pairing , : X * × X * → Z. Write ∆ ⊂ X * for the roots of T in G. If B is a Borel subgroup containing T it defines a set of positive roots ∆ + of T in G, with associated simple roots Π. The Weyl group is generated by {s α | α ∈ Π}, with the braid relations and s 2 α = 1. If we've numbered the simple roots we write s i = s αi .
For α ∈ ∆ let α ∨ ∈ X * be the corresponding co-root, and set m α = α ∨ (−1). The elementary abelian two-group generated by {m α | α ∈ Π} is denoted T 2 . If G is simple and simply connected this is the set of elements of order 2 in T . In general it is the image of T sc 2 where T sc is a Cartan subgroup of the simply connected cover of the derived group of G. Now fix a set {X α | α ∈ Π} of simple root vectors, so P = (T, B, {X α }) is a pinning. Associated to P is the Tits group T = T P . This is a subgroup of N , generated by elements {σ α | α ∈ Π}, where σ α is a certain lift of s α to N . See [17] .
Lemma 2.1.
(1) The Tits group T is given by generators {σ α | α ∈ Π} and T 2 , and relations
(2) The map σ α → s α induces an exact sequence
(3) If w ∈ W , choose a reduced expression w = s α1 . . . s αn and define σ(w) = σ α1 . . . σ αn . This is independent of the reduced expression, and w → σ(w) is a set-theoretic splitting of the exact sequence in (2) .
We also consider the twisted situation. We say an automorphism of G is distinguished if it fixes a pinning. Suppose δ is a distinguished automorphism of G, of finite order, and it fixes a pinning P = (T, B, {X α }). Define δ G = G ⋊ δ (we identify the automorphism δ of G with the element (1, δ) of δ G). Then δ induces automorphisms, also denoted δ, of the set of simple roots Π, the Dynkin diagram, N and the Weyl group W . If G is semisimple then δ is determined by an automorphism of the Dynkin diagram. Define δ N = Norm δ G (T ) and
It is easy to see that δ induces an automorphism of T , satisfying δ(σ α ) = σ δ(α) (α ∈ Π), and δ(σ(w)) = σ(δ(w)) (w ∈ W ). Define the extended Tits group δ T = T ⋊ δ , so again there is an exact sequence 1 → T 2 → δ T → δ W → 1. The splitting σ : W → T extends to δ W by setting σ(δ) = δ. Assume δ 2 = 1. An element wδ ∈ δ W is an involution if and only if wδ(w) = 1, in which case, as in [6] , we say w is a δ-twisted involution. More generally if δ r = 1 then (wδ) r = 1 if and only if wδ(w)δ 2 (w) . . . δ r−1 (w) = 1. Some of the main results apply without assuming F is algebraically closed. The proofs of Theorems B and C hold only assuming T is F -split. (If char(F ) = 2 then Theorem A holds. Otherwise it requires that F contain certain roots of unity.) Statement (2) follows from: Lemma 2.3. Suppose G is a connected compact Lie group, and T is a Cartan subgroup. Let (G(C), T (C)) be the complexification of G and T , and choose a Borel subgroup B(C) containing T (C). Then we can choose a pinning P = (T (C), B(C), {X α }) such that the Tits group T P is contained in Norm G(R) (H(R)).
Proof. This is just a version of the standard result that if G is compact then the
∨ , where σ is complex conjugation of Lie(G(C)) with respect to Lie(G).
We dispense here with a case in which it is easy to computeõ(w, G).
Proof. This is an immediate consequence of the Zassenhaus-Schur Lemma applied to the cyclic group generated by any lift of w. Concretely, let d = o(w), and choose any lift g. If g d = 1 then we are done. Otherwise replace g with
We also mention a basic reduction to simple groups, using the following Lemma, which is proved in the same way as [6, Lemma 2.7] . 
Involutions
Suppose G is as in Section 2, δ is a distinguished automorphism of finite order of G, and
Proof. For the first assertion, by assumption δ(w) = w −1 and Let S be a subset of the simple roots, with corresponding Levi factor L(S) and Weyl group W (S). Then the pinning for G restricts to a pinning for L(S), and the Tits group for L embeds naturally in that for G. If S is δ-stable the same holds for the extended Tits groups. Let w 0 (S) be a longest element of the Weyl group W (S). Let ρ ∨ (S) be one-half the sum of the positive coroots of L(S), and let z S = z L(S) = (2ρ ∨ (S))(−1) be the principal involution in L(S). The preceding Lemma applied to L(S) gives:
If δ is a distinguished involution and S is
Lemma 3.3. Suppose δ 2 = 1 and w ∈ W δ acts by inverse on T . Then w is elliptic, and if g is any lift of w then
This is an immediate consequence of Lemma 3.1.
Lifting of the Weyl group
In this section we assume F is algebraically closed. We say W lifts to G if the exact sequence (1.1) splits, i.e. there is a group homomorphism φ : W → N satisfying p(φ(w)) = w for all w ∈ W . If this holds then W is isomorphic to a subgroup of N , and a fortioriõ(w, G) = o(w) for all w ∈ W , and o(σ(w)) = o(w) for all elliptic w ∈ W δ.
The case of characteristic 2 is easy. Proof. By the exact sequence in Lemma 2.1(2) the kernel of the map from T to W is T 2 . But T 2 is generated by the elements α ∨ (−1), all of which are trivial in characteristic 2.
For the remainder of this section we assume char(F ) = 2, and determine the simple groups G for which (1.1) splits.
We first address the question of the uniqueness of a splitting. Let R ⊂ X * be the root lattice, and R ∨ ⊂ X * the coroot lattice. Set Z = Z(G).
Proof. It is straightforward to see that
is the root lattice R. It is obvious that R/µ ⊥ is torsion free, which implies S is connected. In general S is the inverse image of a connected torus in G ad , so S = S 0 Z.
Suppose α ∈ ∆. After passing to the dual root system if necessary we may assume α is long, and after conjugating by W that it is the highest root. Except in type A n the highest root is orthogonal to all but 1 simple root. In type A n (n ≥ 2) α is orthogonal to n − 2 simple roots. If δ, ǫ are the remaining two simple roots then δ − ǫ, α ∨ = 0. This proves the final assertion.
Proof.
is a one dimensional torus, so the map
Suppose α ∈ ∆. It is well known (and easy to check) that, except in type
We need a variant of this. We only need the simply laced case.
Lemma 4.5. Suppose G is simply laced and no simple factor is of type
. This is a root system. Consider the lattice L spanned by
⊥ is obvious. Since the statements only involves roots we may assume G is simple. It is easy to check A 1 , A 2 directly, so (since A 3 and D 4 are excluded) we may assume G is of type A 4 , or rank(G) ≥ 5.
After conjugating we may assume α is the highest root. Assume G is not of type A n . Then α is orthogonal to all but one simple root, and these are the simple roots of ∆(α). By (4.4) it is enough to show every simple root of ∆(α) is in the span of (a) and (b).
In types E 6 , E 7 and E 8 , ∆(α) is connected, the simple factor condition in (a) is trivially satisfied, and the result is immediate. In type D n , ∆(α) has type A 1 × D n−2 . If n ≥ 5 there is only one A 1 factor. Taking δ to be the simple root not orthogonal to α, it is easy to see the roots of this factor are in the Z-span of (a) and (b). Now suppose G is of type A n with n ≥ 4. In this case ∆(α) is of type A n−2 , and there are two simple roots δ, ǫ non-orthogonal to α. Suppose γ ∈ (α ∨ ) ⊥ . Then γ + c(2δ + α) is in the Z-span of (a) for some choice of integer c. (1) holds then Z 2 acts simply transitively on the set of splittings.
Proof. Suppose φ is a splitting, and set
First assume (1) holds. Fix α ∈ Π. We claim that β(t α ) = 1 for all β ∈ (α ∨ ) ⊥ . By Lemma 4.5 it is enough to show β(t α ) = 1 for all β in 4.6(1) and (2) .
First suppose β is in (1). Since β is orthogonal to α,
By assumption we can find γ ∈ ∆ such that (4.8) γ, α ∨ = 0 and γ, β ∨ = −1
Apply γ to both sides to conclude β(t α ) = 1. Now suppose δ,
α )) = 1. Apply δ to both sides to conclude (2δ + α)(t α ) = 1. This proves the claim.
Therefore by Lemma 4.5 we conclude µ(t α ) = 1 for all µ ∈ (α ∨ ) ⊥ . By Lemma 4.3 we can find w α ∈ F × such that α ∨ (w α )t α ∈ Z. This holds for all α ∈ Π, and we can choose t ∈ T so that α(t) = w α for all α ∈ Π. Set (2) holds. Replace (4.6)(1) with the larger set
The lattice spanned by (4.9) and (4.6)(2) is still equal to (α ∨ ) ⊥ ( (2) is only needed in type A n ). Suppose β is in (4.9). Since G is simply connected, we can find γ ∈ X * (T ) satisfying (4.8), so as before we conclude β(t α ) = 1. The rest of the proof is the same.
It is clear that the z α have order 2 and determine all z w . For the penultimate assertion, after conjugating by t ∈ T we may assume φ ′ (w) = z w φ(w) for some z w ∈ W . Suppose β = wα (w ∈ W ). Applying φ ′ to the identity ws α w
The final assertion is now clear. Before turning to the main result, we dispense with a few cases where it is easy to prove that W does not lift to G. Lemma 4.11. Suppose w ∈ W δ is an elliptic element and o(σ(w)) = 2o(w).
This is immediate; the last line is from Lemma 3.3. Proof. In types A 2n+1 , B n and C n ρ ∨ is not in the root lattice, i.e. X * (T ) for the simply connected group.
Suppose G = Spin(n). Associated to the partition (2, 1, . . . , 1) of n there is an elliptic element w ∈ W (if n is odd) or twisted elliptic element w ∈ W δ (if n is even), of order 4 but whose lift has order 8. Therefore W does not lift to Spin.
This is also immediate; a splitting of (1.1) restricts to give a splitting. We will use this to eliminate some exceptional cases.
Finally we note a generalization of Lemma 2.4.
Lemma 4.14. Suppose A ⊂ Z is a cyclic group of odd order. If W lifts to G/A then W lifts to G.
Proof. Identifying W with a subgroup of G/Z via a splitting, and taking the inverse image W in G, we have an exact sequence
Let m = |A|. The exact sequence of trivial W -modules
gives rise to the exact sequence
The middle term is killed by m. On the other hand 
(3) Type C n : n ≤ 2 and G = P SL (2) or P Sp(4) (adjoint).
Implicit in (4) is the assertion that W does not lift to Semispin(4m), unless m = 2.
When F = C this was proved in [5, Theorem 2] , omitting a few cases in types A n and D n , using case-by-case calculations in the braid group. Here is a complete proof, including the missing cases, and relying as little as possible on braid group calculations.
Proof of the Proposition. We only consider cases which are not already handled by Lemma 4.11. G = P Sp(2n) (adjoint). If n = 1 G ≃ SO(3), and if n = 2 G ≃ SO(5). In both cases W lifts (see the next case).
Assume G = P Sp(2n) (adjoint) and n ≥ 3. Embed
in Sp(2n) in the usual way. Let w be the Coxeter element of W (G 1 ). This has order 4 and is elliptic. It is easy to see that if g is a lift of w to W (G 1 ) then g 4 = −I, so the image of g in G 1 / ± I ⊂ P Sp(2n) also has order 8. By Lemma 4.11 W does not lift to G. See Section 9; this is the case of the partition (2, 1, . . . , 1) of n. G = SO(n) and P SO(n). Let G = SO(V ) where V is a non-degenerate orthogonal space of dimension n. Write V = X ⊕ V 0 ⊕ Y where X, Y are maximal isotropic subspaces, in duality via the form, and V 0 is isotropic of dimension r ∈ {0, 1}. Let {e 1 , . . . , e m } be a basis of X, with dual basis {f 1 , . . . , f m } of Y . Let S = {e 1 , . . . , e m , f 1 , . . . , f m }. If V 0 = 0 choose a nonzero vector e 0 ∈ V 0 . Then the subgroup T ⊂ G stabilizing V 0 and each line F e i , f i is a Cartan subgroup of G. Furthermore the subgroup {g ∈ G | g(S) = S, ge 0 = e 0 } normalizes T , and is a lifting of W to G.
Therefore a fortiori W lifts to the adjoint group.
The center of Spin(4n) is the Klein four-group. Let τ be an automorphism of order 2 of Spin(4n) coming from an automorphism of the Dynkin diagram (which is unique unless n = 2). Write Z(Spin(4n)) = {1, x, y, z} where τ (x) = y and τ (z) = z. Then Spin(4n)/ z ≃ SO(4n). On the other hand Spin(4n)/ x ≃ Spin(4n)/ y , and this group is denoted Semispin(4n). 
I). Since W does not lift to SL(2) it obviously does not lift to Spin(4), or Semispin(4) ≃ P SL(2) × SL(2).
If s, t are the simple reflections in the first and second factors, take g s =
lifts to Spin(4)/ z ≃ SO(4).
If n = 2, so G is of type D 4 , the three elements x, y, z of Spin(8) are related by automorphisms of Spin (8) . Since Spin(8)/ z ≃ SO(8), we conclude Semispin(8) ≃ SO(8), and W lifts by the previous discussion. So assume n ≥ 3. Fix a simple root α. Let g α ∈ SO(4n) be the image of s α discussed above. Assume W lifts to Semispin(4n), and let h α ∈ Semispin(4n) be the image of s α .
We proceed by contradiction, using Proposition 4.7 and the following diagram, to reduce to the case n = 1.
By Proposition 4.7 the images of g α and h α in PSO(4n) are T -conjugate, so after conjugating the splitting into Semispin(4n) we may assume these are equal.
Now letg α ,h α be inverse images of g α , h α in Spin(4n). By the preceding discussion these have the same image in PSO(4n), so they differ by an element of the center. Since the center is a two-group,g Take a subgroup H ≃ SO(4) × SO(4m − 4) ⊂ SO(4m), where the α-root space is contained in the SO(4) factor. Then, by our choice of splitting of W in SO(4m) discussed above, g α = (u, 1) ∈ SO(4) × SO(4m − 4). Let (v, w) be an inverse image of (u, 1) in Spin(4m) × Spin(4m − 4). Then w ∈ Z(Spin(4m − 4)), and by Example 4.17 (and Proposition 4.7 again) v 2 is a non-trivial element of the center of Spin(4). Therefore (v, w) 2 = (u 2 , 1) = (1, 1). The inverse image of H in Spin(4m) is isomorphic to Spin(4) × Spin(4m − 4)/ z 1 , z 2 where z 1 , z 2 are non-trivial. It follows thatg 2 α , i.e. the image of (v 2 , 1) in Spin(4m), is non-trivial.
SL(n):
For 1 ≤ i ≤ n − 1 let p i ∈ GL(n) be the permutation matrix
Write s i for the corresponding simple reflections in W . The map φ GL (s i ) = p i , extends to a splitting W → GL(n). If n is odd then φ(s i ) = −p i is a splitting into SL(n), so assume n is even. We already know W does not lift to SL(n). If n = 2 then G ad ≃ SO(3), and if n = 4 SL(4)/ ± I ≃ SO(4), so W lifts in these cases, and P SL(4).
So assume n ≥ 6, and suppose A ⊂ Z(SL(n)). We identify A with a subgroup of µ n (F ). Then φ GL factors to a splitting W → GL(n)/A. Suppose there exists z ∈ F × such that det(zp i ) = 1 and (zp i ) 2 ∈ A. Then φ(s i ) = zp i A is a splitting W → SL(n)/A. By Proposition 4.7 this condition is both necessary and sufficient for the existence of a splitting.
The condition holds if and only if there exists z ∈ F × satisfying (4.18) z 2 ∈ A and z n = −1.
Then (z 2 ) n = 1 so the order of z 2 divides n. Write n = n 2 q with n 2 = 2 k (since n is odd k ≥ 1) and q odd. Thus (z 2 ) n2q = 1, but (z 2 ) n 2 2 q = −1. This implies n 2 divides the order of z 2 , so n 2 divides the order of A. Therefore |Z/A| is odd.
Label the simple roots α 1 , α 2 . For i = 1, 2 the subgroup generated generated by T and the root groups for ±α i is isomorphic to GL(2), so s i has a lift to an involution n i . The long element of the Weyl group is w 0 = (s 1 s 2 ) 3 . By Lemma 3.1 (n 1 n 2 ) 6 = (2ρ ∨ )(−1) = 1. It follows that n 1 , n 2 generate a lift of W in G.
For the remaining exceptional groups we choose a subgroup H to be the centralizer of an element of T of order 2, so that W (H, T ) does not lift to H. These groups are well understood, for example see [12, Chapter 5, §1] . Then Lemma 4.13 implies W (G, T ) does not lift to G. F 4 : It is well known that F 4 contains a subgroup H ≃ Spin (9), and we already know W doesn't lift to Spin(9). E 6 : The center of the simply connected group is cyclic of order 3, by Lemma 4.14 we may assume G is simply connected. Let H be the subgroup of type A 1 × A 5 . Then H ≃ SL(2) × SL(6)/ (−I, −I) . Suppose the simple reflection in the first factor lifts to an element of H, with representative (g, h) ∈ SL(2) × SL(6). Then g 2 = −I so if the image of (g, h) 2 is trivial in H then h 2 = −I. But clearly h ∈ Z(SL(6)) and there is no element in Z(SL(6)) with this property.
Since the center of the simply connected group is Z/3Z, if W (G ad , T ) lifts to G ad then it lifts to the simply connected group by Lemma 4.14. E 7 : Take H of type A 7 . Then H ≃ SL(8)/A where has order 2 or 4, depending on whether E 7 is simply connected or adjoint, so |Z(H)| is 2 or 4, and by (1) Proof. Most cases follow from a combination of the Theorem and Proposition 4.7.
Suppose G is of type A n with n = 3. By Proposition 4.7 the lift is unique up to conjugacy by T and multiplication by Z 2 . However by Theorem 4.16 the assumption that W lifts to G implies Z 2 is trivial.
If G = P SL(4) then there are two non-conjugate splittings given in Example 4.10. It is straightforward to see these are the only ones up to T -conjugacy, and the lifting to SO(4) is unique up to T -conjugacy and the center.
In SO(2n) |Z 2 | = 2 and in G 2 the center is trivial. The only other exceptional case is D 4 . It follows from a tedious and not very enlightening argument that W lifts to SO (8) , uniquely up to T -conjugacy and multiplication by −I, and the lifting to P SO(8) is unique up to T -conjugacy. We leave the details to the reader.
Coxeter elements and elliptic conjugacy classes

Coxeter and twisted Coxeter elements
Choose an ordering 1, . . . , n of the simple roots. The corresponding Coxeter element is Cox = s 1 s 2 . . . s n . All Coxeter elements are conjugate, regular and elliptic. Now suppose δ is a distinguished automorphism. Write i 1 , . . . , i k for representatives of the δ-orbits on the simple roots. A twisted Coxeter element is defined to be Cox ′ = s i1 . . . s i k δ ∈ W δ. These elements are all W -conjugate, elliptic and regular. See [16, Theorem 7.6 ].
Since the (twisted) Coxeter elements are regular this follows from Proposition 7.4.
It is convenient to formulate a variant of this in type A, using the fact that we can take −1 for the outer automorphism of the root system. Set G = SL(n, C), with the usual diagonal Cartan subgroup and Borel subgroup, and Weyl group W . Set
x −1 and δ 2 = 1, and similarly 
Elliptic conjugacy classes in the classical groups
We use these results to describe the elliptic conjugacy classes in the classical Weyl groups. See [8, Section 3.4] or [7, Section 3] for the untwisted cases, and [6, Section 3 & 4] or [9, Section 7] for the twisted ones.
The only elliptic conjugacy class of W is that of the Coxeter elements. For m ≥ 2 let Cox m be a Coxeter element of type A m−1 , and set Cox 1 = 1. Suppose P = (a 1 , . . . , a l ) is a partition of n with all odd parts. Using (5.1.3) set
where Cox a1 × · · · × Cox a l is embedded diagonally as usual. It is immediate that E(P) is elliptic, and
Furthermore the map P → E(P) gives a bijection between partitions of n with all odd parts and elliptic conjugacy classes of W δ.
Type B n /C n Let Cox n be a Coxeter element of W (B n ). Suppose P = (a 1 , . . . , a k ) is a partition of n, embed B a1 × · · · × B a k in B n as usual, and set E(P) = Cox a1 × · · · × Cox a k of W . Then E(P) is elliptic, and the map P → E(P) defines a bijection between partitions of n and conjugacy classes of elliptic elements of W (B n ). Exactly the same result holds with type C in place of type B.
Type D n : Let δ n be a distinguished automorphism of order 2, and choose the numbering of the simple roots so that root n is not fixed by δ n . Set
This is the twisted Coxeter element of W (D n )δ n , and is an elliptic regular element of W δ. Suppose P = (a 1 , . . . , a k ) is a partition of n, and embed
n is odd, and P → E(P) is a bijection between the partitions of n and the union of the elliptic conjugacy classes of W (D n ) and W (D n )δ n .
Good representatives of conjugacy classes in Weyl groups
Let B + be the braid monoid associated to the Coxeter system (W, Π). Let j : W → B + be the canonical injection identifying the generators of W with the corresponding generators of B + and j(ww ′ ) = j(w)j(w ′ ) for w, w ′ ∈ W with ℓ(ww ′ ) = ℓ(w) + ℓ(w ′ ). The distinguished automorphism δ of G (and hence of W ) induces an automorphism of B + , which we still denote by δ. Define the extended Braid monoid δ B + = B + ⋊ δ . The injection j extends in a canonical way to an injection δ W → δ B + , which we still denote by j. Following [7] , we call w ∈ W δ a good element if there exists a strictly decreasing sequence S 1 · · · S l of subsets of Π and even positive integers
where w 0 (S i ) is the longest element of the parabolic subgroup W (S i ) of W .
Proposition 6.2. Every conjugacy class of W δ contains a good element.
This is is proved in [7] , [6] and [9] via case-by-case analyses, and a general proof is in [10] . In fact, we may choose a good element having minimal length in the conjugacy class.
If w is written as in (6.1) then the image of j(w) in the Tits group is σ(w), so by Lemma 3.2:
where z L(Si) is the principal involution in the Levi factor L(S i ). Assuming we know the d i and S i explicitly, this gives a formula for σ(w) o(w) , and (at least in the elliptic case) o(σ(w)). Thus we need the explicit formulas of [7] , [6] and [9] . See Section 9.
Regular Elements
Fix a distinguished automorphism δ of G. Let Q be an algebraic closure of Q, and set V = X * ⊗ Q, and
We say that w ∈ W δ is regular if it has an eigenvector v ∈ V reg . In this case if the eigenvalue of v is ζ, we say w is d-regular if ζ has order d. 
The elements w satisfying the conditions of the Lemma are called Z-regular in [13] .
Proof. The first assertion is proved in [4] and [13] , which gives the equivalence of (1) and (2) . The implication (1) implies (3) is proved in [15] , following an argument of Kostant for the Coxeter element, and (3)⇒(2) is proved in [13] . The final assertion is the case o(δ) = 1.
The obvious case in which d < o(w) is if d = 1, which is easy to handle. 
Proof. According to [4] , Proposition 3.11 and 6.3 (for the untwisted and twisted cases, respectively),
Raise both sides to the power o(w)/d, and use the fact that δ o(w) = 1 to conclude the first statement, and the second is an immediate consequence of this. 
We take the lifting of w to be a conjugate of σ(w ′ ). Then the order of that lifting equals o(w).
Theorem 1: Exceptional Cases
We still need to prove Theorem 1(2) for the exceptional groups: if G is simple, adjoint, and exceptional and w is elliptic, thenõ(w) = o(w), except for the conjugacy class A 3 + A 1 in F 4 . We include the case 3 D 4 here. We prove a bit more: we calculateõ(w) in the non-adjoint simple exceptional groups, i.e. simply connected of type E 6 , E 7 and 3 D 4 . We have already treated G 2 (Theorem 4.16).
We use the explicit lists of elliptic conjugacy classes, and formulas for j(w) d , from [7, Section 3] (untwisted) and [6, Section 6] (twisted) and apply (6.1) and (6.3) . This is a straightforward case-by-case analysis.
Recall (Lemma 3.2) j(w S ) d contributes the term
where L = L(S). This is trivial if and only if The preceding discussion show that in all cases in types E 6 (untwisted) and
Here is a list of the remaining elliptic conjugacy classes, for which it is not obvious whetherõ(w) = o(w) or 2o(w).
G
Elliptic class order j(w) 
Consider types
2 E 6 and E 8 . In both cases ρ ∨ ∈ R ∨ ⊂ X * , so we can ignore all terms j(w I )
d . The remaining terms are: 2 E 6 : S = {2, 3, 4, 5}, and E 8 : S = {2, 3, 4, 5}, {2, 3, 4, 5, 7, 8},{7, 8} or {1, 2, 3, 4, 5, 6}. The Levi factors L are of type D 4 , D 4 , D 4 × A 2 , A 2 or E 6 , respectively. In each case z L = 1, sõ o(w, G) = o(w) in these cases.
Consider type E 7 . After reducing each d modulo 4 we have to determine if ρ ∨ ∈ X * or ρ ∨ + ρ ∨ (S) ∈ X * where S = {2, 5, 7} or {2, 3, 4, 5}. Using notation of [3] we have:
Proof of Theorem 1
For the classical groups we use the description of the (twisted) elliptic conjugacy classes (Section 5.2).
Type A n−1 .
The only elliptic conjugacy class is that of the Coxeter elements, and by Proposition 5.1.1, σ(Cox) o(Cox) = z G . Now consider the twisted case, so δ is the non-trivial distinguished involution. Suppose (a 1 , . . . , a l ) is a partition of n with all odd parts. Let w = (Cox a1 × · · · × Cox a l )ǫ ∈ W δ (see (5.2.1)). Set d = LCM(a 1 , . . . , a l ). Since d is odd it is easy to see that w d = ǫ, and o(w) = 2d. Choose a representative g ∈ G of Cox a1 × · · · × Cox a l . Without loss of generality we may assume t g −1 = g. By Proposition 5.1.1 (applied to each factor) g 2d = I. Then
Note that this is independent of w, and σ(w) o(w) = 1 if and only if ρ ∨ ∈ X * .
Type C n . Suppose P = (a 1 , . . . , a l ) is a partition of n and w is in the corresponding elliptic conjugacy class E(P) (cf. Section 5.2). Set e = LCM(a 1 , . . . , a l ).
Since o(Cox n ) = 2n, and Sp(2a 1 ) × · · · × Sp(2a l ) embeds in Sp(2n), it is easy to see that o(w) = 2e.
Recall (Proposition 5.1.1) σ(Cox n ) 2n = (2ρ ∨ )(−1). It follows easily that if we set
then it follows that σ(w) o(w) = (2τ ∨ )(−1).
and this is trivial if and only if τ ∨ ∈ X * (T ). At least one term e/a i is odd. It follows that if G is simply connected then τ ∨ ∈ X * (T ), and if G is adjoint this holds if and only if all e/a i are odd, or equivalently if and only if each a i has the same power of 2 in its prime decomposition.
Type B n /D n . Suppose P = (a 1 , . . . , a l ) is a partition of n with a 1 ≥ a 2 ≥ · · · ≥ a l ≥ 1, and w is an element of the corresponding elliptic conjugacy class There exists an element w in the corresponding elliptic conjugacy class with j(w) o(w) = j(w 0 ) e1 j(w 0 (S 2 )) e2−e1 · · · j(w 0 (S l )) e l −e l−1 .
Set e 0 = 0 and
Then σ(w) o(w) = 1 if and only if τ ∨ ∈ X * (T ). This is automatic if G is adjoint or SO(2n). 
