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(Dated: August 27, 2018)
We study decoherence of an electron spin qubit in a quantum dot due to charge noise. We find that
at the lowest order, the pure dephasing channel is suppressed for both 1/f charge noise and Johnson
noise, so that charge noise leads to a pure relaxation channel of decoherence. Because of the weaker
magnetic field dependence, the spin relaxation rate due to charge noise could dominate over phonon
noise at low magnetic fields in a gate-defined GaAs or Si quantum dot or a InAs self-assembled
quantum dot. Furthermore, in a large InAs self-assembled quantum dot, the spin relaxation rate
due to phonon noise could be suppressed in high magnetic field, and the spin relaxation due to
charge noise could dominate in both low and high magnetic field. Numerically, in a 1 Tesla field, the
spin relaxation time due to typical charge noise is about 100 s in Si, 0.1 s in GaAs for a gate-defined
quantum dot with a 1 meV confinement, and 10 µs in InAs self-assembled quantum dot with a 4
meV confinement.
PACS numbers: 72.25.Rb, 03.67.Lx, 03.65.Yz, 73.21.La
I. INTRODUCTION
The experimental and theoretical investigation of spin
qubits have seen impressive progress in recent years.1–3
Experimentally, initialization, manipulation and detec-
tion have all been demonstrated for single electron spin
qubit in quantum dots1–3 and donors.4,5 Partial to full
electrical control have also been demonstrated for logical
qubits encoded in two- or three-spin states.6–11
Decoherence is one of the key indicators of whether a
physical system can act as a qubit. Decoherence of a
single electron spin in a finite field is mainly due to the
hyperfine (HF) interaction induced pure dephasing,12–17
although this pure dephasing channel can be alleviated
by spin-echo and more sophisticated dynamical decou-
pling techniques,6–8 or nuclear bath polarization and
purification.18–20 Ultimately, the limit to spin coherence
is set by spin relaxation. Two main spin relaxation
channels have been studied so far, one due to electron-
phonon interaction and spin-orbit (SO) interaction,21–23
the other due to electron-phonon interaction and hyper-
fine interaction.24 The first one is generally the strongest
relaxation channel, with the relaxation rate having a
B50 (or B
7
0) dependence with the applied magnetic field
when the piezoelectric (or deformation) phonon noise
dominates.22
Charge noise is ubiquitous in nanostructures includ-
ing semiconductor and superconductor devices.25–29 It
poses a significant challenge to the charge sensitive qubit
schemes, such as charge qubits30–34 and S−T0 qubit.
35–38
Charge noise in a semiconductor heterostructure device
could come from a variety of sources, for example, the
1/f noise from dynamical traps (most probably near the
various interfaces), Johnson noise and evanescent wave
Johnson noise (EWJN) from the metallic gates, etc.39–44
In the case of a single electron spin qubit, although the
electron spin does not directly couple to the charge fluc-
tuations, SO interaction does allow charge noise to in-
duce spin decoherence. Existing works show that John-
son noise from the metallic gates could be important for
single electron spin relaxation in a GaAs gate-defined
quantum dot (QD) when the magnetic field is weak.40–42
In addition, through the direct magnetic dipole interac-
tion, EWJN could be a important spin relaxation channel
when surface metallic gates are sufficiently close to the
confined electron.43,44
In this paper, we present a comprehensive study of
spin decoherence of a quantum-dot-confined electron due
to charge noise through SO interaction, where the QD
includes GaAs and Si gated-defined QD and InAs self-
assembled QD (SAQD), and the charge noise includes
the 1/f noise, Johnson noise and EWJN. Since charge
noise, such as 1/f noise, is most important at low fre-
quencies, we modify the existing studies of SO interac-
tion by accounting for the field induced QD displacement,
and the modified treatment could be easily extended to
more complex situations, such as an electron in a mov-
ing QD.45–47 We find that charge noise can induce both
relaxation and pure dephasing, although the latter turns
out to be very weak, so that practically charge noise leads
to a pure relaxation channel for spin decoherence in most
situations. Furthermore, the spin relaxation rate due to
charge noise could dominate over phonon noise at low
magnetic fields in a gate-defined GaAs or Si quantum
dot or a InAs SAQD; In a large InAs SAQD, the spin re-
laxation rate due to phonon noise could be suppressed in
high magnetic field, and the spin relaxation due to charge
noise could dominate in both low and high magnetic field.
II. THEORETICAL FORMALISM
A. System Hamiltonian
The system we consider is a single electron in a gate-
defined QD, as shown in Fig. 1. In general, the growth-
direction ([001]-direction in this paper) confinement is
much stronger, so that the vertical momentum fluctu-
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FIG. 1. A schematic of a spin qubit in a gate confined QD.
Panel (a) gives the topview of the structure and the coordinate
system (xyz) defined in the laboratory frame, with x and
y along the [110] and [1¯10] directions. Panel (b) gives the
sideview and the effective magnetic field.
ation is strongly suppressed compared to the in-plane
fluctuations. Therefore, we focus on the electron dynam-
ics in the in-plane directions, with the QD modeled as
a 2D harmonic potential. The Hamiltonian for the QD-
confined electron in the presence of SO interaction and
charge noise is
H = Hd +HZ +HSO, (1)
Hd =
π2
2m∗
+ V (r) + δV (r, t) , (2)
HZ =
1
2
gµBB0 · σ, (3)
HSO = β−πyσx + β+πxσy. (4)
The subscripts d, Z, and SO refer to ”dot”, ”Zeeman”,
and ”spin-orbit”. In Hd, pi is the electron 2D momentum
(e > 0), given by pi = −i~∇+(e/c)A(r), and V (r) is the
static confinement potential of the QD, which is assumed
to be harmonic V (r) = 12m
∗ω2dr
2; δV (r, t) captures the
charge noise in the system, which is δV (r, t) = δV (0, t)−
eEc(t) · r, where Ec(t) = − ∇δV (0, t) /e (e > 0) is the
electric field of the charge noise. In HZ , B0 is the applied
magnetic field (with nˆ0 its unit vector). In HSO, β± ≡
(β ± α), where α and β are the Rashba and Dresselhaus
SO interaction constants. The x and y axes are along the
[110] and [1¯10] directions. If x and y had been defined
along the [100] and [010] directions, the SO term would
have taken the usual form HSO = β(−πxσx + πyσy) +
α(πxσy − πyσx).
22,47,48 The current choice of x and y
helps simplify the presentation below.
B. Effective Spin Hamiltonian
The key to the study of decoherence of an electron
spin is to disentangle the spin dynamics from the or-
bital dynamics. To achieve this separation, we perform a
Schrieffer-Wolff transformation H˜ = exp(S)H exp(−S),
and require [Hd +HZ , S] = HSO to remove the SO
Hamiltonian in the leading order.22,47–50 Here the time-
dependent potential δV (r, t) is included in Hd, rather
than treated as a perturbation, as compared with pre-
vious studies.22,47,48 The reason for this change is that
charge noise is more important at low frequencies (and
the electron Zeeman energy is much smaller than the or-
bital excitation energy) and long wave length (so that
the corresponding electric field is uniform in a QD). Mo-
tion of the QD due to charge noise is thus adiabatic,
and the QD harmonic potential is centered at a position
determined by the instantaneous total potential (from
the gates and the charge noise). The physical picture is
quite clear here: charge noise causes the QD potential
(and therefore the electron, which stays in the ground
orbital state of the QD) to wander around its designated
position, and through the SO interaction the spin would
sense this wandering in the form of a magnetic noise.
Defining superoperator Lx as LxA ≡ [Hx, A] (with x =
d or Z), the condition [Hd +HZ , S] = HSO on S can be
formally expressed as22,47,48
S =
∑
m=0
(
LZ
Ld
)m
L
−1
d HSO. (5)
With a harmonic confinement V (r) = 12m
∗ω2dr
2 from
the external gates, the total instantaneous QD poten-
tial, including the electric field from the charge noise, is
1
2m
∗ω2d [r −R (t)]
2
+const, whereR(t) = eEc(t)/(m
∗ω2d)
is the displacement due to charge noise. After some al-
gebra, we obtain (see Appendix A)
L
−1
d HSO = i (σ · ξ) , (6)
where ξ is a vector in the 2DEG plane,
ξ (t) ≡ m∗/~ [β− (y −Ry) , β+ (x−Rx) , 0] . (7)
Due to the motion of the QD potential, the vector ξ(t)
is time-dependent. Under most circumstances, condi-
tions m∗
(
β2 + α2
)
≪ ~ωZ ≪ ~ωd (ωZ is the Zeeman
frequency) are satisfied. For example, in GaAs the SO
coupling energym∗
(
β2 + α2
)
is in the order of 1µeV, the
Zeeman splitting ~ωZ is about 25 µeV per Tesla, and the
orbital confinement energy ~ωd is in the order of 1 meV.
Under these conditions, the Schrieffer-Wolff transforma-
tion matrix S can be simplified to
S (t) ≈ iσ · ξ (t) , (8)
and the transformed Hamiltonian takes the form
H ′ = i~∂tS+Hd+HZ+[S,HSO]+
1
2!
[S, [S,Hd+HZ ]]+· · · .
At the 1st order of SO interaction, the last two terms in
H ′ can be neglected as they are second order in HSO.
Furthermore, Hd is now decoupled from the spin dynam-
ics, so that we obtain an effective spin Hamiltonian
Heff =
1
2
gµB [B0 + δB(t)] · σ, (9)
δB(t) =
2
gµB
e
ω2d
[
β−E˙cy (t) , β+E˙cx (t) , 0
]
. (10)
In this spin Hamiltonian, the time derivative of the
charge-noise-induced random electric field, E˙c (t), leads
3to an effective magnetic noise δB (t) for the electron spin.
This conversion is through the dot motion R(t) and the
SO interaction. Indeed, δB (t) coincides with the SO
interaction term HSO if the momentum operator pi in
Eq. (4) is substituted by the drift momentum m∗∂tR (t),
where ∂tR (t) is the drift velocity of the QD-confined elec-
tron. Equation (10) also shows that the magnetic noise
in general has both longitudinal and transverse compo-
nents (relative to the total field that acts as the quan-
tization axis), which could induce both relaxation and
pure dephasing for the electron spin qubit. This result
is different from the previous treatment in the phonon
case, where pure relaxation process is obtained.22 How-
ever, we would like to emphasize that generally the pure
dephasing we obtain is much slower than relaxation, so
that effectively charge noise leads to a pure relaxation
channel for spin decoherence.
The approach we adopt here is at the same order of per-
turbation theory as the conventional approach,22,47,48,50
where phonon noise and SO interaction are both taken
to the first order in the perturbative calculation. In fact,
we have adapted our approach to the case of phonon
noise and obtained similar results as in previous works.
By including charge noise in H0, we slightly shifted the
overall quantization scheme, so that our magnetic noise
does not have the neat transversal form derived in previ-
ous works. As a reward, we obtain an appealingly simple
physical picture, in which the magnetic noise arises from
the wandering QD, while the electron stays in the ground
orbital state. If we adopt the conventional approach, our
QD would have been fixed at the gate-designated spot,
and the random electric field from the charge noise would
cause the electron to be excited into the P-orbitals. In
effect, in the conventional approach we have a fixed QD
and a wandering electron in the dot, while in our ap-
proach we have a wandering QD with a “grounded” elec-
tron. The present approach introduced here can be easily
extended to a moving quantum dot case where the QD
potential has a finite displacement away from the original
minimum, which facilitate further exploration for more
complex situations.45–47
C. Noise Correlation
To calculate the spin relaxation rates due to charge
noise, we need to obtain the correlation functions
〈δBiδBj (t)〉 of the magnetic noise, or the correlation
functions 〈E˙ciE˙cj (t)〉 of the time derivative of the ran-
dom electric field. We assume charge noise is isotropic
and have time-translational symmetry
〈Eci(t1)Ecj(t2)〉 = δijSE(t2 − t1), (11)
where δij is the Kronecker delta function (i, j = x or y).
Suppose SE(ω) is the Fourier transform of SE(t), then
〈E˙ci(t1)E˙cj(t2)〉 = δij
1
2π
∫ +∞
−∞
dωSE(ω)ω
2e−iω(t2−t1), so
that the Fourier transform of 〈E˙ci(t1)E˙cj(t2)〉 is
〈E˙ciE˙cj〉ω = δijSE(ω)ω
2. (12)
Thus, as long as the spectrum SE(ω) for electric field
is given, the corresponding spectrum 〈E˙ciE˙cj〉ω is also
known. Below we examine three types of charge noise in
semiconductor nanostructures.
1/fa charge noise—1/f charge noise is ubiquitous in
solid state materials, and semiconductor nanostructures
are no exception.51,52 In general, the frequency depen-
dence is not exactly 1/f , but 1/fa,where the exponent
a ranges between 0 and 2.26,27,51,52 In the following, we
will use the name 1/fa noise in general, and 1/f noise
is reserved for the case a = 1. Thus, the electric field
correlation of 1/fa charge noise is
SE (ω) =
A
ωa
. (13)
The parameter A can be related to the energy level fluc-
tuation σV of a QD. Normally, the measured energy fluc-
tuation is dependent with the frequency range in those
experiments.25,27,28 If the noise spectrum is assumed to
be 1/f, then a frequency independent quantity can be
defined σ˜V = σV /
√
ln(ωc/ω0), where ω0 and ωc are
the low and high frequency limit. Then, the effective
energy level fluctuations σ˜V can be estimated, which
ranges from 0.1 µeV to 1 µeV based on the experimental
measurements.25,27,28,30 This energy fluctuation is due to
fluctuations in the electrical voltage at the QD. Assuming
that the voltage fluctuation comes from the charging and
discharging of traps near interfaces, we conservatively es-
timate the electric field strength as σE = σV / (el0) = 1
V/m, so that A = σ2E = 1 (V/m)
2 with a = 1. Here
σ˜V = 0.1 µeV is assumed, and the length scale l0 be-
tween the QD and the traps is chosen as 100 nm, which
is a typical barrier thickness for a QD, considering that
1/f noise most probably comes from traps near the inter-
faces between the metallic gates and the barrier material.
Johnson Noise—Johnson Noise is always present in
electrical circuits. Since our QD is gate-defined, John-
son noise also affects the electron spin. Its spectrum
SV (ω) =
∫ +∞
−∞
〈δV (0) δV (t)〉 cos (ωt) dt is53
SV (ω) =
2ξω~2
1 + (ω/ωR)
2 coth (~ω/2kBT ) , (14)
where ξ = R/Rk is dimensionless constant, Rk = h/e
2 =
26 kΩ is the resistance quantum, R is the resistance of
the circuit, and ωR = 1/RC is the cutoff frequency. Sup-
pose the Johnson from the circuits outside the dilution
refrigerator are strongly filtered, and we consider only
the Johnson noise from the circuits inside the dilution
refrigerator with the resistance being 50 Ohm. Based on
the same argument as for 1/fa charge noise, we have,
SE(ω) = SV (ω)/(el0)
2, (15)
where, l0 is the length scale chosen as 100 nm.
4Evanescent Waves Johnson Noise—When the QD is
sufficiently close to the metal gates, the evanescent waves
from the metallic gates give rise to additional electric
fluctuations, which depends on the distance between the
QD and the gates. Based on the local electrodynamics
and the quasistatic approximation, the spectrum of the
electric field from EWJN is given by Ref. 43 and 44
SE(ω) =
~
16ǫ0z3
Im
ǫ− 1
ǫ+ 1
coth (~ω/2kBT ) , (16)
where ǫ0 is the vacuum permittivity, z is the distance
between the QD and the metal gates and ǫ is the relative
permittivity. In the case of high conductivity of the gate,
we have ǫ ≈ i σωǫ0 , so that
44
SE(ω) =
~ω
8z3σ
coth (~ω/2kBT ) , (17)
where, σ is the conductivity of the metallic gate. Local
electrodynamics is applicable when z is large than the
QD size and quasistatic approximation is valid when z is
less than tenth of the skin depth δ of the metal.43,44 For
copper near absolute zero, δ ∼ 3 µm. In this paper, we
choose z = 100 nm, where the expression in Eq. (16) is
valid.
D. Spin Relaxation Rates
The decoherence of the electron spin S = σ/2 is gov-
erned by Hamiltonian (9). In the regime where the noise
correlation time is much shorter than the spin decay time,
the dynamics and relaxation of the spin is governed by
the Bloch equation.54 To simplify our calculation, we first
rotate to a new (XY Z) coordinate system, in which Z
axis is along the direction of the applied magnetic field.
The relaxation and dephasing time T1 and T2 are then
given by48,54
1
T1
= SXX(ωZ) + SY Y (ωZ), (18)
1
T2
=
1
2T1
+ SZZ(ω)|ω→0 , (19)
where, the correlation functions are
Sij(ω) =
g2µ2B
2~2
∫ +∞
−∞
〈δBi(0)δBj(t)〉 cos(ωt)dt. (20)
As a general example, let us consider a magnetic field
B0 = B0 (sin θ cosϕ, sin θ sinϕ, cos θ) in an arbitrary di-
rection, where θ and φ are the polar and azimuthal angles
of the magnetic field in the (xyz) coordinate system. We
rotate (xyz) to (XY Z) coordinate system, so that Z-axis
is along the direction of B0. Correspondingly, the axis
Xˆ, Yˆ and Zˆ in the original (xyz) coordinate frame is
Xˆ = (cos θ cosϕ, cos θ sinϕ,− sin θ)
T
, (21)
Yˆ = (− sinϕ, cosϕ, 0)
T
, (22)
Zˆ = (sin θ cosϕ, sin θ sinϕ, cos θ)
T
. (23)
The projections of the effective magnetic noise in Eq. (10)
on the Xˆ, Yˆ and Zˆ axis are
δBX = b0
[
β−E˙cy cos θ cosϕ+ β+E˙cx cos θ sinϕ
]
,(24)
δBY = b0
[
−β−E˙cy sinϕ+ β+E˙cx cosϕ
]
, (25)
δBZ = b0
[
β−E˙cy sin θ cosϕ+ β+E˙cx sin θ sinϕ
]
,(26)
where, b0 = 2e/gµBω
2
d is defined for simplicity.
One interesting feature here is that under some con-
ditions the cross correlations, such as S+Y Z for θ = π/2,
do not vanish. However, at the lowest order of Γ/ωZ , as
shown in Appendix B, the relaxation and dephasing for-
mulae retain the usual form (typically Γ ≪ ωZ , i.e. the
decoherence rate is much less than the Zeeman splitting).
Longitudinal fluctuations lead to pure dephasing of the
spin qubit, with a dephasing rate of
1
Tϕ
= SZZ(ω)|ω→0 . (27)
The noise spectrum usually goes to zero in the limit of
zero frequency, so that pure dephasing is often negligible.
The 1/fa charge noise, which has significant contribution
at low frequencies, could have finite contribution to the
dephasing rate (see Appendix C). Below we will focus on
the relaxation effects.
Transverse fluctuations lead to the relaxation of the
spin qubit. The relaxation rate is
1
T1
= 2
[
e
~ω2d
]2
FSO(θ, ϕ)ω
2
ZSE(ωZ), (28)
FSO = (β
2 + α2)(1 + cos2 θ) + 2αβ sin2 θ cos 2φ,(29)
where, SE(ω) is the Fourier transform of the correlation
of the random electric field. Below we examine the qual-
itative features of the relaxation rate given here.
The SO interaction dependence of 1/T1 is contained in
FSO in terms of α and β, the Rashba and Dresselhaus SO
interaction constants. These parameters are materials-
and device-specific. In Si, β = 0 because of the bulk
inversion symmetry, while in GaAs βGaAs ∼ 1000 m/s,
in InAs βInAs ∼ 30000 m/s, depending on the structure
of the samples.55–58 In nanostructures made from either
material, α is generally finite. Its magnitude depends on
how strongly heterogeneous the underlying quantum well
structure is.
The dependence on the direction of the applied mag-
netic field B0 by 1/T1 is also contained in FSO, in terms
of the polar and azimuthal angles θ and φ. When the
polar angle θ = 0, the applied field is along the growth
direction of the 2D quantum dot, and FSO = 2(β
2+α2).
It is always larger than that for θ = π/2 (in-plane field),
when
FSO(θ = π/2, φ) = β
2 + α2 + 2αβ cos 2φ. (30)
Therefore, if the magnetic field has the same magnitude,
the relaxation rates for the in-plane field cases are always
slower than the perpendicular case.
5The spin relaxation rate 1/T1 has a sinusoidal depen-
dence on the azimuthal angle φ ofB0. Note that Eq. (30)
describes the distance of two vectors a and b with the
magnitudes being proportional to |α| and |β| and the an-
gle between them being π−2φ (if αβ > 0). The minimum
rate is obtained when the two vectors are along the same
directions,
(1/T1)min = 2
[
e (|β| − |α|) /
(
~ω2d
)]2
ω2ZSE(ωZ). (31)
In the special case when α = β and φ = π/2 (or α = −β
and φ = 0), 1/T1 = 0. In other words, spin relaxation
due to charge noise vanishes if B0 is along y for α = β
(or along the x axis for α = −β). Such special cases
(α = ±β) have been discussed previously in the context
of spin relaxation due to phonon emission.22,59 Note that
Hamiltonian (1) conserves the spin component σy(x) for
α = β (α = −β) and B0 ‖ y (x). This spin conservation
results in T1 being infinite to all orders in HSO.
The spin relaxation rate (28) has a strong dependence
on the QD confinement, 1/T1 ∝ 1/ω
4
d. Thus this spin
relaxation channel can be suppressed by having a strong
QD confinement. The dependence on the magnitude of
the magnetic field is contained in ω2ZSE(ωZ), which is
noise-spectrum-dependent.
III. EVALUATION OF CHARGE NOISE
INDUCED SPIN RELAXATION
Below we present numerical results on the spin relax-
ation rates for three different noises, namely, 1/fa charge
noise, Johnson noise and EWJN. For each electric noise,
we carry out numerical calculations on three represen-
tative QD structures, namely Si, GaAs, and InAs QD.
We consider Si and GaAs QD to be gate-defined QD
with the confinement energy ~ωd = 1 meV; and InAs
QD to be SAQD with smaller size or stronger confin-
ment, i.e. ~ωd = 4 meV. In Si, we use the g-factor
g = 2, the electron effective mass m∗ = 0.19m0, where
m0 is the free electron rest mass. The Dresselhaus and
Rashba SO interaction strength are chosen as βSi = 0
m/s and αSi = 5 m/s.
23,60,61 In GaAs, we use g = −0.44,
m∗ = 0.067m0, βGaAs = 1000 m/s.
55–57 In InAs, we use
g = −6.5, m∗ = 0.023m0, βGaAs = 26900 m/s.
58,62–64 In
both GaAs and InAs QDs, we use α = 0 m/s for simplic-
ity, although in reality, it could be as large as 500 m/s in
GaAs and 1000 m/s in InAs.57,62 As we have discussed
above, the relaxation rate when α is finite would depend
on the orientation of the applied magnetic field. Except
in the highly unlikely case of α = β, the field-direction-
dependence only changes the relaxation rate in the O(1)
order.
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FIG. 2. Spin relaxation rate 1/T1 as a function of the mag-
netic field (in-plane) due to 1/f noise in GaAs and Si gate-
defined QD (~ωd = 1 meV) and in InAs SAQD (~ωd = 4
meV).
A. 1/fa Charge Noise
The spin relaxation rate due to the 1/fa charge noise
is given by
1
T1
= 2Aω2−aZ
[
e
~ω2d
]2
FSO(θ, φ). (32)
The dependence of 1/T1 on the applied magnetic field
is determined by the specific noise spectrum of charge
noise, 1/T1 ∝ B
2−a
0 . Specifically, if a = 1 (SE ∝ 1/ω),
1/T1 depends linearly on the B0.
Fig. 2 shows the spin relaxation rate 1/T1 due to 1/f
charge noise as a function of the magnitude of magnetic
field for the Si, GaAs and InAs QDs. We choose a = 1,
l0 = 100 nm, A = 1 (V/m)
2 (or σV ∼ 0.1 µeV) for 1/f
noise. The dot confinement energy is set as ~ωd = 1 meV
for Si and GaAs gate-defined QD and ~ωd = 4 meV for
InAs SAQD. As shown in the figure, at B = 1 T, T1 is
about 10 s for a GaAs QD. For a Si QD T1 ∼ 100, 000
s because of the weaker SO interaction. For an InAs
SAQD T1 ∼ 1 s due to the combined effect of stronger
SO interaction and QD confinement. With a = 1, the
curves here show simple linear dependence on B0, a much
weaker magnetic field dependence compared with the
case of phonon noise, which has B50 (or B
7
0) dependence
for piezoelectric (or deformation) phonon potential.
B. Johnson Noise
The spin relaxation rate due to Johnson noise from the
nearby metallic gate takes the form
1
T1
= 2
[
e
~ω2d
]2
FSO(θ, φ)ω
2
ZSV (ωZ)/(el0)
2, (33)
60.01 0.1 1 1010
-7
10-2
103
108  GaAs
 Si
 InAs
1/
T
1 (
H
z)
B
0
 (T)
FIG. 3. Spin relaxation rate 1/T1 as a function of the mag-
netic field (in-plane) due to Johnson noise in GaAs and Si
gate-defined QD (~ωd = 1 meV) and in InAs SAQD (~ωd = 4
meV).
where SV (ω) is given by Eq. (14), and l0 is the length
scale between the metal gates that define the QD.
The dependence of 1/T1 on the applied magnetic field
is determined by the factor ω3Z coth(~ωZ/2kBT ), assum-
ing that the cutoff frequency for the Johnson noise is
much larger than the Zeeman frequency, ωR ≫ ωZ .
When the Zeeman energy ~ωZ is much larger than the
thermal energy kBT , we have coth(~ω/2kBT ) ≈ 1, then
the spin relaxation rate 1/T1 has a B
3
0 dependence, which
has been obtained before theoretically.40–42 On the other
hand, when ~ωZ ≪ kBT (the white noise limit for
the electric fluctuation), we have coth(~ωZ/2kBT ) ≈
2kBT/~ωZ, then the spin relaxation rate 1/T1 has a B
2
0
dependence and linearly proportional to the temperature.
The different B-field and temperature dependence for dif-
ferent temperatures here is similar to the phonon induced
spin relaxation.1,3
Fig. 3 gives spin relaxation rate 1/T1 due to Johnson
noise of the metallic gates as a function of the applied
magnetic field. We use T = 0.15 K, R = 50 Ω, and
ωR = 10
15 1/s. As shown in the figure, at B = 1 T, T1
is about 0.1 s for a GaAs QD; T1 ∼ 100 s for Si QD, and
T1 ∼ 10 µs for InAs SAQD. The curves show the low-
field-to-high-field transition from the B20 dependence to
the B30 dependence as B0 increases, which is due to the
contribution of coth(~ωZ/2kBT ). The transition occurs
at BT = kBT/gµB, which is BT ∼ 1 T in GaAs, BT ∼
0.15 T in Si, and BT ∼ 0.05 T in InAs.
C. Evanescent Waves Johnson Noise
As we have discussed before, there are two decoher-
ence mechanisms arising from the EWJN, one from the
magnetic noise of EWJN, the other is due to the elec-
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FIG. 4. Spin relaxation rate 1/T1 as a function of the mag-
netic field (in-plane) due to EWJN in GaAs and Si gate-
defined QD (~ωd = 1 meV) and in InAs SAQD (~ωd = 4
meV).
tric noise. The spin relaxation due to EWJN through
the direct magnetic dipole interaction has been discussed
before.43,44 Here we estimate the relaxation due to the
electric field of EWJN. The relaxation rate is given by,
1
T1
=
e2ω3Z
8z3σ~ω4d
coth (~ωZ/2kBT )FSO(θ, φ), (34)
where ωZ is the Zeeman frequency, σ is the conductance
of the metal gates, and z is the distance between the QD
and metallic gates.
Eq. (34) shows that the spin relaxation rate 1/T1 is in-
versely proportional to the gate conductivity σ. It is also
inversely proportional to the 3rd power of the distance
z between the metallic gates and the QD, 1/T1 ∝ 1/z
3,
as long as 100 nm ≤ z ≤ δ/10 so that the local elec-
trodynamics and quasistatic approximation is valid. In
short, this mechanism is not important when the gate is
far away from the QD.
The dependence of 1/T1 on the applied magnetic field
is again determined by the factor ω3Z coth(~ωZ/2kBT ),
which is similar to the case of far field Johnson noise.
Thus, depending on whether the low field ~ωZ ≪ kBT
or high field ~ωZ ≫ kBT limit is realized, the relaxation
rate 1/T1 has either B
2
0 or B
3
0 dependence.
In Fig. 4, the relaxation rates due to the EWJN and
SO interaction are plotted as a function of the magnetic
field for Si, GaAs and InAs QD. We use T = 0.15 K for
the temperature of the gates, σ = 6 × 107 S/m for the
conductivity of the cooper gate and the distance z = 100
nm. As shown in the figure, at B = 1 T, T1 is about
is about 10 s for a GaAs QD; T1 ∼ 10
4 s for Si QD,
and T1 ∼ 10 ms for InAs SAQD. The curves show the
low-field-to-high-field transition from the B20 dependence
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FIG. 5. Spin relaxation rate 1/T1 as a function of the applied
magnetic field due to different noises in gate-defined defined
GaAs QD (~ωd= 1meV). Data of phonon induced spin relax-
ation is from Ref. [22].
to the B30 dependence as B0 increases. The transition
occurs at the same points as in the Johnson noise case.
IV. COMPARISON OF DIFFERENT NOISES
We can now compare the magnetic field dependence
of spin relaxation rate for charge noise (including 1/f
noise, Johnson noise and EWJN) and phonon noise. We
will discuss GaAs gate-defined QD, Si gate-defined QD
and InAs SAQD, respectively.
A. GaAs and Si gate-defined QDs
It is well known that the spin relaxation rate in a gate-
defined GaAs QD is mainly due to the phonon noise in
high magnetic field, where the relaxation rate has a B50
(or B70) dependence for the piezoelectric (or deformation)
phonon potential.21,22,65 In Fig. 5, we show the spin re-
laxation rate as a function of the applied magnetic field
due to charge noise and phonon noise in GaAs QD, where
the results of phonon noise is from Ref. 22. As shown
in the figure, the relaxation rate due to charge noise is
less important than the phonon noise in the high B-field
regime. However, as the magnetic field decreases, the
dominant spin relaxation channel could cross over from
phonon noise to charge noise, so that the spin relaxation
rate in the low magnetic field deviate from the B50 curve
(due to piezoelectric phonon), which is consistent with
recent experimental observations.65
In gate-defined Si QDs, spin relaxation has been
explored in recent experiments.66,67 In high magnetic
fields, spin relaxation is again dominated by phonon
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FIG. 6. Spin relaxation rate 1/T1 as a function of the applied
magnetic field due to phonon noises and charge noise in a
gate-defined Si QD with ~ωd = 1 meV. The results of phonon
induced spin relaxation is calculated based on Ref. [22].
emission.66–68 Compared to GaAs, a particular complex-
ity in Si is the presence of valleys and valley states in
quantum wells and QDs.67,69–72 Here we assume that the
valley splitting is large, so that the intra-valley spin-orbit
mixing plays the dominant role in spin relaxation.67 In
Fig. 6, we present the spin relaxation rate as a function
of the applied magnetic field B0 due to phonon noise and
charge noise. The result of phonon noise is calculated
based on the formalism from Ref. [22]. In Si, relevant pa-
rameters include speeds of sound at s1 ≈ 9.33× 10
5 cm/s
and s2 = s3 ≈ 5.42× 10
5 cm/s, and the mass density of
ρc = 2.33 g/cm
3. The dilation and shear deformation po-
tential constants are Ξd = 5 eV and Ξu = 8.77 eV.
68,73
Lastly, the device temperature is T = 0.15 K and the
vertical confinement length is dz = 5 nm. As shown in
Fig. 6, relaxation due to phonon emission dominates in
the high magnetic field regime, where the rate shows a
B70 dependence, while the charge noise dominates in the
low magnetic field regime, similar to the case of GaAs
QD.
B. InAs Self-assembled QD
InAs SAQDs form on a substrate of GaAs because the
lattice mismatch between InAs and GaAs. As such they
are generally much smaller in size compared to the gate-
defined dots. Furthermore, since the formation of InAs
SAQDs is sensitive to the growth conditions, their size
is difficult to control precisely. Consequently the QD
confinement energy could vary in a wide range, from a
few meV to a few tens of meV. This variation leads to
significant modifications to spin relaxation as a result of
the strong dependence of spin relaxation rate on the dot
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FIG. 7. Spin relaxation rate 1/T1 as a function of the applied
magnetic field due to different noises in a small InAs SAQD,
where the lateral confinement energy is ~ωd = 30 meV (equiv-
alent to dx = dy ≈ 10 nm) and the vertical confinement length
is dz = 2 nm.
confinement energy ωd.
Another important parameter concerning spins is the
g-factor, which is much larger in InAs than in GaAs,
with g = −15 in bulk InAs crystal and g = −8 in
an InAs quantum well.74,75 In an InAs SAQD, the g-
factor could be very different from that in the bulk
due to the dot confinement.76 The magnitude of the
g-factor is dependent on the Ga content and the de-
gree of strain, and ranges widely, from 0.5 to 6.5 in
InAs or InxGa1−xAs SAQDs.
64,77–81 In a gate-defined
InAs nanowire QD (NWQD), the measured magnitude
of g-factor ranges from 7 to 8.82,83 Here we focus on
the SAQD, and consider specifically two types of InAs
SAQD, the small dots with g = 0.5 and a confinement
energy of ~ωd = 30 meV,
78,79 and the large dots with
g = −6.5 and a confinement of ~ωd = 4 meV.
64,80
Figure 7 shows the spin relaxation rate as a function
of magnetic field in a small InAs SAQD due to charge
noise and phonon noise. The lateral confinement energy
here is ~ωd = 30 meV (equivalent to dx = dy ≈ 10 nm),
and the vertical confinement length is dz = 2 nm. The
electron phonon interaction in an InAs SAQD is of the
same form as in GaAs due to the similar lattice struc-
ture, and the calculation for phonon noise is based on
the same procedure as in Ref. 22. For InAs, we use
the phonon velocity s1 ≈ 4.28 × 10
5 cm/s for longitu-
dinal acoustic modes and s2 = s3 ≈ 2.65× 10
5 cm/s for
transverse acoustic modes. Other parameters include the
deformation potential Ξ0 ≈ 6 eV , the piezoelectric con-
stant h14 ≈ 0.046C/m
2, the relative dielectric constant
κ ≈ 15.2, and the density ρc = 5.67 g/cm
3. As shown in
Fig. 7, the spin relaxation rate due to phonon noise dom-
inate in the high magnetic field regime. While the charge
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FIG. 8. Spin relaxation rate 1/T1 as a function of the applied
magnetic field due to different noises in a large InAs SAQD,
where the lateral confinement energy is ~ωd = 4 meV (equiva-
lent to dx = dy ≈ 30 nm) and the vertical confinement length
is dz = 5 nm.
noise dominate in the low magnetic field regime.77–79
These small InAs SAQDs are most often probed opti-
cally, and normally metallic gates are far away from the
QDs in those experiments, so that effects of Johnson noise
from the gates are reduced.77–79 In these cases, the spin
relaxation rate in low magnetic fields could be dominated
by the 1/f noise.
In Fig. 8 we plot the spin relaxation rate as a function
of the applied magnetic field in a large InAs SAQD, which
has a lateral confinement energy of 4 meV (correspond-
ing to a confinement length of 30 nm) and a vertical
confinement length of 5 nm.64 Equation (28) shows that
spin relaxation is generally much faster in larger dots due
to the smaller confinement energy, which is clearly illus-
trated by the different vertical scales in Fig. 8 as com-
pared to Fig. 7. Indeed, in the sample considered in Fig.
8, spin relaxation time due to Johnson noise could be as
short as 10 µs in a 1 Tesla field. More interestingly, spin
relaxation due to phonon noise is strongly suppressed in
high magnetic fields, since a large Zeeman splitting and
a large electron wave function mean that the matrix el-
ement for the electron-phonon interaction gets averaged
out in a large dot, and consequently spin relaxation is
suppressed. In a GaAs gate-defined dot, the phonon in-
duced spin relaxation shows a plateau in the reasonably
high fields due to this suppression, while in a large InAs
dot, the spin relaxation rate is suppressed more strongly
due to the very large g-factor and the relatively small
cutoff wave vector. This strong suppression of phonon
induced spin relaxation has been previously observed ex-
perimentally for the singlet-triplet relaxation in a two-
electron QD,84 and been discussed for single-electron spin
in a InAs NWQD.85 As a result of the strong suppres-
9sion of phonon noise in the high magnetic field regime,
the charge noise induced spin relaxation could be domi-
nant at both low and high magnetic fields in a large InAs
SAQD, which should be experimentally observable.
V. DISCUSSION
In the current study we use phonon-induced spin re-
laxation as the benchmark for comparison when we
calculate spin relaxation due to charge noises. At
low magnetic fields, spin relaxation due to two-phonon
processes may become important, especially at high
temperatures.21,86–88 The corresponding spin relaxation
rate could be faster than that from the one-phonon pro-
cesses due to the vanishingly small phonon density of
states at low frequencies. As such an important question
is whether two-phonon processes may be more important
than the charge-noise induced relaxation processes, so
that the charge noise effects we study in this manuscript
would be masked at low fields. Here we would like to
point out that at low temperatures, two-phonon pro-
cesses are strongly suppressed. The basic physics here is
quite straightforward: at low temperatures, the higher-
energy phonons that make two-phonon processes impor-
tant at higher temperatures are not excited, so that they
cannot contribute to the spin relaxation process.
Consider the example of an electron spin in a GaAs
QD. Here the spin relaxation rate due to two-phonon pro-
cesses through the piezoelectric electron-phonon interac-
tion has a different temperature dependence for temper-
atures smaller and larger than T0 = k
−1
B
√
mv2j~ωd.
21 In
a GaAs dot with ~ωd = 1 meV, T0 ≈ 1 K. At low tem-
peratures when T < T0, the spin relaxation rate is given
by21
Γ(2p)(B) =
Λ2p
~
∑
j
s2j
β2
(gµBB)
2(m∗s2j)
5/2
(~ωd)7/2
(
T
T0
)9
, (35)
where sj is the phonon velocity of branch-j, and Λp is
the effective spin-piezoelectric phonon coupling strength.
In a GaAs QD, Λp ∼ 10
−2.21 For a working temperature
of T ∼ 0.15 K in spin qubit experiments, the two-phonon
rate Γ(2p)(B) = 10−6B2 s−1. Therefore, the spin relax-
ation due to two-phonon processes is negligible at low
temperatures compared with the other mechanisms we
have discussed so far. In other words, based on our cal-
culations, at low fields and low temperatures, spin-orbit
interaction and charge noise (1/f and Johnson noises)
should provide the dominant spin relaxation channel, as
illustrated previously.
On the other hand, in the case of InAs SAQDs, where
many existing experiments are done at higher tempera-
tures, spin relaxation at low magnetic field could be dom-
inated by two-phonon processes in those experiments.
However, at lower temperatures that a spin qubit is op-
erated, our results should still hold for the InAs dots.
Finally, we would like to emphasize that the relative
strength of each relaxation mechanism always varies with
different parameters. First, the relaxation rate due to the
mechanisms through the SO interaction could vary due
to the different values of Dresselhaus SO constant β, and
could be (1 + |α/β|)2 times larger, or (1− |α/β|)2 times
less, depending on the Rashba SO constant α and the
orientation of the applied magnetic field. Furthermore,
Johnson noise could be even more important when the
resistance of the circuits becomes larger and 1/f noise
could also be important with larger noise magnitude.
VI. CONCLUSION
In conclusion, we have studied spin decoherence of a
quantum-dot-confined electron due to charge noise. We
focus on the spin decoherence originates from the SO in-
teraction and momentum scattering due to charge noise.
We find that both relaxation and pure dephasing are
present in our calculation, although the latter is very
weak in general for charge noise. We find that, in a gate-
defined GaAs or Si QD, the dominant spin relaxation
channel could crossover from phonon noise to charge
noise, e.g. Johnson noise, as the magnetic field decreases
below 1 Tesla. In a small InAs self-assembled dot, 1/f
noise could be the dominant spin relaxation source at low
magnetic field if no metallic gate is attached to the dot.
In a large InAs dot, spin relaxation due to phonon noise
should be strongly suppressed in high magnetic fields, so
that spin relaxation due to charge noise could dominate
in both low and high magnetic fields. Quantitatively, in
a 1 Tesla field, the spin relaxation time due to typical
charge noise is about 100 s in Si, 0.1 s in GaAs for a
gate-defined QD with a 1 meV confinement, and 10 µs
in InAs SAQD with a 4 meV confinement.
We thank support by US ARO (W911NF0910393) and
NSF PIF (PHY-1104672).
Appendix A: Properties of the Superoperator Ld
In this Appendix we describe properties of the superop-
erator Ld, and sketch how we obtain the result of Eq. (6)
and (7). Recall that the superoperators Ld is defined
as LdA ≡ [Hd, A], ∀A. The properties of L are differ-
ent from that in the previous works,22,47,48 since our dot
Hamiltonian Hd contains the charge noise in the form of
a time-dependent dot position,
Hd =
π2
2m∗
+
1
2
m∗ω2d [r −R (t)]
2
. (A1)
Since we are interested in obtaining L−1d HSO, and Hd
commutes with spin operators, the following relations in-
10
volving Ld are the only ones relevant for our calculation:
−Ld [x−Rx (t)] =
[
x, π2x/2m
∗
]
= i~πx/m
∗, (A2)
−Ld [y −Ry (t)] =
[
y, π2y/2m
∗
]
= i~πy/m
∗, (A3)
−Ldπx = −i~m
∗ω2d [x−Rx (t)]− i~ωcπy, (A4)
−Ldπy = −i~m
∗ω2d [y −Ry (t)] + i~ωcπx, (A5)
where, ωc ≡ eB0z/m
∗c is the cyclotron frequency of the
electron in the 2DEG in the presence of the magnetic
field whose perpendicular magnitude is B0z. The above
equations can be written in the matrix form: LdX =
MX , where
X ≡ [πx, πy, x−Rx(t), y −Ry(t)]
T .
The inverse of Ld can now be expressed as L
−1
d X =
M−1X , whereM−1 can be obtained by doing the matrix
inversion of M ,
L
−1
d X =
1
i~


0 0 −m∗ 0
0 0 0 −m∗
1
m∗ω2
d
0 0 ωc
ω2
d
0 1
m∗ω2
d
−ωc
ω2
d
0

X. (A6)
Using the expressions here for L−1d , it is straightforward
to obtain L−1d HSO = i (σ · ξ) , where ξ is given by Eq. (7)
in the main text. It is time-dependent instead of con-
stant, in contrast with that in the previous works.22,47,48
Appendix B: Spin relaxation and dephasing rate
In this Appendix we derive the spin relaxation and de-
phasing rates for a general Bloch Equation, where all the
elements are present in the decoherence matrix Γ.48 We
will show that, even though the noise in different direc-
tions are correlated, the relaxation and dephasing rate
are generally still determined by the noise autocorrela-
tions along the major axes.
The spin relaxation and dephasing rates are de-
termined by the real parts of the solutions of
the secular equation for the decoherence matrix
det‖−Γij − λδij + εijkωk‖ = 0, where λ is the eigenvalue
of the matrix. The secular equation is a cubic equation
λ3 + bλ2 + cλ+ d = 0. (B1)
If we choose the Z-axis to be along the direction of the
magnetic field (ω ≡ ωZ [0, 0, 1]), and suppose all the ma-
trix elements Γij are much smaller than the Zeeman fre-
quency, Γij ≪ ωZ , we have b =
∑
i Γii, c ≈ ω
2
Z and
d ≈ ω2ZΓZZ . The eigenvalues can then be obtained as
λ1 ≈ −ΓZZ , λ2 = λ
∗
3 ≈ −
ΓXX+ΓY Y
2 + iωZ. Since each
eigenvalue λi determines the dynamics of each eigen-
state, in which the real part corresponds to the decay
rate and the imaginary part corresponds to the oscilla-
tion frequency. Thus, we identify that the eigenvalue λ1
corresponds to relaxation and λ2,3 correspond to the de-
phasing process, so that the relaxation and the dephasing
rates are determined as
1/T1 ≈ ΓZZ , (B2)
1/T2 ≈ (ΓXX + ΓY Y )/2. (B3)
By substituting the spin decoherence matrix elements
Γµν obtained from the Born-Markov master equation,
48
we arrive at
1
T1
≈ S+XX(ωZ) + S
+
Y Y (ωZ)−
∑
ij
ǫijZS
−
ij (ωZ), (B4)
1
T2
≈
1
2T1
+ S+ZZ(0), (B5)
where, the cross correlations −
∑
ij ǫijZS
−
ij (ωZ) =
S−YX(ωZ)−S
−
XY (ωZ) are from the diagonal terms of spin
decoherence matrix, and it can be rewritten as
S−YX(ω)− S
−
XY (ω)
=
g2µ2B
2~2
∫ ∞
−∞
dt 〈[δBX(0), δBY (t)]+〉 sin (ωt) dt.(B6)
Therefore, this cross-correlation only has contribution
when the function 〈[δBX(0), δBY (t)]+〉 is an odd func-
tion of time.
In the case of 〈δBi(t)δBj(0)〉 = 〈δBj(t)δBi(0)〉, the
expression for spin relaxation and dephasing rates are
further simplified
1
T1
≈ S+XX(ωZ) + S
+
Y Y (ωZ), (B7)
1
T2
≈
1
2T1
+ S+ZZ(0), (B8)
where, S+ii (ω) can be written as
S+ii (ω) ≡
g2µ2B
2~2
∫ ∞
−∞
dt 〈δBi(t)δBi(0)〉 cos (ωt)dt.
Therefore, at the lowest order approximation of Γij/ωZ ,
even though the noise in different directions are corre-
lated, the relaxation and dephasing rate are still deter-
mined by the noise autocorrelations Sii(ω) along the ma-
jor axes. These results can also help simplify calcula-
tions. For example, we can calculate the spin relaxation
rate without doing the additional rotations to eliminate
the cross-correlations, which was adopted before, for ex-
ample in Ref. 22.
Appendix C: Pure dephasing rate for 1/fa noise
In this Appendix we evaluate pure dephasing due to
1/fa noise. The dephasing rate is given by
1
Tϕ
= 2A
[
e
~ω2d
]2
FZSO
[
ω2−a
]∣∣
ω→0
, (C1)
11
where, FZSO(θ, ϕ) = sin
2 θ
(
β2 + α2 − 2βα cosϕ
)
. In gen-
eral, we have a < 2, and
[
ω2−a
]∣∣
ω→0
goes to zero in the
limit of zero frequency. We thus expect pure dephasing
to be negligible in these cases. Although pure dephasing
could be finite (as compared to relaxation) when a ≥ 2,
the rate is limited due to small noise amplitude.
Quantitatively, the off-diagonal density matrix element
for the spin decays in the form exp (−ϕ (t)), where ϕ (t) =∫ ωc
0
dωSZZ (ω) [2 sin(ωt/2)/ω]
2
,32,89 or
ϕ (t) = 4A
e2FZSO
~2ω4d
∫ ωc
ω0
dω
sin2(ωt)
ωa
, (C2)
where ωc is the upper cutoff frequency chosen as 10
9 1/s
and ω0 is the lower cutoff frequency chosen as the inverse
of the experiment time, nominally at 1 s. By numerically
evaluating Eq. (C2), we find that the error 1−exp [−ϕ (t)]
is indeed extremely small for 1/f noise (a = 1) in GaAs,
saturating around 10−11 at the long time limit t > 109
s. Therefore, as expected, the dephasing rate 1/Tϕ (de-
fined by ϕ (Tϕ) = 1) is negligible compared with the lon-
gitudinal relaxation rate 1/T1. We thus focus on spin
relaxation in this manuscript.
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