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Let L be a real C∞ vector ﬁeld on a smooth manifold X , vanishing
at exactly one point x0. From the pioneering work of B. Malgrange
(1955–1956) [6], we know that solvability of P = L + c on C∞(X),
for c ∈ C∞(X,C), implies that: (a) X is L-convex. Also, it follows:
(b) a non-resonance condition for the jet-solvability at x0.
In a previous paper, in addition to (a) and (b), the authors showed
that P is globally solvable on C∞ if we assume: (c) a non-
resonance condition in order to linearize L near x0; that (d) the
only relatively compact orbit of L is {x0}; and that (e) c is real.
Here we obtain the same conclusion without (c) and (e).
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Let X be a C∞ manifold with a countable basis of open sets and P :C∞(X) → C∞(X) a linear par-
tial differential operator. P is said globally solvable, or solvable, on C∞(X) when P (C∞(X)) = C∞(X).
Unless otherwise mentioned, from now on we assume that P has real principal symbol and is of
order one. We write P = L + c where L is a real vector ﬁeld and c is a smooth complex function.
Suppose that X =Rn and that the coeﬃcients of L are linear functions. If the origin is a hyperbolic
critical point of L and c ∈ C, V. Guillemin and D. Schaeffer [3] showed that the equation Pu = f
has a C∞ solution in a neighborhood of zero, for f ∈ C∞(Rn) ﬂat at the origin. In the case when
the coeﬃcients are not linear, using S. Sternberg’s linearization theorem, see [11] and [8], the same
conclusion is true for an isolated critical point x0. The condition of linearization is
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n∑
k=1
mkλk, j ∈ {1,2, . . . ,n}, m1, . . . ,mn ∈N,
n∑
k=1
mk  2, (NRC 1)
where λ1, λ2, . . . , λn are the eigenvalues of DL(x0).
A hypothesis like (NRC 1) is usually called a non-resonance condition. Under this hypothesis we
have that the origin is hyperbolic but the converse is not true.
To solve the equation Pu = f near x0 for an arbitrary f ∈ C∞(X), in [9] we need to consider the
following additional non-resonance condition
−c(x0) =
n∑
j=1
mj Reλ j, m1, . . . ,mn′ ∈N, mn′+1, . . . ,mn ∈ 2N. (NRC 2)
Here λ1, λ2, . . . , λn′ are the real eigenvalues of DL(x0) and λn′+1, . . . , λn are the non-real eigenvalues.
We say that X is convex with respect to the trajectories of L if ∀K  X , ∃K ′  X such that any
compact interval of the trajectory of L with endpoints in K , is contained in K ′ . See [2] and [6] for
motivation. As usual F  Y means that F is a compact subset of Y .
In [9] we prove the following result:
Theorem 1.1. Let P = L + c be a ﬁrst order differential operator with coeﬃcients in C∞(X,R) such that L has
a critical point at x0 . If
(a) (NRC 1) and (NRC 2) are valid,
(b) no orbit of L on X \ {x0} is relatively compact in X, and
(c) X is convex with respect to the trajectories of L
then
P is globally solvable on C∞(X).
When L has no critical point, conditions (b) and (c) are equivalent to conditions (d.1) and (d.2) of
Theorem 6.4.2 in [2].
In the present work, starting from the local parametrization of the invariant submanifolds used
by P. Hartman [4], we extend the Guillemin–Schaeffer’s result for an arbitrary vector ﬁeld with a
hyperbolic critical point and c ∈ C∞(X). Hence we can solve the equation Pu = f near x0, for all
f ∈ C∞(Rn) which are ﬂat at x0, even when (NRC 1) is false.
Also we replace (NRC 2) with a new non-resonance condition in such way to consider the com-
plex valued lower order term. In fact, that condition is obtained directly from the formal Taylor’s
expansion. This is summarized in
Lemma 1.1. Suppose that L is a real vector ﬁeld on Rn with a critical point x0 , c ∈ C∞(Rn) and P = L + c. The
condition
−c(x0) /∈
n∑
k=1
mk Reλk ± i
(n−n′)/2∑
k=1
M (mn′+2k−1 +mn′+2k) Imλk (NRC)
for m1, . . . ,mn ∈N, where
M (m) =
{ {0,2, . . . ,m}, if m even,
{1,3, . . . ,m}, if m odd,
is equivalent to: for all f ∈ C∞(Rn) there exists u ∈ C∞(Rn) such that Pu − f is ﬂat at x0 .
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Theorem 1.2. Let P = L + c be a ﬁrst order differential operator with coeﬃcients in C∞(X) such that L is a
real vector ﬁeld with a hyperbolic critical point at x0 and c is a (real or complex) function. If
(a) (NRC) is valid,
(b) no orbit of L on X \ {x0} is relatively compact in X, and
(c) X is convex with respect to the trajectories of L
then
P is globally solvable on C∞(X).
Notice that when c is a real function, the condition (NRC) coincides with (NRC 2). The hypotheses
of Theorem 1.2 have consequences on global stability for local attractors. More precisely,
Remark 1.1. Suppose that X is a connected manifold and that x0 is a local hyperbolic attractor of L.
Then the following conditions are equivalent:
(i) (b) and (c) of Theorem 1.2 hold.
(ii) {x0} is a global attractor of L.
Suppose (i) is valid. We will see that the boundary ∂B(x0) of the basin of attraction B(x0) = {x ∈ X;
limt→ω+(x) γ (t, x) = x0} of {x0} is empty. Here γ is the ﬂow of L and we denote the maximal interval
of it at x ∈ X by (ω−(x),ω+(x)).
Suppose that x ∈ ∂B(x0). Since x0 is a local attractor of L, B(x0) is an open subset of X , hence,
x /∈ B(x0). Consider neighborhoods Ux of x and Ux0 of x0 such that Ux,Ux0  X . Here F denotes the
closure of the subset F . Take K = Ux0 ∪ Ux . It is easy to see that for such K there is no compact K ′
as in the deﬁnition of convexity of X with respect to the trajectories of L, which contradicts (c). This
follows at once from the fact that (b) implies that the ω-limit of the trajectory γ (·, x) cannot be
relatively compact in X .
Conversely, the implication (ii) ⇒ (b) is valid. In fact, from (ii) we have that any trajectory has
ω-limit equal to {x0}. Also its α-limit is empty, for otherwise a non-trivial loop would be a trajectory
with endpoints at {x0}, contradicting the hypothesis that x0 is a local hyperbolic attractor of L.
To prove that (ii) ⇒ (c), ﬁrst we choose a neighborhood U of x0, such that its closure U  X
is positively invariant by the ﬂow and a sequence {K j} of compact subsets of X with the following
properties:
⋃
K j = X and K j ⊂ K ◦j+1, j = 1,2, . . . , here we denote A◦ as the interior of A ⊂ X . If (c)
is false then there exists K  X , a sequence {[x j, x′j]} of compact trajectories segments with endpoints
in K and a sequence {y j} such that y j ∈ [x j, x′j] but y j /∈ (K j ∪U ), j = 1,2, . . . . By (ii), without loss of
generality, we can assume that x′j ∈ U . From compactness, we have a converging subsequence of {x j}
to a point x ∈ K . Then we can see that once the trajectory starting at x enters U it never leaves that
neighborhood. This contradicts y j /∈ K j for large j, due to the continuous dependence.
As in the previous work, ﬁrst we solve the equation Pu = f near the critical point then we use
Theorem 6.4.2 of [2] to solve the equation outside a neighborhood of the critical point. The ﬁrst step
is to generalize Theorem 2 of [3]:
Theorem 1.3. Let P = L + c be a ﬁrst order differential operator with C∞ coeﬃcients on Rn, where L is a real
vector ﬁeld such that the origin is a hyperbolic critical point. If f ∈ C∞(Rn) vanishes of inﬁnite order at the ori-
gin then there exists u ∈ C∞(Rn) vanishing of inﬁnite order at the origin such that Pu = f in a neighborhood
of the origin.
As we will show, the proof of Theorem 1.3 follows easily from the next result, which plays the
same role as Theorem 4 of [3] does in the proof of Theorem 2 of [3].
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∂α f = ∂α11 · · · ∂αnn f . The Euclidean distance of x ∈Rn to a subset F of Rn is denoted by |x− F |.
Theorem 1.4. Let L =∑nk=1 ak∂k be a smooth real vector ﬁeld on Rn such that for each m = 1,2, . . . there
exists Mm > 0 such that∣∣∂αak(x)∣∣ Mm, x ∈Rn, k = 1,2, . . . ,n, α ∈Nn, 0 < |α|m.
Suppose that c, f ∈ C∞0 (Rn) and N is a closed subset of Rn invariant under the ﬂow γ of L and f vanishing of
inﬁnite order at N. Suppose that M,μ > 0 and E ⊂Rn is a linear subspace invariant under γ such that∣∣γ (t, x) − N∣∣ Me−μt |x− N|, t  0, x ∈ E. (1.1)
Then there exists u ∈ C∞(Rn) such that Pu − f vanishes of inﬁnite order at E. Furthermore, u vanishes of
inﬁnite order at N.
For recent applications of globally solvable ﬁrst order linear partial differential operators we refer
to [1] and [10].
This paper is organized in the following way: in the second and third sections, we will present
estimates for the ﬂow near the unstable manifold and from the derivatives of the ﬂow. Finally, in the
fourth section, using the previous sections, we will prove the theorems. The proof of Lemma 1.1 is
presented in Appendix A, it follows quite closely the proof of Lemma 5 of [9]. In Appendix B, using
a more appropriate technique, an alternative proof of this fact is given by our colleague Waldeck
Schützer (DM-UFSCar).
2. Estimates for the ﬂow near the unstable manifold
Let M(n,R) be the space of real matrices n × n. A ∈ M(n,R) is said hyperbolic if the real part of
its eigenvalues are non-zero. Here we recall the following elementary result:
Lemma 2.1. Assume that A ∈ M(n,R) is hyperbolic. Let γ be the ﬂow of the linear vector ﬁeld x → Ax, x ∈Rn.
If the eigenvalues of A have negative real part then there are positive real numbers MA and ρA such that∣∣γ (t, x)∣∣ MAe−ρAt |x|, t  0, x ∈Rn.
Remark 2.1. From Lemma 2.1 it follows that, if the eigenvalues of A have positive real part then there
are positive real numbers MA and ρA such that∣∣γ (t, x)∣∣ MAeρAt |x|, t  0, x ∈Rn.
From Gronwall’s Lemma it follows a local extension of Lemma 2.1 for C1 vector ﬁelds of Rn with a
local attractor at the origin.
In this section L will be a real vector ﬁeld with C∞(Rn) coeﬃcients and with a hyperbolic critical
point at x0. We denote the stable (resp. unstable) manifold of L at x0 by Ws(x0) (resp. Wu(x0)). Let
s be the number of the eigenvalues of DL(x0) with negative real part. Here x = (x1, x2), with x1 ∈Rs
and x2 ∈Rn−s .
The next result implies that Ws(x0) (resp. Wu(x0)) is an immersed submanifold of Rn [7].
Lemma 2.2. Suppose that x0 is a hyperbolic critical point of L. Then there exist r > 0 and g ∈ C∞(x0 +
Bs(r), Bn−s(r)) such that g(x0) = 0, Dg(x0) = 0 and the stable manifold of L near x0 is x0 + G(g).
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identiﬁed with a subset of Rn .
In order to obtain estimates for the ﬂow of L near the unstable manifold we deﬁne a special class
of vector ﬁelds. Let V be the set of vector ﬁelds of the form
L˜(x) = Ax+ (F1(x), F2(x)), x ∈Rn,
where A and F = (F1, F2) have the following properties:
(P.1) A ∈ M(n,R) and A = [ P 00 Q ], where P ∈ M(s,R), Q ∈ M(n − s,R), the real part of eigenvalues
of P are negative and the real part of the eigenvalues of Q are positive,
(P.2) (a) F1 ∈ C∞0 (Rn,Rs), F2 ∈ C∞0 (Rn,Rn−s), Fi(0) = 0, DFi(0) = 0, i = 1,2,
(b) |DFi |min{ ρP2MP ,
ρQ
2MQ
}, i = 1,2, and
(c) Fi(x1, x2) = 0 if xi = 0, i = 1,2.
Here ρP , MP , ρQ and MQ are given by Lemma 2.1 and Remark 2.1, for P and Q , respectively.
Remark 2.2. Every L˜ ∈ V is a vector ﬁeld on the Lipschitz class, so the ﬂow of L˜ is globally deﬁned.
The next result is an extension of Lemma 2.1 for non-linear vector ﬁelds.
Lemma 2.3. If L˜ ∈ V then
W s(0) =Rs × {0′′}, 0′′ ∈Rn−s; Wu(0) = {0′}×Rn−s, 0′ ∈Rs;
and there are M,μ > 0 such that∣∣γ (t, x) − Wu(0)∣∣ Me−μt∣∣x− Wu(0)∣∣, t  0, x ∈Rn. (2.1)
Proof. Let γ = (γ1, γ2) be the ﬂow of L˜ and x = (x1, x2) be an arbitrary point of Rn . We have
γ1(t, x) = ePtx1 +
t∫
0
eP (t−τ )F1
(
γ (τ , x)
)
dτ , t ∈R
and
γ2(t, x) = eQ tx2 +
t∫
0
eQ (t−τ )F2
(
γ (τ , x)
)
dτ , t ∈R,
then
∣∣γ1(t, x)∣∣ ∣∣ePtx1∣∣+ t∫
0
∣∣eP (t−τ )F1(γ (τ , x))∣∣dτ , t ∈R.
Deﬁne ρ = min{ρP ,ρQ } and M = max{MP ,MQ }. From (P.1) and Lemma 2.1 we obtain
∣∣γ1(t, x)∣∣ Me−ρt |x1| + t∫ Me−ρ(t−τ )∣∣F1(γ (τ , x))∣∣dτ , t  0.
0
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2M
∣∣γ1(τ , x)∣∣,
and hence
∣∣γ1(t, x)∣∣ Me−ρt |x1| + t∫
0
ρ
2
e−ρ(t−τ )
∣∣γ1(τ , x)∣∣dτ , t  0.
Therefore
eρt
∣∣γ1(t, x)∣∣ M|x1| + t∫
0
ρ
2
eρτ
∣∣γ1(τ , x)∣∣dτ , t  0.
From Gronwall’s Lemma it follows that∣∣γ1(t, x)∣∣ Me− ρ2 t |x1|, t  0,
and similarly ∣∣γ2(t, x)∣∣ Me ρ2 t |x1|, t  0.
These inequalities imply that Rs × {0′′} ⊂ Ws(0) and {0′} × Rn−s ⊂ Wu(0). Since that Ws(0)
and Wu(0) are immersed submanifold with dimension s and n − s, respectively, the converse in-
clusions also hold. 
Remark 2.3. The proof of Lemma 2.3 shows that if L˜ ∈ V then there exist M,μ > 0 such that∣∣γ (t, x)∣∣ Me−μt |x|, t  0, x ∈ Ws(0).
Proposition 2.1. Let L be a real C∞ vector ﬁeld in Rn. Suppose that x0 is a hyperbolic critical point for L. Then
there are a neighborhood U ⊂Rn of the origin, a diffeomorphism h ∈ C∞(x0 + U ,U ) and a vector ﬁeld L˜ ∈ V
such that Dhh−1(y)L(h
−1(y)) = L˜(y), ∀y ∈ U .
Proof. Without lost of generality we assume that x0 = 0. Consider A = DL(0) and take F = (F1, F2) ∈
C∞(Rn,Rn) such that
L(x) = Ax+ F (x), x ∈Rn, (2.2)
therefore (P.2) (a) holds.
We will divide the proof in three steps.
Step 1. There exists a linear change of variables such that the matrix A of (2.2) becomes a matrix
with the property (P.1), so that the new F still has the property (P.2) (a).
In fact, consider the change of variables which transform A into its the real Jordan form.
Step 2. If L satisﬁes (P.1) and (P.2) (a) then there are a neighborhood U ⊂ Rn of the origin and
a C∞ diffeomorphism h :U → U such that the vector ﬁeld Dhh−1(y)L(h−1(y)) satisﬁes (P.1), (P.2) (a)
and (P.2) (c) in U .
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Dg(0′′) = 0′ and the unstable manifold of L near the origin is the graph of g . Deﬁne U =
Bs(r) × Bn−s(r).
Consider the function h :U → U given by
y1 = x1 − g(x2),
y2 = x2. (2.3)
Notice that h is a diffeomorphism, since h−1 is given by
x1 = y1 + g(y2),
x2 = y2.
Moreover we have
Dh(x) =
(
Is −Dg(x2)
0 In−s
)
,
hence
L˜(y) := Dhh−1(y)L
(
h−1(y)
)= Ay + (G1(y),G2(y)), y ∈ U ,
where G1 ∈ C∞(U ,Rs) and G2 ∈ C∞(U ,Rn−s) are given by
G1(y) = P g(y2) + F1 ◦ h−1(y) − Dg(y2)
(
Q y2 + F2 ◦ h−1(y)
)
and
G2(y) = F2 ◦ h−1(y).
Since g(0′′) = 0′ , Dg(0′′) = 0′ , h(0) = 0 and F1, F2 have the property (P.2) (a), it follows that G1, G2
have the property (P.2) (a). Since Wu(0) is the graph of g , from (2.3) it follows that h−1(0′, y2) ∈
Wu(0). Hence ({0′} × Rn−s) ∩ U is contained in the unstable manifold of L˜ at the origin, which has
dimension n− s. Then the unstable manifold of L˜ at the origin is ({0′}×Rn−s)∩U . Since this manifold
is invariant under the ﬂow of L˜, it follows that G1(0′, y2) = 0.
In the same way, under a change of variables in x2 we conclude Step 2.
Step 3. Let L be a real vector ﬁeld in a neighborhood U ⊂Rn of the origin. If L has the properties (P.1),
(P.2) (a) and (P.2) (c) in U then L has an extension to Rn which belongs to V .
In fact, this can be done by using cutoff functions (see [7]). 
3. Estimates for the derivatives of the ﬂow
The basic estimate in this section is given by the following result [4]:
Lemma 3.1. Suppose that A : I → M(n,R) and b : I → Rn are continuous functions deﬁned on the compact
interval I ⊂R. If t0 ∈ I and y : I →Rn is a solution of{
y′ = A(t)y + b(t),
y(t ) = y0 0
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∣∣y(t)∣∣ {|y0| + t∫
t0
∣∣b(s)∣∣ds}exp t∫
t0
∣∣A(s)∣∣ds, t ∈ I.
This estimate holds for either the Euclidean or the maximum norm.
Suppose that α = (α1,α2, . . . ,αn) and β = (β1, β2, . . . , βn) in Nn . We say that α < β when α j  β j ,
∀ j ∈ {1,2, . . . ,n} and for some j0 we have that α j0 < β j0 . For x = (x1, . . . , xn) ∈ Rn we denote xα =
xα11 · · · xαnn . We consider (∂β f )0<β<α the vector which its components are the derivatives of f with
respect to x of order β , where 0 < β < α, in a ﬁxed order.
The proof of the next result follows at once from the chain rule.
Lemma 3.2. Let L =∑nk=1 ak∂k be a real smooth vector ﬁeld and γ be the ﬂow of L. For each x ∈ Rn and
α ∈ Nn, with α = 0, we have that ∂αγ satisﬁes a linear system of ordinary differential equations of the
type
d
dt
∂αγ (t, x) = DL(γ (t, x))∂αγ (t, x) + pα(t, x), t ∈ (ω−(x),ω+(x)), (3.1)
where pα is a polynomial map of degree |α| on the variables (∂βγ )0<β<α whose coeﬃcients depend on the
derivatives of a′ks of order  1 and  |α|. Moreover, pα ≡ 0 when |α| = 1.
Lemma 3.3. Let L = ∑nk=1 ak∂k be a smooth vector ﬁeld. Suppose that for each m = 1,2, . . . there exists
Mm > 0 such that ∣∣∂αak(x)∣∣ Mm, x ∈Rn, k = 1,2, . . . ,n, 0 < |α|m. (3.2)
Then for all m ∈ {1,2, . . .} there exists Km > 0 such that∣∣∂αγ (t, x)∣∣ eKmt, t  0, x ∈Rn, 0 < |α|m, (3.3)
where γ (t, x) is the ﬂow of L and |x| = max{|x1|, |x2|, . . . , |xn|}, x ∈Rn.
Proof. We will prove the result using induction on m. Suppose m = 1. Given j = 1,2, . . . ,n, from
Lemma 3.1 and Lemma 3.2 it follows that∣∣∂ jγ (t, x)∣∣ ∣∣∂ jγ (0, x)∣∣eM1t, t  0, x ∈Rn.
Since γ (0, x) = x, ∀x ∈Rn , the conclusion follows if we choose K1 = M1.
Suppose that the result holds for all α ∈ Nn such that 0 < |α|m. Now, given α ∈ Nn such that
|α| =m + 1, the idea of the proof is: ﬁrst use Lemma 3.2 to obtain a suitable estimate to pα . More
precisely, prove that there exists Gm+1 > 0 such that∣∣pα(t, x)∣∣ Gm+1e(m+1)Kmt, t  0, x ∈Rn. (3.4)
Then complete the proof using Lemma 3.1.
In fact, from Lemma 3.2 it is enough to prove (3.4) for each monomial q on the variables
(∂β f )0<β<α , such that each component of pα satisﬁes an estimate as in (3.4). From the deﬁnition
of pα in Lemma 3.2 and (3.2) it follows that∣∣q(t, x)∣∣ Mm+1∣∣(∂β1γk1(t, x), . . . , ∂β jγk j (t, x))α1 ∣∣, t  0, x ∈Rn,
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0 < β1, β2, . . . , β j < α (3.5)
and α1 ∈N j is such that |α1|m+ 1. From (3.5) and induction hypothesis it follows that∣∣q(t, x)∣∣ Mm+1e|α1|Kmt, t  0, x ∈Rn.
Since |α1|m+ 1, this proves (3.4).
From Lemma 3.1 we now obtain
∣∣∂αγ (t, x)∣∣ {∣∣∂αγ (0, x)∣∣+ t∫
0
∣∣pα(s, x)∣∣ds}eM1t, t  0, x ∈Rn.
Notice that the ﬁrst term on the right is zero because γ (0, x) = x, ∀x ∈Rn and |α| =m+ 1 2. Then,
the estimate (3.4) implies that
∣∣∂αγ (t, x)∣∣ Gm+1eM1t t∫
0
e(m+1)Kms ds, t  0, x ∈Rn.
The proof is ﬁnished if we choose Km+1 = (m+ 1)Km + M1 + Gm+1. 
4. Proofs of the theorems
In this section we will prove our main results.
Proof of Theorem 1.4. Consider
g(t, x) =
t∫
0
c
(
γ (s, x)
)
ds, t  0, x ∈Rn (4.1)
and
v(t, x) = −
t∫
0
eg(s,x) f
(
γ (s, x)
)
ds, t  0, x ∈Rn. (4.2)
Observe that g, v ∈ C∞(R+ ×Rn). Since c ∈ C∞0 (Rn), it follows that there exists ρ0 > 0 such that∣∣g(t, x)∣∣ ρ0t, t  0, x ∈Rn. (4.3)
We will divide the rest of the proof in four steps.
Step 1. For each m = 1,2, . . . , there exists Km > 0 such that∣∣∂α g(t, x)∣∣ eKmt, t  0, x ∈Rn, 0 < |α|m. (4.4)
In fact, given α ∈Nn with α = 0, by the chain’s rule it follows that ∂α(c ◦ γ ) is a polynomial map
of degree  |α| on the variables (∂βγ )0<βα whose coeﬃcients depend on the derivatives of c of
order  1 and  |α|.
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there exist ρm, K ′m > 0 such that∣∣∂αc(γ (t, x))∣∣ ρmeK ′mt, t  0, x ∈Rn.
Then
∣∣∂α g(t, x)∣∣ ρm t∫
0
eK
′
ms ds, t  0, x ∈Rn.
The proof of Step 1 is concluded if we choose Km = max{K ′m,ρm}.
Consider Rn = E ⊕ E⊥ .
Step 2. For each m = 0,1,2, . . . and α ∈Nn there exist Hm,α,bα > 0 such that∣∣∂α f (γ (t, x))∣∣ Hm,αe(bα−mμ)t, t  0, x ∈ E. (4.5)
In fact, from chain’s rule it follows that ∂α f (γ (t, x)) is a ﬁnite sum of terms of the form
∂α
1
f
(
γ (t, x)
)
p
(
. . . , ∂βγ , . . .
)
, (4.6)
where α1 ∈ Nn , 0 < |α1|  |α| and p is a monomial of degree  |α| on the variables (∂βγ )0<βα .
Hence, to prove the statement in Step 2 it is enough to prove an estimate like (4.5), but replacing
∂α f (γ (t, x)) by a term of the form (4.6).
Since f has compact support and f is ﬂat in N , it is easy to see that there exists Cm,α1 > 0 such
that ∣∣∂α1 f (x)∣∣ Cm,α1 |x− N|m, x ∈Rn.
From the hypothesis (1.1) of Theorem 1.4 we obtain∣∣∂α1 f (γ (t, x))∣∣ Cm,α1Mme−mμt |x− N|m, t  0, x ∈ E. (4.7)
On the other hand, in the same way as in the proof of (3.4) and using Lemma 3.3 we prove that
there exist hm,α,b′α > 0 such that∣∣p(. . . , ∂βγ , . . .)∣∣ hm,αeb′αt, t  0, x ∈Rn. (4.8)
Combining (4.7) and (4.8) we conclude the proof of Step 2.
Step 3. For all α ∈Nn and x ∈ E , limt→+∞ ∂αv(t, x) exists and
vα(x) := lim
t→+∞ ∂
αv(t, x), x ∈ E,
belongs to C∞(E).
In fact, ﬁrst we will show that v0 ∈ C1(E). Choose e j ∈ E and notice that the derivative in x j of
the term under the integral in (4.2) is
eg(t,x)
[
∂ j g(t, x) f
(
γ (t, x)
)+ ∂ j( f (γ (t, x)))].
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b0 − mμ < 0 and ρ0 + be j − mμ < 0. From the Dominated Convergence Theorem and (4.3) it fol-
lows that limt→+∞ ∂ j v(t, x) exists for all x ∈ E and belongs to C0(E). This concludes the proof that
v0 ∈ C1(E).
Suppose that v0 ∈ Ck(E). To prove that v0 ∈ Ck+1(E), notice that, for each α ∈ N with α = 0, the
α derivative of the term under the integral (4.2) is a ﬁnite sum of terms of the form
eg(t,x)∂α
1(
f
(
γ (t, x)
))
q
(
. . . , ∂βγ , . . .
)
, t  0, x ∈Rn,
where α1 ∈ Nn , 0 < |α1|  |α| and q is a monomial of degree  |α| on the variables (∂βγ )0<βα .
From the induction hypothesis, the estimates of Steps 1 and 2 and the Dominated Convergence The-
orem we obtain that v0 ∈ C∞(E).
In the same way we can prove that vα ∈ C∞(E), ∀α ∈ Nn . Moreover, for all α ∈ Nn and for all β
multi-index on the variables of E we have
∂β vα(x) = vα+(β,0)(x), x ∈ E.
Hence Step 3 is ﬁnished.
Consider u ∈ C∞(Rn) such that
∂αu(y1,0) = vα(y1), y1 ∈ E, α ∈Nn. (4.9)
To construct such function we use the recipe given in the proof of Guillemin–Schaeffer’s Theorem [3]
or as in [8]. Consider
u(y1, y2) =
∑
α
yα2
α! v
α(y1)θ
(∣∣vα(y1)∣∣2|y2|2).
Here y1 ∈ E , y2 ∈ E⊥ , α is a multi-index in the y2 variable and θ :R → [0,1] is a smooth function
which is equal to one near the origin and the support of θ is contained in [−1,1].
Step 4. Pu − f vanishes of inﬁnite order on E .
In fact, from (4.1) it follows that
d
dt
g(t, x) = c(γ (t, x)), t  0, x ∈Rn (4.10)
and
g(0, x) = 0, x ∈Rn. (4.11)
Moreover, we have that
g
(
t, γ (s, x)
)= g(t + s, x) − g(s, x), t, s 0, x ∈Rn. (4.12)
Given x ∈ E and s 0, from (4.12) we obtain
u
(
γ (s, x)
)= −e−g(s,x) +∞∫ eg(t+s,x) f (γ (t + s, x))dt
0
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u
(
γ (s, x)
)= −e−g(s,x) +∞∫
s
eg(t,x) f
(
γ (t, x)
)
dt.
Differentiating the above identity with respect to s, from (4.10) we have
L
(
u
(
γ (s, x)
))= c(γ (s, x))e−g(s,x) +∞∫
s
eg(t,x) f
(
γ (t, x)
)
dt + f (γ (s, x)).
Take s = 0 in the above identity, from (4.11) we obtain Lu = −cu + f . Using that E is invariant under
the ﬂow of L we may repeat this argument for the partial derivatives of u to prove that Pu − f
vanishes of inﬁnite order on E . 
Proof of Theorem 1.3. Since the conclusion of Theorem 1.3 is local, from Proposition 2.1 we may sup-
pose that L ∈ V and c, f ∈ C∞0 (Rn). From Remark 2.3 replacing L by −L, we may apply Theorem 1.4
with N = {0} and E = Wu(0).
Let u1 ∈ C∞(Rn) be such that f1 = f − Pu1 vanishes of inﬁnite order at Wu(0). A second ap-
plication of Theorem 1.4 with N = Wu(0), E = Rn and f replaced by f1 concludes the proof of
Theorem 1.3. 
Proof of Theorem 1.2. From now on, let P be as in Theorem 1.2. In [9] we proved the following result.
Theorem 4.1. Consider X, L, c and x0 as in Theorem 1.2. Suppose that (b) and (c) of Theorem 1.2 hold. Then
∀ f ∈ C∞(X) such that f = 0 in a neighborhood of x0 there exists u ∈ C∞(X), with u = 0 in a neighborhood
of x0 , such that Pu = f in X.
Combining Lemma 1.1 and Theorem 1.3 we solve the equation Pu = f in a neighborhood of x0 for
an arbitrary f ∈ C∞(X). Using Theorem 4.1 we conclude the proof of Theorem 1.2. 
Appendix A
Before the proof of Lemma 1.1 we prove some preliminary results. Given A ∈ M(R,n), b ∈R deﬁne
T (A,0,b) = A, and for m ∈N deﬁne
T (A,m,b) =
⎡⎢⎢⎢⎢⎢⎢⎣
A mbI 0 · · · 0 0
−bI A (m− 1)bI · · · 0 0
0 −2bI A · · · 0 0
...
...
...
...
...
0 0 0 · · · A bI
0 0 0 · · · −mbI A
⎤⎥⎥⎥⎥⎥⎥⎦ ,
where I ∈Rn×n is the identity matrix.
Consider T0(m : b) = T (0,m,b), where 0 ∈ R and m = 0,1,2, . . . . Given m1,m2 = 0,1,2, . . . and
b1,b2 ∈R deﬁne T0(m1,m2 : b1,b2) = T (T0(m1 : b1),m2,b2). Deﬁne T0(m1,m2, . . . ,mr : b1,b2, . . . ,br)
in the same way.
Here Spec A denotes the set of the eigenvalues of the matrix A.
Lemma A.1. Spec T0(m : b) = ±ibM (m), m = 0,1,2, . . . .
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Spec T0(m − 1 : 1) = ±iM (m − 1), m = 1,2, . . . . (A.1)
We denote the characteristic polynomial of T0(m− 1 : 1) by pm and
pm(λ) =
m∑
k=0
[pm]kλk, λ ∈R, m = 1,2, . . . ,
where [pm]k is the coeﬃcient of λk in pm .
First consider the case when m is even. Hence, to show (A.1) we will prove that
pm+2(λ) = pm(λ)
(
λ2 + (m + 1)2), λ ∈R, m = 2,4, . . . . (A.2)
The strategy is to compare the correspondent coeﬃcients of the polynomials in (A.2). Since m is even
and T0(m−1 : 1) is a tridiagonal matrix with diagonal equal to zero, we observe that [pm]k = 0 when
k is odd. Then (A.2) is equivalent to⎧⎨⎩
[pm+2]m+2 = [pm]m,
[pm+2]k = [pm]k−2 + (m + 1)2[pm]k, k = 2,4, . . . ,m,
[pm+2]0 = (m + 1)2[pm]0.
(A.3)
For l = 1,2, . . . , m2 , we can prove that
[pm]m−2l =
m−2l+1∑
k1=1
k1(m− k1)
m−2l+3∑
k2=k1+2
k2(m − k2) · · ·
m−1∑
kl=kl−1+2
kl(m− kl). (A.4)
Deﬁne S0(m, j) = 1, j = 1,2, . . . . Also, for each l = 1,2, . . . , m2 and j = 1,2, . . . ,m− 2l + 1 deﬁne
Sl(m, j) =
m−2l+1∑
k= j
k(m − k)Sl−1(m,k + 2).
From (A.4) we have Sl(m,1) = [pm]m−2l , l = 1,2, . . . , m2 . Since the ﬁrst identity of (A.3) is trivial, we
have that (A.3) is equivalent to⎧⎪⎨⎪⎩
Sl(m + 2,1) = Sl(m,1) + (m + 1)2Sl−1(m,1), l = 1,2, . . . , m2 ,
Sl(m + 2,1) = (m + 1)2Sl−1(m,1), l = m2 + 1.
(A.5)
To prove (A.5) we use the following properties:
(P1) Sl(m,m− 2l + 1) =∏2l−1k=1,k odd k(m − k), l = 1,2, . . . , m2 ,
(P2) Sl−1(m,m− 2l + 5) = (m + 1)(2l − 3)Sl−2(m,m− 2l + 5), l = 1,2, . . . , m2 ,
(P3) Sl(m, j) = Sl(m, j + 1) + j(m− j)Sl−1(m, j + 2), l = 1,2, . . . , m2 , j = 0,1, . . . ,m− 2l,
(P4)
∑m−2l+1
k= j Sl(m, j) =
∑m−2l+1
k= j k(m − k)(k − j + 1)Sl−1(m,k + 2), l = 1,2, . . . , m2 , j = 1,2, . . . ,m −
2l + 1,
(P5) Sl(m+ 2, j + 1) = Sl(m, j)+ (m+ 1)(m− j + 1)Sl−1(m, j + 1), l = 1,2, . . . , m2 , j = 1,2, . . . ,2l+ 1.
The properties (P1)–(P4) are elementary and (P5) follows by induction on l, (P2), and (P4).
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then using (P3) with m + 2 replaced by m and j = 1 we have S1(m + 2,1) = S1(m + 2,2) +m + 1.
From (P5) it follows that
S1(m+ 2,1) = S1(m,1) + (m + 1)m +m+ 1.
If l = 2,3, . . . , m2 , using (P3) with m+ 2 replaced by m and j = 1 we have
Sl(m+ 2,1) = Sl(m+ 2,2) + (m + 1)Sl−1(m+ 2,3).
Using (P5) in the both terms on the right
Sl(m+ 2,1) = Sl(m,1) + (m+ 1)2
[
Sl−1(m,2) + (m− 1)Sl−2(m,3)
]
.
Since l 2, from (P3) it follows the ﬁrst identities of (A.5). The last identity follows from (P1).
The proof for the case when m is odd follows in the same way. In fact, we observe that the
identity (A.3) is true for m = 1. To prove (A.3) for m = 3,5, . . . we replace k = 2,4, . . . ,m in (A.3)
by k = 3,4, . . . ,m. The rest of the proof follows if we replace l = 1,2, . . . , m2 by l = 1,2, . . . , m−12 and
l = m2 by l = m−12 + 1, respectively. 
Lemma A.2. Spec T0(m1,m2, . . . ,mr : b1,b2, . . . ,br) = ±i∑rk=1 bkM (mk).
Proof. We will use induction in r. The case r = 1 follows from Lemma A.1. Suppose that the result
holds for r.
Given matrices A1, A2, . . . , Ak , let diag(A1, A2, . . . , Ak) be the block diagonal matrix which the
entries in the diagonal are A1, A2, . . . , Ak , respectively.
Let A be a matrix such that AT0(m1,m2, . . . ,mr : b1,b2, . . . ,br)A−1 = D , where D is a diagonal
matrix. Consider diag(A, A, . . . , A) with mr+1 + 1 blocks in the diagonal. We observe that
diag(A, A, . . . , A)T0(m1,m2, . . . ,mr+1 : b1,b2, . . . ,br+1)diag
(
A−1, A−1, . . . , A−1
)
= T (D,mr+1,br+1).
We can prove that the characteristic polynomial of the matrix on the right is
p(λ − λ1)p(λ − λ2) · · · p(λ − λl),
where p is the characteristic polynomial of T0(mr+1 : br+1) and λ1, λ2, . . . , λl are the eigenvalues of D .
The proof follows from the induction hypothesis and Lemma A.1. 
Proof of Lemma 1.1. We may suppose that X = Rn and x0 = 0. We denote by Pu ∼ f when Pu − f
is ﬂat at the origin. Write L =∑nj=1 a j∂ j and consider the formal Taylor expansions of u, a j and c at
x = 0:
∑
α
∂αu(0)
α! x
α,
∑
α
∂αa j(0)
α! x
α, j = 1,2, . . . ,n,
∑ ∂αc(0)
α! x
α,α
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j,k
αk∂ka j(0)∂
α+e j−eku(0) + c(0)∂αu(0) + Rα = ∂α f (0), ∀α ∈Nn, (A.6)
where e j is the unit vector of Rn with 1 in the jth position. The term Rα depends only on the
derivatives of u of order  1 evaluated at the origin and has the following property: if ∂βu(0) = 0,
∀β ∈Nn such that |β| |α| − 1, then Rα = 0.
Hence, Pu ∼ f is equivalent to a sequence of linear systems(
Bm + c(0)I)um = f m + vm−1, m ∈N. (A.7)
Consider Λmn = {α ∈ Nn; |α| =m} and M = Λmn . For each m ∈ N, Bm is a real matrix M × M which
depends on DL(0) and on the choice of an ordering of Λmn . The components of u
m ∈ CM (resp.
f m ∈ CM ) are the derivatives of u (resp. f ) of order m evaluated at the origin. If m  1 then the
vector vm−1 ∈ CM corresponds to the term Rα of (A.6). Deﬁne v0 = 0 ∈ R. The vector vm−1 depends
only on the derivatives of u of order m− 1 and this vector has the following property:
∂αu(0) = 0, ∀α ∈Nn satisfying |α|m− 1 ⇒ vm−1 = 0. (A.8)
From (A.8) it follows that the system (A.7) can be solved recursively for u0,u1, . . . , if, and only if,
−c(0) /∈ Spec(Bm). To conclude the proof we will compute Spec(Bm).
Deﬁne r = (n−n′)/2. Using the real Jordan form of DL(0) and a suitable choice of ordering for Λmn
we obtain that Bm is an upper triangular matrix. Moreover, each block of the diagonal is of the
form(
n′∑
j=1
m′jλ j +
r∑
j=1
mj Reλn′+2 j−1
)
I + T0(m1,m2, . . . ,mr : Imλn′+1, Imλn′+3, . . . , Imλn−1),
with m′j,mj ∈N and
m′1 +m′2 + · · · +m′n′ +m1 +m2 + · · · +mr =m.
Hence, the proof of Lemma 1.1 follows from Lemma A.2. 
Appendix B
In this appendix we present an alternative proof of Lemma A.1 using the representation theory of
the Lie algebra sl2(C). For simplicity, let us assume b = 1 and represent the matrix T0(m : b) simply
by
Am =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 m 0 · · · 0 0
−1 0 m− 1 0 0
0 −2 0 0 0
0 0 −3 . . . ... ...
...
...
... 0 1
0 0 0 · · · −m 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
Obviously, multiplying Am by b ∈ R has the effect of multiplying its eigenvalues by b, so there is no
loss of generality in our assumption. Furthermore, in order to use only simple facts from representa-
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Bm =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 m 0 · · · 0 0
1 0 m− 1 0 0
0 2 0 0 0
0 0 3
. . .
...
...
...
...
... 0 1
0 0 0 · · · m 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
In fact, the following interesting relationship between the eigenvalues of these matrices holds:
Lemma B.1. Let Am and Bm be as above. Then λ ∈ C is an eigenvalue of Bm if, and only if iλ is an eigenvalue
of Am.
Proof. It is useful to compute the characteristic polynomial pCm (λ) of the slightly more general ma-
trix
Cm =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 x1 0 · · · 0 0
y1 0 x2 0 0
0 y2 0 0 0
0 0 y3
. . .
...
...
...
...
... 0 xm
0 0 0 · · · ym 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,
where the x j and y j are indeterminates. Using the permutation expansion of the determinant, we
have
pCm(λ) = det(λI − Cm)
=
∑
σ∈Sm
(σ )(δ1σ (1)λ − c1σ (1)) · · · (δmσ (m)λ − cmσ (m)), (B.1)
where Sm is the symmetric group of degree m, (σ ) = ±1 is the sign of the permutation σ and
δ ∈ {0,1} is the Kronecker delta.
Now, due to the arrangement of the zeros in Cm , it is immediate that c jσ( j) = 0, unless
|σ( j) − j|  1, thus the only possibly non-zero terms in (B.1) are those that satisfy |σ( j) − j|  1
for all j. Furthermore, since σ is bijective, it follows at once that such σ factors as a product of
disjoint transpositions
σ = ( j1 j1 + 1)( j2 j2 + 1) · · · ( jr jr + 1)
where j1, j1 + 1, j2, j2 + 1, . . . , jr, jr + 1 are all distinct. Therefore, we may rewrite (B.1) as
pCm (λ) =
∑
( j1,..., jr)
(−1)r(−c j1, j1+1)(−c j1+1, j1) · · · (−c jr , jr+1)(−c jr+1, jr )λm+1−2r
=
∑
( j1,..., jr)
(−1)rx j1 y j1 · · · x jr y jrλm+1−2r (B.2)
where the sum is over all subsets { j1, . . . , jr} such that j1, j1+1, . . . , jr, jr +1 are all distinct together
with the empty set. In particular, this shows that all the exponents in pCm have the same parity,
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observation. 
Before we state and prove the main result, we recall that the Lie algebra sl2(C) can be realized as
the subspace of the 2× 2 complex matrices spanned by
x =
[
0 1
0 0
]
, h =
[
1 0
0 −1
]
, y =
[
0 0
1 0
]
where the bracket operation is the commutator: [a,b] = ab − ba. These satisfy the deﬁning relations
[h, x] = 2x, [x, y] = h, [h, y] = −2y. (B.3)
It is well known [5] that if ρ : sl2(C) → End(V) is a ﬁnite-dimensional complex irreducible represen-
tation, then the eigenvalues of ρ(h) are the integers m,m − 2, . . . ,2−m,−m where dim(V ) =m + 1
and the eigenvectors of ρ(h) form a basis {v0, v1, . . . , vm} of V such that ρ(x)(v0) = 0, and v j =
(1/ j!)ρ(y) j(v0) for all j > 0. With respect to this basis we have (Humphreys 1972)
ρ(x)(v j) = (m − j + 1)v j−1,
ρ(h)(v j) = (m − 2 j)v j,
ρ(y)(v j) = ( j + 1)v j+1. (B.4)
The main result in this appendix is the following:
Theorem B.1. For each m 1 the eigenvalues of Am are precisely the m+ 1 imaginary numbers im, i(m− 2),
. . . , i(2−m),−im.
Proof. From the previous lemma, we only need to show that the eigenvalues of Bm are the m + 1
integers m,m− 2, . . . ,2−m,−m. We shall show this by constructing an irreducible representation of
sl2(C) in which the element h is represented by Bm .
Let ρ : sl2(C) → End (V) be the (unique) irreducible complex representation of dimension m + 1,
and let σ : sl2(C) → End(V) be the linear transformation given by
σ(x) = 1
2
(
ρ(y) − ρ(x) + ρ(h)),
σ (h) = ρ(x) + ρ(y),
σ (y) = 1
2
(
ρ(x) − ρ(y) + ρ(h)).
It is a straightforward calculation, using relations (B.3) and the fact that ρ is a representation, to
check that σ([a,b]) = [σ(a),σ (b)] for all a,b ∈ sl2(C), hence σ is also a representation. Furthermore,
due to relations (B.4), in the basis {v0, v1, . . . , vm} of V , σ(h) is represented by the matrix Bm . It only
remains to show that σ is irreducible.
Consider w0 = v0 + v1 + · · · + vm . A direct calculation shows that σ(x)(w0) = 0 and σ(h)(w0) =
mw0. On the other hand, Weyl’s Theorem [5] asserts that if σ is completely reducible hence it must
contain an irreducible subrepresentation accounting for the eigenvalue m. But the eigenvalues of an
irreducible representation form a chain, like k,k − 1, . . . ,2 − k,−k, therefore such irreducible that
accounts for m must have at least m + 1 which is the dimension of V , so σ is irreducible. This
completes the proof. 
The proof also shows that the eigenvectors of Bm are the vectors {w0,w1, . . . ,wm}, where w j =
(1/ j!)σ (y) j(w0), j = 1,2, . . . ,m.
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