In numerical weather prediction models, parameterisations are used as an alternative to spectral modelling. One type of parameterisations are the so-called methods of moments. In the present study, two different methods of moments, a presumed-number-density-function method with finite upper integration limit and a quadrature method, are applied to a one-dimensional test case ('rainshaft') for drop sedimentation. The results are compared with those of a reference spectral model. An error norm is introduced, which is based on several characteristic properties of the drop ensemble relevant to the cloud microphysics context. This error norm makes it possible to carry out a quantitative comparison between the two methods. It turns out that the two moment methods presented constitute an improvement regarding two-moment presumed-numberdensity-function methods from literature for a variety of initial conditions. However, they are excelled by a traditional three-moment presumed-number-density-function method which requires less computational effort. Comparisons of error scores and moment profiles reveal that error scores alone should not be taken for a comparison of parameterisations, since moment profile characteristics can be lost in the integral value of the error norm.
Introduction
A key part of numerical weather forecast or climate models are simulations of clouds and precipitation. From a detailed physical point of view, clouds and precipitation can be considered as ensembles of liquid or frozen water particles (hydrometeors), which can be characterised by their size distribution functions (spectra).
The spatio-temporal evolution of clouds and precipitation is described in great detail by a balance equation for the spectra (also called population balance equation (PBE) in other disciplines), which includes the cloud microphysical processes sedimentation, condensation, collection and phase change processes. In general, the spectral balance equation has no analytical solution. A numerical solution can be achieved by discretising the size spectrum into a great number of bins and then solving the balance equation for each of the bins. This so-called spectral model, however, is too costly for a climate simulation or a timely weather forecast. The problem is circumvented by the parameterisation of cloud microphysics, where only a few moments of the size distribution are predicted (instead of the distribution itself).
The balance equations for these moments (also called moment transport equations (MTE)) follow by integration of the spectral balance equation. This method is frequently called method of moments (MOM) . In the balance equations for the moments (MTE), some terms can only be expressed as functions of moments other than the predicted ones. This means that the system of equations for prediction of the moments is not closed. Two methods for the solution of the closure problem shall be presented in the following.
In the application field of cloud microphysics, traditionally the presumed-number-density-function method of moments (PMOM) is used. This method assumes that the predicted moments are calculated from a distribution function that has a self-preserving form in a few parameters. Then the moments can be given as a function of those parameters and vice versa, which allows for the calculation of other moments and terms involving the distribution function. Usually, two moments of the distribution function, particle number density and mass content, are predicted (Murakami, 1990; Ferrier, 1994; Cohard and Pinty, 2000; Seifert and Beheng, 2006) . A standard two-moment (PMOM2) scheme, however, overestimates the ratio of the mean fall speeds of the two moments as compared to a spectral model (Milbrandt and Yau, 2005) . Consequently, in a 1D sedimentation setup (as will be considered in this article), the mean mass of the ensemble can be much larger than in the detailed spectral model and also much larger than the cloud physical application would suggest. In order to avoid this drawback, different kinds of modifications have been proposed, which alter the moments or the parameters during the simulation (Cohard and Pinty, 2000; Seifert and Beheng, 2006; Milbrandt and Yau, 2005; Milbrandt and McTaggart-Cowan, 2010) . Recently, in Ziemer and Wacker (2012) , another route has been taken: the PMOM2 scheme is used without any modifications during the simulations, but the moments are calculated over a finite range of particle sizes (instead of taking a range of diameters from zero to infinity). This also reduces the ratio of the mean fall speeds.
Though PMOM is also used in engineering science (Dems et al., 2012) , in this discipline a different kind of moment method is employed as well: the quadrature method of moments (QMOM), see for example Upadhyay and Ezekoye (2006); Laurent et al. (2010) ; Acher et al. (2013) . In this method, the predicted moments are approximated with the help of a quadrature formula, so they can be given as a function of abscissas and weights. These parameters then can be used to calculate all other terms in the MTE and the system of balance equations for the moments is closed. This parameterisation has been used in a cloud physics context for the first time by Mukhopadhyay et al. (2012) .
In this article, the two MOMs proposed in Ziemer and Wacker (2012) and Mukhopadhyay et al. (2012) are used in a 1D sedimentation setup for raindrops (called a 'rainshaft'). The moments obtained with these parameterisations are compared with the solution of a spectral reference model. The performance of the parameterisations of Ziemer and Wacker (2012) and Mukhopadhyay et al. (2012) is quantitatively compared with that of some other PMOMs from literature (various two-moment and a three-moment scheme) by using an error measure. The error measure is in principle similar to that of Milbrandt and McTaggartCowan (2010) , but uses squared differences instead of absolute ones (in order to emphasize large differences) and concentrates on a few physically important parameters rather than comparing moments in a wide range of orders.
The one-dimensional setting provides an excellent opportunity to study the sedimentation process in detail. To facilitate the comparison of the different parameterisations, collection processes are omitted. This is supported by a previous study with several PMOMs (Ziemer, 2013) , which showed that the performance of the MOMs relative to each other as measured with a similar error norm was not altered when including collection processes in the model. The restriction on ensembles of raindrops is for convenience only. In principle, the methods and analyses can also be transferred to other hydrometeor types (snow, ice crystals, hail etc.) . This paper is organised as follows. Section 2 briefly introduces the relevant equations, the MOMs by Ziemer and Wacker (2012) and Mukhopadhyay et al. (2012) , and the error measure. Section 3 presents the results of the 1D rainshaft experiment as profiles of the moments, as the rain rate at ground, and as values of the error measure. The discussion and the conclusions are given in sections 4 and 5, respectively. In appendix A, the parameterisations taken from literature are presented, and appendix B gives the numerical setup of the experiment.
Overview of the spectral method, QMOM, and PMOM-D max
The time rate of change of an ensemble of raindrops can be described by a population balance equation (PBE) for the particle (i.e. rain drop) size number distribution (PSD) f ref (see for example Hu and Srivastava (1995) ). It is also called spectral balance equation. In the 1D pure sedimentation context, the PBE reduces to
Here D is the drop diameter, z the height, t the time and V T the terminal fall velocity of the rain drop. The minus sign in the equation is due to the vertical Cartesian unit vector which is pointing upwards. Several approaches for the terminal fall velocity can be found in literature. These include the classical power-law approach of Kessler (1969) 
with α = 1300 cm s −1 , β = 0.5, D v = 1 cm, as well as exponential-type relations (Best, 1950; Rogers et al., 1993; Ferrier, 1994; Kogan and Shapiro, 1996) and the polynomial-approach of Beard (1976) , which all can be adjusted to different ambient conditions. In general, for the numerical solution of the spectral population balance equation, the diameter range is divided into many intervals, for each of which the equation (2.1) is solved. Several hundreds of bins are often required to guarantee independence of discretisation. Since equation (2.1) has to be solved at each grid point of the computational domain, the computational costs for this method (for example in numerical weather prediction models) can be very high. Only in very special cases, a cheap analytical solution is possible.
In order to circumvent this problem, another approach called method of moments (MOM) has been favored in applications. For this class of methods, instead of considering the PSD itself, some of its first statistical moments M k (k being a non-negative number) are taken into account. In this way, the evolution of the particle population is represented approximately by the evolution of these moments. From a mathematical point of view, one expects that the results of the MOM model are closer to the solution of the spectral PBE (reference solution), the more moments are used. For practicality, a trade-off has to be made, so two moments (for PMOM, see e.g. Seifert and Beheng (2006) ) or six moments (for QMOM, see Marchisio et al. (2003) ) are normally used. The moments of lower order can be related to physical values, which justifies the interest in this type of methods. For example, the zeroth moment gives the number of drops per unit volume N (= M 0 ), the third one is proportional to the liquid water content L (= ρ w πM 3 /6, with ρ w : bulk density of liquid water) and the sixth one to the radar reflectivity Z (= M 6 ) with the scattering process described in Rayleigh-approximation. Furthermore, other physical quantities can be calculated, for example the liquid water flux R (mass flux of the liquid water) or the mean drop massx = L/N.
The equations needed to predict the moments are derived from the PBE (2.1) by multiplication with D k and integration over the entire diameter range [0, ∞), following the standard procedure to calculate a moment. This yields
and
the so-called moment flux. In the following, equation (2.3) will be solved for a number of moments in parallel, so we will also speak of the system of equations (2.3).
With the velocity relation of Kessler (1969) , the moment flux can be expressed as a moment of order k + β 6) and consequently equation (2.3) is given in terms of bulk quantities only, with no direct dependence on the size distribution. In this context, the mass flux of liquid water is
The equation for F k , (2.6), shows that solving the MTE for the k-th moment requires information about the moment of order k + β , which we do not have at hand a priori: thus a closure problem exists. The issue is likewise important when additional processes are considered, so that other terms, consisting of moments of different order, have to be integrated into the MTE. To resolve the closure problem, the other moments (diagnostic moments) have to be calculated from the set of moments for which we solve the MTE (prognostic moments). This can only be done by introducing extra modelling assumptions. In the next sections, we will present two approaches to close the system of equations (2.3).
QMOM
The first closure approach presented is the so-called Quadrature Method of Moments (QMOM). As introduced by McGraw (1997) , it is based on the N q -point Gaussian quadrature (N q being an integer), which allows for approximating the integral of a function ϕ weighted with a function g by a weighted sum of evaluations of this function ϕ at given discrete points ξ i : 
Note that with the velocity approach of Kessler (1969) , eq. (2.2), the moment flux can now be expressed as:
In order to find the abscissas and the weights from these moments, several techniques exist. The most common one is the so-called Product Difference Algorithm (Gordon, 1968) . This algorithm builds a symmetric matrix whose eigenvalues are the abscissas. The weights can be found by taking the first component of each of the eigenvectors. Having the abscissas and weights, one is able to reconstruct all diagnostic terms and consequently close the system of equations (2.3). It can be shown (Marchisio et al., 2003) that choosing N q = 3 offers a good compromise between number of moments transported and accuracy, so six moments (from M 0 to M 5 ) will be transported using equations (2.3).
PMOM-D max
The second closure approach presented here is the PMOM parameterisation. In this case, it is assumed that the moments are calculated from a distribution function in a fixed analytical form with a few parameters. In the following, we will call this assumed distribution f . Different PMOMs can be distinguished by their choice of different f s. The number of free parameters must be equal to the number of prognostic moments, because only then the moments and parameters can be uniquely calculated from each other. In cloud microphysics, the gamma distribution
is widely used (Seifert and Beheng, 2006; Wacker and Lüpkes, 2009; Milbrandt and McTaggartCowan, 2010, among others) . The parameters of the distribution function are n 0 , μ, and λ -standing for the intercept, the shape, and the slope of the distribution, respectively. One-Moment (PMOM1) to three-moment (PMOM3) schemes are therefore possible. In the following, we will be interested in two-moment methods (PMOM2). There, one of the three parameters in (2.11) has to be prescribed. Often, the prescribed parameter is μ (Seifert and Beheng, 2006; Wacker and Lüpkes, 2009; Milbrandt and Yau, 2005, for example) . From an observational point of view, Marshall and Palmer (1948) found that an inverse exponential function describes well the average rain drop number density distribution of a rain event. This can be formulated by setting μ to zero. In this form, (2.11) is one of the most frequently used distribution functions.
Having a look at the definition of moments, (2.4), we see that also drops of infinite diameter are taken into account for the calculation of the moments. Only by doing so, simple expressions for the moments follow. However, to be more realistic, in the parameterisation introduced by Ziemer and Wacker (2012) , the integration domain is restricted from
If one chooses the maximum drop diameter D max below 1 cm, then the moments are calculated over a physically reasonable range of diameters (see for example Pruppacher and Klett, 1997). This parameterisation also uses μ = 0. The resulting PMOM2 scheme will be called PMOM2-D max for short.
In PMOM2-D max , a moment of k-th order of the distribution function f is defined as
For an analytical expression of M k in terms of the parameters, we have to distinguish the cases of λ > 0 and λ < 0. Moreover, in the first case the parameters of the distribution function can be obtained by straightforward analytical inversion, while in the second case, the parameters can only be obtained iteratively (see Ziemer and Wacker (2012) for details and the exact formulae). For the prediction of number density N and liquid water content L with sedimentation as the only process, the equations are
where F 0 and F 3 are the sedimentation fluxes of the zeroth and third moment, respectively. Using the velocity approach of Kessler (1969) , equation (2.2), the sedimentation flux of the k-th moment (k = 0, 3) is
14)
where D = λ D max and γ is the incomplete gamma function
The parameters n 0 and λ needed for the calculation of the fluxes are obtained by inversion of equation (2.12) for k = 0 and k = 3 simultaneously.
Error quantification
To assess the performance of a MOM scheme, usually the output of a spectral model is taken as a reference.
In our case, we use equation (2.1) as a reference model, with 0 < D ≤ 0.75 cm and V T following Kessler (1969) , eq. (2.2). From its solution, we can calculate the moments via numerical integration. We will now say that the PMOM and QMOM schemes perform well if their results (i.e. the moments calculated from equations (2.3) or (2.13)) are close to the moments from the reference model. This goodness can either be assessed by inspection of the vertical profiles of the moments or by introducing an error norm, as it is done here. We define the total error norm as a weighted mean of the errors (deviations of the results) of a few ensemble quantities. For the error contributions, first the squared relative differences are summed up over all grid points, then the temporal mean of their root is taken: 
(2.17)
The weights W M have been chosen such that each contribution has roughly the same magnitude.
Results in a 1D rainshaft model
We will now present results of QMOM and PMOM2-D max in a 1D sedimentation experiment. First, in section 3.1, we will shortly describe the moments and related quantities themselves (a more detailed description can be found in the respective publications, Ziemer and Wacker (2012) and Mukhopadhyay et al. (2012) 
Moment profiles and rain rates
The test configuration is given by a 1D sedimentation setup, which is described in detail in Appendix B. In Fig. 1 , we present the spatio-temporal evolution of the vertical profiles of four quantities of interest, namely the number density N, the liquid water content L, the radar reflectivity Z and the mean drop massx. Their vertical profiles are given for starting conditions, after 300 s and after 600 s (distinguished by different line styles) with their values indicated on the x-axis. The comparisons are done: in the left column for PMOM2-D max with a maximum diameter of 0.25 cm and the solution from the spectral reference model, in the middle column for QMOM and the reference solution and in the right column without the reference solution but for same PMOM2-D max and QMOM. D max = 0.25 cm has been chosen for PMOM2-D max because this value gives the lowest error E for these initial conditions (see section 3.2).
We see that the results of both MOMs agree reasonably well with the reference solution, in particular for the transported moments (N and L) . The global behaviour is well captured and the results of both MOMs are comparable. Still, some discrepancies can be seen for Z andx, since they are not predicted in the model, but calculated from the results. The radar reflectivity Z is proportional to the sixth moment, and has to be calculated (diagnosed) from the prognostic moments. With PMOM2-D max , the initial value of Z is only about half the one from the spectral model. This underestimation is counteracted by the increase of the moment signal beyond the initial value, something which only occurs in diagnosed moments (a systematic survey of this effect was done in Wacker and Lüpkes (2009)). With QMOM, the initial value is well met and no increase beyond the initial value occurs. The mean mass from the PMOM2-D max and the QMOM model is too small by about a factor ten. This may seem as a disadvantage of the new methods, but in relation to the mean mass from traditional PMOM2 methods like PMOM2-μ-0 and PMOM2-μ-3 (defined in appendix A), which overestimate mean mass by a factor of 100 and more (Wacker and Lüpkes, 2009, and others; Milbrandt and Yau, 2005 , and others), this is an improvement. The QMOM results show the formation of some 'step' patterns, which amplify as time goes on. These patterns are inherent in the transport of the moments with QMOM and are specifically discussed in Jasor et al. (2014) . . With respect to the agreement with the reference solution from the spectral model, we find that the rain rate is met better if the sedimentation time is shorter (i.e. z ref is higher). For longer sedimentation times, the rain rate computed with PMOM2-D max shows maximum values which are 20-50 % too high relative to the reference solution (error increasing with distance of fall). Due to conservation of mass, this leads to a shorter rain event at z ref for PMOM2-D max than for the reference solution. This seems to be a general problem with PMOM2-schemes and not specific to PMOM2-D max , see for example Shipway and Hill (2012) . The rain rate computed with QMOM shows a bimodal form, which gets more pronounced for a longer sedimentation time and leads to a reduced agreement with the reference solution. This bimodal form can be traced back to the step pattern exhibited by the prognostic moments. We do not only show error results from the model run presented in section 3.1 (which is characterised by initial conditions of N init = 3 × 10 −3 cm −3 and L init = 5 × 10 −7 g cm −3 ), but also for four other runs where the initial number density is changed (multiplied with factors 0.25, 0.5, 2, 4) while the liquid water content is kept constant. These cases are termed IC 0.25 , IC 0.5 , IC 2 , and IC 4 , the case from section 3.1 is termed IC 1 (see Table 1 ). The mean mass of the drop ensemble in the initial state is thereby varied over a wide range. In the figure, the error scores from runs with different initial mean mass are distinguished by different symbol types (see caption). For example, the errors for the IC 1 run from section 3.1 are indicated by a large bullet in different colours depending on the parameterisation.
Parameterisation error
We first present each of the error contributions before turning to the total error. The error E N is highest for the PMOMs with a high shape parameter, i.e. a narrow assumed spectrum, as in the case of PMOM2-μ-3 and PMOM2-μ-diag. E N is lowest for PMOM3-N,L,Z and QMOM. With PMOM2-D max , the errors are nearly independent of D max , because the vertical profiles of the moments are almost identical (see also Ziemer and Wacker (2012) ). Only for highx init (symbols • and * ) and a low D max of 0.125 and 0.1875 cm, the profiles become different and the error changes significantly. For L, the ranking of the parameterisations is the same as for N, but the error of QMOM and PMOM3-N,L,Z is much lower in relation to the others. The error for the rain rate, E R , is quite similar to that of L, because L and R only differ by half a moment order. The E R for PMOM2-μ-0 and PMOM2-D max is higher than E L .
The radar reflectivity Z is the diagnostic moment with the highest order which is considered here. The errors of the individual parameterisations differ by several orders of magnitude and are much higher than those for the lower order (prognostic and diagnostic) moments. PMOM2-μ-0 has the highest error. The error of PMOM2-D max has a large spread due to the many different D max which are used. The errors of the other parameterisations lie in this range. The situation is similar for Ex, although the mean mass is a derived quantity and not proportional to a moment of the distribution function. Only the error spread is larger forx than for Z and the errors are higher by a factor of 100.
We can see by means of the error (and also in the results presented by Ziemer and Wacker (2012) ), that for D max going to infinity the results of PMOM2-D max approach those of PMOM2-μ-0, so the concept of truncating the integration domain in PMOM2-D max is consistent with PMOM2-μ-0.
The ranking of parameterisations in the total error E is: PMOM3-N,L,Z, QMOM, PMOM2-D max opt, PMOM2-μ-3, PMOM2-μ-diag, and PMOM2-μ-0 (from 
4.1667 × 10 −5 8.3333 × 10 −5 1.6667 × 10 −4 3.3333 × 10 −4 6.6667 × 10 −4 Table 2 . Note that it is also possible to calculate the error norm over parts of the simulation time or model area (this can be achieved by adjusting the summations over n and k in equation (2.16)). Additional calculations have shown that the ranking of the parameterisations is not altered when using height ranges of 5-10 km and 7.5-10 km, or a time span of 0-375 s, respectively. When prolonging the time span, however, the moment signal from QMOM becomes bimodal (see also Fig. 2 and Jasor et al. (2014)) and the error of QMOM is expected to increase considerably.
Discussion
For any comparison of QMOM and PMOM schemes, we have to bear in mind that they are based on different concepts. While the PMOM schemes model the predicted moments via a spectrum covering the whole diameter range, QMOM schemes use only a few points in the same range (the abscissas). In the special case of pure sedimentation and up to a time span of approximately twelve minutes, the modelling technique gives an advantage to QMOM, since in the solution of the spectral reference model, the drop distribution at a given height only consists of drops from a part of the initial spectrum (Wacker and Seifert, 2001 ). This cannot be represented by PMOMs. We have seen, however, that the results of QMOM show step patterns, which deteriorate the solution in the course of the simulation time. They can be traced back to the low number of abscissas, cf. Jasor et al. (2014) .
We will now compare the PMOM2 schemes. The errors for N, L and RR are of similar order of magnitude for all PMOM2 schemes, with best performance of PMOM2-D max opt. Matters are different for the diagnostic moment Z. It is striking that PMOM2-μ-0 has a very high E Z , while this error is lower by several orders of magnitude for parameterisations with a high shape parameter (PMOM2-μ-3 and PMOM2-μ-diag). The representation of the diagnostic moments is controlled not only by the prognostic moments N and L, but also by the shape parameter μ (which determines the calculation of the diagnostic moments from the prognostic ones). Assuming that the same N and L are given, the slope parameter λ is smaller for PMOM2-μ-0 than for PMOM2-μ-3 or PMOM2-μ-diag. A shape parameter μ = 0 and a small λ mean a weak exponential decay of the distribution function. In this case, for the calculation of Z (= M 6 ) the few drops of large diameter give a large contribution. Especially because in these parameterisations D max = ∞, these drops may be of diameters greater than 0.75 cm and hence do not occur in the calculation of moments in the spectral reference model (see the beginning of section 2.3). This results in a diagnosed reflectivity which is much higher than the reference value of Z. In a parameterisation with a higher μ, the spectrum is narrower and the resulting λ is accordingly higher, so that the exponential decay of the distribution function is stronger. The drop sizes giving a dominant contribution to Z are smaller in this case and the reference solution is reproduced better.
For PMOM2-D max , we see that for all error contributions there exists a D max where the error is minimal (for the total error, we referred to this D max as D max opt). With decreasing D max in the parameterisation, the error of the results increases. This is due to cutting off the distribution function (when calculating the moments' integrals) at drop sizes that are still relevant for the reference solution from the spectral model. This finding is sup-ported by the fact that the increase in error for D max going to zero starts at larger D max (i.e. D max opt increases), when eitherx init or the prognostic moment order are increased (so the maximum of the assumed spectrum is shifted to larger drop sizes). For D max going to infinity, on the other hand, we see that the individual errors approach that of PMOM2-μ-0. Together with the evolution of the moments' profiles with D max , as seen in Ziemer and Wacker (2012) , this proves the consistency of PMOM2-D max with PMOM2-μ-0. Also inĆurić and Janc (2010), who calculate collection rates under the assumption of a size spectrum bounded by a finite D max , it is found that the change in results with D max is dependent on both D max andx. Furthermore, the authors argue that truncated spectra should be included into models due to their greater physical relevance.
The Quadrature Method of Moments predicts six moments simultaneously and so more information about the ensemble is contained in the model. Hence, it is not surprising that it has a lower error than the PMOMs using two moments. Having a look at the error score of PMOM3-N,L,Z, however, we see that a low error similar to that of QMOM can also be achieved by a PMOM model with just one moment more than the other PMOMs (which is half of the number of moments used in QMOM). Keeping in mind the unphysical 'step pattern' exhibited by the QMOM profiles, it shows that one has to be careful when preferring one type of parameterisation over another (for example QMOM over PMOM2-D max ) just by looking at the error norm, since these integral values cannot account for characteristics of moment profiles.
The computational effort needed in the implementation of the moment methods can be grouped into three classes: number of budget equations to be solved simultaneously; calculation of the distribution parameters or weights and abscissas, respectively, from the moments; calculation of the sedimentation fluxes. PMOM2-D max has only two budget equations, but a relatively high effort for the distribution parameters (iterative calculation) and the fluxes (infinite sums, see equation (2.14)). QMOM requires a high effort in the calculation of the abscissas/weights due to the product difference algorithm and the high number of budget equations, but only moderate effort to calculate the fluxes. For the current configuration of PMOM3-N,L,Z (prediction of N, L, Z), the parameters can be obtained from an explicit formula with low computational effort. Summing up, the computational effort for the newly introduced QMOM and PMOM2-D max is comparable and higher than for the other tested PMOMs, but it certainly can be reduced by an economical implementation. PMOM3-N,L,Z has the lowest error with also a lower computational effort.
Milbrandt and McTaggart-Cowan (2010) likewise compare different PMOMs with an error norm. Their norm, however, uses absolute differences, which do not put as big a penalty on outliers as the squared differences used in (2.16). Furthermore, they use a different combination of moments and weights: the contributions to the norm are M 4 to M 7 (single weight), M 0 to M 3 (double weight) plus an extra weight for the prognostic moments. The authors compare PMOM3-N,L,Z, PMOM2-μ-diag, PMOM2-μ-0 and PMOM2-μ-3 (among others), and find that the ranking is PMOM3-N,L,Z, PMOM2-μ-diag, PMOM2-μ-3, PMOM2-μ-0 (from lowest to highest error). With our norm, however, PMOM2-μ-3 performs better than PMOM2-μ-diag. Milbrandt and McTaggart-Cowan (2010) do not give the errors for the individual contributions, but the the high value of E Z for PMOM2-μ-diag found here, which is due to the squared spatial differences penalising outliers, may contribute to our different ranking.
Conclusions
In this article we have compared the performance of two moment methods, PMOM2-D max (Ziemer and Wacker, 2012) and QMOM (Mukhopadhyay et al., 2012) , in a 1D sedimentation test case, i.e. a rainshaft model. To this end, an error norm was introduced, which measures the deviation of the results obtained with the moment methods from the results obtained with a detailed spectral model. In contrast to the common approach based on qualitative visual judgment, the error norm provides a objective comparative tool to express the parameterisation performance quantitatively and allows to determine an optimal D max in PMOM2-D max . We see that the two MOMs introduced in this work, PMOM2-D max and QMOM, can model well the 1D sedimentation test cases relevant for cloud physics applications, as they show good agreement with reference results from a spectral model. This is said in comparison with the results of other moment methods (PMOM2-μ-0, PMOM2-μ-3, PMOM2-μ-diag, PMOM3-N,L,Z).
When comparing the newly introduced moment methods PMOM2-D max and QMOM according to the error norm, we find that PMOM2-D max with its truncated drop size spectrum constitutes an improvement of traditional PMOMs with two prognostic moments. However, this improvement comes along with a considerable computational effort. QMOM has a comparable computational effort, but its results according to the error norm appear better. QMOM is only excelled by a traditional PMOM3-N,L,Z scheme, which gives better results at lower computational costs. 
It is related to PMOM2-D max by there letting D max go to infinity. PMOM2-μ-3. This is a modification of PMOM2-μ-0 using a higher shape parameter. This parameterisation can be found in Wacker and Lüpkes (2009). μ = 3, (A.2a)
PMOM2-μ-diag. This parameterisation uses the shape parameter as defined in Milbrandt and Yau (2005): μ diag = 19 tanh(6(M 3 /N) 1/3 − 0.18) + 17, (A.3a) .3b) For N init = 3 × 10 −3 cm −3 and L init = 5 × 10 −7 g cm −3 , the corresponding μ diag is 5.8813. 
PMOM3-N,L,Z. This parameterisation is presented for example in

B Numerical setup
The computational domain consists of a 1D representation of the atmosphere, for altitudes between 0 m and 10000 m. The height is uniformly discretized with gridpoints z 1 ,... ,z k max with k max = 401, corresponding to a Δz of 25 m.
For solving the transport equation (2.3), for QMOM and PMOM3 a straightforward upwind Euler numerical scheme is used, while for the PMOM2s, the Monotone Upwind-Centered Scheme for Conservation Laws (MUSCL-Hancock, Toro (1999) ) is chosen. The integration time step is 0.125 s. The reference solution of the spectral model is calculated analytically, following Wacker and Seifert (2001) or Milbrandt and McTaggart-Cowan (2010) .
The boundary conditions are non-transmissive at the top (as no further drops shall enter the domain), while transmissive boundary conditions are used at the bottom (meaning the population of drops passes 'through' the ground).
The starting conditions are determined by describing a spectrum according to the gamma distribution (2.11), with n 0 = 0.08 cm −4 and λ = 26.6134 cm −1 constant over height (corresponding to the 'widespread rain' of Waldvogel (1974) , as cited in Pruppacher and Klett (1997) , their table 2.1). The initial values for the moments and fluxes are obtained by integration:
These conditions are valid for the case IC 1 , whose results are depicted in section 3.1. To obtain the different initial conditions IC a N (listed in Table 1) , n 0 has to be multiplied with a
4/3
N and λ has to be multiplied with a 1/3 N . For the points outside the cloud, a very small minimal value has to be chosen for the moments, otherwise no closure method could be applied.
