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In this work, direct measurements of the muon density at 1000 m from the shower axis obtained by
the Akeno Giant Air Shower Array (AGASA) are analysed. The selected events have zenith angles
θ ≤ 36◦ and reconstructed energies in the range 18.83 ≤ log10(ER/eV) ≤ 19.46. These are com-
pared to the predictions corresponding to proton, iron, and mixed composition scenarios obtained
by using the high-energy hadronic interaction models EPOS-LHC, QGSJetII-04, and Sibyll2.3c.
The mass fractions of the mixed composition scenarios are taken from the fits to the depth of the
shower maximum distributions performed by the Pierre Auger Collaboration. The cross-calibrated
energy scale from the Spectrum Working Group [D. Ivanov, for the Pierre Auger Collaboration and
the Telescope Array Collaboration, PoS(ICRC2017) 498 (2017)] is used to combine results from
different experiments. The analysis shows that the AGASA data are compatible with a heavier
composition with respect to the one predicted by the mixed composition scenarios. Interpreting
this as a muon deficit in air shower simulations, the incompatibility is quantified. The muon density
obtained from AGASA data is greater than that of the mixed composition scenarios by a factor of
1.49± 0.11 (stat)± 0.18 (syst), 1.54± 0.12 (stat)± 0.18 (syst), and 1.66± 0.13 (stat)± 0.20 (syst) for
EPOS-LHC, Sibyll2.3c, and QGSJetII-04, respectively.
I. INTRODUCTION
Although in recent years a significant progress in
the study of ultra-high-energy cosmic rays (UHECRs)
has been achieved, essential aspects remain unresolved.
Among the open questions are “where do they come
from?”, “how do they accelerate to the highest ener-
gies?”, and “what is its nature?”. To answer those ques-
tions, the UHECRs are studied through the measurement
of the energy spectrum, the distribution of their arrival
directions, and the primary mass composition as a func-
tion of the energy.
Because the flux drops steeply, cosmic rays with en-
ergies above 1015 eV can only be studied through large
ground based observatories, which provide enough ex-
posure for the detection of extensive air showers (EASs).
The latter consist of billions of secondary particles result-
ing from the interaction of the primary cosmic ray with
the atmosphere. Each EAS can be divided into three
components: the hadronic, the muonic, and the electro-
magnetic. The hadronic component, mostly consisting
of neutral and charged pions, protons, antiprotons, and
neutrons, feeds the muonic and electromagnetic compo-
nents. The latter is composed by electrons, positrons
and photons, and is the dominant component as it car-
ries most of the energy of the shower. The muonic com-
ponent, comprised of muons and antimuons, originates
mainly from the decay of hadrons (only a very small frac-
tion is produced from the electromagnetic component),
and therefore serves as a tracer of the hadronic compo-
nent because most of these particles reach the detectors
before decaying.
The energies to which cosmic rays can reach are inac-
cessible at the Large Hadron Collider (LHC). This opens
the door to testing high-energy hadronic interaction mod-
els at ultra-high energies. Recently, the most widely
used models have been updated to LHC data. They
are QGSJetII-04 [1], EPOS-LHC [2], and Sibyll2.3c [3].
These are referred to as post-LHC models due to their
tuning to LHC data.
UHECRs are known to be predominantly nuclei rang-
ing from proton (light) to iron (heavy) [4]. These charged
nuclei are deflected by magnetic fields as they propa-
gate from their sources to the Earth’s atmosphere. Since
light nuclei are less deflected than heavy ones, the pri-
mary nature is of crucial importance for the identification
of the sources, which could be possible considering the
light component at the highest energies [5]. Furthermore,
composition information is also important to understand
the transition between galactic and extra-galactic cosmic
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2rays [4].
The EAS observables most sensitive to the nature of
the primary are the depth of the shower maximum Xmax
and the number of muons produced in the shower, or
equivalently, the muon density ρµ at a given distance to
the shower axis.
It is known that the mean of Xmax, denoted as 〈Xmax〉,
is smaller for heavier primaries because their first inter-
action occurs higher in the atmosphere, and also because
the generated EASs develop faster compared to the ones
generated by lighter primaries [4]. Due to its primary
mass sensitivity, Xmax is commonly used for composition
analyses by fitting the energy-binned measured Xmax dis-
tributions with a linear combination of, for example, four
single nuclei simulated Xmax distributions [6].
EAS simulations that make use of post-LHC models
reproduce to a good extent the behaviour of the Xmax
parameter. The predicted 〈Xmax〉 and mean-logarithmic-
mass 〈lnA〉 differ in ∼ ±0.8 in 〈lnA〉 between models
and the difference is fairly constant as a function of the
primary energy. Furthermore, the theoretical uncertain-
ties of Xmax are relatively small compared to those of ρµ
[7, 8]. For these reasons, it is customary to test other
EAS observables by comparing their composition inter-
pretation to the one obtained from Xmax. Inconsistent
interpretations would imply that the models do not re-
produce properly all EAS observables.
A muon deficit in interaction models has been re-
ported by numerous collaborations. A combined analysis
of eight experiments (EAS-MSU, IceCube Neutrino Ob-
servatory, KASCADE-Grande, NEVOD-DECOR, Pierre
Auger Observatory, SUGAR, Telescope Array and
Yakutsk) shows that simulations and muon measure-
ments are consistent up to 1016 eV [9, 10]. However, at
higher energies the deficit is found to increase with the
energy. The discrepancy is smaller for the updated mod-
els [9]. Furthermore, the muon deficit is greater for larger
values of the zenith angle [11] and at larger distances to
the shower axis [12].
Three different experiments studied the muon deficit
in an energy range which overlaps with the one of this
work: First, the Pierre Auger Observatory reported a
muon deficit of 30 % to 80 % in the mixed composition
scenarios [11, 13]. Second, the Telescope Array Collabo-
ration observed a deficit of∼67 % against proton-induced
QGSJetII-04 simulations, the latter being in agreement
with the composition derived from their Xmax measure-
ments [12]. Finally, Yakutsk data suggest lower muon
densities which are compatible with no muon deficit
[9, 10]. At lower energies, with AMIGA (the muon detec-
tors of a low-energy extension of the Pierre Auger Ob-
servatory) the deficit is found to be between 38 % and
53 % (1017.5 eV . E . 1018.0 eV) [14]. In addition,
HiRes/MIA (1017 eV . E . 1018 eV), and NEVOD-
DECOR (1015 eV . E . 1018 eV) experiments reported
a muon deficit in the specified energy ranges. In con-
trast, the EAS-MSU (1017 eV . E . 1018 eV), the Ice-
Cube Neutrino Observatory (1015 eV . E . 1017 eV),
and KASCADE-Grande (E ∼ 1017 eV) reported no muon
deficit in the energy range on which they operate (see
Refs. [9, 10] and references therein). It should be noted
that the uncertainties in the energy scales of the exper-
iments are non-negligible, and translate almost directly
into uncertainties in the data to Monte Carlo ratio of
muon density or muon number [9, 10].
It remains unclear whether the muon deficit is origi-
nated by a new phenomenon at high energies or by a par-
tial mismodelling of hadronic collisions at high or low en-
ergies [11]. Understanding the muon deficit would allow
the models to reproduce more faithfully the behaviour
of EASs, reducing the systematic uncertainties of mass
composition analyses.
In this work, muon density measurements from the
Akeno Giant Air Shower Array (AGASA) are used to
study the muon deficit in air shower simulations. The
AGASA experiment consisted of an array of 111 scintilla-
tion counters spread across ∼100 km2, as well as 27 muon
detectors. The latter were formed by proportional coun-
ters shielded with 30 cm of iron or 1 m of concrete (the
vertical muon energy threshold was 0.5 GeV). The ex-
periment was able to measure events with energies above
3 × 1016 eV and with zenith angles θ ≤ 45◦ [15]. The
detectors were decommissioned in 2004.
The data set under analysis is particularly relevant be-
cause the hybrid design of AGASA allows for the mea-
surement of primary energy and, simultaneously, the di-
rect detection of muons at energies above 1019 eV. The
determination of the muon deficit from AGASA data
is complementary to other measurements as it explores
another region of the parameter phase-space, and con-
tributes to reducing the overall uncertainties.
The article is organised as follows. In Sec. II a descrip-
tion of the analysis is presented, which includes: the de-
velopment of a method to take into account the effects of
the energy reconstruction in simulations, the transforma-
tions of the energy scales of the different experiments rel-
evant to this work to the reference energy scale proposed
by the Spectrum Working Group [16], and the calcula-
tion of the average muon density divided by the energy
from data, simulations, and for the mixed composition
scenarios which combine both of them. In Sec. III the
results are presented and in Sec. IV the main conclusions
are summarised.
II. ANALYSIS
A. Effect of the reconstructed energy uncertainty
on the muon density
Whereas the simulated muon density at 1000 m from
the shower axis is a function of the true or input en-
ergy E, the measured muon density is a function of the
reconstructed energy ER. Therefore, a straightforward
comparison is not appropriate, even if ER is an unbiased
estimator of E [17].
3The simulated average muon density divided by the reconstructed energy, calculated in the i-th reconstructed
energy bin, takes the following form,
〈
ρµ
ER
〉
(ERi) =
∫ E+Ri
E−Ri
∫ ∞
0
〈ρ˜µ〉(E)E−1R J(E)G(ER|E)dE dER∫ E+Ri
E−Ri
∫ ∞
0
J(E)G(ER|E)dE dER
, (1)
where ERi is the center of the reconstructed energy bin,
E−Ri and E
+
Ri are the lower and upper limits of that bin.
Here,
• 〈ρ˜µ〉(E) is the average muon density as a function
of the true or input energy of the simulation, which
is obtained from fits to shower simulations that are
performed by using CORSIKA version 7.6400 [18]
(the tilde is to emphasize that this quantity is not
directly comparable to the average muon density
computed from data);
• J(E) is the cosmic ray flux, which is obtained by
fitting the Telescope Array measurements with an
appropriate function [19];
• G(ER|E) is the conditional probability distribution
of ER conditioned to E, which is reported to be a
log-normal distribution [20] with a standard devia-
tion that decreases with energy [21].
The details about the determination of these functions
are given in Appendix A.
The rationale behind Eq. (1) is the following. The en-
ergy of a real or simulated air shower with true energy
E is estimated by means of the reconstruction procedure
producing a value, ER, according to G(ER|E). Further-
more, the distribution of the true energy E is given by the
cosmic ray flux J(E) (normalized within a certain energy
range). The product J(E)G(ER|E) represents the joint
probability distribution of E and ER. While G(ER|E)
can be thought of, roughly, as a Gaussian-like distribu-
tion, J(E) is highly asymmetric as it drops steeply with
energy. Therefore, the product J(E)G(ER|E) is asym-
metric too, being higher for lower energies. In other
words, an event with reconstructed energy ER can come,
most likely, from an event that has a true energy E
smaller than ER. The mean value 〈ρµ/ER〉(ER) can
be calculated via the integration of the contributions
of 〈ρ˜µ〉(E)/ER weighted by the product J(E)G(ER|E)
(again, normalized within a certain energy range). Fi-
nally, the integration in a reconstructed energy bin is
introduced, taking it into account in the normalization
as well.
〈ρ˜µ〉(E) is essentially a power law in energy, i.e. ∝ Eβ ,
with β ∼ 0.9. Therefore, 〈ρ˜µ〉(E) is smaller for lower
energies. As explained before, lower energies weigh more
in the integration. It follows that, evaluated at a specific
numerical value E∗, 〈ρµ/ER〉(ER = E∗) < 〈ρ˜µ/E〉(E =
E∗). The difference increases for broader conditioned dis-
tributions G(ER|E) and in regions where the flux J(E)
is steeper. An additional (though smaller) effect is in-
troduced from the binning in reconstructed energy: if
the bin is centered at ERi, then 〈ρµ/ER〉(ERi = E∗) <
〈ρµ/ER〉(ER = E∗).
Figure 1 shows a comparison between 〈ρ˜µ/E〉(E)
and 〈ρµ/ER〉(ERi). From the figure it can be seen
that 〈ρµ/ER〉(ERi) can be 11 % to 22 % smaller than
〈ρ˜µ/E〉(E) in the analysed energy range, i.e. from
1018.83 eV to 1019.46 eV. At low energies, this differ-
ence is explained by the large uncertainty in the recon-
structed energy (∼28 % at 1018.83 eV). At high energies,
the dominant effect is the flux suppression. The effect
of the binning in reconstructed energy with a bin width
of ∆ log10(ER/eV) = 0.2 is small in comparison to the
one introduced by the energy uncertainty in combination
with the flux shape.
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FIG. 1. Average muon density at 1000 m divided by the
energy (reconstructed energy), as a function of the loga-
rithm of the input energy of the simulations (the logarithm
of the reconstructed energy in the center of the i-th bin)
in dashed lines (solid lines). The bin width considered is
∆ log10(E/eV) = 0.2. The model used is EPOS-LHC and
the primaries are proton (red) and iron (blue).
It is relevant to add that, in practice, none of the func-
tions in Eq. (1) are defined from 0 to ∞ in E. The inte-
4gration range is limited to the smallest definition range
of all functions, which is that of 〈ρ˜µ〉(E), i.e. the one cor-
responding to the simulations (18.0 < log10(E/eV) <
19.8). The effect on 〈ρµ/ER〉(ERi) of taking a small in-
tegration range instead of the infinite one is estimated to
be of ∼0.1 % in the analysed energy range, which is neg-
ligible compared to the other uncertainties. The integrals
are performed numerically by using ROOT [22].
B. Transformation to the reference energy scale
In this work, data from three different experiments are
used: the AGASA muon density as a function of the en-
ergy, the Telescope Array cosmic ray energy spectrum,
and the Auger mass composition fractions as a function
of the primary energy (obtained by fitting the Xmax ex-
perimental distributions).
These three experiments have different energy scales
Edata. Therefore, these scales are shifted by a factor
fE = E
ref/Edata to bring them to the cross-calibrated
energy scale Eref found by the Spectrum Working Group
[16]. The fE factors are found by matching flux mea-
surements, based on the assumption that the cosmic ray
flux is isotropic and therefore should be the same for all
experiments.
The factors fE and the relative systematic un-
certainties of the energy in the original (εSD =
σsyst(Edata)/Edata) and reference energy scale (εSR =
σsyst(Eref)/Eref) are reported in Table I. The fE values
for Auger and Telescope Array are taken from Ref. [16].
The value of fE for AGASA is given by,
fE =
Eref
ETA
× E
TA
EAGASA
= 0.948× 0.72 = 0.68, (2)
where ETA/EAGASA is taken from Ref. [23]. The relative
systematic uncertainties, εSD, of Auger, Telescope Array,
and AGASA are taken from Refs. [24], [25], and [20],
respectively.
Given an energy value Edata0 measured in the energy
scale of a certain experiment, it is imposed that the en-
ergy values in the interval [(1 − ε−SD), (1 + ε+SD)] × Edata0
measured in the original scale are also the values enclosed
by the corresponding interval in the reference scale,
i.e. [(1 − ε−SR), (1 + ε+SR)] × Eref0 , where Eref0 = fE Edata0 .
This leads to the following expressions for the upper and
lower boundaries of the relative systematic uncertainties
corresponding to the reference energy scale,
1 + ε+SR = (1 + ε
+
SD)×
1
fE
, (3)
1− ε−SR = (1− ε−SD)×
1
fE
. (4)
From Eqs. (3) and (4) it is easy to understand how a
symmetric systematic uncertainty in the original energy
scale becomes an asymmetric systematic uncertainty in
the reference energy scale.
Observatory fE εSD εSR
Pierre Auger 1.052 ±14 % +8.4−18 %
Reference 1 ±10 % ±10 %
Telescope Array 0.948 ±21 % +28−17 %
AGASA 0.68 ±18 % +72+20 %
TABLE I. Energy scale correction factors, obtained from the
cross-calibration of the flux measurements, and relative sys-
tematic uncertainties of the energy in the original and refer-
ence energy scales.
The relative systematic uncertainty of the reference en-
ergy scale is reported to be of at least 10 % [9, 10], which
is the value adopted in this work. In any case, in Section
III it is discussed how the results are affected by taking
the largest systematic uncertainties given by Telescope
Array and Auger (+28−18 %, see Table I). The systematic un-
certainties on the energy scale of AGASA are not taken
into account since they are incompatible with the refer-
ence energy scale.
C. Calculation of the muon density
Data: Muon density in the analysed AGASA mea-
surements is determined as the so-called “on-off density”
[26]. This is computed by using the number of segments
that were hit n out of the total available ones m within
one detector of area A. Assuming a Poissonian distribu-
tion, the muon density is ρµ = −m ln(1− n/m)/A. This
is a good estimator provided that showers are nearly-
vertical and that muon densities are . 10 m−2 (such that
n m) [15, 26]. Then, the muon density at 1000 m from
the shower axis is determined from the fit of the mea-
surements to a muon lateral distribution function [15];
its uncertainty is reported to be ∼ 40 % above 1019 eV
(see Ref. [26] and references therein). The muon density
values of the analysed events are extracted from Fig. 7
of Ref. [26]1; they are shown in Fig. 2, and are also listed
in Appendix B. The data set consists of events restricted
to zenith angles θ ≤ 36◦, with a vertical muon energy
threshold of 0.5 GeV [26]. The events with no muon de-
tection, below the dashed line in Fig. 2, are included in
the analysis. The energy cut at log10(ER/eV) = 19.46 is
set due to the sharp drop in statistics beyond that energy.
The energy of an event in AGASA is estimated through
a function which depends almost linearly on S0(600).
This is the density of charged particles at 600 m from
the shower axis obtained from the fit of the experimen-
tal lateral distribution function, normalized at 0◦ zenith
1 Previous versions of this data set can be found in Refs. [27, 28].
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FIG. 2. Logarithm of the muon density as a function of the
logarithm of the reconstructed energy (in the reference scale).
For the events below the dashed line no muons were measured
in any muon detector. The data points are extracted from
Fig. 7 of Ref. [26].
angle [20]. The explicit conversion formula is reported in
Appendix A.
Simulations: Proton, helium, nitrogen and iron initi-
ated air showers are simulated for the models QGSJetII-
04, EPOS-LHC and Sibyll2.3c, and low-energy hadronic
interaction model Fluka version 2011.2x [29, 30]. For
each model and primary type, ∼ 20 showers (∼ 30 for
proton primaries) per input energy are simulated, in the
energy range 18.0 ≤ log10(E/eV) ≤ 19.8 and in steps
of ∆ log10(E/eV) = 0.2. It is worth mentioning that a
larger number of proton-initiated showers (with respect
to iron-initiated showers) are simulated because shower-
to-shower fluctuations are larger for lighter primaries.
Furthermore, additional showers for proton and iron pri-
maries of models QGSJetII-04 and EPOS-LHC are sim-
ulated in the energy range 19.8 ≤ log10(E/eV) ≤ 20.8
to validate the performance of the integral in Eq. (1) in
a finite energy range. Some relevant parameters of the
simulations are given in Appendix C.
From every simulated air shower, the muon density is
estimated by counting the muons in a 10 m wide ring
of 1000 m radius, measured in the shower plane. For a
given input energy value, the muon density of the ∼ 20
(or ∼30) showers is averaged and the standard deviation
of the mean is taken as its statistical uncertainty. The
average muon density at 1000 m from the shower axis as
a function of the input energy is obtained by fitting the
simulated data with a power law in E,
〈ρ˜µ, 1000〉(E) = ρµ(19)
(
E
1019 eV
)β
, (5)
where ρµ(19), the muon density at 10
19 eV, and β are free
fit parameters. This is done for all models and primary
types. The results of the fits are given in Appendix A.
As mentioned before, 〈ρµ, 1000/ER〉(ERi) is obtained
from 〈ρ˜µ, 1000〉(E) via the numerical evaluation of Eq. (1).
Mixed composition scenarios: Muon densities for
the mixed composition scenarios 〈ρ˜ mixµ, 1000〉(E) are derived
by using the mass fractions obtained by the Pierre Auger
Collaboration from the fits to the Xmax experimental dis-
tributions (see Ref. [6] for details). Therefore, for each
model the muon density is given by,
〈ρ˜ mixµ, 1000〉(E) =
∑
A
fA(E) 〈ρ˜Aµ, 1000〉(E), (6)
where A = {p, He, N, Fe} and fA(E) is the mass fraction
as a function of primary energy, obtained by transform-
ing the Auger energy to the one corresponding to the
reference energy scale.
〈ρmixµ, 1000/ER〉(ERi) is calculated from 〈ρ˜ mixµ, 1000〉(E)
through Eq. (1). The mass fractions obtained by
Auger are given for discrete values of primary energy.
Therefore, the integration in the variable E of Eq. (1)
is performed considering a linear interpolation of the
mass fractions values. It is worth mentioning that
〈ρmixµ, 1000/ER〉(ERi) does not result in a linear combina-
tion of 〈ρAµ, 1000/ER〉(ERi) since the mass fractions fA(E)
depend on the energy E, which is an integration variable.
The statistical and systematic uncertainties of
〈ρmixµ, 1000/ER〉(ERi) are assessed as follows: for a cer-
tain interaction model, for each discrete energy value,
the combination of mass fractions within the bound-
aries of its uncertainties that maximize and minimize
〈ρ˜ mixµ, 1000〉(E) are selected (this is an over-estimation, but
this method is the best approach given that the covari-
ance matrices of the mass fraction fits are not available).
In this way, 〈ρ˜ mixµ, 1000〉(E) ± σ[〈ρ˜ mixµ, 1000〉](E) is calculated
for each discrete energy value. Subsequently, the val-
ues of 〈ρ˜ mixµ, 1000〉(E) + σ[〈ρ˜ mixµ, 1000〉](E) and 〈ρ˜ mixµ, 1000〉(E)−
σ[〈ρ˜ mixµ, 1000〉](E) are linearly interpolated in the energy
range under consideration. Finally, the uncertainties on
〈ρmixµ, 1000/ER〉(ERi) are obtained by inserting each inter-
polated function in Eq. (1) and performing the integrals.
III. RESULTS
Figure 3 shows 〈ρµ, 1000/ER〉(ERi) as a function of the
logarithm of the reconstructed energy bin obtained for
AGASA data, proton and iron simulations, and for the
mixed composition scenarios. The three data points rep-
resent the average of 67, 33 and 20 events (from lower
to higher energy), which correspond to a total of 120
events. The square brackets associated to the AGASA
data represent the systematic uncertainties correspond-
ing to the reference energy scale. The square brackets
associated to the mixed composition scenarios represent
also the systematic uncertainties, which include the ones
corresponding to the mass fractions and the one corre-
sponding to the reference energy scale. Note that the
latter are the dominant in this case. The bin width used
in this analysis is ∆ log10(E/eV) = 0.2. It can be seen
from Fig. 3 that for all models, AGASA data points are
6incompatible with the mixed composition scenarios, with
the only exception given by the middle bin correspond-
ing to EPOS-LHC, when the reference energy scale is
shifted to the right in 10 %. However, the AGASA data
are compatible with iron nuclei.
To further study the compatibility between AGASA
data and the predictions corresponding to single pri-
maries and mixed composition scenarios, a single value
for 〈ρµ, 1000/ER〉 is calculated taking the average in the
energy range 18.83 ≤ log10(ER/eV) ≤ 19.46. This is
obtained for AGASA data and for the scenarios men-
tioned before. It is reasonable to compute such average
over the whole analysed energy range as ρµ, 1000/ER is
nearly constant within this range. In Fig. 4 the values
of 〈ρµ, 1000/ER〉 estimated from AGASA measurements,
and the ones corresponding to proton, iron, and mixed
composition scenarios obtained by using the three models
considered are shown.
As in Fig. 3, from Fig. 4 it can also be seen that the
composition inferred from 〈ρµ, 1000/ER〉 obtained from
AGASA data is compatible with heavy primaries, for the
three models considered. This interpretation is incon-
sistent with the mixed composition scenarios. The dis-
crepancies can be quantified in “sigmas”, considering the
total low uncertainty for the AGASA data point and the
total high uncertainties for the mixed composition sce-
narios. The resulting discrepancies are: 2.6σ for EPOS-
LHC, 2.9σ for Sibyll2.3c, and 3.3σ for QGSJetII-04.
As shown before, the composition of UHECRs in-
ferred from the muon content of the showers detected by
AGASA is incompatible with the one obtained from the
Xmax measurements, when current interaction models
are used to simulate the air showers required to interpret
the data. It can be assumed that the composition (mass
fractions) derived from the Xmax parameter is subject to
smaller systematic uncertainties introduced by the mod-
els. Therefore, the discrepancies between 〈ρµ, 1000/ER〉
obtained from AGASA data and the one corresponding
to the mixed composition scenarios can be explained in
terms of a muon deficit in air shower simulations.
The average muon deficit in the reconstructed energy
range 18.83 ≤ log10(ER/eV) ≤ 19.46 can be quantified
by a correction factor F which is defined as the ratio be-
tween the experimental average muon density divided by
the energy and the one obtained from air shower simula-
tions,
F =
〈ρdataµ, 1000/ER〉
〈ρSµ, 1000/ER〉
, (7)
where S denotes the scenario under analysis, i.e. S={mix,
p, Fe}. The uncertainties in F are derived by propagat-
ing the uncertainties of 〈ρdataµ, 1000/ER〉 and 〈ρSµ, 1000/ER〉.
The obtained values of the correction factor F with their
statistic and systematic uncertainties, for the three mod-
els considered and for the single nuclei and mixed com-
position scenarios, are shown in Fig. 5.
As mentioned in Section II B, the systematic uncer-
tainty of the reference energy scale is taken as 10 %. In
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FIG. 3. Average muon density divided by the reconstructed
energy, as a function of the logarithm of the reconstructed en-
ergy in the center of the i-th bin. Superimposed to AGASA
data points [26] are the predictions for proton (red) and iron
(blue) primaries, and for the mixed composition scenario cor-
responding to the models Sibyll2.3c (top panel), EPOS-LHC
(middle panel), and QGSJetII-04 (lower panel). The system-
atic uncertainties are enclosed by square brackets. The latter
account for systematic uncertainties in the energy scale, hence
they are diagonal, and also in the mass fractions in the case
of the mixed composition scenarios. The vertical dashed lines
correspond to the limits of the reconstructed energy bins con-
sidered.
a more conservative approach, the most extreme bound-
aries set by Auger and Telescope Array could be taken
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FIG. 4. Average muon density divided by the reconstructed
energy for AGASA data and for proton, iron, and mixed com-
position scenarios. The obtained values are reported in the
table (left) and are also plotted (right) on the same line. The
energy range under consideration is 18.83 ≤ log10(ER/eV) ≤
19.46. The analysed models are QGSJetII-04, EPOS-LHC,
and Sibyll2.3c. The square brackets correspond to the sys-
tematic uncertainties.
1 1.2 1.4 1.6 1.8 2 2.2
   (stat)   (syst)F ± ±
p
Fe
p
Fe
p
Fe
MixedQGSJetII-04
MixedEPOS-LHC
MixedSibyll2.3c
1.82   0.13   0.18± ±
1.21   0.09   0.12± ±
1.74   0.13   0.18± ±
1.14   0.08   0.12± ±
1.91   0.14   0.19± ±
1.24   0.09   0.13± ±
1.66   0.13   0.20± ±
1.49   0.11   0.18± ±
1.54   0.12   0.18± ±
FIG. 5. Muon density correction factor F corresponding to
the single nuclei and mixed composition scenarios. The ob-
tained values are reported in the table (left) and are also
plotted (right) on the same line. The analysed models are
QGSJetII-04, EPOS-LHC, and Sibyll2.3c. The energy range
under consideration is 18.83 ≤ log10(ER/eV) ≤ 19.46. The
square brackets correspond to the systematic uncertainties.
instead. This would lead to a systematic uncertainty
in energy of +27−18 %. In this case, the correction factors
F for the mixed composition scenarios take the follow-
ing values: 1.49 ± 0.11 (stat) ± 0.34 (syst) for EPOS-
LHC, 1.54 ± 0.12 (stat) ± 0.35 (syst) for Sibyll2.3c, and
1.66 ± 0.13 (stat)± 0.38 (syst) for QGSJetII-04. It is re-
markable that even in the most conservative approach,
the models are not compatible with AGASA measure-
ments within total uncertainties.
Moreover, the results presented in Figs. 4 and 5 are
essentially independent of the chosen flux parameteriza-
tion. If the fit to the flux measurements of Auger [31] are
used instead of that of Telescope Array (see Appendix
A), the values of 〈ρSµ, 1000/ER〉 and F change in less than
∼ 1 %.
The muon deficit found in this analysis is qualitatively
compatible with those obtained by the Pierre Auger [11]
and Telescope Array Collaborations [12]. However, a
quantitative comparison with their results is not appro-
priate, since the studied phase-spaces (energy, zenith an-
gle, distance to the shower axis) and variables under anal-
ysis differ.
It is worth mentioning that, with the surface scintil-
liator detectors of the upgrade of the Pierre Auger Ob-
servatory [5], AugerPrime, it will be possible to study
the muon deficit in air shower simulations in much more
detail in the energy range considered in this work.
IV. CONCLUSIONS
The measurements of the muon density at 1000 m
from the shower axis obtained by the AGASA experi-
ment have been analysed and compared to the predic-
tions corresponding to single proton and iron primaries,
as well as four-component mixed composition scenarios,
which are based on theXmax measurements performed by
Auger. The data analysis has been performed by using
air shower simulations generated with the high-energy
hadronic interaction models QGSJetII-04, EPOS-LHC,
and Sibyll2.3c. Furthermore, the reference energy scale
introduced by the Spectrum Working Group [16] has been
used in the performed analysis. Biases introduced by bin-
ning in energy and by a broad resolution in the energy
reconstruction have been taken into account.
The AGASA measurements are found to be compatible
with iron primaries for the interaction models used in the
analyses. However, the AGASA muon measurements are
incompatible with the predictions corresponding to the
mixed composition scenarios for all models considered,
in 2.6σ for EPOS-LHC, 2.9σ for Sibyll2.3c, and 3.3σ
for QGSJetII-04. The discrepancies are larger if the en-
ergy scale is decreased. A 10 % systematic uncertainty in
the energy scale was assumed. Nevertheless, the incon-
sistency between the mixed composition scenarios and
AGASA data remains even when more conservative sys-
tematic uncertaintes in the energy scale are considered.
Interpreting this incompatibility as a muon deficit in
simulated air showers, a uniform muon density correc-
tion factor in the energy range 18.83 ≤ log10(ER/eV) ≤
19.46 was estimated for the interaction models con-
sidered. Therefore, for the mixed composition sce-
narios to be compatible with AGASA measurements,
the muon density should be incremented by a fac-
tor of 1.49 ± 0.11 (stat) ± 0.18 (syst) for EPOS-LHC,
1.54 ± 0.12 (stat) ± 0.18 (syst) for Sibyll2.3c, and 1.66 ±
0.13 (stat)±0.20 (syst) for QGSJetII-04. It is worth men-
tioning that the estimated muon deficits are qualitatively
in agreement with the ones reported by the Pierre Auger
and Telescope Array Collaborations.
8Appendix A: Functions intervening in the
calculation of 〈ρµ, 1000/ER〉
As mentioned in Section II C, the simulated average
muon density at 1000 m from the shower axis is fitted us-
ing a power law in energy (see Eq. (5)), for every primary
and interaction model under consideration. The fits are
performed within the range 18.0 < log10(E/eV) < 19.8.
The parameters obtained as a result of the fits are re-
ported in Table II.
Primary Model ρµ(19) [m
−2] β
p
QGSJetII-04 1.203± 0.011 0.887± 0.007
EPOS-LHC 1.253± 0.013 0.897± 0.007
Sibyll2.3c 1.145± 0.014 0.880± 0.009
He
QGSJetII-04 1.367± 0.009 0.905± 0.005
EPOS-LHC 1.422± 0.011 0.897± 0.006
Sibyll2.3c 1.309± 0.010 0.900± 0.006
N
QGSJetII-04 1.555± 0.009 0.892± 0.004
EPOS-LHC 1.634± 0.008 0.894± 0.004
Sibyll2.3c 1.509± 0.008 0.890± 0.004
Fe
QGSJetII-04 1.800± 0.005 0.896± 0.002
EPOS-LHC 1.911± 0.006 0.890± 0.002
Sibyll2.3c 1.762± 0.007 0.894± 0.002
TABLE II. Fitted values of the parameters corresponding to
〈ρ˜µ, 1000〉(E) = ρµ(19)
(
E/1019 eV
)β
(Eq. (5)), for proton, he-
lium, nitrogen, and iron primaries, for the models QGSJetII-
04, EPOS-LHC, and Sibyll2.3c.
The UHECR flux measured by Telescope Array, shifted
to the reference energy scale as explained in Section II B,
is fitted using the following function [31],
J(E) = A

(
E
Ea
)−γ1
logE ≤ logEa(
E
Ea
)−γ2 1 + (Ea/Es)δγ
1 + (E/Es)
δγ logE > logEa
,
(A1)
where A, Ea, Es, γ1, γ2, and δγ are free fit parameters.
Fig. 6 shows the fit of the Telescope Array data. The
resulting values of the parameters are given in Table III.
Parameter Fitted Value
A [10−19eVkm2 yr sr] 3.5± 0.5
log10(Ea/eV) 18.71± 0.02
log10(Es/eV) 19.88± 0.09
γ1 3.248± 0.012
γ2 2.63± 0.06
δγ 2.4± 0.8
TABLE III. Parameters of the fit to the UHECR flux mea-
sured by Telescope Array (see Eq. (A1)).
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FIG. 6. Logarithm of the UHECR flux multiplied by the
energy to the power of three as a function of the logarithm of
the energy. The data points correspond to the measurments
done by Telescope Array [19] and the solid line corresponds
to the fit of the data (see text for details). The energy scale
of Telescope Array is shifted to the reference energy scale.
As mentioned in Section II A, the conditional distribu-
tion function of the AGASA reconstructed energy ER,
given the “true” energy E, follows a log-normal distribu-
tion [20],
G(ER|E) = 1√
2pi σ(E)ER
exp
[
− ln
2(ER/E)
2σ2(E)
]
, (A2)
where the parameter σ is related to the variance of ER
through,
σ2R(E) =
(
exp
[
σ2(E)
]− 1)×
exp
[
2 ln(E/eV) + σ2(E)
]
. (A3)
From Eq. (A3) it is possible to obtain the parameter
σ of the log-normal distribution as a function of σR,
σ(E) =
√√√√ln[1
2
+
1
2
√
1 + 4
σ2R(E)
E2
]
. (A4)
Therefore, G(ER|E) is completely determined providing
the function σR(E).
σR(E) is obtained from the signal resolution σ[S600]
as a function of log10 S600 by using the S600 to energy
conversion function, reported in Ref. [20], corrected to
match the reference energy scale as explained in Section
II B, i.e. E = 0.68 × 2.21 × 1017 S0(600)1.03 eV. The
S600 resolution as a function of log10(S600), obtained from
shower and detector simulations, for showers with zenith
angles in 33◦ ≤ θ ≤ 44◦, is taken from Ref. [21].
Figure 7 shows the relative reconstructed energy un-
certainty as a function of the logarithm of the energy.
It is a decreasing function of energy since higher energy
events are reconstructed with smaller uncertainties. The
data points corresponding to σ(E) are calculated from
the ones corresponding to σR(E) and using Eq. (A4).
9The resulting values for σ(E) are then fitted using a sec-
ond degree polynomial in log10(E/eV) given by
σ(E) = (17± 3)− (1.59± 0.37) log10(ER/eV)
+(0.039± 0.009) log210(ER/eV). (A5)
18 18.5 19 19.5 20
/eV)E(
10
log
0.2
0.25
0.3
0.35
0.4
0.45E)/
E(
R
σ
Simulations
Fit
FIG. 7. Relative reconstructed energy uncertainty as a func-
tion of the logarithm of the energy. The data points are ob-
tained from simulations [21]. The zenith angles of the showers
are in the range 33◦ ≤ θ ≤ 44◦. The solid line corresponds to
an approximating function (see the text for details).
Finally, σR(E)/E is obtained by using the expression
for σ(E) given by Eq. (A5) and Eq. (A3). The function
for σR(E)/E obtained in this way is shown in Fig. 7 (solid
line). It can be seen that it is in very good agreement
with the σR(E)/E data points.
Appendix B: AGASA data set
The AGASA measurements that are used in this work
are reported in Table IV. This data set is extracted from
Fig. 7 of Ref. [26]. The reconstructed energy of the events
listed in Table IV is expressed in the reference energy
scale (see Sec. II B).
Appendix C: Parameters of the simulations
Following Ref. [20], the altitude used for the simula-
tions is the average altitude of the detectors, 667 m. The
x and z components of the Earth’s magnetic field, in the
CORSIKA coordinate system [18], at Akeno, Yamanashi
(Hokuto, Yamanashi since 2004) are set to Bx = 30.13 µT
and Bz = 35.45 µT [32]. In order to speed up the simu-
lations the thinning algorithm implemented in the COR-
SIKA program is used [33]. A thinning level of 10−6
with a maximum weight factor given by 10−6× (E/GeV)
is considered, where E is the input energy of the incident
cosmic ray (see Ref. [18] for details).
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10
log10(E/eV) log10(ρµ, 1000/m
2) log10(E/eV) log10(ρµ, 1000/m
2)
18.835 -0.003 18.988 0.303
18.835 0.031 18.989 -0.344
18.836 −∞ 18.995 −∞
18.837 0.190 19.010 0.129
18.847 -0.081 19.019 0.320
18.849 0.128 19.021 0.112
18.849 -0.092 19.027 -0.047
18.853 0.333 19.035 0.116
18.853 0.506 19.035 -0.120
18.853 -0.127 19.037 0.228
18.856 0.009 19.038 -0.088
18.859 0.581 19.039 0.112
18.862 0.037 19.041 0.170
18.862 0.805 19.056 -0.150
18.864 -0.016 19.061 0.028
18.864 -0.147 19.069 0.533
18.865 0.100 19.075 0.333
18.868 -0.108 19.075 0.329
18.870 0.046 19.077 0.648
18.873 0.245 19.080 0.111
18.874 -0.298 19.084 0.471
18.875 0.311 19.085 −∞
18.877 0.024 19.092 0.530
18.882 0.317 19.095 0.643
18.886 0.353 19.100 0.231
18.889 0.411 19.101 0.310
18.889 0.441 19.106 0.367
18.893 -0.433 19.114 0.535
18.894 -1.446 19.116 -0.057
18.895 -0.392 19.118 0.396
18.900 0.163 19.120 0.529
18.900 -0.208 19.127 0.276
18.903 0.038 19.147 0.652
18.905 0.207 19.152 -0.127
18.906 0.560 19.165 0.586
18.907 0.041 19.172 0.111
18.908 -0.496 19.185 0.338
18.915 0.187 19.189 0.398
18.917 0.058 19.211 -0.231
18.919 0.080 19.233 0.516
18.921 -0.409 19.237 0.507
18.923 -0.255 19.246 −∞
18.927 −∞ 19.257 0.388
18.935 0.157 19.265 0.581
18.936 -0.976 19.286 0.068
18.938 0.442 19.288 0.648
18.938 0.272 19.288 0.490
18.944 0.759 19.290 0.947
18.945 0.153 19.290 0.732
18.948 0.352 19.296 0.789
18.955 -0.466 19.299 0.405
18.955 -0.218 19.301 -0.080
18.959 0.301 19.303 0.226
18.964 0.159 19.335 0.555
18.965 0.343 19.350 0.485
18.965 0.311 19.353 0.603
18.966 -0.130 19.360 0.700
18.978 0.019 19.363 0.035
18.979 0.349 19.387 0.810
18.987 0.923 19.424 0.860
TABLE IV. Logarithm of the reconstructed energy in the reference energy scale (see Sec. II B) and logarithm of the muon
density at 1000 m from the shower axis, for each of the events considered in this work. These values are extracted from Fig. 7
of Ref. [26].
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