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Abstract
In this paper we study a high dimension (Big Data) semimartingale regression model observed
in the discrete time moments. We study this model in a nonparametric setting. To this end im-
proved (shrinkage) estimation methods are developed and the non-asymptotic comparison between
shrinkage and least squares estimates are studied. The nonparametric improvement effect for the
shrinkage estimates showing the significant advantage with respect to the parametric case is estab-
lished. Then, an model selection method based on these estimates is developed. Non-asymptotic
sharp oracle inequalities for the constructed model selection procedure are obtained. Construc-
tive sufficient conditions for the observation frequency providing the robust efficiency property in
adaptive setting are found. As an example, the regression model with non-Gaussian Ornstein–
Uhlenbeck–Le´vy noises is considered. The results of Monte-Carlo simulations are given which
confirm numerically the obtained theoretical results.
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1. Introduction
1.1. Problem and motivations
In this paper we consider the linear regression model in continuous time
dyt =
q∑
j=1
βjuj(t) dt+ dξt , 0 ≤ t ≤ n , (1.1)
where (uj)1≤j≤q is a system of known linear independent 1-periodic R → R functions, the noise
process (ξt)t≥0 is an unobservable semimartingale with unknown distribution. The process (1.1) is
observed only at the discrete time moments
(ytj )0≤j≤N , tj =
j
p
and N = np , (1.2)
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where the observations frequency p is some fixed integer number. We consider the model (1.1) in
the big data setting, i.e. under condition that parameter dimension is more than number of obser-
vations, i.e. q > N . Usually, in these cases for statistical models with independent observations
one uses the following methods: Lasso algorithm (see, for example, [37]) or the Dantzig selector
method proposed in [6]. For dependent observations such models were studied, for example, in
[9] and [11]. But in all these papers the number of parameters q is known and, therefore, unfor-
tunately, these methods can’t be used to estimate, for example, the number of parameters q. It
should be noted, that the case when the number of parameters q is unknown is one of challenging
problems in the signal and image processing theory (see, for example, [1, 4] and the references
therein). In this paper, similar to [14, 15], we study this problem in nonparametric setting which
allows us to consider the models (1.1) with unknown q or with q = +∞. So, we consider the
following observations model
dyt = S(t)dt+ dξt , 0 ≤ t ≤ n , (1.3)
where S is an unknown 1-periodic R→ R function from L2[0, 1].
Note that if (ξt)t≥0 is a Brownian motion, then we obtain the ”signal plus white noise” model
(see, for example, [17, 28, 29] and etc.) which is widely used in statistical radiophysics. In the
case, when the the process (ξt)t≥0 is a semimartingale, the models (1.3) are very popular in im-
portant practice problems such that, for example, signals and images processing [2, 4, 20], finance
and insurance (see, for example, [3, 5, 19] and the references therein). For the first time the non-
parametric regression models (1.3) with general semimartingale noises were introduced in [22, 23].
Here the adaptive efficient robust estimation methods based on the model selection approach are
developed. More precisely, to take into account the dependent observations in the framework of
the models (1.3) in the papers [16, 21, 24] it was used the Ornstein–Uhlenbeck noise processes, so
called color Gaussian noises. To consider non-Gaussian observations it was introduced in the papers
[2, 25, 26, 27, 31] impulse noises defined through the semi-Markov or Le´vy processes. Moreover,
for similar models in the papers [32, 33, 34, 36, 39] improved (shrinkage) nonparametric estimation
procedures have been developed that significantly improve the non asymptotic estimation quality
compared with usual methods. It should be emphasized, that in all these papers the improved
estimation problems are studied only for the complete observations cases, i.e. when the all trajec-
tory (yt)0≤t≤n is available for the observations. Therefore, these results can’t be apply to study
the model (1.1) in big data setting.
1.2. Main contributions
Our main goal in this paper is to develop improved estimation methods for the model (1.1) on
the basis of the observations (1.2). As an example for (ξt)t≥0, we consider the noise defined by
non-Gaussian Ornstein–Uhlenbeck process with unknown distribution. In the general framework
of the observations model (1.3) we develop special model selection methods based on the improved
weighted least squares estimates. We recall, that for the first time such approach was proposed in
[10] for spherical symmetric regression models in discrete time and in [24] for Gaussian regression
models in continuous time. It should be noted that for the non spherically symmetric distributions
we can not use directly the well-known improved (shrinkage) estimators proposed in [18]. To
apply the improved estimation methods to the general regression models in continuous time one
needs to use the modifications of the James – Stein shrinkage procedure proposed in [27, 31] for
parametric models and developed in [32, 33, 34, 36, 39] for nonparametric ones. Next, in this
2
paper we study the estimation accuracy improvement effect based on discrete data (1.2). We
show that the proposed improved estimators outperform the ordinary least squares estimates in
non-asymptotic accuracy estimation uniformly over the observation frequency p ≥ 1. It turns out,
that in this case the estimation improvement effect is the same as for the complete observations
case, i.e. it is established that uniformly over the observation frequency the improvement of the
non-asymptotic accuracy is much more significant than for parametric models, since according to
the well-known James - Stein formula, the accuracy improvement increases when the parametric
dimension increases (see, [33]). Recall, that for the parametric models this dimension is always
fixed, while for the nonparametric ones it tends to infinity, that is, it becomes arbitrarily large with
an increase in the number of observations. Therefore, the gain from the application of improved
methods is essentially increasing with respect to the parametric case. In the next step, we develop
a special adaptive estimation tool through the model selection approach. More precisely, we find
constructive sufficient conditions for the observation frequency and for the noise distributions
under which through the robust risks we show sharp non-asymptotic oracle inequalities for the
proposed improved model selection procedures. Finally, using these oracle inequalities, we provide
the efficiency property for these procedures in adaptive setting.
1.3. Plan of the paper
The rest of the paper is organized as follows. In Section 2 we give all necessary conditions
which are used for the model (1.3). In Section 3 we construct the shrinkage weighted least squares
estimates and study the improvement effect. In Section 4 we develop improved model selection
method. In Section 5 we announce the main results of this paper. A numerical Monte-Carlo analysis
is given in Section 6. The main properties of the non-Gaussian Ornstein–Uhlenbeck processes are
studied in Section 7. Section 8 contains the proofs of the all main results. In the appendix (Section
A) it is postponed all auxiliary technical results.
2. Main conditions
First we assume that, the noise process (ξt)t≥0 in the model (1.3) is a square integrable semi-
martingale with the values in the Skorokhod space D[0, n] such that, for any function f from
L2[0, n], the stochastic integral
In(f) =
∫ n
0
f(s)dξs (2.1)
has the following properties
EQIn(f) = 0 and EQI
2
n(f) ≤ κQ
∫ n
0
f2(s)ds . (2.2)
Here EQ denotes the expectation with respect to the distribution Q of the noise process (ξt)0≤t≤n
on the space D[0, n], κQ > 0 is some positive constant depending on the distribution Q. As to the
noise distribution Q we assume that it is unknown and belongs to some family Qn of probability
distributions in D[0, n]. For this problem we use the quadratic risk, which for any estimate Ŝ, is
defined as
RQ(Ŝ, S) := EQ,S ‖Ŝ − S‖2 and ‖f‖2 :=
∫ 1
0
f2(t)dt , (2.3)
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where EQ,S stands for the expectation with respect to the distribution PQ,S of the process (1.3)
with a fixed distribution Q of the noise (ξt)0≤t≤n and a given function S. Moreover, in the case
when the distribution Q is unknown we use also the robust risk
R∗(Ŝ, S) = sup
Q∈Qn
RQ(Ŝ, S) . (2.4)
For the distribution family Qn we assume the following condition
H1) The family Qn is such that
κ∗ = κ∗n = sup
Q∈Qn
κQ <∞
and for any  > 0
lim
n→∞
n− κ∗ = 0 .
Now we consider the noise (ξt)t≥0 in (1.3) defined by a non-Gaussian Ornstein–Uhlenbeck process.
Such processes are used in the financial Black–Scholes type markets with jumps (see, for example,
[3], and the references therein). Let the noise process in (1.3) obeys the equation
dξt = aξtdt+ dut , ξ0 = 0 , (2.5)
where
ut = %1wt + %2 zt and zt = x ∗ (µ− µ˜)t .
Here (wt)t≥0 is a standard Brownian motion, ”∗” denotes the stochastic integral with respect to
the compensated jump measure µ(ds , dx) with deterministic compensator µ˜(ds dx) = dsΠ(dx),
i.e.
zt =
∫ t
0
∫
R∗
v (µ− µ˜)(ds dv) and R∗ = R \ {0} ,
Π(·) is the Le´vy measure on R∗, (see, for example in [7]), such that
Π(x2) = 1 and Π(x8) < ∞ . (2.6)
We use the notation Π(|x|m) = ∫R∗ |z|m Π(dz). Moreover, we assume that the nuisance parameters
a ≤ 0, %1 and %2 satisfy the conditions
− amax ≤ a ≤ 0 , 0 < % ≤ %21 and σQ = %21 + %22 ≤ ς∗ , (2.7)
where the bounds amax, % and ς
∗ are functions of n, i.e. amax = amax(n), % = %n and ς∗ = ς∗n, such
that for any  > 0
lim
n→∞
amax(n) + ς
∗
n
n
= 0 and lim inf
n→∞
n %
n
> 0 . (2.8)
In this case Qn is the family of all distributions of process (1.3) – (2.5) on the Skorokhod space
D[0, n] satisfying the conditions (2.7) – (2.8). It should be noted that in view of Corollary A.2 and
the last inequality in (2.7), the condition (2.2) for the process (2.5) holds with κQ = 2ς∗. Note
also that the process (2.5) is conditionally-Gaussian square integrable semimartingale with respect
to σ-algebra G = σ{zt , t ≥ 0} which is generated by jump process (zt)t≥0.
4
3. Improved estimation method
For estimating the unknown function S in (1.3) we will use it’s Fourier expansion on the time
grid {t1, . . . , tp} defined in (1.2). To this end we chose basic 1 - periodic functions (φj)1≤j≤p from
L2[0, 1], which are orthonormal on this grid, i.e.
(φi, φj)p =
1
p
p∑
l=1
φi(tl)φj(tl) = 1{i=j} . (3.1)
Note that we do not require the functions (φ1≤j≤p) to be orthogonal in L2[0, 1], it suffices to have
only the property (3.1). Assume that these functions are bounded, i.e. for some constant φ∗ ≥ 1,
which may be depend on n,
sup
0≤j≤n
sup
0≤t≤1
|φj(t)| ≤ φ∗ <∞ . (3.2)
We can take, for example, the Demmler - Reinsh spline basis defined in [8]. In the sequel we will
use the trigonometric functions (Trj)j≥1. We recall that Tr1 ≡ 1 and for j ≥ 2
Trj(x) =
√
2
 cos(2pi[j/2]x) for even j ;sin(2pi[j/2]x) for odd j . (3.3)
Here [a] denotes the integer part of a. It should be noted that the trigonometric basis possesses the
property (3.1) only in the case when p is odd. It is clear that if p is even we can always to reduce
the observation to p − 1. Note now that for any t ∈ {t1, . . . , tp} we can represent the unknown
function as
S(t) =
p∑
j=1
θjφj(t) and θj = (S, φj)p . (3.4)
Therefore, to estimate the function S it suffices to estimate the coefficients θj . To this end we note
that
θj = (S, φj)p =
p∑
l=1
φj(tl)S(tl)(tl − tl−1) ,
and it is nature to replace the difference S(tl)(tl − tl−1) by the observation from the model (1.3)
as ytl − ytl−1 . It should be note here also that to obtain a ”good” estimator one needs to use all
observations (ytl)1≤l≤np. Since the functions φj and S are 1 periodic, i.e. for any integers 1 ≤ l ≤ p
and 1 ≤ k ≤ n
φj(tl+kp) = φj(tl) and S(tl+kp) = S(tl) ,
therefore, we can represent the coefficients in (3.4) as
θj = (S, φj)p =
1
n
np∑
l=1
φj(tl)S(tl)(tl − tl−1) .
Using here the observations (1.2), we define the estimator as
θ̂j =
1
n
np∑
l=1
φj(tl) (ytl − ytl−1) =
1
n
∫ n
0
ψj(t) dyt (3.5)
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with
ψj(t) =
np∑
k=1
φj(tk)1(tk−1,tk](t) .
For any functions f, g from L2[0, 1] we denote by (f, g) the inner product in L2[0, 1]. The system
of the functions (ψj)1≤j≤p is orthonormal in L2[0, 1], i.e.
(ψi, ψj) =
∫ 1
0
ψi(t)ψj(t)dt = (φi, φj)p = 1{i=j},
and the corresponding Fourier coefficients in L2[0, 1] can be represented as
θ¯j = (S, ψj) = θj + hj , (3.6)
where
hj = hj(S) =
p∑
k=1
∫ tk
tk−1
φj(tk) (S(t)− S(tk)) dt.
Therefore, we can represent the Fourier coefficients estimators as
θ̂j = θ¯j +
1√
n
ξj and ξj =
1√
n
In(ψj) . (3.7)
Through this representation we introduce the following condition for the noise process (1.3) which
will be used for the improved estimation below.
H2) There exists p0 ≥ 1 and d0 ≥ 1 such that for any p ≥ p0 and d ≥ d0 there exists a σ - field
G for which the random variables (ξj)1≤j≤d are the G-conditionally Gaussian with the covariance
matrix
G = GQ =
(
EQ ξi ξj |G)
)
1≤i,j≤d (3.8)
and for some nonrandom constant l∗ = l∗(p, d) > 0
inf
Q∈Qn
(trG− λmax(G)) ≥ l∗ a.s. , (3.9)
where trG is the trace and λmax(G) is the maximal eigenvalue of the matrix G.
Now we give an example for this condition.
Proposition 3.1. The conditional covariance matrix (3.8) constructed for the model (1.3) – (2.5)
with respect to the G = σ{zt , t ≥ 0} on the basis of the trigonometric functions (3.3) for any odd
p ≥ 3 and the distribution family (2.7) – (2.8) satisfies condition H2) with l∗ = %n(d− 6)/2 and
d0 = inf {d ≥ 7 : 5 + ln d ≤ aˇd} , aˇ =
1− e−amax
4amax
. (3.10)
Given condition H2) for the first d Fourier coefficients in (3.7), we will use the improved estimation
method proposed for parametric models in [31]. We define
θ∗j = (1− g(j)) θ̂j and g(j) =
cn
|θ̂|d
1{1≤j≤d} , (3.11)
6
where θ̂ = (θ̂j)1≤j≤p ∈ Rp and the norm |x|2d =
∑d
j=1
x2j for any vector x = (xj)1≤j≤p from R
p
with p ≥ d. Here
cn =
l∗
n
(
r +
√
d¯κ∗
) , d¯ = d
n
, (3.12)
and the coefficient κ∗ is defined in condition H1). The positive parameter r may be dependent of
n, i.e. r = rn, and such that
lim
n→∞
n− rn = 0 for any  > 0 . (3.13)
To compare the estimators (3.5) and (3.11) we put
∆Q,S := EQ,S |θ∗ − θ|2d −EQ,S |θ̂ − θ|2d , (3.14)
where θ∗ = (θ∗j )1≤j≤p and θ̂ = (θ̂j)1≤j≤p are the vectors in R
p. Now we study this difference.
Theorem 3.2. Assume that the function S is Lipschitzian. Then for any n ≥ 1, d ≥ 2 and p ≥ 1
for which conditions H1) – H2) hold
∆∗ = sup
Q∈Qn
sup
‖S‖≤r
∆Q,S ≤ −c2n +
2
√
dφ∗L
p
cn , (3.15)
where
L = sup
0≤s,t≤1
|S(t)− S(s)|
|t− s| .
Proof. First note that
EQ,S |θ∗ − θ¯|2d = EQ,S |θ̂ − θ¯|2d + c2n − 2cnEQ,S
d∑
j=1
Jj ,
where θ¯ = (θ¯j)1≤j≤p,
Jj = EQ,S
(
ιj(θ̂)(θ̂j − θ¯j)|G
)
and ιj(x) =
xj
|x|d
.
In view of condition H2) the vector (θ̂j)1≤j≤d is the G-conditionally Gaussian vector in Rd with
mean vector m = (θ¯j)1≤j≤d and covariance matrix n−1G, then we obtain
Jj =
∫
Rd
ιj(x)(xj − θ¯j)p(x|G)dx
with
p(x|G) = n
d/2
(2pi)d/2
√
det(G)
exp
(
−n(x−m)
′G−1(x−m)
2
)
.
Changing the variables by x = s(u) = G1/2u+m and denoting by vij the (i, j)-th element of G
1/2,
we get
Jj =
nd/2
(2pi)d/2
d∑
l=1
vj,l
∫
Rd
ι˜j(u)ul exp
(
−n|u|
2
d
2
)
du ,
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where ι˜j(u) = ιj(s(u)). Furthermore, the integrating by parts over the variable ul implies that
nd/2
(2pi)d/2
∫
Rd
ι˜j(u)ul exp
(
−n|u|
2
d
2
)
du =
1
n
d∑
k=1
vk,l
∫
Rd
Hj,k(s(u))p0(u)du
where Hj,k(z) = ∂ιj(z)/∂zk, p0 is the Gaussian density in Rd with the parameters (0, n−1Id) and
Id is the identity matrix of order d. Taking into account that
Hj,k(z) =
|z|2d1{k=j} − zjzk
|z|3/2d
and gj,k =
∑d
l=1
∑d
k=1
vj,l vk,l is the (j, k)-th element of the matrix G, we find
Jj = EQ,S
(
gj,j
|θ̂|d
−
∑d
k=1
gj,kθ̂j θ̂k
|θ̂|3/2d
|G
)
.
In view of the inequality
∑d
k,j=1
gj,kθ̂j θ̂k ≤ λmax(G)|θ̂|2d and condition H2) we have
EQ,S |θ∗ − θ¯|2d −EQ,S |θ̂ − θ¯|2d = c2n − 2cnn−1EQ,S
trG
|θ̂|d
−
∑d
k,j=1
gj,kθ̂j θ̂k
|θ̂|3d

≤ c2n −
2cn l∗
n
EQ,S
1
|θ̂|d
.
Besides, using the Jensen inequality, we can estimate the last expectation from below as
EQ,S
1
|θ̂|d
= EQ,S
1
|θ¯ + n−1/2ξ|d
≥ 1|θ¯|d + n−1/2EQ,S |ξ|d
,
where the vector ξ = (ξj)1≤j≤p and its components are defined in (3.7). From (2.2) we get
EQ,S |ξ|2d =
d∑
j=1
EQ,S ξ
2
j ≤
κQ
n
d∑
j=1
∫ n
0
φ2jdt ≤ κ∗ d .
Since |θ¯|d ≤ ‖S‖, then for ‖S‖ ≤ r
EQ,S |θ̂|−1d ≥
(
r +
√
dκ∗/n
)−1
=
1
r +
√
d¯κ∗
and, therefore,
EQ,S |θ∗ − θ¯|2d ≤ EQ,S |θ̂ − θ¯|2d + c2n −
2cn (d− 1)l∗
n(r +
√
d¯κ∗)
= EQ,S |θ̂ − θ¯|2d − c2n . (3.16)
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The applying here the representation (3.6) implies
EQ,S |θ∗ − θ¯|2d = EQ,S |θ∗ − θ|2d − 2
d∑
j=1
EQ,S(θ
∗
j − θj)hj + |h|2d
≤ EQ,S |θ̂ − θ|2d − c2n − 2
d∑
j=1
EQ,S(θ̂j − θj)hj + |h|2d .
So, the risks difference (3.14) can be estimated from above as
∆Q,S ≤ −c2n + 2
d∑
j=1
EQ,S(θ
∗
j − θ̂j)hj . (3.17)
Taking into account that for any ε > 0
2|ab| ≤ εa2 + ε−1b2 ,
we obtain
2
d∑
j=1
EQ,S(θ
∗
j − θ̂j)hj ≤ εEQ,S |θ∗ − θ̂|2d + ε−1|h|2d = εc2n + ε−1|h|2d .
Now, from definition of the coefficients hj in (3.6) and by the Cauchy-Bunyakovsky-Schwarz in-
equality, we have the estimate
|h|2d =
d∑
j=1
(
p∑
k=1
∫ tk
tk−1
φj(tk) (S(t)− S(tk)) dt
)2
≤
d∑
j=1
p∑
k=1
∫ tk
tk−1
φ2j (tk)dt
p∑
k=1
∫ tk
tk−1
(S(t)− S(tk))2 dt ≤ dφ
2∗L2
p2
.
Using this in (3.17), we get
∆Q,S ≤ −(1− ε)c2n + ε−1
dφ2∗L2
p2
.
Minimizing this upper bound over ε > 0, we come to the inequality (3.15). Hence Theorem 3.2.
Let now
p0 =
2
√
dφ∗L
cn
=
2φ∗L(r +
√
d¯κ∗)n
√
d
l∗
, (3.18)
where L is the Lipschitz constant for S defined in (3.15).
Remark 3.1. Note that uniformly over p for p > p0 the upper bound in (3.15) is negative, i.e.
∆∗ < 0. This means that non-asymptotically, i.e. for the bounded number observations n, the
estimate (3.11) outperforms in mean square accuracy the estimate (3.5).
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Remark 3.2. For the model (1.3) – (2.5) with %
n
≡ %∗ > 0 asymptotically as n, d→∞ for
p ≥ 2p0 ≈
n√
d
(3.19)
we obtain that
∆∗ ≤ −
%2∗(d− 6)
2
2
(
r +
√
d¯κ∗
)2
n2
≈ −
(
d
n
)2
.
We recall that in the parametric case the upper bound in (3.15) asymptotically goes to zero as
n−2 (see, [27, 31]) since the parametric dimension is fixed, but in this case the dimension d→∞.
Therefore, Theorem 3.2 implies that for the nonparametric models with incomplete observations the
improvement effect is more significant than in the parametric models uniformly over observation
frequency.
4. Improved model selection
In this section we construct model selection procedures based on the improved estimators (3.11).
To this end, by the same way as in [26] we define a class of weighted least squares estimates (S∗γ)γ∈Γ
as
Ŝγ(t) =
p∑
j=1
γ(j)θ̂jψj(t) , (4.1)
where θ̂j is defined in (3.7), the weights γ = (γ(j))1≤j≤p ∈ Rp belong to some finite set Γ ⊂ [0, 1]p.
For this set we denote
ν = #(Γ) and ν∗ = max
γ∈Γ
p∑
j=1
γ(j) , (4.2)
where #(Γ) is the number of the vectors γ in Γ. In the sequel we assume that all vectors from Γ
satisfies the following condition.
H3) Assume that the set Γ is such for any vector γ ∈ Γ there exists some fixed integer d =
d(γ) ≤ p such that their first d components are equal to one, i.e. γ(j) = 1 for 1 ≤ j ≤ d for any
γ ∈ Γ. Moreover, we assume that the parameters ν and ν∗ are functions of n, i.e. ν = ν(n) and
ν∗ = ν∗(n), such that for any  > 0
lim
n→∞
ν
n
= 0 and lim
n→∞
ν∗
n1/3+
= 0 . (4.3)
Now we define shrinkage estimates for S
S∗γ(t) =
p∑
j=1
γ(j)θ∗jψj(t) , (4.4)
where the shrinkage estimators θ∗j are defined in (3.11) with the parameter d given in condition
H3). In this case the threshold cn is the function of γ also, i.e. cn = cn(γ). In the sequel we will
use the maximum of this sequence, i.e.
c∗n = n maxγ∈Γ
c2n(γ) . (4.5)
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H4) Assume that limn→∞ n−c∗n = 0 for any  > 0.
Now we compare the estimators (4.1) and (4.4).
Theorem 4.1. Assume that the function S is Lipschitzian. Then for any n ≥ 3, d ≥ 2, p ≥ 1 and
γ ∈ Γ for which the conditions H1) – H3) hold
sup
Q∈Qn
sup
‖S‖≤r
(
RQ(S∗γ , S)−RQ(Ŝγ , S)
)
≤ −c2n , (4.6)
where the coefficient cn is defined in (3.12).
Proof. First, introducing the projection
S¯ =
p∑
j=1
θ¯jψj(t) , (4.7)
we have
‖S∗γ − S‖2 = ‖S∗γ − S¯‖2 + ‖S − S¯‖2 and ‖Ŝγ − S‖2 = ‖Ŝγ − S¯‖2 + ‖S − S¯‖2 .
Therefore, by condition H3), we get
RQ(S∗γ , S)−RQ(Ŝγ , S) = EQ,S |θ∗ − θ¯|2d −EQ,S |θ̂ − θ¯|2d .
Using the inequality (3.16), we obtain the bound (4.6). Hence Theorem 4.1.
Remark 4.1. We would like to emphasize that the accuracy improvement provided by the upper
bound (4.6) for the weighted least squares estimate (4.4) is uniform over the observation frequency
p ≥ 1. Indeed, we obtained the same upper bound as for the estimation problem on the complete
observations (see, Theorem 3.1 in [36]). This is the new effect in the improvement nonparametric
estimation theory.
To construct model selection procedures we need to impose some stability conditions introduced
in [34] for the noise sequence in (3.7).
C1) There exists a proxy variance σQ > 0 such that for any  > 0
lim
n→∞
1
n
sup
Q∈Qn
p∑
j=1
∣∣∣EQ ξ2j − σQ∣∣∣ = 0 .
Further we will need the following function
L1(Q) =
p∑
j=1
∣∣∣EQ ξ2j − σQ∣∣∣ . (4.8)
To study the total noise variance in (3.7) we denote
L2(Q) = sup
x∈Bp
EQ
 p∑
j=1
xj ξ˜j
2 and ξ˜j = ξ2j −EQξ2j , (4.9)
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where Bp = {x ∈ Rp : |x|p ≤ 1} and | · |p is Euclidean norm in Rp.
C2) Assume that the sequence L
∗
2,n = supQ∈Qn L2(Q) is such that
lim
n→∞
L∗2,n
n
= 0 for any  > 0 .
As is shown in Propositions 7.1 - 7.2, the trigonometric basis (3.3) provides the both conditions
C1) and C2) for the noise process (2.5) with the properties (2.7) – (2.8).
To choose a weight vector γ in Γ we use the quadratic estimation accuracy
Err (γ) = ‖S∗γ − S‖2.
By the definition (4.4) and the projection (4.7) we can represent this accuracy as
Err(γ) =
p∑
j=1
(γ(j)θ∗j − θ¯j)2 + ‖S − S¯‖2
=
p∑
j=1
γ2(j)(θ∗j )
2 − 2
p∑
j=1
γ(j)θ∗j θ¯j + ‖S‖2 . (4.10)
It is clear, that to choose a good weighted vector one needs to minimize this function over γ in Γ.
The coefficients (θ¯j)1≤j≤p are unknown, and we need to replace in this function the terms θ∗j θ¯j by
their estimators. Similar to [26] in this case we use the estimators defined as
θ˜j = θ
∗
j θ̂j −
σ̂n
n
, (4.11)
where σ̂n is an estimate for the proxy variance σQ defined in the condition C1). As in [26] we
define it through the estimators of the Fourier coefficients on the trigonometric basis (3.3), i.e.
σ̂n =
n
p
n∑
j=[
√
n]+1
t̂2j and t̂j =
1
n
np∑
l=1
Trj(tl) (ytl − ytl−1) . (4.12)
According to the model selection approach for the dependent observations (see, for example, in
[12, 26]), when we modify the quadratic accuracy one needs to penalize this modification by adding
in (4.10) a special positive penalty term. In this case the penalization means that the additional
positive term makes the minimization problem more difficult. So, for any γ ∈ Γ we set the objective
function as
J(γ) =
p∑
j=1
γ2(j)(θ∗j )
2 − 2
p∑
j=1
γ(j) θ˜j + ρ P̂n(γ) , (4.13)
where ρ is some positive penalization level, P̂n(γ) is the penalty term defined as
P̂n(γ) =
σ̂n |γ|2p
n
. (4.14)
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In the case, when the value of σQ in C1) is known, we have σ̂n = σQ and
Pn(γ) =
σQ |γ|2p
n
. (4.15)
Finally, we define the improved model selection procedure as
γ∗ = argminγ∈Γ J(γ) and S
∗ = S∗γ∗ . (4.16)
It will be noted that γ∗ exists because Γ is a finite set. If the minimizing sequence in (4.16) γ∗ is
not unique, one can take any minimizer.
C3) Assume that for any n ≥ 1
ς∗ = ς∗n = sup
Q∈Qn
σQ <∞ and ς∗ = ς∗,n = inf
Q∈Qn
σQ > 0 (4.17)
and for any  > 0 the ratio ς∗n/n
 → 0 as n→∞.
We use this condition to construct the special set Γ of weight vectors (γ(j))j≥1 as it is proposed in
[12, 13] for which we will study the asymptotic properties of the model selection procedure (4.16).
For this we consider the following grid
An = {1, . . . , k∗} × {r1, . . . , rm} ,
where ri = iε, i = 1, m with m = [1/ε
2]. We assume that the parameters k∗ ≥ 1 and 0 < ε ≤ 1
are functions of n, i.e. k∗ = k∗(n) and ε = ε(n), such that
lim
n→∞
(
1
k∗(n)
+
k∗(n)
lnn
)
= 0 and lim
n→∞
(
ε(n) +
1
nbε(n)
)
= 0 (4.18)
for any b > 0. One can take, for example, for 0 < ε < 1
ε(n) = 1/ ln(n+ 1) and k∗(n) = k∗0 +
√
ln(n+ 1) , (4.19)
where k∗0 ≥ 0 is some fixed constant. For each α = (β, r) ∈ An we introduce the weight sequence
γα = (γα(j))j≥1 as
γα(j) = 1{1≤j≤j∗(α)} +
(
1− (j/ωα)β
)
1{j∗(α)<j≤ωα} , (4.20)
where j∗(α) = ωα/ ln(n+ 1),
ωα =
(
(β + 1)(2β + 1)
pi2ββ
r vn
)1/(2β+1)
and vn = n/ς
∗ .
Finally, we set
Γ = {γα , α ∈ An} . (4.21)
As we will see later, the model selection procedure (4.16) with this weight set will be efficient in
adaptive setting.
Remark 4.2. As it is shown in [26] the weight coefficients (4.21) satisfy condition H3) with
d = [j∗(α)]. Moreover, for the model (1.3) – (2.5) the using of the trigonometric basis (3.3) and
Proposition 3.1 provide condition H4) with the family (4.21).
Remark 4.3. As it is shown in [38] in the case when the regularity parameters of the function
S are known, the weighted least squares estimate (4.1) with the weights of the form (4.20) is
asymptotically efficient. In this paper we use these weights to provide through Theorem 4.1 the
efficient property for the improved model selection procedure (4.16) in the adaptive case, i.e. when
the regularity properties are unknown.
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5. Main results
In this Section we obtain the sharp oracle inequalities for the quadratic risk (2.3) and robust
risk (2.4) of proposed procedure. Then, on the basis of these inequalities, we will establish the
robust efficiency property in adaptive setting.
5.1. Oracle inequalities
First, we obtain the oracle inequalities for the risks (2.3).
Theorem 5.1. Assume that conditions C1) - C3) hold. Then, for any n ≥ 3, p ≥ 1 and the weight
family Γ for which conditions H1) - H4) hold also and for any 0 < ρ < 1/2
RQ(S∗, S) ≤
1 + 5ρ
1− ρ minγ∈Γ RQ(S
∗
γ , S) +
Un
(
1 + ν∗EQ,S |σ̂n − σQ|
)
ρn
, (5.1)
where the coefficient Un is such that
lim
n→∞
Un
n
= 0 for any  > 0 . (5.2)
Now we study the estimate (4.12). We need the following condition for the observation frequency.
D)Assume that the observation frequency p is a function of n, i.e. p = p(n) such that 1 ≤ p ≤ n
and limn→∞ n−5/6p =∞ for any  > 0.
Proposition 5.2. Assume that the conditions C1) – C3) hold for the trigonometric basis (3.3).
Moreover, assume also that the unknown function S has the square integrated derivative S˙ and the
conditions H1) and D) hold. Then for n ≥ 3 and
√
n < p ≤ n
EQ,S |σ̂n − σQ| ≤ Knn−1/3
(
1 + ‖S˙‖2
)
, (5.3)
where the term Kn > 0 is such that limn→∞ n−Kn = 0 for any  > 0 .
Theorem 5.1 and Proposition 5.2 imply the oracle inequalities for the robust risks (2.4).
Theorem 5.3. Assume that conditions C1) - C3), D) hold and the function S has the square
integrable derivative S˙. Then, for any n ≥ 3, p ≥ 1 and the weight family Γ for which the
conditions H1) - H4) hold also and for any 0 < ρ < 1/2
R∗n(S∗, S) ≤
1 + 5ρ
1− ρ minγ∈Γ R
∗
n(S
∗
γ , S) +
1
ρn
Un(1 + ‖S˙‖2) ,
where the term Un satisfies the property (5.2).
Remark 5.1. Conditions C1) – C3) are usually required to obtain nonasymptotic sharp oracle
inequalities for the statistical models with the dependent observations through the methods developed
in [12, 22]. Condition D) is basic to provide the property (5.3). Moreover, conditions H1) - H4)
are used to study the properties of the shrinkage estimators (4.4).
Remark 5.2. Main difference between the weight estimators (4.1) and (4.4) is that generally the
shrinkage estimators θ∗j depend on the weight vector γ. By this reason to show the inequality (5.1)
we can’t use directly the method developed in [26] for the weighted least squares estimates (4.1).
For such estimator one needs to develop a new special analytical tool.
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5.2. Asymptotic efficiency
In order to study the asymptotic efficiency we define the following functional Sobolev ball
Wk,r =
f ∈ C(k)per[0, 1] :
k∑
j=0
‖f (j)‖2 ≤ r
 ,
where r > 0 and k ≥ 1 are some unknown parameters, Ckper[0, 1] is the space of k times differentiable
1-periodic R → R functions such that for any 0 ≤ i ≤ k − 1 the periodic boundary conditions
are satisfied, i.e. f (i)(0) = f (i)(1). To analyze the efficiency properties for the model selection
procedure (4.16) one needs to compare this estimator with all possible estimation methods. To
this end we denote by Ξn the set of all estimators Ŝn based on the observations (yt)0≤t≤n i.e. any
σ{yt , 0 ≤ t ≤ n} measurable functions. To obtain the lower bound for the risks we will use the
process (1.3) with ξt = ς
∗wt, i.e. the white noise model with the intensity (4.17). We denote its
distribution by Q∗.
Theorem 5.4. Assume that Q∗ ∈ Qn. Then robust risks (2.4) are bounded from below in the
following sense
lim inf
n→∞
v2k/(2k+1)n inf
Ŝn∈Ξn
sup
S∈Wk,r
R∗n(Ŝn, S) ≥ lk(r) , (5.4)
where vn = n/ς
∗ and lk(r) = ((2k + 1)r)1/(2k+1) (k/(pi(k + 1)))
2k/(2k+1).
We show that this lower bound is sharp in the following sense. To provide the efficient property for
the model selection procedure (4.16) we choose the parameter ρ as a function of n, i.e. ρ = ρ(n)
such that
lim
n→∞
ρn = 0 and for any  > 0 lim
n→∞
nρn =∞ . (5.5)
Theorem 5.5. Assume that conditions C1) - C3), D), H1) - H4) hold. Then robust risk of the
model selection procedure (4.16) constructed on the trigonometric basis functions (3.3) with the
weight coefficients (4.21) and the penalty threshold satisfying the conditions (5.5) is bounded from
above as
lim sup
n→∞
v2k/(2k+1)n sup
S∈Wk,r
R∗n(S∗, S) ≤ lk(r) .
It is clear that these theorems imply the following efficient property.
Theorem 5.6. Assume that the conditions of Theorems 5.4 and 5.5 hold. Then the model selection
procedure (4.16) constructed on the trigonometric basis functions (3.3) with the weight coefficients
(4.21) and the penalty threshold satisfying the conditions (5.5) is asymptotically efficient, i.e.
lim
n→∞
v2k/(2k+1)n sup
S∈Wk,r
R∗n(S∗, S) = lk(r)
and
lim
n→∞
inf
Ŝn∈Σn supS∈Wk,r R
∗
n(Ŝn, S)
supS∈Wk,r R∗n(S∗, S)
= 1 .
Theorem 5.4 is shown by the same way as Theorem 1 in [23]. Theorem 5.5 follows from Theorems
5.3, 4.1 and Theorem 5.2 in [26].
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Remark 5.3. The level lk(r) determining the lower bound (5.4) is the well-known Pinsker constant,
obtained in [38] for the filtration problem in the model (1.3) with the standard white noise (ξt)t≥0
that modeled by the standard Brownian motion. For the models with general semimartingale noise
the lower bound is the same as for the white noise model, but generally the convergence rate is not
the same. In this case the convergence rate is given by
(
n/ς∗n
)−2k/(2k+1)
while in classical white
noise model the convergence rate is (n)−2k/(2k+1). So, if the upper variance threshold ς∗n tends to
zero, the convergence rate is better than the classical one; if it tends to infinity, it is worse and, if
it is a constant, the rate is the same.
5.3. Statistical analysis for the big data model (1.1)
Now we apply our results for the high dimensional model (1.1). We assume that the functions
(uj)1≤j≤q are orthonormal in L2[0, 1], i.e.
S(t) =
q∑
j=1
βjuj(t) . (5.6)
We use the estimator (4.4) to estimate the parameters β = (βj)1≤j≤q as
β∗γ = (β
∗
γ,j)1≤j≤q and β
∗
γ,j = (uj , S
∗
γ) .
Moreover, we use the selection model procedure (4.16) as
β∗ = (β∗j )1≤j≤q and β
∗
j = (uj , S
∗) . (5.7)
It is clear that
|β∗γ − β|2q =
q∑
j=1
(β∗γ,j − βj)2 = ‖S∗γ − S‖2 and |β∗ − β|2q = ‖S∗ − S‖2 .
Therefore, Theorem 5.3 implies
Theorem 5.7. Assume that conditions C1) - C3), D) hold and the function (5.6) has the square
integrable derivative S˙. Then, for any n ≥ 3, p ≥ 1 and the weight family Γ for which conditions
H1) - H4) hold also and for any 0 < ρ < 1/2
sup
Q∈Qn
EQ,β|β∗ − β|2q ≤
1 + 5ρ
1− ρ minγ∈Γ supQ∈Qn
EQ,β|β∗ − β|2q
+
1
ρn
Un(1 + ‖S˙‖2) , (5.8)
where the term Un satisfies the property (5.2).
Theorems 5.4 and 5.5 imply the efficiency property for the estimate (5.7) based on the model
selection procedure (4.16) constructed on the trigonometric basis functions (3.3) with the weight
coefficients (4.21) and the penalty threshold satisfying the conditions (5.5).
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Theorem 5.8. Assume that the conditions of Theorems 5.4 and 5.5 hold. Then the estimate (5.7)
is asymptotically efficient, i.e.
lim
n→∞
v2k/(2k+1)n sup
S∈Wk,r
sup
Q∈Qn
EQ,β|β∗ − β|2q = lk(r)
and
lim
n→∞
inf
β̂n∈Ξn supS∈Wk,r supQ∈Qn EQ,β|β̂n − β|
2
q
supS∈Wk,r supQ∈Qn EQ,β|β∗ − β|2q
= 1 ,
where Ξn is the set of all possible estimators for the vector β.
Remark 5.4. In the estimator (4.16) doesn’t use the dimension q in (5.6). Moreover, it can be
equal to +∞. In this case it is impossible to use neither LASSO method nor Danzig selector.
Remark 5.5. If in addition the functions (uj)1≤j≤q are orthonormal on the grid {t1, . . . tp}, i.e.
possess the property (3.1), as, for example, in the trigonometric basis case (3.3), we can use these
functions in (3.5).
6. Monte-Carlo simulations
In this section we give the results of numerical simulations to assess the performance and
improvement of the proposed model selection procedure (4.16). We simulate the model (1.3) with
1-periodic functions S of the forms
S1(t) = t sin(2pit) + t
2(1− t) cos(4pit) (6.1)
and
S2(t) =
+∞∑
j=1
1
1 + j3
sin(2pijt) (6.2)
on [0, 1] and the Ornstein – Uhlenbeck – Le´vy noise process ξt is defined as
dξt = −ξtdt+ 0.5 dwt + 0.5 dzt , zt =
Nt∑
j=1
Yj ,
where Nt is a homogeneous Poisson process of intensity λ = 1 and (Yj)j≥1 is i.i.d. N (0, 1) sequence
(see, for example, [26]).
We use the model selection procedure (4.16) with the weights (4.20) in which k∗ = 100 +√
ln(n+ 1), ri = i/ ln(n + 1), m = [ln
2(n + 1)], ς∗ = 0.5 and ρ = (3 + lnn)−2. We define the
empirical risk as
R(S∗, S) = 1
p
p∑
j=1
Ê∆2n(tj) and Ê∆
2
n(t) =
1
N
N∑
l=1
∆2n,l(t) ,
where ∆n(t) = S
∗
n(t)−S(t) and ∆n,l(t) = S∗n,l(t)−S(t) is the deviation for the l-th replication. In
this example we take p = 10001 and N = 1000.
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Table 1: The sample quadratic risks for different optimal γ
n 100 200 500 1000
R(S∗γ∗ , S1) 0.0819 0.0319 0.0098 0.0051
R(Ŝγ̂ , S1) 0.0787 0.0479 0.0287 0.0178
R(Ŝγ̂ , S1)/R(S∗γ∗ , S1) 0.9 1.5 2.9 3.5
R(S∗γ∗ , S2) 1.2604 0.6979 0.2571 0.0269
R(Ŝγ̂ , S2) 3.8215 2.2983 0.9728 0.1398
R(Ŝγ̂ , S2)/R(S∗γ∗ , S2) 3.1 3.3 3.8 5.2
Table 2: The sample quadratic risks for the same optimal γ̂
n 100 200 500 1000
R(S∗γ̂ , S1) 0.0671 0.0397 0.0195 0.0097
R(Ŝγ̂ , S1) 0.0787 0.0479 0.0287 0.0178
R(Ŝγ̂ , S1)/R(S∗γ̂ , S1) 1.2 1.2 1.5 1.8
R(S∗γ̂ , S2) 2.7992 1.6650 0.4322 0.0531
R(Ŝγ̂ , S2) 3.8215 2.2983 0.9728 0.1398
R(Ŝγ̂ , S2)/R(S∗γ̂ , S2) 1.4 2.2 2.3 2.6
a)
b)
Figure 1: Behavior of the regression functions and their estimates for n = 100 ( a) – for the function S1 and b) – for
the function S2).
Table 1 gives the values for the sample risks of the improved estimate (4.16) and the model
selection procedure based on the weighted LSE (3.15) from [25] for different numbers of observation
period n. Table 2 gives the values for the sample risks of the the model selection procedure based
on the weighted LSE (3.15) from [25] and it’s improved version for different numbers of observation
period n.
Remark 6.1. Figures show the behavior of the procedures (4.1) and (4.16) depending on the values
of observation periods n. The bold lines are the functions (6.1) and (6.2), the continuous lines are
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a)
b)
Figure 2: Behavior of the regressions function and their estimates for n = 500 ( a) – for the function S1 and b) – for
the function S2).
a)
b)
Figure 3: Behavior of the regression functions and their estimates for n = 1000 ( a) – for the function S1 and b) –
for the function S2).
the model selection procedures based on the least squares estimates Ŝ and the dashed lines are the
improved model selection procedures S∗. From the Table 2 for the same γ with various observations
numbers n we can conclude that theoretical result on the improvement effect (4.6) is confirmed by
the numerical simulations. Moreover, for the proposed shrinkage procedure, from the Table 1 and
Figures 1–3, we can conclude that the benefit is considerable for non large n.
7. Properties of the model (1.1) -(2.5)
In this section we study the noise process (2.5) with the conditions (2.6)-(2.8). More precisely,
we check conditions C1) and C2) for the trigonometric basis (3.3). First we study condition C1).
Proposition 7.1. There exists a constant l > 0 such that for any n ≥ 1
sup
Q∈Qn
L1(Q) ≤ l ς∗ , (7.1)
where the parameter ς∗ is defined in (2.7).
Proof. First we note that Proposition A.1 implies
EQ,Sξ
2
j = σQ
(
1 + τj
)
, (7.2)
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where τj = n
−1 ∫ n
0
ψj(t)εˇj(t) dt and εˇj(t) = a
∫ t
0
ea(t−s) ψj(s) (1 + e2as)ds. It is easy to check that
|τ1| ≤ 2. For j ≥ 2 we represent τj and εˇj(t) as
τj = τ1,j + τ2,j and εˇj(t) = ε1,j(t) + ε2,j(t) ,
where ε1,j(t) = a
∫ t
0
ea(t−s) ψj(s) ds, ε2,j(t) = a
∫ t
0
ea(t+s) ψj(s) ds
τ1,j =
1
n
∫ n
0
ψj(t)ε1,j(t) dt and τ2,j =
1
n
∫ n
0
ψj(t)ε2,j(t) dt . (7.3)
In view of ψj(t) =
∑np
k=1 Trj(tk)1(tk−1,tk](t) the values τ1,j can be represented as
τ1,j =
a
n
np∑
k=1
k∑
l=1
Trj(tk) Trj(tl)κk,l ,
where
κk,l =
∫ tl
tl−1
(∫ tk
tk−1
(ea(t−s) 1{s≤t})dt
)
ds .
Integration yields κk,k = κ∗0(p) = (e
a/p − 1 − a/p)a−2 and for 1 ≤ l < k the coefficients κk,l =
κ∗1(p) e
atk−l with κ∗1(p) = a
−2 (e−a/p − 1) (1− ea/p). Therefore,
τ1,j = aκ
∗
0(p)p+ aκ
∗
1(p) p
2Aj,p , (7.4)
where
Aj,p =
1
np2
np−1∑
l=1
υj,l , υj,l =
np∑
k=l+1
Trj(tk) Trj(tl) e
atk−l .
It should be noted that
0 ≤ κ∗0(p) ≤
1
2p2
and 0 ≤ κ∗1(p) ≤
eamax
p2
. (7.5)
From the definition of the functions (Trj)2≤j≤p it follows that
υj,l =
np−l∑
k=1
cos(αjtk) e
atk + (−1)j
np−l∑
k=1
cos(αj tk+2l) e
atk := υ˜j,l + (−1)j υ̂j,l ,
where αj = 2pi[j/2]. So, setting
A˜j,p =
1
np2
np−1∑
l=1
υ˜j,l and Âj,p =
1
np2
np−1∑
l=1
υ̂j,l ,
we can represent Aj,p in the form Aj,p = A˜j,p + (−1)jÂj,p, in which
A˜j,p =
1
p
Re q˜j
1− q˜j
− B˜j,p and Âj,p =
1− ean
np2
B̂j . (7.6)
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Here
B˜j,p =
1− ean
np2
Re q˜j
(1− q˜j)2
and B̂j = Re
q˜jq̂j
(1− q˜j)(1− q̂j)
,
where q˜j = e
a/p+iαj/p and q̂j = e
−a/p+iαj/p. First, note that
Re 1
1− q˜j
=
1− ea/p cos(αj/p)
1− 2ea/p cos(αj/p) + e2a/p
=
1− ea/p + 2ea/p sin2(αj/(2p))
(1− ea/p)2 + 4ea/p sin2(αja/(2p))
.
Taking into account that
sin(x) ≥ 2x/pi, 0 ≤ x ≤ pi/2 ,
and
αj ≥ 2pij/3 , 2 ≤ j ≤ p ,
we obtain for 2 ≤ j ≤ p
2 sin(αj/(2p)) ≥ j/p . (7.7)
Therefore,
1
p
∣∣∣∣∣Re 11− q˜j
∣∣∣∣∣ ≤ |a|/p4pea/p sin2(αj/(2p)) + 12p ≤ amaxe
amax
j2
+
1
2p
. (7.8)
Now we estimate B˜j,p. We have
B˜j,p =
(1− ean)ea/p (cos(αj/p)− 2ea/p + e2a/p cos(αj/p))
np2
(
1− 2ea/p cos(αj/p) + e2a/p
)2
=
(1− ean)ea/p
((
1− ea/p)2 − 2 (1 + e2a/p) sin2(αj/(2p)))
np2
((
1− ea/p)2 + 4ea/p sin2(αj/(2p)))2 .
Applying the inequality (7.7) yields
|B˜j,p| ≤
|a|2
16p4ea/p sin4(αj/(2p))
+
1
4p2ea/p sin2(αj/(2p))
≤ eamax (a2max j−4 + j−2) . (7.9)
By making use of the estimates (7.8) and (7.9) in (7.6) we obtain
sup
n≥1
|A˜j,p| ≤
1
2p
+
(amax + 1)e
amax
j2
+
a2maxe
amax
j4
. (7.10)
To estimate Âj,p we represent B̂j as
B̂j =
cos(αj/p)
2(cos(αj/p)− ch(a/p))
,
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where ch(x) = (ex + e−x)/2. From here and (7.7), it follows that
|Âj,p| ≤≤
1
2np2
(
1
1− cos($j∆)
)
=
1
4np2 sin2($j∆/2)
≤ 1
nj2
. (7.11)
Combining (7.10) and (7.11) yields
p−1 sup
n≥1
|Aj,p| ≤ A∗
(
p−1 + j−2
)
, A∗ = 1 + (1 + amax + a
2
max)e
amax .
This and (7.4), in view of (7.5), implies that
j−2 sup
n≥1
|τ1,j | ≤ τ∗1
(
p−1 + j−2
)
, τ∗1 = amax (1 + e
amaxA∗) . (7.12)
It remains to estimate τ2,j in (7.3). First we note that
τ2,j =
a
2n
ι2j,p and ιj,p =
∫ n
0
ψj(t) e
atdt .
It is easy to check that for 2 ≤ j ≤ p
ιj,p =
√
2(e−a/p − 1)
|a| (1− e
an)
(
Υj
(
1
1− q˜j
)
− 1
)
, (7.13)
where Υj(z) = Re(z) for even j and Υj(z) = Im(z) for odd j. For even j, in view of (7.8), one
gets the inequality
|ιj,p| ≤ ι∗
(
p−1 + j−2
)
, ι∗ =
√
2 amax e
2amax + 3 eamax . (7.14)
For odd 3 ≤ j ≤ p one has the estimate ∣∣∣∣∣Im 11− q˜j
∣∣∣∣∣ ≤ pj ,
which implies that
|ιj,p| ≤
√
2 eamax
(
p−1 + j−1
) ≤ ι∗ (p−1 + j−1) . (7.15)
Therefore,
sup
n≥1
|τ2,j | ≤ amax ι2∗
(
p−2 + j−2
)
, 2 ≤ j ≤ p .
From here and the definition of τj in (7.2), we obtain
sup
n≥1
p∑
j=1
|τj | ≤ τ∗
1 +∑
j≥1
j−2
 ≤ 3τ∗ .
So, in view of (7.2), for any any n ≥ 1 and Q ∈ Qn the term L1(Q) ≤ 3σQτ∗ and τ∗ =
amax
(
1 + eamax + 2 (
√
2amaxe
amax + 3)2 e2amax
)
. Taking into account that σQ ≤ ς∗, we get the
upper bound (7.1). Hence Proposition 7.1.
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Proposition 7.2. There exists a constant l > 0 such that for any n ≥ 1
sup
Q∈Qn
L2(Q) ≤ l(1 + (ς∗)2) , (7.16)
where the parameter ς∗ is defined (2.7).
Proof. To estimate the total weighted noise deviation (4.9) note that for x ∈ Bp
EQ
 p∑
j=1
xj ξ˜j
2 = 1
n2
EQI
2
n(x) , (7.17)
where
In(x) =
p∑
j=1
xj I˜n(ψj) and I˜n(ψj) = I
2
n(ψj)−EQ I2n(ψj) .
Using Proposition A.8, the definition of σQ in (2.7), and that φ
2
∗ = 2, we obtain that there exists
a constant l > 0 such that for any 3 ≤ p ≤ n
L2(Q) ≤ l
(
1 + σ2Q +$
∗
n
)
(7.18)
where $∗n = supi≥3,j≥3,|i−j|≥2$n(ψi, ψj) and
$n(f, g) = max
0≤v+t≤n
(∣∣∣∣∫ t
0
f(u+ v)g(u)du
∣∣∣∣+ ∣∣∣∣∫ t
0
g(u+ v)f(u)du
∣∣∣∣) .
Denoting
υj,l = max
0≤v+t≤n
∣∣∣∣∫ t
0
ψj(u+ v)ψl(u)du
∣∣∣∣ ,
we obtain that $∗n ≤ 2 supl≥3,j≥3,|l−j|≥2 υj,l. To estimate the term υj,l note that for any 3 ≤ j, l ≤ p
υj,l = max
0≤v≤1
max
0≤t≤n−v
∣∣∣∣∣[t]Vj,l(v) +
∫ t
[t]
ψj(u+ v)ψl(u) du
∣∣∣∣∣
with Vj,l(v) =
∫ 1
0
ψj(u+ v)ψl(u) du. Therefore,
υj,l ≤ 2 + n max
0≤v≤1
∣∣Vj,l(v)∣∣ . (7.19)
Taking into account the definition of the functions ψj in (3.5) for the trigonometric basis (3.3), we
find that for ts−1 ≤ v ≤ ts the function Vj,l(v) can be represented as
Vj,l(v) = (ts − v)
p∑
k=1
Trl(tk)Trj(tk + ts−1) + (v − ts−1)
p∑
k=1
Trl(tk)Trj(tk + ts) .
We recall that for any u, v ≥ 0 the functions (3.3) satisfy the following equation
Trj(u+ v) = k
∗
j,1(v)Trj−1(u) + k
∗
j,2(v)Trj(u) + k
∗
j,3(v)Trj+1(u) ,
where k∗j,1(·), k∗j,2(·) and k∗j,3(·) are some trigonometric functions. Using the property (3.3) we
obtain that for any v > 0 for |l − j| ≥ 2 the function Vj,l(v) = 0, i.e. $∗n ≤ 4. Using this in
(7.18) and taking into account that σQ ≤ ς∗, we obtain the inequality (7.16). Hence Proposition
7.2.
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8. Proofs
8.1. Proof of Proposition 3.1
Proof. First, we represent the process (2.5) as
ξt = %1ξ
(1)
t + %2ξ
(2)
t ,
where (ξ
(1)
t )t≥0 and (ξ
(2)
t )t≥0 are independent Ornstein–Uhlenbeck processes
dξ
(1)
t = aξ
(1)
t dt+ dwt and dξ
(2)
t = aξ
(2)
t dt+ dzt
with ξ
(1)
0 = ξ
(2)
0 = 0. Moreover, for any square integrable function f we denote
I
(1)
t (f) =
∫ t
0
f(s)dξ(1)s and I
(2)
t (f) =
∫ t
0
f(s)dξ(2)s . (8.1)
Then the covariance matrix (3.8) can be rewritten in the form
G = %21G1 + %
2
2G2,
and the (i, j)-th elements of the matrixG1 andG2 are defined asEQI
(1)
n (ψi)I
(1)
n (ψj) andEQI
(2)
n (ψi)I
(2)
n (ψj)
with ψj(t) =
∑np
k=1 Trj(tk)1(tk−1,tk](t). Applying the celebrated inequality of Lidskii and Wieland
(see, for example, in [30], G.3.a., p.334) yields
trG− λmax(G) ≥ %21(trG1 − λmax(G1)) a.s. (8.2)
Now, using Proposition A.1 with %1 = 1 and %2 = 0, we obtain that
trG1 =
1
n
d∑
j=1
EQ(I
(1)
n (ψj))
2 = d+
d∑
j=1
bj , (8.3)
where
bj =
a
n
∫ n
0
ψj(t)
∫ t
0
ea(t−s) ψj(s)(1 + e
2as)dsdt .
Setting Φ(t, v) =
∑d
j=1 ψj(t)ψj(t− v), we get
trG1 = d+
a
n
∫ n
0
eav
(∫ n
v
Φ(t, v)
(
1 + e2a(t−v)
)
dt
)
dv
> d− 2|a|
∫ n
0
eav Φ∗d(v)dv and Φ
∗
d(v) = maxt≥v
|Φ(t, v)| .
Note, that the function Φ∗d(·) is 1 - periodic, therefore, in view of the bound (A.29)
trG1 > d− 2|a|
n∑
k=1
ea(k−1)
∫ 1
0
Φ∗d(v)dv > d−
5 + ln d
2aˇ
,
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where aˇ is defined in (3.10). Therefore, trG1 > d/2 for d ≥ d0. Now, note that
λmax(G1) = sup
|z|d=1
n−1EQ (I
(1)
n (s))
2 ,
where s(t) =
∑d
j=1
zj ψj(t). Using Proposition A.1, we find that for |z|d = 1
EQ (I
(1)
n (s))
2 = 2a
∫ n
0
s(t) εˇt(s)dt+
∫ n
0
s2(t) dt = 2a
∫ n
0
s(t) εˇt(s)dt+ n .
For a ≤ 0 through the Cauchy - Bunyakovsky - Schwarz inequality we obtain
2
∣∣∣∣a ∫ n
0
s(t) εˇt(s)dt
∣∣∣∣ ≤ 2|a| ∫ n
0
eauεˇt(s)
(∫ n
u
|s(t)||s(t− u)|dt
)
du|
≤ 2
∫ n
0
s2(t) dt = 2n
∫ 1
0
s2(t) dt = 2n ,
i.e. λmax(G1) ≤ 3. Hence Proposition 3.1.
8.2. Proof of Theorem 5.1
Substituting (4.13) in (4.10) yields for any γ ∈ Γ
Err (γ) = J(γ) + 2
p∑
j=1
γ(j)
(
θ∗j θ̂j −
σ̂n
n
− θ∗j θ¯j
)
+ ‖S‖2 − ρP̂n(γ) . (8.4)
Now we put L(γ) =
∑p
j=1
γ(j),
M(γ) =
1√
n
p∑
j=1
γ(j)θ¯jξj , M1(γ) =
1√
n
p∑
j=1
γ(j)g(j)θ̂jξj , (8.5)
B1(γ) =
p∑
j=1
γ(j)(EQξ
2
j − σQ) and B2(γ) =
p∑
j=1
γ(j)(ξ2j −EQξ2j ) . (8.6)
Taking into account the definition (4.14), we can rewrite (8.4) as
Err (γ) = Jn(γ) + 2
σQ − σ̂n
n
L(γ) + 2M(γ) +
2
n
B1(γ)
+ 2
√
Pn(γ)
B2(γ)√
σQn
− 2M1(γ) + ‖S‖2 − ρP̂n(γ) (8.7)
with γ = γ/|γ|n. Let γ0 = (γ0(j))1≤j≤p be a fixed sequence in Γ and γ∗ be as in (4.16). Substituting
γ0 and γ
∗ in (8.7), we consider the difference
Err (γ∗)− Err (γ0) ≤ 2
σQ − σ̂n
n
L(x) + 2M(x) +
2
n
B1(x)
+ 2
√
Pn(γ
∗)
B2(γ
∗)√
σQn
− 2
√
Pn(γ0)
B2(γ0)√
σQn
− 2M1(γ∗) + 2M1(γ0)− ρP̂n(γ∗) + ρP̂n(γ0) ,
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where x = γ∗ − γ0. One has that |L(x)| ≤ 2ν∗ and |B1(x)| ≤ L1(Q). Applying the elementary
inequality
2|ab| ≤ εa2 + ε−1b2 (8.8)
with any ε > 0, we get
2
√
Pn(γ)
B2(γ)√
σQn
≤ εPn(γ) +
B22(γ)
εσQn
≤ εPn(γ) +
B∗2
εσn
,
where B∗2 = maxγ∈Γ
(
B22(γ) +B
2
2(γ
2)
)
with γ2 = (γ2j )1≤j≤n. From the definition of the function
L2(Q) in condition C2) we obtain
EQB
∗
2 ≤
∑
γ∈Γ
(
EQB
2
2(γ) +EQB
2
2(γ
2)
) ≤ 2νL2(Q) . (8.9)
Moreover, by the same method we estimate the term M1. Note that
n∑
j=1
g2γ(j) θ̂
2
j = c
2
n ≤
c∗n
n
, (8.10)
where c∗n = nmaxγ∈Γ c
2
n. Therefore, through the Cauchy-Bunyakovsky-Schwarz inequality we can
estimate the term M1(γ) as
|M1(γ)| ≤
|γ|n√
n
cn
 n∑
j=1
γ2(j) ξ2j
1/2 = |γ|n√
n
cn
(
σQ +B2(γ
2)
)1/2
.
So, applying the elementary inequality (8.8) with some arbitrary ε > 0, we have
2|M1(γ)| ≤ εPn(γ) +
c∗n
εσQn
(σQ +B
∗
2) .
Using the bounds above, one finds
Err (γ∗) ≤ Err (γ0) + 4ν∗|σ̂n − σQ|
n
+ 2M(x) +
2
n
L1(Q)
+
2
ε
c∗
nσQ
(σQ +B
∗
2) +
2
ε
B∗2
nσQ
+ 2εPn(γ
∗) + 2εPn(γ0)− ρP̂n(γ∗) + ρP̂n(γ0) .
The setting ε = ρ/4 and the estimating where this is possible ρ by 1 in this inequality imply
Err (γ∗) ≤ Err (γ0) + 5ν∗|σ̂n − σQ|
n
+ 2M(x) +
2
n
L1(Q)
+
16(c∗n + 1)(σQ +B
∗
2)
ρnσQ
− ρ
2
P̂n(γ
∗) +
ρ
2
Pn(γ0) + ρP̂n(γ0) .
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Moreover, taking into account here that
|P̂n(γ0)− Pn(γ0)| ≤
ν∗|σ̂n − σQ|
n
and ρ < 1/2, we obtain that
Err (γ∗) ≤ Err (γ0) + 6ν∗|σ̂n − σQ|
n
+ 2M(x) +
2
n
L1(Q)
+
16(c∗n + 1)(σQ +B
∗
2)
ρnσQ
− ρ
2
Pn(γ
∗) +
3ρ
2
Pn(γ0) . (8.11)
Now we examine the third term in the right-hand side of this inequality. We have
2|M(x)| ≤ ε‖Sx‖2 +
Z∗
nε
, (8.12)
where Sx =
∑p
j=1
xj θ¯jφj and
Z∗ = sup
x∈Γ1
nM2(x)
‖Sx‖2 .
We remind that the set Γ1 = Γ−γ0. Using the property (2.2), we get for any fixed x = (xj)1≤j≤n ∈
Rn
EQM
2(x) =
EQ I
2
n (Sx)
n2
≤ κQ‖Sx‖
2
n
=
κQ
n
p∑
j=1
x2j θ¯
2
j,p (8.13)
and, therefore,
EQZ
∗ ≤
∑
x∈Γ1
nM2(x)
‖Sx‖2 ≤ κQν . (8.14)
Besides, the norm ‖S∗γ∗ − S∗γ0‖ can be estimated from below as
‖S∗γ − S∗γ0‖
2 =
p∑
j=1
(x(j) + β(j))2θ̂2j ≥ ‖Ŝx‖2 + 2
p∑
j=1
x(j)β(j)θ̂2j ,
where β(j) = γ0(j)gj(γ0)− γ(j)gj(γ). Then, in view of (3.7)
‖Sx‖2 − ‖S∗γ − S∗γ0‖
2 ≤ ‖Sx‖2 − ‖Ŝx‖2 − 2
p∑
j=1
x(j)β(j)θ̂2j
≤ −2M(x2)− 2
p∑
j=1
x(j)β(j)θ̂j θ¯j −
2√
n
Υ(x) ,
where Υ(γ) =
∑p
j=1
γ(j)β(j)θ̂jξj . The first term in this inequality we can estimate as
2M(x2) ≤ ε‖Sx‖2 +
Z∗1
nε
and Z∗1 = sup
x∈Γ1
nM2(x2)
‖Sx‖2 .
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Similarly to (8.14), we can estimate the last term as
EQZ
∗
1 ≤ σQν .
From this it follows that for any 0 < ε < 1
‖Sx‖2 ≤
1
1− ε
‖S∗γ − S∗γ0‖2 + Z∗1nε − 2
p∑
j=1
x(j)β(j)θ̂j θ¯j −
2Υ(x)√
n
 . (8.15)
The property (8.10) yields
p∑
j=1
β2(j)θ̂2j ≤ 2
p∑
j=1
g2γ(j) θ̂
2
j + 2
p∑
j=1
g2γ0
(j) θ̂2j ≤
4c∗
εn
. (8.16)
Taking into account that |x(j)| ≤ 1 and using the inequality (8.8), we get for any ε > 0
2
∣∣∣∣∣∣
p∑
j=1
x(j)β(j)θ̂j θ¯j
∣∣∣∣∣∣ ≤ ε‖Sx‖2 + 4c
∗
εn
.
To estimate the last term in the right hand of (8.15) we use first the Cauchy-Bunyakovsky-Schwarz
inequality and then the bound (8.16), i.e.
2√
n
|Υ(γ)| ≤ 2ν∗√
n
 p∑
j=1
β2(j)θ̂2j
1/2 p∑
j=1
γ¯2(j) ξ2j
1/2
≤ εPn(γ) +
c∗
nεσQ
p∑
j=1
γ¯2(j) ξ2j ≤ εPn(γ) +
c∗(σQ +B∗2)
nεσQ
.
Therefore,
2√
n
|Υ(x)| ≤ 2√
n
|Υ(γ∗)|+ 2√
n
|Υ(γ0)| ≤ εPn(γ∗) + εPn(γ0) +
2c∗(σQ +B∗2)
nεσQ
.
So, using all these bounds in (8.15), we obtain
‖Sx‖2 ≤
1
(1− ε)
(
Z∗1
nε
+ ‖S∗γ∗ − S∗γ0‖
2 +
6c∗n(σ +B
∗
2)
nσε
+ εPn(γ
∗) + εPn(γ0)
)
.
Using in the inequality (8.12) this bound and the estimate
‖S∗γ∗ − S∗γ0‖
2 ≤ 2(Err (γ∗) + Err (γ0)) ,
we have
2|M(x)| ≤ Z
∗ + Z∗1
n(1− ε)ε +
2ε(Err (γ∗) + Err (γ0))
(1− ε)
+
6c∗n(σQ +B
∗
2)
nσQ(1− ε) +
ε2
1− ε (Pn(γ
∗) + Pn(γ0)) .
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Choosing here ε ≤ ρ/2 < 1/2, we find
2|M(x)| ≤ 2(Z
∗ + Z∗1 )
nε
+
2ε(Err (γ∗) + Err (γ0))
(1− ε)
+
12c∗n(σQ +B
∗
2)
nσQ
+ ε (Pn(γ
∗) + Pn(γ0)) .
From here and (8.11), it follows that
Err (γ∗) ≤ 1 + ε
1− 3εErr (γ0) +
6ν∗|σ̂n − σQ|
n(1− 3ε) +
2
n(1− 3ε)L1(Q)
+
28(1 + c∗n)(B
∗
2 + σQ)
ρ(1− 3ε)nσQ +
2(Z∗ + Z∗1 )
n(1− 3ε) +
2ρPn(γ0)
1− 3ε .
Putting here ε = ρ/3 and estimating (1− ρ)−1 by 2 where this is possible, we get
Err (γ∗) ≤ 1 + ρ/3
1− ρ Err (γ0) +
12ν∗|σ̂n − σQ|
n
+
4
n
L1(Q)
+
56(1 + c∗n)(B
∗
2 + σQ)
ρnσQ
+
4(Z∗ + Z∗1 )
n
+
2ρPn(γ0)
1− ρ .
Taking the expectation and using the upper bound for Pn(γ0) in Lemma A.10 with ε = ρ yields
RQ(S∗, S) ≤
1 + 5ρ
1− ρ RQ(S
∗
γ0
, S) +
Un
nρ
+
12ν∗EQ|σ̂n − σQ|
n
,
where Un = 4L
∗
1,n + 56(1 + c
∗
n)(2L
∗
2,nν + 1) + 2c
∗
n and the terms L
∗
1,n = supQ∈Qn L1(Q) and
L∗2,n = supQ∈Qn L2(Q). The inequality holds for each γ0 ∈ Γ, this implies Theorem 5.1.
8.3. Proof of Proposition 5.2
Proof. Using the regression scheme (3.7) in (4.12), we obtain that
σ̂n =
n
p
n∑
j=[
√
n]+1
t̂2j =
n
p
p∑
j=[
√
n]+1
t¯2j +
2n
p
M(γ′) +
1
p
p∑
j=[
√
n]+1
ξ2j (8.17)
where the term M(γ) is defined in (8.5), γ′ = (γ′(j))1≤j≤p and γ′(j) = 1{j≥[√n]+1}. Note here,
that the noise coefficients ξj are defined for the trigonometric basis. The first term we estimate
trough Lemma A.3 from [26], i.e. we have
n
p
p∑
j=[
√
n]+1
t¯2j ≤
8n
p
(∫ 1
0
|S˙(t)|dt
)2 ∑
j>[
√
n]
j−2 ≤ 8n‖S˙‖
2
[
√
n]p
.
Moreover, note now that
M(γ′) =
1
n
In(Sγ′) and Sγ′ =
p∑
j=1
γ′(j)t¯jTrj .
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Therefore, the property (2.2) and condition H1) provide that for some constant l > 0
EQ,SM
2(γ′) ≤ κ
∗
n2
∫ n
0
S2γ′(t)dt =
κ∗
n
‖Sγ′‖2 =
κ∗
n
p∑
j=[
√
n]+1
t¯2j ≤ l
‖S˙‖2
n
√
n
.
As to the last term in the representation (8.17), we note that
1
p
p∑
j=[
√
n]+1
ξ2j =
p−√n
p
σQ +
1
p
B1(γ
′) +
1√
p
B2(γ
′′) ,
where γ′′ = γ′/√p and the functions B1(·), B2(·) are defined in (8.6). The using conditions H1),
C1) – C3) and D) implies the upper bound (5.3). Hence Proposition 5.2.
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A. Appendix
A.1. Stochastic calculus for the non-Gaussian Ornstein–Uhlenbeck–Le´vy processes
In this section we study the process (2.5).
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Proposition A.1. Let f and g be two nonrandom left continuous R+ → R functions with the
finite right limits. Then for any t > 0
EQ It(f)It(g) = σQ τt(f, g) , (A.1)
where the variance σQ is defined in(2.7), τt(f, g) =
∫ t
0
(f(s)g(s) + εˇs(f)g(s) + f(s)εˇs(g)) ds and
εˇt(f) = a
∫ t
0
ea(t−s) f(s)
(
1 + e2as
2
)
ds .
Proof. From the definitions (3.7) and (2.5) we obtain through the Ito formula that
It(f) It(g) = σQ
∫ t
0
f(s)g(s)ds+ a
∫ t
0
Υs(f, g) ξtds+Mt(f, g) , (A.2)
where Υs(f, g) = f(s)Is(g) + g(s)Is(f), Mt(f, g) =
∫ t
0
Υs−(f, g) dus + %22
∫ t
0
f(s) g(s) dms and
mt = x
2 ∗ (µ− µ˜)t. Moreover, using the Ito formula, we get
EQ I
2
t (1) = EQ ξ
2
t = σQ
e2at − 1
2a
. (A.3)
Note now that
EQ I
2
t (f) = EQ
(
a
∫ t
0
f(s)ξsds+
∫ t
0
f(s) dus
)2
≤ 2a2
∫ t
0
f2(s)ds
∫ t
0
E ξ2sds+ 2σQ
∫ t
0
f2(s)ds .
So, from here
sup
0≤t≤n
EQ I
2
t (f) ≤ 2σQ (|a|+ 1)
∫ n
0
f2(s)ds <∞ . (A.4)
This implies immediately that EQMt(f, g) = 0. Using this in (A.2) yields
EQ It(f) It(g) = σQ
∫ t
0
f(s)g(s)ds+ a
∫ t
0
(
f(s)EQζs(g) + g(s)EQζs(f)
)
ds , (A.5)
where ζt(f) = ξt It(f) = It(1) It(f). Therefore, putting g = 1 in (A.5), we have
EQ ζt(f) = σQ
∫ t
0
f(s)ds+ a
∫ t
0
(
f(s)EQ ζs(1) +EQ ζs(f)
)
ds .
Taking into account here that ζt(1) = ξ
2
t , we find
EQ ζt(f) = σQ
∫ t
ea(t−s)f(s)
1 + e2as
2
ds = σQ εˇt(f) .
Therefore, using this in (A.5), we obtain (A.1).
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Corollary A.2. For any ca`dla`g function f from L2[0, n]
EQ I
2
n(f) ≤ 2σQ
∫ n
0
f2(s) ds . (A.6)
This corollary follows directly from Proposition A.1 through the Cauchy - Bunyakovsky - Schwarz
inequality.
Now we set
I˜t(f) = I
2
t (f)−EQ I2t (f) and Vt(f) = ζt(f) −EQ ζt(f) . (A.7)
Using (A.2) with f = g, one has
dI˜t(f) = 2af(t)Vt(f)dt+ dM˜t(f) , (A.8)
where M˜t(f) = Mt(f, f). To study this process we set
τˇt(f, g) = f(t)g(t)τt(1, 1) + f(t)τt(1, g) + g(t)τt(1, f) + τt(f, g) (A.9)
and
At(f) =
∫ t
0
e3a(t−s)f(s)υ(s)ds+ 2σ2Q
∫ t
0
e3a(t−s)εˇs(f)ds , (A.10)
where υ(s) = a2EQ ξ˜
2
s + σ
2
Q
(
e2as − 1)+ a%ˇ2, ξ˜s = ξ2s −EQ ξ2s and %ˇ2 = %42 Π(x4).
Proposition A.3. For any left continuous functions with finite right limits f and g
EQ Vt(f)Vt(g) =
∫ t
0
e2a(t−s)Hs(f, g) ds (A.11)
where Ht(f, g) = g(t)At(f) + f(t)At(g) + σ
2
Qτˇt(f, g) + %ˇ2 f(t)g(t).
Proof. Applying again (A.2) with g = 1 yields
dVt(f) = aVt(f)dt+ a f(t) I˜t(1)dt+ dLt(f) , (A.12)
where Lt(f) =
∫ t
0
Iˇs−(f)dus + %22
∫ t
0
f(s)dms and Iˇs(f) = f(s)ξs + Is(f). By the Ito formula we
get
dVt(f)Vt(g) = 2aVt(f)Vt(g)dt+ a (g(t)Vt(f) + f(t)Vt(g)) I˜t(1)dt
+ d [L(f) , L(g)]t + Vt−(f)dLt(g) + Vt−(g)dLt(f) .
Now, in view of Lemma A.2 from [35], we find
dEQ Vt(f)Vt(g) = 2aEQ Vt(f)Vt(g)dt+ (g(t)At(f) + f(t)At(g)) dt
+ dEQ [L(f) , L(g)]t , (A.13)
where At(f) = aEQ Vt(f) I˜t(1) = aEQ Vt(f)Vt(1). Note that EQ Iˇs(f)Iˇs(g) = σQτˇs(f, g) and
EQ [L(f) , L(g)]t = %
2
1
∫ t
0
EQ Iˇs(f) Iˇs(g) ds+EQ
∑
0≤s≤t
∆Ls(f)∆Ls(g)
= σ2Q
∫ t
0
τˇs(f, g) ds+ %ˇ2
∫ t
0
f(s)g(s)ds .
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To find At(f) we put g = 1 in (A.9). Note that At(1) = I˜
2
t = ξ˜
2
t . Then
EQ Vt(f)Vt(1) =
∫ t
0
e3a(t−s)
(
a f(s)EQ ξ˜
2
s + σ
2
Q τˇs(f, 1) + %ˇ2 f(s)
)
ds .
Using here that
aτt(1, 1) = (e
2at − 1)/2 and a τt(1, f) = εˇt(f) , (A.14)
we obtain the representation (A.11). Hence Proposition A.3.
Proposition A.4. For any left continuous function f with finite right limits
EQ I˜t(f) I˜t(1) =
∫ t
0
e2a(t−s) κ˜s(f) ds , (A.15)
where κ˜s(f) = 2f(s)As(f) + 4σ2Q f(s)τs(f, 1) + %ˇ2 f
2(s).
Proof. Using the Ito formula and Lemma A.2 from [35], we get for any bounded nonrandom
functions f and g
dEQ I˜t(f)Vt(g) = aEQ I˜t(f)Vt(g) dt+ 2af(t)EQ Vt(f)Vt(g) dt
+ a g(t)EQ I˜t(f) I˜t(1)dt+ dEQ [M˜(f) , L(g)]t . (A.16)
Putting here g = 1 and taking into account that Vt(1) = I˜t(1), we have
dEQ I˜t(f)Vt(1) = 2aEQ I˜t(f)Vt(1) dt+ 2af(t)EQ Vt(f)Vt(1) dt+ dEQ [M˜(f) , L(1)]t .
Taking into account here that EQ [M˜(f) , L(1)]t =
∫ t
0
Aˇs(f)ds, we come to the equality (A.15).
Now, for integrable [0,+∞)→ R functions f and g we define the correlation measure as
$n(f, g) = max
0≤v+t≤n
(∣∣∣∣∫ t
0
f(u+ v)g(u)du
∣∣∣∣+ ∣∣∣∣∫ t
0
g(u+ v)f(u)du
∣∣∣∣) (A.17)
Proposition A.5. Let f and g be two left continuous bounded by φ∗ functions with finite right
limits, i.e. ‖f‖∗,n ≤ φ∗ and ‖g‖∗,n ≤ φ∗, where ‖f‖∗,n = sup0≤t≤n |f(t)|. Then for any 0 ≤ t ≤ n∣∣∣aEQ I˜t(f)Vt(g)∣∣∣ ≤ u∗1$t(1, g) + u∗2$t(f, g) + u∗3 , (A.18)
where u∗1 = 4φ
2
∗(amax)%ˇ2 + 3σ
2
Q, u
∗
2 = 44φ∗σ
2
Q and u
∗
3 = 3φ
3
∗%ˇ2.
Proof. First, note that from Ito formula we find
aEQ I˜t(f)Vt(g) = a
2
∫ t
0
ea(t−s) g(s)
(
EQ I˜s(f) I˜s(1)
)
ds
+ 2a2
∫ t
0
ea(t−s) f(s)
(
EQ Vs(g)Vs(f)
)
ds+ a
∫ t
0
ea(t−s) dEQ [M˜(f) , L(g)]s . (A.19)
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Using here Lemmas A.4 and A.6 from [35], we obtain
|aEQ Vt(g)Vt(f)| ≤ 15σ2Q$t(f, g) + %ˇ2 ‖f‖∗,t‖g‖∗,t . (A.20)
One can check directly that
EQ [M˜(f) , L(g)]t = 2σQ
∫ t
0
g(s)f(s)
(
EQ Is(f) Is(1)
)
ds
+ 2σQ
∫ t
0
f(s)
(
EQ Is(f) Is(g)
)
ds+ %ˇ2
∫ t
0
f2(s) g(s)ds .
From (A.1) we find that
EQ [M˜(f) , L(g)]s = 2σ
2
Q
∫ t
0
g(s)f(s) τs(f, 1) ds
+ 2σ2Q
∫ t
0
f(s) τs(f, g) ds+ %ˇ2
∫ t
0
f2(s) g(s)ds .
Using the last equality in (A.14), we have
a
∫ t
0
ea(t−s) dEQ [M˜(f) , L(g)]s = 2σ
2
Q
∫ t
0
ea(t−s) g(s)f(s) εˇs(f) ds
+ 2σ2Q a
∫ t
0
ea(t−s) f(s) τs(f, g) ds+ a%ˇ2
∫ t
0
ea(t−s) f2(s) g(s)ds .
Note now that
εˇ′t(f) = aεˇt(f) + af(t)(1 + e
2at)/2 ,
i.e. ‖εˇ′(f)‖∗,t ≤ 2|a|‖f‖∗,t. Therefore, in view of Lemma A.3 from [35] we get∣∣∣∣∫ t
0
ea(t−s) g(s)f(s) εˇs(f)ds
∣∣∣∣ ≤ 4$t(f, g)‖f‖∗,t .
By integrating by parts we can obtain
∣∣∣∫ t
0
g(s) εˇs(f)ds
∣∣∣ ≤ $t(f, g), and, therefore,
|τt(f, g)| ≤ 3$t(f, g) . (A.21)
So, the last term in (A.19) can be estimated as∣∣∣∣ a ∫ t
0
ea(t−s) dEQ [M˜(f) , L(g)]s
∣∣∣∣ ≤ 14σ2Q$t(f, g) ‖f‖∗,t + %ˇ2‖f‖2∗,t‖g‖∗,t .
Using Lemma A.5 from [35] in (A.19) we come to the bound (A.18).
Proposition A.6. Let f and g be two left continuous bounded by φ∗ functions with finite right
limits, i.e. ‖f‖∗,n ≤ φ∗ and ‖g‖∗,n ≤ φ∗. Then for any t > 0∣∣∣EQ [M˜(f) , M˜(g)]t ∣∣∣ ≤ (12σ2Q φ2∗$t(f, g) + φ4∗%ˇ2) t . (A.22)
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Proof. From (A.1) we obtain that
EQ [M˜(f) , M˜(g)]t = 4σ
2
Q
∫ t
0
f(s)g(s)τs(f, g) ds+ %ˇ2
∫ t
0
f2(s)g2(s) ds . (A.23)
Using here the bound (A.21) we get (A.22). Hence Proposition A.6.
Corollary A.7. Let f and g be two left continuous bounded by φ∗ functions with finite right limits,
i.e. ‖f‖∗,n ≤ φ∗ and ‖g‖∗,n ≤ φ∗. Then for any t > 0∣∣∣EQ I˜t(f)I˜t(g)∣∣∣ ≤ (v∗1($t(1, f) +$t(1, g)) + v∗2$t(f, g) + v∗3) t , (A.24)
where v∗1 = 8φ
3
∗amax%ˇ2 + 6σ
2
Q, v
∗
2 = 100φ
2
∗σ
2
Q and v
∗
3 = 13φ
4
∗%ˇ2.
Proof. From (A.8) by the Ito formula one finds for t ≥ 0
EQI˜t(f)I˜t(g) = EQ[M˜(f), M˜(g)]t + 2a
∫ t
0
(
f(s)EQI˜s(g)Vs(f) + g(s)EQI˜s(f)Vs(g)
)
ds .
Using here Proposition A.5 and Proposition A.6 we come to desire result.
Now for square integrable functions (φj)1≤j≤n and x = (x1, . . . , xp) ∈ [0, 1]p we set
Ip,n(x) =
p∑
j=1
xj I˜n(φj) . (A.25)
We need to study this total deviation.
Proposition A.8. Assume that φ1 ≡ 1 and the functions (φj)2≤j≤n are bounded, i.e. max2≤j≤p ‖φj‖∗,n ≤
φ∗. Then, for any p ≥ 3 and n ≥ 1
sup
x∈Bp
EQ I
2
p,n(x) ≤ 4n2 (4φ2∗v∗1 + 5φ2∗v∗2 + 2v∗3) + 2np
(
$∗n(2v
∗
1 + v
∗
2) + v
∗
3
)
, (A.26)
where $∗n = supi≥3,j≥3,|i−j|≥2$n(φi, φj) and the ball Bp is defined in (4.9).
Proof. We represent the sum (A.25) as
Ip,n(x) =
p∑
j=1
xj I˜n(φj) = x1I˜n(φ1) + x2I˜n(φ2) + Jp,n ,
where Jp,n =
∑n
j=3
xj I˜n(φj). In view of x
2
1 + x
2
2 ≤ 1, one has
EQI
2
n(x) ≤ 2EQ I˜2n(φ1) + 2EQ I˜2n(φ2) + 2EQ J2p,n .
Using Corollary A.7 and taking into account that $n(φi, φj) ≤ 2φ2∗n if |i− j| ≤ 1, we get
EQI
2
n(x) ≤ 4n2
(
4φ2∗v
∗
1 + 2φ
2
∗v
∗
2 + v
∗
3
)
+ 2EQ J
2
p,n (A.27)
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and
EQ J
2
p,n =
p∑
i,j=3
xixj EQI˜n(φi)I˜n(φj) ≤ n
p∑
i,j=3
|xi||xj |κ˜i,j , (A.28)
where κ˜i,j = v
∗
1($n(1, φi) +$n(1, φj)) + v
∗
2$n(φi, φj) + v
∗
3. Note here that for any i, j ≥ 3 we can
estimate the correlation coefficient as $n(φi, φj) ≤ 2φ2∗n1{|i−j|≤1} + $∗n1{|i−j|≥2}. By making use
of this estimate in (A.28) and taking into account that
p∑
i,j=3
1{|i−j|≤1}|xi||xj | ≤ 3 and
p∑
i,j=3
|xi||xj | ≤ p ,
one gets
p∑
i,j=3
|xi||xj |κ˜i,j ≤ p
(
$∗n(2v
∗
1 + v
∗
2) + v
∗
3
)
+ 6φ2∗nv
∗
2.
From here and the bounds (A.27)–(A.28) we obtain (A.26). Hence Proposition A.8.
A.2. Property of the trigonometric basis
Lemma A.9. The trigonometric basis (3.3) satisfies the following inequality
sup
d≥1
(∫ 1
0
max
t≥v
|Φd(t, v)| − ln d
)
≤ 5 , (A.29)
where Φd(t, v) =
∑d
j=1
Trj(t) Trj(t− v).
Proof. Note that for any d ≥ 3 and N = [d/2] the sum Φd(t, v) can be represented as
Φd(t, v) = 1 + 2
N∑
j=1
cos(2pijv)− 2 sin(2piNt) sin(2piN(t− v))1{d=2N} .
Therefore,
max
t≥v
|Φd(t, v)| ≤ 2 + |1 + 2
N∑
j=1
cos(2pijv)| = 2 +
∣∣∣∣sin(pi(2N + 1)v)sin(piv)
∣∣∣∣ .
Using that |1 + 2∑Nj=1 cos(2pijv)| ≤ 2N + 1 ≤ d, we obtain for 0 < δ < 1/2∫ 1
0
max
t≥v
|Φd(t, v)|dv ≤ 2 + 2δ(d+ 1) + 2
∫ 1/2
δ
1
sin(piv)
dv .
In view of sin(piv) ≥ 2v for any 0 < v < 1/2 we get∫ 1
0
max
t≥v
|Φd(t, v)| dv ≤ 4 + 2δd− ln(2δ) .
The minimizing this upper bound on 0 < δ < 1 implies (A.29). Hence Lemma A.9.
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A.3. Property of Penalty term
Lemma A.10. Assume that conditions H2), H3) and C1) hold. Then, for any n ≥ 1, γ ∈ Γ and
0 < ε < 1 the penalty term (4.15) is bounded from above as
Pn(γ) ≤
EQ,S Err(γ)
1− ε +
c∗n + L
∗
1,n
nε(1− ε) +
L∗1,n
n
, (A.30)
where the terms c∗n and L
∗
1,n are defined in (4.5) and (4.8) respectively.
Proof. By the definition of Err(γ) one has
Err(γ) =
p∑
j=1
(γ(j)θ∗j − θj)2 =
p∑
j=1
(
γ(j)(θ∗j − θj) + (γ(j)− 1)θj
)2
≥
p∑
j=1
γ2(j)(θ∗j − θj)2 + 2
p∑
j=1
γ(j)(γ(j)− 1)θj(θ∗j − θj).
Taking into account the condition H3) and the definition (3.11), we find
p∑
j=1
γ(j)(γ(j)− 1)θj(θ∗j − θj) =
p∑
j=1
γ(j)(γ(j)− 1)θj(θ̂j − θj) ,
i.e. EQ,S
∑p
j=1
γ(j)(γ(j)− 1)θj(θ∗j − θj) = 0. So, in view of the inequality (8.8) we get
EQ,S Err(γ) ≥
p∑
j=1
γ2(j)EQ,S (θ
∗
j − θj)2 =
p∑
j=1
γ2(j)EQ,S
(
ξj√
n
− g(j)θ̂j
)2
≥ 1
n
p∑
j=1
γ2(j)EQ,S ξ
2
j −
2√
n
EQ,S
p∑
j=1
γ2(j)g(j)θ̂jξj
≥ 1− ε
n
p∑
j=1
γ2(j)EQ,S ξ
2
j −
1
ε
EQ,S
p∑
j=1
γ2(j)g2(j)θ̂2j .
The using here here the upper bound (4.8) and the definition of g(j) in (3.11) yields
EQ,S Err(γ) ≥ (1− ε)Pn(γ)−
(1− ε)L∗1,n
n
− 1
ε
EQ,S
p∑
j=1
g2(j)θ̂2j .
Now, the inequality (8.10) implies the bound (A.30). Hence Lemma A.10.
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