We derived sample size formulae for detecting main effects in group-based randomized clinical trials with different levels of data hierarchy between experimental and control arms. Such designs are necessary when experimental interventions need to be administered to groups of subjects whereas control conditions need to be administered to individual subjects. This type of trial, often referred to as a partially nested or partially clustered design, has been implemented for management of chronic diseases such as diabetes and is beginning to emerge more commonly in wider clinical settings. Depending on the research setting, the level of hierarchy of data structure for the experimental arm can be three or two, whereas that for the control arm is two or one. Such different levels of data hierarchy assume correlation structures of outcomes that are different between arms, regardless of whether research settings require two or three level data structure for the experimental arm. Therefore, the different correlations should be taken into account for statistical modeling and for sample size determinations. To this end, we considered mixed-effects linear models with different correlation structures between experimental and control arms to theoretically derive and empirically validate the sample size formulae with simulation studies.
Introduction
In clinical trials, interventions are often administered to groups of subjects in an effort to enhance their effects on study outcomes through facilitating social support and reinforcing healthy behaviors among peers. 1 Such group-based treatment models are currently being utilized in clinical care, and are beginning to emerge more commonly. 2, 3 For example, clinical trials aiming to test the efficacy of group clinical visits (i.e. a group of patients seen simultaneously by a health care provider) have been conducted for the management of diabetes, [4] [5] [6] hepatitis C, 7 smoking cessation, 8 and other medical or psychological conditions. [9] [10] [11] [12] Despite such increasing adoption and implementation of group-based interventions in clinical settings, development of rigorous methods to assess statistical power or to determine sample sizes for such approaches has been lacking.
Group-based interventions are usually compared to control interventions that are administered at the individual level of ungrouped participants. This unique aspect imposes a challenge for statistical power assessment or sample size determinations since the hierarchies of data structures between experimental and control arms are different unlike the case of conventional trials which typically assume identical data structures between arms. For example, when groups are randomly selected for the experimental arm and ungrouped individual subjects are randomly selected for the control arm, the levels of hierarchy for the experimental and control arms will be two and one, respectively. This type of design is often referred to as a partially nested or partially clustered design. In such studies, the differences in correlations should be taken into account for both statistical modeling and sample size determinations as illustrated by Roberts and Roberts. 13 For partially clustered designs under two-level data structures, Bauer et al. 14 discussed several approaches and Baldwin et al. 15 evaluated those statistical models in terms of bias of variance components, type I error and power with extensive simulations, yet without theoretical derivations. Moerbeek and Wong 16 theoretically derived sample size formulae for both continuous and binary outcome data with equal group sizes but did not validate these with simulation studies.
In this study, we extend the partially clustered design to larger scale trials that use multiple centers in which groups and individual subjects are nested. Thus, the levels of hierarchy for the experimental and control arms will be three and two, respectively. The aim of this paper was to derive power functions for testing main effects of group-based interventions in comparison to individual-based control conditions based on two-and three-level mixed-effects linear models. Both equal and varying cluster sizes are considered, and simulation studies are conducted for validation of derived sample formulae. Throughout this paper, the continuous outcome will be denoted by Y, and the arm indicator will be denoted by X ¼ 0 for control arm and ¼1 for experimental arm. The number of nested units for each level will vary across nesting units. The sets of indices indicating observations from the experimental and control arm subjects will be denoted by E and C, respectively. Although the nomenclatures for units of levels should depend on study context, here we refer to ''center'', ''group'', and ''subject'' as the third, the second, and the first level data units, respectively.
Two-level model 2.1 Statistical model
When the group-based experimental arm assumes a two level data structure, and the control arm assumes a one level data structure, a pertinent mixed-effects linear model can be formulated as follows
The two sets, E and C, are defined as: E ¼ {j, k j X jk ¼ 1} and C ¼ {j, k j X jk ¼ 0}. Groups in the experimental arm are indexed by j ¼ 1, 2, . . . , J for j 2 E so that #{j j j 2 E} ¼ J, where #{.} denotes the number of elements in the set {.}. Although there are no groups in the control arm, we assign ''pseudo'' group indices for observations from the control arm subjects as follows:
. . , K j and K j > 1 for j 2 E and K j ¼ 1 for j 2 C so that each subject serves as his/her own group in the control arm. The total number of subjects in the experimental arm is denoted by N E ¼ P J j¼1 K j , whereas that in the control arm is denoted by N C ¼ P JþJ 0 j¼Jþ1 K j ¼ J 0 . The fixed-effect parameters 0 and ð2Þ represent the intercept and the main effect of the experimental intervention on the outcome Y ð2Þ , respectively. Group-specific random effects in the experimental arm are denoted by u j $ N(0, 2 2 ) for j 2 E. The random noise is denoted by e jk which is assumed to be e jk $ N(0, 2 e ). Furthermore, although u j and e jk are assumed to be mutually independent (mutual independence assumption), the elements of e jk are assumed to be independent over k for given u j (conditional independence assumption). We assume that the magnitudes of all variance components in model (1) are known.
Under these assumptions, it can be shown that EðY ð2Þ jk Þ ¼ 0 þ ð2Þ X jk and VarðY ð2Þ
in the experimental arm, then the intra-class correlation coefficient (ICC) of outcome Y within groups in the experimental arm can be expressed as
for k 6 ¼ k 0 and j 2 E. The variance of Y ð2Þ in the control arm is simply equal to 2 e , i.e. VarðY ð2Þ jk X jk ¼ 0
The null hypothesis for testing the significance of the main effect of experimental intervention is H 0 : ð2Þ ¼ 0.
Parameter estimates and variances
An estimate of ð2Þ under model (1) can be obtained aŝ
are the sample means of Y ð2Þ in the experimental and control arms, respectively. The variances of these means can be expressed as
Var " Y ð2Þ
It follows that
Test statistics, power functions and sample size formulae
The following test statistic D (2) can be used to test the null hypothesis H 0 : (2) 
The power function D (2) at a two-sided significance level of can be expressed as follow
where Á ð2Þ ¼ ð2Þ = is a standardized effect size or Cohen's d 17 and È is the cumulative distribution function (CDF) of a standard normal distribution. Determination of varying group sizes K j 's, or N E , for fixed N C can be made by solving equation (4) iteratively for K j 's. On the other hand, determination of sample size N C for fixed group sizes K j 's, or N E should be straightforward by solving equation (4) for N C . For special cases of equal number of units, sample size determinations are much more tractable. Suppose that group sizes are equal in the experimental arm, i.e. K j ¼ K for all j 2 E so that N E ¼ JK, and that total numbers of subjects are the same between the two arms, i.e. N E ¼ JK ¼ N C , then the variance (3) can be reduced to
which simplifies the power function (4) to
It follows that the number of groups for fixed group sizes in E can be expressed as
ð6Þ and the group sizes for fixed number of groups in E can be expressed as
and È À1 is the inverse CDF of a standard normal distribution. We note that when K needs to be determined for a desired level of power for a given J, it is possible that K cannot be determined, especially when J is small and (2) is large, resulting in a combination which can make the denominator of equation (7) negative. Therefore, when only a limited number of groups J are feasible to form, the correlation in particular must be small enough for 5 JÁ 2 ð2Þ =z 2 ,' to be true in equation (7).
Three-level model 3.1 Statistical model
When the group-based intervention arm assumes a three level data structure while the control arm assumes a two level data structure, model (1) can be extended as follow
The two sets are defined as
Concerning the number of groups within centers, J i > 1 for i 2 E, and J i ¼ 1 for i 2 C, we assign pseudo group indices so that each center serves as its own single nesting pseudo group in the control arm. Similarly, concerning group sizes (or the number of subjects within groups),
The total number of subjects in E is denoted by
The fixed-effect parameters 0 and ð3Þ represent the intercept and the main effect of the experimental intervention on the outcome Y ð3Þ , respectively, whereas the center-specific random intercepts are denoted by u i $ N(0, 2 3 ). The group-specific random intercepts within the experimental arm centers are denoted by u j(i) $ N(0, 2 2 ) for j 2 E. The random noise is denoted by e ijk which is assumed to be e ijk $ N(0, 2 e ). These three random components are assumed to be mutually independent (mutual independence assumption). However, the elements of e ijk are assumed to be independent over k for given u i and u j , and those of u j are independent over j for given u i (conditional independence assumption). Again, we assume that the magnitudes of all variance components in model (9) are known.
It follows that EðY ð3Þ
in the experimental arm. Then, the correlations among the group-level observations can be obtained as
for j 6 ¼ j 0 and i 2 E. The correlations among the subject-level observations can be obtained as
for k 6 ¼ k 0 and i 2 E. On the other hand, the variance of Y ð3Þ in the control arm is denoted by
The null hypothesis for testing the significance of the main effect of experimental intervention is H 0 : ð3Þ ¼ 0.
Parameter estimates and variances
An estimate of ð3Þ under model (9) can be obtained aŝ
are the sample means of Y ð3Þ in the experimental and control arms, respectively. The variances of these means can be expressed as
and Var " Y ð3Þ
Var ð3Þ
Test statistics, power functions and sample size formulae
The following test statistic D (3) can be used to test the null hypothesis H 0 :
The power function of D (3) at a two-sided significance level of can be expressed as follow
, ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
where Á ð3Þ ¼ ð3Þ = is again a standardized effect size. The determinations of varying group sizes in the experimental arm and cluster sizes in both arms should be made in an iterative manner. For special cases where there are equal number of units, sample size determinations are much more tractable. If the sizes of units are equal for both arms, i.e. J i ¼ J for all i 2 E and K j ¼ K for all j 2 E so that N E ¼ IJK in the experimental arm and K i ¼ JK for all i 2 C and I 0 ¼ I so that N E ¼ N C ¼ IJK in the control arm (total numbers of subjects are the same between the two arms), then the variances (12), (13) and (14) can be, respectively, reduced to Var "
Y ð3Þ
It follows that the power function (15) can be simplified to
Subsequently, the sample size of each level can be determined as follow
ð18Þ for 2 5 IKÁ 2 ð3Þ =2Kz 2 ,' , and
for combinations 1 (11) and 2 (10) that makes the denominator of equation (19) positive, where z ,' is defined as in (8) . Again, we note that determinations of J (18) with given I and K or determinations of K (19) with given I and J may not be possible for desired power with certain combinations of Á (3) , 1 , 2 , and IK or IJ, respectively. For example, 2 in particular must be very small for small Á (3) , I and J in equation (19) .
Simulation studies and results
We conducted simulation studies to validate the derived sample size formulae for both two-level models (1) and three-level models (9) . We used SAS PROC MIXED to fit those models with unknown variances which are usually assumed in practice, and to compute simulation-based empirical power. This computation was based on critical values of t-distributions under the null hypotheses with degrees of freedom determined based on the method proposed by Kenward and Roger. 18 Throughout this section, a nominal statistical power is set at 80%, a two-sided significance level is set at ¼ 0.05, and 1000 simulations were conducted for each combination of design parameters. Therefore, the 95% confidence intervals (CI) for the empirical power will be 0.8 AE 0.025.
Two-level model

Equal group sizes
We first determined J, the number of groups in the experimental arm in equation (6), for 80% statistical power with other given parameters including group size K, the number of subjects per group. Accordingly the sample size, or the number of subjects, the control arm is determined as N C ¼ JK. We then computed empirical power, denoted by' ð2Þ , by fitting model (1) based on 1000 simulations for each combination of the specified parameters in Table 1 . The results in Table 1 show that the theoretical power ' ð2Þ (5) and the simulation-based empirical power' ð2Þ is very close with mean (' ð2Þ ) À mean(' ð2Þ ) ¼ 0.014 (or 1.8% bias) and maxj' ð2Þ -' ð2Þ j ¼ 0.034, which is tolerable compared to the 0.025 margin of the 95% CI. This finding supports the validity of the power function ' ð2Þ (5) and sample size formulae for J in equation (6) . Second, we determined K, the number of subjects per group in the experimental arm in equation (7), for 80% statistical power with other given parameters including group size J. In this case, we considered small J to evaluate the power function under this condition. The other parameters are specified in Table 2 , and especially the correlation (2) had to be extremely small to ensure a positive K in equation (7) as noted earlier. The results in Table 2 show that ' ð2Þ and' ð2Þ are still close with mean (' ð2Þ ) À mean (' ð2Þ ) ¼ 0.054 (or 6.8% bias) and maxj' ð2Þ -' ð2Þ j ¼ 0.075, which is large compared to the 0.025 margin of the 95% CI. Furthermore, the theoretical power ' ð2Þ is underestimated' ð2Þ for all combinations, especially for very large K compared to J. This finding cautions the use of the power function (5) for determining K in equation (7) with small J and very small .
Unequal group sizes
Although the power function (4) should be applied to the cases of unequal group sizes, sample size determinations require iterative solutions as mentioned earlier. Therefore, we assessed approximate applicability of the sample size J (6) for equal unit sizes to the case of unequal group sizes. To this end, we determined J for a given equal group size K and then considered a uniform random variable U(a, b) with expectation K to randomly draw varying group sizes K j where the integer values of a and b were determined as follows: a ¼ K -floor(K/2) and b ¼ K þ floor(K/2) so that a > 0 and E{U(a, b)} ¼ (a þ b)/2 ¼ K, where the function floor(x) returns the greatest integer smaller than or Table 1 . Comparison of theoretical power and simulation-based empirical power when group sizes are equal in a two-level model: Determinations of J with given K. Note: Á (2) is a standardized effects size for two-level models; (2) is the intra-class correlation coefficient of outcome Y within groups in the experimental arm; J is the number of groups in the experimental arm determined based on equation (6); K is the given number of subjects per group; ' (2) is the theoretical power based on equation (5); and' ð2Þ is the empirical power estimated based on 1000 simulations for each combination of design parameters. Table 2 . Comparison of theoretical power and simulation-based empirical power when group sizes are equal in a two-level model: Determinations of K with given J. Note: Á (2) is a standardized effects size for two-level models; (2) is the intra-class correlation coefficient of outcome Y within groups in the experimental arm; J is the given number of groups in the experimental arm; K is the number of subjects per group determined based on equation (7); ' (2) is the theoretical power based on equation (5); and' ð2Þ is the empirical power estimated based on 1000 simulations for each combination of design parameters.
equal to x. For the control arm, however, we fixed sample size for practical reasons at N C ¼ JK which is equal to average sample size for the experimental arm. The theoretical power ' ð2Þ was based on the mean group sizes for the experimental group and the fixed sample size for the control group; however, the empirical power' ð2Þ was based on the randomly drawn unequal group sizes in the experimental arm. The results in Table 3 again show that the theoretical power and the simulation-based empirical power is very close with mean(' ð2Þ ) À mean(' ð2Þ ) ¼ 0.026 (or 3.3% bias) and maxj' ð2Þ -' ð2Þ j ¼ 0.058, which is somewhat large compared to the 0.025 margin of the 95% CI. Therefore, when group sizes in the experimental arm need to vary, the mean group sizes can be used as K to determine J in equation (6) . Sample size for the control group can be determined accordingly as JK.
Three-level model
Equal unit sizes
We first determined I, the number of centers in the experimental arm in equation (17), for 80% statistical power with other given parameters including number of groups J per center and number Table 3 . Comparison of theoretical power and simulation-based empirical power when group sizes vary in a twolevel model with varying sizes of K. Note: U(a, b) denotes a uniform distribution with minimum a and maximum b; Á (2) is a standardized effects size for two-level models; (2) is the intra-class correlation coefficient of outcome Y within groups in the experimental arm; J is the number of groups in the experimental arm determined based on equation (6) for given mean(K j ); ' (2) is the theoretical power based on equation (5) with K replaced by mean(K j ); and' ð2Þ is the empirical power estimated based on 1000 simulations for each combination of design parameters.
of subjects K per group. The sample size, or the number of subjects, per center for the control arm is determined as JK so that N E ¼ N C ¼ IJK. We then computed empirical power, denoted by' ð3Þ , by fitting model (9) based on 1000 simulations for each combination of the specified parameters in Table 4 . The results in Table 4 show that the theoretical power ' ð3Þ (16) and the simulation-based empirical power' ð3Þ is very close with mean(' ð3Þ ) À mean(' ð3Þ ) ¼ 0.006 (0.8% bias) and maxj' ð3Þ -' ð3Þ j ¼ 0.027, which is excellent compared to the 0.025 margin of the 95% CI. This finding supports the validity of the power function ' ð3Þ (16) and sample size formulae for I in equation (17) . Second, we determined K, the number of subjects per group in the experimental arm in equation (19) , for 80% statistical power with other given parameters including I and J. In this case, again, we considered small I and J to evaluate the power function under this condition. The other parameters are specified in Table 5 , and especially the correlation 2 (10) had to be extremely small to ensure a Table 4 . Comparison of theoretical power and simulation-based empirical power when both center and group sizes are equal in a three-level model: Determinations of K with given I and J. (11) is the correlation among the subject-level observations of outcome Y in the experimental arm; 2 (10) is the correlation among the group-level observations of outcome of outcome Y in the experimental arm; I is the number of centers in the experimental arm determined based on equation (17); J is the given number of groups per center; K is the given number of subjects per group; and ' (3) is the theoretical power based on equation (16);' ð3Þ is the empirical power estimated based on 1000 simulations for each combination of design parameters.
positive K in equation (19) as noted earlier. The results in Table 5 show that ' ð3Þ and' ð3Þ are close with mean (' ð3Þ ) À mean(' ð3Þ ) ¼ 0.035 (or 4.4% bias) and maxj' ð3Þ -' ð3Þ j ¼ 0.050, which is somewhat large compared to the 0.025 margin of the 95% CI. Compared to the case of small J under two-level models, however, the differences between ' ð3Þ and' ð3Þ for all combinations are smaller and tolerable despite very small 2 . This finding supports the use of the power function (16) even for small I and J with very small 2 in determination of K in equation (19) .
Unequal unit sizes
Again, although the power function (15) should be applied to the cases of unequal unit sizes, sample size determinations require iterative solutions as mentioned earlier. Therefore, we assessed again approximate applicability of the sample size I (17) for equal unit sizes to the case of unequal unit sizes. To this end, we determined I for an equal number of groups J and an equal group size K and then randomly drew varying number of groups J i from a uniform distribution U(a, b) with a ¼ J À floor(J/2) and b ¼ J þ floor(J/2) so that a > 0 and E{U(a, b)} ¼ J. We further varied the group size K ij drawing uniform distribution U(a, b) with a ¼ K À floor(K/2) and b ¼ K þ floor(K/2) so that a > 0 and E{U(a, b)} ¼ K. Likewise, for the control arm, we varied center size, or number of subjects per center, K i by randomly drawing from a uniform distribution U(a, b) with a ¼ JK À floor(JK/2) and b ¼ JK þ floor(JK/2) so that a > 0 and E{U(a, b)} ¼ JK.
The theoretical power ' ð3Þ was based on the mean unit sizes for the experimental group and the mean center size for the control group; however, the empirical power' ð3Þ was based on the randomly drawn unequal unit sizes. The results in Table 6 show that the theoretical power and the simulationbased empirical power is very close with mean(' ð3Þ ) À mean(' ð3Þ ) ¼ 0.014 (1.8% bias) and maxj' ð3Þ -' ð3Þ j ¼ 0.030, which is acceptable compared to the 0.025 margin of the 95% CI. Therefore, when Table 5 . Comparison of theoretical power and simulation-based empirical power when both center and group sizes are equal in a three-level model: Determinations of I with given J and K. (11) is the correlation among the subject-level observations of outcome Y in the experimental arm; 2 (10) is the correlation among the group-level observations of outcome of outcome Y in the experimental arm; I is the given number of centers in the experimental arm; J is the given number of groups per center; K is the number of subjects per group determined based on equation (19); ' (3) is the theoretical power based on equation (16); and' ð3Þ is the empirical power estimated based on 1000 simulations for each combination of design parameters.
group sizes need to be varied, the mean center sizes and group sizes can be used as J and K, respectively, to determine I in equation (17) . Likewise, the center sizes for the control arm can vary with mean JK.
Discussion
We derived and validated sample size formulae for detecting main effects for trials with different levels of data hierarchy between arms with varying sizes of units of each nested level. In fact, it can be shown that the sample size J (6) is smaller than that for a trial with two levels of data hierarchy for both arms. 19 Likewise, the sample size I (17) is smaller than that for a trial with three levels of Table 6 . Comparison of theoretical power and simulation-based empirical power when both center and group sizes vary in a three-level model: Determinations of I with varying sizes of J and K.
Experimental arm:
Control arm: Note: U(a, b) denotes a uniform distribution with minimum a and maximum b; Á (3) is a standardized effects size for three-level models; 1 (11) is the correlation among the subject-level observations of outcome Y in the experimental arm; 2 (10) is the correlation among the group-level observations of outcome of outcome Y in the experimental arm; I is the number of centers in the experimental arm determined based on equation (17) for the given mean of J i and the given mean of K ij ; ' (3) is the theoretical power based on equation (16) with J and K replaced by mean(J i ) and mean(K ij ), respectively; and' ð3Þ is the empirical power estimated based on 1000 simulations for each combination of design parameters.
data hierarchy for both arms. 20, 21 Through all Tables from 1 to 6, the mean theoretical power was greater than the mean empirical power (see the bottom rows). This discrepancy was due to the fact that the theoretical power was derived under known variance components, using standard normal distributions, whereas the empirical power was estimated under unknown variance components using t-distributions. The minimal nature of the discrepancies, however, assures that the theoretical power can be used for models with unknown variance components that have to be replaced by estimates for fitting regardless of equal or varying sizes of nesting units. Nevertheless, cautions should be exercised for determining K with small J and very small under two-level partially clustered designs. These derivations have great relevance to clinical research, since the Affordable Care Act and various health care system stakeholders encourage the development and evaluation of innovative delivery models such as group models of care. 22 In addition, as new study designs emerge to expand the field of patient centered outcomes research, it is imperative to evaluate the implications of design innovations and to ensure that design methodology remains rigorous. Studies in which there are systematic, planned differences between comparison groups are likely to be more frequent, and it is crucially important to understand how such differences affect the interpretation of results. Therefore, development of rigorous statistical methods will be needed in order to establish that group-based models of care improve clinical outcomes compared to individual-based models of care. To this end, for future studies, two potential extensions of the sample size determination approaches proposed here would be valuable: (1) extension to designs that implement both group-based experimental and individual-based control arms within centers; and (2) extension to designs with binary outcomes and other types of outcomes.
