Deep learning is revolutionizing speech and natural language technologies since it is offering an effective way to train systems and obtaining significant improvements. The main advantage of deep learning is that, by developing the right architecture, the system automatically learns features from data without the need of explicitly designing them.
Introduction
Considered as one of the major advance in machine learning, deep learning has been recently applied with success to many areas including Natural Language Processing, Speech Recognition and Image Processing. Deep learning techniques have surprised the entire community, both academy and industry, by its powerful ability to 5 learn complex tasks from data.
Recently introduced to Machine Translation (MT), deep learning was first considered as a new kind of feature, integrated in standard statistical approaches [1] . Deep learning has been shown useful in translation and language modeling [2, 3, 4, 5] as well as in reordering [6] , tuning [7] and rescoring [8] . Additionally, deep learning has been 10 applied to MT evaluation [9] and quality estimation [10] .
In the last couple of years, a new paradigm proposal has emerged: neural MT [11, 12, 13] . This new paradigm has yielded outstanding results, improving state-of-the art results for several language pairs [14, 15, 16] . This new approach uses an encoderdecoder architecture, along with an attention-based model [17] to build an end-to-end 15 neural MT system. This recent line of research opens new research perspectives and sketches new MT challenges, for instance dealing with: large vocabularies [18, 19, 20] ; multimodal translation [21] ; the high computational cost, which implies new issues for large scale optimization [16] . This hot topic is raising interest from the scientific community and as a response 20 there have been several related events (e.g. tutorial 1 The rest of the paper is organized as follows. Section 2 briefly describes the main current alternatives to build a neural MT approach. Section 3 overviews the papers on this special issue ordered by the different categories listed above. Finally, section 4 discusses the main research perspectives on applying deep learning for MT.
Neural MT Brief Description
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Most of the neural MT architectures are based on the so-called encoder-decoder approach, where an input sequence in source language is projected into a low-dimensional space from which the output sequence in target language is generated [12] .
Then, many alternatives are possible for designing the encoder. A first approach is to use a simple recurrent neural network (RNN) to encode the input sequence [13] .
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However, compressing a sequence into a fixed-size vector appears to be too much reductive to preserve source side information. Then, new systems were developed using bidirectional RNN. Source sequences are encoded into annotations by concatenating the two representations obtained with a forward and a backward RNN respectively.
In this case, each annotation vector contains information from the entire source se-
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quence but focusing on a particular word [22] . An attention mechanism implemented by a feed-forward neural network is then used to attend specific parts of the input and to generate an alignment between input and output sequence. An alternative to the biRNN encoder is the stacked Long Short-Term Memory (LSTM) [23] as presented in [12, 24] . been done to address this problem, like performing the softmax on a subset of the outputs only [25] or using a structured output layer to manage [26] or self-normalization [27] .
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Another possibility is to perform translation at a subword level. This also have the advantage of allowing the generation of out-of-vocabulary words. Character-level machine translation has been presented in several papers [28, 29, 20] . Byte Pair Encoding (BPE) is a broadly used technique performing very well on many language pairs [30] . 
Special Issue Overview
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This section summarises the papers in this special issue, covering the main idea and contribution of each one. Papers are organised in four categories, which include: using deep learning in statistical MT, neural MT, interactive neural MT and MT evaluation with deep learning techniques.
Using deep learning in Statistical Machine Translation
One of the first approaches to integrate neural networks or deep learning into MT has been through rescoring n-best lists from statistical MT systems [31, 2] . Given that statistical MT provides state-of-the-art results and deep learning helps in finding the right set of weights for statistical features, the scientific community is still doing research in this direction. As follows, we summarise the main research contributions The main contribution of the work is the procedure of integrating source sentence simplification into the hierarchical MT decoding with neural rescoring. This contribution is interesting for all types of MT and, therefore, further interesting work of this paper includes using source sentence simplification directly in a neural MT system. 
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Experimental results on the TED talk (Arabic-to-Engish) task show promising results.
Neural Machine Translation
Since the seminal work on neural MT [11, 12, 13] , the encoder-decoder architecture has fastly emerged as an efficient solution, yielding state of the art performance on several translation tasks. Beyond these important results, this kind of architecture renew 100 the perspective of a multilingual approach to MT, but it also has some limitations. For instance, using source context information, together with dealing with highly multilingual frameworks and leveraging the abundant monolingual data remain still difficult challenges. the challenge of efficiently managing highly multilingual environments. The paper presents a multi-way, multilingual neural MT approach with a shared attention mechanism (across language pairs). While keeping multiple encoders and multiple decoders, the main achievement of this paper is that the complexity of adding a language into the system increases the number of parameters only linearly, sharing the advantages of interlingua methods. The approach is tested on 8 language pairs (including linguistically similar and non-similar language pairs, high and low-resource language pairs). The approach improves strong statistical MT system in low-resource language pairs, and it 125 achieves similar performance for other language pairs.
Context-Dependent Word Representation for Neural Machine Translation by
The shared attention mechanism is the main contribution of this paper compared to previous existing works on multilingual neural MT. This contribution is specially helpful when the number of language pairs is dramatically increased (e.g. highly multilingual contexts like the European) and/or for low-resource language pairs. high-resource language pairs to be compared to state of the art MT systems thanks to the correcly exploitation of monolingual resources.
Interactive Neural Machine Translation
Despite the promising results achieved in last decades by MT, this technology is still error prone for some domains and applications. Interactive MT is in such cases several limitations that can be solved within a discriminative framework [32] or with a learning-to-rank strategy [33] . Neural MT also suffers from the vocabulary limitation issue which is well-known in the field of NLP. The complexity associated to a large output vocabulary hinders the application of such approaches to morphologically rich languages and to non-canonical texts like social media. To circumvent this limitation, these peculiarities renew how the notion of context can be considered within the translation process. This could allow the model to take into account for instance: a longer context, enabling document or discourse translation; a multi-modal context when translating image captions; or a social anchor to deal with different writting style. In the seminal paper on statistical machine translation [35] , the authors set out the limit the 210 approach considering that: "in its most highly developed form, translation involves a careful study of the original text and may even encompass a detailed analysis of the author's life and circumstances. We, of course, do not hope to reach these pinnacles of the translator's art". While this is still valid today, neural MT creates a real opportunity to extend the application field of machine translation in many aspects, beyond "just"
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challenging the state-of-the-art performance.
