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Abstract
In this paper, we propose a semi-supervised
learning method using self-learning and fine-
tuning for all-words word sense disambigua-
tion (WSD). The all-words WSD can be re-
garded as a sequence labeling problem, so we
use a bidirectional Long Short-term Memory
(LSTM) to solve it. Furthermore, we propose
the semi-supervised learning method to im-
prove that LSTM model, where self-learning
is essentially used. In general, self-learning
is the method for a classification problem, not
for a sequence labeling problem. To apply
self-learning to an all-words WSD, the LSTM
model is trained by not accumulating the loss
from the low probability label. We also con-
struct the model with additional labeled data
and then fine-tune by using the original la-
beled data. As result, the precision has been
improved from the precision of the model
learned from only initial labeled data.
1 Introduction
In this paper, we propose a semi-supervised learn-
ing method using self-learning for all-words word
sense disambiguation (WSD).WSD is a task to iden-
tify the sense of a polysemy word in a sentence, and
hence is essential in semantic analysis. However, its
use in an actual system is difficult because the gen-
eral WSD is developed for limited target words only.
Thus, an all-words WSD that provides senses to all
polysemy words in a given sentence should be de-
veloped.
Normally, WSD can be solved through supervised
learning. Thus, labeled training data, that are exam-
ple sentences with sense tags, are required for each
word of WSD. In an all-words WSD, a large number
of words with sense tags are necessary because the
target word is unlimited.
Thus, unsupervised learning should also be con-
sidered (Tanigaki et al., 2013; Komiya et al., 2015;
Suzuki et al., 2018). However, a problem regarding
accuracy exists in this case. Under such situation,
the corpus with sense tags has been gradually pre-
pared. Recently, the all-words WSD in a supervised
learning framework has been attempted to address
(Shinnou et al., 2017b; Shinnou et al., 2018). How-
ever, the currently available corpus with sense tags
is limited and we cannot obtain a sufficient accuracy.
Therefore, we attempt to develop an all-words WSD
with high accuracy through semi-supervised learn-
ing.
Semi-supervised learning is a method used in
training classifiers from a small amount of labeled
data and large amount of unlabeled data. In the
case of all-words WSD, the unlabeled data means
a plain corpus. Because obtaining a large amount
of plain corpus is easy, semi-supervised learning is
promising approach for all-words WSD. Therefore,
we propose the semi-supervised learning method to
improve that LSTM model, where self-learning is
essentially used. In general, self-learning is the
method for a classification problem, not for a se-
quence labeling problem. To apply self-learning to
the all-words WSD, the LSTM model is trained by
not accumulating the loss from the low probability
label. We construct the model with additional la-
beled data and then fine-tune by using the original
labeled data. As result, the precision has been im-
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proved from the precision of the model learned from
only initial labeled data.
2 Related Work
Many studies on semi-supervised learning for clas-
sifiers are already available. Co-training (Blum and
Mitchell, 1998) and expectation-maximization (EM)
(Nigam et al., 2000) algorithm are the popular and
conventional methods. Co-training is a method uti-
lized to improve classifier reciprocal by using two
independent views. In the EM algorithm, a genera-
tion model p(x; θ) has been set and considered the
label as potential variable to construct p(z|x).
Based on this idea, the semi-supervised learning
can be divided into two categories. The first one is
employing a classifier trained by the original labeled
data and then fine-tuning the classifier by data with
a probability label. Self-learning (Abney, 2007) and
label propagation (Zhu and Ghahramani, 2002) also
belong to this category.
The second one is mapping data to space.1 Ini-
tially, mapping unlabeled data into space which can
divide them well, then mapping labeled data to
that space. Finally, the process identifies and con-
structs classifiers in that space. Generally, if the
data can be mapped into a low-dimensional space,a
small amount of labeled data is sufficient to estimate
the boundaries between classes. hence, the semi-
supervised learning can be approved. The multi-
body theory (Rifai et al., 2011) and method us-
ing generation model (Cozman et al., 2003) belong
to this category. Additionally, the semi-supervised
learning method using deep generation model has a
similar framework with the semi-supervised learn-
ing using the generation model. Thus, we consider
the method of mapping the unlabeled data into space
that can accurately divide them to be used by the
network. (Kingma et al., 2014; Rasmus et al., 2015;
Salimans et al., 2016)
The pre-trained method is a representative of the
semi-supervised learning for a sequence labeling
model (Peters et al., 2017; Qi et al., 2009). To train-
ing the identify vector as input, which can be recog-
nition by a recognizer from the unlabeled data, and
added it to the training and test data. The recent pre-
1generally contains a lower dimensional space than the orig-
inal data.
training method used for a network-based language
model, referred to as ELMo (Peters et al., 2018),
also belongs to this type. BERT (Devlin et al., 2018)
also belongs to the same framework which was de-
veloped from ELMo.
For the all-wordsWSD, some unsupervised learn-
ing using the topic model has been proposed (Boyd-
Graber et al., 2007; Komiya et al., 2015). This
should be easily extended to semi-supervised learn-
ing because a generative model has been established.
3 All-words WSD Based on Bidirectional
LSTM
The all-words WSD can be regarded as a sequence
labeling problem that provides labels (sense) to each
word in the input word sequence. An LSTM is used
when the sequence labeling problem handles a neu-
ral network and corresponds to the time series by
learning from the hidden layer of time t and the state
of input from t − 1. It is also a model that ad-
dresses the time series data, Natural language pro-
cessing can treat word sequence from words and
sentences that are regarded as the time series data.
Therefore, the word after time t which be paying at-
tention is available, and then the data can be also
analyzed from the reverse direction. The model in
(Figure 1) is using forward direction and reverse di-
rection LSTM while obtaining the output for time
t. Hence, the model is referred to as bidirectional
LSTM.
4 Bidirectional LSTM with Self-Learning
Self-leaning utilizes the current classifier to provide
a label with the probability for the unlabeled data
and considers the labels with high probabilities as
correct labels. By adding the data to the labeled data
(training data), the accuracy of the classifier is grad-
ually increased. In self-learning of the sequence la-
beling model, the sequence labeling model receives
unlabeled word strings as inputs and provides a la-
bel with probability for each word. Thus, the labels
with high and low probabilities are mixed and the
word sequence cannot be simply added to the train-
ing data. Therefore, self-learning for a sequence la-
beling model has two problems: (1) enhancing the
training data and (2) using increased training data.
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Figure 1: Learning of a bidirectional LSTM
4.1 Avoiding learning from low probability
labels
For the first problem mentioned in the previous sec-
tion, we do not learn from a label with low prob-
ability (confidence degree). Thus, the sequence la-
beling model provides labels with probabilities for
each unlabeled word and then adds the word list to
the training data regardless of the probability. Per-
forming this process using LSTM is easy. For each
word in LSTM, lossi is obtained from the difference
between the output value and label of the word wi,
thereby accumulating the loss. When the process-
ing is completed up to the end of the sentence, the
network parameters are updated based on the accu-
mulated
∑
i lossi. If a label with low confidence
degree exists. then lossi = 0 is acceptable.
4.2 Using supplemental labeled data
For the second problem described in the previous
section, the following three approaches are consid-
ered. In this case, the training data with label are
assumed to be D. and the labeled data with proba-
bility obtained through self-learning are assumed to
be A.
In this study, we attempt the following three ap-
proaches and then determine the most effective ap-
proach.
(a) UsingD∪A in training the bidirectional LSTM
model
(b) Using D in training the bidirectional LSTM
model and A to fine-tune the model
(c) Using A in training the bidirectional LSTM
model and D to fine-tune the model
5 Experiment
In this study, the sense ID in the Word List by Se-
mantic Principles (WLSP) provided by National In-
stitute for Japanese Language and Linguistics is re-
garded as sense. the Japanese sense dataset, Bal-
anced Corpus of Contemporary Written Japanese
(BCCWJ) tagged with WLSP, has been released
from National Institute for Japanese Language and
Linguistics (NINJAL) (Kato et al., 2017). We utilize
it as a sense-tagged corpus for Japanese all-words
WSD. Approximately 10% of this data is used as test
data T , whereas the rest are labeled training dataD.
Regarding the number of sentences, D has 12,482
sentences and T has 1,498 sentences. Moreover, un-
labeled data U are used in self-learning with regard
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to the label. We used 100,000 sentences that are ran-
domly extracted from the Mainichi Shimbun from
1993 to 1999.
Two layers were used as a bidirectional LSTM
model. To convert the words into distributed rep-
resentations we used the nwjec2vec (Shinnou et al.,
2017a), which is exiting Japanese distributed ex-
pression data without learning.
Then, we utilized D in training the bidirectional
LSTM model and evaluated it using T , where T
was divided into 36,263 words by using the sys-
tem. Considering that division of 2212 words was
different from the correct answer data, the remain-
ing 34,051 words (sense) were used as the evalu-
ation subject. Meanwhile, 18,522 words are poly-
semy. The correct answer rate of these 18,522 words
was determined as the correct answer rate of the all-
words WSD. Figure 2 show the results. Moreover,
the abscissa represents the number of epochs dur-
ing the learning of the bidirectional LSTM, whereas
the ordinate represents the correct answer data as de-
scribed previously. The correct answer rate of the
model was obtained after 18 epoch with the best
value of 0.799. Because the system in (Shinnou et
al., 2018) was used, the correct answer rate of the
model constructed after 20 epochs where the value
of 0.796 the base correct answer rate is 0.796.
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Figure 2: Using only D in training the model
Then, the model constructed after 20 epochs to
the given U label with probability was used the label
whose probability is less than 0.8 was replaced with
the label of -1 to construct a supplemental version of
the labeled data A.
(a) Using D ∪ A in training the model
We usedD∪A as the new data to train the bidirec-
tional LSTM model and then employed T to evalu-
ate it. Figure 3 show the training results. The correct
answer rate in this method was increased to 0.798.
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Figure 3: Using D ∪A in training the model
(b) Fine-tuning (D → A)
We first used D to train the bidirectional LSTM
model, then A to fine-tune it, and finally T to eval-
uate it.Figure 4 shows the training results. In this
case, the correct rate was reduced to 0.794.
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Figure 4: Fine-tuning (D → A)
(c) Fine-tuning (A→ D)
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We employed A to train the bidirectional LSTM
model. D to fine-tune it. and T to evaluate it.
Figure 5 shows the training result. In this case, the
correct rate was increased to 0.799.
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Figure 5: Fine-tuning (A→ D)
6 Discussion
About how to use the enhanced data, In (c) approach
which creates the model based on enhanced and
fine-tuning it with original labeled data. As shown in
Figure 5, the correct answer rate is increased gradu-
ally, which is higher than of the base sequence la-
beling model. Therefore, semi-supervised learning
method through self-learning can be considered to
be a promising method.
However, the correct answer rate has a minimal
improvement. Thus, self-learning was not effective
in this experiment. Particularly in the self-learning
of the discriminator, because information that can
acquire new knowledge in the enhanced training
data does not exist, using the semi-supervised learn-
ing is assumed to be ineffective. In the case of
sequence labeling problem, we anticipated that the
outcome would be good for the diversity label com-
bination. However, this experiment did not work
well.
The effect may be caused by modifying the
amount of data (100,000 sentences in this exper-
iment) or the parameter of the threshold (0.8 in
this experiment) with the pseudo-label, which is re-
garded as the appropriate label. Therefore, we will
examine these appropriate values in the future.
In addition, adjusting the amount of loss for every
word in the learning process for the LSTM model
may be effective. In this experiment, we set the
weights to 0 when the probability based on the con-
fidence degree is less than 0.8, and the others were
set to 1. It is considered if the set weights as proba-
bility based on the confidence degree will get more
appropriate for processing self-learning processing.
The question of this point also will be investigated
as the future problem.
7 Conclusion
In this paper, we proposed a semi-supervised learn-
ing method using self-learning for all-words word
WSD. The all-words WSD is regarded as a sequence
labeling problem, so we used a bidirectional LSTM
to solve it. To improve that LSTM model, we at-
tempts semi-supervised learning for it, where self-
learning is essentially used. In general self-learning
is for a classification problem, not for a sequence la-
beling problem. To apply self-learning to our prob-
lem, the LSTMmodel is trained by not accumulating
the loss from the low probability label. We also pro-
posed a method to train the model with additional
labeled data and then to fine-tune by using the orig-
inal labeled data. As result, the precision has been
improved from the precision of the model learned
from only initial labeled data. This improvement is
just small. Hence, our proposed method is a little
effective. In the future, we will try the loss from the
probability based on the confidence degree.
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