We consider the problem of partitioning interval graphs into cliques of bounded size. Each interval has a weight, and the cost of a clique is the maximum weight of any interval in the clique. This natural graph problem can be interpreted as a batch scheduling problem. Solving an open question from [7, 4, 5] , we show NP-hardness, even if the bound on the clique sizes is constant. Moreover, we give a PTAS based on a novel dynamic programming technique for this case.
Introduction
We consider the problem of partitioning interval graphs into cliques of bounded size. Each vertex or rather interval has a weight, and the cost of a clique is the maximum weight of any interval in the clique. Specifically, let J be the intervals of the graph, where each interval I ∈ J has a weight w I ∈ R + , and let k be the bound on the clique size. We extend the weights to all cliques C of at most size k with w C := max I∈C w I . The objective is hence to partition the intervals J into cliques C 1 , C 2 , . . . , C s of at most size k such that s i=1 w C i is minimized. We refer to this problem as CB k . Note that we can think of an interval as a job, and of a clique as a batch of jobs which satisfy the compatibility constraint implied by to coloring a graph. Pemmaraju, Raman, and Varadarajan [12] showed that this complementary problem is NP-hard, even for interval graphs and k = ∞. Moreover, Pemmaraju, and Raman [11] showed that, for k = ∞, a graph class admits a 4c-approximation algorithm if there is a c-approximation algorithm for the simpler coloring problem. Finally, note that our results for CB k can be applied to this complementary problem for the graph class of co-interval graphs and constant k.
Preliminaries
Let n be the number of intervals in J, and assume that all endpoints of intervals in J are elements in the range {1, . . . , T } for T := 2n. This discretisation is not necessary, but simplifies the descriptions of the arguments to follow. We refer to an element in {1, . . . , T } as a period. We also refer to a clique-partition C 1 , C 2 , . . . , C s as a schedule, and we always denote a schedule with σ. Therefore, define cost(σ) := C∈σ w C , and let OPT := cost(σ * ) denote the cost of an optimal schedule σ * .
Geometric interpretation and dynamic programming
Consider some schedule σ for J. For each batch C ∈ σ, there is some period t C such that t C ∈ I for each interval I ∈ C. If t C is non-unique, simply choose t C to be the smallest such period. Consequently, if we interpret the weight w I of each interval I as a vertical height, then we can also think of a batch as a vertical line with x-coordinate t C starting at y-coordinate w C and ending at y-coordinate 0. We say that each interval contained in C is stabbed by this batch. However, since each such batch may stab at most k intervals, we say that it has capacity k, and we have to indicate which intervals are stabbed.
Example. We illustrate the geometric interpretation of an example instance J in Figure 1 . This instance consists of five intervals, where the vertical height of each interval I ∈ J is its weight w I . For k = 3, the vertical dashed lines represent of schedule σ containing two batches C 1 and C 2 with t C 1 = 3, w C 1 = 4, t C 2 = 7, and w C 2 = 5. The fat dots indicate which intervals are stabbed by which batches. We have that cost(σ) = 9, and this is clearly optimal for this instance. Note that batch C 2 does not fully exploit its capacity k.
The geometic nature of CB k makes it a natural target for dynamic programming techniques. Indeed, many algorithms for related problems are dynamic program- ming based [6, 2, 5, 7] .
First, we discuss the approach from [7, 2] for k = ∞. Specifically, for any pair of integers 0 ≤ s < t ≤ T + 1, let J(s, t) denote the subinstance of J that contains all intervals I ∈ J with I ⊆ (s, t), where (s, t) is the open real interval with endpoints s and t. Observe that J(0, T + 1) = J. Consider now an interval I ∈ J(s, t) with maximal weight w I . Clearly, for any schedule σ, there must be a batch C ∈ σ with t C ∈ I and w C = w I that stabs interval I. Moreover, such a batch decomposes J(s, t) into two new subinstances, namely J(s, t C ) and J(t C , t), such that each interval I ∈ J(s, t) is either stabed by batch C, or contained in one of these two new subinstances. Recall here that w I is maximal and k = ∞, and thus, batch C may stab all intervals I ′ ∈ J(s, t) with t C ∈ I ′ as well. Since there are at most T = 2n many possible choices for t C , this straightforward establishes a recurrence relation for a dynamic program, where each subinstance J(s, t) corresponds to an entry in the dynamic programming array.
However, if k < ∞, then it is not clear which intervals except I batch C should stab as well, and if an interval I ′ ∈ J(s, t) with t C ∈ I ′ is not stabbed, then we need to decide whether to assign it to the left or right, i.e., whether to add this interval to the left subinstance J(s, t C ) or to the right subinstance J(t C , t). We will solve this left-right assignment dilemma approximately with Lemma 7, but we need many other ingredients. However, we will use a different type of subinstance and a slightly different way to decompose subinstances. More specifically, we will select a consecutive pair of periods a < b = a + 1 to decompose such a subinstance J ′ between these periods, i.e., we can think of this as selecting a < t C < b. But analogously, all intervals I ∈ J ′ with I ≤ a will be assigned to the left, all intervals I ∈ J ′ will be assigned to the right, and the intervals I ∈ J ′ where the left-right assignment dilemma occurs are the ones with {a, b} ⊂ I.
Correa et al. [5] used the dynamic program from [7, 2] explained above to obtain a 2-approximation algorithm for CB k for arbitrary k. Specifically, they first compute an optimal schedule σ for k = ∞ in polynomial time using this approach, and then they decompose each batch C ∈ σ into batches of at most size k.
Even et al. [6] address non-uniform capacities, i.e., each period t has capacity k t such that each batch C with t C = t may stab at most k t intervals, but the interval weights are uniform, for example w I = 1 for each interval I ∈ J. They discuss the hard-and soft-capacitated case. In the hard-capacitated case, there must be at most one batch C with t C = t for each period t, and such a batch adds some non-uniform period-specifice cost w t to the objective function. Therefore, it is not clear whether there is a feasible solution. On the other hand hand, in the soft-capacitated case, there is no limit on the number of such batches C with t C = t, but each such batch C adds w t to the objective function. Therefore, the soft-capacitated case is more related to CB k . It is worth mentioning here that our PTAS can be extended to non-uniform capacities k t as long as all capacities are uniformely bounded by some constant k.
The dynamic program in [6] is based on a technique introduced in [1] which avoids the left-right assignment dilemma by chosing different subinstances. Specifically, they order the intervals in J according to their right endpoints, say I 1 , I 2 , . . . , I n . Each considered subinstance J(s, t, i) is then defined by two integers 0 ≤ s < t ≤ T + 1 and an additional integer 1
Note that these subinstances significantly differ from the subinstances of the form J(s, t) discussed above.
However, all dynamic programs briefly discussed in this subsection fail for CB k , since the approach in [7, 2] is not able to deal with capacities, and the approach in [6] fails to work for different weights. Therefore, we need a significantly different strategy.
Interpretation of a schedule as a function
We can also think of a schedule σ as a function σ : J → {1, . . . , T } that assigns each interval I ∈ J to the period σ(I) = t C , where C ∈ σ is the batch with I ∈ C. For each period t, let then σ t := {I ∈ J | σ(I) = t} be the batch of all intervals which are assigned to period t. Given σ t , it is easy to compute the optimal cost of schedule σ at period t. To this end, we also define a weight w C for each batch C with |C| > k as follows: Let C 1 , C 2 , . . . , C s be a partition of C into subbatches of at most size k such that (1) C s ≤ k, (2) for each 1 ≤ i ≤ s − 1, |C i | = k, and (3), for each pair 1 ≤ i < j ≤ s and intervals I ∈ C i and I ′ ∈ C j , w I ≤ w I ′ . Define
Observe that this 'top-down' approach is the optimal way to partition the batch C into batches of at most size k, and hence, the optimal cost of σ at period t is w σt . Therefore, CB k is the problem of finding a schedule σ that minimizes T t=1 w σt . The same partition was used by Correa et al [5] to obtain a 2-approximation algorithm.
We will alternately use the interpretation of a schedule σ as a function, as introduced in this subsection, or a set of vertical lines, as introduced in Subsection 2.1. Specifically, in Sections 3 and 5, we will use the geometric interpretation as a set of lines, and in Section 4, we will use the interpretation as a function assigning intervals to periods.
Reducing the number of different weights
First, we need the following simple lemma, which establishes a simple geometric rounding step. Lemma 1. For any α > 1, by losing an α-factor in the approximation ratio, we may assume that all interval weights are powers of α.
Proof. Assume that min I∈J w I = 1, and then simply round the weight w I of each interval I ∈ J up to the next power of α. It is easy to see that any schedule for the old instance yields a schedule for this new rounded instance whose cost is at most the factor α larger, and any schedule for the new instance yields a schedule for the old instance whose cost is even smaller. This proves the claim.
By Lemma 1, we may assume that there is a constant α > 1 such that, for each interval I ∈ J, w I = α i I −1 for some integer i I ≥ 1. Hence, for each batch C, there is also some positive integer i C such that w C = α i C −1 . Let m := max I∈J i I be the maximal necessary such integer. We also refer to an integer 1 ≤ i ≤ m as a level in what follows, and we can think of using levels instead of weights as introducing a logarithmic scale with base α. The following lemma provides a bound on the number of levels m.
Lemma 2. For any ǫ > 0, by losing an (1 + ǫ)-factor in the approximation ratio, we may assume that m is constant.
Proof. We need the following algorithm, named A ′ , which is an adaption of the well-known shifting technique of Hochbaum and Maas [9] . An additional input except instance J is an algorithm A for instances where m is constant. Consider some constant but arbitrarily small ǫ > 0, and assume that ǫm ≥ 1. Otherwise, if ǫm < 1, then we already have that m is constant. Assume then moreover that 1/ǫ and ǫm are integral. This can be ensured by sufficiently decreasing ǫ. The parameter ǫ will affect the approximation ratio of algorithm A ′ .
A ′ (J, ǫ, A)
1. Select an integer 1 ≤ z ≤ 1/ǫ uniformly at random.
2. For j = 0, . . . , ǫm:
(b) Compute a schedule σ j for J j with algorithm A.
3. Return the schedule σ ← ∪ ǫm j=0 σ j for J.
Note that the instances J 0 , J 1 , . . . , J ǫm are a pairwise disjoint partition of J, and hence, the returned schedule σ is indeed a schedule for J, since each interval in J is stabbed by a batch in one of the schedules σ 0 , σ 1 , . . . , σ ǫm . To finally prove the correctness of algorithm A ′ , we still have to argue that each of the instances J 0 , J 1 , . . . , J ǫm has a constant number of levels, since this is required to apply algorithm A. To this end, recall that, for each integer 0 ≤ j ≤ ǫm and interval I ∈ J j , (j − 1)/ǫ + z < i I ≤ j/ǫ + z. Therefore, we can normalize the levels of the intervals in J j such that min I∈J j i I = 1 and max I∈J j i I ≤ 1/ǫ. Since 1/ǫ is a constant, this shows that we may assume that the number of levels in J j is constant.
Consider an optimal schedule σ * . We create a sequence of schedules σ * 0 , σ * 1 , . . . , σ * ǫm for the respective instances J 0 , J 1 , . . . , J ǫm as follows: For each batch C ∈ σ * and each positive integer j with (j − 1)/ǫ + z < i C , add a batch C j to σ * j with t C j := t C and
For each 0 ≤ j ≤ ǫm, it is easy to see that σ * j is a schedule for J j if we use each batch C j ∈ σ * j to stab all intervals I ∈ J j which are stabbed by the original batch C ∈ σ * , i.e., the batch C used to construct C j . This ensures that the capacity k of batch C j is not exceeded. However, it might happen that C j uses far less of its capacity than C. Intuitively, this happens if the intervals in J stabbed by C are spread over many of the instances J 1 , J 2 , . . . , J ǫm .
Figure 2: Decomposing an instance J and schedule σ * .
intervals depicted in Subfigure 2(a) are hence contained in instances J 0 , J 1 , and J 2 as illustrated on the right of this subfigure. For k = 3, consider now the optimal schedule σ * with the single batch C. We create three schedules σ * 0 , σ * 1 , σ * 3 from σ * , where these schedules contain the batches C 0 , C 1 , C 2 , respectively, which are depicted in Subfigure 2(b). To disinguish these batches, C 0 and C 1 are moved a little to the right. Each of these batches uses only a third of its total capacity k.
We have that
The first line is due to linearity of expectation, and the second line is due to the definition of the batches C j for each batch C ∈ σ * . The third line is due to the fact that the integer 1 ≤ z ≤ 1/ǫ is selected uniformly at random, and hence Pr [z = x] = ǫ for each fixed integer 1 ≤ x ≤ 1/ǫ. Moreover, note here that, for each level 1 ≤ i < i C − 1, there is exactly one combination of integers 1 ≤ x ≤ 1/ǫ and j ≥ 0 with j/ǫ + x = i. Finally, the fourth line is due to the standard transformation of the geometric series. Now assume that A is a β-approximation algorithm. We obtain that
The first line is due to linearity of expectation and the fact that cost(σ j ) ≤ βcost(σ * j ) for each 0 ≤ j ≤ ǫm. Moreover, the second line is due to linearity of expectation and Inequality (1). Since α > 1 is constant and we may choose ǫ arbitrarily small, this proves the claim of the lemma. Specifically, if A is an approximation scheme, i.e., if we may choose β > 1 arbitrarily small, then so is
Finally, note that algorithm A ′ can be straightforward derandomized by sampling all integers z with 1 ≤ z ≤ 1/ǫ, since there are only constant many.
A PTAS
The goal of this section is to prove the following theorem.
Theorem 3.
There is a PTAS for CB k for any constant k.
To prove Theorem 3, we first need to introduce the notion of an easy instance in Subsection 4.1. Specifically, such that instance deals with the left-right assignment dilemma by providing some additional information. Moreover, we introduce the notion of a normal schedule in Subsection 4.2, which allows us to restrict the search space. We show then in Subsection 4.3 that there is a dynamic programming based quasipolynomial time algorithm for CB k with easy instances, and we extend this dynamic program to a QPTAS for general instances in Subsection 4.4. On the other hand, we extend this dynamic program to a PTAS for easy instances in Subsection 4.5. Combining both extensions allows us to finally prove Theorem 3 in Subsection 4.5.
By Lemma 2, assume throughout this section that the number of levels m is constant. For each level i, let J i := {I ∈ J | i I = i} be all intervals in J with level i. Moreover, assume that all endpoints of intervals in J are distinct, which is possible since we have T = 2n. Finally, assume that n and hence T is a power of 2, and that all intervals in J contain at least 2 periods. To avoid rounding steps, for every ǫ > 0 considered in what follows, assume that 1/ǫ is integral.
Recall the interpretation of a schedule as a function assigning intervals to periods introduced in Subsection 2.2. We also allow that a schedule σ is partial, i.e., that σ assigns only a subset of intervals J ′ ⊆ J. Hence, in this case, σ assigns an interval I ∈ J if and only if σ(I) is defined. If we do not specify J ′ , then σ assigns all intervals J. Moreover, for any ǫ > 0, we say that a schedule σ assigns all intervals in a subset J ′ ⊆ J except an ǫ-fraction if σ assigns all intervals in a
Easy instances
Let R be the rooted binary tree with T leaves and ordered children such that each non-leaf vertex u ∈ R has a left and right child, denoted ← − u and − → u , respectively. Moreover, letû denote the parent of each non-root vertex u ∈ R. Observe that each vertex u naturally corresponds to a subrange periods P u ⊆ {1, . . . , T } with |P u | = T /2 du as follows: Let u 1 , u 2 , . . . , u T be a ordering of the leaves of C such that, for each 1
, where v is the lowest common ancestor of u i and u i+1 . For each 1 ≤ i ≤ T − 1, define then P u i := {i}. Using this, for each non-leaf vertex u, inductively define P u := P ← − u ∪ P − → u , which completes this definition. Note that P u = {1, . . . , T } for the root u.
For each non-leaf vertex u, define a u := max P ← − u and b u := min P − → u , and, for each level i, let then R i u be all intervals I ∈ J i for which u is the non-leaf vertex of maximal depth d u such that {a u , b u } ⊆ I ⊆ [min P u , max P u ]. Additionally, for each leaf u and level i, define R i u := ∅. Since we assume that each interval in J contains at least 2 periods, we have that the interval sets R i u are a pairwise disjoint partition of J.
Example. Consider the four intervals I 1 , I 2 , I 3 , and I 4 in Figure 3 with T = 8. Assume that all these intervals have the same level i, and hence, the vertical separation is only used to distinguish these intervals. We obtain a tree R of depth log T = 3. Let u be the root of R. We then have that P u = {1, . . . , 8}, P ← − u = {1, . . . , 4}, and P − → u = {5, . . . , 8}, and hence
Figure 3: Some sample intervals.
Let A always denote a tuple of interval sets with A i u ⊆ R i u for each vertex u and level i, and if we say that such a tuple is u-based, then A i v is only defined for all vertices v ≻ u. Since m is constant, note that the dimension of a tuple A is m(2T − 1) = O(n), but if A is u-based, then its dimension is at most m log T = O(log n). Moreover, we say that a schedule σ satisfies a tuple A if, for each vertex u and level i, it holds for each interval I ∈ R i u assigned by σ that
Note that it is not necessary for this definition that σ assigns all intervals in J, i.e., σ might be a partial schedule, and that it is possible that σ assigns some intervals not contained in J. Now we are ready to define the central notion of an easy instance. We say that J is easy if we additionally know a tuple A such that there is an optimal schedule σ * which satisfies A. Clearly, in general, we cannot assume that we know such a tuple A. However, knowing such a tuple allows us to solve the left-right assignment dilemma at each node u such that if we decompose J between periods a u and b u , then, for each level i, all intervals in A i u can be assigned to the left, and all intervals in R i u \A i u can be assigned to the right. We will exploit this in Subsection 4.3.
Normal schedules
Consider a fixed tuple A, vertex pair v ← − ≻ u, and level i, and let I 1 , I 2 , . . . , I t be an ordering of the intervals A i v according to their left endpoints such that, for each 1 ≤ j ≤ t − 1, the left endpoint of I j is strictly smaller than the left endpoint of I j+1 . Recall that we assume that all endpoints are distinct. Let then
be the the consecutive subsequence of intervals in A i v whose left endpoints are in P u , and define
Note that we can analogously define A 
Given such an integer tuple a, we abbreviate
Consider now a schedule σ, and note that there is obviously some tuple A that is satisfied by σ. Specifically, for each vertex v and level i, simply define A
We say that σ is normal if there is an integer tuple a such that, for each vertex pair v ≻ u and level i, σ assigns an interval I ∈ A i vu to a period in P u if and only if I ∈ A ai vu . We then also say that σ satisfies a. The following lemma restricts such a tuple a. Figure 4 : A normal schedule.
Lemma 4. Let σ be a normal schedule that satisfies a tuple a. Then, for each vertex pair v ≻ u where u is not a leaf and level i, we may assume that
and it is possible that the inclusions are not tight.
Proof. We only consider the first part with A ai v ← − u , since the second part can be proven analogously. Moreover, in this part,
is an easy fact. Thus, it only remains to argue that we may assume
is also an easy fact. To this end, observe
Hence, we may even assume that a
. This completes the proof of the claim. Note that the conditions in Lemma 4 are satisfied, but the inclusions are not tight, since interval I 3 is assigned to a period in P − → u and interval I 6 is assigned to a period outside of P u .
The following lemma allows us to only consider normal schedules, which we will use to prove the correctness of the dynamic programming approach introduced in Subsection 4.3. Proof. The claim follows from a simple swapping argument. Let A be the tuple that is satisfied by σ. Consider a fixed vertex pair v ≻ u and level i. Since the case v − → ≻ u works analogously, assume that v ← − ≻ u, and moreover assume that there are two intervals I, I
′ ∈ A i vu assigned by σ with the property that the left endpoint of I is smaller than the left endpoint of I ′ , but σ(I) ∈ P u and σ(I ′ ) ∈ P u , which is exactly the property that avoids that σ is normal. We illustrate this scenario in Subfigure 5(a). However, by the definition of A i vu and the fact that σ satisfies A, we have that σ(I ′ ) ∈ I and σ(I) ∈ I ′ , and therefore, we can swap the respective periods σ(I ′ ) and σ(I) where the intervals I ′ and I are assigned to without modifying cost(σ) as illustrated in Subfigure 5(b). By iterating this swapping argument, we obtain the claimed normal schedule σ ′ .
A quasipolynomial time algorithm for easy instances
In this subsection, we present a dynamic programming based quasipolynomial time algorithm for easy instances. Recall that if J is easy, then we know a tuple A such that there is an optimal schedule σ * that satisfies A. Hence, we can think of A as a global variable. We will show in Subsection 4.4 how to get rid of this assumption. Let x always denote an integer tuple with 0 ≤ x i ≤ n for each level i.
Let Π be the dynamic programming array, which, for each vertex u, integer tuple x, and u-based integer tuple a includes an entry Π(u, x, a, A) that contains the cost of an optimal schedule σ assigning the intervals
to periods in P u subject to the constraint that σ satisfies A. The first part J[min P u , max P u ] is the subinstance of all intervals I ∈ J with I ⊆ [min P u , max P u ], where min P u and max P u are the minimal and maximal periods in P u , respectively, and the second part can be assigned to any period in P u . Observe that the first part resembles the subinstances used in the dynamic program for k = ∞ [7, 2] described in Subsection 2.1. However, we add some intervals of the form [1, T ] with different levels in the second part, which can be assigned to any period. Such an interval will act as a representative for an interval I ∈ J with P u ⊂ I. Finally, the intervals in the third part are intervals with the property that exactly one endpoint is contained in P u . To summarize this, Figure 6 illustrates these three types of intervals corresponding to these three parts with respect to P u .
Since R has 2T − 1 = O(n) many vertices, m is constant, and a has at most m log T = O(log n) many dimensions, we conclude that the size of Π is at most
which gives quasipolynomial running time if can somehow inductively fill this array.
To fill array Π, for each non-leaf vertex u, use the recurrence relation
where, for each level i, we have the constraints
and ← − y i ∈ {0, . . . , n} and − → y i ∈ {0, . . . , n} s.t.
and
Observe that Constraints (6) correspond to Lemmas 4. In Constraints (7), we simply split x i into two integral parts, namely ← − y i and − → y i . Intuitively, the sums in Constraints (8) are not zero if the inclusions in Constraints (6) are not always tight.
Finally, to initiate array Π, for each leaf u, we set
where the right side is defined in Subsection 2.2, since P u contains only a single period, and hence Φ(u, x, a, A) forms a batch of arbitrary size. This completes the definition of the dynamic program. Note that in contrast to the initialization of Π in (9), we treat all levels independently during Recurrence Relation (5). Specifically, we have a seperate set of constraints for each level.
The following lemma gives the correctness of this approach, since this lemma implies that, if u is the root and x the integer tuple that contains only 0s, then Π(u, x, a, A) contains the cost of an optimal schedule σ subject to the constraint that σ satisfies A. Recall here that an u-based integer tuple a is empty if u is the root. Moreover, recall the assumption that there is an optimal schedule σ * satisfying A, and hence cost(σ) = OPT.
Lemma 6. For each vertex u, integer tuple x, and u-based integer tuple a, we have that Π(u, x, a, A) is indeed the cost of an optimal schedule σ which assigns the intervals Φ(u, x, a, A) to periods in P u subject to the constraint that σ satisfies A.
Proof. We will prove the claim via induction on the depth d u of a vertex u, which mimics the proceeding of the dynamic program, and we start with the leaves.
Induction start. If u is a leaf, then there is only a single period in P u , and hence, we have no choice where to assign each interval in batch Φ(u, x, a, A). The induction start follows.
Induction step. Consider some non-leaf vertex u, and assume as induction hypothesis that the claim holds for the its two children, namely ← − u and − → u . Moreover, consider some integer tuple x and u-based integer tuple a. By the induction hypothesis, we only have to show that there are parameters ← − x , − → x , ← − a , and − → a that satisfy the following two properties:
(1) Constraints (6), (7), and (8) are satisfied with respect to x and a, (2) If we have two optimal schedules ← − σ and − → σ assigning the intervals Φ( ← − u , ← − x , ← − a , A) and Φ( − → u , − → x , − → a , A) to periods in P ← − u and P − → u , respectively, subject to the constraint that both schedules satisfy A, then we can construct an optimal schedule σ which assigns the intervals Φ(u, x, a, A) to periods in P u subject to the constraint that σ satisfies A, and cost(σ) = cost( ← − σ ) + cost( − → σ ). level i which σ ′ assigns to periods in P ← − u and P − → u , respectively. This satisfies Constraints (7). Choose then the two integer tuples ← − x and − → x such that Constraints (8) are satisfied with respect to ← − y , − → y , ← − a , − → a , and a. By combining all this, we obtain Property (1).
We still have to show Property (2), i.e., given two arbitrary schedules ← − σ and − → σ as described in Property (2) with respect to the constructed parameters ← − x , − → x , ← − a , and − → a , respectively, we need to show that we can construct a schedule σ with cost(σ) = cost(σ ′ ). To this end, consider a fixed level i. Observe that
are the intervals in Φ(u, x, a, A) with level i which σ ′ assigns to periods in P u , where [1, T ] x i denotes the subset of all x i many intervals in [1, T ] x with level i. We will iteratively decompose this set into two parts, named ← − J and − → J , that contain exactly the intervals which are assigned to periods in P ← − u and P − → u , respectively.
• The intervals in J[min P u , max P u ] ∩ J i which are assigned to periods in P ← − u and P − → u are exactly
respectively. The first part on both sides is due to the fact that σ ′ satisfies A. Therefore, add the left and right side of (10) to ← − J and − → J , respectively.
• Add all intervals in [1, T ] x ∩ J i which are assigned to a period in P ← − u and P − → u to ← − J and − → J , respectively.
• We have that the intervals in
which are assigned to periods in P ← − u and P − → u are exactly
respectively. Recall here that we extended the integer tuple a to all vertex pairs v ≻ ← − u and v ≻ − → u . Therefore, add the left and right side of (12) to ← − J and − → J , respectively.
• On the other hand, the intervals in the sets (11) which are assigned to periods in P − → u and P ← − u are exactly the 'complements' of (12), which are
respectively. Now note that each interval I in the left and right side of (13) satisfies P − → u ⊂ I and P ← − u ⊂ I, respectively, and can hence be assigned to any period in P − → u and P ← − u , respectively. Therefore, for each such interval I, add one copy of interval [1, T ] with level i to − → J and ← − J , respectively.
By the definitions of ← − J and − → J above, we have that
and hence, we see that ← − σ and − → σ correspond to schedules that assign the intervals which σ ′ assigns to periods in P ← − u and P − → u , respectively. Thus, since ← − σ , − → σ , and σ ′ are optimal, we find that
Therefore, by combining the schedules ← − σ and − → σ , we obtain the claimed schedule σ with cost(σ) = cost(σ ′ ).
A QPTAS
In this subsection, we extend the dynamic program for easy instances from Subsection 4.3 to general instances. Recall that if J is easy, then we know a tuple A such that there is an optimal schedule σ * that satisfies A. However, in general, we do not know such a tuple A.
Let K always denote a tuple of sets of interval sets with K Analogously, for a u-based tuple A, we write A ∈ K if this property holds for each vertex v ≻ u, and we say that a schedule σ satisfies a K-extension of A if we can extend A to all vertex pairs such that still A ∈ K and σ satisfies A. We need the following lemma to deal with the left-right assignment dilemma, which is proven in the end of this subsection. To see how to apply Lemma 7, Recall that, for some vertex v, if we want to decompose J between periods a v and b v , then, for each level i, we need to decide which intervals in R i v should be assigned to the left or right. If J is easy, then we know a tuple A that guides this assignment. However, if we do not know such a tuple A, then we could enumerate all such tuples, which is not feasible in general, since there are two many ways to select a subset A i v ⊆ R i v . However, Lemma 7 basically says that by losing an (1 + ǫ)-factor, we only have to consider a constant number of subsets, namely all subsets in K i v . In combination with the fact that R has logarithmic depth log T = O(log n), this allows us to incorporate an approximate enumeration of all tuples A in the dynamic program.
More specifically, assume that we are given a tuple K as described in Lemma 7, and hence, instead of a global variable A as in Subsection 4.3, we have a global variable K. We extend array Π such that, for each vertex u, integer tuple x, ubased integer tuple a, and u-based tuple A ∈ K, Π(u, x, a, A) contains the cost of an optimal schedule assigning the intervals Φ(u, x, a, A) to periods in P u subject to the constraint that σ satisfies a K-extension of A. Because |K| ≤ c and A has at most m log T = O(log n) dimensions, we find that the size of Π listed in (4) only increases by the polynomial factor
and hence, array Π has still quasipolynomial size.
To fill the extended array Π, instead of (5), we use the extended recurrence relation
subject to Constraints (6), (7) and (8), but we have the additional constraints that, for each level j,
Note that A is now a parameter in the array Π instead of a global variable. The new Constraints (14) are there to restrict the parameter A, which is a ← − u -and − → u -based tuple, with respect to A and K such that A ∈ K.
The correctness of this extension can be straightforward proven by extending the induction used to prove Lemma 6. Therefore, if u is the root and x the tuple that contains only 0s, then Π(u, x, a, A) contains now the cost of an optimal schedule σ subject to the constraint that σ satisfies a K-extension of A. Note that a ubased tuple A is empty if u is the root, and hence, this K-extension can be any tuple A ∈ K. Because we choose K according to Lemma 7, this shows that the extension of the dynamic program introduced in this subsection yields a QPTAS for CB k .
To prove Lemma 7, we first need to prove the following two lemmas. For simplicity, in what follows, let A sometimes also denote an interval set and K a set of interval sets, which we can interpret as tuples with one dimension. The first lemma is general helper lemma that will be used later on again, and the second lemma is a 'local' version of Lemma 7. Recall parameter α from Subsection 3.
Lemma 8. Consider two tuples
A and a, and, for some ǫ > 0, let σ be a schedule which satisfies the following properties:
(1) σ assigns all intervals in J except an ǫ-fraction, (2) σ satisfies A (and a),
Then there is a schedule σ satisfying A (and a) with cost(σ) ≤ (1 + ǫkα m OPT.
Proof. Since there at most k intervals in each batch, and each batch C has at least weight w C = α 0 = 1, we obtain the simple lower bound OPT ≥ n k .
Consider a schedule σ satisfying the three prerequisites in the claim with respect to some ǫ > 0. Then, for each of the at most ǫn many intervals I which are not assignment by σ, we create a batch only containing I. We can do this such that σ still satisfies A (and a). Due to this additionally assigning of intervals, cost(σ) increases by at most α m ǫn, which gives with Inequality (15) that now
The claim follows. This is the only lemma where we need that k is constant. (1) σ assigns all intervals in J ′ except an ǫ-fraction,
for each interval I ∈ A, if σ assigns I, then σ(I) ≤ a, and, for each interval
for each period t, the number of intervals in J ′ that σ assigns to t is at most the number of intervals in J ′ that σ ′ assigns to t, i.e., |σ
Proof of Lemma 7. Consider some optimal schedule σ * with cost(σ * ) = OPT. For any ǫ > 0, we can simultaneously apply Lemma 9 to all vertices v and levels i, where we use
, and σ ′ is the restriction of σ * to R i v . Then we combine the resulting sets of interval sets K i v = K to a tuple of sets of interval sets, also named K, and the resulting schedules σ to a single one, also named σ. The three properties in Lemma 9 imply that σ satisfies the respective prerequisites in Lemma 8, which completes the proof of the claim, since kα m is constant, but we may choose ǫ > 0 arbitrarily small.
We prove Lemma 9 in the remainder of this subsection. Given σ ′ , we will first show how to explicitly construct a set A and a schedule σ that satisfy all three properties in Lemma 9 with respect to σ ′ . Note that if we know σ ′ , then constructing such a set A is not difficult in general. However, to prove Lemma 9, we need to be independent of σ ′ . Therefore, without knowing σ ′ , we show afterwards how to construct a set of interval sets K that contains any such set A.
Consider a fixed but arbitrary small ǫ > 0, and assume that 1/ǫ is integral and
the power set of J ′ , and hence, we may select K := P(J ′ ). Assume then moreover that 1/ǫ divides N.
We use the following algorithm, named A, to construct A and σ. For the sake of exposition, this algorithm also constructs the complement B = J ′ \A, and consequently, (A, B) is a 2-partition of J ′ . Since we will use these notions in algorithm A, note that, for example, the two leftmost intervals with respect to their right endpoints in Figure 3 are I 1 and I 3 , and the two rightmost intervals with respect to their left endpoints are I 3 and I 4 .
In what follows, an iteration is an iteration of the loop in Step 3. In each iteration, we remove some intervals from J ′ , and, for each interval I ∈ J ′ , we have that σ(I) takes its final value in the iteration when it is removed from J ′ . However, if we add I to J ′′ , then σ(I) = σ ′ (I), where it is also possible that σ(I) is left undefined. We can think of such an interval I ∈ J ′′ as an interval whose 'capacity' σ ′ (I) has not been used yet. Recall that we remove ǫN many intervals from S ′ in each iteration.
Therefore, since we assume that 1/ǫ divides N, we have exactly 1/ǫ iterations. Finally, note that, in each iteration, either J * = J − or J * = J + , depending on 
Proof. We show the claim of the lemma via induction on the iterations.
Induction start. The induction claim trivially holds just before the first iteration, since then J ′′ = ∅.
Induction step. Assume as induction hypothesis that the claim holds just before an arbitrary iteration. We need to show that it then still holds just before the next iteration. To this end, consider some intervals I ′ added to J ′′ in this iteration, and assume that |J ′′ ∩ J − | ≥ |J ′′ ∩ J + |, and hence J * = J − . Note that it is necessary that I ′ ∈ J − , since otherwise, we would not have added I ′ to J ′′ , but we would
Step 3c. Consequently, we have that I ′ ∈ J + , and
On the other hand, since we select the leftmost intervals with respect to their right endpoints in Step 3a, we have that the the right endpoint of I ′ is smaller than the right endpoint of any remaining interval I ∈ J ′ . Combining these two facts gives that even σ ′ (I ′ ) ∈ I, which proves the induction step, and hence the claim of the lemma.
Lemma 11. The returned 2-partition (A, B) and schedule σ satisfy the following properties:
(1) σ assigns all intervals in J ′ except an 2ǫ-fraction, 
for each period t, the number of intervals that σ assigns to t is at most the number of intervals that σ ′ assigns to t.
Proof. Properties (2) and (3) 
and at most ǫm intervals are added to J ′′ in the next iteration, this shows that still |J ′′ | ≤ 2ǫm after the next iteration. This proves the induction step.
We know from Lemma 11 that set A and schedule σ returned by algorithm A have exactly the properties needed for Lemma 9. The following algorithm constructs a set of 2-partitions K ′ that contains the returned 2-partition (A, B), and hence, it contains such a 2-partition for any schedule σ ′ . This gives us the required set of ii. Otherwise, if w j = 0, then add the ǫN rightmost intervals in J ′ with respect to their left endpoints to B, and remove them from
Proof of Lemma 9. The returned set of 2-partitions K ′ has clearly size 2 1/ǫ , since this is the number of tuples in {0, 1} 1/ǫ . On the other hand, note that K ′ contains the 2-partition (A, B) computed by algorithm A, and by Lemma 11, the set A contained in this 2-partition has the claimed properties. Combining this proves the claim.
A PTAS for easy instances
In this subsection, we extend the dynamic program for easy instances described in Subsection 4.3 to a PTAS for easy instances. Recall that if J is easy, then we know a tuple A such that there is an optimal schedule σ * that satisfies A. However, we have already shown in Subsection 4.4 how to get rid of this assumption, but, for the sake of exposition, we assume in this subsection again that J is easy.
Observe that the base n of the quasipolynomial running time listed in (4) is due to the fact that we only have the bound 0 ≤ a i vu ≤ n on the entries of the integer tuple a. But if we would even have a bound 0 ≤ a i vu ≤ c for some constant c, then we would immediately obtain an array Π of polynomial size, and hence polynomial running time. However, restricting the search space in this way does clearly not yield an approximation scheme. A more general way to restrict the search space is to only restrict the number of different values each entry of a may take. To this end, we say that an integer tuple a is c-restricted for some positive integer c if, for each vertex pair v ≻ u and level i, it satisfies
where z is the smallest power of 2 such that |A We can restrict the dynamic program to c-restricted integer tuples by adding the constraints that, for each level i,
In this case, since each entry a i vu of a c-restricted integer tuple a may take at most 2c + 2 many different values, in contrast to (4), we obtain an array Π of polynomial size
However, we need to argue that adding the new Constraints (16) is indeed correct. To this end, consider some fixed vertex pair v ≻ u and level i.
Using this, it is easy to see that Lemma 4 holds as well for a schedule σ satisfying a c-restricted integer tuple a. Therefore, by extending the induction used to prove Lemma 6, we can straightforward prove that, if u is the root and x the tuple that contains only 0s, then Π(u, x, a, A) contains now the cost of an optimal schedule σ subject to the constraint that σ satisfies A and a c-restricted integer tuple. Together with Lemma 12, this shows that the extension of the dynamic program introduced in this subsection yields a PTAS for CB k with easy instances. Moreover, in combination with the extension introduced in Subsection 4.4, this finally proves Theorem 3.
In the remainder of this subsection, we will prove Lemma 12, whereas we use b to denote the claimed c-restricted integer tuple. Let σ * be an optimal schedule that satisfies A. We know from Lemma 5 that we can assume that σ * also satisfies an (unrestricted) integer tuple a. The natural way to construct b from a is the following inductive greedy approach, where the constant c will be defined later with respect to some ǫ > 0: To start this inductive construction recall that b 
respectively, where we discussed above that Lemma 16 holds as well for c-restricted integer tuples, and hence, using similar arguments as in the proof of this lemma, it is easy to see that the equations in the second parts can be satisfied. This inductive construction clearly defines b. The motivation behind taking the maximum is that this minimizes the 'rounding error'. However, to prove Lemma 12, we still need to show that there is a schedule σ satisfying b with cost(σ) ≤ (1 + ǫ)OPT.
Consider some fixed vertex u and level i. Due to the inductive construction of b described above, we immediately obtain that, for each vertex v ≻û,
Therefore, when comparing b to a, we can think of each interval I ∈ (A bi vû ∩ A ai vu )\A bj vu as an interval which is assigned by b to the wrong area. Specifically, for the optimal schedule σ * satisfying a, we have that σ * (I) ∈ P u . However, for any
Proof of Lemma 12 . Note that we can select σ such that it assigns all intervals which are assigned to the correct area, namely J\X, exactly as σ * . Specifically, σ assigns each interval I ∈ J\X to period σ * (I), i.e., σ(I) = σ * (I). So far we have that σ satisfies A and b with cost(σ) ≤ OPT. Note that we even have that, for each period t and level i, the number of intervals in J i which σ assigns to t is at most the number of intervals in J i that σ * assigns to t. Hence, if moreover |X| ≤ ǫn, then σ assigns all intervals in J except an ǫ-fraction, and we are done. However, we cannot expect that |X| ≤ ǫn. Consequently, we need to extend σ to intervals X by applying Lemma 13. Specifically, we apply this lemma seperately for each level i, and then ← − X i and − → X i . Doing this, we conclude that, for any ǫ > 0, if we choose c = 1/ǫ, then we can extend σ such that the following properties are satisfied:
(1) σ assigns all intervals in J except ǫ2mT many, (2) σ satisfies A and b,
Using this, the claim follows with Lemma 8, since 2mT = O(n) and |J| = n, but c may be chosen arbitrarily large, and hence ǫ may be chosen arbitrarily small.
To prove Lemma 13, we first need to prove three structural lemmas about the interval sets ← − X 
Proof. Let v ← − ≻û be the vertex with I ∈ A i vu . First note that since I ′ is assigned to the wrong area at vertex u ′ , we have that σ
we have that σ
Consequently, we find that σ * (I ′ ) ≤ a v . By combining these fact, we conclude that σ * (I ′ ) ∈ {max P u + 1, . . . , a v }. On the other hand, since I ∈ A i vu , we have that {max P u + 1, . . . , a v } ⊂ I, which proves the claim. We depict this situation schematically in Figure 7 . Using this, we obtain that
Lemma 15. For each vertex u which is a left child, we have that
which proves the claim. The first line is due to the definition of ← − X i u and Inequality (19). Finally, the second line is due to the facts that the sets A i vu are pairwise disjoint, we assume that all endpoints are distinct, and |P u | = T /2 du . Note that we do not need that u is a left child, but if u is a right child, then the following lemma provides an even stronger statement .
Lemma 16. For each vertex u which is a right child, we have that
Proof. If u is a right child, then we have that 
Lemma 17. For each vertex u which is a left child, we may assume that
Proof. Consider the worst case configuration of the sets Z u , i.e., the configuration such that |f | is maximal for the optimal function f , that is, the function that minimizes |f |. Then, assume that there is a vertex u which is a left child with |Z u | < ǫn/2 du . Moreover, let f ′ be an optimal function after adding an additional interval I to Z u . We will show that |f | ≤ |f ′ |, which implies that
du is also a worst case. To this end, assume for contradiction that |f | > |f ′ |. Since all other cases work analogously, assume moreover that there are two vertices v and u ′ with two respective intervals I ′ ∈ Z v and I ′′ ∈ Z u ′ such that f ′ (I ′ ) = I and f ′ (I) = I ′′ , and hencev 
for u is a left child, 0 for u is a right child,
then there is a function f with |f | ≤ ǫT . To this end, consider a fixed vertex u which is a left child. We need to define the function f on the set Z u .
Assume that 1/ǫ ≤ T . Otherwise, if 1/ǫ > T , then c > T , and hence |X| = 0, i.e., no intervals are assigned to the wrong area. Moreover, assume that 1/ǫ is a power of 2, and let d be the positive integer such that 2 d /ǫ = T . Recall that we assume that also T is a power of 2. Therefore, for each vertex v with d v > d, Equation ( Figure 8 . We have that
The first line is due to Equation (19), since all vertices u 1 , u 2 , . . . , u s are left children, and the simple fact that all numbers in this sum are integral. Moreover, the second line is due to the standard transformation of the geometric series. Finally, the third line is again due to Equation (19). Therefore, we can define f on the intervals Z u such that (1) f (Z u ) ⊆ ∪ s j=1 Z u j and (2) f is defined on all intervals in Z u except one. Property (1) is visualized as the dotted arrow in Figure 8 . Moreover, this scheme can be extended to all vertices u that are left children with 1 ≤ d u ≤ d. We conclude with Property (2) that since, for each depth 1 ≤ j ≤ d, there are 2 j many vertices u with d u = j, and half of these vertices are left children, we can choose f such that
which completes the proof of the lemma. The same arguments work for − → X i if we switch sides.
NP-hardness
In this section, we prove the following theorem.
Theorem 18. CB k is strongly NP-hard, even for k = 3 and two different interval 
lengths.
Assume that k = 3, and let Q be a 3-SAT instance with m clauses labeled 1, 2, . . . , m and variables v 1 , v 2 , . . . , v n . We will construct a CB k -instance S with 4m + 1 different weights from Q. Note that we use n here to denote the number of variables instead of the number of intervals.
Consider some variable v j , and let C
be the r j clauses that contain this variable. We will construct an instance S j from these clauses, which we will use later as a building block to construct S. The instance S j is illustrated in Figure 9 . All intervals in this instance have length 1. The vertical height of the intervals represent their weights, which are listed on the left. Hence, there is one interval [2r j , 2r j + 1] with weight 4m + 1, and for each clause C Figure 10 . For the sake of exposition, we omit the usual dots that indicate which intervals are exactly stabed in Figures 9 and 10 . Note that these dots are not necessary, since no batch exploits its full capacity. It is easy to compute that cost(σ 0 ), cost(σ 1 ) = W j , where W j := 4m + 1 + 5r j + 8
Moreover, in both schedules, all intervals in S j except one of the two with lowest weights are matched by a batch, i.e., there is a batch that stabs exactly these two intervals, and the single interval not matched is exclusively stabbed by a batch, i.e., the batch that stabs this interval does not stab any other interval. We refer to this property as the matching property. Note that σ 0 and σ 1 are the only schedules with this property. We obtain the following simple lemma.
Lemma 19. The two schedules σ 0 and σ 1 are the only optimal schedules for S j .
Proof. We already know from (20) that σ 0 and σ 1 have the same cost, and hence, if one them is optimal, then they are both.
Assume for contradiction that we have another optimal schedule σ without the matching property described above. Figure 11 : The instance S ′ .
cases, we obtain a contradiction to the assumption that σ is optimal. The claim of the lemma follows.
Before constructing S, we first construct an intermediate instance S ′ . To this end, for each variable v j , we construct such an instance S j , and then merge the instances S 1 , S 2 , . . . , S n to one large instance S ′ such that the subinstances S 1 , S 2 , . . . S n do not intersect by moving them appropriately to the right as depicted in Figure 11 . Since the instances S 1 , S 2 , . . . , S n are triangle-shaped, we represent them as a triangle in this figure. We already know from Lemma 19 how an optimal schedule for each of the instances S 1 , S 2 , . . . , S n looks like. Hence, we also know how all optimal schedule for S ′ look like, these are basically all combinations of the two schedules σ 0 and σ 1 , and that all these combinations have the same cost
Let P be the set of these combined schedules for S, and therefore |P| = 2 n . Each schedule σ ∈ P corresponds to an assignment for Q as follows: v j is true if the part of σ stabbing the intervals in S j is σ 1 , and otherwise, v j is false if the part of σ stabbing the intervals in S j is σ 0 .
The instance S ′ consists only of short intervals, i.e., intervals of length 1. Let S be an instance which contains the same short intervals, but we additionally add several long intervals, i.e., intervals of the form [0, ∞], where ∞ is simply a value which is larger than all right endpoints of the short intervals already contained in S ′ . We add long intervals to S as follows:
• n long intervals with weight 4m + 1,
• for each clause i, one long interval with weight 4(i − 1) + 4 and five long intervals with weight 4(i − 1) + 1,
• for each variably v j , one long interval with weight 4(i−1)+1 for the minimum labeled clause i containing v j , i.e., i = min{1 ≤ r ≤ m | r contains v j }.
Note that the added long intervals cross all subinstances S 1 , S 2 , . . . , S n of S. Theorem 18 follows from the construction of S and the following lemma.
Lemma 20. The instance S has a schedule of cost W if and only if Q is satisfiable.
Proof. Consider some fixed schedule σ ∈ P with cost(σ) = W . Since each batch C ∈ σ stabs at most two short intervals, C may stab one or two additional long intervals. In the latter case, there is some subinstance S j such that C stabs one of the two short intervals with lowest weights in S j , and hence, the weight of C is also either 4(i − 1) + 1 or 4(i − 1) + 2, where i is the minimum labeled clause containing variable v j . The question is whether we can choose σ such that this additional stabbing capacity is sufficient to stab all long intervals in S, since in this case, we have that σ is also a schedule for S. We will show that this is possible if and only if σ corresponds to a satisfying assignment for Q, which proves the claim. To this end, we show via induction that, for any 0 ≤ i ≤ m, all long intervals with at least weight 4(i − 1) + 5 can be stabbed by batches in σ if and only if all clauses m, m − 1, . . . , i + 1 are satisfied by the assignment corresponding to σ, and then these batches cannot stab any more long intervals at lower weights 1, 2, . . . , 4(i − 1) + 4.
Induction start. We start the induction by showing that none of the batches with weight 4(m − 1) + 5 = 4m + 1 may stab any more long intervals at lower weights. But this is easy to see, since each of these n batches needs to stab one of the n long intervals at this weight.
Induction step. Assume as induction hypothesis that the claim holds for some fixed 1 ≤ i ≤ m. Moreover, assume first that, for each variable v j contained in clause i, i is not the minimum labeled clause containing v j .
Since Q is a 3-SAT instance, there are exactly 6 additional long intervals from Group (2) at weights 4(i−1) + 1, . . . , 4(i−1) + 4, and σ contains exactly 6 batches with these weights. Each of these batches may stab one additional long interval, and therefore, since the induction assumption implies that none of the batches in σ with starting weight at least 4(i−1) + 5 may stab another long interval, we have to match these 6 batches with the 6 long intervals, i.e., each batch needs to stab exactly one of the long intervals. Observe that we can match any of these batches with any long interval at weight 4(i − 1) + 1. Hence, we only need that there is at least one batch with weight 4(i − 1) + 4 to match the single long interval at this weight. Observe that, by the construction of S and σ, it is easy to see that this holds if and only if clause i is satisfied by the assignment corresponding to σ, and hence, the induction hypothesis holds for i + 1 as well.
Finally, consider the case that, for some variable v j contained in clause i, i is the minimum labeled clause containing v j , and hence, there is a batch in σ whose weight is either 4(i − 1) + 1 or 4(i − 1) + 2 that may stab two additional long intervals instead of one. However, since we added for this case also one more long interval with weight 4(i − 1) + 1, this additional capacity is needed to stab this long interval. This completes the proof of the induction step, and hence the claim of the lemma.
Conclusions
In this paper, we showed the NP-hardness of CB k , even for k = 3, and presented a PTAS for any constant k. This PTAS is based on a novel dynamic programming approach that is likely to find application in related problems where we need to stab intervals subject to some sophisticated cost function. Specifically, to initialize the array Π, we could replace the function ω by any other well-behaving function.
On the other hand, it is also possible to incorporate the penalization of gaps as in [1] . However, due to space limitations, we have to defer such a discussion to a full version of this paper. For the sake of simplicity, we did not analyze the exact running time of the PTAS.
To obtain the PTAS, we first showed that we may assume that the number of levels is constant, and then we gave a PTAS for this special case. However, it is not clear whether this special case is still NP-hard, and so there might be a polynomial time algorithm. Finding such an algorithm is an interesting open problem, although this would also just yield a PTAS for CB k .
Finally, our PTAS requires that k is constant. On the other hand, a 2-approximation algorithm for arbitrary k is known [5] , but it is an open problem whether this case admits a PTAS as well. We think that the methods developed in this paper are limited to constant k.
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