We classify imprimitive groups inducing the alternating group A 4 on the set of blocks, with the inertia subgroup satisfying some very natural geometrical conditions which force the group to operate linearly.
As a block contains 16 points and there are 4 blocks at all, we have | Ω| = 64 and we may regard G m as a subgroup of the symmetric group S 64 preservingΩ. Let F = (F, Ω,Ω) be the full subgroup of S 64 preservingΩ and let N F be the corresponding inertia subgroup. Of course (N F , Ω) is isomorphic to the direct product of 4 copies of S 16 . In view of Condition 3, N Gm induces on every block ∆ l ∈Ω a sharply transitive permutation group; also, ∀X l ∈ ∆ l , N F has an elementary Abelian subgroup U l of order 16 acting on ∆ l as N G m /(N G m ) X l and leaving any other block point-wise fixed. Clearly N Gm is contained in the direct sum
that we may regard as a 16-dimensional vector space over the prime field GF (2) . 
where G m denotes the twisted wreath product U wr α A 4 , and we may regard G m as an imprimitive permutation group with the same point set and block set as G m (see [5] p. 86, [1] §2. 1 and §2.2) . In this context the inertia subgroup N Gm corresponds to the group of translations determined by a subspace W of V which is m-transversal with respect to the decomposition (1) of V , which means that the projection W −→ i m r=i 1 U r is an isomorphism for any m-subset {i 1 , . . . , i m } of {1, 2, 3, 4} (hence dim W = 4m) (see [1] , §2.1.2 for details). Manifestly we have G 4 = G 4 , so we may assume m < 3 from now on.
2.
In order to represent the twisted wreath product G m , we need a set S of representatives of A 4 /A 3 . In view of [5] , p. 86, the structure of the group is independent of the choice of S, so we take is the matrix defining α(ϑ σ(r) σϑ r ) with respect to the fixed basis. Clearly A(ϑ l ) r is the identity and, putting ζ = (123), we have ϑ ζ(r) ζϑ r = ζ for all r = 1, 2, 3, 4, i.e.A(ζ) r is, up to similarity, one of the following:
where
Throughout the paper we use the symbol G i m (resp. G i m ) instead of G m (resp. G m ) to specify which of the above cases occurs. Besides we indicate by ϕ M and φ τ, M to indicate, respectively, the automorphism of U defined through the matrix M ∈ GL(4, 2) and the automorphism of GL(V ) obtained from the 4 × 4 permutation matrix corresponding to τ ∈ S 4 by placing M at the place (τ (r), r). Thus the above argument says that the permutations in G i m are the affine mappings
, where A i is the matrix (2.i).
Let
where W is a H i -invariant subspace of V , m-transversal with respect to the decomposition (1), and u γ is a vector depending on γ, only. The invariance of W under φ ζ, A i and φ ϑ 3 , I yields Proposition 1. W is one of the following subspaces of V : 
Proof. Assume there exists an isomorphism ψ = (ψ , ψ ) :
Furthermore ψ restricts to an isomorphism λ :
of the corresponding inertia subgroups mapping the point-wise stabilizer (
, that we may regards as linear isomorphisms
and, by identifying N G i m and W , we have λ = 4 r=1 λ r π r , where π r denotes the natural projection W → U r . Moreover,
using the other projections π r :
thanks to (5) . As W is transversal, each projection π l is surjective, so the identities (6) say that ψ l is an affinity
share the same subgroup
Let M l be the 4 × 4 matrix defining the affinity ψ l with respect to the above fixed bases of U l and U τ ( l) . Then (7) gives
Finally ψ (g γ, uγ +w ), as an element of Sym(Ω), is ψ g γ, uγ +w ψ −1 which moves the point
Remark 1. Proposition 2 says that a subspace W of V defines the inertia subgroup of a group G m isomorphic to G i m if, and only if, one of the following occurs:
where χ denotes the transposition (12) of S 4 . In fact, τ = ζ j ϑ l , or τ = χζ j ϑ l , for suitable j ∈ {1, 2, 3} and l ∈ {1, 2, 3, 4}, according as whether τ ∈ A 4 or not. 
Remark 2. The Abelian group U has a natural structure of free module of rank 2 over the centralizer k of the matrix E. Since the minimal polynomial x 2 + x + 1 of E is irreducible over GF(2), Schur's Lemma guaranties that k is a field, of course isomorphic to GF(4). Thus we may regard U as a 2-dimensional k-vector space and we have
and
.
Proposition 3. Up to isomorphism of permutation groups
Moreover, for any such a triple (u 1 , u 2 , u 3 ), one extension does exist and G i m splits over N G m if there exist x ∈ U such that
if m = 1;
Proof. We may assume
because we may take g γ i , z of order 3 (see [1] , Lemma 4.3.3). Besides, thanks to Proposition 2, we may replace z and z by z + (γ i + id V )(v) and z + (δ + id V )(v) for any v ∈ V . As ker ψ i = (ϕ i + id U )(U ), this allows one to take z = 0 V , as well as
Thus the vector z must satisfy the conditions
as a consequence of the fact that
and the order of g δ, z +x g γ i , 0 V is 3, i.e. we have a split extension over the inertia subgroup.
Up to multiplying by a translation in the inertia group we may assume
and we may assume the order of g δ, z and g δ, z g γ i , 0 V to be 2 and 3, respectively. 
Finally (g δ
Assume µ ω (x) does not divide x 4 + x 2 + 1, then µ ω (x) is either x 4 + x + 1, or x 4 + x 3 + 1, or x 4 + x 3 + x 2 + x + 1. The latter requires the order of ω to be 5, so ω 4 + ω 2 + 1 = µ ω (ω 3 + 1) = 0 by (9), a contradiction. In the remaining cases the order of ω is 15 with ω −2 + 1 = ω 2 + ω + 1 and ω −2 + 1 = ω 3 + ω 2 according as whether µ ω (x) = x 4 + x 3 + 1, or µ ω (x) = x 4 + x + 1. But in both cases a contradiction occurs. Therefore ω 2 = ω 4 + 1 = ω −2 + 1 = ϕ i ω 2 ϕ 2 i and we see that ω 2 centralizes ϕ i .
Let ω centralize ϕ i , then (ϕ i ω) 3 = 1 says that the order of ω is 3, hence its minimal polynomial must be x 2 + x + 1. Let µ ω (x) = x 2 + x + 1, then ω −1 = ω + 1 and the identity
In case i = 3 the above lemma says that if the minimal polynomial of ω is x 2 + x + 1, then any matrix representing ω may be regarded as a 2 × 2-matrix over k. Thus, in view of Remark 1 and Remark 2 we may take to represent ω
Let now the minimal polynomial of ω be x 4 + x 2 + 1 = (x 2 + x + 1) 2 (hence ω does not centralize ϕ i and i = 2, or i = 3). Then ω acts reducibly leaving a 2-dimensional subspace Z invariant with Z = u, ω(u) for a suitable vector u ∈ U , ω fixing no point. Moreover, by the above lemma, ω 2 centralizes ϕ i .
Since ω 2 satisfies conditions such as the ones satisfied by ω, the above argument says that ω 2 is k-linear, even k-scalar if i = 2. Thus ω 2 operates on the set L = {l 1 , . . . , l 5 } of lines of the vector plane over k by stabilizing at least two of them, say l 4 and l 5 , its order being 3. Of course we may assume ϕ i (l 4 ) = l 4 and ϕ i (l 5 ) = l 5 , as well. Assume Z ∈ L, then ω 2 cannot be k-scalar, hence i = 3. Up to an arrangement of indices, we may put u ∈ l 1 , ω 2 (u) ∈ l 2 and ω 4 (u) = ω(u) ∈ l 3 . There are just three subspaces of dimension 3 over GF(2) meeting at Z we can indicate as
. Furthermore ω moves the pair of points of 4 and ω 2 (l 5 ) = l 5 would force ω to operate as a permutation group of L, hence to centralize the k-scalar mapping ϕ 3 ). As a consequence ϕ 3 
Thus we infer (ωϕ 3 ) 3 (u) = u, but (ωϕ 3 ) 3 = 1, so we have Z ∈ L.
Let i = 2. The fact that ω centralizes the k-scalar mapping ω 2 forces ω to be k-linear. Assume the k-line Z fixed by ω is none of the lines l 4 and l 5 stabilized by ϕ 2 , then we may assume ω(l 1 ) = l 1 = ϕ 2 (l 2 ) = ϕ 2 2 (l 3 ). This reduces matters to discuss two cases: either ω 2 (l 2 ) = ω(l 3 ) = l 2 and ω 2 (l 4 ) = ω(l 5 ) = l 4 , or ω 2 (l 2 ) = ω(l 4 ) = l 2 and ω 2 (l 3 ) = ω(l 5 ) = l 3 . But both possibilities lead to (ωϕ 2 ) 3 = 1. So we may represent ω by a matrix of the shape
with h = 1, or h = 2 because ω acts fixed-point freely. Then X centralizes E and we may take X = E h in view of Remark 1 and Remark 2.
Let i = 3. If ω 2 were k-scalar ω should be k-linear, but we are assuming that ω does not centralize ϕ 3 . So we can take P 33 in (10) to represent ω 2 and, consequently,
with J satisfying EJ = JE 2 , to represent ω. Furthermore, up to conjugation by an element in GL(2, k), we may take
Summing up, in case ω does not centralize ϕ i we obtain the representations
if i = 2;
Hence there are at most twelve non-equivalent instances for the inertia subgroup of a subgroup G ij 2 of G 2 fulfilling conditions such as 1 − 3 in §1. Each of them corresponds to a subspace, we shall denote by W ij 2 , defined as specified in Proposition 1 through ω = ϕ P ij with P ij given by (10) and (11). Looking at Remarks 1 and 2 we see that actually no two different such instances yield equivalent permutation groups and by Proposition 3 we have
this confines non-splitting extensions to the following cases (in terms of k-coordinates) It is a straightforward calculation to verify that none of the above eleven extensions splits over the inertia subgroup. On the other hand Proposition 2 guaranties that actually no two of them are equivalent as permutation groups.
5 (m = 1 or m = 3). As in this case the order of ω is at most 2 (Proposition 1), every representation of ω has the shape
with 2-dimensional matrices M ij such that
Let i = 1. Then (ωϕ 1 ) 3 = 1 and ϕ 1 = 1 force ω = 1. Let i = 2. Using k-coordinates we have that ϕ 2 fixes each point of the k-line L = {(X, O) : X ∈ k}. So from ωϕ 2 2 ω = ϕ 2 ωϕ 2 we infer that ωϕ 2 leaves the subspace ϕ 2 ω(L) = {(M 11 X, EM 21 X) : X ∈ k} point-wise fixed and this leads to
Thus (13.a) and (14.a) give
whereas ( Let i = 3. We have
Proof. The given conditions on ϕ 3 and ω force ρ := ϕ 3 ωϕ 2 3 + ϕ 2 3 ωϕ 3 2 to be the zero map.
On the other hand, using ϕ 2 3 = ϕ 3 + 1, we find
Therefore ωϕ 3 + ϕ 3 ω = ϕ 2 3 + ϕ 3 ωϕ 3 , which in turn gives the claimed identity, provided we multiply both sides by ϕ 2 3 . 2
As ω 2 = 1 there is a subspace L of U such that ω induces the identity both on L and on U/L. If ω = 1 such a subspace is unique and the above lemma says that L must be a k-line. So, up to an element in GL 2 (k), we may assume that L = {(X, 0) : X ∈ k} which means M 11 = M 22 = I and M 21 = O. Then M 12 ∈ {J, JE, JE 2 } and we may take M 12 = J. Summing up we may represent ω by one of the following
Thus Remarks 1 and 2 guarantee that there are at least nine non-isomorphic subgroups G 
with u = (u 1 , u 2 , u 3 , 0 U ) and
Moreover G ij m splits over W ij m if there exist x ∈ U such that
This confines non-splitting extensions to the following cases, where we put P = I + J and,
Notice that it is always u = (u 1 , u 2 , u 1 + u 2 , 0 U ) in case m = 1. Finally, up to transforming by an automorphism of U centralizing both ϕ i and ω, matters can be reduced to the cases m = 1 : and it is a straightforward calculation to verify that none of the above extensions splits over the inertia group. On the other hand Proposition 2 guaranties that actually no two of them are equivalent as permutation groups.
