Periodic and regular motions, having a predictable functioning mode, play an important role in many problems of dynamics. The achievements of mathematics and mechanics ͑beginning with Poincaré͒ have made it possible to establish that such motion modes, generally speaking, are local and form ''islands'' of regularity in a ''chaotic sea'' of essentially unpredictable trajectories. The development of computer techniques together with theoretical investigations makes it possible to study the global structure of the phase space of many problems having applied significance. A review of a number of such problems, considered by the authors in the past four or five years, is given in this paper. These include orientation and rotation problems of artificial and natural celestial bodies and the problem of controlling the motion of a locomotion robot. The structure of phase space is investigated for these problems. The phase trajectories of the motion are constructed by a numerical implementation of the Poincaré point map method. Distinctions are made between regular ͑or resonance͒, quasiregular ͑or conditionally periodic͒, and chaotic trajectories. The evolution of the phase picture as the parameters are varied is investigated. A large number of ''phase portraits'' gives a notion of the arrangement and size of the stability islands in the ''sea'' of chaotic motions, about the appearance and disappearance of these islands as the parameters are varied, etc.
I. DYNAMICS OF BODY OF TWO-LEGGED APPARATUS
One of the problems of controlling robotic devices is the problem of developing and testing mathematical models of walking devices, including two-legged. The following model, among others, was proposed and developed in Refs. 1-3. The two-dimensional problem of two-legged walking was considered. The two-legged apparatus was modeled by a rigid body equipped with a pair of two-member weightless legs. The walking consists only of single-support phases ͑only one leg provides support at any instant of time͒ and the legs make a point contact with the surface. Control moments in the knee and thigh of the supporting leg are used only to produce uniform and rectilinear horizontal motion of the suspension point of the legs. Through the action of a moment in the knee defined in this manner the heavy body of the apparatus can perform various motions. What are these motions?
The periodic motions of a body have been investigated in a number of papers, 4, 5 sometimes together with motions similar to these. However, a global analysis of the phase trajectories of the problem is of considerable interest. The first results in this respect were obtained in Refs. [6] [7] [8] and are presented below.
The motion is investigated on the phase plane by means of a numerical implementation of the Poincaré point map method. Regular and chaotic motions are identified and their evolution is traced as parameters are varied. It is found, in particular, that stable periodic oscillations of the body with a center of mass that is located below the suspension point ͑''head down''͒ evolve to a stable periodic oscillation of the body, with the center of mass located above the suspension point ͑''head up''͒ as a parameter is varied. Chaotic motion of the body is typical and the periodic and conditionally periodic motions form ''islands'' in the chaotic ''sea.' ' Figure 1 depicts schematically the two-legged device being investigated; it is shown at the moment when the supports are changing ͑from the ''back'' leg to the ''front''͒. We assume that J is the moment of inertia of the body ͑the body weight PϭM g͒ with respect to its center of mass, is the distance from the center of mass to the suspension point of the legs, L is the length of a step, S is the ''support shift''-the distance of the projection of the suspension point of the legs on the support surface from the support point. We will assume that as the apparatus moves over a horizontal surface, the suspension point of the legs moves at a constant height h uniformly and rectilinearly with velocity V. ͑The moments of the control forces are easily expressed in terms of the reaction force of the support by virtue of the weightlessness of the legs.͒ We use the symbol to denote the inclination of the ''suspension point-center of mass'' axis to the axis directed vertically upward.
We define the dimensionless time in terms of the dimensioned time t by
.
͑1͒
The dimensionless step duration 0 ϭ␥T, where TϭL/V, is the dimensioned stepping period. We introduce the other dimensionless parameters, ϭL/ , ␣ϭS/L, 1 ϭM 2 /͓JϩM ͑ ϩh ͔͒,
and we assume
where [z] denotes the integer part of z. In these notations the equation of the body oscillations is:
Ϫsin ϭ͑ ͒.
͑4͒
Equation ͑4͒ is nonlinear and non-Hamiltonian with periodic discontinuous coefficients. It has been investigated by many authors ͑see, for example, Refs. 3-5 and the bibliographies in these papers͒. These investigations, as already pointed out, were directed primarily at looking for periodic solutions of Eq. ͑4͒ and investigating their properties. The discontinuity of the coefficients of Eq. ͑4͒ with time is caused by the discontinuity of the single-support walking process. Equation ͑4͒ can be written in the form
The operator on the left side of Eq. ͑5͒ is a result of the natural presence of a reversible pendulum in the problem while the function qϭq(,d/d,) expresses the control moment at the suspension point of this pendulum, which provides for a given translational motion ͑the Vukobratovich pre-defined synergy method 9 ͒. Equation ͑4͒ is a fiveparameter equation. In the calculations below it is assumed that 1 ϭ0.1 and 2 ϭ0.3. If no values are stated for ␣ and 0 , then it is assumed that ␣ϭ0.5 and 0 ϭ1.0. Let us point out that for ␣ 0.5 the pattern of motion ͑or the phase portrait͒ differs qualitatively from the ␣ϭ0.5 case. The parameter is the principal variable parameter; it varies from figure to figure. Only the principal islands within a reasonable interval of the angular velocity, plotted along the ordinate axis, are identified in all of the figures cited below. The angle ͑in radians͒ of the deviation of the body from the vertically upright direction is plotted along the abscissa axis. The point maps are drawn for the period 0 of the duration of one walking step.
A typical Poincaré phase picture is depicted in Fig. 2 . Here ϭ1, which corresponds to the short step. There are many islands of regularity in the chaotic sea. The center of the main island of regularity ͑ϭϮ, Јϳ0.1͒ corresponds to stable periodic ''head-down'' motion with a one-step period. In the vicinity of this island there is an archipelago of five islands whose centers represent stable head-down motion with a period of five steps. The large island with the center ͑ϭ0, ЈϷ4͒ corresponds to regular motions in the vicinity of a stable periodic forward rotation of the body with a period of one step. ͑Biological two-legged systems do not have such motions, but robot systems may not impose any restriction on body rotation.͒ Stable forward rotations of the body with a period of three steps are also seen. The remnants of destroyed islands near periodic reverse rotations with a period of three steps are visible in the lower part of the figure in the chaotic sea. Such rotations exist and are stable at smaller values. The phase picture shows that pendulum oscillation effects dominate near the bottom equilibrium position. The rotational motions are arranged nonsymmetrically: forward rotations along the path of the apparatus are more likely to be regular while reverse rotations are primarily chaotic. Figure 3 illustrates the situation for an increased step length of ϭ5. Two islands of regularity are clearly visible in the sea of chaos: ''head-down'' oscillations and regular forward rotations, in particular, a stable periodic rotation ͑center of the island͒. Bifurcation occurs with a further increase of : the island of stable oscillations is broken up into two. The center of the right island-periodic ''head-downforward'' motion-is asymptotically stable within some attraction region ͑or attractor͒. The center of the left islandperiodic ''head-down-backward'' motion-is unstable ͑or repeller͒.
With an increase in the repeller and attractor converge ͑Fig. 4, ϭ9͒ and the periodic ''head-up-forward'' motion corresponds to motion for which the forward inclination is severe and the body is oriented nearly horizontally ͑the ''position of a skater'' 4 ͒. The structure of this attractor is depicted at a magnified scale in Fig. 5 , where the point map of one trajectory is shown.
The subsequent evolution of the phase picture with an increase in passes through a change in stability ͑Ϸ9.18͒ when both the ''head-up-forward'' and ''head-upbackward'' motions are neutrally stable, and a stage when the repeller and attractor change positions. Then for Ϸ11 the repeller and attractor merge into one neutrally stable ''head-up'' motion ͑Fig. 6͒. With a further increase of existence is preserved and the periodic ''head-up'' motion with a period of the duration of one step continues to remain neutrally stable. ͑Attendant stable periodic oscillations with a period of several steps can appear.͒ Some conclusion about stability can be drawn by examining the variation equation with respect to the solutions of Eq. ͑4͒. Thus, in the case of a periodic oscillation of the body in the vicinity of ϭ0 the variation equation in a reasonable approximation has the form can be considered as the estimated stability condition of periodic motion in the vicinity of Ϸ0. For the value of 1 ϭ0.1 being used this is equivalent to the condition Ͼ11, and this is what is observed ͑Fig. 6͒.
Thus far phase portraits of the problem have been considered for ␣ϭ0.5. A deviation of ␣ from this value alters the phase portrait qualitatively.
The wealth of possibilities existing as the parameters are varied is remarkable. Thus, for ϭ9 and ␣ϭ0.49 all three basic regular motions ͑single-periodic forward rotation and single-periodic ''head-forward'' and ''head-back'' oscillations͒ are asymptotically stable so that three regular attractors appear in the chaotic sea. For ϭ9 and ␣ϭ0.51, however, three repellers are obtained conversely: all three regular motions are unstable ͑compare with the case ϭ9, ␣ϭ0.5 in Fig. 4͒ . Figure 7 depicts a satellite in an elliptic polar orbit in the gravity and magnetic field of the Earth. The moment of the gravitational gradient forces and the moment of the magnetic forces from the interaction of the Earth's magnetic field with a permanent, by assumption, magnet mounted on the satellite act on the satellite. Both of these moments are potential ͑and the equations of motion can be given in Hamiltonian form͒. We also take dissipative forces into account by using the formal construction of the tidal moment to do this. This approach is used for investigation of the rotation of natural celestial bodies, but in the case of artificial celestial bodies it will make it possible to determine the trends and qualitative features of the influence of dissipative factors.
II. SATELLITE IN ORBIT. GRAVITATIONAL, MAGNETIC, AND TIDAL MOMENTS
Taking into consideration the aforesaid, equation of twodimensional motions of the satellite, in the plane of the polar orbit, with respect to the center of mass can be written as
Here is the true anomaly and is an independent variable, is the constant inclination of the radius vector of the perigee of the satellite orbit with respect to the Earth's equator, e is the eccentricity of the orbit, n 2 ϭ3(AϪC)/B is the gravitational parameter corresponding to the moment of the gravitational forces; A,B,C are the principal central moments of inertia of the satellite; ␣ϭI E /B is the magnetic parameter, corresponding to the moment of the magnetic forces; the magnetic field is assumed to be that of a dipole with the magnetic moment E whose axis coincides with the Earth's axis; and is the gravitational constant. The satellite rotates about the axis corresponding to the moment of inertia B; this axis is normal to the plane of the orbit. The constant magnetic moment I of the satellite is directed along the axis corresponding to the moment of inertia C; this axis forms the angle with the running radius vector of the orbit. The moment of the dissipative forces is determined by the term with the dissipation coefficient ␤; as already stated, the structure of this moment is chosen to coincide with the structure of the moment of the tidal forces.
The quantities n 2 ,␣,e,,␤ emerge in the role of parameters of the problem. The parameter has no significance since varying it does not alter the qualitative structure of the phase portrait. The statement that the orbit being considered is polar refers only to the ␣ 0 case ͑a magnetic moment is present͒. If ␣ϭ0, then Eq. ͑8͒ is valid, of course, for an orbit with any inclination.
The following special cases of Eq. ͑8͒, which are of greatest interest, will be considered. ͑1͒ ␣ϭ␤ϭ0, n 2 0, e 0. The satellite ͑or any celestial body͒ is revolving in an elliptic orbit due to the action of the gravitational gradient forces. The equation for this special case was first obtained in Ref. 10: ␦ϭ2; ͑ 1ϩe cos ͒ tion modes. The role of the tidal moment for this situation was considered, for example, in Ref. 11.
͑3͒ ␤ϭn
2 ϭeϭ0, ␣ 0. The satellite is revolving in a circular polar orbit acted on by only the moment of magnetic forces. Equation ͑8͒ for this case was first introduced in Ref. 12 in the variables u and , where is the deviation angle of the satellite axis from the magnetic line of force. Equation ͑8͒ in these variables is transformed to the following:
The satellite is revolving in a polar elliptic orbit in the gravitational and magnetic field. The equation in this case was obtained in Ref. 13 . The case of a circular orbit: eϭ0, ␤ϭ0, n 2 0, ␣ 0, is of special interest here.
Equation ͑8͒ in the above-stated special forms of ͑1͒-͑4͒ has been investigated by many authors-primarily for the existence and stability of regular ͑or periodic͒ motionsespecially for Eqs. ͑9͒ and ͑10͒. Information about these investigations can be found in books and reviews such as Refs. 11, 12, 14-18. However, there have been few investigations of the global structure of phase space, its rearrangement as the parameters are varied, and the relations of the regular and chaotic motions. Among investigations in this area let us point out Refs. [19] [20] [21] [22] . The possibility of the chaotic motion of Hyperion was demonstrated in Ref. 19 within the framework of the problem ͑1͒; the chaotic and regular motions in this problem were examined in Ref. 20 for several values of the parameters; the appearance of chaos via period doubling bifurcation was traced in Ref. 21 within the framework of this same problem for the solutions of Eq. ͑9͒; the structure of the phase space of Eq. ͑10͒ was investigated in Ref. 22 .
The results of a global analysis of the phase trajectories of Eq. ͑8͒ in the special forms of ͑1͒-͑4͒ are described below. Some of these results are contained in the preprint 23 while some are being described for the first time. Phase portraits of Eq. ͑8͒ on the ,Ј plane are given for different parameter values. It is assumed that ϭ0, unless otherwise stated. The phase portraits were calculated by a numerical implementation of the Poincaré point map method. The period of the point map coincides with the orbital period. A reasonable calculation region, corresponding to moderate angular velocities, is chosen on the phase portraits. This region contains modes of motion that are of interest from the viewpoint of a practical implementation for artificial satellites ͑orientation along the radius vector, along a magnetic line of force, etc.͒. On the other hand, this region also corresponds to the greatest chaotization of motion. ͑By virtue of the finiteness of the force moments it is quite obvious that the motion is regular for sufficiently large angular velocities.͒ The accuracy with which the ''regularity islands'' are isolated in the ''sea of chaos'' was determined by the same considerations of common sense and practical expediency; islands that were too small were generally not isolated. Figure 8 shows a typical phase picture of Eq. where k,m,mЈ are pairwise coprime integers. We will call such motion a k:m resonance. Here k denotes the number of revolutions ͑in absolute space͒ that the satellite performs about its own axis during m orbital revolutions. The type of resonance for each ''archipelago'' is indicated in the figure.
The 1:1 resonance-''Earth orientation'' ͑similar to the Moon͒-represents periodic oscillations about the running radius vector; the 3:2 resonance represents a rotation like that of Mercury; the 2:1 resonance represents orientation with respect to the magnetic line of force. The stability of this last resonance is noteworthy. It is natural to achieve magnetic orientation by means of a magnet mounted on the satellite. As seen from Fig. 8 , however, one can even bypass this and achieve magnetic orientation purely by means of the gravitational moment, ensuring, in particular, the existence and stability of the 2:1 resonance, among others. ͑However, adjustment of the magnet, of course, improves the quality of the magnetic orientation, increases the stability region, etc.͒
We will now switch on the dissipative moment in order to follow the mechanism for locking in resonance motions. Point maps of the phase trajectories of Eq. ͑8͒ are depicted in Fig. 9 for ␣ϭϭ0, eϭ0.1, n 2 ϭ0.1, ␤ϭ0.002. The trajectory is calculated in such a manner that it begins at a certain level of angular velocity ( 0 Ј ϭ 0.8) and it continues until explicit capture in a given resonance; then the initial angular deviation 0 is changed ͑in small increments͒ and the calculation Each limiting resonance mode corresponds to its own color, in which all of the trajectories attracted to this limiting mode are colored. The attraction of the trajectories to the 1:2 resonance, to the T-periodic 1:1 resonance, to the 4T-periodic 1:1 resonance ͑T is the orbital period͒, and to the 3:2 and 2:1 resonances is traced on the figure.
It is known that dissipation coefficients ␤ that are too large can lead to a ''smearing'' of the resonances: the trajectories are not captured in sufficiently high-order resonances. In our problem the capture condition in the k:2 resonance can be written as
where ⌽ k (e) is a completely defined function of the arguments e and k ͑see, for example, Refs. 14 and 16͒. By using the ⌽ k (e) expression for small e values, we obtain the following table of capture conditions for arbitrary values of e and n 2 ͑the third column of Table I͒ and specifically for eϭn 2 ϭ0.1 ͑the fourth column of Table I͒ . For a value of ␤ϭ0.002, for which the trajectories in Fig. 9 were calculated, capture must occur in all of the listed resonances. This is also observed in the figure. The results of a calculation of the fraction of the trajectories, captured in a given resonance in the numerical experiment for eϭn 2 ϭ0.1 and two ␤ values of 0.005 and 0.002, are shown in Table II. FIG. 9. Capture into resonant rotations under dissipation: eϭ0.1, n 2 ϭ0.1, ␤ϭ0.02. The points on a trajectory captured by a certain resonance are colored in the same color. Blue and yellow-capture into 2:1 resonance ͑with different phases͒. Red-capture into 3:2 resonance. Green and sky blue-capture into 1:1 resonance ͑with different phases͒. Periodic oscillations of the orbital period are superimposed on all the above rotations. White-capture into 1:1 resonance. Periodic oscillations are superimposed, with the period four times larger than the orbital one. ϭ3 value corresponds, for example, to a dumbbell-shaped satellite. The limiting mode ͑Fig. 10͒ has the well-known attributes of a chaotic attractor-fractal structure, etc. 5000 points are represented in Fig. 10 .
Let us now turn to the ͑3͒ ͑␤ϭ0, n 2 ϭ0, eϭ0, ␣ 0͒ and ͑4͒ ͑␤ϭ0, eϭ0, n 2 0, ␣ 0͒ cases, i.e., to the problem of magnetic and magnetic-gravitational interaction with the satellite.
Everywhere below we assume ␤ϭ0. In Fig. 11͑a͒ ͑eϭ0 , n 2 ϭ0, ␣ϭ0.05, ϭ0͒ the case of a ''magnetic'' satellite in a circular orbit in the absence of a gravitational moment is considered. In this case stable orientation with respect to the magnetic field is observed ͑the 2:1 resonance͒-similar to the orientation of a compass needle along a magnetic line of force. At the same time a large island, corresponding to the 0:1 resonance, is observed somewhat unexpectedly. The center of this island corresponds to a periodic motion that ensures, on the average, an orientation in absolute space parallel to the axis of the Earth's magnetic dipole.
The criterion for isolating the initial data 0 , 0 Ј for stable resonance motions was proposed and confirmed by a numerical experiment in Ref. 24 : the points ( 0 , 0 Ј) must be the local minimum points of the average potential of the moments of the acting forces,
͑13͒
Here U is the potential of the moment of the acting forces.
A graph of Eq. ͑13͒ is shown in Fig. 11͑b͒ for the case depicted in Fig. 11͑a͒ . Sharp minima are clearly seen for the 2:1 and 0:1 resonances.
At the same time, narrow islands of the 1:1 resonance are seen in Fig. 11͑a͒ . This means that the magnetic moment, in principle, can also provide for the orientation of the satellite along the radius vector without the action of a gravitational moment, but in this case the stability region is small. In Fig. 11͑b͒ the corresponding local minimum is not visible for the calculation accuracy employed.
One could expect that switching on the gravitational moment in the situation shown in Fig. 11͑a͒ will increase the 1:1 resonance region. This turned out to be true ͓Fig. 12͑a͒: . Switch-on of the gravitational moment leads to an improvement of the conditions for orientation along the radius vector and to an enlargement of the regularity islands of the 1:1 resonance, but also to a chaotization of the motions in the vicinity of these islands. Figure  12͑b͒ shows a graph of Eq. ͑13͒ for this case. It is seen from the figure that a new local minimum, corresponding to the 1:1 resonance, appears.
Different criteria of chaotic motion are well known in nonlinear dynamics. 25 At the same time, the criteria of motion regularity, such as criteria of the type ͑13͒, are also of interest.
Let us describe the evolution of the phase picture of the magnetic oscillations of a satellite ͑eϭ0, n 2 ϭ0͒ as the parameter ␣ is varied. When the value of ␣ is increased, the picture shown in Fig. 11͑a͒ varies in the following manner: chaotization increases, and archipelagos of islands appear, whose centers correspond to long-period motions. Thus, 2-and 8-periodic oscillations are observed in Fig. 13 ͑␣ϭ0.2͒ . With a small increase of the parameter ␣ the 8-periodic oscillations vanish: the islands retreat into the sea and they drown in it. Bifurcation occurs for ␣Ϸ0.295, and 6-periodic oscillations are produced inside the 2:1 island ͑Fig. 14, ␣ϭ0.3͒. Then, this archipelago also disappears in the sea, etc. with an increase in ␣. The 10-periodic oscillations produced in the vicinity of the 0:1 resonance are also visible in Fig. 15 ͑␣ϭ0.35͒ . A bifurcation of the principal 2:1 island into two islands occurs for ␣Ϸ0.6. Increasing the parameter ␣ does not contribute to stabilization in absolute space: the 0:1 island decreases in size and vanishes forever for ␣Ͼ0.7. The 2:1 island also vanishes for ␣Ϸ0.8, and the motion becomes completely chaotic. Then the 2:1 island reappears and its subsequent bifurcation, vanishing and appearance occur in accordance with the theory of magnetic nonlinear 2-periodic oscillations. 16, 17 To conclude this section let us give an example of the chaotic interaction of gravitational and magnetic oscillations in a circular orbit ͑eϭ0, n 2 ϭ3, ␣ϭ1͒. The gravitational and magnetic moments, separately, give either complete regularity ͑eϭ0, n 2 ϭ3, ␣ϭ0͒ or an island of regularity ͑eϭ0, n 2 ϭ0, ␣ϭ1͒, in combination, however, they give complete chaotization in the same portion of phase space. FIG. 12 . ͑a͒ The Poincaré map of Eq. ͑8͒ for ␣ϭ0.05, ϭ0, ␤ϭ0, eϭ0, and n 2 ϭ0.2. A satellite in a circular orbit under the influence of both the magnetic and gravitational moments. ͑b͒ The average potential of the acting moments for the case of ͑a͒. 
III. ROTATION OF CELESTIAL BODY IN GRAVITATIONAL FIELD OF TWO CENTERS
The model problem of the motion of a celestial body with respect to its center of mass due to the action of the gravitational moments from two attracting centers is considered. A point mass m moves along a Keplerian circular orbit of radius R in the gravity field of the point mass M ͑Fig. 16͒. The center of mass O of the rigid body K of finite size moves around M along a Keplerian circular orbit of radius ϽR. The orientation of the body K with respect to the radius vector of its center of mass is described by the angle ␤, measured from this radius vector to one of the principal inertia axes of the body. All of the motion occurs in one plane and deviations of the trajectories from Keplerian circular trajectories are ignored. The mutual angular position of the center of mass O of the body K and the point m is described by the angle ␣; since ϽR, d␣/dtϾ0.
Gravitational moments from the side of the attracting centers M and m act on the body K.
The
The motion of the body K with respect to its center of mass in this model formulation is described by
where
and A,B,C are the principal central moments of inertia of the body K, with B being the moment of inertia with respect to the axis normal to the plane of the orbit and C being the moment of inertia with respect to the axis forming the angle ␤ with the running radius vector ͑we assume for the sake of being specific that BϾAϾC͒. We introduce into the discussion the deviation from the possible resonance rotation
␤ϭp␣ϩ, ͑16͒
where p is a positive or negative half-integer ͑or, generally speaking, any rational number͒. For ⑀ϭ0, Eq. ͑14͒ is the usual equation of rotation of a rigid body in a circular orbit in the gravity field of a point with mass M ; the term with ⑀ 0 describes perturbations due to the influence of the second center of mass m. These perturbations make it possible to expect that resonance modes ͑16͒ can appear with functions ͑␣͒ that are periodic with respect to ␣; in this case, as follows from KolmogorovArnold-Moser ͑KAM͒ theory, the width of the resonance zone is
and the width of the ''stochastic'' layer, 25 i.e., the chaotic motion region in the vicinity of a given resonance, is
͑18͒
Here (p)Ͻ1 is a function of the resonance number p. 26 It follows from Eqs. ͑17͒ and ͑18͒ that the resonance and chaos effects increase ͑or decrease͒ with an increase ͑or decrease͒ in the parameters n,,⑀.
Let us point out that the coefficients of Eq. ͑14͒ are 2 periodic with respect to the independent variable ␣; the values of ␣ϭ2k, kϭ0,1,2,..., correspond to the inferior conjunctions of the point m and body K. If ͑␣͒ is 2 periodic with respect to ␣ in Eq. ͑16͒, then resonances with the integers p correspond to those rotations of the body K for which in each inferior conjunction the same side of it is turned toward the m center. Let us consider a satellite in the terrestrial and lunar field. We then have M as the Earth's mass, m is the lunar mass, and K is an artificial Earth satellite. In this case ⑀ϭ1/ 81.3Ϸ0.0123. The upper limit of is determined from the condition that the orbit of the satellite in the Earth-Moon system is located completely outside the sphere of lunar activity. The model formulation being considered makes sense only in this case. Values of Ͻ0.83 satisfy this condition. Figure 17 is a phase portrait of the problem ͑14͒ for ϭ0.7 and n 2 ϭ0.3. In this case the perturbations are comparatively large because of the large value ͑the satellite periodically approaches close to the center m͒. The phase portrait is obtained by a numerical implementation of the Poincaré point map method with period 2 in terms of the independent variable ␣. The centers of the large regularity islands visible in this figure correspond to a stable periodic oscillation of the satellite about the running radius vector ͑a gravitational orientation of the satellite at Earth͒. In terms of Eq. ͑16͒ this means that pϭ0. Numerous regularity islands with p 0, located in the chaotic sea, are also visible. A characteristic feature of the phase portrait is the absence of symmetry with respect to the sign of the resonance parameter p. A resonance zone with pϭp Ϫ Ͻ0 is an order of magnitude wider than a zone with pϭp ϩ Ͼ0, p ϩ ϭ͉p Ϫ ͉. In other words, ''retrograde'' rotations of the satellite are perturbed more strongly than analogous direct rotations. The chaotic sea floods this region of retrograde rotations.
A fragment of the picture of Fig. 17 in the retrograde rotation region is shown in Fig. 18 . Archipelagos, corresponding to resonances with a multiplicity of 1/2, 1/4, 1/6, are visible. The resonance in the vicinity of ␤ЈϭϪ5 corresponds to the value of pϭϪ5, and Venus rotates in the vicinity of such a resonance in the Sun-Venus-Earth system. The value of in this system is close to ϭ0.7; therefore, the fragment depicted in Fig. 18 can be considered as a model of the ''Venus type'' and similar resonances; however, the value of ⑀ in the Sun-Venus-Earth system is several orders of magnitude smaller than here. More details about the Venus rotation model will be given below.
Let us point out one of the results of a calculation of the phase portrait of the problem ͑14͒. A new feature is observed for ϭ0.7 and n 2 ϭ3: two stable periodic oscillations of the satellite ͑and one unstable͒ with respect to the radius vector ͑pϭ0͒ exist rather than just one.
Let us now turn to the Venus rotation problem. Radar measurements carried out in the first half of the 1960s made it possible to determine that Venus rotates about its own axis, which is almost normal to the plane of its orbit, backward with respect to the orbital motion with a period of Ϸ243 Earth days. It was pointed out in Ref. 27 that the period is close to resonance motion ͑16͒ with ͑␣ϩ2͒ϭ͑␣͒ and with a value of pϭϪ5. In this case the exact resonance period of rotation is equal to 243.16 days. This gave rise to a series of investigations of the Venus rotation phenomenon. 11, 14, 28, 29 The extremely small width of the resonance zone and the extremely small probability of the capture of Venus in resonance rotation, as well as other obstacles to the realization of resonances, were pointed out, in particular.
According to present-day data, 30 This means that the true rotation of Venus lies entirely outside the resonance zone, with the discrepancy between the angular velocity of Venus and the resonance value being an order of magnitude greater than the width of the resonance zone. Several papers [30] [31] [32] [33] have pointed this out. The calculation results presented below also confirm this fact. These values correspond to the estimate of Eq. ͑17͒ ⌬ r ϳ10 Ϫ5 -10
Ϫ6
. In view of Eq. ͑18͒, this denotes the essential absence of a stochastic layer; the smallness of the width of the resonance zone causes serious difficulties in calculating it. Figure 19 shows the cuts of KAM tori, calculated numerically, by the ͑,d/d␣͒ plane in the vicinity of the resonance pϭϪ5. In the region being considered the motion of the imaging point, corresponding to successive Poincaré maps, occurs very slowly along smooth curves. Tens of thousands of maps ͑from 20 000 to 100 000͒ must be calculated in order to plot one of the curves depicted in Fig. 19 . Thus, two vastly different time scales are present in the problem: the period of the map and the time required for the imaging point to bypass the entire smooth curve. This means that such a problem is stiff. In order to speed up the computational process a special two-stage method was developed. In essence it consists of the fact that the numerical construction of the smooth curves on the secant plane is carried out on the basis of information about the vector field supplied by means of a numerical construction of several successive Poincaré maps at the required points of the plane.
As seen from Fig. 19 , the resonance tori are very flattened. In the vicinity of those points of the curves where the tangent is parallel to the ordinate axis, the cross sections of the tori are constructed in the usual manner by means of successive iterations of the mapping. A program based on an extrapolation method was used to calculate the individual Poincaré maps.
Such a two-stage approach made it possible to reduce the required computational costs by two orders of magnitude compared with a direct integration for the same global error value. Figure 20 shows the relative arrangement of the resonance zone being investigated and the d/d␣ values, corresponding to modern data from observations of the proper Venus rotation period. The boundary of the interval of measured values of the quantity d/d␣ is depicted by the dashed lines. As seen from the figure, the distance along the ordinate axis between the resonance zone and the observed values exceeds the width of the resonance zone by about an order of magnitude.
In conclusion, let us mention the following fact. Resonances with a multiplicity of 
