Abstract-The growing interest in wireless mobile network techniques has resulted in many routing protocol proposals. The unpredictable motion and the unreliable behavior of mobile nodes is one of the key issues in wireless mobile network. Virtual mobile node (VMN) consists of robust virtual nodes that are both predictable and reliable. Based on VMN, in this paper, we present a hierarchical routing algorithm, i.e., EHRA-WAVE, for large-scale wireless mobile networks. By using mobile WAVE technology, a routing path can be found rapidly between VMNs without accurate topology information. We introduce the routing algorithm and the implementation issues of the proposed EHRA-WAVE routing algorithm. Finally, we evaluate the performance of EHRA-WAVE through experiments, and compare the performance on VMN failure and message delivery ratio using hierarchical and non-hierarchical routing methods. However, due to the large amounts WAVE flooding, EHRA-WAVE results in too large load which would impede the application of the EHRA-WAVE algorithm. Therefore, the further routing protocol focuses on minimizing the number of WAVE using hierarchical structures in large-scale wireless mobile networks.
I. INTRODUCTION
Wireless mobile networks do not rely on a fixed infrastructure and has the capability of rapid deployment in response to application needs. These networks show great potential and importance in many situations thanks to their instant deployment and easy reconfiguration capabilities. In spite of these attractive aspects, various problems confront the wireless mobile networks such as routing, quality of service (QoS), energy consumption, security, and so on. Mobile applications which supports QoS communications in wireless mobile networks are very attractive for tactical communication and have recently generated much interest. A QoS routing protocol is a mechanism where the paths are selected in agreement with QoS required by the data flows [1] . QoS routing requires that system updates frequently status information, which results in a large amounts of bandwidth and processor resources be consumed, and more serious in large scale wireless networks. However, node mobility, potentially very large number of nodes, and limited communication performance make routing in wireless mobile networks extremely challenging. In particular, the routing protocols for wireless mobile networks must quickly adapt to frequent and unpredictable topology changes and must be parsimonious of communications and processing resources. In fact, the existing routing algorithms [2] - [6] devoted to wireless mobile networks and based on proactive or reactive schemes suffers from scalability due to their intrinsic mechanisms [7] - [9] . Those flat routing protocols resort to flooding for route construction. Besides, all nodes have egalitarian role and have to participate during discovering phase, forwarding data packets and maintenance of paths.
To overcome those routing issues, creating hierarchies among the nodes seems to be a promising venue and an effective approach to organize the network as the number of nodes increases. Many hierarchical routing [10] , [11] , [13] schemes were proposed and the basic idea of such routing protocols is to restrain the routing space to backbone nodes, thus reducing routing overhead. On one hand, we can reduce the updating operations frequency of routing information to decrease the overhead of routing protocols. On the other hand, it is also possible to reduce the overhead by reducing network traffic of information exchange. Moreover, it is more effective for a topology aggregation wireless network. In our approach, the network is organized into different Virtual Mobile Node (VMN) [12] , [15] domain and the detailed routing information is exchanged only in the same VMN node domain. Between different VMN domains, only the interdomain routing information is exchanged. This routing approach greatly reduces the burden of routing protocols [16] . Hence, based on VMN, we propose a new hierarchical routing algorithm using mobile WAVE technology [17] , [18] , i.e., EHRA-WAVE, which can calculate routing path with a highly parallel and distributed method, and exchange routing information. However, its efficiency depends largely on the number of dominating nodes and the routing algorithm deployed upon the virtual VMN domains.
The rest of this paper is organized as follows. Section II introduces some related work and the system model is shown in Section III. We discuss the routing algorithm of EHRA-WAVE in Section IV. And the implementation details of EHRA-WAVE are presented in Section V. Section VI shows the performance evaluation of our scheme. Finally, section VII concludes our work.
II. RELATED WORK
Hierarchical routing is one of the most investigated approaches to overcome the scalability issues. In order to limit the amount of control traffic, Ge et al [19] propose HOLSR (Hierarchical Optimized Link State Routing) based on OLSR [20] which exploits a multi level hierarchy where cluster heads at the lowest level become members of the next higher level. HOLSR makes more efficient use of the higher capacity links in a heterogeneous ad hoc environment. In [21] , the authors propose an enhanced version of LCR (Layered Clusterbased Routing), a hierarchical routing protocol designed for dense and large scale networks. The key feature in this approach is the direction mechanism which limits the area concerned by establishment and maintenance of routes, and consequently reducing the number of dominating nodes involved in routing tasks. For the large-scale WSN, this paper of [22] , [23] proposes a new protocol LEACH-MM and LEACH-MM merges adjacent clusters according to the residual energy of adjacent cluster head nodes. S. Medjiah, T. Ahmed, and A. H. Asgari [2] propose an online multipath routing protocol that uses nodes' positions to make forwarding decisions at each hop. Real-time decisions are made without any need to have the entire network topology knowledge. H. Kaaniche, F. Louati, M. Frikha, and F. Kamoun [4] suggest an approach to estimate available resources on a node in ad hoc networks (MANETs). This approach is based on the estimation of the busy ratio of the shared canal. On the other hand, due to the limited bandwidth of a wireless node, a QoS multicast routing is often blocked if there is not a single multicast tree with the requested bandwidth, even when there is sufficient bandwidth in the network to support the call. To overcome the challenge, N. C. Wang and C. Y. Lee [5] introduce a multi-path QoS multicast routing (i.e., MQMR) protocol for MANET. The scheme offers dynamic time slot control using a multi-path tree (or a uni-path tree) to meet the bandwidth requirements of a call. Hierarchical State Routing (HSR) [14] is a hierarchical link state based routing protocol, and distinguishes between the "physical" routing hierarchy and "logical" hierarchy of subnets in which the members move as a group (e.g., company, brigade, battalion in the battlefield). It maintains a hierarchical topology, where elected cluster heads at the lowest level become members of the next higher level. HSR keeps the track of logical subnet movements using Home Agent concepts akin to Mobile IP. Recently, Z. Zhou, Y. Xu, M. Qin, C. Mao, and L. Li [13] propose a new protocol called hierarchical QoS routing protocol (HQRP) that achieves scalability by organizing the network as a hierarchy of domains using the full-mesh aggregation technique. In HQRP, each local node just only needs to maintain local routing and summary information of other domains, but does not requires any global states maintained. The HQRP uses a Reverse Best Metric Path Forwarding (RBMPF) approach with hierarchical, topological and QoS forwarding conditions to construct the multicast tree while minimizing message overhead and satisfying delay-bandwidth and minimum energy consumption.
III. BACKGROUND AND SYSTEM MODEL

A. VMN node model and Mobile WAVE
VMN node model. VMN is proposed to cope with the unpredictable motion and the unreliable behavior of mobile nodes. The VMN model is an abstract of ad hoc network nodes, and we use a mobile point emulator (MNE) to implement the virtual mobile nodes. The VMN Abstraction consists of both client mobile nodes and virtual mobile nodes (i.e., VMNs), which communicate using via local broadcast, i.e., LbCast service [12] . The LbCast service is parameterized by a radius, R. When some node i performs a send(m) i , the R − LocalCast service delivers the message to every mobile node j within a radius R of the sender by a rcv(m) j . Fig. 1 shows an example Components of the VMN Abstraction. In VMN model, the client mobile node means the physical mobile node, and it travels on an arbitrary path. The VMN abstract node, however, moves ina predictable, predetermined path that is chosen in advance when the algorithm is specified. Moreover, virtual nodes are robust. If the path of a VMN goes through a sparse region of the network, then the VMN fails during that interval of time; as soon as it reenters a dense region, it recovers. In the paper, VMN node is implemented as a mobile point emulator (MPE) [12] . The mobile point emulator is based on a replicated state machine algorithm that supports join, leave, and recovery [12] , [24] . Each node that passes near MPE simulates VMN. The state of VMN is backuped in many physical node.
Mobile WAVE. WAVE [17] , [18] is based on the dynamicity of program, and can be transmitted as data in other systems. WAVE can be dynamically self-replicated, broken into smaller units or self-modified. In the process of WAVE reproductive, WAVE inter-operates with the local data variables of current node or the data transmitted by mobile WAVE codes [16] , [17] . The WAVE language propagates parallelly through a distributed knowledge network. During the moving, WAVE can create or modify the network through which it passes. The WAVE can handle a network formed by arbitrary node and link, and can be used to find a routing path, collect network nodes, and create a network topology, etc. [12] . Main variables and rules for mobile WAVE model are shown in 
B. System model
We consider a large-scale wireless ad hoc network in a square region, where a set of real mobile nodes (RMN) are deployed randomly to compose a dense network. As shown in Fig. 2 , all the real mobile nodes in the network move randomly by the random waypoint mobility model and the virtual mobile node (VMN) moves on a predetermined virtual path. The network has an LbCast service object, and a TOBCast [12] service object. At each time step, it is a predetermined distance and direction away from the location it was in the previous time step. Each virtual mobile node is simulated by a constantly changing set of real mobile nodes. The real nodes traveling near the location of a virtual mobile node (i.e. in range of its radius R V M N ) are allowed to emulate this virtual mobile node. Fig. 2 shows a virtual mobile node routing on the paths, i.e., the dashed curve. The dashed circle is the virtual mobile node in the current time t, and the shaded circle is the virtual mobile node in time t + 1. In Fig. 2 , the virtual mobile node in the current time t only has one member (i.e., nodes B) emulating it in both two time stamps. Node B sends its messages to node A and node C to maintain the state of the virtual mobile node when it leaves the virtual mobile node. If node C is moving away from the virtual mobile node in time t + 1, the virtual mobile node will fail. However, when the virtual mobile node is changing to another path (the solid curve), node C is entering it in time t + 1 and will emulate the virtual mobile node. In Fig. 2 , we use only one VMN moving along one of the paths in the network. However, in real applications there can be more than one VMN to achieve better performance at the expense of higher complexity.
IV. ALGORITHM
A. The establishing algorithm of VMN node
VMN node is implemented as an abstract node based on mobile WAVE and the movement of VMN node is predictable and robust. The robustness of VMN node is gained by copy function. The consistency between various backups is achieved through TOBcast algorithm [12] . VMN node is implemented as a MPE and the status of the MPE can be one of four states: idle, indicating that the physical node is not within the area specified by the mobile point, joining or listening indicating that the physical node is in the process of joining the mobile point, or active indicating that the physical node is actively participating in the mobile point emulation. The main states for MPE are shown in TABLE III.
We establish a VMN node based on TOBcast algorithm, as shown in Algorithm 1 and Algorithm 2. All the codes are presented using I/O Automata. For a full description of the IOA formalism, please see [25] . 
B. Management of mobile VMN nodes
The mobile VMN point emulator supports join, leave, and recovery operations using a replicated state machine algorithm. The main ideas of these operations are shown in Algorithm 3, Algorithm 4, and Algorithm 5.
C. Network topology generation
Network topology includes a large number of VMN node domains that managed separately. The nodes in a domain are some physical network nodes, and at least, The WAVE language is very simple, and can construct arbitrary complex network topologies using very compact codes. The CR sentence [17] , [18] of WAVE is used to establish the network topology. The CR rules can be inherited in WAVE when be copied, and can be allocated automatically between different processors (assume that each processor is corresponded to a physical node). The CR rule determines the hop number of paths by the names of links and nodes. Each newly created hop is associated to the corresponding processor through its corresponding network address (i.e., the environment variable A). If using a depth-first spanning tree algorithm, the statement of CR(@♯b.F = A.s♯d.(r♯a.p♯F ), (t♯c.q♯F )) will generate a network topology shown in Fig. 3 , where ♯ is the hop, @ provides an associative jump to a node.
D. Path construction
EHRA-WAVE implements routing and path discovery through the following three steps.
1) The decision to the participant VMN node domain: Collecting neighbour node: The underlying interpretation system may distribute this network onto any number of processors during the creation process, and no central resources are needed for this, as the code creating the parts of the network is moving freely between computers. To solve any problem on this network it should be navigated by another wave. WAVE can track the paths from any source node to all destination nodes that meet all the QoS conditions. For example the program can collect the names of direct neighbours of node "a" in Fig. 3 .
@♯a.p♯.q♯.T = C,
Collecting VMN domains: By using WAVE recursive programming syntax and SQ control rules [18] , the network topology can be easily traversed. For example, the following statement can search the network shown in Fig. 3 in width firstly, and collect the name of each network node. The VMN domain names collected by the statement are the participation domains.
2) Computing path: When computing a path, the management node of each participating domain is responsible for computing the paths among all nodes in the VMN domain, and establishing the description of networks topology. For the routing cost of paths, we only calculate the link cost in this paper. The management node of the VMN domain determines all possible paths between VMN nodes, and decides the optimal path based on QoS requirements. The other paths are used for the path fast recovery mechanism. For simplification, we define a density threshold dens thr as a constant(i.e. 3 real nodes in the VMN region). At the same time, we denote the densities of other paths as dens i , where i denotes the path i, and 1 ≤ i ≤ 3. Whenever it arrives at an intersection of the paths, it checks the current density of the default path. If the future density dens 1 at t u later is lower than dens thr , we compare dens 2 and dens 3 with dens 1 . If either or both of the other path densities is higher than dens 1 , the VMN will switch to the path with the highest density. Otherwise, the VMN remains on the current path.
In order to meet the flow requirements of the system, the final path must be established and requires resource reservation. The final path can be established by WAVE programming and enquiring the management node of the selected VMN node domain. Resource reservation can be implemented through the existing resource reservation protocols (such as RSVP), or appropriate programming.
V. IMPLEMENTATION The WAVE technology [17] , [18] can generate dynamically virtual knowledge networks, and can be used to locate, control, and modify knowledge networks. Moreover, the synchronization, message delivery, and garbage collection of WAVE are implemented in physical nodes. In [26] , G. Valenzuela and V. Leung describe the implementation of multi-node-to-one-node spanning tree by using the use of WAVE. The EHRA-WAVE routing algorithm routes data packets by moving WAVE, and we will use the mobile WAVE technology to achieve VMN routing in this paper. In our approach, as in [17] , [18] , both RMNs and the VMN communicate with each other using a local broadcast service. All the real nodes outside the VMN (clients) communicate with each other using a Local BroadCast service (LbCast service) that is characterized by the radius R RM N , but the VMN and the clients communicate with a local broadcast service that is characterized by radius R V M N (which is the range of the VMN). The relationship between R RM N and R V M N is given in the formula (1) .
where t u is the time unit and v the speed of VMN. EHRA-WAVE algorithm calculates the packet path starting from the source node, and sequentially processed by each VMN node, until the data packet reaches the destination VMN node. The path calculations for intra-VMN domain are carried out in parallel. Each management node initialize a path finding from the source node, which based on WAVE. In order to implement the EHRA-WAVE protocol, we implement WAVE interpreter in UNIX system using the C program language. The algorithm framework of path computing is shown in Algorithm 6 as follows: if the node wasnt visited yet and the link just visited satisfies the requirement then 9: add the address of the current node to Fpath; 10: update the current path cost in the Fcost; 11: if an BORDER NODE was reached then 12: send Fpath and Fcost to the manging node; We use the parallel simulator GT-ITM [27] to generate randomly a network topology of N nodes in a square region. All the real mobile nodes in the network move randomly by using the random waypoint mobility model and the virtual mobile node moves on the predetermined virtual paths. The network has an LbCast service object, and a TOBCast service object. Each node in the physical network is represented by both a node object and MPE object. We implement our algorithm as event-driven: updating current location and time, sending messages, and receiving messages. We assume when a node enters the VMN range, it changes its state to active and begins to emulate the VMN in the same time unit. Our simulation is based on logical time, and each time unit is t u logical time. The values of main parameters for simulations are shown in TABLE IV. According to the formula (1), R V M N ≤ 75 − v. In our experiments, we set N = {50, 100, 150, · · · , 500}. Furthermore, we vary the speed of VMN, v, at different speeds {5, 10, 15, · · · , 50}m/s for our experiments. Mobile WAVE size (in bytes) depends on the employed technology, and the WAVE size of our algorithm in the paper is about 350 bytes. We simulate our algorithm using the above parameters. For each topology, we analyze the number of the following WAVEs generated by the algorithm: effective WAVE (continue to be spread, and breeded), cyclic WAVE, the boundary WAVE (reaches the VMN boundary), the total WAVE (all WAVEs generated by a VMN). Fig. 4 shows the relationship between the number of WAVE and the path length in the networks with 15 nodes and 22 links. We can find from Fig. 4 that with the increase of the number of visited nodes, the total number of WAVE also increases, until the path length is 11. Furthermore, we find the paths with length 16 produce zero wave. The reason is that the probability of the end of WAVE in the cycle is the same. To determine the traffic generated by our presented algorithm, we must determine the size and the number of mobile nodes. We analyze VMN message delivery ratio through two approaches: hierarchical (i.e., EHRA-WAVE) and nonhierarchical. Fig. 5 shows that the VMN message delivery ratio is almost twice as low when the RMNs move twice as fast. Thus, we recommend a similar speed for both RMNs and the VMN.
To analyze the gain obtained through EHRA-WAVE, we furthermore simulate the performance on VMN fail- ure, and throughput based on the above parameters under by comparing our algorithm, HQRP [13] , and DSDV (nonhierarchical protocol) [28] . Fig. 6 and Fig. 7 show the number of failures of VMN with different N and v, respectively. According to Fig. 6 , the decrease of the number of failures as N increases at the same speed and the number of failures of EHRA-WAVE is lower than HQRP, and DSDV. Fig. 7 shows that the VMN fails twice as many times when the RMN move twice as fast. This is because the duration of time in the VMN region becomes shorter when the RMNs have a higher speed. In Fig. 8 and Fig. 9 , the throughput results are reported.
Under the sparse networks environment (i.e., N ¡ 100), the performance of DSDV and HQRP is better than EHRA-WAVE. The bad performance of EHRA-WAVE can be attributed to the higher failure ratio. However, EHRA-WAVE is far better than the others with the increase of the number of nodes. Also, as mobility speed increases, more event-triggered updates are generated. In EHRA-WAVE, when the number of pairs increases, the overhead of path finding increases. VII. CONCLUSION In this paper, we have analyzed the challenge of the highly dynamic nature and the unpredictable motion of wireless mobile networks. Our work uses virtual mobile nodes (VMNs) to traverse through an entire network, and the VMNs collect all the data from other nodes near the paths and deliver them to the destination when they meet. Our work successfully improve the performance on VMN failure and VMN message delivery ratio by using hierarchical approach. In the future, we plan to include the choice of multiple paths and more virtual mobile nodes that work together to increase delivery ratio.
