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Abstract
Advances in high performance computing (HPC) have provided a way to treat large,
computationally demanding tasks using thousands of processors. With the development of more
powerful HPC architectures, the need to create efficient and scalable code has grown more
important.

Electronic structure calculations are valuable in understanding experimental

observations and are routinely used for new materials predictions. For the electronic structure
calculations, the memory and computation time are proportional to the number of atoms. Memory
requirements for these calculations scale as N2, where N is the number of atoms. While the recent
advances in HPC offer platforms with large numbers of cores, the limited amount of memory
available on a given node and poor scalability of the electronic structure code hinder their efficient
usage of these platforms.
This thesis will present some developments to overcome these bottlenecks in order to study
large systems. These developments, which are implemented in the NRLMOL electronic structure
code, involve the use of sparse matrix storage formats and the use of linear algebra using sparse
and distributed matrices. These developments along with other related development now allow
ground state density functional calculations using up to 25,000 basis functions and the excited state
calculations using up to 17,000 basis functions while utilizing all cores on a node. An example on
a light-harvesting triad molecule is described. Finally, future plans to further improve the
scalability will be presented.
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Chapter 1: Introduction
The discovery of materials and their uses have been very important for the progress of
human society throughout history. In recent times, materials discovery has produced dramatic
changes in the way of life. An important area in materials research has focused on meeting the
world’s growing energy demands through extensive research in the areas of alternative energies.
The development of photovoltaic (PV) devices has provided a promising path to meet these
demands. Organic photovoltaics (OPVs) in particular have attracted much attention as a low-cost
alternative to silicon-based solar cells.
The development of new materials has typically been through trial and error in
experimental labs, which requires a huge amount of effort and time. The process of developing
new materials can be significantly shortened by tapping into present day computational power and
methods. Ab-initio methods, particularly the density functional method, have reached amazing
predictive capability for structure and property relationships. The materials genome project is the
result of this realization and has the potential for large-scale new material development.
In Density Functional Theory (DFT), the properties of a system are described as a
functional of its electron density. In the Kohn-Sham formulation of DFT (KS-DFT), each electron
is placed in an effective potential. This reduces the many-body problem of electron interaction to
N equations of non-interacting electrons. A theoretical background of the theory is presented in
the next chapter.
Advances in high performance computing (HPC) have provided a way to treat large,
computationally demanding tasks using thousands of processors. With the development of more
powerful HPC architectures, the need to create efficient and scalable code has grown more
important. For electronic structure calculations, memory needs and computation time are
proportional to the number of atoms. Memory requirements for these calculations scale as O(N2),
where N is the number of atoms. For large systems, calculations become limited by the amount of
memory available on a given node.
1

In this paper, we present developments to the NRLMOL code to overcome these
bottlenecks in order to study large systems. Chapter 3 presents the work done on the NRLMOL
code to improve scalability through the utilization of sparse memory storage and algorithms,
distributed memory arrays, and ScaLAPACK library routines. With the resulting modifications,
we were able to study systems using over 22,000 basis functions. In Chapter 4, we present a study
of solvent effects on a Carotene-Porphyrin-C60 molecular triad. When including explicit solvents,
systems sizes range up to 650 atoms, which equates to over 17,000 basis functions. Lastly, chapter
5 presents an outline of future developments under way in the further development of the
NRLMOL code and in the study of the molecular triad system.
1.1

NRLMOL
NRLMOL, the Naval Research Laboratory Molecular Orbital Library, is a quantum

chemistry code for electronic structure calculations principally developed by Mark Pederson and
collaborators [1]. The code utilizes KS-DFT and expands Kohn-Sham orbitals as a linear
combination of Gaussian orbitals using a large polarized all-electron Gaussian basis. The default
basis set was optimized for the PBE exchange-correlation functional [2]. The code uses a
variational mesh for calculation of Gaussian integrals [3]. NRLMOL is written primarily in
Fortran. Sections of the code have been parallelized using the Message Passing Interface (MPI)[4]
as well as ScaLAPACK library calls for matrix diagonalization.

2

Chapter 2: Theoretical Background
2.1 Density Functional Theory
Density Functional Theory (DFT), developed by Walter Kohn in 1964,[5] as a practical
way to study the electronic structure of atoms, molecules, and solids. Due to its computational
efficiency, the method has become one of the most widely used in computational physics and
chemistry.
In quantum mechanics, a system’s information is obtained through its wave function. The
wave function can be obtained by solving the Schrödinger equation, and probabilities of various
observables can be calculated.
For a single electron moving in a potential V(r), the Schrödinger equation is written as

𝐻Ψ(𝐫) = [−

ℏ2

2𝑚

∇2 + 𝑉(𝐫)] Ψ(𝐫) = 𝐸Ψ(𝐫)

where V is the potential due to the charged nuclei. Using the Born-Oppenheimer
approximation, the nuclei of a system are considered stationary. For an N electron system, the
electronic structure is determined by a 3N dimensional wave function Ψ(𝐫𝟏 , 𝐫𝟐, ⋯ , 𝐫𝑵 ), and the
many-electron Schrödinger equation can be written as
𝑁

𝑁

𝑖

𝑖<𝑗

ℏ2 2
̂
̂
̂
̂
𝐻Ψ = [𝑇 + 𝑉 + 𝑈]Ψ = [∑ (−
∇ + 𝑉(𝐫𝒊 )) + ∑ 𝑈(𝐫𝒊 , 𝐫𝒋 )] Ψ = 𝐸Ψ
2𝑚𝑖 𝑖
̂=
In this expression, the first term, 𝑇

−ℏ2
2𝑚

2
∑𝑁
𝑖 ∇𝑖 represents the system’s kinetic energy.

̂ = ∑𝑁
The second term 𝑉
𝑖 𝑉(𝐫𝒊 ) , represents the potential created by the nuclei, and is the only
system-dependent term. The 3rd term is the coulomb interaction due to the electron-electron
repulsion, which can be expressed as

𝑁

𝑁

̂ = ∑ 𝑈(𝐫𝒊 , 𝐫𝒋 ) = ∑
𝑈
𝑖<𝑗

𝑖<𝑗

𝑞2
|𝐫𝒊 − 𝐫𝒋 |

Because of this last interaction term, the many-particle equation becomes non-separable.

3

Hohenberg-Kohn (H-K) theorems
This formulation is complicated by the fact that the wave function is a function of the 3N
coordinates of the N electrons. The first H-K theorem simplified the problem by showing that the
electron density uniquely determines the ground state properties of a system. The theorem justifies
this assertion by showing the existence of a one-to-one mapping between the ground state electron
density, n0, and an external potential, V. It is the external potential for an N-electron system that
distinguishes the system properties. For example, the difference in the ground state density of the
H2 molecule and He atom, both of which contains same number of electrons, arises from the
difference in the external potential. The knowledge of the ground state electron density can
theoretically describe the entire properties of a system. The total energy of the system as a
functional of density can be written as
𝐸[𝑛] = 𝑇[𝑛] + 𝑉[𝑛] + 𝑈[𝑛].
By using the electron density rather than the wave function, the complexity of the problem
is reduced from a 3N problem to a function of only three spatial coordinates.

𝑛(𝐫) = 𝑁 ∫ 𝑑 3 𝐫𝟐 ∫ 𝑑 3 𝐫𝟑 … ∫ 𝑑 3 𝐫𝑵 |𝜓(𝐫𝟏 , 𝐫𝟐 , , … , 𝐫𝑵 )|2
The second H-K theorem states that the correct ground state density minimizes the total
energy. Therefore, once the energy functional is known, the density can be varied to find the
minimum.
Kohn-Sham DFT (KS DFT)
While the H-K theorems show that in principle it is possible to obtain an exact solution to
the Schrödinger equation of a many-body system, the explicit form of the energy functionals are
still unknown.
In Kohn-Sham DFT, the problem is simplified by representing the interacting system as a
system of N non-interacting electrons and invoking the single-particle Kohn-Sham orbitals to
describe the kinetic energy term as:

𝑇=

−ℏ2
2𝑚

4

2
∑𝑁
⃗).
𝑖 ∇ 𝜙𝑖 (𝑟

The electron density can thus be constructed from the single-particle Kohn-Sham wave functions
as

𝑁

𝑛(𝐫) = ∑|𝜙𝑖 (𝐫)|2
𝑖

The electron-electron interaction term U contains the Hartree interaction, which is the
electron-electron classical Coulomb repulsion and the exchange-correlation energy:
1

𝑈[𝑛] = 2 ∬

𝑛(𝒓)𝑛(𝒓′)
|𝒓−𝒓′|

+ 𝐸𝑥𝑐 [𝑛].

The exact form of the exchange-correlation functional is unknown and many different
approximate forms for this term exist, which is discussed below. The minimization of the total
energy by the electron density leads to a set of single particle equations known as Kohn-Sham
equations which can be written as
ℏ2

(− 2𝑚 ∇2 + 𝑉𝑒𝑓𝑓 (𝐫)) 𝜙𝑖 (𝐫) = 𝜖𝑖 𝜙𝑖 (𝐫),
where 𝜖 i is the orbital energy of the ith K-S orbital 𝜙𝑖 . The effective potential at a given point in
space can be written as

𝑛(𝐫 ′ ) 3
𝑉𝑒𝑓𝑓 (𝐫) = 𝑉(𝐫) + 𝑒 ∫
𝑑 𝐫′ + 𝑉𝑋𝐶 [𝑛(𝐫)].
|𝐫 − 𝐫′|
2

The only unknown quantity in this expression is the exchange-correlation potential, VXC,
which is the functional derivative of the exchange-correlation energy Exc with respect to the density
n(r). Much work in DFT has been done to develop approximations of this functional. One of the
earliest functional is based on the so-called local-density approximation (LDA), in which the
functional depends only on the density, with the assumption the density is locally uniform:
𝐿𝐷𝐴 [𝑛]
𝐸𝑋𝐶
= ∫ 𝜖𝑋𝐶 (𝑛)𝑛(𝐫)𝑑3 𝐫

Local spin-density approximation (LSDA) includes the electron spin.
𝐿𝑆𝐷𝐴 [𝑛
3
𝐸𝑋𝐶
↑ , 𝑛↓ ] = ∫ 𝜖𝑋𝐶 (𝑛↑ , 𝑛↓ )𝑛(𝐫)𝑑 𝑟

where the total electron density is sum of the spin-up and spin-down densities:
𝑛(𝒓) = 𝑛↑ (𝒓) + 𝑛↓ (𝒓).
5

The local density approximation is known to underestimate the band gaps and overestimate the
lattice constants.
The next higher level of approximation, known as generalized gradient approximation
(GGA), also includes the gradients of the electron density in the functional:
𝐺𝐺𝐴 [𝑛
3
⃗⃗ ⃗⃗
𝐸𝑋𝐶
↑ , 𝑛↓ ] = ∫ 𝜖𝑋𝐶 (𝑛↑ , 𝑛↓ , 𝛁𝑛↑ , 𝛁𝑛↓ )𝑛(𝐫)𝑑 𝐫

The GGA approximation corrects for some of the deficiencies of LDA but other
deficiencies such a band gap underestimation persist. In addition to LDA and GGA, there also
exists Meta-GGAs, which include higher order derivatives of the density, and hybrid functionals,
which include a portion of the exact exchange energy from Hartree-Fock theory.
Eigenvalue Problem
The K-S equations can be transformed into an eigenvalue problem by now expanding the
atomic orbitals  as a linear combination of basis functions using
𝜙𝑖 = ∑ 𝐶𝑗𝑖 𝜒𝑗
𝑗

Where 𝜒𝑗 are the basis functions and Cri are the coefficients. The K-S equation can now be
expressed as
∑ 𝐻𝑖𝑗 𝐶𝑗𝑖 = ∑ 𝜖𝑖 𝑆𝑖𝑗 𝐶𝑗𝑖
𝑗

𝑗

where the Hamiltonian matrix H is constructed as 𝐻𝑖𝑗 = ⟨𝜙𝑖 |ℎ̂|𝜙𝑗 ⟩ with the single-particle
Hamiltonian operator:

1
ℎ̂ = − ∇2 + 𝑉𝑒𝑓𝑓 (𝑟⃗).
2

The overlap matrix S is given by 𝑆𝑖𝑗 = ⟨𝜙𝑖 |𝜙𝑗 ⟩. The coefficients Cij can now be obtained by
solving this generalized eigenvalue problem.
In the NRLMOL code, orbitals are expanded as Gaussian type orbitals (GTOs) using a
large Gaussian basis set. The product of two GTOs is a finite sum of Gaussians centered on a point
along an axis connecting them. This property allows for simplifications that reduce the number of
computations when compared to Slater type orbitals (STOs).
6

Self-consistent Field (SCF) cycle
In DFT, the ground state density and energy are obtained variationally starting with a trial
ℏ2

density. The Kohn-Sham equations (− 2𝑚 ∇2 + 𝑉𝑒𝑓𝑓 (𝑛(𝐫))) 𝜙𝑖 (𝐫) = 𝜖𝑖 𝜙𝑖 (𝐫) are solved and the
new Kohn-Sham orbitals are determined. The new electron density, n, is constructed as 𝑛(𝑟⃗) =
∑𝑖 𝑐𝑖 |𝜙𝑖 |2 . The new density is then used for the new effective potential, Veff, and the process is
repeated until the energy converges self-consistently to a given tolerance. Once the selfconsistency is achieved, the forces on the ions are calculated. The diagram of the process is shown
in Figure 2.1.

Figure 2.1 SCF convergence cycle
The total energy and the forces are used to move the positions of the ions to minimize the
total energy.

The geometry optimization procedure is carried out using either LBFGS or

conjugate-gradient scheme in the NRLMOL code.

2.2 Perturbative-∆SCF Excited State Method (P∆SCF)
The density functional theory is a ground state theory where there is a one-to-one mapping
between the ground state density and external potential. The excited state densities are not defined
7

within the basis theories. There are formulations to define the excited densities by Theophilou[6],
however there still lacks a clear practical way to obtain the excited state density. One of the
methods that is commonly used for excited states is time-dependent density functional theory using
an adiabatic approximation. This method is slow and fails to describe the charge transfer excited
states. Other methods such as the SCF method, where the excited state energy is obtained as the
difference between two SCF calculations, seems to perform much better in this regard. There are
several SCF type methods, such as constricted SCF method, maximum overlap method,
constrained DFT method and perturbative SCF method where various physical conditions are
imposed in deriving the self-consistent solution for the excited state. In the NRLMOL code, the
perturbative SCF method is implemented which is described briefly below.
Energies of excited states were determined using the DFT-based method developed by
Baruah and Pederson [7]. The method is based on the ∆SCF method but maintains orthogonality
between the ground and excited state wave functions. Excited state orbitals are determined using
a perturbative approach. In this method, the excited state wave functions derived from the KohnSham orbitals are constrained to be orthogonal to the ground state wavefunction. Excited state
orbitals are determined using a perturbative approach in which the perturbation Hamiltonian is
expressed as the difference between the ground state Hamiltonian Hg and the excited state
Hamiltonian Hex obtained by rigid change in density by varying the occupancy. The excited state
density is 𝑛𝑥 = 𝑛𝑔 − 𝑛ℎ + 𝑛𝑝 , where the subscripts x, g, h, and p refer to excited, ground, hole
and particle states, respectively. Here the nx and ng are the total densities of the system in the
excited and ground state whereas the nh and np are orbital densities. The perturbation Hamiltonian
is
∆𝐻 = 𝛼(𝐻𝑒𝑥 − 𝐻𝑔 )
Here, α is a variational parameter such that dE/dα=0, where E is the total energy of the system.
The particle orbitals, χk, are modified as

|𝜒𝑘′ ⟩ = |𝜒𝑘 ⟩ + ∑
𝑗≠𝑘

8

𝛼⟨𝜒𝑗 |𝐻′|𝜒𝑘 ⟩
|𝜒𝑗 ⟩
𝜀𝑗 − 𝜀𝑘

Here, j goes over all the unoccupied orbitals. Similarly, the hole orbital, φh, is expanded as

|𝜙ℎ′ ⟩ = |𝜙ℎ ⟩ + ∑𝑗≠ℎ

𝛼⟨𝜙𝑗 |𝐻′|𝜙ℎ ⟩
𝜀𝑗 −𝜀ℎ

|𝜙𝑗 ⟩.

where the sum over j is restricted to the occupied states only. The updated orbitals are then
orthogonalized using Löwdin’s orthogonalization [8]. The density is calculated from the occupied
passive and active orbitals as
2

𝑛′ = ∑|𝜙𝑗 ′| + |𝜒𝑝 ′|

2

𝑗

and the energy is then calculated from the H(n') non-self-consistently. The procedure is repeated
for different values of α until the lowest energy is determined using Newton-Raphson method.

9

Chapter 3: Code Improvements
3.1 Sparse Implementation
With the development of High Performance Computing, thousands of processors can be
run in parallel to solve a given problem. Assuming the work can be distributed efficiently, the
computing power to run a simulation can now easily be increased by requesting more processors
from the computational cluster. The memory available per processor, however, is fixed and
consideration must be made for the data sizes that will be distributed to each processor.
In the NRLMOL code, the largest memory elements arise from the Hamiltonian and
Overlap matrices, which grow as the square of the number of basis functions. However, as system
sizes grow larger, distant atoms may not interact, and many of the integral elements in these
matrices approach zero. In these cases, memory requirements of these matrices can be reduced by
using sparse storage methods.
3.1.1 CSR
To take advantage of the sparsity of large systems, the code was modified to use the
Compressed Sparse Row (CSR) format for storing matrices. In the CSR format, a one-dimensional
array is used to store the nonzero elements of the matrix along with two integer arrays, IA for rows
and JA for columns, which indicate their locations in the matrix. The three arrays are allocated as
HAMS, JAH, and IAH for the Hamiltonian matrix, and OVERS, JAO, and IAO for the Overlap
matrix. The nonzero arrays and the JA arrays are both of length NNZ, where NNZ is the number
of nonzero elements. The JA arrays store the column index of the corresponding nonzero array
element. The IA arrays indicate the index in the nonzero and column arrays of the first nonzero
entry in each row. The last entry stores NNZ+1, which results in an array of size N, where N is the
dimension of the corresponding matrix. The values of the i-th row are stored from indices IA[i] to
IA[i+1]-1 in the nonzero array. An example is illustrated in Figure 3.1.

10

Figure 3.1 A Sparse matrix and its corresponding CSR arrays

For the NRLMOL implementation of sparse storage, nonzero elements are defined as any
element above a given threshold. To determine an appropriate threshold, testing was done on
thresholds ranging from 10-10 to 10-6 by calculating the differences in the occupied eigenvalues of
the original code after diagonalization of the sparse matrices. Figure 3.2 shows the average and
maximum error as a function of the zero threshold.
1.E-05
1.E-06

Error

1.E-07
1.E-08

avg error
max error

1.E-09
1.E-10
1.E-11
1.E-06

1.E-07

1.E-08

1.E-09

1.E-10

Zero Threshold

Figure 3.2 Error vs. Zero Threshold
Testing on a large triad system showed the maximum error of 10-6 using the 10-6 threshold,
with the average error 2 orders of magnitude smaller. The error levels off at thresholds less than
11

10-8, so all further calculations were performed at the nonzero threshold of 10-8 in order to benefit
from the smaller storage size.
3.1.2 Allocatable arrays
Since the sparsity is not initially known, the packed form of the Hamiltonian is still needed
temporarily to store values during the matrix construction. Once completed, any nonzero element
is counted and the sparse arrays are allocated. The packed array is then traversed and to fill in the
sparse arrays.
The original implementation of the packed storage, a two-dimensional array was allocated
statically to store both the Hamiltonian and the Overlap matrix based on a parameter set at compile
time. Often, the size of the matrix is not known at compile time, which resulted in an
overestimation of the space needed for the matrix storage, or errors if not enough space was
allocated. Since the Hamiltonian and Overlap are constructed independently and only needed
during matrix construction, the array was changed to a one-dimensional allocatable array. Once
the matrix is constructed in the packed format and used to fill the sparse arrays, the array is
deallocated. This frees up memory that may be needed during the potential calculations, when
large temporary arrays to store the density and its derivatives are allocated.
3.1.3 Memory Savings
1

The memory required to store the sparse arrays is now reduced from the 2 𝑁 2 elements of
the packed format to NNZ elements. The sparsity of the system is defined as

𝑁𝑁𝑍
𝑁2

. Due to additional

memory needed to allocate the auxiliary arrays, the memory savings is slightly less, and closely
approximated as 3

𝑁𝑁𝑍
𝑁2

.

The sparsity of the system is dependent both on the configuration of the system and the
basis set used. Figure 3.3 shows a plot of several systems using both the default NRLMOL basis
set and the 6-311G** basis set. From the systems studied so far, that number of nonzero elements
grows linearly with the number of basis functions. The default basis set grows at a steeper rate due
to the large number of long-range basis functions compared to the 6-311G** basis set.
12

Figure 3.3 Sparse Memory Scaling
3.1.4 Sparse Algorithm changes
The Hamiltonian and Overlap matrices are needed at several points in the SCF cycle and
once during the initial mesh generation. In converting the matrices to the sparse format, new
implementations of several algorithms were needed.
Diagonalization
For parallel diagonalization, NRLMOL uses ScaLAPACK routines. These routines require
the Hamiltonian and Overlap matrices to be distributed block-cyclically across the processors. In
the original implementation, this was done by broadcasting the packed HSTOR array that holds
these matrices to every processor, and every processor cycling through HSTOR and determining
if the element falls within its distributed matrix. Due to the same indexing, the Hamiltonian and
Overlap matrices were filled simultaneously.
To update the routine to utilize the sparse matrices, the three sparse arrays for the
Hamiltonian and Overlap are broadcast to each processor. The nonzero element arrays are then
cycled through to fill in the distributed matrix. The global column index is obtained directly
13

through the JA array, and the global row index is calculated by incrementing the row once the
looping index matches the IA(row+1) element, which indicates it is the start of the next row. The
global row and column indices are then mapped to the distributed matrices in the same manner as
in the original routine. Because the Hamiltonian and Overlap matrices have different sparsity, the
distribution can no longer be done simultaneously and the loop must be repeated over the OVERS
array.
The sparse implementation resulted in faster times for the diagonalization routines. Most
of the savings in time resulted from each processor only accessing NNZ elements to fill the local
matrices, rather than the O(N2) accesses when traversing the packed format HSTOR. Part of this
speedup can be also explained by the reduced MPI communication since only O(NNZ) elements
are broadcast.
Kinetic Energy Algorithm
At the end of the SCF loop, the subroutine GTENRGY is called, which calculates the
kinetic and nonlocal potential energy. In the original algorithm, two NN matrices, AOVER and
Coef, are allocated and filled with the packed HSTOR array and the occupied elements of Psi_coef,
respectively. The Coef matrix is filled as the transpose of Psi_coef. Using the full matrices and
transposing Psi_coef allowed implementation of BLAS routines which greatly sped up
calculations, but became a bottleneck for larger systems due to memory limitations. In order to
remove this bottleneck, the full NN matrices were eliminated and the algorithm was modified to
use the sparse Hamiltonian array, HAMS, and Psi_coef directly, so no extra memory allocation is
needed during the subroutine.
The first sparse implementation was written to mirror the original algorithm by simply
replacing the I and J loops with a loop over the NNZ elements of HAMS, followed by a loop over
the number of occupied orbitals, N_OCC. For each element in the loop, the corresponding row
and column, I and J, was determined using the auxiliary arrays, and the indices were used in the
same algorithm. Initial tests showed this section running much slower than the original version for
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larger systems. Because the original version accessed the transpose of PSI_COEF by using the
auxiliary Coef matrix, accessing PSI_COEF using the same method was less efficient, due to it no
longer accessing in column-major order.
A second implementation reversed these loops in order to limit the inefficient access of
Psi_coef as shown on the right side of Figure 3.4. This required a slight change to the algorithm
which would increase the total number of operations from 3*N_OCC*NNZH to
4*N_OCC*NNZH. In a test using a C60 module, the section ran slightly slower, but when testing
the 207-atom triad system, the section saw a speedup of two times over the original code.
Because systems of different sparsity will result in different jumps in PSI_COEF access,
more tests should be run to determine if this speedup holds for different systems.

Figure 3.4 Kinetic energy algorithms
3.2 MPP
Another method to reduce memory in the NRLMOL code is to utilize distributed matrices.
By keeping the matrices distributed at all times, the code becomes scalable in memory by
requesting more processors when the matrix size increases. ScaLAPACK routines require the data
to be distributed in a block-cyclic distribution as shown in Figure 3.5 for diagonalization. In the
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legacy version of the code, the Hamiltonian and Overlap matrices were created and broadcast to
each processor, which requires multiple copies of redundant data on each node. These were then
used to fill in the block-cyclic distributed matrices needed to obtain the solution. The root node
then collected the needed eigenvectors from the distributed matrices and stored them into the
PSI_COEF array.
Since every processor on the node must allocate these large arrays, larger systems quickly
exhaust the available memory on the node. In order to overcome this bottleneck, the MPP version
keeps the Hamiltonian, Overlap, and Psi_Coef matrices block-distributed so no one processor ever
allocates the entire matrix.

Figure 3.5 Block cyclic distribution
3.2.1 Overlap and Hamiltonian construction
In the previous Master/Slave paradigm, the root processor would send work to the slaves
and gather back their contributions in order to fill the Hamiltonian or Overlap matrix. This is no
longer possible since there is no processor that has the full matrix. To work around this, the initial
implementation of MPP simply had every processor construct the entire matrix, but only stored
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the calculated element if it was part of its local block distributed matrix. This results in massive
duplication of work since every processor must construct the entire matrix, and execution time is
effectively the same as the serial implementation. To improve scalability, this implementation was
modified to have each processor skip calculations of local matrix elements whenever possible if it
could determine they would not be stored in its local distributed matrix.
To determine if any of the matrix elements of atom I are in the local distribution, the routine
finds the starting position INDBEG(I,1)+1, and end position, INDBEG(I+1,1). The INDBEG array
stores these positions in terms of the total number of basis functions, N. Using the previously
determined blocking factor NB and the number of rows and columns in the processor grid NPROW
and NPCOL, ownership could be determined by checking if the processor row is the same as the
destination row for the ith global row element, where the destination row is determined using
𝑖−1
𝑑𝑒𝑠𝑡𝑟𝑜𝑤 = 𝑚𝑜𝑑 (
, 𝑁𝑃𝑅𝑂𝑊)
𝑁𝐵
If no elements from the ith atom are in the local matrix, the routine cycles to the next atom.
Otherwise, at least one element needs to be calculated and the routine proceeds through the upper
triangle of the overlap elements of atom J, where J ranges from I to the number of atoms.
A similar check is done for the jth atom using, first by using the INDBEG array to find the
j global column elements to check and using

𝑗−1
𝑑𝑒𝑠𝑡𝑐𝑜𝑙 = 𝑚𝑜𝑑 (
, 𝑁𝑃𝐶𝑂𝐿)
𝑁𝐵

to determine if any element from atom J resides on the processor.
A last check is done that compares the longest-range Gaussian basis functions, α, of the
atom pairs to determine whether the value

𝛼𝐼 ∗𝛼𝐽
𝛼𝐼 +𝛼𝐽

2

(𝒓𝐼 −𝒓𝐽 ) is greater the cutoff threshold,
2

𝛼 ∗𝛼

CUTEXP. The argument is used in the exponential 𝑒𝑥𝑝 (− 𝛼 𝐼+𝛼𝐽 (𝒓𝐼 −𝒓𝐽 ) ) , which arises from
𝐼

𝐽

the multiplication of two Gaussian basis functions. As this exponential approaches zero, the
contribution to the matrix will also approach zero, and the entire atom pair can be skipped. The
default CUTEXP cutoff of 40.0 was used for all calculations.
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Issues
While these changes have led to a more scalable matrix construction, some additional
overheads now occur. When the local distribution is first determined, it is done without knowledge
of any atom information. This leads to some drawbacks in efficiency.
In the original master/slave paradigm, the master would retrieve information about the
atom pairs and send the work to any available processor [4]. This results in very good load
balancing among the processors. In the MPP model, however, the work is distributed only based
on the blocking factor. If a processor receives elements of atom pairs that are far away, most of
the calculations will be skipped and the processor will sit idle until every processor is finished.
The local distribution also leads to some redundant calculations. The block cyclic
distribution causes some atom pairs to be split and reside on more than one processor. Currently,
if any element of the atom pair resides on a given processor, the processor will calculate all the
elements of the pair, even if the element is not needed. Because the number of basis functions per
atom differs for different atom types, any block size used will likely see this problem.
3.2.2 Coulomb Potential
Due to memory requirements, wave functions in the MPP version are stored on nodes
dedicated for memory storage. For each atom pair, processors must fetch the atom wave functions
from the storage nodes in the Unravel subroutine. Once retrieved, the coulomb potential and
density and its derivatives are calculated for each basis function pair of the two atoms. This
necessitates an MPI call to retrieve the wave functions before these can be calculated.
In the first implementation, there are fewer calls to fetch wave functions. For a given atom
pair, there are two calls to fetch the wave functions for each atom, and the data is reused when
looping over the basis function pairs. This method reduces the time spent in the Unravel
subroutine, but can cause issues with load balancing. Because certain atom pairs may contain more
basis functions while others may be skipped entirely, certain processors may receive much more
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work than others may. Load balancing issues show processor times in the routine varying by up to
179 seconds.
The second implementation moved the processor cycling to the basis function pairs. By
distributing the basis function pairs evenly across the processors, the routine should be more load
balanced. If a given processor did not have the atom wavefunction corresponding to a given basis
function, an MPI call to fetch the data was executed. The resulting test on the system did show
better load balancing, with processor times only varying by up to 60 seconds, but also showed
increased runtime. The average processor runtime also increased by 60 seconds, while the
maximum runtime increased by 176 seconds. Timings showed that most of this time increase came
from an increase in the time spent in Unravel fetching the wave functions. On average, each
processor spent over 200 seconds in the subroutine, whereas previously the average was only 4
seconds. This extra time is most likely because looping over basis pairs creates many more calls
to Unravel and less reuse of the wave functions retrieved, which may have created a queue of
processors waiting to access the storage nodes.
If this extra time due to this blocking can be neglected, the second implementation would
result in execution times approaching the standard NRLMOL parallel execution time. This has
prompted further work in utilizing MPI 3.0 non-blocking memory accesses to possibly make this
implementation more feasible.
3.3 Excited State
In order to calculate charge-transfer excitation energies, the perturbative-∆SCF method
was employed. In its original implementation, the routine was completely serial. Due to the large
systems under investigation, this routine soon became prohibitively expensive, which created a
need for optimization and parallelization.
The first step of optimizing the routine was identifying sections that could be replaced by
more efficient calls to BLAS routines. In addition to improving performance, this also allowed an
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easier transition to parallelizing the routine with ScaLAPACK calls wherever bottlenecks were
identified.
3.3.1 BLAS implementation
The first optimizations identified 11 sections that contained double loops reducing three
matrices to a single scalar. These were able to be converted to two BLAS routines, a call to a
matrix-vector operation between the first two matrices, and a dot-product operation between the
resulting vector and the third matrix. Two of those instances were sections only used to debug and
did not affect the results. In addition to taking extra time, they also resulted in many prints, which
make the outputs harder to read. These sections and others that did not affect the result were put
behind ‘If’ statements to only be printed when debugging.
3.3.2 Diagonalization
A diagonalization of the Hamiltonian and Overlap matrices is needed to be done only in
the first iteration, but the serial implementation causes it to quickly become a bottleneck for
increasing system sizes. A new routine mirroring ScaLAPACK implementations found in other
parts of the code was created to address this.
Initially, the ScaLAPACK routine pdgemr2d was used to distribute the full matrices to
block-cyclic. For smaller systems, the distribution time was much faster and reduced the need for
each processor to allocate the packed HSTOR array, but the routine fails for large matrices around
2GB. Because the routine was being set up for these large calculations, the original method of
broadcasting HSTOR was used.
3.3.3 Matrix Multiplication
Once the identified BLAS routines had been successfully implemented, a clear bottleneck
appeared at the matrix multiplications. These sections could be now parallelized by replacing the
DGEMM BLAS calls with ScaLAPACK PDGEMM calls.
In parallel routines such as during diagonalization, the packed array format is used to
broadcast to the global matrix to each node, and this array is used to fill in their local matrices. In
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the current excited state routine, all the used matrices are still in their full NN matrix
representation, and need to be collected in the full representation at the end of the matrix
multiplication. For larger systems, duplicating the entire global matrix across each processor
would quickly exceed the memory resources available.
As stated previously, large systems failed when using the PDGEMR2D function to
distribute matrices. Because these operations occur more frequently, a routine utilizing BLACS
point-to-point communication calls was created, where the master node distributed only the needed
blocks of the matrix to the other processes.
While the root node is now doing more work in calculating where to send the local blocks,
distribution time still decreases. This decrease is mostly due to each node no longer having to cycle
through the entire matrix to find what elements belong to their local storage. Another time savings
occurs due to the reduced communication costs that results from eliminating redundant data being
sent to each processor.
In one of the three matrix multiplications, the indices are switched for the HM matrix. To
correct for this, the matrix is transposed before the matrix multiplication call and transposed back
after. In the future, this will be removed as the PDGEMM routine can operate on the transpose
directly by specifying an input.
In the BLAS implementation, a system of 6,157 basis functions took 4-6 minutes to
complete. After PDGEMM implementation, systems of up to 17,545 basis functions are now
possible to run. For a batch of runs utilizing 192 processors, these matrices took 8-9 seconds for
the first two multiplications, and 14.5-16 seconds for the third. The increase in the third section is
most likely due to the extra time needed to transpose the matrix before it is sent to the
multiplication routine as well as transposing the result when completed.
3.3.4 Orbital update
When updating the new orbitals, the method must calculate the expression
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𝑢𝑛𝑜𝑐𝑐𝑢𝑝𝑖𝑒𝑑

|𝜙𝑘′ ⟩ = |𝜙𝑘 ⟩ +

∑
𝑗>𝑁

𝛼⟨𝜒𝑗 |∆𝐻|𝜙𝑖 ⟩
|𝜒𝑗 ⟩
𝜀𝑗 − 𝜀𝑖

In order to compute this, a matrix is created to store the

⟨𝜒𝑗 |∆𝐻 |𝜙𝑖 ⟩
𝜀𝑗 −𝜀𝑖

term of the equation.

To create the (i,j) element of this matrix, and a loop over the matrix sizes calculates 𝑆𝐶𝑗,𝑖 =

𝑆𝐶𝑗,𝑖 +

𝐻𝑀𝑚,𝑗 ∗𝐴𝑂𝑉𝐸𝑅𝑚,𝑖
𝜀𝑗 −𝜀𝑖

. If the eigenvalue difference in the denominator falls under .002, the

element is left as zero.
This loop was translated into two steps using BLAS routines. A dot product between the
ith column of AOVER and the jth column of HM is executed. This is then followed up by a division
of the SCi,j element by (ei-ej), where ei is the ith eigenvalue.
In using the BLAS call for dot product followed by the division, a speedup of nearly 10x
was observed for the C60 molecule, with the time reducing from 3.95s to 0.4s in this section. As
system sizes grow larger, this area again starts to become a bottleneck. Tests with the Triad in
solvent showed a times ranging from 5-6 minutes spent in this section. Along with the following
hole rotation, these sections account for 86% of time spent in the excited state code. This should
now be able to be translated to a subroutine implementing the ScaLAPACK parallel dot-product
routine.
3.3.5 Orthogonalize Hole/Particle
In the routine two similar sections are needed to make the hole or particle wavefunction
orthogonal to all other occupied orbitals. This is done by looping over the occupied wave functions
and subtracting the scaled hole or particle wavefunction from each. The scaled factor Dot was able
to be translated to BLAS routines by calculating a matrix-vector product (B = AHAM * HMocc)
and a dot product with the particle/hole wavefunction (Dot = B* HMjnd). The corresponding
occupied wavefunction in HM is then scaled using a daxpy call.
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In the initial BLAS implementation, a test on a C60 molecule saw a speedup from 1.79s to
0.88s, or a 2x speedup. For the large explicit Triad, the routine took 382s, which necessitated
further parallelization of the routine.
To make the section scalable, a new parallel routine to interface to PBLAS operations was
created. The subroutine broadcasts the block-cyclic matrices, performs the calculations using the
corresponding PBLAS routines, and final gathers back the results into the full matrix on the root
node. Due to the block-cyclic implementation of the routines, only the processors in column 1 have
the correct dot-product result, and so an extra step was needed to broadcast the Dot variable before
the parallel daxpy routine could be called.
In a test of the C60 molecule using 24 cores, timings sped up to 0.07s, a 12.5x speedup over
the BLAS optimized version, or a 26x speedup over the original implementation. In a batch of runs
of systems up to 17,545 basis functions, the section took 10-11 seconds using 198 cores.
3.3.6 Memory Reductions
The excited state routine makes use of several full NN matrices during its execution. For
the largest systems run so far, each of these can exceed 2GB of memory needed. In order to make
large calculations possible, large memory allocations needed to be identified and reduced wherever
possible.
During the routine, an auxiliary NN matrix SC is allocated which is only used in three
locations. In the first two, the AHAM matrix was unused and the SC matrix was able to be replaced
simply.
In the last section, the SC matrix is used as an intermediate step during two matrix
multiplications in order to obtain the result AOVER = HMT*AHAM*HM. The two steps are as
follows:
1. SC=AHAM*HM
2. AOVER=HMT*SC
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In the first step, the SC can be replaced by the AOVER matrix. But in the second, the
AOVER matrix is used to store the next matrix multiplication result, so with the original BLAS
implementation, SC is still needed.
However, when the ScaLAPACK routine for matrix multiplication is called, the input
matrices are distributed to each processors’ block distributed local matrix. When the matrix
multiplication is done, the result is also stored in a distributed matrix, Z. After the calculation, it is
then possible to overwrite one of the input matrices by gathering the distributed Z matrix back to
it. Because of the intermediate step being done on the distributed matrix, it is possible for matrix
operations such as A=A*B. With these changes, the steps were able to be changed to:
1. AOVER=AHAM*HM
2. AOVER=HMT*AOVER
and the entire NN SC matrix was able to be removed.
Another memory reduction was performed by reducing the allocation of the PSI_COEF
array. The routine stores and writes all N wave functions into the array, which requires N2 storage
but the routine only ever needs the wave functions up to the excited particle state, NOCC_EX. The
resulting storage needed is only around 10% of the full NN matrix.
3.4 Solvent MPI
In order to investigate the solvent effects on systems of study, a routine treating solvent
atoms as point charges is used to create the solvent potential. The number of operations scales with
the number of solvent molecules, NSOL, and the size of the mesh, NMSH. The solvent-solvent
interaction energy requires operations on the order of NSOL2, and the solvent potential energy on
the order of NSOL x NMSH. Due to the large mesh needed in large calculations, and the large
number of solvent molecules used, a single snapshot required over 20 minutes to complete. In
determining solvent effects, another useful approach is to look at multiple snapshots to obtain an
average potential. When attempting to average 41 configurations of the Triad in solvent, this
section would then require over 10 hours to complete, which necessitated parallelization.
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To parallelize the routine, the work was split over the number of solvent atoms. The needed
potentials and energies are reduced after all configurations are complete, and the mesh is then
scaled by the number of configurations at each point to determine the average. Once implemented,
the triad calculation for the 41 averaged configurations took just over 2 minutes with 240
processors. In order save further time for multiple excited state calculations or resubmissions, the
solvent potential information is now also written to the file SOLPOT.
3.5 Gethold Memory Reduction
During matrix construction, a memory bottleneck during was found which allocated an
array which required 13 times the space of the mesh. This is filled with distances of each mesh
point to the two atoms sent into the routine in the x, y, and z directions, as well as combinations of
their products. At 5 million mesh points, nearly 500 MB of memory is needed. However, because
the array is used by each processor in an MPI run, on a node with 24 processors such as those on
NERSC’s Edison cluster, over 11 GB of memory will be required.
Once the routine begins calculating the matrix contributions of the atom pair, the mesh is
split into blocks of mesh points (100 by default). After some translation, the operations to
determine the elements of PISV can be performed at the level the mesh is split. As this section was
implemented before the most computationally intensive part of the routine, no significant
slowdown in matrix construction was observed, and tests of systems with over 18 million mesh
points could be run.
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Chapter 4: Molecular Triad in Solvent
Most of our energy needs are currently satisfied by means of fossil fuels. The everincreasing world population and steady improvements in living standards, particularly in
developing countries, are putting increasing pressure on fossil fuel-based technology. The limited
supply of environmentally unfriendly fossil fuels and our increasing need for energy has led to
increasing interest in alternative efficient and renewable energy supplies.
Sunlight is the most abundant source of energy we have. Solar energy conversion of one
very promising renewable energy technology that, along with other renewable energy
technologies, can meet our projected energy demands. Naturally occurring biological lightharvesting complexes convert sunlight into chemical energy by means of photosynthesis. The
replication of this process appears to be the most intuitive mechanism in the designing of
photovoltaic devices. The natural photosynthesis process typically involves an ultrafast series of
photophysical events, which include the absorption of photons, leading to molecular excited states,
energy transfer from one unit to another, and charge transfer. Molecular complexes designed to
replicate these procedures, called artificial photosynthesis, have been created in the laboratory.
One system inspired by the donor-acceptor system is the molecular tried first synthesized
by the Gust group [9, 10]. The molecular triad consists of carotenoid (C), porphyrin (P), and
fullerene (C60) as seen in Figure 4.1. An excitation at the porphyrin produces a charge-separated
state where the electron transfers from the carotene to the C60. Experiments showed a long lifetime
of this charge-separated state and a large dipole moment 153 D [11]. These properties have shown
promise for applications in organic photovoltaics.
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Figure 4.1 Carotenoid-Porphyrin-C60 Triad molecule
Previous calculations show the porphyrin-porphyrin excitations were in good agreement
with experiment, differing by 0.06 eV[12]. But, the experimentally observed carotene-C60
excitation was 1.2 eV higher than the experimentally observed 1.2 eV CTE, as well as the dipole
being 18.74 D higher. This is shown in Figure 4.2. Previous QMMM calculations in the lab
investigating conformational differences on these energies were not able to account for the
difference in these energies[13]. In light of these findings, the quenching of the CTE compared to
gas phase is thought to come from the polarization of the surrounding solvent molecules.
In order to verify the effect of the environment on the triad, calculations introducing a
polarizable solvent were carried out on the molecule. The triad molecule is fixed in the MD runs,
to separate the solvent effects from the conformational effects.
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Figure 4.2 A comparison of various calculated excited state levels for the triad in vacuum (left
diagram) with experimentally determined excitations of the triad in a polar solvent
(right diagram) [12].

4.1 Computational Method
4.1.1 Molecular Dynamics (MD)
The molecular dynamics simulations were run using NAMD (Not Another Molecular
Dynamics) employing the CHARMM General Force Field (CGenFF) for the molecular triad and
the TIP3P model for water. Unknown parameters were generated using the ForceField Toolkit
plugin of the Visual Molecular Dynamics (VMD) software and initial charges on the triad were
obtained from DFT calculations [13]. MD runs placed the triad in a 100 Å x 100 Å x 70 Å box
using periodic boundary conditions along with 15,866 water molecules, shown in Figure 4.3. The
triad was kept frozen during the molecular dynamics simulation. The system was equilibrated by
gradually heating up the water molecules to 300 K using a 2-ps simulation per temperature step.
NVT – Langevin dynamics using a 1 fs integration time step we employed. Once equilibrated,
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snapshots were taken at evenly spaced intervals from the last 9 ns of the final 10 ns production
run.

Figure 4.3 The triad solvated in water within periodic boundary box
4.1.2 Quantum Chemistry
All QM calculations were performed with the NRLMOL code as spin unpolarized
calculations using a large Gaussian basis set [2] with polarization functions. Calculations are done
at the all-electron level using the Perdew-Burke-Ernzerhof (PBE) generalized gradient
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approximation (GGA) functional [14] for the exchange-correlation potential. In the solvent
calculations, all solvent atoms are taken as TIP3P point charges [15].
Charge transfer (CT) excitation energies were obtained using the perturbative-ΔSCF
method developed by Baruah and Pederson[7] as implemented in the NRLMOL code.
4.1.3 QMMM
From the resulting configurations, three methods were used to investigate the ground state
effects of the solvent on the triad. In the first, 41 configurations were selected at even intervals
over the last 9 ns of the simulation. All solvent atoms in these configurations were treated as point
charges and used to construct an external potential. The Triad calculations were then converged
using the QM framework in the resulting potential. The resulting energies were taken as the
average of the values from the 41 configurations.
In the second method, the potentials created by the point charges of the 41 snapshots were
averaged, and a single QM calculation was performed in the resulting potential. Due to the time
required to average each snapshot of around 667 atoms over 5 million grid points, this section of
the code was parallelized.
In the third method, a single layer of water molecules was treated explicitly while all other
solvent atoms were kept as point charges. The first layer was chosen by creating a script in the
MetaStudio software package, which looped over every atom in the triad molecule and determined
if any solvent atoms fell within a given distance. If an atom fell within the range, all the atoms in
the solvent molecule were also added to prevent any lone hydrogen or hydrogen-oxygen pairs from
being created. The cutoff distance was varied from 3.40 Å to 3.58 Å in order to keep the number
of solvent atoms within the same range. The final configurations contained 148-163 water
molecules, which resulted in 17,000-18,000 basis functions. Due to the increased size and
computational cost of the calculations, only 20 of the original 41 configurations were selected for
further study.
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4.2 Results: IP and EA
Neutral, cation, and anion calculations were performed to determine the Ionization
Potential (IP) and Electron Affinity (EA) of the systems. The results are shown in Table 4.1.
For the explicit solvent calculations, convergence issues arose for the cation and anion
calculations. Of the 20 submitted, five cation and two anion calculations converged fully, while
the remaining seemed to approach convergence but timed out before completing. The average of
the converged and non-converged calculations only differed by 0.02 eV for the IP and 0.04 eV for
the EA. The resulting calculations will be completed in the future, but the closeness in energy
signals that the current values are a good approximation.
Table 4.1: IP and EA
IP

EA

5.39

2.98

1. QMMM

+0.07

+0.06

2. Average Potential

+0.09

+0.03

3. Explicit Solvent

+0.20

+0.01

Gas Phase

The difference between method 1 and 2 only differed by 0.01 eV and 0.03 eV for the IP
and EA respectively. From this, we find that the average of the individual point-charge calculations
converges to the single potential-averaged calculation. In light of this finding, future calculations
will be done using the averaged potential method. This will save hours of computation while still
giving nearly the same results as calculating dozens of snapshots of the MD run.
In each case, the EA only differed from 0.01 eV to 0.06 eV higher than the gas phase
calculation. The largest difference came from the explicit water calculations, which showed the IP
to be 0.11 eV higher than in the average potential calculations.
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4.3 Results: CTE
Excited state calculations were performed on the averaged potential calculation as well as
snapshots using explicit solvents. Sixteen explicit solvent calculations were completed. In these,
the remaining solvent atoms outside the first layer are taken as point charges. In addition, a single
snapshot from the calculations using the explicit water layer was completed without point charges.
As detailed in chapter 2, the excited state portion of the code is currently being parallelized,
so calculations on additional snapshots will become feasible. Additional calculations will be
performed to converge to an average CTE.
Table 4.2: Explicit Average
CTE (eV)

Dipole (D)

Expt.

1.2

153

Gas

+1.28

+18.74

Average Potential

+1.31

+20.48

w/point charges avg

+1.25

+26.47

w/o point charges

+1.46

+32.36

Explicit Snapshot

Table 4.2 shows the average CTE difference of 1.25 eV above experiment, and very near
the gas phase energy calculation. Energies range from 1.72eV to 2.99eV for these calculations.
When plotting these energies, a direct relationship with the gas phase band gap can be observed as
in Figure 4.4.
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Figure 4.4 Band Gap vs. Charge Transfer Energy
The lowest three excitation energies skew the trend line, and if they are removed the
remaining energies fall within 0.03eV of the predicted line as seen in Figure 4.5.
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Figure 4.5 Band Gap vs. CTE – lowest energies removed
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Not plotted or factored into the average is an outlier with a CTE of about 1.01 eV. Further
plotting of the wave functions is pending to determine if this was due to wavefunction reordering.
The low dipole moment of 47D indicates this may have been a P-C60 excitation rather than the CC60 excitation expected.
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Chapter 5: Future Work
5.1 Sparse Implementation
The matrices used to store the Hamiltonian and Overlap matrices are still currently
allocated in the packed format during matrix construction and used to fill the sparse matrices. This
section may become a memory bottleneck for larger systems. To remove this bottleneck, the
sparsity of the system will be determined or estimated before the matrix construction, and changes
will be made to directly fill these in the sparse format.
For symmetric systems, the NRLMOL code reduces computation time and storage by only
working on m sub-matrices, where m is the number of representations. These sections will need to
be converted to utilize the sparse format in order to benefit from the reduced computation.
In addition, many post-processing routines will be modified and tested with the new sparse
matrices.
5.2 Blocked Mesh NRLMOL
In order to facilitate larger calculations, modifications will be done to further reduce the
memory requirements of large mesh arrays. Work has begun on breaking up the matrix
constructions into different blocks of the mesh. This is done by first calculating the density and
coulomb potential of a portion of the mesh. The remaining potentials, such as exchangecorrelation, are then calculated for this block. Each element of the Hamiltonian matrix is then
updated with the potential contributions from the given mesh block.
By updating the Hamiltonian several times over the different mesh blocks, memory
requirements for nearly all mesh-dependent arrays are reduced to an arbitrary size. The only fullsized mesh arrays are now a real array for the mesh weights, and a 3-dimensional real array for
each mesh point’s Cartesian coordinates.
Each update of the Hamiltonian matrix for a given mesh block is independent of any other,
which gives an opportunity for parallelization across mesh blocks. In order to prevent the
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duplication of the mesh and Hamiltonian arrays, a shared memory parallelization utilizing
OpenMP is being investigated.
A conversion of the Poisson routine to generate densities and coulomb potential is now
needed for OpenMP calculations. Currently, profiling using the Cray Reveal tool has determined
the sections where most of the work is done. Two sections already identified account for over 95%
of the time spent in the routine. The sections within the proposed OpenMP loops currently contain
subroutine calls and must be rewritten. One issue that has already been identified are blanket
Fortran ‘save’ statements within subroutines, which must be examined and removed where
possible to prevent errors.
5.3 Triad
Additional excited state calculations on the triad in explicit solvent calculations will be
performed for additional analysis. To ensure a sufficient number of snapshots from the MD
simulations have been performed, more conformations will be calculated until an energy
convergence is reached.
Another alternative to investigate solvent effects is to run calculations using a Polarizable
Continuum Model (PCM). The NRLMOL code will need to be interfaced with outside libraries
that can provide the potentials created in this model.
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