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Abstract
We prove existence and qualitative properties of ground state solutions to a gener-
alized nonlocal 3rd-4th order Gross-Pitaevskii equation. Using a mountain pass argu-
ment on spheres and constructing appropriately localized Palais-Smale sequences we
are able to prove existence of real positive ground states as saddle points. The analysis
is deployed in the set of possible states, thus overcoming the problem that the energy
is unbounded below. We also prove a corresponding nonlocal Pohozaev identity with
no rest term, a crucial part of the analysis.
1 Introduction and main results
We study existence of standing waves of the equation
i ∂tψ = −1
2
∆ψ + λ1 |ψ|2 ψ + λ2 (K ∗ |ψ|2)ψ + λ3 |ψ|3 ψ, x ∈ R3, t > 0, (1)
under the side constraint ‖ψ(t)‖22 = c, as ground states of the corresponding energy. We
assume that λ3 < 0 and that K is a convolution kernel of the form
K(x) =
x21 + x
2
2 − 2x23
|x|5 .
This type of equations arises in the modelling of dipolar Bose-Einstein condensates. For
λ3 > 0, the equation models quantum fluctuations within the condensate, the so-called
Lee-Huang-Yang correction; when the λ3-term is of 5th order, the equation models three-
body interactions (for more details and further references see [13] and references therein).
The latter case is energy critical and its analysis is very complex due to the inherent loss of
compactness for optimizing sequences. The energy critical case was studied in [13] for λ3 > 0.
Here we focus on the case λ3 < 0 and restrict ourselves to the energy sub-critical case. This
allows us to develop a method for obtaining saddle points on the constraint manifold, dealing
first with the difficulty of the mixed order terms; the energy critical case will be a subject
of future research. For this work, we use and appropriately modify the ideas from [3, 4].
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If we use the Fourier transform
F(f)(ξ) = f̂(ξ) ··=
∫
R3
f(x)e−ix·ξ dx
on K, we get
K̂(ξ) =
4π
3
2ξ23 − ξ21 − ξ22
|ξ|2 ∈
[
− 4
3
π,
8
3
π
]
; (2)
see [7, Lemma 2.3]. Equation (1) possesses a dynamically conserved energy functional,
defined by
E(u) ··=
∫
R3
{1
2
|∇u|2 + λ1
2
|u|4 + λ2
2
(
K ∗ |u|2) |u|2 + 2
5
λ3 |u|5
}
dx, (3)
which with the help of Parseval’s identity becomes
E(u) =
1
2
‖∇u‖22 +
1
2
1
(2π)3
∫
R3
(
λ1 + λ2 K̂(ξ)
) ∣∣|̂u|2(ξ)∣∣2 dξ + 2
5
λ3 ‖u‖55.
For an arbitrary c > 0, we look for ground states of (3), that is, for functions u ∈ H1(R;C)
such that ‖u‖22 = c, that are critical points of E and study their qualitative properties. Note
that a ground or excited state of E corresponds to standing waves for (1) through the Ansatz
ψ(x, t) = e−i β t u(x); β denotes the so-called chemical potential. After making the standing
wave Ansatz in (1), the problem reduces into finding a function u : R3 → C satisfying the
side constraint ‖u‖22 = c and a number β ∈ R such that (u, β) satisfies the equation
−1
2
∆u+ λ1|u|2u+ λ2(K ∗ |u|2)u+ λ3|u|3u+ βu = 0. (4)
Definition 1.1. We call (u, β) ∈ H1(R3;C) × R a solution to equation (4), if the latter is
satisfied in H−1(R3;C) (with no side constraints).
Here, the number c > 0 denotes the mass of the solution. The rescaling we used (the same
as in [3]) is such, that c = 1 corresponds to the physical problem. The reason for studying
the equation for a general c > 0 is of technical nature and becomes apparent later in the
paper.
Definition 1.2. We will make extensive use of the following quantities:
A(u) ··= ‖∇u‖22,
B(u) ··= 1
(2π)3
∫
R3
(
λ1 + λ2 K̂(ξ)
) ∣∣|̂u|2(ξ)∣∣2 dξ,
C(u) ··= λ3‖u‖55,
Q(u) ··= A(u) + 3
2
B(u) +
9
5
C(u),
Ξ ··= 1
(2π)3
max
{∣∣∣λ1 − λ24π
3
∣∣∣, ∣∣∣λ1 + λ2 8π
3
∣∣∣}.
Remark 1.3. The virial functional Q is closely related to Pohozaev identities: it is defined
as such, so that critical points will satisfy Q(u) = 0 (Lemma 4.1).
2
Remark 1.4. Due to (2), we have |λ1 + λ2K̂(ξ)| ≤ Ξ for all ξ ∈ R3. This is an optimal
inequality, since it becomes an equality (with plus or minus sign) for λ1, λ2 having the same
sign and K̂(ξ) = −4π/3 or K̂(ξ) = 8π/3. We thus have the following optimal estimate
|B(u)| ≤ Ξ ‖u‖44 , for all λ1, λ2 ∈ R and u ∈ L2(R3) ∩ L4(R3). (5)
Remark 1.5. Note that with the above definitions the following identity holds:
E(u) =
1
2
A(u) +
1
2
B(u) +
2
5
C(u).
Definition 1.6. For a positive number c > 0, the sets S(c) and V (c) are defined by
S(c) ··=
{
u ∈ H1(R3;C) : ‖u‖22 = c
}
,
V (c) ··=
{
u ∈ S(c) : Q(u) = 0}.
Solutions to (4) will be constructed as critical points of the energy E in the constraint
set S(c) (For a more detailed exposition on the geometry of S(c) as a Finsler manifold we
refer to [5] and references therein.)
Remark 1.7. The energy functional E is unbounded below on S(c) for λ3 < 0; see Lemma
2.2–1.
We want to study the existence of ground state solutions that appear as saddle points. To
that end, in the spirit of [3, 4], we give the following definitions:
Definition 1.8. For an arbitrary c > 0, we call uc ∈ S(c) a ground state, if it is a least-
energy critical point on S(c), i.e.,
E(uc) = inf
{
E(u) : u ∈ S(c) and E|′S(c)(u) = 0
}
,
where E|′S(c)(u) ∈ T ∗uS(c), i.e., E|′S(c) : S(c)→ T ∗S(c).
Remark 1.9. Note that the Lagrange multiplier theorem (see e.g. [1, Corollary 3.5.29])
implies that for any ground state u exists β ∈ R such that (u, β) is a solution.
Definition 1.10 (Mountain pass geometry). Given c > 0, we say that E has a mountain
pass geometry on S(c) at level γ(c) ∈ R, if there exists Kc > 0, such that
γ(c) = inf
g∈Γc
max
t∈[0,1]
E
(
g(t)
)
> sup
g∈Γc
max{E(g(0)), E(g(1))}, (6)
where
Γc ··=
{
g ∈ C([0, 1], S(c)) : g(0) ∈ AKc and E
(
g(1)
)
< 0
}
and
AKc ··=
{
u ∈ S(c) : ‖∇u‖22 ≤ Kc
}
.
We point out that under certain general conditions, the existence of a Palais-Smale
sequence is already guaranteed by the mountain pass geometry of the energy landscape,
see, for instance, [10, Theorem 4.1]. However, boundedness of the sequence constructed in
such way, can not be obtained directly in general. More precisely, the Palais-Smale sequence
3
{un}n∈N governed by [10, Theorem 4.1] implies the boundedness of the sequence
{
E(un)
}
n∈N
.
However, as long as the constant λ3 is negative, the gradient energy ‖∇un‖22 can not be
directly estimated from above by E(un). In order to fix this problem, the pseudo-gradient
technique introduced in [5] and used, among others, by [4, 3], will be utilized to obtain the
sought for boundedness of the Palais-Smale sequence. We refer to Lemmas 3.1 and 3.2 for
details.
Note that a “self-bound” crystal of droplets in a dilute Bose-Einstein condensate has
been observed in [11] where it was suggested that under specific circumstances it is a good
candidate for a ground state. One year later, this suggestion was verified in [14], so that,
in contrast to [2], we do not expect that planar radial symmetry to be prominent in ground
states. Still, they are positive, which conforms to the custom in physics to pick ground states
as the nodeless solutions. This is due to the fact that, as we will prove in the following,
γ(c) = inf
{
E(u) : u ∈ V (c)} (7)
and that Q(u) = 0 is a natural constraint for a critical point of E on S(c). The latter will
be the unique mountain pass on the path t 7→ t3/2 u(t x) (and any such path will intersect
the set over which the infimum is taken in the above).
As already stated, we cannot use standard tools from critical point theory, but we con-
struct a special Palais-Smale sequence {un}n∈N at level γ(c), which concentrates around the
set
V (c) ··= {u ∈ S(c) and Q(u) = 0}.
To be more precise, we give the following:
Definition 1.11 (Q-vanishing Palais-Smale sequence). We call a sequence {un}n∈N ⊂ S(c)
a Q-vanishing Palais-Smale sequence at level l ∈ R for E on S(c), if the following hold:
1. lim
n→∞
E(un) = l + o(1),
2. ‖E ′|S(c)(un)‖T ∗S(c) = o(1),
3. Q(un) = o(1).
For such sequences, we are not able to apply concentration-compactness arguments, but
proceed in the following way: We fist show that the weak limit will minimize E in V (c1)
for some c1 ≤ c. We then use monotonicity properties of the mapping c 7→ γ(c) to show
that E(un− u) = o(1). This, in turn, will imply the strong convergence of the sequence and
finally the fact that E(u) = γ(c).
Theorem 1.12. Let c > 0 and λ3 < 0.
1. There exists Kc > 0 such that E has mountain pass geometry on S(c) at level γ(c) > 0
(see Definition 2.6) and possesses no local minimizers on S(c). Furthermore, the energy
level γ(c) is only determined by the value c and is independent of the choice of Kc.
2. There exists c0 > 0, depending only on λ1, λ2, λ3, such that for all c ∈ (0, c0), equation
(4) possesses a nontrivial solution (uc, βc) ∈ S(c) × (0,∞) such that uc is a ground
state on S(c) (in sense of Definition 1.8) with
E(uc) = inf
{
E(u) : u ∈ S(c) and E|′S(c)(u) = 0
}
= γ(c).
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Moreover, if either
λ2 > 0 and λ1 +
8π
3
λ2 ≤ 0,
or
λ2 ≤ 0 and λ1 − 4π
3
λ2 ≤ 0
is satisfied, then c0 =∞.
3. Let (u, β) ∈ S(c) × R be a ground state. Then (|u|, β) is also a ground state. In
particular, |u(x)| > 0 for all x ∈ R3 and there exists a constant θ ∈ R such that
u = eiθ|u|.
The proof of the above theorem will be given in a number of lemmas and propositions in
the following sections. In the end of the paper we will give a summary and conclude the
argument.
2 The energy landscape
First we study the geometry of the energy landscape. This will allow us to construct
a Q-vanishing Palais-Smale sequence in the following sections that converges to a ground
state. To that end we will use the following scaling (see for example [8])
ut(x) ··= t3/2 u(tx) for t > 0, (8)
under which S(c) is invariant. One calculates
A(ut) = t2A(u),
B(ut) = t3B(u),
C(ut) = t9/2 C(u),
(9)
and therefore
E(ut) =
t2
2
A(u) +
t3
2
B(u) +
2
5
t9/2C(u), (10)
Q(ut) = t2A(u) +
3t3
2
B(u) +
9
5
t9/2C(u). (11)
Remark 2.1. Since λ3 < 0, we infer that C(u) < 0 for u 6= 0.
In the following lemma we study the behaviour of the various expressions with respect to
the above rescaling.
Lemma 2.2. Let c > 0, λ3 < 0 and u ∈ S(c). Then:
1. A(ut), B(ut), C(ut), E(ut), Q(ut)→ 0 as t→ 0;
A(ut)→∞ and E(ut)→ −∞ as t→∞.
2. If E(u) < 0 then Q(u) < 0.
3. There exists k0 > 0 not depending on u such that, if A(u) ≤ k0 then Q(u) > 0 and
E(u) > 0.
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Proof. 1. Notice that for u 6= 0, we have C(u) < 0 due to Remark 2.1. Then due to the
precise expression of the terms given by (9) to (11) and the fact that the C(u) term in (10)
and (11) is leading for large t, we obtain the assertion.
2. From (10) and (11) it follows that
Q(u)− 3E(u) = −1
2
A(u) +
3
5
C(u) < 0 =⇒ Q(u) < 3E(u).
From this we obtain the second statement.
3. We will use the following Gagliardo-Nirenberg inequalities:
‖u‖5 ≤ C ‖∇u‖9/102 ‖u‖1/102 = C c1/20A(u)9/20,
‖u‖4 ≤ C ‖∇u‖3/42 ‖u‖1/42 = C c1/8A(u)3/8,
where C > 0 is a given positive constant independent of u. Recall from (2) that
K̂(ξ) =
4π
3
2ξ23 − ξ21 − ξ22
|ξ|2 ∈
[
− 4
3
π,
8
3
π
]
and from Definition 1.2 that
Ξ =
1
(2π)3
max
{∣∣∣λ1 − λ24π
3
∣∣∣, ∣∣∣λ1 + λ2 8π
3
∣∣∣}.
Therefore, since λ3 < 0 is assumed, we can estimate from below as follows:
Q(u) = A(u) +
3
2
B(u) +
9
5
C(u)
≥ A(u)− 3
2
Ξ‖u‖44 + Cλ3 c1/4A(u)9/4
≥ A(u)− 3
2
ΞC c1/2A(u)3/2 + Cλ3 c
1/4A(u)9/4
= A(u)− C1A(u)3/2 − C2A(u)9/4, (12)
with positive constants C1,C2, since ‖u‖22 = c is constant. From the last inequality we see
that Q(u) > 0 for sufficiently small A(u), say A(u) ∈ (0, k0) for some sufficiently small k0 > 0
which does not depend on u. Analogously, using similar estimates as given by (12) we also
obtain that E(u) > 0 for all A(u) ∈ (0, k0) by choosing the previous k0 sufficiently small.
This completes the proof. 
Remark 2.3. The previous lemma asserts that E is unbounded below on S(c).
Remark 2.4. From the proof of Lemma 2.2 one can directly deduce that the k0 given by
2.2–3. can be replaced by an arbitrary kˆ0 with 0 < kˆ0 < k0. This property will be useful by
proving the mountain pass geometry, see Proposition 2.6 below.
Lemma 2.5. Let c > 0, λ3 < 0 and u ∈ S(c). Then:
1.
∂
∂t
E(ut) =
Q(ut)
t
, for all t > 0.
2. There exists a t∗ > 0 such that ut
∗ ∈ V (c).
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3. We have t∗(u) < 1 if and only if Q(u) < 0. Moreover, t∗(u) = 1 if and only if Q(u) = 0.
4. The following inequalities hold:
Q(ut)
{
> 0, t ∈ (0, t∗(u)),
< 0, t ∈ (t∗(u),∞).
5. E(ut) < E(ut
∗
) for all t > 0 with t 6= t∗.
Proof. Using (10) and (11), one directly verifies that
∂
∂t
E(ut) = tA(u) +
3t2
2
B(u) +
9
5
t7/2C(u) =
1
t
Q(ut).
This proves the first statement. Now define y(t) ··= ∂∂tE(ut). Then
y′(t) = A(u) + 3tB(u) +
63
10
t5/2C(u),
y′′(t) = 3B(u) +
63
4
t3/2C(u).
If B(u) ≤ 0, then y′′(t) is negative on (0,∞); If B(u) > 0, then y′′(t) is positive on (0,− 4B(u)
21C(u)
)
and negative on (− 4B(u)
21C(u)
,∞). Since y′(0) = A(u) > 0 and y′(t) → −∞ as t → ∞,
we conclude simultaneously from both cases that there exists a t0 > 0 such that y
′(t) is
positive on (0, t0) and negative on (t0,∞). From the expression for y(t) we obtain that
limtց0+ y(t) = 0 and lim
t→∞ y(t) = −∞. Thus y(t) has a zero at t
∗ > t0, y(t) is positive
on (0, t∗) and y(t) is negative on (t∗,∞). Since y(t) = ∂E(ut)
∂t
= Q(u
t)
t
, the second and the
fourth statements are shown. The left statements are also direct consequences of the previous
claims. This completes the proof. 
Having proved the above lemmas, we are now able to obtain the mountain pass geometry
property of E on S(c):
Proposition 2.6. Let c > 0 and λ3 < 0. Then there exists some Kc > 0 such that the
energy E has a mountain pass geometry on S(c) at level γ(c) > 0.
Proof. We first define for k > 0 the set
Ck ··= {u ∈ S(c) : A(u) = k}
and the numbers
αk ··= sup
u∈Ck
E(u) and βk ··= inf
u∈Ck
E(u).
Note that Ck 6= ∅, since A(ut) = t2A(u) for any u ∈ S(c). We claim that:
There exists k3 > 0 such that for all k2 ∈ (0, k3] and k1 ∈ (0, k2)
holds that αk ≤ 12βk2 for all k ∈ [0, k1].
(13)
Proof of the claim. Let k2 > 0 (to be determined). Estimating like (12), we obtain that
there exist positive constants C1,C2 such that
E(u) ≥ 1
2
A(u)− C1 (A(u))3/2 − C2 (A(u))9/4.
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We then define the real function
l(s) ··= 1
2
s− C1 s3/2 − C2 s9/4
for s ∈ (0,∞], which reads that E(u) ≥ l(A(u)). Now let
g(s) ··= l(s)− 1
4
s =
s
4
− C1 s3/2 − C2 s9/4,
then g is positive for all sufficiently small positive s, say s ∈ (0, k3] for some sufficiently small
k3 > 0. This, in turn, implies that for k2 ∈ (0, k3] we have
E(u) ≥ l(A(u)) = l(k2) ≥ k2/4
for all u ∈ Ck2 and, therefore, βk2 ≥ k2/4 for all k2 ∈ (0, k3]. We pick a k2 from (0, k3]
and keep it fixed. Using Gagliardo-Nirenberg again as previously we obtain that there exist
positive constants C3,C4 such that
E(u) =
1
2
A(u) +
1
2
B(u) +
2
5
C(u)
≤ 1
2
A(u) + C3 (A(u))
3/2 + C4 (A(u))
9/4.
Define
lˆ(s) ··= 1
2
s+ C3 s
3/2 + C4 s
9/4
and
gˆ(s) ··= lˆ(s)− s = −1
2
s+ C3 s
3/2 + C4 s
9/4,
then gˆ(s) is negative for all sufficiently small positive s, say s ∈ (0, kˆ1] for some sufficiently
small kˆ3 > 0. This implies that
E(u) ≤ lˆ(A(u)) = lˆ(k) ≤ k
for u ∈ Ck and therefore, αk ≤ k for all k ∈ (0, kˆ1]. Taking k1 = min{kˆ1, 18k2}, we finish the
proof of claim (13).
Now, by construction of k2, we see that k2 can be replaced by an arbitrary kˆ2 with
0 < kˆ2 < k2. Thus we pick k2 ≤ k0, where k0 is from Lemma 2.2–3.. In order to apply
certain contraposition argument below we also assume that k0 = k2, which is valid due to
Remark 2.4. We claim that taking Kc = k1, where k1 is given by (13), we are able to obtain
(6), which completes the proof. Thus we let Γc be given by
Γc = {g ∈ C([0, 1], S(c)), g(0) ∈ Ak1 , E
(
g(1)
)
< 0}.
First we show that Γc 6= ∅. Let v ∈ S(c). Recall that vt(x) = t3/2v(tx) and, in particular,
A(vt) = t2A(v). Therefore we can find a sufficiently small t1 > 0 such that A(v
t1) < k1.
Moreover, from Lemma 2.2–1. we can also pick a sufficiently large t2 such that E(v
t2) < 0.
Now taking g(t) ··= v(1−t)t1+t t2 , we see that g is an element of Γc.
Thus let g ∈ Γc. Then A
(
g(0)
) ≤ k1 < k2, which implies Q(g(0)) > 0 (Lemma 2.2–3.).
Now since E
(
g(1)
)
< 0, we infer from Lemma 2.2–2. that Q
(
g(1)
)
< 0, and therefore,
by contraposition from Lemma 2.2–3., we have A
(
g(1)
)
> k2. Since A
(
g(0)
)
< k2 and
8
A
(
g(1)
)
> k2, the continuity of g implies that there exists a t0 ∈ (0, 1) such that A
(
g(t0)
)
=
k2 and therefore E
(
g(t0)
) ≥ βk2 . Then,
max
t∈[0,1]
E
(
g(t)
) ≥ E(g(t0)) ≥ βk2 > 12βk2, (14)
1
2
βk2 ≥ αk1 = αA(g(0)) ≥ E(g(0)), (15)
E
(
g(0)
) ≥ max{E(g(0)), E(g(1))}. (16)
Here, (14) and (15) follow from the definitions of αk and βk and the claim (13); (16) follows
from the fact that E
(
g(1)
)
< 0 and E
(
g(0)
)
> 0, since E
(
g(0)
)
is positive for g(0) ∈ Ak1 ⊂
Ak2 = Ak0 due to Lemma 2.2–3. Finally, since the left-hand side of (14) is bounded below by
βk2 and the right-hand side of (16) is bounded above by
1
2
βk2, taking infimum and supremum
over g ∈ Γc in (14) and (16) we obtain that
γ(c) = inf
g∈Γc
max
t∈[0,1]
E
(
g(t)
)
> sup
g∈Γc
max{E(g(0)), E(g(1))},
which is exactly (6) and this completes the desired proof. 
Next we show that γ(c) is only determined by c and is independent on the choice of Kc.
Lemma 2.7. Let c > 0 and λ3 < 0. It holds that γ(c) = inf
u∈V (c)
E(u).
Proof. Let v ∈ V (c) so that Q(v) = 0. Therefore from Lemma 2.5–3. we conclude that
t∗(v) = 1. Due to equations (9) and (10), we can find 0 < t1 < 1 < t2 such that v
t1 ∈ Ak1
and E(vt2) < 0. Now define
g(t) ··= v(1−t)t1+t t2 ,
then g ∈ Γc. Using Lemma 2.5–5. we get that
γ(c) ≤ max
t∈[0,1]
E
(
g(t)
)
= E(v1) = E(v)
and therefore γ(c) ≤ infu∈V (c)E(u). On the other hand, for a path g ∈ Γc, we obtain that
Q
(
g(0)
)
> 0 and Q
(
g(1)
)
< 0 (as in the proof of Proposition 2.6). Thus due to continuity
argument, any path in Γc will cross V (c). Hence
max
t∈[0,1]
E
(
g(t)
) ≥ inf
u∈V (c)
E(u),
which implies that
γ(c) = inf
g∈Γc
max
t∈[0,1]
E
(
g(t)
) ≥ inf
u∈V (c)
E(u).
This completes the proof. 
Finally we prove the nonexistence of local minimizers.
Proposition 2.8. Let c > 0 and λ3 < 0. Then the energy possesses no local minimizers on
S(c).
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Proof. Assume to the contrary that there exists a relatively open subset A ⊆ S(c) and
v ∈ A, such that
E(v) = inf
{
E(w) : w ∈ A}.
Recall that vt(x) = t
3
2 v(tx), so that vt ∈ A for all t ∈ (1 − ε, 1 + ε) for some ε > 0 small
enough. Then, since the mapping t 7→ E(vt) has a local minimum at t = 1, it must hold
that ∂t
(
E(vt)
)∣∣
t=1
= 0 and ∂tt
(
E(vt)
)∣∣
t=1
≥ 0. Recall that
∂t
(
E(vt)
)
= tA(v) +
3
2
t2B(v) +
9
5
t
7
2C(v),
∂tt
(
E(vt)
)
= A(v) + 3tB(v) +
63
10
t
5
2C(v).
Evaluating at t = 1 and then eliminating B(vt), we obtain that −A(v) + 27
10
C(v) ≥ 0, a
contradiction. 
3 Construction and compactness of a Q-vanishing Palais-
Smale-sequence
In the following we use the idea given in [4] to construct a specific Q-vanishing Palais-
Smale sequence. Let us consider the set
L = {u ∈ V (c) : E(u) ≤ γ(c) + 1}. (17)
The set L is a bounded set in H1(R3;C), since for u ∈ L it follows Q(u) = 0, and therefore
γ(c) + 1 ≥ E(u) = E(u)− 1
3
Q(u) =
1
6
A(u)− 1
5
C(u) ≥ 1
6
A(u) =
1
6
‖∇u‖22 > 0.
Together with the fact that u ∈ S(c) we obtain the boundedness of L. Now let R0 > 0 be
given such that L ⊂ B(0, R0), where B(0, R0) is the ball in H1(R3;C) with center 0 and
radius R0.
Lemma 3.1 (Existence of a Q-vanishing Palais-Smale sequence). Let c > 0, λ3 < 0 and
Jµ ··=
{
u ∈ S(c) : |E(u)− γ(c)| ≤ µ, dist (u, V (c)) ≤ 2µ and ‖E|′S(c)(u)‖T ∗S(c) ≤ 2µ}.
Then for any µ > 0, Jµ ∩ B(0, 3R0) 6= ∅.
Proof. Define the set
Λµ ··=
{
u ∈ S(c) : |E(u)− γ(c)| ≤ µ, dist (u, V (c)) ≤ 2µ}.
In view of [4, Lemma 3.1], we point out that we only need to show that for all sufficiently
small ε > 0, we can construct a path gε ∈ Γc satisfying:
• gε(t) = u(1−t)θ1+tθ2 for some u ∈ V (c) and 0 < θ1 < 1 < θ2 <∞, (18)
• max
t∈[0,1]
E
(
gε(t)
) ≤ γ(c) + ε and (19)
• E(gε(t)) ≥ γ(c) =⇒ gε(t) ∈ Λ µ˜
2
∩ B(0, 2R0). (20)
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We point out that the necessity of proving the existence of gε ist due to the presence of the
higher order term λ3|u|3u, which makes our calculation differ from the ones given in [4].
Now we give the precise construction of gε. Let u ∈ V (c) with E(u) ≤ γ(c) + ε (which is
valid, since γ(c) = infu∈V (c)E(u) due to Lemma 2.7) and let 0 < θ1 < 1 < θ2 <∞ be chosen
such that uλ1 ∈ AKc , E(uλ2) < 0 (see Lemma 2.2–1.). We define gε(t) by
gε(t) ··= u(1−t)θ1+tθ2 .
From Lemma 2.5–3. and 2.5–5. it follows that
max
t∈[0,1]
E
(
gε(t)
) ≤ γ(c) + ε. (21)
Recall that
E(ut) =
t2
2
A(u) +
t3
2
B(u) +
2
5
t9/2C(u),
Q(ut) = t2A(u) +
3t3
2
B(u) +
9
5
t9/2C(u).
Let m(t) = (1− t)θ1 + tθ2. Basic calculus shows
d2
dt2
E
(
gε(t)
)
= (θ2 − θ1)2
(
A(u) + 3m(t)B(u) +
63
10
m(t)5/2 C(u)
)
,
d3
dt3
E
(
gε(t)
)
= (θ2 − θ1)3
(
3B(u) +
63
4
m(t)3/2 C(u)
)
.
Now let tε ··= 1−θ1θ2−θ1 ∈ (0, 1), so that m(tε) = 1. Then using Q(u) = 0, we obtain that
d2
dt2
E
(
gε(t)
)∣∣∣∣
t=tε
= (θ2 − θ1)2
(
A(u) + 3B(u) +
63
10
C(u)
)
= (θ2 − θ1)2
(
2Q(u)−A(u) + 27
10
C(u)
)
= (θ2 − θ1)2
(
− A(u) + 27
10
C(u)
)
=·· (θ2 − θ1)2 (−ζ) < 0,
since C(u) < 0.
Now let t ∈ (0, 1) with E(gε(t)) ≥ γ(c). We first consider the case t = tε−h with h > 0.
Since u ∈ V (c), Lemma 2.5–1. implies d
dt
E(gε(k))
∣∣
k=tε
= 0. Thus using Taylor expansion we
see that there exists some s ∈ [t, tε] such that
γ(c) ≤ E(gε(t)) = E(gε(tε))+ 1
2
(−h)2 d
2
dt2
E
(
gε(tε)
)
+
1
6
(−h)3 d
3
dt3
E
(
gε(s)
)
≤ γ(c) + ε− h
2
2
(θ2 − θ1)2ζ − 1
6
h3
d3
dt3
E
(
gε(s)
)
. (22)
Now since h ∈ (0, tε) =
(
0, 1−θ1
θ2−θ1
)
, we have m(s) ∈ [θ1, 1] and we infer that∣∣∣∣− 16h3 d
3
dt3
E
(
gε(s)
)∣∣∣∣ ≤ 16(1− θ1)3
(
3|B(u)| − 63
4
C(u)
)
≤ 1
6
(
3|B(u)| − 63
4
C(u)
)
=: ζ˜ > 0.
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From (22) it follows
h2 ≤ 2(ε+ ζ˜)
(θ2 − θ1)2ζ .
Since θ2 can be chosen arbitrary large, we pick a θ2 with (θ2 − θ1)2 ≥ 2(ε+ζ˜)ε2ζ , thus
0 < h ≤ ε.
Next we deal with the case t = tε + h with h > 0. From Q(u) = 0 we obtain that
d3
dt3
E
(
gε(s)
)
= (θ2 − θ1)3
(
3B(u) +
63
4
m(s)3/2C(u)
)
= (θ2 − θ1)3
(
− 2A− 18
5
C(u) +
63
4
m(s)3/2C(u)
)
.
From s ∈ (tε, t) it follows that m(s) ∈
(
m(tε), m(t)
)
=
(
1, m(t)
)
. We hence obtain that
d3
dt3
E
(
gε(s)
)
= (θ2 − θ1)3
(
− 2A− 18
5
C(u) +
63
4
m(s)3/2 C(u)
)
≤ (θ2 − θ1)3
(
− 2A− 18
5
C(u) +
63
4
C(u)
)
= (θ2 − θ1)3
(
− 2A+ 243
20
C(u)
)
< 0 (23)
for s ∈ [tε, t], since C(u) < 0. Then doing a Taylor expansion as in (22) (notice −h in (22)
is now replaced by h and the third order term in (22) is negative due to (23)) we obtain
γ(c) ≤ E(gε(t)) ≤ γ(c) + ε− h2
2
(θ2 − θ1)2ζ.
Thus if (θ2 − θ1)2 ≥ 2εζ , then 0 < h ≤ ε.
Therefore, we infer that picking θ2 with
(θ2 − θ1)2 = max
{
2
εζ
,
2(ε+ ζ˜)
ε2ζ
}
(24)
implies {
t ∈ [0, 1] : E(gε(t)) ≥ γ(c)} ⊂ (tε − ε, tε + ε).
Now, if E
(
gε(t)
) ≥ γ(c), then (21) implies that |E(gε(t))− γ(c)| ≤ ε and for ε < µ˜/2 we get
that |E(gε(t))− γ(c)| < µ˜/2.
Moreover, for ε small enough, we get that gε(t) ∈ L, where L is given in (17). Thus
gε(t) ∈ B(0, 2R0).
Finally, from (24) and the fact that
√
ε will dominate ε for sufficiently small ε, we
get that (θ2 − θ1) ≤ C/
√
ε for some positive constant C. Let v ∈ C∞0 (R3;C) such that
‖u− v‖H1 ≤ λ2 µ˜/4. Since v and its derivatives are Lipschitz continuous, there exists a
constant Cµ˜ > 0 such that∥∥vt1 − vt2∥∥
H1
≤ Cµ˜ |t1 − t2|, for all t1, t2 ∈ [0, 1].
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Due to the fact that the L2-norm is invariant with respect to the scaling (8), that the L2-norm
of the gradient rescales 1-homogeneously (see (9)) and that m(tε) = 1, we estimate
dist(gε(t), V (c)) ≤ ‖gε(t)− gε(tε)‖H1 =
∥∥um(t) − um(tε)∥∥
H1
≤ ∥∥um(t) − vm(t)∥∥
H1
+
∥∥vm(t) − vm(tε)∥∥
H1
+
∥∥um(tε) − vm(tε)∥∥
H1
≤ 2max{1, m(t)} ‖u− v‖H1 + Cµ˜ |t− tε| |λ2 − λ1|
≤ µ˜
2
+ CCµ˜
√
ε ≤ µ˜
for ε ≤ 1
4
( µ˜
CCµ˜
)2
. All in all, we have shown (20). 
From Lemma 3.1 we know that one can find a sequence {uµ}µ>0, which is bounded and
uµ is in Jµ for all µ > 0. Taking a sequence µn → 0 for n → ∞, we obtain immediately a
bounded Palais-Smale sequence. We make this precise by the following proposition:
Lemma 3.2. Let c > 0 and λ3 < 0. Then there exists a H
1-bounded Q-vanishing Palais-
Smale sequence {un}n∈N in S(c), whose weak limit is nonzero.
Proof. It is identical to the proofs of [4, Lemma 3.2]. 
Together with a truncation argument and the pqr-Lemma (see [12]) we can prove com-
pactness and exclude vanishing:
Proposition 3.3 (Compactness of the Q-vanishing Palais-Smale sequence). Let c > 0 and
λ3 < 0. Let {un}n∈N ⊂ S(c) be the bounded Palais-Smale sequence constructed in Lemma
3.2. Then there exist 0 6= u ∈ H1(R3,C), β ∈ R, a (not relabeled) subsequence {un}n∈N and
a sequence {βn} ⊂ R such that:
1. un ⇀ u in H1(R3;C).
2. βn→ β in R.
3. −1
2
∆un + βn un + λ1|un|2 un + λ2(K ∗ |un|2) un + λ3|un|3 un→ 0 in H−1(R3;C).
4. −1
2
∆un + β un + λ1|un|2 un + λ2(K ∗ |un|2) un + λ3|un|3 un→ 0 in H−1(R3;C).
5. −1
2
∆u+ β u+ λ1|u|2 u+ λ2(K ∗ |u|2) u+ λ3|u|3 u = 0 in H−1(R3;C).
Proof. We refer the proof to [4, Lemma 4.1, Proposition 4.1]. 
Remark 3.4. In particular we see that (u, β) is a solution of (4), thus Q(u) = 0 due to
Lemma 4.1 below.
4 Pohozaev identities and positivity of β
In the following we show a Pohozaev identity result, from which we obtain that the
chemical potential β is positive for sufficiently small c. The positivity of β is essential for
proving that the limit solution u given by Proposition 3.3 will lie in the set S(c), see the
proof of Theorem 1.12 below.
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Lemma 4.1. Let λ3 < 0 and (u, β) ∈ H1(R3;C)× R be a solution of (4). Then Q(u) = 0.
Moreover, there exists some c0 > 0, depending only on λ1, λ2, λ3, such that for all c ∈ (0, c0),
if u ∈ S(c), then β > 0. Moreover, if either
λ2 > 0 and λ1 +
8π
3
λ2 ≤ 0
or
λ2 ≤ 0 and λ1 − 4π
3
λ2 ≤ 0
is satisfied, then c0 =∞.
Proof. Testing (4) with u¯ and x · ∇u¯ and integrate by parts over R3 respectively (we point
out that in order to ensure integration by parts, we should first truncate the test functions
on bounded smooth domains on R3, then increase the radius of the domain to infinity. Since
these arguments are standard and classical, we refer to [8] for details) we deduce that
1
2
A(u) +B(u) + C(u) + β‖u‖22 = 0, (25)
1
4
A(u) +
3
4
B(u) +
3
5
C(u) +
3
2
β‖u‖22 =
1
4
λ2
(2π)3
∫
R3
( 3∑
j=1
ξj ∂jŴ (ξ)
) ∣∣|̂u2|(ξ)∣∣2 dξ, (26)
where the right-hand side rest term of (26) comes from [9, Proposition 5.3]. But a direct
calculation yields that
∑3
j=1 ξj ∂jŴ (ξ) = 0. Thus
1
4
A(u) +
3
4
B(u) +
3
5
C(u) +
3
2
β‖u‖22 = 0. (27)
Eliminating ‖u‖22 from (25) and (27) we get that
Q(u) = A(u) +
3
2
B(u) +
9
5
C(u) = 0. (28)
If is left to show the existence of c0 with the above mentioned properties. From Ho¨lder’s
inequality we obtain that
‖u‖4 ≤ ‖u‖5/65 ‖u‖1/62 . (29)
We then discuss two cases: ‖u‖4 ≥ 1 and ‖u‖4 < 1. For the first case, we obtain from (29)
that
‖u‖44 ≤ ‖u‖64 ≤ ‖u‖55‖u‖2 = c1/2 ‖u‖55.
Thus
1
2
B(u) +
1
5
C(u) ≤ Ξ
2
‖u‖44 +
λ3
5
‖u‖55
≤ (c1/2Ξ
2
+
λ3
5
) ‖u‖55. (30)
Letting c ∈ (0, 4λ23
25Ξ2
), we see that the last term of (30) is negative. Now eliminating A(u)
from (25) and (27), we obtain that
2β‖u‖22 = −
(1
2
B(u) +
1
5
C(u)
)
> 0 (31)
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for c ∈ (0, 4λ23
25Ξ2
), which implies that β > 0. Now we consider the case ‖u‖4 < 1. We discuss
two cases: B(u) ≤ 0 and B(u) > 0. For the first case, we obtain directly from (31) that
β > 0 for all c in (0,∞). Thus we assume that B(u) > 0 in the following. Recall the
Gagliardo-Nirenberg inequalities
−C(u) ≤ −λ3C1 ‖∇u‖9/22 ‖u‖1/22 = −λ3C1 c1/4A(u)9/4,
where C1 is the Gagliardo-Nirenberg constant depending only on space dimension. Thus we
obtain from (28) that
A(u) +
9
5
λ3C1c
1/4A(u)9/4 ≤ A(u) + 9
5
C(u) = −3
2
B(u) < 0,
which implies that
A(u) ≥ C2(−λ3)−4/5c−1/5, (32)
where C2 := (
5
9
)4/5C
−4/5
1 . On the other hand, eliminating C(u) from (25) and (27), we obtain
that
18β‖u‖22 = A(u)− 3B(u) ≥ A(u)− 3Ξ‖u‖44 ≥ A(u)− 3Ξ, (33)
since ‖u‖4 ≤ 1. Thus letting
C2(−λ3)−4/5c−1/5 > 3Ξ⇔ c < C
5
2λ
−4
3
243
Ξ−5,
we conclude from (32) and (33) that β > 0. Then c0 := min{ 4λ
2
3
25Ξ2
,
C5
2
λ−4
3
243
Ξ−5} satisfies the
assumptions of the lemma. Now if either
λ2 > 0 and λ1 +
8π
3
λ2 ≤ 0
or
λ2 ≤ 0 and λ1 − 4π
3
λ2 ≤ 0
is satisfied, we obtain that B(u) ≤ 0 for all u ∈ S(c), thus from the previous proof we
immediately see that c0 =∞. This completes the proof of the claim. 
5 Proof of Theorem 1.12
Before we finally prove the Theorem 1.12 we still need a couple of technical tools.
Lemma 5.1. Let a > 0, b ∈ R, c < 0 and
f(a, b, c) ··= max
t>0
{at2 + bt3 + ct9/2}
Then f is continuous in (0,∞)× R× (−∞, 0).
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Proof. Let g(a, b, c, t) = at2 − bt3 − ct9/2. Then
∂tg(a, b, c, t) = 2at− 3bt2 − 9
2
t7/2,
∂ttg(a, b, c, t) = 2a− 6bt− 63
4
t5/2.
Setting A(u) = a, B(u) = −b, C(u) = −c, we deduce from the proof of Lemma 2.5 that for
each a0 > 0, b0 ∈ R, c0 < 0, there exists a unique t0 > 0 on such that ∂tg(a0, b0, c0, t0) = 0
and ∂ttg(a0, b0, c0, t0) < 0, which implies that f(a0, b0, c0) = g(a0, b0, c0, t0). Then using the
implicit function theorem argument as in [4, Lemma 5.2], we obtain the result. 
Lemma 5.2. The function c 7→ γ(c) is non increasing for c > 0.
Proof. Let 0 < c1 < c2. To show the claim it suffices to show that for arbitrary ε > 0 we
have
γ(c2) ≤ γ(c1) + ε.
For any u1 ∈ V (c1), one obtains from Lemma 2.5, 1. that
E(u1) = max
t>0
E(ut1).
Moreover, from Lemma 2.7 we can find a u1 ∈ V (c1) such that E(u1) ≤ γ(c1) + ε/2. Let
η ∈ C∞0 (R3) be a cut-off function with η(x) = 1 for |x| ≤ 1, η(x) = 0 for |x| ≥ 2 and
η ∈ [0, 1] for |x| ∈ (1, 2). For δ > 0, define
u˜1,δ(x) ··= η(δx) · u1(x).
Then u˜1,δ → u1 in H1(R3;C) as δ→ 0. Therefore,
A(u˜1,δ)→ A(u1),
B(u˜1,δ)→ B(u1),
C(u˜1,δ)→ C(u1)
as δ → 0. Using the continuity property provided by Lemma 5.1 we conclude that there
exists sufficiently small δ > 0 such that
max
t>0
E(u˜t1,δ) = max
t>0
{ t2
2
A(u˜1,δ) +
t3
2
B(u˜1,δ) +
2
5
t9/2C(u˜1,δ)
}
≤ max
t>0
{t2
2
A(u1) +
t3
2
B(u1) +
2
5
t9/2C(u1)
}
+
ε
4
= max
t>0
E(ut1) +
ε
4
.
Now let v ∈ C∞0 (R3) with supp(v) ⊂ R3\B(0, 2/δ) and define
v0 ··= c2 − ‖u˜1,δ‖
2
2
‖v‖22
v.
We have ‖v0‖22 = c2 − ‖u˜1,δ‖22 and for λ ∈ (0, 1),
A(vλ0 ) = λ
2A(v0),
B(vλ0 ) = λ
3B(v0),
C(vλ0 ) = λ
9/2C(v0).
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Let wλ ··= u˜1,δ + vλ0 . For sufficiently small δ we get that supp u˜1,δ ∩ supp vλ0 = ∅. Thus
‖wλ‖2 = ‖u˜1,δ‖2 +
∥∥vλ0∥∥2 ,
A(wλ) = A(u˜1,δ) + A(v
λ
0 ),
C(wλ) = C(u˜1,δ) + C(v
λ
0 )
and the first equation above implies that wλ ∈ S(c2). From Plancherel’s identity, Ho¨lder’s
inequality and the boundedness of K̂ we also obtain∣∣B(wλ)− B(u˜1,δ)− B(vλ0 )∣∣
=
∣∣∣∣12 1(2π)3
∫
R3
(
λ1 + K̂(x)
) (∣∣F((u˜1,δ + vλ0 )2)∣∣2 − ∣∣F(u˜21,δ)∣∣2 − ∣∣F((vλ0 )2)∣∣2) dx
∣∣∣∣
≤ C
∫
R3
(∣∣u˜21,δ (vλ0 )2∣∣ + ∣∣u˜31,δ vλ0 ∣∣+ ∣∣u˜1,δ (vλ0 )3∣∣) dx
≤ C
(
‖u˜1,δ‖24‖vλ0‖24 + ‖u˜1,δ‖39
2
‖vλ0‖3 + ‖u˜1,δ‖3‖vλ0‖39/2
)
= C
(
λ3/2‖u˜1,δ‖24 ‖v0‖24 + λ1/2‖u˜1,δ‖39/2 ‖v0‖3 + λ5/2‖u˜1,δ‖3 ‖v0‖39/2
)
→ 0
as λ→ 0. To sum up,
A(wλ)→ A(u˜1,δ),
B(wλ)→ B(u˜1,δ),
C(wλ)→ C(u˜1,δ)
as λ→ 0. Again using Lemma 5.1, we get that
max
t>0
E(wtλ) ≤ max
t>0
E(u˜t1,δ) +
ε
4
for sufficiently small λ > 0. Finally, we calculate
γ(c2) ≤ max
t>0
E(wtλ) ≤ max
t>0
E(u˜t1,δ) +
ε
4
≤ max
t>0
E(ut1) +
ε
2
= E(u1) +
ε
2
≤ γ(c1) + ε,
which completes the proof. 
Proof of Theorem 1.12. 1. The geometry of the energy landscape is is proved by Propo-
sition 2.6, the independence of γ(c) on Kc is proved by Lemma 2.7 and the nonexistence of
local minimizers in Proposition 2.8.
2. We now show the second statement of Theorem 1.12. Let c0 be the constant given
by Lemma 4.1. Fix an arbitrary c ∈ (0, c0) and let {(un, βn)}n∈N and (u, β) be given by
Proposition 3.3. We show that (uc, βc) ··= (u, β) satisfies the assertion.
Using the splitting property given by [6, Theorem 1] we obtain that
B(un − u) +B(u) = B(un) + o(1),
C(un − u) + C(u) = C(un) + o(1),
D(un − u) +D(u) = D(un) + o(1),
where D(v) ··= ‖v‖22. For a, b elements of an arbitrary Hilbert space H , we have
(a− b, a− b)H + (b, b)H = (a, a)H + (b, b− a)H + (b− a, b)H .
17
If a = bn ⇀ b, it follows that
(bn − b, bn − b)H + (b, b)H = (bn, bn)H + o(1).
Thus we also have
A(un − u) + A(u) = A(un) + o(1).
Since E(u) = 1
2
A(u) + 1
2
B(u) + 2
5
C(u), we obtain that
E(un − u) + E(u) = E(un) + o(1).
From Remark 3.4 we infer that Q(u) = 0. From the lower semicontinuity of the L2-norm we
obtain that
‖u‖22 ≤ lim inf
n→∞
‖un‖22 = c.
Since u 6= 0, we infer that u ∈ V (c1) for some c1 ∈ (0, c]. It holds then γ(c1) = infu∈V (c1)E(u)
from Lemma 2.7. We also have γ(c) = E(un) + o(1) from Lemma 3.2. Hence
E(un − u) + γ(c1) ≤ γ(c) + o(1). (34)
On the other hand, recall that
−Q(v) + 3E(v) = 1
2
A(v)− 3
5
C(v) (35)
for all v ∈ H1(R3;C). Using Q(u) = 0 and Q(un) = o(1) from Lemma 3.2 we obtain that
Q(un − u) = Q(un − u) +Q(u) = Q(un) + o(1) = o(1).
Inserting this into (35), we conclude that E(un−u) ≥ o(1), since the right-hand side of (35)
is always nonnegative. From Lemma 5.2 we know that γ(c1) ≥ γ(c), therefore it follows from
(34) that E(un−u) ≤ o(1). Thus E(un−u) = o(1). Since A(v) and −C(v) are nonnegative,
we obtain from E(un − u) = o(1), Q(un − u) = o(1) and (35) that
A(un − u) = o(1),
C(un − u) = o(1).
But E(un − u) is a linear combination of A(un − u), B(un − u) and C(un − u), it follows
immediately that B(un − u) = o(1). Now the fourth and fifth statement of Proposition 3.3
imply
1
2
A(un) + βD(un) +B(un) + C(un) =
1
2
A(u) + βD(u) +B(u) + C(u) + o(1).
Using the previous splitting properties one has then
βD(un) = βD(u) + o(1)
= β
(
D(un − u) +D(u) + o(1)
)
. (36)
From this we infer that βD(un − u) = o(1). But from Lemma 4.1, β > 0 for all c ∈ (0, c0).
Thus D(un − u) = o(1). Together with A(un − u) = o(1) implies that un → u in H1(R3;C)
and u ∈ S(c). From the splitting property of E and the fact that E(un−u) = o(1), E(un) =
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γ(c) + o(1) conclude that E(u) = γ(c). From Lemma 4.1 we know that a solution u ∈ S(c)
of (4) is an element of V (c). From Lemma 2.7 we conclude that if additionally the solution
u satisfies E(u) = γ(c), then it must be a ground state. This completes the proof of the
second statement.
3. The third statement is a very classical well-known result in literature, see for instance
[8, Chapter 8]. Here, following the lines of [4], we provide an alternative proof, which is
shorter and less involved than the one given in [8].
We point out that we only need to show that |uc| is also a solution of (4). Indeed, having
this we conclude immediately from the strong maximum principle that |uc(x)| is positive for
all x ∈ R3. From Lemma 4.1 we know that |uc| is an element of V (c). From diamagnetic
inequality and Lemma 2.7 we then must have
γ(c) ≤ E(|uc|) ≤ E(uc) = γ(c),
which implies that A(|uc|) = A(uc), and the existence of a θ ∈ R with uc = eiθ|uc| follows
from [2, Theorem 5].
We proceed our proof in two steps: First we show that Q(|uc|) = 0 and E(|uc|) = γ(c),
from which we conclude that |uc| is a critical point of V (c) due to Lemma 2.7; then we show
that every critical point of V (c) is also a critical point of S(c), which finishes the desired
proof. From the diamagnetic inequality we obtain that Q(|uc|) ≤ Q(uc) = 0. From Lemma
2.5–3. we can find a t ∈ (0, 1] such that Q(|uc|t) = 0. From Lemma 2.7, the diamagnetic
inequality and Lemma 2.5–5. we thus have
γ(c) ≤ E(|uc|t) = E(|utc|) ≤ E(utc) ≤ E(uc) = γ(c).
Thus all inequalities must hold as equalities and we conclude that t = 1, which finishes the
first step. Now let u be a critical point in V (c). From the Lagrange multiplier theorem we
obtain that there exist numbers µ1 and µ2 such that
E ′(u)− µ1Q′(u)− 2µ2 u = 0,
from which we deduce that
(1− 2µ1) (−∆u) + 2(1− 3µ1)
(
λ1 |u|2 + (K ∗ |u|2)
)
u+ (2− 9µ1) λ3 |u|3u− 2µ2 u = 0.
(37)
Analogous to the proof of Lemma 4.1 we obtain the following Pohozaev type identities:
(1− 2µ1)A(u) + 2(1− 3µ1)B(u) + (2− 9µ1)C(u)− 2µ2 ‖u‖22 = 0,
1
2
(1− 2µ1)A(u) + 3
2
(1− 3µ1)B(u) + 3
5
(2− 9µ1)C(u)− 3µ2 ‖u‖22 = 0.
Eliminating ‖u‖22 from the last two equations we obtain that
(1− 2µ1)A(u) + 3
2
(1− 3µ1)B(u) + 9
10
(2− 9µ1)C(u) = 0. (38)
Now since u ∈ V (c) we know that
Q(u) = A(u) +
3
2
B(u) +
9
5
C(u) = 0. (39)
Eliminating B(u) from (38) and (39) we get
µ1
(
A(u)− 27
10
C(u)
)
= 0.
Since A(u)− 27
10
C(u) is positive, we must have µ1 = 0, which shows that u is a critical point
of E(u) on S(c). 
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