ABSTRACT Traditional recommender systems often suffer from the problem of data sparsity, because most users rate only a few of the millions of possible items. With the development of social platforms, incorporating abundant social relationships into recommenders can help to overcome this issue, because users' preferences can be inferred from those of their friends. Most existing social recommenders are based on matrix factorization, a collaborative filtering model that has been proven to be effective. In this paper, we introduce a novel social recommender based on the idea that distance reflects likability. Compared with matrix factorization, the proposed model enables us to obtain a spatial understanding of the latent factor space and how users and items are positioned inside the space by combining the factorization model and distance metric learning. In our method, users and items are initially mapped into a unified low-dimensional space. The positions of users and items are jointly determined by ratings and social relations, which can help to determine appropriate locations for users who have few ratings. Finally, the learned metrics and positions are used to generate understandable and reliable recommendations. Experiments conducted on real-world data sets have shown that compared with methods based on only matrix factorization, our method significantly improves the recommendation accuracy.
I. INTRODUCTION
The rapid development of the Internet has made information exchange convenient, but it has also led to a dilemma called information overload [1] , [2] . For instance, facing an abundance of books in an online book store, how can a user select the book that best fits his taste in a limited time? To mitigate this problem, personalized customization services are urgently demanded. As an automatic system that can recommend an appropriate item, the recommender system plays an increasingly important role in facilitating information filtering. Typically, recommender systems are predicated on collaborative filtering (CF), a technique that depends on collective historical ratings to predict items that will be positively rated by the active user [3] . However, most users rate few of the millions of available items. The lack of common ratings results in a degradation of recommendation accuracy. Social recommender systems have emerged with the growing popularity of online social platforms [4] . These systems utilize both rating information and social relationships to generate recommendations, and the hypothesis behind them is that users are affected by their friends with respect to decision making [5] . Therefore, the preferences of users with few ratings can be inferred from the ratings of their friends. It has been proven that social recommender systems can generate more accurate recommendations, especially for so-called cold-start users [6] .
The main approaches of CF can be categorized into two groups: memory-based methods and model-based methods [3] . In contrast to memory-based methods, model-based methods usually leverage previous ratings to train models in a more holistic manner; therefore, they are highly competitive, if not the best, and are widely adopted to build recommender systems [3] . Most existing recommender systems are based on matrix factorization [7] , a basic model that has been extensively used owing to its scalability and efficiency. Generally, matrix factorization decomposes the user-item rating matrix into a user-preference matrix and an item-characteristics matrix based on the observed ratings. Each user and item is denoted with a low-dimensional vector called the latent factors. Then, the obtained latent factors are used to complement the rating matrix with their dot products, which can be considered as a type of interaction between users and items.
However, in most cases, matrix factorization fails to explain the interactions in a fine-grained view. For example, in Fig. 1 , given latent factors derived from matrix factorization, a user and some items are embedded in a 2D latent factor space (data source: MovieLens). The stars represent the preferred items of the active user. Among them, the red stars are sorted out because they all belong to the same genre, "Action and Adventure", and all of them were positively rated by the active user and other users. However, despite the fact that they are similar, they are widely spread in the 2D latent space. According to the general explanation of matrix factorization, the latent factors of items represent the characteristics of items. But how can they be scattered with such large intervals? The explanation is therefore unconvincing.
In this paper, we propose a novel method, SocialFD, that is based on matrix factorization but has good interpretability. The method enables us to obtain a spatial understanding of the latent factor space and how users and items are positioned inside the space. The principle of the proposed method is that distance reflects likability; namely, in our model, the closer two points are (one is the user, the other is an item), the more likely is consumption or a click. Likewise, if two users are close, they are likely to be friends or potential friends. Previous research has introduced "distance" notion into CF [8] - [10] . But they usually adopted Euclidean distance to measure the gap among users and items. However, in our assumption, dimensionalities in the latent space are not orthogonal to each other, so we consider that Mahalanobis distance should be chosen instead. Existing research has proven that appropriately designed distance metrics can significantly benefit KNN classification accuracy compared to the standard Euclidean distance [11] , [12] . It motivates us to integrate distance metric learning into CF by learning a symmetric positive semi-definite matrix to uncover the relation among different dimensionalities in latent space. As an important topic, distance metric learning [13] has been applied in many domains, including information retrieval, supervised classification, and clustering [14] - [16] . In contrast to general distance metric learning, our model needs to learn the samples (latent factors) and the distance metric simultaneously, which makes the model scalable. At the end of training, users are spatially close to their friends and preferred items and far away from their disliked items. The distance between users and items is jointly determined by ratings and social relations. That is to say, if a user has only a few ratings, their social connections can help to determine his location by pulling him near to his friends and recommending items around his friends to him. The experiments conducted on three real-world datasets show that our method manages to find proper locations for users and items, and significantly improves the quality of social recommendations.
The remainder of this paper is organised as follows. In section 2, the preliminaries are briefly introduced. Section 3 focuses on the proposed method -SocialFD. Section 4 reports the experimental results. In section 5, related works are introduced. Finally, in section 6 we conclude this paper and propose some potential future work.
II. PRELIMINARIES A. TASKS OF SOCIAL RECOMMENDER SYSTEMS
In recommender systems, users can be defined as the set U = {u 1 , . . . u m }, and items can be defined as the set I = {i 1 , . . . i n }. Ratings given by users for items are marked with the matrix R = [r u,i ] m×n , and r u,i denotes the rating from user u of item i. In reality, the density of the available ratings is often less than 1% [17] . To overcome the data sparsity problem, social information is incorporated. In a social network, each user has friends denoted by vector N u . The user's missing ratings, to some degree, can be inferred from those of his friends. Regarding the edges in the social graph as trust statements, which are real numbers in [0, 1], we mark all trust statements from users with an adjacent matrix T = [t u,v ] m×m . The task of a social recommender can be summarized as follows: given a user u and an item i, use the known information in R and T to predict r u,i .
B. MATRIX FACTORIZATION
Generally, most model-based CF methods are based on matrix factorization [7] , which maps both users and items into a low-dimensional latent-factor space such that user-item interactions are modeled as inner products in that space and user and item latent factors are denoted by p u ∈ R k and q i ∈ R k , respectively. The resulting dot product, p T u q i , can capture the interaction between user u and item i, which is used to predict the missing ratings.
Let N R be an indicator of whether a rating has been observed in the user-item rating matrix R,
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where the algorithmic parameter λ controls the magnitudes of the latent factors. An extended model, called SVD [18] , further considers biases as it assumes that much of the observed variation in ratings is due to effects associated with either users or items. For example, typical collaborative filtering data exhibits large systematic tendencies for some users to give higher ratings than others and for some items to receive higher ratings than others. Therefore, the optimization objective of SVD can be stated as:
where µ represents the overall average rating, and b u and b i indicate the deviations of user u and item i.
C. DISTANCE METRIC LEARNING
Distance metric learning is crucial in real-world applications. Previous research [14] - [16] has shown that a good distance metric can remarkably improve the performance of learners that rely on spatial data. Generally, training samples for supervised distance metric learning are cast into pairwise constraints. Then, the supervised distance metric learning can be further divided into two subclasses: global distance metric learning and local distance metric learning [19] . In our work, we concentrate on applying the former to recommender systems. The target of global distance metric learning is to learn a distance metric subject to a given set of constraints in a global sense. Let the distance metric be denoted by matrix A ∈ R k×k and the distance between any two data points x and y be expressed by
In Eq. 4, A has to be a positive semi-definite matrix to keep the distance non-negative and symmetric. The global optimization problem with constraints can be stated as
where S denotes the set of equivalent constraints in which x and y belong to the same class, D denotes the set of inequivalent constraints in which x and y belong to different classes, and β is a constant that restricts the minimum distance between data points of different classes.
III. SOCIAL RECOMMENDER COMBINING FACTORIZATION AND DISTANCE METRIC LEARNING
Traditional recommender system techniques ignore the effect of social relations among users. With the rapid development of social networks, incorporating social information into recommender systems has become increasingly important. Most existing social recommender systems are based on matrix factorization. However, the meaning of the latent factors derived by matrix factorization are ambiguous. To make the recommendations reliable, we consider that latent factors should be more interpretable and intuitively understand. In this section, we propose a Social recommender that combines Factorization and Distance metric learning, called SocialFD.
A. MOTIVATION
The inspiration for SocialFD is that distance reflects likability. Enlightened by the success of distance metric learning on classification tasks [11] , [12] , we integrate distance metric learning with matrix factorization in our model. Recall that the main idea of distance metric learning is to learn a desired distance metric that can make data points with the same class label closer and discriminate data points in different sets with larger distance. However, SocialFD aims to minimize the distance between each user and his positively rated items and friends and to maximize the distance between each user and his negatively rated items. Consider the example in section 1; for the matrix factorization model, the desired items for the active user may be spread over a large area, which results in a failure to demonstrate the meaning of the latent factors. By contrast, for our model, the desired items are positioned in a smaller user-centered area, which is not only apt to capture finer-gained preferences but is also more intuitively understandable.
B. TRAINING PROCEDURE
In contrast to general distance metric learning, the samples in our models are the latent factors, which are not initially prepared, and the labels are classified into two types (like and dislike) according to the ratings expressed by users. Note that we consider higher scores to indicate positive ratings and lower scores to represent negative ratings. The sets of pairwise constraints are constructed as follows: given a user and an item, if the user positively rates the item, the pair is added to the set of equivalent constraints; otherwise, they are added to the set of inequivalent constraints. To achieve the goal of our model, we need to simultaneously train the latent factors and the distance metric. The overall process is depicted in Fig. 2 . First, we initialize two k-rank matrices filled with random values denoting the user latent matrix and the item latent matrix and define a matrix ∈ R k×k as the distance metric. The Mahalanobis distance between the users and items can be calculated as the products of the differences in latent factors and the distance metric. During the training stage, constraints are imposed to guarantee that users are spatially close to their friends and their preferred VOLUME 5, 2017 FIGURE 2. An illustration of the SocialFD model. Users (circles) and items (crosses) are embedded in low-dimensional space. The closer the two symbols are, the more likely that the user prefers the item/user.
items and far from their disliked items. The positions of users and items are jointly determined by the ratings and social relations. It means, if a user has only a few ratings, their social connections can help to determine his location by pulling him near to his friends and recommending items around his friends to him. Finally, the obtained latent factors can be interpreted as coordinates in the low-dimensional space, and the distance can be used to generate understandable recommendations.
C. MODEL FORMULATION
According to the description above, in SocialFD, the predicted rating is defined aŝ
where x u and y i denote the latent factors of user u and item i, respectively, A ∈ R k×k , and k equals the dimensionality of x and y, which is much smaller than the dimensionality of the original rating matrix. Instead of learning a positive semidefinite matrix A, H ∈ R k×k can be learned with A = HH T . Furthermore, H need not be positive semi-definite, which allows the problem to be solved with generic approaches. Hence, we can learn latent factors and the distance metric by solving the following optimization problem:
where P is the set of pairs containing user u and his positively rated items, N is the set of pairs containing user u and his negatively rated items, the last three terms are constraints used to adjust the user-user and user-item distance to an appropriate range, [z] + = max(z; 0) is the standard hinge loss, λ controls the magnitudes of the biases, η is a parameter used to control the influence of the constraints, and α is a trade-off between the effects of the user-user distance and the user-item distance. Many optimizers are available to identify good solutions for this problem [13] , [20] , [21] . In our work, we use stochastic gradient descent because it works very efficiently in the case of redundant data. A local minimum of the objective function given by Eq. 7 can be found by performing gradient descent in b u , b i , x u , y i , and H ,
where e ui is the error between the observed rating and the predicted rating, γ is the learning rate, W = (HH T + H T H ), and the exact operator of the plus-minus sign is determined by the sign of the term related to distance in Eq. 7.
D. COMPLEXITY
With regard to complexity,compared with matrix factorization, SocialFD needs to learn only an additional distance metric matrix with k × k elements. The model can be trained off-line. For prediction, if we consider the binary operation as the basic operation, and the term x u − y i is pre-computed, for each tuple, our model requires (2k − 1)k more operations than the matrix factorization model, which can be marked as O(k 2 ). However, because k is a small number, which is consistent with the dimensionality of the latent factors of users and items, the cost is not be computationally expensive.
E. PROPAGATION OF DISTANCE
The notion of similarity propagation or trust propagation is closely related to CF [22] . Likewise, the propagation of distance in our model plays an important role. Given the information ''user u likes item i and has a friend user k,'' SocialFD not only pulls user u and item i closer but also pulls user k and item i relatively close to one another. If user k has few rated items, the propagation of distance is very helpful to overcome the data sparsity problem by recommending user u' preferred items to user k. Similarly, SocialFD keeps user u far from the disliked item j, which indirectly pushs item j away from user k. Moreover, SocialFD also pulls users with similar preferences or indirect connections together. Therefore, the propagation of distance can help to discover potential desired items and friends.
F. INTEGRATING USER/ITEM FEATURES
One drawback of the matrix factorization model is that it is difficult to directly integrate the well-trained vector. By contrast, for SocialFD, an outstanding advantage is the flexible incorporation of the ready-made representation of the additional knowledge. In previous sections, we assumed that all collected data are ratings and social connections; however, in real scenarios, the profiles of users and items consist of abundant texts that can also be collected to help to improve the quality of the recommendations [23] , [24] . For example, in some content-based systems, users can fuse their preferences into their reviews and user profiles, and items can show characteristics in their descriptions. Therefore, NLP models, such as word2vec [25] , FastText [26] , and WordRank [27] , can be used to generate distributed representations for the opinions and descriptions. Then, the semantic-included representations can replace the initial random vectors x and y in SocialFD or be concatenated with random vectors. The new representations may help to learn a better distance metric for SocialFD as they contain more characteristics of users and items; furthermore, they are pre-trained, which can reduce the training time of SocialFD.
IV. EXPERIMENTAL RESULTS
In this section, we present the experimental results. Three types of experiments are conducted: (1) the recommendation quality of the baselines and SocialFD is compared; (2) whether the change in distance in SocialFD is desired is confirmed; and (3) the sensitivity of the parameters is investigated.
A. EXPERIMENTAL SETUP
In this subsection, we introduce the datasets, the evalution metrics, and the baselines used to compare with SocialFD. Three common real-world datasets, Douban, Epinions and Ciao are used in our experiments. The statistics of the datasets released by [4] , [28] , and [29] are shown in Table 1 .
In our experiments, root mean square error (RMSE) is chosen to measure the prediction error for all methods. Additionally, we use the ranking-based metrics Recall@k and MAP@k to measure the quality of the recommendation list. Recall@k assumes that all items ranked within the top-k are equivalent, and MAP (mean average precision) uses a monotonically increasing discount to emphasize the importance of higher ranks versus lower ranks.
RMSE is defined as
where N denotes the number of ratings in the test set. A lower RMSE indicates that missing ratings are predicted more precisely.
Recall@k is defined as
where Hits u denotes the number of recommended items that appear in both the recommendation list and the rated-items list.
MAP@k is defined as
where P(n) represent the precision at cut-off n in the item list, and m is the length of the rated-items list of user u.
To demonstrate the performance improvement of SocialFD, we compare our method with the following methods.
• PMF: this method was proposed by Salakhutdinov and Minh [30] and is based on probabilistic matrix factorization.
• SoRec: this method was proposed in [31] . It is a social trust-aware recommendation method that factorizes the user-item rating matrix and users social trust network by sharing the same user latent space.
• SocialMF: this method was proposed in [22] . It forces the user's preferences to be similar to those of their friends, which is similar to SocialFD.
• RSTE: this method was proposed by Ma et al. [32] . It is a linear combination of the basic matrix factorization approach and a social-network-based approach.
• SREE: this method was proposed by Li et al. [10] . It is the most relevant work to ours, which integrates distance into CF and utilizes social connections as well. However, this method uses Euclidean distance to measure the gap.
To tune the methods, we use 80% of the data as the training set, from which we randomly select 10% as the validation set. For the remaining 20% of the data, we consider the users and items that appear in the training and validation sets to obtain the test set. We record the best parameters of these methods according to their performance on the validation set. Afterwards, all the experiments are performed with 5-fold cross validation.
B. PERFORMANCE FOR PREDICTING MISSING RATINGS
The prediction of missing ratings in the rating matrix is the primary goal of most recommendation methods. In this section, we compare the performance of SocialFD with that of the baselines. We set the step size γ = 0.005, α = 0.6, and η = 0.3 for SocialFD. The dimensionality d of the latent factors and the distance metric is set to 20, and the regularization parameter λ is set to 0.01 for all the methods. Fig. 3 shows the change in RMSE as the stochastic gradient descent algorithm proceeds. We can clearly observe that SocialFD outperforms the baselines. It should be noted that the predicted rating equation of SocialFD includes the overall average rating; it can obtain better initial predictions and therefore converges rapidly. In Table 2 , we list the best RMSE for all the methods. Despite the fact that SocialFD is not fine tuned, it beats other methods by fairly large margins. Compared with PMF, SoRec, SocialMF, RSTE and SREE, SocialFD lowers the RMSE by 1.06%, 0.96%, 4.97%, 0.29% 0.40% on Douban, by 7.05%, 7.02%, 3.27%, 5.53%, and 1.76% on Epinions, and by 4.65%, 3.00%, 3.79%, 3.06%, and 1.69% on Ciao, respectively.
In reality, recommendations for users are usually presented as a recommendation list. Thus, we prefer the ranking metrics to RMSE. In the preprocessing stage, we binarize the explicit rating data by assigning 1 to the ratings not less than 4 and assigning 0 to ratings less than 4. In SocialFD, we use the distance x u − y i 2 A to generate ranking scores for users on all items. By sorting the ranking scores in ascending order, we can obtain the recommendation lists. Table 3 shows the lists measured by the ranking metrics. As the users rate few of the items and the candidate items are numerous, the figures may seem small; however, this problem is inevitable and can reflect the capability of different methods. In Table 3 31 .56%, and 13.01% on Ciao, respectively. In particular, the MAP of SocialFD is significantly better than that of the other methods on all the datasets, which means that the preferred items will be ranked higher.
It should be noted that, PMF, SoRec, SocialMF, RSTE are matrix factorization based only methods, and SREE integrates Euclidean embedding into matrix factorization. The results show that SocialFD is superior to all of them, which validates our hypothesis that incorporating distance metric learning into CF can further improve the recommendation quality and Mahalanobis distance performs better than Euclidean distance in recommendation tasks.
C. CHANGE OF THE DISTANCE
SocialFD aims to place users spatially close to their friends and preferred items and far from their disliked items. In SocialFD, constraints for the distance are binding to help reach the objective. In this section, we confirm whether the obtained distance is desired. The settings for SocialFD are the same as those in section 4.2, and the experiments are conducted on the same two datasets. Fig. 4 shows the variation in the distance curves. We call the distance between a user and his positively rated items positive distance. Similarly, negative distance is defined as the distance between a user and his negatively rated items. We use the distance ratio to denote the ratio of the negative distance to the positive distance, which is defined as follows:
The curves (green) in this section initially increase exponentially. After 30 iterations, the curve for Douban gradually reaches a stable state. Finally, the distance ratio converges to approximately 12. However, the curves for Epinions and Ciao start to decrease after 20 iterations and continues decreasing until the end. Moreover, the change in the distance curves is opposite to the change in the RMSE curves in Fig. 3 . It appears that a higher distance ratio corresponds to a lower RMSE. In Fig. 3 , with the overfitting of SocialFD, the distance ratio in Fig. 4 decreases obviously and persistently. We believe the connection beween the RMSE and the distance further proves that the motivation of our model is promising. The right part of Fig. 4 shows the change in the average distance among users with social connections. The average distance is defined as:
As the iterations proceed, the average distance for both datasets decreases; however, when overfitting occurs in Fig. 3 , the average distance starts to increase. This change indicates that a smaller distance between friends will lead to a more accurate result. Table 4 shows the connection between the RMSE and the change in distance more intuitively; it almost presents a negative correlation. So far, we can draw the conclusion that SocialFD achieves the goal and finds appropriate locations for users and items.
D. INVESTIGATION OF THE PARAMETER SENSITIVITY
In SocialFD, two hyper-parameters, η and α, are introduced. These two parameters are used to control the influence of the constraints and to balance the impact of user-item distance and user-user distance. In this subsection, we investigate the sensitivity of η and α. First, we fix α = 0.6 and increase the value of η from 0 to 1 to observe the variation in the performance. Then, we fix η = 0. when η = 0.1 on Douban, and η = 0.2 on Epinions and Ciao. When η = 0, no constraints are imposed, but the worst performance is achieved, demonstrating that fusing the distance and using constraints to maintain the desired distance can improve the recommendation accuracy. The bottom part of Fig. 3 shows that SocialFD achieves the best performance when α = 0.6 on Douban and Ciao, and α = 0.7 on Epinions, while neither smaller values nor larger values lead to obvious performance degradation. This demonstrates that combining social relaitons and ratings can result in the best performance and that an appropriate user-item distance is more important than the user-user distance.
V. RELATED WORK
Complementing matrix factorization with further data, e.g., implicit feedback, temporal information or predefined metadata, has widely been accepted to increase algorithmic accuracy. Because of the convenience of matrix factorization for incorporating social information, several social recommenders based on matrix factorization have been proposed recently [10] , [22] , [31] - [38] . In contrast to ratingbased recommenders, social recommenders capture social information as complementary input. Thus, in social recommender systems, the interactions among users have to be explored.
In [32] , the authors proposed an ensemble method that considers the preference of users to be determined by their own tastes and their friends' tastes. Therefore, the missing ratings of a given user are predicted as a linear combination of the ratings of the user and his friends. Reference [31] proposed a model to co-factorize the rating matrix and the relation matrix into three low-rank matrices. In this model, social information and rating information are connected through the shared user latent feature space. In [36] , two trust models were proposed. In contrast to other social recommenders, this work considers that both the trustors and trustees can affect users' preferences. Reference [37] introduced a model based on Bayesian inference for online social networks. In this method, the similarity value between each pair of the users is measured by using a set of conditional probabilities derived from their mutual ratings.
Among the existing research, the principle of [22] , [33] , and [38] is similar to that of our method. The authors of [22] proposed a method named SocialMF. The idea behind SocialMF is that a user's preferences should be similar to those of his friends. Thus, for a given user, the method forces the latent factors to be close to that of his friends. Similarly, in [38] , the authors introduced a method that incorporates the overlapping community regularization into the matrix factorization framework. It considers that user's latent factors should be close to the average latent user factors of the communities to which he belongs. In [33] , a method was proposed that takes both trust and distrust into consideration. The authors deemed that each user's latent factors should be similar to those of his friends and differ widely from those of distrusted users. However, these methods still regard latent factors as a representation of characteristics that lack of explicit meaning, which makes these methods less reliable.
Some existing research integrates distance into CF [8] , [10] . The idea of [8] is that all items and users can be embedded in a unified Euclidean space, and the learned latent factors of users and items should reflect the negative correlation between the distance and the given rating.Therefore, the higher a given rating is, the closer the user and the item are spatially. In [10] , the authors extended the model in [8] , integrating social connections with ratings. The positions of users and items are jointly determined by the ratings and social relations, which makes this work highly relevant to ours. However, whether the Euclidean distance can precisely measure the gap between users and items is questionable. In addition, no constraints are imposed to guarantee that the obtained distance is desired, and it all depends on the weak correlation with the ratings, which may include some noise.
In [9] , an item-ranking-based recommender was proposed. This model learns a joint metric space to encode not only users' preferences but also the user-user and item-item similarity. The authors focus on the collaborative filtering problem for implicit feedback and use collective metric learning to capture the interactions among all points in the metric space. They also demonstrate their model's ability to integrate various types of item features and prove that their model can uncover the fine-grained relationships among users' preferences. However, this methods do not consider social connections, resulting in failure when providing recommendations to users with few ratings. And also this model does not learn a metric matrix to reveal the relations among different dimensionalities.
VI. CONCLUSION
This paper is motivated by the assumption that distance can reflect likability. Based on this intuition, we proposed a novel recommendation method called SocialFD that combines distance metric learning and matrix factorization. The method aims to embed users and items into a unified space and to place users spatially close to their friends and their liked items and far from their disliked items. The positions of users and items are jointly determined by ratings and social relations, which can help to determine appropriate locations for users who have few ratings. The obtained distances are used to generate understandable and reliable recommendations.
In this paper, although we utilize social connections to provide user recommendations, we do not consider distrust. In general, negative opinions contain more information than positive opinions. Adding distrust to the distance-based social recommender can help to locate users more precisely. We will explore this potential direction in the future. In addition, we note that few works combine distance metric learning with link prediction. We consider that the idea of this paper can be extended to link prediction.
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