Abstract. Cellular Genetic Algorithms (cGAs) are a subclass of Genetic Algorithms (GAs) in which the population diversity and exploration are enhanced thanks to the existence of small overlapped neighborhoods. Such a kind of structured algorithms is specially well suited for complex problems. In this paper we propose the utilization of some cGAs with and without including local search techniques for solving the vehicle routing problem (VRP). A study on the behavior of these algorithms has been performed in terms of the quality of the solutions found, execution time, and number of function evaluations (effort). We have selected the benchmark of Christofides, Mingozzi and Toth for testing the proposed cGAs, and compare them with some other heuristics in the literature. Our conclusions are that cGAs with an added local search operator are able of always locating the optimum of the problem at low times and reasonable effort for the tested instances.
Introduction
Transportation is a major problem domain in logistics, and so it represents a substantial task in the activities of many companies. In some market sectors, transportation means a high percentage of the value added to goods. Therefore, the utilization of computerized methods for transportation often results in significant savings ranging from 5% to 20% in the total costs, as reported in [1] . A distinguished problem in the field of transportation consists in defining the optimal routes for a fleet of vehicles to serve a set of clients. In this problem an arbitrary set of clients must receive goods from a central depot. This general scenario presents many chances for several concrete definitions of subclasses of problems: determining the optimal number of vehicles, finding the shortest routes, etc. all this subject to many restrictions like vehicle capacity, time windows for deliveries, etc. This variety of scenarios leads to a plethora of problem variants in practice.
The basic problem class we address in this paper is known as the Vehicle Routing Problem (VRP) [2] , which consists in delivering goods to a set of customers with known demands through minimum-cost vehicle routes originating and terminating at the depot, as seen in Fig. 1 -for a more detailed description of the problem see Sect. 2.
The VRP is an important class of problem, since solving it is equivalent to solving multiple TSP problems at once, and thus it has been studied both theo- retically and in practice [3] . There is a large number of extensions to the canonical VRP, but in this paper, we address the base problem without time windows. There has been a steady evolution in the design of solution methodologies in the past, both exact and approximate, for this problem. However, no known exact method is capable of consistently solving to optimality instances involving more than 50 customers [1] . Instead, heuristics are mostly preferred.
The contribution of this work is to define a powerful yet simple Cellular Genetic Algorithm (cGA) [4] that is able to compete with the best known approaches in the resolution of the VRP in terms of the solution found, the execution time, and the number of evaluations made. In addition, it represents a kind of paradigm much simpler of customization and comprehension than others such as Tabu Search (TS) or very specialized hybrid algorithms. Local search techniques can be quite naturally embedded into a cGA, and we test here to which extent it can be advantageous. We test our algorithms over a selection of the Christofides et al. [3] benchmark instances, and compare our results with some other known heuristics.
The paper is arranged in the following manner. Section 2 gives a mathematical formulation for the VRP. Our cGA is described in Sect. 3. Section 4 presents the results of our algorithms, and compares them with those of some heuristics in the literature. The conclusions and some future work lines are presented in Sect. 5.
Vehicle Routing Problem (VRP)
The VRP is a well known integer programming problem which falls into the category of NP-hard problems [5] . It is defined on an undirected graph G = (V , E) where V = {v 0 , v 1 , . . . , v n } is a vertex set and E = {(v i , v j )/v i , v j ∈ V , i < j} is an edge set. The depot is represented by vertex v 0 , and it is from where that m identical vehicles of capacity Q must service all the cities or customers, represented by the set of n vertices {v 1 , . . . , v n }. We define on E a non-negative cost, distance or travel time matrix C = (c ij ) between customers v i and v j . Each customer v i has non-negative demand q i and drop time δ i (time needed to unload all goods). Let be R 1 , . . . , R m a partition of V representing the routes of the vehicles to service all the customers. The cost of a given route (R i ={v 0 , v 1 , . . . , v k+1 }), where v j ∈ V and v 0 = v k+1 = 0 (0 denotes the depot), is given by:
and the cost of the problem solution (S) is:
The VRP consists in determining a set of a maximum of m routes (i) of minimum total cost (see (2) ); (ii) starting and ending at the depot v 0 ; and such that (iii) each customer is visited exactly once by exactly one vehicle; (iv) the total demand of any route does not exceed Q ( vj ∈Ri q j ≤ Q); and (v) the total duration of any route is not larger than a preset bound D (Cost(R i ) ≤ D). The number of vehicles is either an input value or a decision variable. In this study, the length of routes is minimized independently of the used number of vehicles.
Algorithms for Solving the VRP
In this section we discuss the algorithms we plan to use later in the paper to solve the VRP. Initially we present a cGA with structured population as the basic tool for the search. In addition, since there exists a long tradition in VRP to include local search techniques to improve partial solutions; and, since in cGAs it is quite direct to include such kind of procedures, we will further discuss in this section several mechanisms to perform local optimization: 2-Opt and λ-Interchange.
Cellular Genetic Algorithms for the VRP
Genetic Algorithms (GAs) are based on an analogy with biological evolution. A population of individuals representing tentative solutions is maintained. New individuals are produced by combining members of the population, and these replace existing individuals with some policy. Cellular GAs are a subclass of GAs in which the population is structured in a specified topology, so that individuals may only interact with their neighbors (see Fig. 2 ). These overlapped small neighborhoods help in exploring the search space because the induced slow diffusion of solutions through the population provides a kind of exploration, while exploitation takes place inside each neighborhood by genetic operations. In Algorithm 1 we can see a pseudocode of our basic cGA [6] .
In this cGA, the population is structured in a 2D toroidal grid, and the neighborhood defined on it -line 5-always contains 5 individuals: the considered one (position(x,y)) plus the North, East, West, and South individuals (called NEWS, linear5, or Von Neumann). Binary tournament selection is used in the Algorithm 1 Pseudocode of cGA
for y ← 1 to HEIGHT do
5:
n list←Get Neighborhood(cga,position(x,y));
6:
parents←Local Select(n list);
7:
aux indiv←Recombination(cga.Pc,parents);
8:
aux indiv←Mutation(cga.Pm,aux indiv);
9:
aux indiv←Local Search(cga.Pl,aux indiv);
10:
Evaluate Fitness(aux indiv);
11:
Insert If Better(position(x,y),aux indiv,cga,aux pop); neighborhood for the first parent, while the other one is the considered individual itself (Local Select) (line 6). Genetic operators are applied to the individuals in lines 7 and 8 (explained in Sect. 3.1). We can add different local search techniques to our basic cGA by simply including line 9 to the algorithm (see Sect. 3.2). After applying these operators, we evaluate the fitness value of the new individual (line 10), and insert it on its equivalent place in the new population -line 11-only if its fitness value is larger than the parent's one (elitist replacement).
After applying the above mentioned operators to the individuals we replace the old population by the new one (line 14), and we calculate some statistics (line 15). It can be seen how in our algorithm new individuals replace old ones en bloc (synchronously) and not incrementally. The fitness value assigned to every individual is computed like follows:
The objective of our algorithm is to maximize f eval (S) (4) by minimizing f (S) (3). The value f max must be larger or equal to that of the worst feasible solution for the problem. Function f (S) is calculated by adding the total costs of all the routes (F VRP (S)), and penalizes the fitness value if the capacity of any vehicle and/or the time of any route are exceeded. Functions overcap(S) and overtm(S) return the overhead in capacity and time, respectively, of the solution with respect to the maximum allowed value of each route. These values returned by overcap(S) and overtm(S) are weighted by multiplying them with the values λ and µ, respectively.
Representation of Individuals. In a GA, individuals represent candidate solutions. A candidate solution to an instance of the VRP must specify the number of vehicles required, the allocation of the demands to all these vehicles, and also the delivery order of each route. We adopted a representation consisting of a permutation of integers. Each permutation will contain both customers and route splitters (delimiting different routes), so we will use a permutation of numbers Genetic Operators. Two genetic operators are applied to all the individuals with preset probabilities along the evolution. These two operators are recombination and mutation. The recombination operator we use is an edge recombination operator (ERX ) [7] , that builds an offspring by preserving edges from both parents. The mutation operator used in the algorithm consists in applying Insertion, Swap or Inversion operations to each gene with equal probability (see Fig. 4 ). The Insertion [8] operator selects a customer and inserts it in another randomly selected place. Swap [9] consists in randomly selecting two customers and exchanging them. Finally, Inversion [10] reverses the visiting order of the customers between two randomly selected cut points. In all the three operators changes might occur in an intra or inter-route way. 
Local Search
It is very clear after all the existing literature on VRP that local search is almost mandatory to achieve results of high quality [11] [12] . This is why we envision from the beginning the application of two of the most successful techniques in the past years. Then we will not only consider canonical cGAs for VRP, but also will add a local post-optimization step by applying 2-Opt [13] and/or λ-Interchange [14] local optimization methods to every individual after each generation.
The 2-Opt simple local search method works inside each route. It randomly selects two non-adjacent edges (i. e. (a, b) and (c, d) ) of a single route, delete them, thus breaking the tour into two parts, and then reconnects those parts in the other possible way (i. e. (a, c) and (b, d) ).
The λ-Interchange local optimization method we use is based on the interchange of all the possible combinations for up to λ customers between sets of routes. Hence, this method results in customers either being shifted from one route to another, or being exchanged between routes. The mechanism can be described as follows. A solution to the problem is represented by a set of routes S = {R 1 . . . R p . . . R q . . . R k }, where R i is the set of customers serviced in route i. New neighboring solutions can be obtained by applying λ-Interchange between a pair of routes R p and R q by replacing each subset of customers S 1 ⊆ R p of size |S 1 | ≤ λ with any other one S 2 ⊆ R q of size |S 2 | ≤ λ. This way, we get two new routes R p = (R p − S 1 ) S 2 and R q = (R q − S 2 ) S 1 , which are part of the new solution S = {R 1 . . . R p . . . R q . . . R k }.
Experimentation
In this section we describe the experiments applying these ideas to a set of problems taken from the well-known OR library [15] . Our algorithms have been implemented in Java on a 2.4 GHz PC (Linux OS). They have been tested with instances C1, C2, C3, C6, C7, C8, C12, and C14 [3] (not enough room for the whole benchmark).
The first three instances contain data for 50, 75, and 100 customers respectively, with capacity restrictions on vehicles but not on the distance. Datasets C6, C7 and C8 are like C1, C2 and C3, respectively, with the additional restrictions of maximal route distance and the existence of a drop time. An additional feature of C12 with respect to the three first ones is that the 100 customers to visit are geographically clustered. The last instance included, C14 is really the C12 instance with the restrictions of maximal route distance and the addition of drop times.
We have used four different algorithms, all of them extracted from the metaheuristic sheet of a cGA described in Sect. 3. The difference among them is just the local search method used. The first algorithm studied does not use any local search method (cGA). The second one uses the 2-Opt method (cGA2o). The two last studied algorithms use 2-Opt plus a λ-Interchange (with a maximum of 20 search steps), and return the best individual found with any of the two methods on each local search step. These algorithms differ in the value of λ used. One of them implements λ = 1 (cGA2o1i), and the other one utilizes λ = 2 (cGA2o2i).
For each individual, the recombination probability is set to 0.65 in all of our algorithms. The mutation probability for an individual is 0.85, and its alleles are mutated with probability 1/L, being L the length of the chromosome. The local search (if used) is applied to all individuals (probability 1.0). Population size is 100 individuals in any case, and we perform 30 independent runs to get reliable statistical results. For the evaluation of the fitness value, we have used values 10 7 , 10 3 and 10 3 for parameters f max , λ and µ, respectively. Next, in Sect. 4.1, we present the results obtained with our proposed algorithms, while in Sect. 4.2 we compare our results with the existing literature.
Performance of the Proposed Algorithms
Let us now proceed to analyze the results. The proposed algorithms can easily be compared by consulting tables 1, 2 and 3, containing the best solution found (total route distance), and the average execution time and number of evaluations needed, respectively. The optimum values are bolded for the reader's commodity.
Our conclusions are quite stable and relatively clear. The results worked out by the canonical cGA (Table 1) are far from the best known results for the tested instances. However, just by including a local improvement with 2-Opt (cGA2o algorithm) the total cost of the solutions found in all the instances is greatly reduced with respect to cGA, although no optimal solution is still found. It is by adding the λ-Interchange local optimization that we achieve really interesting results, since we can solve all the instances to the optimum. Table 1 shows that cGA2o1i finds the best known solution for all the instances, having a similar behavior as for cGA2o2i (being this last only slightly less accurate for C3).
If we analyze average execution times (see Table 2 , figures in seconds), then we can appreciate a clear increment as the complexity of the algorithms is enlarging: this sounds common sense. Therefore, the simpler the algorithm the smaller the execution time. In most cases times are quite affordable and reasonable.
Finally, Table 3 shows the average number of function evaluations made by the algorithm during the search. The effort for cGA and cGA2o is difficult to evaluate since it is an effort to lead the algorithm to a local optimum (most runs reach the maximum number of allowed evaluations without finding a solution). On the other hand, the numerical effort of cGA2o1i and cGA2o2i are quite similar and meaningful, indicating that cGA2o1i is preferable over cGA2o2i since it performs a search of similar accuracy in a smaller time.
As a final conclusion, we can point out cGA2o1i as being the more accurate algorithm showing very reasonable times and effort to locate the optimum. The other algorithms are either too explorative (inaccurate) or unnecessarily complex.
Comparison Against Other Techniques
In this section we compare our algorithms against the best so far techniques reported in the literature, as any rigorous work should do. We have selected some classic algorithms, like savings [16] , sweep [17] , 1-petal or 2-petal [18] , and some newer ones like tabu search TS, other GAs, and also ant systems. These three last techniques are known to perform very well on the VRP.
The TS algorithm included is that of Rochat and Taillard [11] (RT), the genetic algorithms are those of Prins [19] , and Berger and Barkaoui [12] (BB), and, the two ant algorithms included are very recent works proposed by Bullnheimer et al. [20] (AS) and SavingsAnts, by Doerner et al. [21] (SA).
As shown in Table 4 , RT, Prins, and cGA2o1i outperform the other algorithms, finding the best known solution for all the studied instances. Hence, the two mentioned ant algorithms perform with a lower accuracy than existing TS and GAs.
We must however point out a clear distinction: we are just hybridizing two canonical algorithms whose definitions are simple and extremely easy for customization on these and other similar problems. The same cannot be said for other highly specialized algorithms, that require a great customization effort from the researchers. Simplicity and clarity (and even potential extensibility) are a clear contribution of our algorithms with respect to the others.
In Table 2 we compare all the algorithms for which execution times have been reported. Times of RT are calculated by the authors on a Silicon Graphics Indigo -100 MHz-(no run-times were provided for C6, C7, C8 and C14), the genetic algorithm of Prins is implemented in Delphi on a 500 MHz PC under Windows 95, and BB is implemented in C++ on a 400 MHz Pentium processor. The algorithm of Prins is the globally faster for instances C1, C3 and C12, while RT is the fastest one just in the case of C2. The best times for instances C8 and C14 are hold by BB, and finally, our cGA2o1i is faster than the others for instances C6 and C7. 
Conclusions and Further Work
This paper presents different algorithms based in cGAs for solving the vehicle routing problem. The used cellular GA technique maintains population diversity for more time with respect to panmictic (single population) GAs due to the use of small overlapped neighborhoods. This feature frequently prevents the algorithm from getting stuck in local optima.
First, an initial and simple approach to a cGA for solving the VRP has been proposed. It has been shown that adding a local search step to that simple approach is enough to get a really powerful algorithm. The local search step is made up of simple methods like 2-Opt or λ-Interchange. With them we have got the best known results for all the proposed instances, specially with cGA2o1i.
The algorithms proposed are compared against a TS algorithm able to find the best known results for all the instances of the CMT benchmark (proposed by Rochat and Taillard), to a genetic algorithm proposed by Prins, to a hybrid genetic algorithm (Berger et al.) , and also to two ant algorithms, as well as against other ad hoc heuristics. It has been proved that cGA2o1i is faster than the algorithms compared to it in this paper for many instances.
In addition, the cGAs studied in this paper have the advantage of their simplicity and accuracy with respect to the existing techniques. Our algorithms are just a first approach, susceptible of improvement. Hence, as a future work, one can think about testing some other local search techniques, like using just λ-Interchange alone without 2-Opt. Another possible future work may be trying to better tune the cGA parameters, and test the algorithms on larger benchmarks.
