The rational torsion subgroups of Drinfeld modular Jacobians and
  Eisenstein pseudo-harmonic cochains by Papikian, Mihran & Wei, Fu-Tsun
ar
X
iv
:1
51
2.
00
58
6v
2 
 [m
ath
.N
T]
  4
 D
ec
 20
15
THE RATIONAL TORSION SUBGROUPS OF DRINFELD MODULAR
JACOBIANS AND EISENSTEIN PSEUDO-HARMONIC COCHAINS
MIHRAN PAPIKIAN AND FU-TSUN WEI
Abstract. Let n be a square-free ideal of Fq[T ]. We study the rational torsion subgroup
of the Jacobian variety J0(n) of the Drinfeld modular curve X0(n). We prove that for any
prime number ℓ not dividing q(q− 1), the ℓ-primary part of this group coincides with that of
the cuspidal divisor class group. We further determine the structure of the ℓ-primary part of
the cuspidal divisor class group for any prime ℓ not dividing q − 1.
1. Introduction
1.1. Rational torsion of classical modular Jacobians. Let N ≥ 1 be a positive integer.
LetX0(N) be the modular curve overQ parametrizing the isomorphism classes of (generalized)
elliptic curves with Γ0(N)-structures. The rational torsion subgroup T (N) := J0(N)(Q)tor of
the Jacobian variety J0(N) of X0(N) is a finite group by the Mordell-Weil theorem. The cus-
pidal divisor class group C(N) of J0(N), i.e., the group generated by the classes of differences
of two cusps of X0(N), is also finite by a theorem of Manin and Drinfeld. In the early 1970s,
for N = p prime, Ogg computed that C(p) ∼= Z
/
p−1
(p−1,12)
Z and conjectured that T (p) = C(p);
see [12]. In his seminal paper [10], Mazur proved this conjecture by a detailed study of the
Eisenstein ideal of the Hecke ring of level p.
When N is square-free, all cusps of X0(N) are rational over Q. Therefore, C(N) ⊆ T (N).
A natural generalization of Ogg’s conjecture then would predict an equality C(N) = T (N).
Recently, Ohta [13] proved the following theorem toward this conjecture (given a finite abelian
group G, we denote by Gℓ the maximal ℓ-primary subgroup of G):
Theorem 1.1. Let N be a square-free positive integer. We have C(N)ℓ = T (N)ℓ for all
prime numbers ℓ ≥ 3 when N is not divisible by 3; and for all prime numbers ℓ ≥ 5 when N
is divisible by 3.
The proof of this theorem again relies on the study of Eisenstein ideals. Ohta computes
the index of the Eisentein ideal in an appropriate Hecke algebra, up to a power of 2, which
turns out to be the order of C(N) by a formula of Takagi [18], again up to a power of 2.
One important observation that Ohta makes is that the Hecke algebra best suited for the
purpose of proving T (N) = C(N) in the square-free case is the algebra generated by the
Hecke operators Tp, for prime numbers p not dividing N , and the Atkin-Lehner involutions
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Wp for p | N (instead of Up operators). The restriction 3 ∤ N in Theorem 1.1 in the case ℓ = 3
is of technical nature, partly arising from the existence of constant modular forms over F3 of
level 1 and weight 2. On the other hand, the proof of C(N)2 = T (N)2 is beyond the reach
of the method used by Ohta. Even in the prime level case considered by Mazur [10], proving
C(p)2 = T (p)2 requires deeper techniques related to the ring-theoretic properties of the Hecke
algebra.
1.2. Rational torsion of Drinfeld modular Jacobians. Let Fq be a finite field with q
elements, where q is a power of a prime number p. Let A = Fq[T ] be the ring of polynomials
in indeterminate T with coefficients in Fq, and F = Fq(T ) the field of fractions of A. The
degree map deg : F → Z ∪ {−∞}, which associates to a non-zero polynomial its degree in
T and deg(0) = −∞, defines a norm on F by |a| := qdeg(a); the corresponding place of F is
usually called the place at infinity and is denoted by∞. We also define a norm and degree on
the ideals of A by |n| := #(A/n) and deg(n) := logq |n|. Let F∞ denote the completion of F
at ∞, and C∞ denote the completion of an algebraic closure of F∞. The Drinfeld half-plane
Ω := C∞ − F∞ has a natural structure of a smooth connected rigid-analytic space over F∞;
see [9, §1].
Let n✁A be a non-zero ideal. The level-n Hecke congruence subgroup of GL2(A)
Γ0(n) :=
{(
a b
c d
)
∈ GL2(A)
∣∣∣∣ c ∈ n}
plays a central role in this paper. This group acts on Ω via linear fractional transformations.
Drinfeld proved in [2] that the quotient Γ0(n) \Ω is the space of C∞-points of an affine curve
Y0(n) defined over F , which is a moduli space of rank-2 Drinfeld modules. The unique smooth
projective curve over F containing Y0(n) as an open subvariety is denoted by X0(n). The cusps
of X0(n) are the finitely many geometric points of the complement of Y0(n) in X0(n). Let
J0(n) be the Jacobian variety of X0(n). The cuspidal divisor group C(n) is the subgroup of
J0(n) generated by the classes of divisors c − c
′, where c, c′ run through the set of cusps of
X0(n). It is known that C(n) is a finite group; see [6]. By the Lang-Ne´ron theorem, the
group of F -rational points of J0(n) is finitely generated, in particular, its torsion subgroup
T (n) := J0(n)(F )tor is finite. Finally, it is known that, when n is square-free, all cusps of
X0(n) are rational over F ; see [7, Prop. 6.7]. Therefore, C(n) ⊆ T (n). In analogy with
generalized Ogg conjecture that we discussed earlier, one can propose the following:
Conjecture 1.2. For a square-free ideal n✁A, we have C(n) = T (n).
This statement for n = p prime was proved by Pa´l [14], following Mazur’s method.
Now let n =
∏s
i=1 pi be a square-free ideal in A with the given prime decomposition. Let
E = {(ε1, . . . , εs) | εi = ±1, 1 ≤ i ≤ s}.
We single out two (not necessarily distinct) elements of E:
ǫH := ((−1)
deg(p1), . . . , (−1)deg(ps)), and
1 := (1, 1, . . . , 1).
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For ǫ = (ε1, . . . , εs) ∈ E, define
N(ǫ) =

1 if ǫ = 1;∏s
i=1(1 + εi|pi|) if ǫ = ǫH and ǫ 6= 1;
1
q+1
∏s
i=1(1 + εi|pi|) if ǫ 6= ǫH and ǫ 6= 1.
The main result of this paper is the following:
Theorem 1.3. Let n =
∏s
i=1 pi be a square-free ideal in A. Let ℓ be a prime number not
dividing q(q − 1). Then
T (n)ℓ = C(n)ℓ ∼=
⊕
ǫ∈E
Zℓ/N(ǫ)Zℓ.
The method that we use falls short of proving T (n)ℓ = C(n)ℓ for primes ℓ dividing (q − 1);
these primes are the analogues of ℓ = 2 over Q. The prime ℓ = p, being the characteristic of
F , has peculiar properties, as far as Conjecture 1.2 is concerned. On the one hand, it is not
hard to prove the following:
Proposition 1.4. Assume n ✁ A is square-free and there is a prime divisor p | n such that
deg(n/p) ≤ 2. Then T (n)p = 0.
Proof. If deg(n/p) ≤ 2, then J0(n) has purely toric reduction at p. Moreover, the component
group Φp of the Ne´ron model of J0(n) at p has order coprime to p; see [16, Thm. 5.3]. On the
other hand, because the reduction is purely toric, T (n)p injects into Φp; cf. [14, Lem. 7.13].
Hence T (n)p = 0. 
On the other hand, when there is no prime dividing n at which J0(n) has purely toric
reduction, it is not clear to us how to analyse T (n)p. More precisely, it not clear whether
the theory of the Eisenstein ideal is applicable at all to the study of T (n)p. (When ℓ 6= p,
the Eichler-Shimura congruence relation implies that Tp − (|p|+ 1), p ∤ n, annihilates T (n)ℓ,
hence one can use the Eisenstein ideal to study T (n)ℓ.) In any case, we prove the following
(see Proposition 4.5):
Proposition 1.5. If n is square-free, then C(n)p = 0. Therefore, if Conjecture 1.2 is valid,
then T (n)p = 0.
Remark 1.6. We proved in [15] that when n is not square-free, and is not equal to a square
of a prime, T (n)p 6= 0. Note that in [15] we constructed explicit elements in T (n)p using
cuspidal divisors, which can be shown to be annihilated by the Eisenstein ideal.
Now we give an outline of the proof of Theorem 1.3. The Atkin-Lehner involutions form
a group W ∼= (Z/2Z)s which acts on T (n) and C(n). Away from the 2-primary components,
one can decompose T (n) and C(n) into direct sums of W-eigenspaces, each eigenspace corre-
sponding to some ǫ ∈ E. Hence, it is enough to show that T (n)ǫℓ = C(n)
ǫ
ℓ
∼= Zℓ/N(ǫ)Zℓ for
all ℓ ∤ q(q − 1) and ǫ = (ε1, . . . , εs) ∈ E, where T (n)
ǫ
ℓ denotes the largest direct summand
of T (n)ℓ on which Wpi acts by εi, 1 ≤ i ≤ s, and similarly for C(n)
ǫ
ℓ . Since J0(n) has split
toric reduction at ∞, the ℓ-primary subgroup T (n)ℓ, ℓ ∤ q(q − 1), maps injectively into the
component group Φ∞ of the Ne´ron model of J0(n) at ∞. Then, using the rigid-analytic uni-
formization of J0(n) at ∞ and the Eichler-Shimura relations, one shows that the image of
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T (n)ǫℓ in Φ∞ can be identified with a subspace of E0(n,Z/ℓ
nZ)ǫ for any sufficiently large n.
Here E0(n,Z/ℓ
nZ)ǫ denotes the module of Γ0(n)-invariant Z/ℓ
nZ-valued cuspidal harmonic
cochains on which Tp (p ∤ n) acts by multiplication by |p| + 1, and W acts by ǫ. We study
the space E0(n,Z/ℓ
nZ)ǫ in Section 3, where we show that it is generated by the reduction
modulo ℓn of certain Eisenstein series with constant Fourier coefficient qN(ǫ). We then use
this to identify T (n)ǫℓ with a subgroup of Zℓ/N(ǫ)Zℓ. On the other hand, in Section 4, we
construct an explicit element in C(n)ǫℓ , and use it to show that C(n)
ǫ
ℓ contains a subgroup
isomorphic to Zℓ/N(ǫ)Zℓ. Now Theorem 1.3 immediately follows by comparing the orders of
C(n)ǫℓ and T (n)
ǫ
ℓ . We note that the crucial idea of using the Atkin-Lehner involutions instead
of Up operators to analyse the Eisenstein harmonic cochains was inspired by Ohta’s paper
[13]. Also, the trick with mapping T (n)ℓ into Φ∞ was first used by Pa´l in [14] in the prime
level case.
Remark 1.7. In [16], we proved a result toward Conjecture 1.2 when n is a product of two
distinct primes. In that paper, which was mostly written in 2012, we used Up operators
instead of Atkin-Lehner involutions to analyse E0(n,Z/ℓ
nZ). That approach is technically
more complicated and leads to a weaker result than Theorem 1.3 specialized to s = 2. On
the other hand, in [16], we determined the structure of C(p1p2)ℓ for all ℓ, including ℓ | (q− 1).
The Eisenstein ideal does not explicitly appear in this paper, although it is in the back-
ground of the analysis of E0(n,Z/ℓ
nZ)ǫ. The most technical part of the paper is the analysis of
E0(n,Z/ℓ
nZ)ǫH for ℓ | (q+1), which occupies a large portion of Section 3. The odd primes di-
viding q+1 are somewhat similar to ℓ = 3 in Ohta’s setting; for example, there is a non-trivial
GL2(A)-invariant Z/(q + 1)Z-valued harmonic cochain, although there are no such cochains
with values in rings where q + 1 is invertible.
For our purposes we found it convenient to generalize the notion of harmonic cochain. In
Section 2, we introduce what we call pseudo-harmonic cochains, which are functions on the
edges of the Bruhat-Tits tree of PGL2(F∞) satisfying the flow condition of harmonic cochains
but which are not necessarily alternating. It turns out that there is a GL2(A)-invariant Z-
valued pseudo-harmonic cochain E˜, which in our setting plays a role of the classical Eisenstein
series E2(z) =
∑′
c,d∈Z(cz + d)
−2. (Another function field analogue of E2 was introduced by
Gekeler in [4] under the name of improper Eisenstein series ; we explain the relationship
between our E˜ and Gekeler’s Eisenstein series in Remark 3.2.)
Acknowledgements. This work was carried out while the first author was visiting the Taida
Institute for Mathematical Sciences in Taipei. He thanks Professor Jing Yu for the invitation.
He also thanks the institute for its hospitality and good working conditions.
2. Pseudo-harmonic cochains and Hecke operators
2.1. Notation. Besides ∞, the other places of F are in bijection with the non-zero prime
ideals of A. Given a place v of F , we denote by Fv the completion of F at v, by Ov the ring
of integers of Fv, and by Fv the residue field of Ov. We fix π∞ := T
−1 as a uniformizer of O∞.
Let R be a commutative ring with identity. We denote by R× the group of multiplicative
units of R. Let GLn(R) be the group of n× n matrices over R whose determinant is in R
×,
and Z(R) ∼= R× the subgroup of GLn(R) consisting of scalar matrices.
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Given an abelian group H and an integer n, H [n] is the kernel of multiplication by n in G.
For a prime number ℓ, Hℓ denotes the ℓ-primary component of H .
Given an ideal n✁A, by abuse of notation, we denote by the same symbol the unique monic
polynomial in A generating n. It will always be clear from the context in which capacity n
is used; for example, if n appears in a matrix, column vector, or a polynomial equation, then
the monic polynomial is implied. The prime ideals p✁A are always assumed to be non-zero.
Given two ideals n,m of A, (n,m) stands for the greatest common divisor of n and m, and
m ‖ n means that m divides n and (m, n/m) = 1.
2.2. Pseudo-harmonic cochains. Let G be an oriented connected graph in the sense of
Definition 1 of §2.1 in [17]. We denote by V (G) and E(G) its set of vertices and edges,
respectively. For an edge e ∈ E(G), let o(e), t(e) ∈ V (G) and e¯ ∈ E(G) be its origin,
terminus and inversely oriented edge, respectively.
Definition 2.1. Let R be a commutative ring with identity. An R-valued pseudo-harmonic
cochain on G is a function f : E(G)→ R that satisfies
(2.1)
∑
e′∈E(G)
t(e′)=o(e), e′ 6=e¯
f(e′) = f(e) for all e ∈ E(G).
A pseudo-harmonic cochain is called harmonic if it is alternating:
(2.2) f(e) + f(e¯) = 0 for all e ∈ E(G).
Note that (2.2) makes (2.1) equivalent to the following∑
e∈E(G)
t(e)=v
f(e) = 0 for all v ∈ V (G).
Denote by H˜(G,R) (resp. H(G,R)) the R-module of pseudo-harmonic (resp. harmonic)
cochains on G.
Lemma 2.2. Assume G is connected. Given f ∈ H˜(G,R), there is a constant c ∈ R such
that
f(e) + f(e¯) = c, ∀e ∈ E(G).
Proof. Since G is connected, it suffices to show that for every e1, e2 ∈ E(G) with t(e1) = o(e2)
and e1 6= e¯2,
f(e1) + f(e¯1) = f(e2) + f(e¯2).
By definition
f(e2) = f(e1) +
∑
e′∈E(G)
t(e′)=o(e2), e′ 6=e¯2,e1
f(e′)
and
f(e¯1) = f(e¯2) +
∑
e′∈E(G)
t(e′)=o(e¯1), e′ 6=e1,e¯2
f(e′) = f(e¯2) +
∑
e′∈E(G)
t(e′)=o(e2), e′ 6=e¯2,e1
f(e′).
Therefore, f(e2)− f(e1) = f(e¯1)− f(e¯2), and the result follows. 
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Remark 2.3. The pseudo-harmonic cochains on the Bruhat-Tits tree T are a special case
of metaplectic forms over function fields whose general theory is developed in [20]. In the
terminology of [20], pseudo-harmonic cochains are the “weight-2” forms.
The graphs that we consider in this paper are the Bruhat-Tits tree T of PGL2(F∞) and
the quotients of T . We recall the definition and introduce some notation for later use.
Fix a uniformizer π∞ of F∞. The sets of vertices V (T ) and edges E(T ) are the cosets
GL2(F∞)/Z(F∞)GL2(O∞) and GL2(F∞)/Z(F∞)I∞, respectively, where I∞ is the Iwahori
group:
I∞ =
{(
a b
c d
)
∈ GL2(O∞)
∣∣∣∣ c ∈ π∞O∞} .
The matrix
(
0 1
π∞ 0
)
normalizes I∞, so the multiplication from the right by this matrix on
GL2(F∞) induces an involution on E(T ); this involution is e 7→ e¯. The matrices
(2.3) E(T )+ =
{(
πk∞ u
0 1
) ∣∣∣∣ k ∈ Zu ∈ F∞, u mod πk∞O∞
}
are in distinct left cosets of I∞Z(F∞), and there is a disjoint decomposition (cf. [4, (1.6)])
(2.4) E(T ) = E(T )+
⊔
E(T )+
(
0 1
π∞ 0
)
.
We call the edges in E(T )+ positively oriented.
The group GL2(F∞) naturally acts on E(T ) by left multiplication. This induces an action
on the group of R-valued functions on E(T ): for a function f on E(T ) and γ ∈ GL2(F∞)
we define the function f |γ on E(T ) by (f |γ)(e) = f(γe). It is clear from the definition that
f |γ is pseudo-harmonic (resp. harmonic) if f is pseudo-harmonic (resp. harmonic).
Definition 2.4. Let Γ be a subgroup of GL2(F∞). Denote by H˜(T , R)
Γ (resp. H(T , R)Γ) the
R-submodule of Γ-invariant pseudo-harmonic (resp. harmonic) cochains, i.e., f |γ = f for all
γ ∈ Γ. The module of R-valued cuspidal harmonic cochains for Γ, denoted H0(T , R)
Γ, is the
submodule of H(T , R)Γ consisting of functions which have compact support modulo Γ. Let
H00(T , R)
Γ denote the image of H0(T ,Z)
Γ ⊗R in H0(T , R)
Γ. To simplify the notation, we
denote the R-module of pseudo-harmonic (resp. harmonic, cuspidal) Γ0(n)-invariant cochains
by
H˜(n, R) ⊃ H(n, R) ⊃ H0(n, R) ⊃ H00(n, R).
In general, all these inclusions are strict; in particular H0(n, R) 6= H00(n, R), although one
can show that H0(n, R) = H00(n, R) if R is flat over Z or q(q
2 − 1) ∈ R×; see [16, §2.1.]. (We
could have also defined cuspidal pseudo-harmonic Γ0(n)-invariant cochains, but such cochains
are necessarily harmonic by Lemma 2.2, i.e., H˜0(n, R) = H0(n, R).)
It is known that the quotient graph Γ0(n) \T is the edge disjoint union
Γ0(n) \T = (Γ0(n) \T )
0 ∪
⋃
s∈Γ0(n)\P1(F )
hs
of a finite graph (Γ0(n) \T )
0 with a finite number of half-lines hs, called cusps ; cf. Theorem
2 on page 106 of [17]. (A half-line is a graph as in Figure 1.) The cusps are in bijection with
RATIONAL TORSION SUBGROUPS AND EISENSTEIN COCHAINS 7
v0 v1 v2 v3
Figure 1. GL2(A) \T
the orbits of the natural action of Γ0(n) on P
1(F ); cf. Remark 2 on page 110 of [17]. It is
clear that f ∈ H(n, R) is cuspidal if and only if it eventually vanishes on each hs.
Example 2.5. The quotient graph GL2(A) \ T is a half-line depicted in Figure 1, where
the vertex vi (i ≥ 0) is the image of
(
π−i∞ 0
0 1
)
∈ V (T ). Denote the edge with origin vi and
terminus vi+1 by ei. It is clear that f ∈ H˜(1, R) defines a function on GL2(A)\T , and f itself
can be uniquely recover from that function. Hence we consider f ∈ H˜(1, R) as a function on
the quotient graph. The stabilizers of vertices and edges of GL2(A) \ T are well-known, cf.
[8, p. 691]. Using this one easily computes that (2.1) is equivalent to the following relations
(cf. [16, Example 2.4]):
q · f(e¯0) = f(e0),
q · f(ei+1) = f(ei), ∀i ≥ 0,
f(e¯i+1) + (q − 1)f(ei) = f(e¯i), ∀i ≥ 0.
Therefore, if we put f(e¯0) = α, then f ∈ H˜(1, R) if and only if for all i ≥ 0
f(ei) = q
i+1α,
f(e¯i) = (1 + q − q
i+1)α.
In particular, f(ei)+f(e¯i) = (q+1)α for all i ≥ 0. We conclude that H˜(1, R) ∼= R is spanned
by the function E˜ with E˜(e¯0) = 1, H(1, R) ∼= R[q + 1], and H0(1, R) = H00(1, R) = 0.
Remark 2.6. When (q+1) is invertible in R, it is easy to see from Lemma 2.2 and the previous
example that
H˜(T , R) = H(T , R)⊕ RE˜.
2.3. Fourier expansion. The theory of Fourier expansions of automorphic forms over func-
tion fields was developed by Weil in [21]. As was observed by Pa´l in [14], Weil’s theory works
over more general rings than C. Here we follow Gekeler’s reinterpretation [4] of Weil’s adelic
approach as analysis on the Bruhat-Tits tree, but we will extend [4] to the setting of these
more general rings.
Definition 2.7. Following [14] we say that R is a coefficient ring if p ∈ R× and R is a quotient
of a discrete valuation ring R˜ which contains p-th roots of unity. Note that the image of the
p-th roots of unity of R˜ in R is exactly the set of p-th roots of unity of R. For example, any
algebraically closed field of characteristic different from p is a coefficient ring.
In this subsection R is assumed to be a coefficient ring. Let
η : F∞ → R
×∑
aiπ
i
∞ 7→ η0
(
TraceFq/Fp(a1)
)
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where η0 : Fp → R
× is a non-trivial additive character fixed once and for all.
The group
Γ∞ :=
{(
a b
0 d
)
∈ GL2(A)
}
acts orientation preserving on T , so E(Γ∞ \T ) = Γ∞\E(T ), and the orientation E(T )
+ on
T induces an orientation E(Γ∞ \ T )
+. For an R-valued Γ∞-invariant function f on E(T ),
its constant Fourier coefficient is the R-valued function f 0 on πZ∞ defined by
f 0(πk∞) =

q1−k
∑
u∈(π∞)/(πk∞)
f
((
πk∞ u
0 1
))
if k ≥ 1,
f
((
πk∞ 0
0 1
))
if k ≤ 1.
For a divisor m on F , the m-th Fourier coefficient f ∗(m) of f is
f ∗(m) = q−1−deg(m)
∑
u∈(π∞)/(π
2+deg(m)
∞ )
f
((
π
2+deg(m)
∞ u
0 1
))
η(−mu),
if m is non-negative, and f ∗(m) = 0, otherwise; here m ∈ A is the monic polynomial such
that m = div(m) · ∞deg(m). Then f has a Fourier expansion
(2.5) f
((
πk∞ y
0 1
))
= f 0(πk∞) +
∑
06=m∈A
deg(m)≤k−2
f ∗(div(m) · ∞k−2) · η(my).
We refer to [14, §2] and [4, §2] for the proofs.
Lemma 2.8. Assume f ∈ H˜(T , R)Γ∞. Then
(i) f 0(πk∞) = f
0(1) · q−k for any k ∈ Z;
(ii) f ∗(m∞k) = f ∗(m) · q−k for any non-negative divisor m and k ∈ Z≥0.
In particular, when f is harmonic, the Fourier coefficients f 0(1) and f ∗(m) for m✁A uniquely
determine f .
Proof. Note that the pseudo-harmonicity of f says:
f |T∞(g) :=
∑
u∈Fq
f
(
g
(
π∞ u
0 1
))
= f(g), ∀g ∈ GL2(F∞).
It is then straightforward to check that for any non-negative divisor m and k ∈ Z,
(f |T∞)
0(πk∞) = qf
0(πk+1∞ ) and (f |T∞)
∗(m) = qf ∗(m∞).
Hence we obtain (i) and (ii). The last statement follows from the Fourier expansion of f . 
Lemma 2.9. Let n✁A be a non-zero ideal. Then f ∈ H˜(n, R) is uniquely determined by its
Fourier coefficients f 0(1) and f ∗(m) for m✁ A.
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Proof. The Fourier coefficients of f determine the values of f on positively oriented edges
e ∈ E(T )+. Therefore it suffices to show that for every edge e ∈ E(T )−, there exists
γ ∈ Γ0(n) such that γe ∈ E(T )
+. By (2.4), after identifying E(T ) with GL2(F∞)/Z(F∞)I∞,
every edge e ∈ E(T )− is expressed by(
πr∞ u
0 1
)(
0 1
π∞ 0
)
, r ∈ Z, u ∈ F∞.
By the approximation theorem, there exists α ∈ F× such that
ord∞(u− α) ≥ r and
ordp
(
p−ordp(n) − α
)
≥ 0 for all prime p | n.
Writing α = d/c with c, d ∈ A and (c, d) = 1, the above inequalities imply that
c = c1n with c1 ∈ A, and ord∞
(
u−
d
c1n
)
≥ r.
Take a, b ∈ A with ad− bc1n = 1. Then
γ :=
(
a b
c1n d
)
∈ Γ0(n) and ord∞
(
c1nu+ d
c1nπr∞
)
≥ 0.
Therefore γe ∈ E(T )+ as(
a b
c1n d
)
·
(
πr∞ u
0 1
)(
0 1
π∞ 0
)
·
(
1 0
−
(
c1nu+d
c1nuπr∞
)
π∞ 1
)
=
(
−π∞
c1n
uπr∞
0 c1nπ
r
∞
)
.

2.4. Hecke operators and Atkin-Lehner involutions. Given a non-zero ideal m✁A, let
(2.6) Bm =
(
m 0
0 1
)
,
which we consider as a linear operator on R-valued functions on E(T ). Note that the action
of B−1m on functions on E(T ) is the same as the action of the matrix
(
1 0
0 m
)
(since the
diagonal matrices act trivially). For b ∈ A, let Sb :=
(
1 b
0 1
)
. For a prime ideal p✁A, define
the Hecke operators Up and Tp acting on the space of R-valued functions on E(T ) by
f |Up =
∑
b∈A
deg(b)<deg(p)
f |B−1p Sb,
f |Tp = f |Up + f |Bp.
For an ideal m ‖ n, let Wm be any matrix of the form
(2.7)
(
am b
cn dm
)
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such that a, b, c, d,∈ A, and the ideal generated by det(Wm) in A is m. It is not hard to check
that for f ∈ H˜(n, R), f |Wm does not depend on the choice of the matrix for Wm. Moreover,
as R-linear endomorphisms of H˜(n, R), Wm’s satisfy
(2.8) Wm1Wm2 =Wm3 , where m3 =
m1m2
(m1,m2)2
.
Therefore, the matricesWm acting on H˜(n, R) generate an abelian groupW ∼= (Z/2Z)
s, called
the group of Atkin-Lehner involutions, where s is the number of prime divisors of n.
Lemma 2.10. Given a non-zero ideal n ✁ A, the operators Tp (p ∤ n), Up (p | n), and
Wm (m ‖ n) preserve the R-modules H˜(n, R), H(n, R), H0(n, R). Moreover, TpUp′ = Up′Tp,
TpWm = WmTp, and if p ∤ m then UpWm = WmUp.
Proof. The group-theoretic proofs of the analogous statement for operators acting on classical
modular forms work also in this setting; cf. [11, §4.5]. 
Given ideals n,m✁ A, denote
Γ0(n,m) =
{(
a b
c d
)
∈ GL2(A)
∣∣ c ∈ n, b ∈ m} .
Lemma 2.11. We have:
(1) If f ∈ H˜(n, R), then f |Bm is Γ0(nm)-invariant and f |B
−1
m is Γ0(n/(n,m),m)-invariant.
(2) If n is coprime to m and f ∈ H˜(n, R), then
(f |Bm)|Wm = f,
where Wm is the Atkin-Lehner involution acting on H˜(nm, R).
(3) If m ‖ n, (b,m) = 1, and f ∈ H˜(n, R), then
(f |Bb)|Wm = (f |Wm)|Bb,
where on the left hand-sideWm denotes the Atkin-Lehner involution acting on H˜(nb, R)
and on the right hand-side Wm denotes the involution acting on H˜(n, R).
(4) If f ∈ H˜(T , R)Γ∞, then
(f |Bp)|Up = |p| · f.
Proof. This follows from straightforward manipulations with matrices; cf. [1, §2]. 
Lemma 2.12. Assume R is a coefficient ring. For any non-zero ideal m ✁ A and f ∈
H˜(T , R)Γ∞ we have
(f |Bm)
0(πk∞) = f
0(πk−deg(m)∞ )
(f |Bm)
∗(n) = f ∗(n/m).
Proof. See Proposition 2.10 in [4]. 
Lemma 2.13. Assume R is a coefficient ring and f ∈ H˜(n, R) is an eigenfunction of all Tp,
p ∤ n; that is, f |Tp = λpf for some λp ∈ R. Then the Fourier coefficients f
∗(m), with m
coprime to n, are uniquely determined by f ∗(1) and the eigenvalues λp, p ∤ n.
RATIONAL TORSION SUBGROUPS AND EISENSTEIN COCHAINS 11
Proof. This follows from two well-known facts: (1) every Hecke operator Tm, with m coprime
to n, can be expressed as a polynomial in Tp’s with integer coefficients, where p’s are the prime
divisors of m; (2) (f |Tm)
∗(1) = |m|f ∗(m). For more details, see the discussion in [3, §3]. 
As we mentioned, the cusps of Γ0(n) are in bijection with the orbits of the action of Γ0(n)
on
P1(F ) = P1(A) =
{(
a
b
) ∣∣ a, b ∈ A, (a, b) = 1, a is monic} ,
where Γ0(n) acts on P
1(F ) from the left as on column vectors. We leave the proof of the
following lemma to the reader.
Lemma 2.14. Assume n is square-free.
(1) For a monic m|n, let [m] be the orbit of
(
1
m
)
under the action of Γ0(n). Then [m] 6= [m
′]
if m 6= m′, and the set {[m] | m|n} is the set of cusps of Γ0(n). In particular, there are
2s cusps, where s is the number of prime divisors of n.
(2) Since Wd normalizes Γ0(n), it acts on the set of cusps of Γ0(n). We have
Wd[m] =
[
md
(m, d)2
]
.
Definition 2.15. Let n = p1 · · ·ps be a square-free ideal in A with the given prime decom-
position. Let
E = {(ε1, . . . , εs) | εi = ±1, 1 ≤ i ≤ s}.
Let R be a Z[1/2]-algebra and M be an R[W]-module. For each ǫ ∈ E, we let Mǫ be the
maximum direct summand of M on which Wpi acts by multiplication by εi (1 ≤ i ≤ s), so
that
M =
⊕
ǫ∈E
Mǫ.
2.5. Atkin-Lehner type result. The results in this subsection are the analogues for R-
valued pseudo-harmonic cochains of some of the results of Atkin and Lehner [1]. In our proofs
we also use ideas of Ohta from [13, §2.1].
Lemma 2.16. Assume R is a coefficient ring. Let p✁A be a prime such that p ‖ n. Suppose
f ∈ H˜(n, R) is such that f ∗(m) = 0 if p ∤ m. Then there is g ∈ H˜(n/p, R) such that
f = g|Bp and f |Wp = g.
Moreover, if f is harmonic, then so is g.
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Proof. Let g := f |B−1p . By Lemma 2.11 (1), g is Γ0(n/p, p)-invariant and pseudo-harmonic.
Moreover, given a ∈ A and e =
(
πk∞ u
0 1
)
∈ E(T )+,
g
((
1 a
0 1
)
e
)
= f
((
πk+deg p∞ u+
a
p
0 1
))
= f 0(πk+deg p∞ ) +
∑
m✁A
degm≤k+deg p−2
f ∗(div(m)∞k+deg p−2)η(mu+
ma
p
)
= f 0(πk+deg p∞ ) +
∑
m✁A
degm≤k+deg p−2
f ∗(div(m)∞k+deg p−2)η(mu)
= g(e).
The third equality in the above follows from the assumption that f ∗(m) = 0 unless p | m and
η(α) = 1 for every α ∈ A. Moreover, by Lemma 2.2, there exists a constant c ∈ R such that
g
((
1 a
0 1
)
e¯
)
= c+ g
((
1 a
0 1
)
e
)
= c+ g(e) = g(e¯).
Thus g is also Γ∞-invariant. Since the subgroup of GL2(A) generated by Γ0(n/p, p) and Γ∞
is Γ0(n/p), we conclude that g ∈ H˜(n/p, R) (resp. g ∈ H(n/p, R) if f is harmonic).
Now choose some matrix
(
ap b
n dp
)
representing Wp. Since
BpWp =
(
ap2 bp
n dp
)
=
(
p 0
0 p
)(
ap b
n/p d
)
∈ Z(F∞)Γ0(n/p),
we have f |Wp = g|BpWp = g. 
Proposition 2.17. Let n = p1 · · ·ps ✁ A be square-free, and R a coefficient ring. Assume
f ∈ H˜(n, R) is such that f ∗(m) = 0 unless m is divisible by some pi, 1 ≤ i ≤ s. Assume
f |Wps = ±f . Then f
∗(m) = 0 unless m is divisible by some pi, 1 ≤ i ≤ s − 1, when s ≥ 2,
and f ∗(m) = 0 for all m when s = 1.
Proof. Let p | n. Define the analogue of the “annihilator” operator of Atkin and Lehner [1]:
Kp := 1−
1
|p|
UpBp.
Since f |Up ∈ H˜(n, R) satisfies (f |Up)
∗(m) = |p|f ∗(mp) and f |Bp ∈ H˜(np, R) satisfies (f |Bp)
∗(m) =
f ∗(m/p), f |Kp is in H˜(np, R) and has Fourier coefficients
(f |Kp)
∗(m) =
{
f ∗(m) if p ∤ m;
0 if p | m.
Given two distinct primes p, p′ dividing n, Kp commutes with Kp′ and Wp′ ; cf. [16, Lem.
2.23]. Set h := f |
∏s−1
i=1 Kpi ∈ H˜(np1 · · · ps−1, R). Then h
∗(m) = 0 unless ps | m, so Lemma
2.16 implies that there is h′ ∈ H˜(np1 · · ·ps−1/ps, R) such that h = h
′|Bps and h|Wps = h
′. The
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equality h = h′|Bps implies that h
∗(psm) = h
′∗(m) for all m. On the other hand, h|Wps = h
′
implies
h′ = h|Wps = f |
s−1∏
i=1
KpiWps = f |Wps
s−1∏
i=1
Kpi = ±f |
s−1∏
i=1
Kpi = ±h.
Thus h∗(psm) = h
′∗(m) = ±h∗(m) for all m. Now it is easy to see that h∗(m) = 0 for all m,
and therefore f ∗(m) = 0 unless m is divisible by some pi, 1 ≤ i ≤ s− 1. 
3. Eisenstein pseudo-harmonic cochains
Let n✁A be a non-zero ideal. We say that f ∈ H˜(n, R) is Eisenstein if f |Tp = (|p|+1)f for
every prime ideal p✁ A not dividing n. It is clear that Eisenstein pseudo-harmonic cochains
form an R-submodule of H˜(n, R) which we denote by E˜(n, R). Let E(n, R) (resp. E0(n, R),
E00(n, R)) be the intersection of E˜(n, R) with H(n, R) (resp. H0(n, R), H00(n, R)). We have
E˜(n, R) ⊃ E(n, R) ⊃ E0(n, R) ⊃ E00(n, R).
The main goal of this section is to determine E0(n, R) for square-free n. For that purpose,
using E˜ from Example 2.5, we will construct certain explicit Eisenstein pseudo-harmonic
cochains.
Lemma 3.1. For any prime p✁A, we have E˜|Tp = (1+ |p|)E˜. Therefore, E˜(1, R) = H˜(1, R).
Proof. By Lemma 2.10, E˜|Tp ∈ H˜(1, R), and since E˜ spans H˜(1, R), we have E˜|Tp = cE˜ for
some c ∈ R. To find c, it is enough to compute the value E˜|Tp on some ei; it is convenient to
take i = deg(p):
E˜|Tp(edeg(p)) = E˜
((
p2 0
0 1
))
+
∑
deg(b)<deg(p)
E˜
((
1 b
0 p
)(
p 0
0 1
))
= E˜(e2 deg(p)) + |p|E˜(e0) = q
2 deg(p)+1 + qdeg(p)+1 = (|p|+ 1)E˜(edeg(p)).

We will need to know the Fourier coefficient of E˜, which can be computed as follows. First,
E˜0(1) = E˜(e0) = q.
Next, using (2.5) and Lemma 2.8, we compute
E˜∗(1) = −
(
E˜
((
π2∞ π∞
0 1
))
− E˜0(π2∞)
)
= −
(
E˜
((
π2∞ π∞
0 1
))
− q−2E˜
((
1 0
0 1
)))
= −
(
E˜(e0)− q
−2E˜(e0)
)
=
1− q2
q
.
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Finally, since E˜ is an eigenfunction of Tp with eigenvalue |p| + 1 for all prime p, any f
∗(m)
can be computed from f ∗(1); see Lemma 2.13. We get for k ∈ Z and u ∈ F∞,
E˜
(
πk∞ u
0 1
)
= q−k+1
1 + (1− q2) ∑
m∈A,
degm+2≤k
σ(m)η(mu)
 ,
where
σ(m) :=
∑
monic m′∈A,
m′|m
|m′|.
Remark 3.2. In [4], Gekeler introduced the so-called improper Eisenstein series H on T , as
the analogue of the classical Eisenstein series E2(z) =
∑′
c,d∈Z(cz + d)
−2. This function H is
a Γ∞-invariant harmonic cochain on E(T ), which is “half” invariant under GL2(A) in the
sense that H(γe) = H(e) if and only if both e and γe are positively or negatively oriented. It
can be seen from [4, p. 383] that E˜(e) = q ·H(e) for all e ∈ E(T )+, although these functions
are distinct (for example, E˜ is GL2(A)-invariant and is not alternating).
Notation 3.3. From now on n = p1 · · ·ps is a square-free ideal with the given prime decom-
position. Let
ǫH(n) := ((−1)
deg(p1), . . . , (−1)deg(ps)) ∈ E,
1 := (1, 1, . . . , 1) ∈ E.
Also, for a given ǫ = (ε1, . . . , εn) ∈ E and a divisor d | n, put
ǫd =
∏
pi|d
εi ∈ {±1}.
(In particular, ǫpi = εi and ǫ1 = 1.)
Proposition 3.4. Let R be a coefficient ring with (q − 1) ∈ R×. Given ǫ ∈ E, we have
{f ∈ H˜(n, R)ǫ | f ∗(m) = 0 when (m, n) = 1} =
{
H(1, R) if ǫ = ǫH(n),
0 otherwise.
Proof. Let f ∈ H˜(n, R)ǫ and assume f ∗(m) = 0 for all m coprime to n. Then Proposition 2.17
implies that f ∗(m) = 0 for all m. In particular, f ∗(1) = 0. Applying Lemma 2.16 successively
we get that there is g ∈ H˜(1, R) such that f = g|
∏s
i=1Bpi and ǫnf = f |Wn = g ∈ H˜(1, R).
Therefore, there exists a ∈ R such that f = aE˜. This implies
f ∗(1) = aE˜∗(1) =
a(1− q2)
q
= 0.
Since (q − 1) is invertible in R, we must have a ∈ R[q + 1]. From Example 2.5 we conclude
that f ∈ H(1, R) is harmonic. Now it is enough to show that aE˜|Wpi = (−1)
deg(pi)aE˜ for all
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1 ≤ i ≤ s if a ∈ R[q + 1]. For that, let p|n be a prime. By Lemma 2.11 (2), aE˜|BpWp = aE˜.
On the other hand,
aE˜|Bp
((
πk∞ u
0 1
))
= aE˜
((
π
k−deg(p)
∞ up
0 1
))
= aqk−deg(p)+1 = a(−1)k−deg(p)+1
= (−1)deg(p)aE˜
((
πk∞ u
0 1
))
.
Hence aE˜|Wp = (−1)
deg(p)aE˜|BpWp = (−1)
deg(p)aE˜, as was required to be shown. 
Notation 3.5. For ǫ ∈ E, let
Eǫ :=
1
ν(ǫ)
E˜|
s∏
i=1
(1 + εiWpi) =
1
ν(ǫ)
E˜|
s∏
i=1
(1 + εiBpi)
=
1
ν(ǫ)
∑
d|n
ǫdE˜|Bd ∈ E˜(n,Q),
where
ν(ǫ) =
{
1 if ǫ = ǫH(n),
q + 1 otherwise.
(The fact that Eǫ is Eisenstein follows from Lemma 3.1 and the commutativity BdTp = TpBd,
p ∤ d.) Let
N(n, ǫ) :=
s∏
i=1
(1 + εi|pi|).
Remark 3.6. Note that q + 1 divides N(n, ǫ) if ǫ 6= ǫH(n). In particular, N(n, ǫ)/ν(ǫ) ∈ Z.
Also note that (q + 1, N(n, ǫH(n))) = (q + 1, 2
s) = 2b for some 0 ≤ b ≤ s, since
N(n, ǫH(n)) =
s∏
i=1
(1 + (−1)deg(pi)|pi|)
≡
s∏
i=1
(1 + (−1)deg(pi)(−1)deg(pi)) = 2s (mod q + 1).
Lemma 3.7. We have Eǫ ∈ E˜(n,Z)ǫ. Moreover, Eǫ is harmonic if and only if ǫ 6= 1.
Proof. Since E˜ is Z-valued, Eǫ takes values in Z[ν(ǫ)−1]. On the other hand, from the Fourier
expansion of E˜ and Lemma 2.12, one computes
(3.1) (Eǫ)0(1) = q
N(n, ǫ)
ν(ǫ)
and (Eǫ)∗(1) =
1− q2
qν(ǫ)
,
and also that (Eǫ)∗(m) ∈ Z[p−1] for all m. The Fourier expansion (2.5) then implies that Eǫ
on E(T )+ takes values in Z[p−1]; cf. [3, Cor. 3.15].
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Next, using the definition of Eǫ and Example 2.5, we have
Eǫ(e0) =
1
ν(ǫ)
∑
d|n
ǫdE˜|Bd(e0)
=
1
ν(ǫ)
∑
d|n
ǫdE˜(edeg(d)) =
q
ν(n)
∑
d|n
ǫd|d| =
q
ν(n)
N(n, ǫ),
and similarly
Eǫ(e¯0) =
q + 1
ν(n)
∑
d|n
ǫd −
q
ν(n)
N(n, ǫ) =
q + 1
ν(ǫ)
s∏
i=1
(1 + εi)−
q
ν(n)
N(n, ǫ).
Therefore, by Lemma 2.2, for any e ∈ E(T ) we have
(3.2) Eǫ(e) + Eǫ(e¯) = Eǫ(e0) + E
ǫ(e¯0) =
q + 1
ν(ǫ)
s∏
i=1
(1 + εi).
This shows that Eǫ is harmonic if and only if ǫ 6= 1, and that Eǫ(e) ∈ Z[p−1] for all e ∈ E(T ).
Since p and ν(ǫ) are coprime, we conclude that Eǫ takes its values in Z.
It remains to show that Eǫ|Wpi = εiE
ǫ, 1 ≤ i ≤ s. This follows from the definition of Eǫ
and the following observation:
s∏
j=1
(1 + εjWpj )Wpi = (Wpi + εi)
∏
j 6=i
(1 + εjWpj ) = εi
s∏
j=1
(1 + εjWpj ).

The previous lemma allows us to consider Eǫ as an element of E˜(n, R)ǫ for any ring R.
Proposition 3.8. Let R be a coefficient ring with (q − 1) ∈ R×. Assume ǫ 6= ǫH(n). Then
E˜(n, R)ǫ = R · Eǫ,
and
E0(n, R)
ǫ =
{
R
[
N(n,ǫ)
q+1
]
·Eǫ, if ǫ 6= 1;
0, if ǫ = 1.
Proof. Since ǫ 6= ǫH(n), from (3.1) we get (E
ǫ)∗(1) = q−1(1− q) ∈ R×. Given f ∈ E˜(n, R)ǫ, let
f˜ := f −
qf ∗(1)
1− q
Eǫ.
Then f˜ ∈ H˜(n, R)ǫ has f˜ ∗(m) = 0 for every m coprime to n. From Proposition 3.4 we get
f˜ = 0, i.e.,
(3.3) f =
qf ∗(1)
1− q
Eǫ.
Hence E˜(n, R)ǫ is spanned by Eǫ.
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To prove the second claim, assume f ∈ E0(n, R)
ǫ. In particular, f is alternating, so from
(3.3) and (3.2) we get
0 = f(e¯) + f(e) =
q
1− q
(
s∏
i=1
(1 + ǫpi)
)
· f ∗(1).
Thus, when ǫ = 1, we must have f ∗(1) = 0; thus, by Proposition 3.4, f = 0. (Note that∏s
i=1(1 + εi) = 2
s ∈ R×, since p and q − 1 are invertible in R, and one of these numbers is
necessarily even.)
Finally, assume ǫ 6= 1. According to [16, Lem. 2.19], f ∈ H(n, R) is cuspidal if and only if
(f |W )0(1) = 0 for allW ∈W. Since our f is an eigenfunction of all Atkin-Lehner involutions,
we conclude that f is cuspidal if and only if f 0(1) = 0. On the other hand, from (3.1) and
(3.3) we have
f 0(1) =
q2
1− q
·
N(n, ǫ)
q + 1
· f ∗(1).
Since q(q − 1) ∈ R×, we must have f ∗(1) ∈ R
[
N(n,ǫ)
q+1
]
; thus E0(n, R)
ǫ = R
[
N(n,ǫ)
q+1
]
· Eǫ. 
Remark 3.9. Assume R is a coefficient ring with (q − 1) ∈ R×.
(1) Take ǫ ∈ E with ǫ 6= ǫH(n). By (3.2), E
ǫ ∈ H˜(n, R) is harmonic if and only if ǫ 6= 1.
Thus, Proposition 3.8 implies that E˜(n, R)ǫ = E(n, R)ǫ when ǫ 6= 1, and E(n, R)ǫ = 0
when ǫ = 1.
(2) Suppose ǫH(n) 6= 1, i.e., there is a prime factor of n with odd degree. Then by [16,
Lemma 2.7 (1)] we have E0(n, R)
ǫ = E00(n, R)
ǫ for every ǫ 6= ǫH(n).
When ǫ = ǫH(n), (E
ǫ)∗(1) is not invertible in R, so the argument in the proof of Propo-
sition 3.8 does not work. We will deal with this case in three separate propositions, after
proving the following lemma:
Lemma 3.10. Define ǫH(n),s = (ε1, . . . , εs) ∈ E by
εi =
{
(−1)deg pi 1 ≤ i < s;
−(−1)deg ps i = s.
(1) Suppose deg ps is even. Then E
ǫH(n),s|Ups = E
ǫH(n),s.
(2) Suppose deg ps is odd. Let n be an integer dividing both q + 1 and deg ps. Let R be a
coefficient ring. Then for an arbitrary a ∈ R[n], we have
a · EǫH(n),s|Ups = −a · E
ǫH(n),s.
Proof. We can write
EǫH(n),s =
1
q + 1
· EǫH(n/ps)|(1− (−1)deg psBps).
By Lemma 2.11 (4), EǫH(n/ps)|BpsUps = |ps| · E
ǫH(n/ps) and
(|ps|+ 1)E
ǫH(n/ps) = EǫH(n/ps)|Tps = E
ǫH(n/ps)|(Ups +Bps).
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One then gets:
EǫH(n),s|Ups =
1
q + 1
· EǫH(n/ps) |(Ups − (−1)
deg psBpsUps)
=
1
q + 1
· EǫH(n/ps) |(Tps − Bps − (−1)
deg ps |ps|)
=
(
(1− (−1)deg ps) ·
|ps|+ 1
q + 1
)
· EǫH(n/ps) + (−1)deg ps · EǫH(n),s.
Part (1) immediately follows from this; part (2) follows from the observation that if q ≡
−1 (mod n) and deg(ps) is odd, then
|ps|+ 1
q + 1
=
deg(ps)−1∑
i=0
(−1)iqi ≡ deg(ps) (mod n).

Proposition 3.11. Let R be a coefficient ring with (q − 1) ∈ R×. Assume there exists at
most one prime divisor pi of n with deg pi odd. Then
E˜(n, R)ǫH(n) = R · EǫH(n),
and
E0(n, R)
ǫH(n) =
{
R
[
N(n, ǫH(n))
]
· EǫH(n), if ǫH(n) 6= 1;
0, if ǫH(n) = 1.
Proof. When s = 1, i.e., n = p is a prime, take ǫ′ = (−(−1)deg p) ∈ E. Then (Eǫ
′
)∗(1) =
q−1(1− q) ∈ R×. For f ∈ E˜(p, R)ǫH(p), put
f˜ := f −
qf ∗(1)
1− q
Eǫ
′
.
Then by Proposition 2.17, f˜ ∗(m) = 0 unless p | m. Hence by Lemma 2.16, there exists
g ∈ H˜(1, R) = RE˜ such that f˜ = g|Bp and
f˜ |Wp = (−1)
deg p
(
f +
qf ∗(1)
1− q
Eǫ
′
)
= g.
In particular,
g + (−1)deg pg|Bp = g + (−1)
deg pf˜ = 2(−1)deg pf.
Writing g = aE˜ for a ∈ R, we get
g + (−1)deg pg|Bp = aE
ǫH(p)
and so f = (2−1(−1)deg pa) · EǫH(p). This shows
E˜(p, R)ǫH(p) = R · EǫH(p).
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Now suppose s > 1. Without loss of generality, we assume that deg pi is even for 2 ≤ i ≤ s.
Let ǫH(n),s = (ε1, . . . , εs) ∈ E be the element defined in Lemma 3.10. In particular, ǫH(n),s 6= 1
and ǫH(n),s 6= ǫH(n). Given f ∈ E˜(n, R)
ǫH(n), put
f˜ := f −
qf ∗(1)
1− q
EǫH(n),s .
Then, by Proposition 2.17, f˜ ∗(m) = 0 unless ps|m. By Lemma 2.16, there exists g ∈
H˜(n/ps, R) such that f˜ = g|Bps and
f˜ |Wps = f +
qf ∗(1)
1− q
EǫH(n),s = g.
In particular,
g + g|Bps = 2f and g − g|Bps = g − g|Wps =
2qf ∗(1)
1− q
· EǫH(p),s.
Consider the trace map : Trnn/ps : H˜(n, R)→ H˜(n/ps, R) defined by:
Trnn/ps(h) := h + h|WpsUps .
Then Lemma 3.10 (1) implies that
Trnn/ps(E
ǫH(n),s) = EǫH(n),s − EǫH(n),s|Ups = 0.
Therefore
Trnn/ps(g) = Tr
n
n/ps(g|Wps).
The left hand side is equal to (|ps|+1)g as g is of level n/ps, and the right hand side is nothing
but g|Tps. This implies that g ∈ E˜(n/ps, R)
ǫH(n/ps). By induction, there exists a ∈ R so that
g = aEǫH(n/ps), and hence
f = 2−1 (g + g|Bps) = 2
−1a · EǫH(n).
Therefore E˜(n, R)ǫH(n) = R · EǫH(n), which proves the first statement of the proposition. The
second statement now can be deduced by an argument similar to the argument in the proof
of Proposition 3.8. 
Proposition 3.12. Let R be a coefficient ring with (q − 1) ∈ R×. Assume there are at least
two prime factors of n with odd degree, and (q + 1, deg p1, ..., deg ps) is invertible in R. Then
E0(n, R)
ǫH(n) = R
[
N(n, ǫH(n))
]
· EǫH(n).
Proof. For f ∈ E0(n, R)
ǫH(n), put
f˜ := (q + 1)f −
qf ∗(1)
1− q
EǫH(n) ∈ E˜(n, R)ǫH(n).
Then f˜ ∗(m) = 0 for every m coprime to n. By Proposition 3.4, we get f˜ ∈ H(1, R) =
R[q + 1] · E˜. In particular,
(q + 1)2f =
q(q + 1)f ∗(1)
1− q
EǫH(n).
20 MIHRAN PAPIKIAN AND FU-TSUN WEI
As f is cuspidal, we get
(q + 1)2f 0(1) =
q(q + 1)f ∗(1)
1− q
(EǫH(n))0(1)(3.4)
=
q
1− q
· (q + 1)N(n, ǫH(n))f
∗(1) = 0.
For 1 ≤ i0 ≤ s, define ǫH(n),i0 = (ε1, . . . , εs) ∈ E by
εi :=
{
(−1)deg pi if i 6= i0,
−(−1)deg pi if i = i0.
Since s > 1 and there are at least two prime factors of n with odd degree, ǫH(n),i0 6= 1,
ǫH(n),i0 6= ǫH(n) for 1 ≤ i0 ≤ s. Put
f˜i0 := f −
qf ∗(1)
1− q
EǫH(n),i0 .
Then f˜ ∗i0(m) = 0 unless pi0 | m. Hence by Lemma 2.16 there exists g ∈ H(n/pi0 , R) such that
f˜i0 = g|Bpi0 and
f˜i0 |Wpi0 = (−1)
deg pi0
(
f +
qf ∗(1)
1− q
EǫH(n),i0
)
= g.
In particular, we get
(−1)deg pi0g + g|Bpi0 = 2f
and
(−1)deg pi0g − g|Bpi0 = (−1)
deg pi0g − g|Wpi0 =
2qf ∗(1)
1− q
· EǫH(p),i0 .
Adding this equations, we get g = (−1)deg pi0
(
f + qf
∗(1)
1−q
· EǫH(p),i0
)
. Since f is cuspidal,
g0(1) = (−1)deg pi0
qf ∗(1)
1− q
· (EǫH(n),i0 )0(1)
=
q2f ∗(1)
q − 1
·N(n/pi0 , ǫH(n/pi0 )) ·
|pi0| − (−1)
deg pi0
q + 1
.
Therefore, using Lemma 2.12, we obtain
0 = (−1)deg pi0g0(1) + (g|Bpi0 )
0(1)(3.5)
=
q2
1− q
·
(
N(n, ǫH(n)) ·
1− (−1)deg pi0 |pi0 |
q + 1
)
· f ∗(1).
By assumption(
q + 1,
1− (−1)deg p1|p1|
q + 1
, . . . ,
1− (−1)deg ps |ps|
q + 1
)
= (q + 1, deg p1, ..., deg ps) ∈ R
×,
so the equations (3.4) and (3.5) force f ∗(1) ∈ R[N(n, ǫH(n))]. From the Eisenstein property
of f , we get N(n, ǫH(n))f
∗(m) = 0 for every m coprime to n. Therefore, by Proposition 3.4,
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we obtain N(n, ǫH(n))f ∈ H0(1, R) = 0. Finally, from the fact that (q + 1, N(n, ǫH(n))) is a
power of 2, thus invertible in R, we conclude that there exists α ∈ R such that
f = α(q + 1)2f =
q(q + 1)αf ∗(1)
1− q
EǫH(n).
Thus, f ∈ R[N(n, ǫH(n))] ·E
ǫH(n) . 
Given a prime ℓ and a positive integer r, let R
(r)
ℓ := Zℓ[ζp]/ℓ
rZℓ[ζp]. For our purposes, it
suffices to focus on this particular coefficient ring for the remaining case:
Proposition 3.13. Let ℓ be a prime such that ℓ ∤ q(q − 1), ℓ | q + 1, and ℓ | deg pi for
1 ≤ i ≤ s. Then
E˜(n, R
(r)
ℓ )
ǫH(n) = R
(r)
ℓ · E
ǫH(n), ∀r ≥ 1,
and
E0(n, R
(r)
ℓ )
ǫH(n) = R
(r)
ℓ
[
N(n, ǫH(n)
]
· EǫH(n) = 0.
Proof. Note that the statement about E0(n, R
(r)
ℓ )
ǫH(n) follows from the first statement by an
argument similar to the argument in the proof of Proposition 3.8 combined with Remark 3.6.
Thus, it suffices to prove the first statement. Let R = R
(r)
ℓ , which says that R = R[ℓ
r].
First, assume r = 1. By Proposition 3.11 the case when s = 1 holds. Suppose s > 1. Let
ǫH(n),s be defined as in Lemma 3.10. In particular, ǫH(n),s 6= 1, ǫH(n). Given f ∈ E˜(n, R)
ǫH(n),
put
f˜ := f −
qf ∗(1)
1− q
EǫH(n),s .
By Proposition 2.17, f˜ ∗(m) = 0 unless ps | m; Lemma 2.16 then says that there exists
g ∈ H˜(n/ps, R) such that f˜ = g|Bps and
f˜ |Wps = (−1)
deg ps
(
f +
qf ∗(1)
1− q
EǫH(n),s
)
= g.
In particular, we have
(i)
g + (−1)deg psg|Bps = 2(−1)
deg psf,
(ii)
g − (−1)deg psg|Bps = g − (−1)
deg psg|Wps =
2(−1)deg psqf ∗(1)
1− q
· EǫH(p),s.
Consider the trace map : Trnn/ps : H˜(n, R)→ H˜(n/ps, R) defined by:
Trnn/ps(h) := h + h|WpsUps .
Since ℓ · f ∗(1) = 0, by Lemma 3.10 we get Trnn/ps(f
∗(1) · EǫH(n),s) = 0 and
Trnn/ps(g) = (−1)
deg psTrnn/ps(g|Wps).
The left hand side is equal to (|ps| + 1)g as g is of level n/ps, and the right hand side is
nothing but (−1)deg psg
∣∣Tps . This implies that g ∈ E˜(n/ps, R)ǫH(n/ps) (when deg ps is odd,
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we have (|ps| + 1)g = −(|ps| + 1)g = 0). By induction on s, there exists a ∈ R so that
g = aEǫH(n/ps), and hence
f = 2−1 (g + g|Bps) = 2
−1a · EǫH(n).
Now assume r > 1. Given f ∈ E˜(n, R)ǫH(n), consider f mod ℓ ∈ E˜(n, R/ℓR)ǫH(n). Since this
latter module is spanned by EǫH(n), there exists a ∈ R such that
f ≡ a · EǫH(n) mod ℓ,
or equivalently
f − aEǫH(n) ∈ E˜(n, ℓR)ǫH(n).
Note that ℓR is the maximal ideal in R, and the isomorphism ιℓ : R/ℓ
r−1R ∼= ℓR (multiplica-
tion by ℓ) induces the following (group) isomorphism:
E˜(n, R/ℓr−1R)ǫH(n) ∼= E˜(n, ℓR)ǫH(n) .
By the induction on r, there exists b ∈ R/ℓr−1R such that
f − aEǫH(n) = ιℓ(b)E
ǫH(n) ∈ E˜(n, ℓR)ǫH(n).
This completes the proof. 
The results of this section imply the following:
Theorem 3.14. Let n =
∏s
i=1 pi ✁ A be a square-free ideal. Given a prime number ℓ not
dividing q(q − 1) and a positive integer r, we have that for ǫ ∈ E,
E0(n,Z/ℓ
rZ)ǫ ∼=
{
Z/(ℓr, N(n,ǫ)
ν(ǫ)
)Z, if ǫ 6= 1;
0, if ǫ = 1.
Proof. This follows from the observation that the coefficient ring Zℓ[ζp]/ℓ
rZℓ[ζp] is a free
Z/ℓrZ-module; cf. the proof of Corollary 6.9 in [14]. 
4. Proof of the main theorem
Let Ω, X0(n), J0(n), C(n), T (n) be as in the introduction. The Hecke operators Tp may also
be defined as a correspondences on X0(n), so Tp induce endomorphisms of J0(n). Similarly,
the Atkin-Lehner involutions induce automorphisms of J0(n). Let O(Ω)
× be the group of
non-vanishing holomorphic rigid-analytic functions on Ω. The group GL2(F∞) act on O(Ω)
×
via (f |γ)(z) = f(γz). To each f ∈ O(Ω)× van der Put associated a harmonic cochain
r(f) ∈ H(T ,Z) so that the sequence
(4.1) 0→ C×∞ → O(Ω)
× r−→ H(T ,Z)→ 0
is exact and GL2(F∞)-equivariant; cf. [19, Thm. 2.1], [9, (1.7.2)]. Let ∆(z) ∈ O(Ω)
× be the
Drinfeld discriminant function defined on page 183 of [5, p. 183]. For a non-zero ideal m✁A,
let
∆m(z) := ∆|Bm(z) = ∆(mz).
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From now on we assume n = p1 · · · ps is square-free with the given prime decomposition.
Given ǫ ∈ E, we set
∆ǫ :=
∏
d|n
∆ǫdd ∈ O(Ω)
×.
(Recall that ǫd =
∏
pi|d
εi; see Notation 3.3.)
The harmonic cochain r(∆) has been extensively studied by Gekeler in [4], [5], where he
shows that r(∆) = q(1−q)H ; see Remark 3.2. Therefore, by the same remark, for e ∈ E(T )+,
r(∆)(e) = (1− q)E˜(e) and r(∆)(e¯) = (q2 − 1) + (1− q)E˜(e¯).
More importantly for us, we also get
Eǫ(e) =
1
ν(ǫ)(1− q)
r(∆ǫ)(e)
for all e ∈ E(T )+. The above equality holds for all e ∈ E(T ) if and only if ǫ 6= 1, since Eǫ
is harmonic if and only if ǫ 6= 1; see Lemma 3.7.
Lemma 4.1. Let ℓ be a prime number not dividing q(q − 1). Let ℓn be the largest power of ℓ
such that there exists an ℓn-th root of ∆ǫ in O(Ω)×. Then ℓn divides ν(ǫ).
Proof. The following argument is essentially due to Gekeler; cf. [5, Cor. 3.5]. Let f ∈ O(Ω)×
be such that f ℓ
n
= ∆ǫ. Since r(f) ∈ H(T ,Z) is Γ∞-invariant, it has Fourier expansion.
Moreover, the Fourier coefficients are in Z[p−1]. On the other hand,
r(f)0(1) = ℓ−nr(∆ǫ)0(1) =
ν(ǫ)(1− q)
ℓn
(Eǫ)0(1) =
qN(n, ǫ)(1− q)
ℓn
,
r(f)∗(1) = ℓ−nr(∆ǫ)∗(1) =
ν(ǫ)(1− q)
ℓn
(Eǫ)∗(1) =
(1− q)2(1 + q)
qℓn
.
Thus, ℓn divides N(n, ǫ) and (q + 1); thus ℓn divides ν(ǫ); cf. Remark 3.6. 
The cusps of X0(n) are in natural bijection with the cusps of Γ0(n) \T , and this bijection
is compatible with the action of Hecke operators and Atkin-Lehner involutions; cf. [9, (2.6)].
We will use the notation introduced in Lemma 2.14 for the cusps of X0(n). Define a cuspidal
divisor Dǫ on X0(n) by
Dǫ =
∑
d|n
ǫd[d].
Note that
deg(Dǫ) =
∑
d|n
ǫd =
n∏
i=1
(1 + εi).
Hence deg(Dǫ) = 0 if ǫ 6= 1, and we can consider the class of Dǫ in C(n), which by abuse of
notation we denote by the same symbol. Let 〈Dǫ〉 be the finite cyclic subgroup generated by
Dǫ in C(n).
Proposition 4.2. Assume ǫ = (ε1, . . . , εs) 6= 1.
(1) We have Wpi(D
ǫ) = εiD
ǫ, 1 ≤ i ≤ s.
(2) Let ℓ be a prime number not dividing q(q−1). Let N be the order of Dǫ in C(n). Then
ordℓ(N) ≥ ordℓ(N(n, ǫ)/ν(ǫ)).
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Proof. Using Lemma 2.14, we compute
Wpi(D
ǫ) =Wpi
∑
d|n, pi|d
ǫd[d] +Wpi
∑
d|n, pi∤d
ǫd[d] =
∑
d|n, pi|d
ǫd[d/pi] +
∑
d|n, pi∤d
ǫd[dpi]
= εi
∑
d|n, pi|d
ǫd/pi [d/pi] + εi
∑
d|n, pi∤d
ǫdpi [dpi] = εiD
ǫ,
which proves part (1).
By formulas (3.10) and (3.11) in [5], for divisors m and d of n we have
ord[m]∆d = ordWd[m]∆ =
|n| · |(m, d)2|
|m| · |d|
.
Therefore
ord[m]∆
ǫ =
|n|
|m|
∑
d|n
ǫd
(m, d)2
|d|
=
|n|
|m|
∏
pi|m
(1 + εi|pi|)
∏
pi∤m
(1 + εi|pi|
−1)
=
∏
pi|m
(1 + εi|pi|)
∏
pi∤m
(|pi|+ εi) = ǫn/mN(n, ǫ) = ǫmǫnN(n, ǫ).
This implies
div(∆ǫ) =
∑
m|n
(ord[m]∆
ǫ)[m] = ǫnN(n, ǫ)
∑
m|n
ǫm[m] = ǫnN(n, ǫ)D
ǫ.
It is easy to see from this equality that if ordℓ(N) < ordℓ(N(n, ǫ)/ν(ǫ)), then ∆
ǫ has an ℓn-th
root in O(Ω)× with n > ordℓ(ν(ǫ)). But this would contradict Lemma 4.1. 
Theorem 4.3. Let ℓ be a prime number not dividing q(q − 1). Then
C(n)ǫℓ = T (n)
ǫ
ℓ
∼=
{
Zℓ
/N(n,ǫ)
ν(ǫ)
Zℓ, if ǫ 6= 1;
0, if ǫ = 1.
Moreover, if ǫ 6= 1, then Dǫ generates T (n)ǫℓ .
Proof. As is explained in [16, §7.1], the canonical specialization of T (n) into the component
group Φ∞ at ∞ of the Ne´ron model of J0(n) induces an injective homomorphism
T (n)ℓ →֒ E00(n,Zℓ/ℓ
nZℓ)
for any n ≥ ordℓ(#Φ∞). Moreover, as follows from the discussion in [15, §2.6], the above
homomorphism is compatible with the action of W. Therefore, we have
(4.2) 〈Dǫ〉ℓ ⊆ C(n)
ǫ
ℓ ⊆ T (n)
ǫ
ℓ ⊆ E00(n,Zℓ/ℓ
nZℓ)
ǫ ⊆ E0(n,Zℓ/ℓ
nZℓ)
ǫ.
By Theorem 3.14, if ǫ = 1 then E0(n,Zℓ/ℓ
nZℓ)
ǫ = 0, and the claim of the theorem follows.
Next, assume ǫ 6= 1. By Theorem 3.14, E0(n,Zℓ/ℓ
nZℓ)
ǫ ⊆ Zℓ
/N(n,ǫ)
ν(ǫ)
Zℓ. On the other hand,
by Proposition 4.2, we have Zℓ
/N(n,ǫ)
ν(ǫ)
Zℓ ⊆ 〈D
ǫ〉ℓ. Comparing the orders of the groups, one
immediately deduces that the inclusions in (4.2) are equalities, which implies the claim of the
theorem in this case. 
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Remark 4.4. The Jacobian variety J0(n) has bad reduction at ∞ and at the primes dividing
n. A crucial role in the previous proof plays the fact that the canonical specialization ℘∞ :
T (n)ℓ → Φ∞ is injective if ℓ ∤ (q − 1). One can also consider the specializations ℘pi : T (n)→
Φpi into the component groups of J0(n) at finite places. The behaviour of these maps is
somewhat different from ℘∞. Without loss of generality, we consider ℘p1 . The reduction
X0(n)Fp1 consists of two irreducible components Z and Z
′, both isomorphic to X0(n/p1)Fp1 ,
intersecting transversally at certain points. The Atkin-Lehner involution Wp1 interchanges Z
and Z ′. The reductions of the cusps lie in the smooth locus, and no two cusps reduce to the
same point. Moreover, the reductions of all [m], with p1 ∤ m, lie on one component, say Z,
and the reductions of [m], with p1|m, lie on the other component Z
′. This implies that
℘(Dǫ) =
s∏
i=2
(1 + εi)Z + ε1
s∏
i=2
(1 + εi)Z
′ = (1− ε1)
s∏
i=2
(1 + εi)(Z − Z
′).
Let z := Z − Z ′. We conclude that ℘(Dǫ) = 2sz if ǫ = (−1, 1, . . . , 1), and ℘(Dǫ) = 0
otherwise. By the argument in the proof of Lemma 8.3 in [15], if ℓ ∤ (q + 1), then
(Φp1)ℓ = 〈z〉ℓ.
Moreover, by [16, Thm. 5.3], if ℓ ∤ (q2 − 1), then
(Φp1)ℓ
∼= Zℓ/N(n, ǫ)Zℓ, where ǫ = (−1, 1, . . . , 1).
Overall, we see that for ℓ ∤ (q2 − 1), the map ℘p1 : C(n)
ǫ
ℓ → (Φp1)ℓ is an isomorphism if
ǫ = (−1, 1, . . . , 1), and is 0, otherwise.
Proposition 4.5. Assume n = p1 · · · ps is square-free. Then the exponent of C(n) divides
ρ(n) :=
s∏
i=1
(
(|pi| − 1)(|pi|+ 1)
s−1
)
.
In particular, C(n)p = 0.
Proof. When n is prime (i.e., s = 1), this follows from a result of Gekeler; cf. [5, Cor. 3.23].
Now suppose s > 1. Take p = p1 and n
′ := n/p. Let πp : X0(n) → X0(n
′) be the canonical
projection map, and π˜p := πp ◦Wp. For each cusp [m]n′ of X0(n
′) (m | n′), we have
π∗p([m]n′) = |p|[m]n + [mp]n ∈ Div(X0(n))
π˜∗p([m]n′) = |p|[mp]n + [m]n ∈ Div(X0(n)).
Thus
|p| · π∗p([m1]n′ − [m2]n′)− π˜
∗
p([m1]n′ − [m2]n′) = (|p|
2 − 1)([m1]n − [m2]n),
|p| · π˜∗p([m1]n′ − [m2]n′)− π
∗
p([m1]n′ − [m2]n′) = (|p|
2 − 1)([m1p]n − [m2p]n),
and
π∗p([m1]n′ − [m2]n′)− π˜
∗
p([m1]n′ − [m2]n′) = (|p| − 1)
(
([m1]n − [m1p]n)− ([m2]n − [m2p]n)
)
.
By induction hypothesis we have ρ(n′) ·
(
[m1]n′ − [m2]n′
)
= 0 ∈ C(n′) for m1,m2 | n
′. Therefore
ρ(n′)(|p|2 − 1)([m1]n − [m2]n) = ρ(n
′)(|p|2 − 1)([m1p]n − [m2p]n) = 0 ∈ C(n)
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and
ρ(n′)(|p| − 1)
(
([m1]n − [m1p]n)− ([m2]n − [m2p]n)
)
= 0 ∈ C(n)
for every m1,m2 | n
′. Moreover, we have
div
(
∆
∆p
)
= (|p| − 1)
∑
m|n′
|n′|
|m|
([m]n − [mp]n) ∈ Div
0(X0(n)).
Thus for every m1 | n
′,
ρ(n′) · div
(
∆
∆p
)
= ρ(n′)(|p| − 1)
∑
m|n′
|n′|
|m|
 · ([m1]n − [m1p]n)
= ρ(n′)(|p| − 1)
∏
p′|n′
(|p′|+ 1)
 · ([m1]n − [m1p]n).
Hence we conclude that for every m1,m2 dividing n,ρ(n′) · (|p|2 − 1)∏
p′|n′
(|p′|+ 1)
 · ([m1]n − [m2]n) = ρ(n) · ([m1]n − [m2]n) = 0 ∈ C(n).

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