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Over the past three decades, Portugal has developed a strong
economic dependence on tourism, which has several implications for
the country’s overall economic development. Tourism is an activity
that is interrelated strongly with the economic system since Portugal
as a whole and specific regions in particular rely on the performance
of tourism for their economic activity. Moreover, because economic
cycles affect tourism development, it is highly vulnerable to
economic fluctuations. Most tourists who visit Portugal are from the
European Union, especially Western Europe. Statistics are based on
the number of overnight stays in hotel accommodation and other
similar establishments. In 2005, the main source markets were the
UK (30.7%), Germany (16.5%), Spain (11.5%), the Netherlands
(6.8%), France (4.7%), Ireland (3.6%) and Italy (3.1%). These values
show that the UK has the greatest share of visitors to Algarve. The
purpose of this paper is to propose a modelling approach that best
fits the tourism flow pattern in order to support forecasting. The
paper contributes to our understanding of the relationship between
economic cycles and tourism flows to Portugal (Algarve) and explores
the potential of applying the diffusion index model proposed by
Stock and Watson (1999, 2002) for tourism demand forecasting.
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The service economy is a growing driving force, flourishing in most OECD
countries. It represents a large share of economic activity and its importance
is increasing. Tourism is a large, complex and fragmented industry and represents a
key component of the service economy, constituting 30% of the international
services trade in OECD economies. In terms of revenue, OECD countries
generate about 70% of the world’s tourism activity. Although it has expanded
dramatically over the past 30 years, the tourism industry looks set to continue
expanding as societies become more mobile and prosperous.
Portugal is an example of a country with a strong economic dependence on
tourism. This sector is responsible for about 8% of GDP and 10% of
employment. The increasing number of tourists and tourism’s strategic
importance in terms of revenue and employment, as well as in terms of direct
and indirect effects on several other economic sectors, have led economic agents
to adopt important dynamic measures in relation to supply. Portugal has been
able to keep its international market share despite the growing number of
competing markets that are once again attracting tourists to traditional
destinations. In 2004, Portugal was ranked 19th among the main tourist
destinations, having received over 11.6 million tourists, and 21st in terms of
revenue, which generated €6.3 billion.
The sector’s strategic importance is well recognized by the leading authorities
in Portugal. According to the State Budget for 2007, the Tourism National
Strategic Plan looks to develop measures to increase the quality of and diversify
tourism demand in Portugal in order to capture tourist flows well above the
European average and to increase the average revenue per tourist. To achieve
this, the government intends to strengthen the tourism sector by stimulating
the strategic convergence and the efficiency of promotional investments in
target foreign markets.
This dependency generates several issues for the country’s overall economic
development. Tourism is an activity that is interrelated strongly with the
economic system since Portugal and specific regions in particular rely on
tourism for their economic stability. However, economic cycles impact on the
development of the tourism industry, which is prone to unstable economic
fluctuations.
The majority of tourists that visit Portugal are from western EU countries.
Statistics are based on the number of overnight stays in hotel accommodation
and other similar establishments. In 2005, the main source markets were the
UK (30.7%), Germany (16.5%), Spain (11.5%), the Netherlands (6.8%), France
(4.7%), Ireland (3.6%) and Italy (3.1%). These values show that the UK holds
the strongest share of visitors coming to Algarve.
The purpose of this paper is to propose a modelling approach that best fits
the tourism flow pattern in order to support forecasting decisions. Recent
literature has shown that the lack of parsimony may be an important deter-
minant of forecast failure. Hence, factor models will play an important role in
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this context, particularly because they enable all information, represented in a
large set of variables, to be captured by a small number of common factors.
As pointed out by Ferreira et al (2005), at least two distinct strands of literature
adopt this method: (i) dynamic factor models (see inter alia Sargent and Sims,
1977; Engle and Watson, 1981; Geweke and Singleton, 1981; Stock and
Watson, 1989, 1998; Quah and Sargent, 1993; and Kim and Nelson, 1998);
and (ii) the diffusion index models (see, for instance, Connor and Korajczyk,
1993; Forni and Reichlin, 1996, 1998; Geweke and Zhou, 1996; and Stock
and Watson, 1998, 2002). The former represents studies that look to estimate
unobservable common factors among some macroeconomic variables, while the
latter use principal components (PCs) to estimate the common factors. For the
purpose of empirical analysis, we consider the number of overnight stays in
hotel accommodation and similar establishments by tourists from the UK in
Algarve, one of the Portuguese regions where dependence on tourism is quite
evident.
This paper applies the diffusion index model, proposed by Stock and Watson
(1999, 2002), to forecast tourism demand. Stock and Watson (1999, 2002) have
shown that the information contained in a large set of variables can be
summarized through the use of dynamic factor models, where a small number
of unobserved common factors may capture co-movements across series. The
diffusion index model proposed by Stock and Watson (1999, 2002) has been
applied successfully in the forecasting of macroeconomic time series (see, inter
alia, Stock and Watson, 1999, 2002; Angelini et al, 2001; Marcelino et al, 2003;
Shintani, 2004; and Heij et al, 2006) and it has been shown to outperform
traditional time series models in terms of forecasts. Recently, Breitung and
Eickmeier (2005) have also pointed out that factor models are more
advantageous than other models since (i) they can cope with many variables
without running into problems of scarce degrees of freedom; (ii) idiosyncratic
movements which possibly include measurement errors and local shocks can be
eliminated; (iii) they remain agnostic about the structure of the economy; and
(iv) they do not need to rely on overly tight assumptions, as is sometimes the
case in structural models.
The paper is organized as follows. The next section describes briefly the data
considered; the subsequent section introduces the diffusion index forecast model
methodology; we then describe the construction of the models used in the
forecasting exercise and present the results of the forecast study; and, finally,
we present our conclusions.
The data
For the purposes of empirical analysis, we consider the number of overnight
stays in hotel accommodation and similar establishments in Algarve by UK
tourists. The sample period considered is from January 1987 to December 2005.
The data are taken from statistics published by the Portuguese Office for
National Statistics. Following Stock and Watson (1998), we need to ensure that
the series are stationary. Thus, the transformation of the variables that were
considered is such that it induces stationarity.
Figures 1 and 2 present the proxy considered for British tourism demand
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Figure 1. Number of overnight stays of British tourists.
Figure 2. Mean annual growth rate of overnight stays of British tourists.
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for Algarve used in this study. Specifically, the objective will be to forecast the
transformed series presented in Figure 2, that is, the mean annual growth rate.
Figure 1 depicts clearly the strong and slow changing seasonal pattern, which
is characteristic of this series. Figure 2 presents the mean annual growth rate
of the number of overnight stays of British tourists, which is the variable that
will be analysed in this study.
The diffusion index forecast model methodology
The first step when building a tourism demand forecast model based on
diffusion index models is related to the analysis between tourism demand and
economic variables synchronization. The PC approach is intended to identify
and explore the existing lags in the behaviour of the main macroeconomic
variables and their effects on the level of tourism demand. Within this frame-
work, we look to identify the factors that may be considered as coincident,
lagging or leading indicators of the tourism demand flows; for details on this
type of analysis, see Gouveia and Rodrigues (2005).
Identification of principal components
We consider a set of N variables xt
*, with t = 1,2,...,T, represented as the sum
of two mutually orthogonal unobservable components: the common r-dimen-
sional component Ft and the idiosyncratic N-dimensional component εt; that
is,
xt
* = ΛFt + εt, (1)
where xt
* = [x*1t,...,x
*
Nt]′ is an N × 1 vector, Λ represents the N × r dimensional
matrix of factor loadings relating to the common factors of the observed series
and Ft = [f1,…, fr]′ is an r × 1 vector of common factors. The estimated factors
are:
    X^Λ^F = ––– ,
     N
where ^Λ is equal to N½ times the eigenvectors of X′X.
The main advantage of (1) is that it allows for the estimation of factors by
PCs. Stock and Watson (1998) show that factors estimated by PCs are consistent
as the number of variables increases (that is, tends to infinity), even for a fixed
time period of the series, which is an interesting characteristic for empirical
applications.
In this paper, the variable xt
* is computed as:
     1 11
xt
* = –– Σ [ln(xt–s) – ln(xt–12–s)], (2)
     12 s=0
which represents the mean annual growth rate of xt. The objective of this
transformation is to eliminate the seasonal component and to reduce the effect
of short-run movement. For the UK confidence indicators, no transformation
is applied since these variables take positive and negative values and present
reduced variability in the short run.
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Factor selection
The selection of the PCs to be included in the forecasting model is based on
the maximum value of the coefficient of determination obtained from separate
regressions between the tourism demand proxy and each identified factor lagged
up to h periods (with h = 1,...,hmax, where hmax represents the maximum
forecasting period). In this way, the recursive nature of the forecasting process
and the inclusion of the factors with the highest forecasting power is considered
for each time horizon, h.
Estimation of the forecast model
For the purpose of forecasting, we consider the following model:
yt = µ0 + 
p
Σ
i=1
 αiyt–i + 
k
Σ
v=1
 
qv
Σ
j=1
 αvj 
^
fv,t–h–j + et , (3)
where k is the number of factors and p and qv represent the maximum lag order
of autoregressive and factor components, respectively.
The forecasts can be obtained from the expression:
^yt+ht = ^µ0 + 
p
Σ
i=1
 ^αiyt–i + 
k
Σ
v=1
 
qv
Σ
j=1
 ^αvj 
^
fv,t–j . (4)
In this model, yt represents the mean annual growth rate of the number of
overnight stays in hotel accommodation and similar establishments by British
tourists, and is computed following (2).
The reasons for including the h order lag in the model are twofold. First,
it allows us to explore the potential lag between the behaviour of the economic
variables and the evolution of tourism demand and, second, omitting such lags
would require the forecasting of both the behaviour of the dependent variable
and the set of factors used as explanatory variables.
The forecasting models are re-estimated recursively over this forecasting
period. In other words, the appropriate PC lags and autoregressive orders are
re-specified recursively during the forecast period. Furthermore, to guarantee
parsimonious models, we consider the most significant order of the autoregressive
components by excluding the non-significant components at a 5% significance
level and controlling for autocorrelation in the residuals (see Rodrigues and
Gouveia, 2004).
Measuring forecast performance
To evaluate forecast accuracy, we consider the use of the last m sample
observations to evaluate h step-ahead forecasts generated from models fitted to
the first (T – m) observations. Although many measures of forecast accuracy are
available, we follow much of the literature in basing our evaluation on the root
mean squared prediction error (RMSPE), defined as:
                   1           m
RMSPE(h) =   –––––––––  Σ ( ^yT+jT+j–h – yT+j)2 ,
               m – h + 1  
j=h
329UK tourism growth cycle in Algarve
Table 1. Principal components.
Factor Percentage of variance Explained accumulated
explained by each factor percentage of variance
F1 46.09 46.09
F2 13.24 59.33
F3 9.15 68.48
F4 7.00 75.48
F5 5.85 81.32
F6 4.56 85.88
F7 3.24 89.12
F8 2.54 91.66
F9 2.49 94.15
F10 1.66 95.82
F11 1.02 96.83
F12 0.87 97.71
F13 0.60 98.30
F14 0.48 98.79
F15 0.39 99.17
where ^yT+jT+j–h is the h step-ahead forecast made for period (T + j) based on
data available at (T + j – h). Results are computed for horizons h = 1,...,hmax,
where hmax is the maximum forecast horizon.
Empirical study
Diagnostic results
For purposes of empirical analysis, we consider a set of 50% of the variables
with the highest performance in terms of the coefficient of determination
obtained from regressing the tourism demand proxy on each variable. From the
120 original economic variables, we selected the best 60 variables using this
indicator. However, the selection of the initial data set is still an issue that
deserves further research development.
From the set of the 60 economic variables selected, 15 PCs were extracted,
corresponding to 99.17% of total variance. The percentage of variance explained
by each factor is presented in Table 1.
It is noticeable that F1, F2 and F3 are the three components that explain
the largest proportion of the variance to a total of 68.48%. The next step of
the analysis is related to the selection of the PCs. Table 2 presents the
coefficients of determination obtained from regressing the tourism demand
proxy on each factor, representing a total of 15 regressions, for different lagging
periods and considering the best 50% variables (we also considered the
analysis using the 75% variables, but the results did not show any qualitative
differences).
In order to select the set of factors to include in the model, 15 factors were
analysed, although at the forecast level only a maximum of 6 factors was
considered for each forecast horizon. Table 3 allows us to rank the models and
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help select the factors used in the forecasting exercise. It reveals that F1, F2
and F9 are ranked in the first positions for different time lags and therefore
they present the largest explanatory power. Nevertheless, F9 explains only
2.49% of the variance of the selected set of variables.
Regarding the selected components, while the first component essentially is
influenced by USA Broad Money, ECU/Euro versus Japanese Yen exchange rates
and some other exchange rate variables, reflecting also the European economic
cycle, the second factor is influenced mostly by the performance of the USA.
These results allow us to conclude that tourism demand growth is influenced,
firstly and mainly by the change of relative prices (price sensitivity) and,
secondly, by the change in the dynamics of economic activity, represented in
terms of the effects on income. The behaviour of the first and second
components reflects the adjustment period (lag) between the evolution of the
economic variables and the growth of tourism demand, which allows for the
use of these components as leading indicators of the tourism activity cycle. On
the other hand, the 9th PC may be used as a coincident indicator of the pro-
and anti-cyclical behaviour of the components. The factor loadings for the
selected PCs are presented in a comprehensive manner in Table 4.
Forecasting study
Comparison models
In order to evaluate the quality of the forecasts obtained from the index models,
we compare these with forecasts obtained from models used frequently in the
literature, namely, the autoregressive moving average (ARMA) model and the pure
autoregressive (AR) model.
The ARMA(p,q) model includes both autoregressive and moving average
terms:
yt = µ0 + 
p
Σ
i=1
 φiyt–i +
 q
Σ
j=1
 θj ut–j + ut , (5)
where p and q are the lag orders of the autoregressive and moving average
components, respectively; whereas the AR(p) model results from (5) by
considering q = 0. For more details on these models see, inter alia, Hamilton
(1994).
Forecast design
We study the effects that the number of factors considered in the model have
on forecasting accuracy. We consider k = 1,...,6 (where k represents the number
of factors in the model). The lag orders of the factor and autoregressive
components are based on the follow-up elimination of insignificant regressors.
In this analysis, we consider several model specifications. We chose a maximum
value for the PC and autoregressive lag order which was defined as [pmax(PC)]
and [pmax(AR)], respectively, lying between 1 and 4. On the other hand, the
number of PCs in model k can lie between 1 and 6. To analyse the quality
of the forecasts, we use the RMSPE, with m = 6. All forecasting models are
re-estimated recursively over this forecasting period. In addition, models that
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require specification of the appropriate PC lags and autoregressive orders are
also re-specified recursively during the forecast period. The PCs introduced in
the diffusion index model are chosen by considering the results in Table 2.
Forecast results
The forecast results are presented in Table 5. The upper part presents the
RMSPE using different specifications of the ARMA and the diffusion index
model for different horizons. The bottom part compares the performance of the
different models with the ARMA(1,1) model by considering the ratio of their
RMSPEs. Note that the ARMA(1,1) model is used frequently in the literature
as the benchmark model.
From Table 5, we observe that, on average, all diffusion index models
outperform the ARMA(1,1) model. Moreover, this superiority is confirmed by
analysis of the comparative performance on a month-to-month basis. In fact,
almost all diffusion index models outperform the ARMA(1,1) model as the
ratios of the corresponding RMSPEs are below unity. The only exceptions are
models M6, M8, M11 and M12 for h = 1.
Interestingly, out of the two ARMA models and the two AR models
considered, the AR(12) seems to display the best forecast performance for the
generality of the forecast horizons considered. Moreover, when comparing the
results of the ARMA models with those of the diffusion index models, we
observe that the worse performing diffusion index model at each forecast
horizon (h = 1,…,12) in terms of RMSPE is very similar to the results of the
best performing ARMA model, the AR(12), exceeding it marginally in a few
cases only.
The analysis clarifies the superiority of the diffusion index models for all
forecast horizons since, as can be observed from the highlighted values, the
longer the forecast horizon, the greater is the difference between the ARMA(1,1)
and the diffusion index models. This may be interpreted as positive evidence
towards the choice of diffusion index models for long-term forecasting purposes.
For the diffusion index models, the best performance can be observed for M8,
M7 and M18.
Conclusion
This paper provides a pioneering approach in forecasting tourism demand,
representing an improvement in forecasting performance. We use the depend-
ence between economic and tourism growth cycles to determine our forecasts.
We use the diffusion index model proposed by Stock and Watson (1998, 2002)
which allows the information contained in a large number of variables to be
summarized properly using dynamic factor models, where a small number of
unobserved common factors capture co-movements across different series.
The analysis shows that tourism demand growth is influenced mainly by both
exchange rate variables and the performance of the US economy. The superiority
of the diffusion index model for forecasting purposes is observed when compared
with traditional models such as ARMA and AR models. The analysis confirms
the superiority for all forecast horizons. Specifically, the longer the forecast
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horizon, the greater is the difference between the ARMA and the diffusion
index model.
The improved forecasting performance obtained in this study raises several
interesting issues for future research, such as, for instance, using the diffusion
index approach to construct leading indicators for tourism demand; and the
importance of addressing the problem of selecting the initial data set.
The economic cycle can introduce asymmetry in tourism variables. Hence,
we believe also that forecast gains might be obtained with non-linear versions
of diffusion index models, which is an issue presently under analysis by the
authors. The introduction of seasonality in the model, in order to allow for
forecasting with seasonally unadjusted time series, is another research route.
Following Stock and Watson (2002), in future research we may consider a
computational algorithm for estimating the PCs with mixed frequency initial
data set. Moreover, in order to improve the forecast performance, the problem
of variable selection using alternative criteria (for example, Akaike information
criterion and Bayesian information criterion) also requires some reflection.
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