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ABSTRACT
The integration of power electronics in series-connected photovoltaics (PV)
has provided a new approach to handling the well-known current mismatch
problem. One such technique, known as differential power processing (DPP),
has demonstrated high efficiency mismatch handling, as well as scalability,
in PV applications. This thesis investigates the potential benefits of DPP
in large-scale solar arrays. Mitigating mismatch is an important design pa-
rameter in the layout and orientation of solar arrays. To compare different
designs, a solar simulator is developed which models annual energy produc-
tion for arrays with and without DPP. Models for expected sources of loss
are implemented to determine any improvement DPP offers over conventional
methods.
Two common and predictable sources of mismatch are self-shading and dif-
fuse masking. Both these shading effects are influential in designing arrays.
The simulation model is used to compare the impact of these two effects.
Annual solar data, given in hourly measurements, is used to simulate the
arrays. A test site is chosen to provide an in-depth analysis of DPP im-
provements. Results are then extended to sites across the United States to
show the broader benefits of DPP. Analysis shows DPP improves the energy
output per unit area of arrays, compared to conventional arrays. This is ac-
complished in two ways: array size can be reduced without sacrificing energy
production, or energy production for identically sized arrays is increased.
In addition to self-shading and diffuse masking, an analysis is performed
on the effects of factory binning. Factory binning is assumed to be a static
source of mismatch which will persist and worsen over the life of the array.
Variations in panels are modeled using a bi-variate Gaussian distribution. A
Monte Carlo simulation is used to quantify the impact of factory binning on
an array’s power output. With DPP, energy reduction due to factory binning
is significantly decreased. Results indicate that arrays with DPP can handle
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wider ranges of binning mismatch than conventional arrays. This could ul-
timately decrease the installed price of installations, as both manufacturers
and installers do not need to follow such stringent binning techniques.
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CHAPTER 1
INTRODUCTION
1.1 Introduction
Photovoltaics (PV) are perhaps the most scalable renewable energy source
currently in widespread use. A PV system can range from a of couple cells
connected together to charge small electronics to thousands of panels making
up a utility-scale array. This versatility has made it an attractive method
for offsetting energy demands in numerous applications. Advancements in
PV technology over the past decade have to led to decreased production
costs and increased solar installations in residential, commercial and utility
markets [1],[2]. PV technology is characterized by high initial costs, but
low maintenance and operating costs. Revenue is generated through either
reducing the use of fossil fuels or selling surplus energy back to the grid.
Arrays have relatively long lifetimes and most manufacturers guarantee their
panels to last 25 years with minimal degradation ( <0.5% per year)[3].
The drive to improve solar technology is summarized by two objectives:
lowering installed PV costs and increasing energy production. Reduced costs
will probably not be achieved through a breakthrough in one sector of the
PV market. Rather, each step of the process, from manufacturing to installa-
tion, will need to find better and more efficient means of operation. Likewise,
energy output in solar arrays relies on a number of variables including site
insolation, array design, and mitigating sources of loss. Some locations are
better suited for PV than others and receive a greater average number of
sunlight hours. However, this single distinction does not discount arrays in
more temperate locations. Electricity price has a large influence on deter-
mining the economic viability of arrays. Installation in regions with high
energy costs can offset lower production [4].
Array design is becoming increasingly important as PV installations gain
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ground in new markets. With rising electricity prices, energy dense PV
installations are becoming a viable way to offset energy demands [5]. Design
of such arrays must balance the trade-offs between mitigating losses and
maximizing energy harvest. Traditional design methods focus mainly on
decreasing losses and are not adequate to face these new challenges.
The work of this thesis involves evaluating the benefits of integrated power
electronics in improving energy harvest in solar arrays. An approach known
as differential power processing (DPP) has demonstrated significant energy
improvements over conventional methods. Experimental data has confirmed
DPP’s ability to mitigate many of the losses associated with arrays. Results
have been shown for artificial and field scenarios [6],[7]. However, an investi-
gation of the long term benefits of DPP has yet to be completed. This work
seeks to quantify some of the expected benefits of DPP on yearly energy
output in large-scale arrays. Adapting several models from the literature, a
complete solar array model is developed to investigate energy output with
and without DPP operation. Source of loss are limited to those with pre-
dictable occurrence and magnitude.
1.2 Organization of the Thesis
This thesis is organized in the following manner.
Chapter 2 is an introduction to solar power and offers a review of PV basics.
The methods used for modeling solar cells and arrays are given. Sources of
loss in PV components are characterized as well as their impact on power
production. Lastly, the current method for dealing with loss in arrays, and
the limited functionality it provides, is discussed.
Chapter 3 provides a background on differential power processing and out-
lines its improvement over conventional methods. Basic DPP operation is
discussed along with different possible implementations.
The focus of Chapters 4, 5, and 6 is self-shading and diffuse masking, which
are sources of loss due to array architecture. In Chapter 4, models found in
the literature are adapted and combined for use in the simulation model.
Chapters 5 and 6 discuss the impact of DPP on handling these losses and
what benefits this would provide to arrays.
Chapter 7 introduces factory binning, which is another potential mismatch
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source in large arrays. Unlike self-shading and diffuse masking, which create
varying degrees of shading, factory binning is assumed to be an ever-present
static source of mismatch.
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CHAPTER 2
PV CHARACTERISTICS AND MODELING
2.1 PV Characteristics
The majority of installed solar capacity is semiconductor-based and relies
on the photovoltaic effect to generate energy. The photovoltaic effect is the
property of certain materials to produce a current or voltage when exposed
to sunlight. Other techniques, such as concentrated thermal solar power,
which relies on the sun’s thermal output, will not be discussed.
Commercial PV technology consists of a p-n junction where photons from
sunlight excite electrons in the n material. Excited electrons move to higher
energy levels, creating electron-hole pairs (EHP) in the process. The move-
ment of electrons generates a current. Electron accumulation in n material,
coupled with hole accumulation in the p material, creates an electric potential
across the cell [8]. When this voltage and current share the same polarity
the cell produces power. Mono-crystalline and poly-crystalline silicon are
commonly used in commercial PV cells. Mono-crystalline silicon costs more
to produce but has higher cell efficiency, due to fewer defects in the manu-
facturing process and purer crystals being formed [9]. Another emerging PV
technology is thin-film solar which is lighter and less expensive than both
mono- and poly-crystalline PV. However, thin-film solar is less efficient and
has been shown to degrade faster than conventional PV [10].
PV efficiency is determined by the ratio of a cell’s power output to the
incident solar irradiance. Solar irradiance is a measure of the sun’s power
per unit area with units of watts per meter squared. Panel surface areas vary
between <0.1 m2 and about 1.6 m2, depending on the number of cells em-
ployed. Commercial PV efficiency is typically between 10 and 20% although
new design techniques in panel construction have reached upwards of 24%
[3]. Sunlight is free and abundant, so PV is usually operated at maximum
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Figure 2.1: IV curve showing forward-bias and reverse-bias regions
power output.
A cell’s current and voltage are characterized by a nonlinear relationship
known as its IV curve, as shown in Figure 2.1. Power production is positive
and cells exhibit a single maximum power point (MPP) in the forward-bias
region. If too much current is driven through the cell, it will reverse-bias.
Reverse-biased cells dissipate power in the form of heat and decrease panel
power output. The production of an entire submodule can be lost through a
single reverse-biased cell [11].
The IV curve is the main tool used to evaluate PV technology. Curves are
used to predict panel characteristics for testing model cell operation under
varying conditions such as changes in incident irradiance and cell temper-
ature. Curves from multiple cells are usually lumped together to create a
single curve in an effort to simplify analysis. For series connected cells, a
single current is shared and voltages add. Manufacturer datasheets often
provide experimentally derived IV curves for the entire panel under different
uniform irradiance conditions.
2.2 PV Modeling
Models to generate IV curves have been a topic of study for over 30 years
[12]. The most well-known is the single-diode model. In its simplest form,
this model contains a current source in parallel with a diode, as depicted
in Figure 2.2. Under zero illumination, the cell functions as a large diode
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Figure 2.2: Single-diode model
with characteristics modeled by the dark current, ID. The current source,
Iph, models the current generation of the cell as a function of irradiance
absorption, cell temperature and intrinsic parameters. Ideal solar cells can be
modeled with only the Iph and Id. Additional parameters allow the model to
generate more realistic curves. Series resistance, Rs, incorporates conduction
loss as current flows through the cell, metal contacts, and wiring. Shunt
resistance, Rshunt, accounts for both the leakage current at the cell edges and
manufacturing defects [13].
The single-diode model has been shown to yield accurate results in the
forward-biased region, but it cannot accurately predict reversed-biased op-
eration. Thus it is ill-suited for partial-shading applications [13]. Additions
to the model are made in [14] to correct the IV curve in the reverse-biased
region. The corrected model is given by
Ipv = Iph + Isre
Kr(Vbd−Vc)
aVt − Vc
Rsh
− Io(e
Vc
aVt − 1) (2.1)
Io =
Isc +Ki(Tk − 298.15)
e
Voc+Kv(Tk−298.15)
aVt − 1
(2.2)
and will be used for this thesis. The use of a single-diode model assumes
mono-crystalline silicon cells. Poly-crystalline models require a double diode
model due to EHP recombination effects. Panel parameters are summarized
in Table 2.1. Parameters which cannot be found on datasheets, such as Rs
and Rshunt, were taken from previous experimental results in [14].
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Table 2.1: Intrinsic panel parameters for 10 series-connected cells
Variables
Open-Circuit Voltage, Voc 6.15 V
Short-Circuit Current, Isc 8.35 A
Series-Connected Cells, Ns 10
Breakdown Voltage, Vbd -10×Ns V
Diode Ideality Factor, a 1.5
Reverse Saturation Current,Isr 0.033 A
Current Temp. Coeff. Ki 0.0028
A
K
Voltage Temp. Coeff. Kv -0.0126
V
K
Reverse Breakdown Scalar Coeff. Kr 0.023
Series Resistance, Rs 0.10 Ω
Shunt Resistance, Rshunt 250 Ω
Nameplate Power (60 Cells), P0 230 W
2.3 Generating Curves
A nonlinear iterative solver is needed to solve for discrete points from (2.1)
and (2.2) in order to generate the IV curve. The Newton-Raphson (NR)
method is selected due to its ease of use and quick (quadratic) convergence.
The NR method takes the form
f(x) = 0 (2.3)
xn+1 = xn − f(xn)
f ′(xn)
(2.4)
where xn+1 converges to a root of f(x). The process is stopped when the
error (), given by
 =
∣∣∣∣xn+1 − xnxn
∣∣∣∣ (2.5)
is less than a desired tolerance. Another way to check for convergence is
to evaluate f(x) at xn+1 and determine if the answer is within a certain
tolerance.
Equation 2.1 is easily adapted to the form in 2.4, and the derivative is
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taken with respect to Vc, giving
f(Vc) = Iph + Isre
Kr(Vbd−Vc)
aVt − Vc
Rsh
− Io(e
Vc
aVt − 1)− Ipv = 0
f ′(Vc) = −IsrKr
aVt
e
Kr(Vbd−Vc)
aVt − Ioe
Kr(Vbd−Vc)
aVt
1
aVt
− 1
Rsh
(2.6)
The open-circuit voltage, Voc, is chosen as the initial guess Vc(0). A toler-
ance of 0.001 is selected to achieve accurate results. The entire IV curve is
generated by repeating the above process for a range of current values. The
process iterates through the current range at a specified step size. For each
current value, a corresponding voltage is calculated and the total curve is
constructed. 1000 point curves are used for the simulations.
2.3.1 A Note on Convergence
Convergence with the NR is not guaranteed for all initial guesses. With Voc as
the initial guess, the NR method sometimes diverges. This was observed to
happen when solving for voltages in the reverse-bias region. When divergence
is detected, the initial guess is changed to the submodule’s breakdown voltage
(NsVbd) and the iterative process is restarted. This two-step process is found
to guarantee convergence in forward- and reverse-biased regions. Quicker
methods may exist which are able to discern which initial guess is better
suited. This would eliminate the need to check for divergence.
2.3.2 Simulating Large Arrays
Simulating large arrays is a computationally intensive process. Each cell or
submodule has its own IV curve. For series-connected PV modules, the re-
sulting voltages are summed to give the string’s overall IV curve and MPP
[15]. Each point on the IV curve is approximated using the previously dis-
cussed NR method, and simulation time scales linearly with array size.
The combination of many PV elements and the desire to look at energy
output over extended (yearly) time periods quickly increases simulation times
to impractical lengths. Thus an IV-curve lookup table is constructed to de-
crease redundant calculations. Curves are generated for ten series-connected
cells and indexed by incident irradiance. Each index points to a 1000-point
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curve which characterizes cells in forward- and reverse-biased regions. Max-
imum global irradiance values are naturally limited by atmospheric and sun
conditions. These set the upper bounds on the table. Temperature is as-
sumed to be 25 ◦C. Additional tables can be created to account for different
temperatures. Resolution for the table’s irradiance is chosen to be 1 W/m2
and gives an error of less than 0.25%, compared to the full numerical model.
This error is mainly determined by rounding when calculating incident irra-
diance.
2.4 Mismatch in Solar Arrays
Energy reduction in solar arrays is typically caused by mismatch between
cells. Mismatch will be defined as any time series-connected cells do not
share a common MPP, as shown in Figure 2.3. Each submodule has its
own MPP. Dotted lines correspond to constant-current values. The power
output of a submodule is simply the rectangular area under the IV curve.
If MPP1 were chosen as the operating point, two of the submodules would
be reverse-biased. Conversely, if MPP2 were chosen, all submodules would
remain forward biased, but two of the curves would be operating at a fraction
of their potential power output.
Mismatch can be caused by either external or internal variations. Non-
uniform irradiance is the result of external sources such as shading or soiling.
Alternatively, deviations in series resistance, shunt resistance, Isc, and Voc are
internal parameters caused by cell degradation or imperfect panel matching.
Figure 2.4 shows IV curves variations for different types of mismatch.
Irradiance mismatch is a prevalent form of mismatch in arrays. IV curves
change drastically for relatively small changes in irradiance, as shown in
Figure 2.4a. Irradiance variations are a volatile source of mismatch and
can change rapidly depending on weather conditions. Shading or soiling can
occur between neighboring submodules and cells and contribute to mismatch
in or between submodules.
Internal sources of mismatch also occur, but typically they do not cause
large fluctuations, like irradiance mismatch. Techniques such as factory bin-
ning and panel matching try to limit the mismatch from internal sources as
much as possible. However, economic factors limit the resources spent to
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(a) Sub-module 1 (b) Sub-module 2 (c) Sub-module 3
Figure 2.3: Mismatch between three submodules
mitigate these sources of mismatch, so some level of variation will always
be present. In a large-scale solar array, all the above effects contribute to
reduced energy output.
IV curves are also affected by temperature, as modeled in (2.2). Cells are
less efficient at higher temperatures. Experimental results have shown that
spatial variations in temperature can occur in arrays, but fluctuations are
hard to quantify [16]. For this reason, we will assume temperature variations
contribute to mismatch only randomly.
Conventional panels employ bypass diodes which shunt any reverse-biased
submodules, as shown in Figure 2.5a. The voltage across the submodule is
then clamped to the bypass diode’s much smaller forward-drop. Three to four
diodes are usually employed on panels above 60 cells and control is limited to
submodule level operations. Any mismatch between cells will tend to dictate
the operating point of the entire submodule. Reverse-biased cells within a
submodule cannot be shunted without also losing the entire submodule.
Figure 2.5 demonstrates bypass diode operation with a simple two sub-
module string example. Irradiance is not uniform across the submodules and
IV curves for each are shown in Figure 2.5b. A bypass diode is connected
across each submodule. If one of the submodules becomes reverse-biased, the
bypass diode shunts the cell. Points M1, M2, and M3 indicate the MPP for
three different scenarios. When the submodules are perfectly matched, they
have identical IV curves and operate at M3. If either submodule becomes
mismatched, the under-performing submodule will dictate the series current.
At low levels of mismatch, power output is maximized by operating both
submodules at the reduced current, as shown by M2. As mismatch increases,
eventually more power will be generated by the single unshaded submodule
at the higher current than by both submodules operating at the lower cur-
rent. The overall MPP will jump from M2 to M1 when the lower submodule
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(a) Irradiance Variation (b) Series-Resistance Variation
(c) Open-Circuit Variation (d) Short-Circuit Variation
(e) Temperature Variation
Figure 2.4: Sources of mismatch in PV cells
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(a) Two submodule wiring and bypass diode layout
(b) IV Curve
Figure 2.5: Two submodule non-uniform irradiance example
is bypassed.
The decision to operate at M1, M2, or M3 falls to the string’s maximum
power point tracker (MPPT). MPPT algorithms are typically integrated into
the inverter in grid-tied arrays. The MPPT alters the string’s load change
the panel’s current and voltage. Its goal is to find the string’s global MPP.
Many MPPT algorithms exist with each having their benefits as well as
implementation challenges [17]. However, we assume an ideal MPPT which
is able to find the global MPPT with 100% tracking efficiency.
2.4.1 Sensitivity to Mismatch
PV arrays are sensitive to mismatch and bypass diodes turn on for even mi-
nor shading scenarios. As the number of submodules in a string increases,
the bypassing threshold for individual submodules narrows. With more sub-
modules, the power output of a single module is less significant. Conversely,
if the mismatched submodule is dictating the string current, the reduced
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power output of other modules will quickly outweigh the submodule’s power
contribution. In these scenarios, power can be maximized through bypassing
the under-performing submodule or panel. Figure 2.6 illustrates the power
output of a single submodule in PV strings of varying numbers of submod-
ules. The single submodule is experiencing irradiance mismatch relative to
the other submodules, which are assumed to be perfectly matched. Bypass
diode operation is shown when the single submodule’s power abruptly goes
to zero. If the string is composed of one submodule, the bypass diode will
never turn on, since any positive power is better than zero power. While
not a practical application, the single submodule string shows the maximum
submodule power at each irradiance value. It takes about 41% irradiance mis-
match before the mismatched submodule is bypassed in a three submodule
string. As the number of submodules in the string increases, the bypassing
threshold decreases.
Figure 2.6: Power output of a single submodule in strings composed of
different numbers of submodules. The single submodule is experiencing
irradiance mismatch and its power output goes to zero when it is bypassed.
The 48 submodule string models a typical PV string length. If panels are
composed of three or four submodules, the 48 submodules represent a 16- or
12- panel string, respectively. However, when mismatch is confined to a single
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submodule the panel configuration does not matter, so we would expect the
same results for both cases. The 48 submodule string also represents the most
sensitive scenario. The submodule is bypassed when irradiance is reduced
13% below the nominal value. Compared to the single submodule case, at
13% irradiance reduction, the submodule is still able to output 86% of its
nominal power. Even though bypassing improves the string’s net output,
it is still not ideal since we lose potential power output of the mismatched
submodules.
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CHAPTER 3
DIFFERENTIAL POWER PROCESSING
A promising new approach to handling mismatch in solar arrays is differen-
tial power processing (DPP). DPP employs switched-mode power converters
to provide alternate paths for string current. This decouples the current be-
tween adjacent PV elements, thereby reducing dependence on the operating
point of neighboring elements. With variable current, each PV module is
able to operate at, or near, its own MPP [6]. The total power output of
the system is the sum of the individual elements, with each operating at its
MPP.
Two different DPP architectures are shown in Figure 3.1. Element-to-bus
DPP injects or absorbs current from PV elements through a main bus. This
architecture reduces control complexity since converter currents are indepen-
dent of one another. Element-to-bus is based on previous battery charging
applications [6]. One downside of the architecture is that bus-side compo-
nents have to be rated for the full bus voltage. Element-to-element DPP
directs current around mismatched modules, absorbing current at one termi-
nal and re-injecting it at another. Because converters are connected across
adjacent elements, lower device ratings can be used. However, control is more
difficult than the element-to-bus case since converter operation is influenced
by neighboring converters [18].
DPP is scalable to different PV element configurations. Converters con-
nected across multiple panels will allow mismatch between them to be miti-
gated. Submodule level DPP provides mismatch handling capability between
submodules, which in turn also allows panel-level control. Submodule DPP
has been shown to significantly improve power output in partial-shading sce-
narios [7].
A buck-boost DPP topology is shown in Figure 3.2. Switch duty ratios
are used to set the voltage across each submodule. When voltage is fixed,
the current into each submodule is determined by the submodule’s IV curve.
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(a) PV to Bus (b) PV to PV
Figure 3.1: DPP architectures
In the same figure, an example of converter operation is demonstrated. The
middle submodule is shaded and receives only 50% of the irradiance rela-
tive to neighboring modules. Lower irradiance shifts the IV curve of the
mismatched submodule downward. The MPP of the shaded and unshaded
submodules occurs at 3.95 A and 7.95 A, respectively. The converters pro-
cess the difference in power, drawing 4 A away from PV2 and injecting it into
PV3. Each submodule is then able to operate at its MPP. Recall from section
2.4.1 that the shaded submodule was bypassed at 41% irradiance mismatch,
for the three submodule case. In the previous example, the 50% irradiance
reduction on PV2 would require bypassing if conventional methods were used.
The 40 W of power PV2 can produce would be lost without DPP. Mismatch
can occur on each submodule in the array. In these situations, each converter
processes some fraction of the string current to achieve local MPPT.
A benefit of DPP is low power loss, as each converter processes power
proportional to the mismatch between submodules. Rarely will converters
have to process the full power of any submodule. This gives an advantage
over alternative technologies, such as dc optimizers [19]. As shown in Figure
3.3, dc optimizers have to process each PV element’s full power. As a result,
efficiency translates directly to power loss. For grid-tied arrays with optimiz-
ers, central inverter efficiency causes additional loss—because power in the
system is processed twice. The overall efficiency is equal to the product of
the two component efficiencies. DPP converters handle just the mismatch
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Figure 3.2: DPP PV-Bus architecture utilizing bi-directional buck-boost
power converters. PV2 is shaded and receives only 50% of the irradiance on
PV1,3.
power, so even though inverter loss will remain the same, the total power
processed will be greatly reduced.
3.1 Power Improvements with DPP
DPP helps to reduce sensitivity to mismatch. Recall from Section 2.4.1
the mismatched irradiance simulation, for strings of various length. The
simulation is repeated with strings employing DPP across each submodule.
Similar to the previous simulation, only one submodule is being shaded in
the string. The power output of the mismatched submodule is shown in
Figure 3.4, for the single and forty-eight submodule case. DPP across the
one submodule string adds no benefit since there is no mismatch. The 48
submodule case, however, suffered from mismatch and the under-performing
submodule was bypassed around 13% irradiance reduction. With DPP, the
submodule is never bypassed and continues to produce power.
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Figure 3.3: Cascaded DC-optimizers.
3.2 Converter Power Rating
The differential power between neighboring submodules will typically be a
small fraction of each submodule’s total power. Converter components can
be tailored to fit the typical mismatch variables. Lower device ratings will
reduce the converter cost, but limit its operation. In Figure 3.4, as irradiance
mismatch increases the converters must process more power. However, power
processed by the converters and the potential output of the mismatched sub-
module are inversely proportioned. Thus, sizing the converters to handle the
full power rating of the submodule may provide little benefit, while increasing
overall costs. Future work will seek to analyze the optimal converter sizing
as a trade-off between cost and functionality.
3.3 Number of Converters per Panel
In principle, the ideal converter deployment involves having a DPP converter
for every cell in the panel. This would allow MPPT across the smallest PV
element, one cell, and can handle mismatch on any scale. Several scenarios
would cause mismatch on the cell level. Partial shading from debris, such
as leaves and dirt, can be confined to individual cells. Similarly, cells may
become damaged from local defects, expedited degradation, or hot spotting.
Heavily mismatched cells can bottleneck the power output of the submod-
ule. Panels using only bypass diodes would likely just shunt the submod-
18
Figure 3.4: Power output of a single submodule with non-uniform irradiance
compared to neighboring cells. Two different string lengths are shown.
ule. This is problematic since the mismatch will remain until the debris is
removed, which could take days or weeks, depending on maintenance sched-
ules. In the event one cell is damaged, the only solution would be to replace
the panel.
Ultimately the trade-off on converter number will depend on how mismatch
is dispersed on the panels. If cell level mismatch is occurring, more converters
will provide greater energy harvest. Conversely, if mismatch is typically
confined to certain sections of the panel, then the added converters will yield
less benefit while increasing costs. In Figure 3.5a, the power output of a
60-cell panel is displayed as a function of the number of DPP converters.
The simulation compares the benefit of employing 60, 30, 15, 10, 6, or 3
converters. Three different shading scenarios are considered, with shaded
cells marked in Figure 3.5b and color-coded by scenario. In the first scenario
(Scenario 1), ten cells, dispersed throughout the panel, are receiving 50%
irradiance relative to neighboring cells. Scenario 2 has the same number of
shaded cells, but the mismatched cells are confined to a single submodule.
Lastly, Scenario 3 has all shaded cells confined to a single row. For each
scenario, the zero-converter case corresponds to a panel employing bypass
diodes across submodules S1, S2, and S3.
When shaded cells are dispersed throughout the panel, power output in-
creases with converter number (blue line). More converters means more
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(a) 0.5xW Minimum Spacing
(b) Scenario 1 - blue circles, Scenario 2 - green circles, Scenario 3 - red
circles. Shading is modeled as a 50% reduction in irradiance
Figure 3.5: Power output of panel as a function of the number of DPP
converters. Three different shading scenarios are shown.
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mismatched cells can be isolated from unshaded cells. If 60 converters are
employed, each cell operates at its MPP. 30 converters separate cells into
groups of two and operate each group at their local MPP. Further decrements
in converter number group more mismatched cells with unshaded cells. The
larger the cell group, the less benefit DPP provides. When converter number
is ten or fewer (at least six cells per converter), DPP provides no benefit.
Each group is bottle-necked by its mismatched cells, so there is effectively
no mismatch between groups. Of course this shading scenario is artificial,
and we would not expect such uniform dispersed shading in realistic appli-
cations. If mismatch were varied, DPP would provide improvements over
bypass diodes.
Scenarios 2 and 3 have shading confined to individual submodules. Here,
fewer converters are needed to separate mismatched cells from unshaded cells.
In Scenario 2, six converters or more provide a 0-6% increase in power output,
depending on the number of converters. For Scenario 3, using more than six
converters provides no additional benefit. The dip at ten converters, for
Scenario 2, and the peak at six converters, for Scenario 3, are caused by how
shading is assigned to the cells. We would not expect additional converters to
decrease performance. Other than in the first scenario, DPP always provides
a benefit over panels using only bypass diodes. Without DPP the shaded
submodule for Scenario 2 and 3 is always bypassed.
Chapters 4, 5 and 6 will investigate the impact of DPP on handling mis-
match from self-shading and diffuse masking in arrays. As will be shown,
both these effects cause mismatch similar to Scenario 3, in the previous ex-
ample. The optimal deployment of DPP converters for such applications was
shown to have a DPP converter for each row of cells. Previous work has
demonstrated submodule level DPP or one converter per two rows of cells.
Both converter topologies will be analyzed and are shown in Figure 3.6. It
should be noted that submodule level DPP is currently the lowest resolution
attainable without altering the wiring of the panel. Panels typically have
a junction box which houses bypass diodes and wiring contacts. There are
typically four to five contacts in the junction box. To allow more converters
per panel, additional connections are required. For the rest of this thesis,
DPP connected across one or two rows of cells will be referred to as one-row
DPP or two-row DPP, respectively.
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(a) Two-row DPP
(b) One-row DPP
Figure 3.6: Panels with three or six DPP converters
3.4 Modeling DPP Operation
For this work DPP operation is considered in terms of relatively long time
scales. Known control methods converge to submodule MPP in less than a
second for step changes in irradiance [20]. However, we will be looking at the
long term effects of utilizing DPP in solar arrays. Due to this, the switching
dynamics of the converters are not modeled. Rather, average models are
used for the converters in steady state. These models determine the current
injection and absorption needed at each PV element for MPP operation. For
annual energy calculations, time increments will be limited to five minutes.
In Chapter 5 and 6 mismatch will be linked to the sun’s movement, which
follows a slow and predictable trajectory, so dynamic response is negligible.
In Chapter 7 static mismatch effects from manufacturing tolerances and the
associated factory binning will be modeled to determine any benefits from
DPP.
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CHAPTER 4
SELF-SHADING IN SOLAR ARRAYS
Partial shading accounts for the majority of energy reduction in grid-tied
solar arrays [21]. Shading can come from a variety sources, including sur-
rounding obstacles and buildings, as well as from the array itself. Shading
inherent to array geometry is of particular interest because it influences array
design and layout. At certain times of the day or year, parallel rows begin
to shade adjacent rows, as shown in Figure 4.1. Inter-row shading, known as
self-shading, can occur on each rearward row of the array and severely limit
power production. Unlike other forms of shading which occur at irregular
intervals, the effects of self-shading can be modeled and predicted.
Avoiding self-shading is one of the main considerations in the design and
layout of arrays. The conventional way to deal with self-shading is to set large
row spacing (S) or low tilt angles (β) to decrease shading effects. However,
these negatively influence yearly energy output. Power output of unshaded
panels varies as a function of incident irradiance. Annual irradiance capture
is generally maximized when panels are tilted and face south (in the northern
hemisphere) [22]. Optimal tilt angles will vary by geographic location, due to
each region’s irradiance composition and annual solar trajectory. In addition
to self-shading, diffuse masking is another source of reduction caused by tilted
rows [23],[24]. Diffuse masking occurs when forward rows block a portion of
the sky dome from rearward rows, decreasing indirect irradiance on the latter.
Both these effects will cause submodule level irradiance mismatch. Measures
taken to decrease self-shading and diffuse masking effects each have their
own trade-offs. Decreasing β can negatively affect annual irradiance capture.
Larger row spacing increases area requirements and can lead to either higher
installation costs or, in area-constrained installations, decreased PV coverage.
DPP can be employed to handle self-shading and diffuse masking effects,
rather than relying solely on array layout to address the problem. However,
before we can analyze the benefits of DPP on reducing shading losses, we
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Figure 4.1: Self-shading in solar arrays
need to model their effects. The purpose of this chapter is to develop the
models we will use in the next chapter to investigate the benefits of DPP.
4.1 Array Setup
For this work, solar arrays are modeled as a collection of parallel rows of fixed
panels. Arrays with active tracking exist, but have not achieved widespread
use on a large-scale and so will not be considered here. Individual rows of the
array are made up of series-connected panels with matching β and constant
spacing between adjacent rows. Panels are assumed to be composed of 60
mono-crystalline cells, in a 6x10 geometry as depicted in Figure 4.2. The 60
cells are split evenly into three submodules. Each submodule comprises two
adjacent groups of ten cells each. For panels without DPP, a bypass diode
with a forward drop of 0.5 V is connected across each 20 cell submodule.
4.2 Sun Position
The location of the sun in the sky dome is defined using two coordinates:
solar altitude and solar azimuth [25]. Solar altitude (α) is defined as the
angle between the horizon and the center of the sun’s disc. In some cases,
solar zenith angle is used instead and is defined as the angle between a line
projecting directly above the observer and the center of the sun’s disc, or
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Figure 4.2: Typical wiring and bypass diode layout in 60-cell solar panels.
Left - Landscape orientation, Right - Portrait Orientation.
90◦-α. Solar azimuth (A) is defined as the horizontal direction of the sun, in
relation to the observer. The azimuth is measured as the angle between the
projection of the sun onto the horizon and some reference angle. Generally,
and for this paper, a north-clockwise convention is used which designates
reference angles: north as 0◦, east as 90◦, south as 180◦, and west as 270◦.
4.3 Irradiance Models
The standard model of solar irradiance defines the irradiance incident to any
surface as a weighted sum of three components: direct illumination, diffuse
illumination, and ground-reflected light [26].
Gi = Gdir +Gdif +Gref (4.1)
Direct irradiance is the irradiance from unimpeded sunbeams, diffuse irra-
diance is the irradiance scattered by the atmosphere, and ground-reflected
irradiance is the reflected irradiance from surrounding surfaces and struc-
tures. The incident component of each type of irradiance is determined using
sun position and panel orientation.
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(a) (b)
Figure 4.3: Direct irradiance angle of incidence notation
4.3.1 Direct Irradiance
The sun will be treated as a point source for direct irradiance calculations.
Direct irradiance is thus modeled as straight lines projecting from this source.
The component of direct irradiance on a tilted surface is determined by the
incidence angle (θi) between the sun’s rays and the panel surface [22]. With
Figure 4.3 as a reference, the component is found as the dot product between
the sun’s ray (S) and a unit vector normal to the surface of the panel (N)
from θi as
S = sin(α)zˆ + cos(α) sin(A)eˆ + cos(α) cos(A)nˆ (4.2)
N = cos(β)zˆ + sin(β) sin(γ)eˆ + sin(β) cos(γ)nˆ (4.3)
cos(θi) = N · S (4.4)
cos(θi) = sin(α) cos(β)
+ cos(α) sin(β)[sin(α) sin(γ) + cos(α) cos(γ)] (4.5)
cos(θi) = sin(α) cos(β) + cos(α) sin(β) cos(γ − A) (4.6)
The direct irradiance on a tilted surface (Gdir) can then be calculated as
Gdir = Gdir cos(θi) (4.7)
where Gdir is the maximum direct irradiance. From (4.6) and (4.7) the direct
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irradiance on a panel is maximized when the panel’s surface is perpendicular
to the sun’s rays. For fixed panels it is impossible for the panel to always
be perpendicular to the sun, so an optimal tilt angle is one which maxi-
mizes annual irradiance capture. Direct irradiance is typically the dominant
component of global irradiance.
4.3.2 Diffuse Irradiance
For this work, diffuse irradiance is modeled as isotropic (uniform from all
directions). More accurate diffuse models have been created, such as in [27]
and [28], which treat diffuse irradiance as anisotropic. However, they are
difficult to apply to rows in an array where obstacles may block parts of
the sky dome. With an isotropic assumption, the diffuse irradiance on a
standalone panel is determined solely by the panel’s tilt angle. The tilt angle
affects the portion of the sky visible to the surface of the panel. Diffuse
irradiance is maximized when panels are flat (β = 0◦). A tilted panel will see
some fraction of the sky dome. From [22] the proportion of diffuse irradiance
on a tilted panel is given by
Gdif = Gdif
(
1 + cos(β)
2
)
(4.8)
4.3.3 Ground-Reflected Irradiance
The general model for ground-reflected irradiance is to assume it is isotropic
and reflected irradiance is coming from a near infinite plane in front of the
panel [29]. Similar to diffuse irradiance, the calculation for ground-reflected
irradiance is given as
Gref = Gt
(
1− cos(β)
2
)
ρ (4.9)
where ρ accounts for the reflectivity of the ground material and Gt is a
combination of reflected direct and diffuse irradiance. When panels are lying
flat they absorb zero reflected irradiance. When they are standing vertical
(β = 90◦) the panel absorbs half of ρGt. This model holds for standalone
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Figure 4.4: Ground-reflected irradiance in arrays
panels, but will not work when obstacles are introduced. From Figure 4.4,
the amount of ground-reflected irradiance incident to the panel’s surface is
proportional to the apparent height (H) of the panel. Assuming uniform tilt
angle, forward rows will have the same apparent height as rearward rows and
block the majority of ground-reflected irradiance. The reflected component
from the space between adjacent rows is taken to be negligible. Due to this
blocking, our array models will not consider ground-reflected irradiance to
be a significant component of irradiance.
4.4 Self-Shading and Diffuse Masking
Figure 4.5 differentiates rearward and forward rows. The rows in red are
considered rearward while the single blue row corresponds to the front row. In
large arrays of this layout, the energy output of rearward rows will dominate
the total energy output. Therefore, arrays need to be designed to account
for shading losses, in addition to irradiance capture.
Sun position, row spacing, and tilt angle allow us to determine self-shading
and diffuse masking effects on rearward rows. Both effects are assumed to
be uniform between panels in a given row. All rearward rows experience the
same degree of self-shading and diffuse masking. Each row’s power output is
then calculated as a function of irradiance and shading impact. A detailed
analysis of each part of the simulation is carried out below.
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Figure 4.5: Rows in red are considered rearward rows and the single blue
row is considered the front row.
4.4.1 Self-Shading
The direct irradiance on a row of cells is further reduced when self-shading
is included. To account for this, Gdir is modified to include both self-shading
and incidence angle losses. The degree of self-shading is determined by the
size of the shadow on the rearward row. Notation is defined in Figure 4.6. For
a given solar altitude (α) and azimuth angle (A), the length of the shadow
(SL) cast by a row of solar panels can be calculated as
SL = cos(γ − A) H
tan(α)
(4.10)
H = W sin(β) (4.11)
where H is the apparent height of the row. When the shadow length grows
longer than the spacing (S) between neighboring rows, the forward row will
begin to shade the backward row. From (4.10), the shadow length increases
when the sun is low on the horizon (as α approaches 0◦) and when the
apparent height of the row is large. Larger tilt angles increase the apparent
height of the row and amplify self-shading effects. The cosine term in (4.11)
is to account for the perpendicular component of the row’s shadow, since only
this component extends towards the rearward row. In south facing arrays,
when the sun is due south (A=180◦) the north-south component will be at its
greatest. When the sun’s azimuth is due east or west (90◦ or 270◦) the north-
south component will be zero. Shadows when the sun is to the northeast and
northwest (A < 90◦ or A > 180◦) are ignored since they will be pointing in
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(a) Self-Shading
(b) Cross-sectional diagram of self-shading
Figure 4.6: Self-shading diagrams
the wrong direction.
The height of the shadow on the rearward panel can be calculated as the
point where the sun’s ray, illustrated in Figure 4.6b, intercepts the rearward
panel’s surface. Everything below this point will be a shaded region on the
panel. The angle φ is defined as the vertical shadow angle (VSA). The VSA is
the projection of the sun’s altitude to a plane perpendicular with the array’s
azimuth angle [30]. The VSA is equal to the sun’s altitude (α) when the sun
azimuth (A) is equal to the array azimuth (γ). VSA can be calculated as
V SA = arctan
(
tan(α)
cos(γ − A)
)
(4.12)
The shadow height (Sh) from Figure 4.6a and 4.6b is calculated as a function
of sun position and panel alignment to be
Sh = tan(V SA)(SL − S)[sin(β) + cos(β) cot(β + V SA))] (4.13)
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This agrees with similar results from [23]. With panels in landscape orien-
tation, irradiance is calculated for each ten-cell row in Figure 4.2. If the
shadow covers the entire row, there will zero direct irradiance on the cells.
The reduction in direct irradiance on partially shaded rows is determined by
the proportion of shaded to unshaded area. The total direct irradiance on a
row of cells (Gdir) is given by
Gdir = Gdir
(
1− Ashadow
Acells
)
cos(θi) (4.14)
4.4.1.1 Edge Effects
When the sun is not directly in front of the array, shadows cast by forward
rows will have an east or west component given by
SL = sin(γ − A) H
tan(α)
(4.15)
If self-shading is occurring, panels on the side of the array closer to the sun
may have non-uniform shading on individual rows of cells, as illustrated in
Figure 4.7a. This could cause error in the model since our assumption is
that self-shading is uniform across the rearward row. The power output of
a panel, with shading across a variable number of cells, is shown in Figure
4.7b. Panels with and without DPP are considered. Panels without DPP
still bypass around 35% shadow coverage, independent of the number of cells
being shaded. Before this threshold, the power output varies with the number
of cells being shaded. A difference of about 5% is observed between the one-
and ten-cell case. Similarly, the difference between the one- and ten-cell case
for panels with DPP is also about 5%.
Although edge effects will impact energy calculations slightly, the overall
effect on yearly output is assumed to be negligible. Only one or two panels
in a long string of panels will experience edge effects, so the total influence
on the system output is expected to be low. Additionally, if the shadow
extends across both rows of cells in a single submodule, as shown in Figure
4.7a, edges effects become minimal. The fully shaded cells will dictate string
current.
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(a) Self-shading edge effects
(b) Energy output of a single panel when edge effects are taken into
consideration. Solids lines correspond to panels with two-row DPP and
dashed lines correspond to panels with bypass diodes.
Figure 4.7: Edge-effects from self-shading
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Figure 4.8: Diffuse masking between rows
4.4.2 Diffuse Masking
Parallel rows of panels reduce diffuse irradiance. A tilted row will mask part
of the sky from the row behind it. As shown in Figure 4.8, the masking angle
(ξ) varies over the width of the rearward panel. Cells near the bottom of the
panel will have a wider portion of the sky blocked than cells near the top.
From [23], ξx is calculated for each point on the panel as
ξx = arctan
(
(W − zx) sin(β)
S + zx cos(β)
)
(4.16)
Various methods have been used to derive a single ξ for an entire panel.
In [23], ξx should be averaged over the entire panel. In [5], the worst case
scenario (ξ1) is assumed to characterize the panel. Both these assumptions
will lead to uniform, albeit different, diffuse irradiance values for the entire
panel. However, panels are more sensitive to mismatch than to decreased ir-
radiance. Rows at the bottom of the panel will experience a lower proportion
of diffuse irradiance than rows near the top. For this simulation model, a
separate ξ is averaged for each row of cells to account for any mismatch that
may occur. The combined loss from β and ξ gives the total diffuse irradiance
on a row of cells (Gdif ) to be
Gdif = Gdif
(
cos(ξavg) + cos(β)
2
)
(4.17)
where ξavg is the average value of ξx over the row’s area. Considerable vari-
ation in diffuse irradiance can arise from diffuse masking. For a tilt angle
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Figure 4.9: Diffuse masking rows of cells for a tilt angle of 25◦
of 25◦, the relative diffuse irradiance on each row of cells is depicted in Fig-
ure 4.9. The upper and lower row in each submodule is designated by a U
or L. Rows at the bottom of the panel (S1) receive almost 40% less diffuse
irradiance than upper rows, when spacing is close. In regions where dif-
fuse irradiance makes up a significant component of global irradiance, this
mismatch could be enough to cause bypassing.
4.5 Panel Orientation: Landscape vs. Portrait
Rows of panels are installed in either landscape or portrait orientation with
notation defined in Figure 4.2. Orientation will affect how the panel can
handle self-shading and diffuse masking effects based on how submodules
are arranged. Mismatch from either source is more or less constant hori-
zontally across panels, but varies vertically. When panels are in landscape
orientation the mismatch will be confined to individual submodules, given
the typical connections in Figure 4.2. On the other hand, panels in portrait
will experience mismatch across all three submodules.
Power output of panels in both orientations, with and without two-row
DPP, is shown in Figure 4.10. gradual shading scenario is considered. The
shadow is modeled as starting at the bottom panel and moving upwards to
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Figure 4.10: Comparison of power output of panels in portrait and
landscape orientation under shading scenario
eventually cover two rows of cells. This correlates to a self-shading scenario
when the sun is setting. A shadow coverage of 100% corresponds to both
rows of cells being completely shaded while a 50% coverage indicates the
lower row is completely shaded. Irradiance on the panel is set to 700 W/m2
direct and 300 W/m2 diffuse. For equal degrees of shading, the power output
of a landscape panel with DPP is always greater than any other configuration.
The other three configurations have the same power output until a shadow
coverage of about 31%, when the lower row of cells is a little over half shaded.
At this threshold, the landscape panel’s lower bypass diode turns on, allowing
its two unshaded submodules to operate at their MPP. When panels are in
portrait orientation, neither DPP nor bypass diodes are able to mitigate
the irradiance mismatch. The bottom-most cells dictate the entire panel’s
operating point, to keep output power positive. Once the shadow completely
covers the bottom row of cells (Gdir = 0 W/m
2), power output of shaded
cells is determined solely by incident diffuse irradiance. For the rest of this
work, panels will be assumed to be in landscape orientation since this better
handles self-shading and diffuse masking effects.
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4.6 Complete Solar Array Model
Self-shading and diffuse masking effects are calculated for each row of cells in
Figure 4.2. With a six row panel, we will have six different irradiance values
and six corresponding IV curves for each panel in the row. Cell within a row
are taken to be matched. The total incident irradiance on a row of cells is
given by 4.14 and 4.17 to be
Ginc = Gdir
(
1− Ashadow
Acells
)
cos(θi) +Gdif
(
cos(ξavg) + cos(β)
2
)
(4.18)
The final irradiance calculation relies on a number of input parameters, as
shown in (4.1)-(4.17). Sun position and irradiance values will vary for differ-
ent geographic regions and array orientation will be tailored to each location.
Equation (4.18) is used in conjunction with the solar model (2.1) to determine
the power output of an array. With the complete model, we can investigate
the effects of mismatch in the solar array and any potential benefits of DPP.
A test case is selected in the next chapter to provide a detailed analysis of
results for a specific location.
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CHAPTER 5
TEST CASE: UNIVERSITY OF ILLINOIS
BONDVILLE RESEARCH STATION
The University of Illinois Bondville Research Station (40.06◦ N, 88.37◦ W,
site number 725315) is chosen as a test site to investigate the benefits of
differential power processing. Hourly solar data for the location is taken
from the publicly available National Renewable Energy Laboratory (NREL)
solar database [31]. TMY3 (typical meteorological year) data is used for the
simulations and gives sun position, and irradiance components. To increase
data resolution, five minute intervals are interpolated from the hourly data.
We can compare the annual energy output of arrays composed of panels
with and without DPP. From analysis in Chapter 3, the optimal deployment
of DPP converters for self-shading applications is one- or two-row DPP. Two-
row DPP has three converters per panel while one-row DPP has six. Panels
without DPP are assumed to be wired according to Figure 4.2 with a bypass
diode across each submodule. Bypass diodes are modeled as a constant 0.5V
forward drop when submodule voltage is negative.
5.1 Front Row
The front row in the array is assumed to have an unobstructed view. This
means the annual energy output of the row will be unaffected by self-shading
and diffuse masking. If the array faces south, maximizing production simply
becomes finding the tilt angle at which annual irradiance is greatest. The
annual energy harvest of a front row is shown in Figure 5.1. Results for
angles between 0◦ and 60◦ are considered and the output is normalized to the
maximum value. A tilt angle of 25◦ provides the optimal annual irradiance
capture for this location. Data for the test site shows annual irradiance
composition to be about 65% direct and 35% diffuse. Higher direct irradiance
would have favored a β closer to the 40◦ latitude.
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Figure 5.1: Annual energy output of row unaffected by self-shading or
diffuse masking
The forward row does not benefit from DPP when only self-shading and
diffuse masking are taken into account. Realistically other forms of mismatch
will arise such as soiling and partial shading from surrounding obstacles. The
results for the forward row yield the optimal angle to maximize irradiance
capture and are used as a baseline.
5.2 Rearward Rows
If tilt angle and row spacing are uniform throughout the array, each row,
other than the front row, will have the same degree of self-shading and diffuse
masking. Results for a single rearward row, such as any red row in Figure 4.5,
can be applied to all back rows. An array of arbitrary size can be constructed
as a scalar combination of forward and rearward rows. A common convention
is to represent row width (C) in terms of panel width (W ), with notation
defined in Figure 5.2. A spacing factor (D) allows results to be generalized
to different panel sizes and is defined as
D =
C
W
(5.1)
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Figure 5.2: Annual energy output of row unaffected by self-shading or
diffuse masking
The energy output of a rearward row is shown in Figure 5.3 and 5.4, for
different tilt angles and spacing factors. Figure 5.3 corresponds to panels
with two-row DPP while Figure 5.4 shows results for panels with one-row
DPP. Energy harvest has been normalized to the maximum output at 25◦.
Solid lines correspond to rows with DPP while dashed lines to rows with
bypass diodes.
Flat rows (β = 0◦) do not experience self-shading or diffuse masking, so
energy output of a row is independent of row spacing. The constant 92%
output, relative to the 25◦ case, is identical to results from the front row
simulation. For all non-zero tilt angles, energy reduction, due to shading,
is greatest at low spacing factors. As spacing increases, losses decrease and
each tilt angle eventually converges to a final value given by the front row
simulation. Higher tilt angles incur more severe mismatch at closer spacing,
but also achieve better irradiance capture as spacing is increased.
DPP improves energy harvest over conventional panels, for all tilt angle
and row spacing combinations where mismatch occurs. Each tilt angle shows
a sharp drop off in energy output below a certain spacing threshold. In this
range DPP provides as much as a 10% increase in energy production for
a β of 20◦ and 25◦. However, high mismatch in these regions is probably
undesirable unless array area is a limiting factor. In more practical regions,
DPP provides between 2-5% improvements.
One-row DPP performs better than two-row DPP, as shown Figure 5.5.
The benefits are again most pronounced at higher tilt angles. For β of 20◦
and 25◦, one-row DPP provides about a 2% improvement in energy harvest
over two-row DPP. This is most likely caused by shading being confined to
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(a) All tilt angles
(b) Low tilt angles only
(c) High tilt angles only
Figure 5.3: Annual energy output of one rearward row. Solid lines show
energy output of a row with two-row DPP. Dashed lines show energy
output of a row with only bypass diodes.
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(a) All tilt angles
(b) Low tilt angles only
(c) High tilt angles only
Figure 5.4: Annual energy output of one rearward row. Solid lines show
energy output of a row with one-row DPP. Dashed lines show energy
output of a row with only bypass diodes.
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(a) All tilt angles
(b) Low tilt angles only
(c) High tilt angles only
Figure 5.5: Annual energy output of one rearward row. Solid lines show
energy output of a row with one-row DPP. Dashed lines show energy
output of a row with two-row DPP.
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the bottom-most row of cells in rearward rows. With one-row DPP, this
single row is able to be isolated from the other cells. Two-row DPP groups
the bottom two rows of cells together, so less mismatch isolation is possible.
5.3 Size Reduction
Rows with DPP can be spaced closer and yield higher energy output per
unit area. We can see from the previous figures that in order to reach the
maximum energy output for each row a large spacing factor is needed. Yet, as
rows are placed farther apart, energy improvements show diminishing returns
or even reduced output per unit area. From Figure 5.3 an energy harvest of
99% occurs around a spacing factor of 1.8 for a β of 25◦. A spacing factor
of over 2.5 is needed for 100% energy harvest. The increased row footprint
imposes almost 30% reduction in energy capture per unit area.
Table 5.1: Size reduction results
(a) Two-row DPP
Energy level
Row Spacing Factor
Area Reduction
DPP No DPP
0.99 1.737 1.834 5.58%
0.98 1.544 1.615 4.60%
0.97 1.397 1.456 4.22%
0.96 1.291 1.334 3.33%
0.95 1.219 1.273 4.43%
Average 4.43
(b) One-row DPP
Energy level
Row Spacing Factor
Area Reduction
DPP No DPP
0.99 1.682 1.834 9.04%
0.98 1.488 1.615 8.53%
0.97 1.348 1.456 8.01%
0.96 1.257 1.334 6.13%
0.95 1.173 1.273 8.53%
Average 8.05
We can quantify the reduction in array size by considering the spacing
factor necessary to produce individual power levels. As shown in Figure 5.6,
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rows with and without DPP reach desired energy levels at different spacing
factors. Each β has its own range of spacing factors where it produces the
most energy, so only optimal β ranges are shown. Energy levels of 0.95 to
0.99 are each marked by black lines. The area reduction at each energy
level is summarized in Table 5.1a and 5.1b. With two-row DPP row area
can be reduced by an average of 4.43% compared to rows employing only
bypass diodes. Similarly, employing more converters allows row area to be
decreased by an average of 8.05% for the same output. The reduction in area
is applied uniformly, so the total area of the array will be reduced by the
same percentage. Smaller arrays are desirable for several reasons. If land
has to be first acquired for the installation, then a smaller array will save
money. When land is already owned, freed up area can be used to install
additional rows and increase the energy output of the array. If a 4-8% smaller
array allows the same percentage of additional panels, then energy output
will increase by a similar proportion. Freed space could also be used for
non-solar applications.
5.3.1 Practical Constraints
Energy calculations alone may not always yield a realistic spacing and tilt
angle. Practical constraints impose lower bounds on β and D. When an
array is composed of many rows, a minimum spacing (S0) may be required
between adjacent rows to allow access for panel maintenance, cleaning, etc.
Additionally, flat panels have been shown to accumulate dirt and debris at
significantly higher rates than tilted panels, so a minimum β of 5◦ to 10◦ is
recommended for arrays [32],[33].
In the previous simulation, constraints on β have little effect on results,
since energy output is greatest between 10◦ to 25◦. However, lower latitude
sites will have an optimal β at a shallower angle and a minimum tilt angle
could become a factor. Minimum spacing affects results. The results for
the rearward row are shown in Figure 5.7, when minimum spacing (S0) of
0.5×W is imposed. The area of each row is dependent on the relative width
of the panel (W cos(β)) and the spacing (S) between rows. Lowest allowable
spacing factors with a S0 imposed will be different for each β, as shown in
Table 5.2. The minimum spacing causes the optimal ranges for the lower tilt
44
(a) Two-row DPP
(b) One-row DPP
Figure 5.6: Rows with DPP are marked with solid lines. Rows with only
bypass diodes are marked with dashed lines.
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(a) 0.5xW Minimum Spacing, Two-row DPP (Solid lines)
(b) 0.5xW Minimum Spacing, One-row DPP (Solid lines)
Figure 5.7: Annual energy output of rearward row when minimum spacing
constraints are imposed.
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Table 5.2: Lowest allowable spacing factors when S0 is 0.5×W
β Lowest Allowable Spacing Factor
0◦ 1.50
5◦ 1.50
10◦ 1.48
15◦ 1.47
20◦ 1.44
25◦ 1.41
angles to fall outside allowable values. For the three converter case, a β of
15◦ is the lowest optimal value. Likewise, when six converters are used, the
lowest optimal angle is 20◦. Minimum spacing favors higher β.
5.4 Finite-Area Simulation
Commercial solar installations in area-constrained locations, such as rooftops
and parking lots, are becoming a particular interest of study [34]. Urban
environments are high energy consumers and grid-tied PV arrays can offset
a proportion of building energy demands. High-rise buildings generally have
unobstructed views, making them ideal for irradiance capture. Additionally,
business hours generally coincide with sun hours, so energy production will
overlap with energy demands.
In energy-dense PV arrays, mismatch from self-shading and diffuse mask-
ing may become unavoidable. The large row spacing needed to reduce mis-
match will ultimately decrease overall energy output, as fewer rows are em-
ployed. With DPP, rows can be spaced closer together while mitigating loss
from shading. Thus, PV coverage does not need to be sacrificed. Five
different arrays composed of twenty rows each and different spacing factors
are shown in Figure 5.8. Array footprint varies linearly with spacing factor.
High spacing factors yield the optimal solution for energy production if area
is not constrained. As row spacing increases, the array’s area expands pro-
portionally. Maximum PV coverage will vary inversely with row spacing, if
area is constrained.
If a finite-area is given, such as on a rooftop, then the question becomes
whether a larger row spacing, with better production per row, yields more
energy output than an array composed of more closely spaced rows. Figure
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Figure 5.8: Relative 20 row array size for different spacing factors
Figure 5.9: Fixed area example
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5.9 illustrates this point. For this example, the black box designates the finite
area. We know twenty rows of panels will fit into this area when D is 2.4.
Row number will be reduced for larger spacing factors, as evidenced by rows
in red, and increased for smaller spacing factors, as shown by rows in green.
A finite area simulation will compare the trade-offs between tilt angle,
spacing factor, and PV packing density for panels with and without DPP,
subject to constraints. Higher tilt angles improve packing density but also
increase shading effects. If we assume the area in the simulation is finite
and large, the addition or subtraction of a single row of panels will not
significantly affect results. With a set area, the number of possible rows for
each β, D combination is determined by
RowNumber =
⌊
ArrayWidth
C
⌋
(5.2)
The simulation is carried out for arrays with and without DPP and results
are displayed in Figure 5.10 and 5.11. The former is for panels with two-row
DPP while the latter is for panels with one-row DPP. Each β and D pair-
ing corresponds to a unique array design with a fixed number of rows given
by (5.2). When spacing factor is low, the number of possible rows is maxi-
mized. Flat arrays with no spacing between rows yield the greatest energy
harvest due to the combination of zero mismatch and full PV coverage–for
clean panels. This result would not, however, meet minimum tilt angle re-
quirements. For each non-zero β, energy output also peaks at a low spacing
factor. Maximum energy output occurs in spacing ranges where self-shading
and diffuse masking are unavoidable. Arrays with DPP are shown to give
significantly more power at low spacing factors than rows without. The dif-
ference is greater for arrays comprised of higher tilt angles. In Figure 5.10b
and 5.11b the optimal βs at each spacing factor are shown. Two-row DPP
improves maximum energy harvest by 4.3% over arrays with only bypass
diodes. Likewise, one-row DPP shows a 10.3% improvement at a β of 5◦.
5.4.1 Minimum Spacing
If spacing constraints are imposed on the array, the peaks of each curve in the
finite-area simulation would fall outside applicable regions. In Figure 5.12
a minimum spacing of 0.5×W is imposed on the results from Figure 5.10a
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and 5.11a. Constraints change the optimal angles as low angle results are
discarded. The new optimal angle is 25◦. Energy improvement over arrays
with bypass diodes is 2.1% and 3.5% for arrays employing two- or one-row
DPP, respectively.
5.5 Example Array
The previous results have all been in per unit values, but can easily be applied
to practical applications by assigning values to the variables. For example,
a typical panel width is around 1 m and a minimum spacing constraint of
0.75 m is a fair assumption to allow for maintenance, panel access etc. Using
these values, a realistic array design is produced. Arrays are often composed
of stacked panels, rather than just a single panel per row, so single-, double-
and triple-stacks will be included in the analysis. Figure 5.13 shows the three
different panel orientations with S0 set at 75 cm. Each orientation covers a
different area when row spacing is set to the minimum value. A triple-stacked
row has the same area as three single-stacked rows when its row spacing is
3S0, as shown in Figure 5.14. Likewise, the double-stacked case would need
a spacing of 2S0.
Energy output per unit area will be the metric used for determining the
optimal panel orientation. For simplicity only row spacings of S0, 2S0 and
3S0 are considered. Results are shown in Figure 5.15 for the different stack
and spacing combinations. All six graphs are normalized to the same maxi-
mum output, which is triple-stacked panels with row spacing of S0. In this
orientation, rows with DPP provide 2-4% more energy than rows with by-
pass diodes. As was shown Section 5.4.1, optimal results favored the lowest
possible row spacing to maximize PV coverage. Similarly, the triple-stacked
rows with a spacing of S0 achieve the highest ratio of silicon area to row area
for any orientation. The economic effects of maximizing silicon coverage are
not handled in this work, but may be needed as a final metric to differentiate
optimal designs.
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(a) All angles
(b) Optimal angles for each spacing factor
Figure 5.10: Finite area simulation. Solid lines are for arrays with two-row
DPP while dashed lines are for arrays with bypass diodes.
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(a) All angles
(b) Optimal angles for each spacing factor
Figure 5.11: Finite area simulation. Solid lines are for arrays with one-row
DPP while dashed lines are for arrays with bypass diodes.
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(a) 0.5xW Minimum Spacing, Two-row DPP
(b) 0.5xW Minimum Spacing, One-row DPP
Figure 5.12: Annual energy output of rearward row when minimum spacing
constraints are imposed.
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(a) Single-stacked Panels
(b) Double-stacked Panels
(c) Triple-stacked Panels
Figure 5.13: Array setup for single- , double- , and triple-stacked panels.
Ratio of silicon area to array area is 0.547, 0.707, and 0.784 for single- ,
double- , and triple-stacked cases, respectively.
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Figure 5.14: When panels are stacked they take up less area than
single-panel rows. Spacing between rows can be increased proportionally to
yield identical areas.
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(a) Singe-stacked Panels, Row Spacing = S0 (b) Double-stacked Panels, Row Spacing = S0
(c) Double-stacked Panels, Row Spacing = 2S0 (d) Triple-stacked Panels, Row Spacing = S0
(e) Triple-stacked Panels, Row Spacing = 2S0 (f) Triple-stacked Panels, Row Spacing = 3S0
Figure 5.15: Annual energy output of arrays composed of different row
orientations. Results are normalized to the maximum case in (d) and S0 =
75 cm.
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CHAPTER 6
UNITED STATES RESULTS
The results from the previous section demonstrate the benefits of DPP in han-
dling self-shading and diffuse masking effects. Analysis showed that rows can
be spaced closer and yield the same annual energy output of arrays employ-
ing only bypass diodes. For constant spacing where mismatch was present,
DPP always provided an improvement. The numeric results of the previous
section are unique to the University of Illinois Bondville Research Station.
Solar irradiance and trajectory, as well as atmospheric conditions, vary for
different geographic regions. The NREL database contains solar data, in-
cluding impact of atmospheric conditions, for a number of locations across
the United States. The analysis performed in Chapter 6 can be repeated for
each location to provide a better picture of DPP improvements.
6.1 Front Row
The simulation for The University of Illinois Bondville Research Station
shows that an angle of 25◦ is the optimal tilt angle to maximize the an-
nual irradiance capture. The same simulation is performed for 947 locations
in the NREL database, and results are used to create the contour map in
Figure 6.1. Gray and dark blue areas correspond to regions where data is
missing. For an ideal front row, results for arrays with and without DPP are
the same, so only one figure is shown.
The map in Figure 6.1 illustrates several important points. Optimal angles
vary greatly depending on geographic region. They cannot be accurately
predicted based on latitude and longitude alone. Often, rules of thumb are
used to set array tilt angles which rely solely on site latitude [35]. However,
we can see that optimal angles are not identical as we look horizontally
across the country. Coastal sites at different latitudes seem to share greater
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Figure 6.1: Optimal angle for irradiance capture for sites across the United
States
irradiance similarity than sites farther inland. Mountain ranges, plains, and
deserts all have influence over optimal tilt angles.
6.2 Size Reduction
The area reduction analysis done in Figure 5.5 is repeated for each location
in the NREL database. Optimal ranges for each β are determined for each
site and energy levels of 0.95 to 0.99 of the maximum output are used as
metrics. Maximum energy is relative to the site and results are summarized
in Table 6.1. Both one- and two-row DPP deployments are considered.
With two-row DPP, array area can be reduced by 4-5% when all sites
are averaged. This value increases to 4.9-5.4% if we consider sites above 40◦
latitude. Higher latitude sites require steeper tilt angles to improve irradiance
capture. The sun’s relatively low trajectory casts longer shadows, increasing
self-shading effects. In this way, energy production for higher latitude sites
is more sensitive to β than at lower latitudes. Below 40◦ latitude, the area
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reduction is smaller at 3.3-4.4%. Lower latitude sites will have shallower
optimal tilt angles and incur less severe self-shading effects.
If one-row DPP is used then we see a 7.8-8.4% improvement compared
to panels with bypass diodes. This is most likely due to heavy mismatch
being confined to the bottom-most row of cells. Similar to two-row DPP,
area reduction is greater for sites above 40◦ latitude.
Table 6.1: Array area reduction for locations across the United States
(a) Two-row DPP
Energy Level All latitudes Above 40◦ Below 40◦
0.99 4.86% 5.35% 4.44%
0.98 4.50% 5.40% 3.75%
0.97 4.29% 5.34% 3.40%
0.96 4.23% 5.26% 3.36%
0.95 4.14% 4.94% 3.48%
(b) One-row DPP
Energy Level All latitudes Above 40◦ Below 40◦
0.99 8.36% 9.51% 7.39%
0.98 8.21% 10.19% 6.54%
0.97 8.13% 10.42% 6.20%
0.96 8.01% 10.19% 6.17%
0.95 7.76% 9.54% 6.26%
A latitude of 40◦ was used because it effectively split the country into two
equal north/south parts. However, results can be broken up in different ways.
From the front row result, we saw that irradiance patterns do not strictly
follow latitude. In Figure 6.2 and 6.3 the results from the size reduction sim-
ulations are divided into two different categories. Sites with area reductions
above the national average are marked in black while those below are marked
in gray. Results for the 0.95 and 0.99 cases are displayed in their respective
figures. In both cases, the visual pattern for sites with above average area
reduction is similar to the front row >25◦ pattern. This suggests that sites
which require higher tilt angle would receive the most benefit from DPP.
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(a) Two-row DPP
(b) One-row DPP
Figure 6.2: Sites with area reduction for the 0.95 above the national
average area reduction are shown in black, while sites below average are
shown in gray.
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(a) Two-row DPP
(b) One-row DPP
Figure 6.3: Sites with area reduction for the 0.99 above the national
average area reduction are shown in black, while sites below average are
shown in gray.
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6.3 Finite Area Simulations
The finite area simulation for the test case showed that maximum power out-
put can be achieved by closely spaced panels with low tilt angles. Although
the low tilt did not maximize annual irradiance, it provided the best trade-off
between packing density and shading mismatch. DPP was shown to provide
an increased energy harvest of about 4% or 10% if one- or two-row DPP was
employed.
A similar analysis is performed for each location in NREL database and
results are shown in Table 6.2. The results compare the energy output of
arrays with and without DPP. Simulations are run for both DPP topologies.
When two-row DPP is employed, energy harvest is increased on average by
4.9%. Likewise, one-row DPP shows a 10.8% improvement in energy harvest.
Compared to the area reduction simulations, results for above and below 40◦
latitude show marginal variations. This is likely due to results favoring lower
tilt angles and reducing the impact of geographic irradiance variations.
Table 6.2: Finite-area simulations results showing improvement of arrays
with DPP over arrays with bypass diodes
DPP National Above Below
Topology Average 40◦ latitude 40◦ latitude
Two-row DPP 4.9% 4.8% 5.0%
One-row DPP 10.8% 11.7% 10.1%
6.4 Example Array
An analysis similar to that in Section 5.5 can be repeated for locations across
the United States. We will consider single-stacked panels with a width (W)
of 1 m and a minimum spacing (S0) of 75 cm. The free variables are the tilt
angle of the rows and the deployment of DPP converters. Optimal tilt angles
for arrays with one-row DPP, two-row DPP, and bypass diodes are shown
in Figures 6.4, 6.5, and 6.6, respectively. Optimal in this example is the β
which maximizes energy production of the rearward rows.
The two DPP deployments have similar results over most of the southern
sites. For the northern locations, optimal β for the one-row DPP results
are closer to the front row values (Fig. 6.1) than the two-row DPP results.
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Figure 6.4: Optimal tilt angle for rearward row energy production in arrays
with one-row DPP and a minimum spacing of 75 cm
The difference is even greater when comparing arrays with one-row DPP and
arrays with bypass diodes. This agrees with our previous conclusion that
DPP provides a greater benefit at higher latitude sites.
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Figure 6.5: Optimal tilt angle for rearward row energy production in arrays
with two-row DPP and a minimum spacing of 75 cm
Figure 6.6: Optimal tilt angle for rearward row energy production in arrays
with bypass diodes and a minimum spacing of 75 cm
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CHAPTER 7
FACTORY BINNING
Sources of mismatch are not limited to shading. Variations in intrinsic cell
parameters will cause the MPP of cells to diverge. These can be due to
non-uniform cell degradation and imperfect factory binning [36]. Typically,
cell mismatch will not induce drastic changes in IV curves, as occurred with
partial shading, unless cells are damaged or defective. Slightly mismatched
modules will not cause bypass diode operation, but rather operate the string
at a reduced current [37]. In this way, energy loss is caused not by shunted
cells, but by cells operating away from their MPP. The impacts of constant
small variations are highly undesirable as they persist and worsen over the
life of the array.
DPP is well suited to handling mismatch in cells whether it arises from
internal or external sources. With intrinsic cell variations the problem is the
duration of the mismatch and not necessarily the magnitude. Differential
power between PV elements will be relatively small compared to external
sources of mismatch, such as shading and soiling, which DPP has already
proved capable of efficiently handling.
Internally mismatched cells also increase the sensitivity of panels to exter-
nal mismatch. The cause of non-uniform IV curves can be potentially from a
variety of factors, as shown in Figure 2.4. We would expect a combination of
these effects in a large array. The previous sections on self-shading and diffuse
masking assumed the cells were perfectly matched for simplicity. However,
as arrays age we would expect differences to increase [38]. Quality control
processes are not able to completely predict the lifetime characteristics of PV
cells [39].
One such source of mismatch is factory binning, the topic of this chapter.
Process variations from manufacturing produce solar cells with varying IV
characteristics. Manufacturers use a binning procedure to group panels to
reduce potential power loss from stringing dissimilar panels in series [36].
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Binning involves testing each panel that comes off the production line to
determine its MPP. Two common binning techniques are used: power bin-
ning and current binning [40]. Power binning, such as shown in Figure 7.1,
separates panels based on their maximum power output. Similarly, current
binning involves matching panels to bins using Imp instead of just the MPP.
Neither process can perfectly match panels, so tolerances are assigned to each
bin. Tolerance levels vary by manufacturer, but for this chapter +5%, -0%
will be considered typical binning limits.
Power binning is the more common of the two approaches. One potential
problem with power binning is fluctuations in Imp. MPP depends on the
product of Imp and Vmp, so matching MPPs does not guarantee similar Imp
and Vmp. In series-connected components, different Vmp values will not cause
any issues, as the voltages add. On the other hand, different Imp values will
cause mismatch. The level of mismatch inside a certain bin has generally
been assumed to be either low enough to not cause significant power loss or
economically not worth stricter binning tolerances. However, a recent study
flash-tested a sample of 90,000 panels and found that in a single bin Imp and
Vmp could vary by as much as +/- 4.8% of the average value [40].
Figure 7.2 shows a plot of different IV curves generated by varying Isc and
Voc by +/-10% of their nominal values from Table 2.1. From this population
of IV curves we can select bins that correlate with realistic tolerances. The
green area represents a +5%,-0% P0 bin and the red area a +0%,-5% P0 bin,
where P0 is the nameplate power from Table 2.1. Imp and Vmp are allowed
to vary in a range +/-7.5% of their nominal values in both bins. The black
area corresponds to curves which meet power bin tolerances, but fall outside
the Imp and Vmp limits. The blue area is curves which do not meet either bin
tolerance.
Figure 7.1: Example of four factory bins where Pnom is the nominal power
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Figure 7.2: Range of possible IV curves with variable Isc and Voc. +5%,-0%
(green) and +0%,-5%(red) power bins. Imp and Vmp have +/-(0 to 7.5%)
variations inside bins. Blue and black areas fall outside binning tolerances
and will not be considered.
7.1 Monte Carlo Simulations
A Monte Carlo (MC) simulation is used to analyze the impact of binning on
series-connected panels. Rows of twenty panels are constructed by selecting
IV curves from the +5%,-0% and +0%,-5% bins (red and green). We can
choose panels from a single bin, as is currently done by PV installers, or
from multiple bins. Once the rows are constructed, the power output of
panels with and without DPP can be compared, under rated irradiance (1000
W/m2). For this simulation, we are only determining mismatch on the panel
level, so sub-panel DPP has no effect. However, panels are constructed from
individual PV cells and manufacturing variations occur at the cell level. Due
to this, binning mismatch at the cell level is possible. Little empirical data
exists on sub-panel binning mismatch, so our analysis is limited to the panel
level.
The overall population of IV curves is assumed to have a bivariate Gaussian
distribution on possible MPP currents and voltages, as shown in Figure 7.3.
A correlation (ρ) of -0.5 is assumed since Isc and Voc are inversely dependent
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Figure 7.3: Distribution of MPP current, Imp
on parameters such as bandgap and temperature [41]. The +/-7.5% variation
is assumed to represent two standard deviations of the nominal values. Both
Imp and Vmp have a 1σ of 3.75%. Variations beyond 2σ are considered to
have been removed in the binning process.
In Figures 7.4 through 7.6, MC simulations are shown for different bin
combinations. Rows with DPP are shown as blue circles and rows without
are red circles. The black line marks the power output of a perfectly matched
row with each panel set to P0. Likewise, green lines display the absolute limit
on the bins and are calculated as either +5% or -5% of P0. The plots show
1000 trials for graphing purposes, and results for larger trials are summarized
in Table 7.1. When panels are chosen from a single bin, as in Figure 7.4 and
7.5, production from rows without DPP favor the lower limit of the bin.
This is the average power in the +5%,-0% bin (Fig. 7.4b) and the lower
limit in the +0%,-5% bin (Fig. 7.5b). Production from rows with DPP tend
to favor the average of the bin. From Table 7.1, DPP provides about 0.75%
improvement in energy harvest when panels are taken from a single bin.
The above analysis models the current procedure used by PV installers
when buying panels from manufacturers. All panels are taken from a single
bin to decrease mismatch. This leads to several problems. Multiple bins
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increase inventory and need to be separated for storage. Also, suppliers must
hold on to a certain number of panels, should replacements ever be necessary
due to damage or atypical degradation. The ability to combine bins without
adverse effects would reduce supply inventory problems and could ultimately
decrease the final price per watt of installations.
DPP tended toward the average of the bin when panels were chosen from
a single bin. However, there is no reason this pattern would not continue
if multiple bins were used. Binning mismatch, even across multiple bins, is
much less severe than shading mismatch. In Figure 7.6, the MC simulation
is repeated, but this time choosing from both bins. Bin choice is set to be
uniformly random, so the decision for two bins is similar to flipping a coin.
Once again, production from rows with DPP favors the average value of the
combination, which in this case is P0. Rows without DPP perform worse
and favor the lower bin. From Table 7.1, when multiple bins are used rows
with DPP show an improvement of about 0.93% over rows with only bypass
diodes.
Table 7.1: Monte Carlo simulation results
Power Improvement with DPP
Iterations +5%,-0% Bin +0%,-5% Bin +5%,-5% Bin
1000 0.75% 0.76% 0.93%
10000 0.76% 0.76% 0.93%
100000 0.76% 0.76% 0.93%
With DPP, the binning problem is significantly reduced. In Figure 7.7, the
number of bins has been increased to four and matches the notation used in
Figure 7.1. The MC simulation is repeated for the added bins. Bin choice is
again random, but IV curves across the entire population are still expected
to follow the Gaussian distribution. The results of the simulation are shown
in Figures 7.7b and 7.7c. With the added bins, rows with DPP still tend
toward the average of the bin population. DPP improvements increase to
1.0% for the four bin scenario.
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(a) DPP (b) No DPP
Figure 7.4: Monte Carlo simulation for +5%,-0% bins
(a) DPP (b) No DPP
Figure 7.5: Monte Carlo simulation for +0%,-5% bins
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(a) DPP (b) No DPP
Figure 7.6: Monte Carlo simulation for +5%,-5% bins
7.2 Mismatch Sensitivity
The above analysis has focused on panel operation under uniform irradiance
and showed that factory binning can cause about a 1% energy reduction in
rows of panels. Another consequence of factory binning is that a row is now
more sensitive to other forms of mismatch. Figure 7.8a shows an PI curve
for a panel with the MPP marked by a dot and +/-5.0% and +/-7.5% Imp
marked by vertical lines. A zoomed in plot is displayed in Figure 7.8b. The
top of the PI curve is a relatively flat region where small fluctuations in
string current marginally affect power output. The curve quickly drops off
as the current is increased and the panel approaches the reverse-bias region.
Conversely, decreasing current causes a much slower drop-off in power since
this corresponds to a region of the IV curve where voltage is more or less
constant. On the upper PI curve shown, operation at +7.5% Imp yields about
85% power output.
We have seen that current and voltage can vary considerably in a single bin
with a power tolerance of +5%,-0%. If we assume a Gaussian distribution
on a panel’s Imp and Vmp we would expect the majority of a single bin to
fall relatively close to one another. However, outliers will still be present.
Panels with relatively high currents and low voltages as well panels with low
currents and high voltages will still meet power binning tolerances. With
binning mismatch and without DPP, any low current high voltage panels
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(a) Bin Distribution with four bins
(b) DPP (c) No DPP
Figure 7.7: Monte Carlo simulation results for four bin scenario
make a row susceptible to mismatch. The global Imp favors a value higher
than this panel’s MPP current. As was shown in Figure 7.8, higher currents
approach a region of the PI curve where power falls off rapidly.
If a second form of mismatch is introduced into the array, such as shading
or degradation, the combined effects could push panels over the bypassing
thresholds. In Figure 7.9 through 7.12 the two bin simulation is repeated,
but this time a single panel in the row is subjected to irradiance mismatch,
relative to the other panels. The shaded panel is randomly chosen from the
lower bin and may or may not be an outlier. With the combined mismatch,
the benefits of DPP become more apparent, as shown in Table 7.2. The panels
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(a) +5%,-0% Bin
(b) +0%,-5% Bin
Figure 7.8: Monte Carlo simulation results for single bin scenario
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are already mismatched from binning and a small 5% irradiance mismatch
on a single panel increases DPP improvement from 0.93% (as shown in Table
7.1) to 1.51%. As the irradiance mismatch is increased, the panels without
DPP perform worse. In Figure 7.10b, 7.11b, and 7.12b the shaded panel is
bypassed for particular trials, as evidenced by power output falling below the
bottom bin limit.
Table 7.2: Monte Carlo simulation results
Irradiance Power Improvement
Mismatch With DPP
5% 1.51%
7% 2.08%
9% 2.91%
11% 3.78%
(a) DPP (b) No DPP
Figure 7.9: Monte Carlo simulation with one panel shaded 5%
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(a) DPP (b) No DPP
Figure 7.10: Monte Carlo simulation with one panel shaded 7%
(a) DPP (b) No DPP
Figure 7.11: Monte Carlo simulation with one panel shaded 9%
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(a) DPP (b) No DPP
Figure 7.12: Monte Carlo simulation with one panel shaded 11%
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CHAPTER 8
CONCLUSION AND FUTURE WORK
8.1 Conclusion
This thesis investigates the long-term benefits of differential power processing
in large-scale solar arrays. Mismatch from several sources is considered,
including dynamic mismatch from shading as well as static sources from cell
variations. In either case DPP shows improvements over arrays employing
bypass diodes.
A solar simulator is developed which combines and adapts previous models,
found in the literature, to allow cell level power calculations. The simulator
can be used for any location for which solar data is available. It achieves
minimal error and faster computation times compared with full numerical
methods. Panels are assumed to be in landscape orientation due to their
ability to better handle self-shading effects than panels in portrait orien-
tation. This assumption holds for conventional mono- and poly-crystalline
panels with standard wiring layouts.
Array design, especially in area-constrained environments, requires a bal-
ance between mitigating losses and maximizing irradiance capture. Factors
such as tilt angle and row spacing typically influence these two parameters
inversely. DPP introduces an additional way to handle mismatch and allows
array design to favor parameters which maximize irradiance capture. Com-
pared to arrays with bypass diodes, DPP increases an array’s energy density.
This is accomplished in two ways. Adjacent rows can be spaced closer to-
gether to increase the array’s energy output per unit area. Similarly, energy
harvest from individual rows is increased at comparative spacing factors.
Static sources of mismatch from factory binning were modeled to deter-
mine their impact on an array’s power output. Results support the need for
a stringent binning process if panels employ only bypass diodes. Wide bin
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tolerances, or selecting panels from multiple bins, caused the row’s string
current to favor the lower producing panels. In addition to lowering power
output, this also increased the panel’s sensitivity to other sources of mis-
match, such as shading. Rows with DPP were shown to be less sensitive to
binning mismatch and could potentially decrease the need for a rigorous bin-
ning process. Energy improvements were seen in both single and multiple bin
scenarios. When rows were constructed from multiple bins, production from
rows with DPP tended toward the average power of the selected bin popu-
lation. Rows without DPP were more sensitive to mismatch and production
favored the lower bins.
8.2 Future Work
In section 7.2 preliminary results were given on the effects of multiple mis-
match sources. Generally mismatch effects worsen if many sources are present.
When only bypass diodes are employed, rows are sensitive to mismatch. In a
large array there will be sources of mismatch in addition to those discussed
in this thesis. Cell degradation, soiling, and partial shading, to name a few,
will push submodules towards their bypassing thresholds. We expect the
inclusion of additional mismatch sources in our analysis would show worse,
and more realistic, production from conventional arrays. Experimental tests
have verified DPP’s capability to handle mismatch in partial shading sce-
narios and laboratory tests. Deployment of multiple converters in an array
or row, over an extended period, is the next step in experimental verifica-
tion. Ideally this would also occur with data from a similar array or row,
employing only bypass diodes, to allow comparison.
The power rating of the converters was not considered in this thesis. How-
ever, as discussed in Section 3.2, a lower power rating would reduce converter
cost but also limit functionality. Similar to tilt angle, the optimal sizing of
converters may be location specific. Northern locations with higher degrees
of shading may benefit from larger converters. Likewise, in southern loca-
tions a smaller and less expensive converter may be possible without losing
too much functionality. Economic factors will need to be included into the
model to investigate these trade-offs. Also mentioned in Section 3.2 was the
option to actively bypass heavily PV elements instead of processing a large
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amount of power. Future work will determine when processing differential
power or active bypassing is optimal.
Lastly, the main focus of this thesis has been energy improvements using
DPP. The incorporation of power electronics on submodules offers other ca-
pabilities as well. Power monitoring necessary for DPP operation could also
be used for panel diagnostics. This would provide a valuable tool to deter-
mine the state of the array: adding monitoring and protection capabilities.
For example, diagnostics could indicate if panels are hot-spotting or need to
be cleaned to prevent cell damage and energy loss.
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