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Abstract—Standard automatic methods for recognizing problematic code can be greatly improved via the incremental application of
human+artificial expertise. In this approach, call F 3T , AI tools explore software to find commits that they guess is most problematic.
Humans the apply their expertise to check that guess (perhaps resulting in the AI updating the support vectors within their SVM
learner). We recommend this human+AI partnership, for several reasons. When a new domain is encountered, F 3T can learn better
ways to label which comments refer to real problems. Further, in studies with 9 open source software projects, F 3T ’s incremental
application of human+artificial intelligence is at least an order of magnitude cheaper to use than existing methods. Lastly, F 3T is very
effective. For the data sets explored here, when compared to standard methods, F 3T improved Popt(20) and G-scores performance
by 26% and 48% on median value.
Index Terms—Software Analytics, Human-in-the-loop AI, FFTs, Defect prediction
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1 INTRODUCTION
A vital first step for many software analytics tasks is tolabel which programmer commits introduce the bugs.
Such labels are required to establish the “ground truth”
needed to train existing methods (or certify new ones).
To obtain the dependent variable (i.e. bugs labels), “wor-
rying” commits that indicates bug-fixing activities will be
identified and utilized to trace down the buggy commits
(before being fixed by “worrying” commits). Standard prac-
tice [13], [33], [39], [42], [57], [64], [75] is to overlap the
commit messages to keywords like Table 1. Vasilescu et al.
[82], [83] notes that these keywords are used in somewhat
ad hoc manner where researchers peek at a few results,
then tinker with regular expressions that combine these
keywords. Consequently, this keyword approach can lead
to poor results.
For example, Table 2 compares labels assigned via the
keyword method or the new methods of this paper. The last
column of that table shows results from an expert manual
review of the commit messages. The red squares of Figure 1
shows results where those labels are used in a predictor
for bugs. Note that, in Table 2 and Figure 1, labeling via
keywords often performs very badly (and the new methods
of this paper do much better- see the green triangles).
To be fair to the keyword method tested in Figure 1,
those words were selected using experience from open
source Java projects like Apache. Yet the commit messages
in Table 2 come from the computational science software.
Computational science explores natural phenomena at both
very large scale (e.g. hurricanes) and very small scale us-
ing (e.g.) micro-level finite elements analysis. Such soft-
ware is applied to astronomy, astrophysics, chemistry, cli-
mate+weather prediction, economics, genomics, molecular
biology, oceanography, physics, political science, and many
fields of engineering. Just to say the obvious, this kind of
software is very different from systems like Apache (that
delivers web-scale services to many clients).
Nevertheless, if a widely used method only works well
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for certain software domains, then it becomes an important
task to adapt those methods to other domains. Accordingly,
this paper introduces F 3T (short for “FASTREAD and FAST
FRUGAL TREES”), a semi-automatic methods for labeling
Github issues (then using them to build defect predictors).
FASTREAD is an incremental active learner that implement a
human+AI partnership where humans read the fewest items
in order to train a classifier that can detect the most number
of interesting/worrying commits. Previously, FASTREAD
has been used to help humans search 1, 000 papers in
Google Scholar to find the dozen or so that are most relevant
to some research query [91]. FAST FRUGAL TREES are a
ensemble-based learner which has recently showed much
promise for software analytics [14] (i.e. traditional defect
prediction on release level).
The central insight of this paper is that commit label-
ing is analogous to reading research papers and defect
predicting of buggy commits is analogous to release-level
defect predicting. Hence, an active learner like FASTREAD
(designed for reading research papers) and FFTs (adapted
from release-level defect prediction) would be useful for
handling buggy commits identification and prediction.
To test the value of FASTREAD and FAST FRUGAL
TREES for labeling Github commit messages, we built soft-
ware defect predictors by labeling 45, 000 commits mes-
sages (36, 000 after pre-processing for analytics tasks) from
nine computational software projects using (a) the stan-
dard keyword method as implemented in the Commit.Guru
tool [75] and (b) active learning with F 3T .
To structure this investigation, we ask four questions:
TABLE 1
Worrying keywords. From [33]
Category Associated Keywords
Corrective bug, fix, wrong, error, fail, problem, patch
Feature Addition new, add, requirement, initial, create
Merge merge
Perfective clean, better
Preventive test, junit, coverage, asset
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Commit messages from computational software systems (see Table 4). Each commit is labeled “worrying” by either a keyword method (from
Commit.Guru [75])) or FASTREAD (from our proposed F 3T method). Right-hand side comments comes from a manual inspection of each commit.
Label=“worrying”? Comment on the
Commit message Keyword FASTREAD Keyword labels
fixes #143: alignto() now checks the 2 selections describe the same atom Y Y
Correct bugs due to merge (rhotoxc) Y Y Correct
Convert tsmear to tphysel in vtorhotf.F90 N N
Universe can load multiple trajectories from positional args N N
NetCDFWriter working (closes Issue 109) N Y
Correction in magnetization rotation (DFPT+PAW) N Y
Add missing module dependency N Y False-Negative
findSubgraphIsomorphisms works if you pass it a complete mapping N Y
documentation updates and fixes Y N
Removed unused expected error from Selections Y N
Test for HOLE changed form error to warning when HOLE binary is not there Y N False-Positive
Added CHANGELOG entry for fix of Issue #550. Y N
Fig. 1. Using 36,000 commit messages like Table 2, learn buggy commit predictors from version ri (using Logistic Regression or FFTs) then test
on release ri+1. Results expresses as “G-score” (harmonic mean of recall and 1 - false alarm). Higher G-score are better. For details on the data
used in this experiment, see Table 4. For more details on how this experiment was conducted, see later in this paper.
RQ1: How close are FASTREAD and keyword labeling to
human labels?
This question compares different labeling methods (key-
words, FASTREAD) against ground truth labels (assigned
by a team of humans). We will see that:
FASTREAD was best at reproducing the ground
truth (i.e. the human labels).
Compared to keyword labeling...
RQ2: Does keyword labeling lead to better predictors for
buggy commits?
RQ1 only explored the labeling process. In RQ2, we
check how well those labels predict for defects. For this
research question, we kept the learner constant (only FFTs)
and varied the labeling method (keywords or FASTREAD).
Project data was divided into releases r1, r2, ... etc. Classi-
fiers were trained on release ri then tested on ri+1. We will
see that:
FASTREAD’s generated better predictors for buggy
commits.
Compared to keyword labeling...
RQ3: What predicting method best predicts for buggy
code?
RQ2 built predictors using only one classifier (FFT).
Now, for RQ3, we used the labeling method endorsed by
RQ2 (FASTREAD) and varied the data mining algorithm
(FFTs versus the combination of the SMOTE preprocessor
with logistic regression (LR), random forests (RF), support
vector machines (SVM)). We will see that:
Of the predicting methods studies here, FFTs built
the best classifiers for buggy commits.
Compared to other predicting methods...
RQ4: Which identification and prediction system per-
form best for buggy commits?
This investigation is the comparison of our proposed sys-
tem or F 3T versus the state-of-art system (i.e. Commit.Guru
[75]) for identification and prediction system. Commit.Guru
is tweaked at the last step to incorporate SMOTE while
varying the choice of learners (LR, RF, and SVM) to cover
top and bottom ranked categories recommended by Ghotra
et al. [27] building on top of the data generated by the
keyword labeling method. We found that:
The proposed F 3T outperformed the existing sys-
tem buggy commits identification and prediction.
Compared to the state-of-the-art system ...
In summary, these results make us recommend F 3T
(FASTREAD + FAST FRUGAL TREES) for labeling Github
commit messages, then generating defect predictors. As
shown §2.1, this method can reduce the cost of labeling
Github commits by an order of magnitude.
3As to the novel contributions of this paper:
1) This paper is the first to introduce F 3T .
2) To the best of our knowledge, this work is the first to
use active learners to label Github messages. As shown
below, this combination of human+artificial intelligence
is very useful since it quickly leads to better predictions.
3) Much prior work in software defect prediction has used
a small number of open source projects, mostly written
in JAVA [24]. This paper is the first report of applying a
broad range of AI tools (active learners and classifiers)
to empirical SE for an entirely different class of software
(from computational science).
4) To better support other researchers our scripts and data
are on-line at github.com/sillywalk/defect-prediction/.
The rest of this paper is structured as follows. Background
work is discussed in the next section. §3 and §4 describes
our empirical methodology and experimental design. This
is followed by the details of the experiment used to answer
our research questions in §5. Further discussion, threats to
validity, and possible future work from this research are
explored in §6, §7, and §8. Finally, conclusion of this work is
given in §9.
Before beginning, we offer a comment about Com-
mit.Guru [75]. Commit.Guru supports many important fea-
tures which we use extensively in this paper (e.g. the SZZ
algorithm [19], [42], [78], feature extraction from projects).
Hence, we strongly endorse the use of this tool (though its
labeling and predicting methods should be improved).
2 MOTIVATION
2.1 Why Study Labeling?
For two reasons, we argue that it is important to study
labeling. Firstly, there is the semantic issue. As shown in
Figure 1, poor labeling leads to poor predictions. Other
researchers also mention that poor data quality (of both
independent and dependent variables) can adversely effect
prediction [9], [32].
Secondly, labeling is a time consuming and expensive
task. While most commit message are short1, the nine
projects studied in this paper have 45, 000+ (before pre-
processed) commits. Based on experience with running all-
day data-labeling sessions (using teams of graduate stu-
dents), labeling these original 45, 000+ commit messages
requires 225 person hours (or 25 hours on average for a
project; median reading times see in 5000+ commits). These
nine projects are just a sample of the 59 computational
science projects that we have currently found on Github
(and we suspect that an order of magnitude more such
projects may exist). Assuming these 59 projects have the
same commit frequency as the nine, then labeling all 59
projects requires 37 weeks of work. Further, if a second hu-
man is used to check the labels (which is standard practice
in manual SE research papers), this estimate grows to 64
weeks (1.25 years). And we are not finished yet. If any other
research team wants to check our results (which is always
good research practice) then yet another 1.25 years of may
required (per secondary group), just to independently check
those labeling.
1. The sample in Table 2 reflects the median size of these messages.
What would it cost to complete all that labeling? The
following estimates assumes (a) the use of crowdsourcing
(via Mechanical Turk); (b) our crowdworkers are being paid
at least minimum age; and (c) we assign two readers per
issue report; (d) a 50% “cull rate” of crowd workers (where
quality control questions are used to identify and prune
ineffective crowdworkers 2; and (e) and our university takes
a 50% overhead tax on grants. Under those assumptions,
labeling 590 projects of Github issues would require $472K
of grant money (with nothing left over for graduate student
wages or other equipment).
But when using F 3T , we would only need to read up to
16% on median of the commits to find 95% of the worrying
commits. That is, the same task would only consume $38K
of grant money grant (which is an order of magnitude
improvement). For details on how we make this calculation,
see Table 11 and Table 12, later in this paper.
2.2 Why Study Computational Software?
The case studies of this paper come from computational
science software. It is important to study such software since
that code has a widespread social impact. For example,
weather forecasts generated from computational science
software can predict the path of hurricanes. This, in turn,
allows (e.g.) effected home owners to better protect them-
selves from damaging winds. For another example, com-
putational science explores the properties of new materials.
Synthesizing new materials is very expensive so standard
practice is to use software to determine those properties (e.g.
via a finite element analysis). This, in turn, enables (e.g.) the
faster transition of new materials to industry. If better soft-
ware engineering improves computational science software,
then this would lead to better (e.g.) weather predictions and
the faster creation of new industries based on new materials.
Another reason to study computational science software
is that it can be used to stress test the generality of existing
empirical SE methods. Consider the results of Table 2 and
Figure 1 where a standard method (keywords to identify
worrying commit and traditional data miners derived from
Ghotra et. al [27]) failed very badly when applied to com-
putational science software. This result is suggestive (but
not conclusive) evidence that (a) prior work on analytics
has over-fitted its methods (to systems like Apache); and
that (b) it is now time to develop new case studies (like
computational science).
2.3 Why Study Defect Prediction?
Software quality assurance budgets are finite while assess-
ment effectiveness increases exponentially with assessment
effort [24]. Therefore, standard practice is to apply slower
methods on code sections that seem most critical or bug-
prone. Software bugs are not evenly distributed across the
project [30], [45], [55], [65]. Hence, a useful way to perform
software testing is to allocate most assessment budgets
to the more defect-prone parts in software projects. Data
mining algorithms can input features extracted from source
code and output predictors for where defects are likely to
2. Such a 50% “cull rate” is common practice in crowdsourcincg [15]
4occur. Which such predictors are never 100% correct, they
can suggest where to focus more expensive methods.
There is much commercial interest in defect prediction.
In a survey of 395 practitioners from 33 countries and five
continents, Wan et al. [87] found that over 90% of the respon-
dents were willing to adopt defect prediction techniques.
Results from commercial projects show the benefits of
defect prediction. Misirli et al. [55] built a defect prediction
model for a telecommunications company. Their models
predicted 87% of code defects and decreased inspection
efforts by 72% (while reducing post-release defects by 44%).
Kim et al. [41] applied defect prediction model, REMI, to
API development process at Samsung Electronics. They
models could predict the bug-prone APIs with reasonable
accuracy (0.68 F1 score) and reduce the resources required
for executing test cases.
Software defect predictors not only save labor compared
with traditional manual methods, but they are also compet-
itive with certain automatic methods. Rahman et al. [70]
compared (a) static code analysis tools FindBugs, Jlint, and
PMD with (b) defect predictors (which they called “statis-
tical defect prediction”) built using logistic regression. No
significant differences in cost-effectiveness were observed.
Given this equivalence, it is significant to note that defect
prediction can be quickly adapted to new languages by
building lightweight parses to extract code metrics. The
same is not true for static code analyzers - these need
extensive modification before they can be used in new lan-
guages. Because of this ease of use, and its applicability to
many programming languages, defect prediction has been
extended many ways including:
1) Application of defect prediction methods to locating code
with security vulnerabilities [77].
2) Predict the location of defects so that appropriate re-
sources may be allocated (e.g. [10])
3) Understand the factors that lead to greater likelihood of
defects such as defect prone software components using
code metrics (e.g., ratio comment to code, cyclomatic
complexity) [20], [53], [54] or process metrics (e.g., num-
ber of changes, recent activity) [22], [31], [59], [62].
4) Use predictors to proactively fix defects [6], [38], [48]
5) Study defect prediction not only just release-level [3], [14]
but also change-level or just-in-time [39], [64], [75], [89]
both for research and also industry.
6) Explore “transfer learning” where predictors from one
project are applied to another [46], [63].
7) Explore the trade-offs between explanation and perfor-
mance of defect prediction models [14].
8) Assess different learning methods for building models
that predict software defects [27]. This has led to the
development of hyperparameter optimization and better
data harvesting tools [2], [3], [23], [24], [26], [79].
The important thing to note about all these eight research
areas is that all their conclusions are wrong if commit
message are labelled incorrectly. This is a concern since, as
Table 2 and Figure 1 showed, commit labeling can go very
wrong if the wrong labeling methods is applied.
3 INCREMENTAL ACTIVE LEARNING
The case was made above that (a) labeling commit messages
is a vital task at the core of much current research; and
(b) manually labeling those commits is a very slow pro-
cess. This section describes the FASTREAD active learning
method that incrementally labeling a small subset of the
commits. Using those labels, a machine learner can then
find nearly all the remaining interesting/worrying commits.
Using these methods, humans have to read in details only a
small percentage of the commits (under 16%, median value).
Fig. 2. Separating worry-
ing (red) from non-worrying
(green) files.
To understand active learn-
ing, consider the decision bound-
ary between the worrying com-
mits and other commits shown
in Figure 2. One tactic for quickly
finding those worrying commits
would be to ask humans to re-
view and assess a few dozens
of commits that fall into the red
region of this figure, as far as
possible from the green ones (i.e.
certainty sampling). Another tactic
would be to review items that are
closest to the boundary (i.e. uncertainty sampling).
All these tactics are built into FASTREAD [92], the ac-
tive learner used for this work. When reading commits,
FASTREAD initially uses uncertainty sampling to fast build
a classification model (for “worrying” or “non-worrying”
commit message), then switches to certainty sampling to
greedily find worrying commits. The machine learner (i.e.
SVM) use this feedback from human to learn their models
incrementally. These models are then used to sort the stream
of commit messages such that humans read the most infor-
mative ones first (and the commits are resorted each time a
human offers a new label for a commit). More specifically,
FASTREAD executes as follows (and this description uses
the nomenclature of Table 3):
• FASTREAD executes by presenting to a human, one
example at a time. Whenever a human offers a label to
an example, FASTREAD updates an SVM model.
• More specifically, FASTREAD starts by randomly sam-
pling unlabeled candidate studies until humans declare
that they see N1 = 1 relevant examples. In the context of
this paper, “relevant” will mean “worrying commit”.
• Then, FASTREAD start training with weighting to control
query with uncertainty sampling, until N2 = 30 relevant
examples are found. Here, different weights are assigned
to each class (WR = 1/|LR|, WI = 1/|LI |).
• Next, FASTREAD trains further using certainty sampling
and Wallace’s “aggressive undersampling” [86] that culls
majority class examples closest to the decision boundary.
• FASTREAD stops training when it is estimated that
N3 = 95% of the relevant have been found.
TABLE 3
Problem description for FASTREAD.
E: the set of all candidate commits (in the project).
R ⊂ E: the set of ground truth worrying commits.
I = E \R: the set of ground truth not worrying commits.
L ⊂ E: the set of labeled/reviewed commits,
each review reveals whether a commit x ∈ R.
¬L = E \ L: the set of unlabeled/unreviewed commits.
LR = L ∩R: the identified worrying (included) commits.
LI = L ∩ I : the identified not worrying (excluded) commits.
5TABLE 4
Data used in this study.
Table 4a: Data selection and pruning.
678 computational science projects were identified. Many of these
are purely personnel projects (or just used for web storage) so
following the advice of Kalliamvakou et al. [36], we used the
sanity checks of Table 4b to prune these to 59 projects. On these,
we use nine (selected to cover a range of languages):
• PCMSOLVER: API to the Polarizable Continuum Model [71].
• XENON: middleware interface to compute & storage resources
[49].
• MDANALYSIS: Python code to analyze molecular dynamics
trajectories generated from other simulation packages [7].
• HOOMD: particle simulation for hard particle Monte Carlo
simulations of a many shape classes [5].
• ABINIT : an atomic-scale simulation software suite [28].
• AMBER: Fast, parallelized molecular dynamics analysis [73].
• RMG-PY: the Python Reaction Mechanism Generator. Gen-
erates chemical reaction mechanisms for modeling reaction
systems [29].
• LAMMPS: Large-scale Atomic/Molecular Massively Parallel
Simulator, a classical molecular dynamics simulation code [67].
• LIBMESH: numerical simulation of partial differential equa-
tions on serial and parallel platforms. [43].
For statistics on these systems, see Table 4c.
Table 4b: Sanity checks (designed using [36]).
Check Condition
Personal purpose (# Developers) > 7
Collaboration (Pull requests) > 0
Issues > 10
Releases > 1
Commits > 20
Duration > 1 year
Table 4c: Statistics on selected systems.
Duration No. of No. of No of. Buggy
Dataset Language (years) Developers Commits Releases Commit%
HOOMD C++ 3 41 3904 6 16
LIBMESH C 6.5 56 7801 8 16
ABINIT Fortran 2.5 23 3911 9 18
LAMMPS C++ 5.5 84 5587 7 18
PCMSOLVER C++ 4.5 8 1655 2 23
AMBER C++ 4.5 11 4243 4 23
RMG-PY Python 9.5 47 4472 7 27
MDANALYSIS Python 4 80 2733 8 37
XENON Java 6 11 1804 7 46
To generate the N3 estimate, whenever the SVM
model is retrained, FASTREAD makes temporary “guesses”
about the unlabeled examples (by running those examples
through the classifier). To turn these guesses into an estimate
of the remaining worying commits, FASTREAD:
1) Builds a logistic regression model, using the guesses.
2) Using that regression model, FASTREAD makes new
guesses on the remaining unlabelled examples.
3) Loops back to step1 until the new guesses are the same
as the guesses in the previous loop.
4) Uses this logistic regression model to estimate the re-
maining number of positive examples in the data.
The reader will note that there are many specific require-
ments built into the above decisions (e.g. the values {N1 =
1, N2 = 30, N3 = 95%}). Those requirements where made
by Yu et al. [92] after exploring 32 different kinds of active
learners. They report that, using the above requirements,
FASTREAD found more relevant items faster than the previ-
ously reported state-of-the-art in incremental text mining re-
trieval [17], [85]. Further, the N3 estimator converged much
faster and obtained better estimates that other prominent
estimators from the text mining literature [18], [74], [84].
Yu et al. [92] designed FASTREAD to help filter research
papers from Google Scholar. The central insight of this paper
is that the commit labeling problem is analogous to reading
research papers. Hence, an active learner like FASTREAD
(which was designed for reading research papers) could also
be usefully deployed for handling commit messages.
Our pre-experimental belief was that FASTREAD would
require extensive tuning before it could be used for labeling
Github commits. This was not true. The following results
were obtained using Yu et al.’s original decision decisions
[92].
4 EXPERIMENTAL METHODS
The rest of this paper performs the experiments that explore
the research questions shown in the introduction. Note that,
in all the following, when we say “use FASTREAD”, than is
shorthand for use FASTREAD until 95% of the worrying
commit messages have been found (where that 95% is
estimated using the N3 method discussed above).
4.1 Data
Table 4 shows the data used in this study. This data was
collected as follows. Using our contacts in the computational
science community (from the Molecular Sciences Software
Institute (MOLSSI), and the Science Gateways Commu-
nity institute (SGCI)) we found 678 computational science
projects. Researchers warn against using all the Github
data [4], [11], [37], [60] since many of these projects a
simple one-person prototypes. Following their advice, we
applied the sanity checks of Table 4b to select 59 projects
with sufficient software development information. To create
a manageable study, we selected ten of these at random
(across a range of implementation languages). One proved
to have certain local corruptions so it was dropped. The
remaining nine projects are listed in Table 4c.
The “worrying” commits in these projects were mapped
to the previous code changes or commits that introduce the
bugs. For that purpose, we used Sliwerski, Zimmermann,
and Zeller’s SZZ’s algorithm [19], [42], [78] to work back
in time to identify what code changes lead to the bug
report (and the SZZ implementation we used here came
from Commit.Guru). Rodrguez-Perez et al. [72] report that
at least 187 papers have also used SZZ in the same way as
this experiments of this paper.
For this analysis, we used Commit.Guru tool [75]. This
tool was used since Commit.Guru supports web-scale data
collection from on-line Github projects. Also Commit.Guru
labels commits using a set of keywords that are represent
standard practice in this field. Further, Commit.Guru makes
sensbile decisions about how it collects data [39], [57]:
6TABLE 5
14 independent features, collected by Commit.Guru. [39].
Dimension Name Definition Rationale
Diffusion
NS Number of modified subsystems Changes modifying many subsystems are more likely to be defect-prone
ND Number of modified directories Changes touching more directories are more likely to introduce defect.
NF Number of modified Files Changes touching more files are more likely to introduce defect.
Entropy Distribution of modified code
across each file
Changes with high entropy are more likely to introduce technical debt,
since a developer will have to recall and track more scattered changes
across each file.
Size
LA Lines of code added Changes touching more lines of code are more likely to introduce defects.LD Lines of code deleted
LT Lines of code in a file before the
changes
The larger the file/module, the more likely that the change would be
defective.
Purpose FIX Whether the change is defect Changes that fixing the defect are more likely to introduce more defectsfixing? than changes for new functionality implementation.
History
NDEV Number of developers that
changed the modified files
Changed files touched by more developers before are more likely to
introduce defects, since different developers have different design
thoughts and code styles.
AGE The average time interval from the
last to the current change
More recent changes (lower age) contribute more defects than older
changes (longer age).
NUC Number of unique changes to the
modified files before
Larger NUC changes are more likely to introduce defects since a devel-
oper will have to recall and track many previous changes.
Experience
EXP Developer experience The experience of developers has an impact on introducing TD
REXP Recent developer experience The experience of developers that has often modified the files are less
likely to introduce defects (more familiar with the system).
SEXP Developer experience on a subsys-
tem
Modifications that are made by developer that are familiar with the
subsystems are less likely to introduce defects.
• One challenge data with multiple projects is that they use
different programming languages. Hence, it is best to use
language agnostic measures.
• Herslab [80] and Devanbu [69] argue convincingly that it
is important to collect information about (a) the humans
changing the code as (b) the code itself.
Table 5 shows the information that we used from Github
repositories. Note that these features are language agnostic
and divide almost equally into information about the code
and information about how humans are changing that code.
4.2 Experimental Rig
As stated in the introduction, oroject data was divided into
releases r1, r2, ... etc. Classifiers were then trained on release
ri then tested on ri+1.
4.3 Evaluation Criteria
We choose not to evaluate defect predictors on any single
criteria (e.g., not just recall) since succeeding on one criteria
can damage another [25]. Also, we deprecate the use of
precision and accuracy since these can be misleading for
data sets where the target class is somewhat rare [52] (e.g.
as shown in Table 4c, four of our data sets have less than
one-fifth bugggy commits).
Instead, we will evaluate our predictors on criteria that
aggregated multiple metrics, as follows:
Recall =
TruePositives
TruePositives + FalseNegatives
(1)
FalseAlarmRate(FAR) =
FalsePositive
TruePositive + TrueNegative
(2)
G =
2 · Recall · (1 − FAR)
Recall + (1− FAR) (3)
The G-score is the harmonic mean between recall and
the compliment of the false alarm rate. Hence, this value
drops if either the recall rate or the the false alarm rate is
high. This scoring method is recommended for data sets
like ours where some of the test samples have imbalanced
class distributions [76], [94].
We have also evaluated our results using another popu-
lar metrics; i.e. the 20/80 rule from Ostrand et al. [66]. They
reported that, on average, 20% of files contain 80% defects
in that project. In the literaure, this 20/80 rule is often call
Popt20 (the percent of the bugs found after reading 20%).
Popt20 is widely used in the literature and, for details on
that measure, we refer the reader to those publications [14],
[34], [39], [51], [53], [58], [58], [90]. For this paper, all we need
say about Popt20 is the conclusions reached from this metric
are nearly the same as the conclusions reached via G-score
and the higher the score, the better.
4.4 Statistical Methods
This study ranks treatments using the Scott-Knott procedure
recommended by Mittas & Angelis in their 2013 IEEE TSE
paper [56]. This method sorts results from different treat-
ments, then splits them in order to maximize the expected
value of differences in the observed performances before
and after divisions. For lists l,m, n of size ls,ms,ns where
l = m∪n, the “best” division maximizes E(∆); i.e. the delta
in the expected mean value before and after the spit:
E(∆) =
ms
ls
abs(m.µ− l.µ)2 + ns
ls
abs(n.µ− l.µ)2
Scott-Knott then checks if that “best” division is actually
useful. To implement that check, Scott-Knott would apply
some statistical hypothesis test H to check if m,n are signif-
icantly different (and if so, Scott-Knott then recurses on each
half of the “best” division). For this study, our hypothesis
7test H was a conjunction of the A12 effect size test of
and non-parametric bootstrap sampling; i.e. our Scott-Knott
divided the data if both bootstrapping and an effect size test
agreed that the division was statistically significant (95%
confidence) and not a “small” effect (A12 ≥ 0.6).
For a justification of the use of non-parametric bootstrap-
ping, see Efron & Tibshirani [21, p220-223]. For a justification
of the use of effect size tests see Kampenes [40] who warn
that even if an hypothesis test declares two populations to
be “significantly” different, then that result is misleading
if the “effect size” is very small. Hence, to assess the per-
formance differences we first must rule out small effects.
Vargha and Delaney’s non-parametric A12 effect size test
was endorsed by Arcuri and Briand [6]. This test explores
two lists M and N of size m and n by computing the
probability that numbers in one sample are bigger than in
another as below:
A12 =
 ∑
x∈M,y∈N
1, if x > y
0.5, if x == y
 /(mn)
4.5 Learners Used in this Study
There are very many ways to build a defect predictor. This
paper uses methods that are (a) standard in the literature as
well as some that have (b) recently shown much promise.
For a definition of “standard in the literature”, we use the
Ghotra et al. ICSE paper that grouped 32 defect predictors
into different ranks (see Table 9 of [27]). For this study we
used Random Forests+J48 and Logistic Regression (which
are two top-ranked learners, according to the Ghotra re-
sults). Also, just for completeness, we use Support Vector
Machines (which comes from their bottom rank). For the
other learners, we use one methods reported very recently
at FSE’19 (FFTs, describe below) as well as a standard data
imbalance correction algorithm called SMOTE.
4.5.1 Logistic Regression (LR)
Given a regression function t that combines many variables,
Linear Regresion (LR) maps t into the range 0..1 using u =
1/(1 + e−t) [88]. A binary classifier for class labels x, y is
then constructed using (e.g.) if u < 0.5 then x else y.
4.5.2 Tree Learners: J48 + Random Forests (RF)
J48 recursively builds one decision tree by finding the fea-
ture whose ranges most reduce entropy (which is a measure
of the division of class labels that call into each range). Using
J48 as a sub-routine, our Random Forests builds many trees,
each time using different subsets of the data rows R and
columns C3. Test data is then passed across all N trees and
the conclusions are determined (say) a majority vote across
all the trees [12].
4.5.3 Support Vector Machines (SVMs)
SVMs created a hyperplane that maximize the distance be-
tween the two classes to it to separate them (i.e., defective or
not). In this paper, following the results of Ghotra et al. [27],
the Sequential Minimal Optimization (SMO) SVM technique
3. Specifically, using log2 C of the columns, selected at random.
if LA < 10 then nonBuggy
else if Entropy ≤ 0.65 then Buggy
else if NS > 3 then Buggy
else if FIX == 1 then Buggy
else nonBuggy
Fig. 3. An FFTs tree. Built using the features of Table 5. The first guard
of that tree is LA< 10 where this predicts for a nonBuggy commit. If that
guard is false, then the reasoning falls down to the rest of the tree.
is used. SMO analytically solves the large Quadratic Pro-
gramming (QP) optimization problem which occurs in SVM
training by dividing the problem into a series of possible QP
problems [93].
4.5.4 SMOTE
SMOTE is not a learner, but a data pre-processor. Given
some data set where the number of positive and negative ex-
amples are not equal, SMOTE randomly discards members
of the majority class while also creating synthetic examples
of the minority class. For that creation, each row x finds
y1, .., y5 similar rows of the same class. It then picks of
those rows yi at random and creates a new example at a
random selected distance between x and yi. Some recent
results report that off-the-shelf SMOTE can be improved by
some local tuning [3], [8]. We do not use such local tuning
since recently is has been shown that such tunings are out-
performed by FFTs (see below).
4.5.5 Fast and Frugal Trees (FFTs)
All the learners listed above execute in the same manner,
no matter what evaluation criteria is used to assess their
learned models. FFTs, on the other hand, change their
reasoning based on the target evaluation ctieria.
More specifically, in this study, FFTs change they way
they rank numeric ranges according to the evaluation crite-
ria. Specifically:
• All numeric columns are divided at their medium values.
• Each division is that sorted by the predicated goal, sorted
best to worst (if the goal is changed, FFTs would change
how it sorts the discretized ranges). For both goals, the
evaluation criteria scores higher if more bugs are found.
This sort order is used as follows. An FFTs is a decision
tree made for binary tree where all internal nodes have one
leaf node with a guard condition leading to a classification
decision [50]. Each leaf can have two guards; specifically
either the range associated with least or mostEi. This means
that, for depth d, we build 2d trees. For example, for d=4,
Figure 3 shows one of the 2d = 16 possible trees. FFTs builds
all 16 trees then sorts then using the G-score (by running the
training data through each one). The best tree (as discovered
on the training data) is then applied to the test data.
Despite the apparent simplicity of FFTs, Chen et al. [14]
reported that this method performs dramatically better than
many prior results seen at recent ICSE conferences [3], [27].
(including those that used hyperparamter optimization and
data pre-processing with SMOTE). There are two possible
explanations for this superior performance. Firstly, due to
their discretization policy, they can make better use of
the evaluation criteria than any other learner (that builds
their models without reflecting over the evaluation criteria).
8TABLE 6
Labels generated by FASTREAD text classifier for 100 randomly
selected commits. Scored via manual cross- inspection.
False-Alarm
Dataset Recall Rate
PCMSOLVER 72 21
XENON 96 21
AMBER 96 16
HOOMD 98 13
RMG-PY 89 3
Secondly, the FFTs training process (of selecting the best out
of 16 possible models) is essentially an ensemble learning
algorithm (albeit a very simple one) and such algorithms
have been known to perform better than solo learners [44].
4.6 Experimental Rig
For this study, it is important to test on data not used in
training (to avoids overfitting on the training and inap-
propriately inflating the test performance scores). To that
end, we exploited the the software release structure of our
projects. Specifically, if a project had R releases, then our
learners were trained on release r and tested on release r+1.
4.7 Ground Truth
For this study to work, some “ground truth” must be
accessed against which we can compared different meth-
ods for labeling commit messages and classification. That
ground truth was generated as follows.
Using pizza, we attracted half a dozen graduate students
(computer science doctoral candidates) to spend a day label-
ing commit messages. Messages were labelled “buggy” or
“not buggy” at a rate of 8 messages/minutes/person. If this
seems fast, then note that the median size of these commit
messages is not large. All the messages of Table 2 fall within
the 25 to 75th percentile of commit message size. As a sanity
check, half of the labels were read by a second person. The
observed disagreement rate was very low (under 15%).
At the end of the labeling session, only 16,000 commits
from four projects (out of a total of nine) had been labelled
manually by human beings. The authors of this paper con-
sidered reading on to manually label the remaining 29,000
commits from our other five projects. But given the tedium
of that process, this was conjectured to introduce errors
into our labels. Moreover, such manual methods are not
appreciated in the industry. Hence, we tested if a faster
semi-automatic method (i.e. FASTREAD) would suffice by
investigating 100 of those labels (selected at random) from
the rest five projects. These are manually cross-labeled to
generate Table 6. Note that our FASTREAD generated labels
performed very well.
All this data was used as follows. In RQ1, different
labelling methods are compared to the ground truths (i.e.
human labels) from the original four projects. During defect
prediction of other research questions (RQ2,RQ3, and RQ4),
the human labels are utilized as the ground truths for the
original four projects. However, for the rest five projects,
pi+1[keyword] and pi+1[FASTREAD] are served as the
ground truths for pi[keyword] and pi[FASTREAD] (pi -
TABLE 7
RQ1 results. Comparing FASTREAD (from F 3T ) vs Keywords (from
Commit.Guru) for worrying commits identification performance by
comparing generated labels against “ground truth”; i.e. those labels
assigned by human readers.
False-Alarm
Recall Rate
Dataset Keyword FASTREAD Keyword FASTREAD
LIBMESH 74 97 24 17
ABINIT 81 96 29 18
MDANALYSIS 84 95 42 23
LAMMPS 81 99 73 35
project at version i). It method is applied and endorsed
through previous studies that solely using automating key-
word [13], [39], [64], [75].
5 RESULTS
RQ1: How close are FASTREAD and keyword labeling to
human labels?
This question compares different labeling methods (key-
words, FASTREAD) against ground truth labels (assigned
by a team of humans).
Table 7 shows what happens when labels generated by
humans are used to score the labels proposed by FAS-
TREAD or keywords. As can be seen, keywords result in
lower recall and higher false alarms. That is, FASTREAD
labels are similar to those assigned by a human. To say that
another way:
FASTREAD was best at reproducing the ground
truth (i.e. the human labels).
Compared to humans...
RQ2: Does keyword labeling lead to better predictors
for buggy commits?
Recall that RQ1 only explored the labeling process. In
RQ2, we check how well those labels predict for defects.
For this research question, we kept the learner constant
(only FFTs) and varied the labeling method (keywords or
FASTREAD).
From labels for buggy and non-buggy commits, we
applied the SZZ algorithm from Commit.Guru to find which
TABLE 8
RQ2 results. Win percentages of G-score (left) and Popt(20) (right).
Gray cells highlight the labelling method that were top-ranked most in
that project by the statistical tests of §4.4. Each cell is in the format of
P (W/N) where W is the number of times one treatment won over the
other, and N is the number of the releases per project, then the
percentage win P is calculated by W/N . Treatments: Keyword+FFTs
(K) and FASTREAD+FFTs (F)
% G-score Wins
Dataset K F
PCMSOLVER 100 (1/1) 0 (0/1)
AMBER 67 (2/3) 33 (1/3)
HOOMD 40 (2/5) 60 (3/5)
RMG-PY 40 (2/5) 60 (3/5)
ABINIT 25 (2/8) 63 (5/8)
LIBMESH 28 (2/7) 72 (5/7)
MDANALYSIS 28 (2/7) 72 (5/7)
LAMMPS 25 (2/8) 75 (6/8)
XENON 17 (1/6) 83 (5/6)
% Popt(20) Wins
Dataset K F
PCMSOLVER 100(1/1) 0(0/1)
XENON 50(3/6) 50(3/6)
MDANALYSIS 43 (3/7) 57 (4/7)
LIBMESH 14 (1/7) 57 (4/7)
HOOMD 40 (2/5) 60 (3/5)
LAMMPS 25 (2/8) 63 (5/8)
ABINIT 25 (2/8) 63 (5/8)
AMBER 33 (1/3) 67 (2/3)
RMG-PY 0 (0/5) 80 (4/5)
9code commits that lead to bugs. All such code is labelled
“buggy=yes” and all other code is labelled “buggy=no”.
Table 8 compares predictive performance using
FFT+FASTREAD (i.e. F 3T ) and FFT+standard keyword la-
beling (using Commit.Guru). Gray cells denote treatments
with superior performance. Note that, in the majority case
(7 out of 9 projects for both G-score and Popt(20)), F 3T
performs best. That is:
FASTREADs generated better predictors for buggy
code.
Compared to keywords labeling...
RQ3: What classifier best predicts for buggy code?
Recall that RQ2 built predictors using only one classi-
fier (FFTs). Now, for RQ3, we used the labeling method
endorsed by RQ2 (FASTREAD) and varied the data mining
algorithm. Using the rationale of §4.5, RQ3 applied FFTs,
Logistic Regression, Random Forests, Support Vector Ma-
chines, and the SMOTE preprocessor.
Table 9 shows those results. As before, gray cells denote
treatments with superior performance. FFTs performs as
well or better in the majority cases (6/9 projects) for both
G-score and Popt20. That is:
Of the predicting methods studies here, FFTs built
the best classifiers for buggy commits.
Compared to other predicting methods...
RQ4: Which identification and prediction system per-
form best for buggy commits?
FASTREAD improves the dependent features quality or
the correctness of buggy software commit identification,
target for prediction task (from RQ1 and RQ2) while FFTs
model has proven to be a strong data miner for software
TABLE 9
RQ3 results. Win percentages of G-score (top) and Popt(20) (bottom).
Gray cells highlight predicting methods that were top-ranked the most
in that project by the statistical tests of §4.4 (in P (W/N) format). (S=
SMOTE, SVM= Support Vector Machine, RF= Random Forest, LR=
Logistic Regression)
% G-score Wins
Dataset SMOTE+RF SMOTE+SVM SMOTE+LR FFTs
AMBER 67 (2/3) 0 (0/3) 0 (0/3) 0 (0/3)
PCMSOLVER 0 (0/1) 0 (0/1) 100 (1/1) 0 (0/1)
RMG-PY 0 (0/5) 0 (0/5) 40 (2/5) 0 (0/5)
HOOMD 0 (0/5) 0 (0/5) 0 (0/5) 40 (2/5)
LAMMPS 0 (1/8) 13 (1/8) 0 (0/8) 50 (4/8)
ABINIT 0 (0/8) 0 (0/8) 13 (1/8) 50 (4/8)
XENON 17 (1/6) 0 (0/6) 17 (1/6) 50 (3/6)
MDANALYSIS 0 (0/7) 0 (0/7) 0 (0/7) 72 (6/7)
LIBMESH 0 (0/7) 0 (0/7) 0 (0/7) 100 (7/7)
% Popt(20) Wins
Dataset SMOTE+RF SMOTE+SVM SMOTE+LR FFTs
LAMMPS 38 (3/8) 13 (1/8) 0 (0/8) 0 (0/8)
XENON 33 (2/6) 0 (0/6) 17 (1/6) 0 (0/6)
ABINIT 0 (0/8) 25 (2/8) 0 (0/8) 13 (1/8)
MDANALYSIS 15 (1/7) 0 (0/7) 0 (0/7) 15 (1/7)
AMBER 0 (0/3) 33 (1/3) 0 (0/3) 33 (1/3)
HOOMD 20 (1/5) 0 (0/5) 0 (0/5) 40 (2/5)
RMG-PY 0 (0/5) 0 (0/5) 0 (0/5) 40 (2/5)
LIBMESH 15 (1/7) 0 (0/7) 0 (0/7) 57 (4/7)
PCMSOLVER 0 (0/1) 0 (0/1) 0 (0/1) 100 (1/1)
TABLE 10
RQ4 results. Wins percentage of G-score (top) and Popt(20) (bottom).
Gray cells highlight bugs identification and prediction system that were
top-ranked by the statistical tests of §4.4 (in P (W/N) format). F 3T=
FFT+FASTREAD, S= SMOTE. SVM= support vector machine. RF=
Random Forest. LR= Logistic Regression. K= keyword labeling (with
Commit.Guru).
% G-score Wins
Dataset K+S+RF K+S+SVM K+S+LR F 3T
PCMSOLVER 0 (0/1) 0 (0/1) 100 (1/1) 0 (0/1)
AMBER 0 (0/3) 0 (0/3) 33 (1/3) 33 (1/3)
LAMMPS 0 (0/8) 0 (0/8) 0 (0/8) 38 (3/8)
ABINIT 0 (0/8) 0 (0/8) 13 (1/8) 50 (4/8)
XENON 0 (0/6) 0 (0/6) 17 (1/6) 50 (3/6)
HOOMD 0 (0/5) 0 (0/5) 0 (0/5) 60 (3/5)
RMG-PY 0 (0/5) 0 (0/5) 0 (0/5) 60 (3/5)
MDANALYSIS 0 (0/7) 0 (0/7) 0 (0/7) 72 (5/7)
LIBMESH 0 (0/7) 0 (0/7) 0 (0/7) 100 (7/7)
% Popt(20) Wins
Dataset K+S+RF K+S+SVM K+S+LR F 3T
PCMSOLVER 0 (0/1) 0 (0/1) 0 (0/1) 0 (0/1)
LAMMPS 38 (3/8) 0 (0/8) 0 (0/8) 13 (1/8)
MDANALYSIS 29 (2/7) 0 (0/7) 0 (0/7) 29 (2/7)
HOOMD 0 (0/5) 0 (0/5) 0 (0/5) 20 (1/5)
XENON 17 (1/6) 0 (0/6) 0 (0/6) 33 (2/6)
ABINIT 0 (0/8) 0 (0/8) 0 (0/8) 38 (3/8)
LIBMESH 15 (1/7) 0 (0/7) 0 (0/7) 57 (4/7)
AMBER 0 (0/5) 33 (1/3) 0 (0/3) 67 (2/3)
RMG-PY 0 (0/5) 0 (0/5) 0 (0/5) 80 (4/5)
analytics task (from RQ3). To complete the picture, for RQ4,
our recommended F 3T system from this paper is compared
against state-of-the-art buggy software identification and
prediction system, updated Commit.Guru (keywords label-
ing + traditional predicting methods).
Table 10 shows those results. As before, gray cells denote
treatments with superior performance. Note that, in the
majority case, F 3T performs as well or better (where most
are better) than other systems in 8/9 for both G-score and
Popt20. Moreover, the higher win percentage across all the
releases (e.g. for RMG-PY, F 3T outperformed on 4 releases
here while only on 2 releases in RQ3) and across projects
(e.g. for Popt(20), F 3T performs similarly or better in 6/9
projects for RQ2 but 8/9 projects here) confirming the joint
importance of data quality from FASTREAD labeling and
FFTs for defect predicting. That is:
The proposed F 3T outperformed the existing sys-
tem buggy commits identification and prediction.
Compared to the state-of-the-art system ...
6 DISCUSSION
The statistical results of the last section do not fully char-
acterize the improvements achieved by F 3T . For instance,
Figure 1 visualizes the differencees between the standard
system (i.e. Commit.Guru) and F 3T for our corpus. Some
of those improvements are very large indeed (up to 48%
as the median absolute difference for G-score). For space
reason, the improvements for both metrics from RQ3 can be
accessed online 4.
4. See github.com/sillywalk/defect-prediction/issues/20.
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TABLE 11
Time cost model for manual versus FASTREAD labeling
Manual FASTREAD
time per commit 8 secs 4 secs
commits need to read 5000 835
time per project 44.4 hours 3.56 hours
TABLE 12
Money cost model for manual versus FASTREAD labeling
Manual FASTREAD
commits per hour 450 900
money per hour 9 18
money per project $200 $32
money for 590 projects $472,000 $37,760
Moreover, using the experience gained from the manual
labeling from the above studies, we offer the observations
of Table 11 and 12. These tables detail the time and cost
required to complete our work. Using this information,
we can now justify the calculations of §2.1. Recall that
those calculations showed that for large labeling tasks, the
methods of this paper can reduce the resources required for
labeling by over an order of magnitude (as seen in Table 12,
from $472K to just under $38K).
That is to say, Figure 1 and Table 12 show that for
the corpus studied here, active learning with FASTREAD
plus the FFTs (i.e. F 3T learner lead to much better defect
predictors, generated using far less effort.
7 THREATS TO VALIDITY
7.1 Sampling Bias
Like any data mining paper, our work is threatened by
sampling bias; i.e. what holds for the data we studied
here may not hold for other kinds of data. Within the
space of one paper, it is hard to avoid sampling bias.
However, what researchers can do is make all their scripts
and data available such that other researchers can test their
conclusions whenever new data becomes available. To that
end, we ahve made all our scripts and data available at
github.com/sillywalk/defect-prediction/.
7.2 Learner Bias
This study compared our preferred methods to Logistic
Regression, Random Forest, and Support Vector Machine (in
the combination with SMOTE). The case was made in §4.5
that this represents an interesting range of current practice.
Nevertheless, it might be useful in future work to test if
the central claim of this paper (that a combination of hu-
man+artificial intelligence called FASTREAD is a good way
to label commit messages) hold across multiple classifiers.
7.3 Evaluation Bias
This paper employed the G-score as defined in Equation 3.
This value is the harmonic mean between recall and false-
alarm of risky software commit prediction power. There are
other evaluation scores that could be applied to this kind of
analysis [34] and, in the future, it would be useful to test
in the central claim of this paper holds for more than just
G-scores and Popt(20).
8 FUTURE WORK
As to future work, there are many options. For example, we
could repeat this study on more data.
Also, we could explore other control parameters for
FASTREAD. All the above results were obtained using
Yu et al.’s [91] original requirements (e.g. the values of
{N1 = 1, N2 = 30, N3 = 95%}) within the FASTREAD
method. It is is possible that other settings for these param-
eters could lead to better results.
Further, all the work studied here relied on an off
the-shelf Sliwerski, Zimmermann, and Zeller’s SZZ’s algo-
rithm [19], [42], [78] (implemented through Commit.Guru)
that traced back to the bug inducing commits. SZZ itself is
an algorithm under active research and there are numerous
proposed improvements [19] that could be useful for our
work.
Another issue is that all the data-mining process in this
paper focused on learning the change level or commit-level
as a whole. In this approach, changes attributes on multiple
files (from Table 5) are averaged out within a commit [39],
[64], [75], [89]. This tend to be language agnostic and the
results can be generalized. However, that approach might be
enhanced by including features extracted within the commit
messages (as proposed by Yan et al. [89]) or by including file
or function attributes (i.e. learning on static code attributes
such as C.K. and McGabe metrics) [1], [3], [14], [16], [24],
[27], [35], [47], [53], [54], [61], [63], [68], [81] that are more
granulated and high-dimensional.
Finally, hyperparameter optimization technology keeps
evolving. Agrawal et al. [1] recently argued that for any
dataset where FFTs are effective, that there is a better al-
gorithm (that they call DODGE()) which might be more
effective. This is a promising avenue for future work.
9 CONCLUSION
From “worrying” or “not worrying” labelling, the bugs
ground truth as a core for many analytics tasks is obtained.
But different kinds of software use different language to
describe their bugs. Hence, as shown in Figure 1, standard
labelling methods can perform badly when applied to new
kinds of software (e.g. the computational science projects
explored here).
Intuitively, one way to find the labels is to create teams
of humans to manually read all the commits. As details in
§2.1, that process can get very expensive.
Another way to find the labels is to use incremental AI
tools that learn an appropriate local model. Such AI tools
can present examples to a human, one at a time. Whenever
a human offers a label to an example, the AI can update
its internal model. This internal model can be used to look
ahead to find the next most-likely-to-be-worrying example.
After a few loops of this process, the AI tool might be
able to learn a model that can find nearly all the remaining
worrying commits.
This paper has evaluated one such incremental AI tool.
F 3T combines FAST FRUGAL TREES with an incremental
SVM method called FASTREAD. On experimentation., we
found that:
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• At the labeling level, with human-labeled as ground-
truths, FASTREAD maximizes recall and minimizes false-
alarm for buggy commits identification more than auto-
matic Keyword tagging method (see RQ1).
• Moreover, FASTREAD provides higher quality data for
better performance of buggy commits prediction model
(i.e. FFTs) than Keyword when evaluating with G-score
(see RQ2).
• FFTs model should be considered as a baseline for future
work in buggy commits prediction (see RQ3).
• Altogether, F 3T (FASTREAD+FFTs) system outperform
state-of-the-art Commit.Guru for defect prediction of
buggy commits (see RQ4).
Apart from better capturing the semantics of programmer
comments, our F 3T has other pragmatic benefits. As shown
in §6, F 3T can reduce the time required to import and label
commit messages by more than an order of magnitude.
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