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Abstract
Motivated by practical machine learning applications, we revisit the outlying sequence detection problem (Li et al., TIT 2014)
and derive fundamental limits of optimal detection when the reject option is allowed for outlying sequences. In outlying sequence
detection (OSD) one is given multiple observed sequences, where most sequences are generated i.i.d. from a nominal distribution.
The task is to discern the set of outlying sequences that are generated according to anomalous distributions. In OSD, the nominal
and anomalous distributions are unknown. In this paper, we consider the case where there is a reject option for the OSD, i.e.,
reject the samples as insufficient for reliable outlying sequence detection (cf. Bartlett et al., JMLR 2008). We study the tradeoff
among the probabilities of misclassification error, false alarm and false reject for tests that satisfy weak conditions on the rate
of decrease of these error probabilities as a function of sequence length. We propose a second-order asymptotically optimal test
which provides a finite sample approximation. We first consider the case of at most one outlying sequence and then generalize
our results to multiple outlying sequences where each outlying sequence can follow a different anomalous distribution.
Index Terms
Anomaly detection, Second-order approximations, Error exponents, False alarm, False reject, Misclassification error
I. INTRODUCTION
In the outlying sequence detection problem, one observes a number M of sequences. The majority of the M sequences are
i.i.d. samples from a nominal distribution and the rest of the sequences are i.i.d. samples from anomalous distributions different
from the nominal distribution. The universal OSD problem is to design a universal test to discern the set of outlying sequences
with high probability when both nominal and anomalous distributions are unknown. Motivated by practical applications in
anomaly detection [1], we generalize the framework of universal outlying sequence detection in [2] and derive fundamental
limits on the performance of optimal tests.
Here we consider multiple outlying sequences, where the number of outlying sequences is assumed known, and each outlying
sequence is generated according to a potentially different anomalous distribution. Under similar assumptions, the authors of [2]
obtain the decay rate of the maximal misclassification error probability when both the lengths of observed sequences and the
number of observed sequences tend to infinity. In this paper we consider a more general test that incorporates a reject option,
which is a decision to not make a classification decision. Such an option is formulated as an additional hypothesis that none
of the hypothesized classes are true, similarly to the simultaneous detection and classification problem ( [3], [4]) with control
on false alarms. With this reject option, we obtain tight bounds on the exponent of maximum misclassification error and false
alarm probabilities for any number of observed sequences, subject to a constraint on the maximum false reject probability,
when the lengths of observed sequences tend to infinity. Our results are not directly comparable to [2] since our problem
formulation is different. Note that in [2, Section III.B], when there is at most one outlying sequence, the authors defined the
“misclassification error probability” as the combination of the misclassification error and false reject probabilities and they
derived the exponent of this probability subject to a vanishing false alarm probability. In contrast, as demonstrated in Theorem
1 below, we provide an exact second-order asymptotic characterization of the homogeneous exponent of the misclassification
error and false alarm probabilities subject to a non-vanishing constraint on the false reject probability and our results are tight
for any number of observed sequences and moderately large sequence length.
The reject option (cf. [5], [6]) is often incorporated as a safeguard against decisions that are not supported by sufficient
evidence. For example, in binary Bayesian classification with reject option [5], a decision to reject the sample is made when
the posterior probabilities of each class is close to 12 . Such a reject decision is commonly used in ML applications when the
cost of incorrect classification is high (cf. [6]–[9]). Our adoption of the reject option is inspired by works on classification
using empirical distributions, e.g., [10]–[12].
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2A. Main Contributions
Our main contribution is the exact characterization of the second-order asymptotic tradeoff among misclassification error,
false alarm and false reject probabilities of optimal tests for universal outlying sequence detection with reject option.
To be specific, we derive second-order asymptotically optimal bounds on on the decay rate of maximum misclassification
error and false alarm probabilities for universal tests that satisfy the following three constraints: (i) the misclassification error
probability under each hypothesis decays exponentially fast for all pairs of nominal and anomalous distributions, (ii) the
false alarm probability decays exponentially fast for all pairs of nominal and anomalous distributions, and (iii) the false reject
probability under each hypothesis is upper bounded by a constant ε for a particular pair of nominal and anomalous distributions.
Our bound is tight for any number of observed sequences and any constant ε when the lengths of observed sequences are
moderately large. Our results provide insights for the design of practical detection rules where the number of samples is often
limited. We propose an asymptotically optimal test (cf. (17)) that is a function of the empirical distributions of the observed
sequences.
We then put a more stringent condition on false reject probabilities and consider universal tests that satisfy constraints
(i), (ii) and an additional constraint that the false reject probability under each hypothesis decays exponentially fast for a
particular pair of distributions. Out of all such tests, we are interested in optimal tests that have the fastest homogeneous
decay rate in the misclassification error and in the false alarm probabilities subject to a constraint on the decay rate of false
reject probabilities (equivalently, the false reject exponent). Our main result is the exact characterization of this asymptotic
homogeneous misclassification and false alarm decay rate under the false reject decay rate constraint.
B. Related Works
The most closely related work to ours is that of [2], where the authors formulated the OSD problem, therein called the outlier
hypothesis testing problem, and derived asymptotic decay rates of misclassification error probabilities for optimal tests under
several different settings. Subsequently, a low complexity algorithm was proposed in [13] and the result in [2] was generalized
to a sequential scenario in [14]. Other works on OSD include [15]–[18].
Our setting differs from [2] and the subsequent papers in that we allow a reject option and and we also provide an analysis
of the tradeoff among misclassification error, false alarm and false reject probabilities. Our formulation incorporating a reject
option is inspired by the early work of [10] where the reject option was called the “mismatch” decision. In [10], the author
studied a binary sequence classification problem and showed that a certain test using empirical distributions of training and
testing data is asymptotically optimal with exponentially decreasing misclassification probabilities. The result in [10] was
generalized to classification of multiple testing sequences in [11] and to distributed detection in [19]. Finally, a finite sample
analysis for the setting of [10] was provided in [12].
We apply a novel analysis that applies to the general OSD problem with reject option and multiple outlying sequences. Our
main results are Theorems 1 and 3, which provide tight bounds on the exponential decay rate of misclassification error and
false alarm probabilities.
C. Organization for the Rest of the Paper
The rest of the paper is organized as follows. In Section II, we set up the notation, formulate the universal outlying sequence
detection problem with at most one outlying sequence, propose fundamental limits and present our main results concerning
the performance of optimal universal tests. In Section III, we generalize our results to the case of multiple outlying sequences
where the number of outlying sequences is known and each outlying sequence is generated according to a potentially different
anomalous distribution. Finally, we conclude the paper and discuss future research directions in Section IV. The proofs of all
theorems are deferred to appendices.
II. CASE OF AT MOST ONE OUTLYING SEQUENCE
Notation
Random variables and their realizations are in upper (e.g., X) and lower case (e.g., x) respectively. All sets are denoted in
calligraphic font (e.g., X ). We use superscripts to denote the vectors, like Xn := (X1, . . . , Xn). All logarithms are base e. We
use Φ(·) to denote the cumulative distribution function (cdf) of the standard Gaussian, where Φ−1(·) is its inverse, and Q(·)
to denote the complementary cdf of the standard Gaussian. The set of all probability distributions on a finite set X is denoted
as P(X ). Notation concerning the method of types follows [20]. Given a vector xn = (x1, x2, . . . , xn) ∈ Xn, the type or
empirical distribution is denoted as Tˆxn(a) =
1
n
∑n
i=1 1{xi = a}, a ∈ X . The set of types formed from length-n sequences
with alphabet X is denoted as Pn(X ). Given P ∈ Pn(X ), the set of all sequences of length n with type P , the type class,
is denoted as T nP . We use R, R+, and N to denote the set of real numbers, non-negative real numbers, and natural numbers
respectively. Given any number a ∈ N, we use [a] to denote the collection of natural numbers between 1 and a. Given any set
B ⊂ N, define the function B(·) as a mapping from B to |B| such that for any i ∈ B, B(i) = j if i is the j-th largest item in
S. Furthermore, for any M ∈ N, given any set B ⊂ M = [M ], let MB denote the set difference M\ B. If B is a singleton,
i.e., B = {j} for some j ∈ [M ], we use MB and Mj interchangeably.
3A. Problem Formulation
Given a set of M observed sequences Xn := {Xn1 , . . . , XnM}, the goal of outlying sequence detection is to discern a subset
of sequences which are generated according to an anomalous distribution PA ∈ P(X ). This distribution is different from the
nominal distribution PN that generates the majority of sequences. Throughout this paper, we consider the problem of universal
outlying sequence detection where both the nominal distribution PN and the anomalous distribution PA are unknown.
We start by assuming that there is at most one outlying sequence. In such a setting, the objective is to design a test to
classify between the following M + 1 hypotheses:
• Hi, i ∈ [M ]: the i-th sequence Xni is the outlying sequence, i.e., Xni ∼ PA and Xnj ∼ PN for all j ∈ [M ] such that
j 6= i;
• Hr: there is no outlying sequence, i.e., X
n
j ∼ PN for all j ∈ [M ],
where Hr is called the reject hypothesis, alternatively the “reject option” [5], and corresponds to the “no signal present”
hypothesis in the framework of simultaneous detection and classification [3], [4]. When an outlying sequence is present, any
reject decision is a false reject, which might indicate that further investigation is required before a reliable classification
(detection) can be made.
The main task in the above OSD problem is to design a decision rule (test) φn : XMn → {H1, . . . ,HM ,Hr} with “good”
performance in a sense to be specified later. Note that a test φn partitions the sample space XMn into M +1 disjoint regions:
Ai(φn) for each i ∈ [M ] where XMn ∈ Ai(φn) implies hypothesis Hi and a reject region Ar(φn) = (∪i∈[M ]Ai(φn))c where
XMn ∈ Ai(φn) implies hypothesis Hr.
Given any test φn and any pair of nominal and anomalous distributions (PN, PA) ∈ P(X )2, the performance of the test φn
is evaluated by the following misclassification error, false reject and false alarm probabilities:
βi(φn|PN, PA) := Pi{φn(Xn) /∈ {Hi,Hr}}, i ∈ [M ] (1)
ζi(φn|PN, PA) := Pi{φn(Xn) = Hr}, i ∈ [M ] (2)
Pfa(φn|PN, PA) := Pr{φn(Xn) 6= Hr}, (3)
where for each i ∈ [M ], we define Pi{·} := Pr{·|Hi} where Xni is distributed i.i.d. according to PA and for Xnj is distributed
according to PN for each j ∈ Mi and we define Pr{·} := Pr{·|Hr} where all sequences are generated i.i.d. from PN for all
i ∈ [M ]. Consistent with the literature on hypothesis testing (e.g., [21]), we define βi(φn|PN, PA) and ζi(φn|PN, PA) as type-i
misclassification error and false reject probabilities, respectively, and we define Pfa(φn|PN, PA) as the false alarm probability.
In the sequel, we focus on tradeoff among the probabilities of misclassification error in (1), false rejection in (2) and false
alarm in (3).
B. Fundamental Limits of Interest
We focus on the following fundamental limits of universal OSD tests. Motivated by existing works on statistical classification
(e.g., [10], [12], [19]), we consider any test satisfying the following conditions: (i) for each i ∈ [M ], the type-i misclassification
error probability decays exponentially fast with speed at least λ ∈ R+ for all pairs of nominal and anomalous distributions,
(ii) the false alarm probability decays exponentially fast with speed at least λ ∈ R+ for all pairs of nominal and anomalous
distributions, and (iii) for each i ∈ [M ], the type-i false reject probability is upper bounded by a constant ε ∈ R+ for a particular
pair of nominal and anomalous distributions. The question we address is: what is the largest achievable error exponent λ of any
such test? More specifically, given ε ∈ R+ and a particular pair of distributions (PN, PA), we are interested in the following
fundamental limit:
λ∗(n, ε|PN, PA) := sup
{
λ ∈ R+ : ∃ φn s.t. ∀ i ∈ [M ], ζi(φn|PN, PA) ≤ ε, and
∀ (P˜N, P˜A) ∈ P(X )2, βi(φn|P˜N, P˜A) ≤ exp(−nλ)
Pfa(φn|P˜N, P˜A) ≤ exp(−nλ)
}
. (4)
Note that in (4), we constrain the false reject probability under each hypothesis to be upper bounded by a constant ε for a
particular pair of nominal and anomalous distributions (PN, PA) and then study the largest decay rate of misclassification error
and false alarm probabilities βi(φn|P˜N, P˜A) and Pfa(φn|P˜N, P˜A) for any pair of distributions (P˜N, P˜A). This is the partially
universal setting adopted in [12], [19]. The motivation for such a setting is that posing asymmetric constraints is tantamount
to assuming that the misclassification error and false alarm probabilities are more important than the false reject probability,
which is controlled by the user. One can easily modify the setting of (4) by constraining the false reject probabilities for a finite
set of known nominal and anomalous distributions and our results can be generalized to such a setting in a straightforward
manner.
4A more stringent constraint on the false reject probability is an exponential decay constraint for a particular chosen pair of
distributions (PN, PA). The fundamental limit of interest for this case is as follows. Given any false reject exponent E ∈ R+,
we seek the following maximal decay rate of the misclassification error and false alarm probabilities:
τ∗(n,E|PN, PA) := sup
{
λ ∈ R+ : ∃ φn s.t. ∀ i ∈ [M ], ζi(φn|PN, PA) ≤ exp(−nE), and
∀ (P˜N, P˜A) ∈ P(X )2, βi(φn|P˜N, P˜A) ≤ exp(−nλ)
Pfa(φn|P˜N, P˜A)) ≤ exp(−nλ)
}
, (5)
which is analogous to (4).
We derive an asymptotically tight characterization of both λ∗(n, ε|PN, PA) and τ∗(n,E|PN, PA), which provide benchmarks
and insights for optimal test design for the outlying sequence detection problem.
C. Preliminaries
Here we provide several definitions needed to state our main results. Given any pair of distributions (PN, PA), for any
x ∈ X , define the following two information densities:
ı1(x|PN, PA) := log (M − 1)PA(x)
(M − 2)PN(x) + PA(x) , (6)
ı2(x|PN, PA) := log (M − 1)PN(x)
(M − 2)PN(x) + PA(x) . (7)
As we shall see, the following linear combinations of the expectations and variances of these two information densities play
an important role in characterizing the fundamental limits:
GDM (PN, PA) := EPA [ı1(X |PN, PA)] + (M − 2)EPN [ı2(X |PN, PA)], (8)
VM (PN, PA) := VarPA [ı1(X |PN, PA)] + (M − 2)VarPN [ı2(X |PN, PA)]. (9)
Furthermore, define the following covariance function of the information densities
CovM (PN, PA) := −
(
GDM (PN, PA)
)2
+ EPA
[(
ı1(X |PN, PA)
)2]
+ 2(M − 2)EPA [ı1(X |PN, PA)]EPN [ı2(X |PN, PA)]
+ (M2 − 5M + 7)(EPN [ı2(X |PN, PA)])2 + (M − 3)EPN[(ı2(X |PN, PA))2]. (10)
We can then define the covariance matrix VM (PN, PA) = {Vi,j(PN, PA)}(i,j)∈[M−1]2 as follows
Vi,j(PN, PA) =
{
VM (PN, PA) if i = j
CovM (PN, PA) otherwise.
(11)
For any k ∈ N, we define the multivariate generalization of the complementary Gaussian cdf as follows
Qk(x1, . . . , xk;µ,Σ) :=
∫ ∞
x1
. . .
∫ ∞
xk
N (x;µ;Σ)dx, (12)
where N (x;µ;Σ) is the pdf of a k-variate Gaussian with mean µ and covariance matrix Σ [22]. Furthermore, for any k ∈ N,
we use 1k to denote a row vector of length k with all elements being one and we use 0k similarly. Then, for any ε ∈ (0, 1),
let
L∗M (ε|PN, PA) := max
{
L ∈ R : QM−1(L× 1M−1;0M−1;VM (PN, PA)) ≥ 1− ε
}
, (13)
Given a sequence of distributions Q = (Q1, . . . , QM ) ∈ P(X )M , for each i ∈ [M ], define the following linear combination
of KL Divergence terms between a single distribution and a mixture distribution
Gi(Q) :=
∑
t∈Mi
D
(
Qt
∥∥∥∥
∑
l∈Mi
Ql
M − 1
)
, (14)
where Mi denotes the set of all indices in [1 :M ] except i (cf. Section Notation). Finally, given any λ ∈ R+ and any pair of
distributions (PN, PA), for each i ∈ [M ], define the following quantity
LDi(λ, PN, PA) := min
(j,k)∈[M ]2:j 6=k
min
Q∈(P(X ))M :
Gj(Q)≤λ, Gk(Q)≤λ
(
D(Qi‖PA) +
∑
l∈Mi
D(Ql‖PN)
)
. (15)
As we shall see, LDi(λ, PN, PA) will be critical in characterizing the asymptotic value of τ
∗(n,E|PN, PA) (cf. (5)).
5D. Second-Order Asymptotic Characterization of λ∗(n, ε|PN, PA)
Our first result concerns the universal misclassification error and false alarm exponent for all pairs of distributions, called
λ∗(n, ε|PN, PA), when false reject probabilities are upper bounded by a constant ε for a particular pair of nominal and
anomalous distributions (PN, PA).
Theorem 1. Given any (PN, PA) ∈ P(X )2, for any ε ∈ (0, 1), we have
λ∗(n, ε|PN, PA) = GDM (PN, PA) + L
∗
M (ε|PN, PA)√
n
+O
(
logn
n
)
. (16)
Furthermore, the performance (decay rate) in (16) is achieved by the following test:
ψn(x
n) :=
{
Hi if Si(x
n) < minj∈Mi Si(x
n) and minj∈Mi Sj(x
n) > λ˜
Hr otherwise,
(17)
where we use xn to denote the collection of M observed sequences (xn1 , . . . , x
n
M ), λ˜ is a judiciously chosen threshold (cf.
(65)) and Si(x
n) is a scoring function defined as
Si(x
n) := Gi(Tˆxn1 , . . . , TˆxnM ). (18)
The proof of Theorem 1 is provided in Appendix A. Several remarks are in order.
Theorem 1 indicates that the test in (17) is second-order asymptotically optimal for simultaneous detection and identification
of the outlying sequence. The result in (16) can be contrasted with [2] in which the results are only tight when both the length
of sequences n and the total number of sequences M tend to infinity. Note that our problem formulations are different from
those in [2]. In [2, Section III.B], when there is at most one outlying sequence, the authors defined the “misclassification
error probability” as the combination of the misclassification error and false reject probabilities and derived the exponent of
this probability subject to a vanishing false alarm probability. However, Theorem 1 provides an exact second-order asymptotic
characterization of the exponent of misclassification error and false alarm probabilities subject to a non-vanishing constraint
on the false reject probability. The approximation in (16) is tight for any number of sequences as the length of sequences
become moderately large. Furthermore, our test decides reject Hr if there exists two competitive hypotheses that require further
investigation, i.e., ∃ (j, k) ∈ M2 such that j 6= k and Sj(xn) < λ˜, Sk(xn) < λ˜. We remark that the scoring function Si(xn)
was also used in [2] to construct a universal test.
Furthermore, Theorem 1 implies that a phase transition holds for outlying sequence detection with reject option. In particular,
if the desired decay rate is greater than GDM (PN , PA) for the misclassification error and false alarm probabilities, then
asymptotically the false reject probabilities tend to one. On the other hand, if the desired decay rate less than GDM (PN , PA),
then asymptotically the false reject probabilities vanish. See Figure 1 for a numerical illustration.
Theorem 1 also captures the influence of the number of sequencesM on the performance of the optimal test (17). Intuitively,
when one has a larger number of sequences, it should be easier to learn the nominal distribution, achieving better performance.
To verify this intuition, the second-order result in Theorem 1 for Bernoulli distributions with different values of M is plotted
in Figure 2. The influence of M on the performance of the optimal test is dominated by GDM (PN, PA). In fact,
∂GDM (PN, PA)
∂M
= D
(
PN
∥∥∥∥ (M − 2)PN + PAM − 1
)
> 0. (19)
Thus, as the number of sequences M increases, the performance of the optimal test improves. In the extreme case, as M →∞,
we have
lim
M→∞
GDM (PN, PA) = D(PA‖PN). (20)
This implies that the maximum asymptotic decay rate of the misclassification and false alarm probabilities of an optimal test
is D(PA‖PN) as the number of sequences M tends to infinity.
From the perspective of maximum robustness, Theorem 1 sheds light on the least favorable pairs of nominal and anomalous
distributions for the outlying sequence detection problem. Consider a set of distributions (PN, PA) which are separated according
to the KL-divergence, i.e., D(PN‖PA) ≥ δ for a specified δ > 0. Then, according to Theorem 1, asymptotically the least
favorable pair of distributions for the case of at most one outlying sequence is obtained by solving the following optimization
problem
argmin
(PN,PA):D(PN‖PA)≥δ
GDM (PN, PA). (21)
The optimization problem in (21) is non-convex, and thus the exact solution to (21) is challenging and will be addressed in
future work.
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Fig. 1. Illustration of phase transition for outlying sequence detection with reject option. Here we consider Bernoulli sources PN = Bern(0.2) and
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Fig. 2. Illustration of the effect of the number of sequences M in the performance for outlying sequence detection with reject option. Here we consider
Bernoulli sources PN = Bern(0.2) and PA = Bern(0.4). We assume that there are M = 4 observed sequences and that only one sequence is an outlier.
We plot λ∗(n, ε|PN, PA) without the O(logn) term.
An additional remark of Theorem 1 is that it implies that the proposed test in (17) has the asymptotically smallest reject
region out of all tests which ensure exponential decay of the misclassification error and false alarm probabilities for all tuples
of distributions. More specifically, given any λ˜ ∈ R+, for any test φn such that
lim inf
n→∞
− 1
n
log βi(φn|P˜N, P˜A) ≥ λ˜, (22)
the reject region (defined as the set of observed sequences where a reject decision is made) of our test ψn in (17) is smaller
7than φn, i.e.,
Ar(ψn) ⊆ Ar(φn). (23)
This result is is implicit in the proof of Theorem 1 (cf. Corollary 1) and can be derived similarly to the proofs of [10, Theorem
1] and [11, Theorem 3.1].
Finally, we remark that Theorem 1 is relevant to M -ary hypothesis testing with empirically observed statistics [10]–[12].
In fact, our proof technique for Theorem 1 can be used to strengthen [12, Theorem 4.1] by removing the condition in [12,
Section 4.2] on the uniqueness of the minimizing distribution for the scoring function in [12, Eq. (4.4)]. However, the results
in [10]–[12] do not directly apply to our setting since the two problems are significantly different. In the M -ary hypothesis
testing problem with empirically observed statistics, one is given M training sequences and one test sequence. The task there
is to identify the true distribution of the test sequence among the empirical distributions of the training sequences. In contrast,
in the outlying sequence detection problem addressed in Theorem 1, we are given M sequences and our task is to identify
those outlying sequences which have different distributions from the nominal class.
E. Asymptotic Characterization of τ∗(n,E|PN, PA)
Here we give an asymptotic characterization of the exponential rate τ∗(n,E|PN, PA). Specifically, we specify the limit of
the homogeneous exponent of misclassification error and false alarm probabilities of an optimal universal test whose false
reject probabilities for a particular pair of distributions (PN, PA) decay exponentially fast, at speed of at least E ∈ R+. For
simplicity, let
f(E,PN, PA) := sup
{
λ ∈ R+ : min
i∈[M ]
LDi(λ, PN, PA) ≥ E
}
. (24)
Theorem 2. For any (PN, PA) ∈ P(X )2 and any E ∈ R+,
lim
n→∞
τ∗(n,E|PN, PA) = f(E,PN, PA). (25)
The proof of Theorem 2 is provided in Appendix B.
Note that in the achievability par of the proof, we make use of the test in (17) and thus establish its asymptotic optimality.
Furthermore, as can be gleaned in the proof of Theorem 2, for each i ∈ [M ], LDi(λ, PN, PA) is the exponent of the i-th false
reject probability. Secondly, we comment on the tradeoff between the false reject exponent E and the error and false alarm
exponent f(E,PN, PA). Note that given any (PN, PA), for each i ∈ [M ], LDi(λ, PN, PA) (cf. (15)) is non-increasing in λ and
LDi(λ, PN, PA) = 0 if and only if λ ≥ GDM (PN , PA).
Theorem 2 implies the following:
Proposition 1. The following claims hold.
(i) For any (PN, PA), the homogeneous exponent f(E,PN, PA) of misclassification error and false alarm probabilities is
non-increasing in the false reject exponent E;
(ii) To ensure any positive false reject exponent E ∈ R+, the misclassification error and false alarm exponent cannot be
greater than GDM (PN , PA) since
sup
E∈R+
f(E,PN, PA) < GDM (PN , PA) and f(0, PN, PA) = GDM (PN , PA); (26)
(iii) To ensure a positive misclassification error and false alarm exponent, the false reject exponent E cannot be too large,
i.e., f(E,PN, PA) = 0 if and only if
E ≥ min
Q∈P(X )
(
D(Q‖PA) +
∑
l∈Mi
D(Q‖PN)
)
. (27)
The proof of Proposition 1 is provided in Appendix F.
F. A Numerical Example
In this subsection, we present a numerical example to illustrate Theorem 1. Consider the binary alphabet X = 0, 1 and
M = 4. Assume that there is exactly one outlier sequence and let Bern(p) denote a Bernoulli distribution with parameter
p ∈ (0, 1). For any (p, q) ∈ (0, 1)2 such that p 6= q, we set the nominal distribution PN as Bern(p) and the anomalous
distribution PA as Bern(q). Then the information densities (cf. (6) and (7)) satisfy
ı1(x|PN, Px) := 1(x = 0) log (M − 1)(1− q)
(M − 2)(1− p) + 1− q + 1(x = 1) log
(M − 1)q
(M − 2)p+ q , (28)
ı2(x|PN, Px) := 1(x = 0) log (M − 1)(1− p)
(M − 2)(1− p) + 1− q + 1(x = 1) log
(M − 1)p
(M − 2)p+ q . (29)
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Fig. 3. Simulated false reject probability when there is one outlying sequence out of M = 4 sequences. The nominal distribution is PN = Bern(0.2) and
the anomalous distribution is PA = Bern(0.4). The error bar denotes two standard deviations below and above the mean value. As observed, the simulated
false reject probability approaches the target value as the lengths of observed sequences become moderate. This implies that our theoretical characterization
in Theorem 1 is tight for this numerical example.
Furthermore,
GDM (PN, PA) = Db
(
q
∥∥∥ (M − 2)p+ q
M − 1
)
+ (M − 2)Db
(
p
∥∥∥ (M − 2)p+ q
M − 1
)
, (30)
where Db(p‖q) = p log pq + (1− p) log 1−p1−q is the binary KL divergence function. The variance VM (PN, PA) is given by
VM (PN, PA) = EPA [(ı1(X |PN, Px))2] + (M − 2)EPN [(ı2(X |PN, PA))2]
−
(
Db
(
q
∥∥∥ (M − 2)p+ q
M − 1
))2
− (M − 2)
(
Db
(
p
∥∥∥ (M − 2)p+ q
M − 1
))2
. (31)
Similarly, we can also calculate CovM (PN, PA) (cf. (10)) and thus the covariance matrix VM (PN, PA).
For the case of p = 0.2, q = 0.4 and M = 4, we have
VM (PN, PA) =

 0.1331 0.1106 0.11060.1106 0.1331 0.1106
0.1106 0.1106 0.1331

 . (32)
In Figure 3, the simulated false reject probability of our test in (17) is plotted versus a target value ε = 0.1 for the case
where there is only one outlying sequence out ofM = 4 observed sequences. For each n ∈ {100, 125, . . . , 200, 300, . . . , 1500},
the threshold in our test is chosen as
λ = GDM (PN, PA) +
L∗M (ε|PN, PA)√
n
. (33)
Furthermore, for each data point, our test is run independently 107 times and the false reject probability is calculated. From
Figure 3, we observe that the simulated false reject probability meets the desired value when the length of the sequences is
moderate. This illustrates that our theoretical characterization in Theorem 1 is tight, at least for this numerical example.
III. CASE OF MULTIPLE OUTLYING SEQUENCES
In this section, we generalize the results in Section II to the case of multiple outlying sequences where each outlying
sequence can be generated according to a potentially different anomalous distribution.
9A. Problem Formulation
Assume that there are T outlying sequences out of M observed sequences X = (Xn1 , . . . , X
n
M ). Throughout the section, we
assume T < M2 since otherwise the problem is ill-posed. Note that there are in total
(
M
T
)
possible configurations of outlying
sequences. For simplicity, let ST denote the set of all subsets of [M ] of size T , i.e.,
ST := {B ⊂ [M ] : |B| = T }. (34)
The multiple anomaly sequence detection task is to identify the set of outlying sequences, i.e., the set of sequences that are
from an anomalous distribution. We assume that each outlying sequence is generated i.i.d. according to a potentially unique
anomalous distribution, i.e., there exists a sequence of anomalous distributions (PA,1, . . . , PA,T ) ∈ (P(X )T and if B ∈ ST
denotes the indices of T outlying sequences, then for any t ∈ B, Xnt is generated i.i.d. from PA,B(t). Recall for any i ∈ B,
B(i) = j if i is the j-th largest element in B (cf. the Notation Section).
Formally, the task is to design a test φn : XMn → {{HB}B∈ST ,Hr} to classify between the following
(
M
T
)
+1 hypotheses:
• HB where B ∈ ST : the set of outlying sequences are sequences Xnj with j ∈ B;
• Hr: there is no outlying sequence.
Similarly to Section II, the reject option is introduced as in [10]–[12].
Given any test φn, for any tuple of nominal and anomalous distributions PM := (PN, PA,1, . . . , PA,T ), the performance of
Φn is evaluated by the following misclassification error, false reject and false alarm probabilities:
βB(φn|PM ) := PB{φn(Xn) /∈ {HB,Hr}}, (35)
ζB(φn|PM ) := PB{φn(Xn) = Hr}, (36)
Pfa(φn|PM ) := Pr{φn(Xn) 6= Hr}, (37)
where B ∈ ST and we define PB(·) := Pr{·|HB} where for i ∈ MS , Xni is generated i.i.d. from the nominal distribution
PN and for i ∈ S, Xni is generated i.i.d. from an nominal distribution PA,S(i), and we define Pr(·) := Pr{·|Hr}, where all
sequences are generated i.i.d. from the nominal distribution PN. Recall that MS denotes the set M\S. For simplicity, we let
PT (X ) denote the collection of distributions (P˜N, P˜A,1, . . . , P˜A,T ) ∈ (P(X ))T+1 such that P˜N 6= P˜A,t for all t ∈ [T ].
Parallel to (4) and (5), for any n ∈ N, ε ∈ (0, 1) and E ∈ R+, we are interested in the following fundamental limits of
universal tests which ensure that (i) the misclassification error probability under each hypothesis for all tuples of nominal and
anomalous distributions decay exponentially fast, (ii) the false alarm probability decays exponentially fast for all tuples of
distributions and (iii) the false reject probability under each hypothesis for a particular tuple of distributions is subject to either
constant or exponential type constraints, i.e.,
Λ∗(n, ε|T,PM ) := sup{λ ∈ R+ : ∃ φn s.t. ∀ B ∈ ST , ζB(φn|PM ) ≤ ε, and
∀ P˜M ∈ PT (X ), βB(φn|P˜M ) ≤ exp(−nλ), Pfa(φn|P˜M ) ≤ exp(−nλ)} (38)
and
ξ∗(n,E|T,PM ) := sup{λ ∈ R+ : ∃ φn s.t. ∀ B ∈ ST , ζB(φn|PM ) ≤ exp(−nE), and
∀ P˜M ∈ PT (X ), βB(φn|P˜M ) ≤ exp(−nλ), Pfa(φn|P˜M ) ≤ exp(−nλ)}. (39)
The purpose of this section is to provide tight asymptotic characterizations of both Λ∗(n, ε|T,PM ) and ξ∗(n,E|T,PM ).
B. Preliminaries
Recall the definition of S(·) in the notation section. Paralleling (6) and (7), given any tuple of distributions PM =
(PN, PA,1, . . . , PA,T ) ∈ (P(X ))T+1, for any T ∈ [M ] and any two sets (B, C) ∈ ST , for each x ∈ X , define the following
mixture distribution
P
(B,C,PM )
Mix (x) :=
1
M − T
( ∑
i∈(B∩MC)
PA,B(i)(x) +
∑
i∈(MB∩MC)
PN(x)
)
(40)
and the following information densities (log likelihoods)
ı1,t(x|B, C,PM ) := log PA,t(x)
P
(B,C,PM)
Mix (x)
, t ∈ [T ], (41)
ı2,T (x|B, C,PM ) := log PN(x)
P
(B,C,PM)
Mix (x)
. (42)
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Similarly to (8) to (10), define the following linear combinations of expectations and variances of information densities:
GDT (B, C,PM)
:=
∑
i∈(B∩MC)
EPA,B(i)
[ı1,B(i)(X |B, C,PM)] +
∑
i∈(MB∩MC)
EPN [ı2,T (X |B, C,PM)] (43)
=
∑
i∈(B∩MC)
D(PA,B(i)‖P (B,C,PM)Mix ) +
∑
i∈(MB∩MC)
D(PN‖P (B,C,PM)Mix ), (44)
VT (B, C,PM )
:=
∑
i∈(B∩MC)
VarPA,B(i) [ı1,B(i)(X |B, C,PM)] +
∑
i∈(MB∩MC)
VarPN [ı2,T (X |B, C,PM)], (45)
and the covariance
CovT (B, C,PM ) := −
(
GDT (B, C,PM )
)2
+
∑
j∈(B∩MC∩MD)
EPB(j)
[(
ı1,B(j)(X |B, C,PM)
)2]
+
∑
j∈(B∩MC)
∑
l∈(B∩MD∩Mj)
EPB(j)
[ı1,B(j)(X |B, C,PM)]EPB(l) [ı1,B(l)(X |B, C,PM)]
+
∑
j∈(B∩MC)
∑
l¯∈(MB∩MD)
EPB(j)
[ı1,B(j)(X |B, C,PM)]EPB(l) [ı2,T (X |B, C,PM)]
+
∑
j¯∈(MB∩MC)
∑
l∈(B∩MD)
EPB(j¯)
[ı2,T (X |B, C,PM)]EPB(l) [ı1,B(l)(X |B, C,PM)]
+
∑
j¯∈(MB∩MC)
∑
l¯∈(MB∩MD∩Mj¯)
EPB(j¯)
[
ı2,T (X |B, C,PM)]
]
EPB(l¯)
[
ı2,T (X |B, C,PM)]
]
. (46)
Similarly to (11), define a covariance matrix V(B, C,PM ) = {Vi,j(PM )}(i,j)∈[|ST |−1]2 where
Vi,j(PM )}(i,j)∈[|ST |−1]2 =
{
VT (B, C,PM ) if i = j,
CovT (B, C,PM ) otherwise. (47)
Recall the definition of the complementary cdf Qk(·) in (12). Similar to (13), we let
L∗M,T (ε|B, C,PM) := max
{
L ∈ R : Q|ST |−1(L× 1|ST |−1;0|ST |−1;V(B, C,PM )) ≥ 1− ε
}
, (48)
Using (44), we define the following minimal value of GDT (B, C,PM):
GDT (PM ) := min
(B,C)∈S2
T
:C6=B
GDT (B, C,PM ). (49)
Given n ∈ N and ε ∈ (0, 1), let
GDT (n, ε,PM ) := min
(B,C)∈S2
T
:C6=B
(
GDT (B, C,PM ) +
L∗M,T (ε|B, C,PM)√
n
)
. (50)
As we shall show, GDT (PM ) is the asymptotic homogeneous decay rate of misclassification error and false alarm probabilities
of universal tests whose false reject probabilities with respect toPM are upper bounded by a constant, i.e., limn→∞ Λ
∗(n, ε|T,PM ).
Furthermore, given a sequence of distributions Q = (Q1, . . . , QM ) ∈ P(X )M and each B ∈ ST , define the following linear
combination of KL Divergence terms
GB(Q) :=
∑
t∈MB
D
(
Qt
∥∥∥∥
∑
l∈MB
Ql
M − T
)
. (51)
Finally, given any λ ∈ R+ and any tuple of distributions PM = (PN, PA,1, . . . , PA,T ) ∈ PT (X ), for each B ∈ ST , define
the following quantity:
LD(λ,PM ) := min
(B,C)∈S2
T
:B6=C
min
Q∈(P(X ))M :
GB(PM )≤λ, GC(PM )≤λ
(∑
i∈B
D(Qi‖PA,B(i)) +
∑
i∈MB
D(Qi‖PN)
)
. (52)
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C. Main Results
Our first result characterizes Λ∗(n, ε|T,PM ), the decay rate of misclassification error and false alarm probabilities of
universal tests whose false reject probabilities with respect to distributions PM are upper bounded by a constant ε.
Theorem 3. Given any tuple of distributions PM = (PN, P1, . . . , PM ) ∈ (P(X ))M+1, for any ε ∈ (0, 1), we have
Λ∗(n, ε|T,PM ) = GDT (n, ε,PM ) +O
(
logn
n
)
. (53)
Furthermore, the performance (decay rate) in (53) is achieved by the following test:
Ψn(x
n) :=
{
HB if SB(x
n) ≤ λ˜ < minC∈ST :C6=B SC(xn)
Hr otherwise,
(54)
where xn denotes the collection of the observed sequences (xn1 , . . . , x
n
M ), λ˜ is a chosen threshold (cf. (161)) and SC(·) is a
scoring function defined as
SC(x
n) := GC(Tˆxn1 , . . . , TˆxnM ). (55)
The proof of Theorem 3 is similar to Theorem 1 and is provided in Appendix C. The remarks made for Theorem 1 are also
valid here, for example, the existence of phase transition phenomenon and the least favorable set of distributions.
Theorem 3 elucidates the effect of the total number of sequences M and the number of the outliers T on the performance
of an optimal test. To do so, it suffices to analyze the dominant term in the exponent, i.e., GDT (PM ), since our result implies
that for any ε ∈ (0, 1),
lim
n→∞
Λ∗(n, ε|T,PM ) = GDT (PM ) (56)
= min
(B,C)∈S2
T
:C6=B
GDT (B, C,PM ). (57)
However, in general, it is hard to analyze the property of GDT (PM ) as a function of M and T . Thus, we specialize to the
special case of homogeneous anomalous distributions, i.e., PA,i = PA for all i ∈ [T ] where PA is an anomalous distribution.
Under such a case, we have
GDT (PM ) = min
t∈[T ]
(
tD(PA‖P t,PN,PAMix ) + (M − T − t)D(PN‖P t,PN,PAMix )
)
, (58)
where
P t,PN,PAMix =
1
M − T
(
tPA,B(i)(x) + (M − T − t)PN(x)
)
. (59)
For simplicity, let f(M,T, t) denote the objective function in (58). Note that for ant t ∈ [T ],
∂f(M,T, t)
∂M
= D(PN‖P t,PN,PAMix ) > 0, (60)
∂f(M,T, t)
∂T
= −D(PN‖P t,PN,PAMix ) < 0. (61)
Therefore, the performance of the optimal test in (54) increases in M and decreases in T . In other words, when the total
number of sequences M is fixed, the performance of the optimal test degrades when the number of outlying sequences T
increases. On the other hand, when T is fixed, the performance of the optimal test improves when M increases.
Theorem 3 also implies that the test in (54) is second-order asymptotically optimal for the simultaneous detection and
identification of T outliers. Note that our test outputs a reject decision if there are two competitive sets of candidate outliers
whose scoring functions are both below a given threshold λ˜.
The optimality of the test (54) continues to hold if the number of outliers is unknown but an upper bound, say Tˆ , is known.
Using a slight modification of our test in (54), one can verify that our result holds with T replaced by Tˆ . Under such a case, we
have a total number of
∑
t∈[Tˆ ]
(
M
t
)
+1 number of hypotheses. Our test in (54) should be modified by replacing minC∈ST :C6=B
by minC∈
⋃
t∈[Tˆ ] St:C6=B
to account for all possible sets of outliers.
Our next result concerns the asymptotic characterization of ξ∗(n,E|T, PN,PM ), the decay rate of misclassification error and
false alarm probabilities of universal tests whose false reject probabilities with respect to distributions PM decay exponentially
fast with speed of at least E. For simplicity, given any E ∈ R+ and any tuple of distributions PM ∈ PT (X ), let
fT (E,PM ) := sup
{
λ ∈ R+ : min
B∈ST
LD(λ,PM ) ≥ E
}
. (62)
Theorem 4. For any PM ∈ PT (X ) and any E ∈ R+, we have
lim
n→∞
ξ∗(n,E|T,PM ) = f(E,PM ). (63)
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The proof of Theorem 4 is similar to that of Theorems 2 and 3 and is omitted for simplicity.
We make use of the test in (54) in the achievability part of the proof and thus demonstrate its optimality. Furthermore, in the
achievability analysis, the exponent of the false reject probability under hypothesisHB is LD(λ,PM ) for each B ∈ ST . Theorem
4 illustrates the tradeoff between the false reject exponent E and the homogeneous exponent fT (E,PM ) of misclassification
error and false alarm probabilities. Similar remarks as those for Theorem 2 apply here.
IV. CONCLUSION
In this paper, we obtained tight bounds on asymptotic decay rates of misclassification error and false alarm probabilities
subject to constraints on false reject probabilities for outlying sequence detection with reject option. The tradeoff among
misclassification error, false alarm and false reject probabilities of optimal universal tests was established. Our results provide
benchmarks for practical algorithms and can potentially guide the design of low-complexity algorithms to achieve optimal
performance. Furthermore, we generalize our results to the case of multiple outlying sequences where each outlying sequence
can follow a different anomalous distribution.
There are several avenues for future research. One can consider a sequential setting under our formulation by incorporating
ideas from [14] to derive the asymptotic limits of an optimal sequential test. Furthermore, it is also of interest to study the case
where each nominal sample is generated from a potentially different distribution in a neighborhood of a nominal distribution
and then derive the performance of the optimal test. In this case, we also need to assume that any anomalous distribution lies
outside the neighborhood of the nominal distribution since otherwise the problem is ill-posed.
APPENDIX
A. Proof of Theorem 1
Recall the definitions of information densities in (6) and (7). Given any pair of distributions (PN, PA), define the following
linear combination of the third absolute moment of information densities
T(PN, PA) := EPA
[∣∣ı1(X |PN, PA)− EPA [ı1(X |PN, PA)]∣∣3]
+ (M − 2)EPN
[∣∣ı2(X |PN, PA)− EPN [ı2(X |PN, PA)]∣∣]. (64)
Note that T(PN, PA) is finite since we restrict to discrete alphabet X .
1) Achievability: Let λ˜ ∈ R+ be chosen such that
λ˜ = GDM (PN, PA) +
L∗M (ε|PN, PA)√
n
+O
(
logn
n
)
, (65)
and let λ ∈ R+ be chosen such that
λ = λ˜− |X | log((M − 1)n+ 1) + 2 log(M)
n
. (66)
Recall the definition of the scoring function Si(x
n) = Gi(Tˆxn1 , . . . , TˆxnM ) (cf. (14)) for each i ∈ [M ]. Furthermore, for any
given set of sequences xn = (xn1 , . . . , x
n
M ), define the following two quantities
i∗(xn) := argmin
i∈[M ]
Si(x
n), (67)
h(xn) := min
i∈[M ]:i6=i∗(xn)
Si(x
n). (68)
Note that i∗(xn) denotes the index of the minimal scoring function (unique with high probability as we shall show) and h(xn)
denotes the value of the second minimal value of the scoring functions. Using these two definitions, our proposed test in (17)
is equivalently expressed as follows:
ψn(x
n) =
{
Hi if i
∗(xn) = i, and h(xn) > λ˜,
Hr if h(x
n) ≤ λ˜. (69)
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We first analyze the misclassification error probabilities of our test ψn(·) under each hypothesis. Recall that we use Q to
denote a collection of M distributions (Q1, . . . , QM ) defined on the alphabet X . For any pair of distributions (P˜N, P˜A) and
for each i ∈ [M ], we can upper bound the type-i misclassification error probability as follows:
βi(ψn|P˜N, P˜A)
= P˜i{i∗(Xn) 6= i, h(Xn) > λ˜} (70)
≤ P˜i{Si(Xn) > λ˜} (71)
=
∑
xn∈XMn:Si(xn)>λ˜
P˜nA(x
n
i )×
( ∏
j∈Mi
P˜nN(x
n
j )
)
(72)
=
∑
Q∈(Pn(X ))
M :
Gi(Q)>λ˜
∑
xn: ∀ j∈[M ]
xnj ∈T
n
Qj
P˜nA(x
n
i )×
( ∏
j∈Mi
P˜nN(x
n
j )
)
(73)
=
∑
Q∈Pn(X )
M :
Gi(Q)>λ˜
∑
xn: ∀ j∈[M ]
xnj ∈T
n
Qj
exp
(
− n
(
D(Qi‖P˜A) +H(Qi)
))
× exp
(
− n
( ∑
j∈Mi
(
D(Qj‖P˜N) +H(Qj)
)))
(74)
=
∑
Q∈Pn(X )
M :
Gi(Q)>λ˜
∑
xn: ∀ j∈[M ]
xnj ∈T
n
Qj
exp
(
− n
( ∑
j∈[M ]
(
H(Qj) +D(Qi‖P˜A)
)))
× exp
(
− n
(
Gi(Q) + (M − 1)D
(∑
k∈Mi
Qk
M − 1
∥∥∥∥P˜N
)))
(75)
≤ exp(−nλ˜)
∑
Q∈Pn(X )
M
∑
xn
i
∈T n
Qi
exp
(
− n
(
D(Qi‖P˜A) +H(Qi)
))
× exp
(
− n
(
(M − 1)D
(∑
k∈Mi
Qk
M − 1
∥∥∥∥P˜N
)))
(76)
≤ exp(−nλ˜)
∑
Qj∈Pn(X ), j∈Mi
exp
(
− n
(
(M − 1)D
(∑
k∈Mi
Qk
M − 1
∥∥∥∥P˜N
)))
(77)
≤ exp(−nλ˜)
∑
Q∈P(M−1)n(X )
((M − 1)n+ 1)|X |P˜ (M−1)nN
(
T (M−1)nQ
)
(78)
= exp
(
− nλ˜+ |X | log((M − 1)n+ 1)
)
(79)
= exp(−nλ− 2 log(M)) (80)
≤ exp(−nλ), (81)
where (71) follows from definitions of i∗(xn) in (67) and h(xn) in (68) which indicate that Si(x
n) ≥ h(xn) > λ˜ under the
condition that i∗(xn) 6= i and h(xn) > λ˜; (72) follows since under hypothesis Hi, the i-th sequence Xni is generated i.i.d.
according to the anomalous distribution P˜A while all other sequences are generated i.i.d. according to the nominal distribution
P˜N; (73) follows from the definitions of the scoring function Si(·) in (18) and Gi(·) in (14) and method of types [23, Chapter
11]; (75) follows since for any sequence of distributions Q = (Q1, . . . , QM ) and any distribution P˜N, the following equalities
hold ∑
j∈Mi
D(Qj‖P˜N) =
∑
j∈Mi
EQj
[
log
Qj(X)
P˜N(X)
]
(82)
=
∑
j∈Mi
EQj
[
log
1
M−1
∑
k∈Mi
Qk(X)
P˜N(X)
+ log
Qj(X)
1
M−1
∑
k∈Mi
Qk(X)
]
(83)
=
∑
j∈Mi
EQj
[
log
1
M−1
∑
k∈Mi
Qk(X)
P˜N(X)
]
+Gi(Q) (84)
= (M − 1)D
(∑
k∈Mi
Qk
M − 1
∥∥∥∥P˜N
)
+Gi(Q); (85)
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(76) follows since the size of the type class |T nQj | ≤ exp(nH(Qj)); (77) follows since
∑
Qi∈Pn(X )
∑
xn
i
∈T n
Qi
exp
(
− n
(
D(Qi‖P˜A) +H(Qi)
))
=
∑
xn
i
∈Xn
P˜nA(x
n
i ) = 1; (86)
(78) follows from the lower bound on the probability of the type class T
M(n−1)
Q and the fact that summing over (M − 1)
concatenated types of length n is equivalent to summing over a type of length (M − 1)n; and (80) follows from the definition
of λ˜ in (66).
Given any pair of distributions (P˜N, P˜A), we can upper bound the false alarm probability as follows:
Pfa(ψn|P˜N, P˜A) = P˜r{h(Xn) > λ˜} (87)
=
∑
i∈[M ]
P˜r{i∗(Xn) = i and h(Xn) > λ˜} (88)
≤
∑
i∈[M ]
P˜r{i∗(Xn) = i and ∃ j ∈ Mi : Sj(Xn) > λ˜} (89)
≤
∑
i∈[M ]
∑
j∈Mi
P˜r{Sj(Xn) > λ˜} (90)
≤
∑
i∈[M ]
∑
j∈Mi
∑
xn:Sj(xn)>λ˜
∏
t∈[M ]
P˜N(x
n
t ) (91)
≤
∑
i∈[M ]
∑
j∈Mi
exp(−nλ− 2 log(M)) (92)
≤M(M − 1) exp(−nλ− 2 log(M)) (93)
≤ exp(−nλ), (94)
where (89) follows since when i∗(Xn) = i, h(Xn) = minj∈Mi Sj(X
n) and (92) follows from the steps similar to that leading
to (80).
We next analyze the false reject probabilities under each hypothesis for a particular pair of distributions (PN, PA). For this
purpose, we need the following definition of typical sequences for each i ∈ [M ]:
Ti(PN, PA) :=
{
xn ∈ XMn : ∀ j ∈Mi, ‖Tˆxn
j
− PN‖∞ ≤
√
logn
n
and ‖Tˆxn
i
− PA‖∞ ≤
√
logn
n
}
. (95)
Using Chebyshev’s inequality (c.f. [24, Lemma 24]), we conclude that for each i ∈ [M ],
Pi{Xn /∈ Ti(PN, PA)} ≤ 2M |X |
n2
=: µn. (96)
In subsequent analysis, we need to use the following properties of Gi(Q) (cf. (14)) for each i ∈ [M ] and any given vector
of distributions Q = (Q1, . . . , QM ) ∈ (P(X ))M ,
∂Gi(Q)
∂Qj(x)
= log
(M − 1)Qj(x)∑
k∈Mi
Qk(x)
, j ∈Mi, x ∈ supp(Qj), (97)
∂2Gi(Q)
∂(Qj(x))2
=
∑
k∈Mi
Qk(x)−Qj(x)
Qj(x)
(∑
k∈Mi
Qk(x)
) , j ∈Mi, x ∈ supp(Qj), (98)
∂2Gi(Q)
∂Qj(x)Ql(x)
= − 1∑
k∈Mi
Qk(x)
, (j, l) ∈Mi ×Mi,j and x ∈ supp(Qj) ∩ supp(Ql) (99)
For each i ∈ [M ], define the vector of distributions Pi := (Q1, . . . , QM ) with Qi = PA and Qj = PN for all j ∈ Mi. Under
hypothesis Hi, given any set of M sequences x
n ∈ Ti(PN, PA), since the KL divergence is continuous, one can apply a Taylor
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expansion of Gl(Tˆxn1 , . . . , TˆxnM ) (cf. (18)) around Pi, for each j ∈ Mi, we have
Gj(Tˆxn1 , . . . , TˆxnM )
= D
(
PA
∥∥∥∥ (M − 2)PN + PAM − 1
)
+
∑
x∈X
(Tˆxn
i
(x)− PA(x))ı1(x|PN, PA)
+
∑
l∈Mi,j
(
D
(
PN
∥∥∥∥ (M − 2)PN + PAM − 1
)
+
∑
x∈X
(Tˆxn
j
(x)− PN(x))ı2(x|PN, PA)
)
+
∑
l∈[M ]
O(‖Tˆxn
j
− PA‖2) (100)
=
1
n
∑
t∈[n]
(
ı1(xi,t|PN, PA) +
∑
l∈Mi,j
ı2(xl,t|PN, PA)
)
+O
(
log n
n
)
, (101)
and for j = i,
Gj(Tˆxn1 , . . . , TˆxnM ) = O
(
log n
n
)
. (102)
We can upper bound the false reject probability of our test (cf. (17)) under each hypothesis Hi with i ∈ [M ] with respect
to any pair of distributions (PN, PA) as follows:
ζi(ψn|PN, PA)
= Pi{h(Xn) ≤ λ˜} (103)
≤ Pi
{
min
j∈Mi
Gj(TˆXn1 , . . . , TˆXnM ) ≤ λ˜
}
(104)
= 1− Pi
{
∀ j ∈ Mi, Gj(TˆXn1 , . . . , TˆXnM ) > λ˜
}
, (105)
where (104) follows h(Xn) ≥ minj∈Mi Gj(TˆXn1 , . . . , TˆXnM ), which is implied by the definition of h(xn) in (68).
For simplicity, given random variables X1, . . . , XM , for each i ∈ [M ] and j ∈Mi, define the information density
ıi,j(X1, . . . , XM |PN, PA) := ı1(Xi|PN, PA) +
∑
l∈Mi,j
ı2(Xl|PN, PA), (106)
and for each t ∈ [n], we use Xt to denote the snapshot of the M sequences at time t, i.e., X1,t, . . . , XM,t.
The second term in (105) can be lower bounded as follows:
Pi
{
∀j ∈ Mi, Gj(TˆXn1 , . . . , TˆXnM ) > λ˜
}
≥ Pi
{
∀j ∈Mi, Gj(TˆXn1 , . . . , TˆXnM ) > λ˜ and Xn ∈ Ti(PN, PA)
}
(107)
≥ Pi
{
∀ j ∈Mi, 1
n
∑
t∈[n]
ıi,j(Xt|PN, PA) > λ˜+O
(
logn
n
)
and Xn ∈ Ti(PN, PA)
}
(108)
≥ Pi
{
∀ j ∈Mi, 1
n
∑
t∈[n]
ıi,j(Xt|PN, PA) > λ˜+O
(
logn
n
)}
− µn, (109)
where (108) follows from the result in (96) and the Taylor expansion in (101), and (109) follows from the result in (96).
Recall that under Pi, for each t ∈ [n], Xt = (X1,t, . . . , XMt) are independent where Xi,t ∼ PA and Xj,t ∼ PN for j ∈Mi.
Recalling definitions of GDM (PN, PA)in (8), VM (PN, PA) in (9) and CovM (PN, PA) in (10), we have that for any i ∈ [M ]
and j ∈Mi
EPi [ıi,j(Xt|PN, PA)] = GDM (PN, PA), (110)
VarPi[ıi,j(Xt|PN, PA)] = VM (PN, PA), (111)
and for any k ∈ Mi,j , the covariance of (ıi,j(Xt|PN, PA), ıi,k(Xt|PN, PA)) satisfies
CovPi [ıi,j(Xt|PN, PA)ıi,k(Xt|PN, PA)] = CovM (PN, PA), (112)
where the justification of (112) is provided in Appendix G.
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Recall that the definitions of VM (PN, PA) in (11) and L
∗
M (ε|PN, PA) in (13). Using the choice of λ˜ in (65), combining
(109) to (112) and applying the multivariate Berry-Esseen theorem [25], we have
Pi
{
∀j ∈ Mi, Gj(TˆXn1 , . . . , TˆXnM ) > λ˜
}
≥ QM−1(L∗M (ε|PN, PA)× 1M−1;0M−1;VM (PN, PA)) +O
(
1√
n
)
, (113)
where QM−1(·) is the multivariate generalization of the complementary Gaussian cdf defined in (12).
Using (105) and (113), we have that for any (PN, PA), the false reject probability is upper bounded as follows:
ζi(ψn|PN, PA) ≤ 1−QM−1(L∗M (ε|PN, PA)× 1M−1;0M−1;VM (PN, PA)) +O
(
1√
n
)
(114)
≤ ε+O
(
1√
n
)
, (115)
where (115) follows from the definition of L∗M (·) in (13). Therefore, using the definition of λ∗(n, ε|PN, PA) in (4), we have
λ∗(n, ε|PN, PA) ≥ λ (116)
= λ˜− |X | log((M − 1)n+ 1) + 2 log(M)
n
(117)
= GDM (PN, PA) +
L∗M (ε|PN, PA)√
n
+O
(
logn
n
)
, (118)
where (117) follows from (66) and (118) follows from (65). The achievability proof of Theorem 1 is now completed.
2) Converse: We now present the converse proof, which involves a lower bound on λ∗(n, ε|PN, PA). In the converse proof,
we drop the constraint on the false alarm probability.
We first relate the performances of any test with the type-based test (i.e., a test which uses only the types (empirical
distributions) of the sequences (TˆXn1 , . . . , TˆXnM )), as demonstrated in the following lemma.
Lemma 1. Given any test φn, for any κ ∈ [0, 1], we can construct a type-based test φTn such that for each i ∈ [M ] and any
pair of distributions (PN, PA),
βi(φn|PN, PA) ≥ 1− κ
M − 1βi(φ
T
n |PN, PA), (119)
ζi(PN, PA) ≥ κζi(φTn |PN, PA). (120)
The proof of Lemma 1 is inspired by [10, Lemma 2] and [12, Lemma 5.1] and provided in Appendix D.
We then show that for any type-based test, if we require that the misclassification error probabilities under each hypothesis
decay exponentially fast for all pairs of distributions, then the false reject probability under each hypothesis for any particular
pair of distributions can be lower bounded by an information spectrum bound, which is the cdf of the second minimal values
of the scoring functions {Gi(TˆXn1 , . . . , TˆXnM )}.
For simplicity, let
ηn,M :=
M |X | log(n+ 1)
n
. (121)
Furthermore, given any tuple of types Q = (Q1, . . . , QM ) ∈ (Pn(X ))M and any λ ∈ R+, let
g∗(Q) := min
i∈[M ]
Gi(Q), (122)
g(Q) := min
i∈[M ]:Gi(Q)>g∗(Q)
Gi(Q) (123)
denote the minimal and second minimal values of {Gi(Q)}i∈[M ].
Lemma 2. Given any λ ∈ R+, for any type-based test φTn such that for all pair of distributions (P˜N, P˜A),
max
i∈[M ]
βi(φ
T
n |P˜N, P˜A) ≤ exp(−nλ), (124)
then for any pair of distributions (PN, PA) and for each i ∈ [M ], we have
ζi(φ
T
n |PN, PA) ≥ Pi
{
g(TˆXn1 , . . . , TˆXnM ) + ηn,M ≤ λ
}
. (125)
The proof of Lemma 2 is provided in Appendix E.
Combining Lemmas 1 and 2 with κ = 1− 1
n
and noting that g(Tˆxn1 , . . . , TˆxnM ) = h(x
n) (cf. (68)) for any xn = (xn1 , . . . , x
n
M ),
we obtain the following corollary.
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Corollary 1. Given any λ ∈ R+, for any test φn satisfying that for all pairs of distributions (P˜N, P˜A)
max
i∈[M ]
βi(φn|P˜N, P˜A) ≤ exp(−nλ), (126)
we have that for any pair of distributions (PN, PA) and for each i ∈ [M ]
ζi(φn|PN, PA) ≥
(
1− 1
n
)
Pi
{
h(Xn) + ηn,M +
log(n) + log(M − 1)
n
≤ λ
}
. (127)
Using Corollary 1, with any test φn satisfying (126), for any pair of distributions (PN, PA), we have that for each i ∈ [M ]
and any j ∈Mi,
ζi(φn|PN, PA)
≥
(
1− 1
n
)
Pi
{
h(Xn) + ηn,M +
log(n) + log(M − 1)
n
≤ λ,
and h(Xn) = min
j∈Mi
Gj(TˆXn1 , . . . , TˆXnM )
}
(128)
≥
(
1− 1
n
)(
Pi
{
min
j∈Mi
Gj(TˆXn1 , . . . , TˆXnM ) + ηn,M +
log(n) + log(M − 1)
n
≤ λ
}
− Pi{h(Xn) 6= min
j∈Mi
Gj(TˆXn1 , . . . , TˆXnM )}
)
. (129)
We first focus on the second term in the bracket of (129). Given any i ∈ [M ], using the Berry-Esseen theorem [26], [27]
and Taylor expansions in (101) and (102), we have that for each j ∈Mi:
Pi{Gj(TˆXn1 , . . . , TˆXnM ) < Gi(TˆXn1 , . . . , TˆXnM )}
≤ Pi{Gj(TˆXn1 , . . . , TˆXnM ) < Gi(TˆXn1 , . . . , TˆXnM ),Xn ∈ Ti(PN, PA)}+ Pi{Xn /∈ Ti(PN, PA)} (130)
≤ P
{
1
n
∑
t∈[n]
(
ı1(Xi,t|PN, PA) +
∑
l∈Mi,j
ı2(Xl,t|PN, PA)
)
< O
(
logn
n
)}
+ µn (131)
≤ Q
(√
n(GDM (PN, PA) +O(
log n
n
))√
VM (PN, PA)
)
+
6T(PN, PA)√
n
(
VM (PN, PA)
)3 + µn (132)
≤ exp
(
− n(GDM (PN, PA) +O(
log n
n
))2
2VM (PN, PA)
)
+
6T(PN, PA)√
n
(
VM (PN, PA)
)3 + µn (133)
=: κn = O
(
1√
n
)
, (134)
where (132) follows since Q(x) ≤ exp(−x22 ) for any x > 0. Therefore, we conclude that for each i ∈ [M ],
Pi{h(Xn) = min
j∈Mi
Gj(TˆXn1 , . . . , TˆXnM )}
= Pi
{
Gi(TˆXn1 , . . . , TˆXnM ) ≤ minj∈MiGj(TˆXn1 , . . . , TˆXnM )
}
(135)
= 1− Pi
{
∃ j ∈Mi s.t. Gj(TˆXn1 , . . . , TˆXnM ) < Gi(TˆXn1 , . . . , TˆXnM )
}
(136)
≥ 1−
∑
j∈Mi
Pi
{
Gj(TˆXn1 , . . . , TˆXnM ) < Gi(Tˆxn1 , . . . , TˆxnM )
}
(137)
≥ 1− (M − 1)κn. (138)
Consider any λ such that
λ = GDM (PN, PA) +
L∗M (ε− δ|PN, PA)√
n
− ηn,M − log(n) + log(M − 1)
n
, (139)
then combining (129) and (138), we have that for n sufficiently large,
min
i∈[M ]
ζi(φn|PN, PA) ≥ ε+ δ > ε. (140)
Therefore, we have that
λ∗(n, ε|PN, PA) ≤ GDM (PN, PA) + L
∗
M (ε|PN, PA)√
n
+O
(
logn
n
)
. (141)
The converse proof of Theorem 1 is completed.
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B. Proof of Theorem 2
In this subsection, we present the proof of Theorem 2, which concerns the asymptotic characterization of the error and false
alarm exponent τ∗(n,E|PN, PA) for any false reject exponent E and pairs of distributions (PN, PA).
1) Achievability: We make use the same test φn(·) (cf. (17) and (69)) as in the achievability proof of Theorem 1.
The analysis of the misclassification error probabilities βi(ψn|P˜N, P˜A) and the false alarm probability Pfa(φn|P˜N, P˜A) is
exactly the same as in Section A1. It suffices to bound the false reject probability of our test for a particular pair of distributions
(PN, PA). For each i ∈ [M ], we have that
ζi(ψn|PN, PA) = Pi{φn(Xn) = Hr} (142)
= Pi{h(Xn) ≤ λ˜} (143)
= Pi{∃ (j, k) ∈ [M ]2 s.t. j 6= k, Sj(Xn) ≤ λ˜ and Sk(Xn) ≤ λ˜} (144)
≤ max
(j,k)∈[M ]2:j 6=k
Pi{Sj(Xn) ≤ λ˜ and Sk(Xn) ≤ λ˜} (145)
≤ M(M − 1)
2
max
(j,k)∈[M ]2:j 6=k
Pi{Sj(Xn) ≤ λ˜ and Sk(Xn) ≤ λ˜}. (146)
We now focus on upper bound the probability term in (146). For any (j, k) ∈ [M ]2, given any i ∈ [M ], we have
Pi{Sj(Xn) ≤ λ˜ and Sk(Xn) ≤ λ˜}
≤
∑
xn∈XMn:Sj(xn)≤λ˜, Sk(xn)≤λ˜
Pi(x
n) (147)
≤
∑
Q∈(Pn(X ))
M :
Gj(Q)≤λ˜, Gk(Q)≤λ˜
exp
(
− n
(
D(Qi‖PA) +
∑
l∈Mi
D(Qj‖PN)
))
(148)
≤
∑
Q∈(Pn(X ))
M
exp
(
− n min
QPn(X ))
M :
Gj(Q)≤λ˜, Gk(Q)≤λ˜
(
D(Qi‖PA) +
∑
l∈Mi
D(Qj‖PN)
))
(149)
≤ (n+ 1)M|X | exp
(
− n min
Q∈(P(X ))M :
Gj(Q)≤λ˜, Gk(Q)≤λ˜
(
D(Qi‖PA) +
∑
l∈Mi
D(Qj‖PN)
))
. (150)
Combining (146), (150) and using the definitions of LDi(·) in (15) and λ˜ in (66), we have that for each i ∈ [M ] and any pair
of distributions (PN, PA), the i-th false reject probability satisfies for any λ ∈ R+
lim inf
n→∞
− 1
n
log ζi(ψn|PN, PA) ≥ LDi(λ|PN, PA). (151)
Combining (151), (81), (94), and using the definition of τ∗(n,E|PN, PA) in (5), we conclude that for any pairs of distributions
(PN, PA) and any false reject exponent E ∈ R+,
lim inf
n→∞
τ∗(n,E|PN, PA) ≥ sup{λ ∈ R+ : min
i∈[M ]
LDi(λ, PN, PA) ≥ E} (152)
2) Converse Proof: For simplicity, let
κn,M := ηn,M +
log(n) + log(M − 1)
n
. (153)
Using Corollary 1, we have that for any test φn such that the misclassification error probabilities decay exponentially fast
with speed at least λ for all pairs of distributions, given any (PN, PA), for each i ∈ [M ], the i-th false reject probability
ζi(φn|PN, PA) satisfies(
1− 1
n
)
× ζi(φn|PN, PA)
≥ Pi
{
h(Xn) + κn,M ≤ λ
}
(154)
= Pi
{∃(j, k) ∈ [M ]2 : j 6= k, Sj(Xn) + κn,M ≤ λ and Sk(Xn) + κn,M ≤ λ} (155)
≥ max
(j,k)∈[M ]2: j 6=k
Pi
{
Sj(X
n) + κn,M ≤ λ and Sk(Xn) + κn,M ≤ λ
}
(156)
≥ (n+ 1)−M|X | max
(j,k)∈[M ]2:
j 6=k
∑
Q∈(Pn(X ))
M
exp
(
− n min
Q∈(Pn(X ))
M :
Gj(Q)≤λ−κn,M
Gk(Q)≤λ−κn,M
(
D(Qi‖PA) +
∑
l∈Mi
D(Qj‖PN)
))
, (157)
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where (155) follows from the definition of h(xn) in (68) and (157) follows similarly to (149).
Using the continuity of (PN, PA) to LDi(λ|PN, PA) (cf. (15)) for any λ ∈ R+, the definition of κn,M in (153) and the
results in (157), we have that for each i ∈ [M ],
lim sup
n→∞
− 1
n
log ζi(φn|PN, PA) ≤ LDi(λ|PN, PA) (158)
for any test φn satisfying that misclassification error probabilities decay exponentially fast with at least speed λ for all pairs
of distributions.
Therefore, using the definition of τ∗(n,E|PN, PA) in (5), we conclude that for any E ∈ R+ and any (PN, PA),
lim sup
n→∞
τ∗(n,E|PN, PA) ≤ sup{λ ∈ R+ : LDi(λ|PN, PA) ≥ E}. (159)
C. Proof of Theorem 3
The proof of Theorem 3 is a generalization of Theorem 1 and thus we only emphasize the differences.
For subsequent analyses, define the following linear combination of third absolute moments
T(B, C,PM ) :=
∑
i∈(B∩MC)
EPA,B(i)
[|ı1,B(i)(X |B, C,PM)− EPA,B(i) [ı1,B(i)(X |B, C,PM)]|3]
+
∑
i∈(MB∩MC)
EPN [|ı2,T (X |B, C,PM)− EPN [ı2,T (X |B, C,PM)]|3]. (160)
Note again that T(B, C,PM) is finite since we consider discrete alphabet X .
1) Achievability: Let λ˜ ∈ R+ be chosen such that
λ˜ := GDT (n, ε,PM ) +O
(
logn
n
)
, (161)
where GDT (n, ε,PM ) was defined in (49). Furthermore, let λ ∈ R+ be chosen such that
λ = λ˜− |X | log((M − T )n+ 1) + 2 log |ST |
n
. (162)
Recall the definition of the scoring function SB(x
n) = GB(Tˆxn1 , . . . , TˆxnM ) where B ∈ ST . Furthermore, given any set of
sequences xn, parallel to (67) and (68), define
C∗T (xn) := argmin
B∈ST
SB(x
n), (163)
hT (x
n) := min
B∈ST :B6=C∗T (x
n)
SB(x
n). (164)
Then our rest in (54) is equivalently expressed as follows:
Ψn(x
n) =
{
HB if C∗T (xn) = B, and hT (xn) > λ˜
Hr if hT (x
n) ≤ λ˜. (165)
The analysis of the performance of the test in (165) is as follows. Recall that Q denotes a collection of M distributions. For
any tuple of distributions P˜M = (P˜N, P˜A,1, . . . , P˜A,T ), for each B ∈ ST , similar steps leading to (80), we can upper bound
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the misclassification error probabilities as follows:
βB(Ψn|P˜M )
= P˜B
{C∗(Xn) 6= B and hT (Xn) > λ˜} (166)
≤ P˜B
{
SB(X
n) > λ
}
(167)
=
∑
Q∈(Pn(X ))
M :
GB(Q)>λ˜
∑
xn:xnj ∈T
n
Qj
∀j∈[M ]
(∏
i∈B
P˜A,B(i)(x
n
i )
)
×
( ∏
j∈MB
P˜N(x
n
j )
)
(168)
=
∑
Q∈(Pn(X ))
M :
GB(Q)>λ˜
∑
xn:xnj ∈T
n
Qj
∀j∈[M ]
exp
(
− n
(∑
i∈B
D(Qi‖P˜A,B(i)) +
∑
j∈MB
D(Qi‖P˜N) +
∑
i∈[M ]
H(Qi)
))
(169)
=
∑
Q∈(Pn(X ))
M :
GB(Q)>λ˜
∑
xn:xnj ∈T
n
Qj
∀j∈[M ]
exp
(
− n
(∑
i∈B
D(Qi‖P˜A,B(i)) +
∑
i∈[M ]
H(Qi)
+ GB(Q) + (M − T )D
(∑
k∈MB
Qk
M − T
∥∥∥∥P˜N
)))
(170)
≤ exp(−nλ˜)
∑
Qj∈Pn(X ), j∈MB
exp
(
− n(M − T )D
(∑
k∈MB
Qk
M − T
∥∥∥∥P˜N
))
(171)
≤ exp
(
− nλ˜+ |X | log((M − T )n+ 1)
)
(172)
= exp(−nλ− 2 log |ST |) (173)
≤ exp(−nλ), (174)
where (173) follows from the definition of λ in (162).
Similarly, for any tuple of distributions P˜M = (P˜N, P˜A,1, . . . , P˜A,T ), we can upper bound the false alarm probability as
follows:
Pfa(Ψn|P˜M ) := P˜r{hT (Xn) > λ˜} (175)
=
∑
B∈ST
P˜r{C∗(Xn) = B and hT (Xn) > λ˜} (176)
≤
∑
B∈ST
P˜r{C∗(Xn) = B and ∃ C ∈ ST : C 6= B, SC(Xn) > λ˜} (177)
≤
∑
B∈ST
∑
C∈ST : C6=B
P˜r{SC(Xn) > λ˜} (178)
≤
∑
B∈ST
∑
C∈ST : C6=B
exp(−nλ− 2 log |ST |) (179)
≤ |ST |2 exp(−nλ− 2 log |ST |) (180)
= exp(−nλ) (181)
where (179) follows from similar steps leading to (173) and (181) follows from the definition of λ˜ in (161).
We then analyze the false reject probabilities of our test with respect to a particular tuple of distributionsPM = (PN, PA,1, . . . , PA,T ).
For this purpose, we need a generalized version of the typical set in (95). In particular, for each B ∈ ST , let
TB(PM ) :=
{
xn ∈ XMn : ∀ j ∈ B, ‖Tˆxn
j
− PA,B(j)‖∞ ≤
√
logn
n
,
and ∀j ∈ MB, ‖Tˆxn
j
− PN‖∞ ≤
√
logn
n
}
. (182)
Similar to (96), we have that for each B ∈ ST , we have
PB{Xn /∈ TB(PM )} ≤ 2M |X |
n2
. (183)
Recall the definitions of the mixture distribution in (40) and the information densities in (41) and (42). For each B ∈ ST ,
define a vector of distributions PB := (Q1, . . . , QM ) where for j ∈ MB, Qj = PN and for j ∈ B, Qj = PA,B(j). Then,
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under each hypothesis HB, given any observed sequences x
n ∈ TB(PM ), applying Taylor expansions of GC(Tˆxn1 , . . . , TˆxnM )
for C ∈ ST around PB , we have that
• if C 6= B, then
GC(Tˆxn1 , . . . , TˆxnM )
=
∑
j∈(B∩MC)
(
D(PA,B(j)‖PB,C,PMMix ) +
∑
x
(
Tˆxn
j
(x)− PA,B(j)(x)
)
ı1,B(j)(X |B, C,PM) +O
(
‖Tˆxn
j
− PA,B(j)‖2
))
+
∑
j∈(MB∩MC)
(
D(PN‖PB,C,PMMix ) +
∑
x
(
Tˆxn
j
(x) − PN(x)ı2,T (x)
)
+O
(
‖Tˆxn
j
− PN‖2
))
(184)
=
1
n
∑
t∈[n]
( ∑
j∈(B∩MC)
ı1,B(j)(Xj,t|B, C,PM ) +
∑
j∈(MB∩MC)
ı2,T (xj,t)
)
+O
(
logn
n
)
; (185)
• if C = B, then
GC(Tˆxn1 , . . . , TˆxnM ) = O
(
logn
n
)
. (186)
We can upper bound the false reject probability of our test (cf. (165)) under each hypothesis HB where B ∈ ST with respect
to any tuple of distributions PM = (PN, PA,1, . . . , PA,M ) as follows:
ζB(Ψn|PM )
= PB{hT (Xn) ≤ λ˜} (187)
≤ PB
{
min
C∈ST :C6=B
GC(TˆXn1 , . . . , TˆXnM ) ≤ λ˜
}
(188)
= 1− PB
{
∀ C ∈ (ST \ B) : GC(TˆXn1 , . . . , TˆXnM ) ≤ λ˜
}
. (189)
We now analyze the probability term in (189). For simplicity, given any (B, C) ∈ S2T and any variables (X1, . . . , XM ), let
ıB,C(X1, . . . , XM |PM ) :=
∑
j∈(B∩MC)
ı1,B(j)(Xj |B, C,PM ) +
∑
j¯∈(MB∩MC)
ı2,T (Xj¯ |B, C|PM) (190)
and for each t ∈ [n], we use Xt to denote X1,t, . . . , XM,t.
Using Taylor expansions in (185), (186) and the multivariate Berry-Essen theorem, for any (B, C) ∈ S2T such that C 6= B,
we conclude
PB{∀ C ∈ (ST \ B) : GC(TˆXn1 , . . . , TˆXnM ) ≤ λ˜}
≤ PB{∀ C ∈ (ST \ B) : GC(TˆXn1 , . . . , TˆXnM ) ≤ λ˜,Xn ∈ TB(PM )}+ PB{Xn /∈ TB(PM )} (191)
≤ PB
{
∀ C ∈ (ST \ B) : 1
n
∑
t∈[n]
ıB,C(Xt|PM ) ≤ λ˜+O
(
logn
n
)}
+
2M |X |
n2
. (192)
Recall the definitions of GDT (B, C,PM ) in (44), VT (B, C,PM) in (45). Note that for any C ∈ (ST \ B) and each t ∈ [n],
EPB [ıB,C(Xt|PM )] = GDT (B, C,PM ), (193)
VarPB [ıB,C(Xt|PM )] = VT (B, C,PM ). (194)
Furthermore, for any C ∈ (ST \ B) and D ∈ ST \ (B ∪ C), we have
CovPB(ıB,D(Xt|PB), ıB,D(Xt|PB)) = CovT (B, C,PM). (195)
The justification of (195) is provided in Appendix H.
Using the definition of Λ∗(n, ε|T,PM ) in (38) and the choice of λ˜ in (161), combining (192) to (195) and applying the
multivariate Berry-Esseen theorem similarly to (113), we have
Λ∗(n, ε|T,PM ) ≥ GDT (n, ε,PM ) +O
(
logn
n
)
. (196)
The achievability proof is thus completed.
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2) Converse: Recall the definition of hT(x
n) in (164) and ηn,M in (121). For ease of notation, let
ηn,M,T := ηn,M +
log(n) + log(
(
M
T
)
)
n
. (197)
The following corollary is key to the converse proof of Theorem 3.
Corollary 2. Given any λ ∈ R+, for any test φn such that for all tuples of distributions P˜M ∈ PT (X ),
βB(φn|P˜M ) ≤ exp(−nλ), (198)
then for any tuple of distribution PM ∈ PT (X ) and each B ∈ ST ,
ζB(φn|PM ) ≥
(
1− 1
n
)
PB
{
hT (X
n) + ηn,M,T ≤ λ
}
. (199)
The proof of Corollary 2 is similar to that of Corollary 1 and is thus omitted.
Using Corollary 2, for any test φn satisfying (198), given any tuple of distributions PM ∈ PT (X ), for each B ∈ ST and
C ∈ ST satisfying C 6= B, we can lower bound the false reject probability under hypothesis HB as follows:
ζB(φn|PM )
≥
(
1− 1
n
)
PB
{
hT (X
n) + ηn,M,T ≤ λ, hT (Xn) = min
C¯∈ST :C¯ 6=B
GC¯(TˆXn1 , . . . , TˆXnM )
}
(200)
≥
(
1− 1
n
)
PB
{
min
C¯∈ST :C¯ 6=B
GC¯(TˆXn1 , . . . , TˆXnM ) + ηn,M,T ≤ λ
}
− PB
{
hT (X
n) 6= min
C¯∈ST :C¯ 6=B
GC¯(TˆXn1 , . . . , TˆXnM )
}
(201)
≥
(
1− 1
n
)
PB
{
min
C¯∈ST :C¯ 6=B
GC¯(TˆXn1 , . . . , TˆXnM ) + ηn,M,T ≤ λ
}
+O
(
1√
n
)
, (202)
where (202) is justified in Appendix I.
If we choose λ such that for some δ ∈ R+,
λ ≥ GDT (n, ε+ δ,PM ) +O
(
logn
n
)
, (203)
then from (202) and using the multivariate Berry-Esseen theorem, we conclude that there exists B ∈ ST such that
lim
n→∞
ζB(φn|PM ) ≥ ε+ δ > ε. (204)
Therefore, we have that for any ε ∈ (0, 1) and any PM ∈ PT (X ),
Λ∗(n, ε|T,PM ) ≤ GDT (n, ε,PM ) +O
(
logn
n
)
. (205)
The converse proof is thus completed.
D. Proof of Lemma 1
For simplicity, let Q := (Q1, . . . , QM ) ∈ (Pn(X ))M and for any Q, we use T nQ to denote the set of sequences x =
(xn1 , . . . , x
n
M ) such that x
n
i ∈ T nQi for all i ∈ [M ]. Given any test φn, the sample space XMn is separated into (M +1) disjoint
regions: {Ai(φn)}i∈[M ] and Ar(φn) where
Ai(φn) = {x ∈ XMn : φn(x) = Hi}, (206)
Ar(φn) =
( ⋃
i∈[M ]
Ai
)c
. (207)
We can then construct a type-based test as follows. Given any κM , for any Q ∈ (Pn(X ))M ,
• φTn (Q) = Hr if at least κ fractions of the sequences in the type class T nQ are contained in the reject region, i.e.,
|T nQ ∩ Ar(φn)| ≥ κ. (208)
• φTn (Q) = Hi if i) less than κ fractions of the sequences in the type class T nQ are contained in the reject region and ii)
for all j ∈ [M ], Ai(φn) contains the most number of the sequences in the type class T nQ , i.e.,
|T nQ ∩Ar(φn)| < κ, and |T nQ ∩ Ai(φn)| ≥ max
j∈Mi
|T nQ ∩ Aj(φn)|. (209)
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For any pair of distributions (PN, PA), we can then relate the performances of an arbitrary test φn and the constructed
type-based test φTn as follows:
βi(φn|PT, PA) = Pi
{ ⋃
j∈Mi
Aj(φn)
}
(210)
=
∑
j∈Mi
P{Aj(φn)} (211)
=
∑
j∈Mi
∑
Q∈(Pn(X ))M
Pi{Aj(φn) ∩ T nQ} (212)
≥
∑
j∈Mi
∑
Q∈(Pn(X ))
M :|T nQ∩Ar(φn)|<κ
|T nQ∩Aj(φn)|≥maxl∈Mj |T
n
Q∩Aj(φn)|
Pi{Aj(φn) ∩ T nQ} (213)
≥
∑
j∈Mi
∑
Q∈(Pn(X ))
M :φTn(Q)=Hj
1− κ
M − 1Pi{T
n
Q} (214)
=
1− κ
M − 1
∑
Q∈(Pn(X ))
M :∃j∈Mi:φ
T
n(Q)=Hj
Pi{T nQ} (215)
=
1− κ
M − 1βi(φ
T
n |P1, P2), (216)
and
ζi(φn|PT, PA) = Pi
{
Ar(φn)
}
(217)
=
∑
Q∈(Pn(X ))M
Pi{Ar(φn) ∩ T nQ} (218)
≥
∑
Q∈(Pn(X ))
M :|T nQ∩Ar(φn)|≥κ
Pi{Aj(φn) ∩ T nQ} (219)
≥ κ
∑
Q∈(Pn(X ))
M :|T nQ∩Ar(φn)|≥κ
Pi{T nQ} (220)
= κζi(φ
T
n |PT, PA). (221)
E. Proof of Lemma 2
The proof of Lemma 2 is equivalent to the claim that, for any type-based test satisfying (124), if a tuple of types Q satisfies
that
g(Q) + ηn,M < λ, (222)
then we must have φTn (Q) = Hr.
We will prove our claim by contradiction. Suppose our claim is not true. Then there exist types Q¯ = (Q¯1, . . . , Q¯M ) ∈
(Pn(X ))M such that for some i ∈ [M ],
φTn (Q¯) = Hi and g(Q¯) + ηn,M < λ (223)
Note that (223) implies that there exists (j, k) ∈M2 such that j 6= k and
Gj(Q¯) + ηn,M < λ and Gk(Q¯) + ηn,M < λ. (224)
Furthermore, either j 6= i or k 6= i. Without loss of generality, we assume that j 6= i.
Then, we have that for all pairs of distributions (P˜N, P˜A), the misclassification error probability under hypothesis Hj can
be lower bounded as follows:
βj(φ
T
n |P˜N, P˜A) ≥
∑
Q∈(Pn(X ))M :φTn(Q)=Hi
Pj(T nQ ) (225)
≥ Pj(T nQ¯) (226)
≥ (n+ 1)−Mn exp
(
− n(D(Q¯j‖P˜A) + ∑
l∈Mj
D(Q¯l‖P˜N)
))
. (227)
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Now if we let P˜A = Q¯j and P˜N =
∑
l∈Mi
Q¯l
M−1 , then
βj(φ
T
n |P˜N, P˜A) ≥ (n+ 1)−M exp(−nGi(Q¯)) (228)
= exp
(
− n(Gi(Q¯) + ηn,M )
)
(229)
> exp(−nλ), (230)
which contradicts that (124) holds. Therefore, we have show that for any type-based test φTn satisfying (124), we must have
φTn (Q) = Hr for any Q satisfying (222).
F. Proof of Proposition 1
The justification of claim (i) is straightforward from the definition of f(E,PN, PA) in (62). In the following, we provide
justification for claims (ii) and (iii) in (26) and (27) respectively. Recall the definition of LDi(·) in (15) and the definition of
Gi(·) in (14). Note that for each i ∈ [M ], any λ ∈ R+ and any (PN, PA), LDi(λ, PN, PA) = 0 if there exists (j, k) ∈ [M ]2
such that j 6= k, Gj(Q∗) ≤ λ and Gk(Q∗) ≤ λ where Q∗ is a collection of distributions with Q∗i = PA and Q∗t = PN for all
t ∈Mi.
For any j ∈Mi, we have
Gj(Q
∗) =
∑
t∈(Mi∩Mj)
D
(
Q∗t
∥∥∥∥
∑
t∈Mj
Ql
M − 1
)
+D
(
Q∗i
∥∥∥∥
∑
t∈Mj
Ql
M − 1
)
(231)
= (M − 2)D
(
PN
∥∥∥∥ (M − 2)PN + PAM − 1
)
+D
(
PA
∥∥∥∥ (M − 2)PN + PAM − 1
)
(232)
= GDM (PN, PA). (233)
Furthermore, if j = i, then
Gj(Q
∗) =
∑
t∈Mi
D
(
Q∗t
∥∥∥∥
∑
t∈Mj
Ql
M − 1
)
= 0. (234)
Combining (233) and (234), we have for each i ∈ [M ],
max
(j,k)∈[M ]2:j 6=k
max{Gj(Q∗),Gk(Q∗)} = GDM (PN, PA). (235)
Therefore, if λ = GDM (PN, PA), for each i ∈ [M ], we can find (j, k) ∈ [M ]2 such that j 6= k, max{Gj(Q∗),Gk(Q∗)} ≤ λ
and thus LDi(λ, PN, PA) = 0. The justification of (26) is completed by the above argument with the fact that LDi(λ, PN, PA)
is non-increasing in λ for each i ∈ [M ] and any (PN, PA).
We then focus on (27). Since LDi(λ, PN, PA) is non-increasing in λ for each i ∈ [M ] and any (PN, PA), then we have
sup
λ∈R+
LDi(λ, PN, PA)
≤ LDi(0, PN, PA) (236)
= min
(j,k)∈[M ]2:j 6=k
min
Q∈(P(X ))M :
Gj(Q)=0, Gk(Q)=0
(
D(Qi‖PA) +
∑
l∈Mi
D(Ql‖PN)
)
(237)
= min
(j,k)∈[M ]2:j 6=k
min
Q∈(P(X ))M :
Q1=Q2=...QM
(
D(Qi‖PA) +
∑
l∈Mi
D(Ql‖PN)
)
(238)
= min
Q∈P(X )
(
D(Q‖PA) +
∑
l∈Mi
D(Q‖PN)
)
, (239)
where (238) follows from the definition of Gi(·) in (14).
Therefore, for any (PN, PA), to ensure that f(E,PN, PA) > 0, E ∈ R+ should satisfy that
E < min
Q∈P(X )
(
D(Q‖PA) +
∑
l∈Mi
D(Q‖PN)
)
. (240)
The proof of (27) is thus completed.
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G. Justification of (112)
For any i ∈ [M ], j ∈ Mi, k ∈Mi,j , given any pair of distributions (PN, PA),
CovPi [ıi,j(Xt|PN, PA)ıi,k(Xt|PN, PA)]
= EPi [ıi,j(Xt|PN, PA)ıi,k(Xt|PN, PA)]− EPi [ıi,j(Xt|PN, PA)]EPi [ıi,k(Xt|PN, PA)] (241)
= EPi [ıi,j(Xt|PN, PA)ıi,k(Xt|PN, PA)]−
(
GDM (PN, PA)
)2
, , (242)
where (242) follows from (110). The first term in (242) can be further calculated as follows:
EPi [ıi,j(Xt|PN, PA)ıi,k(Xt|PN, PA)]
= EPi
[(
ı1(Xi,t|PN, PA) +
∑
l∈Mi,j
ı2(Xl,t|PN, PA)
)(
ı1(Xi,t|PN, PA) +
∑
l¯∈Mi,k
ı2(Xl¯,t|PN, PA)
)]
(243)
= EPi
[(
ı1(Xi,t|PN, PA)
)2]
+ EPi
[ ∑
l¯∈Mi,k
ı1(Xi,t|PN, PA)ı2(Xl¯,t|PN, PA)
]
+ EPi
[ ∑
l∈Mi,j
ı1(Xi,t|PN, PA)ı2(Xl,t|PN, PA)
]
+ EPi
[( ∑
l∈Mi,j
ı2(Xl,t|PN, PA)
)( ∑
l¯∈Mi,k
ı2(Xl¯,t|PN, PA)
)]
. (244)
We can calculate each term in (244). The first term in (244) satisfies
EPi
[(
ı1(Xi,t|PN, PA)
)2]
= EPA
[(
ı1(X |PN, PA)
)2]
. (245)
The second term in (244) satisfies
EPi
[ ∑
l¯∈Mi,k
ı1(Xi,t|PN, PA)ı2(Xl¯,t|PN, PA)
]
=
∑
l¯∈Mi,k
EPi [ı1(Xi,t|PN, PA)]EPi [ı2(Xl¯,t|PN, PA)] (246)
= (M − 2)EPA [ı1(X |PN, PA)]EPN [ı2(X |PN, PA)]. (247)
Similarly, the third term in (244) satisfies
EPi
[ ∑
l∈Mi,j
ı1(Xk,t|PN, PA)ı2(Xl,t|PN, PA)
]
= (M − 2)EPA [ı1(X |PN, PA)]EPN [ı2(X |PN, PA)]. (248)
Finally, the last term in (244) satisfies
EPi
[( ∑
l∈Mi,j
ı2(Xl,t|PN, PA)
)( ∑
l¯∈Mi,k
ı2(Xl¯,t|PN, PA)
)]
=
∑
l∈Mi,j
EPi
[
ı2(Xl,t|PN, PA)
( ∑
l¯∈Mi,k
ı2(Xl¯,t|PN, PA)
)]
(249)
= EPi
[
ı2(Xk,t|PN, PA)
( ∑
l¯∈Mi,k
ı2(Xl¯,t|PN, PA)
)]
+
∑
l∈Mi,j,k
EPi
[
ı2(Xl,t|PN, PA)
( ∑
l¯∈Mi,k
ı2(Xl¯,t|PN, PA)
)]
(250)
=
∑
l¯∈Mi,k
EPi [ı2(Xk,t|PN, PA)]EPi [ı2(Xl¯,t|PN, PA)]
+
∑
l∈Mi,j,k
EPi
[(
ı2(Xl,t|PN, PA)
)2
+ ı2(Xl,t|PN, PA)
( ∑
l¯∈Mi,k,l
ı2(Xl¯,t|PN, PA)
)]
(251)
= (M − 2)(EPN [ı2(X |PN, PA)])2 + (M − 3)EPN[(ı2(X |PN, PA))2]
+ (M − 3)2(EPN [ı2(X |PN, PA)])2 (252)
= (M2 − 5M + 7)(EPN [ı2(X |PN, PA)])2 + (M − 3)EPN[(ı2(X |PN, PA))2]. (253)
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Combining (242) to (253), we have that for any i ∈ [M ], j ∈ Mi, k ∈Mi,j ,
CovPi [ıi,j(Xt|PN, PA)ıi,k(Xt|PN, PA)]
= −(GDM (PN, PA))2 + EPA[(ı1(X |PN, PA))2]+ 2(M − 2)EPA [ı1(X |PN, PA)]EPN [ı2(X |PN, PA)]
+ (M2 − 5M + 7)(EPN [ı2(X |PN, PA)])2 + (M − 3)EPN[(ı2(X |PN, PA))2]. (254)
H. Justification of (195)
For any B ∈ ST , C ∈ (ST \ B) and D ∈ ST \ (B ∪ C), for each t ∈ [n], we have
CovPB
[
ıB,C(Xt|PB), ıB,D(Xt|PB)
]
= EPB [ıB,C(Xt|PB)ıB,D(Xt|PB)]− EPB [ıB,C(Xt|PB)]EPB [ıB,D(Xt|PB)] (255)
= EPB [ıB,C(Xt|PB)ıB,D(Xt|PB)]−
(
GDT (B, C,PM )
)2
. (256)
We then calculate the first term in (256).
EPB [ıB,C(Xt|PB)ıB,D(Xt|PB)]
= EPB
[( ∑
j∈(B∩MC)
ı1,B(j)(Xj,t|B, C,PM) +
∑
j¯∈(MB∩MC)
ı2,T (Xj¯,t|B, C,PM )
)
×
( ∑
l∈(B∩MD)
ı1,B(l)(Xl,t|B, C,PM) +
∑
l¯∈(MB∩MD)
ı2,T (Xl¯,t|B, C,PM)
)]
(257)
= EPB
[( ∑
j∈(B∩MC)
ı1,B(j)(Xj,t|B, C,PM)
)( ∑
l∈(B∩MD)
ı1,B(l)(Xl,t|B, C,PM)
)]
+ EPB
[( ∑
j∈(B∩MC)
ı1,B(j)(Xj,t|B, C,PM)
)( ∑
l¯∈(MB∩MD)
ı2,T (Xl¯,t|B, C,PM)
)]
+ EPB
[( ∑
j¯∈(MB∩MC)
ı2,T (Xj¯,t|B, C,PM)
)( ∑
l∈(B∩MD)
ı1,B(l)(Xl,t|B, C,PM)
)]
+ EPB
[( ∑
j¯∈(MB∩MC)
ı2,T (Xj¯,t|B, C,PM)
)( ∑
l¯∈(MB∩MD)
ı2,T (Xl¯,t|B, C,PM)
)]
. (258)
The first term in (258) satisfies that
EPB
[( ∑
j∈(B∩MC)
ı1,B(j)(Xj,t|B, C,PM)
)( ∑
l∈(B∩MD)
ı1,B(l)(Xl,t|B, C,PM)
)]
=
∑
j∈(B∩MC∩MD)
EPB
[(
ı1,B(j)(Xj,t|B, C,PM )
)2
+
∑
l∈(B∩MD∩Mj)
ı1,B(j)(Xj,t|B, C,PM )ı1,B(l)(Xl,t|B, C,PM)
]
+
∑
j∈(B∩D∩MC)
E[ı1,B(j)(Xj,t|B, C,PM )]×
( ∑
l∈(B∩C∩MD)
E[ı1,B(j)(Xl,t)]
)
(259)
=
∑
j∈(B∩MC∩MD)
EPB(j)
[(
ı1,B(j)(X |B, C,PM)
)2]
+
∑
(j,l)∈(B∩MD)
2:
j∈MC , l∈Mj
EPB(j)
[ı1,B(j)(X |B, C,PM)]EPB(l) [ı1,B(l)(X |B, C,PM)] (260)
+
∑
j∈(B∩D∩MC)
∑
l∈(B∩C∩MD)
EPB(j)
[ı1,B(j)(X |B, C,PM)]EPB(l) [ı1,B(l)(X |B, C,PM)] (261)
=
∑
j∈(B∩MC∩MD)
EPB(j)
[(
ı1,B(j)(X |B, C,PM)
)2]
+
∑
j∈(B∩MC)
∑
l∈(B∩MD∩Mj)
EPB(j)
[ı1,B(j)(X |B, C,PM)]EPB(l) [ı1,B(l)(X |B, C,PM)]. (262)
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Similarly to (262), the second and third terms in (258) satisfy
EPB
[( ∑
j∈(B∩MC)
ı1,B(j)(Xj,t|B, C,PM )
)( ∑
l¯∈(MB∩MD)
ı2,T (Xl¯,t|B, C,PM )
)]
=
∑
j∈(B∩MC)
∑
l¯∈(MB∩MD)
EPB(j)
[ı1,B(j)(X |B, C,PM)]EPB(l) [ı2,T (X |B, C,PM)] (263)
and
EPB
[( ∑
j¯∈(MB∩MC)
ı2,T (Xj¯,t|B, C,PM)
)( ∑
l∈(B∩MD)
ı1,B(l)(Xl,t|B, C,PM)
)]
=
∑
j¯∈(MB∩MC)
∑
l∈(B∩MD)
EPB(j¯)
[ı2,T (X |B, C,PM)]EPB(l) [ı1,B(l)(X |B, C,PM)]. (264)
Furthermore, the last term in (258) satisfies
EPB
[( ∑
j¯∈(MB∩MC)
ı2,T (Xj¯,t|B, C,PM)
)( ∑
l¯∈(MB∩MD)
ı2,T (Xl¯,t|B, C,PM )
)]
=
∑
j¯∈(MB∩MC∈MD)
EPB(j¯)
[(
ı2,T (X |B, C,PM)]
)2]
+
∑
j¯∈(MB∩MC)
∑
l¯∈(MB∩MD∩Mj¯)
EPB(j¯)
[
ı2,T (X |B, C,PM)]
]
EPB(l¯)
[
ı2,T (X |B, C,PM)]
]
.
I. Justification of (202)
Given any B ∈ ST , using the Berry-Esseen theorem and Taylor expansions in (185), (186), we have that for each C ∈ ST
such that C 6= B:
PB{GC(TˆXn1 , . . . , TˆXnM ) < GB(TˆXn1 , . . . , TˆXnM )}
≤ PB{GC(TˆXn1 , . . . , TˆXnM ) < GB(TˆXn1 , . . . , TˆXnM ),Xn ∈ TB(PM )}+ PB{Xn /∈ TB(PM )} (265)
≤ PB
{
1
n
∑
t∈[n]
( ∑
j∈(B∩MC)
ı1,B(j)(Xj,t|B, C,PM) +
∑
j∈(MB∩MC)
ı2,T (Xj,t)
)
< O
(
logn
n
)}
+
2M |X |
n2
(266)
≤ Q
(√
n(GDT (B, C,PM) +O( log nn ))√
VT (B, C,PM )
)
+
6T(B, C,PM)√
n(VT (B, C,PM))3
+
2M |X |
n2
(267)
≤ exp
(
− n(GDT (B, C,PM ) +O(
log n
n
))2
2VT (B, C,PM )
)
+
6T(B, C,PM)√
n(VT (B, C,PM ))3
+
2M |X |
n2
(268)
=: κT,n = O
(
1√
n
)
, (269)
where (266) follows from (183).
Using (269), we have that for any B ∈ ST ,
PB{hT (Xn) = min
C∈ST :C6=B
GC(TˆXn1 , . . . , TˆXnM )}
= PB{GB(TˆXn1 , . . . , TˆXnM ) ≤ minC∈ST :C6=BGC(TˆXn1 , . . . , TˆXnM )} (270)
≥ 1−
∑
C∈ST :C6=B
PB{GC(TˆXn1 , . . . , TˆXnM ) < GB(TˆXn1 , . . . , TˆXnM )} (271)
≥ 1−
((
M
T
)
− 1
)
κT,n (272)
= 1−O
(
1√
n
)
. (273)
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