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SUMMARY
For the last several decades, sequential change point problems have been studied in
both the theoretical area (sequential analysis) and the application area (industrial SPC).
In the conventional application, the baseline process is assumed to be stationary, and the
shift pattern is a step function that is sustained after the shift. However, in biosurveillance,
the underlying assumptions of problems are more complicated. This thesis investigates
several issues in biosurveillance such as non-homogeneous populations, spatiotemporal
surveillance methods, and correlated structures in regional data.
The first part of the thesis discusses popular surveillance methods in sequential change
point problems and off-line problems based on count data. For sequential change point
problems, the CUSUM and the EWMA have been used in healthcare and public health
surveillance to detect increases in the rates of diseases or symptoms. On the other hand,
for off-line problems, scan statistics are widely used. In this chapter, we link the method
for off-line problems to those for sequential change point problems. We investigate three
methods–the CUSUM, the EWMA, and the scan statistics–and compare them by condi-
tional expected delay (CED).
The second part of the thesis pertains to the on-line monitoring problem of detecting
a change in the mean of Poisson count data with non-homogeneous population sizes. The
most common detection schemes are based on generalized likelihood ratio statistics, known
as an optimal method for the i.i.d. models. We propose alternative detection schemes based
on the weighted likelihood ratios and the adaptive threshold method, which perform better
than generalized likelihood ratio statistics in an increasing population. The properties of
these three detection schemes are investigated by both theoretical analysis and numerical
xi
simulation.
The third part of the thesis investigates spatiotemporal surveillance based on likelihood
ratios. This chapter proposes a general framework for spatiotemporal surveillance based
on likelihood ratio statistics over time windows. We show that the CUSUM and other
popular likelihood ratio statistics are the special cases under such a general framework. We
compare the efficiency of these surveillance methods in spatiotemporal cases for detecting
clusters of incidence using both Monte Carlo simulations and a real example.
The fourth part proposes multivariate surveillance methods based on likelihood ratio
tests in the presence of spatial correlations. By taking advantage of spatial correlations, the
proposed methods can perform better than existing surveillance methods by providing the
faster and more accurate detection. We illustrate the application of these methods with a




In health care and bio surveillance, the timely detection of an increase in the rate of a disease
is crucial because of the emergency situations resulting from outbreaks. For example,
during the 2002-2003 Severe Acute Respiratory Syndrome (SARS) epidemic in China,
approximately 650 people died. Another example is N1H1; a severe epidemic occurred
in the United States and Mexico last year. If we had been able to detect the spread of
such diseases earlier and identify the epicenter of the disease accurately, then we could
have taken proper public health measures to reduce the number of victims. However, the
problem in health care surveillance is challenging, so further statistical research is needed.
Statistical challenges in health care and bio surveillance are summarized in Shmueli et al.
[92]. More literature in health care surveillance is in Fienberg et al. [22], Woodall [110],
and Tsui et al. [102].
One statistical methodology for dealing with healthcare surveillance is from the sequen-
tial change point detection problem. In the classical sequential change detection problem,
one monitors the sequence of observations Y1, Y2,... from the process of a system. Initially,
the process is under the in-control state (normal state). At some unknown time ν, the pro-
cess goes to an out-of-control state (abnormal state). The problem is to detect a change in
the process state quickly while controlling the false alarm rate. Motivated by engineering
applications, the classical problem assumes that observations are independent and that the
distributions in the process are known. The problem has been solved using several popular
methods including Shewhart’s chart, Roberts’ EWMA, Page’s CUSUM, and the Shiryaev-
Roberts procedure. Some pioneering foundational work in the field includes Page [70],
Shiryaev [91], Roberts [83], Lorden [57], Pollak [75], Moustakides [67], Ritov [81], Yakir
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[113], and Lai [54]. For the more recent reviews, we refer to Basseville et al. [7], Lai [54],
Peskir et al. [71], Poor et al. [77], and Woodall [110], and the references therein.
Unfortunately, the biosurveillance problem is more challenging than the classical change
point detection problem or industrial SPC. It often assumes that the baseline is neither sta-
tionary nor independent, but it might exhibit a systematic pattern from seasonal trends or
population changes. Furthermore, spatiotemporal biosurveillance should consider spatial
features, and regional data might be correlated. This non-traditional problem assumption
provides abundant new research opportunities in finding efficient detection schemes for the
sequential change point problem. This thesis discusses some issues in biosurveillance such
as non-homogeneous population baseline and regional correlations, and it proposes new
detection schemes based on the context of the sequential change point detection problem.
1.1 Contributions
In Chapter 3, we compare the well-known detection methods–the CUSUM, the EMWA,
and the scan statistics–for the detection of rate increase in homogeneous Poisson data. We
also link the method for the off-line problem to methods for the sequential change point
problem. We show how scan statistics in off-line problems are related to the moving av-
erage methods in the sequential change detection problem and how the CUSUM is related
to the scan statistics with a variable time window in the off-line problem. In a simulation
study, we show that Poisson CUSUM or EWMA procedures usually outperform the Pois-
son scan statistics. A comparison of the CUSUM and the EWMA shows that the CUSUM
performs better under a larger shift with a later change time. However, the EWMA was
superior to the CUSUMs in dealing with a smaller shift and an earlier change time.
In Chapter 4, motivated by the early detection of an increase in disease rates in non-
homogeneous Poisson data, we investigate the performance of the generalized likelihood
ratio statistics scheme, and develop new detection schemes. The generalized likelihood
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ratio statistics scheme is an optimal method under Lorden’s criteria for the i.i.d. mod-
els. However, our numerical simulation illustrate that the weighted likelihood ratios and
the adaptive threshold methods we propose perform better than the generalized likelihood
ratio statistics scheme if population sizes are increasing. To explain this, we also derive
asymptotic properties of the worst detection delays of the three detection schemes with
non-homogeneous population sizes.
In Chapter 5, we investigate existing and new spatiotemporal surveillance methods
based on likelihood ratios. This chapter proposes a general framework for spatiotemporal
surveillance based on likelihood ratio statistics over time windows. We show that CUSUM
procedures are the special cases under the general framework. We compare the perfor-
mance of these surveillance methods in spatiotemporal cases to detect outbreak clusters
using Monte Carlo simulations and a real example.
In Chapter 6, we propose multivariate surveillance methods generalized from detection
methods in multivariate control charts based on likelihood ratio tests in the presence of
spatial correlations. We compare them using Monte Carlo simulation and show that the
proposed methods perform better than existing surveillance methods and detect outbreaks
more efficiently under the spatial correlation. We illustrate the application of these methods
with a breast cancer example in New Hampshire when observations are spatially correlated.
1.2 Outline of the Thesis
In Chapter 2, we present an overview of the sequential change detection problem. We sum-
marize the problem formula, performance measures, and test statistics. We also describe
the data we used and review the literature.
Chapter 3 reviews the scan statistic, the CUSUM, and the EWMA procedures for Pois-
son distribution. We compare the performance of the detection methods by simulation
under various scenarios. We also present a real case study for the detection of rate in-
creases in male thyroid cancer in New Mexico. This chapter is an excerpt from Han, Tsui,
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Ariyajunyab, and Kim [32], published in Quality and Reliability Engineering International,
2010, Vol. 26, Pages 279–289, and the excerpt format is based on the Copyright Transfer
Agreement (2009) in Wiley Blackwell.
Chapter 4 states the mathematical formulation of the change point detection problem in
a non-homogeneous population and explains the generalized likelihood ratio (GLR)-based
scheme and its asymptotic optimality properties. We also propose two alternative schemes
utilizing the effect of population size. Then, we apply the detection methods to the male
thyroid cancer data and simulation study. Next, we introduce an asymptotic optimality the-
ory in a new problem setting and investigate the asymptotic properties of the three proposed
methods to gain better insights into the results of the finite-sample simulation. This chapter
is an extended version of Mei, Han, and Tsui [63], which was accepted by Statistica Sinica
for publication.
Chapter 5 introduces the general framework of likelihood ratio test statistics. Then we
discuss likelihood ratio methods for spatiotemporal surveillance under the independence
assumption. We also present a real application of male thyroid cancer data in New Mexico.
This chapter is the part of Tsui, Han, Jiang, and Woodall [103] that has been submitted to
Technometrics.
Chapter 6 presents likelihood-ratio-based methods for spatiotemporal surveillance with
spatially correlated data. We also apply them to breast cancer data in New Hampshire
to investigate the performance of the surveillance methods when spatial correlations exist.
This chapter is an excerpt from Jiang, Han, Tsui, and Woodall [43], which will be published
in Statistics in Medicine, DOI: 10.1002/sim.3877, and the excerpt format is based on the




In this chapter, we discuss the general setting of sequential change point detection prob-
lems as well as well-known detection methods such as the CUSUM, the Shiryaev-Roberts,
the EWMA, and the scan statistic. For a more detailed background, we refer readers to
Basseville et al. [7].
2.1 The Sequential Change Point Detection Problem
Assume that a sequence of independent random variables {Y1, Y2, . . .} is observed over
time. Initially, the process is under the in-control state (normal state) in the sense that the
true distribution of Yi is f(·). At an unknown time ν when an undesired event occurs, the
process goes to the out-of-control state (abnormal state), and the distribution changes from
f(·) to g(·). In other words, for some ν ≥ 1 (possibly ∞), Y1, . . . , Yν−1 are distributed
according to f(·), and Yν , Yν+1, . . . are distributed according to g(·). The objective is to
detect such a change as quickly as possible while controlling the false alarm rate.
This problem is sequential change-point detection problem, and it can be formulated by
sequentially testing the simple null hypothesis
H : Yi ∼ f(·) for all i ≥ 1 (i.e., no change)
against the composite alternative hypothesis
K :
 Yi ∼ f(·), if 1 ≤ i ≤ ν − 1Yi ∼ g(·), if i ≥ ν for some unknown ν = 1, 2, 3, ... (i.e., a change occurs).
In the sequential change point detection problem, a statistical procedure u can often be
defined as a stopping time T u = first time n such that a detection statistic Un ≥ h for a
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pre-determined threshold h, where the detection statistic Un at time n depends only on the
first n observations Y1, . . . , Yn. When stopping time T u = n, the corresponding statistical
procedure will raise an alarm at time n to indicate that a change occurs somewhere in the
first n observations.
2.2 Performance Measures
To evaluate the performance of a statistical procedure u in the sequential change-point
detection problem, one needs to define two criteria: the false alarm under the in-control
state and the detection delay under the out-of-control state. In the literature, the false alarm
criterion is generally evaluated by E[T u|ν = ∞], which is also called average run length
under the in-control state (ARLu0). Here, the change time ν = ∞ indicates that there
are no changes. Intuitively, the detection delay is T u − ν when T u > ν. However, the
rigorous definition needs to take into account the fact that T u is a random variable. To
deal with the randomness of T u, a standard idea is to consider the conditional expected
delay defined by CEDu(ν) = E[T u − ν|T u ≥ ν] or the worst detection delay defined by
esssupEν((T − ν)+|Y1, ..., Yν−1, T ≥ ν). Then, given a true alternative g, one would like
to find a detection method u that minimizes CEDu(ν), subject to
ARLu0 ≥ γ, (1)
where γ(> 0) is the prespecified lower bound.
Unfortunately, the change time ν is also unknown, and thus CEDu(ν) cannot be used
directly in the minimax formulation. Several approaches have been proposed. Shiryaev
[91] and Pollak [75] proposed sup1≤ν<∞CEDu(ν), which takes a supreme of CED for
all time points. Another widely-used measure is CEDu(ν = 1), called the initial-state av-
erage run length under the out-of-control state (ARL1), which is the detection delay when
a change occurs at time ν = 1. Third, Srivastava et al. [96] proposed limν−→∞CEDu(ν),
which is called the steady-state or stationary ARL under the out-of-control state. In many
detection schemes such as the CUSUM, sup1≤ν<∞CEDu(ν) = CEDu(ν = 1) because
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the initial-state average run length is usually the worst conditional expected delay. For the
Shewhart chart, all three measures are equivalent since it utilizes the information of only
the most current observation.
Based on the measure esssupEν((T − ν)+|Y1, ..., Yν−1, T ≥ ν), Lorden [57] proposed
Ē1(T ) = sup1≤ν≤∞ esssupEν((T − ν)+|Y1, ..., Yν−1, T ≥ ν). It is closely related and
asymptotically equivalent to the conditional expected delay: sup1≤ν<∞CEDu(ν, λ1).
2.3 The Detection Schemes and Literature for Temporal Surveillance
In this subsection, we discuss the following well-known detection methods: the CUSUM
procedure, Shiryaev-Roberts procedure, EWMA procedure, and scan statistics. For the
comprehensive review, we refer readers to Montgomery [64] and Woodall [109].
2.3.1 The CUSUM Procedure
The CUSUM procedure (Page [70]) is defined by TC = inf{n ≥ 1|Cn ≥ h}, where h is a









which is the maximum likelihood ratio over all possible time windows. The optimality
of the CUSUM under the independent and identical baseline was established in Lorden
[57], Moustakides [67], and Ritov [81]. The CUSUM procedure TC can be rewritten as
TC
′
= inf{n ≥ 1 : C ′n ≥ log h}, where C
′
n = max{0, logCn}. In practice, the CUSUM
procedure is widely used partly because C ′n has a recursive form:
C
′






In health care surveillance, Hill et al. [37] and Weatherall et al. [106] applied the
CUSUM procedure to the surveillance of congenital malformations. Brook et al. [12],
Hawkins et al. [35], and Yashchin [115] discussed the detection of a mean change in the
Poisson distribution by the CUSUM procedure. Lucas [59] discussed the average run length
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of the CUSUM charts under Poisson data. White et al. [107] investigated a threshold for
obtaining a target ARL0 by Markov chain approximation. The comprehensive review for
the CUSUM procedure under other distributions is in Hawkins et al. [35].
2.3.2 The Shiryaev-Roberts Procedure
The Shiryaev-Roberts procedure (Shiryaev [91] and Roberts [83]) is defined by T S =















This procedure calculates the summation of all possible likelihood ratios, which is
based on the Bayesian motivation that all possible time windows have an equal chance
for change (Shiryaev [91]). A theoretical advantage of this procedure is that Sn − n is a
martingale under P∞. The performance of the Shiryaev-Roberts procedure is very close to
the CUSUM procedure, see Pollak and Siegmund [75].
2.3.3 The EWMA Procedure
The EWMA procedure (Roberts [82]) is defined by TE = inf{n ≥ 1|En ≥ h}, where
En = αYn + (1− α)En−1, (5)
where α is a weight parameter (0 < α ≤ 1) and E0 = E[Y ]. The EWMA statistic can be
applied to log likelihood ratios, defined by
En = α log
g(Yn)
f(Yn)
+ (1− α)En−1. (6)
The EWMA statistic (6) can be simplified to the one based on the actual observation (5) if
the distribution f(·) and g(·) belong to the same exponential family (Basseville et al. [7]).
8
The EWMA has been studied by Hunter [39], Crowder [17] [18], Ng et al. [69], and
Lucas et al. [60], which developed the EWMA procedure for two-sided tests. Robinson et
al. [84] and Shu et al. [93] discussed a one-sided EWMA procedure. Gan [27] modified the
EWMA procedure to monitor the mean shift in the Poisson distribution. Borror et al. [11]
[10] investigated the ARL of the Poisson EWMA procedure by a Markov chain simulation.
Many studies compared the performance of the CUSUM and EWMA methods under
continuous baseline distributions such as a normal distribution. Lucas et al. [60] and
Yashchin [116] showed that if a shift size is the same as a standard deviation, the CUSUM
performs better than the EWMA. Srivastava and Wu [96] suggested that the EWMA is less
efficient than the CUSUM under stationary conditions. Other studies showed that in a two-
sided test, the performance of the EWMA is as good as that of the CUSUM (Srivastava and
Wu [97]). Recently, Joner et al. [46] compared scan statistic methods with CUSUM for
Bernoulli observations and concluded that based on a steady-state ARL, Bernoulli-based
CUSUM charts performed better than Bernoulli scan statistic methods.
2.3.4 The Scan Statistics







where m is the scanning window size, and n is the current time point. We assume that
Y0 = Y−1 = . . . = Y−m = 0. The scan statistic is mathematically related to unweighted
moving average Mn =
∑n
j=n−m+1 Yj in the sequential change point detection problem
(Joner et al. [46]). The unweighted moving average for monitoring a mean is the sample
mean of the observations in the most recent samples.
The scan statistic has been conventionally used for the detection of a change in the
off-line setting (Glaz et al. [29], Glaz et al. [30], and Balakrishman et al. [5]). For the
sequential change point detection problem, the scan statistic can be modified for the detec-
tion of a change (Joner et al. [46]). A comprehensive review of the use of the scan statistic
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for the sequential change point detection problem can be found in Woodall et al. [111].
Ismail et al. [41] and Naus et al. [68] proposed scan statistic methods for monitoring in the
Bernoulli-temporal and exponential-temporal cases. Joner et al. [46] investigated the per-
formance of the scan statistic with the cumulative sum (CUSUM) chart under a Bernoulli
distribution, and they demonstrated that the Bernoulli CUSUM of Reynolds et al. [80]
performs better than the scan statistics of Naus et al. [68] when the rate is a sustained step
function. Naus et al. [68] applied the scan statistics to the prospective monitoring in which
the background rate is not constant. For the non-constant background case, Grigg et al.
[31] provides an excellent review of risk-adjusted monitoring.
2.4 Our Data Sets
2.4.1 Male Thyroid Cancer in New Mexico
The specific data used in Chapters 3, 4, and 5 came from a data set of male thyroid cancer
cases (with malignant behavior) in New Mexico during 1973-2005, which has been studied
before in biosurveillance literature in other contexts; see, for example, [52] and [94]. The
data set is available from the Surveillance, Epidemiology, and End Results (SEER) Program
at the National Cancer Institute(www.seer.cancer.gov/data). The SEER program collects
information on cancer incidence, mortality, and survival data from population-based cancer
registries in the United States.
Three time series data of male thyroid cancer in New Mexico during 1973-2005 are in
Figure 1. The first panel of the figure plots the total number of male thyroid cancers (Y
axis) over years (X axis), and the second panel illustrates the trend of male population (Y
axis). The third panel illustrates the crude incidence per 100,000 population (Y axis) over
years (X axis).
2.4.2 Female Breast Cancer in New Hempshire
The specific data used in Chapters 6 came from a data set of female breast cancer in New
Hampshire during 1968-1994, which has been studied before by Rogerson and Yamada
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[88]. We obtained the annual data set of the cancer from the Compressed Mortality File
from the CDC. In the chapter 6, we studied the mortality of female breast cancer in New
Hampshire. Figure 2 plots the motality per 10,000 for female breast cancer in New Hamp-
shire.
11
Figure 1: The three time series data related to male thyroid cancer in New Mexico during
1973-2005 illustrate the following: the total number of male thyroid cancers over years
(the top panel), the trend of male population (the middle panel), and the crude incidence
per 100,000 population (the bottom panel).
12
Figure 2: Mortality per 10,000 for female breast cancer in New Hampshire
13
CHAPTER III
A COMPARISON OF CUSUM, EWMA, AND SCAN STATISTICS
FOR THE DETECTION OF RATE INCREASES IN
HOMOGENEOUS POISSON DATA
In this chapter, we discuss the detection of a rate increase in Poisson count data. This
chapter contains only excerpts from Han, Tsui, Ariyajunyab, and Kim [32], which was
published in Quality and Reliability Engineering International, 2010, Vol. 26, Page 279–
289. The excerpt format is based on the Copyright Transfer Agreement (2009) in Wiley
Blackwell, and the excerpts have undergone several modifications in grammar.
3.1 Introduction
The objective of health surveillance, especially syndromic surveillance, is to detect a change
in the incidence of natural outbreaks or bioterrorism and to issue an emergency alarm as
soon as possible (Hutwagner et al. [40], Fricker et al. [25], and Fricker et al. [24]). Detec-
tion of such changes is based on count data, such as a count of respiratory diagnoses from
civilian office visits, or measurement data such as emergency department (ED) visits, sales
of over-the-counter (OTC) remedies, and the number of visits to military clinics (Rolka et
al. [89]). These count data, observed sequentially, are often assumed to follow a certain
discrete distribution such as the Poisson distribution. If an undesirable event occurs, the
mean of the Poisson distribution will change.
The popular methods for detecting any such change include the scan statistic methods in
biosurveillance, and the cumulative sum (CUSUM) and exponential weighted moving av-
erage (EWMA) charts in engineering statistical process control. Moustakides [67] proved
that the CUSUM method is exactly optimal when Lorden’s performance measures are used.
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However, Lorden’s criteria rate the performance of detection methods in extreme situations
that rarely occur. More realistically, general and reasonable performance such as the con-
ditional expected delay should be considered. This chapter compares the conditional ex-
pected delay among the scan statistic, CUSUM, and EWMA methods by evaluating their
performance in detecting increases in rates under the discrete Poisson distribution.
The outline of this chapter is as follows: Section 3.2 describes the problem. Section 3.3
briefly reviews the Poisson version of the scan statistic, CUSUM, and EWMA methods,
and Section 3.4 compares the performance of these three detection methods under various
simulation scenarios. Section 3.5 presents a real application study for the detection of
male thyroid cancer data in New Mexico in the United States. Section 3.6 presents the
concluding remarks.
3.2 Problem Formulation
In Poisson count data, we are interested in monitoring and detecting a shift in the rate of
occurrences. Assume that we observe a sequence of independent Poisson random variables
over time, {Y1, Y2, . . .}, in which the true mean of Yi is µi. Under the normal state, µi = λ0.
After an undesired event occurs at an unknown time ν, the values of the µi’s change from
λ0 to λ1. In other words, for some ν ≥ 1 , Y1, . . . , Yν−1 are Poisson random variables with
a mean of λ0 whereas Yν , Yν+1, . . . are Poisson random variables with a mean of λ1. The
main goal here is to detect an increase in the rate (λ) as soon as possible after an undesirable
event occurs. This problem can be formulated based on the following hypothesis testing
problem:
H : µi = λ0 for all i ≥ 1 (i.e., no change)
against the composite alternative hypothesis
K : µi =
 λ0, if 1 ≤ i ≤ ν − 1λ1, if i ≥ ν for some unknown ν ≥ 1 (i.e., a change).
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This hypothesis test (H versus K) is conducted each time based on a sequence of inde-
pendent Poisson random variables. The null hypothesis H states that there is no change,
which indicates that µi = λ0 until the most recent time point in monitoring. The alternative
hypothesis K states a change occurred at an unknown time ν and the values of the µi’s
changed from λ0 to λ1 at that time.
For comparison of the detection methods in the present study, we primarily useCED(ν, λ1)
for each method. That is, CED’s are compared by graphical justification at each point in
time that a change occurs ν. Further, we considered different points of time for change ν
in CEDu(ν, λ1). We focused on comparing three widely used detection methods based on
the scan statistic, CUSUM, and EWMA methods, by investigating their behavior in terms
of CEDu(ν, λ1) for different ν’s and a certain range of shift sizes λ1 subject to
ARLu0 ≥ γ, (8)
in which γ is the lower boundary of the target.
3.3 Detection Methods
3.3.1 Scan Statistics
A scan statistic generates an alarm at time T S , which is the first time n(≥ 1) such that the







where Yj is the observation at time j, n is the current time point, and m is the fixed window
size. k is a pre-specified threshold chosen to satisfy the constraint (8). Conventionally, we
assume that Y0 = Y−1 = . . . = Y−m = 0.
The scan statistic Sn has been used extensively in many areas of off-line decision prob-
lems (for example, Glaz et al. [29, 30]). However, the direct use of scan statistics in (9) for
online monitoring is inefficient. To efficiently implement this methodology, scan statistics
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can be modified as follows:





Instead of using Sn, we only need to monitor Mn. This modified scan statistic produces an
alarm at time TM , which is the first time n such that Mn =
∑n
j=n−m+1 Yj ≥ k.
To show that TM is equivalent to T S for k, first note that T S ≤ TM because the scan
statistic Sn includes the statistic Mn. We can also show that TM ≤ T S as follows: If T S
issues an alarm at time n, Sn−1 should be less than k, and Sn should be greater than or
equal to k. Because Sn = max(Sn−1,Mn), Mn is greater than or equal to k, and TM
sets off an alarm at time n or earlier, implying that TM ≤ T S. Combining the above
statements yields an alarm time of T S = inf{n ≥ 1 : Sn ≥ k}, which is equivalent
to TM = inf{n ≥ 1 : Mn ≥ k}, which is known as an unweighted moving average
(Montgomery [64]).
3.3.2 Cumulative Sum Charts
The Poisson CUSUM chart (Brook et al. [12]) triggers an alarm at time TC when the
CUSUM statistic Cn exceeds h. Cn(n ≥ 1) can be recursively calculated by






where λ∗0 and λ
∗
1 are target in-control and out-of-control parameters, and C0 = 0.
The CUSUM can be considered as a scan statistic method with a variable window size
for the following reasons. First, the CUSUM chart can be interpreted from an off-line
hypothesis testing viewpoint as generalized likelihood ratios in terms of changes in points
of time (Basseville et al. [7]). More precisely, in detecting a rate change (from λ0 to λ1)
from the distribution fλ for the first n observations Y1, . . . , Yn, we encounter the problem
of testing H :no change occurs versus K : a change occurred and 1 ≤ ν ≤ n. Based on
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this, the statistic Wn can be obtained from the following maximum of the likelihood ratio










Next, the maximum of the likelihood ratio in (13) is equivalent to the scan statistic
method derived from the likelihood ratio within variable time windows. We may define










which becomes scan statistics with a fixed window size if ν = i−m + 1. It is easy to see
that Vn satisfies
Vn = max(Vn−1,Wn). (15)
For h ≥ 0, the alarm time T V = inf{n ≥ 1 : Vn ≥ h} is equivalent to the corresponding
alarm times based on Wn. Hence, the CUSUM chart can also be thought of as the scan
statistic method with a variable window size for the online monitoring [94].
3.3.3 Exponential Weighted Moving Average Charts
The EWMA chart for Poisson data, proposed by Borror et al. [11], causes an alarm at time
TE = first n such that En ≥ b. The EWMA statistic En can be recursively calculated by
En = αYn + (1− α)En−1, (16)
where 0 < α ≤ 1, and E0 = E[Y ].
For the early detection of a change, Montgomery [64] suggests an exact control limit,




A simulation study was conducted to explore the detection ability of the three methods
(scan statistics, CUSUM, and EWMA) for Poisson count data and to compare their perfor-
mance under various scenarios. Our simulation is motivated by male thyroid cancer data in
New Mexico (Kulldorff [52]).
In our simulation, we set ARL0 as close to 1,500 as possible without going below it. In
other words, for all detection methods, the corresponding parameters were chosen so that
the methods generate a false alarm not less than once every 1,500 time periods under the
baseline incidence rate.
The rate λ0 = 1.4 is the same baseline rate used for the spatiotemporal application in
Sonesson [94]. Next, we decided to target shift sizes λ∗1=1.75, 2.1, 2.45, and 2.8 indicat-
ing 25%, 50%, 75%, and 100% larger than λ0, respectively. We searched the parameters
and thresholds for the targeted ARL0 based on 1,600,000 replications. Further, we simu-
lated CED(ν, λ1) for different changes in points of time and shift sizes based on 50,000
replicates.
3.4.1 Parameter Selection for Target ARL0
To test the scan statistic methods, we obtained a set of parameters (m, k) that yield ARL0
as close to 1,500 as possible without going below it. In the in-control state, if m decreased,
ARL0 increased becauseH0 is hard to reject. The performance of the scan statistic methods
depends on both m and k. Different m and k should be chosen for different shift sizes λ1.
Here is how we chose m and k for various specified shift sizes. We first tried to find all
possible combinations of m and k that result in the target ARL0. Next, for each specified
shift size (λ1), we selected combinations of m and k values that minimize ARL1. Table 1
displays a set of the parameters for changes in target size λ∗1 and the corresponding ARL0.
The values in parentheses next to ARL0 represent standard errors of run length values.
Note that the values of m in Table 1 are the optimal choice of m in terms of ARL1 for a
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given shift size λ1.
For the CUSUM charts, if λ∗1 in the CUSUM formula in (12) is equal to λ1, then it
yields a small ARL0. First, we found the smallest threshold h under λ∗1 = λ1 for the
target ARL0. However, the CUSUM statistic is discrete for Poisson observations. As a
consequence, ARL0 is a step function with respect to h (appendix). Table 2 shows a set of
the CUSUM parameters for true shift sizes λ1 (= λ∗1), h, and the corresponding ARL0.
The parameters for the EWMA charts are the weighting coefficient (α) and the thresh-
old (b). The performance of the EWMA charts depends on both α and b. The way to select
the parameters α and b is similar to the procedure used in the scan statistic methods. We
first tried to find all the possible combinations of α and b that result in ARL0’s that are
close to the ARL0’s in the CUSUM. Next, for each specified shift size (λ1), we selected a
set of α and b values that minimize ARL1. Table 3 shows a set of EWMA parameters for
change in target size λ∗1 and the corresponding ARL0’s.
3.4.2 Comparison ofCED(ν, λ1)s at Different Points of Time for Changes ν at Fixed
Shift Size λ1
We first compared the three detection methods by considering different points of time at
which change occurred ν. To present the simulation results efficiently, we considered the
following finite number of time points: ν= 1, 2, 3, ... , 48, 49, 50. Note that most of
CED(ν, λ1)s converge as early as 50. Figure 3 shows the resulting CED values of the
scan statistics, CUSUM, and EWMA for changes at different points in time (ν), given four
different shift sizes (λ1). It can be seen that the values of CED(ν, λ1) for the CUSUM and
EWMA are consistently smaller than those for the scan statistics, demonstrating that the
CUSUM and EWMA are more efficient than the scan statistics at detecting the points at
which changes occur.
Furthermore, we generally observed that the CUSUM performed slightly better than the
EWMA for a large shift in size and changes at later times. However, the EWMA performed
slightly better than the CUSUM for smaller shifts and changes at early points in time.
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Each detection method produced the maximum CED when ν = 1. In scan statistic
methods, the CED(ν, λ1) tends to rapidly decrease when a change occurs at early time
points and converges after ν ≥ m because the scan statistics use a fixed window size m.
The values of CED in the CUSUM and EWMA do not significantly change over the time
change points, implying that they are more robust than the scan statistics with respect to the
time change points. In addition, the EWMA is more robust than the CUSUM with respect
to the point time at which a change occurs.
3.4.3 Comparison of CED(ν, λ1)s Under Different Shift Sizes
In the previous section, we investigated the performance of the three detection methods
when λ1 is known. This section contains the results of our investigation of their perfor-
mance when λ1 is unknown. In practice, if λ1 is unknown, one might choose a set of
parameters to detect the targeted shift size λ∗1 and investigate the pattern of CEDs under a
different true shift size λ1 at a fixed change in time ν = ν∗, where ν∗ is some constant time
point.
A comparison of the CEDs of the different methods may reveal a scaling issue. In
order to address this scaling problem, we used a scaled version of the CED value that
can be computed by dividing the CEDu(ν = ν∗, λ1) in each detection method (u) by the




Figures 4 and 5 display the scaled CED values of the scan statistic, CUSUM, and
EWMA methods over the different values of λ1 given ν∗ = 1 and ν∗ = 1500, respectively.
Both figures showed that the CUSUM and EWMA uniformly produced smaller scaled
CED values than the scan statistics, implying that the CUSUM and EWMA are superior
to the scan statistics for the rapid detection of shifts of various sizes at both early (i.e.,
ν = 1) and later (i.e., ν = 1, 500) points in time when a change occurs.
In comparisons of the EWMA and CUSUM, Figures 4 and 5 indicated that the EWMA
tended to perform better than the CUSUM for a small shift with an early change in time
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while the CUSUM tended to perform better than the EWMA for a large shift with a late
change in time.
3.5 Example: The Detection of Increased Incidence in Male Thyroid
Cancer
In addition to the simulation results, we considered how to apply these detection methods
in order to assess their practical applications. Our dataset contains the incidence of male
thyroid cancer in New Mexico in Section 2.4. Figure 6 plots the annual incidence of thyroid
cancer per 100,000 men.
The main goal of this application is to detect a change in rates as early as possible. It
can be seen from Figure 6 that the rate increases after 1989 or so, and therefore, we assume
that no shift occur between 1973 and 1988. We used this steady-state period to estimate
the baseline rate λ0, which is λ̂0 ≈ 2. We tried to detect a 25% increase of λ0 to λ1, which
is equivalent to the targeted shift size λ∗1=2.5.
We determined the parameters of each detection method as we did in the simulation (see
Section 3.4.1). The target ARL0 was set to 1,000. The parameters were λ∗0=2 and λ
∗
1=2.5
for the CUSUM, m=37 for scan statistics, and α = 0.02 for the EWMA. Consequently, the
thresholds of the three methods for target ARL0 are 97 (scan statistics), 16.6 (CUSUM),
and 2.33 (EWMA).
Figure 7 shows the statistics from the three detection methods over time. In order to
ensure the comparability of the different methods and use the same threshold, we adjusted
the values of the statistics of the scan statistic and the CUSUM methods by dividing them
by 41.63 and 7.124, respectively.
It can be observed that the scan statistic, EWMA, and CUSUM methods trigger an
alarm in 2004, 1999, and 2000, respectively. Assuming that the early detection is desirable,
the EWMA and CUSUM triggered an alarm faster than scan statistics, which is consistent
with our simulation results. Nevertheless, we cannot make a concrete conclusion about
which method performs the best because this real data set lacks information about when the
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shift actually occurred. The intention of this case study is to show that the three detection
methods discussed here produce different results, but the overall result is consistent with
the comparative performances determined in the simulation.
3.6 Conclusions
This chapter has investigated the properties of the scan statistic, CUSUM, and EWMA
methods when their observations follow the Poisson distribution and compared the perfor-
mance of the three methods through simulation and a case study.
The results showed that the CUSUM and EMWA charts outperformed the scan statistic
methods in Poisson cases. The simulation study revealed that the CUSUM and EWMA
charts were better than the scan statistic method across all possible points of time for change
and across a composite range of shift sizes λ1. Given targeted shift sizes λ∗1(= λ1), the
CUSUM and EWMA charts outperformed the scan statistic methods across all the points
of time at which a change occurred. In addition, given the best methods for a targeted
shift size λ∗1, the CUSUM and EWMA charts were uniformly better than the scan statistic
methods over true shift sizes λ1.
We also compared the CUSUM charts with the EWMA charts and obtained some inter-
esting results from the simulation. The EWMA charts were slightly better than the CUSUM
charts for a small shift size with changes of earlier points in time, and the CUSUM charts
were better than the EWMA charts for a large shift size with changes of later points in time.
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Appendix: Obtaining Target ARL0 from Discrete Statistics
We explain why ARL0 = E[T |ν = ∞] in the CUSUM charts is a step function with
respect to h. The condition sufficient for the statement is that if Si is discrete and S(j) is
the order statistics of {Si, i = 1, 2, ...}, all T (h) are identical for h ∈ (S(j−1), S(j)), where
T (h) = infn{n : Sn ≥ h}.
Suppose that Sn ≥ S(j). Consequently, Sn ≥ h, because S(j−1) < h < S(j). Thus,
T (S(j)) = inf
n
{n : Sn ≥ S(j)} ≥ T (h) = inf
n
{n : Sn ≥ h} for h ∈ (S(j−1), S(j)) (17)
If Sn ≥ h, then Sn > S(j−1). Sn is discrete, and S(j−1) and S(j) are adjacent order statistics.
This results in Sn ≥ S(j). Thus,
T (S(j)) = inf
n
{n : Sn ≥ S(j)} ≤ T (h) = inf
n
{n : Sn ≥ h} for h ∈ (S(j−1), S(j)) (18)
By (17) and (18), T (h) = T (S(j)) for all h ∈ (S(j−1), S(j)). Therefore, T (h) is identical
for all h ∈ (S(j−1), S(j)).
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Table 1: A set of the parameters of the scan statistic method with different shift sizes given
the targeted ARL0=1500
λ1 (ν=1) m k ARL0 (s.e.)
1.75 37 72 1535.61 (1.19)
2.1 21 46 1500.57 (1.17)
2.45 14 34 1504.16 (1.18)
2.8 8 23 1519.24 (1.20)
3.15 5 17 1579.68 (1.25)
Table 2: A set of the parameters of the CUSUM charts with different shift sizes given the
targeted ARL0=1500
λ1 (ν=1) λ∗1 h ARL0 (s.e.)
1.75 1.75 17.15 1547.35 (1.19)
2.10 2.10 11.68 1550.26 (1.21)
2.45 2.45 9.12 1533.51 (1.20)
2.80 2.80 7.8419 1576.68 (1.24)
3.15 3.15 6.7 1538.29 (1.21)
Table 3: A set of the parameters in the EWMA charts with different shift sizes given the
targeted ARL0=1500
λ1 (ν=1) α b ARL0 (s.e.)
1.75 0.02 1.7038 1547.81 (1.20)
2.10 0.05 1.9651 1551.12 (1.22)
2.45 0.08 2.1720 1533.37 (1.20)
2.80 0.12 2.4155 1576.19 (1.24)






















































































































































































































































































































































































































































































































































































































































































Figure 6: The trend of male thyroid cancer incidence between 1973 and 2005.
Figure 7: Plots of statistics of the scan statistic method withm=37, the CUSUM chart with
λ∗0=2 and λ
∗
1=2.5, the EWMA chart with α=0.02. The circle indicates the first time point
when each method triggers an alarm.
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CHAPTER IV
EARLY DETECTION OF RATE INCREASES IN
NON-HOMOGENEOUS POISSON DATA
In the problem of health care and bio surveillance, the sample size (often, the population
size) is usually not homogeneous. For such a problem, the main goal is to detect the
rate increase at an unknown time point by taking into account the population size. Several
temporal surveillance methods for non-homogeneous sample sizes have been suggested and
studied. Ryan et al. [90] reviewed the existing detection methods for non-homogeneous
populations based on likelihood ratios. Montgomery [64] mentioned that the Shewhart u-
chart is an attribute chart that handles non-homogeneous sample sizes. Several researchers
modified the CUSUM to deal with the non-homogeneous sample size. Yashchin [115] and
Hawkins et al. [35] developed the weighted CUSUM derived from likelihood ratios with
variable sample sizes, in which the Poisson mean is proportional to the sample size. Sparks
et al. [95] also suggested the weighted CUSUM, but they studied the method under a more
general case of the Poisson mean.
In this chapter, we discuss the sequential change point detection problem with the non-
homogeneous Poisson data and propose several detection schemes based on likelihood ra-
tios. This chapter is the extended version of Mei, Han, and Tsui [63], which was accepted
by Statistica Sinica for publication.
4.1 Introduction
Recall the male thyroid cancer data set in Figure 1 in Section 2.4.1. From the viewpoint
of sequential change-point detection, classical theories and methods are applicable to this
data set if one wants to investigate whether the yearly total number of male thyroid cancer
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cases increases over time or not because such a problem can be formulated as detecting a
change in the mean of a Poisson distribution.
From the biosurveillance viewpoint, however, a more interesting goal of this data set
is to determine analytically whether or not the risk for male thyroid cancer increases over
time. The term risk in this context essentially refers to the probability that one will develop
thyroid cancer in a given year, which can be characterized by the incidence per 100,000
(male) population; see the plot in the bottom panel of Figure 1. However, for the problem of
detecting a change in risk, the classical change-point detection theory and methods need to
be adapted to take into account the effect of non-homogeneous population sizes in practical
application.
The remainder of this chapter is as follows. Section 4.2 states the mathematical for-
mulation of the problem, and Section 4.3 develops the generalized likelihood ratio (GLR)-
based scheme and establishes its asymptotic optimality properties under a classical asymp-
totic setting. Section 4.4 proposes two families of alternative schemes that take into account
the effect of population sizes. The GLR scheme and two proposed alternative schemes are
applied to the male thyroid cancer data in Section 4.5, and more simulation results are
reported in Section 4.6. To gain a deeper insight and to better reflect finite-sample nu-
merical simulation results, Section 4.7 presents an asymptotic optimality theory under a
new asymptotic setting and studies the corresponding asymptotic properties of the three
proposed schemes. Section 4.8 contains some concluding remarks.
4.2 Mathematical Formulation
For the problem of detecting a change in the risk of male thyroid cancer, a very simplified
probability model is the Poisson model in which one observes two-dimensional random
vectors (ln, Yn) over time n, where Yn has a Poisson distribution with a mean of µn = lnλn.
Here ln, Yn, and λn can be thought of as the observed population size (in the unit of 100,000
population), the number of observed disease cases, and the (unobservable true) incidence
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per 100,000 (male) population at the n-th year, respectively. Of course, in theory, it is
better to model observations Yn’s by binomial distributions with the mean of lnλn, but it
is well known that the binomial distribution can be approximated by a Poisson distribution
with the same mean, provided that the population size is large and the binomial probability
parameter is small, so that the observed count is small relative to the population size. The
data in our motivating example satisfy this requirement reasonably well, so the Poisson
model is applicable. In addition, we also assume that observations Yn’s are independent
conditional on the population sizes ln’s.
In the context of detecting a change in the risk of male thyroid cancer, it is assumed that
the λn’s, e.g., the incidence per 100,000 (male) population, change from one value λ0 to
another value λ1 at some unknown time ν. When a change occurs, we want to detect it as
soon as possible. Note that under our setting, we are interested in detecting only a change
in risk λn’s, and the population sizes ln’s can be either pre-specified constants or observable
(possibly dependent) random variables whose distributions are nuisance parameters that are
left unspecified.
Denote by Pν and Eν probabilities and expectations when the change in risk λn’s occurs
at time ν for ν = 1, 2, . . . , and denote the same by P∞ and E∞ when ν = ∞, i.e., when
there are no changes in the λn’s. Mathematically, we would like to find a stopping time T
that minimizes Lorden’s criteria,




(T − ν + 1)+|Fν−1
)
subject to a constraint on the average run length to false alarm
E∞(T ) ≥ γ, (19)
for some given (large) constant γ.
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4.3 The GLR Scheme and its Asymptotic Optimality Properties
Recall that the change-point detection problems can be thought of as testing the null hy-
pothesis H0 : ν = ∞ (no change) against the composite alternative hypothesis H1 : 1 ≤
ν < ∞ (a change occurs). The logarithm of the corresponding GLR statistic of the first n







(l1, Y1), · · · , (ln, Yn)
)
.
Now given the li’s, the Yi’s are conditionally independent with a conditional probability
density function (pdf) f0(Yi|li) = e−liλ0(liλ0)Yi/(Yi!) if i < ν, but with a conditional pdf
f1(Yi|li) = e−liλ1(liλ1)Yi/(Yi!) if i ≥ ν. Moreover, the distribution of the ln’s are assumed
to be the same under P∞ or Pν , and for the first n observations, {(li, Yi)}ni=1, their Pν-
distribution is the same as their P∞-distribution when ν > n, due to the uniqueness of the





















i=n+1 = 0 as per convention. Thus, under our setting, the GLR scheme raises an
alarm at time
TGLR(a) = first n ≥ 1 such that Wn ≥ a, (21)
(= ∞ if such n does not exist), where the constant a is chosen to satisfy the false alarm
constraint in (19). For the purpose of online implementation, it is easy to see that Wn in








− ln(λ1 − λ0)
]}
.
It is very interesting to note that regardless of whether the population sizes ln’s are (ob-
servable) random variables or pre-specified constants, the form of GLR scheme TGLR(a) is
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always the same. To gain a deeper understanding of the effects of population sizes from the
theoretical viewpoint, from now on, we assume that population sizes ln’s are pre-specified
constants, implying that observations Yn’s are independent but not necessarily identically
distributed Poisson random variables.
The following theorem establishes the asymptotic lower bound subject to the constraint
in (19):





li → l∗ uniformly for all k > 0. (22)
Then, for any stopping time T (γ) satisfying the false alarm constraint in (19), we have
E1(T (γ)) ≥ (1 + o(1))
log γ
l∗I(λ1, λ0)
as γ → ∞, (23)
where
I(λ1, λ0) = λ1 log(λ1/λ0)− (λ1 − λ0). (24)
The detailed proof, which is in Subsection 4.9.1, follows the same line of logic as those
in either Lorden [57] or Lai [55]. For similar results in the context of linear regression
for normal distributions, see Yao [114]. Now let us state the asymptotic optimality of the
family of the GLR schemes.
Theorem 4.2 (i) For the GLR scheme, we have E∞(TGLR(a)) ≥ exp(a) for all a > 0.
(ii) Under the assumption (22) and the assumption that ln is monotone, the generalized




as γ → ∞, (25)
where I(λ1, λ0) is the information number defined in (24). Therefore, let a = log γ,
TGLR(a) attains the lower bound (23).
The detailed proof is in Subsection 4.9.2.
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4.4 Two Alternative Methods
So far, it seems that we have “solved” the problem using our favorite GLR methods. How-
ever, do we really solve it from the practical viewpoint? Despite its favorable asymptotic
optimality properties, the GLR scheme may not necessarily be as effective as one expects
in application. To illustrate this claim, let us propose two ad-hoc alternative methods for
the purpose of comparison.
Intuitively, the following two features of the GLR scheme seem to be inappropriate in
the context of non-stationary population sizes: (i) the GLR statistic Wn in (20) assigns the
same weight to the individual log-likelihood ratio statistic log f1(Yi|li)
f0(Yi|li) regardless of popu-
lation sizes li’s, but the Yi’s with larger population sizes li’s seem to provide more infor-
mation, and (ii) the GLR scheme TGLR(a) uses the constant threshold value a over time.
These features motivate us to propose the following two alternative detection schemes that
take into account the effects of population sizes.
The first alternative scheme is based on the quasi-log-likelihood ratio statistics, which
normalize each term log f1(Yi|li)
f0(Yi|li) in (20) by their (conditional) variances, or equivalently by



















− (λ1 − λ0)
]
. (26)
Thus, for any given constant b, we can define the following weighted likelihood ratio
(WLR) scheme
TWLR(b) = first n ≥ 1 such that Ŵn ≥ b. (27)
Another motivation of the WLR scheme TWLR(b) in (27) is based on Yn/ln, a natural es-
timator of the risk or the disease rate per 100,000 population. To understand this, if we
imagine that Yn/ln is Poisson distributed with mean λn (this is not true under our setting,
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but we can still use it to construct detection schemes), then the problem becomes the classi-
cal problem of detecting a change in the Poisson mean from λ0 to λ1, and the corresponding
CUSUM procedure is just the WLR scheme TWLR(b) in (27).
To take into account population size effects, the second alternative scheme we propose
is to use the GLR-based statistic Wn in (20) but with adaptive thresholds. Ideally, one
would like to use the optimal thresholds or boundaries, say, by some Bayesian or non-
Bayesian argument, but such boundaries seem to be too complicated to be derived explic-
itly. For simplicity, here we will use the linear boundaries: lnc (see Section 8.1 below for a
more fundamental explanation under a general setting). Specifically, the proposed adaptive
threshold method (ATM) raises an alarm at time
TATM(c) = first n ≥ 1 such that Wn ≥ lnc, (28)
for some constant c > 0, where Wn is the GLR statistic in (20).
It is important to point out that when population sizes ln’s are equal to a constant l > 0,
then the three proposed detection schemes, TGLR(a), TWLR(b), and TATM(c) not only are
equivalent (when a = lb = lc), but also hold the optimality properties of Page’s CUSUM
procedures proved in Moustakides (1986).
When population sizes ln’s vary, the conclusions are obscure. On the one hand, under
the assumption of Theorem 4.2, population sizes ln’s converge to a constant value l∗, and
thus, these three schemes seem to be asymptotically equivalent and asymptotically opti-
mal. On the other hand, when population sizes ln’s vary, these three detection schemes are
generally not equivalent, and they will likely have different finite-sample properties, which
will be the focus of the remainder of this article.
4.5 Example Revisited
In this section, we revisit the male thyroid data in New Mexico. When we apply these three
schemes to the real data set, it is surprising that the GLR scheme does not work as well as
the two proposed alternative schemes (WLR and ATM).
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Table 4: Estimated parameters for the population growth model in (29)
Parameter ϕ1 ϕ2 ϕ3 σ
Estimate 13.8065 ± 0.9552 11.8532 ± 3.7438 26.4037 ± 2.3127 0.0907
4.5.1 Model for Population Growth
In our application or simulations, we need a model that generates population sizes beyond
the observed ones so that we can determine the threshold values of the detection schemes so
as to satisfy the false alarm constraint (19). In the literature, such as Pinheiro and Douglas
(2000, p. 274), it is common to model the growth curve by the following logistic model:
ln = ψ(n) + ϵn =
ϕ1
1 + exp[−(n− ϕ2)/ϕ3]
+ ϵn, (29)
where E(ϵn) = 0 and V ar(ϵn) = σ2. Here ϕ1 indicates an asymptotic upper limit of the
population size, ϕ2 the middle point of t in the S-shaped curve, and ϕ3 the scale adjustment
of the time periods.
In our specific application of New Mexico, we fit this model to the observed population
sizes by a nonlinear least-squares method (we treat year 1972 as time 0, and the population
sizes are in units of 100,000). Using the statistical software R version 2.8.0, the estimated
parameters of the logistic model for the population sizes are summarized in Table 4.
Figure 8 plots the actual observed population sizes and the estimated growth curve in
New Mexico during 1973-2005. From the plot, it is easy to see that the two curves are very
close to each other, implying that the logistic model is reasonable in our application. One
may also wonder if population sizes increase linearly, and if so, why not just fit a linear
model for population sizes? The answer depends on how large the false alarm constraint
γ in (19) is. When γ is in the range of 30, the linear model may be reasonable since the
observed 32 population sizes indeed seem to be linear. However, if γ is moderately large,
say 300, it seems unrealistic to assume that population sizes increase linearly over 300
years, and the logistic model (29) may be more reasonable. In our simulations, we are
more interested in a moderately large value of γ, and thus, we will use the mean curve
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of the logistic model (29) with the estimated parameters in Table 4 to generate population
sizes.
Figure 8: Population and estimate in New Mexico during 1973-2005. The plot shows the
actual observed and model-estimated male population sizes in New Mexico during 1973-
2005.
Figure 9: The left panel plots the GLR statistics Wn over time n, as well as the alarm
boundaries of TGLR(a) (solid line) and TATM(c) (the dotted line). The right panel plots the
WLR statistic Ŵn as well as the boundary of TWLR(b).
4.5.2 Parameters in the Change-point Problem and Detection Schemes
In the change-point detection problem, we need to specify pre-change rate λ0, post-change
rate λ1, and false alarm constraint γ in (19). To do so, one possible approach is to use the
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time period of 1973-1983 as a training period, and then to estimate pre-change rate λ0 and
post-change rate λ1 by the median and the maximum of the crude incidence per 100,000
during 1973-1983, respectively. For our data, we have λ0 = 2.4 and λ1 = 3.8.
In addition, we assume that γ = 300 in the false alarm constraint (19), i.e., on average,
we want all detection schemes to raise a false alarm at least once every 300 years when the
risk of cancer is λ0 = 2.4 per 100,000 population and when no change occurs. Of course,
the choices of the pre- and post-change risks, λ0 = 2.4 and λ1 = 3.8, and the false alarm
constraint γ = 300 are intended only for the illustration purposes, and the idea can easily
be extended to any other different values.
In order for the three detection schemes to satisfy the false alarm constraint (19) with
γ = 300, numerical simulations show that when the population sizes are generated from the
model (29) with the parameters in Table 4, the corresponding threshold values for TGLR(a)
in (21), TWLR(b) in (27), and TATM(c) in (28) are a = 3.6870, b = 0.2975, and c = 0.2975,
respectively (based on 100,000 replicates).
4.5.3 When to Raise an Alarm
We now apply the GLR scheme and two alternative schemes, the WLR and ATM schemes,
to monitor the cancer risk for the male thyroid cancer data in New Mexico, starting from the
year 1984. (Recall that the time period of 1973-1983 has been used as a training period.)
Figure 9 plots GLR statistic Wn in (20) and WLR statistic Ŵn in (26) over the time n, as
well as the detection boundaries of the three proposed detection schemes when the false
alarm constraint is γ = 300. From the plots, the WLR and ATM schemes, TWLR(b) and
TATM(c), trigger an alarm in the year 1993 whereas GLR scheme TGLR(a) raises an alarm
in the year 1997. In addition, numerical simulations show that the same conclusion holds if
we control the false alarm constraint at γ = 100 or 200. These results seem to suggest that
for the male thyroid cancer data in New Mexico, the ad-hoc alternative schemes, TWLR(b)
and TATM(c), are better than the GLR scheme TGLR(a) in the sense of raising an alarm
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earlier given that the rate did increase.
4.6 More Simulation Study
Of course, a single data set is not convincing to show that a statistical method is good or
bad. Moreover, the truth about the real data set may be not clear-cut, as the earlier alarms
can also be false alarms. In this section, we perform further simulation studies to compare
the GLR scheme with two alternative schemes. In particular, we want to see whether the
poor performance of the GLR scheme is a fluke or not.
In the following numerical simulation study, we will borrow values and ideas from the
real cancer data set in the previous section but with two modifications. In the first, we now
assume that post-change risk λ1 = 2.7 instead of λ1 = 3.8 in the real data set application
(we still assume that the pre-change risk is λ0 = 2.4) to investigate a smaller change
rather than a larger change since a larger change may be easily detected by any reasonable
methods. Indeed, in the previous section, the detection statistics Wn or Ŵn are 0 before
crossing the detection thresholds for the WLR and ATM detection schemes, indicating that
the detection delays of these methods are very small (at most 1) due to a larger change.
The second modification is to control the false alarm constraint at γ = 1000 (instead of the
previously used 300). We hope that a larger value of γ may lead to a larger detection delay
so that we can better understand the asymptotic properties of the three detection schemes.
In our simulations below, we investigate the scenario when the population sizes are
from the logistic model in (29) with different parameter values. The following three cases
will be studied (ϕ̂1, ϕ̂2, ϕ̂3 and σ̂ are the estimates in Table 1):
• Case A (Increasing): ln = ϕ̂11+exp[−(n−ϕ̂2)/ϕ̂3] , which is the model we used in our real
data example, and we want to investigate what happens for a smaller change (the
post-change risk λ1 = 2.7 instead of 3.8).
• Case B (Fast Increasing): ln = 2ϕ̂11+exp[−(n−ϕ̂2)/(ϕ̂3/3.4)] , where ϕ̂3/3.4 is chosen so
that population sizes ln’s will increase very fast over time to a stationary value as
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compared to the real data application.
• Case C (Decreasing): ln = ϕ̂1/2.151+exp[(n−ϕ̂2)/(ϕ̂3/2)] + 1, which leads to a decrease in
population sizes ln over time n. Here, the constant 1 ensures that the population size
ln decreases to a nonzero constant.
Note that in the models of population sizes, 2ϕ̂1 in Case B and ϕ̂3/2 in Case C are necessary
to ensure that the initial population size l0 is the same as the observed value l0. The top left
panel of Figure 10 plots the three different cases of population size models. In particular,
Case A is the estimated curve from the real-data set, Case B corresponds to the case in
which the population size quickly increases to stationary level 2ϕ̂1, and Case C is when the
population size decreases rapidly to stationary value 1.
For each population size model, we first determine the detection threshold values through
100,000 replicates so that the detection schemes satisfy the false alarm constraint (19) with
γ ≈ 1000 (within a sampling error) and the pre-change risk λ0 = 2.4. Then we simulate
the detection delay ess supEν
(
(T − ν + 1)+
∣∣Fν−1) at different change-point ν with the
post-change risk λ1 = 2.7. The simulated detection delays are based on 50,000 replicates.
The detection delays of the three schemes are plotted in Figure 10 for the three different
cases of population size models. From Figure 10, it is interesting to note that if the popu-
lation sizes are decreasing (Case C), the GLR scheme TGLR(a) seems to be the best (in the
sense of the smallest detection delay at each change-point ν), the WLR scheme TWLR(b)
seems to be the worst, and the ATM scheme TATM(c) seems to be in-between. However, if
the population sizes are increasing (Cases A and B), the order is reversed: TWLR(b) seems
to be the best, TGLR(a) is the worst, and TATM(c) is still in-between.
Moreover, under Lorden’s worst-case detection delay E1(T ) criterion, if the population
sizes are increasing, TGLR(a) is the worst scheme whereas the performances of TWLR(b)
and TATM(c) are better. On the other hand, if the population sizes are decreasing, TWLR(b)
is the worst scheme in the sense of the largest worst-case detection delay E1(T ), whereas
the performances of TGLR(a) and TATM(c) are better. This suggests that the adaptive
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threshold scheme TATM(c) seems to be robust in the sense of small detection delays E1(T )
under Lorden’s criterion, regardless of whether the population sizes are increasing or de-
creasing.
It is also interesting to see from Figure 10 that for TGLR(a), the detection delays
ess supEν
(
(T − ν + 1)+
∣∣Fν−1) seem to be decreasing (increasing) as a function of the
change-point ν when the populations sizes are increasing (decreasing). However, the de-
tection delays of TWLR(b) seem to be an increasing (decreasing) function of the change-
point ν when the populations sizes are increasing (decreasing). The pattern of its de-
tection delay of TATM(c) is unclear since it may not necessarily be a monotone func-
tion of ν. In all simulations, the three detection schemes have similar detection delays,
ess supEν
(
(T − ν + 1)+
∣∣Fν−1) when the change-point ν is large, but they have very dif-
ferent detection delays when the change-point ν occurs at an earlier stage.
In summary, our numerical simulations suggest that in real-world applications with
prior information that population sizes are increasing or decreasing, one should use the best
scheme among these three schemes, i.e., the WLR scheme for increasing population sizes
and the GLR scheme for decreasing population sizes. When there is uncertainty about the
trends of population sizes, one may want to use the adaptive threshold scheme TATM(c) to
take advantage of its robustness properties. In particular, despite its asymptotic optimality
properties, the GLR scheme indeed can perform very poorly in finite-sample numerical
simulations.
4.7 New Asymptotic Analysis
The main purpose of this section is to develop some theory to “explain” our numerical
simulation results in the previous section. Evidently, the setting of such a theory cannot
be the classical asymptotic setting in Theorem 4.2. To find an appropriate setting, let us
go back to our numerical simulations. Since the GLR scheme is at times efficient and at
times inefficient in our simulations, a natural reaction is to check whether the condition
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(22) required in Theorem 4.2 holds or not.
On the one hand, the condition (22) holds from the purely mathematical viewpoint,
since in our simulations, the population sizes are from the logistic model, in which the
population sizes monotonically increase or decease to stationary value l∗. Thus, the GLR
scheme should have been asymptotically optimal under the setting of our simulation study,
regardless of whether the population sizes are increasing or decreasing.
On the other hand, from a computational viewpoint, our simulations violate the spirit
of the condition (22). To be more specific, the false alarm constraint γ is only moderately
large in our simulation in view of the uniform convergence in the assumption (22). That is,
since the false alarm constraint γ is not too large, the post-change sample size n is generally
not too large, and thus, the value of 1
n
∑k+n
i=k+1 li for small values of k can be very different
from the corresponding value for a large value of k.
To gain a deeper understanding, let us now assume that population sizes ln’s reach
stationary value l∗ at some finite time ω. Then, Theorem 4.2 deals with the scenario when
ω is much smaller than γ, e.g., fix ω and let the false alarm constraint γ go to ∞. However,
our numerical simulations deal with a different setting in the sense that ω is comparable
to the false alarm constraint γ, or they are on the same order. For instance, when fitting
the logistic model to the real data, the population sizes are close to the stationary value
numerically around the time ω ≈ 120 while the false alarm constraint γ = 1000.
Therefore, in order to reflect finite-sample numerical results, in this section, we consider
a new asymptotic setting in which the population sizes reach stationary value l∗ at some
finite time ω, where ω = ωγ ≤ Cγ for some constant 0 < C < 1, as the false alarm




converges to l∗ point-wise for each k, but this convergence is not uniform over k as required
in the assumption (22) of Theorem 4.2.
To better present the results under our new asymptotic setting, the remainder of this
section is divided into two subsections. Section 4.7.1 presents an asymptotic theory under
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the new setting, and Section 4.7.2 reports further simulations to illustrate our theory.
4.7.1 Asymptotic Analysis
As in the classical asymptotic optimality, we will first construct an asymptotic lower bound
on the detection delays as the false alarm constraint γ in (19) goes to ∞. Then we will
show whether the family of schemes will attain the lower bound asymptotically.
First, let us derive the information bound. The following theorem whose proof will
be postponed to Subsection 4.9.3 shows that the information bound in Theorem 4.1 is still
valid under our new condition.
Theorem 4.3 Assume that population sizes ln’s reach the stationary value l∗ at some finite
time ω, where ω = ωγ < Cγ for some constant 0 < C < 1. Then for any stopping time
T (γ) satisfying the false alarm constraint in (19), the relation (23) holds.
Second, let us state a general result on the detection delays of the WLR schemes. The
detailed proof is in Subsection 4.9.4. The result is useful for the asymptotic optimality
analysis of the comparison of the three schemes.














log λ1 − log λ0
)−2
.
Now given Theorems 4.3 and 4.4 in order to derive the asymptotic optimality properties
of the GLR or WLR schemes subject to the false alarm constraint γ in (19), we need to
derive the detection delays of the GLR scheme TGLR(a) and/or to establish the relationship
between the threshold value b in the WLR scheme TWLR(b) and the false alarm constraint γ.
Unfortunately, both are very challenging under our new asymptotic setting. In addition, it is
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non-trivial to investigate the false alarm or detection delay properties of the ATM scheme.
Also, recall that the uniform convergence assumption (22) is needed to derive the detection
delay properties of the GLR scheme TGLR(a), which is intractable otherwise. Therefore,
below we make two further simplifications in order to be tractable in theory under our new
asymptotic setting.
The first one is to focus on two kinds of changes (on the disease risk): one is when the
change occurs at time ν = 1, and the other is when the change occurs at time ν = ω. The
change-point ν = 1 is used to indicate the detection delays for small values of change-point
ν. The change-point ν = ω is interesting because the detection delay ess sup Eν
(
(T − ν +
1)+|Fν−1
)
is the same for all change-point ν ≥ ω since the observations Yn’s are i.i.d. with
the same population sizes ln = l(1) for n ≥ ω. This motivates us to consider the following
detection delay:
D(T ) = max
[
Eν=1(T ), ess sup Eω
(
(T − ω + 1)+|Fω−1
)]
,
which provides a lower bound on Lorden’s worst-case detection delay E1(T ).
The second simplification is to assume that initial population size ln’s are a constant l(0)
for a reasonably long period so that we can use the classical results of Page’s CUSUM pro-
cedures to derive the detection delay Eν=1(T ) for the GLR and ATM schemes. Specifically,
we now assume that population sizes can be modeled by the step function
ln =
 l
(0), if n < ω
l∗, if n ≥ ω
, (30)
where the change-times ω >> log γ and ω < Cγ for some 0 < C < 1.
The step function is designed mainly to simplify the computation of the detection delays
of the GLR or ATM schemes. However, the step function (30) for the population size
model also raises a subtle but important issue. Intuitively, we do not want ω in (30) to
be too large compared to the false alarm constant γ, since otherwise, the problem may
essentially become the classical change-point detection problem with constant population
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sizes l(0). Thus, to make the new asymptotic setting meaningful, we need to make sure
that for the proposed three schemes, false alarms occur under population l∗. For instance,
let us consider WLR scheme TWLR(b), and note that its average run length to false alarm
is exp(l(0)b) and exp(l∗b), respectively, when the population sizes are constant values of
l(0) and l∗. Thus, we would like to have ω << exp(l(0)b), but exp(l∗b) ≈ γ. Combining
them leads to ω << γl(0)/l∗ , which obviously holds when l(0) > l∗, but not necessarily true
when l(0) ≤ l∗. Thus, some additional assumptions based on (30) are necessary for our new
asymptotic setting. It turns out that the assumptions we need are that ω = o(γ(1−η)l(0)/l∗)
for some constant 0 < η < 1. These additional assumptions are slightly more restrictive
than what one may prefer, but they have an advantage in that they are able to derive the
asymptotic optimality properties of the three proposed schemes.
The following theorem summarizes the asymptotic properties of the GLR, WLR, and
ATM schemes under our new asymptotic setting. The detailed proof is in Subsection 4.9.5.
Theorem 4.5 Assume that population sizes ln’s follow the step function in (30) such that
infn≥1 ln = l∗, and the false alarm constraint γ in (19) satisfies the relation log γ << ω <
Cγ and ω = o(γ(1−η)l
(0)/l∗) for some 0 < η < 1 as γ → ∞. Then, subject to the false
alarm constraint in (19), we have




D[TWLR(b)] = (1 + o(1))
log γ
l∗I(λ1, λ0)




as γ −→ ∞, where I(λ1, λ0) is defined in (24).
Finally, for our new asymptotic setting, we are now in the position to state the asymp-
totic optimality or sub-optimality of the WLR and GLR schemes under Lorden’s worst-case
detection delay criterion.
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Corollary 4.1 Under the assumption of Theorem 4.5, the WLR scheme TWLR(b) is asymp-
totically optimal under Lorden’s worst case detection delay criterion E1(T ), subject to the
false alarm constraint in (19). Moreover, when l(0) < l∗, the GLR scheme TGLR(a) is
asymptotically suboptimal under Lorden’s worst-case detection delay criterion.
Proof. For the WLR scheme TWLR(b), by the proof of Theorem 4.5, the threshold b ∼ log γ
will be sufficient to satisfy the false alarm constraint γ in (19). Combining this relationship
with Theorem 4.4 (ii) yields the detection delay
E1(TWLR(b)) ≤
(1 + o(1)) log γ
l∗I(λ1, λ0)
.
Therefore, the WLR scheme attains the lower bound on the detection delays in Theorem
4.1, and thus, it is asymptotically optimal under Lorden’s worst-case detection delay cri-
terion E1(T ). Meanwhile, if l(0) < l∗, the sub-optimality properties of the GLR scheme
TGLR(a) follow directly from Theorem 4.5, its comparison with the asymptotic optimal













completing the proof. 
The above theorems and corollary are consistent with our finite sample simulation
results that when population sizes increase, the WLR scheme is the best and the GLR
scheme is the worst. On the other hand, when the population sizes decrease, i.e., when
l(0) > l∗, these three detection schemes are asymptotically equivalent in the sense that
D(T ) ∼ log γ
l∗I(λ1,λ0)
for any of these three detection schemes. Unfortunately, it appears that
our previous simulations in Section 4.6 do not support this claim. A closer look indicates
that this is partly because the asymptotic optimality theorem for the WLR scheme requires
that all population sizes ln’s are bounded below by l∗ > 0. However, the lower bound l∗ in
our previous numerical simulations is too small (l∗ = 1). A larger value of l∗ may be more
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informative to our asymptotic theory. Hence, we will conduct a further simulation below
to check the case of l(0) > l∗.
It is crucial to highlight that TWLR(b) and TATM(c) are equalizer rules in the sense that
the detection delay is the same for ν = 1 or ω. However, TGLR(a) is not an equalizer
rule. The property of an equalizer rule is essential to establish the exact optimality of
the CUSUM procedure in the simplest i.i.d. models, and our results suggest that GLR
scheme TGLR(a) may lose such an important property in the finite-sample setting when the
population sizes vary.
4.7.2 Numerical Simulations
In this subsection, we conduct a numerical study when the population sizes are modeled
by the step function in (30) with ω = 200. We assume that the false alarm constraint is
γ = 1000, so the choice of ω = 200 is consistent with the assumption of our asymptotic
theorem that log γ << ω < Cγ for some 0 < C < 1. Two cases depending on whether the
population sizes are increasing or decreasing will be considered: (1) Increasing: l(0) = 6
and l∗ = 12; and (2) Decreasing: l(0) = 12 and l∗ = 6. As in Section 4.6, we assume that
the pre- and post-change risks are λ0 = 2.4 and λ1 = 2.7, respectively.
When the population sizes are modeled by the step function in (30) with ω = 200,
l(0) = 6 and l∗ = 12, our simulations show that subject to the false alarm constraint (19)
with γ ≈ 1000, the threshold values for TGLR(a) in (21), TWLR(b) in (27), and TATM(c)
in (28) are a = 4.540, b = 0.453, and c = 0.452, respectively. Meanwhile, when the
population sizes are decreasing with l(0) = 12 and l∗ = 6, the corresponding thresholds are
a = 4.265, b = 0.661, and c = 0.665, respectively.
Figure 11 illustrates the detection delay ess sup Eν
(
(T − ν + 1)+
∣∣Fν−1) at different
change-points ν for each of the three detection schemes. When the step function of pop-
ulation sizes is increasing (the left panel of Figure 11), it is interesting to note that for
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the GLR scheme TGLR(a), the detection delay ess sup Eν
(
(T − ν + 1)+
∣∣Fν−1) is a de-
creasing function of change point ν (decreased from 36.9 ± 0.1 at ν = 0 to 19.1 ± 0.1 at
ν = 200). However, the (simulated) detection delay of either TWLR(b) or TATM(c) is an
increasing function of change point ν (increased from 20.4 ± 0.1 at ν = 0 to 23.1 ± 0.1
at ν = 200). Hence, under Lorden’s worst-case detection delay criterion, the worst-case
detection delays E1(T ) of TGLR(a), TWLR(b), and TATM(c) are 36.9± 0.1, 23.1± 0.1, and
23.1± 0.1, respectively. Thus, if the step function of the population sizes is increasing, the
schemes TWLR(b) and TATM(c) are better than the scheme TGLR(a) in the sense that they
have smaller detection delays under Lorden’s worst-case detection delay criterion. This is
consistent with the asymptotic theory developed in Section 4.7.1 for the case of increasing
population sizes with l(0) < l∗.
On the other hand, if the step function of the population size is decreasing (the right
panel of Figure 11), we get the reverse pattern: the detection delay ess sup Eν
(
(T − ν +
1)+
∣∣Fν−1) is an increasing function of change point ν for TGLR(a), but it is a decreasing
function of ν for either TWLR(b) or TATM(c). Under Lorden’s worst-case detection delay
criterion, the worst-case detection delays E(T ) of TGLR(a), TWLR(b), and TATM(c) are
34.4 ± 0.1, 35.0 ± 0.1, and 34.7 ± 0.1, respectively. Hence, when the step function of the
population sizes is decreasing, despite significantly different (individual) detection delay
curves illustrated in the right panel of Figure 11, the three proposed schemes have similar
properties under Lorden’s criterion! This finding is also consistent with the asymptotic
theory developed in Section 4.7.1 with the case of decreasing population sizes l(0) > l∗.
Finally, Figure 11 shows that compared to those for the GLR scheme, the detection
delay curves for T = TWLR(b) or TATM(c) appear to be flatter with respect to change point
ν, regardless of whether the population sizes are increasing or decreasing. This finding
supports our claim that the GLR scheme TGLR(a) is not an “equalizer rule”, even at the




In this chapter we have studied the problem of detecting a change in the mean of Poisson
distributions after taking into account the effect of population sizes. Such a problem has
an important application in biosurveillance when one is interested in monitoring whether
the disease risk changes or not. Despite its asymptotic optimality properties under the
classical asymptotic setting, the GLR scheme can have poor finite sample properties as
compared to the two alternative ad-hoc schemes: the weighted likelihood ratio (WLR) and
the adaptive threshold method (ATM). To understand why the GLR is at times efficient and
at times inefficient, we have studied a new asymptotic setting by assuming that the time at
which the population sizes reach the stationary value is comparable to the value in the false
alarm constraint. Asymptotic properties of the three schemes are established under the new
asymptotic setting, and they are consistent with our finite-sample numerical simulations.
4.9 Appendix: Proof of Mathematical Results
4.9.1 Proof of Theorem 4.1
Define Zi = log
fλ1 (Yi)
fλ0 (Yi)
, the log-likelihood ratio statistic, and I = l∗I(λ1, λ0) > 0. By












Zi ≥ I + δ
}
= 0 for any δ > 0. (31)


















Zi − E[Zi] + E[Zi]
)


















liI(λ1, λ0) ≥ I + δ
}
(32)
































where Ri = Zi − E[Zi].





































































First, let us prove Equation (33). By Chebyshev’s inequality, P (ν)




is bounded by 1
(δ/4)2n
supi V ar(Ri) for all ν ≥ 1, and the bound does not depend on ν.
Thus, (33) is satisfied.





















Letting n→ ∞ yields relation 34, as the upper bound does not depend n or ν.
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4.9.2 Proof of Theorem 4.2
Theorem 4.4 (i) forE∞(TGLR(a)) follows directly from Theorem 4 of Lai [55] (page 2921).
To prove Theorem 4.2 (ii), it suffices to show that under the uniform convergence assump-
tion of (22), the detection delay Ē1(TGLR(a)) ≤ (1+o(1))al∗I(λ1,λ0) .
Define Sn =
∑n




open-ended test τ = inf
{
n ≥ 1 :
∑n
i=1 Zi ≥ a
}
. Following the ideas in Lorden [57] and
Yao [114], denote by τν the stopping time obtained by applying τ to Yν , Yν+1, ..., i.e. τν =
inf
{
i ≥ 1 :
∑ν+i−1
j=ν Zj ≥ a
}
. Then, by TGLR(a) = infν≥1
{






∣∣∣Y1, Y2, ..., Yν−1] ≤ Eν [τν ], and thus, Ē1[TGLR(a)] ≤ supν≥1Eν [τν ].
It suffices to show that for all ν, Eν [τν ] is bounded above by
(1+o(1))a
l∗I(λ1,λ0)
, where o(1) does





liI(λ1, λ0) → l∗I(λ1, λ0) as n→ ∞.
Furthermore, by the uniformity of the convergence of (22), supi≥1E1[Zi] = supi≥1 liI(λ1, λ0) <






i=k+1 liI(λ1, λ0) <
3
2
l∗I(λ1, λ0) for all k ≥ 0.
Let S0 = 0. Z̃n = Sν+nd − Sν+(n−1)d =
∑ν+nd
i=ν+(n−1)d+1 Zi, n ≥ 1. Then, under Pν ,
the mean of Z̃n is
∑ν+(n−1)d+d
i=ν+(n−1)d+1 liI(λ1, λ0), where
dl∗I(λ1,λ0)
2




tν(a) = inf{i ≥ 1|
∑i
j=1 Z̃j ≥ a}. Obviously, τν(a) ≤ dtν(a).
The key part of the proof in this subsection is to show that there exists a positive K to
satisfy that minn≥1En[Wn] ≥ ϵ, where Wn = min{Z̃n, K log(λ1/λ0)− l̃n(λ1 − λ0)}, and
ϵ is a positive constant. To prove this, we decompose E[Wn] by the following,




i=ν+(n−1)d+1 Yi. If λ1 > λ0, then
Eν [Z̃n −Wn] = Eν [Z̃n −Wn; Z̃n ≥ K log(λ1/λ0)− l̃n(λ1 − λ0)]








= (l̃nλ1) log(λ1/λ0)P (Xn ≥ K − 1)− log(λ1/λ0)KP (Xn ≥ K)
≤ (l̃nλ1) log(λ1/λ0)P (Xn ≥ K − 1).
For ϵ such that 0 < ϵ < l̃nI(λ1, λ0), there exists K to satisfy that
l̃nλ1 log(λ1/λ0)P (Xn ≥ K − 1) ≤ l̃nI(λ1, λ0)− ϵ,
which indicates that for K, Eν [Wn] = l̃nI(λ1, λ0)− Eν [Z̃n −Wn] > ϵ > 0. Thus,
Eν [Wn] > ϵ.
Similarly, if λ1 < λ0, such a K also exists.
For both cases of λ0 < λ1 and λ0 > λ1,minn≥1Eν [Wn] > 0 , and K log(λ1/λ0) −
l̃n(λ1−λ0) ≤ K log(λ1/λ0)− 3dl
∗
2




Eν [min{Z̃n, K log(λ1/λ0)− l̃n(λ1 − λ0)}] > 0
for K log(λ1/λ0)− l̃n(λ1 − λ0) <∞, then Eν [tν(a)] < K2 <∞ for all a with
K2 =
a+maxn≥1K log(λ1/λ0)− l̃n(λ1 − λ0)
minn≥1E[min{Zn, K log(λ1/λ0)− l̃n(λ1 − λ0)}]
> 0.
Furthermore, Eν [τν(a)] ≤ dEν [tν(a)] ≤ dK2 < ∞ for all a, and the bound dK2 does not
depend on ν. For fixed ν, it is easy to show
a ≤ Eν [
ν+τν(a)−1∑
i=ν
Zi] ≤ a+ sup
i≥1
E[|Zi|], (35)
where supi≥1E[|Zi|] does not depend on ν. By the uniform convergence assumption of





→ l∗I(λ1, λ0), (36)
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which dose not depends on ν. It is proven in Lemma 4.1. Therefore, from Inequality (35)




uniformly by ν. 






which dose not depends on ν.
Proof.


























































In addition, by the uniform convergence assumption of (22) and the monotonicity of ln,
li → l∗, which is defined by that
for all ε > 0, there exists N(ε) such that i ≥ N(ε) ⇒ |li − l∗| < ε. (38)








































4.9.3 Proof of Theorem 4.3
Under the assumption of Theorem 4.3, the lower bound (23) can be established by using
the arguments in either Lorden [57] or Lai [55]. Here, let us follow the proof of Theorem 1
in Lai [55] with a very minor twist. Let m be a positive integer < γ−ω. A key observation
is that if E∞(T ) ≥ γ, then for some ν ≥ ω













P∞(T ≥ k) +
∞∑
k=1



















P∞(T ≥ ω + i)
≤ ω + (γ − ω) = γ.
Now the observations Yn’s are i.i.d. Poisson distributed with constant population size l∗ for
all n ≥ ν. Following the arguments in Lai [55], letm be the largest integer ≤ (log(γ−ω))2
for such ν ≥ ω, satisfying (39).
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∣∣∣T ≥ ν] ≥ P (ν){T −ν ≥ (1− δ) log(γ − ω)
I




where I = l∗I(λ1, λ0). Therefore, to prove Theorem 4.3, it suffices to show that for any
δ > 0, as (γ − ω) → ∞,
P (ν)
{
T − ν ≥ (1− δ) log(γ − ω)
I




0 ≤ T − ν < (1− δ) log(γ − ω)
I
∣∣∣T ≥ ν} −→ 0. (41)
One way of proving (41) is to take two disjoint sets Aδ and Bδ, where






Zi ≥ (1− δ2) log(γ − ω)},
and






Zi < (1− δ2) log(γ − ω)}.
From the proof in Lai [55], P
(
Aδ
∣∣∣T ≥ ν) and P(Bδ∣∣∣T ≥ ν) go to 0; then Equation
(41) is satisfied. Thus, from Equation (40),
sup
ν≥1




Theorem 4.3 follows directly from this relation and the fact that log(γ−ω) = log γ+O(1)
when 0 < ω < Cγ for some constant 0 < C < 1 since log(γ − ω) ≥ log(γ − Cγ) =
log γ + log(1− C), where the term log(1− C) is a constant.
4.9.4 Proof of Theorem 4.4
Define Sn =
∑n














Following the ideas in Lorden [57], denote by τν the stopping time obtained by applying τ
to Yν , Yν+1, . . .. Then, TWLR(b) = infν≥1{τν + ν − 1}. For any change time ν, TWLR(b) ≤










∣∣∣Y1, Y2, ..., Yν−1] ≤ sup
1≤ν
Eν [τν ]. (42)
To prove this, we focus on the open-ended test τν under the probability measure Pν . To
simplify the notation, in the following proof, we simply use Eν to denote the expectation
under Pν . Let V = λ1(log(λ1/λ0))2. It is easy to see that E(Zi) = I(λ1, λ0) > 0 and
V ar(Zi) = V/li is uniformly bounded by V/l∗. Hence τν < ∞ a.s. By a modification of
Wald’s equation (on the independent random variables with the same mean), Eν(Sτν ) =
I(λ1, λ0)E(τν). On the one hand, by the definition of τν , we have Sτν ≥ b, and thus,
E(τν) ≥ b/I(λ1, λ0). On the other hand, using the fact that Sτν−1 < b, we have







Eν(Z2i ) = b+ sup
i≥ν
√




(I(λ1, λ0))2 + V/li
= b+
√
(I(λ1, λ0))2 + V/l∗.







where M is the constant given in the theorem. The theorem then follows directly from the
fact that the above relation holds uniformly for all possible subsets of population sizes ln’s,
which are uniformly bounded below by l∗. 
4.9.5 Proof of Theorem 4.5
First, it is well known that the detection delays are on the order of log γ subject to the false
alarm constraint in (19). Since log γ << ω, for each of the three proposed schemes, the
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Table 5: Detection delays of the three proposed detection schemes at change-point ν = 1
or ω
detection scheme T E1(T ) ess sup Eω
(
(T − ω + 1)+|Fω−1
)
TGLR(a) (1 + o(1))
a
l(0)I(λ1,λ0)
(1 + o(1)) a
l∗I(λ1,λ0)
TWLR(b) (1 + o(1))b/I(λ1, λ0) (1 + o(1))b/I(λ1, λ0)
TATM(c) (1 + o(1))c/I(λ1, λ0) (1 + o(1))c/I(λ1, λ0)
detection delay Eν=1(T ) when the change point occurring at ν = 1 is mainly determined
by the first stage when population size ln = l(0). Thus, all three schemes become Page’s
CUSUM procedure with constant population sizes l(0), and the classical results can be
applied to determine Eν=1(T ). On the other hand, when a change occurs at time ω, all
incoming new post-change observations have population size l∗, and thus, all three schemes
become Page’s CUSUM procedure with constant population sizes l∗. Hence, the detection




can also be easily calculated by the classical results
since it is just the detection delay in the classical change-point detection problem with i.i.d.
models in which one detects a change in the Poisson mean from l∗λ0 to l∗λ1. Table 5 shows
the detection delays of the three proposed schemes when a change occurs at time ν = 1 or
ω as thresholds a, b, and c go to ∞.
Next, we need to establish the relationship between the false alarm constraint γ in (19)
and the threshold values a, b, and c in the three proposed detection schemes TGLR(a), TWLR(b),
and TATM(c), respectively. Intuitively, when ω < Cγ for some 0 < C < 1, we have to
take at least γ−ω observations from the stage with population sizes ln = l∗ in order to sat-
isfy the false alarm constraint. Now at the stage with ln = l∗, all three proposed detection
schemes become the classical CUSUM procedure under the i.i.d. model. Thus, intuitively,
the classical results imply that a ∼ log γ, b ∼ log γ/l∗, and c ∼ log γ/l∗. By combining
the above results, we complete the proof of Theorem 4.5.
Now, let us present a rigorous proof that b ∼ log γ/l∗. The proofs of a ∼ log γ and c ∼
log γ/l∗ are similar. The key idea is to place a condition on E∞[TWLR(b)] by population
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change time ω such that
E∞[TWLR(b)] = E∞[TWLR(b)|TWLR(b) < ω]P (TWLR(b) < ω) (43)
+E∞[TWLR(b)|TWLR(b) ≥ ω]P (TWLR(b) ≥ ω)








∗b)]dF (W̃ω)P (TWLR(b) > ω), (44)
where T ∗Cusum(z, l
∗b) be a detection scheme of CUSUM with initial value z and threshold
l∗b under constant population l∗. In other words, T ∗Cusum(z, l
∗b) = inf
{
n ≥ 1|C̃n ≥ l∗b
}
,
where C̃0 = z, and C̃n = max(0, C̃n−1 + log
fl∗λ1 (Yn)
fl∗λ0 (Yn)
). In addition, F (·) is the distribution













and W̃0 = 0.
First, let us show that log γ ≤ (1 + o(1))l∗b. If Equation (44) holds, then
















∗b)]dF (W̃ω)P (TWLR(b) > ω)
≤ ω + E∞[T ∗Cusum(0, l∗b)] = ω +D(1 + o(1))el
∗b,
where D is some constant. If we want E∞[TWLR(b)] ≥ γ, then we must have
log γ ≤ log(1 + o(1)) + l∗b, , so b ≥ log γ + o(1)
l∗
. (45)
Second, let us prove the other direction logE∞[TWLR(b)] ≥ l∗b + o(1). Ignoring the
























∗b)]dF (W̃ω)P (TWLR(b) > ω),
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where η is defined in Theorem 4.5. Since E∞[T ∗Cusum(z, l



















∗ηb, l∗b)]F (ηb)P (TWLR(b) > ω).
Taking the logarithm on both sides,
logE∞[TWLR(b)] ≥ logE∞[T ∗Cusum(l∗ηb, l∗b)] + log
(
F (ηb)P (TWLR(b) ≥ ω)
)
.
Each term on the right-hand side of the equation is bounded below by the following two
lemmas, so (logE∞[TWLR(b)]) ≥ (1 + o(1))l∗b+ log(1 + o(1)). This completes the proof
that b ∼ log γ/l∗. 
We still need to prove Lemmas 4.2 and 4.3.
Lemma 4.2 logE∞[T ∗Cusum(l∗ηb, l∗b)] ≥ (1 + o(1))l∗b.
Proof. The main idea is that the Shiryaev-Roberts procedure (TSR(l∗b)) produces
a lower bound on TCusum(l∗b), and TSR(l∗b) has a martingale property. The Shiryaev-
Roberts procedure (TSR(l∗b)) is defined by
TSR(l
∗b) = inf{n ≥ 1|R̃n ≥ el
∗b},
where R̃0 = ez, and R̃n = (1 + R̃n−1)
fl∗λ1 (Yn)
fl∗λ0 (Yn)





fl∗λ1(Yν) · · · fl∗λ1(Yn)





= z. C̃n denotes the Cusum statistic before, and
eC̃n = max
0≤ν≤n
fl∗λ1(Yν) · · · fl∗λ1(Yn)
fl∗λ0(Yν) · · · fl∗λ0(Yn)
.
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First, let us show that R̃n ≥ eC̃n . If n = 0, then it is true. Assume that when n = k, the











Second, let’s prove that T ∗SR(z, l












Thus, E∞(R̃n−n) = E∞(R̃n−1− (n−1)) = · · · = E∞(R̃0−0) = ez. In fact, R̃n−n is a
martingale because E∞(Mn|Mn−1) =Mn, in which Mn = R̃n − n. Thus, E∞(R̃n − n) =
ez for any n.
By the martingale stopping theorem on page 300 of Ross (1996),
E∞[R̃TSR(l∗b))− TSR(l∗b)] = ez,
which indicates that
E∞(TSR(l
∗b)) = E∞(R̃TSR(l∗b))− ez ≥ el
∗b − el∗ηb.
Therefore, E∞(T ∗Cusum(l
∗b)) ≥ E∞(TSR(l∗b)) ≥ el
∗b − el∗ηb, and logE∞(T ∗Cusum(l∗b)) ≥
log(el
∗b − el∗ηb) = (1 + o(1))l∗b. 
Lemma 4.3 As b −→ ∞, log
(




F (ηb)P (TWLR(b) > ω) = P (0 < W̃n < ηb|TWLR(b) > ω)P (TWLR(b) > ω)
= P (W̃n < ηb and TWLR(b) > ω)























by the assumption in Theorem 4.5. 
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Figure 10: The population sizes are from the smooth model in (29). The top left panel plots
three different population size curves that correspond to the three cases considered. The
other three panels illustrate the detection delays of the three proposed detection schemes
as a function of change-point ν under different cases of the population size models. The
plots suggest that the WLR scheme TWLR(b) seems to be the best if the population sizes
are increasing (Cases A and B), whereas the GLR scheme TGLR(a) seems to be the best if
the population sizes are decreasing (Case C). Moreover, the ATM scheme TATM(c) seems
to be robust under Lorden’s worst-case detection delay criterion no matter whether the
population sizes are increasing or decreasing.
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Figure 11: The detection delays of the three proposed detection schemes at different
change-points ν when the population sizes are given by the step functions. Left Panel:
the step function is increasing. Right Panel: the step function is decreasing.
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CHAPTER V
SPATIOTEMPORAL SURVEILLANCE BASED ON LIKELIHOOD
RATIO
Similar to the temporal CUSUM or scan statistic, the detection methods can be applied
to spatial dimension. Raubertas [78] proposed the nearest neighborhood scan window, a
method of scanning one region and closest neighbors of the region with fixed windows.
Later, a variable scan-based method was developed by Kulldorff [51]. He suggested vari-
able diameters of windows given each center and took the maximum value of log likelihood
ratios from all possible areas. He did not assume incidence rates under both in-control and
out-of-control states, so the log likelihood ratios are undefined. The nominator and denom-
inator in the ratio are obtained by maximum likelihood. Later, Kulldorff [52] extended the
spatial method to a spatiotemporal method by simply considering variable time periods.
Sonesson [94] invented CUSUM of circular scan statistics, which combines the ideas
of Raubertas [78] and Kulldorff [52]. This method is used to detect emerging spatial clus-
ters of disease. He defined temporal CUSUM statistics over all possible subsets of regions
and took the maximum value of all temporal CUSUM statistics. He compared Kulldorff’s
scan statistics and CUSUM of circular scan with known parameters and concluded that
the CUSUM procedure was superior. This conclusion is obvious because CUSUM is the
optimal method under known baseline and change rates. In addition, Sonesson [94] com-
pared his method (circular-CUSUM) with Raubertas’s method (5 nearest neighborhood-
CUSUM). The CED of circular-CUSUM is smaller than that of Raubertas, which indi-
cates that the detection speed of circular-CUSUM is higher. Sonesson [94] and Frisén [26]
discussed a number of these methods.
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This chapter discusses spatiotemporal surveillance methods in a wide range of applica-
tions from industrial quality control to health surveillance and categorizes them to a general
framework of likelihood ratios. We will compare their performance by the simulation study.
The following sections of this chapter is the part of Tsui, Han, Jiang, and Woodall [103],
which is submitted to Technometrics.
5.1 Introduction
Although many different surveillance methods (often referred to as control charts in in-
dustrial control) have been developed, we will focus our discussion on likelihood ratio
(LR)-based methods, which are the building blocks of the cumulative sum (CUSUM) chart
(Page [70]), popularly used in various applications. By investigating the CUSUM and
other LR-based approaches in temporal surveillance for industrial quality control, we de-
velop a framework consisting of many options for spatial and spatiotemporal surveillance.
For simplicity, we assume that the sequential observations of the incidence rate are inde-
pendent. As many spatiotemporal surveillance problems assume that the regional data of
incidence rates are independent in both temporal and spatial aspects, we also assume the
independence of observations across regions.
The chapter is organized as follows. Section 5.2 presents the notation for positions,
coverage, and statistics. Section 5.3 discusses eight alternative surveillance methods for
a spatiotemporal case under the independence assumption. Section 5.4 presents a real
example based on the male thyroid cancer data in New Mexico during 1973-2006. Section
5.5 of this chapter contains our conclusions.
5.2 Notation for Positions, Coverage, and Statistics
For the notation of the spatial feature, we assume that adjacent regional data are inde-
pendent. As shown in Figure 13, we define a spatial location by c = (m,n), where
m = 1, 2, ...,M , n = 1, 2, ..., N , and (m,n) represents the position coordinates in the
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space dimension. Denote R = {(m,n)} all locations under consideration and Yct the
observation at location c at time t.
In order to simplify the problem, we assume that the outbreak coverage/cluster is a
circle. We define an outbreak position by c = (i, j) and outbreak coverage at a given





∣∣∣∥p − c∥ ≤ r} and r is the radius indicating the
outbreak coverage or the cluster size.
As this chapter proposes different surveillance methods for spatiotemporal surveillance
based on the likelihood ratio statistic, we will use notation Tcrt as a testing statistic to
represent LR statistics with different mathematical operations for certain possible sets of
occurrence. Here the subscripts c, r, and t take values that represent certain operations
over the center, radius, and shift times of the outbreak. Any of these subscripts can take
value “M”(representing the “Max” operation), “S” (representing the “Sum” operation),
“−” (representing no operation needed due to given knowledge), or an integer n (repre-
senting the size). When it takes “−”, it represents a specific surveillance problem given
certain knowledge. For example, T−−M represents the CUSUM procedure , and T−−S is
the Shiryaev-Roberts procedure in the temporal surveillance case, where both the center
and the radius of the outbreak is assumed to be known and the operation is taken over the
LR statistics of all possible subsets of shift time; TM0M and TM1M are the Tartakovsky
[100] and Raubertas [78] methods, respectively, in the spatiotemporal surveillance. When
the shift magnitude is unknown and the generalized likelihood ratio statistics are used, then
G instead of T is used as the general statistic. The specifics of these notation and surveil-
lance methods will be discussed later in detail.
5.3 Spatiotemporal Surveillance Based on LR Statistics
In this section, we will discuss spatiotemporal surveillance methods based on the LR statis-
tics of all possible windows. We first discuss the general sequential change detection prob-
lem for spatiotemporal surveillance. Then, we will propose a framework for spatiotemporal
67
scan statistics followed by their performance analysis.
5.3.1 Problem Formulation
In spatiotemporal surveillance, we assume that observations Yct are taken at location c at
time t, where c ∈ R, an area segmented into M ×N regions. Assume that Yct ∼ f(·|µct),
where µct is the mean of Yct. When no outbreak occurs, it is assumed that µct = µ0 for all
c ∈ R, while µct = µ1 for some c when an outbreak occurs. Therefore, the spatiotemporal
surveillance problem can be formulated as testing the null hypothesis
H0 : µct = µ0 for all c and t (i.e., no change)
against the composite alternative hypothesis
H1 : µct = µ0 for all c, when t = 1, 2, ..., ν − 1
µct = µ1 for some c, when t = ν, ν − 1, ...,
where ν is an unknown time.
In order to test the above hypotheses, our framework for spatiotemporal surveillance is
also based on the likelihood ratio statistic λct(µ0, µ1) =
fµ1 (Yct)
fµ0 (Yct)
for testing µct = µ0 against
µct = µ1 at each location c and time t. For each position c, the windows for possible sets
for likelihood ratios can be defined in two ways:









It is important to note that when the likelihood ratio statistics are aggregated over both










5.3.2 Surveillance Methods Based on Likelihood Ratios
Similar to the pure temporal and spatial surveillance methods, we develop a set of scan
statistics for spatiotemporal surveillance given different types of information regarding the
change position c, coverage r, change magnitude µ1, and most importantly, change time t.
5.3.2.1 When only the change position and the change time are unknown
Some spatiotemporal surveillance methods assume that change time ν and position c are
unknown, but change coverage r and magnitude µ1 are given. Tartakovsky [100] and
Raubertas [78] considered using the maximum likelihood principle to estimate the un-










where the first “M” in the subscript stands for the maximum over all regions c ∈ R and
the second one stands for the maximum over all possible time windows [ν, t]. Tartakovsky
[100] considered a single region, i.e., r=0, while Raubertas [78] studied the same statistic
assuming that the shift coverage is nearest neighborhood regions with r = 1.
By applying the summation operation instead of the maximum, we can develop the




























Mei [62] considered TS0M and found that TS0M is competitive with TM0M .
It is important to note that exchanging the time and position in Eqs. (46) and (49)
retains the same statistics. However, exchanging the time and position over the maximum
and summation operations in Eqs. (47) and (48) may yield different statistics. For example,
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Closely looking at the statistics, we found that the right-hand side expression seems incon-
sistent with the change point assumption that at a certain time point an outbreak occurs in
a certain region. Therefore, we suggest taking (max/sum) operations over time for fixed
locations.
5.3.2.2 When change position, coverage, and time are unknown
Sonesson [94] assumed that the change position c, coverage r, and time ν are all unknown
except when the magnitude µ1 is given, and considered the maximum operation over all
unknown parameters. By applying the maximum and summation operations to the three





























































































where Arc can include mostly 50% of the whole area from the center. Note that Eq. (50)
corresponds to Sonesson’s method.
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5.3.2.3 When the change position, coverage, magnitude, and time are unknown
Kulldorff [52] assumed that the change time, position, coverage, and magnitude are all un-
known and suggested estimating the shift magnitude by the maximum likelihood principle.
In general, the eight spatiotemporal statistics can be extended to handle the case when µ1
is unknown by maximizing the aggregated LR statistic Λrtcν(µ0, µ1) with respect to µ1.
5.3.3 Performance Comparison
We now compare the performance of the aforementioned scan statistics for spatiotemporal
surveillance. We use the average run length (ARL), the average number of observations
before a signal is triggered, as the criterion for comparison. We fix the in-control ARL–the
ARL when no outbreak occurs–to 100 and compare the out-of-control ARL (also referred
to as conditional expected delay (CED))–the ARL with outbreaks. The smallest out-of-
control ARL indicates the best scan statistic.
Similar to spatial surveillance, the following comparison was conducted on a 6 × 6
regular map, shown in Figure 13, and the outbreak patterns in Figure 12 were simulated to
see which scan statistic provides the shortest ARL. The simulation was repeated 100,000
times for in-controlARL0 and 10,000 times for out-of-controlARL until the standard error
of the ARL estimation was negligible. To compare the variations of performance measures,
we ran the simulation in both zero- and steady-state. The zero-state assumes that outbreaks
occur at the beginning of the initialization of the scan statistics while the steady-state refers
to the situation when the scan statistics have been monitored for a sufficiently long period
of time (50 observations in our simulation).
5.3.3.1 When only the change position and time are unknown
Assuming that only the change position is unknown, we use a different radius to compare
the scan statistics in Eqs. (46) - (49). Table 6 shows both steady- and zero-state ARL for
these scan statistics when the outbreak exhibits patterns of S-1, S-5, S-9, and S-13 with a
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change magnitude of 0.5. The smallest ARL among the different statistics is highlighted
in bold. Generally, the best performance can be attained when the scan radius matches
the outbreak coverage, which is consistent with our expectations. However, neither Tar-
takovsky’s method nor Raubertas’s method is the best among these scan statistics in either
the steady or the zero state. Replacing the maximum operation by the summation in the
spatial and/or temporal windows can often improve the detection of outbreaks.
For the steady state when the scan statistics have been running for 50 periods, taking
the summation in both spatial and temporal windows always results in better performance
when the change coverage is small, regardless of whether the radius is over-scanned or
under-scanned. The improvement can be 6-7% when r is small. On the other hand, when
the change coverage is large, taking the summation over the spatial window but the max-
imum over the time window often generates the best ARL results. The improvement is
more significant when the coverage is seriously under-scanned, which can be as large as
more than 20%. Note that this scan statistic is identical to the one Mei suggested [62]. It
not only offers superior performance for the steady state detection, but also gives the best
performance.
Although we only present the case in which the change magnitude is 0.5, similar exper-
iments for the change magnitude of 1 and 2 show similar comparisons, while the difference
among these scan statistics becomes smaller when the magnitude is large. Nevertheless,
when an outbreak massively spreads out, Mei’s method is always better than Tartakovsky’s
method. When the radius r becomes larger, the difference between Eqs. (46) and (48) is
minor.
5.3.3.2 When the change position, radius and time are all unknown
Table 7 shows the ARL values for the scan statistics in Eqs. (50)-(57) in both steady and
zero states when a search of the radius is used. Due to random errors in the simulation, it
is not easy to pinpoint the best monitoring statistic. However, it is easy to see that TSMM ,
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Table 6: ARL of the scan statistics when the change position and time are unknown (the
change magnitude is 0.5)
Methods S-1 S-5 S-9 S-13
Steady-state
TM0M 27.25 14.92 12.19 10.74
TS0M 26.75 13.25 10.01 8.46
TM0S 25.90 14.66 12.01 10.66
TS0S 25.30 12.98 9.87 8.33
TM1M 54.21 8.68 6.49 5.27
TS1M 53.39 8.54 6.00 4.72
TM1S 52.13 8.75 6.62 5.37
TS1S 50.89 8.54 6.08 4.84
TM2M 63.32 11.84 5.14 4.44
TS2M 63.21 11.68 5.06 4.14
TM2S 63.14 11.70 5.19 4.52
TS2S 62.09 11.41 5.15 4.23
Zero-state
TM0M 35.27 19.96 17.05 15.61
TS0M 35.22 18.76 15.17 13.31
TM0S 38.45 23.56 20.72 19.27
TS0S 38.63 22.60 19.10 17.16
TM1M 57.86 9.76 7.57 6.19
TS1M 57.11 9.69 7.11 5.69
TM1S 57.64 10.43 8.31 6.96
TS1S 56.83 10.41 7.91 6.50
TM2M 66.41 12.83 5.58 4.93
TS2M 65.61 12.73 5.52 4.69
TM2S 67.36 13.29 6.00 5.34
TS2S 67.03 13.08 5.97 5.11
73
Table 7: ARL of the scan statistics when the change position, radius, and time are all
unknown (the change magnitude is known to be 0.5)
Methods S-1 S-5 S-9 S-13
Steady-state
TMMM 33.55 9.11 5.46 4.13
TSMM 35.23 9.26 5.32 3.85
TMMS 29.09 9.37 5.84 4.47
TSMS 30.42 9.10 5.54 4.07
TMSM 34.72 9.32 5.51 4.12
TSSM 36.74 9.52 5.42 3.88
TMSS 30.39 9.39 5.84 4.40
TSSS 31.89 9.23 5.44 4.01
Zero-state
TMMM 37.46 10.10 6.02 4.47
TSMM 38.79 10.14 5.86 4.31
TMMS 37.74 11.13 6.78 5.11
TSMS 38.04 11.07 6.56 4.89
TMSM 38.58 10.29 6.02 4.52
TSSM 40.48 10.47 5.90 4.36
TMSS 38.24 11.19 6.72 5.09
TSSS 38.97 11.23 6.54 4.89
which is generalized from TSM− from spatial to spatiotemporal surveillance, provides the
best ARL performance for outbreaks with a large coverage while TSMS provides nearly the
best performance for outbreaks with a small coverage. Nevertheless, the zero-state ARL
shows that Sonesson’s method works the best for outbreaks with a small coverage.
5.4 New Mexico Thyroid Cancer Example
The following example is based on male thyroid cancer data in New Mexico from 1973
to 2006 based on Figure 1, Section 2.4. We investigated male thyroid cancer incidence
with malignant behavior in 32 counties in New Mexico. The map of the counties in New
Mexico is in the left panel of Figure 15, which is referred to on the web site of the U.S.
Census Bureau (http://quickfacts.census.gov/qfd/index.html).
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In this numerical example, as Kulldorff and Sonesson did, we assumed that the obser-






where πct = Nctµct is the incidence rate of country c at time t, Nct and µct are the corre-
sponding population size and incidence rate per 100,000 males. Our objective is to detect
as quickly as possible an increased rate, e.g., 50% increase from the baseline in any region.
Thus, we formulated the problem as follows,
H0 : µct = µ0 for all regions c and time t (i.e., no change)
against
H1 : µct = µ0 for all regions c, when t = 1, 2, ..., ν0 − 1
µct = µ0(1 + 0.5) for some regions c, when t = ν0, ν0 − 1, ...,
where ν0 is an unknown time.
We first estimated a baseline rate for each region. Figure 16 shows the yearly incidence
of male thyroid cancer per 100,000 males in New Mexico. It is easy to see that the yearly
incidence rate gradually increased since 1989, especially the monotone upward trend after
1995, while no obvious change occurred from 1973 to 1988. Therefore, we used the data
between 1973 to 1988 to estimate the baseline rate in each county, µ0 = 2.4. We noticed
that the difference in the population among the counties was large; thus we assume that
the baselines for different counties are non-homogeneous, and the total incidence rate of
county c at time t under normal state is Nctµct.
After estimating the baseline rates, we attempted to understand which counties had
increased incidence rates from 1989 to 2001. We compared the average incidence rates of
1973-1988 with those of 1989-2001 and shaded the areas that had 50% increases, as shown
in Figure 15 (a). In order to quickly detect the responsible clusters whose incidence had
increased 50% in an online fashion, we applied the spatiotemporal surveillance methods
75
discussed in Section 5.3 to monitor the changes in incidence rates. Due to the irregular
patterns in the map, we had to adjust the cluster definition and position the location of
centers in counties to X-Y coordinates as shown in Figure 15 (b). The cluster around each
center was defined as those centers that had a Euclidean distance of less than radius r in
the X-Y coordinates. In this study, we considered (i) r = 5 and (ii) variable r to cover at
most 50% of the entire population in the scan statistics.
To fairly compare the spatiotemporal scan statistics, we performed a Monte Carlo sim-
ulation study to compare the ARL values of different scan statistics. We set ARL0 = 100
and determined the threshold using 100,000 replications. For r = 5, the control limits for
TM5M , TS5M , TM5S , and TS5S were 162, 403.4, 891, and 2162, respectively. Since the scan
statistics had different scales and control limits, Figure 17 plots the scan statistics from
1989 to 2006 scaled by their corresponding control limits. A signal was triggered when a
scaled statistic exceeded 1. In the comparison of the different scan statistics, all methods
signaled around year 1994-1995 when r was considered a variable. When r was assumed
to be 5, most methods signaled from 1993 to 1995. In the r = 5 case, TS5M detected the
increased rate most quickly, and in the variable r case, TMMM , TSMM , and TSSM detected
the increase faster than the other. These results also indicate that the maximum operation
for the temporal domain and the summation operation for the location part are the best
combination.
In addition to the conditional delay, we investigated the clusters that most strongly
contributed to the alarm. For r = 5, Figure 18 depicts the clusters, including Bernalillo,
Sandoval, and Los Alamos Counties, that were identified by the surveillance methods. This
observation seems consistent with what Kulldorff (2001) observed as the emerging cluster
around Los Alamos. In fact, a single region scan test (r=0) may easily signal Los Alamos
county as Kulldorff did. Furthermore, for a variable radius, Figure 19) shows that more
counties were responsible for the increased incidence around Bernalillo, Sandoval, and
Los Alamos Counties.
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Although minor differences occur among different surveillance methods, as discussed
in Sonesson (2007), it is hard to to determine whether the alarm results from a true cluster-
ing or by chance and epidemiologists need to investigate clusters in practice. More study
is needed to further compare the performance of different scan statistics.
5.5 Conclusion
In this chapter, we developed a LR-based framework for spatiotemporal surveillance that
included many existing methods by taking different operations over the LR statistics in
variable windows. We compared the power and performance of these scan statistics for both
spatiotemporal surveillance under different assumptions on the change position, coverage,
and magnitude. A few key findings from this research are summarized as follows:
1. Similar to the Shiryaev-Roberts approach in temporal surveillance, taking the sum-
mation for spatiotemporal surveillance may outperform the conventional procedure,
which takes the maximum over all windows of the LR statistics.
2. When the outbreak coverage is known, scan statistics with an appropriate radius that
matches the actual outbreak coverage often perform better than the statistics under-
or over-scanned.
3. When searching over various radii in the scan statistics, taking the summation over
spatial windows but the maximum over temporal windows generally provides better
performance than other approaches.
Although normal distributions are assumed in our simulation study, the general LR
statistics defined in the framework are valid for other distributions such as Poisson in the
real example. While we assume independent observations in each location both spatially
and temporally, more extensive work is needed towards more general assumptions includ-
ing cross-sectional data or even panel data, both of which are common in econometric
research [4]. This will be further pursued in future research.
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(a) S-1 (b) S-5 (c) S-9 (d) S-13
Figure 12: Outbreak patterns in the simulation
1 2 3 4 5 6
7 8 9 10 11 12
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Figure 13: Vector and coordinate expressions of regional data (p=36)
Figure 14: Outbreak position c = (i, j), radius r, and coverage Arc
(a) The map of counties in New Mexico (b) X-Y coordinate representation
Figure 15: The map of counties in New Mexico and the X-Y coordinate representation
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Figure 16: Male thyroid cancer incidence per 100,000 in New Mexico
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(a) r = 5
(b) Variable r with maximum over different radii
(c) Variable r with summation over different radii
Figure 17: Scaled scan statistics for male thyroid cancer data in New Mexico
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(a) T−5M (b) T−5S
Figure 18: Clusters detected for the male thyroid cancer data in r=5 cases
(a) T−−M except for T−SS (b) T−SS
Figure 19: Clusters detected for the male thyroid cancer data in variable radius cases
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CHAPTER VI
SPATIOTEMPORAL SURVEILLANCE METHODS IN THE
PRESENCE OF SPATIAL CORRELATION
For multivariate surveillance with correlated data, an underline distribution has been de-
fined as a multinormal distribution that specifies the mean vector and the covariance matrix.
Under the distribution assumption, either CUSUM or EWMA is used, and likelihood ratios
or the Mahalanonobis distance (Hotelling T 2) is selected as a distance measure.
For CUSUM procedures, Woodall et al. [112] considered multiple temporal CUSUM
statistics and took the maximum overall statistics. Crosier [16] and Pignatiello et al. [72]
suggested two methods. In the first method, the T 2 statistic is constructed from the observa-
tion vector, and the CUSUM of T 2 is formed. In the second method, multivariate CUSUM
statistics are contructed from corresponding observations, and the T 2 of the CUSUM vari-
able is calculated. The two methods in Crosier [16] are slightly different with respect to
the technique from those in Pignatiello et al. [72]. Healy [36] used log likelihood ratios
of a multivariate normal distribution to construct the CUSUM statistic. Hawkins [33, 34]
decomposed the correlated observations into independent residuals by linear regression,
called the regression-adjusted method.
Multivariate surveillance based on SPC was adapted to the spatiotemporal context by
Rogerson [85] and Rogerson et al. [87]. Rogerson [85] introduced control chart-based
work on time and regions. He applied the Tango [99] to an on-line monitoring application
using a CUSUM procedure. Rogerson [86] modified the retrospective cluster detection
method of Knox [50] to the prospective case. The statistical performance of this method
was evaluated by Marshall et al. [61], who showed that simulation was needed to determine
its in-control performance and to design the monitoring scheme. Rogerson et al. [87] and
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[88] considered the spatiotemporal surveillance problem in which the count data in the re-
gions are correlated. They compared the performance of multiple CUSUM charts (Woodall
et al. [112]) with that of the multivariate CUSUM procedure (Crosier [16]). Testik et al.
[101] provided some very recent work on one-sided multivariate control charts. Kleinman
et al. [49] and Kleinman [48] also considered the spatiotemporal aggregated case, they rec-
ommended predicting the incidence rate for each sub-region and using recurrence intervals
to assess whether an alarm is given or not.
Finally, Jiang and Tsui [44] related the T 2 chart, the M-chart, and the regression-
adjusted chart and showed that the performance of the methods depends on the direction
and the size of the shifts as well as the correlation magnitudes. They introduced a hybrid
method that combines the T 2 chart and the regression-adjusted chart to improve perfor-
mance.
For EWMA procedures, Lowry et al. [58] presented a multivariate extension of the
EWMA procedure by constructing the T 2 statistic over the EWMA statistics. Tsui et al.
[104] designed a multivariate EWMA control chart based on the loss functions from the
vector of responses. Joner et al. [47] proposed a one-sided multivariate EWMA as a chart-
ing T 2 statistic over the one-sided EWMA statistic. Similar to the research in multivariate
normal distribution, an investigation of various multivariate CUSUM and EWMA proce-
dures under multivariate Bernoulli and Poisson data is of interest for health surveillance.
In this chapter, we discuss spatiotemporal surveillance methods in the presence of spa-
tial correlations. The following sections of this chapter is an excerpt from Jiang, Han, Tsui,
and Woodall [43], which will be published in Statistics in Medicine, DOI: 10.1002/sim.3877.
The excerpt format is based on the Copyright Transfer Agreement (2009) in Wiley Black-
well, and some grammar corrections have been made.
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6.1 Introduction
Public health data often consist of spatial information on the location of incidences. As
many researchers pointed out [52, 94], an increase in incidence often occurs in a cluster
of regions. Many spatiotemporal surveillance methods are based on the assumption that
the regional observations are independent; however, they are, in fact, often correlated due
to similarities among adjacent regions. Monitoring correlated spatial observations has not
been thoroughly studied by the public health surveillance research community.
In industrial process control, correlated multivariate observations are frequently moni-
tored to detect and identify critical process characteristics or processes that are responsible
for shifts of product quality. The underlying distribution has often been assumed to be a
multivariate normal distribution with a specified mean vector and covariance matrix. Under
the multivariate normal distribution assumption, Jiang and Tsui [44] reviewed Shewhart-
type multivariate process control charts in a unified framework of likelihood ratio tests. To
improve the detection of small sustained mean changes, multivariate CUSUM (MCUSUM)
or EWMA (MEWMA) charts have been proposed in the statistical process control (SPC)
community. In this chapter, we will discuss various multivariate CUSUM-type methods for
spatiotemporal surveillance and compare their performance under different scenarios. By
taking advantage of the characteristics of an outbreak cluster, we propose several alternative
CUSUM-type methods for spatiotemporal surveillance.
The contents of this chapter are as follows. Section 6.2 develops a likelihood-ratio-
based approach for spatiotemporal surveillance for correlated data, and Section 6.3 com-
pares the performance of the detection methods. Section 6.4 presents an example of breast
cancer in New Hampshire to illustrate the effectiveness of different surveillance methods
when spatial correlations are present. Finally, Section 6.5 summarizes the findings and
discusses some future research. The appendix provides some technical derivations of the
proposed methods based on the likelihood ratio principle.
84
6.2 MCUSUM Methods for Spatiotemporal Surveillance
6.2.1 Problem Definition
When observations from each spatial region are taken as components of a multivariate
vector, spatiotemporal surveillance is similar to multivariate surveillance, except that ad-
ditional information about change coverage or clusters has to be examined [103]. As
shown in Figure 13, we define a spatial location by c = (m,n), where m = 1, 2, ...,M ,
n = 1, 2, ..., N , and (m,n) represents the position coordinates in the space dimension. We
denote all locations under consideration by R = {(m,n)} and the observation from loca-
tion c by xc. We assume that observations xct are taken from location c at time t, where
c ∈ R, an area that is segmented into p =M ×N regions. We assume that xct ∼ f(·|µct),
where µct is the mean of xct.
In most health surveillance research, it is customary to assume that µct = µ0 for all
c ∈ R when no outbreak occurs, while µct = µ1 (constant with respect to c) for some
regions when an outbreak occurs. Therefore, the spatiotemporal surveillance problem can
be formulated as testing the null hypothesis
H0 : µct = µ0 for all c and t (i.e., no change)
against the composite alternative hypothesis
H1 : µct = µ0 for all c, when t = 1, 2, ..., ν − 1
µct = µ1 for some c, when t = ν, ν − 1, ...,
where ν is an unknown time. We refer to cases where µct = µ1 as homogeneous outbreaks
because all regions in a cluster have an identical mean shift.
In order to simplify the problem, we assume that the outbreak coverage/cluster is a






∣∣∣∥k − c∥ ≤ r} and r is the radius indicating the outbreak
coverage or the cluster size. Here k represents any region with a midpoint covered by a
circle with radius r from center c. See Figure 14 for an illustration.
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To test the above clustering hypotheses, our framework for spatiotemporal surveillance
is also based on the likelihood ratio statistic on any cluster Arc from time ν to t. Let P =
{1, 2, . . . , p} be the set of all variable indices. Denote ∆Arc the vector space with nonzero
values at and only at the index on subset Arc and (A
r
c) = P\Arc the complementary subset
of Arc. In health surveillance applications, the nonzero component of vector ∆Arc is δ =
µ1 − µ0. In the following, we will apply both UIT and GLRT principles (Jiang and Tsui
[44]) to develop monitoring statistics over all regions for spatiotemporal surveillance given
different types of information regarding the change position c, coverage r, and change time
ν.
6.2.2 When the Change Position and Time Are Unknown
As discussed before, some spatiotemporal surveillance methods are based on the assump-
tion that change time ν and position c are unknown, but change coverage r and magnitude
µ1 are given. Under the independence assumption, Tartakovsky [100] proposed monitor-
ing the cumulative sum of the LR statistics for each region, which is equivalent in form to
Woodall and Ncube’s MCUSUM statistic [112]. Rogerson and Yamada [88] also consid-
ered this single-region-based MCUSUM scheme when correlations are present. However,
both papers used the UIT principle, but they did not take into account the correlations
among regions. In general, when testing the significance of cluster Arc with radius r around













−1stν/||∆Arc ||Σ − δArc(t − ν + 1)/2
]
and δArc = ||∆Arc ||Σ.
Note that the two maximum operations can be exchanged; however, recursive forms exist
for each region c only, which is easy to compute.
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6.2.2.1 When homogeneous changes are considered
For example, as we mentioned earlier, it is common to assume ∆Arc = δ1Arc in health
surveillance applications, where δ is given and 1Arc represents a p-dimensional vector
with 1’s only in the index position of the regions inside Arc but 0 elsewhere, i.e., the







)−1 and F = DΣArc(Arc)Σ−1(Arc)(Arc). The LR statistic in
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, (59)
where u(Arc) = 1
′Dz(Arc)/
√












which is the regression adjustment of cluster (stν)Arc with respect to the rest (s
t
ν)(Arc) and
has variance-covariance matrix D−1. When r = 0, the above statistic reduces to Hawkins’
regression-adjusted method for individual regions. In this chapter, we will consider more
general radius r > 0, which represents regression-adjusted clusters.
6.2.2.2 When the coverage is unknown
Under the independence assumption, Sonesson [94] derived a monitoring statistic, assum-
ing that the change time, position, and coverage are unknown except for shift magnitude δ.
By maximizing the statistics over radius r, we can obtain a monitoring statistic based on
the generalized LR test with spatial correlations as follows











c) follows from Eq. (59). Radius r is chosen so that A
r
c can include at most
50% of the entire area from c.
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6.2.3 When the Change Position, Coverage and Magnitude Are Unknown
More generally, under the independence assumption, Kulldorff’s spatial statistic [52] al-
lows the change time, position, coverage, and magnitude to all be unknown. He sug-
gested estimating the change magnitude using the maximum likelihood principle. For each
cluster Arc, assuming the change occurs at time ν, ∆Arc in Eq. (58) can be estimated as
∆̂Arc = (z
′(Arc)/(t− ν+1),0′(Arc))
′, i.e., the regression-adjusted cluster of Arc. In this case,





2(t− ν + 1)
. (61)
Again, if homogeneous changes are considered across cluster regions but the change
magnitude δ is unknown, δ can be estimated as δ̂ = u(Arc)/[||1Arc ||Σ(t − v + 1)] and





2(t− ν + 1)
. (62)
Similarly, Eqs. (58) and (60) can be generalized according to a variable radius r to cover at
most 50% of the entire area from c.
6.3 Performance Analysis
In this section, we compare the run length performance of the above monitoring statis-
tics using Monte Carlo simulations. In the health surveillance context, we consider mon-
itoring statistics based on only a homogeneous magnitude of shifts in an outbreak clus-
ter, i.e., Eqs. (59) and (62), which assume that the shift magnitude is given or estimated
from the data. Both equations will be referred to as regression-adjusted cluster MCUSUM
(Rac-MCUSUM) methods. As benchmarks, we will also consider Woodall and Ncube’s
MCUSUM procedure [112] and Sonesson’s approach [94] assuming no spatial correla-
tions. Here, they are referred to as Max-MCUSUM charts with different radii, in which
Woodall and Ncube’s approach corresponds to r = 0, and Sonesson’s approach uses a vari-
able radius. For comparison purposes, we will include the radii of 1 and 2 in this study.
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Before deploying these methods, we first found the threshold for each surveillance statistic
to achieve a target ARL0 = 200. The thresholds for the target ARL0 are determined based
on 100,000 replications. We simulated the ARL1 values based on 10,000 replications for
different shift sizes and change coverage as discussed below.
As illustrated in Figure 20, we consider three types of shift coverage – S-1, S-5, and
S-13 – which indicate the 1, 5, and 13 regions of the outbreak areas, respectively. The ho-
mogeneous outbreak magnitude is assumed to have 0.5, 1.0, and 2.0 standard deviations for
each region. To simplify our discussion, we further assume that any pair of adjacent regions
has a correlation coefficient ρ and any two cross-adjacent regions have correlation coeffi-
cient ρ/2, while any pair of regions with a distance larger than 2 has no correlation. The
correlation coefficient ρ is assumed to be 0, 0.2, and 0.5, which represent independence,
weak, and medium spatial correlations, respectively. Table 8 presents the out-of-control
ARL to trigger. We summarize our finding as follows.
1. Comparing the Max-MCUSUM and Rac-MCUSUM methods
The Rac-MCUSUM method is expected to perform identically to the corresponding
Max-MCUSUM chart when no correlations are present, but better when there are
correlations. The stronger the correlation is, the more benefits the former method
provides. For example, Figure 21 presents the ratio of the ARL’s between the Rac-
MCUSUM method and the Max-MCUSUM method when an outbreak of S-1 with a
magnitude of 1 occurs. It is clear that the advantages of monitoring the regression-
adjusted clusters are more significant when the correlation is stronger. The variable
radius seems to be more beneficial to the Rac-MCUSUM method when the correla-
tion is weak.
2. Impact of spatial correlations
The important issue of this chapter is to investigate the impact of spatial correlations.
For the Max-MCUSUM methods, which were developed assuming no correlations,
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it is easy to see that their performance is often adversely affected when correlations
are present. The larger the radius is, the stronger the impact will be. Figure 22
shows the percentage of ARL changes from no correlation ρ = 0 to the medium
correlation of ρ = 0.5. For example, to issue a signal for an outbreak of S-1 with
magnitude 1.0, the Max-MCUSUM method with r = 0, which corresponds to the
approach in [112, 100], takes an average of 12.5 steps when no correlation is present
but an average of 19.1 steps (about 50% longer) when the correlation is 0.5. Al-
though increasing the radius may make the impact less significant in the outbreak
of S-1 case, the Max-MCUSUM method with a variable radius may perform even
worse. Its ARL increases from 13.8 to 27.5 (about 100% longer) when the corre-
lation changes from 0 to 0.5. Nevertheless, for outbreaks of patterns S-5 and S-13,
increasing the radius may deteriorate the performance of the Max-MCUSUM chart
even more significantly.
On the other hand, the impact of spatial correlations on the performance of the
regression-adjusted cluster method is always positive, even if the outbreak magnitude
is known or estimated from the data. For example, for detecting the same outbreak
of S-1 with magnitude 1.0, the ARL of the Rac-MCUSUM method with a given shift
magnitude decreases from 12.5 to 1.65 (87% shorter) if r = 0 and decreases from
13.9 to 1.76 (87% shorter) if a variable radius is used.
3. Impact of the radii of the MCUSUM methods
From Table 8, it is easy to see the importance of matching the radius of the scan
statistics to the outbreak coverage. As highlighted in the table, using the same radius
as the coverage always results in the smallest ARL regardless of which monitoring
method is used. Unfortunately, it is very unlikely that one will know the outbreak
coverage in advance. Therefore, it is always helpful to use a variable radius in the
scan statistic, which will perform in a manner similar to the optimal fixed radius of
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the scan statistics. Tsui et al. [103] thoroughly discusses the impact of different radii
on the LR-based scan statistics.
When spatial correlations are present, using a variable radius in the Max-MCUSUM
method has a considerable impact when the outbreak coverage is small, especially
when the correlation is high. For example, in an independent case [103], when an
outbreak of S-1 with magnitude 1 occurs, the Max-MCUSUM method with a variable
radius takes an average of 13.8 steps to trigger an alert while that with the matched
radius (r = 0) takes an average of 12.54 steps. When the correlation is 0.5, the
Max-MCUSUM chart with the variable radius takes an average of 27.5 steps, which
is 44% longer than that with r = 0. On the other hand, the adverse impact of the
variable radius on the Rac-MCUSUM method is less significant when correlations
are present. In the same case of ρ = 0.5, the variable radius deteriorates the Rac-
MCUSUM method by 7% compared with the matched radius.
4. When δ is unknown
When the outbreak magnitude is unknown and a search is conducted using the max-
imum likelihood principle to estimate the magnitude, both MCUSUM methods will
be affected. When the radius and magnitude match those of an outbreak, generally
the estimation will deteriorate the performance. However, it is interesting to note
that when the radius does not match that of an outbreak, the Rac-MCUSUM method
may perform better using the estimated parameters, especially when the correlation
is significant. For example, when the correlation is 0.5, the Rac-MCUSUM method
with an estimated magnitude always has a shorter ARL when the radius is different
from the actual outbreak coverage. This interesting property, brought by the spatial





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































6.4 Example - Breast Cancer in New Hampshire
The example in this chapter is based on female breast cancer data in New Hampshire during
1968-1994, which has been studied by Rogerson and Yamada [88]. The annual data set was
obtained from the Compressed Mortality File from the CDC. We investigated the mortality
of female breast cancer for ten counties in New Hampshire. The map of New Hampshire
is shown in the left panel of Figure 23, which was obtained from the U.S. Census Bureau
(http://quickfacts.census.gov/qfd/index.html).
In this example, in order to model the number of breast cancer counts using a normal
distribution, we transformed the discrete data using the square root transformation intro-
duced in [3]. Assuming y follows a Poisson distribution with parameter λ, Anscombe [3]
showed that x = 2
√
y + 3/8 approximately follows a normal distribution, which has mean
2
√
λ and variance 1 if λ is greater than 20. For spatiotemporal surveillance, since the pop-
ulation is often non-homogeneous in both temporal and spatial respects, we introduced the
following transformation to account for the heterogeneity of populations. For each county
c at time t, let yct be the observed mortality count, Nct be the population size, N̄c be the av-
erage population of country c under the time window we considered. The transformed data
are obtained as xct = 2
√
yctN̄c/Nct + 3/8. Finally, xt = (x1t, x2t, . . . , xpt)′ approximately
follows a multivariate normal distribution N(µt,Σ). Note that xct has approximately con-
stant variance that does not change even when the mortality rates increase.
Assume we are interested in detecting a special increase of the breast cancer rate as
early as possible, e.g., three times the standard deviation in any region. The formulation of
the problem follows,
H0 : µct = µc0 for all regions c and time t.
against
H1 : µct = µc0 for some regions c, when time t = 1, 2, ..., ν − 1
µct = µc0 + 3σc for some regions c, when time t = ν, ν + 1, ...
93
where σc is the standard deviation at region c, and ν is the unknown time of any outbreak.
Figure 2 presents the mortality rate per 10,000 in New Hampshire from 1968 to 1994.
The first step is the estimation of a baseline rate for each region. Since the mortality rate
appears to be quite stable between 1968 to 1982, we used this period of mortality count
data to estimate the baseline rate in each county. If the mean of the Poisson data is known,
we can calculate the mean of the transformed data directly from Anscombe’s result in
[3]. However, the mean of mortality counts is unknown in practice. We then used the
transformed data to estimate the mean between 1968 to 1982. For the covariance matrix, we
only needed to estimate the correlations among different regions. We used three approaches
in this chapter. In the first approach, we assumed that any two regions were independent, so
the covariance matrix was the identity matrix. In the second approach, we simply calculated
an unrestricted covariance matrix from the transformed data. In the third approach, we
used Daniels and Kass’s method, which shrinks the eigenvalues of the covariance matrix
by a simple hierarchical model [20]. For the first approach, we used the Max-MCUSUM
statistic for detection. For the second and third approaches, we used the Rac-MCUSUM
method, which takes into account spatial correlations. These two statistics are denoted as
Rac-MCUSUM(U) and Rac-MCUSUM(E), respectively.
After we estimated the baseline rates and covariance matrix, we applied the above
surveillance methods to quickly detect emerging clusters that have increasing mortality
rates. Because the map of New Hampshire shows an irregular pattern, we had to adjust the
definition of clusters and the location of centers in counties to X-Y coordinates, as shown
in Figure 23 (b). We defined the cluster around each center in the X-Y coordinates as those
centers that have distance less than radius r. In this chapter, we considered (i) r = 0 and (ii)
r = 5. In order to compare the detection methods, we setARL0 = 100. Since each method
has a different scale of the control limit, Figures 24 and 25 plot the monitoring statistics re-
scaled by their corresponding control limits for each method. An alarm is triggered when
the scaled statistic exceeds 1.
94
As shown in Figure 24 when r = 0, based on the independence assumption, Max-
MCUSUM triggered an alarm in 1985. On the other hand, Rac-MCUSUM with an unre-
stricted covariance estimate triggered an alarm in 1983 since it utilizes the spatial correla-
tion information in the surveillance. The scaled value of the Rac-MCUSUM statistics was
much higher than 3 in 1983, so it is not shown in the plot. In addition, Rac-MCUSUM
based on Daniels and Kass’s covariance estimator also triggered an alarm in 1983. Sim-
ilarly, when r = 5, as shown in Figure 25, all three methods triggered alarms in 1983.
However, the Max-MCUSUM statistic in 1983 is almost 1, so the signal is not significant
compared to the signals of the Rac-MCUSUM methods. Nevertheless, the signal becomes
more significant after 1985. Therefore, Rac-MCUSUM was more sensitive to detecting the
mortality increase than Max-MCUSUM.
In addition to the detection delay, we also investigated the clusters most strongly con-
tributing to the alarm. As shown in Figure 26, all methods identify the emerging cluster as
Coos County, which is consistent with [88]. In this example, since the covariance matrix
was estimated based on the data from a short time period, cluster identification may be
questionable. In practice, as pointed out in [94], possible clusters need to be investigated
by epidemiologists.
6.5 Conclusions
Based on the UIT and GLRT principles (Jiang and Tsui [44]), we develop a general frame-
work for multivariate change-point detection problems to interpret and relate existing mul-
tivariate CUSUM procedures for temporal surveillance. By taking advantage of the clus-
ter characteristics, we propose a MCUSUM method using regression-adjusted clusters for
spatiotemporal surveillance in the presence of spatial correlations. Different monitoring
statistics have been developed under various assumptions. The proposed monitoring statis-
tics are shown to outperform the applications of existing MCUSUM charts in public health
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surveillance, especially when the spatial correlations are significant. The case of an un-
known outbreak magnitude is also investigated. A numerical example also illustrates the
potential effectiveness of the proposed method.
An important finding of this research is the importance of matching the radius and mag-
nitude of a scan statistic with those of an actual outbreak. Currently, most spatiotemporal
surveillance methods are based on the assumption of a known/given outbreak pattern. Our
research suggests that estimating the outbreak magnitude may help the detection of out-
breaks when there are medium-sized spatial correlations. It would be important to estimate
both the outbreak coverage and the magnitude when we have little knowledge about them
and substitute the estimates into the corresponding scan statistic in practice. This will be
further pursued in future research.
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Figure 20: Three symmetric outbreak patterns (S-1, S-5, and S-13)
Figure 21: The ARL comparison of Rac-MCUSUM and Max-MCUSUM methods when





Figure 22: The impact of spatial correlations on different surveillance methods (ρ = 0.5
and δ = 1) (solid line: Max-MCUSUM, dashed line: Rac-MCUSUM with a known mag-
nitude)
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(a) The map of New Hampshire (b) X-Y coordinate
Figure 23: The map of New Hampshire and the X-Y coordinate
Figure 24: Surveillance statistics with r = 0 for breast cancer data in New Hampshire
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Figure 25: Surveillance statistics with r = 5 for breast cancer data in New Hampshire
Figure 26: The cluster detected by the methods
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