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OPTIMAL CONSTRAINED INTERPOLATION IN MESH-ADAPTIVE FINITE
ELEMENT MODELLING
J. R. MADDISON † AND H. R. HIESTER ‡
Abstract. Mesh-to-mesh Galerkin L2 projection allows piecewise polynomial unstructured finite element
data to be interpolated between two non-matching unstructured meshes of the same domain. The interpolation
is by definition optimal in an L2 sense, and subject to fairly weak assumptions conserves the integral of an
interpolated function. However other properties, such as the L2 norm, or the weak divergence of a vector-valued
function, can still be adversely affected by the interpolation. This is an important issue for calculations in
which numerical dissipation should be minimised, or for simulations of incompressible flow. This article considers
extensions to mesh-to-mesh Galerkin L2 projection which are L2 optimal and ensure exact conservation of key
discrete properties, including preservation of both the L2 norm and the integral, and preservation of both the L2
norm and weak incompressibility. The accuracy of the interpolants is studied. The utility of the interpolants is
studied via adaptive mesh simulations of the two-dimensional lock-exchange problem, which are simulated using
a combination of Fluidity and the FEniCS system.
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1. Introduction. A key characteristic of the finite element method is the ability to utilise
complex unstructured meshes. An unstructured mesh finite element numerical model can con-
form naturally to complex bounding topography without piecewise constant “staircase” bound-
aries [1], and can locally vary the mesh resolution so as to target regions of relatively increased
dynamical importance. On the other hand, unstructured finite element numerical models are
typically more expensive than structured alternatives (e.g. [29, 76]). In research fields in which
structured methods are well-established, such as numerical ocean modelling [49, 48], in order for
unstructured models to compete it is required that either new unstructured grid optimisations
be developed (see e.g. [64] for optimisations which can be applied for grids with structure in
one dimension), that the approach enables entirely new problems to be tackled, or that accu-
rate boundary representation or a selective use of resolution is able to overcome the relatively
increased computational cost per degree of freedom.
A particularly powerful approach, which both utilises the generality of unstructured meshes
and has the potential to overcome the associated increased costs, is to apply dynamic mesh
adaptivity (e.g. [70, 13, 72, 32, 14]). Here the model mesh is altered in response to the evolving
solution, with the aim being to reduce the numerical error per degree of freedom and thereby
decrease the computational cost per unit error.
Mesh adaptivity can be applied via several approaches, including modification of the mesh
topology (“h-adaptivity”), movement of the mesh vertices (“r-adaptivity”), or a redefinition of
the solution space by changing the selection of local element basis (“p-adaptivity”). In this
article a form of mixed hr-adaptivity is considered (see e.g. [71, 75]). In this approach the model
equations are integrated on a given mesh for a specified period of time. After this integration
time a new optimised mesh is generated based upon estimators or indicators of the local error,
and these are used to construct a new mesh by modifying the old through local topological
operations and vertex movement. Finally functions are interpolated from the old “donor” mesh
onto the new optimised “target” mesh, after which the cycle repeats.
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The key step considered in this article is the interpolation of the solution from the donor
mesh onto the target mesh. The dynamical component of the numerical model, which performs
the numerical integration, is typically carefully designed so as to preserve essential properties,
such as exact conservation principles, L2 stability, or the ability to represent important physical
balances. Interpolation of data from the donor mesh to the target can easily destroy these
properties, resulting for example in a loss of conservation [37] or a loss of dynamical balance [65].
More seriously interpolation of data may increase function norms and lead to a loss of numerical
stability.
In [37] the Galerkin L2 projection of functions between unstructured meshes is described.
The approach is a higher order generalisation of the method described in [45], and relies upon
the ability to construct a “supermesh”, which is an intersection of “donor” and “target” meshes.
Specifically a supermesh of donor and target meshes is constructed so that it is able to represent
functions which are polynomials within the elements of either one of the meshes [35], thereby
enabling the evaluation of “multimesh” inner products between such donor and target functions.
This allows the L2 projection of a donor function onto a function space defined using the target
mesh. Provided the unity element is a member of the target function space this projection addi-
tionally preserves the integral, thereby yielding an L2 optimal globally conservative projection.
In practice a supermesh is typically very large, and hence it may be infeasible to construct a
complete supermesh in memory all at once. This is addressed in [36] via a “local supermeshing”
approach, where the intersections of pairs of donor and target elements are constructed individu-
ally, integrated over as required, and then discarded (see also [40] and [41]). This simultaneously
reduces the memory burden associated with supermeshing, and also reduces the problem of in-
tersecting meshes to the problems of identifying intersecting donor and target elements, and
intersecting these elements.
While originally designed for use in dynamic-mesh-adaptive modelling, local supermeshing
has since been applied for the calculation of unstructured mesh diagnostics [35, 66], for embedding
moving meshes via the “Arbitrary Mesh Interface” method [87], for coupling in fluid-structure
interaction problems [86], and in immersed body modelling [19].
In this article Galerkin L2 projection is extended to form constrained interpolants. In par-
ticular L2 optimal interpolants which preserve the L2 norm and weak incompressibility are
considered. Crucially, once mesh-to-mesh Galerkin L2 projection is available, it is possible to
form these constrained interpolants without any further need for supermeshing – the constrained
interpolants take the form of simple post-processing steps which can be applied following inter-
polation via Galerkin L2 projection.
Constrained projections are already widely used with function spaces defined using a single
mesh. For example incompressible Navier-Stokes solvers using a projection method often perform
an L2 weakly solenoidal projection in order to enforce weak incompressibility (e.g. [50]). In [15]
a solenoidal interpolant with approximate L2 norm preservation is constructed, via interpolation
of the Helmholtz decomposition of the donor function. In [20] an L2 optimal weakly solenoidal
mesh-to-mesh projection is defined. Such a projection is applied with a low order P0 − P1CV
discretisation for the velocity and pressure in [89]. In this article the weakly solenoidal projection
is considered and analysed for discretisations with particular mimetic properties, such as the
P1DG − P2 finite element pair, and is then extended to form an L2 norm preserving weakly
solenoidal interpolant.
The paper proceeds as follows. Section 2 describes mesh-to-mesh Galerkin L2 projection and
its error and dissipation properties. L2 norm preserving interpolants are described in section 3.
Section 4 considers mesh-to-mesh weakly solenoidal projection for discretisations with specific
mimetic properties (“gradient embedding” and “skew-gradient embedding”), and this is com-
bined with the norm preserving interpolant to yield an L2 optimal L2 norm preserving weakly
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solenoidal interpolant. The interpolants are tested in section 5 via dynamic-mesh-adaptive sim-
ulations of the two-dimensional lock-exchange problem. The paper concludes in section 6.
2. Galerkin L2 projection. In this section Galerkin L2 projection (hereafter “Galerkin
projection”) of unstructured mesh data via supermesh construction is described. The principles
of mesh-to-mesh Galerkin projection are outlined in section 2.1, and the relation between the L2
error and dissipation of the L2 norm is described in section 2.2.
2.1. Mesh-to-mesh Galerkin projection. Mesh-to-mesh Galerkin projection via super-
mesh construction is described in [37, 36], and in further detail in [34]. Since this article describes
an extension to this method, the key principles are outlined here.
Throughout this article real functions which are polynomials within the elements of a simplex
mesh are considered. Specifically, let Ω ⊂ Rd refer to a d-dimensional open bounded domain
with Lipschitz boundary ∂Ω. Simplex meshes are considered. Here a simplex mesh T (Ω) is a
triangulation of the domain Ω ∪ ∂Ω satisfying properties (Th1)–(Th4) of [23]. In particular each
element e ∈ T (Ω) is a simplex with non-zero volume, and the elements are non-overlapping and
cover Ω.
The discrete function space Pn (T ) ⊂ L2 (Ω) is defined to the be space of functions which are,
within each element of T (Ω), a polynomial with maximal degree n. In standard finite element
notation Pn = PnDG, P0 = P0, and for conforming meshes (meshes additionally satisfying
property (Th5) of [23]) Pn∩H1 (Ω) = Pn. Crucially, there exist accurate and efficient methods for
integrating piecewise polynomial functions over simplex elements (see e.g. [81], and [23] section
4.1). Hence, for such meshes, the L2 inner product of two elements in Pn can be computed
efficiently via numerical integration.
Now consider Galerkin projection between two real Hilbert spaces.
Definition 2.1 (Galerkin projection). Given real Hilbert spaces VD, VT ⊆ L2 (Ω), the
Galerkin projection is the map Π : VD → VT such that for each φD ∈ VD:
Π(φD) = arg min
ΦT∈VT
‖ΦT − φD‖L2 . (2.1)
It follows that the map Π satisfies (see e.g. [36], and [46] appendix A.3.2.1):
〈ζT ,Π(φD)〉L2 = 〈ζT , φD〉L2 ∀ζT ∈ VT . (2.2)
If the unity element 1 ∈ VT then Galerkin projection is globally conservative, in the sense that:
〈1,Π(φD)〉L2 = 〈1, φD〉L2 . (2.3)
A critical technical issue appears when considering mesh-to-mesh Galerkin projection. Con-
sider a “donor” simplex mesh TD (Ω), a “target” simplex mesh TT (Ω), and discrete function
spaces VD ⊆ Pm (TD) and VT ⊆ Pn (TT ). In this case the right-hand-side of (2.2) involves a
“multimesh” inner product involving elements defined on the donor and target meshes. The issue
is clarified by equipping VT with a finite basis, {ζT,1, ζT,2, . . . , ζT,NT }, which from (2.2) leads to
the linear system:
Mφ˜T = b, (2.4)
where:
Mij = 〈ζT,i, ζT,j〉L2 (2.5a)
Π (φD) =
NT∑
i=1
φ˜T,iζT,i (2.5b)
bi = 〈ζT,i, φD〉L2 . (2.5c)
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Fig. 2.1. Left and centre: Two triangle meshes for the unit square generated using Gmsh [43], with 86
elements and 146 elements respectively. Right: A triangle supermesh generated using the supermeshing function-
ality of the Fluidity code [73, 30] using the approach of [36], coloured according to the elements of the left mesh
and with 778 non-denegerate elements2. See also figure 1 of [37].
The mass matrix M can be assembled on the target mesh. The issue is that assembly of the
right-hand-side vector b requires evaluation of multimesh inner products. In general neither mesh
is suitable for performing the numerical integration required in order to assemble b [36].
This issue is addressed via the construction of a supermesh.
Definition 2.2. Given two meshes TD (Ω) and TT (Ω), a supermesh TS (Ω) is a mesh where
each element of the supermesh is contained within one and only one element of the donor mesh
TD (Ω), and is also contained within one and only one element of the target mesh TT (Ω). That
is:
∀eS ∈ TS (Ω) ∃!eD ∈ TD (Ω) s.t. eS ⊆ eD (2.6a)
∀eS ∈ TS (Ω) ∃!eT ∈ TT (Ω) s.t. eS ⊆ eT . (2.6b)
This definition is equivalent to lemma 2 of [37]. Note that a supermesh of two meshes is
not uniquely defined. Crucially a supermesh can be used to construct a superspace of donor and
target spaces.
Lemma 2.3. Consider a simplex supermesh TS (Ω) of two simplex meshes TD (Ω) and TT (Ω).
Then: {
ζDζT ∈ L2 (Ω) : ζD ∈ Pm (TD) , ζT ∈ Pn (TT )
} ⊆ Pm+n (TS) . (2.7)
Proof. This follows immediately from lemma 1 of [35].
Hence, given ζD ∈ Pm (TD) and ζT ∈ Pn (TT ), ζDζT ∈ Pm+n (TS). The right-hand-side
vector b can therefore be assembled via numerical integration over a supermesh.
A triangle supermesh is shown in figure 2.1. In practice construction of a supermesh requires
the solution of a computational geometry problem: the identification of pairs of elements eD ∈ TD
and eT ∈ TT which intersect, and the contruction of a mesh of their intersection. Moreover the
complete supermesh is typically very large, necessitating an interleaving of the processes of
generating the supermesh and integrating over it. The resulting algorithm is referred to as “local
supermeshing”, and is described in [36].
2The local supermeshing meshod of [36] implemented in Fluidity in this example generates 6 additional
numerically degenerate elements, with a minimum edge length less than 6× 10−17. Note that via equation (2.5)
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2.2. Error and dissipation. First the error in a general mesh-to-mesh interpolant is con-
sidered.
Lemma 2.4. Consider real Hilbert spaces VD, VT ⊆ L2 (Ω) and a map I : VD → VT . Then:
‖I (φD)− φD‖2L2 = ‖I (φD)‖2L2 + ‖φD‖2L2 − 2 〈I (φD) ,Π(φD)〉L2 , (2.8)
where Π(φD) is the Galerkin projection of φD onto VT .
Proof. This follows directly from the expansion of the L2 norm and use of (2.2).
This basic property has an important consequence: when VD ⊆ Pm (TD) and VT ⊆ Pn (TT )
are function spaces defined on the donor and target meshes respectively, then it follows that, if the
Galerkin projection Π (φD) is available, the second right-hand-side term in (2.8) can be evaluated
via numerical integration over the donor mesh, and the remaining two terms can be evaluated
via numerical integration over the target mesh. That is, the error norm ‖I (φD)− φD‖L2 can be
computed without any further multimesh integration.
In [36] interpolation error norms are evaluated by explicitly forming the error I (φD) − φD
on the supermesh, and by performing the necessary numerical integration over the supermesh.
However if the L2 error is to be computed and the Galerkin projection is available then this
additional multimesh integration step is not required.
Dissipation of the L2 norm by Galerkin projection can be bounded in terms of the L2
projection error.
Lemma 2.5. Consider real Hilbert spaces VD, VT ⊆ L2 (Ω) and the Galerkin projection
Π : VD → VT . Let εΠ(φD) = ‖Π(φD)− φD‖L2 be the L2 error in the Galerkin projection. Then:
1
2
εΠ(φD)
2 ≤ [‖φD‖L2 − ‖Π(φD)‖L2 ] ‖φD‖L2 ≤ εΠ(φD)2 . (2.9)
Proof. Pythagoras’ theorem (which follows from 2.4 with I = Π – see also [46] appendix
A.3.2.1) yields:
‖φD‖2L2 − ‖Π(φD)‖2L2 = εΠ(φD)2 , (2.10)
and factorising the left-hand-side leads to:
[‖φD‖L2 − ‖Π(φD)‖L2 ] [‖φD‖L2 + ‖Π(φD)‖L2 ] = εΠ(φD)2 . (2.11)
The bounds then follow from ‖φD‖L2 ≤ ‖φD‖L2 + ‖Π(φD)‖L2 and, using (2.10), ‖φD‖L2 +
‖Π(φD)‖L2 = ‖φD‖L2 +
√
‖φD‖2L2 − εΠ(φD)2 ≤ 2 ‖φD‖L2 .
Hence Galerkin projection is dissipative, in the sense that it decreases the L2 norm of an
interpolated function whenever the L2 interpolation error is non-zero. Moreover the dissipation
is small, being bounded in terms of the square of this error. This is a potentially extremely
useful properly – if a numerical model is constructed so as to be L2 stable, then a mesh-adaptive
version of the model utilising mesh-to-mesh Galerkin projection will remain L2 stable. This
need not be the case for alternative interpolants, where stability of the model can potentially be
compromised by the mesh-to-mesh interpolation.
the mass matrix can be assembled via integration only over the target mesh. The near-degenerate elements lead
to small contributions to the right-hand-side of the linear system, but do not lead to any particular difficulties
regarding the linear system matrix.
6 J. R. MADDISON AND H. R. HIESTER
Fig. 3.1. Schematic of the L2 norm preserving interpolant I1. An orthogonal projection of the donor data
(black vector) onto a horizontal line yields the optimal orthogonal projection (green vector) with an orthogonal
error (red vector). Norm preservation is restored by extending this projection (by the dashed green vector).
3. L2 norm preserving interpolants. While Galerkin projection decreases the L2 norm
by only a small amount, as expressed by (2.9), there may be cases in which even this is un-
acceptable. For example in very long ocean or atmosphere calculations spurious injection and
dissipation of energy or enstrophy may affect the resulting solutions, or their turbulent spectra
[77]. Numerical schemes are often carefully designed so as to observe key conservation laws (e.g.
[5, 38, 78]) and without additional steps these conservation principles are easily destroyed by
mesh-to-mesh interpolation in a mesh-adaptive numerical model.
This issue is addressed here via the construction of interpolants which preserve the L2 norm.
The L2 optimal L2 norm preserving interpolant is derived in section 3.1. This interpolant is not
in general globally conservative even if the unity element is in the target function space. An alter-
native interpolant is therefore derived in section 3.2, yielding the L2 optimal L2 norm preserving
conservative interpolant. In each case the constrained interpolants are simple modifications to
Galerkin projection, and have an L2 error which can be related to the Galerkin projection L2
error.
Note that much of the discussion of this section generalises to allow the formulation of
interpolants which are optimal in alternative norms. Here extensions to mesh-to-mesh Galerkin
projection are sought, and hence L2 optimal interpolants are considered.
3.1. L2 norm preserving interpolation. The general principal of the L2 norm preserving
interpolant is illustrated in figure 3.1. The Galerkin projection is an orthogonal projection
resulting, for a non-zero projection error, in a projected function with a smaller norm than the
original donor function. In finite dimensions the functions with norm equal to the donor function
norm lie on a sphere. The L2 optimal L2 norm preserving interpolant is the point on this sphere
which is in the same direction as the projected function, but with an appropriately increased
magnitude.
This can be derived via the introduction of a non-linear constraint.
Lemma 3.1. Consider real Hilbert spaces VD, VT ⊆ L2 (Ω) and the Galerkin projection
Π : VD → VT . For each φD ∈ VD,1 = {ζD ∈ VD : ‖Π(ζD)‖L2 6= 0} there exists a unique φT ∈
VT,1,φD = {ζT ∈ VT : ‖ζT ‖L2 = ‖φD‖L2} such that
‖φT − φD‖L2 ≤ ‖ΦT − φD‖L2 ∀ΦT ∈ VT,1,φD . (3.1)
This defines a map I1 : VD,1 → VT where:
I1 (φD) = arg min
ΦT∈VT,1,φD
‖ΦT − φD‖L2 . (3.2)
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Proof. Given a φD ∈ VD,1 define the functional J1 : VT,1,φD → R where
J1 (ΦT ) =
1
2
‖ΦT − φD‖2L2 . (3.3)
Define the Lagrange constrained functional Jˆ1 : VT × R→ R where:
Jˆ1 (ΦT ,Λ) =
1
2
‖ΦT − φD‖2L2 +
Λ
2
[
‖ΦT ‖2L2 − ‖φD‖2L2
]
, (3.4)
and seek critical points (φT , λ) ∈ VT × R at which the Gaˆteaux derivative vanishes:
dJˆ1 (φT , λ; ζT , 0) = 〈ζT , (1 + λ)φT − φD〉L2 = 0 ∀ζT ∈ VT (3.5a)
dJˆ1 (φT , λ; 0, 1) =
1
2
‖φT ‖2L2 −
1
2
‖φD‖2L2 = 0. (3.5b)
By inspection (1 + λ)φT = Π(φD). It then follows (for example via direct substitution, or
more formally via application of the Lagrange multiplier theorem, e.g. [17] section 11.3) that
minimisation of J1 defines a map I1 : VD,1 → VT where:
I1 (φD) = γΠ(φD) , (3.6)
with scaling factor:
γ =
‖φD‖L2
‖Π(φD)‖L2
. (3.7)
If φD ∈ VD but φD /∈ VD,1 then the donor function φD is L2 orthogonal to the target
function space VT , and the analogous optimisation problem does not then in general have a
unique solution.
If the mesh-to-mesh Galerkin projection is available then the scaling factor γ can be computed
via numerical integration over the donor and target meshes, without any further multimesh
integration. Hence the L2 norm preserving interpolation can be performed via simple post
processing following mesh-to-mesh Galerkin projection. It is also worth noting that, due to
lemma 2.5, the factor γ is greater than or equal to one, which could be a concern if preservation
of the data bounds is required.
The error in the constrained interpolant can be directly related to the Galerkin projection
error.
Lemma 3.2. The L2 norm preserving interpolant I1 has an L2 error εI1(φD) which can be
bounded in terms of the Galerkin projection L2 error, εΠ(φD):
εI1(φD) ≤
√
2εΠ(φD) , (3.8a)
and which has an asymptotic expansion:
εI1(φD) = εΠ(φD) +
1
8
εΠ(φD)
3
‖φD‖2L2
+O
(
εΠ(φD)
5
‖φD‖4L2
)
as
εΠ(φD)
5
‖φD‖4L2
→ 0. (3.8b)
Proof. ‖I1 (φD)‖L2 = ‖φD‖L2 , (2.8), (2.10), and (3.6) lead to:
εI1(φD)
2
= ‖I1 (φD)‖2L2 + ‖φD‖2L2 − 2 〈I1 (φD) ,Π(φD)〉L2
= 2 ‖φD‖2L2 − 2 ‖φD‖L2 ‖Π(φD)‖L2
= 2 ‖Π(φD)‖2L2 + 2εΠ(φD)2 − 2 ‖φD‖L2 ‖Π(φD)‖L2
≤ 2εΠ(φD)2 , (3.9)
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which yields (3.8a). It further follows that:
εI1(φD)
2
= 2 ‖φD‖2L2 − 2 ‖φD‖L2 ‖Π(φD)‖L2
= 2 ‖φD‖2L2
(
1−
√
1− εΠ(φD)
2
‖φD‖2L2
)
, (3.10)
and Taylor expansion then yields (3.8b).
That is, the L2 norm preserving interpolant is a higher order modification to Galerkin pro-
jection, with an L2 error which is in all cases bounded by
√
2 times the Galerkin projection L2
error, and which has the same leading asymptotic L2 error.
3.2. L2 norm preserving conservative interpolation. While Galerkin projection Π is
globally conservative if the unity element is in the target space 1 ∈ VT , the L2 norm preserving
interpolant I1 generally is not: the addition of L2 norm preservation is achieved at the price of
a loss of global conservation (see for example figure 3.2 and table 3.1). The L2 norm preserving
interpolant (3.6) is globally conservative only if either 〈1, φD〉L2 = 0, or if the Galerkin projection
has zero L2 error.
Preservation of both the L2 norm and the global integral is equivalent to preservation of both
the L2 norm and the L2 inner product with a single element in the target space – specifically the
unity element 1 ∈ VT . Initially a more general interpolant is considered, which preserves both
the L2 norm and the L2 inner product with a finite number of linearly independent functions in
VD ∩ VT . This will later be used in section 5 to define an interpolant which, for a Boussinesq
Navier-Stokes calculation with a linear equation of state, preserves all of the the temperature L2
norm, global integral, and the potential energy.
Lemma 3.3. Consider real Hilbert spaces VD, VT ⊆ L2 (Ω) and the Galerkin projection
Π : VD → VT . Consider a subspace X ⊆ VD ∩ VT with finite basis, and define the L2 projection
of a donor or target function onto X, ΠX : VD ∪ VT → X where:
〈ξ,ΠX (ζ)〉L2 = 〈ξ, ζ〉L2 ∀ξ ∈ X. (3.11)
For each φD ∈ VD,X = {ζD ∈ VD : ‖Π(ζD)−ΠX (ζD)‖L2 6= 0} there exists a unique φT ∈
VT,X,φD = {ζT ∈ VT : ‖ζT ‖L2 = ‖φD‖L2 ,ΠX (ζT ) = ΠX (φD)} such that
‖φT − φD‖L2 ≤ ‖ΦT − φD‖L2 ∀ΦT ∈ VT,X,φD . (3.12)
This defines a map IX : VD,X → VT where:
IX (φD) = arg min
ΦT∈VT,X,φD
‖ΦT − φD‖L2 . (3.13)
.
Proof. Given a φD ∈ VD,X define the functional JX : VT,X,φD → R where:
JX (ΦT ) =
1
2
‖ΦT − φD‖2L2 . (3.14)
Define the Lagrange constrained functional JˆX : VT × R×X → R where:
JˆX (ΦT ,Λ,M) =
1
2
‖ΦT − φD‖2L2 +
Λ
2
[
‖ΦT ‖2L2 − ‖φD‖2L2
]
+ 〈M,ΦT − φD〉L2 , (3.15)
and seek critical points (φT , λ, µ) ∈ VT × R×X at which the Gaˆteaux derivative vanishes:
dJˆX (φT , λ, µ; ζT , 0, 0) = 〈ζT , (1 + λ)φT + µ− φD〉L2 = 0 ∀ζT ∈ VT (3.16a)
dJˆX (φT , λ, µ; 0, 1, 0) =
1
2
‖φT ‖2L2 −
1
2
‖φD‖2L2 = 0 (3.16b)
dJˆX (φT , λ, µ; 0, 0, ξ) = 〈ξ, φT − φD〉L2 = 0 ∀ξ ∈ X. (3.16c)
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By inspection (1 + λ)φT + µ = Π(φD). It then follows (for example via direct substitution,
or more formally via application of the Lagrange multiplier theorem, e.g. [17] section 11.3) that
minimisation of JX defines a map IX : VD,X → VT where:
IX (φD) = ‖φD −ΠX (φD)‖L2‖Π(φD)−ΠX (Π (φD))‖L2
[Π (φD)−ΠX (Π (φD))] + ΠX (φD) . (3.17)
X is here defined to be a subset of both VD and VT . The key consequence of this is that the
projections onto X appearing in (3.17) can be performed without any multimesh integration.
Hence the interpolant IX can be constructed via simple post-processing steps applied following
mesh-to-mesh Galerkin projection.
The error in the constrained interpolation can be directly related to the Galerkin projection
error.
Lemma 3.4. The interpolant IX has an L2 error εIX (φD) which can be bounded in terms
of the Galerkin projection L2 error εΠ(φD):
εIX (φD) ≤
√
2εΠ(φD) , (3.18a)
and which has an asymptotic expansion:
εIX (φD) = εΠ(φD) +
1
8
εΠ(φD)
3
‖φD −ΠX (φD)‖2L2
+O
(
εΠ(φD)
5
‖φD −ΠX (φD)‖4L2
)
as
εΠ(φD)
5
‖φD −ΠX (φD)‖4L2
→ 0. (3.18b)
Proof. Noting that Π(ΠX (φD)) = ΠX (Π (φD)) and using linearity of the Galerkin projec-
tion, the L2 error associated with IX and I1 can be related:
εIX (φD) = ‖IX (φD)− φD‖L2
=
∥∥∥∥ ‖φD −ΠX (φD)‖L2‖Π(φD −ΠX (φD))‖L2 Π(φD −ΠX (φD))− [φD −ΠX (φD)]
∥∥∥∥
L2
= ‖I1 (φD −ΠX (φD))− (φD −ΠX (φD))‖L2
= εI1(φD −ΠX (φD)) . (3.19)
The result then follows from lemma 3.2, Π(ΠX (φD)) = ΠX (φD), and linearity of the Galerkin
projection.
An L2 optimal L2 norm preserving conservative interpolant is now defined by letting X be
the space of constant valued functions, X = span ({1}), which defines a map I2 : VD,2 → VT
where VD,2 =
{
φD ∈ VD :
∥∥∥Π(φD)−Π(φD)∥∥∥
L2
6= 0
}
and where:
I2 (φD) =
∥∥φD − φD∥∥L2∥∥∥Π(φD)−Π(φD)∥∥∥
L2
(
Π(φD)−Π(φD)
)
+ φD, (3.20)
where here an overbar denotes an average over the domain Ω.
By construction I2 is the L2 optimal L2 norm preserving conservative interpolation of
φD ∈ VD,2 onto VT . If φD ∈ VD but φD /∈ VD,2 then the analogous optimisation either does not
have a solution, or the solution is not unique. The L2 norm preserving conservative interpolant is
10 J. R. MADDISON AND H. R. HIESTER
0.0 0.2 0.4 0.6 0.8 1.0
x
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
φD = x
2
Π (φD)
I1 (φD)
I2 (φD)
0.0 0.2 0.4 0.6 0.8 1.0
x
−0.10
−0.05
0.00
0.05
0.10
0.15
0.20
x2 − Π (φD)
x2 − I1 (φD)
x2 − I2 (φD)
Fig. 3.2. Comparison of Galerkin projection and the L2 norm preserving interpolants I1 and I2, interpo-
lating the quadratic function x2 onto the space of linear functions on the unit interval [0, 1]. Left: The differing
interpolations. Right: Local error.
Integral L2 norm Min. value Max. value L2 error
φD = x
2 0.33333 0.44721 0 1 –
Π (φD) = x− 16 0.33333 0.44096 −0.16667 0.83333 0.074536
I1 (φD) = 6√
35
(
x− 1
6
)
0.33806 0.44721 −0.16903 0.84515 0.074798
I2 (φD) = 4√
15
x+ 1
3
− 2√
15
0.33333 0.44721 −0.18306 0.84973 0.075134
Table 3.1
Comparison of Galerkin projection and the L2 norm preserving interpolants I1 and I2, interpolating the
quadratic function x2 onto the space of linear functions on the unit interval [0, 1]. Decimal approximations are
given to five significant figures.
a higher order modification to Galerkin projection, with an L2 error which is in all cases bounded
by
√
2 times the Galerkin projection L2 error, and which has the same leading asymptotic L2
error. As before, if the mesh-to-mesh Galerkin projection is available then the L2 norm preserv-
ing conservative interpolation can be performed via simple post processing following Galerkin
projection and without any further multimesh integration.
The differing properties of Galerkin projection and the L2 optimal L2 norm preserving inter-
polants are illustrated via the simple analytic example in figure 3.2 and table 3.1, interpolating
the quadratic function φD = x
2 onto the space of linear functions on the unit interval [0, 1]. The
L2 norm preserving conservative interpolant I2 has a larger L2 error than the L2 norm preserv-
ing interpolant I1, which itself has a larger L2 error than Galerkin projection Π. However the
additional error introduced by the L2 norm preserving interpolants is relatively small, given that
the L2 error due to Galerkin projection is rather large, εΠ(φD) / ‖φD‖L2 = 16.7%. The L2 norm
preserving interpolants amplify the under-shoot near x = 0, illustrating the compromise made
between norm preservation and boundedness.
4. Weakly solenoidal interpolation for the P1DG − P2 finite element pair in two
dimensions. Mesh-to-mesh interpolation may lead to a loss of more subtle numerical properties.
In particular dynamic mesh adaptivity has previously been applied for the solution of the time
dependent incompressible Navier-Stokes equations for applications in numerical ocean modelling
(e.g. [75, 74, 68, 54, 55]). Numerical issues can be expected if the incompressible Navier-Stokes
equations are supplied with a divergent initial condition for the velocity, as this implies a loss of
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regularity in time (see [47] sections 3.9 and 3.16 for detailed discussions relating to initialising
a Navier-Stokes solver). Similarly numerical issues might be encountered if, when applying
dynamic mesh adaptivity, the interpolated velocities are divergent.
In this section an L2 optimal interpolant which preserves weak incompressibility is described.
Such an interpolant is applied in [89] with a P0 − P1CV discretisation. The interpolant is also
as described in [20] – the key differences here are that the target space is not in H (Ω,Div),
and additional error bounds are derived for finite element discretisations with specific mimetic
properties. The interpolant is further extended to form an L2 optimal L2 norm preserving weakly
solenoidal interpolant.
4.1. Mimetic properties. In this section finite element discretisations which satisfy key
mimetic properties are considered. This significantly simplifies both the analysis and implemen-
tation of the mesh-to-mesh interpolants to be described, but note that solenoidal interpolants can
be constructed without requiring these properties (see [20]). Further details regarding mimetic
finite elements can be found in [6, 28].
Two dimensions and function spaces with specific “embedding properties” are considered3,
as summarised in figure 4.1.
Definition 4.1 ([24], definition 1 point 1). A function space V ⊆ H1 (Ω) is said to gradient
embed in S ⊆ [L2 (Ω)]d if:
∀η ∈ V ∃u ∈ S s.t. ‖u−∇η‖L2 = 0. (4.1)
Definition 4.2. A function space E ⊆ H1 (Ω) is said to skew gradient embed in S ⊆[
L2 (Ω)
]2
if:
∀ψ ∈ E∃u ∈ S s.t. ∥∥u−∇⊥ψ∥∥
L2
= 0. (4.2)
These two embedding properties are notably satisfied by the P1DG−P2 finite element pair in
two dimensions, with a conforming triangle mesh, S = [P1]2, and E = V = P2∩H1 (Ω). If follows
that a finite element pair is Ladyzhenskaya-Babusˇka-Brezzi (LBB) stable [59, 7, 18] if it possesses
the gradient embedding property [26, 25]. It further follows that any finite element pair with E =
V which possesses both the gradient and skew gradient embedding properties has, when applied
to the linearised shallow-water equations on an f -plane, geostrophic modes which are exactly
steady [25, 24]. This makes the P1DG − P2 finite element pair potentially attractive for use in
atmosphere and ocean modelling. See [27] for discussions of finite element discretisations with
alternative embedding properties, and [29] for a recent review of discretisations for unstructured
mesh ocean modelling.
The existence of both gradient and skew gradient embedding properties can be used to
construct a Helmholtz decomposition [24]. In a bounded domain this is not unique and is
dependent upon a choice of boundary conditions.
Lemma 4.3. Given real Hilbert spaces S ⊆ [L2 (Ω)]2, V ⊆ H1 (Ω), where V gradient and
skew gradient embeds in S, a Helmholtz decomposition exists:
∀u ∈ S∃!η ∈ V ′, ψ ∈ E′, h ∈ S s.t. u = ∇η +∇⊥ψ + h, (4.3)
3Note that no notational distinction is made between vector and scalar L2 norms, inner products, and Galerkin
L2 projections.
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Cotter and Ham [24] Cotter and Shipton [27]
Fig. 4.1. Left: Mimetic diagram for the finite element pairs described in [24], including the P1DG − P2
finite element pair in two dimensions. The “curl” space E ⊂ H1 (Ω) skew gradient embeds in S ⊂
[
L2 (Ω)
]
2
, and
the “divergence” space V ⊂ H1 (Ω) gradient embeds in S. S also perp embeds into itself (definition 1, point 2 of
[24]). Right: Mimetic diagram for the finite element pairs described in [27], where E ⊂ H1 (Ω), S ⊂ H (Ω,Div),
and V ⊂ L2 (Ω). These satisfy skew gradient embedding and a divergence embedding property.
where V ′ = {ζ ∈ V : 〈1, ζ〉L2 = 0}, E′ = E ∩H10 (Ω), and where h is weakly harmonic:
〈∇ζ, h〉L2 = 0 ∀ζ ∈ V ′ (4.4a)〈∇⊥ζ, h〉
L2
= 0 ∀ζ ∈ E′. (4.4b)
Proof. The proof is as described in [24], with the difference that here bounded domains are
considered. First η ∈ V ′, ψ ∈ E′ can be defined via:
〈∇ζ,∇η〉L2 = 〈∇ζ, u〉L2 ∀ζ ∈ V ′ (4.5a)
〈∇ζ,∇ψ〉L2 =
〈∇⊥ζ, u〉
L2
∀ζ ∈ E′, (4.5b)
and existence and uniqueness of η and ψ follows from the Lax-Milgram lemma. Existence of a
unique weakly harmonic h ∈ S follows via orthogonal completion.
Given a u ∈ S, the η ∈ V ′ defines a weakly divergent component ∇η ∈ S, the ψ ∈ E′
defines a weakly rotational component ∇⊥ψ ∈ S, and the h ∈ S defines a weakly harmonic
component. A strong homogeneous Dirichlet boundary condition is applied for ψ, which is the
relevant boundary condition when considering a simply connected domain where the rotational
component is subject to a no-normal-flow boundary condition on all boundaries. This is, for
example, the relevant boundary condition when considering the 2D incompressible Navier-Stokes
equations in a simply connected domain with no inflow or outflow.
4.2. Weakly solenoidal L2 projection. A weakly solenoidal L2 projection (hereafter
“solenoidal projection”) can be constructed via the usual constrained optimisation problem.
Lemma 4.4 (Solenoidal projection). Consider real Hilbert spaces VT ⊆ H1 (Ω), SD, ST ⊆[
L2 (Ω)
]2
, where VT gradient embeds in ST . Let ST,1 = {wT ∈ ST : 〈∇ζT , wT 〉L2 = 0 ∀ζT ∈ VT }.
Then for each uD ∈ SD there exists a unique uT ∈ ST,1 such that:
‖uT − uD‖L2 ≤ ‖UT − uD‖L2 ∀UT ∈ ST,1. (4.6)
This defines a map IS,1 : SD → ST where:
IS,1 (uD) = arg min
UT∈ST,1
‖UT − uD‖L2 . (4.7)
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Proof. The proof is standard and follows from the LBB stability of the finite element pair
(see e.g. [20], and [47] appendix 5), which itself follows from gradient embedding [26, 25]. The
resulting projection IS,1 : SD → ST is given by:
IS,1 (uD) = Π (uD) +∇λ, (4.8)
where λ ∈ V ′T = {ζT ∈ VT : 〈1, ζT 〉L2 = 0} satisfies:
〈∇ζT ,∇λ〉L2 = −〈∇ζT ,Π(uD)〉L2 ∀ζT ∈ V ′T . (4.9)
As described in [20], given the mesh-to-mesh Galerkin projection Π (uD) the L
2 optimal
solenoidal projection can be constructed via post processing on the target mesh – that is, the
solution of the elliptic problem (4.9) for the Lagrange multiplier λ, followed by a modification to
the Galerkin projection via (4.8). While the solution of an elliptic problem necessarily leads to
an increased cost, if the solenoidal projection is used as part of a mesh adaptive incompressible
Navier-Stokes solver then this is unlikely to be significantly more expensive than a single model
timestep.
In order to analyse the error in the solenoidal projection it is first noted that the Galerkin
projection of a weakly rotational function is weakly solenoidal. Note that here, and for the
remainder of this section, a boundary condition choice as used in lemma 4.3 is made.
Lemma 4.5. Consider real Hilbert spaces VD, VT ⊆ H1 (Ω), SD, ST ⊆
[
L2 (Ω)
]2
, where
VD skew gradient embeds in SD and where VT gradient embeds in ST . Let Π : SD → ST be a
Galerkin projection. Then:
∃ψD ∈ VD ∩H10 (Ω) s.t. uD = ∇⊥ψD =⇒ 〈∇ζT ,Π(uD)〉L2 = 0 ∀ζT ∈ VT . (4.10)
Proof. It follows from (2.2) that:
〈wT ,Π(uD)〉L2 =
〈
wT ,∇⊥ψD
〉
L2
∀wT ∈ ST , (4.11)
and hence from gradient embedding:
〈∇ζT ,Π(uD)〉L2 =
〈∇ζT ,∇⊥ψD〉L2
= 0 ∀ζT ∈ VT . (4.12)
This leads to an error bound.
Lemma 4.6. Consider real Hilbert spaces VD, VT ⊆ H1 (Ω), SD, ST ⊆
[
L2 (Ω)
]2
, where VD
gradient and skew gradient embeds in SD and where VT gradient embeds in ST . Let Π : SD → ST
be a Galerkin projection. Then given a weakly solenoidal uD ∈ SD:
〈∇ζD, uD〉L2 = 0 ∀ζD ∈ VD, (4.13)
the L2 error in the solenoidal projection of uD onto ST is bounded via:
εIS,1(uD) ≤ εΠ(uD) + ‖hD‖L2 , (4.14)
where εΠ(uD) is the L
2 error in the Galerkin projection, and hD is the weakly harmonic compo-
nent in the Helmholtz decomposition of uD defined using lemma 4.3:
∃!ηD ∈ V ′D = {ζD ∈ VD : 〈1, ζD〉L2 = 0} , ψD ∈ VD ∩H10 (Ω) , hD ∈ SD
s.t. uD = ∇ηD +∇⊥ψD + hD. (4.15)
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Proof. It follows immediately from (4.5) that ηD = 0. From (4.9), using linearity of the
Galerkin projection, and via lemma 4.5:
‖∇λ‖2L2 = −〈∇λ,Π(uD)〉L2
= − 〈∇λ,Π (∇⊥ψD)+Π(hD)〉L2
= −〈∇λ,Π(hD)〉L2 , (4.16)
and hence via Cauchy-Schwarz and using (2.9):
‖∇λ‖L2 ≤ ‖Π(hD)‖L2
≤ ‖hD‖L2 . (4.17)
Now using (4.8) and applying the triangle inequality leads to:
εIS,1(uD) = ‖IS,1 (uD)− uD‖L2 ≤ εΠ(uD) + ‖∇λ‖L2
≤ εΠ(uD) + ‖hD‖L2 . (4.18)
That is, given a weakly solenoidal donor function, the L2 error in the solenoidal projection is
bounded in terms of the sum of the Galerkin projection L2 error, and the L2 norm of the weakly
harmonic component of the donor function.
In principle the weakly solenoidal donor function uD in lemma 4.6 may have a weakly har-
monic component of arbitrary magnitude. However in practice uD is expected to be a discrete
approximation to some exact solenoidal solution, for example the velocity for the incompressible
Navier-Stokes equations. Moreover in a bounded simply connected domain with no-normal-flow
boundary conditions the existence of non-zero harmonic components is a spurious numerical
artefact [24]. This can be expressed in the form of an alternative error bound.
Lemma 4.7. Consider a u˘ ∈ H (Ω,Div), where
∥∥∥u˘−∇⊥ψ˘∥∥∥
L2
= 0 for some ψ˘ ∈ H10 (Ω).
Consider function spaces and a weakly solenoidal uD ∈ SD as defined in lemma 4.6. Then the
L2 error in the solenoidal projection of IS,1 (uD) onto ST is bounded via:
εIS,1(uD) ≤ εΠ(uD) + 2 ‖uD − u˘‖L2 +
∥∥∥Π˘H1 (ψ˘)− ψ˘∥∥∥
H1
, (4.19)
where Π˘H1
(
ψ˘
)
∈ V ′D = VD ∩H10 (Ω) is an H1 projection of ψ˘, defined via:〈
∇ζD,∇Π˘H1
(
ψ˘
)〉
L2
=
〈
∇ζD,∇ψ˘
〉
L2
∀ζD ∈ V ′D. (4.20)
Proof. The Helmholtz decomposition of uD and the triangle inequality lead to:
‖hD‖L2 =
∥∥uD −∇⊥ψD∥∥L2
≤ ‖uD − u˘‖L2 +
∥∥∥∇ψD −∇ψ˘∥∥∥
L2
. (4.21)
Now note that ∇Π˘H1
(
ψ˘
)
is defined via an orthogonal projection:
∥∥∥∇Π˘H1 (ψ˘)−∇ψ˘∥∥∥2
L2
=
∥∥∥∇ψ˘∥∥∥2
L2
+
∥∥∥∇Π˘H1 (ψ˘)∥∥∥2
L2
− 2
〈
∇ψ˘,∇Π˘H1
(
ψ˘
)〉
L2
=
∥∥∥∇ψ˘∥∥∥2
L2
−
∥∥∥∇Π˘H1 (ψ˘)∥∥∥2
L2
, (4.22)
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where the second line follows using (4.20). Hence:
∥∥∥∇ψD −∇ψ˘∥∥∥2
L2
= ‖∇ψD‖2L2 +
∥∥∥∇ψ˘∥∥∥2
L2
− 2
〈
∇ψD,∇ψ˘
〉
L2
= ‖∇ψD‖2L2 +
∥∥∥∇Π˘H1 (ψ˘)−∇ψ˘∥∥∥2
L2
+
∥∥∥∇Π˘H1 (ψ˘)∥∥∥2
L2
− 2
〈
∇ψD,∇Π˘H1
(
ψ˘
)〉
L2
=
∥∥∥∇Π˘H1 (ψ˘)−∇ψ˘∥∥∥2
L2
+
∥∥∥∇Π˘H1 (ψ˘)−∇ψD∥∥∥2
L2
, (4.23)
where the second line follows using (4.20) and (4.22). It follows from this and (4.21) that:
‖hD‖L2 ≤ ‖uD − u˘‖L2 +
∥∥∥∇Π˘H1 (ψ˘)−∇ψ˘∥∥∥
L2
+
∥∥∥∇Π˘H1 (ψ˘)−∇ψD∥∥∥
L2
. (4.24)
Now from (4.5b) and (4.20):〈
∇ζD,∇Π˘H1
(
ψ˘
)
−∇ψD
〉
L2
=
〈∇ζD,−u˘⊥ + u⊥D〉L2 ∀ζD ∈ V ′D, (4.25)
and hence via Cauchy-Schwarz:∥∥∥∇Π˘H1 (ψ˘)−∇ψD∥∥∥
L2
≤ ‖uD − u˘‖L2 , (4.26)
leading to:
‖hD‖L2 ≤ 2 ‖uD − u˘‖L2 +
∥∥∥Π˘H1 (ψ˘)− ψ˘∥∥∥
H1
. (4.27)
With lemma 4.6 this leads to (4.19).
Hence the L2 error in the mesh-to-mesh solenoidal projection is bounded in terms of the L2
mesh-to-mesh Galerkin projection error, the L2 discretisation error in uD (the discrete “velocity”
in the discrete donor “velocity” space), and the H1 error in the H1 projection of the exact stream
function onto the discrete donor “stream function” space. For the P1DG−P2 finite element pair
the third term in (4.19) converges asymptotically at second order in the donor mesh element
size given a sufficiently regular ψ˘ and non-pathological meshes ([22], section 3-4-2), and the
asymptotic convergence rate of the second term in (4.19) is dependent upon the details of the
discretisation used to yield uD.
4.3. L2 norm preserving weakly solenoidal interpolation. The solenoidal and L2
norm preserving interpolants can now be combined via the introduction of a non-linear constraint.
Lemma 4.8. Consider real Hilbert spaces VT ⊆ H1 (Ω) and SD, ST ⊆
[
L2 (Ω)
]2
, where VT
gradient embeds in ST . Let IS,1 : SD → ST be a solenoidal projection. For each uD ∈ SD,2 ={
wD ∈ SD : ‖IS,1 (wD)‖L2 6= 0
}
there exists a unique
uT ∈ ST,2,uD = {wT ∈ ST : 〈∇ζT , wT 〉L2 = 0 ∀ζT ∈ VT , ‖wT ‖L2 = ‖uD‖L2} such that:
‖uT − uD‖L2 ≤ ‖UT − uD‖L2 ∀UT ∈ ST,2,uD . (4.28)
This defines a map IS,2 : SD,2 → ST where:
IS,2 (uD) = arg min
UT∈ST,2,uD
‖UT − uD‖L2 . (4.29)
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Proof. Given a uD ∈ SD,2 define a functional JS,2 : SD,2 → R where
JS,2 (UT ) =
1
2
‖UT − uD‖2L2 . (4.30)
Noting that ST,2,uD ⊆ ST,1, define the Lagrange constrained functional JˆS,2 : ST,1 × R → R
where:
JˆS,2 (UT ,Λ) =
1
2
‖UT − uD‖2L2 +
Λ
2
[
‖UT ‖2L2 − ‖uD‖2L2
]
, (4.31)
and seek critical points (uT , λ) ∈ ST × R at which the Gaˆteaux derivative vanishes:
dJˆS,2 (uT , λ;wT , 0) = 〈wT , (1 + λ)uT − uD〉L2 = 0 ∀wT ∈ ST,1 (4.32a)
dJˆS,2 (uT , λ; 0, 1) =
1
2
‖uT ‖2L2 −
1
2
‖uD‖2L2 = 0. (4.32b)
By inspection (1 + λ)uT = IS,1 (uD). The proof then proceeds similarly to that for lemma 3.1,
and minimisation of JS,2 defines a function IS,2 : SD,2 → ST where:
IS,2 (uD) = ‖uD‖L2‖IS,1 (uD)‖L2
IS,1 (uD) . (4.33)
This is simply a combination of the solenoidal projection IS,1 and the L2 norm preserving
projection I1. A relation between the error associated with IS,2 and the solenoidal projection
error also follows.
Lemma 4.9. The L2 norm preserving solenoidal interpolant has an L2 error εIS,2(uD) which
can be bounded in terms of the solenoidal projection L2 error, εIS,1(uD):
εIS,2(uD) ≤
√
2εIS,1(uD) . (4.34a)
and which has an asymptotic expansion:
εIS,2(uD) = εIS,1(uD) +
1
8
εIS,1(uD)
3
‖uD‖2L2
+O
(
εIS,1(φD)
5
‖uD‖4L2
)
as
εIS,1(uD)
5
‖uD‖4L2
→ 0. (4.34b)
Proof. IS,1 is an orthogonal projection:
εIS,1(uD)
2
= ‖IS,1 (uD)‖2L2 + ‖uD‖2L2 − 2 〈IS,1 (uD) ,Π(uD)〉L2
= ‖IS,1 (uD)‖2L2 + ‖uD‖2L2 − 2 〈IS,1 (uD) , IS,1 (uD)−∇λ〉L2
= ‖uD‖2L2 − ‖IS,1 (uD)‖2L2 , (4.35)
where the final line follows as IS,1 (uD) is weakly solenoidal. The proof proceeds similarly to that
for lemma 3.2.
Hence the L2 norm preserving solenoidal interpolant is a higher order modification to the
solenoidal projection.
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(a)
(b)
(c)
(d)
Fig. 5.1. Snapshots of the temperature for the simulation of the two-dimensional lock-exchange using con-
figuration L2S L2P (see table 5.2). Note that the colour scales are not extended to include numerical over- and
under-shoots. (a) Time t/Tb = 0, initial condition. (b) Time t/Tb = 0.7858, formation of Kelvin-Helmholtz
billows. (c) Time t/Tb = 3.931, flow after the gravity currents reach the end walls, with the fluid “sloshing” back
and forth across the tank (d) Time t/Tb = 14.94.
5. Numerical example: Two-dimensional lock-exchange. The lock-exchange is a
widely studied laboratory-scale fluid dynamics problem (e.g. [12, 79, 51]). It is an excellent
test-case for numerical models, as the configuration is simple but the flow produced is complex,
as shown in figure 5.1 (with associated meshes shown in figure 5.2). Initially, a vertical barrier
separates a flat-bottomed tank into two sections with one section filled with relatively dense
fluid and the other with relatively light fluid. Once the barrier is removed the system enters the
“propagation stage”, where denser fluid collapses under the lighter, forming two gravity currents
that propagate in opposite directions, one above the other, along the tank. Once the gravity
current fronts reach the end walls the system enters the “oscillatory stage”, with the fluid “slosh-
ing” back and forth across the tank. Eventually the motion will subside. Shear instabilities and
Kelvin-Helmholtz billows, internal waves and interaction with the end walls can all lead to en-
hanced turbulence and diapycnal mixing between the fluids of different densities. The numerical
representation of this system is challenging with processes and energy transfers occurring across
multiple scales. Hence the system is potentially sensitive to numerical artefacts introduced by
mesh-to-mesh interpolation.
5.1. Configuration. The two-dimensional lock-exchange is simulated with Fluidity (e.g.
[73, 30]) following [55] (see also [54, 53]). The system is governed by the Navier-Stokes equa-
tions under the Boussinesq approximation, a linear equation of state and the thermal advection-
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(a)
(b)
(c)
(d)
Fig. 5.2. Snapshots of the mesh for the simulation of the two-dimensional lock-exchange using configuration
L2S L2P (see table 5.2). Times are as for figure 5.1.
Quantity Symbol Value
Domain length L 0.8 m
Domain height H = 2h 0.1 m
Gravitational acceleration g 10 m2 s−1
Thermal expansion coefficient α 10−3 K−1
Initial temperature difference ∆T 1 K
Kinematic viscosity ν 10−6 m2 s−1
Buoyancy velocity ub =
√
gα∆TH
√
10−3 m s−1 = 0.03162 m s−1
Buoyancy period Tb =
2piH
ub
2pi
√
10 s = 19.87 s
Grashof number Gr = h
3gα∆T
ν2
1.25× 106
Reynolds number Re = ubh
ν
5
√
105 = 1581
Table 5.1
Physical parameters for the two-dimensional lock-exchange, as per [55].
diffusion equation. The system is initially at rest, with dense cold water, with temperature4
T = −0.5 K, filling one half of the domain and light warm water, with temperature T = +0.5 K,
filling the other half. A free-slip, no-normal-flow boundary condition is applied to the end walls
and the top boundary and a no-slip boundary condition is applied to the bottom boundary.
Physical parameters are listed in table 5.1.
A P1DG − P2 discretisation [26, 25] and the projection method of [39] are used for the
velocity and pressure. The time discretisation uses a twice Picard iterated approximation to a
Crank-Nicolson discretisation for the coupled velocity and pressure system (see [39] section 2.c.).
Upwinding is applied for interfacial advective fluxes, the scheme described in [11] is used for
the viscous term, and all velocity boundary conditions are applied weakly. A P1 temperature
is defined, and the thermal advection equation discretised via a node-centered control-volume
4More precisely the temperature perturbation relative to a background temperature T0.
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advection scheme [60], with the Sweby limiter [82], conservative advection, and zero explicit
diffusion. The temperature equation is discretised in time with sub-cycling as described in [4]
(section 3.4.2, with θ = 1
2
, θp = 1, and three sub-cycle iterations). Note that the velocity and
temperature discretisations do not use a consistent discretisation for the divergence operator [88].
This issue is addressed by projecting the P1DG velocity onto the space of functions with zero
control volume divergence, and using this projected velocity to advect the temperature.
Two adaptive mesh settings are considered, corresponding to the M∞-const and M2-mid
cases of [55]. These adapt the mesh based upon a Hessian-based metric derived through con-
sideration of the interpolation error under the L∞ [71] and L2 norm [42, 21, 63] respectively
(see equation 9 of [55]). TheM∞-const configuration preferentially concentrates mesh resolution
in the regions of highest solution curvature. By contrast the M2-mid configuration spreads the
resolution into regions of relatively lower curvature, and this is found in [55] to lead to lower
numerically induced mixing.
The metrics require approximations for function Hessians, which are more easily constructed
for solutions in H1, and hence the Hessian-based metric associated with the velocity is computed
indirectly from the Galerkin L2 projection of the P1DG velocity components onto a P1 function
space. The three metrics are superimposed as described in [71], and a gradation algorithm from
[16] is applied. Additional post processing of the metric is applied, including the specification of
a minimum edge length of 10−4 m and a maximum edge length of 0.5 m. The mesh optimisation
itself is performed using a modified version of the Ani2D-MBA package from Ani2D [85].
The kinetic energy of the system is:
Ek =
1
2
ρ0
∫
Ω
u · u, (5.1)
where ρ0 a constant reference density and u is the velocity. Hence an L
2 norm preserving
interpolant for the velocity (in particular the L2 norm preserving solenoidal interpolant IS,2 in
(4.33)) conserves kinetic energy. The potential energy of the system is, subject to an appropriate
choice of potential energy zero point:
Ep = −ρ0
∫
Ω
gαTzdz, (5.2)
where z is the vertical coordinate. Since gα is a constant it follows that Galerkin L2 projec-
tion, applied to the P1 temperature field, conserves potential energy. An L2 norm preserving
conservative interpolant which also conserves the potential energy can be constructed using
X = span ({1, z}) in the definition of ΠX in (3.17).
The tests use five mesh-to-mesh interpolants: consistent interpolation, Galerkin L2 pro-
jection, the L2 optimal L2 norm conservative and potential energy conserving interpolant for
temperature, the L2 solenoidal projection for the velocity, and the L2 optimal L2 norm pre-
serving solenoidal interpolant. The latter three interpolants are implemented using the FEniCS
system [56, 57, 2, 62, 69, 61, 3] via the Fluidity Python interfaces [67]. As an example, the imple-
mentation of the L2 norm preserving solenoidal interpolant is shown in figure 5.3. The FEniCS
system is also used to compute a number of diagnostics. Supermeshing is performed using the
local supermeshing approach of [36], with triangle intersections performed using the Wild Magic
4 library [31]. Although not applied here (but see e.g. [36]) Fluidity can additionally perform
supermeshing of three dimensional tetrahedra using the “plane-at-a-time clipping” algorithm
described in [31] section 2.4.3. Consistent interpolation defines an interpolant IC : VD → VT ,
where VD, VT ⊆ C0 (Ω), by setting the interpolated function to be equal to the donor function at
a set of dimVT distinct collocation points, which are here chosen to be the target mesh vertices.
The considered combination of interpolants are listed in table 5.2.
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1 # Solve for the Lagrange multiplier
2 lam = Function(space_p)
3 solve(inner(grad(test_p), grad(trial_p)) * dx == -inner(grad(test_p), u) * dx, lam,
4 DirichletBC(space_p, 0.0, "fabs(x[0]) < DOLFIN_EPS && fabs(x[1]) < DOLFIN_EPS",
5 method = "pointwise"),
6 solver_parameters = {"linear_solver":"cg", "preconditioner":"amg", "symmetric":True,
7 "krylov_solver":{"relative_tolerance":1.0e-12, "absolute_tolerance":1.0e-16}})
8 # Compute the solenoidal projection
9 solve(inner(test_u, trial_u) * dx == inner(test_u, u[0] + grad(lam)[0]) * dx, u[0],
10 solver_parameters = {"linear_solver":"lu"})
11 solve(inner(test_u, trial_u) * dx == inner(test_u, u[1] + grad(lam)[1]) * dx, u[1],
12 solver_parameters = {"linear_solver":"lu"})
13 # Scale to ensure L^2 norm preservation
14 alpha = sqrt(state["u_sq_int"] / assemble(dot(u, u) * dx))
15 u[0].vector().set_local(alpha * u[0].vector().array())
16 u[0].vector().apply("insert")
17 u[1].vector().set_local(alpha * u[1].vector().array())
18 u[1].vector().apply("insert")
Fig. 5.3. Section of Python code implementing the L2 norm preserving solenoidal interpolant using the
FEniCS system (edited for formatting and to add explanatory comments). u is the Galerkin L2 projection of the
velocity, and state["u sq int"] is the squared L2 norm of the donor velocity. test p and test u represent test
functions in VT and ST respectively, and trial p and trial u represent corresponding trial functions. Lines 2–7
correspond to equation (4.9), lines 9–12 to equation (4.8), and lines 14–18 to equation (4.33). Note that here V ′
T
is defined via the application of a single node boundary condition, rather than the zero integral constraint applied
in lemma 4.4.
The parallel adaptivity algorithm implemented in Fluidity performs several iterations of
mesh optimisation, interpolation, and load-rebalancing, in order permit optimisation of shared
“halo” regions while retaining a conforming mesh [44, 80]. By default three such iterations
are performed, and hence data are interpolated three times. In order to avoid the associated
increased interpolation errors and provide a stricter comparison of the differing combinations
of interpolants the simulations are here conducted in serial. Note that the interfacing between
Fluidity and FEniCS is also not currently parallelised.
Simulations are integrated for a total simulation time of 1000 s = 50.33 Tb, with a timestep
size of ∆t = 0.0125 s and mesh adaptivity applied every 0.125 s. Linear systems are solved with
iterative Krylov methods using PETSc [10, 8, 9], with the pressure system preconditioned using
an algebraic multigrid method [84, 58] and the elliptic problem for the solenoidal interpolant
preconditioned using BoomerAMG [52, 33]. All tests use Fluidity version 4.1.11, PETSc version
3.4.5, and FEniCS version 1.4.
A closely related configuration, using a stabilised P1 − P1 discretisation for the velocity
and pressure [73], is described in [55]. Simulations using this latter configuration were shown to
be comparable to a high-resolution fixed mesh benchmark with two orders of magnitude more
degrees of freedom. A similar configuration using a P1DG − P2 discretisation for velocity and
pressure is described in [36].
5.2. Computational mesh. The degrees of freedom in the temperature space are shown
in figures 5.4. The number of degrees of freedom increases rapidly during the initial propagation
stage and the formation of the gravity current. It then evolves irregularly during the early
oscillatory stage, as the mesh adapts to the complex flow after the gravity currents hit the end
walls. At later times the number of degrees of freedom in each space decreases to, and then
varies around, a lower value, as the flow subsides towards a steady-state solution.
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Configuration Velocity interpolant Temperature interpolant Pressure interpolant
GP CI Π IC Π
GP GP Π Π Π
GP L2P Π IX with X = span ({1, z}) Π
S L2P IS IX with X = span ({1, z}) Π
L2S L2P IS,2 IX with X = span ({1, z}) Π
Table 5.2
Mesh-to-mesh interpolant configurations for the two-dimensional lock-exchange simulations. Π refers to
Galerkin L2 projection (section 2.1), IC to consistent interpolation, IX to the L
2 norm preserving interpolant
which additionally preserves inner products with functions in X (section 3.2), IS,1 to the L
2 solenoidal projection
(section 4.2), and IS,2 to the L
2 norm preserving solenoidal interpolant (section 4.3).
M∞-const M2-mid
Fig. 5.4. Degrees of freedom in the temperature space Θ for the M∞-const case (left) and the M2-mid case
(right).
5.3. Conservation and boundedness. The mean temperature change and temperature
variance are shown in figure 5.5. All configurations except for the GP CI configuration conserve
the mean temperature, except for errors associated with numerical round-off and linear solver
tolerances. In the M∞-const configuration the GP L2P configuration has the lowest dissipation
of temperature variance, follows by S L2P and L2S L2P. That is, the switch to a solenoidal
interpolant for the velocity leads to an increased dissipation of temperature variance, and this
is further increased by the addition of kinetic energy conservation. A similar picture is observed
in the M2-mid configuration, where now the L2S L2P configuration has greater dissipation of
temperature variance than the GP GP configuration.
Since Galerkin L2 projection dissipates in the L2 norm, the GP L2P configuration loses
kinetic energy in each interpolation, and hence it is perhaps unsurprising that this configuration
leads to weaker mixing than the L2S L2P configuration, which conserves kinetic energy in each
interpolation and hence has more energy available for tracer mixing. Increased mixing is also
observed when switching from Galerkin L2 projection for the velocity to solenoidal projection.
The discretisation of the thermal advection-diffusion equation does not preserve the temper-
ature bounds. Moreover Galerkin L2 projection does not preserve the bounds of an interpolated
function, and an L2 norm conserving interpolant magnifies any resulting numerical over- and
under-shoots. Consistent interpolation of a linear function, by contrast, does not introduce spu-
rious over- or under-shoots. Figure 5.6 shows the maximum and minimum temperatures for
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M∞-const M2-mid
M∞-const M2-mid
Fig. 5.5. Mean temperature change (upper row) and mean temperature variance (lower row) for the M∞-
const case (left) and M2-mid case (right). The L2S L2P case overlays the GP GP, GP L2P, and S L2P config-
urations in the upper figures.
the GP CI, GP GP, and L2S L2P configurations. The latter configuration, using an L2 norm
preserving interpolant for the temperature, has similar overshoot magnitudes to the GP GP
case, although the overshoot affects a greater fraction of the domain at early times (not shown).
However numerical dissipation overcomes this effect at later times.
5.4. Energetics and numerically induced mixing. The dominant energy exchange in
the lock-exchange is between the potential and kinetic energy. As the fluid sloshes back and
forth, the kinetic and potential energy oscillate. However, the sum of the potential and kinetic
energy decreases over time as energy is lost to mixing. The background potential energy, which
is the potential energy of the minimum energy state (or reference state) that can be obtained
by adiabatic redistribution of the system, can be used to quantify the energy loss [91, 90]. Most
crucially, for a mixing and closed system, changes to the reference state caused by diapycnal
mixing correspond to increases in the background potential energy [91]. While the potential and
kinetic energy oscillate, the background potential energy is, for a mixing system, a monotonically
increasing function that allows the loss of energy to diapycnal mixing to be clearly evaluated.
Here, the diffusion term in the thermal advection-diffusion equation is neglected. Any diapycnal
mixing that occurs, therefore, is spurious and can be attributed to the numerics. It is preferable
to minimise this effect and, hence, a smaller increase in the background potential energy over
time indicates an improved simulation performance.
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M∞-const M2-mid
Fig. 5.6. Maximum (above) and minimum (below) temperatures for the M∞-const case (left) and M2-mid
case (right).
The background potential energy is, subject to an appropriate choice of potential energy
zero point:
Eb = −Lρ0
∫ H
0
gαT∗z∗dz∗, (5.3)
where z∗ is the vertical coordinate of fluid with temperature T∗ in the reference state. z∗ is
defined via:
z∗ (T∗) = H
∫∫
Ω
H (x, z, T∗) dxdz∫∫
Ω
1dxdz
(5.4a)
H (x, z, T∗) =
{
0 if T (x, z) > T∗
1 otherwise
, (5.4b)
where T is the temperature. Here z∗ is calculated using the method of [83], yielding 10, 001
values of z∗ at uniformly spaced values of T∗ in the interval
[
min
Ω
T,max
Ω
T
]
. Eb/ρ0 is computed
from these values using trapezoidal rule quadrature, with the diagnostic computed every 0.625 s.
Figure 5.7 shows the background potential energy. The GP CI configuration leads to signif-
icantly larger mixing, particularly for the M∞-const case (as compared against the alternative
configurations in each case). The GP L2P configuration leads to reduced mixing. In the M2-
mid case the S L2P configuration has greater mixing than the GP L2P configuration, and the
L2S L2P configuration has further increased mixing. In the M∞-const case the L2S L2P and
GP GP configurations have similar levels of numerically induced mixing, while in the M2-mid
case the L2S L2P configuration has greater numerically induced mixing than the GP GP config-
uration.
5.5. Computational cost. The additional cost of the interpolants was measured using
the MPI_Wtime MPI function, with timings taken over the first 190 timestep-adapt-interpolate
cycles for the M2-mid L2S L2P configuration. The timings were measured on a machine with a
3.20 GHz Intel Core i5-3470 processor. The mesh had an average of 27, 844 vertices and 55, 436
elements (excluding the optimised mesh generated in the final adapt). The total runtime was
39, 735 s. The model timestepping (including some diagnostics) accounted for 88.3% of the model
runtime. Mesh-to-mesh Galerkin projection via supermeshing accounted for 3.5% of the runtime,
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M∞-const M2-mid
Fig. 5.7. Background potential energy for the two-dimensional lock-exchange simulations. Here the abscissa
takes a value of zero for the initial condition, and a value of one for a completely homogenised state with
temperature equal to the mean initial temperature everywhere.
and the mesh optimisation using the modified version of Ani2D-MBA for 0.3% of runtime. The
additional cost of interfacing with FEniCS and performing the post-processing steps to construct
the modified velocity and temperature interpolants (including some diagnostics) was 6.2% of
runtime.
6. Conclusions. Once the Galerkin L2 projection between function spaces defined on dif-
ferent meshes is available, more specialised constrained interpolants which are both L2 optimal
and preserve additional properties can be formulated. This principle was applied to construct
interpolants which are L2 optimal and preserve the L2 norm, and additionally preserve either
the function integral (for scalar functions) or preserve incompressibility (for function spaces with
gradient and skew-gradient embedding properties).
Specifically an L2 optimal L2 norm preserving interpolant was derived. This takes the form
of a scaling of the result following Galerkin L2 projection. The L2 optimal, globally conser-
vative, and L2 norm preserving interpolant was derived similarly. These two interpolants are
higher order modifications to Galerkin L2 projection, and introduce an additional error which is
asymptotically third order in the Galerkin L2 projection error (see lemmas 3.2 and 3.4).
In addition interpolants for weakly solenoidal vector-valued functions were derived. For
function spaces which observe gradient and skew-gradient embedding properties, such as for the
P1DG − P2 finite element pair, an L2 optimal solenoidal interpolant was studied. This yields
the standard orthogonal projection onto a weakly solenoidal space, with the difference here
that mesh-to-mesh Galerkin L2 projection is applied in order to yield an optimal mesh-to-mesh
solenoidal projection. For the function spaces considered the projection error was bounded in
terms of the Galerkin L2 projection error and the magnitude of the weakly harmonic component
of the donor function. For simulations of incompressible flow in a bounded simply connected
domain with no inflow or outflow this latter contribution was itself related to the discretisation
error in the donor function. The mesh-to-mesh solenoidal projection was combined with the
norm preserving interpolant to yield an L2 optimal L2 norm preserving solenoidal interpolant.
These interpolants were tested via simulations of the two-dimensional lock-exchange. The
GP L2P configuration, using an L2 norm preserving, globally conservative, and potential energy
conserving interpolant for the temperature, was found to have marginally lower numerically
induced mixing than the GP GP configuration, which used Galerkin L2 projection alone. The use
of a solenoidal interpolant for the velocity in one case led to increased numerically induced mixing,
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and the L2 norm conserving solenoidal interpolant for the velocity led to further increased mixing.
Hence here some competition was observed between interpolants which preserve temperature
variance, and lower mixing, and interpolants which preserve discrete properties for the velocity,
which in some cases were here found to increase mixing.
In [55] it is concluded that the mesh quality metric is critical to the simulation quality for
the two-dimensional lock exchange problem. However the effect of the mesh-to-mesh interpolant,
while smaller, has here been found to have a measurable effect on the simulation quality in this
complex numerical test case.
Constrained L2 optimal interpolants can be formulated very generally via the introduction
of appropriate Lagrange constraints [20]. Moreover, as a consequence of (2.2), if the constrained
functional involves only L2 inner products with the donor data, then constrained interpolants
can always be constructed using a single Galerkin L2 projection of the donor function onto an
appropriate target space defined on the target mesh, and then via additional post-processing (but
without further multimesh integration). Similarly if the constrained functional involves only H1
semi-inner products with the donor data, then the constrained interpolant can always be con-
structed using a single Galerkin L2 projection of the function gradient onto an appropriate target
space defined on the target mesh. Hence the availability of mesh-to-mesh Galerkin L2 projection
enables the straightforward implementation of a large class of constrained interpolants. This
property has been applied here in order to formulate L2 norm preserving and incompressibility
preserving interpolants. However the approach can be generalised to enable the development,
and implementation, of more advanced L2 optimal interpolants which preserve essential discrete
properties.
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