Data envelopment analysis (DEA) is a widely used mathematical programming technique for measuring the relative e±ciency of decision-making units which consume multiple inputs to produce multiple outputs. Although precise input and output data are fundamentally used in classical DEA models, real-life problems often involve uncertainties characterized by fuzzy and/or random input and output data. We present a new input-oriented dual DEA model with fuzzy and random input and output data and propose a deterministic equivalent model with linear constraints to solve the model. The main contributions of this paper are fourfold: (1) we extend the concept of a normal distribution for fuzzy stochastic variables and propose a DEA model for problems characterized by fuzzy stochastic variables; (2) we transform the proposed DEA model with fuzzy stochastic variables into a deterministic equivalent linear form; (3) the proposed model which is linear and always feasible can overcome the nonlinearity and infeasibility in the existing fuzzy stochastic DEA models; (4) we present a case study in the banking industry to exhibit the applicability of the proposed method and feasibility of the obtained solutions.
Introduction
Data envelopment analysis (DEA) initially introduced by Charnes et al. 1 is a wellknown nonparametric methodology for computing the relative e±ciency of a set of homogeneous units, named as decision-making units (DMUs). DEA generalizes the single-input single-output ratio model for e±ciency measurement into a multipleinput multiple-output model by utilizing the ratio for the weighted sum of outputs to the weighted sum of inputs. It computes scalar e±ciency scores with a range of zero to one that determine an e±cient level or position for each DMU under evaluation among all the DMUs. A DMU is considered e±cient if its e±ciency score is equal to one; otherwise it is said to be ine±cient.
Much research has been carried out on the performance measurement and solution procedures based on DEA models with crisp data. Keshavarz and Toloo 2 clari¯ed the relationships between DEA and the multi-criteria assignment problem and designed a two-phase DEA approach to¯nd and classify all e±cient assignments. Azizi and Wang 3 proposed a pair of bounded DEA models for measuring the overall performances of a set of DMUs which were represented by interval e±ciencies. He et al. 4 introduced a DEA model to improve the interval e±ciencies by decreasing inputs, increasing outputs, or altering both concurrently. 4 Boloori et al. 5 investigated the duality problem in DEA network structures and proposed equivalent multiplier and envelopment models for performance measurement. Gang et al. 6 proposed a pairwise comparison matrix in multiple criteria decision-making. However, a measure of impreciseness is often needed in most real-life DEA problems in which the observed input and output data are often not known precisely. Two typical methods including probability-theoretic and fuzzy-theoretic approaches are most often used for such DEA models involving uncertainty.
The notions of fuzziness and randomness were introduced in DEA to handle imprecise data. Fuzzy sets can be used to represent ambiguous or imprecise information. Hatami-Marbini et al. 7 have categorized the fuzzy DEA methods into¯ve general categories: the tolerance approach, 8, 9 the -level-based approach, 9,10 the fuzzy ranking approach, 11, 12 the possibility approach, 13 and the fuzzy arithmetic approach. 14 In the -level-based approach, the fuzzy DEA model is transformed into a pair of parametric programs for each -level. Kao and Liu, 10 one of the most cited studies in the Àlevel approach's category, used the method of Ref. 15 for ranking fuzzy numbers to transfer the fuzzy DEA model into a pair of parametric mathematical programs for the given level of . Saati et al. 16 represented a fuzzy DEA problem with a possibilistic programming model and used the -level-based approach to convert this problem into an interval programming problem. Puri and Yadav 17 applied the suggested methodology by Ref. 16 to solve a fuzzy DEA model with undesirable outputs. Khanjani Shiraz et al. 18 proposed fuzzy free disposal hull models under possibility and credibility measures. Momeni et al. 19 used fuzzy DEA models to represent the imprecise data in supply chain performance measurement problems. Tavana and Khalili-Damaghani 20 proposed a two-stage fuzzy DEA method to decompose the e±ciency score of a two-stage DMU into two stages. Payan 21 used the common set of weights to evaluate the performance of DMUs with fuzzy data with a linear program.
Land et al. 22 extended the chance-constrained DEA model to evaluate the e±-ciency of DMUs with deterministic inputs and random outputs. Olesen and Petersen 23 proposed a chance-constrained programming model for e±ciency evaluation using a piecewise linear envelopment of con¯dence regions for the input and output data in DEA. Researchers extend the concept of stochastic e±ciency. [24] [25] [26] Cooper et al. 27 used chance-constrained programming for extending congestion. Huang and Li 28 considered the possibility of random variations in input and output data and proposed stochastic DEA models. The joint chance constraints have observed stochastic been used by several in DEA models. Tsionas and Papadakis 29 proposed Bayesian inference techniques in chance-constrained DEA models. Udhayakumar et al. 30 used a genetic algorithm to solve the chance-constrained DEA models involving the concept of satis¯cing. Udhayakumar et al. 30 and Tsolas and Charles 31 used a satis¯cing DEA model in the banking industry. Farnoosh et al. 32 proposed a chance-constrained free disposal hull model with random input and random output. Wu et al. 33 considered undesirable outputs with weak disposability and proposed a stochastic DEA model. A review of stochastic DEA models can be found in a recent work by Olesen and Petersen. 34 Many scholars have used random phenomenon to represent uncertainty in mathematical programming problems. In real-life problems, it is not unusual to have to deal with two or more concurrent uncertainty factors. However, many researchers believe that the classical random and fuzzy variables cannot always be used to clearly represent complicated real-life problems where randomness and fuzziness coexist simultaneously. The concept of a fuzzy stochastic variable can be a useful method for handling these types of uncertainties concurrently. Several approaches have been proposed to study fuzziness and randomness simultaneously in DEA problems. Kwakernaak proposed the concept of a fuzzy random variable which was further enhanced by Refs. 35-38. 39, 40 Qin and Liu 40 developed a fuzzy random DEA model and represented the fuzzy random data with well-known possibility and probability distributions. Tavana et al. 41 also introduced three di®erent FDEA models consisting of probability-possibility, probability-necessity and probability-credibility constraints in which input and output data entailed fuzziness and randomness at the same time. Tavana et al. 42 provided a chance-constrained DEA model with random fuzzy data using Poisson, uniform, and normal distributions. Tavana et al. 43 further proposed DEA models with bi-random input-output.
Khanjani et al. 44 proposed fuzzy rough DEA models based on the expected value and possibility approaches. Paryab et al. 45 proposed DEA models using a bi-fuzzy data-based possibility approach. However, there has been no attempt to study randomness and roughness simultaneously in DEA problems. Nasseri et al. 46 proposed a DEA model with undesirable output consisting of probability-possibility, probability-necessity and probability-credibility constraints. To deal with the uncertain environments, especially hybrid environments, the DEA model may disorder its structure when the uncertain parameter of input and output exists. For example, the method proposed by Ref. 41 does not calculate the e±ciency scores of DMUs in the range of zero to one for input-oriented DEA models. Another shortcoming of this approach is the nonlinear (quadratic) form of the proposed DEA model. Hence, this study tries to overcome the shortcomings of the existing approaches.
Several researchers have studied e±ciency measurement in the banking industry. Ebrahimnejad et al. 47 evaluated the 61 banks in the Gulf Cooperation Council countries using a modi¯ed semi-oriented radial measure in DEA models with negative data. They considered total assets, capital and deposits as input variables, and loans and equity in each branch as output variables. Charles and Kumar 50 used a satis¯cing DEA model to measure service quality e±ciency. They addressed noise in the data using stochastic simulation and applied their model to 13 major banks operating in Malaysia. Hadi-vencheh et al. 51 considered a data set, which consists of 27 banks with three inputs and two outputs in the period 1987-1989 in which managers desire to assess the impact of information technology on bank performance. Toloo and Tichý 52 evaluated 14 banks active in the Czech Republic based on extended multiplier and envelopment forms of DEA models.
The main contributions of this paper are fourfold: (1) we extend the concept of normal distribution for fuzzy stochastic variables and propose a new version of DEA model for problems characterized by fuzzy stochastic variables; (2) we transform the proposed DEA model with fuzzy stochastic variables into a deterministic equivalent linear form; (3) since the proposed model is linear and always feasible, it overcomes the lack of infeasibility and nonlinearity of the existing fuzzy stochastic DEA models; (4) we present a case study in the banking industry to exhibit the feasibility and richness of the obtained solutions.
The remainder of this paper is organized as follows. In Sec. 2, we present some necessary concepts related to fuzzy set theory and probability theory. Section 3 introduces an extended normal distribution and a modi¯ed ranking function. Section 4 presents our proposed CCR-DEA model to solve the fuzzy stochastic DEA model. In Sec. 5, we present the results of a case study in the banking industry to evaluate the e±ciency of 25 branches. Section 6 presents our conclusions and future research directions.
Preliminaries
In this section, we review some necessary concepts related to fuzzy set theory and probability theory, which will be used in the rest of paper (see Refs. 36 and 53-56). De¯nition 1. A fuzzy setÃ, de¯ned on universal set X, is given by a set of ordered pairsÃ ¼ fðx; Ã ðxÞÞ j x 2 Xg where ÃðxÞ gives the membership grade of the element x in the setÃ and is called the membership function. De¯nition 2. A fuzzy setÃ, de¯ned on universal set of real numbers R, is a fuzzy number if its membership function has the following features:
(1)Ã is convex, i.e., 8x; y 2 R, 8 2 ½0; 1; Ã ðx þ ð1 À ÞyÞ ! minfÃ ðxÞ; ÃðyÞg, (2)Ã is normal, i.e., 9" x 2 R; Ã ð" x Þ ¼ 1, (3) Ã is piecewise continuous. 
Þ LR be two L À R fuzzy numbers and k be a nonzero real number. Then, the formula for the extended addition and the scalar multiplication is de¯ned as follows:
. . . ;Ã r be r fuzzy sets in X 1 ; . . . ; X r , respectively, and f is a mapping from X to universe Y ¼ f ðx 1 ; . . . ; x r Þ. De¯nition 9. A probability space is de¯ned as a triplet ð; AE; PrÞ, where is a sample space, AE is the s-algebra of subsets of (i.e., the set of all possible potentially interesting events), and a probability measure on , denoted by Pr, satis¯es:
for any countable and mutually disjoint events
De¯nition 10. Let us assume ð; AE; PrÞ is a probability space and is a sample space. Let us further assume that AE is the s-algebra of subsets of (i.e., the set of all possible interesting events) and Pr is a probability measure on . Then, a fuzzy random variable is a function from a probability space ð; AE; PrÞ to the set of fuzzy variables such that for every Borel set B of <, PosfðwÞ; w 2 Bg is a measurable function of !.
Extended Normal Distribution
A fuzzy random variable can be characterized as a general random variable taking on values that may be fuzzy but not limited to crisp ones. Hence, we extend the concept of stochastic distributions for these variables using the following de¯nitions:
Fuzzy mean of" X as a stochastic variable ; :
Left and right spread, respectively " :
Triangular fuzzy number set
S-algebra of subsets of " Eð:Þ and Varð:Þ:
Expectation and variance, respectively f ð:Þ:
Density function Prð:Þ:
Probability measure Èð:Þ:
cdf of standard normal distribution N ð; Þ:
Normal distribution De¯nition 11. Let" X ¼ ð; ; Þ be a fuzzy stochastic variable. We say ð; ; Þ $ " N ð" ; Þ with " ¼ ð; ; Þ has an extended normal distribution, with the following components:
where " f ð:Þ and " Èð:Þ are the density function and the cumulative distribution function, respectively. In addition, we de¯ne fuzzy variable " x 6 2 " AE as:
In the following, we use the notations E ð" X Þ and Varð" X Þ in representation of "
and , respectively. Afterwards, E ð" X Þ ¼ " ¼ ðEðÞ; ; Þ; Varð" X Þ ¼ VarðÞ ¼ 2 . It is notable that E ð:Þ and Varð:Þ are not necessarily the expectation and variance.
Proof. Let"
By fuzzy arithmetic and assuming > 0, we havẽ
According to De¯nition 11 and the standard normal distribution properties, the components of the last fuzzy random variable will be:
2 varðz Þ ¼ 1. As a result, À" Z $ " N ð " 0; 1Þ where " 0 ¼ ð0; ; Þ.
Proof. We¯rst prove Eq. (4). From Eq. (2), we have
On the other hand, by De¯nition 11 and the properties of È À1 ð:Þ, we have:
The combination of two last relations results in È À1 ðÞ ! 0 . So, we have ðÈ À1 ðÞ; ; Þ " ! 0 : Finally, " ! 0 " z 0 completes the proof (3). Now consider Eq. (5). From Eq. (2), we have
Thus,
The combination of two last relations results in È À1 ð1 À Þ ! ! 0 . This means that ðÈ À1 ð1 À Þ; ; Þ ! " ! 0 . Finally, " ! 0 ! " z 0 completes the proof (4).
Proof. First we prove (6) . For the case of
we have Proposition 1. Also,
In addition, according to Preposition 3, we have:
The proof of (7) is similar to (6) by using the relation (5).
It is notable that, to solve an inequality in possibility space, we use the following Lemma to convert the fuzzi¯ed variable into a deterministic one. Remark 2. We have extended the normal distribution for stochastic variables to fuzzy stochastic variables. We named such a distribution as the extended normal distribution. It is worthwhile to note that the extended normal distribution is not a kind of stochastic distribution for random variables. This is a fuzzy stochastic distribution. Moreover, the existing approach for solving DEA models in the presence of fuzzy random variables such as the chance-constrained programming approach and the measure-based approach are not able to determine a unique measure in fuzzy random space. In the following section, we show that the proposed extended normal distribution allows us to de¯ne a unique measure on the fuzzy stochastic space.
Fuzzy Stochastic DEA-CCR Model

Proposed DEA-CCR model
Consider a set of n DMUs, where DMU j has a production plan ðx j ; y j Þ and using m inputs x j ¼ ðx 1j ; x 2j ; . . . ; x mj Þ produces s outputs y j ¼ ðy 1j ; y 2j ; . . . ; y sj Þ. The technical e±ciency of a given DMU k under a constant return to scale can be obtained by utilizing the following problem called the input-oriented CCR primal model: 
The DMU k is (technically) e±cient if
Substitutingx ij ¼ j x ij andŷ rj ¼ j y rj into Model (8) , the following equivalent model is obtained:
Fuzzy stochastic DEA-CCR model: An extended probability approach
The aim of this section is to propose a DEA method for evaluating the e±ciencies of DMUs with fuzzy stochastic input and output data. An input or output variable in a DEA problem can be a fuzzy variable, and its mean values can still be normally distributed. In this study, we consider fuzzy stochastic variables in DEA problems. To this end, consider n DMUs where each DMU using m fuzzy stochastic inputs, " x ij ¼ ðx 56 is a stochastic optimization model suitable for solving optimization problems with uncertain data. We build on this model and propose the following extended CCR model: In what follows we show that the extended probability CCR Model (10) can be equivalently transformed into a linear programing model.
Based on Theorem 1, the constraint (i) in Model (10) is equivalent to the following equations:
Based on Lemma 1, the above relation, at given threshold, becomes:
Similarly, constraint (ii) in Model (10) is converted to the following deterministic constraint:
Constraint (iii) in Model (10) can be transformed into two constraints
These constraints can be rewritten as the following constraints based on Theorem 1, where r ¼x ij j and" X ¼" x ij :
where r ¼x ij j andX ¼" x ij . Based on Lemma 1, the constraint (iii) in Model (10) is equivalent to the following equations:
Finally, with the substitutions r ¼x ij = j and È À1 ðÞ ¼ ÀÈ À1 ð1 À Þ, constraint (iii) in Model (10), Prðx ij = j " x ij x ij = j Þ ! , is converted to the following deterministic constraints:
Similarly, for constraint (iv) in Model (10),
we will havê
Therefore, the deterministic equivalent for Model (10) can be derived as follows:
In case that L À1 ðÞ ¼ R À1 ðÞ, Model (11) is converted to the following Model (12) . An example for this case is the triangular fuzzy number with L À1 ðÞ ¼ R À1 ðÞ ¼ 1 À . 
where T is a function related to ; and x is a decision variable that belongs to S R n . If f j is a decreasing function related to ; then T will be increasingly related to .
Proof. Given 2 ! 1 , we show that T ð 2 Þ ! T ð 1 Þ. A direct conclusion of the increasing function f j is f j ð 1 ; xÞ ! f j ð 2 ; xÞ; 8x 2 S. As a result, each feasible solution x, with f j ð 2 ; xÞ ! 0, from model related to T ð 2 Þ is also feasible, with f j ð 1 ; xÞ ! 0, for the model related to T ð 1 Þ. As the problem is minimized, T ð 2 Þ ! T ð 1 Þ and the proof is complete.
The following theorem shows that the objective function of Model (11), E k ð; Þ, is monotonously decreasing related to each level of and .
Theorem 2.
If E k ð; Þ is the optimum objective function value of Model (11), then E k ð 1 ; Þ E k ð 2 ; Þ and E k ð; 1 Þ E k ð; 2 Þ where 1 2 and 1 2 .
Proof. Let T ðÞ ¼ E k ð; Þ with ¼ in Lemma 2. Consider each constraint in Model (11) as f j ð; xÞ ! 0. As L À1 ðÞ and R À1 ðÞ are decreasing functions, the corresponding function f j related to each constraint is decreasing related to ¼ .
Þ with ¼ as in Lemma 1 and È À1 ðÞ ¼ È
À1
. As È À1 ðÞ is increasing, the function È À1 ð1 À Þ would be decreasing. Hence, a similar reasoning can be applied to show that E k ð; 2 Þ ! E k ð; 1 Þ. This completes the proof.
We present the following de¯nition to de¯ne the e±ciency of each DMU. 
As E k ð; Þ is monotonically increasing relative to each level, especially , there is a bijection correspondence between E k ð; Þ and E k ð;
for e±ciency scores of Model (11) Proof. The proof of (1) Remark 3. For the stochastic threshold value > 1=2, the model related to E k ð; Þ will be infeasible. So, the e±ciency cannot be de¯ned in this case. Hence, by De¯nition 12, we have de¯ned a new representation of the e±ciency, E T k ð; =2Þ, in the proposed fuzzy random DEA model. This concept of e±ciency is well de¯ned according to Theorem 2 since E k ð; Þ is increasing with respect to threshold .
Advantages of the proposed approach
The chance-constrained programming approach and the measure-based approach are two main approaches for solving DEA models with fuzzy random variables. But, these approaches are not able to determine a unique measure in fuzzy random space. Introducing such measure is the main contribution of this study. The other advantages of the proposed models can be summarized as follows:
. The main advantage of the proposed model is to introduce an extension of normal distribution to support some fuzzy random data, and this is the¯rst attempt in this area.
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. In contrast to traditional DEA models, the existing fuzzy stochastic DEA models (Ref. 41) do not provide the e±ciency score for each DMU within the speci¯ed range (0, 1]. The extended fuzzy stochastic DEA models in this paper, similar to the conventional DEA models, provide the e±ciency score for each DMU within the speci¯ed range (0, 1]. . The existing method proposed by Ref. 41 is infeasible for some cases, whereas thefuzzy stochastic DEA model proposed here is always feasible, as proved in Theorem 3. . In the proposed approaches, several DMUs may be assessed as FSDEA-e±cient.
Similar to the conventional DEA ranking models, the FSDEA cross e±ciency model can be extended to distinguish the performance of FSDEA-e±cient DMUs. . It is worthwhile to note that using the Prðposð:ÞÞ approach for solving fuzzy stochastic DEA models, the model under consideration is converted to a quadratic programming model, while using the Prð:Þ approach for solving DEA models with fuzzy stochastic data results in a linear programming model.
Numerical example
The e±ciency of four farms D 1 , D 2 , D 3 , and D 4 , with areas of 5, 5, 4, and 7 acres, respectively, is to be evaluated. The crop is wheat in all of the farms. The amount of the yield is a random variable normally distributed with mean 2.5, 3, 5, and 3.5. The variance is 1 for all. The amount of rainfall is estimated as a fuzzy random variable. The data are listed in Table 1 .
The corresponding model 14 with D 1 is as follows:
ŷ 11
x 11 þx 12 þx 13 þx 14 " The e±ciency scores related to probability-credibility model proposed by Tavana et al. 41 will be infeasible for DMU3.
Case Study
In this section, we present a case study in the banking industry to exhibit the applicability of the proposed method and feasibility of the obtained solutions. The International Bank of Iran (IBI) a is the¯rst international bank established in 1927
by the Iranian government. The bank has 25 branches in the city of Qaemshahr in southern Iran. The input and output data used in this study belong to these 25 IBI branches from May 2012 to February 2013. We considered a personnel score (re°ecting quantity and quality of the personnel at each branch), total short-term and long-term deposits (TD), and nonperforming assets or loans (NPA). The output data included: interest and fee revenues. Each branch uses three inputs (personnel score, deposits, and delinquency) to produce two outputs (interests and fees). Table 2 presents the crisp input-output data for each branch. However, there is some degree of uncertainty associated with these input and output data which could be represented by fuzzy stochastic numbers. In banks, the source of uncertainty is the discrepancy between the actual and available data. The two inputs (TDs and NPAs) and all outputs are represented by TFNs. The collected crisp data in Table 1 related to TDs, NPAs, and outputs are considered as the mean of the TFNs. The left and right spreads of the inputs and outputs are calculated by 1% of the mean value. On the contrary, the inputs and outputs corresponding to these 10 consecutive months are assumed to be random variables that need to be estimated. By using goodness of¯t tests, normal distributions have been¯t on the random variables. The corresponding expected value is the observed input (output) data and the standard deviation of the components is 1. Hence, each DMU in this case is considered as a fuzzy variable with randomized mean. a The name is changed to protect the anonymity of the bank. In Table 2 , we present the e±ciency values associated with the bank branches for ve speci¯ed threshold levels given by Model (14) . As shown in this table, DMUs 8, 10, 11, and 22 have the best e±ciency scores at each given level, respectively.
Generally from Table 3 , we can see the applicability of Theorems 2 and 3 for Model (12) To compare the proposed Model (14) with the approach given in Ref. 41 , we run the probability-possibility model of their approach. As we see from Table 4 , the e±ciency of DMU8 and 10 is greater than 1 for all levels. Figure 1 illustrates a comparison of these two approaches in the average index. The¯nal rankings of the 25 bank branches are presented in Table 5 . The main reason for using the proposed approach in this study in comparison with the approach given by Tavana et al. 41 is for performance evaluation. First, the model Secondly, that approach extended the multiplier DEA models to a fuzzy stochastics environment. Thus, based on these models, it is not possible to determine virtual unit on the e±cient surface as a target unit for the ine±cient unit. While our proposed stochastics DEA models not only provide fuzzy stochastics efciency scores that can be used in practical applications as performance indicators of the DMUs, but also divide the DMUs into two di®erent groups, ine±cient and e±cient DMUs, by providing e±ciency scores less than and equal to one, respectively. Moreover, since we have extended the envelopment DEA model to a fuzzy stochastics environment, it is practical to¯nd a target unit for each ine±cient DMU that can inform the decision maker of the amount (%) by which an ine±cient DMU should decrease its inputs and/or increase its outputs to become e±cient. Finally, the proposed model in Ref. 41 is nonlinear which makes it di±cult and time-consuming to obtain the optimal solutions, whereas the proposed model in this study is linear which can be solved by the standard linear programming algorithm in a simple manner.
Conclusions
In this paper, we formulated a DEA model in a fuzzy random environment. In this way, we applied an extended normal distribution to illustrate a normal random with fuzzy values. This extension provides a measure of fuzzy random variables. Furthermore, the methodology uses chance-constrained programming to solve such a DEA model with the proposed measure. In comparison with the proposed model in Ref. 41 , our proposed approach not only results in a linear programming model, but also gives e±ciency scores within the range of zero to one for DMUs similar to traditional input-oriented DEA models. Moreover, the feasibility of the proposed model is proved for di®erent fuzzy and random thresholds. Also, a case study for the banking industry has been utilized to analyze the performance of some commercial bank branches in Iran. Therefore, future research can develop global measures for fuzzy stochastic programming using chance-constrained programming. Also this work can be extended to solve other mathematical programming problems. [58] [59] [60] [61] 
