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Abstract
The Perron–Frobenius spectral theory of nonnegative matrices motivated an inten-
sive study of the relationship between graph theoretic properties and spectral properties
of matrices. While for about seventy years research focused on nonnegative matrices, in
the past fifteen years the study has been extended to general matrices over an arbitrary
field. One of the major original problems in this context is determining the relations
between the matrix analytic height characteristic of a matrix and the graph theoretic
level characteristic. In this article the history of this problem is reviewed, from its in-
troduction for nonnegative matrices, through its complete solution for nonnegative
matrices, to the solution of the generalized version of the problem for general matri-
ces. Ó 1999 Elsevier Science Inc. All rights reserved.
1. Introduction
The well-known Perron–Frobenius spectral theory of nonnegative matrices,
see [4,5], motivated an intensive study of the relationship between graph the-
oretic properties and spectral properties of matrices. While for about 70 years
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research focused on nonnegative matrices, in the past fifteen years the study
has been extended to general matrices over an arbitrary field. In this article,
based on an invited talk given in the ‘‘Hans Schneider’’ Conference of the
International Linear Algebra Society, 3–6 June 1998, Madison, Wisconsin, we
review the history of one of the major problems in this context from its in-
troduction for nonnegative matrices, through its complete solution for non-
negative matrices, to the solution of the generalized version of the problem for
general matrices.
By the Perron–Frobenius theory, the spectral radius qA of a nonnega-
tive matrix A, that is, the maximal absolute value of an eigenvalue of A, is
itself an eigenvalue of A. Furthermore, if A is irreducible then qA is a
simple eigenvalue of A. In his Ph.D. thesis [23], Schneider discussed the
combinatorial structure of the generalized eigenspace associated with
the eigenvalue qA of a reducible nonnegative matrix A or, equivalently, the
generalized nullspace of a singular M-matrix. He observed that in two ex-
treme cases, the height characteristic gA of an M-matrix A, which describes
the analytic structure of the generalized nullspace, is equal to the level
characteristic kA of A, which is determined by the zero pattern of the
block triangular Frobenius normal form of A. The equality of the two se-
quences does not hold for all M-matrices, and therefore Schneider asked
what the relations between the two sequences for general M-matrices are. He
also asked what the cases of equality are. These questions were answered
about thirty six years later, when a majorization relation between the two
sequences was established, and thirty five equivalent conditions were given
to describe the equality case.
A generalization of the study to general essentially triangular matrices re-
sulted in a theorem whose application to the M-matrix case appeared to be
stronger than the majorization result between kA and gA. This, and the fact
that this majorization relation is irrelevant for general block triangular ma-
trices with square diagonal blocks such that 0 is a multiple eigenvalue of at
least one singular diagonal block, indicates that the level characteristic is not
really the right concept to work with, and that the sequence kA should
probably be replaced by another sequence. Indeed, two dierent but related
sequences were defined and used to obtain improvements and generalizations
of the original majorization result. The latter results cannot be improved, since
in the generic case we have equality. They provide complete answers to the
generalized version of Schneider’s original questions, referring to general ma-
trices rather than M-matrices.
Section 2 of this paper contains some basic definitions and notation.
Schneider’s results in the extreme cases, followed by some examples and the
original questions, are brought in Section 3. The complete answers for these
questions are given in Section 4. The study is then extended to general essen-
tially triangular matrices in Section 5, and to general matrices in Section 6.
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This is a survey paper. However, we have included an original observation
in Section 6, relating two results on block triangular matrices. Our observation
makes these two theorems ‘‘talk in a similar language’’ and consequently
provides a clear alternative proof to the implication relation between the two
results. We have also included a couple of problems that are still open.
2. Definitions and notation
All the graphs in this paper are (simple) directed graphs.
Definition 2.1. For an n n matrix A we define the graph GA of A to be the
graph with vertices 1; . . . ; n, and where there is an arc from i to j if and only if
aij 6 0. Similarly, we define the following.
Definition 2.2. Let A be a matrix in a q q block form
A11 A12 . . . A1q
A21 A22 . . . A2q
..
. ..
. . .
. ..
.
Aq1 Aq2 . . . Aqq
0BBBBB@
1CCCCCA :
We define the reduced graph RA of A to be the graph with vertices 1; . . . ; q,
and where there is an arc from i to j if and only if Aij 6 0.
Note that a matrix A can be partitioned into various block forms and as
such the term ‘‘the reduced graph RA of A’’ is not well defined. However, we
shall use this term referring to the relevant block partition when no confusion
should arise. A similar remark holds for the term ‘‘level characteristic’’ defined
in the following definition.
Definition 2.3. (i) Let A be a matrix in a q q block form with square diagonal
blocks A11; . . . ;Aqq. A vertex i in RA is said to be singular if the matrix Aii is
singular.
(ii) The level of a singular vertex i in RA is the maximal number of singular
vertices on a path in RA that terminates at i.
(iii) Let m be the maximal level of a singular vertex in RA. The level
characteristic kA of A is defined to be the sequence k1; . . . ; km, where kk is
the number of singular vertices of RA of level k.
A specific block partition of A is the following.
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Definition 2.4. (i) An n n matrix A is said to be irreducible if the graph GA is
strongly connected, that is, either n  1 or for all i; j 2 1; . . . ; nf g there is a path
in GA from i to j.
(ii) As is well known, every n n matrix A can be brought by permutation
similarity to a (lower) block triangular form
A11 0 . . . 0
A21 A22 . . . 0
..
. ..
. . .
. ..
.
Ap1 Ap2 . . . App
0BBB@
1CCCA; 2:5
where the diagonal blocks A11; . . . ;App are irreducible square matrices. The
form (2.5) is said to be (the) Frobenius normal form of the matrix A.
We remark that the reduced graph associated with the Frobenius normal
form of a matrix A is uniquely determined up to vertex relabeling. Therefore,
the corresponding level characteristic is uniquely determined.
Notation 2.6. For an n n matrix A we denote by NA the nullspace of A and
by EA the generalized nullspace of A, viz. NAn. We denote by nA the
nullity of A (the dimension of NA). It is agreed that nA0  0.
Definition 2.7. For a singular n n matrix A let t be the maximal positive
integer such that nAt > nAtÿ1. We define the height characteristic gA of A
to be the sequence g1; . . . ; gt, where gk  nAk ÿ nAkÿ1.
We remark that in many references the height characteristic of a matrix A is
called the Weyr characteristic of A, e.g. [24].
Definition 2.8. For a singular matrix A we define the Segre characteristic jA
of A to be the nonincreasing sequence of sizes of Jordan blocks associated with
the eigenvalue 0.
Definition 2.9. Let a  a1; . . . ; at be a nonincreasing sequence of positive
integers. Consider the diagram formed by t columns of stars such that the jth
column has aj stars. The sequence a dual to a is defined to be the sequence of
row lengths of the diagram, reordered in a nonincreasing order.
It is well known that the height characteristic and the Segre characteristic
are dual sequences, e.g. [26].
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3. Nonnegative matrices in Frobenius normal form – two extreme cases
Let A be a square nonnegative (entrywise) matrix. By the well-known Per-
ron–Frobenius spectral theory of nonnegative matrices, the spectral radius
qA of A, that is, the maximal absolute value of an eigenvalue of A, is itself an
eigenvalue of A. Furthermore, if A is irreducible then qA is a simple eigen-
value of A. In this section we refer to the combinatorial structure of the gen-
eralized eigenspace associated with the eigenvalue qA of a reducible
nonnegative matrix A. In order to state the results in terms of the Segre
characteristic, we use the following well-known definition.
Definition 3.1. A square matrix A is said to be a Z-matrix if A  rI ÿ B where B
is a nonnegative matrix. The Z-matrix matrix A is said to be an M-matrix if
r P qB.
Then, instead of studying the eigenvalue qA of a nonnegative matrix A we
equivalently study the eigenvalue 0 of a singular M-matrix A. We shall assume
that the matrix A is in Frobenius normal form, and so its level characteristic is
associated with that form.
The following was proven in [23] and appeared as [24, Theorem 3].
Theorem 3.2. Let A be an M-matrix. Then the following are equivalent:
(i) The Segre characteristic of A is 1; . . . ; 1.
(ii) The level characteristic of A is t.
Note that since 0 is a simple eigenvalue of every singular diagonal block in
the Frobenius normal form of A, the number t in the level characteristic in
Theorem 3.2(ii) is equal to the algebraic multiplicity mA of 0 as an eigenvalue
of A. Also, the number of 1’s in the Segre characteristic in Theorem 3.2(i) is
equal to mA. Therefore, Theorem 3.2 states that in the extreme case that each
path of RA has at most one singular vertex we have
kA  jA  gA: 3:3
Example 3.4. Let
A 
a 0 0 0
ÿb 0 0 0
ÿc ÿ d e 0
ÿf 0 0 0
0BBB@
1CCCA ;
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where a; b; c; d; e and f are positive numbers. The (reduced) graph of A is given
in Fig. 1.
The singular vertices are the loopless vertices of the graph. We have
kA  2 and indeed, independently of the values of the nonzero elements of
A, we have gA  2 or, equivalently, jA  1; 1.
Another extreme case that was proven in [23], see also [24, Theorem 5], is the
case that all singular vertices of RA lie on a path.
Theorem 3.5. Let A be an M-matrix. Then the following are equivalent:
(i) The Segre characteristic of A is t.
(ii) The level characteristic of A is 1; . . . ; 1.
Example 3.6. Let
A 
a 0 0 0
ÿb 0 0 0
ÿc ÿ d e 0
ÿf ÿ g ÿ h 0
0BBB@
1CCCA ;
where a; b; c; d; e; f ; g and h are positive numbers. The (reduced) graph of A is
given in Fig. 2.
Fig. 1.
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We have kA  1; 1. Here too, the actual values of the nonzero elements of A
do not aect the Segre characteristic and we have gA  1; 1 or, equivalently,
jA  2.
Note that the equality (3.3) holds also in the case covered by Theorem 3.5.
One may thus ask whether this equality holds in general. The answer to this
question is negative, as is demonstrated by the following example.
Example 3.7. Let
A 
0 0 0 0
0 0 0 0
ÿc ÿ d 0 0
ÿf ÿ g 0 0
0BBB@
1CCCA;
where c; d; f and g are positive numbers. The (reduced) graph of A is given in
Fig. 3, and so kA  2; 2. Here, the Segre characteristic depends on the
values of the nonzero elements of A. We have gA  3; 1 and jA  2; 1; 1
whenever c=f  d=g, while we have gA  jA  2; 2 otherwise.
Theorems 3.2 and 3.5 and Example 3.7 raise the following questions, asked
by Schneider in his thesis [23], see also [25, Questions (6.7) and (6.8)].
Fig. 2.
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Question 3.8. For M-matrices A, what are the relations between kA and gA?
Question 3.9. For M-matrices A, when do we have kA  gA?
Question 3.8 will be answered by Theorem 4.9 below. An answer to Ques-
tion 3.9 can be found in [14,15], where thirty five conditions equivalent to
kA  gA are given. Most of these conditions are given in terms of height
bases and level bases that are defined in the next section.
4. Nonnegative matrices in Frobenius normal form – the general case
In this section, we review the answer to Question 3.8 and some further de-
velopments.
Definition 4.1. Let v be a vector in the generalized nullspace EA of a square
matrix A. We define the height of v, denoted by heightv, to be the minimal
nonnegative integer k such that Akv  0.
The following concept was introduced in [14].
Definition 4.2. Let A be a square matrix and let gA  g1; . . . ; gt be the
height characteristic of A. A basis for E(A) is called a height basis for E(A) if
the number of basis elements of height j is gj; j  1; . . . ; t.
For every square complex matrix A we can find a height basis for EA. An
example for such a basis is every Jordan basis, that is, the columns of a matrix
T such that Tÿ1AT is in Jordan canonical form.
Definition 4.3. Let A be a square matrix in Frobenius normal form (2.5), and
let v be a vector in EA. We partition v as v1 v2 . . . vpT in accordance with the
form (2.5). Let RA be the reduced graph of A associated with Eq. (2.5). We
define the level of v, denoted by levelv, to be the the maximal level of a
singular vertex i such that vi 6 0.
Fig. 3.
180 D. Hershkowitz / Linear Algebra and its Applications 302–303 (1999) 173–191
Another type of basis for EA defined in [14] is the following.
Definition 4.4. Let A be a square matrix, and let kA  k1; . . . ; km be the level
characteristic of A. A basis for E(A) is called a level basis for E(A) if the number
of basis elements of level j is kj, j  1; . . . ;m.
While the number of basis elements of any basis for EA is equal to the
algebraic multiplicity of 0 as an eigenvalue of A, the number of singular ver-
tices of RA can be smaller. Therefore, if a level basis for EA exists then these
two numbers must be equal, which is the case that 0 is a simple eigenvalue of
every singular diagonal block. An example of such a case is of M-matrices.
Indeed, the Nonnegative Basis Theorem proven in [21, Theorem 3.1] and the
Preferred Basis Theorem proven in [19, Theorem 6.2] and reproved in [13],
imply the following theorem on the existence of a level basis for an M-matrix.
Theorem 4.5. Let A be an M-matrix. There exists a nonnegative level basis for
EA.
A similar result for general matrices follows from the generalization of the
Preferred Basis Theorem, proven in [12].
Theorem 4.6. Let A be a block triangular matrix with square diagonal blocks
such that 0 is a simple eigenvalue of the singular diagonal blocks. Then there
exists a level basis for EA.
With Theorem 4.5 we can provide an answer for Question 3.8. For this
purpose we use a result from [14].
Lemma 4.7 [14, Corollary (4.11)]. Let A be and M-matrix and let v be a non-
negative vector in EA. Then heightv  levelv.
Definition 4.8 Let a  a1; . . . ; at and b  b1; . . . ; bt be sequences of non-
negative integers with the same number t of elements. We say that b majorizes
a, and denote it by a  b, if a1      ak 6 b1      bk for all k < t, and
a1      at  b1      bt.
It now follows from Theorem 4.5 and Lemma 4.7.
Theorem 4.9. For an M-matrix A we have kA  gA.
Proof. Let B be a nonnegative level basis for EA. By Lemma 4.7, for every
vector v in B we have heightv  levelv. Therefore, the k1      kk linearly
independent vectors in B whose level is less than or equal to k are all in NAk,
whose dimension is g1      gk. The claim follows. 
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Example 3.7 demonstrates the assertion of Theorem 4.9. There we have
kA  2; 2, while gA is either 3; 1 or 2; 2. So, in any case we have
kA  gA.
Theorem 4.9 implies the following upper bound on the index of an M-ma-
trix, that is, the size of the largest Jordan block associated with the eigenvalue
0.
Corollary 4.10. For an M-matrix A, the index of A is less than or equal to the
number of levels in RA.
Proof. By [18, p. 174], it follows from Theorem 4.9 that the sequence
jA  gA is majorized by the dual sequence of kA reordered in a nonin-
creasing order. In particular, it follows that the first element of jA, which is
the index of A, is less than or equal to the number of levels in RA. 
We remark that the Index Theorem for M-matrices, proven in [21], see also
[25, Corollary 7.5], asserts that the index of A is equal to the number of levels in
RA.
A result that is somewhat stronger than Theorem 4.9 is proven in [8] for the
wider set of general block triangular matrix with square diagonal blocks such
that 0 is a simple eigenvalue of the singular diagonal blocks. To state this result
we introduce a notation.
Notation 4.11. Let k be a sequence of positive integers. We denote by k^ the
sequence k reordered in a nonincreasing order.
Based on Theorem 6.1 below, proven in [3], it is proven in [8].
Theorem 4.12. Let A be a block triangular matrix with square diagonal blocks
such that 0 is a simple eigenvalue of the singular diagonal blocks. Then
k^A  gA.
In fact, it will shown in the sequel that a result that is even stronger than
Theorem 4.12 holds, see Theorem 5.2.
In view of Theorems 4.9 and 4.12 it is natural to ask question.
Question 4.13. (i) What are all possible level characteristics for M-matrices
with a given height characteristic?
(ii) What are all possible height characteristics for M-matrices with a given
level characteristic?
The complete answer to both questions in given in [16, Theorem 3.3].
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Theorem 4.14. Let k and g be two sequences of positive integers with the same
number of elements, and assume that g is nonincreasing. If k^  g then there exists
a loopless acyclic graph G such that for every matrix A over an arbitrary field
with GA  G we have kA  k and gA  g.
Note that if we prescribe the level characteristic we still have a lot of free-
dom in determining the graph, and even more so when determining the reduced
graph. We conclude this section with a problem that is still open.
Problem 4.15. (i) What are all possible height characteristics for M-matrices
with a given graph?
(ii) What are all possible height characteristics for M-matrices with a given
reduced graph?
In particular, it is interesting to know whether for a given graph G every
sequence that majorizes the level characteristic can serve as a height charac-
teristic of an M-matrix A such that GA  G or RA  G. It follows from
Theorem 4.14 that the answer to this question is negative when we require that
GA  G, since for certain graphs only one specific sequence serves as the
height characteristic of all matrices A such that GA  G. In the sequel we
shall have Example 6.11 which shows that the answer is negative also in the
case that we require that RA  G, since in that example we have
kA  2; 1; 2; 2 but 3; 2; 1; 1  gA.
5. General essentially triangular matrices
Theorem 4.14 talks about general matrices with an acyclic graph. Such a
matrix is permutationally similar to a (strictly) lower (or upper) triangular
matrix, and therefore will be called essentially triangular. In this section, we
survey the extension of our problems to general essentially triangular matrices.
Notation 5.1. (i) Let G be a graph with no cycles other than loops. We denote
by pkG the maximal number of loopless vertices in G that can be covered by k
or fewer vertex disjoint paths in G.
(ii) Let t be the minimal number of vertex disjoint paths in G needed to cover
all loopless vertices. Observe that pkÿ1G < pkG whenever 1 < k6 t and
pkÿ1G  pkG for k > t. Accordingly, we denote
pkG  pkG ÿ pkÿ1G; k  1; . . . ; t;
where we define p0G  0. Finally, we denote by pG the sequence
p1G; . . . ; ptG.
It is proven in [17, Theorem 4.8].
D. Hershkowitz / Linear Algebra and its Applications 302–303 (1999) 173–191 183
Theorem 5.2. For an essentially triangular matrix A we have pGA  gA.
Corollary 5.3. For an essentially triangular matrix A, the index of A is less than
or equal to p1GA.
Remark 5.4. The assertion of Theorem 5.2 for essentially triangular matrices
with zero diagonal elements was proven in [6]. Partial results for the general
essentially triangular case were proven in [1,2].
We now show that the Theorem 5.2 is stronger than Theorem 4.12. For this
purpose we introduce another sequence.
Notation 5.5. (i) Let G be a graph with no cycles other than loops. We denote
by dkG the maximal cardinality of a set S of loopless vertices in G such that
no k  1 elements of S lie on the same path in G.
(ii) Let t be the maximal number of loopless vertices in G that lie on the same
path. Observe that dkÿ1G < dkG whenever 1 < k6 t and dkÿ1G  dkG for
k > t. Accordingly, we denote DkG  dkG ÿ dkÿ1G; k  1; . . . ; t, where we
define d0G  0. Finally, we denote by DG the sequence D1G; . . . ;DtG.
The relation between the two graph theoretic sequence pG and DG is well
studied. It follows from a result in [7] that if G is a transitive acyclic graph then
DG  pG. The nontransitive case was studied in [6,22] under the condition
that G has no loops. It was then generalized in [17] where it is proved.
Theorem 5.6. Let G be a graph with no cycles other than loops. We have
DG  pG.
The following easy proposition refers to the relation between k^A and
DGA.
Proposition 5.7. For an essentially triangular matrix A we have k^A  DGA.
Proof. By Definition 2.3, loopless vertices of GA of the same level do not lie
on the same path. Let Li be the set of all loopless vertices of GA of level i. It
follows that union S of any k such sets Li, in particular the k largest levels, has
the property that no k  1 elements of S lie on the same path in GA. In view
of Notation 5.5 our claim follows. 
It follows from Theorem 5.6 and Proposition 5.7 that for an essentially
triangular matrix A we have k^A  pGA, and therefore Theorem 5.2
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implies Theorem 4.12. In the following example we show that in general
k^A 6 DGA and DGA 6 pGA and hence Theorem 5.2 is actually
stronger than Theorem 4.12.
Example 5.8. Let
A 
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
a b 0 0 0 0 0
0 0 c d 0 0 0
0 0 0 0 e 0 0
0 0 0 0 f 0 0
0BBBBBBBB@
1CCCCCCCCA
;
where a; b; c; d; e and f are nonzero numbers. The (reduced) graph of A is given
in Fig. 4.
We have kA  2; 1; 2; 2 and so k^A  2; 2; 2; 1. It is easy to verify that
DGA  3; 2; 1; 1 and that pGA  4; 1; 1; 1  pGA.
Remark 5.9. Note that in the extreme cases covered by Theorems 3.2 and 3.5
we have kA  k^A  DRA  pRA.
Let A be a block triangular matrix with square diagonal blocks, and assume
that 0 is a multiple eigenvalue of at least one singular diagonal block. In this
Fig. 4.
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case, the sum of the elements of the sequence kA is less than the sum of the
elements of the sequence gA, and as such there is no majorization relation
between the two sequences. This indicates that when looking for generaliza-
tions of the above results to general matrices, the sequence kA is not really the
right concept to work with. Even in the case of M-matrices, the discussion
carried on in this section hints that the sequence kA should probably be re-
placed by another sequence. Indeed, in the next section we shall use dierent
but related sequences in order to present improvements and generalizations of
the above reviewed results.
6. General matrices
In this section we shall review generalizations of the above discussion in two
directions. First we discuss generalizations of Theorems 4.9, 4.12 and [8] to
general block triangular matrices with (not necessarily irreducible) square di-
agonal blocks. In particular, we shall make an observation that makes two
results ‘‘talk in a similar language’’ and consequently provides a clear alter-
native original proof to the implication relation between the two results. Then
we discuss a generalization of Theorem 5.2 is to the case of a general graph G.
When studying general block triangular matrices A with square diagonal
blocks, the majorization relation between gA and kA fails for the following
reason: The eigenvalue 0 is not necessarily a simple eigenvalue of every singular
diagonal block. Therefore, the sum of the elements of kA, which is equal to
the number of singular diagonal blocks, is, in general, smaller than the alge-
braic multiplicity of 0 as an eigenvalue of A, which is the sum of the elements of
gA. It thus follows that, in the general case, the level characteristic is not the
right concept. Indeed, in this section we define the graph GSJA, and instead
of the sequence kA we consider the sequence pGSJA. We quote a result
asserting that pGSJA  gA. By Theorem 5.6 we have
DGSJA  pGSJA. The fact that k^A  DGSJA is essentially shown
in [8]. Therefore, we obtain generalizations of the previous results.
As is mentioned above, Theorem 4.12 follows from the following result of [8]
that associates the height characteristic of a block triangular matrix with the
height characteristics of the diagonal blocks.
Theorem 6.1. Let A be a matrix in a q q block triangular form with square
diagonal blocks A11; . . . ;Aqq and let m be a positive integer. Then for every as-
signment of nonnegative integers k1; . . . ; kq to the vertices 1; . . . ; q of RA such
that the sums of the ki’s along paths in RA do not exceed m we have
nAmP
Xq
i1
nAkiii :
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The following corollary from [8] was also proven, using dierent techniques,
in [12, Theorem 5.9].
Corollary 6.2. For a matrix A in a square block triangular form with square
diagonal blocks A11; . . . ;Aqq, the index of A does not exceed the maximal sum of
the indices of Aii along a path in RA.
We now introduce another graph associated with a square matrix, originally
defined in [9].
Definition 6.3. (i) Let A be a square matrix and let n1; . . . ; nt be the sizes of the
Jordan blocks associated with 0 as an eigenvalue of A. We define the singular
Jordan graph SJA of A as the graph consisting of t disjoint paths of lengths
n1; . . . ; nt of loopless vertices (so called singular paths), and of rankA single-
tons with loops on them.
(ii) Let A be a matrix in a q q block form with square diagonal blocks
A11; . . . ;Aqq. We define the graph GSJA as follows: We take q disjoint graphs
SJA11; . . . ; SJAqq, and we add arcs from every vertex of SJAii to every
vertex of SJAjj whenever Aij 6 0; i 6 j.
To see how Theorem 6.1 relates to the graph GSJA we denote the fol-
lowing notation.
Notation 6.4. Let G be a graph with q vertices and let k1; . . . ; kq be nonnegative
integers assigned to the vertices 1; . . . ; q of G. We denote by jGk1; . . . ; kq the
maximal sum of the ki’s along a path in G.
Notation 6.5. We denote by N the set of all nonnegative integers.
The following Lemma 6.6 and Theorem 6.9 are new.
Lemma 6.6. Let A be a matrix in a q q block triangular form with square
diagonal blocks A11; . . . ;Aqq and let m be a positive integer. Then
max
k1;...;kq 2N
jRAk1 ;...;kq6m
Xq
i1
nAkiii   dmGSJA:
Proof. Let m be a positive integer and let k1; . . . ; kq be nonnegative integers such
that jRAk1; . . . ; kq6m. We select a set S of loopless vertices of RA in the
following way: For each vertex i of RA we select ki vertices in each of the
singular paths of SJAii whose (vertex) length is greater than or equal to ki,
and the whole path in case of a shorter path. Note that this way the number of
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vertices of SJAii we select is equal to the sum of first ki elements of the se-
quence dual to jAii, that is nAkiii . Also note that no m 1 elements of S lie
on the same path in RA. It thus follows by Notation 5.5 thatPq
i1 nAkiii   jSj6 dmGSJA, and so
max
k1;...;kq 2N
jRAk1 ;...;kq6m
Xq
i1
nAkiii 6 dmGSJA: 6:7
Conversely, let S be a set of loopless vertices in GSJA of maximal cardinality
dmGSJA such that no m 1 elements of S lie on the same path in GSJA.
For each i 2 1; . . . ; qf g let ki be the maximal number of vertices of S that
belong to a singular path of SJAii. Since no m 1 elements of S lie on the
same path in GSJA, it follows that jRAk1; . . . ; kq6m. Since the number of
elements of S that belong to a singular path of SJAii does not exceed ki, it
follows that the total number of elements of S that are vertices of SJAii
does not exceed nAkiii . It now follows that
Pq
i1 nAkiii P jSj  dmGSJA,
and so
max
k1;...;kq 2N
jRAk1 ;...;kq6m
Xq
i1
nAkiii P dmGSJA: 6:8
Our claim follows from Eqs. (6.7) and (6.8). 
In view of Lemma 6.6, Theorem 6.1 can be restated as follows.
Theorem 6.9. Let A be a matrix in a q q block triangular form with square
diagonal blocks A11; . . . ;Aqq. Then DGSJA  gA.
Theorem 6.9 relates to the following result, proven in [9, Theorem 3.6].
Theorem 6.10. Let A be a matrix in a q q block triangular form with square
diagonal blocks A11; . . . ;Aqq. Then pGSJA  gA.
Note that by Theorem 5.6 we have DGSJA  pGSJA, and that, in
view of Example 5.8, in general DGSJA 6 pGSJA. Therefore, Theorem
6.10 implies and is stronger than Theorem 6.9, which is a restatement of
Theorem 6.1. The implication of Theorem 6.1 by Theorem 6.10 was proven in
[9] in a dierent way, that is, not using the majorization relation between the
sequences D and p.
Example 6.11. Let A be a matrix in a 7 7 block triangular form with square
singular diagonal blocks and such that 0 is a simple eigenvalue of the diagonal
blocks. Assume further that RA is the graph that appears in Example 5.8. One
188 D. Hershkowitz / Linear Algebra and its Applications 302–303 (1999) 173–191
can verify that whatever the sizes of the diagonal blocks are, we have
DGSJA  3; 2; 1; 1. Now, if A55 is of size greater that 1 then
pGSJA  DGSJA  4; 2; 1, and it follows from Theorem 6.10 that
3; 2; 1; 1  gA. If A55 is a 1 1 matrix then pGSJA  4; 1; 1; 1, and it
follows from Theorem 6.10 that 4; 1; 1; 1  gA.
Another generalization of Theorem 5.2 is to the case of a general graph G. It
needs some revision of the concepts defined in Notation 5.1.
Definition 6.12. A path i1; . . . ; im in a graph G is said to be closable if im; i1 is
an arc in G.
Note that a path consisting of one vertex is closable if and only if that vertex
has a loop.
Notation 6.13. (i) Let G be a graph. We denote by pkG the maximal number
of vertices in G that can be covered by vertex disjoint paths in G such that the
number of nonclosable paths does not exceed k. Observe that p0G is the
maximal number of vertices that can be covered by disjoint closable paths.
(ii) We denote pkG  pkG ÿ pkÿ1G; k  1; . . . ; t, where t is the largest
number such that ptG > ptÿ1G. Finally, we denote by pG the sequence
p1G; . . . ; ptG.
It is easy to verify that the definitions of pG in Notation 5.1 and 6.13
coincide whenever G is a graph with no cycles other than loops.
We also need a slight revision of the majorization relation between two
sequences.
Notation 6.14. Let a  and b be sequences of nonnegative integers. We write
a b if the partial sums a1      ak of the sequence a are less than or equal
to the corresponding partial sums of the sequence b.
The generalization of Theorem 5.2 to general graphs is proven in [10,
Theorem 4.22].
Theorem 6.15. For a matrix A we have pGA  gA.
Corollary 6.16. For a matrix A, the index of A is less than or equal to p1GA.
Further results and examples associated with Theorems 6.10 and 6.15 can be
found in the survey contained in [11].
We remark that the bounds given by Theorems 5.2, 6.10 and 6.15 cannot be
improved, since in the generic case we have equality in all three theorems, see
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[17, Theorem 5.11], [9, Theorem 4.10] and [10, Theorem 4.22], see also [20,
Corollary 5.1]. These theorems thus provide answers to the generalized version
of Questions 3.8 and 3.9 for general matrices rather than M-matrices, and
where the sequence kA is replaced by pGA or pGSJA. We conclude this
article with a generalized version of Problem 4.15, referring to general matrices.
Problem 6.17. (i) What are all possible height characteristics for matrices with
a given graph?
(ii) What are all possible height characteristics for square block triangular
matrices with a given reduced graph?
References
[1] R.A. Brualdi, Combinatorial verification of the elementary divisors of tensor products, Linear
Algebra Appl. 71 (1985) 31–47.
[2] R.A. Brualdi, Combinatorially determined elementary divisors, Congressus Numerantium 58
(1987) 193–216.
[3] S. Friedland, D. Hershkowitz, The rank of powers of matrices in a block triangular form,
Linear Algebra Appl. 107 (1988) 17–22.
[4] G.F. Frobenius, Uber Matrizen aus nicht negativen Elementen, Sitzungsber, Kon. Preuss.
Akad. Wiss., Berlin, 1912, pp. 456–477.
[5] G.F. Frobenius, Uber Matrizen aus nicht negativen Elementen, Ges. Abh. Springer 3 (1968)
546–567.
[6] E.R. Gansner, Acyclic digraphs, Young tableaux and nilpotent matrices, SIAM J. Alg. Disc.
Meth. 2 (1981) 429–440.
[7] C. Greene, Some partitions associated with a partially ordered set, J. Combin. Theory, Ser. A
20 (1976) 69–79.
[8] D. Hershkowitz, A majorization relation between the height and the level characteristics,
Linear Algebra Appl. 125 (1989) 97–101.
[9] D. Hershkowitz, The height characteristic of block triangular matrices, Linear Algebra Appl.
167 (1992) 3–15.
[10] D. Hershkowitz, The relation between the Jordan structure of a matrix and its graph, Linear
Algebra Appl. 184 (1993) 55–69.
[11] D. Hershkowitz, Paths in directed graphs and spectral properties of matrices, Linear Algebra
Appl. 212/213 (1994) 309–337.
[12] D. Hershkowitz, U.G. Rothblum, H. Schneider, The combinatorial structure of the
generalized nullspace of a block triangular matrix, Linear Algebra Appl. 116 (1989) 9–26.
[13] D. Hershkowitz, H. Schneider, On the generalized nullspace of M-matrices and Z-matrices,
Linear Algebra Appl. 106 (1988) 5–23.
[14] D. Hershkowitz, H. Schneider, Height bases, level bases, and the equality of the height and the
level characteristics of an M-matrix, Linear Multilinear Algebra 25 (1989) 149–171.
[15] D. Hershkowitz, H. Schneider, Combinatorial bases, derived Jordan sets and the equality of
the height and the level characteristics of an M-matrix, Linear Multilinear Algebra 29 (1991)
21–42.
[16] D. Hershkowitz, H. Schneider, On the existence of matrices with prescribed height and level
characteristics, Israel Math. J. 75 (1991) 105–117.
[17] D. Hershkowitz, H. Schneider, Path coverings of graphs and height characteristics of matrices,
J. Combin. Theory, Ser. B 59 (1993) 172–187.
190 D. Hershkowitz / Linear Algebra and its Applications 302–303 (1999) 173–191
[18] A.W. Marshall, I. Olkin, Inequalities: Theory of Majorization and its Applications, Academic
Press, New York, 1979.
[19] D.J. Richman, H. Schneider, On the singular graph and the Weyr characteristic of an M-
matrix, Aequ. Math. 17 (1978) 208–234.
[20] K. Robenack, K.J. Reinschke, Graph-theoretically determined Jordan-block-size structure of
regular matrix pencils, Linear Algebra Appl. 263 (1997) 333–348.
[21] U.G. Rothblum, Algebraic egienspaces of non-negative matrices, Linear Algebra Appl. 12
(1975) 281–292.
[22] M. Saks, Duality properties of finite set systems, Ph.D. Dissertation, Massachusetts Institute
of Technology, Cambridge, MA, 1980.
[23] H. Schneider, Matrices with non-negative elements, Thesis, University of Edinburgh, 1952.
[24] H. Schneider, The elementary divisors associated with 0 of a singular M-matrix, Proceedings
of the Edinburgh Math. Soc. 2(10), (1956) 108–122.
[25] H. Schneider, The influence of the marked reduced graph of a nonnegative matrix on the
Jordan form and on related properties: A survey, Linear Algebra Appl. 84 (1986) 161–189.
[26] H.W. Turnbull, A.C. Aitken, An Introduction to the Theory of Canonical Matrices, 3rd imp.,
Blackie, 1952.
D. Hershkowitz / Linear Algebra and its Applications 302–303 (1999) 173–191 191
