Abstract-With the introduction of Positron Emission Tomography -Magnetic Resonance (PET-MR) scanners the development of new algorithms and the comparison of the performance of different iterative reconstruction algorithms and the characteristics of the reconstructed images data is relevant . In this work, we perform a quantitative assessment of the currently used ordered subset (OS) algorithms for low-counts PET-MR data taken from a Siemens Biograph mMR scanner using the Software for Tomographic Image Reconstruction (STIR, stir.sf.net). A comparison has been performed in terms of bias and coefficient of variation (CoV). Within the STIR library different algorithms are available, such as Order Subsets Expectation Maximization (OSEM), OS Maximum A Posteriori One Step Late (OSMA-POSL) with Quadratic Prior (QP) and with Median Root Prior (MRP), OS Separable Paraboloidal Surrogate (OSSPS) with QP and Filtered Back-Projection (FBP). In addition, List Mode (LM) reconstruction is available. Corrections for attenuation, scatter and random events are performed using STIR instead of using the scanner. Data from the Hoffman brain phantom are acquired, processed and reconstructed. Clinical data from the thorax of a patient have also been reconstructed with the same algorithms. The number of subsets does not appreciably affect the bias nor the coefficient of variation (CoV=11%) at a fixed sub-iteration number. The percentage relative bias and CoV maximum values for OSMAPOSL-MRP are 10% and 15% at 360 s acquisition and 12% and 15% for the 36 s, whilst for OSMAPOSL-QP they are 6% and 16% for 360 s acquisition and 11% and 23% at 36 s and for OSEM 6% and 11% for the 360 s acquisition and 10% and 15% for the 36 s. Our findings demonstrate that when it comes to low-counts, noise and bias become significant. The methodology for reconstructing Siemens mMR data with STIR is included in the CCP-PET-MR website (www.ccppetmr.ac.uk).
Since the first idea of combining Positron Emission Tomography and Magnetic Resonance (PET-MR) scanners [8] significant improvements have been achieved, whereas some issues require further research. PET detectors capable of measuring in strong magnetic fields and prototype MRI-compatible PET scanners capable of imaging small animals simultaneously with MRI have started to appear in the literature [21] . The development of human PET-MRI systems for simultaneous PET and MRI acquisition has been connected with the MRI compatible solid state photodetectors such as avalanche photodiodes (APDs) [19] and more recently silicon photomultipliers (SiPMs) [4, 20] . These devices represent the ideal tools as they are essentially insensitive to large magnetic fields. PET-MR has some technical challenges, such as attenuation correction. The main problem is that, the MR signal is due to proton concentration which is not related to gamma rays attenuation. Different techniques are being used nowadays which involve MR segmentation, atlas based techniques and methods that take advantage of time of flight information [10, 3, 14] . Vandenberghe et al [25] presented a review of challenges and solutions in the development of hybrid PET-MR and discussed the benefits and drawbacks of PET-MR over PET-Computed Tomography (PET-CT). In particular, MR anatomical information is more interesting because of the high contrast between soft tissue. Moreover, it is possible to avoid the X-ray dose due to CT and to extract motion information and correct the PET image [16, 18] . The algorithms currently used for PET are based on the same concept as the Maximum Likelihood Expectation Maximization (MLEM) algorithm [22] . In this method every voxel of the 3D image is updated during each iteration with the value that maximizes the Poisson likelihood. The iterative methods make it possible to incorporate the Poisson nature of photon measurement, taking into account noise and a number of other relevant physical features [13] . On one hand, MLEM is accurate and a globally convergent algorithm. On the other hand, it takes several iterations before it reaches convergence. An accelerated version of MLEM, called OSEM, was proposed using ordered subsets of projection data [11] . This method, is widely used in the clinical practice with PET studies, because it is easily implemented and provides good images with a small number of iterations. Other algorithms are available in the literature, such as Ordered Subset Maximum a Posterior One Step Late (OSMAPOSL) [7] where the posterior density, which includes prior information, is maximised rather than the likelihood. In addition, another algorithm which uses prior information is Separable Paraboloidal Surrogate (SPS) [6] . The algorithm is based on finding paraboloidal surrogate functions for the loglikelihood at each iteration: that is quadratic functions that are tangent to the log-likelihood at the current image estimate. The ordered subset version was improved with the introduction of a relaxation scheme in the OSSPS algorithm and global convergence was proven [1] . These iterative algorithms are all implemented in the STIR library, which makes it easy to do a comparative study between them. Previous studies have shown comparisons of the performance of different ordered subset image reconstruction algorithms for PET-CT data. However a study regarding reconstruction algorithms performance with PET-MR data for commercial scanners is not available.
. One of the purposes of this investigation is to reconstruct real data with STIR for the Siemens Biograph mMR using MLEM, OSEM, OSMAPOSL-QP (OSL-QP) and OSMAPOSL-MRP (OSL-MRP) reconstruction methods [23] . Their performance is analysed in terms of bias and coefficient of variation (CoV), using real data acquired with the Siemens Biograph mMR scanner with standard dose levels. In addition, we obtained low-counts datasets from the List Mode (LM) data by modifying the acquisition time from 3600 s to 360 and 36 s to allow the study of how a reduction in counts affects image quality. It has also been possible to generate different samples with equal numbers of events in order to study the reproducibility of the low-counts sample. Finally, an important feature of our work is that we evaluate the correction sinograms (attenuation, normalization, randoms and scatter) using STIR. This investigation and the procedure for iterative image reconstruction will be a useful guide for researchers who wish to study and extend image reconstruction and correction methods for the Siemens mMR scanner. The procedure for these evaluations were developed within the Collaborative Computational Project in Positron Emission Tomography and Magnetic Resonance imaging (CCP-PET-MR): (www.ccppetmr.ac.uk).
.
A. Phantom and Clinical Data
The data used in this study were acquired with a Siemens Biograph mMR scanner at University College London Hospital. This scanner has 8 rings, each one divided into blocks of 56 LSO crystals (each crystal: 8×8×20 mm 3 ). The axial field of view is 258 mm [5] . We used the Hoffman 3D Brain Phantom [9] , which can provide a realistic approximation of the radioisotope distribution found in the normal brain. The phantom consists of a robust plastic cylinder ( Diameter: 20.8 cm, Height: 17.5 cm, Fillable volume: ∼ 1.2 l) and 19 independent plates within the cylindrical phantom. It was filled with 60 MBq 18 F-FDG and the acquisition time was 3600 s. The total number of events (prompts) including random and scatter is about 10 9 , which represents a standard for brain acquisitions. The LM file was then partitioned so as to obtain the datasets with a lower number of counts. The latter was obtained by diminishing the acquisition time when creating the sinogram with STIR. The clinical data is a 240 s Cardiac 18 F-FDG scan of an anonymous patient injected with 153 MBq was acquired at University College London Hospital. The data correspond to the torso of a patient. Patient consented was obtained to allow the use of their data for research purposes. For the phantom data, in order to produce different samples the time acquisition was reduced from 3600 s to 360 and 36 s in order to reproduce a short frame dataset, which is by definition a subset with low-counts. The duration of the other samples is longer to take into account the decay rate and to give approximately the same expected number of events for each replicate. Hence the time window is calculated as follows:
where n represent the sample and we assume t 0 = 0 and t 1 = 36 s etc., and where
t n is the time reached at the n th sample acquisition and τ is the reciprocal of the decay constant, λ, for Fluorine-18.
B. Reconstruction Setup
The data were reconstructed with different ordered subsets iterative algorithms. For OSEM, 3, 9, 21 subsets were used, to study whether the choice of the number of subsets affects the reconstructed image. With the other algorithms we choose 21 subset and 5 complete iterations (105 sub-iteration), as the convergence is faster. Post-filtering using an isotropic Gaussian filter (FWHM = 5 mm) allows noise reduction for OSEM. In the hospital 63 sub-iteration are used, however, 105 is chosen here because all the algorithms reached a plateau at this sub-iteration. The penalized algorithms include a regularising parameter, β, which must be chosen. We compared several β values, 0.5, 5, 10, 25, 50, 100 for both QP and MRP. Additional β values, β= 500 and 1000 where also considered, at 36 s because the best trade-off between bias and CoV is reached at high β values. Firstly, we calculate the euclidean distance of the points, in the plots from Figure 3 , from the origin. Secondly, we calculated the sum of the distances (SOD) of each ROI. The distance, D, of the points can also be seen as a percentage root mean square error (RMSE):
Finally, we choose the best trade-off as the smallest SOD. The image size after the reconstruction is 289×289×127 with voxel size 2.04×2.04×2.03 mm 3 . We used STIR 3.0 both for reconstruction and for all corrections (attenuation, scatter, normalization and randoms). The reconstructed images with clinical data represent a preliminary step to show the quality of the image with a 31 s acquisition.
C. Image Analysis
The image reconstructed with 126 iteration of MLEM using the 3600 s acquisition time data was used as a reference for the bias formula. The choice of MLEM as "true" image is due to the fact that with real data we do not know the true activity in each region. As a consequence MLEM represent the most accurate reference we can have. To analyse our images we chose circular Regions of Interest (ROIs) that were positioned in the OSEM image at 3600 s acquisition time, using a utility implemented within STIR. We used six circles with 6 mm radius, each spread across three different slices. We located three in the "gray matter" and three in the "white matter" as shown in Figure 1 . The analysis was done considering the three regions for each type as one ROI giving one ROI for "white matter" and another one for "gray matter". For every ROI the bias and CoV were calculated and used to study how the various reconstruction methods differ from MLEM, and to assess the variability in the ROIs. Scatter correction was performed by STIR as describe by Tsoumpas et al [24] and discussed in more detail by Polycarpou et al [17] . For every ROI the bias and CoV were calculated and used to study how the various reconstruction methods differ from our gold standard, and to assess the variability in the ROIs. The following formulas represent bias (B k ) and CoV (C k ) for every region:
where M T is the mean value of the gold standard, k can be "white" or "gray matter", M k is the mean value over ROIs, j the voxel index, R kj denotes the value of the single voxel j inside the region k and N represents the number of voxels inside the three ROIs.
Convergence of the algorithms was studied by plotting the bias as a function of the number of sub-iterations. Figure 2 shows, for OSEM, the percentage bias and CoV for different subsets and number of sub-iterations with the CoV represented by the bars. Such a study is needed to choose the number of subsets for the reconstruction as well as when to stop with the iterative algorithm. This evaluation is repeated for both ROIs so as to decide the number of sub-iterations where all have reached a stable region as it seem that "gray matter" reaches a plateaux before "white matter". The penalty factor for the OSMAPOSL methods was optimized in order to find a reasonable trade-off between bias and CoV. In Figure 3 we show the results of this optimization study and the chosen β values are listed in Table I . The optimum β turned out to be 100 for MRP and QP and 360 s acquisition, see Figure 4 (a). In contrast, with 36 s acquisition higher values worked better, β = 500 for OSL-MRP and β = 1000 for OSL-QP, see Figure 4 (b). Again, we show the optimization for both ROIs as the optimized image should be good for all the regions we want to study. We evaluated the standard deviation (SD) for these ROIs over the samples and the results showed that optimization also helps to reduce the variability over samples, which is 9% for "gray matter" and 24% for "white matter", whilst in the worst case scenario, i.e. OSEM with no post-filtering, is 61% and 90%. Figure 5 , shows the reconstructed phantom images for the optimized algorithms at different acquisition times. Furthermore, clinical data are also shown using the same number of events as the 36 s brain phantom dataset (13×10 total events). Nevertheless, they are not comparable with the phantom as they have different noise level, but they give an idea of the image quality. Figure 4 represents a comparison between the optimized algorithms, where one can see bias and SD (bars) for each method and ROI. In this case, we put SD over the samples created to give an idea of the uncertainty in the measured ROIs values. The same steps were followed for OSSPS-QP, while at 360 s the performances are similar to the other techniques in terms of bias and CoV at shorter time acquisitions the images appear extremely noisy, see Figure 6 (a). In addition, this method turned out to need a long optimization procedure as there are 3 empirical parameters. Recent studies, such as [2] and [12] , have shown that regularization can improve quantification and detectability compared to post-filtered OSEM. The results of our investigation confirm these results, however the improvement is not significant. This can explain why OSEM is the most used algorithm in clinical practice, as, is simple and quick to use. Short scans are affected by bias and a high level of noise. Under this point of view, our results are in agreement with the results in [27] . The results for the convergence study using different subsets have shown that the number of subset does not influence the bias or CoV values for any count levels used in this work. In addition, we noticed that at the 5th iteration for 21 subsets, the ROI values in both "white" and "gray matter" of the images reconstructed with all algorithms have stabilized. The number of iteration here was chosen to let both "gray matter" and "white matter" reach a plateaux position in the graphs of Figure 2 . Nevertheless, it is an open question regarding how many iterations are considered enough in order not to compromise image quality in an early-stopped images. Low-counts reconstructed images show high noise and bias with all the investigated algorithms showing the need for improvement. Moreover, the convergence rate of OSEM is smaller in regions with smaller pixel intensities. In fact earlystopped OSEM images show a systematic bias in regions with lower activity concentration such as "white matter" and the background. Furthermore, The OSEM image looks speckled, particularly in "white matter". In contrast, MAP methods with optimized penalization factors, and especially QP, show better performance as low activity regions have less Bias. This is due to the fact that they maximise the posterior density, introducing prior information. In this way, the algorithm compensates for the noise in the data. The method we used to optimize the images using two ROIs is a straightforward approach to regularise multiple regions of the body that one wants to focus on for a specific application. Moreover, in order to validate this method we saw the results of voxel-based analysis using all the different samples created from the LM data which gave as the same result in terms of Bias, that is to say that QP worked better then the others methods. Anatomical information from MR will be an important point to consider in the development of hybrid reconstruction methods which should help to preserve anatomical borders and avoid partial volume effects [26, 15] .
The objective of the study was to compare the performance of various iterative algorithms when short acquisition times are used, in terms of the image quality measures, bias and CoV. The study has assessed how low-counts conditions affect image reconstruction using real data. Different iterative algorithms and three different penalization factors were compared using Bias, standard deviation and mean squared error, showing that improved reconstruction can be achieved by a careful choice of the prior parameter. The penalized algorithm with a QP works better in terms of convergence rate and does not show a speckled pattern when acquisition time was reduced.
