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Abstract 
Clustering is a process to  group data. It is used to explore the structure 
present in the data. In this thesis we propose a new clustering algorithm to 
identify dense, well separated regions of the data. 
In the first chapter we introduce the reader to the clustering process and 
to the issues involved in clustering. In the second chapter we review some of 
the clustering techniques. In the third chapter we describe our new clustering 
technique called Hyperplane Clustering (HC). We discuss the simulation re- 
slilts which include comparison of performance and cornputation complexity 
with k-Means and DBSCAN algorithms, in the fourth chapter. We conclude 
the thesis by summarizing the contributions and possible extensions. 
The clustering technique we propose is divisive, hard and non paralnetric 
in nature. The basic idea is to  find hyperplanes to separate dense regions. 
The algorithm is recursive and splits the data set into well separa.ted regions. 
At each stage, the hyperplane that splits the data set is found by optimizing 
a criterion function similar to the one in Support Vector Machines. The cri- 
terion function is the minimum distance of the data set from the hyperplane. 
This criterion function is maximized, to find the best hyperplane, with t.he 
constraint that there should be data points on either side of hyperplane. This 
process is repeated till any hyperplane we find, cuts through a dense subset of 
the data, set. This is the stopping criterion for the divisive technique, without 
which the data  set would be split into single point subsets. The alternat- 
ing variables method has been used to optimize the criterion function. The 
algorithm is capable of handling outliers. The exact nature of the criterion 
function, the optimization algorithm, the stopping criterion and the outlier 
isolation condition are discussed in Chapter 3. The algorithm does not need 
the knowledge of number of clusters present, and it makes no assumptions on 
the shape of the dense regions or clusters. The output generated by HC: is a 
binary tree of hyperplanes, which is like a Voronoi diagram, because clust,ers 
formed are polyhedral regions. 
Cornparison of the technique with other algorithms in t c l . 1 ~ 1 ~  of properties 
ancl performance is presented in Chapter 9. We find tlliit our algorithm 
preserves the shape of dense regions, without splitting them, i~rltl i t  identifies 
the boundaries separating arbitrary shaped dense regions. It is seen that the 
algorithm correct l~ identifies all the clustcrs present evcri wlicti the clusters 
have different shapes and sizes. The algorithm requires t,hc ust>r to specify 
only one parameter in the range of [0,0.5) which is a threshold on the ratio 
of 'between cluster dista~scc' to 'within cluster spread', tvliic.11 is used in the 
stopping criterion. 
Through extensive empirical testing, it is seen that HC g i v s  good clusters 
even on very difficult synthetic 2D data sets. Its perfornliirict. is shown to 
be ~nuch  better than k-Means algorithm and other divisive nicthotls derived 
from k-Means algorithm. The DBSCAN algorithm gives sirrlilar performance 
as  HC. However, DBSC-\N is seen to be computationally 1riol.e expensive. 
Through empirical studies, it is shown that HC scales well with input data  
dimension and number of data  points. We also present results to show that  
the algorithm has good robustness with respect to the single parameter that  
the user has to specify- I t  is also noted that HC cannot separate overlapping 
or concentric clusters. All the empirical studies are discussed in chapter 4, 
and the thesis is concluded in chapter 5. 
