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RESUMEN
El agua y el saneamiento son esenciales para el bienestar y la subsistencia, sin embargo, pese
a los logros registrados los u´ltimos an˜os au´n quedan problemas por resolver tanto de cobertura
como de falta de equidad. Es por esto, que surge la necesidad de desarrollar herramientas de
ayuda-decisio´n basadas en sistemas de monitoreo que se sustentan en el uso de la estad´ıstica
y la definicio´n de indicadores. Hoy existen numerosas herramientas para el planeamiento y
seguimiento del sector a nivel de estado e internacional. Sin embargo, a escalas administrativas
reducidas existe deficiencia de informacio´n, personal te´cnico y capacidades instaladas, encon-
trando dificultades para analizar y discernir entre las alternativas en funcio´n de la situacio´n.
El presente trabajo propone la definicio´n de un sistema de ana´lisis de datos robusto, aplicable de
forma automa´tica a diferentes escalas administrativas, basado en te´cnicas de ana´lisis estad´ıstico
multivariante como el Ana´lisis de Componentes Principales (ACP), la Regresio´n Lineal Mu´lti-
ple (RLM) y el Ana´lisis Discriminante Lineal (ADL), que permitan determinar las variables
ma´s relevantes en la gestio´n de actuaciones en el sector. Este estudio, espec´ıficamente se centra
en el modelo y datos del sistema de monitoreo sectorial SIASAR “Sistema de Informacio´n de
Agua y Saneamiento Rural” que contempla variables valorativas del nivel y sostenibilidad de
los servicios de agua y saneamiento. SIASAR destaca como sistema de monitoreo dentro de co-
munidades rurales de Ame´rica Latina y ofrece la clasificacio´n de las comunidades en categor´ıas
(A-D) en base a los resultados cuantitativos del I´ndice de desempen˜o de Agua y Saneamiento
(IAS), representando la situacio´n de cada comunidad. Se trabaja sobre el conjunto de datos
recopilado por cuestionarios del modelo en Honduras, Nicaragua, Repu´blica Dominicana y Pa-
nama´.
Como resultado, el sistema de ana´lisis ofrece un conjunto de nueve valoraciones de la importan-
cia relativa de las distintas variables aplicando: ACP a todos los datos o a cada categor´ıa por
separado, RLM a todos los datos luego de aplicar ACP y ADL a cada frontera entre categor´ıas.
Cada una de ellas constituye una medida espec´ıfica cuando se aplica a una comunidad, as´ı los
modelos basados en ACP nos ensen˜an las variables que ayudan a explicar mejor la varianza
de los datos, por su parte el modelo RLM intenta reproducir el ı´ndice general IAS y el modelo
ADL nos indica las variables a modificar para mejorar en la clasificacio´n. Finalmente, el me´todo
propuesto es una manera integrada de sacar informacio´n u´til para la toma de decisiones a un
conjunto de datos, permite realizar la evaluacio´n de la importancia relativa de las variables a
diferentes escalas administrativas, desagregando informacio´n y a la vez superando la barrera
de la falta de e´sta a escalas reducidas.
Palabras Clave: Agua y Saneamiento, Herramientas ayuda-decisio´n, Ana´lisis Estad´ıstico Mul-
tivariante, Ana´lisis Multiescala Administrativo, Sistema de monitoreo, Reduccio´n de variables.
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ABSTRACT
Water and sanitation are essential for well-being and subsistence. However, in spite of the achie-
vements obtained during the last years, there are still problems to be solved like coverage and
lack of equity. Thus, the necessity to develop tools for decision-making based on monitoring
systems arises; these tools are sustained in the use of statistics and in the definition of indi-
cators. Today, there are many tools for planning and monitoring the mentioned areas inside a
country and at international levels. However, at reduced administrative scales, there is lack of
information, technical staff and installed capacities, finding difficulties to analyze and make a
choice between alternatives depending on the situation.
This investigation proposes the definition of a robust data analysis system, being automatically
applied to different administrative scales, based on multivariate statistical analysis techniques
such as Principal Component Analysis (PCA), Multiple Linear Regression (MLR) and Linear
Discriminant Analysis (LDA), which allow determining the most relevant variables in the mana-
gement of actions in the area. Specifically, it focuses on the model and the data of the sectorial
monitoring system SIASAR, which consider the variables that assess the level and sustainability
of water and sanitation services. It stands out as a monitoring system within rural communities
in Latin America and offers the classification of communities into categories (A-D) based on
the quantitative results of the Water and Sanitation Performance Index (WSP), representing
the situation of each community. We work on the data set collected by model questionnaires
in Honduras, Nicaragua, Dominican Republic and Panama.
As a result, the analysis system offers a set of nine assessments of the relative importance of
the different variables, using: PCA to all data or to each category separately, MLR to all data
after applying PCA and LDA to each boundary between classes. Each one of them is a specific
measure when they are applied to a community, thus, PCA-based models show us variables
that help to better understand the variance of the data, while the MLR model attempts to
reproduce the general WSP index, and the model LDA tells us the variables to be modified
in order to improve the classification. Finally, the proposed method is an integrated way of
extracting information that is useful for decision making to a data set, it allows the evaluation
of the relative importance of the variables to different administrative scales, disaggregating
information and overcoming the barrier of failure of this at reduced scales. The final utility of
this analysis will be found in the interpretation of the results for which we must have knowled-
ge about the interpretation of the variables and the particular characteristics of the analyzed
locality.
Keywords: Water and Sanitation, Tools decision-making, Multivariate Statistical Analysis,
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El agua, el saneamiento y la higiene son esenciales para la salud, el bienestar y los medios de
subsistencia. Un mayor acceso y mejores servicios conducen a mayores niveles de rendimiento
escolar y mejora de la productividad econo´mica. Sin embargo, demasiadas personas no tienen
garantizados estos derechos ba´sicos. Esta situacio´n ha sido reconocida por los Estados Miem-
bros de las Naciones Unidas, y en el an˜o 2000 suscribieron la Declaracio´n del Milenio, que
condujo a los Objetivos de Desarrollo del Milenio (ODM) donde se instaba a la comunidad
mundial a reducir a la mitad, para 2015, la proporcio´n de personas sin acceso sostenible a agua
potable y a servicios ba´sicos de saneamiento. En el Informe de Actualizacio´n 2015 y Evaluacio´n
del ODM [1], se reconoce que pese a los logros registrados durante dicho periodo, au´n quedan
numerosos problemas por resolver, como la cobertura de fuentes mejoradas de agua potable -
que var´ıa enormemente en las regiones en desarrollo - y la falta de equidad entre los habitantes
de las zonas urbanas y rurales, y entre los segmentos ma´s ricos y ma´s pobres de la poblacio´n.
Por tanto, invertir en Agua y Saneamiento sigue siendo una prioridad mundial, con la diferencia
que en la actualidad preocupan mas factores que solo la cobertura.
Obedeciendo a lo anterior el d´ıa 25 de Septiembre del 2015 La Asamblea General de la ONU
adopto´ la Agenda 2030 para el Desarrollo Sostenible [2], un plan de accio´n a favor de las perso-
nas, el planeta y la prosperidad, que tambie´n tiene la intencio´n de fortalecer la paz universal y el
acceso a la justicia. Dicha agenda establece 17 Objetivos de Desarrollo Sostenible (ODS) y 169
metas disen˜adas para ser universalmente pertinentes y aplicables a todos los pa´ıses. Los ODS
exigen un enfoque integrado con respecto a las dimensiones sociales, econo´micas y medioam-
bientales. Esto se refleja en el Objetivo 6, que incluye una serie de metas que abordan todos
los aspectos del ciclo del agua y el saneamiento [3]. Las metas persiguen el acceso universal al
agua potable, el saneamiento y la higiene, e instan a mejorar la supervisio´n para garantizar que
nadie se quede atra´s.
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Espec´ıficamente el Objetivo 6 invita a garantizar la disponibilidad de agua, su gestio´n soste-
nible y el saneamiento para todos a trave´s de 8 metas propuestas al 2030. Insta a adoptar un
enfoque integrado en lo que se refiere al seguimiento, que tenga en cuenta los v´ınculos entre: el
abastecimiento de agua, el saneamiento y la higiene (metas 6.1 y 6.2); el tratamiento, reciclaje
y reutilizacio´n de las aguas residuales (6.3); el aumento de la eficiencia y la sostenibilidad de
las extracciones (6.4); y la proteccio´n de los ecosistemas relacionados con el agua (6.6) como
parte de un enfoque integrado con respecto a la gestio´n de los recursos h´ıdricos (6.5) [3]. Sin
dejar de considerar, que el progreso en el a´mbito del agua potable, el saneamiento y la higiene
tambie´n es fundamental para el logro de otras metas, como la reduccio´n de la pobreza y el acce-
so universal a los servicios; la eliminacio´n de la malnutricio´n, la lucha contra las enfermedades
y el logro de la cobertura universal de salud; la provisio´n de entornos de aprendizaje segu-
ros e inclusivos, la reduccio´n de la desigualdad entre los ge´neros, la garant´ıa de una vivienda
adecuada, segura y asequible para todos y la reduccio´n de las muertes provocadas por desastres.
Junto con los Objetivos de Desarrollo Sostenible (ODS) ha sido necesaria la elaboracio´n de
una estrategia global y definir que´ factores deben considerarse y co´mo, para la correcta apli-
cacio´n de las gestiones e inversiones, exigiendo el desarrollo de herramientas de ayuda-decisio´n
basadas en sistemas de monitoreo que se sustentan en el uso de la estad´ıstica y la definicio´n
de indicadores que aportan la informacio´n que permite dar respuesta a algunas interrogantes
sobre co´mo y do´nde actuar. Por otra parte, existen grandes planes de inversio´n para mejorar
e impulsar el sector, ya sea, de los propios pa´ıses o con apoyo de externos. La gestio´n de la
informacio´n toma gran importancia, permitiendo identificar tendencias indeseables, para poder
establecerse medidas contra ellas.
Hoy existen numerosas herramientas y te´cnicas para el planeamiento y seguimiento del sector
tanto a nivel de estados como a nivel internacional. Sin embargo, a escalas geogra´ficas reducidas
existe deficiencia de informacio´n, de personal te´cnico y de capacidades instaladas, encontra´ndo-
se con dificultades para analizar y discernir entre las alternativas en funcio´n de la situacio´n.
Espec´ıficamente, el trabajo se centra en el modelo y datos del sistema de monitoreo sectorial
SIASAR “Sistema de Informacio´n de Agua y Saneamiento Rural” [4] que contempla variables
valorativas del nivel y sostenibilidad de los servicios comunitarios de agua y saneamiento [5].
SIASAR destaca como sistema de monitoreo dentro de comunidades rurales de Ame´rica Latina;
sus elementos principales son la recopilacio´n de informacio´n y un modelo de ana´lisis que per-
mite valorar considerando un sistema de preferencias establecido (funciones de utilidad, pesos
y funciones de agregacio´n). Ofrece la clasificacio´n de las comunidades en categor´ıas (A, B, C o
D) en base a los resultados cuantitativos del I´ndice de desempen˜o de Agua y Saneamiento (IAS
o WSP) que representa la situacio´n de cada comunidad [6]. El conjunto de datos recopilado por
cuestionarios del modelo SIASAR en Honduras, Nicaragua, Repu´blica Dominicana y Panama´
alimentan una base de datos conformada por un total de 16 componentes/variables y un ı´ndice
general que permite la clasificacio´n de las comunidades. Se trabaja el disen˜o de la metodolog´ıa
sobre este conjunto, considerando que estas cantidades de datos requieren el uso de herramien-
tas estad´ısticas para hacer el ana´lisis asequible. Se utiliza el software R [7] que es un entorno
de desarrollo integrado y me´todos basados en el Aprendizaje Estad´ıstico que consiste en un
conjunto de herramientas para modelar y comprender datos complejos, abarcando numerosos
me´todos que pueden ser clasificados como supervisados o no supervisados [8].
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Por tanto, desde el desaf´ıo de la toma de decisiones surge la dificultad de vincular la infor-
macio´n (valoracio´n de las comunidades) a la accio´n, demandando cuales son los factores ma´s
importantes y cuales se deben priorizar a diferentes escalas administrativas. Sin embargo, los
resultados dependera´n de la cantidad y calidad de los datos: a escala nacional generalmente
se dispondra´ de una buena cantidad de datos para realizar los ana´lisis, por el contrario, al
bajar de escala administrativa nos encontramos ante la dificultad de dar validez estad´ıstica a
los resultados generados con menos datos y por tanto con una calidad cuestionable.
1.2. Objetivos Generales
Dada la problema´tica anterior, se plantea desarrollar una herramienta que permita el v´ınculo
entre la informacio´n y la decisio´n a diferentes escalas administrativas (multiescala). Se propone
como objetivo definir un sistema de ana´lisis de datos robusto, aplicable de forma automa´tica a
todas las escalas administrativas, basado en te´cnicas de ana´lisis estad´ıstico multivariante como
el Ana´lisis de Componentes Principales, la Regresio´n Lineal Mu´ltiple y el Ana´lisis Discriminan-
te Lineal, que permitan determinar las variables ma´s relevantes en la gestio´n de actuaciones en
el sector del abastecimiento de agua y saneamiento rurales. Se busca su utilizacio´n guiada por
parte de pu´blico no experto.
1.3. Objetivos Espec´ıficos
Disponer de soluciones al bajar de escala administrativa, superando la dificultad de que
con pocos datos los me´todos estad´ısticos pueden ofrecer resultados poco fiables, inclusive
no poderse aplicar.
Ofrecer ana´lisis que destaquen las variables individuales ma´s relevantes en la determi-
nacio´n de la clasificacio´n o estado de las comunidades, identificando tambie´n aquellas
variables/factores explicativos de la variabilidad general en el estado de las comunidades.
Ofrecer ana´lisis que permitan diferenciar una clasificacio´n de otra, complementado con
una propuesta de evolucio´n de una comunidad a una clasificacio´n mejor.
Ofrecer ana´lisis que permitan la identificacio´n y valoracio´n de la influencia de las variables
en los resultados del modelo SIASAR (´ındices IAS/WSP) aplicado a diferentes escalas
administrativas.
Desarrollar, calibrar y validar la propuesta a partir de datos reales disponibles, obtenidos





En esta seccio´n se presentan contenidos y conceptos necesarios de comprender para dar cum-
plimiento a los objetivos propuestos y al entendimiento del trabajo presentado. Comienza con
una revision del modelo SIASAR; explicando como se construye, que aspectos considera, como
se recopila la informacio´n y finalmente cual es el resultado de aplicar dicho modelo. Seguido,
se presenta la base de datos con la que se trabajara´ junto a un breve ana´lisis descriptivo. Fi-
nalmente se realiza la introduccio´n a los tipos de me´todos estad´ısticos multivariantes que se
implementara´n.
2.1. Modelo SIASAR
El Sistema de Informacio´n de Agua y Saneamiento Rural [4] es una iniciativa conjunta iniciada
por los gobiernos de Honduras, Nicaragua y Panama´ cuyo objetivo estrate´gico es contar con
una herramienta de informacio´n ba´sica, actualizada y contrastada sobre los servicios de abas-
tecimiento de agua y saneamiento rural existente en un pa´ıs.
La plataforma SIASAR incorpora metodolog´ıas y herramientas que combinadas permiten cu-
brir el ciclo de trabajo previsto en el modelo conceptual, y que se sintetizan en la captacio´n de
datos, edicio´n de datos, validacio´n de datos, consulta de informacio´n y generacio´n de reportes.
La herramienta cumple adema´s con una serie de objetivos operacionales, entre ellos:
Servir de apoyo para la planificacio´n, coordinacio´n y evaluacio´n de las acciones de los
diferentes actores del sector.
Monitorear la cobertura, calidad y sostenibilidad de los servicios de abastecimiento de
agua y saneamiento rural.
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Registrar el desempen˜o de los prestadores de asistencia te´cnica, incluyendo sus limitacio-
nes en log´ıstica.
Permitir la transferencia de datos estad´ısticos de agua y saneamiento, y cruzar as´ı infor-
macio´n con otras bases de datos sectoriales.
La utilizacio´n de SIASAR ha permitido evaluar cada comunidad dentro de los diferentes secto-
res administrativos, adema´s de la calidad del sistema y a los prestadores de servicios. Poniendo
de manifiesto, luego de una recopilacio´n y procesamiento de datos, una valoracio´n nume´rica a
trave´s del I´ndice de desempen˜o de Agua y Saneamiento (IAS o´ WSP por sus siglas en ingle´s)
y una clasificacio´n del tipo A, B, C y D, que se fundamenta en un conjunto de ı´ndices agregados.
En un primer nivel, SIASAR se compone de un conjunto de 60 indicadores que se clasifican en
24 componentes, que a su vez se agrupan en 6 dimensiones (4 componentes por dimensio´n, ver
Tabla 2.1) correspondientes a:
1. Nivel de Servicio de Agua (NSA)
2. Nivel de Servicio de Saneamiento e Higiene (NSS)
3. Escuelas y Centros de Salud (ECS)
4. Estado de la Infraestructura de Agua (EIA)
5. Prestacio´n de Servicio (PSE)
6. Prestacio´n de Asistencia Te´cnica (PAT)
En un nivel superior, las dimensiones se agrupan en dos ı´ndices parciales: Nivel de servicio de
Agua, Saneamiento e Higiene (NASH), y el I´ndice de Sostenibilidad de los Servicios de Agua
(ISSA). Estos dos ı´ndices parciales componen un u´ltimo ı´ndice general agregado: el I´ndice de
desempen˜o de los servicios de Agua y Saneamiento (IAS) [6].
Por otra parte, en la construccio´n del modelo conceptual de SIASAR, existen diferentes etapas
que pueden tener un impacto en el valor final de sus indicadores e ı´ndices, que son necesarias
de comentar:
Definicio´n de las funciones de utilidad: asigna valores nume´ricos (“utilidad”) a las res-
puestas o combinacio´n de respuestas de los diferentes cuestionarios, de tal manera que los
resultados con valores nume´ricos ma´s altos siempre son preferibles a los resultados con
valores ma´s bajos.
Te´cnicas de asignacio´n de pesos: el modelo conceptual SIASAR considera que los pe-
sos de cada una de las componentes para el ca´lculo de las 6 dimensiones son iguales,
ofreciendo una mayor transparencia en el proceso de construccio´n de la dimensio´n, una
mayor simplicidad a la hora de implementar y mayor facilidad para interpretar los resul-
tados obtenidos. Tambie´n asigna pesos iguales a las dimensiones para construir los ı´ndices
parciales (NASH e ISSA) y para la construccio´n del ı´ndice general (IAS).
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IAS (´Indice de desempen˜o de los servicios de Agua y Saneamiento)
NASH (Nivel de servicio de Agua, Sa-
neamiento e Higiene)
ISSA (´Indice de Sostenibilidad de los
Servicios de Agua)




Estacionalidad Zona Proteccio´n de Abastecimiento
Calidad Estado Infraestructura Tratamiento
Nivel de Servicio de Saneamiento e Hi-
giene (NSS)
Prestador de Servicio (PSE)
Nivel de Servicio de Saneamiento Gestio´n Organizacional
Higiene Personal Gestio´n en Operacio´n y Mantenimiento
Higiene en el Hogar Gestio´n Econo´mica y Financiera
Higiene Comunitaria Gestio´n Ambiental
Escuelas y Centros de Salud (ECS) Prestador de Asistencia Te´cnica
(PAT)
Agua Potable Mejorada en Escuelas Sistema de Informacio´n
Saneamiento Mejorado e Higiene en Escuelas Capacidad Institucional
Agua Potable Mejorada en C. Salud Cobertura Comunitaria
Saneamiento Mejorado e Higiene en C. Salud Intensidad de la Asistencia
Tabla 2.1: I´ndices General y Parciales, Dimensiones y Componentes en SIASAR
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Me´todos de agregacio´n: el modelo conceptual SIASAR realiza una agregacio´n aditiva
(compensatoria) de las 4 componentes que conforman cada una de las dimensiones. Para
la construccio´n de los ı´ndices parciales e ı´ndice general se lleva a cabo una agregacio´n
geome´trica .
Clasificacio´n de comunidades en ABCD: El modelo adopta una clasificacio´n de resultados
empleando intervalos como se muestran en la Tabla 2.2. El empleo de esta metodolog´ıa
favorece el establecimiento de umbrales mı´nimos de servicio ma´s elevados, considerando
este punto como un factor positivo para el sector.
Clase Intervalos
D 0 - 0.4
C 0.4 - 0.7
B 0.7 - 0.9
A 0.9 - 1
Tabla 2.2: Intervalos de clasificacio´n modelo SIASAR
La informacio´n se recoge a trave´s de 4 cuestionarios que analizan el nivel de servicio desde
diferentes perspectivas:
i. La comunidad
ii. El Sistema de Agua
iii. La Prestacio´n del Servicio
iv. La Prestacio´n de Asistencia Te´cnica
Dichos cuestionarios han sido mejorados de forma progresiva y participativa por todos los pa´ıses
integrantes de la comunidad SIASAR desde el an˜o 2012 hasta la actualidad.
SIASAR es una herramienta au´n joven que sigue en proceso de evolucio´n, el primer modelo
conceptual (versio´n v.0) estructuraba la informacio´n recogida en los diferentes cuestionarios
de manera que se constru´ıa el I´ndice de Sostenibilidad de los Servicios de Agua (ISSAo), que
pretende medir la sostenibilidad de un servicio en una comunidad. Este indicador se computaba
por lo tanto a escala comunidad tomando en cuenta todos los sistemas de agua que abastecen
dicha comunidad. Espec´ıficamente, se calculaba en base al nu´mero de viviendas asociadas a
los diferentes sistemas existentes, a la clasificacio´n del propio sistema, y a la clasificacio´n del
prestador de servicio del sistema.
2.2. Base de datos
Espec´ıficamente en esta investigacio´n se trabaja sobre el conjunto de datos recopilados por 3
de los 4 cuestionarios (Comunidad, Sistema de Agua y Prestacio´n de Servicio) de Honduras,
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Nicaragua, Republica Dominicana y Panama´ que alimentan 4 de las 6 dimensiones, confor-
mando un total de 16 componentes; desde ahora reconocidas como las variables de trabajo. La
Tabla 2.3 muestra cada una de estas variables, especificando la dimensio´n a la que pertenece,
la descripcio´n, la denominacio´n y el tipo. Adema´s se dispone de un ı´ndice general (IAS, tam-
bie´n llamado WSP) que permite la clasificacio´n de las comunidades en A, B, C o D a trave´s
de la variable catego´rica CLASSI y una segunda clasificacio´n correspondiente a la versio´n v.0
(ISSAo), ver especificacio´n en la Tabla 2.4. Sera´ importante no confundir el ı´ndice parcial ISSA
- nume´rico, que no corresponde a una variable de trabajo - con la categorizacio´n ISSAo men-
cionada (presente en el ana´lisis posterior).
Dimensio´n Componentes Nombre var Tipo Rango
NSA Accesibilidad ACC nume´rica [0,1]
NSA Continuidad CON nume´rica [0,1]
NSA Estacionalidad EST nume´rica [0,1]
NSA Calidad CAL nume´rica [0,1]
NSH Nivel de Servicio de Saneamiento NSS nume´rica [0,1]
NSH Higiene Personal HPE nume´rica [0,1]
NSH Higiene en el Hogar HHO nume´rica [0,1]
NSH Higiene Comunitaria HCO nume´rica [0,1]
EIA Autonomı´a del Sistema AUT nume´rica [0,1]
EIA Estado de la infraestructura INF nume´rica [0,1]
EIA Proteccio´n de la fuente (captacio´n) ZPA nume´rica [0,1]
EIA Sistema de tratamiento de agua STR nume´rica [0,1]
PSE Organizacio´n GOR nume´rica [0,1]
PSE Operacio´n y Mantenimiento GOM nume´rica [0,1]
PSE Gestio´n Econo´mica GEF nume´rica [0,1]
PSE Gestio´n Ambiental GAM nume´rica [0,1]
Tabla 2.3: Variables de trabajo
Versio´n I´ndice general Nombre var Tipo Rango
v.2 Desempen˜o de los servicios de Agua y San. IAS (WSP) nume´rica [0,1]
v.2 Desempen˜o de los servicios de Agua y San. CLASSI catego´rica {A,B,C,D}
v.0 Sostenibilidad de los Servicios de Agua ISSAo catego´rica {A,B,C,D}
Tabla 2.4: I´ndices, segu´n modelos SIASAR
Estas 19 variables se encuentran desagregadas en comunidades que conforman los Municipios
(Entidad local menor) que a su vez constituyen los Departamentos (Entidad local mayor). De
esta manera, incorporamos 3 variables de identificacio´n, ver tabla (2.4). Los detalles de esta
desagregacio´n se especifican en apartado siguiente.
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Identificador Nombre var
Identificador de Comunidad ID COM
Entidad local Mayor (Departamento) ENT LOC MAY
Entidad local Menor (Municipio) ENT LOC MEN
Tabla 2.5: Identificadores Base de Datos
La base de datos que contiene la totalidad de variables mencionadas, para cada pa´ıs del estudio,
se encuentra disponible en formato csv en: ZenodoData (http://doi.org/10.5281/zenodo.918315).
2.3. Estad´ıstica Descriptiva de los datos
Se presenta de manera muy resumida, algunos estad´ısticos ba´sicos que nos dara´n idea del com-
portamiento de las 17 variables nume´ricas (incluido IAS), complementando con las medias que
toman dichas variables segu´n las clasificaciones, para el conjunto total de datos de los 4 pa´ıses:
Nicaragua, Honduras, Repu´blica Dominicana y Panama´. La Descriptiva espec´ıfica de cada pa´ıs
por separado se encuentra detallada en el Ape´ndice A. La Tabla 2.6 presenta la desagregacio´n
de cada pa´ıs en comunidades, departamentos y municipios, por lo tanto la descriptiva sen˜alada
se realiza para el conjunto total de 7978 comunidades (adicio´n de el total de comunidades de
los 4 pa´ıses mencionados), dejando ver tanto en la Figura 2.1 como en la Tabla 2.7 que al ser un
conjunto grande de datos los rangos intercuartiles (iqr) y los coeficientes de variacio´n (cv) son
altos, adema´s las medias y las medianas en muchos casos no son similares permitiendo deducir
presencia de asimetr´ıa.
Pa´ıs no Departamentos no Municipios no Comunidades
Nicaragua 18 150 3503
Honduras 16 165 3565
Rep. Dominicana 26 73 509
Panama´ 15 74 401
Tabla 2.6: Comunidades por Escala Administrativa
Por otra parte se debe recordar que cada una de estas variables se ha construido para tomar
valores entre [0,1], valorando con 0 y 1 la peor y mejor situacio´n posible respectivamente. Por
lo anterior, no es extran˜o notar que en este conjunto la mayor´ıa de las variables tienen medias
con valores cercanos al 0.5, sin embargo en la Figura 2.1 vemos que la calidad (CAL) es un
aspecto deficiente en media entre los 4 pa´ıses, au´n as´ı, la cantidad de datos no nos permitira´
realizar observaciones espec´ıficas acertadas, sino mas bien un primera aproximacio´n, para luego
evaluar situaciones particulares de escalas administrativas reducidas.
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Figura 2.1: Boxplot variables de trabajo.
Variable media cv mediana iqr
ACC 0.661 0.394 0.667 0.404
CON 0.709 0.453 0.833 0.500
EST 0.763 0.451 1.000 0.333
CAL 0.382 1.224 0.000 1.000
AUT 0.569 0.672 0.611 0.790
INF 0.739 0.400 0.816 0.333
ZPA 0.759 0.341 0.667 0.333
STR 0.494 0.896 0.333 1.000
GOR 0.431 0.594 0.452 0.379
GOM 0.432 0.634 0.500 0.167
GEF 0.544 0.698 0.646 0.767
GAM 0.786 0.354 1.000 0.333
NSS 0.592 0.546 0.667 0.512
HPE 0.607 0.560 0.333 0.667
HHO 0.503 0.754 0.333 0.667
HCO 0.479 0.538 0.333 0.333
WSP 0.457 0.433 0.503 0.178
Tabla 2.7: Descriptiva de variables de trabajo.
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Adema´s, se puede comentar que la Figura 2.2 muestra que la clasificacio´n CLASSI se adecua
(por construccio´n) muy bien a las 16 variables de trabajo, es decir, mientras mayor sean los
valores medios que toman las variables, mejor clasificacio´n tendra´ la comunidad. No as´ı la
clasificacio´n ISSAo, que permite ver que solo algunas variables (ACC, HCO, HHO) logran di-
ferenciar evidentemente las medias entre clases. Por otro lado, en la Tabla 2.8 se aprecia como
las comunidades se distribuyen de manera relativamente uniforme en la clasificacio´n ISSAo, a
diferencia de la clasificacio´n CLASSI, que ubica la mayor´ıa de las comunidades en C y muy
pocas en A; de alguna manera esta u´ltima resulta ser ma´s exigente.
Por u´ltimo, cabe resaltar que tanto para Repu´blica Dominicana como para Panama´ el conjun-
to de comunidades es considerablemente mas pequen˜o que en Nicaragua y Honduras, aspecto
importante a tener en consideracio´n al momento de desarrollar el me´todo por las dificultades
en la aplicacio´n por falta de informacio´n.
NOTA: Los colores representara´n en todo el trabajo las diferentes clases A: Negro, B: Rojo, C:





























Figura 2.2: Radarplot variables de trabajo
A B C D Total Comunidades
Nicaragua
CLASSI 5 523 2390 585 3503
ISSAo 600 1614 1062 227 3503
Honduras
CLASSI 7 675 2692 191 3565
ISSAo 1589 1352 537 87 3565
Rep. Dominicana
CLASSI 0 51 297 161 509
ISSAo 165 236 86 22 509
Panama´
CLASSI 0 23 276 102 401
ISSAo 148 165 77 11 401
Tabla 2.8: Comunidades por clase
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2.4. Herramientas Estad´ısticas
El aprendizaje estad´ıstico es una herramienta poderosa con importantes aplicaciones pra´cticas,
el campo se ha movido desde un intere´s principalmente acade´mico a una disciplina convencional
con una enorme audiencia. Esta tendencia continuara´ con la creciente disponibilidad de enormes
cantidades de datos y softwares para analizarlos, debido a que en los u´ltimos an˜os, paquetes
nuevos y mejorados de softwares han aliviado significativamente la carga de implementacio´n
para muchos de estos me´todos. Al mismo tiempo, ha habido un reconocimiento cada vez ma-
yor en una serie de campos como los negocios, la salud, la gene´tica, las ciencias sociales y ma´s [8].
Si bien, en este trabajo el aprendizaje estad´ıstico no se aplica directamente, se utilizan algunas
herramientas (principalmente del ana´lisis multivariante) que componen este campo. Como se
menciona en la Introduccio´n de este trabajo, se persigue incorporar e implementar un vasto
conjunto de herramientas para la comprensio´n de los datos y dar solucio´n a las limitantes en
la reduccio´n de escala administrativa, e´stas pueden ser clasificadas como supervisadas o no
supervisadas como se explica a continuacio´n.
2.4.1. Me´todos Supervisados
En te´rminos generales, el concepto supervisado implica la construccio´n de un modelo estad´ıstico
para predecir o estimar un output basado en uno o ma´s inputs. Por tanto, para cada observa-
cio´n existe una medida de respuesta asociada y se ajusta un modelo que relaciona la respuesta
con los predictores, con el objetivo de determinar con precisio´n la respuesta para futuras obser-
vaciones (prediccio´n) o para comprender mejor la relacio´n entre la respuesta y los predictores
(inferencia). Aqu´ı encontramos muchos me´todos cla´sicos de aprendizaje estad´ıstico como la re-
gresio´n lineal y la regresio´n log´ıstica, as´ı como enfoques ma´s modernos como el GAM (modelos
aditivos generalizados), el impulso (boosting) y las ma´quinas vectoriales de apoyo [8].
En general, para estos me´todos supervisados, los inputs corresponden a las variables de entra-
da que tambie´n se pueden llamar predictores o variables independientes, a su vez los outputs
corresponden a las variables de salida, respuesta o variables dependientes. Estas variables se
pueden caracterizar como cuantitativas, es decir que toman valores nume´ricos, o cualitativas
(tambie´n conocidas como catego´ricas) que toman valores de K clases diferentes, o categor´ıas.
De esta manera, podremos referirnos a problemas de regresio´n cuando la respuesta sea cuanti-
tativa y a problemas de clasificacio´n cuando impliquen una respuesta cualitativa. Por ejemplo,
la regresio´n lineal se utiliza con una respuesta cuantitativa, mientras que la regresio´n log´ıstica
se utiliza t´ıpicamente con una respuesta cualitativa (de dos clases o binaria). Otros me´todos
estad´ısticos, como los K-vecinos ma´s cercanos y el impulso, pueden utilizarse en el caso de
respuestas cuantitativas o cualitativas. Existen muchas te´cnicas de clasificacio´n que se podr´ıan
utilizar para predecir una respuesta cualitativa, dentro de las ma´s utilizadas: regresio´n log´ıstica,
ana´lisis discriminante lineal y K-vecinos ma´s cercanos.
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2.4.2. Me´todos no Supervisados
Por el contrario, el aprendizaje no supervisado describe una situacio´n un poco ma´s dif´ıcil en
la que para cada observacio´n tenemos un vector de medidas pero ninguna respuesta asociada.
Por tanto, no es posible ajustar un modelo de regresio´n ni clasificacio´n, ya que no hay variable
de respuesta a predecir. Sin embargo, podemos aprender las relaciones y la estructura de tales
datos. Una herramienta de aprendizaje estad´ıstico que podemos utilizar en este contexto es
el ana´lisis de componentes principales, que corresponde a una herramienta utilizada para la
visualizacio´n de datos o para el preprocesamiento de datos antes de aplicar te´cnicas supervisa-
das. Adema´s encontramos el ana´lisis de cluster o agrupacio´n, con una amplia clase de me´todos
para descubrir subgrupos desconocidos en datos.
Tanto la agrupacio´n como el ana´lisis de componentes principales (ACP) buscan simplificar
los datos a trave´s de un conjunto resumido, pero sus mecanismos son diferentes: ACP busca
encontrar una representacio´n de baja dimensio´n de las observaciones, que explique una buena
fraccio´n de la varianza. En cambio, el ana´lisis de cluster busca encontrar subgrupos homoge´neos
entre las observaciones, y dado que e´ste es popular en muchos campos existe una gran cantidad




Esta seccio´n desarrolla en profundidad el sistema de ana´lisis ofrecido, con la matema´tica nece-
saria para comprender cada uno de los me´todos aplicados; comenzando por describir la notacio´n
que se utilizara´ a lo largo de todo el trabajo, continuando con la explicacio´n del me´todo pro-
puesto y su formulacio´n multiescala. Luego, se describe el me´todo ACP con la construccio´n de
ı´ndices de ma´xima varianza, recordamos el me´todo de RLM y se detalla el me´todo ADL en
funcio´n de las necesidades planteadas. Finalmente, se definen los para´metros que determinan
la aplicacio´n de cada uno de e´stos me´todos.
Respecto de la notacio´n, utilizaremos n para representar el nu´mero de datos u observaciones
en nuestra muestra. En este caso, correspondera´n a las diferentes comunidades evaluadas en
cada pa´ıs, departamento, municipio o clase (A, B, C o D).
Denotaremos p al nu´mero de variables que esta´n disponibles para su uso en la elaboracio´n de
predicciones, correspondera´ a las 16 variables definidas con anterioridad en la Tabla 2.3.
p = 16 (3.0.1)
De esta manera, la base de datos estara´ compuesta por una matriz de n×p, con la informacio´n
de las 16 variables para cada comunidad y un vector de clasificacio´n correspondiente a las
observaciones a predecir en nuestro modelo, como se muestra en (3.0.2) y (3.0.3).
X =
 x1,1 · · · x1,p... . . . ...
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Donde xi = {xi,1, ..., xi,p} corresponde al vector con los valores que toman las 16 variables en
la comunidad i-e´sima, xj = {x1,j , ..., xn,j} es el vector de la variable j-e´sima para cada una
de las n comunidades y por u´ltimo el yi el valor de la evaluacio´n de la comunidad i-e´sima
que puede estar caracterizado por un ı´ndice nume´rico IAS (WSP) o bien categorizado por las
clasificaciones A, B, C y D de las variables CLASSI o ISSAo.
3.1. Propuesta
La propuesta, corresponde a un ana´lisis integral que se compone de diferentes te´cnicas estad´ısti-
cas, la herramienta a utilizar dependera´ de la composicio´n y caracter´ısticas de los datos, por
ejemplo, si se componen de variables nume´ricas o catego´ricas; en especial el vector respuesta
como se explica a continuacio´n.
1. El primer ana´lisis corresponde al de Componentes Principales (ACP), una te´cnica no su-
pervisada que permitira´ establecer las relaciones entre las variables nume´ricas. Se activara´
siempre que existan predictores de este tipo (X: nume´rico), podra´ ser aplicada a todo el
conjunto de datos o bien a cada clase A, B, C o D (u otra) de manera independiente, per-
mitiendo realizar una reduccio´n de dimensio´n y a la vez de variables, escogiendo aquellas
con mayor contribucio´n a la varianza del conjunto de datos, ver Figura 3.1.
Se escoge trabajar con este me´todo no supervisado, en primer lugar porque no requiere
de una variable respuesta, se puede aplicar en caso de no disponer de Y . Adema´s, al
disponer de un gran conjunto de variables probablemente correlacionadas las componen-
tes principales nos permitira´n resumir este conjunto con un nu´mero menor de variables
llamadas representativas que explicara´n colectivamente la mayor parte de la variabilidad
en el conjunto original. Esta reduccio´n, permitira´ utilizar las componentes principales, o
bien, las variables representativas que la componen, como predictores en un modelo de
regresio´n en lugar del conjunto original de variables. Por otra parte el ACP tambie´n sirve
como herramienta para la visualizacio´n de datos, tanto de las observaciones como de las
mismas variables.
2. Seguido, una Regresio´n Lineal Mu´ltiple (RLM) se activa en caso de contar adicionalmente
con un vector respuesta nume´rico (Y : nume´rico), que permita realizar una regresio´n
identificando las variables que contribuyen significativamente en la representacio´n de la
respuesta, optando por simplificar el problema al aplicar ACP previamente, ver Figura
3.1. A este u´ltimo enfoque, se le llama regresio´n de los componentes principales (RCP)
e implica la seleccio´n de los primeros componentes como predictores en un modelo de
regresio´n lineal que se ajusta utilizando mı´nimos cuadrados. En este trabajo no se realiza
estrictamente la RCP, sino una regresio´n con las variables relevantes que componen dichas
componentes.
La idea clave es que a menudo un pequen˜o nu´mero de componentes principales es suficien-
te para explicar la mayor parte de la variabilidad de los datos, as´ı como la relacio´n con la
respuesta. Supondremos que las direcciones principales, es decir aquellas que muestran la
mayor variacio´n de las variables, son las direcciones que esta´n asociadas con la respuesta.
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3. Por u´ltimo, el Ana´lisis Discriminante lineal (ADL) corresponde a un me´todo de clasifica-
cio´n supervisado que modela y predice un output catego´rico a partir de inputs nume´ricos,
y que a diferencia de la RLM se activa en caso de que el vector de respuestas sea catego´rico
(Y : catego´rico), permitiendo identificar variables a priorizar para el paso de una comuni-
dad a una clasificacio´n mejor, ver Figura 3.1.
Este ana´lisis es popular cuando tenemos ma´s de dos clases de respuestas; a diferencia
de la regresio´n log´ıstica que solo permite dos clases. El ADL es estable, inclusive con
cantidad de muestras pequen˜as (esencial para superar la barrera de aplicacio´n en escalas
administrativas reducidas) y con clases bien diferenciadas, siempre que los predictores
sean aproximadamente normales en cada una de las clases.
En general, la propuesta de me´todo se basa en estos 3 me´todos estad´ısticos multivariantes
cla´sicos mencionados, debido a que son me´todos ya asentados, explicables, interpretables y
utilizados con frecuencia (en especial ACP y RLM) en el ana´lisis de datos. Por ejemplo, el
ACP tiene una interpretacio´n clara y entendible sobre la varianza, y los me´todos como RLM
y ADL podr´ıan sofisticarse al implementarlos con su evolucio´n no lineal, sin embargo, en este
trabajo carece de sentido por ser el comienzo y los primeros pasos en la prueba de este tipo
de herramientas. Cabe destacar que el me´todo ADL es aquel que ha requerido mayor revisio´n
bibliogra´fica, programacio´n y adaptacio´n para obtener los resultados, interpretables en el con-
texto de estudio, que se buscan.
Como resultado, la propuesta entrega informacio´n de caracter´ısticas de las comunidades a trave´s
de la evaluacio´n de los ı´ndices (IMV, IRL e I), en funcio´n de la importancia relativa de las va-
riables descrita por los coeficientes (load, β, w∗), ver Figura 3.1. Los modelos basados en ACP
nos ensen˜an variables que ayudar a explicar mejor la varianza de los datos, es decir, las varia-
bles que mas diferencian el conjunto de datos, ayudando a responder que es lo que diferencia
a cada comunidad de la media. Por su parte, el modelo RLM intenta reproducir una variable
nume´rica (Y ) generalmente asociada un ı´ndice general, por tanto, nos entrega las variables
mas significativas en la conformacio´n de este ı´ndice. El modelo ADL, nos indica las variables
a modificar para mejorar la clasificacio´n, es decir, lo necesario para pasar las comunidades de
una clasificacio´n a otra mejor, inclusive siendo ma´s espec´ıficos, se puede llegar a responder que
tan lejos esta´ una comunidad dada de la clasificacio´n superior siguiente.
Una vez obtenido el output inicial (OUT0), que corresponde a la construccio´n de los coeficientes
para cada me´todo, es posible realizar el ca´lculo de los ı´ndices asociados tanto al conjunto original
de datos (OUT ) como a un subconjunto de los datos (OUT ′). En este u´ltimo caso, se describen
las caracter´ısticas del subconjunto desde la perspectiva del conjunto completo, permitiendo
comparar los resultados de aplicar un mismo modelo, es decir, la conformacio´n de ı´ndices a
partir de los mismos coeficientes, a diferentes conjuntos de datos para analizarlos de forma
comparada, ver Figura 3.1 y expresiones (3.1.1) (3.1.2), donde X ′ ⊂ X.
IND = [X]{COEF} (3.1.1)
IND′ = [X ′]{COEF} (3.1.2)
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X′ ⊂ X ⇒ n′ < n
INDn×1 = Xn×p ∗ COEFp×1
COEF. I´NDICES
I´NDICES
Figura 3.1: Esquema Ana´lisis Propuesto con aplicacio´n a subconjunto
3.2. Formulacio´n Multiescala y Herencia
La propuesta explicada de manera general en el apartado anterior se denominara´ aplicacio´n o
me´todo simple, ya que la complejidad de la propuesta aparece al reconocer que dicho me´todo se
puede aplicar sobre conjuntos de datos de diferentes escalas administrativas, es aqu´ı donde se
incorporara el concepto “multiescala”; donde los resultados (outputs) descritos anteriormente,
ya sean los modelos definidos por los coeficientes como los propios indicadores evaluados en
cada comunidad, se pueden obtener a nivel pa´ıs, en los nd departamentos y en los nm muni-
cipios. Lo que significa 1 + nd + nm aplicaciones del me´todo simple como se puede ver en la
Figura 3.2 sin contemplar la aplicacio´n a subconjuntos de datos (cuadros grises).
Sin embargo, la aplicacio´n masiva de las diferentes combinaciones de me´todos con las diferentes
escalas administrativas, exige la definicio´n de para´metros estad´ısticos involucrados en el ana´lisis
de los datos y que estos sean comunes a las diferentes escalas, incorporando ciertas medidas de
calidad en la aplicacio´n que se definen en la seccio´n 3.6. Estos para´metros se determinan me-
diante un procedimiento denominado calibracio´n, donde se establece como objetivo determinar
cuales sera´n los para´metros, sus valores y/o rangos, que por un lado reducen el nu´mero medio
de variables implicadas (nvars), a la vez que se mantiene un umbral mı´nimo de los criterios
de calidad y un porcentaje mı´nimo de cobertura de resultados desagregados (porcentaje de
aplicacio´n) segu´n la estructura administrativa.
Finalmente, como el objetivo no es solo disponer de un sistema de ana´lisis multiescala sino
tambie´n de disponer de soluciones al desagregar y bajar en escalas administrativas, debido a
que sabemos que con pocos datos los me´todos estad´ısticos pueden ofrecer resultados poco fia-
bles e inclusive no poderse aplicar, se formula un sistema de ana´lisis ma´s complejo basado en la
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DATOS ESC. ADM 2
X21 n×p: num
Y 21 n×1: num












































X31 ∪ ... ∪X3nm = X
DATOS ESC. ADM 3
X31 n×p: num
Y 31 n×1: num





















































































Figura 3.2: Esquema Ana´lisis Multiescala Propuesto
propuesta de me´todo multiescala que recurre a escalas administrativas superiores para cubrir
el conocimiento (entendido como los coeficientes e indicadores) que sea necesario, heredando
informacio´n cuando la escala de ana´lisis no permita resultados, ver Figura 3.3. Notar que los
para´metros son comunes para las aplicaciones de las diferentes escalas administrativas y que
el objetivo principal de esta aplicacio´n sera´ obtener la informacio´n para la toma de decisiones
en alguna localidad de la escala administrativa ma´s baja, en este caso algu´n Municipio. Dada
las caracter´ısticas de los datos disponibles de este municipio supondremos que no sera´ posible
obtener algunos de los coeficientes, lo que significa recurrir a la aplicacio´n del modelo simple
en la escala administrativa superior siguiente, en este caso, correspondiente al Departamento
al que pertenece el Municipio en cuestio´n. A este procedimiento se le denominara´ “herencia de
informacio´n” y se debera´ realizar las veces necesarias ascendiendo en escalas administrativas
para conseguir la ma´xima cobertura de informacio´n posible. En la Figura 3.3, se represen-
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tan en color gris aquellos coeficiente que no se pueden calcular, en verde los heredados de la
segunda escala administrativa y en azul aquellos heredados de la primera escala administrativa.
NOTA: La aplicacio´n del me´todo es va´lida y adaptable a cualquier nu´mero de escalas admi-
nistrativas y clases. Los esquemas de las Figuras presentadas solo ejemplifican la aplicacio´n del
me´todo para 3 escalas administrativas y 4 clases (A, B, C y D) que corresponden a la estructura



















DATOS ESC. ADM 2
X21 n×p: num
Y 21 n×1: num










X31 ∪ ... ∪X3nm = X
X31 n×p: num
Y 31 n×1: num

























































































Figura 3.3: Esquema Ana´lisis Multiescala Propuesto con Herencia
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3.3. Ana´lisis de Componentes Principales (ACP)
El ana´lisis de componentes principales (ACP), es una te´cnica utilizada para reducir la dimen-
sionalidad de un conjunto de datos y lograr una representacio´n de baja dimensio´n que contenga
tanta informacio´n como sea posible debido a que cada una de las n observaciones vive en el
espacio p-dimensional, donde no todas estas dimensiones son igualmente importantes. Cada
una de las dimensiones encontradas por ACP es una combinacio´n lineal de las p caracter´ısticas,
de esta manera, el concepto de “relevante” se mide segu´n la variacio´n de las observaciones a lo
largo de cada dimensio´n.
Te´cnicamente, el me´todo convierte un conjunto de observaciones de variables posiblemente co-
rrelacionadas en un conjunto de nuevas variables sin correlacio´n lineal llamadas Componentes
Principales (CP). El ca´lculo corresponde a la descomposicio´n en autovalores y autovectores de
la matriz de correlacio´n o covarianza, ver ecuacio´n (3.3.2). Los autovectores corresponden a los
vectores de carga (o coeficientes) que definen una direccio´n en el espacio de las variables a lo
largo de la cual los datos var´ıan ma´s, y los autovalores a las varianzas explicada en cada una
de estas direcciones.
Sea Σ la matriz de covarianza del conjunto de datos, de dimensiones p× p:
Σ = cov(X) (3.3.1)
Puede demostrarse que el espacio de dimensio´n r que mejor representa las observaciones viene
definido por los vectores propios asociados a los r mayores valores propios de Σ. Estas direc-
ciones se denominan direcciones principales de los datos, y a las nuevas variables definidas por
e´stas, Componentes Principales. En general, existen tantas componentes principales como el
valor mı´nimo entre variables y observaciones (nCP = min(p, n), sin embargo, para efectos
de esta explicacio´n asumiremos p < n), que se obtendra´n resolviendo el problema de valores
propios λ1, ..., λp de la matriz de covarianza:
|Σ− λI| = 0 (3.3.2)
Resolviendo y seleccionando las r componentes de mayor aporte para una representacio´n re-
ducida, se define la matriz de carga, que contiene los vectores de carga o tambie´n llamados
coeficientes {Aj}, de dimensio´n p× r con r ≤ p.
α = ({A1}, ..., {Ar}) =
 a1,1 · · · a1,r... . . . ...
ap,1 · · · ap,r
 (3.3.3)
Como se menciona con anterioridad, si finalmente proyectamos las n observaciones en estas di-
recciones obtenemos las Componentes Principales como se muestra en la ecuacio´n (3.3.4). Los
signos del vector de carga pueden diferir debido a que cada vector especifica una direccio´n en
el espacio p-dimensional: voltear el signo (del vector) no tiene ningu´n efecto ya que la direccio´n
no cambia.
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No es deseable que las Componentes Principales obtenidas dependan de una eleccio´n arbitraria
de escalado, para lo que se recomienda escalar cada variable para que tenga la desviacio´n
esta´ndar cercana a la unidad antes de realizar el ACP. En caso de que se tenga un control
expl´ıcito de las variables, es decir, este´n transformadas y normalizadas bastara´ trabajar con la
matriz de covarianza.
CPj = [X]n×p{Aj}p×1
j = 1, ..., r
(3.3.4)
Nos interesara´ adema´s saber la proporcio´n de varianza explicada por cada Componente Prin-
cipal (PV Ej), para esto utilizaremos los autovalores (λ1, ..., λp) que corresponden a estas va-
rianzas . Adema´s, con el fin de calcular el PVE acumulativo de los primeros r Componentes
Principales seleccionados, podemos simplemente sumar sobre cada uno de ellos, ver ecuacio´n
(3.3.7).









Desafortunadamente, no existe una manera objetiva de decidir cua´ntos componentes principales
son suficientes (definir valor de r), dependera´ del a´rea espec´ıfica de aplicacio´n y del conjun-
to de datos. Por otro lado, en un ana´lisis supervisado, hay una manera simple y objetiva de
determinar cua´ntos componentes principales usar definiendo un para´metro de ajuste que se
seleccionara´ mediante la validacio´n cruzada o un procedimiento relacionado [8]. Los ana´lisis
supervisados tienden a estar ma´s claramente definidos y ma´s objetivamente evaluados que los
ana´lisis no supervisados, por esta razo´n, el para´metro de seleccio´n de componentes principales
sera´ arbitrario y obedecera´ a la cantidad de componentes que permitan explicar, como mı´nimo,
un porcentaje de la varianza previamente determinado.
Hasta el momento hemos conseguido reducir la dimensio´n de p a r, para explicar de manera
mas sencilla la varianza de los datos, sin embargo, au´n la totalidad de las variables esta´n con-
sideradas en el ana´lisis. Luego, muchas te´cnicas estad´ısticas, tales como regresio´n, clasificacio´n
y agrupacio´n, se pueden adaptar fa´cilmente para realizar una reduccio´n de variables, es decir,
utilizar una matriz n×m cuyas columnas corresponden a las variables con los coeficientes ma´s
altos de los vectores de carga, en lugar de utilizar la matriz de datos n × p completa. En este
caso, luego de la aplicacio´n del ACP, realizaremos esta reduccio´n estableciendo un umbral de
corte para los coeficientes de la matriz de carga, es decir, nos quedaremos con los coeficientes de
la matriz de carga αp×r de las r componentes principales escogidas, que superen dicho umbral:
αred =
 a1,1 · · · a1,r... . . . ...
ap,1 · · · ap,r
 , ai,j =

ai,j si ai,j > umbrloadcut1
0 si ai,j < umbrloadcut1
(3.3.8)
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Es importante mencionar que el complemento gra´fico de este ana´lisis se denomina “biplot”,
que aproxima la distribucio´n de una muestra multivariante en un espacio de dimensio´n dos
(por ejemplo CP1 v/s CP2), y superpone sobre la misma representaciones de las variables so-
bre las que se mide la muestra, permitiendo mostrar gra´ficamente toda la informacio´n de una
matriz de datos multivariantes. La aplicacio´n de este complemento se encuentra en el cap´ıtulo 5.
Por u´ltimo, sera´ posible construir r I´ndices de Varianza diferentes de cada componente consi-
derando la seleccio´n de la cantidad de CP segu´n el PVE acumulado y la reduccio´n de variables





ICP = ({ICP1}, ..., {ICPr}) = [X]n×p[αred]p×r (3.3.10)
3.3.1. Indices de ma´xima varianza (IMV)
La matriz αred de dimensio´n p × r con coeficientes nulos y los r I´ndices de Varianza se han
construido a trave´s de la aplicacio´n exclusivamente del ACP. Como desaf´ıo siguiente se propone
unificar en un ı´ndice, posteriormente llamado I´ndice de Ma´xima Varianza (IMV), la totalidad
de la informacio´n de la varianza de los datos contenida en las r CP escogidas. Para lo anterior,
debemos en primer lugar calcular las componentes principales rotadas mediante el me´todo
Varimax, de forma que se maximiza la relacio´n entre las componentes del modelo y los factores
explicativos de la varianza, definiendo una nueva matriz de carga (ver ecuacio´n (3.3.12), para
luego con estos nuevos coeficientes construir un I´ndice de Maxima Varianza que agrega las r
componentes principales seleccionas y rotadas.
αrot = V arimax(α) (3.3.11)
αrot = ({B1}, ..., {Br}) =
 b1,1 · · · b1,r... . . . ...
bp,1 · · · bp,r
 (3.3.12)
En el Ana´lisis Factorial no existe una solucio´n u´nica para determinar la matriz de carga, por
tanto, puede ser que la solucio´n sea ma´s interpretable mediante el uso de alguna matriz orto-
gonal, lo que lleva al concepto de rotacio´n de los factores. Esta rotacio´n ortogonal, hace que
existan factores con correlaciones altas con un nu´mero pequen˜o de variables y correlaciones nu-
las en el resto, quedando as´ı redistribuida la varianza de los factores en este caso componentes.
Posterior a la rotacio´n se sigue el procedimiento ana´logo de ACP explicado antes; se definen
las Componentes Principales Rotadas (CPR) segu´n muestra la ecuacio´n (3.3.13) y el nuevo
porcentaje de varianza explicada que estara´ dado por la expresio´n (3.3.14), se impone adema´s
un segundo umbral de corte que permite realizar la reduccio´n de variables.
CPRj = [X]{Bj} (3.3.13)
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 b1,1 · · · b1,r... . . . ...
bp,1 · · · bp,r
 , bi,j =

bi,j si bi,j > umbrloadcut2
0 si bi,j < umbrloadcut2
(3.3.15)
Finalmente, la agregacio´n de las componentes se realiza ponderando las proporciones de los
cuadrados de los coeficientes (rotados y reducidos bi,j) con la PV E de los vectores de carga
rotados (previo a la reduccio´n de variables) en cada una de las r componentes. Los coeficientes
que acompan˜an cada variable finalmente se definen como muestra la ecuacio´n (3.3.16) confor-
mando un vector de p×1 dimensiones, que finalmente permitira´n la construccio´n del IMV para





















IMV = [X]n×p{load}p×1 (3.3.17)
A modo de interpretacio´n el vector load de dimensio´n p, que bien puede contener coeficientes
nulos, nos permite identificar cuales son las variables que contribuyen ma´s (aquellas con valores
mayores) a la variabilidad del conjunto de datos originales. Esta interpretacio´n podra´ aplicarse
sobre el total de las observaciones o a subconjuntos de e´stas; por ejemplo a aquellas clasificadas
en alguna categor´ıa dada por las mismas variables o una divisio´n administrativa particular en
el caso de los datos del modelo SIASAR.
3.4. Regresio´n Lineal Mu´ltiple (RLM)
La regresio´n lineal mu´ltiple (RLM) es un modelo matema´tico usado para aproximar la relacio´n
de dependencia entre una variable dependiente (Y : nume´rica) y las variables en un comienzo
supuestas como independientes (X). Esto se logra dando a cada predictor un coeficiente de
pendiente diferente, entonces, si se tienen p predictores el modelo de regresio´n lineal mu´ltiple
toma la forma que muestra la ecuacio´n (3.4.2), donde Xj representa el j-e´simo predictor o
variable y βj cuantifica la asociacio´n entre esa variable y la respuesta.
Y = β0 + β1X1 + ...+ βjXj + ...+ βpXp +  (3.4.1)
Sin embargo, es sabido que en la pra´ctica se encuentran variables que de alguna manera esta´n
relacionadas entre s´ı, de esta forma, el modelo lineal seleccionado sera´ aquel en que exista evi-
dencia de que todos los coeficientes β del modelo son significativamente diferentes de cero.
Lo anterior se consigue aplicando ANOVA (Analysis of Variance), donde se propone una hipo´te-
sis nula que supone que el predictor analizado NO influye en la respuesta (H0 : βj = 0), por
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tanto, si la significancia estad´ıstica es suficientemente grande (pvalor >>) se acepta dicha
hipo´tesis permitiendo descartar dicha variables. En caso contrario, si la significancia es pequen˜a
(pvalor <<), espec´ıficamente menor que la significancia estad´ıstica arbitrariamente exigida -
generalmente entre 1 y 5 % - la hipo´tesis se rechaza y podemos suponer que el coeficiente del
modelo asociado a dicho predictor es significativamente diferente de cero.
El procedimiento de reduccio´n de variable, a diferencia de ACP, es paso a paso y consiste en
ir eliminando una a una las variables menos significativas hasta que todas las que quedan sean
significativas, bajo el criterio anterior. El modelo reducido tendra´ una medida de bondad de
ajuste (R2) correspondiente a la proporcio´n de la varianza explicada sobre la varianza total.
Esta medida es muy importante, pues, determina que´ porcentaje de la varianza de la variable
dependiente es explicado por el modelo de regresio´n, en general, se puede clasificar un modelo
como bueno si el ajuste esta´ sobre 0.85.
Finalmente, el vector que resume la reduccio´n de variables es β, que contiene los coeficientes de
las pendientes de cada predictor, tomando el valor cero cuando el predictor no es significativo.
Con esta informacio´n seremos capaces de construir el I´ndice de Regresio´n Lineal (IRL), como se








IRL = [X]n×p{β}p×1 (3.4.3)
La aplicacio´n de esta metodolog´ıa se puede realizar considerando la totalidad de las variables
originales, o bien, realizando algu´n me´todo de reduccio´n de variables previamente como el
ACP+IMV (reduccio´n de p a m), para luego realizar una segunda reduccio´n con la RLM.
3.5. Ana´lisis Discriminante Lineal (ADL)
El ana´lisis discriminante lineal (ADL) es un me´todo menos directo pero ma´s estable que la
regresio´n log´ıstica [8]. Modela la distribucio´n de los predictores (X) separados por clase (Y :
catego´rica) suponiendo una funcio´n de densidad fk(X) = P (X = x|Y = k) para observaciones
perteneciente a la clase k.
A trave´s del teorema de Bayes, se invierte esta probabilidad y se obtiene la probabilidad de
pertenecer a una clase u otra a partir de los predictores:
Pr(Y = k|X = x) = pk(x) = pikfk(x)∑k
l pilfl(x)
(3.5.1)
Donde k son las clases que puede tomar la variable respuesta Y (k = 1, ...,K), y pik =
nk
n
corresponde a la probabilidad a priori de pertenecer a dicha clase y se calcula como la fraccio´n
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de las observaciones que pertenecen a la k-e´sima clase.
Se asume que las observaciones dentro de cada clase tienen una distribucio´n Gaussiana o Normal
multivariada, fk ∼ N(µk,Σ), con un vector de media espec´ıfico por clase µk de dimensio´n p
y varianza comu´n a todas las clases Σ, denominada matriz de covarianza de X de dimensio´n
p× p. La funcio´n de densidad para cada clase se definira´ segu´n la ecuacio´n (3.5.2), distribucio´n










k = 1, ...,K
(3.5.2)
Aplicando logaritmo a la ecuacio´n anterior y un poco de algebra obtenemos la funcio´n dis-
criminante, que nos permitira´ clasificar cada observacio´n en alguna de las K clases. As´ı la
observacio´n se clasificara´ en aquella en la que tenga mayor probabilidad de pertenecer, es decir,





TΣ−1(µk) + log pik
k = 1, ...,K
(3.5.3)
3.5.1. L´ımite (frontera) entre 2 clases
Una vez definidas las funciones discriminante como muestra la ecuacio´n (3.5.3), es natural pre-
guntarse cual sera´ la ecuacio´n lineal que diferencia las clases, es decir, el l´ımite o la frontera
que establezca pertenecer a una clase u otra. Por ejemplo, entre k = 1 y k = 2, vendra´ dada
ba´sicamente al igualar las probabilidades de ambas clases δ1(x) = δ2(x), que luego reordenando
te´rminos deriva en la ecuacio´n (3.5.4).
Destacar que la matriz Σ contiene la informacio´n de las covarianzas de las K clases y se define
a partir de ahora como Σi = pi1Cov(Xk=1) + ...+ piKCov(Xk=K), sera´ una ponderacio´n de las
matrices de covarianza de todas las clases y la denominaremos covarianza intra-clase (dentro
de cada clase). Se hace hincapie´ en esta sutileza ya que ma´s adelante se trabaja tambie´n con
la varianza entre-clases y es necesario recordar la diferencia.





i (µ1 − µ2) + (log pi2 − log pi1) (3.5.4)
Esta u´ltima ecuacio´n es la ecuacio´n lineal buscada, ya que si observamos bien tiene la estructura
ax = c. A la izquierda de la ecuacio´n, las variables multiplicadas por sus respectivos coeficientes
y a la derecha, un te´rmino complejo de calcular pero que corresponde a una constante.
Los coeficientes que multiplican las variables, ana´logo al caso del ACP, correspondera´n a la
direccio´n de ma´ximo cambio entre las clases analizadas 1 y 2 (ecuacio´n (3.5.5)). Observar que
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corresponde al producto entre la inversa de la matriz de covarianza intra y la diferencia de me-
dias, dando origen a un vector de dimensio´n p×1. Esto permitira´ designar como Discriminante
Lineal (DL) a la transformacio´n de las variables en dicha direccio´n como muestra la ecuacio´n
(3.5.6) para una observacio´n x.
w∗ = Σ−1i (µ1 − µ2) (3.5.5)
LD(x) = xTw∗ (3.5.6)
El te´rmino de la derecha de la ecuacio´n (3.5.4), que corresponde a la constante c = 12(µ1 +
µ2)w
∗ + (log pi2 − log pi1) define el valor l´ımite de LD entre una clase y la otra, por tanto,
podemos reescribir la ecuacio´n lineal frontera como: xTw∗ = c. Y la funcio´n de decisio´n segu´n
la ecuacio´n siguiente:
x ∈ k = 1 si LD(x) > c
x ∈ k = 2 si LD(x) < c (3.5.7)
Por u´ltimo, el vector w∗ que indica la ma´xima direccio´n de cambio entre clases, permitira´
nuevamente construir un ı´ndice, ver ecuacio´n (3.5.8), que ayuda a explicar lo necesario para
pasar de una clase a la siguiente; especialmente u´til en el ana´lisis del nivel de servicio de las
comunidades.
Ik=1/k=2 = [X]n×p{w∗}p×1 (3.5.8)
Obtener la ma´xima direccio´n de cambio entre dos clases es relativamente sencillo, la dificultad se
presenta al intentar encontrar la direccio´n de ma´xima varianza entre todas las clases (o ma´s de
dos). Para esto, debemos destacar que w∗, definido por la ecuacio´n (3.5.5), corresponde al primer
autovector del producto de la inversa de la matriz de covarianza intra-clase Σi y la matriz de
covarianza entre-clases, definida en este caso con solo dos clases como Σe = (µ1−µ2)(µ1−µ2)T ,
ver ecuacio´n (3.5.10). Esta generalizacio´n se detalla en el apartado siguiente.
3.5.2. Generalizacio´n para K clases
Para conocer los vectores de carga o direccio´n de ma´ximo cambio entre las diferentes K clases
debemos resolver el problema de vectores propios introducido en el pa´rrafo anterior. Este pro-
blema es ana´logo al resuelto en ACP, con la diferencia que al tener una variable Y adicional que
categoriza las observaciones, se introduce una nueva varianza la “entre clases” que se incorpora
en el ana´lisis junto con la comu´nmente utilizada “intra clases”. El problema se presenta en la
ecuacio´n (3.5.9) y se refrescan las definiciones en (3.5.10).
((Σ−1i Σe)− λiI)wi = 0 (3.5.9)
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Σi =
∑K
k=1 pikCov(X(Y = k))
Σe =
∑K
k=1 nk(µk − µ)(µk − µ)T
µ =
∑K
k=1 pikX¯(Y = k)
(3.5.10)
Una vez resuelto el problema, las direcciones de ma´xima varianza (entre-intra) sera´n los vectores
propios, asociados a los K − 1 valores propios mayores [10] [11], ver ecuacio´n (3.5.11) similar a
la matriz α . De esta manera, se definen las transformaciones segu´n la ecuacio´n (3.5.12) para
cada observacio´n.
W = ({w1}, ..., {wK−1}) (3.5.11)
LDi(x) = x
Twi
i = 1, ...,K − 1 (3.5.12)
Al igual que en el ACP, los autovalores entregara´n la informacio´n de la varianza explicada,
en este caso la relacio´n entre-intra clase, que sobre el total otorgara´n la proporcio´n de dicha
varianza en cada uno de los DL. En la mayor´ıa de los casos el primer discriminante lineal se
lleva el mayor porcentaje de varianza, es decir, solo analizando LD1 podremos tener una bue-
na apreciacio´n de lo que diferencia las clases, al mismo tiempo de poder predecir a que clase
pertenece cada observacio´n.
Al igual que en la RLM, lo que nos lleva a utilizar el ADL es la posibilidad de reducir la
cantidad de variables a utilizar. En este trabajo, se propone realizar repetidas veces el me´todo
ADL eliminando una a una las variables que no influyen en la prediccio´n del modelo generado,
entendiendo la prediccio´n como la clasificacio´n de las observaciones segu´n la funcio´n discrimi-
nante lineal.
La eliminacio´n paso a paso consiste en realizar en primer lugar un ADL con las p variables
iniciales y calcular el error aparente de dicho modelo predictivo (EA = erroresaciertos ). Suponiendo
que el primer discriminante lineal (LD1) explica un porcentaje suficiente de relacio´n varianza
entre-intra clases, eliminaremos la variable que tenga asociado el menor coeficiente en el vector
w1. Posteriormente, se vuelve a realizar ADL y se procede al ca´lculo del error aparente del
modelo predictivo, esta vez reducido, repetidas veces hasta que encontremos aquel modelo que
contenga la menor cantidad de variables limitado por un error aparente ma´ximo establecido
arbitrariamente. Este error viene dado por el ratio entre los errores y los aciertos, es decir, la
cantidad de muestras en las que la prediccio´n no coincide con la clasificacio´n original sobre
aquellas en que si coinciden.
De esta manera, se propone que el ana´lisis de los limites o fronteras entre pares de clases, ver
seccio´n 3.5.1, se realice a partir del modelo ya reducido, determinado por un error aparente
ma´ximo en la prediccio´n.
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3.6. Definicio´n de Para´metros y Medidas de calidad
Como se menciona en la seccio´n 3.2, la aplicacio´n masiva del me´todo simple exigira´ la definicio´n
de los para´metros a calibrar y las medidas de calidad a evaluar. A continuacio´n se presenta una
breve descripcio´n de e´stos, comenzando por lo para´metros:
1. nmin: cantidad de observaciones (comunidades) mı´nimas para comenzar a ejecutar cual-
quier procedimiento. Espec´ıficamente en ACP y ADL aplica tanto para el ana´lisis con
el total de datos como para cada clase de manera separada y se basa principalmente en
que para bien utilizar el concepto de varianza la cantidad de observaciones no puede ser
reducida.
2. vpc1max: varianza ma´xima explicada por la primera componente al aplicar ACP. Limita
la ejecucio´n de ACP cuando una sola componente se lleva cerca del 100 % de la varianza
explicada. La razo´n de utilizar dicho l´ımite corresponde a que debido a la baja cantidad
de muestras y/o variables el me´todo ACP genera un modelo poco u´til.
3. PV Emin: proporcio´n de varianza mı´nima explicada al aplicar ACP. Como se explica en la
seccio´n 3.3, cada vez que apliquemos ACP, ya sea general o por clases, debemos escoger la
cantidad de componentes principales con las que trabajaremos, para esto, arbitrariamente
se proponen tantas componentes como sean necesarias para explicar como mı´nimo el
porcentaje definido por este para´metro.
4. umbrloadcut1: umbral de corte de coeficientes del vector de carga de las componentes
individuales del ACP general. Como se menciona en la seccio´n 3.3, para realizar la reduc-
cio´n de variables, posteriormente a la eleccio´n de las r componentes principales a trabajar,
se establece este umbral de corte que seleccionara´ solo las variables en cada componente
que tengan asociado un coeficiente de carga superior a este umbral.
5. umbrloadcut2: umbral de corte de coeficientes del vector de carga de las componentes
agregadas del ACP general y por grupo. Como se menciona en la seccio´n 3.3, para realizar
la reduccio´n de variables, posteriormente a la eleccio´n de las r componentes principales y
la rotacio´n Varimax, se establece este umbral de corte que seleccionara´ solo las variables
en cada componente que tengan asociado un coeficiente de carga superior a este umbral,
para finalmente agregar dichas componentes.
6. p valor: nivel de significancia esta´distica exigida en RLM para la eliminacio´n de variables.
Como se menciona en la seccio´n 3.4, parte fundamental de la regresio´n es la aceptacio´n
o rechazo de la hipo´tesis nula, que supone que el predictor analizado NO influye en la
respuesta (H0), por tanto se establece que una significancia menor que este para´metro sera´
suficiente para rechazar la hipo´tesis y asumir que dicha variable influye en la respuesta.
7. R2min: bondad de ajuste mı´nima requerida de la RLM para considerar el resultado como
va´lido. Se determina que el modelo es suficientemente bueno si la medida de bondad del
ajuste R2 supera el porcentaje establecido por este para´metro. Como se menciona en
la seccio´n 3.4, corresponde al porcentaje de la varianza de la respuesta que esta siendo
explicada con los predictores seleccionado y sus respectivos coeficientes.
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8. lim EA: error aparente ma´ximo permitido en la eleccio´n del modelo reducido generado
por el ADL. Como se menciona en la seccio´n 3.5, corresponde a la ratio entre errores y
aciertos en el modelo de prediccio´n generado, eligiendo el modelo que reduzca una mayor
cantidad de variables, y que su vez tenga un error aparente menor al establecido por este
para´metro.
Seguido las medidas de calidad para evaluar la fiabilidad de los me´todos aplicados:
1. PV E: proporcio´n de varianza explicada al aplicar ACP.
2. R2: bondad de ajuste de la RLM.
3. EA: error aparente del modelo reducido generado por el ADL.
4. nvars: nu´mero de variables (media) con coeficientes diferente de cero al aplicar cada uno
de los me´todos.
Recordar: ACP y ADL se diferencian principalmente por ser no supervisado y supervisado
(utiliza la informacio´n de clasificacio´n) respectivamente. Por una parte ACP intenta retener la
mayor variabilidad de los datos, en cambio ADL intenta retener la mayor varianza entre cla-
ses. Adema´s como se menciona en las secciones anteriores, los me´todos otorgan la posibilidad
de reducir la dimensionalidad de los datos y a la vez la cantidad de variables “relevantes”,
recomendando espec´ıficamente para ACP y ADL una transformacio´n o escalado en los datos
previo a la aplicacio´n. Sin embargo, ADL es ma´s exigente y se recomienda tambie´n eliminar
predictores (variables) de varianza casi cero o constantes en torno a la unidad.
Por otra parte, en las te´cnicas de RLM y ADL sera´ necesario contar con ma´s observaciones
que predictores (n > nvars) y en ACP no se exige un mı´nimo de muestras, sin embargo. n
condicionara´ la cantidad de componentes; si existen ma´s muestras que variables (n > p) siem-
pre obtendremos p componentes principales, de lo contrario, obtendremos tantas componentes
como muestras tenga nComp = mı´n (n, p). Esto es un factor importante a considerar a medi-
da que bajamos la escala administrativa, ya que n se reduce considerablemente en particular
cuando apliquemos los me´todos por clase (n au´n mas reducido).
Para cualquier duda sobre los procedimientos, algoritmos implementados e incorporacio´n de




Como ya se ha mencionado, las te´cnicas descritas dependen de un conjunto de para´metros
que determinan si la metodolog´ıa es aplicable. En este cap´ıtulo, se desarrollan y discuten estos
aspectos, reconociendo limitantes y proponiendo un conjunto de para´metros a definir en la cali-
bracio´n, en funcio´n de medidas de calidad de los resultados. Para lo que se considera necesario
comenzar con un ejemplo que permita aprender la interpretacio´n de los resultados que arroja
la propuesta.
La metodolog´ıa de ana´lisis se aplica a los datos de Nicaragua y se calibran los valores de los
para´metros, de manera que los resultados obtenidos se valoren como u´tiles y representativos.
La calibracio´n se realiza sobre los resultados de aplicar el sistema mu´ltiples veces; sobre el total
(pa´ıs), y a cada una de las partes (departamentos y municipios). Posteriormente, la propuesta
calibrada se valida mediante la aplicacio´n automa´tica a los datos de Honduras. Se comprueba
la bondad de los resultados y se contrasta su sensibilidad ante variaciones en los para´metros
que definen el sistema de ana´lisis.
4.1. Interpretacio´n del me´todo
En este cap´ıtulo se realiza una aplicacio´n muy sencilla, que corresponde a la propuesta a escala
pa´ıs sin aplicacio´n a subconjunto de datos ni herencia de informacio´n, permitiendo detallar los
resultados y comentar la interpretacio´n de cada uno de los me´todos de manera espec´ıfica. Para
lo anterior sera´ necesario, en primera instancia, dejar los para´metros fijos en cierto valor base,
ver Tabla 4.1, accio´n que nos permitira´ realizar la interpretacio´n. En el apartado siguiente estos
para´metros sera´n calibrados.
Se aplica el me´todo sobre los datos disponibles de Nicaragua del modelo SIASAR, como se
detalla en la seccio´n 2.2; con p = 16 predictores X, una variable respuesta Y nume´rica (WSP )
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y otra catego´rica (CLASSI). Espec´ıficamente para Nicaragua disponemos de n = 3503 ob-
servaciones, a partir de ahora comunidades, divididas en 18 Departamentos y 150 Municipios
(escala administrativa ma´s reducida). Comunidades que segu´n la variable CLASSI esta´n clasifi-




3 PV Emin 0.6
4 umbrloadcut1 0.3
5 umbrloadcut2 0.4
6 p valor 0.05
7 R2min 0.6
8 lim EA 0.1
Tabla 4.1: Para´metros Base
Las Tablas 4.2 y 4.3 muestran los outputs ma´s importantes de la propuesta en la aplicacio´n
de ACP, RLM y ADL, respectivamente. Ambas tablas tiene la misma estructura, comenzando
por presentar las medidas de calidad PV E, R2 y EA en cada aplicacio´n segu´n corresponda,
seguido de los coeficientes e ı´ndices obtenidos load, β y w∗, para finalizar con la aplicacio´n
de los ı´ndices segu´n los coeficientes expuestos en la misma columna. Como es de esperar, no
se entrega el valor de cada ı´ndice por comunidad, sino que a modo de resumen 5 estad´ısticos
evaluados sobre el conjunto de datos.
Espec´ıficamente en la Tabla 4.2, los coeficientes A1, A2 corresponden a las primeras dos CP
que explican el 19 % y 11 % de la varianza de los datos respectivamente. Luego se presentan
los coeficientes load, correspondientes a la agregacio´n de las 6 primeras CP en la aplicacio´n
del ACP general, que segu´n indica la medida de calidad acumulan el 64 % de la varianza obe-
deciendo a que se recurre a la cantidad de componentes necesarias para lograr como mı´nimo
un PV Emin, en este caso del 60 %, como se define en la Tabla 4.1 que tambie´n indica co-
mo cantidad mı´nima nmin 6 observaciones. Este u´ltimo para´metro implica no poder aplicar
el procedimiento a la clase A, por tener tan solo 5 observaciones. Luego en la aplicacio´n pa-
ra cada clase observamos que en general son necesarias 6 CP para definir loadB, loadC y loadD.
En la siguiente Tabla 4.3, en la aplicacio´n de la RLM, el sub´ındice acp indicara´ que corresponde
a la aplicacio´n con ACP previo, tanto para el coeficiente β como para el ı´ndice IRL. La colum-
na siguiente corresponde a la RLM con todas las variables iniciales, que como es de esperar,
tiene una reduccio´n menor o nula (a esta escala administrativa) que aquella con ACP previo.
Finalmente se presentan los coeficientes w1, correspondientes al primer DL que explica el 98 %
de la varianza entre clases, al aplicar el me´todo generalizado sobre aquel modelo predictor re-
ducido que tenga un error aparente lim EA menor al 10 % como se solicita en la Tabla 4.1. En
este caso se observa que no existe reduccio´n, se deben considerar la totalidad de las variables
para poder conseguir aquel porcentaje de error. Posteriormente se entregan los coeficientes del
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ACP General ACP por clase
Nivel 1
PV E1 PV E2 PV E(r) PV E(r) PV E(r) PV E(r) PV E(r)
19.1 11.3 63.6(6) 69.5(6) 62.4(6) 66.5(6)
COEF A1 A2 load loadA loadB loadC loadD
ACC 0.00 0.00 0.00 0.00 0.00 0.05
CON 0.00 0.33 0.10 0.15 0.11 0.17
EST 0.00 0.00 0.05 0.00 0.05 0.14
CAL 0.35 0.72 0.18 0.16 0.19 0.20
AUT 0.00 0.00 0.13 0.19 0.14 0.12
INF 0.00 0.00 0.00 0.00 0.00 0.00
ZPA 0.00 0.00 0.00 0.00 0.00 0.00
STR 0.57 0.00 0.19 0.00 0.19 0.14
GOR 0.00 0.00 0.05 0.04 0.05 0.00
GOM 0.35 0.00 0.00 0.00 0.00 0.00
GEF 0.00 0.00 0.12 0.14 0.13 0.00
GAM 0.00 0.00 0.00 0.00 0.00 0.18
NSS 0.00 0.00 0.05 0.11 0.00 0.00
HPE 0.00 0.00 0.04 0.16 0.02 0.00
HHO 0.35 -0.35 0.09 0.00 0.12 0.00
HCO 0.00 0.00 0.00 0.04 0.00 0.00
IND IPC1 IPC2 IMV IMVA IMVB IMVC IMVD
media 0.93 0.52 0.56 0.72 0.57 0.46
cv 0.47 0.71 0.33 0.14 0.26 0.36
mediana 0.96 0.66 0.57 0.72 0.57 0.48
iqr 0.75 0.58 0.27 0.15 0.21 0.24
n 3503 5 523 2390 585
Tabla 4.2: Otputs me´todo ACP
ana´lisis entre fronteras sobre el modelo reducido predeterminado, caracterizado por predecir
con un error aparente del 8 %. Importante es resaltar que w1 no lleva un ı´ndice asociado y que
w∗AB no es posible de calcular por deficiencia de observaciones de la clase A.
El nu´mero de variables luego de la reduccio´n no es expl´ıcito, no obstante, bastara´ con mirar los
coeficientes que son diferentes de cero. Por lo dema´s, la informacio´n ma´s relevante se encon-
trara´ en el valor que toma cada coeficiente; mientras mayor sea, ma´s aporta la variable al ı´ndice
construido. Cabe destacar tambie´n, que los coeficientes con espacio en blanco corresponden a
aquellas variables que, dentro del conjunto de datos, no aportan informacio´n a este tipo de
ana´lisis basado en la varianza. Generalmente sera´n variables o predictores que toman un solo
valor dentro del conjunto de datos (son constantes), por tanto no se consideran desde un inicio
en el ana´lisis, o bien, puede deberse a que ya ha existido una reduccio´n de variables previa,
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RLM ADL
Nivel 1
R2 R2 PV E EA
0.816 0.964 97.7(1) 8.16







ACC 0.051 0.67 0.05 0.13
CON 0.062 0.055 0.64 0.07 0.10
EST 0.067 0.060 0.72 0.08 0.11
CAL 0.077 0.058 0.73 0.07 0.13
AUT 0.050 0.057 0.73 0.18 0.11
INF 0.061 0.70 0.06 0.12
ZPA 0.047 0.63 0.07 0.09
STR 0.098 0.056 0.60 0.15 0.11
GOR 0.097 0.084 1.26 0.12 0.21
GOM 0.084 1.02 0.10 0.16
GEF 0.092 0.074 0.83 0.09 0.13
GAM 0.113 1.54 0.12 0.30
NSS 0.109 0.078 0.95 0.09 0.17
HPE 0.082 0.064 0.99 0.14 0.10
HHO 0.094 0.074 0.94 0.11 0.13
HCO 0.065 1.01 0.11 0.15
IND IRLacp IRL - IAB IBC ICD
media 0.45 0.62 - 0.80 0.85
cv 0.30 0.23 - 0.14 0.18
mediana 0.45 0.63 - 0.80 0.88
iqr 0.19 0.21 - 0.18 0.19
n 3503 - 523 2390 585
Tabla 4.3: Otputs me´todo RLM y ADL
como es el caso de aplicar RLM sobre la primera reduccio´n de variables realizada por el ACP,
que deja en este caso 6 de las 16 variables sin considerar.
NOTA: Por comodidad las variables se mencionara´n por sus siglas, pero se debe recordar que
cada una tiene un significado e interpretacio´n designada en la Tabla 2.3.
En la Figura 4.1 se presenta el “biplot”, gra´fica que ayuda a visualizar en la aplicacio´n del
ACP general la influencia de cada variable en las dos primeras CP. Se observa como la varia-
ble STR es aquella que ma´s aporta variabilidad al conjunto de datos de Nicaragua, con un
coeficiente de 0.57, seguido de las proyecciones de GOM, HHO y CAL sobre la primera CP.
Esta u´ltima variable tambie´n aporta en la segunda CP y por tanto en el IMV, que corresponde
a la agregacio´n de las CP, seguido, las variables CAL y STR sera´n aquellas preponderantes,
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ver Tabla 4.2. No olvidar que las 2 primeras CP so´lo explican el 19 % y 11 % de la varianza,
por tanto, que no se visualicen las otras 4 componentes no significa que no aporten informacio´n.
En la aplicacio´n del ACP a cada clase podemos notar observando la Tabla 4.2, como para cada
clase son diferentes las variables mas relevantes. Esto induce a una interpretacio´n independiente
por clase de los coeficientes, sin embargo, existen algunas que coinciden en las 3 clases como
CON, CAL y AUT. Por otra parte, las medias de los coeficientes IMV calculados por clase,
se ordenan de manera que a mayor media mejor clasificacio´n. Adicionalmente, se debe hacer
hincapie´ en que estos ı´ndices permiten identificar aquellas comunidades “mejor” posicionadas y
cuales son las variables ma´s influyentes para “mejorar” dentro de cada grupo, entendiendo este
concepto como aumentar el IMV propio de la clase, que no necesariamente significara´ pasar de
clase a la siguiente mejor. El resumen de estad´ısticos de los ı´ndices entregados al final de las
tablas se complementan con los histogramas de la Figuras 4.2.
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Figura 4.1: Nivel 1, Nicaragua ACP general
Respecto de la RLM, ver Tabla 4.3, los coeficientes son de un orden de magnitud menor en
comparacio´n a los de ACP y ADL, ya que este me´todo intenta reproducir una variable respuesta
Y nume´rica acotada entre 0 y 1. Adema´s en este caso, la regresio´n sin ACP previo resulta ser
de mejor calidad, considerando que la variable GAM es la que aporta mayor informacio´n para
reproducir el ı´ndice WSP, variable que en ACP ha sido eliminada por no aportar lo suficiente
a la variabilidad de los datos.
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(c) Indice IMV D
Figura 4.2: Nivel 1, Nicaragua ACP por clases
En la Figura 4.3 vemos las 3503 observaciones ploteadas en los dos primeros discriminantes
lineales (DL), coloreados segu´n su clasificacio´n original a la izquierda y segu´n el modelo pre-
dictivo construido por ADL a la derecha. Recordemos que a pesar de existir 5 comunidades de
clase A, e´stas no se consideran en el ana´lisis por no cumplir el mı´nimo de observaciones. Se
puede ver en esta imagen, como la direccio´n entregada por la transformacio´n LD1, definida por
los coeficientes w1, es aquella que diferencia ma´s las clases entre s´ı (en este caso casi se podr´ıan
separar por lineas verticales las clases) con un error aparente de prediccio´n de un 8.16 %, vi-
sible al comparar ambas gra´ficas y ver la superposicio´n de clases en la representacio´n (a). Las
divisiones entre clases reconocidas como las rectas de la representacio´n (b) correspondera´n a
las ecuaciones lineales definidas en la seccio´n 3.5.1 para cada frontera de clases, en este caso
B-C y C-D, proyectadas en el espacio de los dos primeros DL.
A modo interpretativo, la aplicacio´n de fronteras entre dos clases entrega coeficientes que
contienen la informacio´n de la direccio´n en la cual cada comunidad optimiza su movimiento (a
trave´s de la variacio´n de las variables) para pasar a ser la clase superior siguiente. Esta direccio´n
sera´ perpendicular a las rectas dibujadas en la Figura 4.3. De aqu´ı podemos interpretar, a
diferencia del ACP, que las comunidades con estos ı´ndices ma´s cercanos a la unidad, sera´n
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Figura 4.3: Nivel 1, Nicaragua ADL
aquellas ma´s cercanas a la siguiente clase y que las variables asociadas a los coeficientes ma´s
altos, son aquellas que requieren aumentar para facilitar lo anterior. Como ejemplo vemos
en la Tabla 4.3, que si las comunidades C de Nicaragua priorizaran mejoras e inversiones en
AUT, STR e inclusive en HPE facilitar´ıan el paso de muchas de estas a la clase B. Notar
que las comunidades que poseen estos ı´ndices superiores a 1 son aquellas que producto de la
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Figura 4.4: Nivel 1, Nicaragua ACP entre clases
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4.2. Calibracio´n del me´todo
4.2.1. Ana´lisis de Sensibilidad
Este ana´lisis se realiza en consecuencia con el objetivo de la calibracio´n y de manera manual
debido a la gran cantidad de outputs y para´metros. Para facilitarlo, se definen los para´metros
base segu´n especifica la Tabla 4.4, y posteriormente se va modificando un para´metro a la vez,
identificando los cambios en los porcentajes de aplicacio´n y en la calidad de los resultados al
aplicar la metodolog´ıa en las diferentes escalas administrativas.
Valor base Sensibilidad
1 nmin 6 4 10
2 vpc1max 0.95 0.8 0.98
3 PV Emin 0.6 0.5 0.7
4 umbrloadcut1 0.3 0.2 0.5
5 umbrloadcut2 0.4 0.3 0.5
6 p valor 0.05 0.01 0.08
7 R2min 0.6 0.5 0.8
8 lim EA 0.1 0.05 0.2
Tabla 4.4: Para´metros Base y modificacio´n para ana´lisis de sensibilidad
El porcentaje de aplicacio´n se calculara´ sobre la totalidad de te´cnicas aplicadas (ACP general,
ACP sobre A, B, C y D, RLM con ACP previo, RLM, ADL general y ADL sobre cada frontera




Esto significa que, para el nivel 1 so´lo se aplica una vez cada me´todo sobre el conjunto de datos
del pa´ıs, obtenie´ndose los porcentajes y las medidas de calidad. Para el nivel 2 significara´ la
aplicacio´n a cada uno de los 18 Departamentos que conforman Nicaragua, para luego agregarlos
con una media aritme´tica, de la misma manera que el nivel 3 al aplicar el me´todo a los 150
Municipios de Nicaragua.
Exactamente lo mismo se aplica a las medidas de calidad, que para efectos de ana´lisis de
sensibilidad solo se evaluara´n 3 (una por me´todo) y corresponden al porcentaje de varianza
explicada (PV E) en ACP general, la bondad del ajuste (R2) en la RLM con ACP previo y el
error aparente (EA) en el modelo generado por ADL. Esta eleccio´n se debe, a que se considera
que el PV E general puede representar la calidad de aplicar ACP por grupo, de la misma forma,
la RLM sin ACP previo se considera poco u´til para el objetivo de este trabajo en cuanto a la
reduccio´n de dimensiones. Adema´s, el error aparente EA es aquel que caracteriza el modelo
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de prediccio´n utilizado en las 4 aplicaciones del ADL. En las tablas 4.5 y 4.6 se muestran los
resultados obtenidos para los para´metros bases.
La Tabla 4.5 muestra para los para´metros base un porcentaje de aplicacio´n medio del 63 %,
que podr´ıa ser au´n mejor si se modificara algu´n para´metro para que dicho porcentaje, espec´ıfi-
camente del nivel administrativo 3 aumentara, debido a que el 36 % se considera muy bajo. Por
otra parte sera´ importante notar que la RLM es el me´todo menos sensible a la reduccio´n de la
escala administrativa, con porcentajes de aplicacio´n altos incluso en el nivel 3. Lo sigue ACP,
para finalizar con ADL como el me´todo ma´s sensible y dif´ıcil de aplicar en escalas adminis-
trativas reducidas como los Municipios. Respecto de las medidas de calidad, observamos de la
Tabla 4.6 que en general la calidad de la aplicacio´n es buena y que las reduccio´n de variables al
menos entre ACP y RLM es similar, ADL a diferencia reduce menos variables en niveles altos.
ACP RLM ADL
Nivel gral A B C D c/acp s/acp LD AB BC CD media
1 100 0 100 100 100 100 100 100 0 100 100 81.82
2 100 0 82.4 100 76.5 94.1 100 100 0 76.5 70.6 72.73
3 87.2 0 18.9 77.0 25.0 71.6 54.1 31.1 0 12.8 14.2 35.63
63.4
Tabla 4.5: Porcentajes de Aplicacio´n con Para´metros Base
ACP RLM ADL
Nivel PV E no vars R2 no vars EA no vars
1 63.6 10.0 0.820 10.0 8.2 16.0
2 64.0 7.8 0.788 7.8 8.5 8.6
3 67.3 5.4 0.832 3.6 5.9 4.0
media 65.0 0.813 7.5
Tabla 4.6: Medidas de Calidad con Para´metros Base
Una vez realizada esta primera interpretacio´n de los resultados de la calibracio´n, comienza el
ana´lisis de sensibilidad que, como se explico´, consiste en ir variando uno a uno los para´metros.
Esto significa repetir el procedimiento mostrado con los para´metros base para las 16 variaciones
presentadas en la columna “Sensibilidad” de la Tabla 4.4. Los resultados completos del este
ana´lisis se presentan en el Ape´ndice B, que nos permiten concluir que debido a la reduccio´n
en la cantidad de datos u observaciones, los niveles 2 y 3 son ma´s sensibles a los para´metros,
por tanto, para compensar los porcentajes de aplicacio´n y la calidad en los diferentes niveles la
calibracio´n se realiza sobre la media aritme´tica de los 3 niveles.
Importante sera´ diferenciar dos tipos de para´metros; los de comprobacio´n y los de me´todo. Los
primeros corresponden a aquellos para´metros que permiten decidir si corresponde o no aplicar
el me´todo, por lo tanto, afectan principalmente el porcentaje de aplicacio´n. Los para´metros de
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me´todo sera´n aquellos internos de la aplicacio´n que afectan directamente la calidad de e´sta y
tambie´n a la cantidad de variables reducidas.
En el apartado siguiente se realiza la calibracio´n como tal, teniendo en consideracio´n que el
objetivo sera´ conseguir una buena calidad de aplicacio´n (PV E, R2 y EA), un alto porcentaje
de aplicacio´n, adema´s que el nu´mero de variables reducidas sea consistente entre los diferentes
me´todos. Se opta por ir evaluando cada para´metro de manera separada.
4.2.2. Calibracio´n de para´metros
1. nmin: Podemos reducir el nu´mero mı´nimo de datos ganando porcentaje de aplicacio´n sin
necesariamente reducir la calidad de esta. Sin embargo, es importante considerar que no es
recomendable calcular varianzas en conjuntos de datos demasiados pequen˜os. Nicaragua
tiene 5 comunidades clasificadas como A, por lo que se establece e´ste valor como mı´nimo.
2. vpc1max: Este para´metro es muy poco influyente tanto en el porcentaje de aplicacio´n
como en la calidad, por tanto se recomienda fijar en 95 %. Asumiendo que no es va´lido
que en un ana´lisis con 16 variables iniciales una sola componente contenga la totalidad
de la PV E.
3. PV Emin: Este para´metro es evidentemente influyente en la calidad tanto del PCA como
de la RLM, por tanto ser´ıa adecuado elegir un valor alto ya que tampoco perjudica
el porcentaje de aplicacio´n. Sin embargo, se debe tener en cuenta que a medida que
aumentamos este valor se obtiene menor reduccio´n de variables, que hasta cierto punto
es contraproducente con el objetivo de la metodolog´ıa. Se recomienda entre 50 % y 80 %.
4. umbrloadcut1: Este para´metro no influye en el porcentaje de aplicacio´n, ni en las medidas
de calidad escogidas ya que se utiliza exclusivamente para el ana´lisis de las componentes
individuales del PCA general. En cuanto a calibracio´n, tiene exactamente el mismo efecto
que el para´metro umbrloadcut2 sobre los PCA expuestos. Es un para´metro arbitrario que
nos permitira´ decidir el nivel de reduccio´n de las variables, se recomienda entre 0.2 y 0.5
5. umbrloadcut2: Este para´metro influye principalmente sobre el porcentaje de aplicacio´n
y la calidad de la regresio´n, por tanto es conveniente escoger un umbral de corte pe-
quen˜o siempre considerando que se arriesga a tener una menor reduccio´n de variables. Se
recomienda entre 0.2 y 0.5.
6. p valor: Este para´metro influye principalmente sobre el porcentaje de aplicacio´n y la ca-
lidad de la regresio´n. No es conveniente asignarle un valor muy exigente ya que disminuye
el porcentaje de aplicacio´n y la calidad. Se recomienda fijar en un 5 % o bien entre 0.01
y 0.08.
7. R2min: Este para´metro influye principalmente sobre el porcentaje de aplicacio´n y la calidad
de la regresio´n de manera inversa, es conveniente escoger un valor alto que no comprometa
el porcentaje de aplicacio´n. En este caso se escogera´ un valor similar al PV E.
8. lim EA: Este para´metro influye directamente sobre la calidad de ADL, por lo que convie-
ne escoger un valor pequen˜o, por tanto exigente en cuanto a la capacidad de prediccio´n
del modelo, sin olvidar que esto condiciona tambie´n la cantidad de variables reducidas.
Se recomienda entre 0.05 y 0.15.
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Finalmente en la Tabla 4.7 se especifica para cada uno de los para´metros, si corresponden a
comprobacio´n o a me´todo. Se muestra tambie´n que no todos los para´metros influyen sobre todas
las te´cnicas, se recomienda un rango de valores y se asignan valores con los que se trabajara´
por defecto en las aplicaciones posteriores de este trabajo. Sin embargo, se propone que los
para´metros de comprobacio´n queden fijos y los de me´todo, de manera opcional, puedan ser
modificados por el usuario dentro del rango recomendado.
Tipo Influye sobre Recomendacio´n Valor
1 nmin comprobacio´n PCA/RLM/LDA ≥ 5 5
2 vpc1max comprobacio´n PCA ≥ 0.95 0.95
3 PV Emin me´todo PCA/RLM 0.5− 0.8 0.65
4 umbrloadcut1 me´todo PCA 0.2− 0.5 0.3
5 umbrloadcut2 me´todo PCA/RLM 0.2− 0.5 0.3
6 p valor me´todo RLM 0.01− 0.08 0.05
7 R2 comprobacio´n RLM ≥ 0.7 0.7
8 lim EA me´todo LDA 0.05− 0.15 0.1
Tabla 4.7: Para´metros Finales de la calibracio´n
4.3. Validacio´n del me´todo
Una vez propuestos los para´metros sera´ necesario realizar un procedimiento denominado vali-
dacio´n, que consiste en comprobar si los para´metros escogidos arrojan resultados coherentes,
cerciorando el cumplimiento de los objetivos de la calibracio´n.
En la validacio´n, al igual que en el apartado anterior, se evalu´a el porcentaje de aplicacio´n y las
medidas de calidad para diferentes conjuntos de datos. En primer lugar se valida el conjunto de
datos con el que se realizo´ el ana´lisis de sensibilidad, recordar que este corresponde a Nicaragua,
y seguido se validan los para´metros para el conjunto de datos de Honduras. Para finalizar con
la aplicacio´n a los datos de Nicaragua nuevamente, pero esta vez con la clasificacio´n ISSAo en
lugar de CLASSI.
4.3.1. Nicaragua
Se muestran los resultados en las Tablas 4.8 y 4.9 donde podemos observar que luego de la
calibracio´n se ha logrado aumentar en 4 y 7 puntos porcentuales la calidad en el ACP y la
RLM respectivamente, adema´s se logro´ aumentar de 63 % a 71 % el porcentaje de aplicacio´n
respecto de los resultados con los para´metros base. La reduccio´n de variables es adecuada y los
porcentajes de aplicacio´n consistentes con las cantidades de datos disponibles.
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ACP RLM ADL
Nivel PV E no vars R2 no vars EA no vars
1 69.4 12.0 0.87 12.0 8.3 16.0
2 68.3 10.7 0.88 10.29 8.5 8.9
3 71.5 8.1 0.91 5.16 5.9 4.1
media 69.7 0.885 7.5
Tabla 4.8: Medidas de Calidad, Nicaragua
ACP RLM ADL
Nivel gral A B C D c/acp s/acp LD AB BC CD media
1 100 100 100 100 100 100 100 100 100 100 100 100
2 100 0 82.4 100 82.4 100 100 100 0 76.5 76.5 74.33
3 87.8 0 27.0 81.1 31.8 73.65 54.05 39.9 0 19.6 20.3 39.56
71.3
Tabla 4.9: Porcentajes de Aplicacio´n, Nicaragua
4.3.2. Honduras
Se repite la aplicacio´n esta vez con los datos de Honduras. Los resultados se muestran en
las Tablas 4.10 y 4.11, donde podemos observar que son muy parecidos a los de Nicaragua;
resumie´ndose en un porcentaje de aplicacio´n elevado en torno al 70 %, medidas de calidad
considerablemente buenas.
ACP RLM ADL
Nivel PV E no vars R2 no vars EA no vars
1 68.7 11.0 0.90 11.0 9.3 12.0
2 67.4 10.3 0.89 10.13 8.9 7.7
3 70.8 8.5 0.91 5.87 5.3 3.8
media 68.9 0.902 7.8
Tabla 4.10: Medidas de Calidad, Honduras
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ACP RLM ADL
Nivel gral A B C D c/acp s/acp LD AB BC CD media
1 100 100 100 100 100 100 100 100 100 100 100 100
2 100 0 87.5 100 75.0 100 100 93.8 0 87.5 75.0 74.43
3 81.6 0 33.9 77.0 6.3 71.84 55.17 32.8 0 21.3 5.2 35.01
69.8
Tabla 4.11: Porcentajes de Aplicacio´n, Honduras
4.3.3. Nicaragua ISSAo
Por u´ltimo la aplicacio´n del me´todo se realiza sobre los datos de Nicaragua, pero en lugar de
utilizar la clasificacio´n de la u´ltima versio´n del modelo SIASAR se utiliza la clasificacio´n de
la versio´n v.0, correspondiente a la variable ISSAo definida en la Tabla 2.4. Los resultados se
muestran en las Tablas 4.12 y 4.13, donde podemos observar que el porcentaje de aplicacio´n
aumenta en 8 puntos porcentuales, debido a que la distribucio´n de las comunidades en las
diferentes clases es mucho mas homoge´nea en esta clasificacio´n, ver Tabla 2.8, facilitando la
aplicacio´n del me´todo.
Sin embargo, la calidad en el ADL empeora considerablemente; el porcentaje de error aparente
aumenta a un 30 %, debido a que en los niveles administrativos ma´s altos (1 y 2) el modelo
predictor no es capaz de reproducir correctamente esta clasificacio´n, ni menos reducir la canti-
dad de variables. Particularmente esta clasificacio´n, junto a los para´metros escogidos, funciona
adecuadamente so´lo en el nivel 3 al tener pocos datos.
Por u´ltimo, la calidad sobre las te´cnicas ACP y RLM no se vea afectada, ya que estas medidas
de calidad se miden sobre las aplicaciones generales de los me´todos, que no dependen de la
variable catego´rica, por tanto, son indiferentes al uso de CLASSI o ISSAo, no as´ı al porcentaje
de aplicacio´n.
ACP RLM ADL
Nivel PV E no vars R2 no vars EA no vars
1 69.4 12.0 0.87 12.0 49.4 16.0
2 68.3 10.7 0.88 10.3 33.3 15.4
3 71.5 8.1 0.91 5.2 9.7 9.1
media 69.7 0.885 30.8
Tabla 4.12: Medidas de Calidad, Nicaragua ISSAo
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ACP RLM ADL
Nivel gral A B C D c/acp s/acp LD AB BC CD media
1 100 100 100 100 100 100 100 100 100 100 100 100
2 100 100 100 100 64.7 100 100 100 94.1 94.1 58.8 91.98
3 87.7 32.4 68.2 57.4 10.1 73.6 54.1 50.0 21.6 35.8 6.8 45.27
79.1




Una vez calibrado el me´todo, se procede a aplicarlo para ejemplificar como llegar a los fac-
tores explicativos (variables relevantes segu´n la te´cnica aplicada) del nivel de servicio de las
Municipalidades, Departamentos o Pa´ıses de la base de datos a trave´s de la propuesta. Estas
aplicaciones se centran principalmente en la utilidad y necesidad del ana´lisis de los factores en
la escala administrativa ma´s pequen˜a, que aportan informacio´n para la toma de decisiones a
nivel local, superando las limitantes de los me´todos a trave´s de la herencia de informacio´n en
una metodolog´ıa multiescala.
Recordar que como se ensen˜o´ en el apartado 4.1, los resultados de aplicar la metodolog´ıa
propuesta en las diferentes escalas administrativas, entrega para todo el conjunto de datos la
respuesta a cuales son las variables mas “relevantes” y en que orden influyen en la varianza o
ı´ndice analizado segu´n las magnitudes de los coeficientes del vector de carga. Por otra parte, de
manera particular, para cada comunidad se construira´n los ı´ndices que permitira´n responder
a como mejorar dentro de cada clase en el caso del ACP, como pasar a la clase siguiente en el
caso del ADL y como mejor la valoracio´n del ı´ndice nume´rico (WSP) en el caso de la RLM. Sin
olvidar que todas las respuestas requerira´n de una interpretacio´n conceptual de que´ significa
cada variable.
5.1. Modelo Simple Honduras
La primera aplicacio´n corresponde a la metodolog´ıa simple, en este caso aplicada a Honduras,
identificando los diferentes coeficientes y luego los ı´ndices construidos con e´stos sobre la totali-
dad de comunidades de Honduras (sin aplicarlos a un subconjunto). A esta forma de aplicar la
metodolog´ıa se le denominara´ Modelo Simple, ya que consiste en la aplicacio´n a una sola escala
para la generacio´n del modelo y evaluada sobre e´sta misma, ver Figura 5.1. Cabe mencionar
que a pesar de ser una aplicacio´n a un solo nivel los para´metros utilizados han sido calibrados
con un procedimiento multiescala, como se explica en el cap´ıtulo anterior.
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n = 3565 calibracio´n
Figura 5.1: Esquema Aplicacio´n Me´todo Simple
Se aplica la metodolog´ıa simple, principalmente para analizar resultados y tener una visio´n
global de la importancia relativa de las variables a escala pa´ıs. La Tabla 5.1 muestra los co-
eficientes obtenidos de la aplicacio´n del ACP general y para cada clase, seguida de la Tabla
5.2 que entrega los resultados de los me´todos RLM y ADL. Lo primero que podemos notar es
que a nivel pa´ıs el porcentaje de aplicacio´n de los me´todos es del 100 % para una cantidad de
observaciones en torno a 3500, sin embargo debemos recordar que este porcentaje no depende
tan solo de la cantidad de observaciones totales, sino tambie´n de la distribucio´n de estos en las
diferentes clases.
Por otra parte el ACP general, espec´ıficamente en la agregacio´n de las componentes (columna
load), reconoce 11 de las 16 variables como las ma´s contribuyentes en la varianza del conjunto
de datos, donde destacan con coeficientes mayores: CAL, AUT, STR y HHO. En los resultados
del ACP por clase, destaca que la clase C que aporta mayor cantidad de datos al conjunto
(2692 comunidades de 3565, ver Tabla 2.8) asigna una importancia a las variables similar al
ACP general. Por el contrario, la clase A deja desde un comienzo fuera del ana´lisis 7 variables
por ser constantes, y se debe principalmente a que la clase A tiene solo 7 comunidades, au´n
as´ı estas comunidades se diferencian principalmente por la variable CAL explicando el 75 % de
la varianza (PVE) con tan solo 2 componentes. En conclusio´n, los conjuntos ma´s pequen˜os de
datos permiten realizar el ana´lisis con menos cantidades de variables siendo ma´s espec´ıfico el
resultado.Recordar que cuando hablamos de ACP respondemos a la pregunta: ¿que variables
diferencian una comunidad de otra?.
Respecto de la RLM tanto con ACP previo como no, se visualiza que no hay una reduccio´n de
variables adicional y que en general los coeficientes no son muy diferentes entre ellos, es decir,
la contribucio´n de todas la variable consideradas es similar. Particularmente la regresio´n con
ACP previo logra un muy buen ajuste con 5 variables menos, sin embargo en este gran conjunto
de datos son necesarias e importantes todas las variables para representar el ı´ndice WSP.
En la Tabla 5.2 tambie´n observamos que los coeficientes w1 nos otorgan la direccio´n o transfor-
macio´n de las variables que explica el 91 % de la varianza entre clases, es decir, lo que diferencia
pertenecer a una clase u otra. Esta transformacio´n, en el caso de Honduras, considera 12 de
las 16 variables con coeficientes no muy diferentes y cercanos a la unidad. Destaca la variable
GOM por sobre las otras. Sin embargo, encontrar la direccio´n en la cual se diferencian todas
las clases no es tan eficiente para nuestro objetivo de ana´lisis, como el encontrar la direccio´n
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que diferencia los pares de clases colindantes, ayudando a responder que le hace falta a cierta
comunidad para pasar a la clase superior siguiente.
ACP General ACP por clase
Nivel 1
PV E1 PV E2 PV E(r) PV E(r) PV E(r) PV E(r) PV E(r)
19.9 11.0 68.7(7) 75.4(2) 69.5(6) 65.0(7) 68.1(6)
COEF A1 A2 load loadA loadB loadC loadD
ACC 0.00 0.00 0.00 0.00 0.00 0.00 0.05
CON 0.00 0.00 0.00 0.00 0.00 0.00 0.10
EST 0.00 0.00 0.08 0.03 0.05 0.03 0.08
CAL 0.32 -0.32 0.14 0.77 0.28 0.05 0.00
AUT 0.00 0.64 0.14 0.00 0.11 0.15 0.17
INF 0.00 0.00 0.02 0.00 0.03 0.17
ZPA 0.00 0.00 0.04 0.00 0.07 0.05
STR 0.58 0.00 0.15 0.18 0.11 0.00
GOR 0.00 0.00 0.00 0.05 0.00 0.01 0.00
GOM 0.00 0.00 0.00 0.05 0.00 0.00
GEF 0.00 0.34 0.02 0.05 0.00 0.07 0.17
GAM 0.00 0.00 0.03 0.00 0.04 0.09
NSS 0.00 0.00 0.12 0.10 0.00 0.14 0.05
HPE 0.00 0.00 0.12 0.08 0.15 0.08
HHO 0.56 0.00 0.14 0.15 0.15 0.00
HCO 0.00 0.00 0.00 0.00 0.09 0.00 0.00
Tabla 5.1: Modelo Simple Honduras, ACP
De esta manera, si Honduras quisiera mejorar el nivel y la sostenibilidad del servicio de Agua
y Saneamiento priorizando las comunidades en peores condiciones, buscar´ıa por ejemplo que
cierto porcentaje de comunidades D pasaran a C, para lo que deber´ıan invertir y desarrollar
planes que potencien las variables con mayores coeficientes wCD; GAM, INF y GEF. Cabe
sen˜alar que Honduras podr´ıa decidir implementar lo anterior; sobre las comunidades D que
este´n mas cercanas a ser C (´ındice ICD casi 1), que significar´ıa un menor esfuerzo, o bien
priorizar sobre las comunidades D que esta´n ma´s lejos de la frontera con C (´ındice ICD <<).
Para complementar lo dicho, en la Tabla 5.3 podemos ver que el ı´ndice ICD tiene una media
bastante alta de 0.87, que junto con su histograma y el modelo de prediccio´n de la Figura 5.3
nos permite concluir que existe una gran concentracio´n de comunidades cercanas al valor 1 del
ı´ndice, o bien en te´rminos gra´ficos cercanas a la recta discriminante entre C y D, e´stas sera´n
las comunidades ma´s preparadas para pasar a la siguiente clase. No as´ı, las comunidades que
tienen un ı´ndice ICD menor que 0.6, que corresponden a aquellos puntos azules mas lejanos a la
frontera CD. Recordar que aquellos ı´ndices mayores que 1 sera´n comunidades mal clasificadas
por el modelo predictivo, en este caso en particular, aquellas comunidades D puntos azules de
(a) que han sido clasificadas como C puntos verdes de (b). La misma interpretacio´n se podr´ıa
hacer para conseguir pasar comunidades de la clasificacio´n C a B, pero en este caso resultara´
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mas dif´ıcil ya que existe una mayor concentracio´n de comunidades en torno al valor medio del
ı´ndice media(IBC) = 0.77 (pico del histograma alejado de valor 1), similar a lo que ocurre con
el paso de B a A. Por u´ltimo, es interesante observar comparativamente los coeficientes de las
diferentes fronteras (w∗AB, w
∗
BC , y w
∗
CD) y cuestionarse la manera de optimizar inversiones, ya
que no sera´ lo mismo una gran mejora sobre algunas variables (caso AB o CD) que pequen˜as
mejoras sobre muchas variables (caso BC). O bien, considerar como alternativa realizar una
inversio´n sobre la Dimensio´n, ver Tabla 2.1, por ejemplo sobre el Prestador de Servicio que
involucra GOM, GEF y GAM, que en la frontera CD son variables con coeficientes altos.
RLM ADL
Nivel 1
R2 R2 PV E EA
0.902 0.974 91.3 9.3







ACC 0.062 1.00 0.07 0.11 0.17
CON 0.071
EST 0.084 0.069 0.96 0.06 0.11 0.13
CAL 0.069 0.060 1.06 0.13 0.14 0.10
AUT 0.058 0.065 0.89 0.09 0.11 0.12
INF 0.086 0.074 0.90 0.04 0.06 0.32
ZPA 0.069 0.063
STR 0.085 0.059 1.19 0.02 0.17 0.07
GOR 0.065
GOM 0.066 1.37 0.30 0.15 0.20
GEF 0.093 0.069 1.12 0.04 0.10 0.28
GAM 0.079 0.069 1.31 0.04 0.10 0.40
NSS 0.101 0.081
HPE 0.088 0.076 1.06 0.07 0.11 0.18
HHO 0.082 0.066 1.16 0.04 0.15 0.12
HCO 0.065 1.17 0.12 0.16 0.09
Tabla 5.2: Modelo Simple Honduras, RLM y ADL
ACP General y por clase RLM ADL
Nivel 1 IMV IMVA IMVB IMVC IMVD IRLacp IRL IAB IBC ICD
media 0.55 0.82 0.67 0.57 0.48 0.57 0.68 0.74 0.77 0.87
cv 0.27 0.35 0.23 0.18 0.24 0.20 0.18 0.13 0.16 0.26
mediana 0.53 0.97 0.68 0.58 0.48 0.57 0.68 0.73 0.77 0.89
iqr 0.20 0.17 0.24 0.14 0.15 0.15 0.15 0.15 0.16 0.31
n 3565 7 675 2692 191 3565 3565 675 2692 191
Tabla 5.3: Modelo Simple Honduras, I´ndices
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Figura 5.2: Modelo Simple Honduras, ACP
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Figura 5.3: Modelo Simple Honduras, ADL
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5.2. Modelo Multiescala con Herencia
En esta aplicacio´n iremos directo a la escala administrativas ma´s pequen˜a, para comparar el
funcionamiento del me´todo segu´n las caracter´ısticas del Municipio escogido. Para esto sera´
necesario trabajar con la metodolog´ıa multiescala, que a la vez considera la herencia de infor-
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Figura 5.4: Esquema Aplicacio´n Modelo Multiescala
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Se escogen para esta aplicacio´n 3 Municipios pertenecientes al Departamento de Lempira: San
Juan Guarita, que tiene tan solo 7 comunidades evaluadas, Piraera con 20 comunidades y
Erandique con 37 comunidades. Para facilitar la interpretacio´n de los resultados, en las tablas
presentadas as´ı como en el esquema anterior, los coeficientes en color azul correspondera´n a los
heredados de la escala pa´ıs y los coeficientes en color verde a los de la escala Departamento, en
este caso Honduras y Lempira respectivamente.
Recordar que los me´todos esta´n limitados a una cantidad mı´nima de datos que se define en la
calibracio´n como nmin = 5, y por tanto cuando el ana´lisis se realiza por clase esta demanda se
vuelve au´n ma´s dif´ıcil de cumplir. Adicionalmente, recordar que RLM y ADL requieren ma´s
observaciones que variables para su aplicacio´n (ver Ape´ndice C), aunque bien sabemos, que
al bajar de escala la reduccio´n de variables es evidente por convertirse muchas de estas en
constantes.
De esta manera la importancia de la restriccio´n principal de la cantidad observaciones, en este
caso comunidades evaluadas, se debe a que condiciona la aplicacio´n de los me´todos y por tanto
la herencia de informacio´n de una escala administrativa a otra. Se debe hacer hincapie´ en que
la clasificacio´n A es escasa en todos los pa´ıses, por tanto al bajar de escala administrativa es
evidente que en esta clase sera´ donde repetidamente faltara´ informacio´n, por el contrario la
clasificacio´n mas comu´n es la C seguida de la B.
5.2.1. San Juan Guarita
La aplicacio´n se San Juan Guarita muestra la situacio´n cuando existe poca informacio´n sobre
las comunidades, en este caso so´lo se tiene informacio´n de 7, que se reparten en 4 de clase
B, 2 de clase C y 1 de clase D. Esto a primera vista nos permite intuir que sera´ un ana´lisis
basado principalmente en la herencia. Como vemos en la Tabla 5.4, el ACP general reconoce la
importancia de 8 de las 16 variables y con ma´s contribucio´n a la varianza CAL y STR, al igual
que en el ana´lisis a nivel pa´ıs. Sin embargo, entrega sutilezas como que GEF no se considera en
el ana´lisis por ser constante, adema´s NSS y HHO a este nivel ya no contribuyen a la varianza,
cuando a nivel pa´ıs son bastante importantes.
Luego, si observamos en la misma tabla la aplicacio´n por clase, vemos que no es posible aplicar
a ninguna de estas por la deficiencia de informacio´n. Por tanto, 3 de las 4 clases heredan la
informacio´n de la escala superior siguiente, en este caso B, C y D de la aplicacio´n del me´todo
simple al Departamento de Lempira y la clase A de la escala pa´ıs. En la aplicacio´n de ADL
ocurre algo similar (ver tabla 5.5) y en el caso de la RLM es evidente que la probabilidad de
que las variables sean menos que la cantidad de comunidades es baja.
A nivel interpretativo podemos concluir que para este Municipio la evaluacio´n del ı´ndice IAS
esta´ dependiendo ma´s de NSS y GAM, a pesar de que todas las variables contribuyen de manera
similar. De ADL es evidente que para pasar de D a C la prioridad tendra´ que centrarse en ZPA y
GOR, para pasar de C a B debera´n priorizar HHO y HCO y de B a A en GOM. Entonces, a este
Municipio podr´ıa interesarle invertir sobre la dimensio´n NSS, ver Tabla 2.1, que corresponde al
Nivel de Servicio de Saneamiento e Higiene, mejorando la Higiene en el Hogar y la Comunitaria
a partir de la misma inversio´n (debido a que esta´n estrechamente relacionadas) para lograr
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aumentar HHO y HCO pasando las comunidades de C a B. O bien, optar por exigir y asesorar
la buena gestio´n del Prestador de Servicios (dimensio´n PSE) fortaleciendo GAM para mejorar
el ı´ndice IAS, adema´s de GOR y GOM que ayudar´ıan al acercamiento de las comunidades a la
clasificacio´n A.
ACP General ACP por clase
PV E1 PV E2 PV E(r) PV E(r) PV E(r) PV E(r) IPV E(r)
48.5 28.4 76.9(2) 71.2(4) 65.1(6) 70.9(2)
COEF A1 A2 load loadA loadB loadC loadD
ACC 0.00 0.00 0.00 0.00 0.00 0.02 0.09
CON 0.00 0.00 0.00 0.00 0.00 0.02 0.08
EST 0.00 0.00 0.00 0.03 0.00 0.07 0.00
CAL 0.00 0.48 0.16 0.77 0.26 0.17
AUT 0.00 0.34 0.12 0.00 0.00 0.22 0.15
INF 0.39 0.00 0.10 0.00 0.08 0.14
ZPA 0.00 0.41 0.13 0.00 0.03 0.14
STR 0.53 0.00 0.18 0.22 0.05 0.00
GOR 0.00 0.00 0.00 0.05 0.00 0.00 0.00
GOM 0.32 0.00 0.06 0.03 0.00 0.00
GEF 0.05 0.00 0.00 0.14
GAM 0.00 0.41 0.13 0.00 0.02 0.15
NSS 0.00 0.00 0.00 0.10 0.00 0.12 0.00
HPE 0.42 0.00 0.13 0.17 0.17 0.10
HHO 0.00 0.00 0.00 0.30 0.05 0.00
HCO 0.00 0.00 0.00 0.00 0.03 0.00 0.00
Tabla 5.4: Modelo Multiescala San Juan Guarita, ACP
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Figura 5.5: Modelo Multiescala San Juan Guarita, ACP
RLM ADL
R2 R2 PV E EA
0.884 0.953 74.82 9.3 9.5 9.5






ACC 0.057 0.053 0.07
CON 0.070
EST 0.072 0.06
CAL 0.066 0.056 0.13
AUT 0.077 0.070 0.09
INF 0.088 0.079 0.04
ZPA 0.070 0.065 2.09 0.15 1.29
STR 0.061 0.056 0.02
GOR 0.060 2.98 0.32 1.31
GOM 0.074 0.30
GEF 0.085 0.058 0.04
GAM 0.084 0.084 0.04
NSS 0.109 0.090
HPE 0.087 0.077 0.07
HHO 0.075 0.064 2.64 0.04 0.51 0.11
HCO 0.056 2.32 0.12 0.47 0.00
Tabla 5.5: Modelo Multiescala San Juan Guarita, RLM y ADL
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ACP General y por clase RLM ADL
IMV IMVA IMVB IMVC IMVD IRLacp IRL IAB IBC ICD
SJG
med 0.57 0.64 0.63 0.33 0.58 0.75 0.76 0.81 0.78
cv 0.44 0.28 0.15 NA 0.29 0.24 0.14 0.73 NA
medn 0.64 0.73 0.63 0.33 0.67 0.82 0.80 0.81 0.78
iqr 0.27 0.10 0.07 0.00 0.14 0.18 0.07 0.42 0.00
n 7 0 4 2 1 7 7 4 2 1
Tabla 5.6: Modelo Multiescala San Juan Guarita, I´ndices
En resumen, a pesar de poseer informacio´n bastante reducida es posible tener un ana´lisis
completo del Municipio gracias a la herencia, principalmente de la escala administrativa superior
ma´s cercana (7 de las 9 columnas de la Tabla 5.6), posibilitando plantear ma´s de una propuesta
de inversio´n que persiga el objetivo de mejorar al menos la clasificacio´n de las 3 comunidades
que no son B.
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5.2.2. Piraera
El caso de Piraera es diferente, ya que tiene informacio´n de 20 comunidades pero divididas en
2 de clase B y 18 comunidades clasificadas como C. Por tanto, si vemos las Tablas 5.7 y 5.8
notaremos que es aplicable el ACP general, el ACP sobre la clase C y la RLM. Por otra parte
el ADL es completamente heredado de Lempira, ya que son necesarias al menos 2 clases de
ma´s de 5 comunidades para la aplicacio´n a las fronteras por pares de clases.
Respecto del ACP general, se reconocen 8 de las 16 variables como ma´s influyentes sobre la
varianza del conjunto de datos donde destacan AUT y HPE con coeficientes sobre 0.2, resultados
similares se obtienen de la aplicacio´n de ACP a la clase C por contener casi el mismo conjunto
de datos. Adema´s, la RLM mejor ajustada (sin ACP previo) muestra que GOM se presenta
como una constante y STR destaca por ser la variable que mas influye al reproducir el ı´ndice
IAS.
ACP General ACP por clase
PV E1 PV E2 PV E(r) PV E(r) PV E(r) PV E(r) IPV E(r)
26.4 18.2 70.8(4) 71.6(4)
COEF A1 A2 load loadA loadB loadC loadD
ACC 0.00 0.00 0.00 0.00 0.00 0.00 0.09
CON 0.00 0.00 0.06 0.00 0.00 0.11 0.08
EST 0.00 0.00 0.00 0.03 0.00 0.05 0.00
CAL 0.00 0.00 0.00 0.77 0.26 0.08
AUT 0.75 0.00 0.29 0.00 0.00 0.23 0.15
INF 0.00 0.53 0.11 0.00 0.12 0.14
ZPA 0.00 0.00 0.00 0.00 0.00 0.14
STR 0.00 0.00 0.00 0.22 0.00 0.00
GOR 0.00 0.00 0.00 0.05 0.00 0.00 0.00
GOM 0.00 0.00 0.00 0.03 0.00 0.00
GEF 0.00 0.00 0.00 0.05 0.00 0.00 0.14
GAM 0.00 0.39 0.08 0.00 0.09 0.15
NSS 0.00 0.00 0.04 0.10 0.00 0.05 0.00
HPE 0.00 0.00 0.21 0.17 0.16 0.10
HHO 0.00 0.34 0.11 0.30 0.05 0.00
HCO 0.00 0.46 0.10 0.00 0.03 0.06 0.00
Tabla 5.7: Modelo Multiescala Piraera, ACP
Podemos agregar que la priorizacio´n para pasar de una clase a la siguiente superior debera´ ser
la misma que para San Juan Guarita, ya que heredan la misma informacio´n por pertenecer
al mismo Departamento, de esta manera la propuesta de inversio´n sobre la dimensio´n NSS en
este Municipio se adecu´a bastante bien para pasar las 18 comunidades C a B. Aunque antes
de decidir sera´ necesario analizar la distribucio´n del ı´ndice que queremos mejorar lleva´ndolo a
valores sobre la unidad, en este caso IBC , que en la Tabla 5.9 se muestra con una media de
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0.66 que permite intuir pocas comunidades C cercanas a pasar a la clase B.
En resumen, para este caso resulta ma´s fa´cil tener un ana´lisis completo del Municipio, conside-
rando que existen so´lo dos clases y que el ana´lisis proviene principalmente de la propia escala
administrativa (4 de las 7 columnas de la Tabla 5.9), planteando una propuesta de inversio´n
tan espec´ıfica como desafiante.
RLM ADL
R2 R2 PV E EA
0.895 0.999 74.82 9.3 9.5 9.5











INF 0.193 0.088 0.04
ZPA 0.038 2.09 0.15 1.29
STR 0.098 0.02





HPE 0.067 0.084 0.07
HHO 0.070 0.057 2.64 0.04 0.51 0.11
HCO 0.051 2.32 0.12 0.47 0.00
Tabla 5.8: Modelo Multiescala Piraera, RLM y ADL
ACP General y por clase RLM ADL
IMV IMVA IMVB IMVC IMVD IRLacp IRL IAB IBC ICD
Pira.
med 0.69 0.48 0.66 0.38 0.57 0.65 0.66
cv 0.20 0.28 0.17 0.20 0.14 0.02 0.30
medn 0.70 0.48 0.68 0.40 0.57 0.65 0.64
iqr 0.17 0.09 0.17 0.09 0.07 0.01 0.18
n 20 0 2 18 0 20 20 2 18 0
Tabla 5.9: Modelo Multiescala Piraera, I´ndices
UPC
Cap´ıtulo 5. Aplicacio´n 57
































































0.0 0.2 0.4 0.6 0.8 1.0
(c) Indice IMV C
Figura 5.6: Modelo Multiescala Piraera, ACP
5.2.3. Erandique
Erandique es un Municipio con bastante informacio´n; 37 comunidades distribuidas en 7 clase
B, 27 clase C y 3 clase D, dentro de las 3 aplicaciones a Municipios el ma´s completo, por lo
que se puede aplicar el ACP general, el ACP a la clases B y C, la RLM y el ADL a la frontera
entre las clases B y C. El ACP general, en la Tabla 5.10, demuestra que AUT es la variable
que aporta mayor varianza entre las 11 variables relevantes con coeficientes diferentes de cero,
al igual que dentro de la clase C. Sin embargo en la clase B, desde un comienzo con 5 variables
menos en el ana´lisis, la variable CAL es aquella que aporta mayor varianza, curioso cuando en
las clases C y D es constante.
Respecto de la RLM (sin ACP previo) GOR y GOM resultan variables poco significativas en la
conformacio´n de IAS. Sin embargo, vemos en la misma tabla, que GOR es fundamental para el
paso de las comunidades de D a C y de C a B, adema´s de ZPA y CAL respectivamente. Notar
que los coeficientes de la aplicacio´n de ADL relacionados a las clases A y D, que no cumplen
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con el mı´nimos de datos, sera´n heredados de las escalas pa´ıs y Departamento respectivamente.
ACP General ACP por clase
PV E1 PV E2 PV E(r) PV E(r) PV E(r) PV E(r) PV E(r)
32.7 18.5 70.8(4) 75.4(2) 73.1(2) 72.3(4) 70.9(2)
COEF A1 A2 load loadA loadB loadC loadD
ACC 0.00 -0.38 0.09 0.00 0.00 0.07 0.09
CON 0.00 0.00 0.00 0.00 0.06 0.08
EST 0.00 0.00 0.00 0.03 0.04 0.00 0.00
CAL 0.00 0.00 0.04 0.77 0.39
AUT 0.00 0.67 0.20 0.00 0.00 0.25 0.15
INF 0.00 0.00 0.04 0.00 0.08 0.14
ZPA 0.00 0.00 0.15 0.00 0.09 0.14
STR 0.00 0.00 0.04 0.04 0.00
GOR 0.00 0.00 0.00 0.05 0.00 0.00 0.00
GOM 0.00 0.00 0.00 0.08 0.00 0.00
GEF 0.00 0.00 0.04 0.05 0.00 0.14
GAM 0.00 0.00 0.07 0.08 0.15
NSS 0.34 0.00 0.06 0.10 0.04 0.09 0.00
HPE 0.42 0.39 0.12 0.20 0.10
HHO 0.53 -0.34 0.16 0.36 0.00 0.00
HCO 0.00 0.00 0.00 0.00 0.10 0.05 0.00
Tabla 5.10: Modelo Multiescala Erandique, ACP
As´ı, Erandique debera´ procurar pasar las 3 comunidades D a C, para luego abordar un desaf´ıo
mayor de mejorar el nivel de Servicio de Agua y Saneamiento de las comunidades C que son
la mayor´ıa, para lo que podr´ıa resultar u´til una estrategia, esta vez no enfocada a la mejora
de las dimensiones, sino de mejoras puntuales y espec´ıficas sobre la Gestio´n Organizacional
del Prestador de Servicio, la Calidad del agua y la proteccio´n de la zona de la captacio´n, que
si bien estas dos u´ltimas provienen de dimensiones diferentes esta´n completamente relacionadas.
En resumen, para este caso tambie´n resulta fa´cil tener un ana´lisis completo del Municipio, ya
que el ana´lisis proviene principalmente de la propia escala administrativa (6 de las 9 columnas
de la Tabla 5.12), planteando una propuesta particular y espec´ıfica para el Municipio, donde se
podra´ evaluar la posibilidad de invertir en mejorar las 7 comunidades B que en media poseen
un ı´ndice IAB de 0.73, o bien concentra´ndose en las comunidades de menor nivel pese a que
signifique un mayor esfuerzo en cantidad de comunidades a mejorar y en la dificultad de pasar
a la clase siguiente, media de IBC en 0.58.
Finalmente, la decisio´n de optar por una propuesta de inversio´n u otra dependera´ de factores
adicionales como los recursos de cada Municipio o el coste de mejora de cada componente
(variable), que evidentemente puede ser diferente. Para esto podr´ıa ser u´til implementar me´to-
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dos de optimizacio´n para incorporarse junto al criterio de expertos en temas de inversiones y
prioridades, quedando fuera del alcance de este trabajo.
RLM ADL
R2 R2 PV E EA
0.925 0.995 100 9.3 9.67 9.5









CAL 0.061 6.64 0.13 1.39
AUT 0.048 0.069 0.09
INF 0.113 0.059 0.04
ZPA 0.050 1.29
STR 0.040 0.02
GOR 4.98 1.13 1.31
GOM 0.30
GEF 0.069 0.097 0.04
GAM 0.150 0.055 0.04
NSS 0.105 0.045
HPE 0.075 0.074 0.07
HHO 0.117 0.084 0.04 0.11
HCO 0.116 0.12 0.00
Tabla 5.11: Modelo Multiescala Erandique, RLM y ADL
ACP General y por clase RLM ADL
IMV IMVA IMVB IMVC IMVD IRLacp IRL IAB IBC ICD
med 0.60 0.62 0.67 0.46 0.45 0.60 0.73 0.58 0.65
cv 0.28 0.38 0.22 0.08 0.25 0.20 0.14 0.24 0.17
medn 0.60 0.77 0.68 0.45 0.42 0.59 0.72 0.56 0.65
iqr 0.19 0.37 0.17 0.04 0.18 0.19 0.07 0.04 0.11
n 37 0 7 27 3 37 37 7 27 3
Tabla 5.12: Modelo Multiescala Erandique, I´ndices
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(d) Indice IMV C
Figura 5.7: Modelo Multiescala Erandique, ACP
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Figura 5.8: Modelo Multiescala Erandique, ADL
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5.3. Herramienta de visualizacio´n
El uso y desarrollo de una herramienta de visualizacio´n obedece a la extensa cantidad de in-
formacio´n y resultados, debido a las diferentes combinaciones de las escalas administrativas
existentes y a la necesidad de apoyarse en tablas y gra´ficas para obtener una buena interpre-
tacio´n de los resultados. Permitiendo ver el resultado sectorial del Modelo Simple de cualquier
Pa´ıs, Departamento o Municipio de los 4 pa´ıses incluidos en la base de datos. Destacando que
el modelo multiescala no esta´ incorporado expl´ıcitamente mediante la herencia, sino ma´s bien
en la eleccio´n de los para´metros utilizados en todas las escalas para la generacio´n de coeficientes
y la posterior aplicacio´n de ı´ndices al conjunto de datos de ana´lisis y subconjuntos de otras
escalas administrativas menores.
Se desarrolla a trave´s de Shiny, que corresponde a un marco de aplicacio´n web para R que
convierte los ana´lisis en aplicaciones interactivas y se comparte la produccio´n como una pa´gina
web, con personas que no tienen R (solo visualizacio´n de resultados sin pasar por el co´digo) [12].
En este caso se utilizo´ shinyapps.io, el servicio de alojamiento de RStudio para aplicaciones
Shiny.
La herramienta de visualizacio´n desarrollada, como se ve en la figura 5.9, se compone de dos
paneles; a la izquierda los inputs y a la derecha los output o resultados. En el primero de e´stos
se selecciona el pa´ıs escogiendo la pestan˜a correspondiente. Una vez escogido el pa´ıs se desple-
gara´ en la pestan˜a de ‘Info General’ informacio´n con la cantidad y nombre de cada uno de los
Departamentos que conforman dicho pa´ıs, a partir de aqu´ı se escoge aquel que se quiera analizar
escribiendo el nombre del Departamento en el input correspondiente (tal y como se ve en la
Info General). Seguido, se volvera´ a desplegar en la pestan˜a de ‘Info General’ la cantidad de
Municipios correspondiente del Departamento anteriormente escogido, se enumeran de izquier-
da a derecha y de arriba a abajo para poder escoger el input Municipio con su numeracio´n. Por
ejemplo como se muestra en la figura, en el panel izquierdo se escoge HONDURAS, se visualiza
a la derecha que existen 16 Departamentos, uno de ellos llamado LEMPIRA, que se selecciona
escribiendo este nombre en el panel, y luego el Municipio de Erandique que corresponde al
nu´mero 5. Finalizamos escogiendo el nivel de ana´lisis solicitado (1 escala administrativa pa´ıs,
2 Departamento y 3 Municipio).
Opcionalmente se pueden modificar los para´metros, aunque previamente vienen definidos por el
rango y el valor inicial propuesto en la calibracio´n. Para posteriormente mirar los resultados en
las 4 pestan˜a superiores siguientes a ‘Info General’ correspondientes a cada uno de los me´todo
descritos en este trabajo, con sus outputs de coeficientes, ı´ndices y gra´ficos, recordando que la
primera pestan˜a entrega un resumen de los valores que toman las variables en la localidad que
se realizara´ el ana´lisis. Se aconseja comenzar el ana´lisis con el nivel 3, luego la informacio´n que
no se pueda encontrar se ira´ heredando de aplicar el nivel 2 y 1 sucesivamente, e´sta corresponde
a la metodolog´ıa aplicada en los ejemplos desarrollados con anterioridad.
Para experimentar lo anterior, ingresar en: MetodoShinyApp, probar por ejemplo con el Mu-
nicipio 5 que corresponde a Erandique y visualizar los resultados en cada uno de los niveles.
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Tambie´n se encuentran disponibles los co´digos ,y pasos para ejecutar la aplicacio´n directamente
desde R, en el repositorio: ZenodoShinyApp (http://doi.org/10.5281/zenodo.928143).




Este cap´ıtulo intenta reunir los comentarios, dudas y descubrimientos que han surgido a medida
que se desarrollaba el trabajo. Se busca discutir acerca de las limitantes del me´todo, de la
utilidad, la aplicacio´n y los resultados obtenidos, de los planes futuros y propuestas de mejora.
6.1. El me´todo propuesto
La interpretacio´n de los resultados del me´todo propuesto no resulta sencilla, por lo que hay
que tener siempre en mente un par de conceptos fundamentales. Los me´todos supervisados
aportan ma´s como herramienta de toma de decisiones ayudando a seleccionar la priorizacio´n
de las variables para contribuir a mejorar el nivel de servicio y sostenibilidad de las comuni-
dades. El ACP, que es no supervisado, so´lo entrega informacio´n de la varianza del conjunto
de datos, no obstante, la RLM y el ADL que incorporan informacio´n valorativa (sea nume´rica
o catego´rica) permiten tener resultados que conducen a responder como mejorar la valoracio´n
de las comunidades, por ejemplo aumentar el IAS para pasar de clase o directamente evaluar
como mejorar la clase, pasando a la superior siguiente.
Es evidente que el me´todo propuesto es general y que a pesar de estar calibrado con los datos
de SIASAR, espec´ıficamente de Nicaragua y validado para Honduras, existe la posibilidad de
aplicarlo a cualquier conjunto de datos, siempre y cuando se realice una nueva calibracio´n y las
variables sean continuas e idealmente normalizadas. En este caso en particular se trabaja con
las 16 componentes del modelo SIASAR, por ser variables continuas entre 0 y 1, reconociendo
que trabajar con las variables originales dificultar´ıa la aplicacio´n del me´todo.
Por otra parte, el aplicar el me´todo a cualquier conjunto de datos significa tener en cuenta,
adema´s de la calibracio´n, que estos pueden no contar con variables valorativas (como IAS o
CLASSI) por tanto en estos casos el me´todo ADL sera´ aquel que entregue las respuestas. De
alguna manera la propuesta intenta ser flexible y aplicable a conjuntos de datos de diversas
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caracter´ısticas.
6.2. Limitaciones
El problema fundamental que se busca solucionar se ve claramente representado al momento
de realizar la calibracio´n, ya que a medida que bajamos de escala administrativa, aplicamos
las te´cnicas a conjuntos reducidos de muestras (entre 5 y 10 comunidades). Adema´s, las pocas
observaciones presentara´n muchos de los predictores o variables constantes, por tanto la reduc-
cio´n de dimensionalidad en estos casos es evidente e instanta´nea, lo que en ACP significa ir
reduciendo tambie´n la cantidad de componentes principales necesarias para explicar la varianza
requerida (r) o en ADL la dificultad de cumplir que existan ma´s muestras que predictores.
Particularmente el me´todo RLM y ACP general no se aplican sobre cada clase, sino sobre
el conjunto total de datos del Pa´ıs, Departamento o Municipio que se este´ evaluando, no re-
presentando mayor complejidad ni limitantes en su aplicacio´n. Por ejemplo, en Nicaragua el
Municipio ma´s pequen˜o cuenta con 14 comunidades, por tanto no representa un problema pa-
ra la ejecucio´n, as´ı mismo la mayor´ıa de las Municipalidades de los otros pa´ıses cuentan con
ma´s de 5 comunidades evaluadas. Sin embargo, se presentara´n los problemas cuando se intente
aplicar las te´cnicas ACP por grupo o ADL entre grupos, o bien al bajar demasiado en escalas
administrativas en otros conjuntos de datos.
Tambie´n en ocasiones la aplicacio´n a escala administrativas reducidas puede resultar en dis-
poner de datos con una sola clasificacio´n (por ejemplo todas las comunidades clase B). En
estos casos, el ACP general ser´ıa exactamente igual al ACP por grupo y el ADL no tendr´ıa
mayor sentido por no disponer de frontera para evaluar. Adema´s, debemos considerar que todo
inconveniente que afecte el ACP tambie´n afectara´ la RLM con ACP previo, por ejemplo, al
reducir demasiado o muy poco las variables en el ACP dificultara´ un buen ajuste de la regresio´n.
Por otra parte, es fundamental reconocer que la calidad de la aplicacio´n de la metodolog´ıa
dependera´ de la calidad del conjunto de datos. Ya que se trabaja con las comunidades que
tiene todas las componentes evaluadas (valor en las 16 variables), lo que significa en ocasiones -
dependiendo del Pa´ıs - dejar muchas comunidades fuera del ana´lisis por la falta de datos. Sera´
esta la motivacio´n principal para fomentar el monitoreo y la eficiente recoleccio´n de informacio´n
en las comunidades rurales.
6.3. Aplicacio´n
Las aplicaciones realizadas en la seccio´n 5.2 permiten identificar, que los resultados son sufi-
cientemente diferentes entre municipios de la misma escala administrativa, como para asegurar
que este tipo de ana´lisis espec´ıfico es fundamental para la toma de decisiones, como ejemplo,
lo prioritario en Piraera no resultara´ igual de prioritario en Erandique. De alguna manera po-
demos reafirmar con resultados los beneficios del ana´lisis sectorial.
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Observar adema´s, que en ocasiones no es necesario obtener todos los coeficiente, sino mas bien
los necesarios para hacer el ana´lisis de la localidad estudiada, por ejemplo si Piraera solo tiene





siempre en consideracio´n el significado de cada uno de estos coeficiente, siguiendo el ejemplo,
si Pirarera no tiene comunidades clasificadas como D no sera´ u´til conocer la direccio´n optima
de cambio de D a C w∗CD.
Los resultados de la aplicacio´n ayudara´n a orientar el problema de priorizacio´n, pero se ne-
cesita un trabajo posterior de interpretacio´n de las componentes (16 variables) a partir de la
funcio´n de utilidad que la construye. Esto requiere un conocimiento previo de la conformacio´n
de cada una de las variables, en este caso segu´n el modelo SIASAR. El me´todo nos ayudara´
a discriminar variables, seleccionar algunas como las ma´s importantes, e inclusive seleccionar
las comunidades mejores o peores posicionadas para mejorar el nivel y la sostenibilidad del
servicio. El trabajo posterior consistira´ en desglosar cada componente y a la vez resolver algu´n
problema de optimizacio´n sobre lo que conviene en te´rminos econo´micos cuestiona´ndose si:
invertir en muchas variables no tan importantes pero ma´s econo´micas de mejorar o invertir en
menos variables importantes pero mas costosas, o alternativamente invertir en una dimensio´n
particular (conjunto de 4 componentes) o invertir sobre variables que este´n relacionadas entre
s´ı en funcio´n de los objetivos del Pa´ıs, que pueden ser aumentar el ı´ndice IAS o bien subir a la
clase superior siguiente cierto porcentaje de las comunidades.
Principalmente en la herramienta de visualizacio´n propuesta quedan aspectos te´cnicos que me-
jorar, sin embargo se considera un aporte presentar la aplicacio´n de esta manera ya que se
ofrece una forma sencilla de conseguir que otros usuarios (autoridades u otros), que no esta´n
familiarizados con lenguajes de la programacio´n ni necesariamente con la estad´ıstica, puedan
a trave´s de mecanismos como e´ste interpretar resultados para tomar decisiones.
Por otra parte se plantea como idea de desarrollo a futuro, siempre que se cuente con una
base de datos de calidad, una app o herramienta de visualizacio´n que incorpore inclusive la
informacio´n geogra´fica (mapeo), complementada con indicadores sociales y medioambientales,
para que la herencia de informacio´n no obedezca necesaria y exclusivamente a una divisio´n
administrativa, sino como alternativa, a la cercan´ıa entre comunidades o municipios, aspectos





Es importante comenzar por reconocer que la preocupacio´n por el Objetivo 6 de los ODS
involucra la preocupacio´n de otros Objetivos, ya que e´ste resulta ser horizontal y por tanto
fundamental para conseguir la dignidad de las personas y la igualdad. Esta transversalidad
invita a incorporar la problema´tica del agua bajo el concepto de sostenibilidad, donde existe
una gestio´n del riesgo, integrada a la gestio´n de los recursos sin olvidar la proteccio´n del eco-
sistema. Por tanto, es fundamental que el sistema de monitoreo utilizado para la evaluacio´n
del cumplimiento de e´ste y otros objetivos sea incorporando estos conceptos. SIASAR propone
un modelo que incorpora en su ana´lisis este tipo de dimensiones, por lo que se considera una
herramienta de monitoreo u´til tanto para evaluar el nivel de servicio de los sistemas como su
sostenibilidad.
Se plantea un ana´lisis espec´ıfico y local, debido a que muchas veces las desigualdades se escon-
den bajo las medias nacionales ocultando la realidad. Generalmente los indicadores por pa´ıs
otorgan sensacio´n de progreso y no se tiene claridad donde se encuentran los ma´s vulnerables.
Obligando a enfrentar la dificultad de bajar el ana´lisis a escalas administrativas reducidas,
donde la aplicabilidad de los me´todos estad´ısticos es baja en presencia de pocos datos. Es por
esto que el trabajo propone una alternativa para superar estas limitantes; basado en el concep-
to multiescala, con herencia de informacio´n de la escala administrativa superior cuando no se
puede aplicar a escala local.
Esta herencia no resulta ser ma´s que la aplicacio´n me´todo principal (simple) para evaluarlo
posteriormente en un subconjunto espec´ıfico, por ello la utilidad de la propuesta es evidente y
resulta ser un me´todo que puede ser implementado de diferentes maneras segu´n la decisio´n que
se quiera tomar o la informacio´n que se quiera obtener. Es posible aplicarlo a las diferentes es-
calas, apoya la necesidad de obtener resultados espec´ıficos y locales resolviendo la dificultad de
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cobertura por falta de aplicabilidad. Finalmente, el me´todo nos permite realizar una reduccio´n
de variables y eleccio´n de aquellas con mayor importancia relativa dependiendo del me´todo
aplicado. Reduccio´n que facilitara´ tanto la toma de decisiones como el propio monitoreo, ya
que es evidente la complejidad y los costos de trabajar sobre 16 componentes. Por otra parte,
el desarrollo de la metodolog´ıa propuesta se basa en un estudio del modelo SIASAR, la elec-
cio´n y definicio´n de me´todos estad´ısticos u´tiles para el objetivo principal, su implementacio´n
en R para posteriormente aplicar la metodolog´ıa, reconocer los outputs y calibrar para que el
porcentaje de aplicacio´n y la calidad de estos resultados sea la mejor. Finalmente se desarrolla
una herramienta de visualizacio´n que permite evaluar la metodolog´ıa en los diferentes Pa´ıses,
Departamentos y Municipios de la base de datos, para finalmente construir algu´n ejemplo de
aplicacio´n implementando el ana´lisis multiescala con herencia al nivel administrativo ma´s bajo,
realizando a la vez una interpretacio´n sencilla de los resultados ma´s relevantes.
Ba´sicamente en los tres me´todos implementados el output principal sera´: cuales variables im-
portan y en que orden, para luego responder preguntas ma´s espec´ıficas por comunidad a trave´s
de los ı´ndices, como la identificacio´n de comunidades mejor o peor posicionadas. Por lo dema´s,
sera´ necesario destacar que dentro de los me´todos implementados el Ana´lisis Discriminante
Lineal es especialmente u´til ya que entrega como resultado la posicio´n de las comunidades en
referencia a la frontera de la siguiente clase, pudiendo interpretar la distancia para llegar a dicha
frontera como costos o inversiones necesarias para pasar a la clase superior siguiente. En este
me´todo, tanto los coeficientes como los ı´ndices evaluados sobre cada una de las comunidades
conformara´n la informacio´n completa y o´ptima para la toma de decisiones.
En el cap´ıtulo anterior se mencionan conclusiones ma´s espec´ıficas sobre el procedimiento de
trabajo, donde tambie´n se comenta sobre los lineamientos futuros de la investigacio´n realizada.
Por u´ltimo mencionar que todos los pa´ıses, desarrollados y en desarrollo estara´n en los pro´xi-
mos an˜os expuestos a las inclemencias del cambio clima´tico y con esto firmemente enfrentados
a sequ´ıas, inundaciones y problemas de calidad del agua, que se debera´n solucionar superando
dificultades de implementacio´n y desaf´ıos de gobernanza. Por tanto, la propuesta de evaluacio´n
para toma de desiciones localizada y la regionalizacio´n de las pol´ıticas, ayudara´ en construir
un plan de accio´n para la correcta gestio´n del agua y sus riesgo, trata´ndose esta vez no de un
problema de cobertura sino de mayor complejidad. Herramientas como estas sera´n fundamen-




En este ape´ndice se presenta la Estad´ıstica Descriptiva por pa´ıs consistente en; Boxplot por
variable, tabla resumen con estad´ısticos ma´s importantes (para Honduras y Nicaragua) y Ra-
darplot con las medias de las variables por clase.
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Nivel se Servicio San&Hig
Figura A.1: Boxplot variables, Honduras
Variable media(cv) mediana iqr
ACC 0.725(0.320) 0.667 0.412
CON 0.749(0.314) 0.833 0.000
EST 0.807(0.365) 1.000 0.333
CAL 0.173(2.060) 0.000 0.000
AUT 0.683(0.509) 0.791 0.543
INF 0.794(0.305) 0.833 0.333
ZPA 0.779(0.321) 0.667 0.333
STR 0.342(1.148) 0.333 0.333
GOR 0.506(0.413) 0.500 0.286
GOM 0.469(0.451) 0.500 0.167
GEF 0.758(0.377) 0.875 0.357
GAM 0.822(0.280) 1.000 0.333
NSS 0.628(0.468) 0.699 0.416
HPE 0.695(0.489) 1.000 0.667
HHO 0.435(0.870) 0.333 1.000
HCO 0.514(0.511) 0.500 0.333
WSP 0.599(0.204) 0.602 0.148
Tabla A.1: Descriptiva de variables, Honduras
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Figura A.2: Boxplot variables, Nicaragua
Variable media(cv) mediana iqr
ACC 0.576(0.455) 0.612 0.323
CON 0.691(0.528) 1.000 0.667
EST 0.778(0.430) 1.000 0.333
CAL 0.676(0.657) 1.000 1.000
AUT 0.431(0.848) 0.379 0.712
INF 0.763(0.339) 0.816 0.333
ZPA 0.741(0.348) 0.667 0.333
STR 0.610(0.726) 1.000 1.000
GOR 0.373(0.736) 0.333 0.500
GOM 0.442(0.702) 0.341 0.460
GEF 0.375(0.965) 0.333 0.667
GAM 0.763(0.398) 1.000 0.333
NSS 0.550(0.630) 0.606 0.618
HPE 0.526(0.602) 0.333 0.667
HHO 0.549(0.689) 0.333 0.667
HCO 0.436(0.557) 0.333 0.333
Tabla A.2: Descriptiva de variables, Nicaragua
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Figura A.3: Radarplot variables por Pa´ıs
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Figura A.4: Boxplot variables, Repu´blica Dominicana
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Nivel se Servicio San&Hig
Figura A.5: Boxplot variables, Panama´
UPC































































A continuacio´n, se presentan las Tablas de los outputs de la calibracio´n; en las dos primeras
columnas la medida de calidad correspondiente al me´todo y la cantidad de variables media
que quedan luego de la reduccio´n, seguido, las columnas con los porcentajes de aplicacio´n de
cada me´todo particular. Para finalizar, se muestra una Tabla resumen que presenta en las dos
primeras columnas el porcentaje de aplicacio´n por nivel y total (media de los 3 niveles), en las
siguientes, las medias de calidad escogidas. En azul se destacan los valores que se esperan y en
rojos los que no.
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Nivel PVE nvars PCA PCA A PCA B PCA C PCA D
n min 4
1 63.6 10.0 100.0 100.0 100.0 100.0 100.0
2 64.0 7.8 100.0 0.0 82.4 100.0 82.4
3 67.6 5.3 88.5 0.0 32.4 82.4 37.8
n min 10
1 63.6 10.0 100.0 0.0 100.0 100.0 100.0
2 64.0 7.8 100.0 0.0 70.6 100.0 70.6
3 66.4 5.5 77.0 0.0 9.5 60.1 11.5
vpc1 max 80 %
1 63.6 10.0 100.0 0.0 100.0 100.0 100.0
2 64.0 7.8 100.0 0.0 82.4 100.0 76.5
3 67.0 5.4 85.8 0.0 18.2 77.0 25.0
vpc1 max 98 %
1 63.6 10.0 100.0 0.0 100.0 100.0 100.0
2 64.0 7.8 100.0 0.0 82.4 100.0 76.5
3 67.3 5.4 87.2 0.0 18.9 77.0 25.0
vza min 50 %
1 57.1 9.0 100.0 0.0 100.0 100.0 100.0
2 55.2 5.9 100.0 0.0 82.4 100.0 76.5
3 59.2 4.4 87.2 0.0 18.9 77.0 25.0
vza min 70 %
1 74.9 12.0 100.0 0.0 100.0 100.0 100.0
2 72.7 8.9 100.0 0.0 82.4 100.0 76.5
3 75.0 6.3 87.2 0.0 18.9 77.0 25.0
umbrloadcut1 0.2
1 63.6 10.0 100.0 0.0 100.0 100.0 100.0
2 64.0 7.8 100.0 0.0 82.4 100.0 76.5
3 67.3 5.4 87.2 0.0 18.9 77.0 25.0
umbrloadcut1 0.5
1 63.6 10.0 100.0 0.0 100.0 100.0 100.0
2 64.0 7.8 100.0 0.0 82.4 100.0 76.5
3 67.3 5.4 87.2 0.0 18.9 77.0 25.0
umbrloadcut2 0.3
1 63.6 11.0 100.0 0.0 100.0 100.0 100.0
2 64.0 9.9 100.0 0.0 82.4 100.0 76.5
3 67.3 7.6 87.2 0.0 18.9 77.0 25.0
umbrloadcut2 0.5
1 63.6 8.0 100.0 0.0 100.0 100.0 100.0
2 64.0 5.7 100.0 0.0 82.4 100.0 76.5
3 67.3 3.6 87.2 0.0 18.9 77.0 24.3
p valor 0.01
1 63.6 10.0 100.0 0 100.0 100.0 100.0
2 64.0 7.8 100.0 0 82.4 100.0 76.5
3 67.3 5.4 87.2 0 18.9 77.0 25.0
p valor 0.08
1 63.6 10.0 100.0 0 100.0 100.0 100.0
2 64.0 7.8 100.0 0 82.4 100.0 76.5
3 67.3 5.4 87.2 0 18.9 77.0 25.0
r2 min 0.5
1 63.6 10.0 100.0 0 100.0 100.0 100.0
2 64.0 7.8 100.0 0 82.4 100.0 76.5
3 67.3 5.4 87.2 0 18.9 77.0 25.0
r2 min 0.8
1 63.6 10.0 100.0 0 100.0 100.0 100.0
2 64.0 7.8 100.0 0 82.4 100.0 76.5
3 67.3 5.4 87.2 0 18.9 77.0 25.0
lim err 0.05
1 63.6 10.0 100.0 0 100.0 100.0 100.0
2 64.0 7.8 100.0 0 82.4 100.0 76.5
3 67.3 5.4 87.2 0 18.9 77.0 25.0
lim err 0.2
1 63.6 10.0 100.0 0 100.0 100.0 100.0
2 64.0 7.8 100.0 0 82.4 100.0 76.5
3 67.3 5.4 87.2 0 18.9 77.0 25.0
Tabla B.1: Ana´lisis Sensibilidad ACP
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Nivel nvars R2 RLM(acp prev) RLM
n min 4
1 10.0 0.820 100.0 100.0
2 7.8 0.788 94.1 100.0
3 3.5 0.832 73.0 54.1
n min 10
1 10.0 0.820 100.0 100.0
2 7.8 0.788 94.1 100.0
3 3.7 0.826 62.8 52.7
vpc1 max 80 %
1 10.0 0.820 100.0 100.0
2 7.8 0.788 94.1 100.0
3 3.6 0.829 70.3 54.1
vpc1 max 98 %
1 10.0 0.820 100.0 100.0
2 7.8 0.788 94.1 100.0
3 3.6 0.832 71.6 54.1
vza min 50 %
1 9.0 0.790 100.0 100.0
2 5.8 0.722 76.5 100.0
3 3.0 0.795 66.9 54.1
vza min 70 %
1 12.0 0.910 100.0 100.0
2 8.4 0.830 100.0 100.0
3 4.0 0.846 79.7 54.1
umbrloadcut1 0.2
1 10.0 0.820 100.0 100.0
2 7.8 0.788 94.1 100.0
3 3.6 0.832 71.6 54.1
umbrloadcut1 0.5
1 10.0 0.820 100.0 100.0
2 7.8 0.788 94.1 100.0
3 3.6 0.832 71.6 54.1
umbrloadcut2 0.3
1 11.0 0.860 100.0 100.0
2 9.5 0.852 100.0 100.0
3 4.5 0.876 79.1 54.1
umbrloadcut2 0.5
1 8.0 0.720 100.0 100.0
2 5.8 0.705 82.4 100.0
3 2.9 0.775 54.7 54.1
p valor 0.01
1 10.0 0.820 100.0 100.0
2 7.3 0.776 94.1 100.0
3 3.0 0.818 62.2 53.4
p valor 0.08
1 10.0 0.820 100.0 100.0
2 7.8 0.789 94.1 100.0
3 3.7 0.830 73.6 54.1
r2 min 0.5
1 10.0 0.820 100.0 100.0
2 7.6 0.777 100.0 100.0
3 3.4 0.803 79.1 54.1
r2 min 0.8
1 10.0 0.820 100.0 100.0
2 8.9 0.835 47.1 100.0
3 3.9 0.901 43.9 53.4
lim err 0.05
1 10.0 0.820 100.0 100.0
2 7.8 0.788 94.1 100.0
3 3.6 0.832 71.6 54.1
lim err 0.2
1 10.0 0.820 100.0 100.0
2 7.8 0.788 94.1 100.0
3 3.6 0.832 71.6 54.1
Tabla B.2: Ana´lisis Sensibilidad RLM
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Nivel EA nvars LD1 LD AB LD BC LD CD
n min 4
1 8.3 16.0 100.0 100.0 100.0 100.0
2 8.5 8.9 100.0 0.0 76.5 76.5
3 5.9 4.5 41.2 0.0 18.9 19.6
n min 10
1 8.2 16.0 100.0 0.0 100.0 100.0
2 8.3 8.2 100.0 0.0 70.6 70.6
3 6.3 3.6 17.6 0.0 8.1 7.4
vpc1 max 80 %
1 8.2 16.0 100.0 0.0 100.0 100.0
2 8.5 8.6 100.0 0.0 76.5 70.6
3 5.9 4.0 31.1 0.0 12.8 14.2
vpc1 max 98 %
1 8.2 16.0 100.0 0.0 100.0 100.0
2 8.5 8.6 100.0 0.0 76.5 70.6
3 5.9 4.0 31.1 0.0 12.8 14.2
vza min 50 %
1 8.2 16.0 100.0 0.0 100.0 100.0
2 8.5 8.6 100.0 0.0 76.5 70.6
3 5.9 4.0 31.1 0.0 12.8 14.2
vza min 70 %
1 8.2 16.0 100.0 0.0 100.0 100.0
2 8.5 8.6 100.0 0.0 76.5 70.6
3 5.9 4.0 31.1 0.0 12.8 14.2
umbrloadcut1 0.2
1 8.2 16.0 100.0 0.0 100.0 100.0
2 8.5 8.6 100.0 0.0 76.5 70.6
3 5.9 4.0 31.1 0.0 12.8 14.2
umbrloadcut1 0.5
1 8.2 16.0 100.0 0.0 100.0 100.0
2 8.5 8.6 100.0 0.0 76.5 70.6
3 5.9 4.0 31.1 0.0 12.8 14.2
umbrloadcut2 0.3
1 8.2 16.0 100.0 0.0 100.0 100.0
2 8.5 8.6 100.0 0.0 76.5 70.6
3 5.9 4.0 31.1 0.0 12.8 14.2
umbrloadcut2 0.5
1 8.2 16.0 100.0 0.0 100.0 100.0
2 8.5 8.6 100.0 0.0 76.5 70.6
3 5.9 4.0 31.1 0.0 12.8 14.2
p valor 0.01
1 8.2 16.0 100.0 0.0 100.0 100.0
2 8.5 8.6 100.0 0.0 76.5 70.6
3 5.9 4.0 31.1 0.0 12.8 14.2
p valor 0.08
1 8.2 16.0 100.0 0.0 100.0 100.0
2 8.5 8.6 100.0 0.0 76.5 70.6
3 5.9 4.0 31.1 0.0 12.8 14.2
r2 min 0.5
1 8.2 16.0 100.0 0.0 100.0 100.0
2 8.5 8.6 100.0 0.0 76.5 70.6
3 5.9 4.0 31.1 0.0 12.8 14.2
r2 min 0.8
1 8.2 16.0 100.0 0.0 100.0 100.0
2 8.5 8.6 100.0 0.0 76.5 70.6
3 5.9 4.0 31.1 0.0 12.8 14.2
lim err 0.05
1 8.2 16.0 100.0 0.0 100.0 100.0
2 6.0 13.9 100.0 0.0 76.5 70.6
3 3.1 6.3 31.1 0.0 13.5 14.9
lim err 0.2
1 19.7 7.0 100.0 0.0 100.0 100.0
2 17.1 4.0 100.0 0.0 76.5 70.6
3 11.2 2.6 31.1 0.0 11.5 14.2
Tabla B.3: Ana´lisis Sensibilidad ADL
UPC
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Nivel total PVE R2 EA
n min 4




1 81.8 60.1 64.7 81.2 7.6
2 70.6
3 27.9
vpc1 max 80 %
1 81.8 63.3 64.9 81.2 7.5
2 72.7
3 35.3
vpc1 max 98 %
1 81.8 63.4 65.0 81.3 7.5
2 72.7
3 35.6
vza min 50 %
1 81.8 62.7 57.2 76.9 7.5
2 71.1
3 35.2
vza min 70 %








































1 81.8 63.3 65.0 81.3 16.0
2 72.7
3 35.5




Para facilitar la comprensio´n del funcionamiento de cada uno de los me´todos explicados, se
presentan esquemas de los algoritmos implementados en los codigos de R.
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Figura C.1: Esquema ACP
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Eliminacio´n de clases que no cumplan
ncnA,B,C,D ≥ nmin
nc 6= 0 No aplica el me´todoNO
SI
Eliminacio´n variables constantes nvars
j = 1, ..., nc
j = j + 1
Figura C.2: Esquema ACP
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Figura C.3: Esquema RLM
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n > nvars NO
SI
Eliminacio´n de variable
Guardar info modelo i
Eleccio´n de modelo con menor






Eliminacio´n de clases que no cumplan
ncnA,B,C,D ≥ nmin
nc > 1 No aplica el me´todo
NO
SI
Eliminacio´n variables constantes nvars
j = 1, ..., np
j = j + 1
No aplica el me´todo
con coef. w1 menor
i = 1, ..., nvarsi = i + 1





No aplica el me´todo
entre fronteras
Figura C.4: Esquema ADL
UPC
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