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Introduction
De manie`re ge´ne´rale, l’automatique est une science consistant a` re´soudre des proble`mes de´finis
sur des mode`les dynamiques, c’est-a`-dire des mode`les d’e´volution. Pendant longtemps, les moyens
de calculs limite´s ont empeˆche´ l’essor d’ope´rations complexes et favorise´ les analyses essentiellement
centre´es sur les notions d’espace d’e´tat et de syste`mes diffe´rentiels. Pour les syste`mes line´aires, la
transformation de Laplace est un outil de base, permettant de transformer une e´quation diffe´rentielle
a` coefficiences constants en e´quation alge´brique re´soluble avec relativement peu de calculs. Pour
les syste`mes non line´aires, de nombreuses approches ont permis et permettent de re´soudre divers
proble`mes de manie`re satisfaisante et peu couˆteuse.
Cependant, nombreux sont les proble`mes ne´cessitant d’eˆtre pose´s de manie`re globale, c’est-a`-
dire dans des espaces de trajectoires (ce dernier terme de´signant des fonctions du temps conside´re´es
globalement). Tel est le cas, par exemple, des mode`les inte´gro-diffe´rentiels (qui sont “non locaux en
temps”), qui imposent, de par leur formulation meˆme, une analyse et une re´solution“trajectorielles”,
au moyen d’ope´rateurs, c’est-a`-dire de fonctions de´finies sur des espaces de trajectoires, la` ou` les
mode`les diffe´rentiels n’exigent que des fonctions au sens ordinaire.
A condition de restreindre les ope´rations mises en œuvre a` des classes “raisonnables”, les moyens
de calcul actuels permettent d’envisager le traitement de nombreux proble`mes en travaillant glo-
balement sur les trajectoires d’e´volution. En particulier, excepte´ dans certains cas particuliers dont
la complexite´ reste encore pe´nalisante, on peut conside´rer que les ope´rateurs correspondant a` l’in-
te´gration de mode`les diffe´rentiels line´aires sont relativement peu couˆteux, tant au niveau the´orique
que nume´rique. Et, de meˆme que les transformations “locales” permettent dans nombre de cas de
reformuler un proble`me sous une forme mieux adapte´e a` l’analyse ou a` la re´solution nume´rique, des
“transformations ope´ratorielles”, plus riches car de´finies par des ope´rateurs agissant sur des espaces
de trajectoires (et dont les transformations locales font partie), sont susceptibles d’apporter des
simplification plus significatives encore, sous re´serve que l’on puisse mettre en œuvre les solutions
auxquelles elles conduisent.
Dans cette optique, et du fait que les espaces de trajectoires sont en ge´ne´ral de dimension infi-
nie, la notion d’ope´rateur sur des trajectoire implique l’utilisation d’outils mathe´matiques adapte´s :
analyse fonctionnelle, topologie, etc., notamment afin de garantir la continuite´ des transformations
conside´re´es. La continuite´ est en effet ge´ne´ralement obtenue par un choix convenable des espaces de
trajectoires (et donc de leurs topologies) entre lesquels sont de´finies ces transformations ope´rato-
rielles, ces topologies permettant par ailleurs de construire des sche´mas d’approximation nume´rique
et de mesurer les erreurs commises lors de mises en œuvres nume´riques. Il s’agit la` d’une richesse
propre a` la description trajectorielle des proble`mes dynamiques, que n’offrent pas les espaces d’e´tat
de dimension finie de type Rn classiquement utilise´s, pour lesquels toutes les me´triques (compatibles
avec la physique) sont e´quivalentes.
L’objet de cette the`se est d’une part de formaliser et e´tudier la proble´matique de transformation
ope´ratorielle pour des proble`mes dynamiques ge´ne´raux, avec pour objectif d’apporter des simpli-
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fications ou ame´liorations significatives a` l’analyse, la simulation, l’identification, la commande,
l’estimation, etc. ; d’autre part de mettre l’inte´reˆt de cette approche “trajectorielle” des proble`mes
dynamiques en lumie`re a` travers quelques exemples non triviaux, traite´s par voie analytique et mis
en œuvre nume´riquement.
Cette the`se est organise´e comme suit.
Dans le chapitre 1, on introduit un cadre abstrait pour la formulation des syste`mes et pro-
ble`mes dynamiques sous forme trajectorielle, afin de pouvoir conside´rer de manie`re syste´matique et
ge´ne´rique leur transformation en vue de les simplifier. Des notions pre´liminaires sur les ope´rateurs,
outils centraux de ces transformations, sont introduits en de´but de chapitre : on e´nume`re en par-
ticulier diffe´rentes classes d’ope´rateurs inte´ressants du point de vue de leur utilite´ et de leur faible
complexite´.
Dans le chapitre 2, on e´tudie la classe des ope´rateurs statiques, incontournables de par leur
omnipre´sence tant dans la formulation des syste`mes et proble`mes dynamiques que dans les trans-
formations que l’on sera amene´ a` effectuer. La continuite´ des transformations e´tant une proprie´te´
indispensable pour des raisons de praticabilite´ des outils, on e´tudie la continuite´ de ces ope´rateurs
pour certaines topologies classiques d’espaces de trajectoires, dont les topologies varie´es permettent
d’obtenir des re´sultats physiquement peu restrictifs. La de´rivabilite´ des ope´rateurs statiques est e´ga-
lement rapidement e´tudie´e, et un principe de line´arisation trajectorielle des syste`mes dynamiques
ge´ne´raux autour de trajectoires de re´fe´rence est pre´sente´.
Dans le chapitre 3, on introduit brie`vement la repre´sentation diffusive [35], qui permet de
re´aliser une vaste classe d’ope´rateurs line´aires dynamiques H(t, ∂t) au moyen de re´alisations locales
diffusives, pre´sentant des proprie´te´s inte´ressantes tant du point de vue de leur analyse que de leur
simulation nume´rique. Les ope´rateurs non locaux e´tant naturels dans une approche ope´ratorielle,
les transformations de mode`les par repre´sentation diffusive constituent un outil central, permettant
de conside´rer, dans une large part, que la plupart des ope´rateurs line´aires inte´graux sont re´solus et
peuvent eˆte manipule´s sans contrainte.
Dans le chapitre 4, on introduit et e´tudie les transformations de mode`les par changement de
temps, permettant d’exprimer un mode`le dynamique dans une horloge propre au syste`me, diffe´rente
du temps physique t. On introduit en particulier les changements de temps dynamiques, dont
l’horloge est obtenue par transformation ope´ratorielle de fonctions, incluant e´ventuellement - et c’est
souvent le cas en pratique - tout ou partie des inconnues du proble`mes dynamique. De nombreuse
proprie´te´s sont e´tablies concernant les transformations de mode`les locaux par ces ope´rateurs et,
par le biais de la repre´sentation diffusive, celles-ci sont e´tendues a` une vaste classe de mode`les non
locaux.
Dans le chapitre 5, on aborde la notion de parame´trisation ope´ratorielle de mode`le dynamique.
Celle-ci consiste a` exprimer tout ou partie des couples (u, x) solution d’un mode`le dynamique abs-
traitement de´finis par Φ(u, x) = 0, a` partir d’une quantite´ (en ge´ne´ral trajectorielle) y, de telle
manie`re qu’il n’est plus ne´cessaire de re´soudre l’e´quation Φ = 0 pour re´soudre le proble`me dyna-
mique, le “parame`tre” y re´sumant cette contrainte. Diffe´rentes approches de la litte´rature rele`vent
de cette proble´matique, telle la line´arisation par retour d’e´tat [24], ou encore la platitude [16]. L’ori-
ginalite´ de l’approche propose´e ici tient au cadre trajectoriel dans lequel toute la proble´matique
est pose´e, celle-ci permettant de s’affranchir des contraintes impose´es par les me´thodes exclusive-
ment base´es sur une formulation locale dans l’espace d’e´tat, mais e´galement d’autoriser a priori
l’utilisation de tout ope´rateur local ou non local (sous re´serve que celui-ci soit de complexite´ com-
patible avec les moyens de calculs disponibles). Le cadre ge´ne´ral dans lequel on se place permet en
outre d’affaiblir la notion de parame´trisation, en n’imposant pas le caracte`re re´solu de la relation
3y 7→ (u, x) (e´quations parame´triques), ou en conside´rant la parame´trisation d’un sous-mode`le du
mode`le global (parame´trisation partielle).
Les chapitres suivants constituent la seconde partie de la the`se et rele`vent d’applications des
notions pre´ce´demment introduites.
Dans le chapitre 6, on e´tudie un mode`le de front de flamme sphe´rique propose´ par Joulin
[25], qui est non local, implicite et singulier. Apre`s transformation diffusive et transformation de
changement de temps, on obtient un mode`le“de´singularise´”, local en temps, pour lequel l’analyse est
conside´rablement simplifie´e, permettant notamment d’e´tablir simplement la dissipativite´ et l’unicite´
locale de solutions du mode`le, ainsi que des simulations nume´riques simples et pre´cises.
Dans le chapitre 7, on pre´sente les principaux re´sultats de travaux publie´s dans [11, 10, 12].
On e´tablit et analyse des sche´mas nume´riques pour une classe d’e´quations de propagation inte´gro-
diffe´rentielles. Le proble`me de simulation de tels mode`les au moyen de sche´mas classiques est souvent
difficile. Apre`s transformation du mode`le par repre´sentation diffusive, on peut au contraire utiliser
les outils classiques des e´quations locales pour analyser la dissipativite´ du syste`me continu et, par
suite, construire des sche´mas nume´riques stables. Dans la deuxie`me partie du chapitre, on applique
ces re´sultats sur un mode`le non local de paroi-poreuse, sur lequel on effectue en particulier une
analyse physique de la condition de stabilite´, retrouvant ainsi l’extension d’une condition classique
pour les sche´mas de propagation.
Pour finir, on pre´sente dans le chapitre 8 une application consistante de transformation par
changement de temps et parame´trisation, portant sur un mode`le non-line´aire de biore´acteur fed-
batch. Ce dernier est parame´tre´ au moyen d’une e´quation parame´trique explicite sur laquelle des
proble`mes de controˆle sont aise´ment re´solus. On y e´tablit en particulier des correcteurs pour l’as-
servissement et le suivi de trajectoire pour chacune des variables du syste`me de manie`re ge´ne´rique.
On de´veloppe ensuite une me´thode de compensation de perturbation par modification de para-
me´trage et/ou modification de mode`le, permettant de re´tablir la pertinence du parame´trage apre`s
perturbation et d’envisager un suivi de trajectoire passif peu sensible au bruit de mesure.

Premie`re partie
Principes The´oriques
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Chapitre 1
Ope´rateurs, proble`mes dynamiques et
transformations
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Le but de cette section est d’introduire, dans un cadre ge´ne´ral, les notions ne´cessaires pour
aborder de fac¸on syste´matique la proble´matique de transformation, en vue de leur simplification,
des proble`mes et syste`mes dynamiques, ces derniers e´tant conside´re´s globalement, c’est-a`-dire du
point de vue des trajectoires, par opposition aux transformations dans l’espace d’e´tat (autrement dit
pour tout instant t fixe´). Ces transformations e´tant par nature ope´ratorielles, une partie importante
de cette section concerne les ope´rateurs, objets mathe´matiques a priori complexes du fait qu’il s’agit
de “fonctions de´finies sur des espaces de fonctions”. L’inte´reˆt essentiel d’un cadre abstrait aussi
ge´ne´ral est de permettre des formulations simples et unifie´es.
1.1 Notions ge´ne´rales sur les ope´rateurs
On introduit dans cette section diverses notions fondamentales concernant les ope´rateurs sus-
ceptibles d’eˆtre utilise´es dans la suite. En particulier, quelques classes remarquables d’ope´rateurs,
de natures tre`s diffe´rentes, sont sommairement de´crites. Certaines de ces classes seront e´tudie´es
plus en de´tails dans les chapitres suivants. Le choix de la classification retenue est justifie´ d’une
part par la simplicite´ relative des ope´rateurs ainsi de´finis, en particulier du point de vue de la
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mise en œuvre nume´rique, d’autre part par l’efficacite´ de ces ope´rateurs pour la transformation de
proble`mes dynamiques, ceci e´tant illustre´ dans la seconde partie de cette the`se.
D’autres types d’ope´rateurs utiles dans le cadre de la proble´matique e´tudie´e dans cette the`se ne
sont pas introduits dans cette section, soit parce que leur de´finition est bien connue, notamment les
ope´rateurs de “changement de variables”, dont le cas particulier des “changements de temps” fait
l’objet d’une section spe´cifique ; soit parce qu’il n’ont pas e´te´ explicitement utilise´s dans ce travail,
comme par exemple les ope´rateurs d’hyste´re´sis, dont on trouvera un expose´ complet dans [46].
De fac¸on ge´ne´rale, on appellera ope´rateur toute fonction H de´finie sur un espace vectoriel
topologique, la plupart du temps un espace fonctionnel ; le domaine de de´finition de H est note´
dom(H). On appellera trajectoire toute distribution (en particulier toute fonction mesurable) x
de´finie sur un intervalle temporel I, la plupart du temps [0, T ], et a` valeur dans un espace vectoriel
topologique, en ge´ne´ral de Banach. Le support de x, c’est-a`-dire le comple´mentaire du plus grand
ouvert de I sur lequel x est identiquement nulle, est note´ suppx. Enfin, l’ope´rateur de de´rivation
par rapport au temps t, essentiel dans le cadre des syste`mes dynamiques, sera note´ ∂t.
Dans la suite, X et Y de´signent des espaces des Banach, et X et Y sont des espaces de Banach
de trajectoires de´finies sur Rt, a` valeurs respectivement dans X et Y (par exemple X = C∞(Rt;X),
Y = L∞(Rt;Y)). NB : les notions essentielles relatives aux espaces de trajectoires sont rappele´es
en annexe.
De´finition 1.1 Un ope´rateur H : X → Y est dit t-invariant (ou invariant lorsqu’aucune confu-
sion n’est a` craindre) lorsqu’il est invariant par translation, c’est-a`-dire : ∀τ ∈ R, ∀u ∈ X, ∀t ∈ R,
(H(u))(t− τ) = (H(u(· − τ)))(t).
L’addition et la composition d’ope´rateurs invariants sont des ope´rateurs invariants.
De´finition 1.2 Un ope´rateur H : X→ Y est dit causal lorsque ∀u, v ∈ dom(H), ∀t ∈ R,
supp(u− v) ⊂ [t,+∞[⇒ supp(H(u)−H(v)) ⊂ [t,+∞[ . (1.1)
Bien qu’apparemment peu naturelle, cette de´finition de la causalite´ pre´sente l’avantage conside´-
rable d’eˆtre applicable au cas ge´ne´ral ou` u et v sont des distributions. L’addition et la composition
d’ope´rateurs causaux sont des ope´rateur causaux.
De´finition 1.3 Un ope´rateur H : X → Y est dit (t-)local lorsque pour tout t ∈ I et pour toutes
fonctions u, v ∈ X co¨ıncidant sur un voisinage de t,
(Hu) (t) = (Hv) (t).
Ainsi, un ope´rateur H est local lorsque la connaissance d’une fonction u sur un voisinage du
point t suffit a` de´terminer (Hu) (t). Des exemples fondamentaux d’ope´rateurs locaux sont d’une part
les ope´rateurs statiques (cf. §1.1.1), d’autre part les ope´rateurs diffe´rentiels ∂nt , n ∈ N. L’addition
et la composition d’ope´rateurs locaux sont des ope´rateurs locaux. En particulier, tout ope´rateur
diffe´rentiel (d’ordre fini, invariant ou non) est local.
Remarque 1.4 Les proprie´te´s topologiques (continuite´, diffe´rentiabilite´, etc.) des ope´rateurs im-
plique´s dans un proble`me de´pendra e´videmment des espaces fonctionnels (topologiques) en jeu ; c’est
la` un point essentiel qui fait tout l’inte´reˆt de l’approche trajectorielle des proble`mes dynamiques, per-
mettant ainsi d’adapter les topologies au proble`me conside´re´, ce qui n’a pas lieu avec les approches
centre´es sur l’espace d’e´tat, du moins dans le cas d’espaces d’e´tat de dimension finie.
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1.1.1 Ope´rateurs statiques
La classe des ope´rateurs statiques est essentielle de par la simplicite´ de ces ope´rateurs, leur
omnipre´sence dans la formulation des syste`mes et proble`mes dynamiques, et leur inte´reˆt pour la
transformation de ces proble`mes.
De´finition 1.5 Un ope´rateur K : X→ Y est dit statique s’il existe une fonction K : I ×X→ Y
telle que :
∀x ∈ X, (Kx) (t) = K (t, x(t)) pour (presque) tout t ∈ I. (1.2)
En d’autres termes, l’e´valuation au point t de l’action d’un ope´rateur statique K sur une fonction
x ne requiert que la connaissance de x(t). Un tel ope´rateur est trivialement local. A noter que, du
point de vue de leur re´alisation nume´rique, la non-line´arite´ de tels ope´rateurs est sans conse´quence
sur leur complexite´ (cf. paragraphe 1.1.5).
Cette classe d’ope´rateur constituera, dans la proble´matique de transformations ope´ratorielles,
la principale source de non-line´arite´ que l’on rencontrera, du fait, notamment, que dans la majorite´
des cas, les e´quations dynamiques pre´sentent une se´paration“naturelle” entre une partie dynamique
line´aire et une partie statique non line´aire (c’est le cas, par exemple, des e´quation diffe´rentielle non
line´aire explicites).
Notons en particulier que toute fonction t-invariante K : X → Y induit un ope´rateur statique
K : X→ Y t-invariant, de´fini par K(x) := K ◦ x, soit :
∀x ∈ X, K(x) : t 7→ K(x(t)). (1.3)
Remarque 1.6 Excepte´ lorsque la distinction est ne´cessaire a` la clarte´ de l’expose´, afin de ne pas
alourdir les notations, l’abus habituel consistant a` noter K aussi bien la fonction que l’ope´rateur
statique qu’elle induit sera syste´matiquement commis.
Exemple 1.7 La fonction sin induit l’ope´rateur statique sin : C0(Rt;R)→ C0(Rt;R) de´fini par :
∀x ∈ C0(Rt;R), sin(x) : t 7→ sin (x(t))
1.1.2 Ope´rateurs line´aires dynamiques
D’apre`s le the´ore`me des noyaux de Schwartz [42], tout ope´rateurH line´aire continu deD(R) dans
D′(R) s’exprime au moyen d’un noyau h ∈ D′(R2) : ∀ϕ ∈ D, < Hu, ϕ >=<< h, u >, ϕ >, ce qu’on
notera abusivement, par souci de clarte´ et a` condition qu’aucune confusion ne soit a` craindre :Hu =∫
h(·, s)u(s) ds, voire (Hu)(t) = ∫ h(t, s)u(s) ds. Etendu aux distributions a` valeurs vectorielles, ce
cadre tre`s ge´ne´ral est suffisant pour de´finir sous une forme inte´grale tous les ope´rateurs line´aires
continus d’un espace de trajectoires dans un autre rencontre´s en pratique.
Remarque 1.8 Le noyau d’un ope´rateur line´aire continu peut eˆtre conside´re´ comme l’analogue
“trajectoriel” des matrices en tant qu’objets permettant de de´finir tous les ope´rateurs line´aires de
Rn dans Rm.
Remarque 1.9 Pour les ope´rateurs line´aires locaux, le support de h est ne´cessairement contenu
dans la diagonale t = s. Pour cette raison, les ope´rateurs line´aires locaux de D(R) dans D′(R) sont
essentiellement les ope´rateurs diffe´rentiels (d’ordre fini, a` coefficient constants ou non).
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De´finition 1.10 Un ope´rateur line´aire H : D(R)→ D′(R) est dit dynamique lorsqu’il est causal ;
il admet alors une formulation de la forme :
(Hu)(t) =
∫ t
−∞
h(t, s)u(s)ds (1.4)
(i.e. supph est inclus dans l’ensemble s 6 t).
L’ope´rateur dynamique H est dit convolutif (ou de convolution) lorsque le noyau h est de la
forme :
h(t, s) = h(t− s);
on a alors :
(Hu)(t) =
∫ t
−∞
h(t− s)u(s)ds = (h ∗ u)(t). (1.5)
Dans le cas d’un ope´rateur de convolution, la distribution h(s) = h(t, t− s) est appele´e re´ponse
impulsionnelle de l’ope´rateur H ; c’est la distribution obtenue par application de l’ope´rateur a` la
distribution (ou impulsion) de Dirac δ :
h(t) = (Hδ)(t) = (h ∗ δ) (t).
Par extension, on appellera re´ponse impulsionnelle d’un ope´rateur inte´gral dynamique la distribu-
tion h de´finie formellement par :
h(t, s) = h(t, t− s); (1.6)
le support de la re´ponse impulsionnelle est dans tous les cas inclus dans Rt × R+s .
De´finition 1.11 Le symbole-Laplace (ou simplement symbole) H d’un ope´rateur line´aire dyna-
mique H est la transforme´e de Laplace par rapport a` la seconde variable de la re´ponse impulsionnelle
h :
H(t, p) = (Lh(t, ·))(p) =
∫ +∞
0
e−psh(t, s) ds.
On a donc en particulier1 :
(Hu)(t) = (h(t, ·) ∗ u)(t) = (L−1 [H(t, ·)Lu]) (t);
ceci conduit a` adopter la notation symbolique de l’ope´rateur H :
H = H(t, ∂t).
Lorsque l’ope´rateur H est de convolution, son symbole est inde´pendant de t : H = H(∂t).
D’apre`s le the´ore`me de Titchmarsh [45],
Proposition 1.12 Tout ope´rateur (causal) non nul de convolution H(∂t) : D(R)→D′(R) ve´rifie
la proprie´te´ :
H(∂t)u = 0⇒ u = 0.
Par conse´quent, tout ope´rateur dynamique de convolution de´fini sur D(R) est formellement
inversible. Cependant, la causalite´ n’est pas ne´cessairement conserve´e (par exemple l’inverse d’un
ope´rateur de retard ne peut eˆtre causal).
1On note L−1 la transformation de Laplace inverse.
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Notation 1.13 Lorsque cet ope´rateur est causal, on notera H(∂t)−1 l’inverse formel de H(∂t).
En particulier, l’ope´rateur de de´rivation ∂t est inversible en tant qu’ope´rateur de´fini de D(R)
dans D(R). Bien e´videmment, ∂t n’est pas inversible lorsqu’il agit sur un espace fonctionnel conte-
nant les trajectoires constantes. Par commodite´, on de´signera ne´anmoins dans tous les cas par ∂−1t
l’inverse de ∂t en tant qu’ope´rateur sur D(R) :
Notation 1.14 On note ∂−1t l’ope´rateur dynamique de´fini par :
∂−1t u =
∫ t
−∞
u(s) ds. (1.7)
L’extension aux ope´rateurs abstraits H : X → Y se fait de fac¸on naturelle. Tout d’abord, par
prolongement continu, un ope´rateur dynamique H(∂t) de´fini sur D(R) peut eˆtre s’e´tend naturel-
lement (lorsque c’est possible) a` divers espaces de trajectoires comme par exemple des espaces de
Sobolev de type Wn,p ou encore Cn. Ainsi par exemple, l’ope´rateur ∂t est continu de Wn,p dans
Wn−1,p [7].
Ensuite, lorsque X et Y sont des espaces vectoriels de dimensions finies n, m, l’ope´rateur H
s’identifie a` une matrice finie d’ope´rateurs : H = (Hji ), ou` chaque Hji est un ope´rateur “scalaire”;
l’expression inte´grale de l’ope´rateur e´tant :
(Hu)(t) =
∫ t
−∞
h(t, s)u(s) ds =
∫ t
−∞
m∑
j=1
hji (t, s)uj(s) ds;
le symbole H est alors a` valeurs matricielles dans Cn×m, de telle sorte qu’il est encore possible
d’e´crire : H = H(t, ∂t).
Enfin, le cas ou` X et/ou Y sont des espaces de Banach ne´cessite l’emploi de la the´orie des distri-
butions a` valeurs vectorielles. Pour la suite de l’expose´, il sera cependant suffisant de conside´rer que
dans le cas ge´ne´ral, un ope´rateur line´aire dynamique H : D(R;X) → D′(R;Y) admet l’expression
inte´grale (abusive) : (Hu)(t) = ∫ t−∞ h(t, s)u(s)ds avec h ∈ D′(R2;L(X;Y)). Le symbole H(t, p)
(H(p) si H est invariant) est quant a` lui a` valeurs dans L(XC;YC) ou` XC, YC sont les espaces de
Banach complexes de´finis a` partir de X et Y. L’ope´rateur H s’e´crit ainsi a` nouveau H(t, ∂t).
Remarque 1.15 La continuite´ des ope´rateurs de convolution est aise´ment obtenue en choisissant
des topologies adapte´es au comportement asymptotique a` haute fre´quence du symbole H(iω). Ainsi
par exemple, l’ope´rateur ∂t, de symbole p, est continu de W 1,∞ dans L∞.
1.1.3 Ope´rateurs ponctuels
Les ope´rateurs pre´ce´dents transformaient des trajectoires en d’autres trajectoires. Les ope´rateurs
qualifie´s de ponctuels sont au contraire soit de´finis sur un espace de points, soit a` valeurs dans
un espace de points, le terme “point” de´signant un e´le´ment d’un espace dans lequel e´voluent les
trajectoires. De tels ope´rateurs permettent par exemple de de´finir les conditions initiales d’une
trajectoire solution d’une e´quation diffe´rentielle. On conside`re essentiellement deux types de tels
ope´rateurs, de´finis comme suit.
De´finition 1.16 Pour t0 ∈ I, on note δ(n)t0 : X→ X l’ope´rateur de´fini par :
δ
(n)
t0
· x = (∂nt x)(t0). (1.8)
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Dans le cas particulier t0 = 0, n = 0, on note δ
(0)
0 = δ et on a : δ · x = x(0). L’ope´rateur δ(n)t0
est clairement continu par exemple si X = Cn(I;X).
On suppose X re´flexif et on note δ(n)t0 ∈ D′ la de´rive´e ne`me de la distribution de Dirac en t0.
De´finition 1.17 Pour t0 ∈
◦
I, on note (.) · δ(n)t0 : X→ D′(I;X) l’ope´rateur de´fini par :
∀ϕ ∈ D(I;X′), < x0 · δ(n)t0 , ϕ >D′(I;X),D(I;X′)=< δ
(n)
t0
, < x0, ϕ >X,X′>D′,D .
Autrement dit, x0 · δ(n)t0 est une trajectoire distribution de support ponctuel {t0} et a` valeurs
dans X. Dans le cas t0 = 0, n = 0, on note x0 · δ(n)t0 = x0 · δ. L’ope´rateur (.) · δ
(n)
t0
est clairement
continu.
Les ope´rateurs ponctuels ne sont e´videmment ni des ope´rateurs statiques ni des ope´rateurs
locaux, les espaces en jeu e´tant incompatibles avec la de´finition de ces proprie´te´s. Toutefois, ils
partagent avec ces derniers une grande simplicite´ du fait qu’un seul instant t0 intervient dans
la formulation. Pour cette raison, on introduit la de´finition suivante qui sera utile pour qualifier
certains mode`les dynamiques.
De´finition 1.18 Un ope´rateur est dit quasi local (resp. quasi statique) lorsqu’il est constitue´
d’une somme finie d’ope´rateurs locaux (resp. statiques) ou ponctuels.
Exemple 1.19 L’ope´rateur : (u, x) 7→ (H(∂t)x− f(u, x), δ · x) = (H(∂t)x− f(u, x), 0) + (0, δ · x)
ou` f est une fonction (i.e. un ope´rateur statique) est quasi local si et seulement si H(∂t) est un
ope´rateur diffe´rentiel. Il en est de meˆme pour l’ope´rateur (u, x) 7→ (H(∂t)x− f(u, x)− x0 δ).
1.1.4 Re´alisations locales d’ope´rateurs
La classe des ope´rateurs a` re´alisation locale, de´crite ci-apre`s, est inte´ressante tant par les pro-
prie´te´s spe´cifiques he´rite´es des proble`mes de Cauchy que du point de vue de leur relative simplicite´
de mise en œuvre nume´rique au moins dans certains cas. En effet, de manie`re intuitive, on peut
dire qu’un ope´rateur a` re´alisation locale est un ope´rateur “presque local” dans la mesure ou` son
e´valuation nume´rique peut eˆtre obtenu par inte´gration d’une e´quation diffe´rentielle de fac¸on pre´-
cise et peu couˆteuse. Cette dernie`re condition n’est pas syste´matiquement ve´rifie´e, mais elle l’est
dans de nombreux cas, notamment lorsque la re´alisation locale est de type diffusif.
Par simplicite´ et sans perte de ge´ne´ralite´, on suppose dans la suite que les ope´rateurs conside´re´s
agissent sur des fonctions a` support dans R+t .
On conside`re deux ope´rateurs t-locaux S (·, ·) et T (·, ·), avec S(·, u) statique pour toute u, et le
proble`me de Cauchy, suppose´ bien pose´ :
∂tψ = S(ψ, u), ψ(0) = 0. (1.9)
De´finition 1.20 Un ope´rateur causal H est dit re´alise´ localement par les ope´rateurs S et T
si ∀u, H(u) = T(ψ, u) ou` ψ est solution de (1.9) ; autrement dit, y = H(u) est obtenue par la
re´alisation d’e´tat : {
∂tψ = S(ψ, u), ψ(0) = 0,
y = T(ψ, u).
(1.10)
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De fac¸on plus concise, on dira queH est a` re´alisation locale (S,T). Sous re´serve que la re´solution
nume´rique de (1.10) ne pre´sente pas de difficulte´ particulie`re et que la dimension de la variable d’e´tat
ψ(t) soit “raisonnable”, de tels ope´rateurs seront compatibles avec les contraintes de mise en œuvre
nume´rique, e´ventuellement en temps re´el, le couˆt nume´rique de tels ope´rateurs ainsi re´alise´s e´tant
alors du meˆme ordre que celui d’un ope´rateur local.
Remarque 1.21 La formulation d’un tel ope´rateur sous la forme (1.10) n’est e´videmment pas
unique.
Exemple 1.22 Tout ope´rateur local K admet la re´alisation locale triviale ∂tψ = 0, y = K(u).
Exemple 1.23 L’ope´rateur non local ∂−1t admet la re´alisation locale :{
∂tψ = u, ψ(0) = 0,
y = ψ.
(1.11)
Exemple 1.24 Tout proble`me de Cauchy bien pose´ ∂tx = F (u, x), x(0) = 0 est trivialement une
re´alisation locale de l’ope´rateur F donnant sa solution : u 7→ x = F(u, x0).
Proposition 1.25 La classe des ope´rateurs a` re´alisation locale est stable par addition et composi-
tion.
Preuve. Si H1 et H2 deux ope´rateurs a` re´alisation locales respectives (S1,T1) et (S2,T2) alors
(H1 +H2) a pour re´alisation locale :
∂tψ1 = S1(ψ1, u)
∂tψ2 = S2(ψ2, u)
(H2 +H1) (u) = T1(ψ1, u) +T2(ψ2, u),
les ope´rateurs S =(S1,S2)
T et T : (ψ1, ψ2, u) 7→ T1(ψ1, u) +T2(ψ2, u) e´tant clairement locaux.
De meˆme, (H2 ◦ H1) a pour re´alisation locale :
∂tψ1 = S1(ψ1, u)
∂tψ2 = S2(ψ2,T1 (ψ1, u))
(H2 ◦ H1) (u) = T2(T1 (ψ1, u) , ψ2),
les ope´rateurs S =(S1,S2 ◦ (I,T1))T et T = T2 ◦ (T1, I) e´tant, la` encore, locaux.
Une classe importante d’ope´rateurs admettant une re´alisation locale est celle des ope´rateurs
line´aires diffusifs [35] : la repre´sentation diffusive permet en effet de re´aliser des ope´rateurs line´aires
dynamiques pre´sentant certaines proprie´te´s, en pratique peu restrictives, par une re´alisation d’e´tat
(de dimension infinie) de la forme :{
∂tψ(t, ξ) = γ(ξ)ψ(t, ξ) + u(t), ∀ (t, ξ) ∈ R+t × Rξ, ψ(0, ξ) = 0
(Hu) (t) = ∫R µ(t, ξ)ψ(t, ξ) dξ, (1.12)
ou` γ est une fonction de´finissant un arc ferme´ (e´ventuellement a` l’infini) dans C− englobant toutes
les singularite´s du symbole H(t, p) de H, et µ est un objet fonctionnel (voire, en ge´ne´ral, distri-
butionnel) de´pendant de γ et re´sumant entie`rement l’ope´rateur H. La nature diffusive de (1.12)
permet entre autres des re´alisations nume´riques e´conomiques ne ne´cessitant qu’un faible nombre de
points de discre´tisation en ξ. La repre´sentation diffusive est pre´sente´e plus en de´tail dans le chapitre
3.
Une autre classe d’ope´rateurs a` re´alisation locale particulie`rement inte´ressante par sa simplicite´
et sa porte´e est la suivante :
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De´finition 1.26 Un ope´rateur H est dit pseudo-line´aire s’il est de la forme :
H = G ◦H(∂t) ◦ F,
ou` G,F sont des ope´rateurs statiques, et H(∂t) un ope´rateur de convolution a` re´alisation locale
(line´aire) ((A,B), (C,D)). L’ope´rateur H admet alors la re´alisation locale :{
∂tψ = Aψ +BF (u), ψ(0) = 0,
H(u) = G(Cψ +Du).
En particulier, lorsque H(∂t) est un ope´rateur diffusif, H admet une re´alisation locale diffusive
de la forme : {
∂tψ = γ ψ + F (u)
H(u) = G (∫ µψ dξ) .
1.1.5 Remarques sur la complexite´ nume´rique d’ope´rateurs
D’une manie`re ge´ne´rale, les combinaisons d’ope´rateurs pseudo-line´aires, de changement de
temps, d’hyste´re´sis, etc. seront conside´re´s dans la suite comme des objets formellement et nu-
me´riquement manipulables compte tenu de la puissance de calcul disponible a` l’heure actuelle.
C’est sur cette hypothe`se de re´alisabilite´ nume´rique d’une vaste classe d’ope´rateurs (contenant
en particulier la plupart des ope´rateurs de convolution H(∂t)), difficilement formulable en termes
pre´cis et universels mais le´gitime dans bien des cas, que s’appuient les techniques de transformation
pre´sente´es dans cette the`se.
Bien e´videmment, en pratique, le passage au nume´rique devra ne´anmoins eˆtre effectue´ prudem-
ment, en particulier en essayant de maˆıtriser les erreurs nume´riques engendre´es a` chaque e´tape.
Outre l’analyse et les manipulations formelles, la complexite´ de ope´rateurs d’un point de vue nu-
me´rique est en effet un point important a` conside´rer avec pre´cautions en vue de la mise en œuvre
concre`te des outils de´veloppe´s. On donne ici quelques indications seulement destine´es a` illustrer les
proprie´te´s relatives a` la complexite´ nume´riques pour les diffe´rentes classes d’ope´rateurs pre´ce´dem-
ment introduites.
En un sens, les ope´rateurs line´aires sont aux fonctions ce que les matrices sont aux vecteurs ;
la complexite´ des ope´rations matrices/vecteurs est usuellement quantifie´e en utilisant la notation
O(nα), ou` n est la taille des vecteurs manipule´s. De fac¸on similaire, on notera par convention T
la complexite´ d’une trajectoire de Rt, ce nombre de´signant, lors de mises en œuvres nume´riques,
le nombre de points de discre´tisation en temps de la trajectoire, alors repre´sente´e par un vecteur.
On peut ainsi quantifier, de manie`re formelle, la complexite´ des diffe´rentes classes d’ope´rateurs
introduites pre´ce´demment, i.e. la complexite´ de l’e´valuation de la trajectoire Kx.
Les ope´rateurs line´aires statiques sont l’analogue des matrices diagonales : leur e´valuation a`
l’instant t ne ne´cessite que la connaissance de la trajectoire a` l’instant t ; la complexite´ de l’e´valuation
de la trajectoire Kx est donc O(T ) : elle grandit line´airement avec le temps, ou, de fac¸on e´quivalente,
la complexite´ ne´cessaire a` un instant t est constante. Il est important de noter que la non-line´arite´
de tels ope´rateurs est sans conse´quence sur leur complexite´ ; en effet, la non-line´arite´ d’un ope´rateur
statique ne´cessite, pours le calcul de (Kx)(t), un nombre fini k d’ope´rations en ge´ne´ral ne´gligeable
devant T : on obtient ainsi une complexite´ totale de l’ordre de kT , soit encore O(T ). La complexite´
des ope´rateurs locaux est par ailleurs e´galement constante au cours du temps et leur manipulation
n’est gue`re plus contraignante que celle des ope´rateurs statiques.
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Les ope´rateurs line´aires dynamiques ge´ne´raux sont quant a` eux similaires a` des matrices (a
priori pleines) de dimension T ×T , la causalite´ impliquant le caracte`re triangulaire de ces matrices
du fait que l’e´valuation de la quantite´ (Kx)(t) ne´cessite seulement la connaissance du passe´ de la
trajectoire x (cf. formulation 1.5). Ainsi, le calcul de Kx est de complexite´ (croissante au cours du
temps) en O(T 2) et est, de ce fait, incompatible avec une mise en œuvre en temps re´el, la complexite´
a` l’instant t n’e´tant plus constante, mais grandissant line´airement avec t.
Les ope´rateurs a` re´alisation locale sont en revanche de complexite´ constante au cours du temps
et sont peu couˆteux sous re´serve que la dimension de la variable d’e´tat de leur re´alisation soit “rai-
sonnable”; concernant ce dernier point, les ope´rateurs line´aires H(t, ∂t) admettant une re´alisation
diffusive sont particulie`rement inte´ressants [35, 9], et peuvent eˆtre re´alise´s avec une complexite´ en
O(T ).
Remarque 1.27 Bien que les ope´rateurs dynamiques line´aires soient dans la plupart des cas re´so-
lubles sans difficulte´, il peut arriver, notamment dans le cas de mode`les re´partis spatiaux-temporels,
que la complexite´ nume´rique de leur re´solution ne´cessite une e´tude pre´alable spe´cifique (cf. chapitre
7).
1.2 Formulation abstraite et transformation de syste`mes et pro-
ble`mes dynamiques
On propose une formulation abstraite, bien adapte´e a` la proble´matique de transformation ope´-
ratorielle, des mode`les et proble`mes dynamiques. L’inte´reˆt de cette formulation est une e´criture
synthe´tique et, par conse´quent, une vision globale des proble`mes dynamiques rencontre´s en auto-
matique au sens le plus ge´ne´ral, ce qui permettra une pre´sentation a` la fois ge´ne´rale et unifie´e. Bien
e´videmment, ce formalisme abstrait n’a pas pour vocation de se substituer a` l’analyse spe´cifique,
ne´cessaire lorsqu’un proble`me concret est aborde´, mais simplement de de´crire de fac¸on aussi simple
que possible et dans un cadre abstrait les principes mis en œuvre.
1.2.1 Formulation trajectorielle des mode`les dynamiques
Le mode`le est le point de de´part de tout proble`me dynamique. Dans le cas standard de mode`les
diffe´rentiels explicites, de la forme x˙ = f(u, x), la proprie´te´ de localite´ des ope´rateurs ∂t et f a
pour conse´quence que ces mode`les sont souvent interpre´te´s au sens local, a` savoir comme l’e´quation
“ponctuelle” dans l’espace d’e´tat : ∀t, x˙(t) = f(u(t), x(t)), la fonction f portant toute l’informa-
tion sur le mode`le et la variable d’e´tat x(t) portant l’information ne´cessaire et suffisante pour
de´terminer l’e´volution future de la trajectoire x. Pour cette raison, la plupart des transformations
traditionnellement utilise´es dans le contexte diffe´rentiel sont dans l’espace d’e´tat.
Cependant, ce cadre trouve ses limites lorsque le mode`le est inte´gro-diffe´rentiel, de la forme
H(∂t)x = f(u, x) ; en effet, contrairement a` x˙(t) dont l’e´valuation ne ne´cessite la connaissance de
la trajectoire x que sur un voisinage arbitrairement petit de t, l’e´valuation de (H(∂t)x)(t) ne´cessite
a priori tout le passe´ de x, c’est a` dire la trajectoire x|[−∞,t]. En conse´quence, la proble´matique de
transformation de mode`le se situe d’emble´e dans le cadre trajectoriel, les mode`les e´tant formule´s en
termes d’e´quations dans des varie´te´s (topologiques) de trajectoires, et il apparaˆıt de`s lors naturel
d’e´tendre autant que possible la classe des transformations utilisables, les transformations standard
(statiques) dans l’espace d’e´tat ne constituant qu’un cas particulier remarquable.
16 Ope´rateurs, proble`mes dynamiques et transformations
Notons que, de fac¸on assez surprenante, certaines transformations ope´ratorielles non locales,
pouvant sembler a priori sans inte´reˆt dans le cas de mode`les diffe´rentiels explicites, pourront au
contraire s’ave´rer fort utile e´galement dans ce cadre (cf. chapitre 8).
De´finition 1.28 On appelle mode`le une e´quation de la forme :
Φ(u, x) = 0, (u, x) ∈ U × X , (1.13)
avec U ,X des varie´te´s topologiques, S un espace vectoriel topologique et un ope´rateur Φ : U×X → S.
On appellera x l’e´tat et u l’inconnue ou l’inde´termine´e (du mode`le).
Par de´faut2, on supposera en outre que le mode`le (1.13) constitue un proble`me bien pose´ au
sens de Hadamard, i.e. pour tout u ∈ U , il existe un et un seul x ∈ X tel que d’une part (u, x) soit
solution de (1.13), et d’autre part la correspondance (implicite en ge´ne´ral) F : u 7→ x soit continue.
De´finition 1.29 Le mode`le (1.13) est dit dynamique lorsque :
I U ,X sont des varie´te´s d’espaces vectoriels de trajectoires de´finies sur I ⊂ Rt.
I L’ope´rateur F est causal.
Remarque 1.30 I L’e´criture (1.13) inclut en particulier les mode`les “statiques” (c’est-a`-dire
lorsque F est statique), qui apparaissent ainsi comme des mode`les dynamiques particuliers).
En ge´ne´ral, F est un ope´rateur non local. En outre, la relation
x = F(u) (1.14)
est l’e´criture du mode`le (1.13) sous forme re´solue, dont l’expression effective n’est accessible,
en ge´ne´ral, que par voie nume´rique. On notera les e´quivalences suivantes, abondamment uti-
lise´e par la suite :
Φ(u, x) = 0⇔ x = F(u)⇔ (u, x) ∈ graphe(F). (1.15)
I Le fait que (1.13) soit suppose´e bien pose´ implique notamment qu’elle inte`gre d’e´ventuelles
e´quations comme les “condition initiale” ou autres, relatives a` l’unicite´ de la solution x
(lorsque u est fixe´e).
I L’e´tat de´signe en fait la trajectoire dans l’espace d’e´tat ; cet “abus” de terminologie sera sans
conse´quence dans la suite.
Dans la suite, les mode`les conside´re´s seront par de´faut suppose´s dynamiques.
De´finition 1.31 Un mode`le dynamique sera qualifie´e d’explicite lorsque Φ(u, x) = Hx−F(u, x)
ou` :
I H est un ope´rateur line´aire causal inversible,
I F(u, ·) est un ope´rateur statique.
Lorsqu’en outre F est de la forme : F(u, x) = Ax + Bu ou` A,B sont des ope´rateurs statiques
line´aires, le mode`le est dit line´aire, et line´aire invariant si A,B sont inde´pendants de t.
Remarque 1.32 Si le mode`le est line´aire, on a alors : H˜u = (H − A)x = Bu et, si (H − A) est
inversible, x = (H − A)−1Bu = H˜−1u. Sans perdre de ge´ne´ralite´3, on peut donc supposer que les
mode`les line´aires sont re´solus, sous la forme x = Ku, ou` K est line´aire.
2Dans certains cas cependant, l’e´tablissement de la nature bien pose´e de (1.13) pourra constituer un proble`me
pre´alable, devant eˆtre traite´ avant tout autre (cf. par exemple chapitre 6).
3Le cas H − A non inversible e´tant singulier, il est conside´re´ comme faisant partie de la proble´matique ge´ne´rale
non line´aire.
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De´finition 1.33 Un mode`le dynamique est dit local lorsque l’ope´rateur Φ est un ope´rateur quasi
local.
Exemple 1.34 Le mode`le (explicite){
H(∂t)x− f(u, x) = 0
δ · x = 0
ou` f est une fonction (i.e. un ope´rateur statique) est local si et seulement si H(∂t) est un ope´rateur
diffe´rentiel.
Exemple 1.35 Soit un syste`me diffe´rentiel explicite dans Rn :{
∂tx = f(v, x)
x(0) = x0;
si on suppose que la condition initiale x0 est inconnue, alors ce syste`me s’e´crit Hx− F(u, x) = 0,
en posant u := (v, x0)T et :
H =
(
∂t
δ
)
, F(u, x) =
(
f(u1, x)
u2
)
,
avec (par exemple) : X ⊂ C1([0, T ];Rn), U ⊂ C0([0, T ];Rp)×Rn. Ce mode`le est en outre dynamique
explicite et local.
Le meˆme syste`me s’e´crit encore Hx−F(u, x) = 0 avec :
H = ∂t, F(u, x) = f(u1, x) + u2 · δ,
avec : X ⊂ C1+(Rt;Rn), U ⊂ C0+(Rt;Rp), ou` Ck+(Rt;Rq) := {f ∈ Ck(Rt;Rq), supp f ⊂ R+}.
Exemple 1.36 Si on suppose que x0 est connu, alors ce syste`me s’e´crit Hx − F(u, x) = 0, avec
u := v et :
H =
(
∂t
δ
)
, F(u, x) =
(
f(u, x)
x0
)
(la quantite´ x0 faisant partie de la de´finition de l’ope´rateur F).
Comme cela apparaˆıt dans les exemples pre´ce´dents, la formulation d’un mode`le dynamique se
veut a` ce stade tre`s ge´ne´rale, au sens ou` l’inde´termine´e u peut de´signer toute quantite´ qui doit eˆtre
de´termine´e par re´solution d’un proble`me pose´ sur le mode`le : commande, parame`tres a` identifier a`
partir de mesures physiques, estimation d’e´tat, etc.
Le cas des syste`mes diffe´rentiels ordinaires est par ailleurs loin d’e´puiser tous les mode`les expli-
cites que l’on peut rencontrer en pratique. La formulation du mode`le au sens global des trajectoires
devient en particulier incontournable pour les mode`les he´re´ditaires, c’est-a`-dire impliquant des ope´-
rateurs non locaux (inte´gro-diffe´rentiels, pseudo-diffe´rentiels, de Volterra etc.). De ce point de vue,
les mode`les dynamiques explicites (non locaux) de la forme :
H(∂t)x = F(u, x),
ou` H(∂t) est un ope´rateur line´aire diffusif constitueront une classe de mode`les a` la fois importante
pour les applications et de complexite´ raisonnable.
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1.2.2 Proble`mes dynamiques
En tant qu’e´quation liant deux variables (fonctionnelles) u et x, le mode`le (1.13) est a priori
sous-de´termine´ ; un proble`me d’automatique ge´ne´ral consiste alors a` adjoindre a` (1.13) une condition
supple´mentaire afin d’obtenir un syste`me bien pose´ au sens de l’existence et unicite´ du couple (u, x)
solution. Ceci motive la de´finition qui suit.
De´finition 1.37 On appelle proble`me dynamique un proble`me de la forme :{
Φ(u, x) = 0
P(u, x) = 0, (u, x) ∈ U × X , (1.16)
ou` Φ = 0 est un mode`le dynamique et P : U × X → {0, 1} est une “proprie´te´4”.
Typiquement, la proprie´te´ P pourra prendre la forme J(u, x) = 0 ou` J est un ope´rateur continu,
ou encore J (u, x) = min avec J une fonctionnelle de couˆt.
On peut remarquer que si le mode`le est bien pose´ par rapport a` u, le proble`me (1.16) peut eˆtre
re´sume´ par l’e´quation formelle :
P(u,F(u)) = 0, u ∈ U ;
en ce sens, la quantite´ u repre´sente l’inconnue effective du proble`me dynamique (commande en
boucle ouverte, parame`tres a` identifier, correcteur, etc.), x e´tant l’e´tat (en tant que trajectoire) du
syste`me dynamique.
En pratique, la formulation du syste`me dynamique lui-meˆme sous la forme (1.13) sera fortement
conditionne´e par le proble`me dynamique qui lui sera associe´, celui-ci de´terminant entre autres ce
que “repre´sentera” la quantite´ u et, de fait, l’expression de l’ope´rateur Φ, qui englobera toute les
quantite´s connues du proble`me dynamique. Ceci sera illustre´ par quelques exemples.
Remarque 1.38 Il convient a` ce stade de souligner l’importance de ne pas commettre d’amalgame
entre u, l’inconnue du proble`me dynamique (1.16), et l’entre´e du syste`me dynamique, traditionnel-
lement note´e de la meˆme manie`re : celles-ci co¨ıncident, par exemple, pour un proble`me classique
de commande en boucle ouverte, mais pas pour d’autres proble`mes tels que l’identification ou la
conception d’observateurs ; u pourra ainsi contenir l’entre´e du mode`le dynamique ou pas, selon les
proble`mes conside´re´s. Les exemples du prochain paragraphe illustreront ce point.
1.2.3 Quelques exemples
Pour illustration, on pre´sente ci-apre`s la mise sous la forme (1.16) de quelques proble`mes dyna-
miques classiques. L’inte´reˆt est essentiellement pe´dagogique : une telle formulation n’a e´videmment
pas pre´tention a` ame´liorer par elle-meˆme la re´solution technique des proble`mes pre´sente´s.
Controˆle d’un syste`me diffe´rentiel
Soit le syste`me dynamique mode´lise´ par l’e´quations diffe´rentielle :{
∂tx = f(u, x)
x(0) = x0,
u ∈ L∞ (0, T ;Rm) , x ∈ C0 ([0, T ];Rn) (1.17)
ou` u est la commande du syste`me et f une fonction f : Rm × Rn → Rn lipschitzienne par rapport
a` la seconde variable. On pose alors le proble`me de de´terminer une commande u∗ minimisant
4Devant eˆtre ve´rifie´e par (u, x), avec la convention : 0 ∼Vrai, 1 ∼Faux.
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une fonctionnelle J1(u, x). L’expression d’un tel proble`me, d’inconnue u, sous la forme (1.16) est
imme´diate :  Φ(u, x) :=
(
∂tx− f(u, x)
δ · x− x0
)
= 0
J1(u, x) = min .
u ∈ U = L∞ (0, T ;Rm)
x ∈ X ⊂ C0 ([0, T ];Rn)
On constate que la valeur x0 de la condition initiale est dans ce cas conside´re´e comme e´tant
une donne´e du proble`me ; on peut e´galement envisager de la conside´rer comme une inconnue (par
exemple si celle-ci peut eˆtre choisie) avec u, a` de´terminer par la re´solution du proble`meque l’on
e´crit alors : Φ(
(
u
x0
)
, x) :=
(
∂tx− f(u, x)
δ · x− x0
)
= 0
J2(
(
u
x0
)
, x) = min .
(
u
x0
) ∈ U = L∞ (0, T ;Rm)× Rn
x ∈ X ⊂ C0 ([0, T ];Rn) .
Ceci illustre ce qui a e´te´ dit pre´ce´demment, a` savoir que l’expression de l’ope´rateur Φ (c’est-a`-dire
du mode`le) est lie´e au proble`me conside´re´.
Remarque 1.39 Dans le cas d’un proble`me de conception de correcteur en boucle ferme´e, l’in-
connu sera constitue´e, abstraitement, du correcteur K (c’est-a`-dire, une fois la structure du cor-
recteur de´finie, des parame`tres de celui-ci), sur lequel sera choisie une contrainte de performances,
stabilite´, etc. ; le mode`le Φ constituera quant a` lui les e´quations dynamique du syste`me en boucle
ferme´e.
Observation - Filtrage d’un syste`me diffe´rentiel
On conside`re le syste`me dynamique re´gi par les e´quations :
∂tx = f(x, u, w)
x(0) = x0 ∈ Rn
y = g(x, u, v)
(1.18)
ou` u est l’entre´e du syste`me, v, w des bruits et y le signal mesure´ (les bruits v, w e´tant nuls pour un
proble`me d’observation). Sans plus de pre´cisions, un proble`me d’observation (ou de filtrage) abstrait
sur (1.18) consisterait a` choisir un observateur K permettant de construire une estimation x̂ (en
un sens a` pre´ciser) de x a` partir de la connaissance de y et de u, parmi une classe d’observateurs
pre´alablement de´finie par une e´quation (ge´ne´ralement dynamique) :
α(K, u, y, x̂) = 0, (1.19)
le choix deK se traduisant, par exemple, par une proprie´te´ de la forme5 min
K
J (K, x, x̂, y). L’inconnue
d’un tel proble`me est donc K, le mode`le de l’ensemble“syste`me + observateur” e´tant alors constitue´
de (1.18) et de (1.19) :
Φ(K, (xx̂)) :=
 ∂tx− f(x, u, w)δ · x− x0
α(K, u, y, x̂)
 = 0
P(K, (xx̂)) = 0
K ∈ U(
x
x̂
) ∈ X = C0 ([0, T ];Rn)2 (1.20)
ou` P(K, (xx̂)) := [J (K, x, x̂, g(x, u, v)) = min].
5le domaine de K n’e´tant pas pre´cise´ car d’importance secondaire ici.
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Remarque 1.40 La trajectoire y est ici conside´re´e comme une donne´e du proble`me.
A titre d’illustration, on conside`re le syste`me dynamique line´aire :
∂tx = Ax+Bu+Mw
x(0) = x0
y = Cx+Du+ v,
ou` A,B,C,D,M sont des ope´rateurs statiques line´aires et v, w des bruits blancs gaussiens centre´s.
Le filtre de Kalman–Bucy est un estimateur d’e´tat non biaise´, dont l’e´quation d’e´volution (1.19)
est donne´e par : {
∂tx̂ = Ax̂+Bu+Kf (y − Cx̂−Du)
x̂(0) = x̂0,
Kf e´tant la matrice de gain de Kalman. Le choix du correcteur, i.e. le choix de Kf , se fait alors via
un crite`re de minimisation de la variance de l’erreur d’estimation ; il est bien connu que la solution
du proble`me dynamique (1.20) se rame`ne alors a` re´soudre l’e´quation (de Ricatti) :
∂tP = AP + PAT −Kf RKTf +MQMT
P (0) = P0
Kf = P CT R−1,
ou` R et Q sont les densite´s spectrales respectives de v et w, et P la matrice de covariance de l’erreur
d’estimation. On a donc une formulation de ce proble`me (donne´e pour simple illustration) :
Φ(Kf ,
(
x
x̂
)
) :=

∂tx−Ax−Bu−Mw
δ · x− x0
∂tx̂−Ax̂−Bu−Kf (C (x− x̂) + v)
δ · x− x̂0
 = 0
P(Kf ,
(
x
x̂
)
) = 0
Kf ∈ U ⊂Mn(R)(
x
x̂
) ∈ X ⊂ C0 ([0, T ];Rn)2 ,
ou` P(Kf ,
(
x
x̂
)
) est la proprie´te´ E
[
‖x(T )− x̂(T )‖2Rn
]
= min.
Identification de mode`les dynamique non locaux
De manie`re ge´ne´rale, l’identification de mode`le consiste a` de´terminer un mode`le mathe´matique
expliquant au mieux (en un sens a` pre´ciser) des mesures. On peut pour cela chercher a` soit identifier
l’inte´gralite´ du mode`le, soit partir d’une structure ge´ne´rique. Ainsi dans le proble`me suivant, les
parame`tres de´signe´s par λ sont a` identifier a` partir de mesures y :{
Φ(λ, x) := ∂tx− f(λ, x) = 0
P(λ, x) :=
[
‖x(λ)− y‖2L2(0,T ) = min
]
.
Dans [9] par exemple, l’auteur identifie des mode`les dynamiques non locaux de la forme :
H (∂t)x = f(x) + u, (1.21)
l’ope´rateur convolutif H (∂t) et la fonction f e´tant tous deux inconnus, a` partir de mesures bruite´es
de l’e´tat x, note´es y. Une transformation pre´alable de (1.21) est effectue´e, afin de l’e´crire sous la
forme :
µ · Ax− f(x)− u = 0,
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ou` A est un ope´rateur line´aire dynamique et µ une fonction caracte´risant l’ope´rateur a` identifier
H (∂t). Cette nouvelle formulation du mode`le permet alors de poser le proble`me d’identification
plus simplement, et on cherche a` minimiser une erreur d’identification de la forme ‖x− y‖2L2(0,T ).
Formellement, ce proble`me dynamique s’e´crit donc6 :{
Φ(
(
µ
f
)
, x) := µ · Ax− f(x)− u = 0
P(
(
µ
f
)
, x) = 0,
ou` P(
(
µ
f
)
, x) :=
[
‖x− y‖2L2(0,T ) = min
]
.
Notons que l’inte´reˆt de telles transformations de mode`les est de permettre une formulation
mieux adapte´e au proble`me d’identification qui serait, s’il e´tait formule´ sur (1.21), plus difficile
sinon impossible.
Remarque 1.41 La transformation dont il est question dans cet exemple est la repre´sentation
diffusive, qui sera pre´sente´e dans le chapitre 3 : l’ope´rateur A n’est autre que l’ope´rateur de repre´-
sentation diffusive Rdγ, µ e´tant le γ-symbole de l’ope´rateur H (∂t), qu’il caracte´rise entie`rement.
Construction et mise au point de sche´mas de re´solution nume´rique
Bien que la construction et l’e´tude de sche´mas nume´riques destine´s a` la simulation de mode`les
dynamiques ne rele`ve pas stricto sensu de l’automatique, cette e´tape peut parfois s’ave´rer incon-
tournable lorsque le mode`le sort du cadre standard (e´quations aux de´rive´es partielles, mode`les
diffe´rentiels non lipschitziens, mode`les de Volterra singuliers, etc.). Ainsi par exemple, conside´rons
un “mode`le nume´rique” de´pendant de parame`tres λ a` de´terminer : Ψ˜(∆t, λ, u, x˜) = 0 destine´ a`
converger vers le mode`le dynamique Ψ(u, x) = 0, au sens ou` la solution nume´rique x˜ converge vers
la solution x lorsque ∆t→ 0 ; ce proble`me se met sous la forme (1.16) avec :
Φ(λ,
(
x
x˜
)
) :=
(
Ψ(u, x)
Ψ˜(∆t, λ, u, x˜)
)
= 0
P(λ, x) :=
[
lim
∆t→0
‖x− x˜‖ = 0
]
.
La re´solution d’un tel proble`me fait l’objet du chapitre 6.
1.2.4 Transformation de proble`mes dynamiques
L’objet de cette the`se est d’e´tudier comment transformer, au moyen d’ope´rateurs varie´s agis-
sant (ne´cessairement) sur des espaces de trajectoires, un proble`me (Φ,P)T = 0 sur U × X , en de
nouveaux proble`mes si possibles e´quivalents et de re´solution plus aise´e (cette proprie´te´ e´tant dif-
ficile a` quantifier dans l’abstrait, mais techniquement constatable dans des situations concre`tes).
Abstraitement, une telle transformation sera de la forme ge´ne´rale :
T :

u
x
Φ
P
 7→

u˜
x˜
Φ˜
P˜
 ,
6Par simplicite´, les varie´te´s en jeu ne sont pas pre´cise´es car d’inte´reˆt secondaire ici.
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de telle sorte que : (
Φ˜(u˜, x˜)
P˜(u˜, x˜)
)
= 0⇒
(
Φ(u, x)
P(u, x)
)
= 0.
Il est important de remarquer que, s’agissant d’ope´rations sur des espaces fonctionnels (en ge´ne´-
ral de dimension infinie), la proprie´te´ de continuite´ de tous les ope´rateurs implique´s sera essentielle,
faute de quoi les transformations pourraient, notamment, eˆtre nume´riquement inutilisables. Les to-
pologies devront ainsi eˆtre ajuste´es de manie`re a` assurer la continuite´ des ope´rateurs tout en e´tant
compatibles avec la physique du proble`me.
Remarque 1.42 De telles transformations pourront eˆtre inte´ressantes e´galement pour l’analyse
de la nature bien pose´e du mode`le Φ = 0. Bien que ce proble`me ne rele`ve pas stricto sensu de
l’automatique, il est cependant parfois incontournable, notamment lorsque le mode`le conside´re´ sort
du cadre standard. Dans de telles situations, si pour une transformation T telle que :
Φ˜(u˜, x˜) = 0⇒ Φ(u, x) = 0,
la nature bien pose´e (par rapport a` u˜) du proble`me Φ˜ = 0 peut eˆtre e´tablie, alors celle de Φ = 0 en
de´coule en tant qu’image par la transformation (continue) T−1.
Un cas concret d’analyse de mode`le grandement simplifie´e graˆce a` des transformations ope´rato-
rielles ade´quates est pre´sente´ au chapitre 6.
Dans les chapitres qui suivent, on e´tudie quelques classes remarquables de transformations
ope´ratorielles ainsi que leurs proprie´te´s, notamment topologiques. De telles transformations seront
utilise´es, dans la seconde partie, pour transformer divers proble`mes dynamiques concrets de telle
manie`re que la re´solution du proble`me transforme´ soit beaucoup plus simple que celle du proble`me
initial.
Chapitre 2
Transformations et ope´rateurs
statiques
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Un des inte´rets de la formulation trajectorielle des syste`mes dynamiques est la varie´te´ des
topologies possibles sur les espaces de trajectoires, que l’on peut adapter en fonction du proble`me,
en vue notamment d’e´tablir la re´gularite´ souhaite´e des ope´rateurs en jeu. Ainsi, il est par exemple
possible, a` partir d’une e´quation avec second membre discontinu dans l’espace d’e´tat, de re´cupe´rer
une formulation avec second membre continu au sens des trajectoires, a` condition que les topologies
sur les espaces trajectoriels soient convenablement choisies.
On e´tablit dans ce chapitre certains re´sultats de continuite´ et de´rivabilite´ des ope´rateurs sta-
tiques pour quelques topologies usuelles. La continuite´ des ope´rateurs statiques est essentielle car
elle permet d’assurer la continuite´ des transformations de mode`les, celles-ci impliquant, dans une
grande majorite´ de cas, de tels ope´rateurs.
Dans ce qui suit, K est un ope´rateur statique t-invariant de´fini par une fonction K : X → Y
selon la relation (1.3). Le cas d’un ope´rateur statique non t-invariant z 7→ K(t, z) de´fini par une
fonction K : Rt × X → Y se traite de la meˆme manie`re en conside´rant x = (t, z) ∈ Λ × X, ou`
Λ = {t 7→ λt, λ ∈ R}.
2.1 Continuite´ des ope´rateurs statiques
Proposition 2.1 Si K : X→ Y lipschitzienne, alors K est un ope´rateur lipschitzien de C0 (I;X)
dans C0 (I;Y) et de Lp(I;X) dans Lp(I;Y), p ∈ [1,+∞].
Preuve. Soient x, y ∈ Lp(I;X) et 1 ≤ p <∞. On a :
‖K(x)−K(y)‖pLp(I;Y) =
∫
I
‖Kx(t))−K(y(t))‖pY dt 6
∫
I
Cp ‖x(t)− y(t)‖pX dt = Cp ‖x− y‖pLp(I;X) .
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La preuve est identique pour p = +∞ et de C0 (I;X) dans C0 (I;Y), en remplac¸ant ∫I ‖·‖p par
(ess)supt∈I .
Cette continuite´ de K ne peut eˆtre obtenue qu’avec des hypothe`ses assez fortes sur K. Sous
des hypothe`ses plus faibles, d’autres re´sultats de continuite´ de l’ope´rateur K peuvent encore eˆtre
e´tablis. On utilisera a` de nombreuses reprises le lemme suivant (dont la preuve est e´vidente) :
Lemme 2.2 Soit x ∈ L∞(I;X). Si xn −→
n→∞
x dans L∞(I;X), alors il existe A ⊂ I de mesure nulle
et B borne´ de X tels que xn(t) et x(t) appartiennent a` B pour tout t ∈ I rA.
La proposition suivante e´tablit la continuite´ de K sous des hypothe`ses plus faibles, permettant
ainsi de conside´rer des seconds membres non lipschitziens.
Proposition 2.3 Si K est uniforme´ment continue sur tout borne´ de X, alors
K ∈ C0 (L∞(I;X);L∞(I;Y)) ∩ C0 (C0(I;X);C0(I;Y)) .
Preuve. Montrons la continuite´ de L∞(I;X) dans L∞(I;Y).
I K(x) ∈ L∞(I;Y). En effet, K est uniforme´ment continue sur tout borne´, donc borne´e sur
tout borne´ de X, et x(I) est essentiellement borne´ dans X.
I Soit une suite xn qui converge vers x dans L∞(I;X) ; d’apre`s le lemme 2.2, ∀t ∈ IrAx, xn(t)
et x(t) appartiennent a` Bx borne´ de X, Ax e´tant de mesure nulle dans I. Or K uniforme´ment
continue sur ce borne´ Bx, donc ∀ε > 0, ∃ηε tel que
Pour tout y, z ∈ Bx, ‖y − z‖X ≤ ηε ⇒ ‖K(y)−K(z)‖Y ≤ ε. (2.1)
On a donc finalement :
∃Nε t.q. n ≥ Nε xn
L∞→ x=⇒ ‖xn(t)− x(t)‖X ≤ ηε t-p.p.
(2.1)⇒ ‖K(xn(t))−K(x(t))‖Y ≤ ε t-p.p.
ce qui de´montre la convergence de K(xn) vers K(x) dans L∞(I;Y).
La continuite´ de C0(I;X) dans C0(I;Y) s’e´tablit de manie`re similaire.
En particulier, on a le corollaire suivant, utile lorsque dim(X) < +∞.
Corollaire 2.4 Si K continue et dim(X) < +∞, alors
K ∈ C0 (L∞(I;X);L∞(I;Y)) ∩ C0 (C0(I;X);C0(I;Y)) .
Preuve.On se rame`ne a` la preuve de la proposition 2.3 en remarquant que l’ensemble
⋃
n
{xn(t), t ∈ I}
est un borne´ de X ; K e´tant continue et
⋃
n
xn(I)
X
e´tant un compact de X, K est uniforme´ment
continue sur
⋃
n
xn(I)
X
(th. de Heine).
Enfin, on a le re´sultat suivant, pour lequel l’uniforme continuite´ de K n’est plus suppose´e :
Proposition 2.5 Si K est continue et borne´e sur tout borne´ de X, alors K est un ope´rateur continu
de L∞(I;X) dans Lp(I;Y), 1 ≤ p <∞.
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Preuve. cf. la de´monstration de la proposition 2.6.
Si on souhaite encore affaiblir les hypothe`ses sur K, pour permettre par exemple des seconds
membres discontinus dans les e´quations (inclusions diffe´rentielles), il est ne´cessaire d’affaiblir les
topologies sur l’espace d’arrive´e : on utilise la topologie ∗-faible de L∞(I;Y). Les discontinuite´s de
K imposent e´galement, pour espe´rer la continuite´ de K, que les trajectoires “traverseront les discon-
tinuite´s de K sans y rester”, c’est-a`-dire que l’ensemble des instants durant lesquels les trajectoires
sont sur les discontinuite´s de K est de mesure nulle.
On suppose par simplicite´ que Y est un Banach re´flexif, et on note Σ ⊂ X l’ensemble des points
de discontinuite´ de K.
Theore`me 2.6 Si K est presque partout continue et (essentiellement) borne´e sur tout borne´, alors
pour toute trajectoire x0 telle que x−10 (Σ) est de mesure nulle et tout p ∈ [1,+∞[,
K : L∞(I;X)→ Lp(I;Y) ∩ L∞(I;Y)∗-faible est continu en x0.
Preuve. Soit x0 ∈ L∞(I;X) ; alors K(x0) ∈ L∞(I;Y)˙ car K essentiellement borne´e sur tout borne´
de X. Soit une suite xn qui converge vers x0 dans L∞(I;X).
1. Kxn ∗⇀ Kx0 dans L∞(I;Y) si et seulement si : ∀f ∈ L1(I;Y′),
〈Kxn −Kx, f〉L∞,L1 → 0
⇔
∫
I
〈K (xn(t))−K (x0(t)) , f(t)〉Y,Y′︸ ︷︷ ︸
:=gn(t)
dt→ 0.
Or :
– x−10 (Σ) est de mesure nulle dans I donc K est continue en x0(t) t-pp ; on en de´duit que
K (xn(t)) − K (x0(t)) → 0 t-pp, et , par continuite´ du produit de dualite´, que gn(t) → 0
t-pp.
– On a :
|gn(t)| 6 ‖K(xn(t))−K(x0(t))‖Y ‖f(t)‖Y′ t-pp.
d’apre`s le lemme 2.2, ∀t ∈ I rAx, xn(t) et x0(t) appartiennent a` un borne´ Bx0 de X, Ax0
e´tant de mesure nulle dans I. Ainsi :
|gn(t)| 6 C ‖f(t)‖Y′ ∈ L1 (I,R) t-pp ;
le the´ore`me de convergence domine´e permet de conclure.
2. Kxn → Kx0 dans Lp(I;Y) si et seulement si :∫
I
‖K(xn(t))−K(x0(t))‖pY dt→ 0;
l’utilisation du the´ore`me de convergence domine´e permet de conclure pour les meˆme raisons
que pre´ce´demment.
Remarque 2.7 La topologie ∗-faible est une autre manie`re de mesurer “l’e´cart” entre deux fonc-
tions, qui est plus faible que la topologie L∞ ; physiquement, c’est la “bonne” topologie : elle autorise
des pics d’erreurs (dus aux discontinuite´s de K), qui interdiraient une convergence dans L∞ tout
en permettant une convergence dans Lp(qui autorise des erreurs tendant vers 0 sous inte´grale).
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Remarque 2.8 L’hypothe`se x−10 (Σ) de mesure nulle est physiquement naturelle et peu contrai-
gnante ; en effet, si une trajectoire se “bloque” sur un point de discontinuite´ de K, une e´tude par-
ticulie`re est souvent ne´cessaire et constitue un proble`me en soit. De plus, il est fre´quent qu’un
syste`me pouvant pre´senter un blocage sur une singularite´ puisse, au moyen d’un changement de
temps (cf. chapitre 4), s’exprimer de telle manie`re que les trajectoire x˜0 dans cette nouvelle horloge
soient telles que x˜0
−1(Σ) soit, cette fois, de mesure nulle. Ceci est illustre´ dans le chapitre 5 avec
l’exemple du pendule avec frottement secs.
Fig. 2.1 – Diagramme re´capitulatif des re´sultats de continuite´ d’un ope´rateur statique.
Remarque 2.9 Ce diagramme n’est pas exhaustif : en pratique, il faudra parfois e´tablir spe´cifi-
quement la continuite´ en adaptant les topologies en fonction du proble`me rencontre´.
2.2 Diffe´rentiabilite´ des ope´rateurs statiques
Au-dela` de la continuite´, la proprie´te´ de diffe´rentiabilite´ permet d’envisager notamment la li-
ne´arisation, c’est-a`-dire l’approximation d’un mode`le par le mode`le line´aire tangent, plus simple
a` maˆıtriser. Il s’agit donc d’une proprie´te´ inte´ressante, qui, comme la continuite´, sera fortement
conditionne´e par le choix des topologies.
On note Dh l’ope´rateur de de´rivation au sens de Gaˆteaux.
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Proposition 2.10 Si K : X → Y est Fre´chet-diffe´rentiable et a` de´rive´e borne´e, alors K est
Gaˆteaux-diffe´rentiable de L∞(I;X) dans Lp(I;Y), p ∈ [1,+∞], et on a :
(DhK) (x) : h 7→
(
K ′ ◦ x) .h
Preuve. Par de´finition, on a pour tout h ∈ L∞(I;X) :
(DhK) (x) = lim
λ→0
1
λ
(K (x+ λh)−K (x)) .
Comme K est Fre´chet-diffe´rentiable, on a pour tout t :
[K (x+ λh)] (t)− [K (x)] (t) = K (x(t) + λh(t))−K (x(t)) = λK ′ (x(t)) .h(t) + o(λh(t)).
On note Lx : h 7→ (K ′ ◦ x) .h l’application (line´aire) candidate a` la Gaˆteau-diffe´rentielle de K.
– Continuite´ de Lx de L∞(I;X) dans L∞(I;Y) :
‖Lx.h‖L∞(I;Y) = ess sup
t∈I
∥∥K ′(x(t)).h(t)∥∥
Y
≤ ess sup
t∈I
∥∥K ′(x(t))∥∥L(X;Y) ‖h(t)‖X
≤ M ‖h‖L∞(I;X) .
la continuite´ de L∞(I;X) dans Lp(I;Y) en de´coule.
– On a de plus la majoration uniforme :
t-pp,
∥∥∥∥ 1λ [K (x+ λh)−K (x)− Lx.h] (t)
∥∥∥∥
Y
= o(λ ‖h(t)‖Y)
≤ ‖h‖L∞(I;X) o(λ) −→
λ→0
0,
qui permet d’e´crire :
1
λ
(K (x+ λh)−K (x)− Lx.h) −→
λ→0
0 dans L∞(I;Y).
On montre de meˆme que :
1
λ
(K (x+ λh)−K (x)− Lx.h) −→
λ→0
0 dans Lp(I;Y),
en appliquant le the´ore`me de convergence domine´e a` la suite de fonctions :
gn(t) :=
∥∥∥∥K (x(t) + λnh(t))−K (x(t))λn −K ′(x(t)).h(t)
∥∥∥∥
Y
,
qui converge simplement vers 0 et qui est borne´e t-pp (donc appartient a` Lp(I;Y)).
Proposition 2.11 Si K est deux fois Fre´chet-diffe´rentiable et a` de´rive´e seconde borne´e, alors K
est Fre´chet-diffe´rentiable de L∞(I;X) dans Lp(I;Y), 1 ≤ p ≤ ∞ et on a :
K′ (x) : h 7→ (K ′ ◦ x) .h
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Preuve. Soit C ∈ R+∗ un majorant de ‖K ′′‖. Le the´ore`me de Taylor-Lagrange permet d’e´tablir la
majoration uniforme :
∥∥K (x(t) + λh(t))−K (x(t))−K ′(x(t)).h(t)∥∥
Y
≤ C ‖h(t)‖X
2
≤ C2 ‖h‖L∞ −→‖h‖L∞→0
0,
qui permet d’e´tablir la diffe´rentiabilite´ forte de K.
En conse´quence imme´diate des propositions pre´ce´dentes, on peut e´crire le de´veloppement suivant
d’un ope´rateur statique.
Corollaire 2.12 Soit x0 ∈ L∞(I;X). Si K est deux fois diffe´rentiable et a` de´rive´e seconde borne´e,
alors, pour tout x ∈ L∞(I;X) :
K (x) = K (x0) +
(
K ′ ◦ x0
)
.(x− x0) + o (x− x0) .
Ce re´sultat sera notamment utilise´ dans la section suivante.
Remarque 2.13 De´sormais, on assimilera un ope´rateur statique a` la fonction K qui le repre´sente.
2.3 Application : line´arisation d’un syste`me dynamique explicite
Soient U ,X des varie´te´s d’espaces de Banach U,X de fonctions de [0, T ] dans U,X. On conside`re
le mode`le dynamique explicite :
H(∂t)x = f(u, x), (2.2)
les espaces U,X e´tant tels que l’ope´rateur f soit C1. On se propose de line´ariser ce syste`me dyna-
mique, c’est-a`-dire line´ariser l’ope´rateur statique f autour d’un couple (u0, x0) solution.
En utilisant le corollaire (2.12), et en posant δu = u− u0 et δx = x− x0, on de´duit :
H(∂t)x = f(u0, x0) + f ′(u0, x0). (δu, δx) + o (δu, δx) .
En remarquant que H(∂t)x0 = f(u0, x0), on obtient donc le syste`me (line´aire si on ne´glige les
termes d’ordre supe´rieur a` 1) :
H(∂t)δx = Aδx+B δu+ o (δu, δx) , (2.3)
avec A := ∂xf (u0, x0) et B := ∂uf (u0, x0).
Remarque 2.14 Il faut, e´videmment, connaitre un couple (u0, x0) solution pour line´ariser le sys-
te`me dynamique ; concre`tement, on peut soit le connaitre analytiquement, soit plus ge´ne´ralement le
construire nume´riquement en re´solvant (en x) l’e´quation 2.2.
La possibilite´ de line´ariser un syste`me autour d’une trajectoire solution est une proprie´te´ in-
te´ressante. En effet, on est alors assure´ d’avoir acce`s, via un syste`me line´aire (a` coefficients en
ge´ne´ral variables) et dans un voisinage de la trajectoire u0, a` des trajectoires solution proches (au
sens des topologies en jeu) de x0, et qui restitueront donc les comportements du syste`me initial.
Cette proprie´te´ pourra eˆtre en particulier utile par exemple pour la construction d’un feedback
stabilisant autour d’une trajectoire x0 associe´e a` une commande u0 pre´alablement de´termine´e en
boucle ouverte (planification de trajectoire).
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Dans le cas H(∂t) = ∂t, l’e´quation 2.2 se rame`ne a` un proble`me de Cauchy1 :
∂tx = f(u, x), (2.4)
dont la solution est exprime´e par x = F(u). La relation (2.3) permet alors d’expliciter, de manie`re
relativement simple, l’ope´rateur line´aire F′(u0) ; dont fait l’objet la proposition suivante.
Proposition 2.15 On suppose que f ∈ C1 (U×X;X) et que (u0, x0) ∈ C0 ([0, T ];U)×C0 ([0, T ];X)
est un couple solution de (2.4). Si F est diffe´rentiable en u0, alors :
F′(u0) : h 7→
∫ ·
0
R(·, τ)B(τ)h(τ) dτ, (2.5)
ou` R(t, τ) est le noyau re´solvant [8] de l’e´quation diffe´rentielle line´aire ∂tz = Az et :
A := ∂xf (u0, x0) , B := ∂uf (u0, x0) .
Preuve. L’ope´rateur F e´tant diffe´rentiable en u0, on a pour tout u,
F(u) = F(u0) + F′(u0).(u− u0) + o(u− u0),
soit, en notant δu = u− u0 et δx = x− x0 :
x = x0 + F′(u0) δu+ o(δu)
⇔ δx = F′(u0) δu+ o(δu). (2.6)
Par ailleurs, la relation (2.3) s’e´crit :
∂tδx = Aδx+ b (2.7)
avec b := B δu+ o (δu, δx) ; L’ope´rateur A est continu car composition d’applications continues, et
la fonction b l’est e´galement ; la solution de (2.7) s’e´crit donc [8] :
δx =
∫ ·
0
R(·, τ) b(τ) dτ
=
∫ ·
0
R(·, τ)B(τ) δu(τ) dτ +
∫ ·
0
R(·, τ) o (δu, δx) (τ) dτ. (2.8)
Montrons que
∫ ·
0 R(·, τ) o (δu, δx) (τ) dτ = o(δu) : pour tout (t, t0) ∈ [0, T ]2, on a :∥∥∥∥∫ t
0
R(t0, τ) o (δu, δx) (τ) dτ
∥∥∥∥
X
6
∫ t
0
‖R(t0, τ) o (δu, δx) (τ)‖X dτ
6
∫ t
0
‖R(t0, τ)‖L(X,X) ‖o (δu, δx) (τ)‖X dτ.
6
∫ t
0
k ‖o (δu, δx) (τ)‖X dτ car R borne´e (continue sur [0, T ]2).
En particulier, pour t0 = t, on de´duit la majoration (uniforme en t) :∥∥∥∥∫ t
0
R(t, τ) o (δu, δx) (τ) dτ
∥∥∥∥
X
6 k
∫ t
0
‖o (δu, δx)‖C0(I;X) dτ 6 kT ‖o (δu, δx)‖C0(I;X) ,
1La condition initiale est ici implicitement prise en compte dans le choix de la varie´te´ X ={
x ∈ C1([0, T ];X);x(0) = x0
}
.
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et donc que : ∫ ·
0
R(·, τ) o (δu, δx) (τ) dτ = o (δu, δx) .
Par ailleurs, l’e´quation (2.6) montre que δx = O(δu), dont on de´duit finalement
o (δu, δx) = o(δu),
ce qui montre le re´sultat attendu par identification des termes d’ordre 1 entre (2.8) et (2.6).
Les relations (2.3) et (2.6) permettent entre autres d’interpre´ter la line´arisation trajectorielle
d’un syste`me dynamique comme l’approximation du graphe de F par sa tangente en (u0, x0) (cf.
Figure 2.2).
Fig. 2.2 – Repre´sentation de la line´arisation trajectorielle d’un syste`me dynamique.
Remarque 2.16 On ne saurait envisager de de´duire de (2.5) une expression de l’ope´rateur F :
u 7→ x, l’inte´gration d’un telle e´quation fonctionnelle e´tant en ge´ne´ral hors de porte´e. On peut
cependant en de´duire une expression de l’ope´rateur F au premier ordre :
(F(u))(t) = x0(t) +
∫ t
0
R(t, τ)B(τ) (u− u0)(τ) dτ + (o(δu))(t), (2.9)
ce qui constitue un re´sultat pouvant se re´ve´ler utile pour re´soudre Φ = 0 de manie`re approche´e par
simple e´valuation de (2.9).
Remarque 2.17 La line´arisation classique d’une e´quation diffe´rentielle, lorsqu’elle est faite “au-
tour d’un point d’e´quilibre” est un cas particulier de la line´arisation pre´sente´e ci-dessus, ou` la
trajectoire (u0, x0) est une solution constante par rapport a` t.
Une telle line´arisation devient illicite lorsqu’elle est effectue´e autour d’un point (u0, x0) ∈ U×X
de l’espace d’e´tat si ce point n’est pas un point d’e´quilibre, la fonction f e´tant alors conside´re´e
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inde´pendemment de ses conse´quences dynamiques. De fait, cette notion insuffisante de line´arisation
ne peut en ge´ne´ral rester valide qu’au voisinnage du point de re´fe´rence (u0, x0) choisi dans l’espace
d’e´tat.
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La transformation de´nomme´e repre´sentation diffusive, de´crite dans [35], permet la formula-
tion d’une large classe d’ope´rateurs line´aires dynamiques H(t, ∂t) au moyen de re´alisations locales
diffusives. Dans le contexte des transformations ope´ratorielles de proble`mes dynamiques, la repre´-
sentation diffusive occupe ainsi une place importante puisqu’elle va permettre notamment d’e´tendre
au cas de mode`les non locaux la plupart des proprie´te´s des mode`les diffe´rentiels, moyennant une
augmentation d’e´tat. Au plan nume´rique, la nature diffusive de ces re´alisations autorise par ailleurs
des approximations a` la fois pre´cises et peu couˆteuses (en termes de temps de calcul et de me´moire).
L’essentiel de la repre´sentation diffusive est re´sume´ dans les paragraphes qui suivent. Davantage
de de´tails et diverses extensions pourront eˆtre trouve´s dans [9], [35], et les re´fe´rences cite´es dans
ces documents.
3.1 Principe ge´ne´ral
On conside`re un ope´rateur line´aire inte´gral causal H = H(t, ∂t) ∈ L(L2(Rt)) de noyau h(t, s)
et de “re´ponse impulsionnelle” h de´finie par h(t, s) := h(t, t − s), avec h(t, .) suppose´e localement
inte´grable pour tout t. L’ope´rateur H e´tant causal, on a : h(t, s) = 0, ∀s < 0. En introduisant la
fonction histoire de u, de´finie par u(t) 7→ u(t, s) = 1[0,+∞[(s)u(t− s), on a :
(Hu)(t) =
∫
R+
h(t, s)u(s) ds =
∫
R
h(t, s)u(t, s) ds.
Avec la notation < f, g >:=
∫
f(s)g(s) ds, on obtient alors l’expression :
∀t, (Hu)(t) =< h(t, .),u(t, .) >, (3.1)
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c’est-a`-dire : le re´sultat de l’ope´rateur H sur une fonction u s’exprime par le produit (au sens du
crochet < ·, · >) de la re´ponse impulsionnelle de H et de l’histoire de u.
On notera d’une part que le produit < ·, · > est inde´pendant de t (au sens ou` le domaine parcouru
par s l’est), d’autre part qu’a` chaque t (fixe´), h(t, .) et u(t, .) sont des fonctions d’une variable temps
s ∈ R.
Pour toute transformation line´aire inversible A agissant sur u, on a alors, par transposition for-
melle dans l’expression< h(t, .),A−1Au(t, .) > : (Hu)(t) =< (A−1)∗h(t, .),Au(t, .) >, expression
que l’on e´crit :
(Hu)(t) =< µ(t, .), ψ(t, .) > (3.2)
avec ψ(t, .) := (Au(t, .)) et µ(t, .) := (A∗)−1h(t, .). On a ainsi acce`s a` de nouvelles formulations de
l’ope´rateur H. La repre´sentation diffusive constitue une famille de telles transformations pre´sentant
des proprie´te´s utiles tant pour l’analyse que pour la re´alisation nume´rique de H.
Conside´rons pour cela l’ope´rateur line´aire (∂t−pI), p ∈ C−, ou` I de´signe l’ope´rateur identite´. On
peut montrer que cet ope´rateur admet un inverse dans l’alge`bre L+(L2(R)) des ope´rateurs line´aires
continus et causaux dans L2(R) si Re(p) < 0 [48] (p. 241). On introduit alors la de´finition :
De´finition 3.1 On appelle ope´rateur de repre´sentation diffusive, note´ Rd, la fonction ope´rato-
rielle :
Rd :
C− −→ L+(L2(R))
p 7−→ Rdp = (∂t − pI)−1 (3.3)
En notant Ψ(t, .) la repre´sentation diffusive de u, c’est a` dire Ψ(t, p) = (Rdpu)(t), il de´coule de
la de´finition pre´ce´dente que Ψ(., p) est l’unique solution de l’e´quation diffe´rentielle dans L2(Rt) :
∂tΨ(t, p) = pΨ(t, p) + u(t), p ∈ R∗−t × iR. (3.4)
La fonction Ψ e´tant solution d’une e´quation diffe´rentielle, elle pourra, dans le cas ou` u est a` support1
dans R+, eˆtre obtenue (e´ventuellement nume´riquement) par inte´gration de cette e´quation a` partir
de la condition initiale Ψ(0, p) = 0.
Soit maintenant γ ∈ W 1,∞loc (Rξ;C) de´finissant dans C− un arc simple ferme´ a` l’infini, se´parant
C en deux domaines ouverts connexes disjoints2 note´s Ω+γ et Ω−γ ; pour des raisons non de´crites ici,
on suppose en outre ve´rifie´es les hypothe`ses suivantes (voir Figure 3.1) :
• ∃αγ ∈]pi2 , pi[, ∃a ∈ R tels que ei[−αγ , αγ ]R+ + a ⊂ Ω+γ , (3.5)
• R∗+ + iR ⊂ Ω+γ , (3.6)
• γ(R) ∩ iR de mesure nulle, (3.7)
• ∃a, b ∈ R+∗, a 6 |γ′(ξ)| 6 b ξ-pp. (3.8)
De ce qui pre´ce`de, on de´duit que pour tout u ∈ L∞(R+), Rdγu est l’unique solution du proble`me
de Cauchy dans L2(Rξ) :
∂tψ(t, ξ) = γ(ξ)ψ(t, ξ) + u(t), ψ(0, ξ) = 0. (3.9)
1Ou plus ge´ne´ralement lorsque u est a` support minore´ par t0, auquel cas la condition initiale porte sur l’instant
t0.
2L’arc γ peut eˆtre de´ge´ne´re´, en particulier, Ω−γ peut eˆtre vide.
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Fig. 3.1 – Exemple de contour γ.
Par la condition sectorielle (3.5) impose´e a` γ, cette e´quation est dite de type diffusif, le semi-
groupe engendre´ par l’ope´rateur ψ 7→ γ ψ e´tant analytique [35] (p. 34), [48] (p. 256). Cette proprie´te´
signifie que le comportement a` haute fre´quence (lorsque ξ →∞) de ψ(t, .) est tre`s re´gulier, ce qui
entraˆıne que des approximations peu couˆteuses de l’e´quation d’e´tat (3.9) pourront eˆtre construites.
En effet, la discre´tisation en ξ de γ pourra eˆtre d’autant moins fine que le contour s’e´loignera de
l’axe imaginaire pur : quelques dizaines de points de discre´tisation en ξ seront en pratique suffisants.
Enfin, en utilisant la formule de Duhamel sur (3.4), on peut montrer que :
(
Rdγ(ξ)u
)
(t) =
∫ +∞
0
eγ(ξ)su(t, s) ds ξ-pp. ;
ainsi, avec A : u(t, .) 7→ ∫ +∞0 eγ(.)su(t, s) ds, on de´duit de (3.2) :
(Hu)(t) =< µ(t, .), (Rdγu)(t) >=< µ(t, .), ψu(t, .) > (3.10)
ou` ψu est solution de l’e´quation (3.9). En conclusion, sur les fonctions u a` support dans R+,
l’ope´rateur H est re´alise´ localement par le syste`me entre´e-sortie :
y = Hu⇐
{
∂tψ(t, ξ) = γ(ξ)ψ(t, ξ) + u(t), ψ(0, ξ) = 0, t > 0
y(t) =< µ(t, .), ψ(t, .) > .
(3.11)
Remarque 3.2 Le contour γ n’e´tant pas unique, l’e´quivalence ne peut avoir lieu qu’en pre´cisant
le choix de γ. On a en fait la proprie´te´ plus pre´cise (cf. section 3.2 pour la de´finition de l’ope´rateur
Sdγ) :
∀u ∈ L∞loc(R+)
y = Hu
ψ = Rdγu
}
⇐⇒
{
∂tψ = γψ + u, ψ(0, .) = 0.
y =< SdγH, ψ > .
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3.2 Terminologie
I Un ope´rateur H = H(t, ∂t) tel que, pour toute u a` support dans R+, il existe µ tel que :
Hu =< µ,Rdγu >, (3.12)
est dit γ-re´alisable, l’expression (3.12) e´tant appele´e γ-re´alisation de Hu ;
I la fonction ψ = Rdγu est appele´e γ-repre´sentation (diffusive) de u ;
I tout µ permettant de re´aliser l’ope´rateur H sous la forme (3.12) est appele´e γ-symbole (dif-
fusif) de H ;
I enfin, un ope´rateur H est dit γ-diffusif s’il admet un γ-symbole avec γ ve´rifiant (3.5), (3.6)
et (3.7).
On peut montrer que, lorsqu’il existe, le γ-symbole n’est pas unique : l’ensemble des µ comme
de´finis pre´ce´demment est une classe d’e´quivalence, associe´e a` l’ope´rateur H ; c’est la classe formelle-
ment de´finie par (A−1)∗h. En notant Sdγ l’ope´rateur H 7→ µ = (A−1)∗h = {µ satisfaisant (3.12)},
la classe associe´e a` un ope´rateur diffusif H pour γ donne´e s’e´crit µ = SdγH, et on obtient ainsi
l’e´criture synthe´tique :
Hu =< SdγH,Rdγu > .
Theore`me 3.3 Un ope´rateur H(t, ∂t) est γ-diffusif si et seulement si le symbole H(t, .) est pour
tout t analytique dans Ω+γ et H(t, p) →|p|→∞ 0 dans tout secteur ferme´ ne rencontrant pas Ω
−
γ ∪γ(R).
Enfin, pour tout ope´rateur H(t, ∂t) γ-diffusif, il existe un γ-symbole µ ∈ µ dit canonique, de´fini,
lorsque γ ∈ C∞, a` partir du symbole H(t, p) par [9] :
µ(t, .) = lim
γn
C∞→ γ
γn(R) ⊂ Ω−γ
γ′
2ipi
H(t, γn) dans D′ ;
dans le cas ou` H(t, .) est analytique sur γ(R), µ est une fonction : µ(t, ξ) = γ
′(ξ)
2ipi H(t, γ(ξ)).
Dans le cas ge´ne´ral γ ∈W 1,∞loc , le γ-symbole canonique n’est en ge´ne´ral pas une distribution au
sens ordinaire ; sa de´finition ne´cessite quelques subtilite´s techniques supple´mentaires non de´crites
ici.
Exemple 3.4 Pour γ(ξ) = −|ξ| :
I l’ope´rateur ∂−αt , 0 < α < 1, admet pour γ-symbole canonique µ(ξ) =
sin(piα)
2pi |ξ|α ∈ L1loc(Rξ).
I l’ope´rateur “inte´grateur” ∂−1t admet pour γ-symbole canonique µ = δ (masse de Dirac en 0).
De nombreux autres exemples de γ-symboles (re´guliers ou singuliers) pourront eˆtre trouve´s dans
[35], [9].
3.3 Espaces vectoriels topologiques adapte´s a` la repre´sentation
diffusive
Le cadre mathe´matique adapte´ a` la repre´sentation diffusive a e´te´ construit et e´tudie´ en de´tail
dans [35]. On re´sume ci-apre`s les principaux re´sultats utiles dans le cadre de cette the`se.
Afin de donner un sens rigoureux et aussi ge´ne´ral que possible a` l’expression < µ,Rdγu >,
un espace de base ∆γ a e´te´ introduit, cet espace e´tant tel que pour toute fonction u ∈ L1loc(R+t ),
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ψ(t, .) = (Rdγu) (t) ∈ ∆γ . Du point de vue topologique, ∆γ est une limite inductive stricte d’espaces
de Fre´chet. Son dual topologique ∆′γ est de´fini comme l’espace maximal des γ-symboles3.
La structure vectorielle de ∆′γ a pour conse´quence des proprie´te´s particulie`rement inte´ressantes,
a` savoir tout d’abord que si H, K sont deux ope´rateurs admettant des γ-symboles respectifs µ, ν
alors l’ope´rateur H+K admet pour γ-symbole µ+ν, c’est-a`-dire admet une re´alisation locale de´finie
par la meˆme e´quation (3.9).
Par ailleurs, l’espace ∆
′
γ est muni d’un produit interne, note´ #γ , associe´ au produit de com-
position des ope´rateurs ; c’est-a`-dire : H ◦ K admet pour γ-symbole µ#γν, c’est-a`-dire admet une
re´alisation locale de´finie a` nouveau par l’e´quation (3.9). En outre, il a e´te´ e´tabli que le produit
#γ est continu dans ∆′γ , cet espace e´tant pour cette raison de´nomme´ alge`bre (topologique) des
γ-symboles.
La topologie de l’espace ∆′γ n’est pas me´trique. Cependant, des espaces de Banach (voire de
Hilbert) interme´diaires, de type Sobolev, ont e´te´ introduits :
∆γ ↪→Wn,pγ , Wn,p′γ ↪→ ∆′γ ,
donc ve´rifiant | < µ,ψ >Wn,p′γ ,Wn,pγ | 6 ‖µ‖Wn,p′γ ‖ψ‖Wn,pγ , de sorte qu’il est en ge´ne´ral possible, e´tant
donne´ un proble`me particulier, de choisir deux espaces de Banach en dualite´ adapte´s a` la situation
conside´re´e.
Par simplicite´, on de´signera dans la suite par Wγ un espace de Sobolev W
n,p
γ .
3.4 Extension vectorielle
3.4.1 Repre´sentation diffusive d’une fonction u a` valeurs vectorielles
L’extension de la repre´sentation diffusive aux fonctions u : R+t → U espace de Banach se
fait de manie`re naturelle. Dans le cas ge´ne´ral u ∈ L∞loc(R+t ;U), pour tout espace de Sobolev Wγ
tel que ∆γ ↪→ Wγ , on de´finit de meˆme Rdγu ∈ L∞loc(R+t ;Wγ(Rξ;U)) comme solution de ∂tψ =
γψ + u, ψ(0, .) = 0 (avec ψ(t, ξ) ∈ U (t, ξ)-pp).
Dans le cas plus simple U = Rm, Rdγu := (Rdγuj) ∈ L∞loc(R+t ;Wγ(Rξ;Rm)) ∼ L∞loc(R+t ;Wmγ ) ;
en notant ψ = (ψj), Rdγu est solution de : ∂tψ = γψ + u, ψ(0, .) = 0.
3.4.2 Symbole diffusif d’un ope´rateur agissant sur des fonctions a` valeurs vec-
torielles
Cas d’ope´rateurs matriciels invariants
Soit H un ope´rateur matriciel invariant de taille n×m, dont on note Hji , i = 1 : n, j = 1 : m,
les composantes “scalaires”O˙n a alors :
(Hu)i =
∑
j
Hjiuj . (3.13)
On suppose que chacun des ope´rateurs scalaires Hji est γ-diffusif, et on note µji son γ-symbole dans
∆′γ . Sous cette hypothe`se, l’ope´rateur matriciel H est dit lui meˆme γ-diffusif, et la matrice des
γ-symboles µji , note´e µ, est appele´e γ-symbole de H.
On de´finit l’espace ∆′n×mγ des γ-symboles matriciels de taille n×m :
∆′
n×m
γ :=
{
µ = (µji )i=1:n,j=1:m tel que µ
j
i ∈ ∆′γ
}
, (3.14)
3Dans le cas ou` γ est re´gulie`re, ∆′γ s’identifie a` un espace quotient d’ultra-distributions [35].
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et plus ge´ne´ralement, pour tout espace de Sobolev W ′γ ↪→ ∆′γ :
W ′
m×n
γ :=
{
µ = (µji )i=1:n,j=1:m tel que µ
j
i ∈W ′γ
}
.
On a alors, pour tout ope´rateur matriciel H de taille n×m, γ-diffusif et de γ-symbole µ ∈ ∆′n×mγ :
∀i, (Hu)i :=
∑
j
Hjiuj =
∑
j
< µji , ψuj >∆′γ ,∆γ . (3.15)
En notant : (µ · ψ)i =
∑
j < µ
j
i , ψj >∆′γ ,∆γ , on e´crira de manie`re synthe´tique :
Hu = µ · ψ. (3.16)
Cas ge´ne´ral
L’extension au cadre ge´ne´ral des espaces de Banach ne´cessite quelques subtilite´s techniques non
approfondies ici. On pre´sente simplement le principe d’une telle extension, de manie`re suffisante
pour la suite de l’expose´. Dans la suite, U et Y de´signent des espaces de Banach re´flexifs.
De´finition 3.5 Soit H ∈ L (L∞loc(R+t ;U);L∞loc(R+t ;Y)) un ope´rateur inte´gral causal t-invariant.
Cet ope´rateur est dit γ-diffusif a` γ-symbole non singulier s’il existe γ tel que :
∃µ ∈ C0 (Rξ;L (U;Y)) , ∀u ∈ L∞loc(R+t ;U), (Hu) (t) =
∫
µ(ξ) [(Rdγu) (t, ξ)] dξ ∀t.
De´finition 3.6 Un ope´rateur inte´gral causal t-invariant H ∈ L (L∞loc(R+t ;U);L∞loc(R+t ;Y)) est dit
γ-diffusif s’il existe γ et Wγ tels que :
∃µ ∈ L (Wγ(Rξ;U);Y) , ∀u ∈ L∞loc(R+t ;U), (Hu) (t) = µ · [(Rdγu) (t)] ∀t.
Tout γ-symbole pouvant eˆtre approche´ par un γ-symbole continu, on pourra encore e´crire, par
continuite´-densite´ et de fac¸on abusive : µ·[(Rdγu) (t)] =
∫
µ(ξ) [(Rdγu) (t, ξ)] dξ. On peut de meˆme
identifier L (Wγ(Rξ;U);Y) a` l’espace W ′γ (Rξ;L (U;Y)). Enfin, la fac¸on la plus ge´ne´rale de de´finir
un ope´rateur diffusif est la suivante.
De´finition 3.7 Soit H ∈ L (L∞loc(R+t ;U);L∞loc(R+t ;Y)) un ope´rateur inte´gral causal. Cet ope´rateur
est dit γ-diffusif s’il existe γ et un espace de Sobolev W ′γ tels que :
∃µ ∈ L∞loc
(
R+t ;W
′
γ (Rξ;L (U;Y))
)
, ∀u ∈ L∞loc(R+t ;U), (Hu) (t) = µ(t) · [(Rdγu) (t)] t-pp.
D’un point de vue synthe´tique, la γ-re´alisation diffusive d’un ope´rateur H s’e´crit dans tous les
cas : Hu = SdγH ·Rdγu ; soit encore, sous forme de re´alisation locale dans l’espace Wγ(Rξ;U) 3
ψ(t, .) : {
∂tψ = γψ + u, ψ(0, .) = 0
Hu = µ · ψ, (3.17)
l’ope´rateur (µ, ψ) 7→ µ · ψ e´tant statique.
On trouvera dans [35], [9] de nombreux comple´ments, notamment sur l’approximation et la
mise en œuvre nume´riques des re´alisations locales (3.17), sur le produit de γ-symboles associe´ au
produit de composition d’ope´rateurs ainsi que de nombreux re´sultats the´oriques et nume´riques sur
l’inversion d’ope´rateurs diffusifs. Dans ce cadre e´tendu, la manipulation alge´brique des ope´rateurs
inte´graux prend un sens concret, c’est-a`-dire compatible avec le calcul nume´rique et donc la mise
en œuvre sur calculateur. En ce sens, la transformation de repre´sentation diffusive constitue un
outil efficace pour aborder les proble`mes dynamique d’un point de vue global dans les espaces de
trajectoires.
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3.5 Transformations diffusives de mode`les non locaux
On conside`re un mode`le dynamique non local de la forme :
Ψ(u, x,K(∂t)f(u, x)) = 0, (3.18)
l’ope´rateur Ψ e´tant suppose´ quasi statique (cf. de´f. 1.18) et K(∂t) e´tant un ope´rateur γ-diffusif de
γ-symbole µ. Par application de l’ope´rateur Rdγ sur f(u, x), ce mode`le se re´e´crit :
Ψ(u, x, µ ·Rdγf(u, x)) = 0,
ou` Rdγf(u, x) est solution de ∂tψ = γψ+f(u, x), ψ(0, .) = 0. Par conse´quent, (3.18) se transforme
en le mode`le local, d’e´tat augmente´ (x, ψ) :
Φ(u, x, ψ) = 0,
avec :
Φ(u, x, ψ) =
 Ψ(u, x, µ · ψ)∂tψ − γψ − f(u, x)
δ · ψ
 .
Ainsi :
Theore`me 3.8 Sous les hypothe`ses pre´ce´dentes, l’ope´rateur Rdγ permet de transformer tout mo-
de`le dynamique non local de la forme (3.18) en un mode`le dynamique local d’e´tat augmente´.
Un cas particulier important est celui des mode`les non locaux explicites, de la forme :
H(∂t)x = F (u, x), (3.19)
qui, lorsque H(∂t)−1 admet un γ-symbole µ, se re´e´crivent via la transformation Rdγ :
x = H(∂t)−1F (u, x) = µ ·RdγF (u, x),
c’est-a`-dire, finalement, sous forme du proble`me de Cauchy dont RdγF (u, x) est solution :
∂tψ = γψ + F (u, µ · ψ), ψ(0, .) = 0, (3.20)
la trajectoire x ne faisant alors plus partie des variable du mode`le (et se de´duisant comme simple
“sortie” x = µ · ψ). A noter que la formulation e´quivalente suivante pourra ne´anmoins s’ave´rer
inte´ressante du fait que la variable x reste “visible” dans le mode`le :{
∂tψ = γψ + F (u, x), ψ(0, .) = 0
x = µ · ψ. (3.21)
Remarque 3.9 Sous l’hypothe`se γ(0) = 0, non restrictive en pratique, tout mode`le diffe´rentiel de
la forme :
∂tx = F (u, x) (3.22)
admet trivialement la formulation diffusive (3.21) avec µ = δ (c’est-a`-dire x(t) = ψ(t, 0)) ; d’un
point de vue formel, le mode`le (3.22) pourra donc eˆtre conside´re´ comme cas particulier de (3.21).
Des applications concre`tes de la proprie´te´ de localisation par l’ope´rateur Rdγ seront pre´sente´es
aux chapitres 6 et 7.
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Il existe de nombreux exemples de syste`mes dynamiques physiques admettant de fac¸on naturelle
une horloge intrinse`que pour laquelle les e´quations dynamiques sont grandement simplifie´es [15] ;
tel est le cas par exemple des phe´nome`nes de frottement sec [46]. Une description formelle des
ope´rateurs de changement de temps et l’e´tude de leurs proprie´te´s pre´sente le double inte´reˆt de
permettre des transformations a` la fois ge´ne´rales et relativement simples base´es sur ces ope´rateurs.
C’est l’objet de cette section.
Toutes les ope´rations formelles effectue´es dans ce chapitre devront bien suˆr eˆtre justifie´es lors
d’applications concre`tes.
4.1 Changements de temps ge´ne´raux
4.1.1 De´finition et proprie´te´s
Classiquement, un ope´rateur de changement de temps est un ope´rateur de la forme : x 7→ x◦ϕ−1
ou` ϕ(t) est une nouvelle e´chelle de temps, de´finie par la fonction inversible ϕ.
41
42 Transformations de type changement de temps
De´finition 4.1 L’ope´rateur ge´ne´ral changement de temps S est de´fini, pour toute fonction ϕ continue
strictement croissante et toute trajectoire x ∈ X, par :
S(x, ϕ) := x ◦ ϕ−1. (4.1)
Un tel ope´rateur est line´aire par rapport a` x.
Dans l’optique de l’utilisation de telles transformations pour les syste`mes dynamiques, rien
n’interdit - et cela sera au contraire largement exploite´ par la suite - que ϕ soit obtenue par
transformation d’autres fonctions, pouvant e´ventuellement des inconnues du proble`me.
Remarque 4.2 Le cas de changement de temps non strictement croissants ne permet pas a priori
une correspondance biunivoque entre les temps t et τ . Toutefois, de telles transformations ne sont
pas eˆtre exclues a priori car elles se re´ve`lent fertiles dans certaines situations comme, par exemple,
les syste`mes diffe´rentiels a` second membre discontinu (inclusions diffe´rentielles), cf. par exemple
[5] ; elles devront eˆtre spe´cifiquement e´tudie´es. En effet, bien que l’inversibilite´ au sens classique
n’ait plus lieu lorsque la croissance de ϕ n’est plus au sens strict, les domaines sur lesquels cette
fonction n’est pas inversible correspondent a` un “arreˆt” de l’horloge τ et a` un inverse ϕ−1 de type
fonction multivoque.
Notation 4.3 I Par commodite´, on notera
Sϕ := S(·, ϕ)
un ope´rateur de changement de temps, les hypothe`ses ne´cessaires sur ϕ e´tant implicitement
suppose´es satisfaites.
I Par souci de clarte´, on notera e´galement τ := ϕ(t) le “nouveau temps” et x˜ la trajectoire x
apre`s changement de temps, soit :
x˜ := S(x, ϕ) = x ◦ ϕ−1.
I Enfin, on remarquera que l’ope´rateur Sϕ peut eˆtre de´fini sur toute trajectoire a` valeurs dans
un Banach B. Ainsi, on commettra l’abus, largement utilise´ par la suite, consistant a` noter
Sϕ l’ope´rateur agissant sur toute trajectoire de´finie sur I, inde´pendamment du Banach B.
Remarque 4.4 On peut noter que ϕ˜ = Sϕ (ϕ) = Id : τ → τ .
Du point de vue nume´rique, un changement de temps est transparent au sens ou`, la relation
x˜ = x ◦ ϕ−1 s’e´crivant
∀t, x(t) = x˜(τ(t)),
elle se traduit nume´riquement par une e´galite´ en terme de valeurs prises par les variables x˜ et x ;
autrement dit, le vecteur des valeurs x(tn) et la correspondance entre tn et τn suffiront a` de´finir
entie`rement le vecteur x˜(τn).
On e´tablit ci-apre`s quelques proprie´te´s simples qui seront utilise´es par la suite.
Proposition 4.5 Soient x ∈ L∞ (I;X) et g ∈ L∞ (I;R). Alors :
g˜ x = g˜ x˜.
Preuve. De´coule de la distributivite´ a` droite de la composition sur la multiplication.
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Proposition 4.6 L’ope´ration de changement de temps commute avec tout ope´rateur statique.
Preuve. Soit une fonction K : X → Y, et K : L∞ (I;X) → L∞ (I;Y) l’ope´rateur statique de´fini
par :
K(x) := K ◦ x.
Notons de meˆme K˜ : L∞ (ϕ−1 (I) ;X)→ L∞ (ϕ−1 (I) ;Y) l’ope´rateur statique de´fini par
K˜(x˜) := K ◦ x˜.
Soit enfin Sϕ un ope´rateur de changement de temps. Alors, on a :
(Sϕ ◦ K) (x) = K(x) ◦ ϕ−1 = K ◦ x ◦ ϕ−1
= K ◦ Sϕ (x) =
(
K˜ ◦ Sϕ
)
(x) .
Par la suite, on effectuera l’abus de notation consistant a` identifier les ope´rateur K et K˜, note´s
simplement K.
Cette proprie´te´ justifie l’utilisation de transformations de type changement de temps dans les
mode`les dynamiques, les ope´rateurs statiques y e´tant omnipre´sents.
Enfin, la proprie´te´ suivante est importante du point de vue topologique.
Proposition 4.7 Un ope´rateur de changement de temps Sϕ est une isome´trie de L∞ (I;X) dans
L∞ (ϕ(I);X).
Preuve. Pour tout x ∈ L∞ (I;X),
‖Sϕ (x)‖L∞(ϕ−1(I);X) = ess sup
τ∈ϕ(I)
∥∥x ◦ ϕ−1(τ)∥∥
X
= ess sup
t∈I
‖x(t)‖X = ‖x‖L∞(I;X) .
En conse´quence, les ope´rateurs de changement de temps pre´servent la stabilite´ des trajectoire
d’un syste`me dynamique.
4.1.2 Inversion d’une ope´ration de changement de temps
L’inversion d’un changement de temps, indispensable pour conserver l’e´quivalence des mode`les,
s’e´tablit sans difficulte´.
Proposition 4.8 L’inverse d’un ope´rateur de changement de temps S(·, ϕ) est donne´ par l’ope´ra-
teur S( · , ϕ−1), soit encore :
S
−1
ϕ = Sϕ−1 . (4.2)
Preuve. On a :
Sϕ ◦ Sϕ−1 (x) = (x ◦ ϕ) ◦ ϕ−1 = x;
on montre de meˆme que Sϕ−1 ◦ Sϕ (x) = x.
On dispose de plus de la proposition suivante, qui e´tablit une autre formulation du changement
de temps et de son inverse.
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Proposition 4.9 Si ϕ ∈ C1(I;R), alors, on a la relation :
ϕ−1 = ∂−1τ
(
1
ϕ˜′
)
, (4.3)
qui permet d’e´crire : 
S
−1
ϕ = S
∂−1τ
1
ϕ˜′
Sϕ = S∂−1τ 1
ϕ˜′
−1 .
(4.4)
Preuve. L’e´galite´ (4.3) de´coule de la relation :
(
ϕ−1
)′ = 1
ϕ′ ◦ ϕ−1 =
1
ϕ˜′
; (4.5)
l’e´tablissement de (4.4) est alors imme´diat en utilisant (4.2).
Ainsi, on dispose avec (4.2)-(4.4) de quatre expressions de l’ope´ration de changement de temps
et de sa re´ciproque, reposant sur ϕ ou ϕ˜, et pouvant eˆtre utilise´es indiffe´remment au gre´ des donne´es
dont on dispose, faisant du changement de temps une transformation a` la fois simple d’utilisation
et souple. Ces expressions deviennent particulie`rement inte´ressantes dans le cadre des changements
de temps particuliers e´tudie´s en §4.2.2.
4.1.3 Changements de temps et de´rivation
On e´tablit dans ce paragraphe quelques re´sultats relatifs a` la composition des ope´rateurs de
de´rivation et de changement de temps. Ces re´sultats seront en particulier utiles dans le cadre de
changements de temps de syste`mes locaux, aborde´s plus en de´tail dans les Sections 4.3.
Remarque pre´liminaire 4.10 Afin d’e´viter toute confusion entre les ope´rations de de´rivation
(improprement) note´es ∂t, ∂τ et les temps t, τ , exprimables l’un en fonction de l’autre, on notera
souvent ∂ ou (.)′ l’ope´ration de de´rivation. Ainsi, x′ et x˜ ′de´signeront respectivement la de´rive´e des
trajectoires x et x˜ (relativement a` leurs temps “propres” respectifs : t pour x, τ pour x˜). De meˆme,
si K : X → Y, alors K ′ de´signera la de´rive´e de K, en tant qu’application X → L(X;Y). Les
notations usuelles ∂t, ∂τ , plus intuitives, seront cependant utilise´es lorsqu’aucune confusion n’est a`
craindre.
Proposition 4.11 Soient ϕ ∈ C1(I;R) avec ϕ′ > 0 et x de´rivable. Alors, on a :
Sϕ ◦ ∂ = Sϕ(ϕ′) (∂ ◦ Sϕ) ,
soit encore :
Sϕ(x′) = Sϕ(ϕ′) [Sϕ(x)]′ .
De manie`re plus concise :
x˜′ = ϕ˜′ x˜
′
. (4.6)
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Preuve. En utilisant la re`gle de de´rivation des fonctions compose´es :
[S(x, ϕ)]′ =
(
x ◦ ϕ−1)′ = (ϕ−1)′ (x′ ◦ ϕ−1)
et la relation (
ϕ−1
)′ = 1
ϕ˜′
,
on obtient le re´sultat annonce´.
Remarque 4.12 La de´rivation e´tant conside´re´e au sens des distributions, la proprie´te´ (4.6) permet
d’e´tendre sans ambigu¨ıte´ l’ope´rateur Sϕ aux espaces de mesures. On a en particulier :
Sϕ (δt0) = ϕ˜′ (τ0) δτ0.
ou` τ0 := ϕ(t0).
On donne ci-apre`s une extension de ce re´sultat a` la composition par l’ope´rateur ∂2t , tre`s pre´sent
dans les e´quations de la physique.
Proposition 4.13 Soient ϕ ∈ C2(I;R) avec ϕ′ > 0 et x deux fois de´rivable Alors, on a : ∂2 ◦ Sϕ =
[
1
Sϕ(ϕ′)
]2 [(
Sϕ ◦ ∂2
)− [Sϕ(ϕ′′)] (Sϕ ◦ ∂)]
Sϕ ◦ ∂2 = [Sϕ(ϕ′)]2
(
∂2 ◦ Sϕ
)
+ [Sϕ(ϕ′)] [Sϕ(ϕ′′)] (∂ ◦ Sϕ) .
De manie`re plus concise : 
x˜
′′
=
1
ϕ˜′
(
x˜′′ − ϕ˜′′ x˜′
)
x˜′′ = ϕ˜′
2
x˜
′′
+ ϕ˜′ ϕ˜′′ x˜ ′ .
(4.7)
Preuve. On utilise la formule
(f ◦ g)′′ = g′ 2 f ′′ ◦ g + g′′ f ′ ◦ g
avec f = x et g = ϕ−1 et la relation (4.6) :
(
x ◦ ϕ−1)′′ = 1
ϕ˜′
x˜′′ +
(
ϕ−1
)′′
x˜′
qui devient, en utilisant (4.5) :
x˜
′′
=
1
ϕ˜′
(
x˜′′ − ϕ˜′′ x˜′
)
.
La seconde relation s’en de´duit facilement en utilisant a` nouveau (4.6).
Remarque 4.14 Pour des ope´rateurs locaux d’ordre plus e´leve´, on peut envisager d’utiliser un
de´veloppement de (f ◦ g)(n), ou de se ramener a` un syste`me matriciel d’ordre 1. En revanche,
l’e´tablissement de telles relations dans le cadre d’ope´rateurs non locaux est exclu ; rappelons cepen-
dant que, dans ce cas, la repre´sentation diffusive permet de transformer les mode`les non locaux en
mode`les locaux augmente´s.
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4.2 Changements de temps dynamiques
4.2.1 De´finition
Dans sa de´finition premie`re, un changement de temps n’est pas ne´cessairement un ope´rateur
dynamique : la composition par ϕ−1 est en effet une ope´ration statique. Rien n’interdit cependant
a` la fonction ϕ d’eˆtre exprime´e au moyen d’une transformation d’une fonction, i.e. ϕ = ϕ(v) avec
ϕ un ope´rateur dynamique.
De´finition 4.15 Un ope´rateur de changement de temps est dit dynamique lorsque ϕ = ϕ(v) avec
ϕ un ope´rateur dynamique de´fini sur une varie´te´ de trajectoires V tel que ∀v ∈ V, ϕ(v) continue et
strictement croissante.
On notera alors Sϕ le (sur-)ope´rateur1 de changement de temps :
Sϕ : v 7→ Sϕ(v).
Les temps t et τ = ϕ(t) e´tant diffe´rents, la causalite´ de tels ope´rateurs de changement de temps
ne peut eˆtre de´finie au sens ordinaire. Cependant, on peut e´tablir une notion de causalite´ adapte´e
a` ces ope´rateurs qui pourra eˆtre utile, notamment pour leur mise en œuvre en temps re´el.
De´finition 4.16 L’ope´rateur de changement de temps Sϕ est dit causal si et seulement si l’ope´-
rateur ϕ est causal.
Avec des changements de temps causaux, l’horloge ϕ(v) est de´termine´e de manie`re causale a`
partir de la fonction v ; ainsi, sous re´serve queϕ soit de complexite´ raisonnable, un tel changement de
temps pourra eˆtre de´termine´ en temps re´el, ϕ(v) ne de´pendant pas de v|]t,+∞[. Dans le paragraphe
4.2.2, le changement de temps causal particulier de´fini par ϕ = ∂−1t sera e´tudie´ en de´tail.
De plus, la correspondance τ 7→ t e´tant re´solue de`s que l’est t 7→ τ , les notions de causalite´ par
rapport a` t et par rapport a` τ sont en ce sens compatibles.
Remarque 4.17 De ce qui pre´ce`de, on de´duit que la complexite´ nume´rique d’un ope´rateur de
changement de temps est caracte´rise´e par celle de l’ope´rateur ϕ.
Remarque 4.18 Un changement de temps dynamique peut a priori eˆtre applique´ a` la trajectoire
v elle-meˆme :
v˜ = Sϕ(v) (v) = v ◦ϕ(v)−1.
Si l’ope´rateur est causal cette expression est tre`s simple a` mettre a` œuvre et est, sous re´serve que
l’ope´rateur ϕ soit de complexite´ raisonnable, compatible avec les contraintes de temps re´el.
4.2.2 Exemple fondamental : S∂−1t
On s’inte´resse dans cette section a` l’ope´rateur de changement de temps dynamique (causal) S∂−1t ,
central car a` la base des transformations de mode`les locaux (cf. section 4.3) et ge´ne´rique pour une
vaste classe de mode`les dynamiques non locaux par transformation de type repre´sentation diffusive.
Cet ope´rateur posse`de plusieurs proprie´te´s inte´ressantes, directement de´duites du paragraphe 4.1.1.
1Il s’agit plus pre´cise´ment d’une fonction ope´ratorielle, c’est-a`-dire un “ope´rateur a` valeur ope´rateur”.
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La proposition 4.9 permet d’e´crire les diffe´rentes expressions de cet ope´rateur de changement
de temps et de son inverse :
S∂−1t (v) (x) = x ◦
[
∂−1v
]−1 = x ◦ [∂−1( 1
v˜
)]
S−1
∂−1t (v)
(x˜) = x˜ ◦ ∂−1v = x˜ ◦
[
∂−1
(
1
v˜
)]−1
,
(4.8)
soit, de manie`re plus concise :
S∂−1t (v) = S
−1
∂−1τ (
1
v˜
)
= S
[∂−1t (v)]
−1 . (4.9)
Ces expressions font intervenir exclusivement v et v˜, et sont toutes deux base´es sur l’ope´rateur
dynamique causal S∂−1t ; elles sont indiffe´remment utilisables lors de mises en œuvre, quitte a`
effectuer une inversion nume´rique (de fonction) au besoin.
Remarque 4.19 Dans (4.8), figurent notamment les expressions suivantes des diffe´rentes hor-
loges :
τ = ϕ(t) = ∂−1t v(t) =
[
∂−1τ
1
v˜
]−1
(t) ,
t = ϕ−1(τ) = ∂−1τ
1
v˜
(τ) =
[
∂−1t v
]−1
(τ) ,
qui seront fre´quemment utilise´es par la suite.
Dans toute la suite du chapitre, et par souci de concision, F , g de´signent des fonctions de t,
pouvant en particulier eˆtre de la forme F (t, u, x) et g(t, u, x), avec F et g des ope´rateurs statiques.
La proposition qui suit est essentielle de par les nombreuses applications dont elle est susceptible
de faire l’objet ; cette proprie´te´ sera notamment utilise´e dans le cadre de la simplification de mode`les
par changement de temps.
Proposition 4.20 Soient g ∈ C0 (I;R+∗) et x de´rivable. Alors :
S
(
g x′ , ∂−1t
1
g
)
=
[
S
(
x, ∂−1t
1
g
)]′
. (4.10)
De manie`re plus synthe´tique :
g ∂t
S
∂−1t 1gÃ ∂τ .
Preuve. Il s’agit d’une conse´quence directe de la proposition 4.11. On note ϕ := ∂−1t
1
g . Alors :
S
(
g x′, ϕ
)
= S (g, ϕ) S
(
x′, ϕ
)
= g˜ ϕ˜′ x˜
′
= g˜
1
g˜
x˜
′
= x˜
′
.
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4.3 Transformation de mode`les par changement de temps
On met en e´vidence dans cette section les proprie´te´s des changements de temps en tant que
transformations de mode`les dynamiques.
4.3.1 Transformation de mode`les locaux
On note comme pre´ce´demment par (˜.) tout objet (.) transforme´ par changement de temps. Il
de´coule directement de la proposition (4.20) et du fait que les ope´rateurs de changement de temps
commutent avec les ope´rateurs statiques :
Proposition 4.21 On conside`re le mode`le dynamique :
Φ(u, x, g ∂tx, δ · x) = 0, (4.11)
avec Φ un ope´rateur statique et g ∈ C0 (I;R+∗). Alors, par application de l’ope´rateur de changement
de temps S∂−1t 1g
, l’e´quation (4.11) est transforme´e en2 :
Φ(u˜, x˜, ∂τ x˜, δ · x˜) = 0, (4.12)
la correspondance entre τ et t e´tant indiffe´remment de´finie par3 ∂tτ = 1g ou ∂τ t = g˜.
Un ope´rateur de changement de temps adapte´ peut donc permettre de transformer une e´quation
diffe´rentielle du premier ordre g ∂tx = F (u, x), dont l’ope´rateur diffe´rentiel est a` coefficient g variable
(et de´pendant e´ventuellement de x), en l’e´quation diffe´rentielle :
∂τ x˜ = F (u˜, x˜).
On peut e´galement noter qu’une telle ope´ration peut permettre de s’affranchir de la pre´sence de
termes qui pourraient, pour une raison ou une autre, s’ave´rer “geˆnants” en les “absorbant” dans
l’ope´rateur de de´rivation ∂τ .
Dans le cas de mode`les non locaux, la repre´sentation diffusive permettra le plus souvent d’appli-
quer ce re´sultat apre`s transformation en un mode`le augmente´ local e´quivalent (cf. section suivante).
En ce sens, la proposition 4.21 constitue un cas ge´ne´rique potentiellement utile pour simplifier des
proble`mes dynamiques. Certains exemples seront pre´sente´s par la suite.
Remarque 4.22 Concre`tement, la simulation d’un mode`le en temps τ , ayant pour inde´termine´e
u˜, ne pose pas de proble`me : connaissant u, la fonction u˜ est en effet de´termine´e de`s que l’est
la correspondance entre t et τ (puisque u˜(τ) = u(t)). En particulier, si u est donne´e a` diffe´rents
instants tn, une interpolation de u (par spline par exemple) permettra d’acce´der a` une approximation
de u aux instants t(τn) requis pour l’e´valuation de u˜(τn), et ce avec une pre´cision maˆıtrisable.
Remarque 4.23 On peut e´galement e´tablir, dans certains cas, des re´sultats similaires concernant
des syste`mes impliquant un ope´rateur g ∂2t , en utilisant le re´sultat de la proposition 4.13. Ainsi,
une e´quation de la forme
g2(t) ∂2t x+ g1(t, x) ∂tx = f(t, x),
2On rappelle que l’ope´ration de changement de temps commute avec les ope´rateurs statiques.
3Lorsqu’aucune confusion n’est a` craindre, on commet, par souci de clarte´, l’abus qui consiste a` assimiler le nombre
τ (resp. t) a` la fonction ϕ : t 7→ τ (resp. ϕ−1 : τ 7→ t).
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avec g2(t) > 0, sera transforme´e, apre`s application de l’ope´rateur de changement de temps
S
(
· , ∂−1t 1√g2(t,x)
)
et calculs, en :
∂2τ x˜+ g˜1(τ , x˜)
g˜′2 (τ)
g˜2(τ)
∂τ x˜ = f˜(τ , x˜).
Notons que le cas ou` g2 = g2(t, x) se traite de la meˆme manie`re mais sera, selon l’expression de g2,
plus ou moins complexe a` e´crire a` cause du terme ϕ˜′′ dans (4.7), qui fera intervenir les de´rive´es
partielles de g2 et x′ (ϕ e´tant ici ∂−1t
1√
g2(t,x)
).
4.3.2 Transformation de mode`les non locaux explicites
On conside`re un mode`le de la forme :
H(∂t)x = g F, (4.13)
avec H(∂t)−1 un ope´rateur line´aire diffusif ; on suppose en outre que g > 0 pour tout t. Apre`s
transformation par repre´sentation diffusive (cf. chapitre 3), ce syste`me devient :
∂tψ = γ ψ + g F , ψ(0, ξ) = 0 (4.14a)
x = µ · ψ. (4.14b)
L’e´quation (4.14a) s’e´crit encore :
1
g
∂tψ =
γ ψ
g
+ F , ψ(0, ξ) = 0. (4.15)
Par changement de temps dynamique :
S : x 7→ x ◦ (∂−1t g)−1 , (4.16)
on de´duit de la proposition 4.21 le mode`le e´quivalent en temps τ :
∂τ ψ˜ =
γ
g˜
ψ˜ + F˜ , ψ˜(0, ξ) = 0. (4.17)
D’ou` :
Theore`me 4.24 Par application du changement de temps (4.16), le mode`le (4.14) est transforme´
en :  ∂τ ψ˜ =
γ
g˜
ψ˜ + F˜ , ψ˜(0, ξ) = 0
x˜ = µ · ψ˜ ,
(4.18)
la correspondance t↔ τ e´tant indiffe´remment de´finie par ∂tτ = g ou ∂τ t = 1
g˜
.
On peut noter que le syste`me (4.18) pre´sente la particularite´ d’eˆtre base´ sur l’ope´rateur (de
diffusion) : γ˜ :=
γ
g˜
variable dans le temps (de´pendant e´ventuellement, a` travers g˜, de l’e´tat ψ˜).
Si le contour γ(R) ve´rifie la proprie´te´ d’invariance k γ(R) =γ(R) ∀k > 0 (par exemple si γ(ξ) =
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|ξ| eiα signe(ξ)), alors une transformation par changement de fre´quence va permettre d’obtenir une
re´alisation diffusive t-invariante en un certain sens, a` savoir dans un syste`me de coordonne´es adapte´.
En effet, on a dans ce cas :
1
g˜
γ (ξ) = γ
(
ξ
g˜
)
;
on de´finit alors, pour tout τ , le changement de variable στ et l’ope´rateur Tτ correspondant, de´finis
par :
στ : ξ 7→ η := ξ
g˜
,
Tτ : v 7→ v̂ := v ◦ σ−1τ .
L’e´quation dynamique de (4.18) s’e´crit :
∂τ ψ˜ = γ ◦ στ ψ˜ + F˜ , ψ˜(0, ξ) = 0. (4.19)
En notant ̂˜ψ = Tτ ψ˜, c’est-a`-dire, explicitement : ψ˜(τ , ξ) = ̂˜ψ(τ , ξg˜(τ)), on a alors la proprie´te´ :
∂τ ψ˜(τ , ξ) =
d
dτ
̂˜
ψ(τ , σ−1τ ξ) =
d
dτ
̂˜
ψ(τ ,
ξ
g˜(τ)
),
et, par application de l’ope´rateur Tτ l’e´quation (4.19) devient :
d
dτ
̂˜
ψ = γ ̂˜ψ + F˜ , ̂˜ψ(0, η) = 0, (4.20)
avec ddτ de´signant la de´rive´e particulaire relativement au flot de trajectoires (τ ,
ξ
g˜(τ)) dans le plan
Rτ × Rη.
Selon la terminologie introduites dans le chapitre 3, la quantite´ note´e Rdg˜γ F˜ :=
̂˜
ψ solution de
cette e´quation peut ainsi s’interpre´ter comme repre´sentation diffusive “particulaire” de F˜ sur le
flot de trajectoires (τ , ξg˜(τ)). Selon ce point de vue, (4.20) est l’e´quation de Rd
g˜
γ F˜ en coordonne´es
lagrangiennes (τ , ξ).
Enfin, en remarquant que l’ope´rateur ddτ s’e´crit, en coordonne´es (τ , η) :
d
dτ
= ∂τ − η (ln g˜)′∂η,
l’e´quation de Rdg˜γ F˜ en coordonne´es eule´riennes est alors :
∂τ
̂˜
ψ = γ ̂˜ψ + (ln g˜)′ η ∂η ̂˜ψ + F˜ , ̂˜ψ(0, η) = 0.
La relation x˜ = µ · ψ˜ devient quant a` elle :
x˜ =
∫
µ(ξ) ψ˜(·, ξ) dξ =
∫
µ(ξ) ̂˜ψ(·, ξ
g˜
) dξ = g˜
∫
µ(g˜ η) ̂˜ψ (·, η) dη.
D’ou` le re´sultat :
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Theore`me 4.25 Si γ est une fonction homoge`ne, alors le mode`le (4.14) est e´quivalent au mode`le
diffusif “particulaire” sur le flot de trajectoires (τ , ξg˜(τ)) : ddτ
̂˜
ψ = γ ̂˜ψ + F˜ , ̂˜ψ(0, η) = 0
x˜ =
∫
ν
̂˜
ψ dη,
(4.21)
avec ν(τ , η) := g˜(τ)µ(g˜(τ) η), la correspondance t ↔ τ e´tant indiffe´remment de´finie par ∂tτ = g
ou ∂τ t =
1
g˜
.
Ce mode`le devient, en coordonne´es euleriennes, l’e´quation aux de´rive´es partielles suivantes : ∂τ
̂˜
ψ − (ln g˜)′η∂η ̂˜ψ = γ ̂˜ψ + F˜ , ̂˜ψ(0, η) = 0.
x˜ =
∫
ν
̂˜
ψ dη,
(4.22)
L’e´quation de sortie de (4.21) et (4.22) est a priori implicite (mais statique), du fait de la
possible de´pendance par rapport a` x˜ de g˜ ; concre`tement, un sche´ma nume´rique permettra alors
d’expliciter la relation. Dans certains cas, cette relation s’explicite analytiquement (cf. le chapitre
6 par exemple).
Remarque 4.26 On peut noter que ce re´sultat constitue l’e´quivalent pour les mode`les diffusifs
(4.14a) de la proposition 4.21 dans le cas de mode`les diffe´rentiels explicites :
∂tx = Fg
S
∂−1t gÃ ∂τ x˜ = F˜ ,
(∂t − γ)ψ = Fg
Tτ◦S
∂−1t gÃ
(
d
dτ − γ
) ̂˜
ψ = F˜ .
On pre´sente ci-apre`s quelques cas pour lesquels l’application de ces re´sultats est susceptible
d’apporter une simplification significative aux proble`mes dynamiques base´s sur le mode`le.
4.3.3 Suppression de singularite´s de mode`les
On conside`re seulement le cas des mode`les diffusifs explicites, le cas des syste`mes diffe´rentiels
ordinaires se traitant de manie`re similaire en supprimant les termes relatifs a` γ.
Les transformations pre´ce´demment introduites permettent de supprimer, par changement d’hor-
loge adapte´, une singularite´ dans (4.13) de la forme :
g =
1
h(t, u, x)
,
re´sultant d’une trop grande proximite´ de h a` la valeur 0. Dans une telle situation, la manipulation
des re´alisations (4.14a) (resp. (4.15)) est de´licate, l’e´quation d’e´tat e´tant singulie`re du fait de la
pre´sence du produit singulier g F (resp. du coefficient h petit devant ∂tψ).
En revanche, la transformation par changement de temps dynamique :
S : x 7→ x ◦
[
∂−1t
1
h (τ , u˜, x˜)
]−1
,
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permet de supprimer cette singularite´, le syste`me s’e´crivant en temps τ :{
∂τ ψ˜ = h˜ (τ , u˜, x˜) γ ψ˜ + F˜ (τ , u˜, x˜) , ψ˜(0, ξ) = 0
x˜ = µ · ψ˜ ,
la correspondance entre t et τ e´tant de´finie par
∂τ t = h˜ (τ , u˜, x˜) . (4.23)
Cette proprie´te´ est utilise´e au chapitre 6 pour l’analyse d’un mode`le (non local, implicite,
singulier) de flammes sphe´riques de Joulin [25].
Remarque 4.27 On peut souligner que, bien que les deux correspondances entre t et τ soient
e´quivalentes, dans le cas pre´sent, seule la correspondance (4.23) est concre`tement utilisable (l’autre
faisant intervenir la quantite´ singulie`re 1h(t,u,x)). Ceci n’est pas surprenant : le mode`le initial (en
temps t) e´tant singulier, la simulation ne pourra se faire correctement qu’en temps τ , temps pour
lequel, pre´cise´ment, la singularite´ est supprime´e.
Remarque 4.28 En effectuant dans ce cas de figure le changement de fre´quences aboutissant a`
(4.22) dans le but d’obtenir un contour γ invariant, on s’aperc¸oit que la transformation re´introduit
la singularite´ initiale dans le mode`le. Il est cependant remarquable que, lorsque celui-ci est exprime´
dans le syste`me de coordonne´es lagrangiennes (mode`le (4.21)), le mode`le n’est plus singulier.
4.3.4 De´couplage des composantes e´tat/entre´e pour un syste`me a` variables se´-
pare´es
Pour la meˆme raison que dans la section pre´ce´dente, on conside`re seulement le cas des mode`les
diffusifs.
Un autre inte´reˆt potentiel des changements de temps re´side en leur capacite´ a` de´coupler, dans
certains cas, les termes de commande et d’e´tat pour un syte`me a` variables se´pare´es. Supposons en
effet que dans (4.14a), on ait : g F = A(x) +B(u)C(x), avec A,B,C des ope´rateurs statiques et C
une fonction a` valeurs re´elles strictement positives. Alors le mode`le correspondant :{
∂tψ = γ ψ +A(x) +B(u)C(x), ψ(0, ξ) = 0
x = µ · ψ , (4.24)
est transforme´, en utilisant le changement de temps dynamique :
S : x 7→ x ◦ (∂−1t (C(x)))−1 ,
en :  ∂τ ψ˜ =
γ
C(x˜)
ψ˜ +
A(x˜)
C(x˜)
+B (u˜) , ψ˜(0, ξ) = 0
x˜ = µ · ψ˜ ,
(4.25)
la correspondance entre τ et t e´tant de´finie par ∂tτ = C(x) ou ∂τ t =
1
C (x˜)
. Le syste`me en temps
τ (4.25) pre´sente l’avantage de voir son terme d’entre´e B (u˜) de´couple´ de la variable d’e´tat ψ˜,
proprie´te´ largement be´ne´fique lorsqu’il s’agit de controˆler un tel syste`me.
Dans le cas ou` B(u) est une fonction a` valeurs re´elles positives, on peut de meˆme envisager
d’isoler le terme C(x) en utilisant le changement d’horloge ∂−1t (B(u)). Ceci a e´te´ utilise´ dans
l’e´tude du proble`me de commande d’un mode`le de biore´acteur (cf. chapitre 8), ce qui a permis de
mettre en e´vidence un parame´trage (cf. chapitre 5) non trivial simplifiant de manie`re significative
le traitement du proble`me.
4.4 Changements de temps multiples 53
4.4 Changements de temps multiples
On se propose dans cette section d’e´tendre le concept de changement de temps et les re´sultats
qui s’y rattachent. On conside`re de´sormais x ∈ X1 × ...× Xn et ϕ ∈ C0 (I;R)n avec ϕi strictement
croissante pour tout i.
De´finition 4.29 Un ope´rateur de changement de temps multiple est de´fini par :
S(x, ϕ) :=
 x1 ◦ ϕ
−1
1
...
xn ◦ ϕ−1n
 .
Ainsi, un tel ope´rateur transforme une trajectoire vectorielle en temps t en une trajectoire
vectorielle en des temps multiples4. La notation
x˜ := S(x, ϕ)
est employe´e par commodite´ mais ne doit pas faire oublier que chaque variable x˜i e´volue dans son
temps propre, que l’on notera τ i := ϕi(t). Par ailleurs, la variable xi peut e´galement eˆtre exprime´e
par rapport a` un temps τ j autre que son temps propre τ i ; aussi, afin d’e´viter tout conflit, on
adoptera la notation :
x˜i
j := xi ◦ ϕ−1j .
Il convient de noter que la connaissance d’une trajectoire x˜i
j suffit a` de´terminer entie`rement
cette meˆme trajectoire exprime´e dans une autre e´chelle de temps τk, graˆce a` la relation :
x˜i
j = xi ◦ ϕ−1j = x˜i k ◦ ϕk ◦ ϕ−1j ;
cela se traduit encore par l’e´galite´ a` chaque instant t :
xi(t) = x˜i
j(τ j(t)) = x˜i
k(τk(t)).
Comme signale´ pour le changement de temps simple, au plus nume´rique, ceci se traduit par le
fait que le vecteur des valeurs de la trajectoire xi et la correspondance entre t et τ suffisent a` de´finir
entie`rement la trajectoire x˜i
k.
Les ope´rateurs de changement de temps multiples he´ritent de nombreuses proprie´te´s du cas
d’un changement de temps simple. On e´nume`re ci-apre`s quelques re´sultats remarquables, dont les
preuves s’effectuent comme dans le cas d’un changement de temps simple.
Notation 4.30 Dans la suite de cette section, on utilisera la notation U • V pour de´signer une
mutiplication de type Hadamard, c’est-a`-dire composante a` composante, des vecteurs de fonctions
U et V , et 1U (resp. U
−1) de´signera, lorsqu’il existe, le vecteur de fonctions ( 1u1 , ...,
1
un
)T (resp.
(u−11 , ..., u
−1
n )
T ).
Proposition 4.31 Soient x ∈ L∞ (I;X) et G ∈ L∞ (I;R)n. Alors :
Sϕ(G • ∂tx) = Sϕ(G) • Sϕ(x).
Proposition 4.32 Un ope´rateur de changement de temps multiple Sϕ est une isome´trie de
L∞ (I;
∏n
i=1Xi).
4Une fonction ϕi e´gale a` l’identite´ permet au besoin de conserver la variable xi dans le temps t.
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Proposition 4.33 L’inverse d’un ope´rateur de changement de temps S(·, ϕ) est donne´e par l’ope´-
rateur S(·, ϕ−1), soit encore :
S
−1
ϕ = Sϕ−1 .
Proposition 4.34 Soient ϕ ∈ C1(I;R)n avec ϕ′i > 0 ∀i et x de´rivable. On a :
(Sϕ ◦ ∂) (x) = Sϕ(ϕ′) • (∂ ◦ Sϕ) (x),
ou, de manie`re plus concise :  x˜
′ = ϕ˜′ • x˜′
x˜′ =
1
ϕ˜′
• x˜′ . (4.26)
De meˆme que dans le cas d’un changement de temps simple, on peut de´finir naturellement une
notion de causalite´ adapte´e a` la transformation de proble`mes dynamiques.
De´finition 4.35 Un ope´rateur de changement de temps est dynamique lorsque ϕ = ϕ(v) avec ϕ
un ope´rateur dynamique de´fini sur une varie´te´ de trajectoires V tel que ∀v ∈ V, ϕi(v) ∈ C0 (I;R)
strictement croissante pour tout i = 1 : n.
On notera alors Sϕ le (sur-)ope´rateur de changement de temps :
Sϕ : v 7→ Sϕ(v).
L’ope´rateur de changement de temps Sϕ est dit causal si et seulement si l’ope´rateur ϕ est un
ope´rateur causal.
On de´duit alors aise´ment :
Proposition 4.36 Soit G ∈ C0 (I;R+∗)n et x de´rivable. Alors :
S
(
G • x′ , ∂−1t
1
G
)
=
[
S
(
x, ∂−1t
1
G
)]′
. (4.27)
On a alors le re´sultat :
Theore`me 4.37 Si G ∈ C0 (I;R+∗)n et Φ est un ope´rateur statique, alors le mode`le local
Φ(u, x,G • ∂tx, δ · x) = 0 (4.28)
devient, apre`s application de l’ope´rateur de changement de temps S∂−1t 1G
:
Φ(u˜, x˜, ∂τ x˜, δ · x˜) = 0, (4.29)
la correspondance entre les horloges e´tant donne´e par ∂tτ i = 1Gi ou ∂τ it = G˜i, ∀i = 1 : n.
Preuve. La de´monstration est identique au cas d’un changement de temps scalaire, en utilisant la
proprie´te´ (4.26) :
S(G •X ′, ∂−1t
1
G
) = S(G, ∂−1t
1
G
) • S(X ′, ∂−1t
1
G
) = G˜ • 1
G˜
• X˜ ′.
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Cette formulation permet ainsi de faire e´voluer plusieurs temps propres en paralle`le et ainsi
d’adapter, au besoin, l’e´chelle de temps a` chaque e´quation. Le changement de temps mutiple est a
priori une transformation d’une grande souplesse d’utilisation, susceptible d’apporter des simplifi-
cations partielles de meˆme nature que dans le cas d’un changement de temps simple (de´couplage,
suppression de singularite´ etc.). En particulier, il est fre´quent de rencontrer des mode`les singuliers
issus d’un couplage entre un phe´nome`ne cache´ a` dynamique rapide et un syste`me principal e´voluant
plus lentement : l’utilisation d’un changement de temps multiple peut alors permettre d’adapter
l’horloge du phe´nome`ne rapide.
En particulier, lorsqu’on manipule un syste`me en temps multiples tel que (4.29), le lien entre
les horloges τ j se fait au travers de leur relation avec t donne´e par τ j = ϕj(t), qui sont a` l’origine
de l’augmentation du syste`me (4.29). Comme cela a e´te´ signale´, les quantite´s x˜i
j et x˜i
k sont
implicitement lie´es par la relation :
x˜i
j = x˜i
k ◦ ϕk ◦ ϕ−1j .
Si cette relation s’ave`re eˆtre explicite, c’est-a`-dire si on peut expliciter une relation directe entre les
horloges τk et τ j , alors le syste`me dynamique
Φ(u˜, x˜, ∂τ x˜, δ · x˜) = 0
est autonome en ce sens qu’il peut-eˆtre conside´re´ (et donc re´solu) inde´pendemment du lien entre t
et les horloges τ i, comme c’est le cas avec un changement de temps simple.
Les changements de temps multiples pourront e´galement s’ave´rer utiles lorsque l’on traite des
syste`mes plus ge´ne´raux que (4.28), de la forme :
Q∂tx = F, (4.30)
avec Q ∈ C0 (I;R+∗)n×n, c’est-a`-dire des syste`mes faisant intervenir des ope´rateurs diffe´rentiels a`
coefficients non constants et couple´s5 :
q11 ∂tx1 + ...+ q1n ∂txn = f1
...
qn1 ∂tx1 + ...+ qnn ∂txn = fn.
(4.31)
Remarque 4.38 Le cas ou` Q est diagonal correspond au mode`le de re´fe´rence (4.28) introduit pour
les changements de temps mutiples.
Plusieurs de´marches peuvent eˆtre envisage´es pour simplifier un tel syste`me en utilisant des chan-
gement de temps multiples. On ne saurait e´tablir, dans un cadre aussi ge´ne´ral, de re`gle absolue,
chaque possibilite´ pouvant, selon la nature du syste`me et l’objectif que l’on se fixe (parame´trisa-
tion, suppression de coefficients singuliers, de´couplage, etc.), pre´senter des avantages sur les autres.
Citons, a` titre d’exemple et de manie`re non exhaustive, quelques possibilite´s :
I On peut tout d’abord envisager d’effectuer un changement de temps multiple sur (4.31) en
choissant un temps pour chaque xi parmi6
{
∂−1t
1
qik
}
k=1:n
. Par exemple, en choisissant pour
5Rappelons que Q et F peuvent eˆtre de la forme Q(t,X) et F (t,X).
6Il faut bien entendu garder a` l’esprit que tout autre changement de temps, moins “canonique” est envisageable.
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xi l’e´chelle de temps ϕi := ∂
−1
t
1
qii
, le syste`me (4.31) devient, apre`s application de l’ope´rateur
Sϕ :
∂τ ii x˜i
i +
∑
j 6=i
q˜ij
i
q˜ii
i
∂τ ii x˜j
i = f˜i
i
, i = 1 : n, (4.32)
qui pre´sente l’inte´reˆt d’isoler, sur chaque e´quation, le terme de de´rivation d’une variable. Cela
peut pre´senter un inte´reˆt, par exemple, lorsque qii et fiqii sont singuliers, mais pas les quotients
qij
qii
.
I Mettre, au moyen de manipulations agle´briques du syste`me, le syste`me (4.31) sous la forme
G • ∂tx = K,
avec G ∈ C0 (I;R+∗)n, et utiliser le re´sultat du corollaire 4.36 en effectuant le changement
de temps S∂−1t 1G
. Le mode`le
x˜′ = K˜
obtenu apre`s cette ope´ration pre´sente l’avantage de ne plus avoir de termes diffe´rentiels cou-
ple´s : l’e´quation est explicite et a` coefficients (devant le terme de de´rivation) constants.
Exemple 4.39 Soit l’e´quation diffe´rentielle scalaire :
n∑
i=1
qi(t, x) ∂itx = f(x).
Alors, en posant
X :=
(
x, ∂tx, ..., ∂
n−1
t x
)
,
l’e´quation se re´e´crit : 
1
0
. . . (0)
...
. . . . . .
0 · · · 0 1
q1 · · · · · · · · · qn
 ∂tX =

x2
...
...
xn
f(x1)
 .
Ce syste`me peut encore se mettre sous la forme :
∂tx1 = x2
...
∂txn−1 = xn
qn(t, x1) ∂txn = f(x1)−
∑n−1
i=1 qi(t, x1)xi+1,
qui est de la forme G(t,X) • ∂tX = F (t,X). Un changement de temps indique´ dans la proposition
4.36 (qui ici se re´sume a` un changement de temps de la dernie`re e´quation) transforme ce syste`me
en le syste`me diffe´rentiel a` coefficients constants :
∂tx1 = x2
...
∂txn−1 = xn
∂τ x˜n = f(x˜1)−
∑n−1
i=1 q˜i(τ , x˜1) x˜i+1,
∂tτ = 1qn(t,x1) .
⇔ X˜ ′ = F˜ (τ , X˜) (4.33)
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Remarque 4.40 On peut e´galement e´crire tout le syste`me pre´ce´dent en temps τ :
∂τ x˜1 = q˜n(τ , x˜1) x˜2
...
∂τ x˜n−1 = q˜n(τ , x˜1) x˜n
∂τ x˜n = f(x˜1)−
∑n−1
i=1 q˜i(τ , x˜1) x˜i+1,
∂tτ = 1qn(t,x1) .
(4.34)
Pour une utilisation concre`te d’un changement de temps multiple, on pourra se reporter a` la dernie`re
section du chapitre 8.

Chapitre 5
Parame´trisation ope´ratorielle de
mode`les dynamiques
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Dans le chapitre 1 a e´te´ introduite la formulation abstraite des proble`mes dynamiques :
Φ(u, x) = 0 (5.1a)
P(u, x) = 0. (5.1b)
Si la proprie´te´ P(u, x) peut dans une large mesure eˆtre choisie par l’inge´nieur, il en est en ge´ne´ral
tout autrement de Φ = 0, qui repre´sente le mode`le du processus sur lequel porte le proble`me P = 0
et dont la re´solution (i.e. la mise sous forme x = F(u)) peut eˆtre excessivement complexe, sinon
inenvisageable.
Sous une forme ou une autre, l’ide´e de “parame´trer” un mode`le en vue de la re´solution de
proble`mes dynamiques est ancienne. De manie`re synthe´tique, il s’agit d’exprimer les solutions de
l’e´quation Φ(u, x) = 0 a` partir d’une quantite´ y pouvant eˆtre choisie “librement” sous la forme
(u, x) = Q(y), cette expression e´tant explicite. De`s lors, la re´solution effective de l’e´quation Φ = 0
n’est plus requise et c’est en ce sens que le proble`me dynamique, ainsi transforme´ par l’ope´rateur
Q, est simplifie´.
Parmi les diffe´rentes approches relevant de cette proble´matique, la plus ancienne est la line´a-
risation par retour d’e´tat de syste`mes diffe´rentiels non line´aires [24], the`me encore d’actualite´ de
nos jours [18]. Plus re´cemment, la notion de platitude a e´tendu cette approche dans un cadre plus
formel [16]. Dans certains travaux, les e´tudes ont mis l’accent sur des aspects particuliers du pro-
ble`me ; ainsi, la formulation et les proprie´te´s alge´briques du proble`me dans un cadre formel ge´ne´ral
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ont e´te´ e´tudie´es dans [13] ; le cas de certains mode`les line´aires aux de´rive´es partielles a e´te´ plus
spe´cifiquement aborde´ dans [37].
Dans nombre de travaux lie´s a` l’ide´e de parame´trisation, la relation y 7→ Q(y) = (u, x) est
exprime´e au moyen d’ope´rateurs locaux, c’est-a`-dire de combinaisons d’ope´rateurs non line´aires
statiques et d’ope´rateurs diffe´rentiels, naturellement compatibles avec une analyse essentiellement
base´e sur la notion d’espace d’e´tat, qui joue un roˆle quasi exclusif dans ces approches. Dans d’autres
cas, des ope´rateurs non locaux sont utilise´s, mais la relation y 7→ Q(y) reste de nature statique en
l’argument y, lui-meˆme constitue´ d’un vecteur de fonctions obtenues, a` partir d’une fonction y0,
par applications re´ite´re´es d’un ou plusieurs ope´rateurs e´le´mentaires non ne´cessairement locaux, de
symboles p, e−τp, √p, etc., le cadre naturel de l’e´tude e´tant alors celui des anneaux de polynoˆmes
en ces ope´rateurs e´le´mentaires.
De`s lors que l’on conside`re des mode`les non locaux faisant intervenir un ou plusieurs ope´rateurs
H(∂t) de symbole H a priori quelconque, de telles approches deviennent mal adapte´es, les ope´ra-
teurs non locaux imposant d’emble´e une formulation trajectorielle du syste`me difficile a` re´duire a`
une e´quation locale. En outre, il s’ave`re que l’utilisation de transformations non locales (e.g. les
changements de temps) peut souvent se re´ve´ler efficace pour simplifier certains mode`les dynamique
locaux. Pour ces raisons, il apparaˆıt naturel d’envisager d’e´tendre le principe de parame´trisation, a`
savoir la construction de correspondances y 7→ (u, x) solution du mode`le Φ(u, x) = 0, a` une classe
aussi e´tendue que possible d’ope´rateurs Q sur des espaces de trajectoires, contenant en particulier
les inverses des ope´rateurs lorsqu’ils existent. Cette classe contiendra en particulier les ope´rateurs
statiques, line´aires dynamiques (locaux et non locaux), de changement de temps, a` re´alisation lo-
cale etc. Le cadre ge´ne´ral dans lequel on se place permet ainsi une formulation a` la fois riche et
formellement simple de la notion de parame´trisation.
Par ailleurs, la construction effective d’un parame´trage au sens strict est souvent un proble`me
difficile voire impossible en pratique. Dans le cadre propose´, il est naturel d’envisager deux affai-
blissements de cette notion. On introduit ainsi d’une part, la notion d’e´quation parame´trique, dont
le but est la formulation non re´solue du parame´trage sous la forme d’une e´quation non analytique-
ment re´soluble (mais dont la re´solution nume´rique est cense´e eˆtre bien maˆıtrise´e), d’autre part la
notion de parame´trage partiel, qui consiste a` parame´trer un sous-mode`le du mode`le global.
5.1 Parame´trisation
NB : le terme “parame´trisation” de´signe dans la suite le proble`me consistant a` construire un
parame´trage, lequel est la fonction dont l’argument est le parame`tre.
5.1.1 Parame´trage
Dans tout ce chapitre, on note par simplicite´ Z := U × X et z := (u, x).
De´finition 5.1 On appelle parame´trage de (5.1a) la donne´e d’une varie´te´ topologique1 Y et d’un
ope´rateur continu Q : Y → Z tel que pour tout y ∈ Y, Q(y) soit solution de (5.1a), c’est-a`-dire :
∀y ∈ Y, z = Q(y)⇒ Φ(z) = 0. (5.2)
La quantite´ y est appele´e parame`tre.
Un parame´trage (Q,Y) est qualifie´ de complet lorsque Q re´alise un home´omorphisme entre Y
et graphe(F).
1Ou, plus ge´ne´ralement, d’un espace topologique.
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Remarque 5.2 Les couples solution de (5.1) de´finissent une varie´te´ de U ×X , qui n’est autre que
le graphe de l’application F : u 7→ x introduite dans la de´finition (1.28). En ce sens, (Q,Y) est un
parame´trage du graphe de F.
Remarque 5.3 Un parame´trage non complet devient un parame´trage complet si on restreint les
solution du mode`le a` Q(Y). Dit autrement, on peut souvent choisir U de manie`re a` e´tablir un
home´omorphisme avec une varie´te´ Y que l’on choisi a priori, sous re´serve bien suˆr que celle-ci soit
“bien” choisie, i.e. que la restriction qu’elle entraˆıne sur U soit suffisemment riche en regard du
proble`me conside´re´.
Remarque 5.4 Les questions topologiques, notamment la continuite´ des ope´rateurs implique´s dans
le processus de parame´trisation, sont comme d’habitude essentielles pour assurer la robustesse aux
erreurs et incertitudes.
Un parame´trage apparaˆıt donc comme une mise en relation entre tout ou partie des couples
solution du mode`le (5.1a) avec les e´le´ments d’une varie´te´ Y, permettant de transformer le proble`me
dynamique (5.1), ainsi reformule´ :
P(Q(y)) =: P˜(y) = 0, y ∈ Y, (5.3)
celui-ci e´tant e´quivalent a` (5.1) si le parame´trage est complet ; dans le cas contraire (5.3)⇒ (5.1) :
(5.3) contient donc moins de solution.
L’ope´rateur Q permet quant a` lui de de´duire, de la solution y∗ de (5.3), le couple (u∗, x∗)
solution de (5.1) correspondant, sans avoir a` re´soudre l’e´quation (5.1a) ; en d’autres termes, la
varie´te´ Y “re´sume” le mode`le dynamique (5.1a) et permet de “court-circuiter” sa re´solution : celui-
ci n’intervient plus comme contrainte dynamique du proble`me, cette contrainte e´tant remplace´e
par y ∈ Y. D’un autre point de vue, le parame´trage (5.2) permet d’acce´der a` tout couple solution
(u, x) de (5.1a) par la seule connaissance de y ∈ Y sans avoir a` re´soudre (5.1a).
L’inte´reˆt pratique d’un parame´trage se trouvera notamment lorsque la re´solution effective de
(5.3) est plus simple que la re´solution du proble`me initial (5.1). Il est en particulier important, en
vue d’une utilisation concre`te, que l’ope´rateur Q soit de complexite´ raisonnable (cf. paragraphe
1.1.5).
Remarque 5.5 Un parame´trage n’est pas unique, et de la pertinence du choix du parame´trage
de´coulera une simplification plus ou moins notable de la re´solution du proble`me dynamique associe´.
Remarque 5.6 Si (Q,Y) est un parame´trage de (5.1a), alors Y et U sont home´omorphes car
graphe(F) est home´omorphe a` U (conse´quence de la nature bien pose´e du mode`le (5.1a)).
Exemple 5.7 I (IZ , graphe(F)) est un parame´trage trivial du mode`le (5.1a), correspondant
au parame`tre y = z ∈ graphe(F). Celui ne pre´sente bien suˆr aucun inte´reˆt car le proble`me :
P(z) = 0, z ∈ graphe(F),
est identique au proble`me initial (5.1), la contrainte z ∈ graphe(F) e´tant identique a` e´crire
Φ(z) = 0.
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I ((IU ,F) ,U) est un autre parame´trage trivial de (5.1a), correspondant au parame`tre y =
u ∈ U ; en effet, z = (u,F(u)) est trivialement solution de Φ = 0, par de´finition de F. La
continuite´ de (IU ,F) de U dans Z est e´vidente.
De manie`re ge´ne´rale, et pour les meˆme raisons, tout home´omorphisme W entre une varie´te´
Y et U permet de de´finir un parame´trage de (5.1a) par ((W,F ◦W),Y), correspondant au
parame`tre y =W−1(u). De tels parame´trages sont purement formels et ne pre´sentent aucun
inte´reˆt en pratique dans la mesure ou` la complexite´ du proble`me (5.3) qui en de´coule est
identique a` celle du proble`me dynamique initial (5.1) puisque faisant intervenir l’ope´rateur
F, c’est-a`-dire la re´solution de Φ = 0.
5.1.2 Ope´rateurs de sortie parame´trique
Bien souvent en pratique, on cherche a` “extraire” le parame`tre y du mode`le Φ = 0, sa de´finition
e´tant recherche´e comme fonction des quantite´s u et x. L’ope´rateur de sortie parame´trique, introduit
ci-apre`s, est pour ces raisons important, bien que non ne´cessaire en soi a` la construction d’un
parame´trage.
De´finition 5.8 On appelle ope´rateur de sortie parame´trique de (5.1a) la donne´e d’une varie´te´
Y et d’une application continue A : U × X → Y telle que AF := A| graphe(F) soit un home´omor-
phisme.
Le parame`tre y est, de ce point de vue, e´galement appele´ sortie parame´trique du mode`le.
On a alors le re´sultat imme´diat suivant, liant un ope´rateur de sortie parame´trique et un ope´ra-
teur de parame´trage.
Proposition 5.9 Si (A,Y) est un ope´rateur de sortie parame´trique de (5.1a), alors (A−1F ,Y) est
un parame´trage complet de (5.1a).
Re´ciproquement, si Q est un parame´trage complet de (5.1a), alors tout prolongement continu
de Q a` Z est un ope´rateur de sortie parame´trique.
Preuve. Si (A,Y) est un ope´rateur de sortie parame´trique de (5.1a), alors, par de´finition, AF
est un home´omorphisme entre graphe(F) et Y ; son inverse est donc un parame´trage complet. La
re´ciproque est e´vidente.
L’ope´rateur A peut donc eˆtre vu comme prolongement (continu) de l’inverse d’un parame´trage.
Lorsque celui-ci est explicite, on notera souvent (B,C) := A−1F l’ope´rateur de parame´trage induit
par un ope´rateur de sortie parame´trique A.
On peut noter que la relation (u, x) = (B(y),C(y)) est constitue´e de deux e´quations de´couple´es,
l’une entre y et l’e´tat x, et l’autre entre y et u. En ce sens, l’e´quation (dynamique en ge´ne´ral)
x = C(y) (5.4)
peut eˆtre interpre´te´e comme un nouveau mode`le d’e´tat (a priori re´solu), dans lequel le parame`tre
y joue le roˆle d’entre´e ; ceci peut notamment pre´senter un inte´reˆt pour des proble`mes portant
essentiellement sur l’e´tat x, la relation (5.4) pouvant avantageusement se substituer au mode`le
initial (c’est le cas par exemple pour le proble`me de conception d’un correcteur e´tudie´ au chapitre
8).
Remarque 5.10 Une sortie parame´trique y permet de reconstituer a` la fois l’e´tat x et l’inde´ter-
mine´e u du mode`le ; en ce sens, on peut voir le parame´trage comme une observation “renforce´e” du
syste`me (cf. Figure 5.1).
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Fig. 5.1 – Comparaison des notions d’observation et de parame´trage.
Remarque 5.11 La sortie y est a priori une mesure fictive : il n’est pas exige´ que celle-ci soit
effectivement disponible sur le processus physique.
Proposition 5.12 Si A est un ope´rateur de sortie parame´trique, alors A−1F ◦ A est un projec-
teur. Plus ge´ne´ralement, si (A,Y) est un ope´rateur de sortie parame´trique de (5.1a) et (Q,Y) un
parame´trage complet de (5.1a), alors Q ◦A(Z) = graphe(F).
Preuve. On note p := A−1F ◦A. Pour tout z ∈ Z, on a :
p (z) ∈ graphe(F),
ce qui entraˆıne A (p (z)) = A| graphe(F) (p(z)) et donc :
p2(z) = A−1F ◦AF (p(z)) = p(z).
Plus ge´ne´ralement, si (Q,Y) un parame´trage complet de (5.1a), alors :
Q ◦A(Z) = Q (Y) = graphe(F).
Fig. 5.2 – Repre´sentation du projecteur A−1F ◦A.
Proposition 5.13 Si (A,Y) est un ope´rateur de sortie parame´trique, alors ∀S ∈ Aut(Y), (S◦A,Y)
est un ope´rateur de sortie parame´trique. En particulier, le parame´trage associe´ est
(
A−1F ◦ S−1,Y
)
Preuve. Si A| graphe(F) est un home´omorphisme entre graphe(F) et Y, il en est de meˆme pour
S ◦A| graphe(F), l’ope´rateur de parame´trage associe´ e´tant (S ◦AF)−1 = A−1F ◦ S−1.
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5.1.3 Proprie´te´s
D’un point de vue plus formel, on peut noter que (Q,Y) est un parame´trage de l’e´quation Φ = 0
si et seulement si Φ ◦Q = 0 (en tant qu’application Y → E). Ainsi, le parame´trage transforme une
e´quation en une identite´ :
Y Q→ Z Φ→ E ⇐⇒ Y Q→ Z Φ→ E → 0.
Fig. 5.3 – Ensembles en jeu dans une parame´trisation.
Remarque 5.14 Dans le cas d’un mode`le line´aire explicite (Φ(u, x) = Hx− Bu), avec Z, Y des
espaces vectoriels et Q un parame´trage line´aire injectif, si Φ est surjective, on a ker(Φ) = Im(Q)
et donc la suite exacte courte :
0→ Y Q→ Z Φ→ E → 0. (5.5)
Notons que dans un tel cas, un parame´trage trivial est obtenu avec y = u, x = (H−A)−1By.
Remarque 5.15 On peut par ailleurs montrer que si les ope´rateurs A,B et C sont locaux et
les varie´te´s U et Y d’inte´rieur non vide, alors les espaces de Banach U et Y sont ne´cessairement
isomorphes. Si de plus dimU est finie (i.e. u(t) ∈ U ∼ Rn), alors ne´cessairement : dimY = dimU.
On verra toutefois que, dans une large mesure, la condition d’isomorphie deU et Y demeure lorsque
(A,B,C) est non local, sous l’hypothe`se additionnelle2 que la condition initiale du syste`me puisse
eˆtre conside´re´e comme une donne´e du proble`me (i.e. est connue).
5.1.4 Exemples de parame´trages de mode`les dynamiques
Line´arisation par retour d’e´tat
La proble´matique bien connue de “line´arisation par retour d’e´tat” de syste`mes dynamiques
[16, 21, 22, 23, 24] est un cas particulier de parame´trisation. Soit f : Rm × Rn → Rn une fonction
analytique dans un voisinage de 0 telle que f(0, 0) = 0 et ∇uf(u, x)|u=0,x=0 de rang m. On conside`re
le syste`me d’entre´e u suffisamment re´gulie`re et de condition initiale x0 :
x˙ = f(u, x), t > 0. (5.6)
2Re´aliste dans bien des cas, comme par exemple le proble`me de planification de trajectoires.
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Ce syste`me est line´arisable par retour d’e´tat s’il existe d’une part deux fonctions g : Rm+n+q → Rq,
h : Rm+n+q → Rm analytiques dans un voisinage de 0 et telles que g(0) = 0, h(0) = 0, d’autre part
un diffe´omorphisme K de Rn+q tel que la sortie w du syste`me “compense´” d’entre´e v :
x˙ = f(h(v, x, z), x)
z˙ = g(v, x, z)
w = K(x, z)
soit solution d’une e´quation line´aire :
w˙ = Fw +Gv. (5.7)
A un retour d’e´tat statique pre`s, le syste`me (5.7) peut alors eˆtre transforme´ en la forme cano-
nique de Brunovsky3 : 
∂ν1t y1 = v1
...
∂νmt ym = vm,
(5.8)
avec y = Tw, la matrice T e´tant inversible. Il en de´coule qu’il existe deux fonctions B,C telles que,
pour tout t > 0 :
x(t) = C(y(t), ∂ty(t), ..., ∂
sup νi
t y(t)), (5.9)
u(t) = B(y(t), ∂ty(t), ..., ∂
sup νi
t y(t)), (5.10)
soit, en tant qu’ope´rateurs (locaux) sur les trajectoires :
x = C(y),
u = B(y).
On montre enfin qu’existent e´galement un entier k et une fonction A tels que :
y(t) = A(u(t), ∂tu(t), ...∂kt u(t), x(t)), (5.11)
soit, en tant qu’ope´rateur (local) sur les trajectoires :
y = A(u, x).
Il apparaˆıt ainsi que la line´arisation par retour d’e´tat conduit, lorsqu’elle est possible, a` un cas
particulier de parame´trisation du syste`me (5.6), ou` les ope´rateurs A,B,C sont locaux. La parame´-
trisation, qui se place dans le cadre d’une formulation ope´ratorielle sur des espaces topologiques (de
trajectoires) adapte´s, permet de s’affranchir de l’utilisation de la ge´ome´trie diffe´rentielle classique
(sur des varie´te´s de Rk), et autorise l’utilisation de transformations non locales.
Remarque 5.16 Selon la terminologie introduite dans [16], le syste`me (5.6) muni de la sortie y
ainsi de´finie est appele´ “syste`me plat”; la sortie (fictive) y est appele´e sortie“plate”ou“line´arisante”.
Remarque 5.17 Lorsque le syste`me (5.6) est line´aire invariant (de dimension finie), une sortie
line´aire plate y peut eˆtre obtenue tre`s simplement a` partir de la formulation symbolique entre´e-sortie
du syste`me : z = N(p)D(p)u, les polynoˆmes N ,D ∈ R[p] e´tant premiers entre eux (commandabilite´ du
3Les entiers νi de´signent les indices de commandabilite´ associe´s a` (5.7)
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syste`me). En effet, d’apre`s le the´ore`me de Be´zout, il existe deux polynoˆmes P,Q ∈ R[p] tels que
PN +QD = 1 ; en posant y := P (p)z +Q(p)u, on de´duit alors par un calcul tre`s simple [17] :
u = D(p)y, z = N(p)y,
ce qui, pre´cise´ment, signifie que u et z s’expriment en fonction des quantite´s y, ∂ty, ..., ∂kt y. On
notera que du seul point de vue alge´brique, le meˆme re´sultat peut eˆtre formellement obtenu sur la
variable symbolique p˜ := p−1 en posant : N˜(p
−1)
D˜(p−1)
= N(p)D(p) tel que N˜ , D˜ ∈ R[p˜] (toujours possible),
avec P˜ , Q˜ ∈ R[p˜] tels que N˜ P˜ + D˜Q˜ = 1 : la localite´ des ope´rateurs4 n’apparaˆıt donc aucunement
comme une ne´cessite´ en soi.
Remarque 5.18 On notera que la line´arisation par retour d’e´tat, base´e sur des proprie´te´s alge´-
briques contraignantes, ne peut eˆtre prolonge´e aux syste`mes de dimension infinie ou aux syste`mes
non re´guliers. En particulier, les expressions (5.9,5.10,5.11) ne sont plus valides lorsque νi = ∞,
les ope´rateurs A,B,C devenant alors essentiellement non locaux.
Cas des syste`mes line´aires
Dans le cadre des syste`mes line´aires (de dimension finie ou non), la parame´trisation ope´rato-
rielle n’apporte pas d’ame´lioration substantielle (de`s lors que les ope´rateurs line´aires dynamiques
implique´s peuvent eˆtre conside´re´s comme nume´riquement re´solubles).
De fac¸on ge´ne´rale, les syste`mes diffe´rentiels line´aires de condition initiale x0 peuvent s’e´crire5 :
H(t, ∂t)x = x0 · δt0 +Bu, x|R− = 0,
avec H(t, ∂t) = ∂t − A(t), d’inverse6 H(t, ∂t)−1 causal, de sorte que x = H(t, ∂t)−1(x0 · δt0 + Bu).
Soit un ope´rateur A : (u, x0, x) 7→ y = (Cx, x0)T tel que dimCx(t) = dimu(t) < ∞. Alors y peut
eˆtre exprime´ en fonction de u et x0 seulement :
y =
(
C H(t, ∂t)−1(x0 · δt0 +Bu), x0
)
=
(
K(t, ∂t)u+ C H(t, ∂t)−1(x0 · δt0), x0
)
;
si l’ope´rateur K(t, ∂t) := C H(t, ∂t)−1B est inversible et d’inverse continu, alors l’ope´rateur A
de´finit une sortie parame´trique, avec parame´trage de´fini par :
x0 = y2,
u = B(y) = K(t, ∂t)−1(y1 − C H(t, ∂t)−1(y2 · δt0)),
x = C(y) = H(t, ∂t)−1B[K(t, ∂t)−1(y1 − C H(t, ∂t)−1(y2 · δt0))].
Remarque 5.19 Ni la commandabilite´ ni l’observabilite´ ne sont ne´cessaires pour que l’ope´rateur
K(t, ∂t) soit inversible et donc pour que la sortie A(u, x0, x) puisse eˆtre parame´trique. Ainsi par
exemple, pour le syste`me (non commandable) :{
x˙1 = λx1 + u, x1(0) = x10
x˙2 = λx2 + u, x2(0) = x20,
la sortie y = A(u, x0, x) := (x2, x0) (pour laquelle le syste`me est non observable) est parame´trique,
l’ope´rateur K(t, ∂t) = (∂t − λ)−1 e´tant clairement inversible et d’inverse (∂t − λ) continu dans
C∞+ (R) = {f ∈ C∞(R), f |R− = 0}.
4Rappelons que le symbole p−1 est celui de l’inte´grateur (ope´rateur non local) ∂−1t .
5NB : dans le cas d’e´quations aux de´rive´es partielles, H(t, ∂t) = H(t, ∂t, z,∇z), z ∈ Ω ⊂ Rn.
6Le cadre de re´fe´rence est une alge`bre d’ope´rateurs causaux sur un espace topologique de fonctions sur R+t .
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Exemple 5.20 Conside´rons le syste`me dynamique dans X = R2 (NB : les quantite´s a1, a2 peuvent
eˆtre des fonctions de t) :
(S)
{
x˙1 = x2, x1(0) = x10 ∈ R
x˙2 = a1 x1 + a2 x2 + u, x2(0) = x20 ∈ R, (5.12)
avec u ∈ U = C∞(R+).
1. L’ope´rateur A : x ∈ C∞(R+;R2) 7→ y := x1 ∈ C∞(R+) de´finit une sortie parame´trique pour
(S), le parame´trage s’exprimant (d’apre`s u = x¨1 − a1 x1 − a2 x˙1) :
u = B(y) = ∂2t y − a2 ∂ty − a1 y,
x = C(y) = (y, ∂ty)T .
Dans cet exemple, les ope´rateurs A,B,C sont locaux.
2. L’ope´rateur A : x 7→ y := (x2, x1(0)) ∈ C∞(R+) × R ↪→C∞(R+;R2) de´finit e´galement
une sortie parame´trique pour (S) ; en effet, en notant ∂−1t l’inverse causal de ∂t, le parame´trage
s’exprime :
u = B(y) = ∂ty1 − a2 y1 − a1 y2 − a1 ∂−1t y1,
x = C(y) = (y2 + ∂−1t y1, y1)
T ;
Dans cet exemple (et les trois suivants), les ope´rateurs A,B,C sont non locaux (on notera que
les espaces R et R2 ne sont pas isomorphes). Au plan nume´rique, les e´valuations de ∂ty et ∂−1t ont
des couˆts e´quivalents, l’ope´rateur non local ∂−1t admettant la re´alisation locale : ∂tz = y, y(t0) = 0,
qui permet l’inte´gration re´cursive : z˜(t +∆t) = z˜(t) + ∆t y(t). Il en est de meˆme pour ∂2t et ∂
−2
t ,
etc.
3. Si X ⊂ X0 := {x ∈ C∞(R+;R2); x(0) = x0} (i.e., plus prosa¨ıquement : dans le mode`le (5.12),
la condition initiale est fixe´e, suppose´e connue), alors l’ope´rateur A : x 7→ y = x2 ∈ C∞(R+) de´finit
e´galement une sortie parame´trique pour (S), le parame´trage s’exprimant :
u = B(y) = ∂ty − a2 y − a1 ∂−1t y − a1 x10,
x = C(y) = (∂−1t y + x10, y)
T .
4. L’ope´rateur7 A : x 7→ y = (∂tx2, x1(0), x2(0)) ∈ C∞(R+) × R2↪→C∞(R+;R3) de´finit e´gale-
ment une sortie parame´trique pour (S), le parame´trage s’exprimant :
u = B(y) = y1 − a1 y2 − (t a1 + a2) y3 − a2 ∂−1t y1 − a1 ∂−2t y1,
x = C(y) = (y2 + t y3 + ∂−2t y1, y3 + ∂
−1
t y1)
T .
5. On peut montrer que l’ope´rateur8 (non line´aire) A : x ∈ X0 7→ y = (∂
1
2
t x2)
3 ∈ C∞(R+)
de´finit e´galement une sortie parame´trique pour (S), le parame´trage s’exprimant :
u = B(y) = ∂
3
2
t y
1
3 − a2 ∂
1
2
t y
1
3 − a1 ∂−
1
2
t y
1
3 ,
x = C(y) = (∂
− 1
2
t y
1
3 , ∂
1
2
t y
1
3 )T .
7L’ope´rateur ∂t : C
∞(R+t )→ C∞(R+t ) est ici de´fini par : (∂tx)(t) = dx(t)dt ∀t > 0, (∂tx)(0) = lim
t→0+
(∂tx)(t).
8Les ope´rateurs ∂
− 12
t , ∂
1
2
t et ∂
3
2
t sont ici de´finis respectivement par :
∀t > 0, (∂−
1
2
t x)(t) =
∫ t
0
x(s) ds√
pi(t−s) , (∂
1
2
t x)(t) = [∂t(∂
− 12
t x)](t), (∂
3
2
t x)(t) = [∂
2
t (∂
− 12
t x)](t);
on ve´rifie alors que l’ope´rateur ∂
1
2
t ainsi de´fini (sur X0) est injectif et donc que les ope´rateurs ∂
1
2
t et ∂
− 12
t sont inverses
l’un de l’autre.
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A titre d’illustration, une re´alisation diffusive des ope´rateurs B et C de´finis ci-dessus est donne´e
par : 
∂tψ = −ξ ψ + ∂2t y
1
3 , ψ(0) = 0
B(y) =< µ 1
2
− a2 ⊗ µ 3
2
− a3 ⊗ µ 5
2
, ψ >
C(y) = (< µ 5
2
, ψ >,< µ 3
2
, ψ >)T ,
ou` µα(ξ) =
sin(piα)
pi pf
1
ξα [35].
Pendule simple avec frottements secs (mode`le de Coulomb)
On conside`re l’inclusion diffe´rentielle dans X = R2 :
(S)
{
x˙1 = x2, x1(0) = x10
x˙2 + sinx1 + λh(x2) 3 u, x2(0) = x20,
(5.13)
ou` λ > 0 et h est la fonction multivoque :
h(x) = signe(x) si x 6= 0, h(0) = [−1, 1].
Il est connu que ce mode`le est bien pose´ si u est borne´e [46].
Proposition 5.21 La sortie A : x 7→ y = x1 est parame´trique pour (S), avec :
Y = {y ∈W 2,∞(0, T ), (∂ty)−1 (0) de mesure nulle dans [0, T ]},
U = ∂2t Y + sin(Y) + λ signe(∂tY) ⊂ L∞(0, T ),
X = Y × ∂tY ⊂W 2,∞(0, T )×W 1,∞(0, T );
ces varie´te´s e´tant munies des topologies induites respectivement par W 2,∞(0, T ), L∞(0, T )∗-faible,
W 2,∞(0, T )×W 1,∞(0, T ). Le parame´trage s’exprime :
u = B(y) = ∂2t y + sin y + λ signe(∂ty), (5.14)
x = C(y) = (y, ∂ty)T .
Preuve. 1. A est continu du fait que l’application projection x 7→ x1 est continue.
2. C : Y →W 2,∞(0, T )×W 1,∞(0, T ) est continu car ∂t :W 2,∞ →W 1,∞ est continu.
3. Montrons que B : Y → L∞(0, T )∗-faible est continu. D’une part y 7→ ∂2t y+sin y est clairement
continue de W 2,∞(0, T ) dans L∞(0, T ) et donc de Y dans L∞(0, T )∗-faible. D’autre part, l’ope´rateur
∂t e´tant continu de W 2,∞(0, T ) dans W 1,∞(0, T ), il suffit d’e´tablir la continuite´ de l’ope´rateur
statique signe : Z⊂W 1,∞(0, T )→ L∞(0, T )∗-faible ou`
Z = {z ∈W 1,∞(0, T ), z−1(0) de mesure nulle dans [0, T ]};
celle-ci de´coule du the´ore`me 1.3.13. et de la continuite´ de l’injection W 1,∞(0, T ) ↪→ L∞(0, T ).
Remarque 5.22 On ve´rifie de meˆme que A : x 7→ y = x2 est e´galement parame´trique pour (S),
avec Y ⊂W 1,∞(0, T ).
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Remarque 5.23 La varie´te´ Y pre´ce´demment de´finie exclut les solutions (u, x) telles que x2 =
0 sur un ensemble de mesure non nulle. Pour les solutions ne ve´rifiant pas cette proprie´te´, sur
l’ensemble Iy ⊂ [0, T ] ou` ∂ty = 0, la valeur de u peut eˆtre indiffe´remment choisie dans sin y+λ[−1, 1]
(car on a alors ne´cessairement x˙ = 0 ∀u(t) ∈ sin y + λ[−1, 1]) : le syste`me est immobile (en
particulier, la valeur u(t) = B(y(t)) = ∂2t y(t) + sin y(t) + λ signe(∂ty(t)) = sin y(t), constante
sur tout intervalle dans Iy, convient). Pour prendre aise´ment en compte ces solutions, il suffit de
conside´rer le changement de temps de´fini par dϕdt = signe(|x2|) ; relativement a` cette horloge, le
syste`me (S) s’e´crit presque partout comme une e´quation diffe´rentielle :
dx˜1
dτ
= x˜2, x˜1(0) = x10
dx˜2
dτ
+ sin x˜1 + λh(x˜2) = x˜, x˜2(0) = x20,
τ -pp
avec, par construction, x˜−12 (0) de mesure nulle dans ϕ([0, T ]), du fait que le temps τ est arreˆte´
lorsque x2 = 0 sur Iy. Il est ensuite possible d’inse´rer des portions de trajectoires immobiles, sans
conse´quence sur les proprie´te´s topologiques, celles-ci e´tant relative au temps τ . La continuite´ de
l’ope´rateur B de´fini sur Y =W 2,∞(0, T ) se de´duit en effet de celle de l’ope´rateur B˜ associe´ a` (Sτ )
et de celle de l’isome´trie :
L∞(0, T ) → L∞(0, ϕ(T ))
z 7→ z ◦ ϕ−1.
Pendule simple avec saturation et/ou zones mortes
Soit le syste`me dynamique dans X = R2 :
(S)
{
x˙1 = x2, x1(0) = x10
x˙2 = − sinx1 − sat(x2) + u, x2(0) = x20 ,
ou` :
sat(x2) =

x2 si − 1 < x2 < 1
1 si x2 > 1
−1 si x2 < −1
La sortie A : x 7→ y = x1 est parame´trique pour (S), le parame´trage e´tant donne´ par :
Y = H2(0, T ),
u = B(y) = sin y + sat(∂ty) + ∂2t y, x2 = ∂ty.
La meˆme conclusion a lieu pour y = A(x) = x2, avec :
Y = H1(0, T )
B(y) = sin(∂−1t y + x20) + sat(y) + ∂ty.
La meˆme conclusion a lieu pour x˙2 = − sinx1 + sat(−sat(x2) + u), y = A(x) = x1, avec :
Y = {y ∈W 2,∞(0, T ); −1 6 ∂2t y + sin y 6 1}
B(y) = sin y + sat(∂ty) + ∂2t y.
D’autres types de non-line´arite´s non re´gulie`res, telles les classiques fonctions “zones mortes”
de´finies par g(ξ) = ξ − η si ξ > η, g(ξ) = ξ + η si ξ < −η, g(ξ) = 0 si −η < ξ < η, peuvent eˆtre
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aborde´s de la meˆme manie`re. Ainsi, pour le pendule simple avec x˙2 = − sinx1−λg(x2)+u, y = x1
est une sortie parame´trique pour le syste`me, le parame´trage e´tant donne´ par u = ∂2t y + sin y +
λg(∂ty). De meˆme, pour x˙2 = − sinx1 + g(u), les sorties y1 = x1, y2 = − sinx1 + g(u) sont toutes
deux parame´triques, le parame´trage e´tant obtenu respectivement par (NB : g−1 est une fonction
discontinue en 0, avec, par convention, g−1(0) = 0) :
u = g−1(∂2t y + sin y),
x = (∂−2t y + x10 + t x10 , ∂
−1
t y + x20)
T , u = g−1(y + sin(∂−2t y + x10 + t x10));
la continuite´ de B pour des topologies ade´quates a lieu, en vertu du the´ore`me 2.6, respectivement
si y est choisie telle que :
∂2t y + sin y 6= 0 t-pp sur [0, T ],
y + sin(∂−2t y + x10 + t x10) 6= 0 t-pp sur [0, T ].
Syste`mes non locaux
Tous les exemples de parame´trage pre´ce´dents restent formellement valides si on remplace les ope´-
rateurs ∂t, ∂−1t par des ope´rateurs non locaux 9 Hi(∂t), Hi(∂t)−1 respectivement. Dans ce contexte
ge´ne´ral, il peut eˆtre judicieux, pour la recherche d’une sortie parame´trique, de rassembler toutes
ou certaines des composantes line´aires du syste`me dans l’ope´rateur H(∂t). Ainsi par exemple, pour
le syste`me : {
H1(∂t)x1 = A11x1 +A
2
1x2
H2(∂t)x2 = A22x+ f2(x1) + u,
aucune sortie parame´trique n’apparaˆıt de fac¸on e´vidente ; or, sous la forme suivante, e´quivalente en
posant H˜1(∂t) := H1(∂t)−A11, H˜2(∂t) := H2(∂t)−A22 :{
H˜1(∂t)x1 = A21x2
H˜2(∂t)x2 = f2(x1) + u,
la sortie y = f2(x1) + u est clairement parame´trique, le parame´trage e´tant donne´ par :
x2 = H˜2(∂t)−1y, x1 = H˜1(∂t)−1A21x2(y), u = y − f2(x1(y)).
Plus ge´ne´ralement, pour le syste`me : H(∂t)x = Ax+ (0, f2(x1) + u)
T , la sortie y = f2(x1) + u
est parame´trique : cela apparaˆıt clairement en posant H˜(∂t) := H(∂t)−A, le syste`me s’exprimant
alors : H˜(∂t)x = (0, y)T , et le parame´trage : x = H˜(∂t)−1(0, y)T , u = y − f2(x1(y)).
5.2 E´quation parame´trique
Dans la de´finition de la notion de parame´trage, la relation z = Q(y) de (5.2) peut eˆtre vue
comme une e´quation (re´solue) liant le parame`tre y a` la solution z du mode`le Φ = 0. Il peut
s’ave´rer utile, sinon indispensable dans certains cas, de poser le proble`me de la parame´trisation
en un sens affaibli, en n’imposant pas a priori le caracte`re re´solu de cette relation entre y et z,
mais en permettant au contraire l’e´criture de celle-ci sous forme implicite. Ceci motive la de´finition
suivante.
9Suppose´s, au moins nume´riquement, bien de´termine´s, par exemple via une re´alisation diffusive.
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(e´quation ou mode`le parame´trique) Ψ(y, z) = 0 ⇔ z = Q(y)
⇓
(e´quation ou mode`le d’e´tat) Φ(u, x) = 0 ⇔ x = F(u).
Fig. 5.4 – Liens entre e´quation parame´trique, parame´trage et mode`le.
De´finition 5.24 Soient Y une varie´te´, P un espace vectoriel topologique et Ψ : Y × Z → P un
ope´rateur. L’e´quation dans Y × Z :
Ψ(y, z) = 0 (5.15)
est dite e´quation parame´trique pour (5.1a) si et seulement si cette e´quation est bien pose´e par
rapport a` y et si :
∀ (y, z) ∈ Y × Z, Ψ(y, z) = 0⇒ Φ(z) = 0. (5.16)
Une e´quation parame´trique constituant un proble`me bien pose´ par rapport a` y, la correspon-
dance y 7→ z est continue et laisse entrevoir, du fait de la relation (5.16), un parame´trage sous-jacent
a` l’e´quation parame´trique. C’est l’objet de la proposition suivante.
Proposition 5.25 Une e´quation de la forme (5.15) est parame´trique pour (5.1a) si et seulement
s’il existe un parame´trage (Q,Y) de (5.1a) tel que :
∀ (y, z) ∈ Y × Z, Ψ(y, z) = 0⇔ z = Q(y). (5.17)
Preuve. Si Ψ(y, z) = 0 est une e´quation parame´trique, alors elle est bien pose´e par rapport a` y sur
Y × Z ; il existe donc, par de´finition, un ope´rateur Q : Y → Z continu ve´rifiant (5.2) donc (Q,Y)
est un parame´trage.
Re´ciproquement, s’il existe un parame´trage (Q,Y) ve´rifiant (5.17), alorsΨ = 0 est par de´finition
bien pose´.
Ainsi, une e´quation parame´trique de´finit un parame´trage (Q,Y). En particulier, si l’ope´rateurQ
ainsi de´fini re´alise un home´omorphisme entre Y et graphe(F), l’e´quation parame´trique est comple`te
(i.e. le parame´trage qu’elle de´finit est complet).
Remarque 5.26 Les proprie´te´s e´tablies dans le paragraphe 5.1 s’appliquent aux e´quations para-
me´triques comple`tes.
Une e´quation parame´trique s’interpreˆte donc comme un nouveau mode`le, d’entre´e y et d’e´tat
z ; on peut en ce sens parler d’une augmentation d’e´tat du fait que z = (u, x). En de´pit de cette
apparente complexification, il peut arriver que le proble`me obtenu apre`s parame´trage soit plus
simple que le proble`me initial, notamment si l’e´quation parame´trique est re´soluble (e´ventuellement
nume´riquement) a` couˆt re´duit par rapport au mode`le initial.
Bien qu’un e´quation parame´trique soit a priori implicite, on prendra soin de noter que, en
pratique, meˆme si elle ne peut eˆtre entie`rement re´solue, il peut arriver que celle-ci prenne la forme
de´couple´e : {
Ψ1(y, u) = 0
Ψ2(y, x) = 0,
dans laquelle le parame`tre y joue le roˆle d’entre´e. Comme cela a e´te´ signale´ pre´ce´demment concer-
nant les parame´trages re´solus de la forme :{
u = B(y)
x = C(y),
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une telle formulation peut s’ave´rer inte´ressante pour re´soudre les proble`mes dynamiques portant
essentiellement sur l’e´tat x, la relation Ψ2(y, x) = 0 pouvant avantageusement se substituer au
mode`le initial.
Les propositions qui suivent sont utiles pour la constructions concre`te de parame´trages.
Proposition 5.27 Si Ψ = 0 est une e´quation parame´trique pour (5.1a), alors pour toute transfor-
mation home´omorphe S : Z → Z˜, l’e´quation Ψ˜ = 0 avec Ψ˜(y, z˜) := Ψ(y,S−1(z˜)) est une e´quation
parame´trique pour le mode`le Φ˜(z˜) := Φ ◦ S−1(z˜) = 0.
En notant (Q,Y) le parame´trage de´fini par Ψ = 0, le parame´trage de´fini par Ψ˜ = 0 est alors
(S ◦Q,Y).
Preuve. L’e´quation Ψ˜(y, z˜) = 0 est bien pose´e par rapport a` y car :
Ψ˜(y, z˜) = 0 ⇔ Ψ(y,S−1(z˜)) = 0⇔ S−1(z˜) = F (y)
⇔ z˜ = (S ◦ F) (y)
avec S ◦ F continue. De plus, comme Ψ = 0 est une e´quation parame´trique pour Φ = 0, on a :
∀ (y, z˜) ∈ Y × Z˜, Ψ˜(y, z˜) = 0⇔ Ψ(y,S−1(z˜)︸ ︷︷ ︸)
∈Z
= 0⇒ Φ(S−1(z˜)) = 0,
donc Ψ˜ = 0 est une e´quation parame´trique de Φ˜ = 0.
Le meˆme raisonnement sur le parame´trage (Q,Y) de´fini par Ψ = 0 conduit au second re´sultat.
Cette proposition permet de de´duire une e´quation parame´trique pour un mode`le a` partir de
la connaissance d’une e´quation parame´trique d’une transformation home´omorphe de ce mode`le ; il
sera notamment utilise´ dans le chapitre 8. Un re´sultat semblable peut eˆtre e´tabli concernant une
application sur la varie´te´ du parame´trage.
Proposition 5.28 Soit S : Y˜ → Y un ope´rateur continu, et Ψ = 0 est une e´quation parame´trique
de (5.1a). Alors l’e´quation Ψ˜ = 0 avec Ψ˜(y˜, z) := Ψ(S(y˜), z) est une e´quation parame´trique (pour
le meˆme mode`le).
En notant (Q,Y) le parame´trage de´fini par Ψ = 0, le parame´trage associe´ a` Ψ˜ = 0 est alors
(Q ◦ S, Y˜).
Preuve. L’e´quation Ψ˜(y˜, z) = 0 est bien pose´e par rapport a` y˜ car :
Ψ˜(y˜, z) = 0⇔ Ψ(S(y˜), z) = 0⇔ z = F (S(y˜)) ,
avec F ◦ S continue. De plus, comme Ψ = 0 est une e´quation parame´trique pour Φ = 0, on a :
∀ (y˜, z) ∈ Y˜ × Z, Ψ˜(y˜, z) = 0⇔ Ψ(S(y˜)︸︷︷︸
∈Y
, z) = 0⇒ Φ(z) = 0,
donc Ψ˜ = 0 est une e´quation parame´trique de Φ = 0.
Le meˆme raisonnement sur le parame´trage (Q,Y) de´fini par Ψ = 0 conduit au second re´sultat.
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Remarque 5.29 Dans la dernie`re proposition, la surjectivite´ de S n’est a priori pas requise ; il
faut cependant noter que si S est non surjective, le parame´trage obtenu apre`s transformation ne
peut eˆtre complet (meˆme si le parame´trage initial l’e´tait). En effet, on a dans ce cas :
S(Y˜)  Y,
et donc :
Q˜
(
Y˜
)
 Q (Y) ⊆ graphe(F);
Q˜ ne peut donc pas eˆtre un home´omorphisme entre Y˜ et graphe(F).
Remarque 5.30 L’e´quation parame´trique (5.15) e´tant de structure similaire a` (5.1a), il est pos-
sible d’envisager de parame´trer a` son tour (5.15), et ainsi de suite.
5.3 Parame´trisation partielle
On conside`re un mode`le de la forme :
(S1) Φ1(u, x1, x2) = 0, (u, x2) ∈ U × X2, x1 ∈ X1,
suppose´ bien pose´ par rapport a` (u, x2). On a alors le re´sultat formel suivant, permettant la construc-
tion d’un parame´trage de tout syste`me bien pose´ dont (S1) serait un sous-syste`me.
Proposition 5.31 Soit (Q1,Y1) un parame´trage de (S1). Soit e´galement le syste`me, bien pose´ par
rapport a` u :
(S)
{
Φ1(u, x1, x2) = 0
Φ2(u, x1, x2) = 0
, u ∈ U , (x1, x2) ∈ X1 ×X2.
Alors,
(
Q1,Q−11 (graphe(F))
)
de´finit un parame´trage de (S). Celui-ci est de plus complet si (Q1,Y1)
est complet pour (S1).
Preuve. On note Z := U × X1 ×X2. Le syste`me (S1) bien pose´ par rapport a` (u, x2), i.e. il existe
F1 : U × X2 → X1 continu tel que ∀(u, x1, x2) ∈ Z,
Φ1(u, x1, x2) = 0⇔ x1 = F1 (u, x2) .
(Q1,Y1) est un parame´trage de (S1) (et donc de la varie´te´ graphe(F1)) :
∀ (y1, u, x1, x2) ∈ Y1 ×Z, (u, x1, x2) = Q(y1) =⇒ Φ1(u, x1, x2) = 0.
Le syste`me (S) bien pose´ par rapport a` u, donc il existe F : U → X1 × X2 continu tel que
∀(u, x1, x2) ∈ Z,
Φ(u, x1, x2) = 0⇔ (x1, x2) = F1 (u) .
En particulier, graphe(F) est une sous-varie´te´ de graphe(F1), donc Y := Q−11 (graphe(F)) ⊂ Y1, et
∀ (y, u, x1, x2) ∈ Y × Z, (u, x1, x2) = Q1(y) =⇒ Φ1(u, x1, x2) = 0,
ce qui montre que (Q,Y) est un parame´trage de (S).
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Fig. 5.5 – Repre´sentation d’un parame´trage de sous-syste`me.
Si de plus Q1 est un home´omorphisme entre Y1 et graphe(F1), il re´alise, par construction, un
home´omorphisme entre Y et graphe(F) : le parame´trage est donc complet.
Ainsi, un parame´trage d’un sous-syste`me (S1) induit trivialement un parame´trage du syste`me
complet (S). Notons que ce re´sultat est en soi purement formel, la varie´te´ Y = Q−1(graphe(F)) e´tant
en ge´ne´ral inconnue. Ceci sugge`re un affaiblissement de la notion de parame´trage, dans l’optique
d’une re´solution partielle du mode`le en construisant un parame´trage, indexe´ par x2, du sous-mode`le
Φ1 = 0 (i.e. de graphe(F1)).
La notion de “parame´trisation partielle” centre´e sur un sous-mode`le10 de Φ = 0 et dont le
principe formel est de´crit ci-apre`s, permet de re´soudre partiellement un mode`le, a` de´faut de pouvoir
le re´soudre totalement par parame´trage.
De´finition 5.32 Le couple (Q1,Y1) est un parame´trage partiel du syste`me (Φ1,Φ2)T = 0 si et
seulement si :
– (Q1,Y1) est un parame´trage du sous-syste`me Φ1 = 0,
– il existe une varie´te´ Y telle que Y1 ⊂ Y × X 2.
De manie`re plus concre`te, on conside`re le mode`le (S) pre´ce´demment introduit de´fini par Φ =
(Φ1,Φ2)T : {
Φ1(u, x1, x2) = 0
Φ2(u, x1, x2) = 0.
(5.18)
Les e´le´ments de Y1 sont de la forme y1 = (x2, y) ∈ X2 × Y ; on a donc :
(u, x1, x2) = Q1(y1) = Q1(y, x2)⇒ Φ1(u, x1, x2) = 0.
10Suppose´ bien pose´.
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En posant :
Φ˜2(x2, y) := Φ2 ◦Q1(y, x2),
on obtient donc le “mode`le partiellement re´solu” :{
Φ˜2(y, x2) = 0
(u, x1, x2) = Q1(y, x2),
(5.19)
tel que si (y, x2) est solution de (5.19), alorsd (u, x1, x2) est solution de (5.18). Apre`s parame´trisation
partielle, les variables de mode`le sont donc y et x2, le mode`le e´tant re´duit a` Φ˜2 = 0 et l’ope´rateur
Q1 apparaissant comme un simple ope´rateur de sortie. Ainsi, le proble`me dynamique (5.1a-5.1b)
est ramene´ a` : {
Φ˜2(y, x2) = 0
P˜(y, x2) = 0,
(y, x2) ∈ Y1.
Enfin, conside´rons l’ope´rateur F˜2 (implicite) donnant la solution de Φ˜2 = 0, c’est-a`-dire :
x2 = F˜2(z)⇔ Φ˜2(y, x2) = 0. On a alors :
Proposition 5.33 (Q1, graphe(F˜2)) est un parame´trage de Φ = 0.
Preuve. ∀y1 ∈ graphe(F˜2), (u, x1, x2) = Q1(y1, F˜2(y1))⇒ Φ(u, x1, x2) = 0.
En d’autres termes, c’est la re´solution de la partie non re´solue de (5.19), a` savoir l’e´quation
Φ˜2(y, x2) = 0,
qui de´termine une sous-varie´te´ de Y1 sur laquelle le parame´trage partiel devient un parame´trage
du mode`le (5.18).
Remarque 5.34 Une autre manie`re d’aborder la parame´trisation partielle, et, surtout, de la mettre
en œuvre concre`tement, est de l’interpre´ter comme une parame´trisation du sous-mode`le Φ1 = 0
indexe´e par la variable x2 (en somme une famille de parame´trisation indexe´e par x2). En effet, soit
x2 ∈ X2 fixe´ ; alors l’ope´rateur :
Q1(·, x2) : Yx2 → Z
ou` Yx2 := (Y × {x2}) ∩ Y1, est un ope´rateur de parame´trage pour l’e´quation (a` x2 fixe´) :
Φ1(u, x1, x2) = 0, u ∈ U , x1 ∈ X1,
ceci en vertue du fait que ∀y ∈ Yx2, on a (par de´finition du parame´trage partiel) :
(u, x1, x2) = Q1(y, x2)⇒ Φ1(u, x1, x2) = 0.
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Fig. 5.6 – Repre´sentation des varie´te´s et ope´rateurs en jeu dans une parame´trisation partielle.
En re´pe´tant le processus de parame´trisation partielle sur la partie non re´solue de (5.19), on peut
ainsi acce´der a` une parame´trisation non triviale du mode`le complet. En effet, conside´rons (Q˜2,Y2)
un parame´trage de Φ˜2 = 0, soit :
∀y2 ∈ Y2, (y, x2) = Q˜2(y2)⇒ Φ˜2(y, x2) = 0;
alors, on a :
∀y2 ∈ Y2, (u, x1, x2) = Q1 ◦ Q˜2(y2)⇒ (Φ1,Φ2)T (u, x1, x2) = 0,
c’est-a`-dire, en posant Q := Q1 ◦ Q˜2, le couple (Q,Y2) est un parame´trage de Φ = 0.
Deuxie`me partie
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Chapitre 6
Analyse d’un mode`le singulier de
front de flamme sphe´rique
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Dans [25], Joulin propose un mode`le pour l’e´volution d’un front de flamme sphe´rique ; celui-ci
pre´sente plusieurs difficulte´s : il est non local, implicite et singulier. Ainsi, l’e´tude et la simulation
d’un tel mode`le sont des proble`mes de´licats.
On montre dans ce chapitre qu’une succession de transformations adapte´es permet d’e´liminer
ces proble`mes et d’aboutir a` des formulations naturelles du mode`le, pre´sentant des proprie´te´s inte´-
ressantes tant du point de vue de l’analyse que de la simulation nume´rique, voire du controˆle (non
aborde´ ici).
6.1 Mode`le conside´re´
Le mode`le propose´ par Joulin pour l’e´volution d’un front de flamme sphe´rique est donne´ par le
syste`me (adimensionnalise´) : {
1
2 x ∂
1
2
t x = x lnx+ u, t > 0
x(0+) = 0, u > 0, x > 0,
(6.1)
x repre´sentant le rayon d’une flamme amorce´e par une e´tincelle de´crite par la trajectoire u. Dans
[25], les auteurs analysent ce mode`le et e´tablissent notamment sa nature bien pose´ au moyen de
techniques base´es sur des re´sultats de type point fixe. La pre´sence combine´e d’un ope´rateur non
local d’une part, d’un point singulier d’autre part, rend la simulation et l’analyse d’un tel mode`le
particulie`rement difficile.
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Par transformation de ce mode`le par repre´sentation diffusive via le contour γ(ξ) = − |ξ|, on
obtient le mode`le suivant1 : x ∂tψ(t, ξ) = − |ξ| ψ + x ln (x) + u, ψ(0, ξ) = 0x =< µ,ψ >= ∫
R
1
pi
√
|ξ| ψ(., ξ) dξ.
(6.2)
Bien qu’avantageux a` plusieurs e´gards par rapport a` (6.1), notamment du point de vue de la
construction de sche´mas nume´riques du fait de sa nature locale, ce mode`le demeure singulier a`
l’origine, ce qui rend son analyse de´licate et conduit en outre a` des difficulte´s nume´riques, particu-
lie`rement au de´marrage du processus.
6.2 Transformation du mode`le par changement de temps et ana-
lyse
6.2.1 Changement de temps
Le mode`le (6.2) entre dans le cadre de la section 4.3.3, avec g(t, u, x) = 1x . Par la transformation
de changement de temps :
S∂−1t 1x
: v 7→ v˜ := v ◦
(
∂−1t
1
x
)−1
,
on obtient le mode`le e´quivalent a` (6.2) : ∂τ ψ˜ = −x˜ |ξ| ψ˜ + x˜ ln(x˜) + u˜, ψ˜(0, ξ) = 0x˜ = ∫
R
1
pi
√
|ξ| ψ˜(·, ξ) dξ,
(6.3)
la correspondance entre t et τ e´tant de´finie par :
∂τ t = x˜. (6.4)
Le mode`le (6.3) ne pre´sente plus de singularite´ a` l’origine (il est ne´anmoins fortement non line´aire a`
cause de la fonction non lipschitzienne x lnx). Pour cette raison, l’horloge τ se re´ve`le eˆtre un temps
naturel pour ce syste`me physique. En particulier, lors de simulations nume´riques, alors que le temps
t doit eˆtre discre´tise´ de manie`re extreˆmement fine au voisinage de l’instant initial (a` cause de la
singularite´), une discre´tisation uniforme et relativement grossie`re du temps τ s’ave`re suffisante,
l’horloge propre s’adaptant aux besoins du syste`me. En effet, la relation (6.4) traduit une variation
de la vitesse de de l’horloge τ qui est fonction de la valeur du rayon x˜ : celle-ci est plus rapide lorsque
x est proche de 0 (i.e. ∆τ repre´sente un “petit” intervalle ∆t), et plus lente lorsque x˜ grandit (les
pas ∆t correspondants sont alors plus grands).
Cette horloge pre´sente e´galement l’inte´reˆt de“suivre” l’e´volution du syste`me. En effet, si le rayon
de la flamme retombe a` ze´ro (i.e : la flamme s’e´teint), le phe´nome`ne physique s’arreˆte brutalement.
Lors de simulation en temps t, il est ne´cessaire d’effectuer cet arreˆt manuellement lorsque x devient
ne´gatif, contrairement a` la simulation en temps propre qui rejette cet instant a` l’infini (i.e. t(τ)
n’e´volue plus lorsque x˜ tombe a` ze´ro, d’apre`s (6.4)).
1Le γ-symbole µ de l’ope´rateur 2∂
− 12
t est dans L
1
loc(R) et est donne´ par [35] :
µ(ξ) =
1
pi
√|ξ| > 0.
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A noter que la formulation (6.3) a permis notamment de re´aliser des simulations nume´riques
pre´cises utilise´es pour valider une me´thode d’identification introduite dans [9], les simulations du
mode`le singulier entraˆınant une erreur d’identification syste´matique au voisinage de ze´ro. Certains
re´sultats nume´riques de simulation sont donne´s en section 6.3.
Remarque 6.1 Le mode`le (6.3) peut, au moyen d’un changement de variable, se ramener a` l’e´qua-
tion de la chaleur. En effet, en posant :
2piζ := signe(ξ)
√|ξ|,
Θ˜(τ , ζ) := ψ˜
(
τ , 4pi2ζ2
)
,
l’e´quation (6.3) s’e´crit :
∂τ Θ˜ = − 4pi2ζ2 Θ˜ + x˜ ln(x˜) + u˜, Θ˜(0, ζ) = 0. (6.5)
Par application de la transformation de Fourier inverse F−1 (par rapport a` la seconde variable)
a` (6.5), en notant θ˜(τ , .) := F−1 Θ˜(τ , .) et z la variable primale de ζ, on obtient l’e´quation aux
de´rive´es partielle :
∂τ θ˜ = ∂2z θ˜ + (x˜ ln(x˜) + u˜)⊗ δ, θ˜(0, z) = 0,
la relation de sortie donnant x˜ s’exprimant alors2 :
x˜ =
∫
R
1
pi
√|ξ| ψ˜ (τ , ξ) dξ =
∫
R
4 ̂˜ψ (τ , 4pi2ζ2) dζ
=
∫
R
4 Θ˜ (τ , ζ) dζ = 4 θ˜ (τ , 0) .
On a finalement le mode`le suivant, base´ sur l’e´quation de la chaleur sur Rz :{
∂τ θ˜ = x˜ ∂2z θ˜ + (x˜ ln(x˜) + u˜)⊗ δ, θ˜(0, .) = 0
x˜ = 4θ˜ (τ , 0) ,
(6.6)
Cette formulation pre´sente un certain inte´reˆt, tant en termes de facilite´ de simulation que d’analyse,
du fait des proprie´te´s he´rite´es de l’e´quation de la chaleur.
6.2.2 Analyse du mode`le transforme´
La formulation (6.3) permet d’envisager de manie`re simplifie´e les proble`mes d’existence et d’uni-
cite´ des solutions du mode`le de Joulin au moyen de me´thodes classiques de type e´nergie, en vue
de montrer son caracte`re bien pose´. Un de´but d’e´tude est propose´ dans le paragraphe suivant. Par
souci de clarte´, dans ce paragraphe on notera x une trajectoire indiffe´remment exprime´e en temps
t ou en temps τ .
NB : Le re´sultat d’unicite´ qui suit n’est que partiel. L’e´tablissement complet de l’unicite´, si cette
proprie´te´ est vraie, ne´cessitera une analyse plus de´taille´e qui fera l’objet de travaux futurs.
On conside`re la fonctionnelle e´nergie suivante, de´finie pour toute solution ϕ de (6.3) :
Eϕ :=
1
2
∫
R
µϕ2 dξ > 0.
Des calculs simples donnent alors :
2La fonction ψ˜ (τ , ·) est paire d’apre`s l’e´quation (6.3) dont elle est solution.
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Proposition 6.2 Pour toute solution ϕ de (6.3), on a :
d
dτ
Eϕ(τ) = −
∫
R
x |ξ| µϕ2 dξ − x 2 lnx+ ux;
En partiuclier, si u = 0, on a :
d
dτ
Eϕ(τ) 6 0. (6.7)
Ainsi, on a le bilan d’e´nergie suivant :
Eϕ(τ) = −
∫ τ
0
[∫
R
x |ξ| µϕ2 dξ − x2 lnx
]
ds+
∫ τ
0
ux ds,
ou` ces termes de´signent respectivement l’e´nergie (libre) de (6.3), l’e´nergie dissipe´e et l’e´nergie fournie
au syste`me par u˜ dans l’intervalle [0, τ ].
On conside`re deux solutions ϕ1 et ϕ2 de (6.3) :{
∂τϕ1 = −x1 ξ ϕ1 + x1 lnx2 + u, ϕ1(0, .) = 0
x1 =
∫
µϕ1 dξ,{
∂τϕ2 = −x2 ξ ϕ2 + x2 lnx2 + u, ϕ2(0, .) = 0
x2 =
∫
µϕ2 dξ;
en posant φ = ϕ1 − ϕ2, par soustraction, φ est solution de :
∂τφ = −ξ(x1 ϕ1 − x2 ϕ2) + x1 lnx1 − x2 lnx2, φ(0, .) = 0.
On conside`re la fonctionnelle :
E(φ) =
1
2
∫
µφ2 dξ > 0;
on a alors :
∂τE(φ) =
∫
φ∂τφdξ =
∫
µφ [−ξ(x1 ϕ1 − x2 ϕ2) + x1 lnx1 − x2 lnx2] dξ
=
∫
−ξ µ (ϕ1 − ϕ2) (x1 ϕ1 − x2 ϕ2) dξ + (x1 − x2) (x1 lnx1 − x2 lnx2) ;
puisque la fonction f est de´croissante, le terme (x1 − x2) (x1 lnx2 − x2 lnx2) est ne´gatif lorsque x1
et x2 sont suffisamment petits (c’est-a`-dire, du fait que x1 et x2 sont continues, si τ est suffisamment
petit). La ne´gativite´ de ce terme devrait permettre d’assurer la dissipativite´ de φ (et donc l’uni-
cite´ de la solution). Cependant, le terme
∫ −ξ µ (ϕ1 − ϕ2) (x1 ϕ1 − x2 ϕ2) dξ n’est pas controˆlable
directement et il n’est donc pas garanti, a` ce niveau, que ∂τE(φ) 6 0.
On peut ne´anmoins e´tablir un re´sultat partiel ; on conside`re le proble`me :{
∂τϕ = −x ξ ϕ+ y ln y + u, ϕ(0, .) = 0, τ > 0
y =
∫
µϕdξ,
(6.8)
ou` x est une fonction positive donne´e a priori. On a alors, avec φ = ϕ1 − ϕ2 :
∂τE(φ) =
∫
φ∂τφdξ =
∫
−ξ µ x (ϕ1 − ϕ2)2 dξ + (y1 − y2) (y1 ln y1 − y2 ln y2) dξ 6 0. (6.9)
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Lemme 6.3 La solution de (6.8) existe et est unique.
Preuve. L’existence de la solution de´coulera de l’estimation :
∂τE(ϕ) = −
∫
x ξ µϕ2 dξ + y f(y) + y u
et d’une analyse par me´thode de Galerkin.
L’unicite´ de´coule du fait que Eφ(τ = 0) = 0, ce qui entraˆıne, d’apre`s (6.9), l’identite´ :
Eφ ≡ 0
au voisinage de τ = 0, d’ou` ϕ2 = ϕ1.
On en de´duit imme´diatement par simple manipulation alge´brique :
Corollaire 6.4 Pour toute fonction continue positive x, le proble`me 12x ∂
1
2
t y = y ln y + u admet
une unique solution.
Par conse´quent, la correspondance (trajectorielle) : x 7→ ϕ de´finie par (6.8) est une application ;
il en est donc de meˆme pour la correspondance x 7→ y = ∫ µϕ, cette dernie`re (c’est un ope´rateur)
e´tant note´e F. Puisque le proble`me (6.3) admet une solution (existence), la fonction x =
∫
µϕ est
un point fixe pour F (c’est-a`-dire : F(x) = x).
Corollaire 6.5 Si F est contractante3, alors ce point fixe est unique, et par conse´quent la solution
de (6.3) est unique.
La preuve comple`te de l’unicite´ de la solution de (6.3) peut donc eˆtre recherche´e via la proprie´te´
de contraction de F (pour une norme quelconque).
Remarque 6.6 La question de la de´pendance continue de la solution aux donne´es, pour de´mon-
trer que le proble`me est bien pose´ au sens de Hadamard, sera traite´e en choisissant les topologies
ade´quates pour u, x et ϕ.
6.2.3 Changements de fre´quences
Le coutour de´fini par γ(ξ) = − |ξ| e´tant invariant par homothe´tie, le the´ore`me 4.25 s’applique
et permet d’e´crire, apre`s changement de variable, le mode`le suivant, exprime´ sur le syste`me de
coordonne´es (τ , η) = (τ , x˜ξ)  ddτ
̂˜
ψ = − |η| ̂˜ψ + F˜ , ̂˜ψ(0, η) = 0
x˜ =
∫
ν
̂˜
ψ dη,
avec
στ : ξ 7→ η := x˜ ξ et ν (τ , η) = 1
x˜
µ(
η
x˜
)
On constate que l’e´quation de sortie, a priori implicite du fait de la pre´sence de x˜ dans ν, s’e´crit
ici (on omet les notations (˜.) afin d’alle´ger l’e´criture) :
x˜ =
∫
R
1
x˜
√
x˜
pi
√|η| ̂˜ψ (τ , η) dη,
3i.e.lipschitzienne de rapport k < 1.
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ce qui permet donc d’expliciter l’expression de x˜ :
x˜
3
2 =
∫
R
1
pi
√|η| ̂˜ψ (τ , η) dη =
∫
µ
̂˜
ψ dη
On obtient ainsi le mode`le transforme´ :
d
dτ
̂˜
ψ = − |η| ̂˜ψ + F˜ , ̂˜ψ(0, η) = 0
x˜ =
[
(
∫
µ
̂˜
ψ dη)2
] 1
3
,
(6.10)
dont l’e´quation dynamique est maintenant semi-line´aire au sens ou`, a` hautes fre´quences (η → +∞),
le terme dominant du second membre est l’ope´rateur line´aire ̂˜ψ 7→ − |η| ̂˜ψ. On peut de plus noter
que sous cette forme, la re´alisation (6.10) restitue de manie`re naturelle la positivite´ de x˜, qui e´tait
impose´e a priori dans le mode`le initial propose´ par Joulin. Notons que le mode`le (6.10) est singulier
a` l’origine s’il est exprime´ en variable d’euler : ∂τ
̂˜
ψ − ln(x˜)′ η∂η ̂˜ψ = − |η| ̂˜ψ + F˜ , ̂˜ψ(0, η) = 0.
x˜ =
∫
ν
̂˜
ψ dη,
(6.11)
6.3 Re´sultats nume´riques
On pre´sente dans cette section quelques re´sultats relatifs a` la simulation nume´rique du mode`le
de Joulin en utilisant d’une part sa formulation diffusive en temps t, et d’autre part la formulation
apre`s changement de temps.
Ce mode`le pre´sente une bifurcation : selon l’entre´e, la flamme peut soit s’e´teindre (i.e. le rayon
de la flamme retombe a` ze´ro), soit exploser (le rayon de la flamme croit inde´finiment). On pre´sente
sur les Figures 6.1a et 6.1b deux types de trajectoires correspondant a` chacun de ces situations,
obtenues avec E = 1.7 et E = 2 avec une entre´e de la forme u = E(1− t)t0.3.
On compare en Figure 6.1c une simulation du mode`le apre`s changement de temps (6.3) et une
simulation du mode`le singulier (6.2), au de´marrage du processus ; la singularite´ est clairement mise
en e´vidence. Bien que l’intervalle de temps sur lequel la singularite´ est “visible” puisse sembler
court, celle-ci peut se re´ve´ler critique, notamment lors d’un processus d’identification du second
membre nonline´aire (ici la fonction ln) au voisinnage de 0. De plus, la singularite´ a` l’origine induit
de nombreux proble`mes en pratiques, entres autres la ne´cessite´ d’initialiser x a` une valeur non
nulle arbitraire pour “e´viter” la singularite´, les re´sultats obtenus e´tant assez sensibles a` ce choix
difficilement quantifiable. Le mode`le en temps propre ne pre´sente quant a` lui aucun de ces proble`mes,
la trajectoire x est initialise´e a` 0 et la simulation ne pose aucune difficulte´ ; en ce sens, le changement
de temps a` permis de “de´singulariser le proble`me”.
Enfin, on peut voir sur la figure 6.1d la correspondance τ 7→ t dans le cas d’une flamme qui
s’e´teint. Cette figure illustre ce qui a e´te´ dit pre´ce´demment : l’horloge propre suit l’e´volution du
syste`me, celle-ci e´tant plus rapide que le temps t au voisinnage de la singularite´. On peut noter
la pre´sence d’une asymptote traduisant un “arreˆt” du temps physique t, c’est-a`-dire la mort du
processus par extinction de la flamme a` un instant fini.
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Fig. 6.1 – Re´sultats obtenus avec et sans changement de temps.
6.4 Parame´trisation
Conside´rons la sortie sur le mode`le (6.1) :
y := ∂
1
2
t x; (6.12)
on a imme´diatement, du fait que x(0) = 0 :
x = ∂
− 1
2
t y, u =
1
2
y ∂
− 1
2
t y − ∂
− 1
2
t y ln(∂
− 1
2
t y), (6.13)
c’est-a`-dire qu’a` partir d’une trajectoire y choisie dans Y = {ϕ ∈ C0([0, T ]), ∂−
1
2
t ϕ > 0 t-pp} par
exemple, on de´duit par simple application de l’inte´grateur ∂
− 1
2
t et de la fonction ln, d’une part la
commande u recherche´e, d’autre part la trajectoire x sans qu’il soit ne´cessaire d’inte´grer l’e´quation
(6.1). On notera qu’un re´sultat similaire serait obtenu avec y := x. Bien e´videmment, la simplicite´
de la parame´trisation de´coule du fait que l’e´tat x(t) est ici scalaire.
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Ces dernie`res anne´es, de nombreux proble`mes impliquant des mode`les inte´gro-diffe´rentiels ont
e´te´ e´tudie´s dans des domaines varie´s. A titre d’exemple, on peut citer [2] en physique, [20, 28, 31]
en analyse mathe´matique ou simulation nume´rique, [1, 30] en controˆle, [4, 29] en ge´nie e´lectrique,
[44] en biologie etc.
Dans le cas de mode`les d’e´volution spatio-temporels, le proble`me de simulation au moyen de
sche´mas classiques est souvent extreˆmement difficile d’une part a` cause du couplage entre des
ope´rateurs de convolution temporelle et les variables spatiales dont le nombre est conside´rable (le
proble`me e´tant multidimensionnel), d’autre part par la complexite´ de traitement nume´rique par
quadrature des inte´grales de convolution [6, 49], dont le couˆt est excessif, et enfin par la difficulte´ de
de´terminer une fonctionnelle e´nergie permettant d’assurer la stabilite´ par dissipation nume´rique. La
construction syste´matique de sche´mas nume´riques stables et de mise en œuvre simple pour de tels
mode`les est pour ces raisons un proble`me complexe, en particulier du fait que les techniques de´die´es
aux e´quations aux de´rive´es partielles classiques, la plupart du temps base´es sur des dissipations
d’e´nergies, ne peuvent eˆtre directement employe´es sur des mode`les non locaux en temps.
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On pre´sente dans ce chapitre certains re´sultats de travaux publie´s dans [10, 11, 12], relatifs
a` l’analyse et la construction de sche´mas nume´riques stables pour une classe d’e´quations inte´gro-
diffe´rentielles de propagation. Sous leur forme initiale, a` cause des ope´rateurs non locaux en temps,
ces e´quations sont mal adapte´es a` l’analyse et, a fortiori, a` la re´solution nume´rique. Comme explique´
dans le chapitre 3, la repre´sentation diffusive permet de transformer ces mode`les en des mode`les
augmente´s locaux en temps et de nature diffusive, ces proprie´te´s permettant d’une part de retrouver
la possibilite´ d’utiliser les outils standards de´die´s a` l’analyse des e´quations aux de´rive´es partielles
ordinaires et a` leur re´solution, et d’autre part de construire des sche´mas nume´riques e´conomiques
graˆce a` la nature fortement dissipative a` haute fre´quence des mode`les diffusifs (ce dernier point
e´tant crucial s’agissant d’e´quations spatio-temporelles, donc nume´riquement complexes).
7.1 Mode`les conside´re´s et leur transformation par repre´sentation
diffusive
On conside`re les mode`les dynamiques explicites de la forme :
H(∂t)ϕ = Gϕ+ f, on R+t × Ω, Ω ⊂ Rmx , (7.1)
ou` H(∂t) est un ope´rateur convolutif causal diagonal de la forme :
H(∂t) =
 H1(∂t) . . .
HM (∂t)
 (7.2)
et G = G(∇) est un ope´rateur diffe´rentiel suppose´ anti auto-adjoint, c’est-a`-dire :
G∗ij = −Gji, (7.3)
ou` G∗ij est de´fini par :
(Gij u| v)L2(Ω) =
(
u
∣∣G∗ij v)L2(Ω) ∀u, v ∈ D(Ω).
Des conditions aux limites associe´es a` G, non spe´cifie´es ici, peuvent comple´ter le mode`le (7.1). Les
ope´rateursHi(∂t)−1 sont suppose´s γ-diffusifs, de γ-symboles νi de type mesures positives (hypothe`se
physiquement re´aliste).
Apre`s transformation par repre´sentation diffusive du mode`le (7.1) (cf. chapitre 3), on obtient
la formulation augmente´e t-locale :
∂tψ(t, x, ξ) = γ(ξ)ψ(t, x, ξ) + G 〈ν, ψ(t, x, .)〉+ f(t, x), ψ(0, ., .) = 0, (7.4)
ϕ(t, x) = 〈ν, ψ(t, x, .)〉 , (7.5)
ou` ψ := (ψ1, ..., ψM )T , γ := diag(γ1, ..., γM ), ν := diag(ν1, ..., νM ) et 〈ν, ψ〉 := (〈ν1, ψ1〉 , ..., 〈νM , ψM 〉)T .
Contrairement a` la formulation initiale non locale, cette nouvelle formulation permet d’e´tablir
aise´ment le caracte`re dissipatif du mode`le en conside´rant la fonctionnelle e´nergie :
ψ 7→ Eψ := 12
∑
i
∫∫
νi |ψi|2 dξ dx =
1
2
∫∫
ψT ν ψ dξ dx ,
qui permet d’e´tablir, graˆce a` la positivite´ des mesures ν :
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Proposition 7.1 Pour tout solution ψ de (7.4), et pour tout t tel que f(t, ·) = 0, la fonctionnelle
Eψ ve´rifie :
dEψ(t)
dt
6 0. (7.6)
De meˆme, alors que la nature non locale de H(∂t) rend la re´solution nume´rique directe de (7.1)
en ge´ne´ral de´licate sinon impraticable, le syste`me transforme´ (7.4) va permettre la construction et
l’analyse syste´matiques de sche´mas nume´riques simples et efficaces. Ces sche´mas sont pre´sente´s et
e´tudie´s ci-apre`s.
Remarque 7.2 Graˆce a` l’estimation a priori (7.6), l’existence et l’unicite´ de la solution de (7.4) et
donc, indirectement, de (7.1), peuvent eˆtre envisage´es au moyen des me´thodes standard de l’analyse
des e´quations aux de´rive´es partielles.
7.2 Construction d’une classe de sche´mas nume´riques
On remarquera en premier lieu que l’on peut, en se basant sur la relation (7.5), construire des
approximations de la solution ϕ de (7.1) a` partir d’approximations ψ˜ de ψ solution de (7.4), sous
la forme :
ϕ(tn, xk) ' ϕ(tn, xk) =
∑
l
αl ψ˜(tn, xk, ξl).
Ainsi, le proble`me se re´sume a` la construction et l’analyse de sche´mas nume´riques pour (7.4). On
de´crit rapidement les e´tapes de discre´tisation en ξ, x, et t, et on e´noncera les principaux re´sultats
de stabilite´ e´tablis pour les sche´mas obtenus. Plus de de´tails sur tous ces re´sultats pourront eˆtre
trouve´s dans [11].
7.2.1 Discre´tisation en ξ
On conside`re un espace de Hilbert K tel que ψ(t, x, .) ∈ K, et KL une suite de sous-espaces de
K de dimension L, telle que ∪LKLK = K. e´tant donne´ un maillage {ξl}l=1:L, des approximations
consistantes ψ˜L ∈ KL de ψ sont de´finies par :
ψ˜L(ξ) =
L∑
l=1
ψ(ξl)Λl(ξ),
ou` Λl sont des fonctions d’interpolation appartenant a` KL et telles que :∥∥∥ψ˜L − ψ∥∥∥K −→L→∞ 0.
On de´duit alors une formulation d’e´tat approche´e de (7.4), de dimension finie :
∂tψ(t, x, ξl) = γ(ξl)ψ(t, x, ξl) + G
∑
j
Cjψ(t, x, ξj), l = 1 : L, (7.7)
ou` :
Cl = diag(cl1, ..., clM ), cli :=
∫
νi(ξ) Λl(ξ)dξ.
En pratique, graˆce a` la nature diffusive de (7.4), seules quelques dizaines de points ξl sont en ge´ne´ral
ne´cessaires pour approcher la re´ponses fre´quentielle de chaque ope´rateur Hi(∂t)−1 sur une bande
fre´quentielle de plusieurs de´cades.
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On suppose, par souci de consistance avec la positivite´ des mesures νi, que :
cli > 0;
typiquement, cette proprie´te´, qui joue un roˆle central dans la suite, est satisfaite si Λl > 0. On peut
alors construire la fonctionnelle e´nergie associe´e a` (7.7) :
ELψ (t) =
1
2
∑
i,l
∫
cli |ψi(t, x, ξl)|2 dx =
1
2
∑
l
∫
ψ(t, x, ξl)
TCl ψ(t, x, ξl) dx
qui ve´rifie :
dELψ (t)
dt
6 0. (7.8)
7.2.2 Discre´tisation en x
Dans la formulation (7.7), Gij est un ope´rateur diffe´rentiel, que l’on approche sur un maillage
{xk}k=1:K ⊂ Rm par :
(Gijϕ) (xq) '
K∑
k=1
gqkij ϕ(xk), ∀q = 1 : K (7.9)
ou` les coefficients gqkij de´finissent l’approximation spatiale conside´re´e (citons a` titre d’exemple les
diffe´rences finies [43], les e´le´ments finis ou de manie`re plus ge´ne´rale les me´thodes de Galerkin [14],
a` d’e´ventuelles adaptations techniques pre`s). En notant ϕ˜ := (ϕ(x1), ..., ϕ(xK))T , (7.9) peut eˆtre
e´crit de manie`re synthe´tique :
((Gijϕ) (x1), ..., (Gijϕ) (xK))T ' Gijϕ˜,
ou` Gij de´signe la matrice de termes g
qk
ij . Dans la suite, on notera par simplicite´ ϕ en lieu de ϕ˜.
L’ope´rateur G e´tant anti auto-adjoint, il est naturel de conside´rer des approximations respec-
tant cette proprie´te´ ; ainsi, la matrice-bloc G, dont les e´le´ments Gij ∈ MK,K(R), doit eˆtre anti-
syme´trique, soit :
GTij = −Gji. (7.10)
Dans la suite, SGij de´signe la quantite´ :
SGij := max
(
max
k
∑
q
∣∣∣gqkij ∣∣∣ ,maxq ∑
k
∣∣∣gqkij ∣∣∣
)
.
7.2.3 Stabilite´ d’une classe de sche´mas explicites
En se basant sur la formulation semi-discre´tise´e en ξ et x, on propose une classe de sche´mas
nume´riques explicites a` deux pas de la forme :
ψn+1i (ξl) = ali ψ
n−1
i (ξl) + bli
∑
k
Gik
∑
j
bjk ψ
n
k(ξj) + bli f
n
i (7.11)
ou` les coefficients ali ∈ C, |ali| < 1 et bjk ∈ R∗+ de´pendent du choix de la discre´tisation temporelle
et du choix des γi(ξl), et G est la matrice anti-syme´trique associe´e a` l’ope´rateur G. On conside`re
alors la quantite´ :
En =
∑
i,l
‖ψni (ξl)‖22 +Re
(
ψn+1i (ξl)|ψn−1i (ξl)
)
.
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La structure du sche´ma nume´rique e´tant choisie, le proble`me dynamique conside´re´ consiste
simplement a` e´tablir la convergence de la solution approche´e vers la solution exacte lorsque les pas
de discre´tisation tendent vers 0. On suppose que la discre´tisation spatiale a e´te´ choisie telle que la
consistance de (7.11) soit e´tablie (tel est le cas, par exemple, en utilisant des diffe´rences finies). On
s’inte´resse donc a` la stabilite´ de cette classe de sche´mas.
Lemme 7.3 Si
Re(ali)− bli2
∑
k,j
bjkSGik > 0 ∀i, l, (7.12)
alors il existe K > 0 tel que :
En > K
∑
i,l
‖ψni (ξl)‖2 .
Remarque 7.4 I On remarquera que la condition (7.12) implique ne´cessairement Re(ali) >
0 ; l’hypothe`se |ali| < 1 est motive´e par le terme ali ψn−1i (ξl) de (7.11).
I Les conditions (7.12) sont des conditions ne´cessaires qui lient ∆t (pre´sent dans ali et bik) et
le pas de discre´tisation spatial (pre´sent dans SGik).
On conside`re alors la quantite´ :
En = En + En−1,
qui, sous les conditions du lemme 7.3, est un candidat a` une e´nergie pour (7.11). On montre alors
le the´ore`me suivant pour la stabilite´ de la classe de sche´mas explicites (7.11) :
Theore`me 7.5 Sous les conditions du lemme 7.3 et si, pour tout k, j,
|ajk|2+ bjk2
∑
i,l
‖Gik‖2 bli
(∣∣∣|ali|2+a2li−ajkali−1∣∣∣+bli∑
p,q
bqp (|ali−ajk|+|ali−aqp|)
)
61 (7.13)
et
Re(ajk)(|ajk|2 − 1) + bjk2
∑
i,l
bli
∣∣∣|ajk|2 + a2jk − aliajk − 1∣∣∣ 6 0, (7.14)
alors le sche´ma (7.11) est stable.
Remarque 7.6 On trouvera dans [11] une analyse de stabilite´ pour une classe de sche´mas impli-
cites inconditionnellement stables base´s sur une discre´tisation en temps de type Cranck-Nicholson.
Dans la section 7.3, on conside`re un sche´ma explicite particulier de la forme (7.11) base´ sur une
discre´tisation en temps classique :
ψn+1i (ξl) = (1 + 2∆t γi(ξl))ψ
n−1
i (ξl) + 2∆t
∑
k
Gik
∑
j
cjk ψ
n
k(ξj) + 2∆t f
n
i
qui, apre`s le changement de variable ψ˜
n+1
i (ξl) = ψ
n+1
i (ξl)
√
cli
2∆t
, se mets sous la forme (7.11) avec :
ali = 1 + 2∆t γi(ξl) et bjk =
√
2∆t cjk. (7.15)
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7.3 Application a` un mode`le de paroi poreuse
7.3.1 Mode`le conside´re´
Dans le contexte de re´duction des nuisances sonores dans l’industrie ae´rospatiale, un mate´riau
poreux a e´te´ propose´ dans [19] pour l’absorption d’une part conse´quente de l’e´nergie des ondes
acoustiques incidentes. Le mode`le fre´quentiel suivant a e´te´ e´tabli :{
e iω ρeff (iω) uˆ+ ∂xPˆ = 0
e iω χeff (iω) Pˆ + ∂xuˆ = 0
avec
{
ρeff (iω) = ρ (1 + a
√
1+b iω
iω )
χeff (iω) = χ (1− β iωiω+a′√1+b′iω ),
(7.16)
ou` û et P̂ de´signent les transforme´es respectives de la vitesse et de la pression a` l’inte´rieur du
milieu poreux, e de´signe l’e´paisseur du milieu poreux1, ρeff (iω) et χeff (iω) sont respectivement la
densite´ de Pride et al. [39] et la compressibilite´ effective de Lafarge [27], et ρ = ρ0 α∞, χ =
1
P0
, a =
8µ
ρ0Λ
2 , a
′ = 8µ
ρ0Λ
′2 , b = 12a , b
′ = 12a′ , 0 < β =
γ−1
γ < 1.
Dans le domaine temporel, (7.16) peut s’e´crire :[
H1(∂t) 0
0 H2(∂t)
](
u
P
)
=
[
0 −∂x
−∂x 0
](
u
P
)
(7.17)
avec :
H1(p) = e ρ (p+ a
√
1 + b p) and H2(p) = e p χ (1− β p
p+ a′
√
1 + b′p
).
Ce mode`le est diffe´rentiel en espace et pseudo-diffe´rentiel en temps. Les prolongements analytiques
des fonctionsH1(p)−1 etH2(p)−1 sont clairement de´croissants a` l’infini et holomorphes dans CrR−.
La formulation (7.4) de (7.17), avec γi(ξ) = − |ξ|, prend la forme
∂tψ(t, x, ξ) =
[ −ξ 0
0 −ξ
]
ψ(t, x, ξ)+
[
0 −∂x
−∂x 0
]( 〈ν1, ψ1(t, x, .)〉
〈ν2, ψ2(t, x, .)〉
)
u = 〈ν1, ψ1(t, x, .)〉
P = 〈ν2, ψ2(t, x, .)〉 .
(7.18)
Apre`s calculs, les γ-symboles νi associe´s aux ope´rateurs Hi(∂t)−1 s’expriment :
ν1(ξ) =
a
pi e ρ
√
b ξ − 1
ξ2 + a ξ2 − a2
1ξ>2a + k1 δ(ξ − ξ1),
ν2(ξ) =
a′ β
pi eχ
√
b′ ξ − 1
ξ2 (1− β)2 + a′2 ξ − a′2
1ξ>2a′ +
1
e χ
δ(ξ) + k2 δ(ξ − ξ2),
avec
ξ1 =
a(
√
17−1)
4 > 0, ξ2 =
a′(
√
1+16(1−β)2−1)
4(1−β)2 > 0,
k1 =
√
17−1
e ρ
√
17
> 0, et k2 =
β
(√
1+16(1−β)2−1
)
e χ(1−β)
√
1+16(1−β)2 > 0;
Les γ-symboles sont clairement positifs.
La discre´tisation en ξ est base´e sur les fonctions d’interpolations classiques :
Λl(ξ) =
ξ − ξl−1
ξl − ξl−1
1[ξl−1,ξl](ξ) +
ξl+1 − ξ
ξl+1 − ξl
1]ξl,ξl+1](ξ)
et les coefficients cli sont calcule´s par simples quadratures de
∫
νi(ξ)Λl(ξ)dξ.
1Dans le mode`le, l’unite´ de longueur pour x est e, donc x ∈]0, 1[.
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7.3.2 Sche´ma nume´rique
Dans cet exemple, G =
[
0 −∂x
−∂x 0
]
. On utilise une approximation de type diffe´rences-finies
centre´es pour approcher l’ope´rateur ∂x ; ainsi, la matrice (anti-syme´trique) G de discre´tisation en
x est donne´e par :
G =
[
0 G12
G21 0
]
avec G12 = G21 =
1
2∆x

0 −1
1 0 −1
. . . . . . . . .
1 0 −1
1 0
 .
On conside`re alors le sche´ma explicite particulier pre´sente´ pre´ce´demment :{
ψn+11 (ξl) = ali ψ
n−1
1 (ξl) + bl1G21
∑
j bj2 ψ
n
2 (ξj) + bl1f
n
1
ψn+12 (ξl) = ali ψ
n−1
2 (ξl) + bl2G12
∑
j bj1 ψ
n
1 (ξj) + bl2f
n
2 ,
(7.19)
avec
ali = 1− 2∆t ξl, bjk =
√
2∆t cjk.
7.3.3 Interpre´tation physique des conditions de stabilite´
Une condition de stabilite´ bien connue pour l’e´quation des ondes est que la vitesse de propagation
nume´rique ∆x∆t soit au moins e´gale a` la vitesse de propagation physique des ondes acoustiques. Il
paraˆıtrait donc naturel que les conditions de stabilite´ e´tablies en section 7.2.3 restituent dans le cas
pre´sent cette proprie´te´. Plus pre´cise´ment : la condition suffisante pour (7.19) est-elle “optimale” au
sens proche de la condition ne´cessaire mentionne´e ci-dessus ? On expose brie`vement les re´sultats de
l’e´tude mene´e a` ce sujet dans [11].
On peut montrer qu’a` hautes fre´quences, le mode`le (7.17) se comporte comme l’e´quation ∂2t u =
c2 ∂2xu avec :
c =
√∫
ν1(ξ) dξ
∫
ν2(ξ) dξ.
De manie`re similaire, on montre que le mode`le obtenu apre`s discre´tisation en ξ de (7.17) se
comporte a` hautes fre´quences comme l’e´quation ∂2t u = c
2
d ∂
2
xu avec :
cd =
√∑
j
cj1
∑
j
cj2.
On montre alors sans difficulte´ que, lorsque l’approximation H˜−1i est suffisamment proche de H
−1
i ,
on a :
cd ' c. (7.20)
Enfin, on montre que la condition du paragraphe 7.2.3 applique´e au sche´ma (7.19) s’exprime :
∆x
∆t
> vd := max
(i,k)
max
l
√
cli
1− 2∆t ξl
∑
j
√
cjk > cd (7.21)
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ou` ∆x∆t est la vitesse nume´rique du sche´ma. On en de´duit donc, comme attendu, que la vitesse de
propagation nume´rique doit satisfaire :
∆x
∆t
> cd.
Les re´sultats obtenus en simulation nume´rique tendent a` montrer que cette condition ne´cessaire est
en fait quasi suffisante.
7.3.4 Re´sultats nume´riques
On pre´sente dans ce paragraphe quelques re´sultats nume´riques obtenus avec le sche´ma nume´-
rique pre´ce´demment e´tudie´. Les valeurs des parame`tres physiques choisies sont [19] :
Λ = Λ′ = 0.1 10−3m, ρ0 = 1.2 kg.m
−3, P0 = 105 Pa
µ = 1.8 10−5 kg.m−1.s−1, γ = 1.4, α∞ = 1.3, e = 510−2m.
(7.22)
Les re´ponses fre´quentielles des approximations des ope´rateurs Hi(∂t)−1 sont donne´es en figure 7.1 :
moins d’une vingtaine de points de discre´tisation ξl ont e´te´ ne´cessaires pour obtenir une bonne
pre´cision sur 6 de´cades.
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Fig. 7.1 – Re´ponses fre´quentielles exactes (—) et approche´es (- - -) des ope´rateurs H1(∂t)−1 (a`
gauche) et H2(∂t)−1 (a` droite).
Pour illustration, l’e´volution de la pression P est donne´e en figure 7.2 ; le domaine spatial de
(7.17) est Ω =]0, 1[ et les conditions aux limites choisies sont :
P (t, 0) = (1− cos(2pif t))1[0, 1
f
](t), u(t, 1) = 0,
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avec f = 5 kHz. On observe clairement la dissipation et la dispersion dues a` l’ope´rateur H(∂t). On
pre´sente en figure 7.3 les fonctions ψ1, implique´es dans la synthe`se de u a` un instant donne´.
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Fig. 7.2 – Evolution de P˜ =
∑
l bl2ψ2(ξl) (N.B : l’unite´ de longueur sur l’axe est 10
−2m).
Remarque 7.7 On e´tudie dans [10] le couplage du milieu poreux avec un milieu fluide, en montrant
notamment, du fait de la dissipativite´ e´tablie de manie`re ge´ne´rale dans la proposition 7.1, la dissipa-
tivite´ du syste`me couple´. On peut e´galement re´sumer le milieu poreux a` son interaction a` l’interface
avec le milieu fluide, en tant qu’ope´rateur d’impe´dance de la paroi poreuse Q(∂t) : P (t, 0) 7→ u(t, 0),
donne´ par l’expression :
Q(∂t) =
√
χeff(∂t)
ρeff(∂t)
tanh
(
e(x) p
√
χeff(∂t) ρeff(∂t)
)
,
ope´rateur que l’on peut re´aliser simplement par repre´sentation diffusive. Plus de de´tails sont dis-
ponibles dans [10].
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Fig. 7.3 – Fonctions ψ1(t, ., ξl) l = 1 : L a` l’instant t = 1.3ms.
7.3.5 Comparaison entre les conditions de stabilite´ the´oriques et expe´rimentales
Les conditions de stabilite´ donne´es en section 7.2.3 sont :
I condition 1. ∆t suffisamment petit,
I condition 2. ali − bli2∆x
∑
k bkj > 0.
On teste ci-apre`s expe´rimentalement la condition de stabilite´ 2, en examinant la stabilite´ du
sche´ma selon les valeurs de ∆t∆x . Les re´sultats figurent dans le tableau 7.1 ; celle-ci confirme tout
d’abord que la condition 2 est bien une condition suffisante de stabilite´. De plus, on peut noter que
l’intervalle de valeurs de ∆t∆x pour lesquelles le sche´mas reste stable alors que la condition 2 n’est
pas ve´rifie´e est petit ; en ce sens, la condition 2 est en fait “presque ne´cessaire”.
valeur de ∆t/∆x condition 2 Stabilite´
6 1.47 10−4 ve´rifie´e oui
de 1.48 10−4 a` 1.97 10−4 non ve´rifie´e oui
> 1.98 10−4 non ve´rifie´e non
Tab. 7.1 – Stabilite´ constate´e du sche´ma nume´rique.
Enfin, en relation avec la section 7.3.3, on peut noter que les valeurs nume´riques des bornes
de stabilite´ de la table sont intimement lie´es aux vitesses de propagation des ondes. En effet, les
calculs des vitesses propagation donne´es dans le paragraphe 7.3.3 donnent (en unite´ de longueur e
par seconde) :
c = 5992, cd = 5038 et vd = 6856,
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soit, d’apre`s les valeurs des coefficients physiques (7.22), les vitesses de propagation physiques
c = 299.6m.s−1, cd = 251.9m.s−1 et vd = 342.8m.s−1.
Or, dans le tableau 7.1, on constate que le sche´ma devient instable lorsque
∆x
∆t
6 1
1.98 10−4
' cd,
soit lorsque la vitesse de propagation nume´rique devient infe´rieure a` la vitesse de propagation haute
fre´quence du mode`le.
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Le controˆle des processus de fermentation constitue une proble´matique qui a donne´ lieu a`
de nombreuses e´tudes depuis plusieurs de´cennies. La complexite´ des phe´nome`nes biologiques et
physiques sous-jacents en fait un proble`me de´licat, que ce soit a` cause des imperfections ine´vitables
des mode`les qui peuvent eˆtre conside´rables, des perturbations, et, enfin, des non-line´arite´s fortes
implique´es dans les e´quations d’e´volution de tels processus. Diverses approches ont e´te´ de´veloppe´es
pour aborder cette vaste classe de proble`mes dynamiques. La plupart sont base´es, classiquement, sur
les qualite´s pre´dictives des mode`les [47, 36, 38, 40]. D’autres proposent, s’appuyant sur l’argument
de la nature tre`s imparfaite des mode`les en matie`re de biologie ou biochimie, des strate´gies moins
(parfois pas du tout) contraignantes au sens ou` le mode`le est peu de´terminant, base´es par exemple
sur des re´seaux de neurones, la dynamique floue, etc. [41, 50].
On montre dans ce chapitre comment des transformations ope´ratorielles ade´quates et une para-
me´trisation bien choisie conduisent a` une reformulation du proble`me sous une forme particulie`re-
ment simple et bien adapte´e a` l’analyse et a` la construction de strate´gies de commande originales,
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qui sont ensuite teste´es en simulation nume´rique. Plusieurs proble`mes sont aborde´s : asservisse-
ment, planification et suivi de trajectoire, ainsi qu’un moyen de compensation de perturbation par
modification de parame´trage.
L’objectif de cette e´tude n’est pas la comparaison avec d’autres me´thodes de´ja` e´prouve´es, parfois
de longue date, mais simplement, dans un premier temps, d’illustrer par un exemple significatif
l’inte´reˆt des notions introduites dans la premie`re partie de la the`se. Certains de ces re´sultats on e´te´
publie´s dans [33, 34].
Une extension de la parame´trisation a` quelques ge´ne´ralisations formelles du mode`le de bio-
re´acteur est brie`vement pre´sente´e en fin de chapitre, a` seule fin, la` encore, d’illustrer sur quelques
exemples non triviaux et concrets les possibilite´s de transformations ope´ratorielles pre´sente´es dans
la premie`re partie.
8.1 Mode`le de biore´acteur fed-batch
L’analyse, l’estimation et le controˆle des mode`les de biore´acteurs a fait l’objet de nombreux
travaux [3]. Dans ce chapitre, on conside`re les biore´acteurs de type fed-batch, qui sont des bio-
re´acteurs ferme´s, dont on ne soutire aucun produit jusqu’a` la fin du processus (par opposition aux
biore´acteurs continus). On conside`re le mode`le suivant :
∂t x = µx− FV x
∂t s = −a1µx+ si FV − FV s
∂t p = a2µx− FV p
∂tV = F
X(0) = X0,
(8.1)
ou` x, s, p sont les concentrations respectives de biomasse, substrat et produit, µ est le taux de
croissance (fonction des variables d’e´tat), si (resp. F ) est la concentration (resp. le de´bit) du substrat
en entre´. Le choix de l’expression du taux de croissance µ traduit l’influence des diverses variables
sur la croissance des cellules : effet limitant du substrat aux basses concentrations (mode`le de base
de Monod [32]), inhibition de la croissance par la quantite´ de produit (ou de biomasse) pre´sente
etc. Enfin, les coefficients a1 et a2 sont des taux de rendement, −a1µ.x et a2µ.x repre´sentant
respectivement la de´gradation de substrat et la production de produit induits par la biomasse x.
On peut constater dans (8.1) que l’e´quation portant sur V est inde´pendante du reste et re´solue :
V = ∂−1t F + V (0).
On note donc u := FV , quantite´ repre´sentant le taux de dilution de substrat en entre´e du biore´acteur
et qui sera de´sormais la commande conside´re´e pour le mode`le, sachant que F et V se de´duisent de
u par les relations : {
V = V0 e∂
−1
t u
F = V0 u e∂
−1
t u.
(8.2)
Ainsi, on retient pour le biore´acteur fed-batch le mode`le dynamique suivant :
∂t x = µ(X)x− ux
∂t s = −a1µ(X)x+ u (si − s)
∂t p = a2µ(X)x− u p
X(0) = X0,
(8.3)
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avec X := (x, s, p)T l’e´tat du mode`le et µ(X) la fonction (en ge´ne´ral non line´aire) de taux de
croissance.
Si l’inte´gration nume´rique de ce syste`me dynamique est chose relativement aise´e par les me´-
thodes nume´riques standard de re´solution d’e´quations diffe´rentielles, il en est autrement de la re´so-
lution de proble`me dynamiques associe´s a` celui-ci (citons a` titre d’exemples les proble`mes d’asser-
vissement, de commande optimale, de planification de trajectoire, d’identification etc.), notamment
du fait de la nature fortement non line´aire et couple´e des e´quations.
L’objet des sections suivantes est de montrer comment la parame´trisation d’un tel syste`me au
moyen de l’utilisation de transformation ope´ratorielles, notamment non locales, peut aboutir a` une
simplification significative des proble`mes dynamiques qui lui sont associe´s.
8.2 Parame´trisation du mode`le
8.2.1 Transformation par changement de temps dynamique
Le mode`le (8.3) est de forme (4.24), avec u > 0. En vertu des re´sultats du paragraphe 4.3.4, le
changement de temps dynamique :
S∂−1t u : x 7→ x˜ := x ◦
(
∂−1t u
)−1 (8.4)
permet de transformer (8.3) en le mode`le en temps τ suivant :
∂τ x˜ = −x˜+ µ(X˜) x˜
u˜
∂τ s˜ = −s˜+ si − a1µ(X˜) x˜
u˜
∂τ p˜ = −p˜+ a2µ(X˜) x˜
u˜
X˜(0) = X0,
(8.5)
la correspondance entre τ et t e´tant de´finie par ∂tτ = u ou ∂τ t =
1
u˜
. Les variations de l’horloge
de´finie par ce changement de temps sont re´gies par la dilution en entre´e du biore´acteur, ce qui lui
confe`re un sens physique certain. C’est sur la base du nouveau mode`le (8.5) que la parame´trisation
est construite.
8.2.2 E´quation parame´trique associe´e au mode`le
La forme du mode`le (8.5) sugge`re la de´finition de la sortie parame´trique :
y = A(u˜, X˜) :=
(
µ(X˜)x˜
u˜
, δ ·X
)T
∈ Y = Y1 ×DCI (8.6)
ou` Y1 = {f ∈ L∞ (I) ; f > 0} et DCI ⊂ R3 est le domaine d’admissibilite´ des conditions initiales.
En effet, l’ope´rateur A est continu et de´finit un parame´trage de (8.5) via l’e´quation parame´-
trique :
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
∂τ x˜ = −x˜+ y1
∂τ s˜ = −s˜+ si − a1y1
∂τ p˜ = −p˜+ a2y1
y = A(u˜, X˜);
(8.7)
on ve´rifie sans difficulte´ que ∀y ∈ Y, (u,X0, X, y) solution de (8.7) entraˆıne (u,X0, X) solution de
(8.5). La re´solution de (8.7) permet alors d’expliciter l’ope´rateur de parame´trage Q = (B,C) de
(8.5) : 
x˜ = C1(y) := (∂τ + 1)
−1 (y1) + y2 e−(·)
s˜ = C2(y) := (∂τ + 1)
−1 (si − a1y1) + y3 e−(·)
p˜ = C3(y) := (∂τ + 1)
−1 (a2y1) + y4 e−(·)
(u˜,X0) = B(y) :=
(
µ(C(y))C1(y)
y1
, y2, y3, y4
)
.
(8.8)
Enfin, d’apre`s la proposition 5.27, on sait alors que (S
−1
∂−1t u
◦Q ,Y) de´finit un parame´trage pour
le mode`le en temps t (8.3), soit :
x = S
−1
∂−1t u
◦C1(y) =
[
(∂τ + 1)
−1 (y1) + y2 e−(·)
]
◦ ∂−1t u
s = S
−1
∂−1t u
◦C2(y) =
[
(∂τ + 1)
−1 (si − a1y1) + y3 e−(·)
]
◦ ∂−1t u
p = S
−1
∂−1t u
◦C3(y) =
[
(∂τ + 1)
−1 (a2y1) + y4 e−(·)
]
◦ ∂−1t u
(u,X0) = S
−1
∂−1t u
◦B(y) =
(
µ(C(y))C1(y)
y1
◦ ∂−1t u , y2, y3, y4
)
.
(8.9)
Remarque 8.1 L’e´quation parame´trique (8.9) peut eˆtre re´solue (i.e. le parame´trage peut-eˆtre ex-
plicite´) en utilisant l’expression du changement de temps base´e sur u˜ (cf. relations (4.8)) et en
exprimant u˜ en fonction de y. On obtient ainsi :
x = S
−1
∂−1τ 1u˜
◦C1(y) =
[
(∂τ + 1)
−1 (y1) + y2 e−(·)
]
◦
(
∂−1τ
y1
µ(C(y))C1(y)
)−1
s = S
−1
∂−1τ 1u˜
◦C2(y) =
[
(∂τ + 1)
−1 (si − a1y1) + y3 e−(·)
]
◦
(
∂−1τ
y1
µ(C(y))C1(y)
)−1
p = S
−1
∂−1τ 1u˜
◦C3(y) =
[
(∂τ + 1)
−1 (a2y1) + y4 e−(·)
]
◦
(
∂−1τ
y1
µ(C(y))C1(y)
)−1
(u,X0) = S
−1
∂−1τ 1u˜
◦B(y) =
(
µ(C(y))C1(y)
y1
◦
(
∂−1τ
y1
µ(C(y))C1(y)
)−1
, y2, y3, y4
)
.
Cependant, l’e´quation parame´trique (quasi explicite) (8.9) est plus simple tout en e´tant parfai-
tement re´soluble du fait de la causalite´ de l’ope´rateur de changement de temps utilise´ ; c’est donc
cette expression qui est utilise´e en pratique.
On constate que l’e´quation parame´trique (8.7) contient en particulier un syste`me d’e´quations
line´aires de´couple´es entre l’e´tat x˜ et le parame`tre y, celui-ci e´tant de´sormais l’entre´e du syste`me.
Ces e´quations d’e´tat, en un certain sens e´quivalentes au mode`le initial, permettent alors de poser
les proble`mes de controˆle de manie`re simplifie´e, en faisant appel a` des techniques classiques de
controˆle des syste`mes line´aires scalaires, les solutions (u,X) du mode`le non line´aire initial e´tant
quant a` elles aise´ment de´duite par la relation parame´trique (8.9).
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Fig. 8.1 – Parame´trage du mode`le non line´aire.
On notera que le parame´trage propose´, et par conse´quent toutes les me´thodes base´es sur celui-
ci, est valable pour toute expression de µ(X) (Monod, etc.). De plus, un tel parame´trage permet
d’envisager l’ajout d’e´quations de structure similaire a` celle des autres e´quations, afin de prendre en
compte d’e´ventuelles quantite´s ne´glige´es : ceci n’ajouterait aucune difficulte´ ni couˆt supple´mentaire
a` la me´thode.
Remarque 8.2 Dans cette partie, le parame´trage introduit est destine´ a` correspondre a` divers
proble`mes de controˆle ; les conditions initiales ne sont a priori pas fixe´es et peuvent faire partie
de la re´solution du proble`me (pour le controˆle optimal par exemple). Concernant le proble`me de
l’asservissement cependant, traite´ dans la section suivante, elles ne font pas partie de l’inconnue du
proble`me, le parame`tre y se re´sumant a` y1, et le parame´trage s’exprimant :
x = S
−1
∂−1t u
◦C1(y) =
[
(∂τ + 1)
−1 (y1) + x0 e−(·)
]
◦ ∂−1t u
s = S
−1
∂−1t u
◦C2(y) =
[
(∂τ + 1)
−1 (si − a1y1) + s0 e−(·)
]
◦ ∂−1t u
p = S
−1
∂−1t u
◦C3(y) =
[
(∂τ + 1)
−1 (a2y1) + p0 e−(·)
]
◦ ∂−1t u
u = S
−1
∂−1t u
◦B(y) = µ(C(y))C1(y)y1 ◦ ∂−1t u.
Ceci peut e´galement se traduire par une classe de conditions initiales DCI re´duite au seul singleton
{X0}.
Remarque 8.3 On e´tudie en Section 8.5 des extensions ge´ne´riques du mode`le (8.3) sur lesquelles
il est encore possible de construire un parame´trage efficace.
8.2.3 Illustration du parame´trage du mode`le
Afin d’illustrer les proprie´te´s de parame´trage du mode`le, on se propose de simuler (8.3) avec une
entre´e u = 0.12
(
1− 0.9 et
e10
)
, de construire le parame`tre y a` partir de cette simulation en utilisant
l’ope´rateur de sortie parame´trique (8.6), et enfin de reconstruire la commande et l’e´tat du syste`me
par la seule connaissance de ce parame`tre en utilisant l’e´quation parame´trique (8.9). Le sche´ma
nume´rique utilise´ pour la re´alisation de l’ope´rateur (∂τ + 1)
−1 est base´ sur une quadrature de la
formule de Duhamel exacte pour les fonctions affines par morceaux ; le de´tail de celui-ci est donne´
en Annexe B.
On trace en figure 8.2 la commande et l’e´tat simule´s u, x, s, p, V avec leur reconstitution via y
en utilisant (8.9), le volume V e´tant reconstitue´ a` partir de u en utilisant la relation (8.2) ; comme
attendu, les courbes co¨ıncident. Les valeurs des parame`tres physiques choisies sont les suivantes :
a1 = 14.3, a2 = 6.25, pi = 100 g. l−1, Ks = 0.5 g. l−1, si = 50 g. l−1, µ = µmax sks+s
(
1− ppi
)
,
µmax = 0.54.
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Fig. 8.2 – Etat/commande simule´s et reconstitue´s par la seule connaissance du parame`tre y.
8.3 Asservissement du mode`le parame´tre´
8.3.1 Asservissement de la biomasse
Les e´quations d’e´tat de l’e´quation parame´trique (8.7), line´aires et de´couple´es, permettent de
poser simplement les proble`mes de controˆle du biore´acteur. L’asservissement en biomasse x (on
verra par la suite que s et p sont controˆlables par le meˆme biais) est sans doute le plus critique des
trois dans la mesure ou` celle-ci intervient de manie`re directe dans toutes les e´quations. Ainsi, tous
les re´sultats obtenus avec la biomasse se transposent (de manie`re avantageuse en ge´ne´ral) sur les
autres types d’asservissements.
La structure de l’e´quation parame´trique permet de ramener ce proble`me de controˆle a` l’asser-
vissement d’une e´quation line´aire scalaire, d’entre´e y1 :{
∂τ x˜ = −x˜+ y1
x˜ (0) = x0,
. (8.10)
que l’on choisit d’asservir par un correcteur classique de type proportionnel-inte´gral :
K(p) =
(
1 +
1
Ti p
)
K. (8.11)
On peut, par exemple, choisir les parame`tres pour que le temps de re´ponse (en temps τ) ait la
valeur de´sire´e. On choisira par la suite Ti = 1, le temps de re´ponse du syste`me´ line´aire (en temps
τ) e´tant alors e´gal a` 3K .
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On en de´duit alors, par post et pre´-composition par les ope´rateurs ade´quats, un correcteur non
line´aire pour le syste`me global. (cf. Figures1 8.3 et.8.4).
Fig. 8.3 – Controˆleur sur le syste`me line´aire.
Fig. 8.4 – Controˆleur sur le syste`me non line´aire.
On donne en Figure 8.5 le re´sultat de l’asservissement pour deux profils de biomasse, les valeurs
des parame`tres e´tant celles du paragraphe 8.2.3. On constate que le correcteur remplit son roˆle : la
biomasse suit la trajectoire de re´fe´rence.
Comme cela a e´te´ dit, le parame´trage ayant e´te´ construit sans spe´cifier µ(X), le correcteur
construit est valable pour toute forme de taux de croissance. A titre d’illustration, on donne en
Figure 8.6 une courbe d’asservissement obtenue avec un mode`le dont le taux de croissance est de
type Monod [32] :
µ(X) = µmax
s
ks + s
.
On constate sur la Figure 8.6 que le syste`me demeure correctement asservi.
Remarque 8.4 Le proble`me de conception d’un asservissement est, comme d’ordinaire, pose´ en
terme de performances du syste`me reboucle´. Ici, la parame´trisation permet de construire un correc-
teur pour le syste`me non line´aire de manie`re simple, a` partir d’un correcteur du syste`me parame´tre´.
Dans le cas pre´sent, la gain K est choisi de manie`re a` ce que le temps de re´ponse en temps τ soit
convenable au regard des valeurs usuellement prise par la dilution en entre´e u, sachant que l’horloge
τ traduit directement la consommation totale de celle-ci.
Meˆme si, en temps t, la notion de temps de re´ponse perd tout son sens (car le syste`me est non
line´aire), on peut s’interroger sur la transposition en temps t des performances choisies en temps
τ . Il a d’une part e´te´ ve´rifie´, de manie`re empirique, la cohe´rence de ce temps de re´ponse τ rep sur
1On rappelle que, S
∂−1t u
e´tant line´aire, on a ε := x˜c − x˜ = S∂−1t u (xc − x).
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Fig. 8.5 – Asservissement de la biomasse pour deux profils diffe´rents.
les simulations ; ainsi, en mettant une consigne de type e´chelon sur le syste`me non line´aire, on
constate que le “temps de re´ponse” t correspond a` l’instant ou` la quantite´ ∂−1t u vaut τ rep : le temps
de re´ponse en τ choisi est, comme attendu, respecte´. D’autre part, il peut eˆtre envisage´ de lier les
performances en temps τ a` celles en temps t en fixant une borne minimale a` la commande u, ce
qui fixe la consommation ∂−1t u (i.e. la rapidite´ d’e´volution de l’horloge τ), et permettrait ainsi de
de´terminer un temps de re´ponse τ rep (et donc un gain K) correspondant a` une “re´activite´” en temps
t que l’on pourrait choisir.
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Fig. 8.6 – Asservissement de la biomasse avec un taux de croissance de type Monod.
8.3.2 Asservissement du substrat et du produit
La structure de toutes les e´quations d’e´tat de l’e´quation parame´trique (8.7) e´tant similaire,
le correcteur pre´ce´demment construit pour la biomasse permettra de construire, a` un coefficient
multiplicatif pre`s, un correcteur pour asservir les quantite´s s ou p.
En effet, en posant S˜ := s˜− si, on a les e´quations :{
∂τ S˜ = −S˜ − a1y1
S˜ (0) = s0 − si
et
{
∂τ p˜ = −p˜+ a2y1
p˜ (0) = p0,
de meˆme dynamique que (8.10) et que l’on asservit respectivement avec les correcteurs −a1K(p) et
a2K(p), ou` K(p) est le correcteur de´fini par (8.11).
On donne figures 8.7 et 8.8 un exemple d’asservissement en substrat et en produit.
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Fig. 8.7 – Asservissement en substrat.
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Fig. 8.8 – Asservissement en produit.
Par la suite, et sauf mention du contraire, on travaillera sur l’asservissement en biomasse, celui-ci
e´tant le plus exigeant et les re´sultats pour les autres types d’asservissement e´tant de meˆme nature.
8.3.3 Robustesse aux bruits de mesure
On s’inte´resse dans ce paragraphe a` l’influence d’un bruit de mesure sur la qualite´ de l’asservis-
sement. On introduit donc un bruit colore´ additif obtenu par filtrage d’un bruit blanc de parame`tre
σ par un filtre du premier ordre :
F (p) =
am
p+ am
On donne Figure 8.9 des courbes d’asservissement en pre´sence de bruit. On peut noter que la
commande est sensible au bruit a` cause du fort gain K utilise´ dans le correcteur K(p). Cependant,
l’asservissement reste bon meˆme avec un fort niveau de bruit.
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Fig. 8.9 – Asservissement de la biomasse avec des bruits de parame`tres respectifs σ = 0.01 et 0.1,
avec am = 200.
Remarque 8.5 Les asservissements du substrat s et du produit p sont moins sensibles au bruit que
l’asservissement en biomasse car le gain de leur correcteur line´aire respectif est plus faible (−Ka1 et
K
a2
).
On peut e´galement envisager de filtrer la commande afin de la rendre plus lisse. On montre en
Figure 8.10 un exemple de controˆle avec un filtrage au premier ordre aup+au sur u ; celui-ci ne de´grade
pas la qualite´ de l’asservissement et permet une commande plus lisse.
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Fig. 8.10 – Asservissement de la biomasse avec des bruits de parame`tres σ = 0.1, am = 200, avec
commande filtre´e (au = 20).
Remarque 8.6 Bien que l’asservissement soit bon, on verra dans le paragraphe 8.3.5 que le bruit
de mesure fausse la relation X = S
−1
∂−1t u
◦C(y) : l’e´tat calcule´ via cette relation ne co¨ıncide plus avec
l’e´tat re´el du syste`me. Ceci est normal et pourra eˆtre ame´liore´ avec un recalage de mode`le comme
propose´ dans le paragraphe 8.3.5.
8.3.4 Compensation de perturbation
Compensation de perturbation par modification de l’ope´rateur de parame´trage
On montre Figure 8.11 les effets d’une perturbations en biomasse (mort soudaine d’une certaine
quantite´ de cellules par exemple) sur l’asservissement du biore´acteur.
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Fig. 8.11 – Asservissement en pre´sence d’une perturbation en biomasse de −0.1 a` t = 2h.
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Remarque 8.7 Une erreur de condition initiale pouvant eˆtre interpre´te´e comme une perturbation
en t = 0, les re´sultats concernent e´galement les incertitudes de conditions initiales. En particulier,
l’asservissement (sans compensation de perturbation) est robuste a` ces incertitudes.
Meˆme si la qualite´ de l’asservissement reste bonne, on peut noter une diffe´rence entre l’e´tat X
et S
−1
∂−1t u
◦C(y) de`s que survient la perturbation. Ceci est duˆ au fait qu’une perturbation rend le
parame´trage (8.9) invalide.
En effet, conside´rons le mode`le de biore´acteur (8.3) dans lequel on introduit une perturbation
en t0 mode´lise´e par αδt0 , α > 0, dans l’e´quation en biomasse (les autres e´tant inchange´es) :{
∂t x = µ(X)x− ux+ αδt0
...
Alors, le changement de temps (8.4) aboutit a` : ∂τ x˜ = −x˜+ µ(X˜) x˜u˜ +
S∂−1t u (αδt0)
u˜
...
D’apre`s la remarque 4.12, S∂−1t u (δt0) = u(t0) δτ0 , ce qui permet d’e´tablir, avec le meˆme ope´rateur
de sortie parame´trique (8.6), le parame´trage sur x˜ suivant (les autres e´tant inchange´s par rapport
a` (8.8)) :
x˜ = (∂τ + 1)
−1 (y1) + y2 e−(·) + u(t0)α (∂τ + 1)−1
(
1
u˜
δτ0
)
= C1(y) + u(t0)α
∫ ·
0
1
u˜(s)
es−· δτ0(s) ds
= C1(y) + αeτ0−· Y (· − τ0) , (8.12)
ou` Y de´signe la fonction de Heaviside.
Ainsi, la prise en compte d’une perturbation ne´cessite l’introduction du terme supple´mentaire
αeτ0−· Y (· − τ0) dans l’ope´rateur de parame´trage de x˜ (et donc dans celui de x a` une composition
par ∂−1t u pre`s). On de´duit de manie`re similaire le terme a` ajouter pour les perturbations portant
sur s ou p. En pratique, l’instant auquel intervient la perturbation e´tant inconnu, il faut mettre en
place une re`gle de de´tection de perturbation, en se basant par exemple sur les variations brutales
de l’erreur relative et/ou absolue entre la mesure de x˜ et C1(y).
On donne Figure 8.12 le re´sultat obtenu avec de´tection et compensation de perturbation en
utilisant (8.12) : les re´sultats sont clairement ame´liore´s, la reconstitution de l’e´tat par l’ope´rateur
de parame´trage e´tant cette fois fide`le.
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Fig. 8.12 – De´tection et compensation de la perturbation en biomasse par modification de l’ope´ra-
teur C1.
Remarque 8.8 Les re´sultats sont similaires pour une perturbation sur s ou p.
Compensation de la perturbation par modification de mode`le
On peut imaginer un autre moyen de prendre en compte une perturbation, se basant sur le
caracte`re local du mode`le, et qui pre´sente l’inte´reˆt d’eˆtre plus ge´ne´rique en vue d’une utilisation
re´currente. En effet, une perturbation faussant le parame´trage du mode`le, on peut de´cider de
re´initialiser le mode`le pour que le parame´trage (8.9) redevienne correct, en conside´rant l’instant
courant comme e´tant le nouvel instant initial, avec pour conditions initiales la mesure de x (apre`s
perturbation donc) et C2(y),C3(y) pour s et p.
Ainsi, le parame´trage (8.9) reste inchange´, la perturbation ayant e´te´ prise en compte dans la
nouvelle condition initiale du mode`le, sous re´serve que la mesure soit suffisamment fiable (cf. plus
bas pour ge´rer la pre´sence de bruit de mesure). Les re´sultats obtenus avec cette me´thode sont
identiques a` ceux obtenus avec la modification de l’ope´rateur de parame´trage : la reconstitution de
l’e´tat par l’ope´rateur de parame´trage reste fide`le apre`s perturbation.
De´tection tardive de la perturbation
La de´tection de la perturbation e´tant base´e sur des erreurs entre la mesure et la reconstruction
par parame´trage, il est possible qu’une perturbation de faible amplitude ne soit pas de´tecte´e imme´-
diatement, jusqu’a` ce que l’erreur qu’elle induise, croissante avec le temps, devienne significative.
On montre Figure 8.13 les effets d’un tel cas de figure sur la qualite´ de la reconstruction de l’e´tat,
qui s’ame´liore de`s que la perturbation est de´tecte´e et compense´e.
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Fig. 8.13 – Re´sultats avec correction due a` une perturbation en biomasse a` t = 2h perc¸ue a` t = 3.5h.
8.3.5 Bruit et recalage de mode`le a` intervalles re´guliers
Comme cela a e´te´ vu dans le 8.3.4, les perturbations modifient le parame´trage du mode`le. Il en
va de meˆme concernant la pre´sence d’un bruit de mesure, comme l’illustre la figure 8.14.
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Fig. 8.14 – C(y) en pre´sence bruits de parame`tres σ = 0.01 et 0.1 filtre´ avec am = 200 (asservis-
sement de la biomasse.)
Si on peut envisager de compenser des perturbations ponctuelles par modification de parame´-
trage/mode`le, il ne saurait en eˆtre de meˆme pour la compensation de bruit. On peut cependant
imaginer un processus de compensation a` intervalle re´gulier (par recalage de mode`le) pour re´tablir
la pertinence de la construction de l’e´tat via l’ope´rateur C. Le re´sultat est convainquant comme
l’illustre la Figure 8.15 (on rappelle que la quantite´ mesure´e sur ces simulations est la biomasse x).
114 Parame´trisation et controˆle d’un mode`le de biore´acteur
0 2 4 6 8 10
0
5
10
15
20
25
30
35
t
 
 
mesure
x (g/L)
s (g/L)
p (g/L)
V (L)
x via C
s via C
p via C
1 2 3 4 5 6 7 8
0.5
1
1.5
2
t
 
 
mesure
x (g/L)
s (g/L)
p (g/L)
V (L)
x via C
s via C
p via C
Fig. 8.15 – C(y) en pre´sence de bruit (σ = 0.1) avec modification de mode`le toutes les heures.
Remarque 8.9 Toute cette section permet d’illustrer l’importance de la notion de continuite´ im-
pose´e aux ope´rateurs de parame´trage, et aux transformations conside´re´es en ge´ne´ral. En effet, dans
ces re´sultats nume´riques, incertitudes, bruits, perturbations, et plus simplement erreurs d’approxi-
mations font qu’aucune trajectoire ni aucun ope´rateurs ne sont “exacts” pourtant, le parame´trage
et l’asservissement qui l’utilise demeurent, du fait de la continuite´ de toutes les ope´rations en jeu,
valides.
8.4 Suivi de trajectoire pour le mode`le parame´tre´
8.4.1 Construction du correcteur et re´sultats
On se propose dans cette section d’asservir le biore´acteur autour d’une trajectoire de re´fe´rence
de´termine´e en boucle ouverte y∗, obtenue par exemple en re´solvant un proble`me de controˆle opti-
mal. Avec le parame´trage du mode`le du biore´acteur, le proble`me de suivi de trajectoire se re´sout
simplement, comme l’illustre la Figure 8.16.
Fig. 8.16 – Structure de suivi de trajectoire pour le biore´acteur.
Le principal inte´reˆt d’un tel proce´de´ est de “soulager” le correcteur de la majeure partie du
calcul, celui-ci n’ayant qu’a` corriger les erreurs autour de la trajectoire de re´fe´rence : le gain est
alors fortement diminue´ (et, par conse´quent, sa robustesse au bruit augmente´e, cf. Figure 8.17).
Afin de ne pas surcharger la section, on ne tracera que certaines courbes, les autres e´tant sem-
blables a` celles pre´sente´es dans la Section 8.3. En particulier, l’analyse des effets des perturbations
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Fig. 8.17 – Suivi de trajectoire (K = 20) sans bruit et en pre´sence de bruit de parame`tre 0.1,
am = 200.
et des moyens de les compenser effectue´s dans la Section 8.3 restent valables pour la structures de
controˆle pre´dictif.
8.4.2 Controˆleur passif par recalage de mode`le
La structure de suivi de trajectoire permet d’envisager l’utilisation de la technique de recalage
de mode`le du paragraphe 8.3.5 afin de construire un correcteur passif, base´ uniquement sur sa partie
pre´dictive. Le syste`me agit donc en boucle ouverte avec la commande y∗, et un recalage de mode`le
re´gulier permet de pallier les e´carts entre l’e´tat re´el et la reconstruction effectue´e via l’ope´rateur de
parame´trage C. Ce type de “controˆleur” aura en particulier l’avantage d’eˆtre tre`s peu sensible au
bruit, puisque n’utilisant que peu (en comparaison du correcteur classique) les mesures.
On peut voir sur la Figure 8.18 une comparaison de suivi de trajectoire avec fort bruit de mesure
(σ = 0.5) avec un controˆleur passif et le controˆleur non line´aire classique pre´sente´ pre´ce´demment ;
la robustesse du controˆleur passif y est clairement mise en e´vidence.
Remarque 8.10 A faible niveau de bruit, le controˆleur classique avec correcteur s’ave`re plus effi-
cace, notamment pour les fortes perturbations. Un correcteur utilisant ces deux techniques pourrait
alors eˆtre envisage´.
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Fig. 8.18 – Suivi de trajectoire par fort niveau de bruit, avec correcteur passif par recalage de
mode`le mis a` jour toutes les 6 minutes (haut), et avec correcteur classique, K = 10 (bas).
8.5 Extension du parame´trage a` une classe de mode`les plus large
La parame´trisation utilise´e pour le mode`le de biore´acteur peut s’e´tendre a` des mode`les plus
ge´ne´raux. On en pre´sente dans cette section quelques exemples formels, dont le principal inte´reˆt
est illustratif.
I Soit k une fonction positive. Le mode`le :

∂t x = G(X)− f(x) k(u)
∂t s = −a1G(X) + g(si − s) k(u)
∂t p = a2G(X)− h(p) k(u)
X(0) = X0,
peut se parame´trer en suivant la meˆme de´marche que la Section 8.2, en utilisant le changement
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de temps S∂−1t k(u) et la sortie parame´trique :
y =
(
G(X˜)
k(u˜)
, δ ·X
)T
.
On obtient alors l’e´quation parame´trique (du mode`le en temps τ) suivante, dont les e´quations
dynamiques sont un syste`me non line´aire de´couple´ avec entre´e line´aire :
∂τ x˜ = −f(x˜) + y1
∂τ s˜ = −g(s˜+ si)− a1y1
∂τ p˜ = −h(p˜) + a2y1
y =
(
G(X˜)
k(u˜) , δ ·X
)T
.
L’asservissement se re´sume donc, ici encore, a` l’asservissement d’e´quations non line´aires sca-
laires. On de´duit, ici encore, x, s, p par composition par S
−1
∂−1t k(u)
.
I Soient k1,k2,k3 des fonctions positives, avec k1 inversible, et soit le mode`le :
∂t x = G(X)− f(x) k1(u)
∂t s = −a1G(X) + g(si − s) k2(u)
∂t p = a2G(X)− h(p) k3(u)
X(0) = X0.
(8.13)
On de´finit l’ope´rateur de changement de temps multiple :
S : X 7→ X˜ :=
 S1 (x)S2 (s)
S3 (p)
 :=
 x ◦
(
∂−1t k1(u)
)−1
s ◦ (∂−1t k2(u))−1
p ◦ (∂−1t k3(u))−1
 .
Par application de ce changement de temps au syste`me (8.13), on obtient le syste`me :
x˜′ = −f(x˜) + G(S1(X))S1(k1(u)) ,
s˜′ = g(si − s˜)− a1G(S2(X))S2(k2(u)) ,
p˜′ = −h(p˜) + a2G(S3(X))S3(k3(u)) ,
X˜ = X0.
(8.14)
On note yi :=
G(Si(X))
Si(ki(u))
; alors les quantite´s yi sont toutes exprimables les unes en fonction des
autres. En effet, on a2, par de´finition des yi :
S−11 (y1S1(k1(u))) = G(X) = S
−1
1 (y2S2(k2(u))) = S
−1
3 (y3S3(k3(u))) ,
⇔ S−11 (y1) k1(u) = G(X) = S−12 (y2) k2(u) = S−13 (y3) k3(u),
2On rappelle que les changement de temps commutent avec les ope´rateurs statiques et que S (fg) = S(f) S(g).
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d’ou` la relation :
y2 = S2
(
S−11 (y1) k1(u)
k2(u)
)
y3 = S3
(
S−11 (y1) k1(u)
k3(u)
)
.
On de´finit alors la sortie parame´trique
y := (y1, δ ·X)T ,
et on a l’e´quation parame´trique de (8.14))
x˜′ = −f(x˜) + y1,
s˜′ = g(si − s˜)− a1 S2
(
S−11 (y1) k1(u)
k2(u)
)
,
p˜′ = −h(p˜) + a2 S3
(
S−11 (y1) k1(u)
k3(u)
)
,
y = (y1, δ ·X) .
Bien que moins simple que l’e´quation parame´trique dans le cas du biore´acteur original, no-
tamment du fait que le parame´trage ne peut pas s’exprimer (equation implicite car u apparaˆıt
encore dans les “e´quations d’e´tat”), cette expression permet cependant d’asservir x˜ (ou s˜, p˜ en
choisissant y2 ou y3) de manie`re scalaire et de´couple´e, le lien avec les autres e´quations passant
par le calcul des deux autres horloges fonctions de u, que l’on peut calculer sans difficulte´ via
l’expression de la sortie parame´trique (dernie`re e´quation). Ceci fera l’objet de travaux futurs.
Remarque 8.11 L’e´quation parame´trique du syste`me en t se de´duit, la` encore, par change-
ment de temps inverse.
Conclusion
Ce travail constitue une tentative pour aborder les proble`mes varie´s qui se posent en automa-
tique d’une manie`re globale dans le temps, les diffe´rentes quantite´s intervenant dans ces proble`mes
devenant, de ce point de vue, des trajectoires conside´re´es dans leur ensemble. De fac¸on image´e, il
s’agit d’une formulation des proble`mes dans “l’espace-temps”, le terme “espace” faisant ici re´fe´rence
aux espaces d’e´tat, de commande, de sortie, etc. au sens classique. L’inte´reˆt de formulations globales
des probe`mes est de permettre assez naturellement l’utilisation de transformations elles aussi glo-
bales, ge´ne´riquement de´signe´es par le terme “ope´rateur”, et donc certaines n’ont aucun e´quivalent
au sens classique. S’agissant de trajectoires, donc de fonctions a` valeurs dans un espace en ge´ne´ral
topologique, les espaces en jeu sont d’emble´e de dimension infinie. Par ailleurs, les de´veloppements
anaytiques ne peuvent plus en ge´ne´ral eˆtre suffisants pour mener jusqu’au bout la re´solution d’un
proble`me donne´. Il en re´sulte que le choix de topologies permettant, notamment, de mesurer les
erreurs d’approximation devient un proble`me a` la fois crucial et non trivial. En meˆme temps, la
richesses des topologies diponibles sur les ensembles fonctions est un atout, au sens ou` il devient
possible d’adapter les topologies au proble`me conside´re´, de manie`re a` obtenir la continuite´ des
ope´rations mises en œuvre, pre´alable indispensable a` la robustesses des solutions.
De`s lors, une question qui se pose naturellement est celle de la transformation d’un proble`me
dynamique de telle manie`re que le proble`me transforme´ soit “plus simple” que le proble`me initial.
Cette ide´e n’est pas nouvelle. Ainsi, par exemple, la classique transformation de Laplace n’a pas
d’autre but. De meˆme, dans le domaine des syste`mes diffe´rentiels non line´aires, les notions de
line´arisations par retour d’e´tat et leurs de´rive´es ont le meˆme objectif.
Dans cette the`se, on a pose´ cette proble´matique ge´ne´rale de transformation d’un proble`me en
vue de sa simplification, au sens des ope´rateurs non ne´cessairement locaux agissant sur des tra-
jectoires, et e´tudie´ un certain nombre d’entre elles pre´sentant des proprie´te´s remarquables. Les
transformations de type changement de temps ont e´te´ de´finies et e´tudie´es de manie`re approfondie,
et un certain nombre de proprie´te´s ont e´te´ e´tablies, conduisant a` divers re´sultats tels la de´singulari-
sation de mode`les et le de´couplage de composantes e´tat/entre´, la transformation par repre´sentation
diffusive, pre´sente´e de manie`re succincte mais suffisante pour aborder les proble`mes conside´re´s dans
ce me´moire, permettant d’e´tendre aux mode`les non locaux l’essentiel des proprie´te´s e´tablies pour
les mode`les locaux. Par ailleurs, les ope´rateurs statiques, omnipre´sents tant dans les mode`les dy-
namiques que dans les transformations que l’on peut eˆtre amene´ a` faire, ont e´te´ e´tudie´s et leur
continuite´ assure´e sous des hypothe`ses de faible re´gularite´. Aborde´e dans ce contexte ope´ratoriel et
de transformations globales, la notion de parame´trisation de mode`le a e´te´ ensuite de´finie de manie`re
ge´ne´rale et peu restrictive, puis affaiblie avec l’introduction des notions d’e´quation parame´trique et
de parame´trisation de sous-mode`le.
Toutes ces transformations, pouvant eˆtre intimement associe´es lors d’applications concreˆtes,
constituent une“boˆıte a` outils”suceptibles d’apporter des simplifications aux proble`mes dynamiques
complexes, comme cela e´te´ illustre´ en seconde partie de la the`se. Bien suˆr, on ne saurait envisager
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de mettre au point une me´thode pour de´finir de manie`re syste´matique les transformations idoines
a` la re´solution de tout proble`me dynamique ; il est en revanche envisageable d’e´tudier des classes
ge´ne´riques de proble`mes dynamiques, dans le but d’e´tablir un ensemble de transformations plus
spe´cifiquement approprie´es. Ceci constituera une part importante des travaux qui prolongeront
cette the`se.
Dans cette optique, il sera ne´cessaire d’une part d’approfondir les transformations introduites.
On peut citer, par exemple, l’e´tudes des changements de temps a` horloge non inversible, qui ont
roˆle important pour la simplification et la parame´trisation de mode`les a` frottements secs, et des
changements de temps multiples, ainsi que l’approfondissement des re´sultats concernant la parame´-
trisation ope´ratorielle de mode`les. D’autre part, il serait inte´ressant d’e´tendre le cadre de travail a`
d’autres transformations plus exotiques (et ne´anmoins utiles car intervenant dans nombre de pro-
ble`mes physique) comme les ope´rateurs d’hyste´re´sis, ainsi que l’e´tude d’autres classes de proble`mes,
base´s par exemple sur les syste`mes dynamiques hybrides, les varie´te´s continues laissant alors place
a` des espaces topologiques plus ge´ne´raux.
Enfin, la mise en œuvre sur des proble`mes concrets des me´thodes de´velope´es via ces outils est
e´videmment une part importante des travaux qui pourront s’articuler autour de cette the`se.
Annexe A
Notions sur les espaces de trajectoires
NB : Davatage de de´tails pourront eˆtre trouve´s dans les ouvrages standard, notamment [26],
[46].
Espaces vectoriels topologiques, varie´te´s
Soit E un espace vectoriel sur R. L’espace E est un espace de Banach s’il est muni d’une norme
‖.‖E est s’il est complet pour cette norme. Si E est muni d’un produit scalaire (.|.)E , alors E est
un espace de Hilbert s’il est complet pour la norme associe´e.
Proposition A.1 Dans un espace de Banach de dimension infinie, la boule unite´ n’est jamais
compacte.
L’espace E est un espace de Fre´chet s’il est muni d’une famille de´nombrable de (semi)normes
‖.‖k et est complet pour la me´trique de´finie par d(x, y) =
∑∞
k=1 2
−k ‖x−y‖k
1+‖x−y‖k . La convergence dans
E est de´finie par xn
E→ x⇔ d(xn, x)→ 0 ; au niveau pratique, cette convergence s’exprime :
xn
E→ 0⇔ ∀k, ‖xn − x‖k → 0.
Dans un espace de Fre´chet (et donc aussi de Banach), la (topologie de la) convergence relative
a` la distance est appele´e (topologie de la) convergence forte. Lorsqu’on ne pre´cise pas, c’est la
topologie par de´faut.
Enfin, dans les cas les plus ge´ne´raux conside´re´s dans cette the`se, E est un espace vectoriel
topologique localement convexe (evtlc) satisfaisant au premier axiome de de´nombrabilite´1.
Soient E,F deux espaces vectoriels topologiques localement convexes. On note :
C(E;F ) = {f : E → F ; f continue}.
Dans le cas ou` E et F sont des Banach, C(E;F ) est un espace de Fre´chet pour la famille de normes :
‖f‖k = sup
x∈Bk
‖f(x)‖F , ou` Bk est la boule de E de centre 0 et de rayon k.
On note L(E;F ) = {f : E → F ; f line´aire continue}. Dans les cas ou` E et F sont des Banach,
L(E;F ) est un espace de Banach pour la norme :
‖f‖L(E;F ) = sup‖x‖E61
‖f(x)‖F .
1Les espaces de Fre´chet (et donc aussi de Banach) satisfont cet axiome.
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Dans le cas ou` E et F sont des Banach, on de´finit :
C1(E;F ) = {f ∈ C(E;F ); f Fre´chet-de´rivable, f ′ ∈ C(E;L(E;F ))};
c’est un espace de Fre´chet pour la suite de normes :
‖f‖C1,k = sup
x∈Bk
‖f(x)‖F + sup
x∈Bk
∥∥f ′(x)∥∥L(E;F ) .
On de´finit de meˆme l’espace de Fre´chet Cn(E;F ) des fonctions de E dans F n fois continuˆment
Fre´chet-de´rivables. Enfin, l’espace C∞(E;F ) =
⋂
n∈N
Cn(E;F ) est e´galement un espace de Fre´chet
pour la suite de normes ‖f‖C∞,k =
∑k
i=0 ‖f‖Ck,k.
On dit que V est une varie´te´ topologique (ou simplement varie´te´ si aucune confusion n’est a`
craindre) si 1) V est un espace topologique2 et 2) il existe un evtlc X tel que tout point x ∈ V
admet un voisinage home´omorphe a` un ouvert de X. En particulier pour E,F evtlc, le graphe d’une
application f continue de dom(f) ⊂ E dans F , muni de la topologie induite par l’evtlc E × F , est
une varie´te´ topologique.
Dualite´ et convergences faibles
Soit E un evtlc satisfaisant au premier axiome de de´nombrabilite´. On appelle dual (topologique)
de E l’espace L(E;R) des formes line´aires continues sur E :
E′ = {ϕ line´aire : E → R; xn E→ 0⇒ ϕ(xn)→ 0};
On note pour ϕ ∈ E′ et x ∈ E : ϕ(x) = 〈ϕ, x〉E′,E .
Lorsque E est un espace de Banach, son dual est lui-meˆme un espace de Banach pour la norme
de´finie par :
‖ϕ‖E′ = sup‖x‖E61
| 〈ϕ, x〉E′,E |;
on a alors : | 〈ϕ, x〉E′,E | 6 ‖ϕ‖E′ . ‖x‖E .
Le bidual de E est de´fini par : E′′ = (E′)′. A un isomorphisme topologique pre`s, E s’identifie a`
un sous-espace ferme´ de E′′ ; lorsque E′′ = E on dit que E est re´flexif.
Tout espace de Banach E peut eˆtre muni de la topologie de la convergence faible :
xn
E
⇀ 0⇔ ∀ϕ ∈ E′, 〈ϕ, xn〉E′,E → 0;
pour cette topologie, E est un evtlc complet. Enfin, le dual E′ d’un espace E peut e´galement eˆtre
muni, outre la topologie faible de´finie a` partir de E′′, de la topologie ∗-faible :
ϕn
∗
⇀
E′
0⇔ ∀x ∈ E, 〈ϕn, x〉E′,E → 0.
De manie`re ge´ne´rale, on a les proprie´te´s :
ϕn → 0⇒ ϕn ⇀ 0⇒ ϕn ∗⇀ 0.
Proposition A.2 dans un espace de Banach E′, la boule unite´ est compacte pour la topologie
∗-faible.
2Non ne´cessairement vectoriel.
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Espaces de Lebesgue
Soit I =]0, T [. Un sous-ensemble e de I est dit ne´gligeable lorsque sa mesure de Lebesgue est
nulle. Une re´union de´nombrable d’ensembles de mesure nulle est de mesure nulle.
Deux fonctions f, g mesurables I → R sont dites e´gales presque partout lorsqu’il existe e de
mesure nulle tel que ∀x ∈ I r e, f(x) = g(x). On note l’e´galite´ presque partout : f = g pp
ou f
pp
= g. L’e´galite´ presque partout est une relation d’e´quivalence compatible avec la structure
d’espace vectoriel.
La convergence simple presque partout est de´finie par :
fn
pp→ f ⇔ ∃e de mesure nulle, ∀x ∈ I r e, fn(x)→ f(x).
Les inte´grales suivantes sont au sens de Lebesgue. Pour p ∈ [1,+∞[, On de´finit l’espace quotient :
Lp(I) = {f : I → R mesurable;
∫
I
|f |p dx < +∞}/ pp= .
Les e´le´ments de Lp(I) sont des classes d’e´quivalences de fonctions e´gales deux a` deux presque
partout. Muni de la norme :
‖f‖Lp(I) = p
√∫
I
|f |p dx < +∞,
Lp(I) est un espace de Banach, re´flexif si p > 1, de Hilbert pour p = 2, le produit scalaire e´tant :
(f |g)L2(I) =
∫
I fg dx.
Pour 1 < p < ∞, le dual de Lp(I) s’identifie a` Lq(I) avec q tel que 1p + 1q = 1 ; on a alors :
〈f, g〉Lp′ ,Lp =
∫
I fg dt.
La borne supe´rieure essentielle d’un ensemble A ⊂ R est de´finie par :
ess supA = inf
e ne´gligeable
{
sup
x∈Are
x
}
;
Si aucune ambigu¨ıte´ n’est a` craindre, on de´signera ess sup simplement par sup. On de´finit alors
l’espace :
L∞(I) = {f ; I → R mesurable; ess sup |f | < +∞}/ pp=,
qui est de Banach pour la norme :
‖f‖L∞(I) = ess sup
x∈I
|f(x)|.
Proposition A.3 Si I est de mesure finie, L∞(I) ↪→ Lp(I) ↪→ L1(I), les injections e´tant continues
et denses.
Le dual de L1(I) s’identifie a` L∞(I) ; ces espaces ne sont pas re´flexifs : L1(I) ↪→
6=
L∞(I)′. La
convergence ∗-faible de L∞(I) s’exprime : fn ∗⇀
L∞
0⇔ ∀g ∈ L1(I), 〈f, g〉L∞,L1 =
∫
I fg dt→ 0.
En notant p′ = pp−1 , 1
′ =∞, ∞′ = 1, on a la proprie´te´ (ine´galite´deHolder) :
∀p ∈ [1,∞], | 〈f, g〉Lp′ ,Lp | 6 ‖f‖Lp′ . ‖f‖Lp .
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On de´finit enfin :
Lploc(R) = {f mesurables; ∀a, b ∈ R, f |]a,b[ ∈ Lp(a, b)};
muni de la famille de´nombrable de normes ‖f‖n =
∥∥f |]−n,n[∥∥Lp(−n,n), Lploc(R) est un espace de
Fre´chet. Son dual s’identifie a` l’espace des fonctions a` support compact de Lp
′
(R). Dans le cas
p = ∞, la convergence dans L∞loc(R) est la convergence uniforme (a` un ensemble de mesure nulle
pre`s) sur tout compact.
Espaces de Sobolev
On note D′(I) l’espace des distributions de Schwartz, dual topologique de l’espace D(I). On
a la proprie´te´ Lp(I) ↪→ D′(I). Les fonctions de D(I) e´tant inde´finiment de´rivables et a` support
compact, pour f ∈ Lp(I), la de´rive´e ne`mede f au sens des distributions est de´finie par :
f (n) ∈ D′(I), ∀ϕ ∈ D(I),
〈
f (n), ϕ
〉
= (−1)n
〈
f, ϕ(n)
〉
.
Pour p ∈ [1,∞], k ∈ N, on de´finit alors les espaces de Sobolev (les de´rive´es e´tant au sens des
distributions) :
W k,p(I) = {f ∈ Lp(I); f ′, f ′′, ..., f (k) ∈ Lp(I)};
en particulier, W 0,p(I) = Lp(I). Muni de la norme :
‖f‖Wk,p =
k∑
i=0
∥∥∥f (i)∥∥∥
Lp
,
W k,p(I) est un espace de Banach. Dans le cas p = 2, C’est un espace de Hilbert, note´ Hk(I), de
produit scalaire : (f |g)Hk(I) =
∑k
i=1(f
(i)|g(i))L2(I).
Les injections W k+1,p(I) ↪→ W k,p(I) sont denses et continues, compactes3 lorsque I est de
mesure finie. Pour p ∈ [1,∞[, le dual de W k,p(I) est note´ W−k,p′(I) ; il s’identifie a` un sous-espace
de D′(I).
On de´finit de la meˆme manie`re les espaces W k,ploc (R), qui sont des espaces de Fre´chet pour la
famille de´nombrable de normes : ‖f‖n =
∑k
i=1 ‖f‖Wk,p(−n,n) et dont le dual s’identifie a` un sous-
espace de distributions a` support compact.
Proposition A.4 La de´rivation est une ope´ration continue de W k+1,p(I) dans W k,p(I) et de
W k+1,ploc (I) dans W
k,p
loc (I) ; en particulier :
fn
Wk+1,p→ f ⇒ f ′n W
k,p→ f ′, fn W
k+1,p
⇀ f ⇒ f ′n W
k,p
⇀ f ′.
Espaces de trajectoires
Les espaces fonctionnels de trajectoires sont naturellement adapte´s a` l’analyse des proble`mes
dynamiques. On rappelle ci-apre`s les principaux conside´re´s dans cette the`se.
Soit E un espace de Banach. Dans la suite, I est de mesure finie. On de´finit :
Ck(I;E) = {f : I → E ; f est k fois continuˆment de´rivable};
3C’est-a`-dire : fn
Wk+1,p
⇀ f ⇒ fn W
k,p→ f .
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C’est un espace de Fre´chet pour la topologie de la convergence uniforme de f (i)n , i = 0 : k, sur tout
compact de I.
Avec I¯ la fermeture de I, Ck(I¯;E) est un espace de Banach pour la norme :
‖f‖Ck(I¯;E) =
k∑
i=0
sup
t∈I¯
∥∥∥f (i)(t)∥∥∥
E
.
On de´finit enfin :
C∞(I¯;E) =
⋂
k∈N
Ck(I¯;E),
de Fre´chet pour la suite de normes :
‖f‖C∞(I¯;E),k = ‖f‖Ck(I¯;E) .
On a :
C∞(I;E) ↪→ Ck+1(I;E) ↪→ Ck(I;E),
C∞(I¯;E) ↪→ Ck+1(I¯;E) ↪→ Ck(I¯;E),
les injections e´tant compactes et denses. L’ope´rateur de de´rivation ∂t est continu dans C∞(I;E),
dans C∞(I¯;E), de Ck+1(I;E) dans Ck(I;E) et de Ck+1(I¯;E) dans Ck(I¯;E).
Remarque A.5 Ck(I;R) sera note´ simplement Ck(I).
On appelle fonction simple I → E toute fonction de´finie sur I a` valeurs dans un sous-ensemble
fini de E telle que l’image re´ciproque de tout e´le´ment de E est un sous-ensemble mesurable de R.
On note S(I;E) l’espace des fonctions simples I → E. L’espace M(I;E) des fonctions (fortement)
mesurables de I dans B est de´fini par :
M(I;E) = {v; I → B : ∃vn ∈ S(I;E), ‖vn − v‖E
pp→ 0}.
On de´finit :
Lp(I;E) = {f ∈M(I;E); ‖.‖E ◦ f ∈ Lp(I)};
muni de la norme
‖f‖Lp(I;E) = ‖‖f‖E‖Lp(I) =

p
√∫
I ‖f(x)‖pE dx si p 6=∞
ess sup
x∈I
‖f(x)‖E si p =∞,
l’espace Lp(I;E) est un espace de Banach. Pour 1 6 p <∞, si E est re´flexif, son dual s’identifie a`
Lp
′
(I;E′) ; pour g ∈ Lp(I;E) et f ∈ Lp′(I;E′), on a alors :
〈f, g〉Lp′ (I;E′),Lp(I;E) =
∫
I
〈f(t), g(t)〉E′,E dt,
et on verifie aise´ment les proprie´te´s :
| 〈f, g〉Lp′ (I;E′),Lp(I;E) | 6
∫
I
| 〈f(t), g(t)〉E′,E | dt 6
∫
I
‖f(t)‖E′ . ‖g(t)‖E dt =
= 〈‖f‖E′ , ‖g‖E〉Lp′ (I),Lp(I) 6 ‖f‖Lp′ (I;E′) . ‖g‖Lp(I;E) .
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En particulier, la convergence ∗-faible de L∞(I;E) s’exprime :
gn
∗
⇀
L∞(I;E)
0⇔ ∀f ∈ L1(I;E′),
∫
I
〈f(t), gn(t)〉E′,E dt→ 0.
proprie´te´s : L∞(I;E) ↪→ Lp(I;E) ↪→ L1(I;E), les injections e´tant continues et denses. A une
isome´trie pre`s,
C0(I¯;E) ↪→ Lp(I;E) injection continue ∀p ∈ [1,∞], dense si p <∞,
C0(I¯;E) sous-espace strict de L∞(I;E).
On de´finit de meˆme :
W k,p(I;E) = {f ∈ Lp(I;E); f ′, f ′′, ..., f (k) ∈ Lp(I;E))},
de Banach pour la norme :
‖f‖Wk,p(I;E) =
k∑
i=0
∥∥∥f (i)∥∥∥
Lp(I;E)
.
Les injections W k+1,p(I, E) ↪→ W k,p(I, E) sont denses et continues. Pour p ∈ [1,∞[ et E re´flexif,
le dual de W k,p(I, E) est note´ W−k,p′(I, E′) ; il s’identifie a` un sous-espace de D′(I;E′).
Enfin, pour tout k ∈ N, Ck(I¯;E) s’identifie4 a` un sous-espace ferme´ strict de W k,∞(I;E).
Diverses applications des espaces de trajectoires dans un Banach sont de´crites dans [46].
4Rappelons que les e´le´ments de W k,p sont des classes d’e´quivalences de fonctions e´gales deux a` deux presque
partout.
Annexe B
Sche´ma nume´rique pour (∂t − a)−1
L’ope´rateur (∂t − a)−1 est un ope´rateur line´aire inte´gral re´alise´ localement par le syste`me li-
ne´aire : {
∂tv = av + u
v(0) = 0.
La re´solution d’un tel syste`me est traditionnellement effectue´e a` l’aide de sche´mas nume´riques
d’e´quations diffe´rentielles ge´ne´rales non line´aires (Euler, Heun, Runge Kutta, etc.). La solution
est “analytiquement” exprimable par la formule de Duhamel ; aussi, il parait plus judicieux d’uti-
liser cette information supple´mentaire (propres aux syste`mes line´aires) pour re´aliser l’ope´rateur
(∂ − a)−1 plutoˆt que d’utiliser des me´thodes nume´riques destine´es aux e´quations diffe´rentielles non
line´aires, ne´cessairement moins bien adapte´es car plus ge´ne´rales.
On propose dans cette annexe un sche´ma nume´rique base´ sur la formule de Duhamel, tirant
profit du calcul analytique d’inte´grales du type
∫
xneax dx, et exact pour les entre´e affines par
morceaux. Ce sche´ma pre´sente l’inte´reˆt d’eˆtre inconditionnellement stable, et donc en pratique
toujours e´conomique du fait qu’aucune condition de stabilite´ sur le pas de temps ∆t n’est requise.
NB : ce sche´ma constitue notamment l’e´le´ment de base pour les re´alisations diffusives nume´riques.
On a :
v(t) =
∫ t
0
ea(t−s)u(s) ds,
donc, en particulier, en conside´rant une subdivision de pas ∆t1:
v(tn) = ea tn
∫ tn
0
e−asu(s) ds
= ea tn
(∫ tn−1
0
e−asu(s) ds+
∫ tn
tn−1
e−asu(s) ds
)
= ea∆t. ea tn−1
∫ tn−1
0
e−asu(s) ds︸ ︷︷ ︸
=v(tn−1)
+ ea tn
∫ tn
tn−1
e−asu(s) ds,
soit :
v(tn) = ea∆t v(tn−1) + ea tn
∫ tn
tn−1
e−asu(s) ds. (B.1)
1Le pas est de´fini par ∆t = tn+1 − tn, suppose´ constant. Ceci se ge´ne´ralise trivialement a` une discre´tisation a` pas
variable.
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Plusieurs possibilite´s sont envisageables. La premie`re consiste a` approcher l’inte´grale par une
formule de quadrature classique (rectangles, trape`zes, etc.) ; les sche´mas que l’on de´duit de ces
approximations ont la proprie´te´ de voir leur de´veloppement limite´ (en ∆t) co¨ıncider avec les sche´-
mas d’EDO classiques associe´s a` ces quadratures (Euler, Heun etc.). Cependant, l’expression de
l’inte´grande dans (B.1) sugge`re une approximation plus judicieuse, base´e sur une approximation
polynomiale de u, permettant ainsi le calcul exact de l’inte´grale.
Ainsi, si u est un polynoˆme de degre´ 1 sur [tn−1, tn] :
v(tn) = ea∆tv(tn−1) + ea tn
tn∫
tn−1
[
u(tn)− u(tn−1)
∆t
s+
u(tn−1) tn − u(tn) tn−1
∆t
]
e−as ds.
on obtient, apre`s quelques calculs ne pre´sentant aucune difficulte´, l’expression (exacte) :
v(tn) = ea∆tv(tn−1) +
ea tn
a∆t2
[u(tn)− u(tn−1)]
[
e−a tn−1 (1 + a tn−1)− e−a tn (1 + a tn)
]
+
ea tn
a∆t
[u(tn−1) tn − u(tn) tn−1]
[
e−a tn−1 − e−a tn] ,
et, apre`s re´organisation :
v(tn) = ea∆t v(tn−1) +
[
1
a2∆t
(
ea∆t − 1)− 1
a
]
u(tn) +
[
1
a2∆t
(
1− ea∆t)+ ea∆t
a
]
u(tn−1).
On propose donc le sche´ma nume´rique suivant pour la re´alisation de v = (∂t − a)−1 (u) :
vn = ea∆t vn−1 +
[
1
a2∆t
(
ea∆t − 1)− 1
a
]
un +
[
1
a2∆t
(
1− ea∆t)+ ea∆t
a
]
un−1. (B.2)
Ce sche´ma nume´rique est, de fait, exact pour tout entre´e u de type affine par morceaux.
Remarque B.1 Le sche´ma pourrait de meˆme eˆtre construit de manie`re a` eˆtre exact pour tout
polynoˆme d’ordre supe´rieur, utilisant les valeurs un−q, ..., un pour baˆtir le polynoˆme d’interpolation.
En somme, on peut voir cette me´thode comme un sche´ma de type Adams-Bashford dont seule la
partie ne´cessaire de l’inte´grande (ici u) est approche´e par un polynoˆme d’interpolation.
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