Abstract-The combination of the synthetic minority oversampling technique (SMOTE) and the radial basis function (RBF) classifier is proposed to deal with classification for imbalanced two-class data. In order to enhance the significance of the small and specific region belonging to the positive class in the decision region, the SMOTE is applied to generate synthetic instances for the positive class to balance the training data set. Based on the over-sampled training data, the RBF classifier is constructed by applying the orthogonal forward selection procedure, in which the classifier structure and the parameters of RBF kernels are determined using a particle swarm optimization algorithm based on the criterion of minimizing the leave-one-out misclassification rate. The experimental results on both simulated and real imbalanced data sets are presented to demonstrate the effectiveness of our proposed algorithm.
I. INTRODUCTION
Generally speaking, an imbalanced problem occurs when the instances in one or several classes (the majority classes) outnumber the instances of the other classes (the minority classes), which usually are the more important classes. Such an imbalance in the data represents the so-called betweenclass imbalance [1] , in contrast to the related issue of withinclass imbalance [2] [3] . Imbalanced problems widely exist in the field of medical diagnosis, such as surveillance of nosocomial infection [4] , cardiac care [5] and elucidating protein-protein interactions [6] ) as well as in many other fields, such as fraud detection [7] [8], network intrusion detection [9] , telecommunication management [10] , and so on. In the study of two-class imbalanced problem, the instances in the majority class are referred to as negative, while in its counterpart, the minority class, the instances are referred to as positive. Since in practice the minority class is more important, one should be more concerned with the positive instances. Imbalanced data learning has been widely researched [11] - [16] . Typically, the approaches to solving the imbalanced problem can be divided into two categories: resampling methods and imbalanced learning algorithms.
The re-sampling approach is actually a re-balancing process to balance the given imbalanced data set. The studies [17] [18] on class distribution have shown that balanced data sets provide better learning performance than imbalanced ones, though some other studies [1] [19] argue that imbalanced data sets are not necessarily responsible for the poor performance of some classifiers. Re-sampling techniques are M. Gao and X. Hong are with the School of Systems Engineering, University of Reading, Reading RG6 6AY, UK (E-mails: ming.gao@pgr.reading.ac.uk; x.hong@reading.ac.uk).
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attractive under most imbalanced circumstances. This is because re-sampling adjusts only the original training data set, instead of modifying the learning algorithm. Thus, this approach is external and transportable [18] [20] , and it provides a convenient and effective way to deal with imbalanced learning problems using standard classifiers. Specifically, the resampling methods include the random over-sampling, which randomly appends replicated instances to the positive class, and the random under-sampling, which randomly removes instances from the majority class. Alternatively, there exist the guided over-sampling and under-sampling, respectively, of which the choices to replace or to eliminate are informed rather than random. In addition, the synthetic minority oversampling technique (SMOTE) [21] is a well acknowledged over-sampling method. In the SMOTE, instead of mere data oriented duplicating, the positive class is over-sampled by creating synthetic instances in the feature space formed by the instance and its K-nearest neighbors. The second category, the imbalanced learning algorithms, can be regarded as a process to modify or improve the existing learning algorithms so that they can deal with imbalanced problems effectively. The imbalanced learning algorithms include the cost-sensitive method [22] - [25] , the discrimination-based and recognition-based approaches [3] . Noticeably, kernel-based learning, such as support vector machine (SVM) and radial basis function (RBF), is the state-ofthe-arts approach for solving imbalanced learning problems. The study [1] shows that kernel-based methods provide a relatively robust classification to imbalanced problems. Nevertheless, the detrimental effects of an imbalanced data set can be sufficiently serious to prevent kernel-based classifiers from achieving the optimal classifier's performance.
In order to achieve better classification performance, an effective approach is to integrate kernel-based classifiers with re-sampling methods. The previous studies [26] - [28] mainly focused on SVMs. Specifically, the method [26] combined the SMOTE with different costs to bias SVMs by assigning different classes with different costs so as to shift the decision boundary away from the positive instances and to define a better boundary. The work [27] proposed ensemble systems by re-sampling data sets to form the input to the standard SVM classifier, while the method [28] introduced asymmetric misclassification costs in SVMs so as to improve classification performance. Another integration of SVM with under-sampling method used the combination of the granular support vector machine (GSVM) [29] and repetitive undersampling (RU) to form the GSVM-RU algorithm [30] . An alternative approach is to adapt kernel-based classifiers to imbalanced data sets by modifying the kernel construction and model selection procedure. A representative work of this approach [31] proposed a regularized orthogonal weighted least square (ROWLS) kernel estimator using the orthogonal forward selection (OFS) based on the model selection criterion of maximizing the leave-one-out area under the curve (LOO-AUC) of receiver operating characteristics (ROC).
For balanced data sets, the prevalent approach for constructing the RBF and other sparse kernel classifiers is to assign a fixed common variance for every kernel and to select input data as the candidate centers for RBF kernels by minimizing the leave-one-out (LOO) misclassification rate in the efficient OFS procedure [32] . This approach has its root in regression application [33] - [36] . There are two limitations with this "fixed" RBF kernel approach. Firstly, kernels cannot be flexibly tuned, as the position of each kernel is restricted to the input data and the shape of each kernel is fixed rather than determined by the model learning procedure. Secondly, the common kernel variance has to be determined via cross validation, which inevitably increases the computational cost. The previous studies [37] - [39] constructed the tunable RBF classifier based on the OFS procedure using a global search optimization algorithm [40] to optimize the RBF kernels one by one. This tunable RBF kernel approach was observed to produce sparser classifiers with better performance but higher computational complexity in classifier construction, in comparison with the standard fixed kernel approach. Recently, the particle swarm optimization (PSO) algorithm [41] was adopted to minimize the LOO misclassification rate in the OFS construction of tunable RBF classifier [42] [43] . PSO [41] is an efficient population-based stochastic optimization technique inspired by social behaviour of bird flocks or fish schools, and it has been successfully applied to wide-ranging optimization applications [44] - [48] . Owing to the efficiency of PSO, the tunable RBF modeling approach advocated in [42] [43] offers significant advantages in terms of better generalization performance and smaller classifier size as well as lower complexity in learning process, compared with the standard fixed kernel approach. This PSO aided tunable RBF classifier, therefore, offers the state-of-the-art for balanced data sets. When dealing with highly imbalanced problems, however, its performance may degrade.
Against this background, our novel contribution is to combine the SMOTE algorithm and the PSO aided RBF classifier to deal with two-class imbalanced classification problems effectively. The SMOTE is first applied to generate synthetic instances in the positive class to balance the training data set. Using the resulting balanced data set, the tunable RBF classifier is then constructed by applying the PSO to minimize the LOO misclassification rate in the computationally efficient OFS procedure. Experimental results obtained demonstrate that the proposed method is competitive to other existing state-of-the-arts methods for two-class imbalanced problems. The rest of the paper is organized as follows. Section II introduces the tunable RBF model for two-class classification and the OFS procedure based on the LOO misclassification rate, while Section III presents the PSO algorithm for tuning the RBF kernels by minimizing the LOO misclassification rate. Section IV introduces the SMOTE method and presents the proposed combined SMOTE and PSO based RBF algorithm. The effectiveness of our approach is demonstrated by numerical examples in Section V, and our conclusions are given in Section VI.
II. TUNABLE RBF MODELING FOR CLASSIFICATION
Consider the two-class data set
, where y k = {±1} denotes the class label for the feature vector x k ∈ m , while there are N + positive instances and N − negative instances, with N = N + + N − . We use the data set D N to construct the RBF classifier of the form:
where M is the number of RBF kernels,ŷ
is the output of the M -term classifier with the M kernels,
T is the weight vector and g
In this study, we use the Gaussian kernel function
where c i ∈ m is the center vector of the ith RBF kernel and
i,m } is the diagonal covariance matrix of the ith kernel. Hence, the position of each kernel, c i , and coverage of each kernel, Σ i , are both considered as the parameters to be determined in kernel modeling.
From (1), the RBF classifier over D N can be written in the matrix form as
where
T is the error vector with the M -term modeling error e
T is the desired class label vector, and the kernel matrix
and the columns in (5) satisfy p T i p j = 0 for i = j. The RBF classifier (3) can alternatively be represented as: (6) where
space spanned by the original model bases
The OFS procedure constructs the RBF kernels one by one by minimizing the LOO misclassification rate [42] [43] . Specifically, at the nth stage, the nth RBF kernel (p n and θ n ) is determined. Define the LOO-model output of the n-term RBF model constructed from the LOO data set
. Further define the associated LOO decision variable as
Then the LOO misclassification rate is defined by [32] 
in which the indicator function I d (s) is defined as
By making use of Sherman-Morrison-Woodbury theorem [49] as well as the orthogonal property, the LOO decision variable can be efficiently calculated according to [32] [42][43]
can be computed recursively by:
where p n (k) is the kth element of p n and λ ≥ 0 is a small regularization parameter. At the nth stage of the OFS procedure, the nth RBF kernel, namely, its center vector c n and diagonal covariance matrix Σ n , are determined by minimizing J (n) LOO . The construction terminates at the size of M when J
T be the 2m-dimensional vector that contains c n and Σ n . Then, as defined in the previous section, the problem of determining the nth RBF kernel's parameters at the nth OFS stage is to solve the following optimization problem
where Γ defines the 2m-dimensional search space for the parameter vector μ, which is specified by the two values Γ min = Γ 1,min Γ 2,min · · · Γ 2m,min T and Γ max = Γ 1,max Γ 2,max · · · Γ 2m,max T as follows. The search space for c n = c n,1 c n,2 · · · c n,m T is specified by the distribution of the training data
When applying a PSO [41] to solve the optimisation (13), a swarm of the candidate particles μ
are "flying" in the search space Γ in order to find a solutionμ, where S is the size of the swarm and l ∈ {0, 1, · · · , L} denotes the lth movement of the swarm. Each particle μ has a 2m-dimensional velocity ν = [ν(1) ν(2) · · · ν(2m)]
T to direct its search, and the velocity ν ∈ V with the velocity space defined by V = − V max , V max , where
are initialized randomly within Γ, and the velocity for each candidate particle is initialized to zero, namely, ν
The cognitive information pb [l] i and the social information gb [l] record the best position visited by the particle i and the best position visited by the entire swarm, respectively, during the l movements. For notational convenience, we denote the LOO cost calculated on pb
and the LOO cost calculated on gb [l] as J
LOO gb [l] . The cognitive information pb [l] i and the social information gb [l] are used to update the velocities and positions according to
where a denotes the inertia weight, rand() is the random number uniformly distributed in [0, 1], b and c are the two acceleration coefficients. Experimental results given in [43] show that a better performance can be achieved by using a = rand() instead of a constant inertia weight. Adopting the time varying acceleration coefficients (TVAC) [44] , in which b = 2.5 − (2.5 − 0.5) · l/L and c = 0.5 + (2.5 − 0.5) · l/L, can often enhance the performance of PSO. The search space Γ and the velocity space V are used to confine μ
derived from (16) and (17), respectively. If ν
becomes too close to 0, a random re-initialization is needed, which may take the form ν
The detailed PSO aided OFS algorithm can be found in [43] .
IV. COMBINED SMOTE AND PSO OPTIMIZED RBF FOR IMBALANCED CLASSIFICATION
The SMOTE [21] over-samples the positive class by creating synthetic instances by a specified over-sampling ratio of the original minority data size, β%. Based on each minority data sample, denoted by x o , β% synthetic data points are generated by randomly selecting data points on the lines linking x o with some of its K nearest neighbors, where K is predetermined. Depending on the required SMOTE amount β%, one out of the K nearest positive class data samples are randomly selected several times. For example, if β% = 600% and K = 5, then one out of five nearest neighbors of x o is randomly chosen repeatedly for six times. Each time a random kth neighbor is selected to create a line linking x o to this neighbor, and then a single synthetic instance is created by randomly selecting a point on the line. Thus any synthetic instance x s is given by
where x s denotes one synthetic instance, x {t} o is the tth nearest neighbors of x o in the positive class, and δ ∈ [0, 1] is a random number. The procedure is repeated for all the positive data points.
A major problem caused by imbalanced data sets is that most classifiers tend to attribute the positive class instances within the decision region to the negative class, due to insufficient positive-class training instances in the decision region. As a result, the trained decision boundary tends to be far away from the negative class and too close to the positive class. The contribution of SMOTE is to enhance the significance of the small and specific region belonging to the positive class in the decision region, which leads to the better generalization for classifiers. Fig. 1(a) shows a simulated imbalanced data set, the details of which are specified in Section V. After the SMOTE over-sampling the positive class by 500% of its original size, the instances from the positive class become more significant in the decision region (the area specified by dash-dot line), as shown in Fig. 1(b) , compared with the original data set. Consequently, the trained decision boundary tends to be further away from the positive class.
We combine this SMOTE with the PSO optimized RBF classifier described in Section III to create a powerful algorithm for combating two-class imbalanced problems. This combined SMOTE and PSO aided RBF is detailed below. 
in Γ, and set {ν
Then, for 1 ≤ i ≤ S, calculate the LOO costs:
(c) Termination of PSO: gb [L] provides c n and Σ n with the associated LOO cost J
LOO gb [L] . The algorithm also generates a j,n for 1 ≤ j < n, p n and θ n as well as ψ
LOO : n = n + 1, go to step 2); Otherwise, M = n − 1, terminate the OFS procedure.
V. EXPERIMENTAL RESULTS
The effectiveness of the proposed SMOTE+PSO-OFS algorithm was investigated using a simulated imbalanced date set and three real imbalanced data sets. The first two real data sets were taken from [50] , while the third real data set was from [51] . These three real data sets were chosen in the order of increasing imbalance. For each data set, the positive class was over-sampled at different rates β% of its original size using the SMOTE. For the synthetic data set, a separate test data set was used, while for the three real data sets, P -fold cross validation was used, to indicate the classifier generalization capability based on multiple specifications, including the true positive rate (TP%) and the false positive rate (FP%) [52] , as well as the precision (Pr), the F-measure (F-meas) and the G-mean [53] . These criteria are commonly adopted as the performance metrics for evaluating imbalanced learning classifiers. The regularized least square parameter estimator (KRLS), theK-nearest neighbor classifiers withK = 1 and 3 (1 − N N and 3 − N N ), as well as the LOO-AUC+OFS with different weight ρ were cited from [31] as the benchmarks for comparison in the synthetic and first two real data sets. For the third real data set, the weighted SVM with (C+ = 1000, C− = −1000), the cost sensitive SVM (CS-SVM) with (C+ = 1, C− = −0.1), the cost sensitive SUPANOVA with (C+ = 1, C− = −0.1) and the LOO-AUC+OFS with different weight ρ were quoted from [31] [51] as comparison.
Simulated imbalanced data set: The simulated data set was generated with the m = 2 features. The mean vector of the negative class was [0 0] T , while the mean vector of the positive class was [2 2] T . The covariance matrices of both the negative-class and positive-class instances were the same 2-dimensional identity matrix. The training data set contained 100 instances from the negative class and 10 instances from the positive class, as depicted in Fig. 1(a) . The test data set contained 1000 instances from the negative class, and 100 instances from the positive class. The 5-nearest neighbor method was applied to generate synthetic training data in the SMOTE, with the over-sampling rate β% set to 0%, 100%, 500%, 1000%, 1500% and 2000%, respectively. For the SMOTE+PSO-OFS, the swarm size and the number of movements were set to S = 10 and L = 20. The test results obtained by the various classifiers are shown in Table I .
It can be seen from the results for the SMOTE+PSO-OFS listed in Table I that, as the over-sampling rate β% increases, typically TP% increases but FP% inevitably increases as well. A better tradeoff between TP% and FP% was achieved, however, at the over-sampling rate where the better G-mean and F-measure were obtained. Since the imbalance degree of the negative class to the positive class was 10 : 1, the over-sampled positive instances madeD N fully balanced at β% = 1000%. From Table I , it can be seen that the best test performance occurred at the over sampling rate around 500% to 1000%. The effect of the SMOTE on the decision boundary is shown in Fig. 2 , where it can be seen that the decision boundary trained by the more balanced data set was pushed further away from the positive class. Compared with the other benchmark methods, the proposed SMOTE+PSO-OFS showed a competitive performance.
Pima Indians diabetes data set [50] : The data set contained 768 instances from the two classes with 500 negative instances and 268 positive instances. The feature space dimension was m = 8. All the eight input features were normalized to the range [0, 1] using the operation
The 5-nearest neighbor scheme was applied to generate synthetic training data in the SMOTE. The over-sampling rate β% was set to 0%, 50%, 75%, 100%, 150%, 200%, 250% and 500%, respectively. The swarm size and the number of movements were set to S = 10 and L = 20 for the PSO. The 8-fold cross validation was used to investigate the test performance of a classifier. The 8-fold cross validation results for the various classifiers are shown in Table II .
For the SMOTE+PSO-OFS, it can be seen that the best TP%, that is, the best detection capability for diabetes, occurred at β% = 500%, while the best FP% occurred at β% = 0%. But the best TP% was obtained at the expense of the worst FP%, and the best FP% was obtained at the expense of the worst TP%, as indicated by the poor values of the G- mean and F-measure. The best tradeoff between TP% and FP% occurred around β% = 100% to = 150%, which enabled to detect as many positive diabetes patients as possible while ensuring the minimum incorrect diagnose of healthy people. Again, this best over-sampling rate made the enlarged data set fully balanced. The results of Table II also show that the test performance of the proposed SMOTE+PSO-OFS compare favourably with the other classifiers.
Haberman survival data set [50] : The data set contained 306 instances from the two classes with 225 negative instances and 81 positive instances. The feature space dimension was m = 3. All the three input features were normalized to the range [0, 1] using the operation (19) . The 5-nearest neighbor method was adopted to generate synthetic training data in the SMOTE. The over-sampling rate β% was set to 0%, 100%, 200%, 300% and 400%, respectively. The swarm size and the number of movements were chosen to be S = 10 and L = 20. The 3-fold cross validation was used to calculate test performance, and the results obtained for the various classifiers are shown in Table III . Compared with the other benchmark classifiers, the SMOTE+PSO-OFS demonstrated its competitive performance. For the SMOTE+PSO-OFS, the best tradeoff between TP% and FP% occurred around β% = 150%, which was again close to the imbalanced degree of the original data set.
ADI data set: The austempered ductile iron (ADI) material data set was obtained from a study on fatigue cracks from the graphite nodules within the microstructure in an automotive camshaft application [51] . This two-class data set contained 2923 instances in the feature space of dimension m = 9, with 2807 negative instances and 116 positive instances. As in [31] [51], 700 negative-class instances and 90 positive-class instances were randomly selected from the original data set to form the 8-fold cross validation set. Initially, all the nine input features were normalized to within the range [0, 1] using the operation (19) . The SMOTE adopted the 5-nearest neighbor scheme to generate synthetic training data. The over-sampling rate β% was set to 0%, 100%, 300%, 500%, 800%, 1000%, 1500% and 2000%, respectively. The swarm size and the number of movements were set to S = 10 and L = 20 for the PSO. The 8-fold cross validation results obtained by the various classifiers are shown in Table IV . For the SMOTE+PSO-OFS, the best overall test performance was achieved at the over sampling rate of β% = 1500%, which is competitive to the performance of the CS-SVM, the SUPANOVA and the best LOO-AUC+OFS (ρ = 15).
VI. CONCLUSIONS
The RBF classifier performs well on balanced or slightly imbalanced data sets, and our previous work has provided an efficient and tunable RBF classifier optimized by the PSO. For highly imbalanced data sets, however, the performance of the tunable RBF classifier may no longer be satisfactory. In order to combat challenging imbalanced classification problems, many approaches have been proposed, which aim to reduce the influence from the underlying imbalanced distribution. In particular, the SMOTE is effective to increase the significance of the positive class in the decision region. In this contribution, we have proposed a powerful and efficient algorithm for solving two-class imbalanced problems, referred to as the SMOTE+PSO-RBF, by combining the SMOTE and the PSO optimized RBF classifier. The experimental results presented in this study have demonstrated that the proposed SMOTE+PSO-RBF offers a very competitive solution to other existing state-of-the-arts methods for combating imbalanced classification problems.
