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Since the beginning of the COVID-19 pandemic, caused by severe acute
respiratory syndrome coronavirus 2 (SARS-CoV-2) virus, online social media
has become a conduit for the rapid propagation of misinformation. The mis-
information is a type of fake news that is created inadvertently without the
intention of causing harm. Yet COVID-19 misinformation has caused serious
social disruptions including accidental death and destruction of public prop-
erty. Timely prevention of the propagation of online misinformation requires
the development of automated detection tools. Machine learning (ML) based
models have been used to automate techniques for identifying fake news. These
techniques involve converting text data into numeric features (or text embed-
dings) and supervised classification. An effective classifier requires expressive
embeddings that capture the semantic, syntactic, and contextual (both local
and global) relationship. There has been a significant advancement in Nat-
ural Language Processing (NLP) methods to create text embeddings. Using
the state-of-the-art (SOTA) NLP techniques it is possible to create expressive
language models from a large and general-purpose corpus (source dataset).
Then, the language model can be used on varied target datasets for effective
classification. This transfer learning approach based on the SOTA NLP meth-
ods made it possible to build a generalizable solution for NLP tasks including
text classification. However, its efficacy on the COVID-19 social media data
has not been thoroughly investigated. The COVID-19 dataset is significantly
challenging due to its dynamic (context evolves rapidly), nuanced (ambiguities
in the content of the text), and diverse (varied and overlapping categories) na-
ture. This thesis hypothesizes that none of the SOTA NLP methods provide
a generalizable solution for the detection of misinformation. We conduct a
multi-dimensional study to understand the scope and limitations of the NLP
SOTA approaches. We propose an ML-based framework as the first step to-
wards designing a generalizable solution for detecting misinformation from
social media data that are similar to COVID-19 data.
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Chapter 1
Introduction
Coronavirus or COVID-19 is a contagious disease caused by a virus called se-
vere acute respiratory syndrome coronavirus 2 (SARS-CoV-2) [55]. It created
a social media ‘infodemic’ [59, 12]. The first COVID-19 case was discovered
in Wuhan, China in late December 2019 [2]. Then, in mid-February 2020,
the World Health Organization (WHO) announced that the new coronavirus
pandemic was accompanied by an ‘infodemic’ of misinformation [3]. During
the pandemic, social media (e.g., Twitter) has become a conduit for the rapid
propagation of misinformation [22]. Misinformation is a type of fake news that
is fabricated information [28].
Figure 1.1: The Categories of Fake News [28]
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There are mainly two types of fake news as shown in Figure 1.1. Misinfor-
mation is a type of fake news that is created inadvertently without the intention
of causing harm, and disinformation is false information that is intentionally
spread to deceive people [28]. However, the definition of misinformation is
different for science and health domains. It is defined as information that
distorts the knowledge of scientific consensus on the understanding of a phe-
nomenon [47]. Although misinformation is considered to be created without
the intention of causing harm, it can cause harm to society [10] and disrupt
democratic institutions [11]. More importantly, COVID-19 misinformation has
caused serious social rummage including accidental death and destruction of
public property [36, 19].
Misinformation in general, and COVID-19 misinformation in particular,
has become a grave concern for the policymakers due to its propagation via
online social media. Many people tend to search for answers online more
often than obtaining information from other resources [47]. The use of social
media as a source of news has been growing [35, 17]. In 2013, 72% of U.S.
adults searched for health-related information online [47]. A recent study
on COVID-19 social media data shows that their sample contained 38% of
completely fabricated COVID-19 related misinformation of which 59% of the
misinformation was associated with reconfiguration, and only 3% was satire
or parody [9]. This study suggests that the majority of the COVID-19 social
media data is ripe with misinformation.
Although there have been researches on the spread and prevention of po-
litical fake news [51], research related to health misinformation is still in its
early stages [18, 25]. Due to its pernicious impact on people’s health across
the globe, it is of critical importance to advance the research on the prevention
3
of health misinformation, especially COVID-19 misinformation [43, 12].
The first step towards preventing misinformation is to detect misinfor-
mation in a timely fashion. However, it requires substantial investment in
human resources to develop trained experts. The existing fact-checking orga-
nizations lack this resource [7]. An alternative solution is to create automatic
tools for detecting COVID-19 misinformation on social media.
1.0.1 Machine Learning for Automating Misinformation Detection
Machine learning (ML) models have been used to build automated approaches
for identifying fake news [5]. These approaches can be broadly divided into two
categories: Source-based and Content-based. The source-based approach uses
credible cited sources (e.g. URLs) to automatically identify misinformation
[16, 12, 56]. However, this approach cannot always correctly identify misinfor-
mation. For example, when the messages do not have embedded URLs; when
the reliable sources spread misinformation [52, 41]; and when the message is
sent by individuals (e.g., Donald Trump) or unofficial sources [6].
On the other hand, the content-based approach utilizes Natural Language
Processing (NLP) techniques to automatically examine messages collected
from social media [20, 45, 48, 49]. NLP, which is an interdisciplinary field
of computer science and linguistics, allows computers to comprehend human
language in terms of speech and text [24]. The NLP-based misinformation
detection techniques involve converting text data into numeric features (or
text embeddings) and supervised classification. An effective classifier requires
expressive embeddings that capture the semantic, syntactic, and contextual
(both local and global) relationship. There has been a significant advancement
in NLP methods to create text embeddings using self-supervised techniques
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[34, 38, 39, 15]. Using the state-of-the-art (SOTA) NLP techniques it is pos-
sible to create expressive language models from a large and general-purpose
corpus (source dataset). Then, the language model can be used on varied
target datasets for effective classification [53, 23, 45, 46].
1.0.2 State-of-the-Art NLP Techniques
There are two main SOTA NLP approaches for the text classification task,
which are transfer learning and graph-based methods [15, 58]. The transfer
learning method consists of two steps: pretraining and fine-tuning. The pre-
training step creates text embeddings using a large and general-purpose source
dataset (e.g., Wikipedia) [40]. The fine-tuning step uses the pretrained em-
beddings for the target dataset (e.g., COVID-19 misinformation dataset) to
train a classifier [40].
The following popular techniques are used widely to create the pretrained
text embeddings: dense neural network-based methods such as Word2Vec
[34] and GloVe [38]; recurrent neural network (RNN) based ELMo [39]; and
transformer-based methods such as BERT [15] and its variants (e.g., RoBERTa
[30] or ALBERT [27]).
The main advantage of the transfer learning approach is that it allows
building a generalizable solution for text classification. For example, pre-
trained embeddings created from a large and general-purpose corpus can be
used to design classifiers on diverse target datasets via fine-tuning. Another
advantage is that the fine-tuning step does not require a large amount of la-
beled data.
Graph-based method such as Text GCN [58] is another SOTA NLP ap-
proach that combines graphical techniques with the Convolutional Neural Net-
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work (CNN). It is based on Graph Convolutional Network (GCN), which is a
multi-layer neural network that performs on a graph to produce vector repre-
sentations of nodes based on properties of their neighborhoods [26]. Text GCN
improves GCN by modeling the global word co-occurrence. For this, it cre-
ates a heterogeneous text graph that includes both word nodes and document
nodes [58].
In addition to the above two SOTA approaches, there is a hybrid approach
named VGCN-BERT that combines the source-based embeddings with the
graph structure learned from the target data [31]. The VGCN-BERT inte-
grates BERT into GCN so that it can generate an enriched embedding, which
captures both local and global information. It creates word embeddings and
graph vocabulary embeddings, then concatenates both embeddings to train
multi-layer attentions which allows word embeddings to interact with graph
vocabulary embeddings [31].
1.0.3 NLP Techniques for COVID-19 Misinformation Detection
The SOTA NLP techniques suffer from some limitations. First, the transfer
learning approach generalizes poorly when the domain of the source dataset
is significantly different from that of the target dataset [40, 8]. Second, while
the SOTA transfer learning technique BERT captures the local relationship
among the words in a text well, it doesn’t do equally well in capturing the
global relationship [31]. Third, the graph-based method Text GCN does not
capture the local information (e.g., local word order), so it might perform
poorly on lengthy texts [31].
We argue that the above limitations pose unique challenges for the SOTA
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NLP techniques to create a generalizable solution for the COVID-19 misin-
formation detection problem. These challenges stem from the nature of the
COVID-19 social media data that include:
• Speed of propagation: COVID-19 misinformation spreads faster than
any other form of health misinformation [22].
• Evolving context: The landscape of COVID-19 misinformation evolves
rapidly [13].
• Diverse categories: COVID-19 misinformation categories are fine-grained
[33].
• Nuanced context: COVID-19 related text may consist of ambiguities and
misinformation categories may not be mutually exclusive [33].
In this thesis, we investigate the efficacy of the two SOTA NLP ap-
proaches as well as the hybrid approach to detect COVID-19 misinformation
on social media. We attempt to determine whether these NLP techniques
can cope with the nuanced and dynamic landscape of COVID-19. We argue
that due to the unique properties of COVID-19 social data neither the trans-
fer learning nor the graph-based neural network methods are always effective.
None of these approaches provide a generalizable solution to the misinforma-
tion detection problem. We show that when embeddings are created with the
target data, it captures the context of the domain better to create effective
and efficient classifiers. Finally, drawing upon the insights obtained from the
analyses we propose a framework towards creating a generalizable approach
for solving this problem.
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1.0.4 Thesis Hypotheses
This thesis makes the following hypotheses.
• Hypothesis 1: Transfer learning approaches are not very effective when
the target dataset is significantly different from the source dataset.
• Hypothesis 2: Transfer learning is not robust against the temporal changes
in the data (i.e., the evolution of context).
• Hypothesis 3: Transfer learning is not effective on fine-grained data.
• Hypothesis 4: Graph-based approach is effective as long as it captures
the local relationship. When text length is short it works better because
the global relationship acts as a proxy to the local relationship.
• Hypothesis 5: Hybrid approach captures the global as well as local rela-
tionships to some extent, but does not provide an effective solution.
• Hypothesis 6: Target-based text embeddings capture the context of the
target data that includes the global as well as the local relationship of
the words to create an effective classifier.
1.0.5 Thesis Contributions
To validate our hypotheses, we conduct an extensive multi-dimensional study
to identify the limits of the SOTA approaches. We use the Twitter social
media platform for our study because of its highest number of news-focused
users [21]. More specifically, we use both the tweets and online news articles
referred to in the tweets. We conduct the study along the following dimensions:
• Temporal dimension: the context in the dataset evolves over time
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• Length dimension: text length varies (short text such as tweets vs lengthy
texts such as news articles)
• Size dimension: the varied size of a dataset
• Category dimension: binary & multi-class data
Based on the insights obtained from the study, we propose a framework for
creating a generalizable misinformation detection approach for the COVID-19
social media data. Our framework selects a suitable NLP method based on
the nature of the data.
1.0.6 Thesis Road Map
The rest of this thesis is organized as follows. Chapter 2 provides a discussion
on the relevant literature on the SOTA approaches to text classification and
description of models. Chapter 3 describes the methodology used in this thesis
that includes the description and analysis of various datasets and the design
of the studies. Chapter 4 provides the experimental setting, results from the
experiments as well as analyses of the results. Chapter 5 describes the gener-
alizable framework as well as the limitations of this thesis. Finally, Chapter 6
summarizes the thesis and provides directions for future work.
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Chapter 2
Literature Survey
In this chapter, we discuss the Machine Learning (ML) based main research
approaches for detecting misinformation on social media related to health and
COVID-19.
The ML approaches involve two steps: creating text embedding and per-
forming supervised classification. Specifically, text embeddings are created
using NLP techniques, then a supervised classifier is used to detect misinfor-
mation data. Importantly, much of the effort in misinformation detection is
invested in creating the labeled dataset.
Below we describe the main papers that contribute towards labeled dataset
creation, text embedding, and supervised classification.
2.0.1 Health Misinformation
As aforementioned, the COVID-19 causes an ‘infodemic’ which draws many re-
searchers’ attentions to exploring methods that can effectively detect COVID-
19 related misinformation. Before the COVID-19 virus appears, however, there
are already many ML-based types of researches that have been conducted for
health misinformation detection. It is also noteworthy that the quality of a
dataset used for misinformation detection is quite important. Particularly,
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Kinsora et al.[25] develops a small labeled dataset that contains misinforma-
tive posts collected from a medical forum, and it also includes other features
other than the content of posts, which are proven to be useful for improving
detection accuracy in their study. Their dataset is useful for studying general
health misinformation, but it is not applicable to be used for classifying a
dataset that contains texts about newly discovered diseases (i.e., COVID-19).
Besides, it is easier to label general health misinformation posts since there
existed many experts who have conducted comprehensive studies on diseases
or viruses that have been discovered before.
2.0.2 COVID-19 Misinformation
For COVID-19 misinformation, creating a labeled dataset is significantly more
challenging. Due to the diversity of misinformation and the speed of its evo-
lution, it is a tall task for the experts to label data correctly.
Hossain et al. [20] build a dataset called COVIDLIES that contains COVID-
19 related tweets, which are collected from March to April 2020 and categorized
as Agree, Disagree, and No Stance. Each tweet is also paired with a known
misconception that is extracted manually from Wikipedia COVID-19 related
articles. A label of a tweet is Agree if it agrees with the misconception, Dis-
agree if it disagrees with the misconception, and No Stance if it expresses no
stance to the misconception. Another dataset created by Shahi et al.[44] is a
multilingual dataset named FakeCovid, which only contains news articles col-
lected from 04/01/2020 to 15/05/2020. This dataset contains a total of 5128
articles written in 40 different languages, and only 40.8% of articles are in the
English language.
For both COVIDLIES and FakeCovid datasets, one of their limitations is
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that they only contain one type of data source, where COVIDLIES is built
based on tweets and FakeCovid is based on news articles. Another limitation
is that both datasets only include a month of data, which is not sufficient to
detect COVID-19 misinformation due to the fact that the words used related
to COVID-19 are changed from time to time. Therefore, another comprehen-
sive COVID-19 dataset is created by Cui et al.[13] called CoAID. It contains
COVID-19 related tweets, replies, news articles, and ground truth labels. The
tweets consist of two parts: news-related tweets and claims of tweets, and
tweet replies under those tweets or news articles. The dataset also includes
four different months of data. See more details in section 3.0.1.1. However,
compared to FakeCovid, the content of CoAID and COVIDLIES datasets is
not preprocessed, and the sizes are reduced since some tweets cannot be re-
trieved because they are deleted or unauthorized to fetch during the collecting
process.
The above datasets are used to train Supervised classifiers (i.e., Support
Vector Machine or Logistic Regression) by authors, but the classifiers require
the text data to be embedded. Therefore, NLP techniques are used to embed
text data.
2.0.3 Text Embedding Techniques and Classification
The NLP techniques are being widely used in creating text embeddings. In
2013, Mikolov et al.[34] introduces Word2Vec models that can produce high-
quality representations of words, which are CBOW and Skip-gram model. The
difference between CBOW and Skip-gram model is that CBOW uses context
to predict the current word, while Skip-gram uses the current word to pre-
dict surrounding words. In 2014, another word representation called GloVe
12
is created by Pennington et al.[38], which is different from Word2Vec models
since GloVe uses count-based methods while Word2Vec models are prediction-
based methods. In other words, word representations of GloVe are based on
global word-word co-occurrence counts, while Word2Vec tries to capture co-
occurrence one window at a time.
Both Word2Vec and GloVe methods can capture semantic and syntactic
relationships of a language. However, they are unable to carry contextual
information. Hence, in recent years, new word representation techniques are
being developed so that contextual information can be captured. The ELMo
created by Peters et al.[39] is one of the techniques that can capture the con-
textual relationship. It uses a bidirectional language model (biLSTM), where
the states from higher-level LSTM can capture word meaning and lower-level
LSTM can capture syntax. The combination of both states generated from
high and lower-level LSTM is the final rich word representation. Meanwhile,
another state-of-the-art technique named BERT was invented by Devlin et
al.[15], which uses transformers techniques. More details about transformers
are provided in the following section 2.0.4. BERT model shows that transfer
learning using pretrained model can be fine-tuned to obtain decent perfor-
mances for different downstream tasks. However, BERT model is limited to
capturing global information. Therefore, a new method called Text GCN is
developed by Yao et al.[58] that can capture high-order neighborhood informa-
tion because it can explicitly model global word co-occurrence. It is different
from other GCN models because it produces a heterogeneous graph where
documents and words are nodes. Its limitation is that it could not train us-
ing the unlabeled dataset, fast generate embeddings and predict for unseen
documents[58].
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Additionally, there are many other methods developed based on BERT to
obtain better performance. Specifically, Liu et al.[30] creates a better recipe
for training BERT, which is called RoBERTa. There are four modifications
made to improve BERT, which are: longer training time with more data; no
next sentence prediction; longer sequences are used for training; and using
dynamic masking technique. Therefore, RoBERTa requires more data and
time for training. Another variant of BERT is called ALBERT created by Lan
et al.[27], which utilizes two parameter-reduction techniques that can address
the memory limitation issues. The two parameter-reduction techniques are a
factorized embedding parameterization and cross-layer parameter sharing. See
more details in Section 2.0.4.
In the meantime, there are researches focusing on improving the Transformer[50].
Specifically, the transformer-based language modeling (e.g., BERT) has a
fixed-length length context setting, which creates fixed-length segments by
selecting a consecutive set of symbols without considering the whole sen-
tence or semantic boundary [14]. This setting makes the model unable to
obtain longer-term dependency that can cause inefficient optimization and
poorer performance[14]. In 2019, a new Transformer called Transformer-XL
(Transformer-Extra Long) is created by Dai et al.[14] which can learn longer-
term dependency without damaging the temporal coherence and they also
create a relative positional encoding scheme that helps solve the fixed-length
context issue. In 2020, a Transformer-XL based model called XLNet is devel-
oped by Yang et al.[57], which is a generalized autoregressive (AR) pretraining
method. It combines the advantage of AR models and BERT and avoids their
weaknesses. For instance, AR language modeling does not suffer from input
noise, while BERT can better capture bidirectional context. Moreover, XLNet
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utilizes the techniques from Transformer-XL (e.g., relative positional encod-
ing) to improve the performance for pretraining.
These variants of BERT model made an improvement in different aspects
of BERT. However, they do not address the issue that BERT is limited to
capturing global information. A model called VGCN-BERT is created by Lu
et al.[31] that integrates GCN into BERT, which combines the advantages of
BERT and GCN to create an enriched representation of words for classification.
VGCN-BERT model uses multiple layers of attention mechanism on a graph
word embedding, which is built based on word embedding and vocabulary
graph. The word embedding and vocabulary graph embedding is concatenated
if they have a high semantic correlation. The limitation of VGCN-BERT model
is that it only accepts lexical relations (i.e., vocabulary graph) of a language.
2.0.4 Model Description
• Word2Vec
The Word2Vec is an algorithm that takes text corpus as inputs and
outputs vector representations of each word that contains semantic and
syntactic relationships between each word. There are two different ar-
chitectures based on Word2Vec, which are CBOW (continuous bag-of-
words) model and Skip-gram (continuous skip-gram) model. Figure 2.1
shows architectures of CBOW and Ski-gram. It is obvious to observe the
difference between CBOW and Skip-gram, in which the CBOW model
combines the continuous distributed representations of context to pre-
dict the current word, while the Skip-gram model creates the distributed
representation of the current word to predict its surrounding words. For
example, if the training input is ‘I like trees’, then CBOW model creates
15
Figure 2.1: Left is CBOW Architecture and Right is Ski-gram Model Archi-
tecture. [34]
vector representations of the context ‘I’ and ‘trees’ to predict the current
word ‘like’, while Skip-gram model creates vector representation of the
current word ‘like’ to predict the context ‘I’ and ‘trees’.
In addition, the distance between the current word and predicted word
within a sentence is a hyperparameter called window size. In other words,
if the window size is larger, more neighbor words of the current word will
be taken into account during training. For instance, if the training input
is ‘I am eating apples and bananas now’ and the current word is ‘apples’,
and the window size is 2, then the context of the current word is [eating,
and]. If the window size is 4, then the context is [am, eating, and,
bananas]. A larger window size will increase the training time.
• GloVe
Another model that can capture semantic and syntactic relationships is
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Figure 2.2: The Architecture of GloVe Model. [29]
the GloVe model. GloVe is an unsupervised learning algorithm that can
produce a word vector space with a meaningful substructure by training
on aggregated global word-word co-occurrence counts [38].
The GloVe model is different from other models that also use the statis-
tic of word occurrences because of its weighted least squares regression
with the new cost functions, which can address the problem of rare co-
occurrences that are noisy and carry less information.
The cost function [38] looks as follows:
J =
∑V
i,j=1 f(Xij)(w
T
i w̃ + bi + b̃j − logXi,j)2,
where X is the word-word co-occurrence counts, Xi,j is the number of
times that word j appears in the context of word I, V is the size of
vocabulary of a corpus, b and b̃ are biases, w ∈ Rd are word vectors, and
w̃ ∈ Rd are context word vectors. The difference between w and w̃ is
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their random initializations.
This weighting function also has the following properties:
1. f(0) = 0. If f is viewed as a continuous function, limx→0f(x)log
2x
is finite.
2. f(x) should be non-decreasing in order to avoid that rare co-occurrences
are overweighted.
3. f(x) should be relatively small for large value of x, in order to avoid
that frequent co-occurrences are overweighted.
The following f(x) usually works well:
f(x)=

(x/xmax)
α, x > xmax
1, otherwise
Figure 2.2 shows the architecture of the GloVe model. Specifically, the GloVe
model takes one-hot representations of words as input and uses word embed-
ding matrices as weighted matrices to output vectors that are inner products
of word vectors.
• ELMo
ELMo stands for Embeddings from Language Models, which is a bidirectional
language model with a feature-based approach [39]. It can capture semantic,
syntactic, and contextual relationships because ELMo takes the entire input
sentence into account before assigning each word a representation or an em-
bedding.
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Figure 2.3: The Architecture of ELMo Model. [15]
From figure 2.3, ELMo uses two bidirectional LSTMs, where one is trained
from left to right and another is trained from right to left, to produce contex-
tual embeddings. In other words, using two bidirectional LSTMs in training
allow the model to learn the word and previous words in the sentence so that
the result embeddings can carry contextual information. For example, the
following two sentences - ‘The plane already took off’ and ‘His major is plane
geometry’ - both contains the word ‘plane’, but the meanings of word ‘plane’
are different due to different context. Therefore, the embeddings that ELMo
produced for the word ‘plane’ would be different when the surrounding words
are different.
• BERT
BERT stands for Bidirectional Encoder Representations from Transformers,
which is a self-attention-based model that can also capture semantic, syntac-
tic, and contextual relationships. The BERT framework contains two parts:
pretraining and fine-tuning. The pretraining step is to train the model on the
unlabeled dataset, and the fine-tuning part is to fine-tune all the parameters
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Figure 2.4: The Architecture of BERT Framework. [15]
using a labeled dataset. For different tasks, the fine-tuning models are also
different. Figure 2.4 shows the question-answering model as an example of
BERT framework. It is noticeable that the parameters of BERT model are
initialized in the pretraining step, then are fine-tuned using a labeled dataset.
Figure 2.5 shows the architecture of BERT model. BERT model uses a multi-
layer bidirectional transformer encoder, where the transformers architecture is
shown in figure 2.6. Specifically, the left part of the Transformer’s architecture
is the encoder that takes an input sequence of symbol representation and
produces a 512-dimensional representation for each word. The right part of
the transformers is the decoder that has one more layer than the encoder and
has masked multi-head attention which handles the output of the encoder.
The multi-head attention contains several scaled dot-product attention layers
that run in parallel as shown in figure 2.7. The scaled dot-product attention
takes 3 inputs - Q, K, and V - where Q is a matrix containing a set of queries,
K is a matrix containing a set of keys, and V is a matrix containing a set
of values. The goal of the attention function is to map a query and a set
of key-value pairs to an output. As for the masked multi-head attention in
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Figure 2.5: The Architecture of BERT Model. [15]
the decoder, the masking is to prevent comparing a word to itself and words
located after it [15]. In other words, the prediction for the word at position i
is only dependent on the previous outputs at a position less than i.
Additionally, both encoder and decoder are composed of a stack of N identical
layers and positional encoding. The positional encoding is vectors that repre-
sent the position of a word in the sentence, which allows the model to access
each word’s position.
• ALBERT
ALBERT stands for A Lite BERT, whose architecture is similar to BERT,
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which uses a transformer encoder with GELU nonlinearities [27] and has fewer
parameters than BERT. Therefore, the training speed for ALBERT is much
faster than a traditional BERT.
Specifically, ALBERT utilizes the following two parameter-reduction tech-
niques: a factorized embedding parameterization and cross-layer parameter
sharing [27]. The first technique is to break down the large embedding matrix
into two smaller matrices, which can avoid significantly increase the param-
eter size of the embeddings when growing the hidden state size. The second
technique shares parameters between certain layers to prevent the parameter
from growing with the depth of the network. Both techniques reduce the num-
ber of parameters considerably and do not severely impact the performance of
BERT.
Furthermore, another difference between ALBERT and BERT is that BERT
uses an additional loss named next-sentence prediction (NSP), while ALBERT
uses a sentence-order prediction (SOP) loss. More specifically, NSP is a binary
classification loss for predicting whether two segments show consecutively in
the original text [27]. Positive examples are created by taking consecutive
sentences from the training text corpus. Negative examples are created by
pairing sentences from a different corpus. Both positive and negative samples
are sampled with equal probability [27]. The SOP loss uses the same technique
as BERT (i.e., passing two consecutive segments from the same document) for
positive examples, but for negative examples, it swaps the order of the same
two consecutive segments as positive examples. This allows the model to learn
differences between discourse-level coherence properties [27].
• RoBERTa
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RoBERTa stands for Robustly optimized BERT pretraining Approach, where
its architecture is also smilier to BERT, which uses a transformer architecture.
However, there are mainly four modifications that make RoBERTa different
from BERT, which are [30]:
1. The model trains longer using more data and bigger batches.
2. The Next Sentence Prediction (NSP) task from BERT is removed.
3. The model trains on longer inputs.
4. The model uses a dynamic masking strategy.
More specifically, the dynamic masking strategy is to create the masking pat-
tern every time when a sequence is fed to the model. This strategy allows the
model to not use the same mask for each training in each epoch, and it slightly
improves the performance of the model. The NSP, described in the ALBERT,
is removed because removing NSP slightly improves the performance during
the training procedure.
• XLNet
XLNet is a generalized autoregressive (AR) pretraining model that uses a
permutation language modeling objective, which allows XLNet to retain the
advantages of AR models and capture bidirectional contexts [57]. The conven-
tional AR language model uses the context word to predict the next word, but
the context word can be choosing only from the left or right of the predicted
word. In other words, AR models cannot use left and right contexts at the
same time. For instance, to predict the word ‘plane’ in the sentence ‘The air
plane took off’, either [‘the’,’air’] or [‘took’,’off] can be used for the AR models.
However, AR models are good at generating context tasks because such tasks
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normally focus on one direction. And since AR models do not rely on any
input corruption, the input noise does not affect the AR models [57].
As for the permutation language modeling objective, its architecture is shown
in figure 2.8 that it trains with two-stream attention. The two-stream at-
tentions are the content stream attention and the query stream attention.
Specifically, Figure 2.8 (a) shows content stream attention, which is the same
as the standard self-attention. It calculates the content representation that
encodes both context and context of the predict target. Figure 2.8 (b) shows
query stream attention, which calculates the query representation that does
not include the content representation of the predict target. In addition, the
attention mask is used to permute the factorization order. In figure 2.8 (c),
there are two masks: content mask and query mask. Both masks are matrices,
but the difference is that the diagonal elements in the content mask can see
themselves but cannot see themselves in the query mask.
• Text GCN
Text GCN stands for Text Graph Convolutional Network, which is a graph
neural network-based method for text classification that can capture the global
relationship. A GCN model is a multi-layer neural network that can perform
directly on a graph and generate embedding vectors of nodes based on the
information from their neighbors [58]. For Text GCN, its input is a one-hot
vector that represents every word or document. Then, using those vectors to
create a heterogeneous text graph that has word nodes and document nodes
and is fed into a two-layer GCN. The node embeddings of the second layer
have the same size as the labels set and are fed into a softmax classifier [58].
In addition, edges between two different word nodes (word-word edge) are cre-
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ated by using word co-occurrence information, and edges between a document
and a word (document-word edge) are created by using word frequency and
word’s document frequency. Therefore, the global word co-occurrence can be
modeled. The weights of word-word edges are calculated using the point-wise
mutual information (PMI) that can measure word associations [58].
Figure 2.9 shows an example of a schematic of Text GCN, where the nodes
that begin with “O” are document nodes and others are word nodes, the black
bold edges are document-word edges and the gray thin edges are the word-
word edges, R(x) in the word document representation means the embedding
of x and different colors mean different classes [58].
• VGCN-BERT
VGCN-BERT(Vocabulary Graph Convolutional Network BERT) is the model
that integrates VGCN into BERT. Since BERT can capture the contextual
information and GCN can capture global information about the vocabulary,
VGCN-BERT combines those advantages to produce a better representation
for classification.
Figure 2.10 shows processes of VGCN-BERT. Specifically, there are 5 phases.
The first phase creates word embeddings for the input sentence, and the next
phase creates a vocabulary graph. The vocabulary graph is built using normal-
ized point-wise mutual information (NPMI), where the range of NPMI value is
[−1, 1] [31]. Positive NPMI values mean a strong semantic correlation between
words, while negative NPMI values imply little or no semantic correlation [31].
In addition, the vocabulary graph only extracts and embeds the part that is
relevant to the input. Phase 3 produces a graph enriched embedding that con-
tains both word embeddings and graph embeddings generated from previous
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phases. In Phase 4, multi-layers of self-attention are performed on the graph
enriched embedding so that word embeddings and graph embedding can in-
teract with each other. Phase 5 feeds the final embedding generated at the
last layer to a fully connected layer for classification.
Figure 2.11 concludes each model’s abilities. All models can capture seman-
tic and syntactic relationships, but only GloVe, Text GCN and VGCN-BERT
can capture global information.
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Figure 2.6: The Architecture of Transformers. [50]
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Figure 2.7: Multi-head Attention Mechanism. [50]
Figure 2.8: The Architecture of Two-Stream Self-Attention for Target-Aware
Representations. [50]
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Figure 2.9: The schematic of Text GCN. [58]
Figure 2.10: The Workflow of VGCN-BERT. [31]
Figure 2.11: The Abilities of Each Model. *OOV stands for out of vocabulary.
29
Chapter 3
Method
In this chapter, we describe the method to verify the hypotheses stated in
the Introduction. Our goal is to understand the efficacy of the two NLP-
based state-of-the-art (SOTA) approaches, i.e, Transfer Learning and Graph-
based, for detecting COVID-19 misinformation. Then, we investigate whether
a target-based NLP approach is effective for this task.
To verify hypotheses 1, 2, and 3, we experiment with the following methods
of text embedding for the Transfer Learning approach.
• BERT
• ELMo
• Word2Vec
• GloVe
To further our understanding of the BERT-based Transfer Learning ap-
proach we investigate the following variants of BERT and Transformer.
The first two models are variants of BERT, while the last one is Transformer
based model.
• RoBERTa
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• ALBERT
• XLNet
To verify hypotheses 4 and 5, we experiment with the Graph-based mod-
els: Text GCN and VGCN-BERT models. For verifying hypothesis 6, we
create Target based models first by creating the Word2Vec and GloVe em-
beddings using the COVID-19 target dataset, then feed those embeddings to
train a CNN classifier.
3.0.1 Dataset
We use two COVID-19 datasets for the study, i.e., CoAID [13] and CMU-
MisCov19 [33].
The CoAID dataset contains two types of data: true and misinformation.
It is used to test the generalizability of a model. More specifically we use this
dataset to perform investigation along four orthogonal dimensions.
• Temporal dimension: Build a model using data from an earlier time,
then test its generalizability at different times in future
• Size dimension: Vary the size of the training dataset.
• Length dimension: Vary the length of the samples, e.g., tweet vs. news
articles.
• Context dimension: Use tweets with replies to provide contextual infor-
mation
The CMU-MisCov19 dataset is used to analyze a model’s performance on
fine-grained classification.
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3.0.1.1 CoAID: Binary Classification
Figure 3.1: CoAID: Distribution of News Articles.
Figure 3.2: CoAID: Distribution of Tweets.
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Figure 3.3: CoAID: Distribution of Replies.
The CoAID dataset [13] is used for binary classification since it only has two
labels: 0 for misinformation and 1 for true information. This dataset contains
two types of data: online news articles on COVID-19 and tweets related to
those articles. There is also a reply tweet subset that includes replies to the
original tweets.
Datasets of these three categories were collected at four different months
in 2020: May, July, September, and November. Thus, the total number of
CoAID datasets is 12.
Figure 3.2, Figure 3.3, and Figure 3.1 show the distributions of tweets,
replies, and news articles, respectively. For tweets and replies, the sizes of May
and July data are larger than that of September and November. Also, each
category contains significantly more true information than misinformation.
Thus, the CoAID data is heavily skewed.
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3.0.1.2 CMU-MisCov19: Fine-Grained Classification
The CMU-MisCov19 dataset contains 4,573 annotated tweets, comprising 3629
users with an average of 1.24 tweets per user [33]. The tweets were collected
on three days: 29th March 2020, 15th June 2020, and 24th June 2020 [33].
The dataset is fine-grained comprising of 17 classes, which are [33]:
1. Irrelevant: tweets that do not mention COVID-19.
2. Conspiracy: tweets that endorse a conspiracy story.
3. True treatment: tweets that endorse treatments verified by organizations
such as the World Health Organization (WHO) or the Center of Disease
Control and Prevention (CDC).
4. True prevention: tweets that explicitly endorse a prevention method
verified by WHO or CDC, etc.
5. Fake cure: tweets that endorse an unverified cure.
6. Fake treatment: tweets that endorse an unverified treatment.
7. False fact or prevention: tweets that implicitly or explicitly endorse a
method or mention a false fact about COVID-19.
8. Calling out or correction: tweets that call out or report fake-related
news, fake cures, or conspiracy theories.
9. Sarcasm or satire: tweets that contain signs of satire or a clear job about
fake cures or conspiracies.
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10. True public health response: tweets that contain a statement and link
out to the official websites (e.g., CDC or WHO) which the statement can
be verified.
11. False public health response: tweets that contain a statement and link
out to a website which the statement cannot be verified.
12. Politics: tweets that implicitly comment on or provide commentary on
actions taken by politicians.
13. Ambiguous or hard to classify: tweets that have no clear intention and
can be classified as any of the previous categories.
14. Commercial activity or promotion: tweets that include a company ad-
vertising or selling COVID-19-related products (e.g., face masks).
15. Emergency or emergency response: tweets that mention a viable emer-
gence response.
16. News: tweets that cannot be classified in any of other categories and
include a news story as well as a link to news websites.
17. Panic buying: tweets that talk about panic buying in the context of
COVID-19.
Figure 3.4 shows the number of tweets collected for each category. It is
clear that the number of tweets for each category varies. Class 8 (calling out
or correction) has the most tweets, while class 3 (true treatment) has 0 tweets
which makes sense since there was no real treatment at that time.
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Figure 3.4: CMU-MisCov19 Dataset: Class distribution
3.0.2 Context Evolution in the CoAID Dataset
We want to understand whether the context encoded in the CoAID datasets
evolves over time. For this, we analyze the change in the temporal pattern in
the word distribution. We focus our attention on high-frequency words and
see how they evolve over time. A significant change in the distribution of the
high-frequency words reflects the shift in the context in a dataset.
More specifically, we investigate how the distribution of the high-frequency
terms evolve for the 3 categories of the data: tweets, tweets & replies, and news
articles. For each category, we select the top 10 high-frequency words from
the 4 non-overlapping datasets belonging to 4 subsequent months, i.e., May,
July, September, and November in 2020. Our goal is to determine:
• Whether there exist temporal changes in the distribution of high-frequency
words?
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• Which category of the data exhibits larger temporal change?
To facilitate this word-frequency-based analysis, we also create word clouds.
A word cloud is a visual representation of words. Higher frequency words are
shown in larger fonts in proportion to their frequency.
3.0.2.1 Tweet: Study of Context Evolution
Figure 3.5 shows that during May the two high-frequency words were covid
and coronavirus. The frequent words were generic representing health, disease,
spread, etc. However, over time we observe that the context started shifting.
For example, in July two new high-frequency words such as mask and support
emerged. Then, in September words like contact, school, child, travel, etc.
became prominent. Finally, during November we observe a sharp change in
the frequent words. Words with strong political connotations started emerging
such as trump, fauci, campaign, vaccine. Thus, the evolution in the high-
frequency words indicates a shift in the context in the tweets dataset, which
is also evidenced in the word clouds in Figure 3.6.
Although there is context shifting in the Tweet dataset, some words are
used each month. For instance, the word covid appears in each month, and
also has the highest frequency for all months. Besides, the gap between the
highest-frequency word and the high-frequency words is not big for September
and November as compared to that for May and July.
3.0.2.2 Tweet & Reply: Study of Context Evolution
Figure 3.7 shows that by including replies, the highest frequency word for
September is changed to the word mask, while for other months it is still the
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(a) May (b) July
(c) September (d) November
Figure 3.5: CoAID: Tweets Frequency of Top 10 Words
same. At the same time, new high-frequency words appear for each month,
especially for July. More specifically, for May, a new word test has a high
frequency. For July, news words such as like, school, and need have high
frequencies. For September and November, a new word people has a high fre-
quency. Additionally, the frequency of the top 4 words in November is greatly
increased than that of other high-frequency words after including replies.
Although there are new words that appeared after including replies, the
frequency pattern between tweet only and tweet+frequency is not changed sig-
nificantly for May and July, in which May still has two obvious high-frequency
words and July has one highest frequency word. It is also noticeable that from
figure 3.8, the word cloud of May Tweet+Reply is slightly different from that
of May Tweet, while other months’ word clouds have more obvious differences.
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(a) May (b) July
(c) September (d) November
Figure 3.6: CoAID: Tweets Word Cloud
3.0.2.3 News Articles: Study of Context Evolution
From Figure 3.9 we see that in the news articles datasets, the gap between
the highest frequency word and the high-frequency words is much smaller as
compared to that in the tweet and the tweet+reply datasets. However, we do
observe a similar pattern in the change of context over time in the news arti-
cles datasets. For example, The May and July datasets have only 4 common
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(a) May (b) July
(c) September (d) November
Figure 3.7: CoAID: Tweets & Replies Frequency of Top 10 Words
high-frequency words: covid, coronavirus, health, data. In the July dataset,
we observe the emergence of three new high-frequency words attack, secu-
rity, and protect, which indicates a change in context. The context in the
September dataset seems to be similar to that of the July dataset. These two
datasets have 8 high-frequency words in common: covid, service, online, at-
tack, security, health, information, coronavirus. The November dataset shares
7 common words with the September dataset: covid, service, online, attack,
people, health, coronavirus. However, we notice an increase in the frequency
in some words such as protect and attack. Also, a new word pandemic is seen
to emerge. This shows a change in context. We gather similar observations
about the context evolution from the word clouds in Figure 3.10.
A detailed analysis on the context evolution for each type of information
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(a) May (b) July
(c) September (d) November
Figure 3.8: CoAID: Tweets & Replies Word Cloud
is provided in the Appendix in chapter 7.
3.0.3 Study Design
Below we describe the design of the studies to validate the hypotheses.
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(a) May (b) July
(c) September (d) November
Figure 3.9: CoAID: News Articles Frequency of Top 10 Words
3.0.3.1 Study 1
Study 1 is designed to test the generalizability of a model. More specifically,
this study explores a model’s efficacy in the temporal dimension. We train
a model using CoAID data collected from May 2020 and test it using data
obtained from 3 different months: July, September, and November. The fol-
lowing models are tested in this study:
• BERT (Transfer Learning)
• ELMo (Transfer Learning)
• Word2Vec (Transfer Learning and Target-based)
• GloVe (Transfer Learning and Target-based)
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(a) May (b) July
(c) September (d) November
Figure 3.10: CoAID: News Articles Word Cloud
• Text-GCN (Graph-based)
• VGCN-BERT (Transfer Learning and Graph-based)
3.0.3.2 Study 2
Study 2 is designed to test the performance of a model along the length
dimension. We use both short-length data (e.g., tweets) and lengthy data
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(e.g., news articles). Specifically, we train a model using the CoAID Twitter
dataset in order to understand a model’s performance of short-length data.
Then, we train a model using the CoAID news articles dataset to study a
model’s performance of lengthy data. The models tested in this study are the
same as in Study 1.
3.0.3.3 Study 3
Study 3 is designed to test a model’s performance on a fined-grained dataset,
which is the CMU-MisCov19 dataset that has 17 different classes. The models
tested in this study are the same as in Study 1.
3.0.3.4 Study 4
Study 4 is focused solely on the BERT and Transformer based models. More
specifically, we use pretrained embeddings obtained from variants of BERT
and Transformer models such as RoBERTa, ALBERT, and XLNet.
3.0.4 Method
Below we describe how we obtained and trained embeddings for various models
and fine-tuned/trained the classifiers for the above studies.
3.0.4.1 Transfer Learning Models
In transfer learning, there are two steps. First, we get the pretrained embed-
dings, then we either fine-tune the pretrained model or use the embeddings
to train a classifier. We get the pretrained embeddings from the following
models: BERT, ELMo, Word2Vec, GloVe, as well as from variants of BERT
and Transformer such as RoBERTa, ALBERT, and XLNet.
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Specifically, for pretrained BERT, XLNet, and RoBERTa, we download
them directly from the transformer library [54]. By following the guideline of
transformer documentation, we are able to conveniently fine-tune BERT and
XLNet models using a custom dataset (e.g., CoAID May data), and then test
the fine-tuned models on a different dataset (e.g., CoAID July data). As for
RoBERTa, we create a classifier on the top of pretrained RoBERTa model
so that we can fine-tune RoBERTa as well as perform the classification task.
This classifier has 5 layers, where the first layer is a dropout layer with a 0.4 0f
dropout rate and the second layer is a linear layer with 768 of input size and
64 of output size. The third layer is a norm layer that normalizes the input
and shape of output is the same as the input, and the fourth layer is another
dropout layer with the same dropout rate as the previous dropout layer. The
last layer is another linear layer with 64 of input size and 2 of output size.
For the RoBERTa training process, firstly, we only train those linear layers
by freezing the parameters of pretrained RoBERTa, and we use Adamw as
an optimizer with 1e-4 of learning rate. Then we unfreeze those parameters
and train both layers and RoBERTa, and use the same optimizer with 2e-6 of
learning rate. Additionally, we download the ALBERT model from the Ktrain
library [32], and train it with 3 epochs, 3e-5 of the learning rate, and 6 of
batch size.
As for other models, we first download the pretrained embedding files. For
GloVe, Pennington et al. [38] provide several pretrained GloVe word vectors,
we download the common crawl version that contains 840B tokens, 2.2M vo-
cab, cased, and vector dimension is 300. For Word2Vec, we download the
pretrained embedding file from Google [1]. The pretrained embeddings are
created using the Word2Vec model that trains on Google News dataset (about
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Figure 3.11: The Workflow of CNN classifier. *The parameters are different
based on the input.
100 billion words), and the embedding file contains vectors with 300 dimensions
for 3 million words as well as phrases. As for ELMo, we obtain the pretrained
embeddings from the Tensorflow hub [4]. After we obtain those embeddings,
we use them to train a CNN classifier. Figure 3.11 shows the architecture
of the CNN classifier we created. More specifically, the CNN classifier has 5
layers, where the first layer is an embedding layer that takes the size of vo-
cabulary, embedding dimension, and pretrained embeddings as inputs. Since
we use pretrained embeddings, we also set the trainable parameter to True
so that the pretrained embeddings are updated when the classifier learns the
information from the input. The embedding dimension also varies based on
the dimension of pretrained embeddings. For example, the dimension of pre-
trained ELMo embeddings is 1024, while the dimension of pretrained GloVe
or Word2Vec is 300. The second layer is the 1D convolution layer that creates
a convolution kernel with 100 filters, relu of activation, 5 of kernel size, and
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same of padding. The third layer is a 1D global max pool layer and the fourth
layer is a dense layer with 100 units and relu of activation. The last layer
is also a dense layer with 1 unit and sigmoid activation. In addition, we use
binary cross-entropy as loss function, Adam as an optimizer, and 128 of batch
size.
3.0.4.2 Graph Based Models
For graph-based approaches, we use the following models: Text GCN and
VGCN-BERT. We modified the partial original codes provided by the Text
GCN [58] and VGCN-BERT [31] papers so that we can train the models using
a custom dataset. Specifically, for Text GCN, its process contains three steps.
The first step is to clean the text by removing stop words (e.g., you, me, or
who) and rare words whose frequencies are less than 5, and the next step
builds training, validation, and test graphs using cleaned texts. The last step
is to train the GCN model using training and validation graphs and test the
model using test graphs. During the training, the early stopping is used when
the loss of validation set stops decreasing in 10 epochs, and the second GCN
layer also generates learned embeddings.
As for VGCN-BERT, it cleans the text by tokenizing the text and convert-
ing texts into lowercase. Its cleaning process also includes removing spaces,
the special symbols (e.g., ’(’) as well as URLs. Then, the BERT tokenizer is
used to create BERT vocabulary using cleaned texts. The next step is the
same as the second step of Text GCN processes, which creates training, vali-
dation, and test graphs, and the last step is to train the VGCN-BERT model
with 10 epochs. During the training, the model constructs embeddings from
word and vocabulary GCN graph.
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3.0.4.3 Target Based Models
For target-based approaches, we create embeddings from the target dataset
by using the Word2Vec and GloVe models. Specifically, we firstly preprocess
the raw text data. Our first step of preprocessing is to convert our raw text
(i.e., a list of sentences) to a list of lists containing tokenized words. During
tokenization, we convert words to lowercase, remove words that are only one
character, and lemmatize other words. Next step, we add bigrams that only
appear 10 times or more to our tokenized texts. The bigrams allow us to
create phrases that could be helpful for the model to learn and produce more
meaningful representations. Then, we feed our final version of tokenized texts
to the Word2Vec model or GloVe model to create trained embeddings. For
the Word2Vec model, we choose the skip-gram model with 2 of window size,
100 of epochs, 2 of min count (total frequency of words lower than 2 will
be ignored), and 0.01 of sample (threshold to randomly downsample higher-
frequency words). For the GloVe model, we use 2 of window size, 0.05 of the
learning rate, and 100 epochs. The dimension of both Word2Vec and GloVe
trained embeddings is 300.
After we obtain the trained embeddings, we use them to train the same
CNN classifier as described in the previous section 3.0.4.1, except that there is
one modification in which the trainable parameter in the first layer is changed
to False.
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Chapter 4
Results & Analysis
We conduct extensive experiments to implement the studies described in the
previous chapter. The experiments involve two steps: get the text embeddings
(either from a pretrained model using a source dataset or create embeddings
using the target dataset) and fine-tune or train a classifier. For the classifier
model, we use CNN with 1D convolutional kernels. More specifically, in the
transfer learning approach, we use the pretrained embeddings to fine-tune the
model with the target data. We also use the pretrained embeddings to train
a classifier. For the graph-based method, we create the graph embeddings
using the target dataset, then train a classifier. Finally, for the target-based
method, we create embeddings using the target dataset, then train a classifier.
The experiments use diverse ML models.
• Transfer Learning: we use the following pretrained models - BERT,
RoBERTa, ALBERT, XLNet, ELMo, Word2Vec, GloVe; then perform
fine-tuning either on the pretrained model (BERT, XLNet) or by using
a CNN model (RoBERTa, ELMo)
• Graph-based: Text GCN and VGCN BERT
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• Target based: (a) for creating text embeddings we use Word2Vec and
GloVe; (b) for fine-tuning we use single hidden layer CNN
We evaluate the performance of the models based on the accuracy, preci-
sion, recall, and f1 score. For each experiment, we average the results for 10
runs.
The experiments are done using python’s Scikit-learn [37] and TensorFlow
2.0 [4] libraries. For training the Word2Vec model we used the Gensim [42]
library.
4.0.1 Experimental Setting
Table 4.1 and 4.2 show the experimental setting for the studies.
Table 4.1: Experimental Setting
Embedding
Dimension
# Hidden
Layers
# Neurons
(hidden,
final)
Batch
Size
Optimizer Learning
Rate
BERT 768 12 (768,2) 32 AdamW 2e-5
ELMo 1024 5 (1024,2) 128 Adam 0.001
RoBERTa 768 12 (768,2) 16 AdamW 2e-6
ALBERT 128 12 (128,2) 6 Adam 3e-5
XLNet 768 12 (768,2) 32 AdamW 2e-5
Text GCN 200 2 (200,2) NA Adam 0.02
VGCN
BERT
216 18 (216,2) 16 Adam 2e-5
Word2Vec 300 5 (300,2) 128 Adam 0.001
GloVe 300 5 (300,2) 128 Adam 0.001
4.0.2 Results
We describe the results obtained from four studies. The description is divided
into two parts, based on two datasets, i.e., CoAID (for binary classification)
and CMU-MisCov19 (for fine-grained classification).
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Table 4.2: Epochs: Datasets
Epochs
CoAID (Tweet) 5
CoAID (Tweet + Reply) 4
CoAID (News Articles) 10
CMU-MisCov19 10
4.0.2.1 Result: Binary CoAID Dataset
Table 4.3, Table 4.4, and Table 4.5 show the results from studies 1 and 2.
Table 4.3: Study 1: CoAID - Tweet
Train: May Test: July Test: September Test: November
True Information
Precision
Recall
F1
Misinformation
Precision
Recall
F1
True Information
Precision
Recall
F1
Misinformation
Precision
Recall
F1
True Information
Precision
Recall
F1
Misinformation
Precision
Recall
F1
Transfer Learning
BERT
Accuracy = 0.978 Accuracy = 0.942 Accuracy = 0.990
0.981
0.997
0.989
0.281
0.079
0.116
0.946
0.996
0.970
0.000
0.000
0.000
1.000
0.990
0.995
0.500
1.000
0.670
ELMo
Accuracy = 0.979 Accuracy = 0.941 Accuracy = 0.990
0.979
1.000
0.989
0.000
0.000
0.000
0.945
0.995
0.970
0.000
0.000
0.000
0.990
1.000
0.995
0.000
0.000
0.000
Word2Vec
Accuracy = 0.979 Accuracy = 0.932 Accuracy = 0.969
0.979
1.000
0.989
0.000
0.000
0.000
0.949
0.980
0.964
0.200
0.090
0.120
0.990
0.979
0.984
0.000
0.000
0.000
GloVe Accuracy = 0.979 Accuracy = 0.943 Accuracy = 1.000
0.979
0.999
0.989
0.310
0.020
0.030
0.946
0.998
0.971
0.000
0.000
0.000
1.000
1.000
1.000
1.000
1.000
1.000
Graph Based
Text-GCN
Accuracy = 0.979 Accuracy = 0.946 Accuracy = 0.990
0.979
1.000
0.989
0.029
0.000
0.000
0.000
0.000
0.000
0.950
1.000
0.970
0.000
0.000
0.000
0.990
1.000
0.990
VGCN-BERT
Accuracy = 0.978 Accuracy = 0.946 Accuracy = 0.971
0.979
0.999
0.989
0.495
0.019
0.035
0.947
0.999
0.972
0.287
0.029
0.052
0.994
0.977
0.984
0.210
0.389
0.246
Target Based
Word2Vec
Accuracy = 0.977 Accuracy = 0.946 Accuracy = 0.990
0.979
0.997
0.988
0.110
0.020
0.030
0.946
1.000
0.972
0.000
0.000
0.000
0.990
1.000
0.995
0.000
0.000
0.000
GloVe
Accuracy = 0.978 Accuracy = 0.946 Accuracy = 0.979
0.979
0.999
0.989
0.230
0.020
0.030
0.946
1.000
0.972
0.000
0.000
0.000
0.990
0.990
0.990
0.000
0.000
0.000
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For the July tweet test dataset (Table 4.3), VGCN-BERT has the highest
precision, and BERT has the highest recall and f1 scores that are slightly bet-
ter than other models. For September, the Text-GCN has outstanding perfor-
mance for detecting misinformation, but its performance on true information
is extremely poor. In addition, other models perform poorly on misinforma-
tion. For November, the transfer learning approach GloVe has an excellent
performance on both true information and misinformation, where precision,
recall, and f1 scores are 1. Text-GCN also has decent scores on misinforma-
tion, and BERT performance on both true information and misinformation is
also good. However, we notice that no model performs well across three dif-
ferent test datasets. This observation confirms hypothesis 2, i.e., transfer
learning is not robust when there is context change happened in the data. It
also confirms hypothesis 5, i.e., the hybrid method VGCN-BERT does not
significantly improve the performance as compared to BERT and Text-GCN.
Table 4.4 shows the result of the CoAID tweet and reply. For July, the
transfer learning approach GloVe has the highest recall, and f1 scores for mis-
information and VGCN-BERT has the highest precision. For September, the
transfer learning approach GloVe has the highest precision, recall, and f1 scores
for misinformation. For November, the transfer learning approaches BERT,
GloVe, and Word2Vec as well as target-based approach GloVe has the highest
recall score for misinformation. In addition, the target-based approach GloVe
also has the highest precision and f1 score. However, there is no single model
that provides an effective solution for misinformation detection for
all three different test datasets. This result confirms hypothesis 2, i.e.,
the transfer learning approaches do not improve the performance significantly
after we increase the training size. It also further confirms hypothesis 5, i.e.,
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Table 4.4: Study 1: CoAID - Tweet&Reply
Train: May Test: July Test: September Test: November
True Information
Precision
Recall
F1
Misinformation
Precision
Recall
F1
True Information
Precision
Recall
F1
Misinformation
Precision
Recall
F1
True Information
Precision
Recall
F1
Misinformation
Precision
Recall
F1
Transfer Learning
BERT
Accuracy = 0.962 Accuracy = 0.941 Accuracy = 0.937
0.978
0.983
0.981
0.101
0.078
0.089
0.949
0.991
0.970
0.033
0.006
0.010
0.997
0.939
0.967
0.049
0.500
0.088
ELMo
Accuracy = 0.977 Accuracy = 0.949 Accuracy = 0.994
0.977
1.000
0.988
0.000
0.000
0.000
0.949
1.000
0.974
0.000
0.000
0.000
0.994
1.000
0.997
0.000
0.000
0.000
Word2Vec
Accuracy = 0.964 Accuracy = 0.919 Accuracy = 0.951
0.979
0.984
0.982
0.160
0.130
0.150
0.948
0.968
0.958
0.020
0.020
0.020
0.997
0.954
0.975
0.060
0.500
0.110
GloVe Accuracy = 0.965 Accuracy = 0.939 Accuracy = 0.915
0.981
0.983
0.982
0.230
0.210
0.220
0.951
0.987
0.969
0.160
0.050
0.070
0.997
0.918
0.956
0.040
0.500
0.070
Graph Based
Text-GCN
Accuracy = 0.977 Accuracy = 0.949 Accuracy = 0.994
0.977
1.000
0.988
0.000
0.000
0.000
0.949
1.000
0.974
0.000
0.000
0.000
0.994
1.000
0.997
0.000
0.000
0.000
VGCN-BERT
Accuracy = 0.976 Accuracy = 0.942 Accuracy = 0.987
0.978
0.998
0.988
0.282
0.039
0.067
0.950
0.991
0.970
0.115
0.015
0.022
0.995
0.992
0.993
0.111
0.194
0.134
Target Based
Word2Vec
Accuracy = 0.972 Accuracy = 0.939 Accuracy = 0.975
0.977
0.994
0.986
0.070
0.020
0.030
0.949
0.989
0.969
0.000
0.000
0.000
0.995
0.979
0.987
0.070
0.250
0.110
GloVe
Accuracy = 0.962 Accuracy = 0.939 Accuracy = 0.984
0.977
0.984
0.981
0.060
0.040
0.050
0.949
0.989
0.969
0.000
0.000
0.000
0.997
0.987
0.992
0.180
0.500
0.270
the hybrid method VGCN-BERT is slightly better than that of both BERT
and Text-GCN for misinformation classification.
Table 4.5 shows the result of CoAID news articles. For the July test
dataset, both Text-GCN and target-based Word2Vec achieve decent preci-
sion, recall, and f1 scores on misinformation. However, Text-GCN has ex-
tremely poor performance on true information. For September, ELMo has the
best precision and f1 score, while target based Word2Vec has the best recall
score. As for November, both transfer learning and target-based Word2Vec
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Table 4.5: Study 1: CoAID - News Articles
Train: May Test: July Test: September Test: November
True Information
Precision
Recall
F1
Misinformation
Precision
Recall
F1
True Information
Precision
Recall
F1
Misinformation
Precision
Recall
F1
True Information
Precision
Recall
F1
Misinformation
Precision
Recall
F1
Transfer Learning
BERT
Accuracy = 0.814 Accuracy = 0.646 Accuracy = 0.503
0.814
1.000
0.898
0.000
0.000
0.000
0.929
0.676
0.779
0.018
0.135
0.036
0.962
0.511
0.656
0.009
0.144
0.009
ELMo
Accuracy = 0.559 Accuracy = 0.973 Accuracy = 0.985
0.777
0.642
0.703
0.110
0.190
0.140
0.979
0.993
0.986
0.830
0.640
0.720
0.986
0.999
0.992
0.880
0.370
0.520
Word2Vec
Accuracy = 0.851 Accuracy = 0.946 Accuracy = 0.980
0.846
0.999
0.916
0.980
0.200
0.330
0.948
0.998
0.972
0.600
0.060
0.120
0.980
1.000
0.990
1.000
0.110
0.190
GloVe Accuracy = 0.599 Accuracy = 0.953 Accuracy = 0.984
0.833
0.635
0.721
0.220
0.440
0.290
0.957
0.995
0.975
0.730
0.230
0.350
0.985
0.999
0.992
0.860
0.320
0.460
Graph Based
Text-GCN
Accuracy = 0.814 Accuracy = 0.635 Accuracy = 0.978
0.000
0.000
0.000
0.810
1.000
0.900
0.970
0.633
0.766
0.095
0.660
0.165
0.978
1.000
0.989
0.000
0.000
0.000
VGCN-BERT
Accuracy = 0.677 Accuracy = 0.640 Accuracy = 0.458
0.971
0.622
0.758
0.356
0.917
0.513
0.985
0.628
0.767
0.117
0.839
0.205
0.989
0.451
0.619
0.031
0.778
0.060
Target Based
Word2Vec
Accuracy = 0.960 Accuracy = 0.643 Accuracy = 0.990
0.957
0.984
0.975
0.920
0.850
0.890
0.977
0.638
0.772
0.110
0.740
0.190
0.991
0.999
0.995
0.920
0.580
0.710
GloVe
Accuracy = 0.554 Accuracy = 0.623 Accuracy = 0.452
0.775
0.637
0.699
0.100
0.190
0.130
0.941
0.641
0.763
0.050
0.320
0.090
0.962
0.457
0.620
0.010
0.210
0.020
obtain optimal precision score and Word2Vec also has the highest f1 score. Be-
sides, VGCN-BERT has the highest recall score. We notice that target-based
Word2Vec achieves overall high performance across all test datasets. This re-
sult confirms hypothesis 6, i.e., target-based embeddings can capture both
global and local relationships to create an effective classifier. It also confirms
hypothesis 4, i.e., the performance of graph-based approaches on lengthy
texts is not as good as on short texts.
Table 4.6 shows the results of large-dataset-based experiments. The per-
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Table 4.6: CoAID Large Dataset Experiment Result
Train:
May + July + September
Test: November
Tweet Tweet + Reply News Articles
True Information
Precision
Recall
F1
Misinformation
Precision
Recall
F1
True Information
Precision
Recall
F1
Misinformation
Precision
Recall
F1
True Information
Precision
Recall
F1
Misinformation
Precision
Recall
F1
BERT
Accuracy = 0.928 Accuracy = 0.981 Accuracy = 0.992
1.000
0.927
0.962
0.120
1.000
0.220
0.990
0.990
0.990
0.789
0.764
0.773
0.994
0.998
0.996
0.883
0.719
0.787
Word2Vec (Target Based)
Accuracy = 0.985 Accuracy = 0.961 Accuracy = 0.986
0.990
0.995
0.992
0.710
0.630
0.670
0.997
0.964
0.980
0.710
0.630
0.670
0.992
0.994
0.993
0.710
0.630
0.670
formance of target-based Word2Vec further confirms hypothesis 6, i.e., the
target-based text embeddings capture both global and local relationships if
we increase the size of short-length training data (i.e., tweets). Its scores on
misinformation for tweet or tweet and reply datasets increase significantly.
Table 4.7: CoAID - News Articles Using Variants of BERT and Transformer
Train: May Test: July Test: September Test: November
True Information
Precision
Recall
F1
Misinformation
Precision
Recall
F1
True Information
Precision
Recall
F1
Misinformation
Precision
Recall
F1
True Information
Precision
Recall
F1
Misinformation
Precision
Recall
F1
Transfer Learning
ALBERT
Accuracy = 0.611 Accuracy = 0.943 Accuracy = 0.993
0.858
0.625
0.723
0.250
0.547
0.343
0.960
0.981
0.970
0.483
0.298
0.368
0.996
0.996
0.996
0.842
0.842
0.842
RoBERTa
Accuracy = 0.936 Accuracy = 0.630 Accuracy = 0.980
0.937
0.987
0.962
0.925
0.711
0.804
0.952
0.641
0.766
0.068
0.447
0.118
0.991
0.989
0.990
0.550
0.579
0.564
XLNET
Accuracy = 0.814 Accuracy = 0.970 Accuracy = 0.456
0.810
1.000
0.900
0.000
0.000
0.000
0.970
1.000
0.980
0.890
0.530
0.670
0.970
0.460
0.620
0.010
0.260
0.020
Table 4.7 shows the results obtained from study 4. For the July test
dataset misinformation detection, RoBERTa achieves the best performance,
while XLNet shows the worst performance. However, for September misin-
formation, XLNet obtains the best performance, while the RoBERTa has the
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worst performance. As for November misinformation, ALBERT achieves the
best performance, while XLNet has the worst performance. These results con-
firm hypothesis 2 because none of these models maintain the performance
when the context in the data changes.
4.0.2.2 Result: Fine-Grained CMU-MisCov19 Dataset
Figure 4.1: CMU-MisCov19 Result
Figure 4.1 shows the results obtained from study 3. The result confirms
hypotheses 3 and 6. Specifically, all the transfer learning approaches per-
form poorly, but the target-based Word2Vec achieves the best performance.
4.0.3 Analysis
Based on the results given in the above tables, we summarize our observations
below. First, we discuss a model’s generalizability for binary classification
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scenarios. Given the length of the text and the size of the dataset, we identify
4 cases.
• Case 1: Length: Short & Size: Small
• Case 2: Length: Long & Size: Small
• Case 3: Length: Short & Size: Large
• Case 2: Length: Long & Size: Large
Case 1: Length: Short & Size: Small
For case 1 we do not find a single best-performing model. Table 4.8 shows
that for the tweet and tweet+replies datasets following models perform slightly
better: VGCN-BERT, GloVe (transfer learning and target based), and Text
GCN.
Table 4.8: Effective Models: Binary Classification
*Performance measures are shown only for the misinformation class
Test: July Test: September Test: November
Precision Recall Precision Recall Precision Recall
Tweets
VGCN-BERT 0.49 0.019 0.287 0.029 0.21 0.389
GloVe (Transfer Learning) 0.31 0.02 0.00 0.00 1.00 1.00
Text GCN 0.029 0.00 0.95 1.00 0.99 1.00
Tweets + Replies
GloVe (Transfer Learning) 0.23 0.21 0.16 0.05 0.04 0.50
GloVe 0.06 0.04 0.00 0.00 0.18 0.50
News Articles
Word2Vec 0.92 0.85 0.11 0.74 0.92 0.58
ELMo (Transfer Learning) 0.11 0.19 0.83 0.64 0.88 0.37
There are two possible explanations for the poor performance of all models
on the short-length tweet data.
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• Small Size of Misinformation Test Set: The number of test mis-
information samples is significantly smaller. For example, in the 2020
July, September, and November Tweet test datasets the true information
samples are larger than the misinformation samples by 46, 17, and 96
times, respectively. Both for the tweet and tweet+reply November sub-
sets we have only 2 samples of misinformation. This might have caused
low precision and recall for misinformation class.
• Short Text Length & Small Trained Dataset: The short length
of the text (tweet and tweet+reply) and the small size of the training
set might have influenced the context learning of the models. None of
the models seem to have captured the context of the text well enough to
make accurate predictions.
Case 2: Length: Long & Size: Small
Table 4.8 shows that the models perform significantly better when the
length of the samples is large. For the news articles data, the best model
is target-based Word2Vec for the July and November dataset. Both mod-
els achieved higher precision and recall on the misinformation class. For the
September dataset, the ELMo outperforms Word2Vec.
Case 3: Length: Short & Size: Large
For this case, both target-based Word2Vec and BERT-based transfer learn-
ing perform well. However, BERT’s performance is not consistent. On the
Tweet dataset (short-length text), the precision of BERT is poor. It indicates
that even with larger training data BERT-based transfer learning does not
provide an effective solution for short-length samples. One possible reason is
that although the BERT model is good at capturing the local relationship (e.g.,
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word order), it doesn’t do equally well on capturing the global relationship or
context from short-length data.
Case 3 & 4: Length: Long & Size: Large
Both target-based Word2Vec and BERT-based transfer learning perform
well in this case. However, BERT’s performance is slightly better.
The results from fine-grained classification show that Word2Vec is the clear
winner. It outperforms other approaches by a large margin.
Based on the insights garnered from the above analyses, we draw the following
conclusions:
• The transfer learning approach with the BERT SOTA model is effec-
tive in limited cases. Also, its performance is not consistent.
• The graph-based approach does not yield an effective solution in any
of the cases.
• The hybrid approach that combines BERT embeddings with graph em-
beddings is not effective either.
• The target-based approach with the Word2Vec model generalizes well
across the last three cases.
Thus, there is no single generalizable approach for identifying COVID-19
social media misinformation. The choice of an effective approach is dependent
on the length of the text, size of the dataset, and the distribution of the classes.
We use these insights to propose a generalizable framework.
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Chapter 5
Framework and Limitations
Based on the analyses from the previous chapter, we sketch an outline of a ML-
based framework towards building a generalizable solution for misinformation
detection on social media. This framework is suitable for COVID-19 type data
that has the following characteristics.
• Context evolves rapidly
• Nuanced context
• Fine-grained and overlapping misinformation categories
• Skewed distribution
• Scarcity of labeled data
5.0.1 Framework
We argue that for this type of data we need to be able to capture the context
well in the embeddings. For this, the embeddings need to be based on target
data. The target-data-based embeddings capture the dynamic and nuanced
context of the target data for coping with the burst and fine-grained nature
of the social media text. Thus, our framework recommends the Word2Vec
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target-based embedding technique along with a CNN classifier for most types
of data.
Based on the insights obtained from our studies, we propose a generaliz-
able framework for detecting misinformation from social media data that are
similar to COVID-19 data. The framework includes recommendations for two
types of classification: binary and fine-grained. For binary classification, given
large social media data, both short length text (i.e., Tweets) or length text
(i.e., news articles), we recommend that target-based Word2Vec embedding
technique along with CNN classifier. The BERT model is suitable for this
case as well. However, when the size of the dataset is small and the length of
the text is short, we didn’t find an effective solution. The Text-GCN and both
target-based and transfer-learning-based GloVe was found to perform better.
For a small dataset and lengthy text, we proposed a target-based Word2Vec
embedding technique along with a CNN classifier. Finally, this approach is
also found to be most effective for fine-grained classification. In conclusion,
we observe that for COVID-19 type misinformation detection problems, it is
essential for an embedding model to capture the dynamic and nuanced con-
text of the target data for coping with the burst and fine-grained nature of
the data.
Figure 5.1 illustrates our framework. The framework includes recommenda-
tions for two types of classification: binary and fine-grained. For a binary clas-
sification problem, the framework uses the data from two dimensions: length
of the text and size of the dataset.
• Length Short + Small Dataset: Graph-based methods such as Text GCN
and transfer learning method based on pretrained GloVe embeddings
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• Length Long + Small Dataset: Target-based Word2Vec embedding with
a CNN classifier
• Length Short and Long + Large Dataset: Target-based Word2Vec em-
bedding with a CNN classifier and transfer learning using BERT
We do not observe a single best-performing model on the short length and
small size dataset. Thus, our framework makes a weak recommendation on
this type of data.
For the fine-grained data, the best model is the Target-based Word2Vec
embedding with CNN classifier.
Figure 5.1: Framework for Misinformation Detection
5.0.2 Limitations
Although we conducted an extensive study on the NLP SOTA approaches for
solving the COVID-19 misinformation detection problem, it suffers from some
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limitations that stem from data scarcity. The lack of labeled data narrowed
the scope of our investigation. The data scarcity affected our study in the
following ways:
• Misinformation Samples: In our binary classification CoAID dataset
the number of misinformation samples is significantly smaller. For ex-
ample, in the test subsets, misinformation samples are 46 ∼ 96 times
smaller. In the November tweet and tweet+reply datasets, we have only
2 samples of misinformation. In the November news articles subset, this
number is 19. The lack of misinformation data limits the evaluation of
the models. We obtained noisy estimates for the short length and small
size data. Thus, we were unable to make a confident recommendation
for this type of data.
• Fine-grained Dataset: We could not conduct a multi-dimensional
study on the fine-grained classification problem due to a lack of labeled
data. Our plan was to investigate the multi-class scenario by varying
both the size of the dataset and the length of the text (for both tweets
and news articles). The scarcity of labeled fine-grained data forced us to
conduct only a one-dimensional analysis. Thus, we could not evaluate
the generalizability of the models along the temporal dimension.
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Chapter 6
Conclusion and Future Work
In this thesis, we emphasized the importance of designing a generalizable so-
lution to identify COVID-19 misinformation from social media data. The
advancement of ML bears the promise to create such a solution. We argued
that due to the unique characteristics of the COVID-19 online data that in-
cludes dynamic context, diverse categories, and scarcity of labeled data, the
existing SOTA NLP approaches for text classification are not generalizable.
However, there has been no investigation to understand the effectiveness of
the SOTA NLP approaches to detect misinformation amidst the ‘infodemic’
of COVID-19. Without a thorough analysis, it is highly unlikely to build an
effective and generalizable solution.
We design a multi-dimensional study to investigate the efficacy of the SOTA
NLP approaches for misinformation detection that includes transfer learning
and graph-based approaches. The transfer learning approach uses pretrained
text embeddings learned from a source dataset to train/fine-tune the model
with the target COVID-19 dataset. Our analysis employs powerful and SOTA
embedding techniques such as ELMo, BERT, and BERT variants. The graph-
based approach, e.g., Text GCN, learns graph embeddings to capture the
global relationship between the words. In addition to these two SOTA ap-
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proaches, we investigate a hybrid approach, i.e., VGCN-BERT, that combines
BERT with the Text GCN. Finally, we include a target-based approach in our
analysis, which creates embeddings based on the target data by using neural-
network-based models such as Word2Vec and GloVe. Then, these embeddings
are used to train a CNN classifier with the target data.
We hypothesized that the SOTA NLP embedding techniques do not capture
the dynamic context of the COVID-19 online data well. As a consequence, the
BERT or Text GCN methods do not provide a generalizable solution. On the
other hand, the target-based approach captures the dynamic context much
better as it learns embeddings from the target data. Thus, it can be used to
design a generalizable solution.
We perform an extensive study to validate our hypotheses using COVID-19
social media data (e.g., Tweets and news articles). Our investigation is per-
formed along the following dimensions of the data: temporal dimension (evolv-
ing context), length dimension (text length varies), size dimension (dataset size
varies), and category dimension (binary vs fine-grained classification).
Based on the insights obtained from our studies, we propose a generalizable
framework for detecting misinformation from social media data that are similar
to COVID-19 data. The framework includes recommendations for two types
of classification: binary and fine-grained. For binary classification, given large
social media data, both short length text (i.e., Tweets) or length text (i.e., news
articles), we recommend that target-based Word2Vec embedding technique
along with CNN classifier. The BERT model is suitable for this case as well.
However, when the size of the dataset is small and the length of the text is
short, we did not find an effective solution. The Text-GCN and both target-
based and transfer-learning-based GloVe were found to perform better. For
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the small dataset and lengthy text, we proposed a target-based Word2Vec
embedding technique along with a CNN classifier. Finally, this approach is
also found to be most effective for fine-grained classification. In conclusion,
we observe that for COVID-19 type misinformation detection problems, it is
essential for an embedding model to capture the dynamic and nuanced context
of the target data for coping with the burst and fine-grained nature of the social
media text.
6.0.1 Future Work
In the future, we plan to extend our investigation by including multi-modal
social media data (e.g., image data, video data). We observe that the social
media messages are multi-modal. It contains nuanced text, URLs, meta-data,
geotags, hashtags, emojis, images, videos, etc. We will leverage those multi-
modal informational content to build a hybrid system for misinformation de-
tection.
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Chapter 7
Appendix
We provide a detail analysis of the context evolution in the CoAID dataset
based on true information and misinformation.
7.0.1 CoAID: Tweet
Figure 7.1 shows the frequency of top 10 words of true information in CoAID
Tweet dataset. We notice that in May, high-frequency words are more related
to the virus, such as covid, coronavirus, disease, and virus. Then, in July,
new words like mask, help, resource, support, and community emerged, which
indicates that there is a context shifting. In September, more new words
appeared, which are contact, child, tracing, wear, school, ventilation, and
travel. In addition, the context change happened in November is most obvious
in which words like trump, fauci, and campaign that are related to politics are
emerged. New words emerging in each month implies that there is a context
change in the true information tweet dataset, which can also be observed from
the word clouds in Figure 7.2.
Figure 7.3 shows the frequency of top 10 words of misinformation in
CoAID Tweet dataset. We observe that in May, the gap between the highest
frequency word and high frequency words is bigger than that in July where
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(a) May (b) July
(c) September (d) November
Figure 7.1: CoAID Tweet: True Information Frequency of Top 10 Words
the frequency between each word is close. Besides, there is only one common
high-frequency word between May and July, which is covid. This means a
context change. Then, in September, new words that are related to medicines
emerged , such as hydroxychloroquine and azithromycin, In November, more
new words emerged like wuhan. These observations indicate that the context
changes over the time in the misinformation tweet dataset, which can also be
observed in the word clouds in Figure 7.4.
We also notice the difference of high-frequency words in true information
and misinformation. More specifically, other than the word related to the virus
(e.g., covid or coronavirus), true information and misinformation do not have
common high-frequency words, meaning that the context of true information
is also different from that of misinformation in CoAID tweet dataset.
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(a) May (b) July
(c) September (d) November
Figure 7.2: CoAID Tweet: True Information Word Cloud
7.0.2 CoAID: Tweet+Reply
Figure 7.5 shows the frequency of top 10 words of true information in CoAID
Tweet+Reply dataset. We notice that by including replies, the highest fre-
quency word in September is the word mask, and in November, the frequency
of top 4 words is greatly increased. Additionally, by including replies, the
word need has a high frequency in May, and words like need and case have
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(a) May (b) July
(c) September (d) November
Figure 7.3: CoAID Tweet: Misinformation Frequency of Top 10 Words
high frequencies in July. Words, whose frequency is increased, can also be
observed from the word clouds in Figure 7.6.
Figure 7.7 shows the frequency of top 10 words of misinformation in
CoAID Tweet+Reply dataset. We observe that by including replies, new
words emerged for each month. Specifically, in May, the word China has a
high frequency, and in July, the word mask has a high frequency and the word
trump has the highest frequency. In September, the word petition has a high
frequency, and in November, words like trump and election have high frequen-
cies. It is also noticeable that from Figure 7.8, the word clouds of September
and November Tweet+Reply are clearly different from that of Tweet only,
while the word clouds of other two months are slightly different.
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(a) May (b) July
(c) September (d) November
Figure 7.4: CoAID Tweet: Misinformation Word Cloud
7.0.3 CoAID: News Articles
Figure 7.9 shows the frequency of top 10 words of true information in CoAID
news articles dataset. We observe that the frequency pattern is similar in May.
July, and September, where the gap between the highest frequency word and
high-frequency words is obvious. Besides, in July, news words like service,
protect, security, and attack emerged as compared to May’s high frequency
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(a) May (b) July
(c) September (d) November
Figure 7.5: CoAID Tweet+Reply: True Information Frequency of Top 10
Words
words, which indicates that there is a context change. Both September and
November datasets have the same high-frequency words as the July dataset.
However, we notice that the frequency of some words is increased. For example,
in September, the frequency of the word data is increased. In November, the
frequency of words protect, online, service, using, attack, website, and security
is significantly increased. We also observe the similarities in the word cloud in
Figure 7.10.
Figure 7.11 shows the frequency of top 10 words of misinformation in
CoAID news articles dataset. We notice that the gap between the highest fre-
quency word and high-frequency words is obvious in May, July, and September.
Moreover, the high frequency words in July are completely different from that
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(a) May (b) July
(c) September (d) November
Figure 7.6: CoAID Tweet+Reply: True Information Word Cloud
in May. In September, news words like death, number, and health emerged.
There are only two common high-frequency words between September and
November, which are facebook and continue. The difference of high-frequency
words in each month is obvious in the word cloud in Figure 7.12.
Furthermore, we observe that high-frequency words of true information in
news articles dataset are significantly different from that of misinformation.
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(a) May (b) July
(c) September (d) November
Figure 7.7: CoAID Tweet+Reply: Misinformation Frequency of Top 10 Words
However, the frequency pattern between true information and misinformation
in May, July, and September is similar, which the gap between the highest
frequency word and high-frequency words is obvious. On the other hand, the
high frequency words of misinformation in each month are noticeably different,
while in true information, the high frequency words in July, September, and
November are similar.
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(a) May (b) July
(c) September (d) November
Figure 7.8: CoAID Tweet+Reply: Misinformation Word Cloud
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(a) May (b) July
(c) September (d) November
Figure 7.9: CoAID News Articles: True Information Frequency of Top 10
Words
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(a) May (b) July
(c) September (d) November
Figure 7.10: CoAID News Articles: True Information Word Cloud
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(a) May (b) July
(c) September (d) November
Figure 7.11: CoAID News Articles: Misinformation Frequency of Top 10
Words
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(a) May (b) July
(c) September (d) November
Figure 7.12: CoAID News Articles: Misinformation Word Cloud
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