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ON A GENERALIZATION OF COMPENSATED COMPACTNESS
IN THE Lp − Lq SETTING
M. MISˇUR AND D. MITROVIC´
Abstract. We investigate conditions under which, for two sequences (ur)
and (vr) weakly converging to u and v in Lp(Rd;RN ) and Lq(Rd;RN ), re-
spectively, 1/p+1/q ≤ 1, a quadratic form q(x;ur ,vr) =
N∑
j,m=1
qjm(x)ujrvmr
converges toward q(x;u,v) in the sense of distributions. The conditions in-
volve fractional derivatives and variable coefficients, and they represent a gen-
eralization of the known compensated compactness theory. The proofs are
accomplished using a recently introduced H-distribution concept. We apply
the developed techniques to a nonlinear (degenerate) parabolic equation.
1. Introduction
The compensated compactness theory proved to be a very useful tool in investi-
gating problems involving partial differential equations (both linear and nonlinear).
Suppose, for instance, that we aim to solve a nonlinear partial differential equation
which we write symbolically as A[u] = f , where A denotes a given nonlinear opera-
tor. One of usual approaches is to approximate it by a collection of nicer problems
Ar[ur] = fr, where (Ar) is a sequence of operators which is somehow close to A.
Then we try to prove that the sequence (ur) converges toward a solution to the orig-
inal problem A[u] = f . In general, it is relatively easy to obtain weak convergence
on a subsequence of (ur) towards some function u. Due to the nonlinear nature
of A, this does not mean that u will represent a solution to the original problem
A[u] = f . However, in some cases, the nonlinearity of A can be compensated by
certain properties of the sequence (ur) (see [3, 4, 13] and references therein). The
theory which investigates such phenomena is called compensated compactness and
it was introduced in the works of F. Murat and L. Tartar [14, 19].
The most general version of the classical result of compensated compactness
theory has been recently proved in [15]. Let us briefly recall it. First, we introduce
anisotropic Sobolev spaces W−1,−2;p(Rd), where −1 is with respect to x1, . . . , xν
and −2 is with respect to xν+1, . . . , xd, as a subset of tempered distributions
{u ∈ S ′ : ∃v ∈ Lp(Rd), kuˆ = vˆ},
where k(ξ1, ξ2) =
√
1 + (2π|ξ1|)2 + (2π|ξ2|)4, ξ1 ∈ Rν , ξ2 ∈ Rd−ν. It is Ho¨rmader’s
class Bp,k and the Banach space with dual Bp′,1/k (see chapter 10 of [9]). By uˆ we
denote the Fourier transform: uˆ(ξ) =
∫
Rd
e−2πix·ξu(x)dx.
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Assume that the sequence (ur) = (u1r, . . . , uNr) is bounded in L
p(Rd;RN),
2 ≤ p ≤ ∞, and converges in D′(Rd) to a vector function u. Let q = pp−1 if p <∞,
and q > 1 if p =∞. Assume that the sequences
N∑
j=1
ν∑
k=1
∂xk(asjkujr) +
N∑
j=1
d∑
k,l=ν+1
∂xkxl(bsjklujr), (1)
for s = 1, . . . ,m, are precompact in the anisotropic Sobolev space W−1,−2;qloc (R
d).
The (variable) coefficients asjk and bsjkl belong to L
2q¯(Rd), q¯ = pp−2 if p > 2, and
to the space C(Rd) if p = 2.
Next, introduce the set
Λ(x) =
{
λ ∈ RN
∣∣ (∃ξ ∈ Rd \ {0})(∀s = 1, . . . ,m) (2)
N∑
j=1
(
i
ν∑
k=1
asjk(x)ξk −
d∑
k,l=ν+1
bsjkl(x)ξkξl
)
λj = 0
}
.
Consider the bilinear form on RN
q(x;λ,η) = Q(x)λ · η, (3)
where Q is a symmetric matrix with coefficients
qjm ∈
{
Lq¯loc(R
d), p > 2
C(Rd), p = 2
, j,m = 1, . . . , N.
Finally, let q(x;ur ,ur) ⇀ ω weakly-∗ in the space of Radon measures.
The following theorem holds
Theorem 1. [15, Theorem 1] Assume that q(x;λ,λ) ≥ 0 for all λ ∈ Λ(x), a.e.
x ∈ Rd. Then q(x;u(x),u(x)) ≤ ω in the sense of measures. If q(x;λ,λ) = 0 for
all λ ∈ Λ(x), a.e. x ∈ Rd, then q(x;u(x),u(x)) = ω.
The connection between q and Λ given in the previous theorem, we shall call the
consistency condition.
We would like to formulate and extend the results from Theorem 1 to the Lp−Lq
framework for appropriate (greater than one) indices p and q where p < 2. More
precisely, we want to find conditions on two vector-valued sequences (ur) and (vr)
weakly converging to u and v in Lp(Rd) and Lq(Rd), respectively, to ensure that
the sequence (q(x;ur,vr)), where q is the bilinear form from (3), satisfies
lim
r→∞
q(x;ur,vr) = q(x;u,v) in D′(Rd). (4)
Ideally, it should be 1/p + 1/q = 1. Due to technical obstacles (see Remark 10),
we are able to prove (4) only when 1/p + 1/q < 1. However, under additional
assumptions on the sequences (ur) and (vr), we are also able to obtain the optimal
Lp − Lp′-variant of the compensated compactness. Here and in the sequel, 1/p+
1/p′ = 1.
This extension will be done in the next section. In the last section we shall show
how to apply this result to a (nonlinear) parabolic type equation.
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2. The main result
In order to formulate the Lp − Lq variant of the compensated compactness, we
need H-distributions.
They were introduced in [3] as an extension of the H-measure concept (see
[7, 19, 2, 10] and references therein). Let us recall that H-measures describe the
loss of strong precompactness for sequences belonging to Lp for p ≥ 2, and they
were the basic tool in the mentioned work on compensated compactness [15]. The
variant ofH-distributions that we are basically going to use is formulated in [11, 12].
Let us recall its definition.
We need multiplier operators with symbols defined on a manifold P determined
by an d-tuple α = (α1, . . . , αd) ∈ Rd+, where αk ∈ N or αk ≥ d
P =
{
ξ ∈ Rd :
d∑
k=1
|ξk|2αk = 1
}
.
The manifold P is smooth enough and we are able to associate an Lp multiplier to
a function defined on P as follows. We define the projection from Rd\{0} to P by
means of the mapping(
πP(ξ)
)
j
= ξj
(
|ξ1|2α1 + · · ·+ |ξd|2αd
)−1/2αj
, j = 1, . . . , d, ξ ∈ Rd\{0}.
Let us now recall the Marcinkiewicz multiplier theorem [8, Theorem 5.2.4.], more
precisely its corollary which we provide here:
Corollary 2. Suppose that ψ ∈ Cd(Rd\ ∪dj=1 {ξj = 0}) is a bounded function such
that for some constant C > 0 it holds
|ξα˜∂α˜ψ(ξ)| ≤ C, ξ ∈ Rd\ ∪dj=1 {ξj = 0} (5)
for every multi-index α˜ = (α˜1, . . . , α˜d) ∈ Nd0 such that |α˜| = α˜1+ α˜2+ · · ·+ α˜d ≤ d.
Then, the function ψ is an Lp-multiplier for p ∈ 〈1,∞〉, and the operator norm of
Aψ equals to Cd,p, where Cd,p depends only on C, p and d.
The following statement holds.
Theorem 3. [11] Let (un) be a bounded sequence in L
p(Rd), p > 1, and let (vn) be
a bounded sequence of uniformly compactly supported functions in L∞(Rd) weakly
converging to 0 in the sense of distributions. Then, after passing to a subsequence
(not relabelled), for any p¯ ∈ 〈1, p〉 there exists a continuous bilinear functional B
on Lp¯
′
(Rd)⊗ Cd(P) such that for every ϕ ∈ Lp¯′(Rd) and ψ ∈ Cd(P) it holds
B(ϕ, ψ) = lim
n→∞
∫
Rd
ϕ(x)un(x)
(AψPvn)(x)dx , (6)
where AψP is the (Fourier) multiplier operator on Rd associated to ψ ◦ πP and
1
p¯ +
1
p¯′ = 1.
The bound of the functional B is equal to Cu Cv Cd,q, where Cu is the L
p-bound
of the sequence (un); Cv is the L
q-bound of the sequence (vn) where
1
p +
1
p¯′ +
1
q = 1;
and Cd,q is the constant from Corollary 2.
We shall now prove that we can extend the bilinear functional B from the previ-
ous theorem to a functional on Lp¯
′
(Rd;Cd(P)). We shall need the following theorem
a proof of which in the case of real functionals can be found in [11].
4 M. MISˇUR AND D. MITROVIC´
Theorem 4. Let B be a (complex valued) continuous bilinear functional on Lp(Rd)⊗
E, where E is a separable Banach space and p ∈ 〈1,∞〉. Then B can be extended
as a (complex valued) continuous functional on Lp(Rd;E) if and only if there exists
a (nonnegative) function b ∈ Lp′(Rd) such that for every ψ ∈ E and almost every
x ∈ Rd, it holds
|B˜ψ(x)| ≤ b(x)‖ψ‖E , (7)
where B˜ is a bounded linear operator E → Lp′(Rd) defined by 〈B˜ψ, ϕ〉 = B(ϕ, ψ),
ϕ ∈ Lp(Rd).
Proof: The proof goes along the lines of the proof of [11, Theorem 2.1] when we
separately consider real (ℜ) and imaginary (ℑ) parts of the functional B and the
operator B˜. Let us briefly recall it.
Let us assume that (7) holds. In order to prove that B can be extended as a
linear functional on Lp(Rd;E), it is enough to obtain an appropriate bound on the
following dense subspace of Lp(Rd;E):
{ N∑
j=1
ψjχj(x) : ψj ∈ E,N ∈ N
}
, (8)
where χi are characteristic functions associated to mutually disjoint, finite measure
sets.
For an arbitrary function g =
N∑
i=1
ψiχi from (8), the bound follows easily once
we notice that
∣∣B( N∑
j=1
ψjχj)
∣∣ := ∣∣ N∑
j=1
B(χj , ψj)
∣∣ = ∣∣ ∫
Rd
N∑
j=1
B˜ψj(x)χj(x)dx
∣∣
≤
∫
Rd
b(x)
N∑
j=1
χj(x)‖ψj‖Edx ≤ ‖b‖Lp′(Rd)‖g‖Lp(Rd;E).
In order to prove the converse, take a countable dense set of functions from
the unit ball of E, and denote them by ψj , j ∈ N. Assume that the functions
ψ−j := −ψj are also in E. For each function B˜ψj ∈ Lp′(Rd) denote by Dj the
corresponding set of Lebesgue points, and their intersection by D = ∩jDj .
For any x ∈ D and k ∈ N denote
bk(x) = max
|j|≤k
ℜ(B˜ψj)(x) =
k∑
|j|=1
ℜ(B˜ψj)(x)χkj (x)
where χkj0 is the characteristic function of set X
k
j0
of all points x ∈ D for which
the above maximum is achieved for j = j0. Furthermore, we can assume that for
each k the sets Xkj are mutually disjoint. The sequence (bk) is clearly monotonic
sequence of positive functions, bounded in Lp
′
(Rd), whose limit (in the same space)
we denote by bℜ. Indeed, choose ϕ ∈ Lp(Rd), g =
k∑
|j|=1
ϕ(x)χkj (x)ψj ∈ Lp(Rd;E),
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and consider:∫
Rd
bk(x)ϕ(x)dx = ℜ
( ∫
Rd
B˜
k∑
|j|=1
ψjχ
k
j (x)ϕ(x)dx
)
= ℜ( k∑
|j|=1
B(χkjϕ, ψj)
)
= ℜ(B(g)) ≤ C‖g‖Lp(Rd;E) ≤ C‖ϕ‖Lp(Rd),
where C is the norm of B on (Lp(Rd;E))′. Since ϕ ∈ Lp(Rd) is arbitrary, we get
that (bk) is bounded in L
p′(Rd).
As D is a set of full measure, for every ψj we have
|ℜ(B˜ψj)(x)| ≤ bℜ(x), (a.e. x ∈ Rd).
We are able to obtain a similar bound for the imaginary part of B˜ψj . In other
words, there exists bℑ ∈ Lp′(Rd) such that
|ℑ(B˜ψj)(x)| ≤ bℑ(x), (a.e. x ∈ Rd).
The assertion now follows since (7) holds for b = bℜ + bℑ on the dense set of
functions ψj , j ∈ N. For details see (12) below. ✷
We need the following lemma which will also be used in the last section.
Lemma 5. If the real symbol ψ ∈ Cd(P) of the multiplier operator Aψ is an even
function (ψ(ξ) = ψ(−ξ)), then for every real u ∈ Lp(Rd), p > 1, Aψ(u) is a real
function for a.e. x ∈ Rd.
If the real symbol ψ ∈ Cd(P) of the multiplier operator Aψ is an odd function
(ψ(ξ) = −ψ(−ξ)), then for every real u ∈ Lp(Rd), p > 1, Aψ(u) is a purely
imaginary function for a.e. x ∈ Rd.
Proof: Assume first that the symbol ψ is an even function. It is enough to prove
that, for arbitrary real functions u, v ∈ L2(Rd) ∩ Lp(Rd), it holds∫
vAψ(u)dx =
∫
vAψ(u)dx.
This follows from the Plancherel theorem, and the change of variables ξ 7→ −ξ.
Indeed, ∫
vAψ(u)dx =
∫
vAψ(u)dx =
∫
ψ(ξ)vˆ(ξ)uˆ(ξ)dξ = (ξ 7→ −ξ)
=
∫
ψ(ξ)vˆ(ξ)uˆ(ξ)dξ =
∫
vAψ(u)dx.
The proof is the same when the symbol is odd. ✷
Now, we can prove the following proposition.
Proposition 6. [11] The bilinear functional B defined in Theorem 3 can be ex-
tended by continuity to a functional on Lp¯
′
(Rd;Cd(P)). The bound of the extension
is equal to the bound of the bilinear functional B (with the notations of Theorem 3,
it is Cu Cv Cd,q, 1/p+ 1/p¯
′ + 1/q = 1).
Remark 7. The proof of the proposition can also be found in [12]. Since this paper
is still unpublished, we give a slightly different proof here.
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Proof: We will show that B satisfies conditions of Theorem 4, namely, that there
exists a function b ∈ Lp¯(Rd) such that for every ψ ∈ Cd(P), ‖ψ‖Cd(P) ≤ 1 and
almost every x ∈ Rd it holds
|(B˜ψ)(x)| ≤ b(x)‖ψ‖Cd(P), (9)
where B˜ : Cd(P) → Lp¯(Rd) is a bounded linear operator defined by 〈B˜ψ, ϕ〉 =
B(ϕ, ψ), ϕ ∈ Lp¯′(Rd).
We proceed as follows: choose a dense countable set E of functions ψj , j ∈ N,
from the set {ψ ∈ Cd(P): ‖ψ‖Cd(P) ≤ 1}. Define functions ψ−j(ξ) = −ψj(ξ)
and add them to E. Moreover, add the linear combinations of the form ψej (ξ) =
1
2 (ψj(ξ) + ψj(−ξ)) and ψoj (ξ) = 12 (ψj(ξ) − ψj(−ξ)) for j ∈ Z \ {0} to E as well.
Remark that functions ψej are even, while ψ
o
j are odd (in the sense of Lemma 5)
and that the set E is still countable and dense.
For each j choose a function B˜ψj from L
p¯(Rd) and denote by Dj the corre-
sponding set of Lebesgue points (for definiteness, we can take B˜ψj to be the precise
representative of the class (see chapter 1.7. of [6])). The set Dj is of full measure,
and thus the set D = ∩jDj as well.
For any x ∈ D and k ∈ N denote (i = √−1 below)
bek(x) : = max
|j|≤k
B˜ψej (x) =
k∑
|j|=1
B˜ψej (x)χ
k
j (x) ∈ R+, (10)
bok(x) : = max
|j|≤k
iB˜ψoj (x) =
k∑
|j|=1
iB˜ψoj (x)χ
k
j (x) ∈ R+, (11)
where χkj0 is a characteristic function of the set of all points for which the above
maximum is achieved for ψej0 (ψ
o
j0
respectively) and it has not been achieved for ψej
(ψoj respectively), −k ≤ j < j0.
First, note that we can make sure that χkj have disjoint supports for fixed k:
define χkj to be equal to one on the set{
x ∈ D : (B˜ψej )(x) = bek(x) & (∀l < j)(B˜ψel )(x) < bek(x)
}
,
and extend it with zero to the whole Rd.
Next, we shall prove that the sequence of functions (bek) is bounded in L
p¯(Rd).
To this effect, take an arbitrary φ ∈ Cc(Rd), and denote K = suppφ. Since (vn)
is a bounded sequence of uniformly compactly supported functions in L∞(Rd), it
belongs to Lq(Rd) for every q ∈ 〈1,∞〉. Since p¯ < p, we can find q > 1 such
that 1/q + 1/p¯′ = 1/p′. Fix such q. Choose r > 1 such that q = r′p′. Denote
by χk,εj ∈ Cc(Rd), j = 1, . . . , k smooth approximations of characteristic functions
from (10) on K such that (note that ‖χkj ‖L∞ ≤ 1)
‖χk,εj − χkj ‖Lmax{p′,r}(K) ≤
ε
2k
.
As before, denote by Cu an L
p bound of (un) and by Cv an L
q bound of (vn) .
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According to (10) and the definition of operator B˜, we have
∣∣
Lp¯(Rd)
〈bek, φ〉Lp¯′(Rd)
∣∣ = ∣∣∣ lim
n→∞
∫
Rd
k∑
|j|=1
(φunχ
k
j )(x)(Aψej vn)(x)dx
∣∣∣
≤ lim sup
n→∞
∫
Rd
 k∑
|j|=1
|un|pχkj (x)
1/p k∑
|j|=1
χkj |φAψej vn|p
′
(x)
1/p
′
dx
≤ lim sup
n→∞
∥∥∥ k∑
|j|=1
|un|pχkj
∥∥∥1/p
L1(Rd)
∥∥∥ k∑
|j|=1
χkj |φAψej vn|p
′
∥∥∥1/p′
L1(Rd)
≤ lim sup
n→∞
‖un‖Lp(Rd)
(∥∥∥ k∑
|j|=1
(χkj − χk,εj )|φAψej vn|p
′
∥∥∥
L1(Rd)
+
k∑
|j|=1
∥∥∥χk,εj |φAψej vn|p′∥∥∥L1(Rd))1/p
′
≤ lim sup
n→∞
‖un‖Lp(Rd)
(∥∥∥ k∑
|j|=1
(χkj − χk,εj )|φAψej vn|p
′
∥∥∥
L1(Rd)
+
k∑
|j|=1
∥∥∥χk,εj φAψej vn∥∥∥p′Lp′(Rd))1/p
′
≤ Cu lim sup
n→∞
( k∑
|j|=1
‖χkj − χk,εj ‖Lr(K)‖Aψej (φvn)‖
p′
Lq(Rd)
+
k∑
|j|=1
‖Aψej (χ
k,ε
j φvn)‖p
′
Lp′(Rd)
)1/p′
,
where in the second step we have used discrete version of Ho¨lder inequality and
the fact that | limn an| ≤ lim supn |an|; in the last step we have used a version of
the first commutation lemma [3, Lemma 3.1] (see also [12, Lemma 2]) and Ho¨lder
inequality with 1/r + 1/r′ = 1 remembering that r′p′ = q. By means of Corollary
2 and properties of the functions χk,εj it follows
∣∣〈bek, φ〉∣∣ ≤ Cu lim sup
n→∞
εCφ Cp′q,d ‖vn‖p′Lq(Rd)+Cp′p′,d k∑
|j|=1
‖χk,εj φvn‖p
′
Lp′(Rd)
1/p
′
,
where Cp′,d is the constant from Corollary 2 (recall that ‖ψej‖Cd(P) ≤ 1), while
Cφ = ‖φ‖p
′
L∞(Rd)
. By letting ε→ 0, we conclude
∣∣〈bek, φ〉∣∣ ≤ CuCp′,d lim sup
n→∞
 k∑
|j|=1
‖χkjφvn‖p
′
Lp′(Rd)
1/p
′
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since χk,εj → χkj in Lp
′
(K). Since supports of functions χkj are disjoint and remem-
bering the choice of q, we get
k∑
|j|=1
‖χkjφvn‖p
′
Lp′(Rd)
≤ ‖φvn‖p
′
Lp′(Rd)
≤
(
‖φ‖Lp¯′(Rd)‖vn‖Lq(Rd)
)p′
,
since
k∑
|j|=1
(χkj )
p′ =
k∑
|j|=1
χkj ≤ 1. From this, it follows∣∣〈bek, φ〉∣∣ ≤ CuCd,p′Cv‖φ‖Lp¯′(Rd),
where all the constants on the right hand side do not depend on k. Since Cc(R
d)
is dense in Lp¯
′
(Rd) we conclude that the sequence (bek) is bounded in L
p¯(Rd).
Noticing that (bek) is a non-decreasing sequence of positive functions, it follows
from Beppo-Levi’s theorem on monotone convergence that its (pointwise) limit be
is an Lp¯(Rd) function.
In the completely same way, we conclude that (bok) converges toward b
o ∈ Lp¯(Rd).
The function b = be + bo satisfies (9) for B˜ψ when ψ = ψej + ψ
o
j′ for some
j, j′ ∈ Z \ {0}. On the other hand, every ψ ∈ Cd(P) can be represented as a sum
of odd and even functions as follows ψ(ξ) = 12 (ψ(ξ) + ψ(−ξ)) + 12 (ψ(ξ) − ψ(−ξ))
and we conclude that (9) holds for any ψ ∈ E. By continuity, the statement can
be generalised to an arbitrary ψ ∈ Cd(P): take a sequence (ψn) ⊆ E such that
ψn → ψ in Cd(P) and write∫
Rd
|(B˜ψ)(x)|ϕ(x)dx ≤
∫
Rd
|(B˜ψ − B˜ψn)(x)|ϕ(x)dx +
∫
Rd
|(B˜ψn)(x)|ϕ(x)dx
(12)
≤ on(1) +
∫
Rd
b(x)ϕ(x)dx,
for arbitrary ϕ ∈ C∞c (Rd;R+0 ) where we have used continuity of B˜. Due to arbi-
trariness of the function ϕ, the result follows from Theorem 4. ✷
Remark 8. Note that if the set L := {ψ ∈ Cd(P): ‖ψ‖Cd(P) ≤ 1} were at most
countable, we could have defined b ∈ Lp¯(Rd) in the following straightforward way
b(x) = supψ∈L|(B˜ψ)(x)|.
However, L is uncountable, so this definition does not necessarily result in a
measurable function. Taking supremum over a countable dense subset of L would
result in a measurable function which may not be Lp¯-function.
Now, we are ready to prove a variant of compensated compactness in the Lp−Lq
framework. Before we proceed, we recall that the dual of the space Lp(Rd;Cd(P))
is the space Lp
′
w∗(R
d;Cd(P)′) of weakly-∗ measurable functions B : Rd → Cd(P)′
such that
∫
Rd
‖B(x)‖p′
Cd(P)′
dx is finite (for details see [5, p. 606]).
We first need to extend the notion of H-distributions from Theorem 3 as follows.
Theorem 9. Let (ur) be a sequence of uniformly compactly supported functions
weakly converging to zero in Lp(Rd), p > 1, and let (vr) be a bounded sequence of
uniformly compactly supported functions in Lq(Rd), 1/q+1/p < 1, weakly converg-
ing to 0 in the sense of distributions. Then, after passing to a subsequence (not
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relabelled), for any p¯ ∈ 〈1, pqp+q 〉 there exists a continuous bilinear functional B on
Lp¯
′
(Rd)⊗ Cd(P) such that for every ϕ ∈ Lp¯′(Rd) and ψ ∈ Cd(P), it holds
B(ϕ, ψ) = lim
r→∞
∫
Rd
ϕ(x)ur(x)
(AψPvr)(x)dx , (13)
where AψP is the (Fourier) multiplier operator on Rd associated to ψ ◦ πP.
The bilinear functional B can be continuously extended to a linear functional on
Lp¯
′
(Rd;Cd(P)).
Proof: Introduce the truncation operator
Tl(v) =
{
v, |v| < l
0, |v| ≥ l , l ∈ N, (14)
and rewrite vr in the form
vr(x) = Tl(vr)(x) + (vr − Tl(vr))(x),
where Tl(vr) is understood pointwisely. Notice that
lim sup
l,r→∞
‖vr − Tl(vr)‖L1(K) = 0 (15)
for any relatively compact measurable K ⊆ Rd. Indeed, denote by
Ωlr = {x ∈ Rd : |vr(x)| > l}.
It holds
lim
l→∞
sup
r∈N
meas(Ωlr) = 0. (16)
The latter follows since (vr) is bounded in L
q(Rd) and
sup
r∈N
∫
Rd
|vr(x)|qdx ≥ sup
r∈N
∫
Ωlr
lqdx ≥ lq sup
r∈N
meas(Ωlr).
Now, we simply use the Ho¨lder inequality∫
K
|vr − Tl(vr)|dx =
∫
K∩Ωlr
|vr|dx ≤ meas(K ∩ Ωlr)1/q
′‖vr‖Lq(K)
and this tends to zero uniformly with respect to r and l according to (16) and the
boundedness of (vr) in L
q(Rd). Thus, (15) is proved. Since (vr), and therefore
(Tl(vr)) are bounded in L
q(Rd), (15) and interpolation inequalities imply that for
any q¯ ∈ [1, q〉
lim sup
l,r→∞
‖vr − Tl(vr)‖Lq¯(K) = 0. (17)
Next, denote by µl the H-distribution corresponding to (ur) and (Tl(vr)) in the
sense of Theorem 3. From here and (15), we conclude that we can rewrite the
right-hand side of (13) in the form
lim
r→∞
∫
Rd
ϕ(x)ur(x)
(AψPvr)(x)dx (18)
= lim
r→∞
(∫
Rd
ϕ(x)ur(x)AψP
(
Tl(vr)
)
(x)dx+
∫
Rd
ϕ(x)ur(x)AψP
(
vr−Tl(vr)
)
(x)dx
)
= 〈µl, ϕψ〉+ ol(1),
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where ol(1) → 0 as l → ∞ follows from (17) and the application of the Ho¨lder
inequality as follows:
|
∫
Rd
ϕ(x)ur(x)AψP
(
vr−Tl(vr)
)
(x)dx|
≤ Cd,q¯‖ϕ‖Lp¯′(Rd) ‖ψ‖Cd(P ) sup
r
‖ur‖Lp(Rd) sup
r
‖vr−Tl(vr)‖Lq¯(Rd),
where 1/p¯′+1/p+1/q¯ = 1 (and obviously q¯ < q implying that we can apply (17)).
Since ψ ◦ πP is an Lq¯-multiplier ([10, Lemma 5]), by the Ho¨lder inequality used
with the exponents p¯′, p, and q¯ < q, we get
∣∣ ∫
Rd
ϕ(x)ur(x)
(AψPTl(vr))(x)dx∣∣ ≤ Cd,q¯‖ϕ‖Lp¯′(Rd)‖ur‖Lp(Rd)‖ψ‖Cd(P )‖Tl(vr)‖Lq¯(Rd)
≤ CuCv Cd,q¯‖ϕ‖Lp¯′(Rd)‖ψ‖Cd(P )
From here, after passing to the limit r → ∞ and using the continuity of extension
from Proposition 6, we conclude that (µl) is bounded sequence in (L
p¯′(Rd;Cd(P))′ =
Lp¯w∗(R
d;Cd(P)′) (remark that the bound of (µl) is Cu Cv Cd,q¯). Since L
p¯
w∗(R
d;Cd(P)′)
is dual of the Banach space, according to the Banach-Alaoglu theorem, (µl) admits
a weak-∗ limit µ ∈ Lp¯w∗(Rd;Cd(P)′) along a subsequence. The functional µ satisfies
(13). ✷
Remark 10. In the case 1/p+ 1/q = 1, the same proof gives us continuous bilinear
functional on C(Rd) ⊗ Cd(P). We cannot use Proposition 6 anymore, but using
Schwartz’s kernel theorem, we can (only) extend it to a distribution from D′(Rd ×
P). Therefore, our variant of the compensated compactness is confined on Lp −Lq
framework for 1/p+ 1/q < 1. However, under additional assumptions, we are able
to prove the result in the optimal case 1/p+ 1/q = 1 (Corollary 15).
Before we proceed, let us recall the definition of fractional derivatives. For α ∈
R+, we define ∂αxk to be a pseudodifferential operator with a polyhomogeneous
symbol (2πiξk)
α, i.e.
∂αxku = ((2πiξk)
αuˆ(ξ))ˇ .
In the sequel, we shall assume that sequences (ur) and (vr) are uniformly com-
pactly supported. This assumption can be removed if the orders of derivatives
(α1, . . . , αd) are natural numbers. Otherwise, since the Leibnitz rule does not hold
for fractional derivatives, the former assumption seems necessary.
Let us now introduce the localisation principle corresponding to anH-distribution.
Proposition 11. Assume that sequences (ur) and (vr) are bounded in L
p(Rd;RN)
and Lq(Rd;RN ), where 1/p+1/q < 1, and converge toward 0 and v = (v1, . . . , vN )
in the sense of distributions.
Furthermore, assume that the sequence (ur) satisfies, for every s = 1, . . . ,M :
Grs :=
N∑
j=1
d∑
k=1
∂αkxk (asjkujr)→ 0 in W−α1,...,−αd;p(Rd), (19)
where αk ∈ N or αk > d, k = 1, . . . , d, and asjk ∈ Ls¯′(Rd), s¯ ∈ 〈1, pqp+q 〉.
Finally, by µjm denote the H-distribution (Theorem 9) corresponding to a pair
of subsequences of (ujr) and (vmr − vm). Then the following relations hold in the
sense of distributions for m = 1, . . . , N , s = 1, . . . ,M (i =
√−1 below)
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N∑
j=1
n∑
k=1
asjk(2πiξk)
αkµjm = 0. (20)
Proof: Assume, without loosing any generality, that v = 0. Denote by Bψ the
Fourier multiplier operator with the symbol
(ψ ◦ πP)(ξ) (1− θ(ξ))
(|ξ1|2α1 + · · ·+ |ξd|2αd)1/2
,
where θ is a cutoff function equal to one in a neighborhood of zero.
According to [10, Lemma 5], for any ψ ∈ Cd(P) and any sˆ > 1, the multiplier
operator Bψ : L2(Rd) ∩ Lsˆ(Rd) → Wα1,...,αd;sˆ(Rd) is bounded (with Lsˆ norm
considered on the domain of Bψ); notice that the symbol of ∂αkxk ◦ Bψ given by
(ψ ◦ πP)(ξ) (1− θ(ξ))(2πiξk)
αk
(|ξ1|2α1 + · · ·+ |ξd|2αd)1/2
,
is a smooth, bounded function satisfying conditions of Marcinkiewicz’s multiplier
theorem ([17, Theorem IV.6.6’] or Corollary 2 here).
Insert in (19) the test function grm given by:
grm(x) = Bψ
(
φvmr
)
(x), m ∈ {1, . . . , N} (21)
where ψ ∈ Cd(P) and φ ∈ C∞c (Rd). We get∫
Rd
Grsgrmdx =
∫
Rd
N∑
j=1
n∑
k=1
asjkujrA
(ψ◦πP)(ξ)
(1−θ(ξ))(2piiξk)
αk
(|ξ1|2α1+···+|ξd|2αd)
1/2
(φvmr)dx (22)
=
∫
Rd
N∑
j=1
n∑
k=1
asjkujrA
(ψ◦πP)(ξ)
(2piiξk)
αk
(|ξ1|2α1+···+|ξd|2αd)
1/2
(φvmr)dx
−
∫
Rd
N∑
j=1
n∑
k=1
asjkujrA
(ψ◦πP)(ξ)
θ(ξ)(2piiξk)
αk
(|ξ1|2α1+···+|ξd|2αd)
1/2
(φvmr)dx.
Due to the boundedness properties of operator Bψ mentioned above and the com-
pact support of φ, the sequence (grm) is bounded in W
α1,...,αd;t(Rd) for t ∈ 〈1, q].
Letting r → ∞ in (22), we get (20) after taking into account Theorem 9 and the
strong convergence of (Grs). Note that the second summand in the above identity
goes to 0 because of the compact support of the function θ. ✷
Remark 12. In the case 1/p+ 1/q = 1, taking into account Remark 10 and coeffi-
cients asjk from the space C0(R
d), we get the same result as in (20) for distributions
µjm from D′(Rd × P).
We can now formulate conditions under which (4) holds. We call them the strong
consistency conditions. They represent a generalization of the standard consistency
conditions given above.
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As before, let s¯ ∈ 〈1, pqp+q 〉 be a fixed number for given p, q > 1. Introduce the
set
ΛD =
{
µ = (µ1, . . . , µN ) ∈Ls¯w∗(Rd; (Cd(P))′)N : (23)
N∑
j=1
d∑
k=1
(2πiξk)
αkasjkµj = 0, s = 1, . . . ,M
}
,
where the given equality is understood in the sense of Ls¯w∗(R
d; (Cd(P))′).
Let us assume that
coefficients of the bilinear form q from (3)
belong to the space Lt(Rd), where t ≥ s¯′. (24)
Remark that since s¯ ∈ 〈1, pqp+q 〉 and t ≥ s¯′, it also must be 1/t+ 1/p+ 1/q < 1.
Definition 13. We say that the set ΛD, bilinear form q from (3) satisfying (24),
and the matrix µ = [µjm]j,m=1,...,N , µjm ∈ Ls¯w⋆(Rd; (Cd(P))′) satisfy the strong
consistency condition if for every fixedm ∈ {1, . . . , N}, the N-tuple (µ1m, . . . , µNm)
belongs to ΛD, and it holds
N∑
j,m=1
〈φqjm ⊗ 1, µjm〉 ≥ 0, φ ∈ C∞c (Rd;R+0 ). (25)
Under the given strong consistency condition, we have the following theorem.
Theorem 14. Assume that sequences (ur) and (vr) are bounded in L
p(Rd;RN)
and Lq(Rd;RN), where 1/p+ 1/q < 1, and converge toward u and v in the sense
of distributions. Assume that (19) holds.
Assume that
q(x;ur,vr) ⇀ ω in D′(Rd)
for the bilinear form q from (3) satisfying (24).
If the set ΛD, the bilinear form (3), and the (matrix of) H-distributions µ cor-
responding to the sequences (ur − u) and (vr − v) satisfy the strong consistency
condition, then it holds
q(x;u,v) ≤ ω in D′(Rd). (26)
If in (25) stands equality, then we have equality in (26) as well.
Proof: Let us abuse the notation by denoting ur = ur−u⇀ 0 and vr = vr−v⇀
0 as r →∞.
Remark that, according to Theorem 9, for any non-negative φ ∈ D(Rd)
lim
r→∞
∫
Rd
N∑
j,m=1
qjmujrvmrφ dx = 〈φ
N∑
j,m=1
qjm ⊗ 1, µjm〉, (27)
where µjm is a H-distribution corresponding to sequences ujr, vmr ⇀ 0. Since,
according to the localisation principle (20), for every fixed m ∈ {1, . . . , N}, the
N -tuple (µ1m, . . . , µNm) belongs to ΛD, we conclude from the strong consistency
condition that
〈φ
N∑
j,m=1
qjm ⊗ 1, µjm〉 ≥ 0.
From here, (27), and the fact that (since q is bilinear)
ON A GENERALIZATION OF COMPENSATED COMPACTNESS IN THE Lp − Lq SETTING13
q(x;ur,vr) ⇀ ω − q(x;u,v) ≥ 0 in D′(Rd),
the statement of the theorem follows. ✷
If we assume that the sequence (vn) is bounded in L
p′(Rd;RN ) and additionally
assume that it can be well approximated by the truncated sequence (Tl(vn)), l ∈ N,
we can state the optimal variant of the compensated compactness as follows.
Corollary 15. Assume that
• sequences (ur) and (vr) are bounded in Lp(Rd;RN) and Lp′(Rd;RN ),
where 1/p+ 1/p′ = 1, and converge toward u and v in the sense of distri-
butions;
• for every l ∈ N, the sequences (Tl(vr)) converge weakly in Lp′(Rd;RN)
toward hl, where the truncation operator Tl from (14) is understood coor-
dinatewise;
• there exists a vector valued function V ∈ Lp′(Rd;RN) such that |vr | ≤ V
holds coordinatewise for every r ∈ N;
• (19) holds with askl ∈ C0(Rd) and qjm ∈ C(Rd).
Assume that
q(x;ur ,vr)⇀ ω in D′(Rd).
If for every l ∈ N, the set ΛD, the bilinear form (3), and the (matrix of) H-
distributions µl corresponding to the sequences (ur − u) and (Tl(vr)− hl)r satisfy
the strong consistency condition, then it holds
q(x;u,v) ≤ ω in D′(Rd). (28)
If in (25) stands equality, then we have equality in (26) as well.
Proof: For every l ∈ N, notice that (q(x;ur , Tl(vr)))r is bounded in Lp(Rd):∫
Rd
|q(x;ur, Tl(vr))|pdx ≤ N2(p−1)
N∑
j,m=1
∫
Rd
|qjm|p|ujr|p|Tl(vmr)|pdx
≤ CN,l,pmax
j,m
(‖qjm‖pL∞(K)‖ujr‖pLp(K)),
where K ⊆ Rd is a compact set (remember that sequences (ur), (vr) are uniformly
compactly supported). Therefore, the sequence (q(x;ur, Tl(vr))) (we remind that l
is fixed) admits a weak limit in Lp(Rd) (and thus in D′(Rd)) along a subsequence.
Using a diagonal procedure, we can extract a subsequence (not relabeled) such that
for every l ∈ N it holds
q(x;ur, Tl(vr))⇀ ωl in D′(Rd).
where ωl is a weak limit of (q(x;ur , Tl(vr)))r . According to the assumptions of
the corollary on the strong consistency conditions involving µl and the sequences
(ur − u) and (Tl(vr)− hl)r, and Theorem 14 (remark that (Tl(vr))r is bounded),
it holds
q(x;u,hl) ≤ ωl in D′(Rd). (29)
We will finish the corollary if we show that for every nonnegative function ϕ ∈
C∞c (R
d) it holds
∫
Rd
(ω − q(x;u,v))ϕdx ≥ 0. It holds
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∫
Rd
(ω − q(x;u,v))ϕdx =
∫
Rd
(ω − q(x;ur,vr))ϕdx (30)
+
∫
Rd
(q(x;ur ,vr)− q(x;ur, Tl(vr)))ϕdx
+
∫
Rd
(q(x;ur , Tl(vr))− ωl)ϕdx +
∫
Rd
(ωl − q(x;u,hl))ϕdx
+
∫
Rd
(q(x;u,hl)− q(x;u,v))ϕdx.
Since the left hand side of (30) does not depend on r and l, we can take lim sup
l→∞
lim
r→∞
there. The first summand on the right hand side of the expression goes to zero
according to the assumptions of the corollary; the third summand goes to zero ac-
cording to the definition of ωl; we have established in (29) that the fourth summand
is nonnegative. Let us show that the second summand in (30) goes to zero:∣∣∣ ∫
Rd
(q(x;ur ,vr)− q(x;ur , Tl(vr)))ϕdx
∣∣∣ ≤ ∫
Rd
|ϕQur · (vr − Tl(vr))|dx
≤ ‖Qur‖Lp‖ϕ (vr − Tl(vr))‖Lp′ ,
where we have used the Ho¨lder inequality. Since vr−Tl(vr)→ 0 pointwise, accord-
ing to the assumption |vr| ≤ V and the Lebesgue dominated convergence theorem,
we conclude that ‖ϕ (vr − Tl(vr))‖Lp′ → 0 as l, r → ∞ (or as l → ∞ uniformly
with respect to r).
For the last summand, we will proceed in a similar manner. Let us notice that we
can write
q(x;u,hl)− q(x;u,v) = Qu · (hl − v)
= Qu · ((hl − Tl(vr)) + (Tl(vr)− vr) + (vr − v)).
The first and the last summand on the right hand side of the last expression will go
to zero according to the assumptions of the corollary. Concerning the second sum-
mand, from the Lebesgue dominated convergence theorem as before, we conclude
lim sup
l→∞
lim
r→∞
‖(Tl(vr)− vr)ϕ‖L1(Rd) = 0. This concludes the proof. ✷
Remark 16. The condition concerning existence of the dominating function V from
the previous theorem might look superfluous. However, as the following example
shows, we cannot avoid it. Indeed, consider the case d = N = 1, a = a111 = 0. Let
ur(x) = vr(x) =
{
r, |x| < r−2
0, |x| ≥ r−2 .
Then, ‖ur‖2 = 2 for all r ∈ N. Clearly, ur = vr ⇀ 0 weakly as r → ∞, while
Tl(ur) → 0 as r → ∞ strongly in L2(R) for every l ∈ N. Therefore, the H-
distributions µl corresponding to the sequences (ur) and (Tl(vr)) are trivial: µl ≡
0. Thus, the strong consistency condition is satisfied with the equality sign, but
q(ur, vr) = u
2
r ⇀ 2δ(x) 6= 0 = q(0, 0).
We would like to thank to the referee for this example.
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In a conclusion of the section, we would like to make a comment concerning a
connection between the standard consistency condition and, at least at first sight
stronger, the strong consistency condition. To this end, note that we can rewrite
the consistency condition (2) in the following form (we shall omit the second order
derivatives since they have no influence on the reasoning below):
ΛF =
{
λ : Rd × Sd−1 → RN :
N∑
j=1
ν∑
k=1
asjk(x)ξkλj(x, ξ) = 0, s = 1, . . . ,M
}
and
q(x;λ(x, ξ),λ(x, ξ)) ≥ 0 for all λ ∈ ΛF and all (x, ξ) ∈ Rd × Sd−1.
Having such a representation of the consistency condition, it seems reasonable to
ask whether ΛD is a closure of ΛF in the sense of distributions. If this is the case,
the generalisation presented here holds under the standard consistency condition.
At this moment, we do not have any answer to this question.
However, we shall present an example showing that our approach can be used.
3. Application
Let us consider the non-linear parabolic type equation
L(u) = ∂tu−
d∑
k,l=1
∂xlxk(akl(t,x)g(t,x, u)) (31)
on Ω = 〈0,∞〉× V , where V is an open subset of Rd. We assume that
u ∈ Lp(Ω), g(t,x, u) ∈ Lq(Ω), 1 < p, q,
akl ∈ Lsloc(Ω), where 1/p+ 1/q + 1/s < 1,
and that the matrix function A = [akl]k,l=1,...,d is strictly positive definite on Ω,
i.e.
Aξ · ξ > 0, ξ ∈ Rd \ {0}, a.e. (t,x) ∈ Ω.
Furthermore, assume that g is a Carathe`odory function and non-decreasing with
respect to the third variable.
The following theorem holds.
Theorem 17. Assume that sequences
• (ur) and g(·, ur) are such that ur, g(ur) ∈ L2(R+ ×Rd) for every r ∈ N;
• that they are bounded in Lp(R+×Rd), p ∈ 〈1, 2], and Lq(R+×Rd), q > 2,
respectively, where 1/p+ 1/q < 1;
• ur ⇀ u and, for some, f ∈W−1,−2;p(R+ ×Rd), the sequence
L(ur) = fr → f strongly in W−1,−2;p(R+ ×Rd).
Under the assumptions given above, it holds
L(u) = f in D′(R+ ×Rd).
Proof: Let us first define all functions on R×Rd by extending them with 0 out
of R+ × Rd. Denote by w a distributional limit of g(·, ur) along not relabeled
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subsequence. Our first step is to show that the product of ur and g(·, ur) converges
to uw in the sense of distributions. To do that, denote
u1r = ur − u, u2r = g(·, ur)− w. (32)
Note that the following sequence of equations is satisfied
∂tu1r −
d∑
k,l=1
∂xlxk(aklu2r) = fr − f, (33)
and that fr − f tends to zero strongly in W−1,−2;p(R+ ×Rd). Introduce
ΛD=
{
µ = (µ1, µ2)∈Ls
′
w⋆(R
+×Rd;Cd+1(P)′)2 : −2iπξ0µ1+4π2
d∑
k,l=1
ξkξlaklµ2=0
}
,
(34)
and remark that, according to the localisation principle given in Proposition 11,
(µ12, µ22) ∈ ΛD (35)
for H-distributions µ12 and µ22, corresponding to sequences (φu1r) and (φu2r), and
(φu2r) and (φu2r), respectively. Above, φ ∈ C2c (R+ ×Rd) is fixed.
From the localisation principle, for ψ ∈ Cd+1(P) (here and in the sequel, symbols
are real functions) and ϕ ∈ C2c (Rd), it holds
i〈−2πξ0ψϕ, µ12〉+ 〈4π2
d∑
k,l=1
ξkξlakl(·, ·)ψϕ, µ22〉 = 0. (36)
Remark that for any ψ ∈ Cd+1(P) the function fψ = 〈ψ, µj2〉 is in Ls′(R+ ×Rd),
j = 1, 2. For the functions fψ, where ψ belongs to a dense countable subset E of
Cd+1(P) containing a dense subset of odd and even functions (which we may choose
since Cd+1(P) is separable and we can represent every function as a sum of even
and odd functions ψ(ξ) = 12 (ψ(ξ) + ψ(−ξ)) + 12 (ψ(ξ)−ψ(−ξ))), and the functions
akl, k, l = 1, . . . , d, denote by D ⊆ R+ × Rd the set of their common Lebesgue
points (which is of full measure).
Now, fix (t0,x0) ∈ D. According to the Plancherel theorem, we get∫
ϕvAψ(ϕv) =
∫
ϕ̂v ψϕ̂v ∈ R (37)
for all v ∈ L2(R+ ×Rd), real bounded multipliers ψ, and ϕ ∈ C2c (Rd). From here
we conclude that
〈4π2
d∑
k,l=1
ξkξlakl(t0,x0)ψϕ, µ22〉 ∈ R (38)
for any real multiplier ψ. Indeed, for a scalar matrix A(t0,x0), taking into account
that 4π2A(t0,x0)ξ ·ξ ≥ 0, we notice that 4π2A(t0,x0)ξ ·ξψ⊠ϕ is a real function in
ξ (where ϕ is constant with respect to ξ). Insert symbol 4π2(A(t0,x0)ξ ·ξψ/ρP)⊠ϕ
and sequences ur = vr = φu2r into definition (13) of H-distributions where
ρP = (ξ
2
0 +
d∑
j=1
ξ4j )
1/2.
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Now, the claim follows once we notice that equation (37) gives us a limit of real
numbers.
On the other hand, from Lemma 5, we conclude that for any odd ψ, the function
〈4π2
d∑
k,l=1
ξkξlakl(t0,x0)ψϕ, µ22〉 ∈ iR. (39)
Thus, from (38) and (39), we conclude that for any odd function ψ it must be
〈4π2
d∑
k,l=1
ξkξlakl(t0,x0)ψϕ, µ22〉 = 0. (40)
Taking into account (40), assuming ψ ∈ E, and inserting (t,x) = (t0,x0) into (36),
we conclude that for all points from D, it holds
〈−2πξ0ψ, µ12(t0,x0, ·)〉 = 0. (41)
Now, since ur ∈ L2(R+×Rd) for every r ∈ N, we can test (33) by ϕA(1−θ)ψP/ρP(ϕu1r)
where θ is a compactly supported even smooth function equal to one in a neigh-
borhood of zero. Then, we let r →∞ and use the Plancherel theorem to obtain a
relation similar to (36) (remark that A(1−θ)ψP/ρP is a compact Lp → Lp operator
for any p > 1):
lim
r→∞
∫
Rd+1
−2πi (1− θ(ξ))ξ0
ρP(ξ)
ψP(ξ)F(ϕu1r)F(ϕu1r)dξ (42)
+ 〈4π2
d∑
k,l=1
ξkξlakl(·, ·)ψϕ, µ12〉 = 0,
where, as usual, ψP = ψ ◦ ρP. Denote by
Ir(ψP)=
∫
Rd+1
−2πi (1− θ(ξ))ξ0
ρP(ξ)
ψP(ξ)F(ϕu1r)F(ϕu1r)dξ (43)
=
∫
Rd+1
−2πi (1− θ(ξ))ξ0
ρP(ξ)
ψP(ξ)|F(ϕu1r)|2dξ.
We shall prove that for every even ψ
Ir(ψP) = 0. (44)
Clearly, for any real ψ, it holds (see (43))
Ir(ψP) ∈ iR. (45)
However, from Lemma 5, we conclude that for any even ψ, it holds
Ir(ψP) =
∫
R+×Rd
ϕ(x)u1r(t,x)∂t
(A(1−θ)ψP/ρP(ϕu1r))(t,x)dtdx
=
∫
R+×Rd
ϕ(x)u1r(t,x)∂t
(A(1−θ)ψP/ρP(ϕu1r))(t,x)dtdx ∈ R.
Being both purely real for any even ψ and purely imaginary for any ψ (see (45)),
it follows that Ir(ψP) must be zero for any even ψ. From here, (44) follows.
Now, since the function ϕ ∈ C2c (Rd+1) is arbitrary, from (42) we get the following
relation for every (Lebesgue) point (t,x) ∈ D and ψ ∈ E:
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〈4π2
d∑
k,l=1
ξkξlakl(t,x)ψ2, µ12(t,x, ·)〉 = 0. (46)
Since the set D is of full measure, summing the results from (41) and (46), we
conclude that for any odd symbol ψ1 ∈ E and even symbol ψ2 ∈ E, we have
〈2πξ0ψ1ϕ, µ12〉+ 〈4π2
d∑
k,l=1
ξkξlakl(t,x)ψ2ϕ, µ12〉 = 0.
Thus, by taking ψ1 = ξ0ψ and ψ2 = ψ for an even symbol ψ ∈ E, we conclude:
〈(
2πξ20 + 4π
2
d∑
k,l=1
ξkξlakl(t,x)
)
ψϕ, µ12
〉
= 0. (47)
Since µ12 is continuous on L
s(Rd+1;Cd+1(P)), we conclude that (47) holds for any
even ψ ∈ Cd+1(P).
Since the function
f(t,x, ξ) =
ϕ
2πξ20 + 4π
2
d∑
k,l=1
ξkξlakl
∈ Ls(R+ ×Rd;Cd+1(P))
is even with respect to the variable ξ, we conclude from (47) (we can put f instead
ϕψ there) that
〈1⊗ ϕ, µ12〉 = 0. (48)
From (35) and (48), we conclude that the following bilinear form
q(x;λ,η) = λ1η2, λ = (λ1, λ2), η = (η1, η2),
satisfies the strong consistency condition with the set ΛD introduced in (34). Now
we can apply Theorem 14 to conclude that
q(x; (u1r, u2r), (u2r, u2r)) = u1ru2r ⇀ 0 = q(x; (0, 0), (0, 0)) in D′(R+×Rd) (49)
since both u1r = ur − u and u2r = g(·, ur) − w weakly converge to 0. Using the
bilinearity of q, we conclude
urg(·, ur)⇀ uw in D′(R+ ×Rd). (50)
Our next step is to identify g(·, u) as a weak limit of g(·, ur). To do that we
will employ the theory of Young measures. Up to this moment we didn’t need any
assumption on the function g itself, only on the sequence g(·, ur).
Denote by ηt,x the Young measure associated to a subsequence of the sequence (ur).
Since g is a Carathe`odory function, from (32) and (50), it holds [16]:{
u(t,x) =
∫
λdηt,x(λ),
w(t,x) =
∫
g(t,x, λ)dηt,x(λ),
(51)
and
u(t,x)
∫
g(t,x, λ)dηt,x(λ) = u(t,x)w(t,x) =
∫
λg(t,x, λ)dηt,x(λ).
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The latter equality implies∫
(λ− u(t,x))g(t,x, λ)dηt,x(λ) = (52)∫ (
λ− u(t,x)
)(
g(t,x, λ)− g(t,x, u(t,x))
)
dηt,x(λ) = 0,
because∫
(λ − u)g(t,x, u)dηt,x(λ) = g(t,x, u)
∫
λdηt,x(λ)− g(t,x, u)u
∫
dηt,x(λ)
= g(t,x, u)u− g(t,x, u)u
= 0,
where function u does not depend on λ and we have used first equality in (51) and
the fact that ηt,x is a probability measure.
Since g is non-decreasing with respect to λ, we conclude from (52)
g(t,x, λ) = g(t,x, u(t,x)) on suppηt,x,
which implies
w(t,x) =
∫
g(t,x, λ)dηt,x(t,x) = g(t,x, u(t,x)).
From here, we finally conclude that
L(ur)⇀ L(u) = f in D′(R+ ×Rd).
✷
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