This work presents a full reliability-based analysis framework for fiber-reinforced polymer (FRP)-toconcrete bonded joints considering model uncertainty. Eight frequently used bond strength models for FRP-toconcrete bonded joints were calibrated by defining a model factor. A total of 641 well-documented tests were considered. Four of the eight models had model factors that correlated with input design parameters and the systematic part of the model factor was removed by a regression equation f. By doing this type of characterization, all eight model factors could be comparatively uniform and described by lognormally distributed random variables. The merit of the uniform model uncertainties after calibration for the eight models was established by the reliability analysis. This study improves the predictability of concrete strengthened with fiber composites and provides useful suggestions on their model uncertainties in engineering practice.
Introduction
External bonding with fiber-reinforced polymer (FRP) composite materials has been recognized as an alternative to conventional techniques for strengthening aged reinforced concrete (RC) 1, 2, 3, 4, 5, 6, 7, 8, 9 and steel structures. 10, 11, 12, 13, 14, 15, 16 FRP materials have advantages of high strength-to-weight ratio, good resistance to corrosion and ease of installation. For systems relying on load transfer between FRP and substrate, the utilization of FRP's mechanical properties largely depends on their interfacial bond behavior. Extensive experimental studies have been performed to investigate FRP-to-concrete interfacial behavior, and a typical setup of a single shear pull-out test is schematically displayed in Fig. 1 . Numerous models have been proposed to predict the bond strength of FRP-to-concrete bonded joints, 17, 18, 19, 20, 21, 22, 23, 24 as well as bond-slip models between FRP and concrete. 22, 25, 26, 27, 28, 29, 30, 31, 32 Fig. 1 . Schematic diagram of a single shear pull-out test.
The overall mechanical performance of the FRP-to-concrete bonded joints largely depends on material properties (i.e., FRP, concrete and adhesive), preparation of concrete surface, and workers' skill of applying FRP to concrete substrate. Note that all the above sources inevitably contain uncertainties. The uncertainties either in engineering prediction or in manufacturing process can be partially addressed by the reliability-based design (RBD). 33 Hence, the RBD framework for FRP strengthening of concrete structures has been well studied in the past few decades. Plevris et al. 34 first presented a reliability-based analysis procedure, which considered the uncertainty of carbon FRP (CFRP) laminates in flexurally retrofitted concrete beams. Later, the calibration of statistical characteristics in input parameters of FRP was presented by many researchers. 35, 36, 37, 38 Moreover, the RBD procedure has been recognized by both American Concrete Institute (ACI) and American Association of State Highway and Transportation (AASHTO) as guidelines of FRP system for RCs. 39, 40 In the resistance factor approach, it is common practice to introduce a reduction factor ψ for the structural resistance to reach a required reliability index β. Due to various model uncertainties obtained by different models, each model is associated with a specific value of ψ, when targeting at a certain reliability level. Recently, Shi et al. 37 summarized six flexural strength prediction models of FRP-strengthened concrete beams with intermediate crack-induced debonding failure and derived the reduction factor for each model. It was interesting to find that the values of factor ψ were quite different among these six models, ranging from 0.2 to 0.8. Thus, it is highly desirable if the variation of the reduction factor ψ can be removed to obtain a uniform ψ without losing the required level of reliability for all models.
The presence of different magnitudes of ψ should be attributed to the predictability of each model. Each prediction model has its own assumptions and limitations, which cause difference from the reality of the world, 41 resulting in a model uncertainty. Hence, the model uncertainty plays an important role in the calibrated reduction factor ψ. To be more specific, different models produce different levels of model uncertainties and thus result in different reduction factors.
For flexural members strengthened with externally bonded FRP materials, the contribution of FRP on the flexural bearing capacity is dependent on the bond strength between FRP and concrete, which is normally evaluated by a shear pull-out test of FRP-to-concrete bonded joints. Therefore, uncertainties of the bond behavior of these joints are of great concern to those models implementing RBD for FRP retrofitted concrete beams. A thorough literature survey by the authors revealed little information on how to calibrate model uncertainties of so many existing FRP-to-concrete bond strength models. The aim of this paper is to present an approach for calibrating the uncertainties of existing FRP-to-concrete bond strength models. In order to quantify the uncertainty of a model, it is customary to define a model factor defined by the ratio of a measured value to a predicted value. The measured value can be obtained either from physical tests or from field case, and the predicted value is calculated by the models. By using this method, a typical range of the model factor is obtained for a specific problem configuration. This range of values and its associated frequency histogram can then be modeled by a random variable. The only requirement of using this approach is that the values must be "random" and should not depend on input parameters.
For some FRP-to-concrete bond strength models, the calculated model factor is found to be correlated with input parameters, which conflicts with the basic definition of the model factor. This conflict is the possible reason for different reduction factors in the models summarized by Shi et al. 37 Therefore, regression or other methods are needed to remove the systematic effect from input parameters, and the regression residual must be checked for randomness. This approach to characterizing model factors has been explained by Zhang et al., 42 and it was adopted in this paper.
Based on this type of systematic calibration, variation of the reduction factor ψ for different models is reduced to a uniform value targeting at a certain reliability index β. In this way, the design of FRP-to-concrete bonded joints from the reliability perspective could be uniform regardless of the specific model that is adopted in practice. In total, 641 FRP-to-concrete shear pull-out test results were collected with well-documented test parameters. Eight frequently used bond strength models, i.e., presented by Van Gemert, 17 Holzenkämpfer, 18 Hiroyuki and Wu, 19 Chen and Teng, 20 fib, 21 Dai et al., 22 Zhou 23 and Wu and Jiang,24 were incorporated in this paper to calibrate the model uncertainties. The randomness of these eight model factors was carefully checked. Four of the models had a systematic model factor that was dependent on the input test parameters. Hence, a multiple regression analysis was carried out by using 501 data points from the test data set. The systematic part of the model factor was removed by a regressed equation using the five input parameters. Then, the randomness of the residual model factor was verified by using the remaining 140 data points. Case studies were presented herein on the FRP-to-concrete bonded joints with respect to the full reliability analysis and RBD application. These case studies were summarized based on the calibrated model uncertainties presented in this paper. Therefore, the calculated uniform reliability level and the consistent joint designs for all the eight models were validated. The proposed framework of calibration of the model factor is helpful in the practice of reliability analysis to obtain a uniform model uncertainty, and consequently a desirable reliability level.
Bond strength models
Numerous models have been developed to predict the interfacial bond strength. The bond strength in this paper is defined as the peak load in pull-out tests. 20 Eight frequently used models are selected in this study. They were proposed by Van Gemert, 17 Holzenkämpfer, 18 Hiroyuki and Wu, 19 Chen and Teng, 20 fib, 21 Dai et al., 22 Zhou 23 and Wu and Jiang 24 as shown in Table 1 and are referred in short as the VG Model, HO Model, HW Model, CT Model, fib Model, Dai Model, Zhou Model and WJ Model, respectively, in the remainder of this paper. These models are either empirical models purely based on experimental results, or semi-empirical models involving fracture mechanics theory and test results. In the table, Pu is the peak load (bond strength), Ef is the elastic modulus of FRP material, tf is the thickness of FRP material, bf is the width of FRP material, bc is the width of concrete substrate, fcu is the concrete cubic compressive strength, f′c is the concrete cylinder compressive strength (fc′ = 0.78fcu), ft is the concrete tensile strength (ft = 0.395(fc′/0.78) 0.55 ), Lf is the bond length, Le is the effective bond length, κw is the coefficient of bond width ratio, τa is the bond stress, and Gf is the interfacial fracture energy, and cf, kc, c1, c2, α, and Δbf are constants. Table 1 . Selected pull-out bond strength models.
Reference Model
Van Gemert (1980) = 0.5 
Early models, e.g., the VG Model in 1980, used fewer parameters than more recent models, such as the WJ Model in 2013. This is consistent with the advancement of knowledge about the performance of FRP-toconcrete bonded joints in past three decades. However, this does not mean that the prediction by earlier models is not as accurate as those presented in recent models. The earlier models might be more frequently used by practitioners since they might be more convenient and their discoveries could offer more insight into key parameters. Hence, it is of great necessity to present an analysis of the model uncertainties for those frequently used models to reduce the additional uncertainty or bias induced by the choice of specific models in the RBD.
Collection of database
It is believed that the bond strength of a FRP-to-concrete bonded jointcould be affected by many factors, e.g., FRP-related and concrete-related material properties. However, it is not practical to incorporate all the possible factors in this paper to evaluate the model uncertainty. Among all the factors, five parameters are singled out as the most significant: 1) FRP elastic modulus Ef, 2) FRP thickness tf, 3) bond length Lf, 4) FRP-to-concrete width ratio bf/bc, and 5) concrete cylinder compressive strength f′c. 1, 20, 29, 43, 44, 45, 46 Hence, they are the key parameters studied in this paper. To adequately cover these five parameters and the associated bond strength Pu, a state-ofthe-art database was collected from the literature. 22, 23, 24, 25, 43, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78 (Detailed references can be referred in Table 2 and are not listed here due to space constraints and to keep the focus on the most important aspects of this study). For pull-out tests on externally bonded FRP joints, failure with a thin layer of concrete being pull-off from the concrete substrate is considered as desirable and representing an adequate bond quality of the specimens. Therefore, cases with this kind of failure mode were strictly selected for analysis in this present study. Tests with a soft adhesive or a thick adhesive layer were excluded from the database because they can produce significantly different bond properties than those meeting the expected (accepted) consistency. 22, 24, 29, 53 It should also be pointed out that, only single/double shear pull-out tests were included while bending tests were excluded here. A total of 641 test results were extracted and are listed in Table 2 , with the FRP elastic modulus Efranging from 22.5 to 390.0 GPa, the FRP thickness tf ranging from 0.08 to 4.00 mm, the bond length Lf ranging from 20 to 406 mm, the FRP-toconcrete width ratio bf/bc ranging from 0.10 to 1.00, and the concrete cylinder compressive strength f′c ranging from 17.0 to 75.5 MPa. With respect to the fiber type, CFRP, aramid FRP (AFRP), glass FRP (GFRP), basalt FRP (BFRP), and graphite FRP are all included. Note:
1. Researchers who would like to get access to the database, please contact the authors. 2. In some references, the detailed type of FRP is not given, and these cases are indicated as "N/A" in the column of "FRP material".
Model uncertainty of bond strength
Because all calculation methods involve varying degrees of idealization, model uncertainty always exists. The multiplicative model is commonly adopted to define a model factor 79, 80 (
= × where is the experimentally measured bond strength collected in the database, is the calculated bond strength obtained from the prediction models, and ε is the model factor, which is associated with a specific prediction model based on Eq. (1). When the model factor is larger than one, it indicates that the calculated strength is smaller than the measured value and vice versa. Theoretically speaking, the closer the mean value of ε approaches to one, the more accurate the model is. The smaller the coefficient of variance (COV) of ε is, the more precise the model is. However, ε larger than one is considered to be conservative from the practical point of view, while ε smaller than one is not safe. With the 641 pull-out tests, 641 calculated and the associated model factor ε by using Eq. (1) could be obtained for each prediction model, as shown in Table 1 . Fig. 2 plots the comparison between the calculated ultimate load (vertical axis) and the tested ultimate load (horizontal axis) of the 641 data points for all the eight models. It is shown in Fig. 2 that for the CT Model, fib Model, Zhou Model and WJ Model, the data points are closely located around the 45-degree line (i.e., a line for = ). However, for the predictions obtained from the other models, the data points are either sparsely distributed around the 45-degree line, as shown in Fig 3.37,42,79 However, for those models with an extremely high COV, such as the COV of the VG Model equal to 0.66 as shown in Fig. 3 , a closer look at the systematic reason causing the large variance in the prediction is necessary. In other words, the randomness of the model factor ε directly obtained from Eq. (1) should be checked before the characterization of the model uncertainty. A graphical verification of the randomness of the model factor for the VG Model (referred to as εVG hereafter) against the bond length Lf of FRP is plotted in Fig. 4 , where a nonlinear negative trend can be clearly observed. It is implied that the calculated ε directly from Eq. (1) using the 641 test results might not be a random variable but has a strong dependency on the input parameter, i.e., the bond length Lf in this case. A detailed Spearman correlation analysis was carried out for the model factor εVG with five design parameters for the 641 cases. The Spearman correlation analysis is a non-parameter test with a null hypothesis of zero-rank (Spearman) correlation if the significance level is larger than 5%. However, the correlation between the model factor εVG of the VG Model and most of the five parameters has a high level of R with an extremely low level of p-value as shown in the second and fourth columns in Table 3 . It statistically proves a systematic dependency for εVG on the design parameters. One may question whether the parameter correlation for the model factor εVG is due to ignoring the effects of parameters tf, Ef and bc on the calculated since the VG Model does not incorporate these parameters, as shown in Table 1 . A similar statistical analysis for checking the randomness of εDai for the Dai Model incorporating more parameters was also conducted, and the results of the correlation coefficient R and significance p-value are also given in Table 3 . The sixth and eighth columns apparently confirm that εDai is correlated with four parameters (i.e., Ef, tf, Lf and bf/bc) with p-values much less than the customary 5% level of significance. A similar procedure was performed for the HO Model and HW Model. It was demonstrated that for the four models with a COV higher than 0.3, i.e., the VG Model, HO Model, HW Model and Dai Model, the dependency on the input parameters is statistically significant (for simplicity, statistics for the HO Model and HW Model are not listed in Table 3) , and a more detailed study of the dependency is required. Since the 641 tests have covered frequently used ranges of parameters for designs of FRP-to-concrete bonded joints, a regression analysis can be applied to remove the dependency of the model factor on the parameters. The systematic correlation of the model factor with the input parameters could be represented by a regression equation f. However, the model factor ε cannot be identically equal to the correlated part represented by regression equation f. The residual ε * after removing the correlation part (represented by equation f) from the model factor ε always exists. Hence, the model factor ε can be decomposed into a systematic part that is determined by the regression equation f and a residual random factor ε * :
Hence, for the four models with a large COV, the remaining work for characterizing the model factor is to reduce its COV by establishing an appropriate regression equation f and subsequently characterizing the residual random factor ε * .
Test data based regression analysis
In total, 501 data points were selected to build the regression equation (see the first 30 rows in Table 1 ), while the remaining 140 data points (see the latter rows in Table 1 ) were used to verify the accuracy of the regression equation and the associated model factor. With respect to the selection criteria of the data set, first, the data of one reference was kept together for the convenience of presentation; second, the calibration and verification data sets should cover the distribution range of all the parameters as much as possible. Based on these two requirements, the data from 37 references was arbitrarily selected to compose the calibration data set (501 points) and the verification data set (140 points). This is because the accuracy of a regression equation largely depends on the parameter range for regression, which could affect the results of verification. Four models need to be calibrated, but only the VG Model is discussed in detail to maintain the focus and space constraints of the paper. Similar procedures can be followed for the other models and the results of regression are given at the end of this section.
Since it is a multiple regression analysis, the regression is performed through two steps. The first step is to identify the correlation function type (i.e., core function) of the model factor with each of the five input parameters. In the calibration data set, when a specific value of a test parameter is selected, there might be more than one test case. For these test cases with a specific parameter that matches in value, other parameters might have different values from each other. To remove the multi-parameter effect on the calculated model factor and to capture the true relationship between the interested parameter and the model factor, an averaging treatment of the model factor was adopted in the first step of regression, which is frequently performed in similar work with multiple regression analysis involved. 42, 81, 82 For example, given the concrete cylinder compressive strength f′c at 17 MPa, there are two cases with the following parameters: Then, corresponding to the parameter f′c at 17 MPa, the averaged model factor ε (denoted as εave) is calculated as 1.57, i.e., (1.40 + 1.73)/2 = 1.57. The averaged model factor εave with respect to different levels of the parameter f′c could be obtained in this way. By doing a similar procedure for the model factor with respect to all five input parameters, the calculated averaged model factors εave are plotted against the specific parameters by hollow dots in Fig. 5 . It is shown that εave varies nonlinearly with the input parameters. The nonlinear trend with respect to the bond length Lf and FRP width ratio bf/bc is quite significant and can be reasonably fitted by a power function and an exponential function with a relative high determination of coefficients (R 2 ), respectively. For the consistency of the regression equation, the variation of εave with three other parameters is also fitted by power or exponential functions. All the core functions for these five parameters are represented as below:
where bi in the above equations is the regression coefficient. Note that in the first step of regression, the specific regression coefficient bi for each core function is remained to be undetermined. Because each coefficient bi shown in Eqs. (4a), (4b), (4c), (4d), (4e) represents the general effect coming from the other four parameters. The second step is to consider all the core functions together into a general regression equation. Hence, a multiplicative model f can be developed to characterize the systematic variation of ε with the input parameters as follows:
where bi is the coefficient of the regression equation f. The purpose of the product form of the core functions is that, by conducting a logarithm transformation for both sides of Eq. (4f), the multiplicative form can be changed to a summation form, which is mathematically easy to manage using a multiple linear regression analysis. With the help of the commercial statistic program, SPSS 20, the five regression coefficients bi were determined as shown in the second column in Table 4 . The regression equation f is associated with a high R 2 of 0.88. Then, the model factor for the VG Model can be represented as
where ε * is the residual of the model factor ε after removing the correlation function f. Apparently, the residual ε * is a random variable that has no correlation with the five input test parameters for the 501-point-calibration data set because of the regression principles. However, the randomness of ε * needs to be verified by using another new data set. Hence, the 140-point data set is incorporated here for the verification. The factor ε * was calculated by using Eq. (5) for each test case. The similar averaging treatment was also adopted for verifying the correlation with the five input parameters. Fig. 5 plots the averaged residual εave * against the parameters as the solid dots. It is graphically validated from Fig. 5 that the nonlinear trend of the model factor for the VG Model has been removed as the ε * ave distributes randomly along with the line of an averaged εave * equal to 1.00. The third and fifth columns in Table 3show the results of the Spearman correlation analysis in terms of the correlation coefficient R and significance p-value after modification. It is statistically proven that the dependency of the model factor for the VG Model was greatly reduced. Only the FRP thickness tf is slightly correlated with the residual ε * , but the correlation was pronouncedly decreased compared to the original model factor εVG. Hence, it is reasonable to say that the residual ε * is the random part in the model factor εVG.
The aforementioned averaging treatment and regression procedure were used to remove the parameter dependency of the model factor for the VG Model. Following a similar approach, the systematic correlation of the model factor for the HO Model, HW Model and Dai Model were removed sequentially. The model factor in Eq. (2) for these models could be represented by Eqs. 6(a) (the HO Model), 6(b) (the HW Model) and 6(c) (the Dai Model) as below:
where bi is the coefficient for regression equation f and ε * is the random residual of ε that cannot be explained by variation of the design parameters. The residual ε * can be modeled as a random variable. All the coefficients bi were determined by the multiple linear regression analysis with the help of SPSS and are shown in Table 4 . The determination of coefficient R 2 for those three models is also quite high, e.g., 0. Fig. 6 . The mean values of ε * for the four models are at about 1.05, which has been moved closer to 1.00 compared with the original mean value of ε shown in Fig. 3 . In addition, the mean value is slightly larger than 1.00, which is acceptable since it is considered as conservative for prediction of the ultimate strength. More importantly, the COV values of ε * for these four models are greatly reduced to an acceptable level of 0.23, i.e., even smaller than the other four good models indicated previously (i.e., the CT Model, fib Model, Zhou Model and WJ Model). This is expected because systematic variations have been removed by regression. The modified models can have added value regarding the RBD where COV plays a very important role in the reliability index. So far, the statistics for the random variable of the eight model factors have been fully characterized. Table 5 shows all the statistics for the eight models. All the random model factors follow the lognormal distribution with a mean value ranging from 1.00 to 1.25 and a COV ranging from 0.23 to 0.28. It is reasonable to say that by removing the parameter correlations, the degree of model uncertainties converges to a fairly uniform level. When the systematic part f in the original model factor is determined, the calculation model can be modified as
where ′ is the modified prediction of the bond strength for the above regressed models. Then, the model factor for these modified calculation models is the residual factor ε * that is a random variable:
Hence, the comparison between the modified prediction ′ from Eq. (7a) and the test results for the four models is re-plotted in Fig. 7 . By removing the parameter correlation in the model factor, all the modified predictions are closely distributed around the 45-degree line. Compared to the original data ( Fig. 3(e) to (h) ), the discrepancy between predicted and experimental results has been noticeably reduced. 6. Reliability analysis considering model uncertainty
Limit state function
Similar to the formulation proposed by the ACI code and other literature, 36,37,39 the limit state function for the design of the bond strength for FRP strengthened reinforced concrete is presented as
where G is the limit state function, R is the capacity, and D and L are the demand due to dead load and live load, respectively. The resistance R normally represents the capacity of a structural member such as the flexural capacity of a beam. In FRP retrofitted reinforced concrete beams, however, other parameters such as steel reinforcement also has significant effect on the flexural capacity and it is very hard to single out the reliability of FRP debonding failure in the beam analysis. To clearly investigate the reliability of FRP debonding from concrete substrate, which is the first and key step to understand the reliability of FRP retrofitted reinforced concrete flexural members, the reliability-based design of FRP-to-concrete bonded joints was carried out in this study. Hence, the resistance in this paper is purely referred to the FRP-to-concrete bonded joint resistance without considering the contribution of steel reinforcement in the concrete flexural members. For the design of FRP-toconcrete bonded joints, the resistance R is equal to the test results :
Based on the load and resistance factored design (LRFD), 83 the most commonly used load combination is given as:
where Sd is the design load, Dn is the nominal dead load, and Ln is the nominal live load. At the design point, the nominal load and resistance are related, and therefore, the nominal dead and live load could be expressed in terms of the resistance 84, 85 (9c) = × where ψ is the reduction factor for achieving a reasonable level of the reliability index. 40, 86 In the absence of a model factor, the reduction factor is found to be different from model to model ranging from 0.2 to 0.8. 37 However, one major value of this study is to present a calibration of model uncertainties, with which a uniform value of the reduction factor could be obtained. Therefore, a uniform reduction factor ψ was adopted and the magnitude was set as 0.6 to achieve a reasonable reliability index β (around 3.00), based on a trial study on the variation of the reliability index with the reduction factor of the eight models with the modified model factor. Since FRP-to-concrete strengthening may be applied to various loading scenarios, five levels of live-to-dead load ratio η = Ln/Dn were selected at 0.50, 0.75, 1.00, 1.25 and 1.50.
Reliability analysis
For a general reliability analysis, Table 6 includes two commonly used groups of nominal parameters: A and B. The parameters presented here are representative and frequently used in the reliability analysis of FRP-toconcrete bonded joints from literature review. For a specific scenario, the characteristics of each parameter were selected from one of the two groups. 35, 87, 88, 89 Note that the width of FRP bf and width of concrete bc are normally separately considered in a design case; therefore, a total of six parameters (i.e., Ef, tf, Lf, bf, bc and f′c) produced a design space with a sample size of 2 6 = 64. With consideration of the five levels of live-to-dead load ratio, the total number of reliability analysis cases was about 320 = 2 6 × 5. For each case, the first order reliability method (FORM) was adopted to calculate the reliability index β using the Haosofer-Lind approach 90 for the sake of friendly computational effort, compared to the costive Monte Carlo Simulation in terms of run number for a high reliable case, e.g., β = 5. The reliability index β can be interpreted geometrically as the distance between the points defined by the expected values of the variables and the closest point on the failure criterion. A general definition of the Haosofer-Lind reliability index β is expressed as below:
where x is the vector of the uncertain variables in the limit state function, μ is the vector of their means, and C is the covariance matrix for the uncertain variables. By doing a Pearson correlation check of the collected test database, the FRP thickness tf was found to be related to the FRP modulus Ef with a correlation coefficient ρ at −0.43, as shown in Fig. 8 , which is mainly due to the presence of a larger portion of resinwith a low elastic modulus in a thicker FRP. Except tf and Ef, the other parameters were independent of each other. Basically, the uncertain variables in Eq. (10) need to be normally distributed. For those non-normal variables, e.g., FRP modulus Ef, dead load D and live load L, the Rosenblatt transformation was performed. 92 Details of the transformation procedure can be found in Ang and Tang 41 and are not discussed in detail in this paper. There are a total of three groups of calculated reliability index β, i.e., the first one is for the eight models without the model factor, the second one is with the model factor but the systematic correlation is not removed (unmodified model in short), and the third one is with the model factor where the systematic correlation is removed (modified model in short). It should be specifically noted that the CT Model, fibmodel, Zhou Model and WJ Model are classified into the category of the modified model group in light of the simplicity of description, although they have not been modified since the original COV of these models are small. When given the live-todead load ratio η at 1.00, i.e., Dn = Ln, Appendix II, Appendix III, Appendix IV list the calculated reliability index β of the 64 design cases based on the eight models. When the model uncertainty is not considered in the analysis, the calculated reliability is the highest among the three groups with an averaged index β at 4.42 as shown in Table 10 . Meanwhile, the results of β obtained by the eight models differ from each other significantly, resulting in a high value of COV at about 0.38. When the model uncertainty is considered in the analysis, the calculated β assessed by the unmodified model and modified model is given in Appendix III, Appendix IV, respectively. It is quite clear that the magnitude of the calculated reliability index βdecreases to an average at about 2.70 for the unmodified model and 3.33 for the modified model, respectively. The reliability of design without considering the model uncertainty is quite dangerous where the uncertainty is severely underestimated. By comparing the COV of β for the three groups, the group of modified models has a much smaller magnitude of COV of β at about 0.07 as listed in Appendix IV, compared to the large value at about 0.26 in Appendix III and 0.38 in Appendix II. This result implies that the systematic correlation with design parameters in the model factor ε leads to distinctly different reliability levels for a specific design case. Practically speaking, it is unreasonable that all the design parameters are the same but the output reliability levels are quite different from each other just because of the specific model adopted in the design. This problem has been well addressed by removing the systematic correlation in the model factor εas Appendix IV shows. The merit of the modified model factor should now be appreciated in this sense. Fig. 9 plots the calculated β against the live-to-dead load ratio η for all 64 design cases. The results of calculated β for models without the model factor, with the unmodified model factor, and with the modified model factor, are illustrated in Fig. 9 (a), (b) and (c), respectively. The discrepancy range of the index β in Fig. 9(c) is the narrowest, while the range in Fig. 9(a) is the widest. This again validates that by considering the model factor, the reliability level of the design is much more uniform regardless of the design models. From Fig. 9 , the decrease of the calculated index β with the increase of the live-to-dead load ratio η is obvious for models without the model factor, but the trend is not visually observable for models with the model factors (i.e., for both the unmodified model factor and modified model factor). In other words, the effect of ratio η on the reliability of design is limited. This finding is also consistent with the results presented in Wang and Ellingwood. 
Reliability-based joint design
Compared to the reliability analysis, the reliability-based design is a backward procedure where the nominal or mean values of the design parameters are to be determined to achieve the required reliability index βrequired. Fig.  10 describes a design flow considering uncertainties in parameters, models and loads. The limit state function G, as shown in Fig. 10 , is similar to the function proposed in Eq. (8) . For the design without the model factor, the ε in the limit function G in Fig. 10 is constantly equal to 1.00. For the design with the unmodified model factor, the ε is arbitrarily "seen" as a lognormal random variable with the statistics shown in Fig. 3 . For the design with the modified model factor, the ε is consisted of the systematic part f and the residual random part ε * that is described by the random variable summarized in Table 5 . Again, the Haosofer-Lind (FORM) reliability method is adopted to calculate the reliability index β for the trial design point. The iterative loop is necessary until the calculated index β for the trial design point is not less than the required magnitude βrequired. For the probability-based limit state design of structures, βrequired at about 3.00 is frequently used in designs and in the literature. 89, 94 Among all the parameters of FRP-to-concrete bonded joints, the FRP thickness tf and bond width bfare the common parameters to be determined for a retrofitting case. Hence, following two examples will be discussed in detail. The first example was based on a one-parameter design where bf was the only parameter to be determined. The second example was based on a two-parameter design where both tf and bf were the parameters to be determined. It should also be pointed out that only CFRP sheets were used in the present analysis for the sake of simplicity. 
One-parameter design
For the one-parameter design, the statistics in terms of mean value, COV and probability distribution type for the five input parameters, Ef, tf, Lf, bc and f′c, were all known to designers as shown in Table 7 . Only the mean value of CFRP width bf was unknown and to be determined; however, the COV and distribution type of bf were also known as given in Table 7 . The dead load D was prescribed as a lognormal random variable with a mean value at 6 kN and a COV of 0.1, while the live load L was set to be an extreme value type I random variable with a mean value at 3 kN and a COV at 0.25. The optimization procedure for finding the best bf presented by the design flowchart in Fig. 10 was treated simply by the grid method. Since the width of concrete was set at 150 mm, the potential design points for the width of CFRP bf were selected with an incremental step of 2 mm ranging from 10 to 150 mm, i.e., bf = 10 mm, 12 mm, 14 mm, …, 150 mm. The calculated design points of width bf for the three groups are shown in Table 8 . The results in the second row are from the models without the model factor. The results in the third row are from models with the unmodified model factor, and the results in the fourth row are from models with the modified model factor. Comparatively speaking, the magnitude of the design width bf without the model factor is smallest among the results for the three groups, i.e., ranging from 24 to 76 mm. This is in conformance with the findings in reliability analysis conducted in the previous section where the reliability was severely overestimated when the model factor was not considered, as shown in Appendix II. For the design with the unmodified model factor, the designed width bf ranges from 42 to 110 mm. It is much larger than the design without the model factor, which is to be expected based on the comparison shown between Appendix II, Appendix III. Similar to the design without the model factor, the discrepancy of the calculated width bf by different models with the unmodified model factor is still notably high. For the design with the modified model factor, the design range of bf is from 40 to 46 mm, which is much narrower and more reasonable compared to the results from the design without the model factor and with the unmodified model factor. Thus, the uniform design for all eight models given by the calibrated model factors is well validated by the one-parameter reliability-based design case. 
Two-parameter design
For the two-parameter reliability-based design, as shown in Table 7 , the statistics of the four parameters, Ef, Lf, bc and f′c, were pre-determined by the mean value, COV, and the distribution types were the same as those in the one-parameter design. The mean values of FRP thickness tf and width bf, were unknown design parameters whereas COVs for tfand bf were known, as shown in Table 7 . To obtain the optimized pair of design points (tf, bf), the simple grid method was used. The design points of bf were selected every 5 mm from 30 to 120 mm, while the tfwas selected every 0.167 mm (the thickness of one layer of CFRP) from 0.167 (1 layer) to 1.67 mm (10 layers). Hence, there was a grid mesh (bf, tf) for the size of 19 × 10 with a total of 190 design points. By doing the reliability analysis of the 190 design points, a calculated reliability index β surface was identified and is plotted in Fig. 11 , which presents the modified Dai Model as an example. The red dots in Fig.  11are the specific β for each design point. For simplicity, the CFRP thickness tf is represented by the number of layers. The required magnitude of β is also plotted as the blue surface constantly located at the level of β equal to 3.00. The calculated β surface, intersects with the required β surface and the intersected red line in Fig. 11 is the design curve for the two-parameter designs. 
Conclusions
This paper presents a framework for a full probabilistic analysis of FRP-to-concrete bonded joints considering the uncertainties of prediction models in a manner. Eight frequently used prediction models were adopted; namely the Van Gemert (VG) (1980) For those four models with the model factor depending on the input parameters, 501 cases in the database were used to remove the systematical part of the model factor ε by using a newly built multiple regression equation f in this study. The randomness of residual factor ε * after regression was well verified by the remaining 140 cases in the database. By doing the detailed calibration, the characterized model factors of the four models became lognormally distributed random variables with a mean value ranging from 1.02 to 1.08, and a COV at 0.23. Note that the original model factors without removing systematic correlations had mean values ranging from 0.86 to 2.24 and COV ranging from 0.27 to 0.66. The calibration, thus, greatly improved both the accuracy and precision of the prediction models. Furthermore, the application examples clearly indicated the merit of considering model uncertainties in the reliability analysis that could automatically reduce the variation of joint design to a fairly uniform level. To be more specific, the required reliability level of a joint design case is achieved to be at the same level (i.e., β is constant at 3.00 in this paper) by a similar set of design parameters regardless of the specific model used.
This study extends the understanding of the performance of FRP-to-concrete bond strength prediction models. Based on the approach presented in this study, the model uncertainties of different prediction models converge to a uniform level. This knowledge should be of great help for determining the appropriate reduction factor ψ in the reliability analysis since the factors ψ are different for prediction models with various model uncertainties. It is also desirable for design codes and guidelines to standardize the calibration of model uncertainties and to involve the existing prediction models for the strengthening method.
Appendixes
Appendix I. Modification parameters f for VG, HO, HW and Dai Models. 
