Abstract-This letter investigates the average symbol error probability (ASEP) of pulse amplitude modulation and quadrature amplitude modulation coherent signaling over flat fading channels subject to additive white generalized Gaussian noise. The new ASEP results are derived in a generic closed-form in terms of the Fox H function and the bivariate Fox H function for the extended generalized-K fading case. The utility of this new general closed-form is that it includes some special fading distributions, like the Generalized-K, Nakagami-m, and Rayleigh fading and special noise distributions such as Gaussian and Laplacian. Some of these special cases are also treated and are shown to yield simplified results.
I. INTRODUCTION

I
N pulse amplitude modulation (PAM), the information is conveyed by the amplitude of the pulse, and from two independent pulse amplitude modulation (PAM) signals (inphase and quadrature PAM), one can easily generate any general order, and rectangular quadrature amplitude modulation (QAM) constellation. The average symbol error probability of PAM and QAM was extensively studied in the presence of a Gaussian noise and flat fading [1] - [5] . Although the Gaussian noise is widely used, the actual additive noise may deviate from it, so a more general noise model is sometimes needed. In fact, it has been widely reported that the generalized Gaussian distribution (GGD) can model different type of noise, for example the Gaussian, Laplacian, and uniform distributions are just special cases of the GGD [6] , [7] .
In the derivation of the ASEP of QAM in the standard Gaussian case, the challenge consists of solving an integral involving the product of two traditional Gaussian Q functions [1] - [4] . Here, in the presence of generalized Gaussian noise, the problem is more complicated because we have to derive an integral of the product of two generalized Gaussian Q functions [8] . This integral appears when we consider the ASEP of QAM over Extended Generalized-K (EGK) fading [9] and subject to additive white generalized Gaussian noise (AWGGN) [8] . In the PAM case, the problem is less complex than the QAM because we need to evaluate an integral involving one generalized Gaussian Q function which is discussed in [8] . The EGK distribution has five parameters and includes most of the well-known fading distributions in the literature as either special or limit cases as shown in [9, Table 1 ]. Our goal in this letter to extend the analysis in [8] and [10] , which were limited to binary coherent signalling and square M -QAM, respectively, and obtain a generic expression for the ASEP for M -PAM and M -QAM constellations and then to simplify these expressions as much as possible for some special cases of interest corresponding to different values of the fading and noise parameters.
II. ASEP OF M -PAM AND M -QAM A typical single input single output communication system is considered in this letter. The transmitted signal S is mapped according to an M -PAM or M -QAM constellation. In fact, the QAM constellation is formed by two independent quadrature M -ary PAM signals, where the in-phase and quadrature signals are M I -ary PAM and M Q -ary PAM, respectively, and M = M I M Q . Next, S is multiplied by a channel fading envelope H that has a generalized flat fading characteristics and the resulting signal is then corrupted at the receiver end by an AWGGN N with zero mean, variance σ 2 , and shaping parameter α (i.e. R = H S + N ).
In [1] (respectively [5] ), the probability of error of the system above is well studied for the Gaussian noise case, and the resulting symbol error probability (SEP) was shown to be given by [1, Eq. (10) ] for the QAM constellation (respectively [5, Eq. (8.3.5) ] for the PAM constellation). Since the generalized Gaussian distribution and the Gaussian distribution have the same symmetry properties, the SEP of the M -PAM signalling over an AWGGN channel can be easily written as
where d is the decision distance. Using the same symmetry properties, as shown in our companion technical report [11] the SEP of the M -QAM can be written as
where
and d Q are the in-phase and quadrature decision distances, respectively. In (1) and (2), Q α (.) is the generalized Gaussian Q function, defined defined,
where Γ(.) is the Gamma function and
In the presence of a slow fading channel, the ASEP is given by averaging the conditional SEPs in (1) and (2) over the probability density function (PDF) of the fading power γ = H 2 , p γ (γ), yielding
where we define
with x taking the values
III. AVERAGE SEP OVER EGK FADING
We consider an EGK fading environment [9] for which γ follows an EGK PDF [9, Eq. (2) As I and J are difficult to manipulate using the classical expressions of the EGK distribution and the GGD, we use alternative expressions of Q α (.) as given in (3) In (6), I(x) includes an integral involving the product of two FHFs which is similar to what the authors studied in [8] . Following similar steps to the ones adopted in [8] , a closed form for I(.) in terms of the FHF is easily found as [., .] and whose MATLAB implementation is outlined in [15] . Hence a closedform for J is found as
In conclusion, a closed-form of the ASEP of QAM (respectively PAM) is obtained using (8) and (9) in (5) (respectively (8) in (4)). This closed-form is a general expression of the ASEP of rectangular (M I = M Q ), square (M I = M Q ) QAM, and PAM in arbitrary EGK fading subject to AWGGN, and holds as such for a considerable range of noise and fading parameters.
IV. SPECIAL CASES OF NOISE AND FADING
A. EGK Fading with Additive Laplacian Noise
The first special case of the generalized Gaussian noise appears when α equals to 1 (i.e. the noise is Laplacian). Using the properties and the special cases of the FHF [12] , and BFHF functions [14] , the general ASEP expression in (5) and (4) can be simplified by re-writing I(.) and J as 
Hence, in the presence of LN, the ASEP is defined in terms of I(.) only. The expression (10) contains also the FHF but with a lower rank than the general expressions given in (8) , which means that it can be computed with a reduced complexity of evaluation. Since the LN is an interesting case of study, it is also of interest to study other special fading cases in conjunction with the LN. For instance, considering the generalized Nakagami-m (GNM) fading by setting ξ s = 1 and m s → ∞ in (10), I(.) further simplifies to
Re-writing the expression of the FHF, using some changes of variable, and the identity [16, Eq. (6.29)], a new expression of I(.) can be obtained as 
B. Rayleigh Fading with Additive Laplacian Noise
Keeping an additive LN, the Rayleigh fading case is obtained by setting m = 1 and ξ = 1 in (14) . From (14) 
which is a very simple expression involving only the standard Gaussian Q function (i.e. Q(x) = Q 2 (x)). To the best of the author's knowledge, the expressions of the ASEP with additive LN and Rayleigh fading in (15) is a new expression that has not been reported previously.
C. Generalized K (GK) Fading with Additive Gaussian Noise
The last two special cases will focus on the classical Gaussian noise with different fading distributions. The first example deals with the performance of M -PAM and M -QAM over a GK fading subjected to an additive white Gaussian noise (AWGN) channel. This case is obtained by setting α = 2, ξ = 1, and ξ s = 1. With these settings, the main integrals in (8) and (9) reduce to
where I is expressed in terms of the standard Meijer Gfunction (MGF) [12, Eq. (2.9.1)] which is a built in function in MATHEMATICA, and J is expressed in terms of the bivariate Meijer G-function (BMGF) whose MATHEMATICA implementation is given in [17, Table II] . It is necessary to mention that in these special cases, we are not just setting the parameters in the general expression (8) and (9) . Rather, in each case, we offered simplified closedform expressions of the main parts of the ASEP with reduced computational complexity. In fact, from the definition of the FHF [12, Eq.(1.1.1)], the complexity of evaluating the Mellin integral is based on the rank of the FHF, which is reduced in these special cases.
D. Rayleigh Fading with Additive Gaussian Noise
The AWGN was studied in the second special case and an expression of the ASEP of M -PAM and M -QAM over GK fading with AWGN was derived and can be obtained by (16) and (17) . The Rayleigh fading is a special case of the GK distribution by simply setting m = 1 and m s → ∞. In this case, the main integrals, I and J in (16) and (17), respectively reduce to
The expressions in (18) and (19) involve reduced rank MGF and BMGF functions in comparison with (16) and (17) . However, it is interesting to note that these formulas are numerically equivalent to The first studied case is a comparison between the Gaussian noise and LN in conjunction with Nakagami-m fading. Note that the Nakgami-m fading is obtained by setting the fading shaping factor ξ = 1 in (14) for the LN. Fig. 1 shows the ASEP as a function of the average SNR per symbol A general look at the figure shows us that the performance of the system is improved by increasing the fading parameter m, as expected. In addition, for lower SNR (i.e. SNR< 15dB), we note that the ASEP in LN is better than the ASEP in Gaussian noise. The situation reverse for high SNR and low amount of fading (m ≥ 2) since the Gaussian noise yields better results than LN. However for high amount of fading, such as for example m = 1/2, the performance in LN is better than in the Gaussian noise case. In the second numerical example, we compare the Rayleigh fading and the Nakagami-4 fading. For instance, in Fig. 2 , we draw the ASEP in function of the SNR per QAM symbol for different values of α. Note again that the simulation results match perfectly the analytical results obtained from (8) and (9) . In Rayleigh fading case, it is worth mentioning that the system has better performance by decreasing the noise parameter α, which confirm the result found in the previous example when the LN had better performance than the Gaussian noise for high amount of fading. However, the situation becomes different for lower amount of fading (i.e. when m = 4), and we get two regions. For low SNR the ASEP decreases with the noise parameter, and for high SNR it gets better by increasing α.
A new parameter appears on the energy expression, which is τ , and in this numerical example we want to see the effect of τ on the system performance. Therefore [11, Fig.3 ] draws the ASEP of the system described above as a function of the SNR and for different values of the in-phase-to-quadrature decision distance ratio. It is clear that the best case is when the in-phase and quadrature distance are equal (i.e. τ = 1) for both cases of noise. For equal energy between the in-phase and quadrature signal (i.e. τ = (21/5) 1/2 ), the system looses in performance but in small amount (about 1 dB in SNR for large SNRs). However, the loss is more important when the quadrature signal has 21/5 times the average energy of the inphase signal (i.e. τ = 21/5), since it incurs a loss of about 4 dB in SNR for large SNRs, relative to the case where τ = 1.
