Abstract-Inherent parallelism is regarded as one of the most important advantages of evolutionary algorithms. This paper aims at makin g an initial study on the speedup of scalable parallel evolutionary algorithms. First the scalable parallel evolutionary algo rithms are described; then the speedup of such scalable algorithms is defined based on the first hitting time; Using the new definition, the relationship between population diversity and superlinear speedup is analyzed; finally a case study demonstra tes how population diversity plays a crucial role in generating the superlinear speedup.
I. INTRODUCTION
Inherent parallelism is regarded as one of the most important advantages of evolutionary algorithms. Parallelization aims at shortening the execution time of an algorithm on a parallel computing system. Different implementations of Parallel Evolution arY Algorithms (thereafter PEAs) have been proposed and studied before [1] , [2] , [3] , [4] , [5] . A review of PEAs can be referred to [3] , which has made a complete survey on parallel techniques used for ev olutionary algorithms.
In the study of PEAs, one of the most interesting questions is whether superlinear speedup exists and how this phenomenon hap pens. The superlinear speedup sometimes is controversial, however the previous studies have experienced such a speedup, e.g., [6] , [4] have reported the super-linear speedup both in theory and practice.
Different from previous studies, this paper makes an initial investigation on whether and how the superlinear speedup happens in scalable PEAs. First we describe sequential, parallel and scalable parallel EAs; then discuss why the traditional speedup is not suitable to analyze the scalable PEAs, and propose a new definition of speedup for the scalable PEAs, called scalable speedup, based on the first hitting time; using the new definition, we show the superlinear speedup could happen for the wid e-gap problem, where population diversity plays a key role; finally we report an experimental study to demonstrate the relati onship between speedup and population size.
II. SCALABLE PARALLEL EVOLUTIONARY ALGORITHMS
This paper considers the following problem: given the binary string set B n , a function f : B n → R and an f * ≤ f max x , then find an x ∈ B n such that: If f * = max{f (x)}, then the above problem is a maximization optimization problem. For convenience, assume that f * is k nown in advance. This assumption is used to generate a simple halting criterion.
The Sequential EA (SEA) is described in the following algorithm, which uses a population consisting of N individuals. All p opulations form a population space S(N ), where N is the population size.
SEA(N) begin
Generation counter t := 1; Initialize ξ(t); while (Fitness is less than f * ) do ξ (t) := variation ξ(t); evaluate ξ (t); ξ (t + 1) := select (ξ(t), ξ (t)); t := t + 1; od Output the result. end
The above EA can be implemented through various parallel strategies; as a consequence, the behavior and analysis of various P EAs is different. This paper considers a finegrained parallelization strategy in which one individual is assigned to one pro cessor. This kind of parallelization strategy is suitable on massively parallel machines. A more detailed discussion on this implementation can be referred to [7] . The paper assumes that each processor is connected with K neighbor nod es.
For each individual, the mutation and evaluation operators can be implemented in a single processor without involvement of ot her processors; it is easy to be parallelized. The crossover needs a small communication between one of the adjacent processo rs.
The parallelization of selection operator is a little complex, dependent on what types of selection operators are used. The s implest parallelization strategy is to run several same copies of (1 + 1) EA independently on a parallel computing system, wh ich no communication cost is needed. Next let's investigate other selection operators. Tournament selection is one of common selection operators used in EAs. It runs a "tournament" among a few individuals, whic h are chosen at random from the population, and selects the winner (the individual with the best fitness). The operator compa res the fitness of an individual with k individuals in its neighbor (k is called the tournament size), and choose the bes t individual to replace the current individual. There are k comparisons for selecting the best individual among k individ uals, hence at least log 2 (k) parallel steps is needed to implement the k fitness comparisons.
Winner-take-all strategy is another selection strategy, which chooses the best individual from the whole population and bring s it in the next generation. The procedure of selection can be implemented in a parallel way but more complex than tournament selection. There are N comparisons for selecting the best individual in a population consisting of N individuals, theref ore at least log 2 (N ) parallel steps is needed to implement the N comparisons. Now we present a traditional "divide-and-conquer" parallelism for the sequential SEA(N), which are based on an ideal but si mplified environment: we have adequate processors. Each individual is assigned to a processor, if the number of individuals i s less than that of processors. The PEA(N) using N individuals is given as follows:
Generation counter t := 1; Initialize [ξ(t)]on N processors; while (Fitness is less than f * ) do ξ (t) := variation ξ(t) on N processors; evaluate ξ (t) on N processors; ξ (t + 1) := select (ξ (t), ξ(t)) on N processors; t := t + 1; od Output result. end Now we define Scalable Parallel Evolutionary Algorithms where N is the population size. Its structure is as the same as the PEA(N). But its idea is completely different from the above classical "divide-and-conquer" parallelism: if we have more pr ocessors, we will employ more individuals to work. For example, if we have N processors, then we use an EA with N individ uals. This means we run the (1 + 1) EA on uniprocessor; we use the PEA(N) on multiprocessor. In other words, the EA running on multiprocessor is different from that on uniprocessor.
Hence we will not compare the scalable PEA(N) with the sequential rival SEA(N); instead, we should compare it with the PEA(1) , described as:
begin
Set generation counter t := 1; Initialize an individual ξ(t); while (Fitness is less than f * ) do ξ (t) := variation ξ(t); evaluate ξ (t); ξ (t + 1) := best from (ξ(t), ξ (t)); t := t + 1; od Output the result. end
III. FIRST HITTING TIMES AND DEFINITION OF SPEEDUP
The speedup must be defined carefully in PEAs, as pointed by [3] . Obviously it is an average time, rather than a result from a single run. It is also dependent on the probability distribution π of initial population. Let T 1 (π 1 ) be the mean execution time of sequential algorithm SEA(N) when the initial individual satisfies the probability distribution π 1 , and T 1 (π 2 ) the mean execution time of parallel algorithm PEA(N) when the initial individual satisfies the prob ability distribution π N , then the traditional speedup can be defined by the ratio between the mean execution time T 1 ( pi 1 ) for PEA(N) on a uniprocessor and the mean execution time T N (π N ) of the PEA(N) on N processor.
In the following we discuss the relationship between the speedup and the first hitting time. The first hitting time is the nu mber of generations for PEA needed to find the optimal solution. It can be defined rigorously by the first hitting time. Let {ξ t ; t = 1, 2, · · · } be the population sequence associated with an EA. Then the stopping time
is defined as the first hitting time to find a solution when starting from an initial population ξ 1 , G is a random var iable. If the initial population satisfies probability distribution π, then its expectation is
Without confusion, we denoteḠ(π) byḠ in short. In the scalable PEAs using N processors,Ḡ N is denoted to be its mean first hitting time.
The first hitting time is dependent on the probability distribution of the initial population. There are at two different mea sures: one is the worst-case analysis and another is the average-case analysis.
1) Worse-case time (all individuals in the initial population only take the worst point):
2) Average-case time (the initial population satisfies the uniform distribution):
In the following discussion, we ignore the subscripts a and w for convenience, only label them out when they are necessar y.
The difference between the mean execution time T N and the mean first hitting timeḠ N is that: T N represents th e execution time for PEA(N) to find the solution,Ḡ N the mean generation for PEA(N) to find the solution.
Now we analyze the traditional speedup. Let's apply the Amdahl's law on the PEA(N) and obtain the maximum speedup.
Lemma 1: Let T s be the average time on the sequential part of PEA program at each generation, T c the mean time on the communicat ion, and T p the time in the parallel part of the PEA program, if the communication cost can be ignored compared with other computation cost, then the speedup is:
where
Proof: On the uniprocessor, the total computation time is that
On the multiprocessor, the total computation time is that
The maximum speedup that can be achieved by using N processors is
If the communication cost T c can be ignored, then let F = T s /(T s + T p ), where F is the fraction of a calculation that i s sequential (i.e. cannot benefit from parallelization), and (1 − F ) is the fraction that can be parallelized.
The above equation can be rewritten in the following form:
Let's estimate the speedup s N for PEA(N) using a ktournament selection. According to the conventional definition of spe edup, we run the same algorithm, PEA(N) with the same population size, both on uniprocessor and multiprocessor systems.
Theorem 1: Let N be the number of processors. At each generation, denote the computation time of the variation operation in one indivi dual to be t v , the time of the evaluation operator t e and the time of each comparison in the selection operator t s . If PEA(N) uses a k-tournament selection, then the speedup is
Proof: For SEA(N) running on a uniprocessor,
Since the EA uses a k-tournament selection, so at each gene ration, each individual needs k comparisons, and the computation time to implement the k-tournament selection is T s = N kt s , and the total computation time is
For PEA(N) running on the multiprocessor, the variation and evaluation processes can be implemented in a parallel way; howeve r, the k-tournament selection needs at least log 2 (k)-parallel steps since the number of fitness comparisons is k. The total computation time is that
The speedup is
From this theorem, we can see that the speedup is a monotonously increasing function of the population size N . From the fun ction, if we have enough processors, then the speedup could be very large; however, this is unrealistic because the speedup i n the real world always has a limitation. Even we have adequate processors, we still need at least one generation to evaluate the fitness function. The problem is caused by the traditional definition of speedup, which focuses on comparing SEA(N) and PEA(N) with the same population size N running on uniprocessor and multiprocessor. But the scalable EAs often use a small p opulation size on uniprocessor, and a large population size on multiprocessor. This means the EAs running on multiprocessor a re different from that on uniprocessor.
We can clarify this in more details. In the scalable parallel EAs, if we have only one processor available, and we would run PEA(1), rather then PEA(N), then the computation time is
If we have N processors available and run PEA(N) with a k-tournament selection, then the computation time is at least
Then the maximum speedup is upper-bounded by
Based on the above analysis, we believe we need a new definition of speedup for scalable EAs. Now we describe this new speedu p. Assume that the mean execution time for an algorithm using N processors is T N . The new definition of speedup, called scalable speedup, is the ratio between the mean execution time T 1 for PEA(1) on uniprocessor and the mean execution time T N of PEA(N) on N processors, i.e.,
The difference between the new speedup definition and the traditional one is that:
• The traditional definition is used to compare SEA (N) and PEA(N) with the same population size, but running on uniproces sor and multiprocessor; • The new definition focuses on the scalability. The algorithm running on the uniprocessor is PEA(1) with only one individual, this means, no crossover, no populationbased selection. The algorithm running on N processors is PEA(N) with N individuals, and this allows crossover and population-based select ion. In other words, the algorithm running in uniprocessor is different from that on multiprocessor. Hence the population siz e is scalable to the number of processors.
As indicated before, the new speedup is limited by:
The speed up is upper-bounded by T 1 .
For the EA using a crossover, the definition of speedup should make some change. The benchmark algorithm will not be the PEA( 1), it should be PEA(2) using a crossover operator. The investigation on this topic will be left in the future.
Using the above definition, three different performances of scalable PEAs can be distinguished based on the speedup: 1) sub-linear speedup: s N < N ; 2) linear speedup: s N = N ; 3) super-linear speedup: s N > N .
In the new definition, we can see that the speedup is mainly determined by the first hitting times.
Theorem 2: At each generation, denote the computation time of the variation operation in one individual to be t v , the time of the eva luation operator t e and the time of each comparison in the selection operator t s . Assume the selection is a k-tournam ent selection, then
Assume the selection is winner-take-all selection, then
Proof: For the tournament selection, it is PEA(1) running on uniprocessor, then the total computation time is
On multiprocessor, PEA(N) uses a population size N where N equals to the number of processors. As we have analyzed in the Theorem 1, we know the total computation time is that
For the winner-take-all selection, it is PEA(1) running on uniprocessor, then the total computation time is
For winner-take-all selection, PEA(N) uses a population size N where N equals to the number of processors.
The total computation time is that
From the above computation times, we can obtain the speedup given in the theorem.
In general, the scalable speedup can be rewritten in an equivalent form,
where t(t s , N ) is a function of t s and N , dependent on used selection scheme. From the definition, we see that the termḠ 1 /Ḡ N plays a key role in the scalable speedup. Now we call thi s term generation-based speedup, or g-speedup in short, which is used to measure how many generations can be shor tened in the scalable PEAs.
In Eq. (19), we always have t(t s , N ) ≥ t s , hence we obtain the following relationship between s N and g N :
Based on g N , we can distinguish the behavior of scalable PEAs into three classes:
1) g-sub-linear speedup: g N < N ; 2) g-linear speedup: g N = N ; 3) g-superlinear speedup: g N > N .
IV. POPULATION DIVERSITY AND SUPERLINEAR SPEEDUP Several previous papers have shown that superlinear speedup exists for PEAs [6] , [4] . Under the meanin g of gspeedup, we will show the superlinear g-speedup can happen for the scalable PEAs. In the following, let's discuss a si mple PEA(N), which runs N copies of PEA(1) independently. We aim at demonstrating how population diversity can bring benefit to superlinear speedup. Let's analyze the benchmark algori thm PEA(1) first.
Since population space S(1) is a finite state space (in the case of PEA(1) , S(1) is equals to the individual space, so w e write it by S in short), we know the values of fitness f (x) are limited. Without loss of generality, we assume that the re are L+1 values. Let's sort them according to the descending order,
Define S l to be
Then the state space S(1) can be decomposed into L + 1 sub-spaces:
For the Markov chain {ξ t ; t = 1, 2, · · · } associated with PEA(1), the transition probability p(x, y) between x ∈ S l and y ∈ S k (l,
else.
Then we have the following result from [8] , [9] , Theorem 3: For the PEA(1), its first hitting time is given byḠ
The optimization problems can be divided into two classes based on the mean first hitting timeḠ(ξ 1 = x).
• Narrow-gap class. In this case, the difference of the mean first hitting times between any two conjunct subspaces S l and S l+1 is small. I.e., for x ∈ S l and y ∈ S l+1 , |Ḡ(x) −Ḡ(y) | is a polynomial o f the binary string length n.
• Wide-gap class. In this case, there exists two subspaces S k and S k+1 , the difference of the mean first hi tting times between two subspaces S k and S k+1 is large. I.e., for any x ∈ S k and y ∈ S k+1 , |Ḡ(x) −Ḡ(y) | is an exponential of the binary string length n. The role of population diversity can be reflected on the initial population. For wide-gap problems, without losing generality , we assume the wide gap is located between two subspaces S k and S k+1 . Let's consider a special case of the wide-gap problems: for l ≤ k and x ∈ S l ,Ḡ(ξ 1 = x) is a polynomial of n and for l > k and x ∈ S l ,Ḡ(ξ 1 = x) is an exponential of n.
Then there exists a superlinear scalable speedup when using the scalable PEAs. It can be drawn in the following. Assume the i nitial population is uniformly distributed on the population space S(N ). Let p be the probability for one individual in t he initial population to satisfyḠ(x) being a polynomial of the n.
The mean first hitting time of PEA(1) satisfies:
where expo(n) is an exponential of n. And the mean first hitting time of the PEA(N) satisfies:
where expo(n) is an exponential of n. Then we get a superlinear scalable speedup if p is greater than 1 − (1/N ) 1/N for some N :
However for some easy problem, e.g., the One-Max problem, such a uniform initialization (i.e., to increase the diversity of t he initial population) does not lead to a superlinear speedup. This can be explained as follows: If for any two individuals x and y, the difference between their mean first hitting times |Ḡ(x)−Ḡ(y) | is very small, then to i ncrease the diversity in the initial population doesn't bring much more benefit. No superlinear g-speedup might happen.
As a consequence of the above analysis, the superlinear gspeedup can happen only if the first hitting timesḠ(ξ 1 = x) have a large variance. This leads to a practical approach to check whether a superlinear speedup happens: to run PEA(1) N times, calculate the mean first hitting timeḠ = xḠ (x)/N , and let K be the numbers of runs which the first hitting times less thanḠ/N and calculate the ratio
If the above inequality holds, then a superlinear scalable speedup might exist.
But if no diversity is in the initial population, the superlinear scalable speedup may don't happen even for the case of wide -gap problem.
Assume there is a wide gap between the subspaces S k and S k+1 . We consider the PEA(1) first. Let q is the probability for PEA(1) jumping from the subspace S k+1 to the subspace S k , then the mean first hitting time for PEA(1) to jump ov er the wide gap between S k and S k+1 is 1/q = expo(n), where expo(n) is an exponential of n.
Next we discuss the scalable PEA(N). Assume all individuals in the initial population take values from the subspace S k+1 , then for the scalable PEA(N), the probability for one individual jumping from the subspace S k+1 to the subspace S k is no more than
then the first hitting times for the scalable PEA(N) to jump over the wide gap is not greater than expo(n)/N , which leads t o sub-linear scalable speedup.
V. A CASE STUDY
At the moment, a theoretical analysis can be made only for those simple EAs and problems. For those classical optimization pr oblems, we can observe the superlinear speedup from experiments. This section displays an experimental case study, which is u sed to demonstrate the relationship between the speedup and the population size.
The problem considered here is the subset sum problem, described as follows: given a set W n = {w 1 , · · · , w n } of n positives and a positive C, find a subset S of W such that the sum of the elements in S are closest to but not exceed ing C. This problem is chosen here because of two reasons: first we can easily represent the solution by a binary string an d define genetic operators; secondly, through setting different weights W n , the instances of the problem can be tuned into different degrees of difficulty: from the extreme easy problem: the One-Max Problem to the intractable hard problem. A early analysis of EAs for solving the problem can be found in [8] .
A solution S to the subset sum problem can be represented by a string x = (s 1 · · · s n ) where s i ∈ {0, 1}. The p resence of w i in S means that s i = 1 while its absence is represented by s i = 0. A feasible solution to the subset sum problem is a string
where F (x) = n j=1 w i s i is called the objective function. The optimal solution is the string that maximizes the o bjective function (without exceeding C).
The fitness function can be defined as
, if x is a feasible solution; 0, else.
In this section, we are interesting in three instances of subset sum problems, which will demonstrate different speedup. The first instance is the simplest, equivalent to the One-Max function,
It is obvious that x = (1 · · · 1) is the unique optimal solution and any subset of W n is a feasible solution.
The second instance equals to the linear function
The third one is
. Now let's consider scalable PEA(N) using the following genetic operator.
• Mutation: Bitwise mutation with probability 1/n.
• Selection: An elitism selection. Two different selections are compared in the experiment:
• S1: an independent run of N copies of PEA (1), where in each PEA (1), it only accepts a better solution; • S2: the winner-take-all selection. The experiment setting is given as below: the population size is take from 1 to 50. The result is averaged over 200 ind ependent runs. Since the maximum fitness values are known for these three instances, therefore the halting criterion is to le t f * = f max . For the first instance, we already have made a theoretical analysis to it 1 . The following theorem gives the lower bound of the mean first hitting times.
Theorem 4: LetḠ w be the worst-case mean first hitting time of PEA(N), using bitwise mutation and elitism sele ction, to find the optimal point. Then it is lower-bounded byḠ
where N is the population size and n is the binary string length.
The theorem below presents that the PEA(N) using selection S2 can reach the above lower bound.
Theorem 5: LetḠ w be the worst-case mean first hitting time of the PEA(N), using bitwise mutation and selection S2, to find the optimal point, then it is upper-bounded bȳ
1 Due to limitation of paper size, the proo f of the theorem is not given here, but can be found in the paper "Analysis of First-hitting Times of Population-based EAs: (1) One-Max Problem", which has been submitted to IEEE Transactions on Evolutionary Computation
From the above two theorem, we see the speedup can be upper-bounded by
From the above theoretical speedup, we see that the scalable speedup is a function of N , no more than a linear speedup (whe n the binary string length n is fixed). Therefore, we cannot expect a superlinear speedup. The experimental result in Figur e 1 and 2 demonstrate the scalable speedup with respect to the cases of the initial population satisfies th e uniform distribution and the initial population satisfies the uniform distribution for the first instance. We can see from these two figures,
• If the individual in the initial population satisfies the uniform distribution, the scalable speedup is no more than a linear speedup, where the linear speedup happens only when the population size is very small; this has confirmed the theoreti cal analysis.
• If the individual in the initial population takes the worst point, then the scalable speedup is less than a linear spee dup even for a small population size.
• This confirms the diversity brings a faster speedup.
The initial population in the first figure has a larger population diversity than in the second figure, so the speedup is faster too. The result in Figures 3 and 4 demonstrate the scalable speedup for the second instance with respect to the cases of the initial population satisfies the uniform distribution and the initial population satisfies the uniform distribu tion. where the initial population satisfies the unif orm distribution. S1 means the selection operator S1; S2 the selection operator S2; x the linear speedup. The following observations can be derived from these two figures:
• For both initial distributions, no superlinear speed have been found. Even no linear speedup can happens in this case.
• The speedup in the first figure is faster than that in the second one, because the initial population in the first figu re has a larger population diversity than in the second one. The result in Figures 5 and 6 demonstrate the scalable speedup for the third instance with respect to the c ases of the initial population satisfies the uniform distribution and the initial population satisfies the uniform distributi on.
Since this instance is much more difficult than the first two instances, so the superlinear scalable speedup appears.
• The result in Figure 5 demonstrate that a superlinear scalable speedup appears when the initial populations sa tisfies the uniform distribution. where the initial population starting from the w orst point. S1 means the selection operator S1; S2 the selection operator S2. x the linear speedup.
• However, if the initial population loses the diversity, i.e., taking the worst point, then the result in Figure 6 shows that a scalable speedup never appear.
VI. CONCLUSION
Inherent parallelism is regarded as one of the most important advantages of evolutionary algorithms. This paper has made an i nitial study on the speedup of scalable PEAs and tried to explain how and why the superlinear speedup happens in scalable PEA s. We have shown the traditional definition of speedup is not suitable to describe the speedup in the scalable PEAs. Therefor e a new definition of speedup, scalable speedup, is presented based on the first hitting time. The scalable speedup is tightl y connected to the generation-based speedup (g-speedup). Such a g-speedup can be used to simplify the theoretical analysis of speedup without considering implementing details of PEAs.
In this paper we have found that the superlinear speedup may happen for some wide-gap problems, but it may not exist for some narrow-gap problems. The paper intent to show that population diversity is one of the crucial factors for the scalable PEAs to obtain a superlinear speedup when solving the wide-gap problem.
The paper also presents an experimental case study, which demonstrates the superlinear speedup can happen. For narrow-gap pro blems, since the variance of the first hitting time among different subspaces is small, then the superlinear speedup cannot h appen; for a wide-gap problem, the variance of the first hitting time is big, it is possible to generate a superlinear speedu p. A straightforward conclusion is that scalable PEAs may be more efficient to solve hard problems, e.g., wide-gap problems, rather than easy problems, e.g., the One-Max Problem. This is an initial application of the first hitting times on the speedup of scalable PEAs. In the future, we will analyze dif ferent instances of the subset sum problem and other classical combinatorial optimization problems. Like what we have done on the first instance, we need to obtain more rigorous bounds on the scalable speedup. We also are interested in looking for th e theoretical conditions, which can be used to decide whether superlinear speedup can happen.
