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Abstract 
We characterize the upper and lower functions of a real-valued Wiener process normalized by 
the supremum of its local times. 
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1. Introduction 
Let {IV(t); t 80) be a real-valued Wiener process starting from 0, and define 
w*(t) = sup IW(U)j, t>O, 
OGU4f 
the maximal absolute process of W. According to the EFKP (ErdGs-Feller-Kolmogorov- 
Petrov) and Chung tests (cf. R&&z, 1990, p. 53), for any positive functions 4 and I,$ 
such that t H $(t)/t1’2 and t H t”2/11/(t) are non-decreasing, we have 
P[W*(t) > 4(t); i.o.] = 
0 O3 c s 1* 
P[W*(t) < t&t); i.o.] = 
0 O” 
{ s 
1 H 
$exp(--q)dt{zE 
&)exP(-&)~{Z:. 
where the symbol “i.0.” denotes “infinitely often” as the appropriate index tends to 
infinity. 
In addition to these classical results, a number of mathematicians are interested 
in various self-normalized laws of the iterated logarithm (LILs). See, for example, 
Khoshnevisan (1996) for many interesting references. The present paper is motivated 
by the work of Knight (1973), who is the first to investigate the measurement of the 
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Wiener process by its local time at 0. Let {L(t,x); t 20, --oo < x < cc} be in the 
sequel the jointly continuous local time process of W. 
Theorem A (Knight, 1973). Let t +-+ &t)/t be positive non-decreasing; then 
P[W*(t) > @(t, 0)); i.o.] = 
{Y- J"&cz 
Theorem A is actually proved in Knight (1973) for diffusion processes, and is ex- 
tended to a fairly large class of diffusion functionals and Markov processes in recent 
works of Erickson (1994) and Khoshnevisan (1996). The proof is based on excursion 
theory, since the local time at 0 is a “nice” clock for the excursion process (for an 
elegant proof in the Brownian case using first-order stochastic calculus, see Dubins et 
al. (1991)). The corresponding “liminf” behaviour is also studied by Khoshnevisan, 
and his result in the Brownian case reads as follows. 
Theorem B (Khoshnevisan, 1996). For any function 1(1> 0, if t I-+ t/$(t) is non- 
decreasing, 
P[W*(t) < $(L(t,O)); i.o.] = 
{Y H J"&e+#cz 
The aim of this paper is to measure the Wiener process W via its supremum local 
time 
L*(t) = sup L(t,x), t 20. 
--oo<x<Dc) 
For example, one may ask: does W has the same upper and/or lower functions in the 
scales of L* and L( . , O)? 
Theorem 1.1. Assume that t H &t)/t is a positive non-decreasing function. We have 
P[W*(t) > &L*(t)); i.o.] = { 0 * J”yexp(-JF)dt{zzT 
where jo x 2.405 is the smallest positive zero of the Bessel function 
Theorem 1.2. Let $ > 0 be such that t H t/$(t) is non-decreasing. Then 
P[W*(t) < $(L*(t)); i.o.] = 
0 
{ J CQ t1/* 1* -exP(-&)df{=(mm’ +“*(t) 
If we are interested in the almost sure asyrnptotics of W*/L*, its upper and lower 
classes can be characterized via integral tests stated below as a corollary. 
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Corollary 1.3. Zf C/I > 0 is non-decreasing and $ > 0 is non-increasing, then 
p w*(t) 
[ 
->+(t); 
L*(t) 
i.o.] ={y oJ”$Qexp(-+(t))dt{~~ 
P w*(t) 
[ 
-c<(t); 
L*(t) 
i.o.1 ={y *J”&exp(-&j){=<~7 
In particular, the following LZLs hold with probability one: 
1 w*(t) 2 
limsup ~ - = - 
t-00 log log t L*(t) j,” 
w*(t) 1 li!mgf (log log t) - = 
L*(t) 
Remark. (i) Comparing Theorems 1 .l and 1.2, respectively, with Theorems A and B, 
it is seen that normalizations via L( . ,O) and L* lead to dz@rent Levy classes for the 
Wiener process. 
(ii) As it is pointed out, Knight and Khoshnevisan’s Theorems A and B hold for a 
large class of processes, thanks to the general excursion theory for Markov processes. 
However, L* is not a “nice” clock for the excursion process, and we have to use other 
stopping times (precised in Sections 2 and 3) than the inverse of L(t,O) and exploit 
particular Brownian properties. This limits us, in Theorems 1.1 and 1.2, to the study 
of Wiener processes. 
Theorem 1.2 is proved in Section 2, and Theorem 1 .l in Section 3. 
2. Lower class 
Throughout the paper, C > 1 denotes a finite universal constant - unless stated 
otherwise, its value may vary from line to line. We also use the notation a(x) x b(x) 
meaning C-’ d a(x)/b(x) < C. 
It turns out that in the proof of Theorem 1.2, time t is not a “nice” clock. The idea 
is to replace it by some stopping times. Let 
a(r) = inf 
{ 
t > 0: sup L(t,x) = r , (2.1) 
XbO I 
a*(r) = inf{t > 0: L*(t) = r}, r > 0. (2.2) 
Note that both c1 and a* inherit the scaling property. In particular, for fixed r > 0, a(r) 
(resp. a*(r)) is distributed as r2a(l) (resp. r2a*(1)). 
A key ingredient in the proof of Theorem 1.2 is the following accurate estimate. 
Lemma 2.1. For 0 c x < 1, 
P( W*(a*( 1)) < x) 2 C-lx-lize-l’x, 
P( W*(a( 1)) <n; W(a( 1)) < n3/2) 2 C-1x-“2e-‘iX, 
(2.3) 
(2.4) 
220 Z. ShilStochastic Processes and their Applications 65 (1996) 217-231 
sup P sup 1 W(t) + al <n d Cx-‘/2e-‘ix. (2.5) 
(al <x3/Z o<tda*(l) 
The proof of Lemma 2.1, which heavily relies on Eisenbaum’s Ray-Knight theorem 
(cf. Theorem C below), is postponed to the end of the section. 
Proof of Theorem 1.2. Let t I+ t/$(t) be positive non-decreasing. First, assume that 
Joo(t”2/$3/2(t)) exp(-t/$(t))& < 00. In this case, we obviously have t/$(t)too. Pick 
a large initial value rs and let r,,+i = r,, + rl/(rn) for n 30. Clearly, (rn) increases to 
infinity. A standard argument confirms that C,(r~‘*/$“*(rn)) exp(-r,J$(r,)) < co. By 
scaling and (2.3), 
P W*ta*tr,)> < r, ( rn+lWn) > ( = P W*@*(l)) < 1 + $(m)/r, r&Q(m) ) 
112 
’ ‘i&r,) exp ( 
r&Q,) 
- 1 + $(rn)/rn ) 
v* rn 
=: @qyJexp ( > 
-- 
*z, ’ 
which is summable for n. By the BorelCantelli lemma (almost surely) for large n, 
we have W*(a*(rn))>rn+~t,b(rn)/r,,. Let t E [a*(m), a*(m+l)]. Since t/$(t) is non- 
decreasing, this yields 
$trn > w*(t) 2 W*(a*(r,))2r,+t - , ,,*(,)w*ttN 
L*(t) = bw*w), rn 
which is the desired 
assume that 
convergent-half of Theorem 1.2. To prove the divergent-half, 
(2.6) 
For notational simplification, write 
which is non-decreasing. It is well-known (cf. Erdos, 1942 or Csaki, 1989) that we 
only have to deal with the “critical” case 
;loglogt<f(t)62loglogt, (2.7) 
which we shall take for granted from now on. Following ErdGs (1942), let r,, = 
exp(n/ log n) for n 2 no (the value of IZO being sufficiently large). The main point in 
the proof of the divergent-half is that both a and a* present technical inconveniences. 
Namely, there is embarrassing difficulty in the study of the sample paths of a, whereas 
the joint tail of @‘*(a*(l)) and W(a”(1)) looks very hard. So we shall exploit their 
combined advantages and try to avoid their respective “negative” aspects. A trick to do 
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so is to consider a sequence of events E,, involving only a, and then to bound above 
the probability P’(Ei f~ Ej) by that of events involving only a*. Concretely, define 
It follows from the scaling property and (2.4) that for n bno, 
P(&) > C-‘f1’2(r,)e- f(m), (2.8) 
which according to (2.6) and (2.7), implies C,, P(E,) = cm. Of course, we intend 
to apply the Borel-Cantelli lemma. Though the events (En) are obviously not inde- 
pendent, we shall show that they are almost so. Indeed, consider no <i < j such that 
j - i 2 io for some sufficiently large (but fixed) ic. Observe that { I@‘(t) = IV(t + a(ri)) - 
W(a(ri)); t 20) is a Wiener process independent of S?&,) (9 being the natural filtra- 
tion of IV), and that a(rj) - a(ri) is greater than the first hitting time at rj - ri of the 
supremum (over the whole line R) of the local times of I?. Hence, 
P(Ei n Ej) < P Ei; sup 
a(r,)<s<a(r,) 
IW(s)l < i;:;i) 
= IE ll,P 
[ ( oc,<g$_mcr) Iti + Wtatri))I . . < &) %i) / )I 
d P(Ei) sup P sup 
Ial Gr,/f3’Y~,) 0116a*(r,-r~) 
IVt) + al < 6) 
= P(Ei) sup P sup 1 W(t) + 4 < (rj _ ;jjyri) ’ 
Ial Qr*l(r,-r~)fwi) O<fQcr*(l) 
the last identity being due to scaling. It is easily checked, using (2.7), that when 
io is large (recalling that j - i>io), we have rj/(rj - ri)f(rj) < 1 and ri/(rj - 
ri)f3’2(ri)~(rjl(rj-ri)f(rj)) 3/2. Therefore, from (2.5), it follows that 
P(Ei n Ej)<CP(Ei) (2.9) 
From here, the proof is quite standard for this kind of result. We feel free to give only 
a brief description. For more details, we refer to the pioneer paper of ErdGs (1942). 
Let 
Q(n) = {(i,j): no<i <j<n,j - i>io}, 
l&(n) = {(i,j) E Q(n): j - id log j}, 
Q2(n) = {(i,j) E O(n): log j <j - i < (losJ2), 
G?3(n) = {(i,j) E Q(n): j - i>(10gj)2}. 
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Several lines of elementary computation using (2.7) yield 
(l-:)f(rjl2 ( (j - i)/C if (i,j) E Q(n), 
(bj)lC if (id E Q2@>, 
(2.10) 
:f(rj) i C if (i,j) E &(?I). (2.11) 
Wriie d(k) = CC.. cr,,jEddkcnj P(Ei n Ej) (k = 1,2 or 3). Then by (2.9) (with an 
enlarged constant C and another universal constant C), 
the last inequality due to (2.8). Since C CnoGiGjcn, j_i_.ia P(Ei nEi> ,<io Cy_, P(Ei), 
assembling these pieces implies 
By means of the BorelXante!li lemma of Kochen and Stone (1964), we have 
P(E,; i.o.) 2 l/C. Since al(m) >c1*(r,), this yields 
[ 
L*(t) P w*(t) < f(L*(t)); i.0. 
I 
> 0. 
Recall that f(t) = t/$(t). To verify the divergent-half of Theorem 1.2, it remains to 
show a O-l law for the event {w*(t) < I(/(L*(t)); i.o.}. 
Fix s > 0, and let n(s) = inf{t > s: V(t) = 0}, the first zero of IV after s. Clearly, 
n(s) is a stopping time. According to a celebrated theorem of Bass and Griffin (1985), 
letting V(t) = inf{x > 0: max(L(t,x), L(t, -x)) = L*(t)}, we have lim,,, V(t) = co 
almost surely (in words, the most favourite site of Brownian motion is transient). 
Hence, 
(0: w*(t) < l&L*(t)); i.0.) = (0: R*(t) < $(L”*(t)); i.o}, (2.12) 
where {p(t) z W(t + ,4(s)); t 20) is again a Wiener process, and R* (resp. L*) 
is the associated maximum absolute (resp. maximum local time) process. Since p is 
measurable with respect to n,,, ‘ZJl (with 9, = g{ W(U); u > t}), so is the event on 
the RHS of (2.12). Consequently, {W*(t) -c t&L*(t)); i.o.} is n,,, %t-measurable, for 
all s > 0, which by Kolmogorov’s O-l law means that it is a trivial event. 0 
The rest of the section is devoted to the proof of Lemma 2.1. As we have already 
mentioned before, it essentially relies on Eisenbaum’s Ray-Knight theorem which is 
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recalled as follows. For notational convenience, we write W, = W(a( 1)) and rN = 
supaGtGa(,) W(t), the process a being defined in (2.1). 
Theorem C (Eisenbaum 1990). The random variable L(a( l),O) is uniformly dis- 
tributed on (0,l). Given L(a(l),O) = 1, {L(a(l),-x); x20}, {L(a(l),x); O<x< WN} 
and {L(a(l),w& -x); O<X<~~ - Wu} are independent squared Bessel processes of 
dimension 0,2 and 4, respectively, the first starting from A, the second from Iz and 
killed when hitting 1 for the first time, and the third from 0, killed when hitting 1. 
In order to prove Lemma 2.1, we also need some preliminaries on Bessel processes. 
Let p, R and !R be generic Bessel processes of dimensions 0,2 and 4, respectively, and 
P, the probability under which they start from x. Define their respective first hitting 
time processes 
H,(r) = inf{t > 0: q(t) = r}, ra0, 
for q = p, R or %. We are concerned with the 
of HR(~) under PY. Recall (cf. Shi, 1995) that 
lower tail distribution, uniformly in y, 
for any (s, Y) E CO,1 j2, 
(2.13) 
The above estimate, however, gives only the correct term (in case y > i) in the expo- 
nential, and has to be improved for our needs. We point out that though it is possible 
to invert the well-known Laplace transform of H&l) under P’,, to get an explicit ex- 
pression (in terms of Bessel functions and their zeros) for the density function, it looks 
very hard to study the tail behaviour from the obtained expression. Tauberian theorems, 
on the other hand, seem to give the tails only for fixed y. 
The Bessel estimate we need is as follows: for i < y < 1 and 0 < s < 1, 
J 
M 
pyY(HR(l) < s) =: 
Cl--Y),& e 
-‘4=/2 due (2.14) 
By admitting (2.14) for the moment (whose proof is provided at the end of the section), 
we are ready to prove Lemma 2.1. 
Proof of Lemma 2.1. First, let us observe that we only have to verify the corresponding 
estimates for a( 1): for 0 < x < 1, 
P( W*(a( 1)) < x’ W < x312) 2 C-1x-1/2e-1’X 7 a , 
sup P 
( 
sup 1 W(t) + al < x < Cx-‘i2e-“X. 
101 <x31* OStQct(1) ) 
Assuming (2.4) and (2.15), we can prove Lemma 2.1. Indeed, 
P(W*(a*(l)) <x)= P(W*(a*(l)) <x; a*(l) = a(1)) 
+ P(W*(a*(l)) <x; a*(l) < a(l)). 
(2.4) 
(2.15) 
for any x > 0, 
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The first probability term on the RHS is bounded above by P( W*(cr( 1)) <x), and so 
is the second one (by symmetry). The estimate (2.3) follows from (2.4) and (2.15). 
The same argument yields (2.5) as well, by means of (2.15) and (2.4). 
It remains to verify (2.4) and (2.15). Clearly, we only have to discuss the situation 
when x is in the (positive) neighbourhood of 0. Write Al for [FD(~up,,~~~~(i) Iw(t) 
+a1 < x). 
According to Eisenbaum’s Ray-Knight theorem and our notation, 
J 
1 
s 
x-0 
A, = d~~aWpUWx+4 o rQ(z&( 1) E ds)Po(Hqr( 1) < x - a - 8). 
0 
For notational simplification, let us write xi = x+a and x2 = x-a, which are both in the 
(positive) neighbourhood of 0. By Bessel time-reversal theorem (Revuz and Yor, 1994, 
Exercise X1.1.23), HP(O) under PA has the same distribution as the last exit time from 
fi of 8 under PO. The latter law is computed by Getoor (1979; see also Yor, 1992; 
Khoshnevisan et al., 1994), and their result reads: P&(HJO) < xi) = exp(-1/2x1). 
Thus, 
Ai =ldlexp(-&)I p$'#tR(l)E ds)Po(h(l) <x2 -s). 
The lower tail of Hs( 1) under [IDo is estimated in Gruet and Shi (1996, Theorem 6): 
lim U+~ ue1’2uP0(H~(1) < U) = 1. Therefore, using integration by parts and a change 
of variable 1= y*, we get 
1 12 
A, x s J d;l pkdHR(l) 1 I 1 E 0 0 dS)x2 exp - _-s -g 2(x2 _s) 
=I 0 1 dA I 0 x2 1 2(x2 - 2(x2 - s)3 - s) exp --- 2x, ;1 w2 1 -s) p?(HR(l) <s) ds 
1 s s x2 =: dy Y Y2 1 exp -- - 0 0 (x2 - s)3 2x, 2(x2 -s) p#R(I)<s) ds. 
Similary, we have 
P(w*(a(l)) <x; w, <x3’2) 
./ 0 1 
dy ___ 
s p 
(x L)J exp 
Y2 1 =: ---___ 
0 2x 2(x-s) 
~J,(HR( 1) < S) ds. (2.16) 
From (2.13) and (2.14) it follows that 
Al Q Cl”3 dy[ dS(x2 Ys)3 exp(-6 - 2(x:_s) _ v) 
- C(A, + A3), 
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with obvious notation. Since x1 >x-x3i2 and s <x+x312, the function y ++ y2/2x1+( l- 
y)‘/2s is 
Thus, 
A2 < 
decreasing on [0, i] , with its minimum equal to- 1/18x1 + 2/9s. 
e-1/18x, X2 
s 
ds 2 1 
3 
exp -- - 
0 (x2 - s)3 9s 2(x2 - s) 
d CeW1~‘8X1[dsexp (-i - 9(x24_ s)) , 
the second inequality being due to the fact that (x2 --s)-~ exp( - 1/18(x2 -s)) is bounded 
for 0 <s <x2 < 1. Since min,,(o,,,)(2/9s + 4/9(x2 - s)) = (6 + 4&)/9x2, this yields 
A2 d CXZ exp 
1 6+4& 
---- 
18x1 9x2 
(2.17) 
To estimate A3, observe that by a change of variable t = 1/2(x2 - s) and z = 1 - y, 
we have 
213 cc 
A3=4 dz s s 0 zl& te-’ dt. 
Since 1 - z < 1 and since s,” te-’ dt <2ae-“ for a > 1, this implies ‘ 
A364 s 213 s M 1 (l-2)2 u2 1 dz z,Jr;; dUX2 - (zlu)2 exp -~--- 0 2x1 2 2(x2 - (z/u )2 ) 
X s 0 
by posing v = x~(u/z)~ - 1. Observe that (1 + v)‘/~/u <I_-~/~ + ve312 (for v > 0) and 
that Jam v- r/2e-i+P/2v dv = so M v-3/2e-~v~2-1/2vdv = me-fi (for 1 > 0 and 
p>O), we obtain 
A3 f c J’ 2’3 (1 +z)2 (1 -z)2 x2 0 2x1 
87~55 
=&zsGi exp (-G&J 
< cx-‘12,-ll~ \ (2.18) 
Recall that P(su~~~~~,(t) (W(t) + al <x)<C(A, + As), assembling (2.17) and (2.18) 
yields (2.15). To prove (2.4), let us go back to (2.16). By means of (2.14) and Mill’s 
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ratio for Gaussian tails, we have 
lP( w*(a( 1)) < n; w, < P) 
Letting q = (1 - Y)X-‘/~ and r = xP312s, this yields 
P(w*(cI(l)) <X’ w <n3’2) > 9 a , $[dq[drexp (-g) 
> $[dq[drexp (-w). 
Finally, by a change of variable w = q - r, the above expression is 
>&&[dwldrexp (-&) = gldwexp (-&), 
which is of order x-1/2e-1’x. 0 
We finish the section with the proof of (2.14). 
Verification of (2.14). The two-dimensional Bessel process R under lPY is the unique 
(positive) solution to the stochastic differential equation 
R(t) = y+B(t)+ L 
J 
‘* 
2 o R(s)’ 
t > 0, 
with B denoting a standard Wiener process. Thus, 
(2.19) 
E=#&( 1) KS) = Py sup R(t) > 1 
o<t<s > 
2P sup B(t) > 1 - y 
o<t<s > 
( 1-Y =2P N(O,l)>- fi > ) 
which yields the lower bound in (2.14). To verify its upper bound, we limit ourselves 
to the study of the case when 1 - y3 104 (otherwise the RHS term in (2.14) is 
greater than a positive constant). Observe that 
~~(HR(l)<s)=~~((HR(l)<s;HR(~) ~.r)+~j@R(1)-U&(&J <s) 
= A4 + As, 
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with obvious notation. By (2.19), 
A4 = P,, sup R(t) > l;s$f,, R(t) > h 
0gtgs . . > 
<p ( sup B(t) > 1 - y - 9s O$t<S > 
< CG 1- y-9sexp - ( (1 - y - 9s)2 2s > ’ 
the last inequality being due to Mill’s ratio for Gaussian tails. Since 1 - y > lo&, this 
yields (with a larger constant C) 
(2.20) 
To deal with Ag, observe that by the strong Markov property and (2.13) (writing c 5 { 
for brevity), 
A5 < '&/IR(HR(~)<S)+ pl (&(k) Gs> 
where in the last inequality, we have used the fact that the two-dimensional Bessel 
process is the Euclidean modulus of a Wiener process in Iw2, together with the triangular 
inequality. Hence, 
A5GCexP (-i) +2exp (-c) G(C+2)exp (-g). (2.21) 
Since c2 > $ and pY(HR(l) < s)< 44 + Ag, combining (2.20) and (2.21) and using 
Mill’s ratio for Gaussian tails yields the desired upper bound in (2.14). 0 
3. Upper class 
In order to study the upper functions of W* in the scale of L*, we shall consider 
in this section the Brownian supremum process v(t) = sup,,,,,W(s). By the usual, 
Hirsch (cf. R&&z, 1990, p. 53) and Kesten (1965) LILs, almost surely for sufficiently 
large t, we have 
(L*(t))“2<7qt)<(L*(t))2. (3.1) 
Again, we replace time t by a random clock. This time, the nice candidate is 
T(r) = inf{t > 0: W(t) = r}, r > 0, 
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the first hitting time process of W (or w). The proof of Theorem 1.1 relies on the 
so-called first Ray-Knight theorem. 
Theorem D (Ray, 1963; Knight, 1963). The process (L(T(1); 1 -x); x20) is conti- 
nuous inhomogeneous Markovian, starting from 0. It is a two-dimensional squared 
Bessel process for x E [0, 11, and becomes a squared Bessel process of dimension 0 for 
x E [Loo). 
A consequence of the Ray-Knight theorem is as follows. 
Lemma 3.1. The density function, with respect to the Lebesgue measure on the line, 
of L*(T(l)) is given by 
where HR(~) is as before the first hitting time of 1 by a two-dimensional Bessel 
process R. 
Proof of Lemma 3.1. Let R and p denote Bessel processes of dimensions 2 and 0, 
respectively. Write R* and p* for their respective maximum processes. Then according 
to the first Ray-Knight theorem, 
wmm < Y) = [EO[n(R*(l)<y~~~DR(1)(P*(00) < YN 
A squared Bessel process of dimension 0 being a linear diffusion (absorbed at 0) with 
scale function x (Revuz and Yor, 1994, Ch. XI), we have P”(p*(oo) < 1) = 1 - (z/J)~ 
for z < 2. Accordingly, 
lFJ(L*(T(l)) <x) = l&J [(1 - %) n,,*,,,,,,]. 
Since {R*(l) < fi} = {Hi > l}, applying the strong Markov property yields 
By integration by parts and scaling, the expectation term on the RHS is equal to 
1 - x &i’x lPoo(H~( 1) > u) du. Therefore, 
P(L*(T(l)) <x) = 1 - 2 
I 
i/x 
Po(HR( 1) > u) du. 
0 
Differentiating with respect to x on both sides completes the proof of Lemma 3.1. 0 
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According to Ciesielski and Taylor (1962), 
2 
~opo(KY(l) > A) N ~ _ioJlCio) exp 
, A-+% 
where 51 is the Bessel function of index 1, jo is the smallest positive zero of JO, and 
a(x) N b(x) (x -+ x0) means lim,,,, a(x)/b(x) = 1. Thus, we deduce from Lemma 3.1 
the lower tail of L*( T( 1)): 
P(L*(T(l)) <x) - pexp -g , 
( > 
x 3 0, (3.2) 
with p E 8/jiJ,( jo). The proof of Theorem 1.1, similar to that of Theorem 1.2 pre- 
sented in Section 2, is outlined below. We only emphasize on the places where there 
is an essential difference between the two cases. 
Proof of Theorem 1.1 (sketch). Let &t)/t be non-decreasing. For the convergent-half, 
suppose J”(+(t)/t2)exp(-ji$(t)/2t)dt < 00. Define r,+l = (1 + r~‘*/&r~‘*))m. By 
scaling and (3.2) 
( 
112 
P L*(T(r,))< !TC-!2! < Cexp 
f#drA’* > ) ( ji c$( r,“* )/rA’* -- 2 1 + rA’*/c$(ri’*) ) 
< Cexp - 
_$4(4’* ) 
( 1 2rt/* ’ 
which sums. By the Borel-Cantelli lemma, L*(T(r,)) >rh”r,+l/$(rA’*) for all large n. 
Thus, for t E [T(r,),T(r,+l)], we have 
W(t) < r,+l d L*(t) 
L*(T(r,)) 
r,+l <L*(t)*, 
rn 
and since t H +(t)/t is non-decreasing, this together with (3.1) implies 
~((mw*) 
W(t)a*(t) - <L*(tp*@)) = &L*(t)). 
(W(t))‘/2 ’ L*(t) 
By symmetry, we also have supoGs Gt (-W(s)) Q &L*(t)) for large t. This yields the 
convergent-half of Theorem 1.1. 
To verify its divergent-half, assume that J”(+(t)/t*) exp(-jz& t)/2t) dt = cm. Let 
g(t) = q, 
which is non-decreasing. Without loss of generality, let us assume that a log log t d 
g(t)< loglogt. Define r, = exp(n/logn) and F,, = {L*(T(r,)) < r,/g(r,)}. Fix an 
E > 0. By scaling and (3.2) 
P(F,)a(l - e)~exp(-$j&- )) n 9 
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which implies C,, lP(F,) = co. In order to apply the Borel-Cantelli lemma, let us 
consider no <i < j. Observe that sup,en(L(T(rj),x) - L(T(ri),x)) is independent of 
L*(T(ri)), and has the same law as L*(T(rj - ri)). Therefore, 
P(Fi fl Fj) < P(Fi)P ( L*(T(rj - ri)) < rj 9(rj ) > . 
From here, we can follow the same routine as in the proof of Theorem 1.2, except 
that instead of (2.1 l), we have more accurate estimate: 
;g(rj)<E if (i,j) E f&(n). 
Consequently, 
According to the Kochen and Stone (1964) BorelCantelli lemma, we have P(F,;i.o.) 
= 1. Therefore, 
P 
[ 
F(t) . L*(t) < -_; 1.0. I = 1. g(W(t)) 
Since g is non-decreasing, by (3.1), we have g(r(t))>g((L*(t))“2) = &L*(t))/L*(t) 
for large t. Thus, the above relation yields 
P[W(t) > f&L*(t)); i.o.] = 1. 
This implies the divergent-half of Theorem 1.2 since r(t) < W*(t). 0 
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