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Cancer incidence is associated with exposures to multiple environmental chemicals, and 
geographic variation in cancer rates suggests the importance of accommodating spatially varying 
effects in the analysis of environmental chemical mixtures and disease risk. Traditional 
regression methods are challenged by the complex correlation patterns inherent among co-
occurring chemicals, and the applicability of geographically weighted regression models is 
limited in the setting of environmental chemical risk analysis. In comparison to traditional 
methods, weighted quantile sum (WQS) regression performs well in the identification of 
important environmental exposures, but is limited by the assumption that effects are fixed over 
space. We present an extension of the WQS method that models spatially varying chemical 
mixture effects called local weighted quantile sum (LWQS) regression, and assess through a 
simulation study its ability to identify important environmental risk factors over space. We use 
two different approaches to estimate the LWQS model based on variable subspaces. One uses an
ensemble of variable subsets of the same size, and the other selects the best subset over a range 
of candidate subset sizes according to the model goodness-of-fit. We assess the performance of 
both estimation methods in simulated scenarios that incorporate increasingly complex levels of 
spatial dependency in the model, and consider correlation patterns from observed exposure data. 
The results demonstrate that LWQS has the ability to replicate spatially dependent mixture 
effects and can correctly identify important exposures in a mixture of environmental chemicals. 
In all scenarios, the best subset approach correctly chose an index containing only the important 
chemicals and improved on the accuracy of the chemical importance weights in comparison with 
the ensemble solutions. Future work will evaluate if the ensemble subset approach has better 








Introduction and Prospectus 
 
1.1  Introduction 
The connection between environmental exposures and disease risk is a complex multi-
dimensional problem and known public health concern. Humans experience multiple 
environmental exposures simultaneously, with exposure profiles that typically vary across 
location and behavior patterns. For example, risk of non-Hodgkin lymphoma (NHL) is suspected 
to be associated with several chemicals through environmental and occupational routes of 
exposure (Hartge et al. 2006). Geographic variation in NHL rates further suggest the importance 
of accounting for spatial variation in environmental factors. 
Several methodological challenges arise when modeling the relationship between multiple 
environmental exposures and disease risk. Exposure patterns are typically complex, with 
inherently high correlations among co-occurring environmental chemicals (Czarnota et al., 
2014). In the presence of such high correlations, traditional regression methods suffer from the 
effects of collinearity. While shrinkage methods have been developed to address collinearity and 
high-dimensionality, they have been shown to arbitrarily choose one variable from a group of 
highly correlated predictors (Zou et al., 2005). Most problematically, this may lead to the 




Additionally, the relationship between environmental exposures and adverse health outcomes is 
not always constant across a study area (Czarnota et al., 2014). Current methods for evaluating 
spatially varying effects in chemical mixtures include geographically weighted regression 
(GWR) and geographically weighted lasso (GWL). GWR has been shown to be impacted by 
local collinearity, which can result in coefficient estimates that are correlated locally and across 
space, have inflated variances, and are at times counterintuitive and contradictory in sign to the 
global regression estimates (Wheeler, 2007; Tu et al, 2008). In an effort to address the effects of 
collinearity in GWR, GWL adds a constraint on the magnitude of the estimated regression 
coefficients (Wheeler, 2009). GWL also performs model selection by potentially shrinking some 
of the local regression coefficients to zero, thereby diminishing the adverse effects of the 
correlation pattern. However, this strategy makes it difficult to discern whether a variable is 
excluded from the model due to lack of association with the outcome or due to correlation with 
other variables in the model. 
In contrast to standard regression methods, weighted quantile sum regression (WQS) has been 
shown to perform well in the setting of correlated environmental chemicals, and can effectively 
distinguish between signal and noise in detecting important exposures (i.e., those related to the 
outcome). The WQS method estimates an overall mixture effect through a weighted linear index 
of exposures in which the weights are empirically determined. WQS improves the effects of ill-
conditioning from correlated variables by focusing inference in a single direction and 
constraining the weights to sum to one. While the WQS method provides several advantages in 
the analysis of environmental exposures, the estimated weights and mixture effect are treated as 




Appropriate accommodation of spatially varying effects in the analysis of chemical mixtures 
may identify previously undetected environmental sources of disease risk. In this work, we 
develop local weighted quantile sum (LWQS) regression, a spatial extension of the WQS method 
that accommodates spatially varying model effects. We include a variable subspace approach as 
a method of diversity generation and potential variable selection strategy. Two different methods 
are used to estimate the final LWQS parameters – both based on variable subspaces. One uses an 
ensemble strategy to create local composite estimates across variable subsets of the same size, 
and the other selects the best subset over a range of candidate subset sizes according to model 
goodness-of-fit. We assess the performance of LWQS in a simulation study that considers a 
variety of environmentally relevant scenarios with increasing complexity in the spatial 
dependency of parameters. Evaluation is focused on accurate variable selection and signal 
detection over space. The methodology developed herein has the potential to provide valuable 
insight into the relationship between adverse health effects and complex environmental exposure 
profiles. 
1.2  Prospectus 
Chapters 2, 3, and 4 are presented as stand-alone manuscripts. Chapter 2 details the application 
of WQS regression in modeling the association between a mixture of 27 chemicals measured in 
house dust and risk of NHL in four National Cancer Institute - Surveillance, Epidemiology, and 
End Results (NCI-SEER) centers. The analysis takes a site-specific approach in a preliminary 
effort to assess the effects of spatially varying exposure patterns among chemical mixtures on the 
risk of NHL (Czarnota et al., 2014).  
In Chapter 3, we assess through simulation studies, the accuracy of WQS regression in detecting 




specific analysis (Czarnota, et al.a, 2015). In order to achieve realistic exposure situations, we 
base the simulation study on data from the NCI-SEER NHL study in the previous chapter. We 
also evaluate the performance of several penalized regression methods in comparison to WQS.  
In Chapter 4, we evaluate the impact of collinearity on the geographically weighted regression 
models of GWR and GWL in a chemical exposure and risk assessment context (Czarnota, et al.b, 
2015). We assess through a simulation study the ability of GWR and GWL to correctly identify 
spatially varying chemical effects for a mixture of correlated chemicals within a study area. 
Chapter 5 details the methodological development of LWQS. We include a variable subspace 
strategy and present two approaches to the estimation of the final LWQS parameters. We then 
conduct a simulation study to assess the performance of LWQS in a variety of environmentally 
relevant scenarios. The simulated scenarios incorporate differing degrees of spatial dependency 
and consider correlation structures based on those observed in the NCI-SEER study.  
Chapter 6 concludes this work with a summary and discussion of our findings. Limitations of 







Analysis of Environmental Chemical Mixtures and Non-Hodgkin Lymphoma Risk in the NCI-
SEER NHL Study. 
2.1  Introduction 
Risk of non-Hodgkin lymphoma (NHL) is suspected to be associated with several chemicals 
through occupational or environmental routes of exposure; geographic variation in NHL rates 
further suggests the importance of environmental risk factors (Hartge et al. 2006). Positive 
associations have been found with persistent organochlorine chemicals, including 
polychlorinated biphenyls (PCBs) (Engel et al. 2007a), particularly PCB congener 180 (Colt et 
al. 2005; De Roos et al. 2005; Morton et al. 2008), and dichlorodiphenyldichloroethylene (DDE) 
(Colt et al. 2005; Engel et al. 2007a). An association between NHL overall (Colt et al. 2006) and 
certain NHL subtypes (Morton et al. 2008) has also been found for residential termite treatment 
before 1988 (a surrogate for the insecticide chlordane). Several studies have found higher risk of 
NHL among persons living in areas with industrial emissions to air or industrial waste exposure 
(Bithell et al. 1994; De Roos et al. 2010; Dreiher et al. 2005; Floret et al. 2003; Franchini et al. 
2004; Goldberg et al. 1999; Pronk et al. 2013).  
Existing studies of environmental chemical exposures and NHL generally considered only 
single-chemical risk or total exposure within specific chemical groups, such as PCBs (Colt et al. 
2005; De Roos et al. 2005), but did not consider the effects of simultaneous exposure to multiple 
diverse chemicals or environmental risk factors. Because individuals are exposed to many 
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chemicals simultaneously, it is of particular importance to examine the relationship between 
chemical mixtures and disease risk. Additionally, the analysis of multiple chemical exposures 
must also consider the inherent correlations among co-occurring environmental chemicals. The 
complex correlation pattern among chemical exposures and subsequent issue of collinearity has 
not been directly addressed in studies of NHL or other diseases.  
Some studies of environmental factors and disease risk consider many exposures (Everett et al. 
2008), sometimes controlling for multiple comparisons in so-called environment-wide 
association studies (Patel et al. 2010; Patel et al. 2012), but they use separate regression models 
for each environmental exposure. This type of analysis ignores that environmental exposures 
may interact (Engel et al. 2007b; Porta et al. 2012). Studies also examine pairwise correlation 
coefficients between environmental factors (Ioannidis et al. 2009; Patel et al. 2012), but most do 
not account for the correlation among factors in statistical models. The lack of statistical 
independence observed among exposures presents challenges to assessing many exposure effects 
simultaneously in one traditional regression model. 
Here, we present an application of the weighted quantile sum (WQS) regression method (Carrico 
et al. 2014) to estimate an index for 27 correlated environmental chemicals measured in 
residential carpet dust in a case-control study of NHL. Estimation of chemical weights and the 
resulting WQS index while considering the correlation between compounds allows us to make 
generalized inference about the mixture effect and identify the individual chemicals (‘bad 
actors’) most strongly associated with NHL. Due to the design of our study in four geographic 
regions, the analysis took a site-specific approach in a preliminary effort to consider the effects 
of spatially varying levels of exposures among chemical mixtures.  
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2.2  Methods 
2.2.1  Study population 
We conducted a population-based case-control study of NHL in four National Cancer Institute-
Surveillance Epidemiology and End Results Program (NCI-SEER) study sites 
(http://seer.cancer.gov/). The study design has been previously described (Colt et al. 2004; 
Wheeler et al. 2011). Briefly, the study was conducted in Iowa, Los Angeles County, and the 
metropolitan areas of Detroit (Macomb, Oakland, and Wayne counties) and Seattle (King and 
Snohomish counties). Eligible cases were aged 20-74 years, diagnosed with a first primary NHL 
between July 1998 and June 2000, and uninfected with HIV. In Seattle and Iowa, all consecutive 
cases were chosen. In Detroit and Los Angeles, all African American cases and a random sample 
of white (regardless of Hispanic ethnicity) cases were eligible for study, allowing for 
oversampling of African American cases. Of the 2,248 potentially eligible cases, 320 (14%) died 
before they could be interviewed, 127 (6%) were not located, 16 (1%) had moved away, and 57 
(3%) had physician refusals. Of the 1,728 remaining cases, 1,321 (76%) participated. Controls (≥ 
65 years) were selected from Center for Medicare and Medicaid Services files 
(http://dnav.cms.gov/) or the general population using random digit dialing (< 65 years) and were 
frequency matched to cases by sex, age (within 5-year groups), race, and study site. Of the 2,409 
potentially eligible controls, 2,046 were able to be located and contacted, and 1,057 (52%) of 
these subjects participated. The study was approved by the human subjects review boards at all 
participating institutions. Written informed consent was obtained from each participant.   
Computer-assisted personal interviews were conducted in the home of each participant. 
Interviewers asked about demographics including race and education, age of the home, housing 
type, the presence of oriental rugs, pesticide use in the home and garden, residential and 
occupational histories, and other factors.  
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2.2.2  Dust samples and laboratory analysis 
As described in detail (Colt et al. 2004; Colt et al. 2005), dust was collected between February 
1999 and May 2001 from vacuum cleaners of participants who gave permission (93% of cases, 
95% of controls) and who had used their vacuum cleaner within the past year and owned at least 
half their carpets or rugs for 5 years or more (695 cases (57%), 521 controls (52%). Dust samples 
from 682 cases (98%) and 513 controls (98%) were successfully analyzed between September 
1999 and September 2001.  
Exposure to a mixture of 27 chemicals measured in house dust (5 PCBs, 7 polycyclic aromatic 
hydrocarbons (PAHs), and 15 pesticides) was of interest. The PCBs were congeners 105, 138, 
153, 170, and 180. The PAHs were benz(a)anthracene, benzo(a)pyrene, benzo(b)fluoranthene, 
benzo(k)fluoranthene, chrysene, dibenz(ah)anthracene, and indeno(l,2,3-cd)pyrene. The 
pesticides were α-chlordane, γ-chlordane, carbaryl, chlorpyrifos, cis-permethrin, trans-
permethrin, 2,4-dichlorophenoxyacetic acid (2,4-D), DDE, dichlorodiphenyltrichloroethane 
(DDT), diazinon, dicamba, methoxychlor, o-phenylphenol, pentachlorophenol, and propoxur. 
Extraction and analysis were performed on 2-g aliquots of dust samples using gas 
chromatography/mass spectrometry (GC/MS) in selected ion monitoring mode. Concentrations 
were quantified using the internal standard method. Usual detection limits were: 20.8 ng/g of 
dust for α-chlordane, γ-chlordane, DDE, DDT, propoxur, o-phenylphenol, PAHs, and PCBs; 42-
84 ng/g for chlorpyrifos, diazinon, cis-permethrin, dicamba, pentachlorophenol, and 2,4-D; and 
121-123 ng/g for carbaryl and trans-permethrin. Changes in analytic procedures during the study 
resulted in increased detection limits for methoxychlor (from 20.7 to 62.5 ng/g). A small 




The laboratory measurements for the 27 analytes contained various types of ‘‘missing data,’’ 
primarily when the concentration was below the minimum detection level. To a lesser extent, 
missing data occurred when there was co-elution between the target chemical and interfering 
compounds. Chemical concentrations were assumed to follow a log-normal distribution, and data 
were imputed using a “fill-in” approach to create ten complete datasets for each of the 27 
analytes. Details about the imputation of analyte values have been published previously (Colt et 
al. 2004; Lubin et al. 2004). 
A total of N = 1180 subjects with complete dust analysis results and covariate values were 
included in this analysis. The sample included 508 (43%) controls and 672 (57%) cases, and was 
predominantly white (88%) with an average age of 60 years (standard deviation = 11.2). Of these 
1180 subjects, 202 (17%) were from the Detroit study site, 340 (29%) from Iowa, 292 (25%) 
from Los Angeles, and 346 (29%) from Seattle.  
2.2.3  Statistical Analysis 
In previous analyses of individual chemicals in the study population overall, we evaluated NHL 
risk comparing tertiles or other groupings of levels above the detection limit to those with no 
detectable level of the chemical (Colt et al. 2005; Colt et al. 2006; Hartge et al. 2005). Study site 
specific risk estimates were not presented in these publications. Here, we used a weighted 
quartile sum approach in conjunction with non-linear logistic regression to evaluate the effect of 
several chemical exposures together on the risk of NHL. Exposure to a mixture of 27 chemicals 
measured in house dust was evaluated overall and in study site-specific models. All models were 
adjusted for gender, age at diagnosis (cases)/selection date (controls), race, and level of 
education. Age was treated as continuous, race was dichotomized as white or non-white, and 
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education was treated as ordinal (grouped as <12, 12-15, and ≥16 years). In the overall model, 
we also adjusted for study site.  
The WQS method (Carrico et al. 2014) is constrained to have associations in the same direction 
for chemical exposures and risk, and is designed for variable selection over prediction. WQS 
regression estimates a weighted linear index in which the weights are empirically determined 
through the use of bootstrap sampling. The approach considers data with c correlated 
components scored as ordinal variables into quantiles (here, quartiles) that are reasonable to 
combine (i.e., all chemicals) into an index and potentially have a common adverse outcome. The 
weights are constrained to sum to 1 and be between 0 and 1, thereby reducing dimensionality and 
addressing issues associated with collinearity. For this analysis, the c = 27 chemical 
concentrations were scored into quartiles based on the case and control data combined and 
denoted by qi, where qi = 0, 1, 2, or 3 for i = 1 to c. A total of B = 100 bootstrap samples (of the 
same size as the total sample, N = 1180) were generated from the full dataset and used to 
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∑  represents a 
weighted index for the set of c chemicals of interest. Furthermore, z denotes a vector of 
covariates determined prior to estimation of the weights, φ  are the coefficients for the covariates 
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in z , and g(.) is any monotonic and differentiable link function that relates the mean, µ , to the 
predictor variables in the right hand side of the equation. Because the outcome variable of 
interest in this analysis is binary (case status), a logit link was assumed for g. 
For each bootstrap sample, the p-value of β1, the parameter estimate for the weighted index, was 
used to evaluate the statistical significance of the estimated vector of weights (α = 0.10). The 

















= ∑  and nB is the 
number of bootstrap samples in which β1 was significant. Finally, the significance of the WQS 
index was determined using the original data set and the model 
 ( ) 0 1 ,g WQS ′= + + φzµ β β   (2.2) 
where exp(β1) is the odds ratio (OR) associated with a unit (quartile) increase in the weighted 
sum of exposure quartiles (WQS index). 
Weights estimated from the full data set were used to create a WQS index denoted as WQSF. In 
addition to WQSF, four site-specific indices (denoted as WQSD, WQSI, WQSL, and WQSS) were 
estimated using data from each site. Differences in the distributions of the chemical 
concentrations across sites prohibited the use of quantiles based on the full data set in the 
estimation of site-specific weights; therefore, we used site-specific quartiles based on the 
combined case control distribution to estimate site-specific indices. The association between the 
WQS indices and NHL was examined by testing each index within its respective data set, with 
statistical significance set at α = 0.05. The primary statistical analysis was done with one 
randomly selected imputation dataset. A secondary analysis estimated WQS indices for all ten 
imputed datasets to assess sensitivity of the results to the data imputation. 
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We conducted further analyses of major subtypes of NHL: diffuse large B-cell (DLBCL), 
follicular, small lymphocytic/chronic lymphocytic leukemia/ (SLL/CLL), marginal zone, other 
lymphomas, and lymphomas where subtype was not specified/unknown (not otherwise specified 
[NOS]). Our study primarily included SLL rather than CLL (Morton et al. 2008). Other 
lymphomas consisted of mantle cell lymphoma, lymphoplasmacytic lymphoma, Burkitt 
lymphoma/leukemia, mycosis fungoides/Sézary syndrome, and peripheral T-cell lymphoma. We 
fitted WQS regression models separately for each of these groups to determine if the mixture 
effect varied by subtype using all 508 controls in each model.  
As a comparison to the WQS regression results, we also conducted single chemical analyses 
(one-by-one) for all of the data (adjusted for study site) and separately within each study site 
using study-site specific cutpoints based on the distributions among cases and controls 
combined. Models were adjusted for gender, age, race, and level of education. Odds ratios 
comparing each of the three highest quartiles to the first quartile of exposure were estimated for 
each individual chemical. Given the exploratory nature of these analyses, no adjustments were 
made for multiple comparisons. 
2.3  Results 
Characteristics of the study population are summarized overall and by study site in Table 2.1. 
The demographics were similar across the four sites, with the exceptions of race (varying from 
73% white in Los Angeles to 99% white in Iowa) and education (individuals with ≥16 years of 




Table 2.1: Characteristics of the NCI-SEER NHL study population overall and by study site. 
 All Sites 
(N = 1180) 
Detroit 
(N = 202) 
Iowa 
(N = 340) 
Los Angeles 
(N = 292) 
Seattle 
(N = 346) 
Characteristic n (%)  n (%) n (%) n (%) n (%) 
Case Status      
   Control 508 (43) 75 (37) 147 (43) 125 (43) 161 (47) 
   Case 672 (57) 127 (63) 193 (57) 167 (57) 185 (53) 
Agea (years) 60±11.2 58±11.3 61±11.4 60±11.2 59±10.8 
Sex      
   Male 631 (54) 114 (56) 181 (53) 163 (56) 173 (50) 
   Female 549 (47) 88 (44) 159 (47) 129 (44) 173 (50) 
Race      
   White 1033 (88) 164 (81) 336 (99) 213 (73) 320 (92) 
   Non-white 147 (12) 38 (19) 4 (1) 79 (27) 26 (8) 
Education       
   < 12 years 106 (9) 24 (12) 33 (10) 30 (10) 19 (5) 
   12-15 years 741 (63) 123 (61) 244 (72) 171 (59) 203 (59) 
   ≥ 16 years 333 (28) 55 (27) 63 (19) 91 (31) 124 (36) 
a Continuous variable summarized using mean ± standard deviation. 
The distribution of the pairwise Spearman correlations of the chemical concentrations was 
complex (see Appendix A, Figure A1), with pairwise correlations ranging from slightly negative 
(r = -0.15) to nearly perfect correlation (r = 0.99 for cis- and trans-permethrin). Of the 351 
unique pairwise correlations, 289 were significant (p < 0.05). Correlation among the PAHs 
ranged from 0.87 to 0.96 (all significant), and correlation among the PCBs ranged from 0.69 to 
0.91 (all significant). The correlation among pesticides was generally weaker (84% significant) 
with an interquartile range of 0.06 to 0.26. Median concentrations of PCBs were generally 
similar across the four sites, although the concentration distributions were more positively 
skewed in Detroit and Seattle than in Iowa and Los Angeles (see Appendix A, Figure A2). 
Chemical concentrations for the PAHs and pesticides varied considerably by site. Concentrations 
for all seven PAHs were elevated (higher than in other locations) in Detroit, while pesticide 
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concentrations were elevated in Iowa (e.g., carbaryl, 2,4-D, methoxychlor, and dicamba) and Los 
Angeles (e.g., γ-chlordane, trans-permethrin, diazinon, and propoxur) (data not shown).  
The WQS index for the overall study population was significantly associated with NHL (p = 
0.006, Table 2.2). More specifically, a quartile increase in the WQS index resulted in an increase 
of 1.30 (95% CI: 1.08, 1.56) in the odds of NHL in the overall study population. In the site-
specific analyses, odds ratios for a quartile increase in the Detroit (OR = 1.71; 95% CI = 1.02, 
2.92), Iowa (OR = 1.76; 95% CI = 1.23, 2.53) and Los Angeles (OR = 1.44; 95% CI = 1.00, 
2.08) indices were significantly associated with NHL. The ORs for each of the five WQS indices 
were generally robust to the analyte imputation (see Appendix A, Figure A3). Over the ten 
imputations, the average OR for a quartile increase in the WQS index for the study population 
overall was 1.25, while the average site-specific ORs were 1.38 for Detroit, 1.67 for Iowa, 1.61 
for Seattle, and 1.45 for Los Angeles. ORs were significant for only one imputation in Detroit, 
and four of the ten imputations in Seattle.  
Table 2.2: Associations between non-Hodgkin lymphoma and the weighted quantile sum 
regression index in the study population and in each study site. 
Parameter N Odds Ratioa (95% CI) p-value 
WQSF 1180 1.30 (1.08, 1.56) 0.006 
WQSD 202 1.71 (1.02, 2.92) 0.045 
WQSI 340 1.76 (1.23, 2.53) 0.002 
WQSL 292 1.44 (1.00, 2.08) 0.049 
WQSS 346 1.39 (0.97, 1.99) 0.071 
Abbreviations: F, full data set; D, Detroit; I, Iowa; L, Los Angeles; S, Seattle. 
a Estimated odds ratios are associated with a unit increase in the WQS index. All models are 
adjusted for gender, race, education, and age. The model for the study population (i.e., the full 
data set) was also adjusted for study site. 
The estimated chemical weights for each WQS index are shown in Table 2.3. Note that each 
weight would be 0.037 if all chemicals in the index received equal weight. The most heavily 
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weighted chemicals in the index for the overall data set were PCB 180 (weight w = 0.32), 
propoxur (w = 0.17), DDE (w = 0.08), γ-chlordane (w = 0.08), and benzo(k)fluoranthene (w = 
0.07). The weight for PCB 180 was more than eight times the weight expected if all chemicals 
were equal.  
Table 2.3: Weighted quantile sum regression index weightsa estimated in the study population 
and in each study site. 
Chemical 
Detroit 
(p = 0.045) 
Iowa 
(p = 0.002) 
Los Angeles 
(p < 0.049) 
Seattle 
(p = 0.071) 
All Sites 
(p = 0.006) 
PCB 105 0.01 0.07 0.03 0.01 0.02 
PCB 138 < 0.005 0.01 0.01 < 0.005 < 0.005 
PCB 153 < 0.005 0.01 0.12 0.07 0.02 
PCB 170 0.17 0.01 0.01 0.01 0.03 
PCB 180 0.18 0.02 0.01 0.14 0.32 
benz(a)anthracene < 0.005 < 0.005 < 0.005 0.09 < 0.005 
benzo(b)fluoranthene < 0.005 < 0.005 0.10 < 0.005 < 0.005 
benzo(k)fluoranthene < 0.005 < 0.005 0.30 0.01 0.07 
benzo(a)pyrene 0.07 0.04 < 0.005 0.03 0.06 
chrysene < 0.005 < 0.005 < 0.005 < 0.005 < 0.005 
dibenz(ah)anthracene < 0.005 0.03 0.03 0.01 0.01 
indeno(1,2,3-cd)pyrene 0.03 < 0.005 < 0.005 < 0.005 < 0.005 
α-chlordane 0.02 0.07 0.03 0.01 0.04 
γ-chlordane < 0.005 0.12 0.03 0.01 0.08 
carbaryl 0.01 < 0.005 0.03 0.01 0.01 
chlorpyrifos 0.01 0.02 < 0.005 < 0.005 < 0.005 
cis-permethrin 0.09 0.01 0.03 0.02 < 0.005 
trans-permethrin 0.06 < 0.005 0.01 0.09 0.03 
2,4-D 0.05 < 0.005 0.11 < 0.005 < 0.005 
DDE < 0.005 0.11 0.07 0.14 0.08 
DDT 0.01 < 0.005 0.01 0.01 < 0.005 
diazinon 0.01 < 0.005 < 0.005 0.02 < 0.005 
dicamba 0.09 < 0.005 0.06 < 0.005 < 0.005 
methoxychlor 0.12 0.01 < 0.005 < 0.005 < 0.005 
o-phenylphenol < 0.005 0.11 < 0.005 0.06 0.04 
pentachlorophenol < 0.005 0.06 < 0.005 0.09 0.01 
propoxur 0.05 0.30 0.01 0.16 0.17 
a p-value associated with the estimated weighted quantile sum regression index parameter given 
in Table 2.2. 
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The chemicals most heavily weighted in the index varied by site (Table 2.3). PCBs were more 
heavily weighted in the urban study sites of Detroit, Los Angeles, and Seattle, and pesticides 
were more heavily weighted in Iowa, an agricultural state.  PCB 180 was the most heavily 
weighted chemical in Detroit (w = 0.18), followed by PCB 170 (w = 0.17) and the 
organochlorine pesticide methoxychlor (w = 0.12). In Los Angeles, the PAH 
benzo(k)fluoranthene had the highest weight (w = 0.30), followed by PCB 153 (w = 0.12) and 
the herbicide 2,4-D (w = 0.11). In Seattle, propoxur had the highest weight (w = 0.16), followed 
by PCB 180 (w = 0.14) and DDE (w = 0.14). The pesticides propoxur (w = 0.30), γ-chlordane (w 
= 0.12), DDE (w = 0.11), and o-phenylphenol (w = 0.11) had the highest weights in Iowa. 
Chemicals that were highly weighted in more than one site included PCB 180 (Detroit and 
Seattle), propoxur (Iowa and Seattle), and DDE (Iowa and Seattle).  
The distributions of the weights for PCB 180, propoxur, and benzo(k)fluoranthene, three highly 
weighted chemicals, differed greatly across the sites (see Appendix A, Figure A4). Although 
PCB 180 was weighted prominently overall, and in Detroit and Seattle, the distribution of its 
weights was centered near 0 in both Iowa and Los Angeles. Benzo(k)fluoranthene had a 
distribution of weights with a median above 0 only in Los Angeles. The weights for propoxur 
were mostly distributed above 0 in Iowa, but had a median of 0 for Los Angeles. The 
distributions of weights for propoxur were similar in Seattle and the full study population. 
Of the 672 cases of NHL, 31% were classified as DLBCL, 23% as follicular, 10% as SLL/CLL, 
9% as marginal zone, 14% as other, and 13% as NOS. The distribution of cases across subtypes 
was similar for each site (data not shown). WQS regression results by subtype are shown in 
Table 2.4. ORs for a one quartile increase in the index were statistically significant for follicular 
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lymphomas (OR = 1.47; 95% CI = 1.08, 2.00), marginal zone lymphomas (OR = 2.06; 95% CI = 
1.25, 3.47), and the subtype other (OR = 2.26; 95% CI = 1.55, 3.34). 
Table 2.4: Associations between non-Hodgkin lymphoma subtypes and the weighted quantile 
sum regression index in the study population. 
Parameter Ncases Odds Ratio
a (95% CI) p-value 
WQSDLBCL 207 1.26 (0.94, 1.71) 0.128 
WQSFollicular 157 1.47 (1.08, 2.00) 0.014 
WQSSLL/CLL 67 1.26 (0.83, 1.93) 0.273 
WQSMarginalZone  61 2.06 (1.25, 3.47) 0.006 
WQSOther 91 2.26 (1.55, 3.34) < 0.001 
WQSNOS 89 1.32 (0.91, 1.92) 0.144 
Abbreviations: Ncases, number of cases; WQS, weighted quantile sum index; DLBCL, diffuse 
large B-cell; SLL/CLL chronic lymphocytic leukemia/small lymphocytic; NOS, not otherwise 
specified. 
a Estimated odds ratios are associated with a unit increase in the WQS index. Models are adjusted 
for gender, race, education, age, and study site. 
For the individual chemical analyses, the OR for the fourth vs. first quartile of exposure for each 
chemical is listed in Table A1 (Appendix A) for the overall analyses and in Table A2 (Appendix 
A) for the site-specific analyses. For the overall study population, PCB 180 was significantly 
associated with NHL (OR = 1.55; 95% CI: 1.11, 2.17 for the fourth vs. first quartile). 
Associations between NHL and the remaining PCBs were positive (ORs ≥ 1.20) but not 
significant (p-values ≤ 0.29). Additionally, although non-significant, the ORs for each of the 
PAHs were less than one. With respect to the pesticides, the highest quartiles of α-chlordane (OR 
= 1.40; 95% CI: 0.99, 1.98) and γ-chlordane (OR = 1.35; 95% CI: 0.95, 1.92) were positively 
associated with NHL, while fourth quartile levels of chlorpyrifos (OR = 0.73; 95% CI: 0.52, 
1.02), 2,4-D (OR = 0.70; 95% CI: 0.48, 1.03), and dicamba (OR = 0.74; 95% CI: 0.53, 1.04) 
were inversely associated with NHL. 
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In the site-specific analyses of individual chemicals (highest vs. lowest quartiles), PCB 180 was 
significantly associated with NHL in Detroit (OR = 2.87; 95% CI: 1.19, 6.91). In Iowa, 
associations were positive and significant for α-chlordane (OR = 2.18; 95% CI: 1.15, 4.14), γ-
chlordane (OR = 2.25; 95% CI: 1.20, 4.24), DDE (OR = 1.96; 95% CI: 1.05, 3.68), and propoxur 
(OR = 2.02; 95% CI: 1.09, 3.78); whereas associations were negative and significant for 2,4-D 
(OR = 0.36; 95% CI: 0.19, 0.68) and dicamba (OR = 0.48; 95% CI: 0.26, 0.90). In Los Angeles, 
benzo(k)fluoranthene was significantly associated with NHL (OR = 2.05; 95% CI: 1.04, 4.04). In 
Seattle, no significant positive associations were found, however propoxur (OR = 1.53; 95% CI: 
0.82, 2.85), DDE (OR = 1.53; 95% CI: 0.83, 2.84), and PCB 180 (OR = 1.53; 95% CI: 0.82, 
2.85) were nominally associated with NHL. Finally, 2,4-D (OR = 0.53; 95% CI: 0.29, 0.97) and 
dicamba (OR = 0.41; 95% CI: 0.22, 0.76) were both significantly inversely associated with NHL 
in Seattle. 
2.4  Discussion 
We used weighted quantile sum regression to model the association of a mix of 27 correlated 
environmental chemicals measured in house dust and risk of NHL in a case-control study in four 
study centers. We fitted site-specific WQS models and an overall WQS model. We found 
evidence of an increased risk of NHL associated with an increase in the quantile of the weighted 
chemical index in the overall study population and in each of the four study sites. These 
associations were statistically significant for the study population overall and for three of the four 
study centers (Iowa, Detroit, and Los Angeles), and marginally significant in Seattle.  
The most highly weighted chemicals in the overall WQS index were PCB congener 180, 
propoxur, γ-chlordane, and DDE. The chemicals most heavily weighted in the site-specific 
mixture indexes varied by site. Additional chemicals that were relatively highly weighted in site-
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specific models and associated with an increased risk of NHL included PCB 153 (Los Angeles), 
PCB 170 (Detroit), 2,4-D (Los Angeles), benzo(k)fluoranthene (Los Angeles), methoxychlor 
(Detroit), and o-phenylphenol (Iowa). 
By comparison, in single chemical analyses, only PCB 180 was found to be significantly 
associated with NHL in the study population overall, although γ-chlordane was marginally 
significant. In prior analyses of these data using a slightly different approach, γ-chlordane and 
DDE were both associated with significantly increased risks of NHL (Colt et al. 2005; 2006). 
PCB 180 was the only chemical significantly associated with NHL in analyses of individual 
chemicals in Detroit. In Iowa, α- and γ-chlordane, DDE, and propoxur were associated with 
significantly increased risk of NHL. Benzo(k)fluoranthene was the only chemical significantly 
associated with NHL risk in Los Angeles. There were no chemicals significantly associated with 
increased risk in Seattle. 
WQS regression highlighted some chemicals that were not significantly associated with NHL in 
prior analyses or by our single chemical analysis here. These included propoxur in the overall 
study population, and methoxychlor, o-phenylphenol, 2,4-D, PCB 153, and PCB 170 in 
individual study sites. These chemicals had weights that were several times greater than the 
value associated with equal weight for all chemicals. In addition, chemicals with non-negligible 
weights factor positively into the weighted quantile sum index and hence were part of the 
exposure term found to be significantly associated with NHL in the study population and in three 
of the four study sites.  
Generally, the results from our individual chemical analyses supported the WQS regression 
findings. The chemicals associated with a significant increase in risk of NHL by individual 
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chemical analyses were also selected as potential risk factors by WQS regression (received non-
negligible weights). These include PCB 180 (Detroit), propoxur (Iowa), benzo(k)fluoranthene 
(Los Angeles), and γ-chlordane (Iowa). However, WQS was able to place non-negligible weights 
on several additional chemicals that were not significantly associated with increased risk in 
individual chemical analyses. When considered individually, many of these chemicals had 
elevated ORs that may be potentially meaningful, but were not found to be significantly 
associated with NHL, likely due to a lack of power. For example, single chemical analysis for 
propoxur in the full study population resulted in an OR of 1.27 (95% CI = 0.90, 1.79; p-value = 
0.18) overall. WQS regression selected this chemical as a strong risk factor, giving it a 
substantial weight (0.17). In Seattle, the single chemical ORs for DDE (OR = 1.53; 95% CI = 
0.83, 2.84) and propoxur (OR = 1.53; 95% CI = 0.82, 2.85) were not significant, but these 
chemicals received WQS weights of 0.14 and 0.16, respectively. Additionally, WQS placed zero 
or negligible index weights on chemicals that were identified as having inverse associations with 
NHL in the one-by-one analyses, (e.g., diazinon and dicamba). 
Our findings also show that chemicals identified as important based on a site-specific WQS 
index may not be identified as important in an index derived from the full dataset. Similarly, 
chemicals identified as important in the index developed from the full dataset may not be 
identified as important in all site-specific indices. These differences are due in part to different 
concentration ranges across sites and overall (see Appendix A, Figure A2). The differences may 
also be due to different sources of these chemicals across study sites or differences in 
correlations with unmeasured exposures or other factors. For example, PAHs in Los Angeles 
may be correlated with benzene exposure from traffic and sources in Detroit may be different. 
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The results illustrate the importance of estimating site-specific weights when developing the 
chemical mixture index when multiple sites are simultaneously under study. 
The main strengths of this analysis are the evaluation of a broad range of environmental 
chemicals together in one modeling approach, the estimation of the association of a mixture of 
chemicals with NHL risk, and the estimation of mixture effects by study site. Previous studies 
have focused on effects of individual chemical exposures. We have used a statistical method that 
has been shown to have high specificity and adequate sensitivity in identifying important 
chemicals in regression models in simulation studies (Carrico et al. 2014). In simulation studies 
based on pairwise correlations of 11 phthalates in NHANES (2005-2008), WQS regression had 
greater accuracy in identifying the 7 of 11 truly important chemicals (i.e., chemicals set to be 
related to the outcome) correctly as the correlation of the exposures and the outcome increased 
from that observed (range of 0.03 to 0.08) to 3 times that observed (Carrico et al. 2014). It also 
showed an improvement in specificity over traditional ordinary regression and popular shrinkage 
methods (lasso, adaptive lasso and elastic net). WQS regression tends to place negligible weight 
on components with no correlation with the outcome. 
Single chemical analyses are subject to confounding because of the high degree of correlation 
among chemical exposure concentrations, but WQS regression allows one to consider exposure 
to several chemicals simultaneously while accounting for collinearity. Estimation of individual 
chemical weights enables the identification of potentially harmful chemicals while 
accommodating the complex correlation observed among exposures. Additionally, WQS 
regression has the advantage of the estimation of a mixture effect and its association with NHL. 
Because all potentially harmful chemicals (i.e., those receiving non-zero weights) contribute to 
the estimation of the WQS index, the OR corresponding to the index is interpretable as the 
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increase in risk associated with a quartile increase in the index of the mixture of chemicals, 
allowing for further inference and insight regarding the potentially harmful effects of exposure to 
these environmental chemicals.   
A limitation of WQS regression is that it cannot identify associations in different directions for 
the components of the index. However, chemicals in our analysis with inverse associations with 
NHL in the single chemical analyses were estimated to have negligible weight in the WQS index 
that had a positive association with NHL. A limitation of the risk analysis is the potential for 
exposure misclassification from the use of chemical concentrations in house dust as a measure of 
past exposures. Levels of chemicals in carpet dust do not indicate the source of the chemicals or 
when they entered the home, and do not reflect dietary ingestion. However, dust sampling has 
important advantages over questionnaire- and biologically-based approaches. Levels in dust are 
unaffected by difficulties or biases in recall of past activities, and by factors that may influence 
body burdens of chemicals such as age, body mass index, and disease status or treatment (Colt et 
al. 2005). Further, with the exception of the persistent organochlorine chemicals (e.g., PCBs, 
chlordane, and DDT), which are no longer in use, biological measures of many chemicals may 
reflect only recent exposures due to short half-lives in the body. Carpets act as long-term 
chemical repositories, and hence chemical concentrations in carpet dust may reflect integrated 
chemical exposure over the time the carpet was in the home, providing potentially more relevant 
exposure indicators than a biologic measure of recent exposure. Moreover, studies have found 
positive associations between chemical concentrations in dust samples and biomarkers of 
exposure including serum and house dust levels of PCBs (Knobeloch et al. 2012; Rudel et al. 
2008) and lead (Lanphear et al. 1998), and urinary and house dust levels of chromium (Stern et 
al. 1998).  
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Another potential limitation was the large number of nonparticipants. However, previous 
analyses of spatial variation in NHL risk based on eligible nonparticipants and participants in this 
study population did not substantially change results based on study participants only (Wheeler 
et al. 2011). Additionally, analyses of potential bias in NHL risk associated with census-tract 
educational level among eligible nonparticipants and participants found a negligible bias 
between 1% and 8% (Shen et al. 2008). Also, dust samples were collected only from study 
participants who owned most of their carpets for at least five years; therefore, concentrations 
may not be representative of cases and controls who moved or replaced their carpets within five 
years of the interview.  
2.5  Conclusions 
We applied weighted quantile sum regression to estimate the association between NHL and an 
index for 27 correlated environmental chemicals measured in residential carpet dust. The WQS 
method allowed us to make generalized inference about the chemical mixture effect and identify 
the individual chemicals most strongly associated with NHL while considering the correlation 
between compounds. Using WQS regression, we found a positive association between the 
chemical index and NHL in the overall study population and in each of the four study sites. The 
WQS analysis also implicated several chemicals as NHL risk factors that were not associated 
with NHL when evaluated individually. Our results demonstrate the importance of evaluating 







Assessment of Weighted Quantile Sum Regression for Modeling Chemical Mixtures and Cancer 
Risk 
3.1  Introduction 
The connection between environmental chemical exposures and human health/diseases (e.g., 
cancer) is a complex multi-dimensional problem that is of great interest to public health 
researchers. Further, exposure to environmental chemical mixtures varies across location and 
behavior patterns. For example, exposure patterns to polycyclic aromatic hydrocarbons (PAHs) 
from automobile exhaust in dense urban sites such as Detroit differ from those in rural, 
agricultural sites such as Iowa. However, there are many sources of PAHs besides automobile 
exhaust, and different sources may explain different levels across space. For example, PAH 
concentrations have been found to be associated with residence age (Whitehead et al., 2009, 
Whitehead et al., 2014). Some environmentally persistent chemicals such as polychlorinated 
biphenyls (PCBs) may be relatively similar in urban and rural areas. Total PCB levels have been 
found to be positively associated with percentage of developed land or population density and 
housing age (DellaValle et al., 2013). Regardless, exposure studies demonstrate complex 
correlation patterns among environmental chemicals that may vary across regions (Czarnota et 
al., 2014). 
Because individuals are exposed to multiple chemicals simultaneously, it is important to examine 
the relationship between chemical mixtures and disease risk. Our research focus is on developing 
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analysis strategies that incorporate larger sets of chemicals, which are more representative to 
actual human exposure. In such a higher-dimensional framework, some factors may increase 
risk, some may diminish risk, and others may have no effect on risk. The goal is to use an 
analysis strategy that most efficiently detects the signals and deemphasizes the noise in the data. 
Furthermore, we aim to develop and assess methods that accommodate site-specific exposure 
patterns and have the ability to accurately discern whether or not a chemical is associated with 
the outcome of interest. 
Through weighted quantile sum (WQS) regression (Carrico et al., 2014) we are able to estimate a 
body burden index within a set of correlated environmental chemicals, and further estimate the 
association between the index and an outcome of interest. Additionally, the estimated chemical 
weights allow us to make generalized inference concerning relative chemical importance. WQS 
regression is constrained to model associations between the outcome and chemicals that are in 
one direction (all non-negative or all non-positive), making it appropriate in a risk setting where 
the goal is to identify exposures that are positively associated with a health outcome. As such, 
WQS regression is designed for variable selection with less emphasis on risk prediction.  
Few existing studies of chemical exposure and disease risk have made efforts to consider the 
impact of spatially varying exposure patterns on the effect of a chemical mixture. One exception 
is Czarnota et al. (2014), where the authors take a site-specific approach in a preliminary effort to 
assess the effects of spatially varying exposure patterns among chemical mixtures on the risk of 
non-Hodgkin lymphoma (NHL). The objective in that work was to apply statistical methods to 
detect bad actors in environmental chemical mixtures while considering different exposure 
patterns based on geographic site. The focus here is on assessing through simulation studies the 
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accuracy of WQS regression in detecting subsets of chemicals associated with health outcomes 
(binary and continuous) in site-specific analyses and in non-site-specific analysis. We based the 
simulation study on data from the National Cancer Institute Surveillance Epidemiology and End 
Results Program (NCI-SEER) case-control study of NHL to achieve realistic exposure situations 
while setting which chemicals were truly associated with the health outcomes. For comparison, 
we also evaluated the performance of several penalized regression methods in correctly 
classifying chemicals as bad actors or unrelated to the outcome. 
3.2  Methods 
3.2.1  NCI-SEER Study Population 
The NCI-SEER NHL population-based case-control study design has been previously described 
(Colt et al., 2004, Wheeler et al., 2011). Briefly, the study was conducted in Iowa, Los Angeles 
County, and the metropolitan areas of Detroit (Macomb, Oakland, and Wayne counties) and 
Seattle (King and Snohomish counties). Eligible cases were aged 20-74 years, diagnosed with a 
first primary NHL between July 1998 and June 2000, and uninfected with HIV. In Seattle and 
Iowa, all consecutive cases were chosen. In Detroit and Los Angeles, all African American cases 
and a random sample of white cases were eligible for study, allowing for oversampling of 
African American cases. Of the 2,248 potentially eligible cases, 320 (14%) died before they 
could be interviewed, 127 (6%) were not located, 16 (1%) had moved away, and 57 (3%) had 
physician refusals. Of the 1,728 remaining cases, 1,321 (76%) participated. Controls were 
selected from Center for Medicare and Medicaid Services files (≥ 65 years) or the general 
population using random digit dialing (<65 years) and were frequency matched to cases by sex, 
age, race, and study site. Of the 2,409 potentially eligible controls, 2,046 were able to be located 
and contacted, and 1,057 (52%) of these subjects participated.   
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Computer-assisted personal interviews were conducted in the home of each participant. 
Interviewers asked about demographics including race and education, age of the home, housing 
type, the presence of oriental rugs, pesticide use in the home and garden, residential and 
occupational histories, and other factors. As described in detail (Colt et al., 2004, Colt et al., 
2005), dust was collected between February 1999 and May 2001 from vacuum cleaners of 
participants who gave permission (93% of cases, 95% of controls) and who had used their 
vacuum cleaner within the past year and owned at least half their carpets or rugs for 5 years or 
more (695 cases (57%), 521 controls (52%)). Dust samples from 682 cases (98%) and 513 
controls (98%) were successfully analyzed between September 1999 and September 2001. 
A total of 27 chemicals were measured in house dust (5 PCBs, 7 PAHs, and 15 pesticides). The 
PCBs were congeners 105, 138, 153, 170, and 180. The PAHs were benz(a)anthracene, 
benzo(a)pyrene, benzo(b)fluoranthene, benzo(k)fluoranthene, chrysene, dibenz(ah)anthracene, 
and indeno(l,2,3-cd)pyrene. The pesticides were α-chlordane, γ-chlordane, carbaryl, chlorpyrifos, 
cis-permethrin, trans-permethrin, 2,4-dichlorophenoxyacetic acid (2,4-D), DDE, 
dichlorodiphenyltrichloroethane (DDT), diazinon, dicamba, methoxychlor, o-phenylphenol, 
pentachlorophenol, and propoxur. Extraction and analysis were performed on 2-g aliquots of dust 
samples using gas chromatography/mass spectrometry (GC/MS) in selected ion monitoring 
mode. Concentrations were quantified using the internal standard method. Usual detection limits 
were: 20.8 ng/g of dust for α-chlordane, γ-chlordane, DDE, DDT, propoxur, o-phenylphenol, 
PAHs, and PCBs; 42-84 ng/g for chlorpyrifos, diazinon, cis-permethrin, dicamba, 
pentachlorophenol, and 2,4-D; and 121-123 ng/g for carbaryl and trans-permethrin. Changes in 
analytic procedures during the study resulted in increased detection limits for methoxychlor 
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(from 20.7 to 62.5 ng/g). A small proportion of samples weighing less than 2 g had detection 
limits that were higher than the usual detection limits. 
The laboratory measurements for the 27 analytes contained various types of ‘‘missing data,’’ 
primarily when the concentration was below the minimum detection level. To a lesser extent, 
missing data occurred when there was co-elution between the target chemical and interfering 
compounds. Chemical concentrations were assumed to follow a log-normal distribution, and data 
were imputed using a “fill-in” approach to create ten complete datasets for each of the 27 
analytes. Details about the imputation of analyte values have been published previously (Colt et 
al., 2004, Lubin et al., 2004). A total of 1180 participants had available measurements of all 27 
chemicals. Of these participants, 508 (43%) were controls and 672 (57%) were cases. With 
respect to study site, 202 (17%) were from Detroit, 340 (29%) from Iowa, 292 (25%) from Los 
Angeles, and 346 (29%) from Seattle. 
Our primary interest in the NCI-SEER NHL study is the chemical exposure patterns and the 
correlation structure of the exposures. As illustrated in Figure 3.1, the concentrations among the 
PCBs were similar across the four sites, while the concentrations of PAHs and pesticides varied 
considerably by site. More specifically, concentrations for all seven PAHs were notably elevated 
in Detroit, while elevated concentrations of pesticides were seen in Iowa (ex. 2,4-D and 

































































































































































































































































































































Figure 3.1: Distribution of chemical concentrations in the NCI-SEER NHL study for a) PCBs, b) PAHs, and c) 
Pesticides/Insecticides. 
  
















































































































































































































































































































































































































The site-specific distributions of the Pearson pairwise correlation coefficients among the log 
transformed concentrations are shown in Figure 3.2. The observed pairwise correlation patterns 
are complex, with correlations ranging from slightly negative to nearly perfectly correlated 
within all four sites. When examining the correlations by chemical group, we see that for each 
site, the PAHs and PCBs demonstrated a high degree of intragroup correlation. The pesticides 
generally exhibited lesser intragroup correlation, with the exception of the pairwise correlations 
between metabolites or analogues. For each site, correlation within chemical group is further 
illustrated in Figure 3.3, and summarized in Table 3.1. We see that the PCBs were most highly 
correlated in Los Angeles, with 75% of the intragroup correlations greater than 0.81. 
Additionally, we see that the correlation among the PAHs was most pronounced in Detroit 
(pairwise correlations ranging from 0.95 to 0.99) where PAH exposure was highest, and least 
pronounced in Los Angeles (Interquartile range (IQR) of 0.68 to 0.86), were PAH exposure 
concentration was lowest. As demonstrated by the NHL data, chemical exposure patterns may 
vary in both concentration and correlation across space, illustrating the need to consider site 
specific risk analyses in the context of environmental chemical exposure. 
Table 3.1: Correlations within chemical group by study site and across the full population in the 
NCI-SEER NHL study. 
 PCBs  PAHs  Pesticides/Insecticides 
 Median (Range)  Median (Range)  Median (Range) 
Detroit 0.76 (0.68, 0.89)  0.98 (0.95, 0.99)  0.20 (-0.09, 0.98) 
Iowa 0.76 (0.63, 0.93)  0.92 (0.80, 0.97)  0.17 (-0.07, 0.98) 
Los Angeles 0.84 (0.80, 0.95)  0.80 (0.63, 0.91)  0.14 (-0.06, 0.99) 
Seattle 0.78 (0.65, 0.95)  0.93 (0.81, 0.97)  0.16 (-0.10, 0.97) 






Figure 3.2: Distribution of Pearson pairwise correlation coefficients among chemical concentrations (on the log scale) by study site in 
the NCI-SEER NHL study 
 











































































































































































3.2.2  Simulation Study Design 
Using each of the four site-specific correlation structures for the 27 chemicals in the NCI-SEER 
NHL study, we generated data on a site-specific basis using the observed mean concentrations 
(from the log scale) and standard deviations, for each of the following three correlation patterns: 
1) 65% of the observed site-specific correlation structure (moderate correlation), 2) 30% of the 
observed site-specific correlation structure (mild correlation), and 3) 1% of the observed site-
specific correlation structure (near independence). We did not include the observed correlation 
patterns to generate data as the resulting correlation matrices were generally singular and could 
not be inverted. 
The following seven chemicals (one PCB, two PAHs, and four pesticides/insecticides) were set 
to be associated with the response variable: PCB180 (X5), benzo(k)fluoranthene (X8), 
benzo(a)pyrene (X9), 2,4-D (X19), DDE (X20), methoxychlor (X24), and propoxur (X27).These 
chemicals were chosen in an effort to represent a wide range of correlations between and among 
the bad actors and benign chemicals. Correlation within the seven selected chemicals ranged 
from -0.08 to 0.94, with a median correlation of 0.14. We also ensured that at least one chemical 
was selected from each chemical group in an attempt to capture the variation in exposure 
patterns across the study sites. PCB 180 was purposefully selected to represent the PCBs due to 
its known link to NHL. 
Given that chemical exposure patterns differed across site, the association with the outcome 
variable was assumed true only under the condition that the observed site-specific concentrations 
were high enough to have a health effect. More specifically, we assumed the association was true 
within a site if and only if more than 25% of the site-specific concentrations were higher than the 
overall median concentration. This condition was satisfied for each of the seven specified 
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chemicals in the Detroit, Iowa, and Seattle sites, and thus all seven of the specified chemicals 
were set to be associated with the response when simulating data. For the Los Angeles site, over 
75% of the observed concentrations for chemicals X8, X9, and X19 were below the overall 
median concentration. Therefore, only four chemicals (X5, X20, X24, and X27) were set to be 
correlated with the outcome in Los Angeles. 
For each correlation pattern we simulated data where the selected chemicals (i.e., the pre-
specified chemicals that satisfied the above condition) had a correlation of 0.1 with the response 
(weak association with outcome) as well as where the selected chemicals had a correlation of 0.3 
with the response (strong association with outcome). To simulate the analyses of case-control 
study data, we calculated a disease indicator for those subjects with the highest 30% of the 
simulated continuous response variable. 
We simulated 100 datasets for each set of conditions (correlation pattern and outcome correlation 
combination), with a sample size of N = 1000 for each site. The site-specific data sets were split 
into training and validation sets (50:50 split) and then concatenated to create an overall training 
and testing data set. Thus, the site specific sample size was N = 1000 (500 for estimation and 500 
for validation), while the overall sample size was N = 4000 (2000 for estimation and 2000 for 
validation). 
Data were simulated for each site based upon the site-specific observed mean vector (on the log 
scale) and covariance matrix. The continuous response variable y was assumed to be normally 
distributed with a mean of 0 and variance of 1, ( )~ 0,1 ,y N  for each site. We used a dampening 
parameter (0.65,0.30,0.01)k ∈   to diminish the site-specific correlations to 65%, 30%, and 1% 
of that observed using the equation ( ) ,j jk= − +R R I Iɶ   where jR  denotes the observed matrix 
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of correlations for site j, and 
jR
ɶ  is the corresponding diminished correlation structure. In order 
to simulate a data set ( )~ ,N ∑Y M  with a specified correlation structure for a continuous 
response variable, y, and predictors, 1 2, , , ,cx x x…  the following method was used according to 
Carrico et al. (2014): 
Let p = c + 1, and define 
p p×ρ  as the correlation matrix between and among y and the chemicals 
in .X  Let p p×∑  denote the corresponding covariance matrix, and define 1p×S  as the vector of 
standard deviations. Additionally, let 
1p×m  be the vector of observed sample means for the 
predictor variables and outcome y. We then define the matrix diag( ),=D S  a square matrix of 
dimension p× p with diagonal entries consisting of the standard deviations, and impose the 
desired correlation structure through the relationship between the correlation and variance given 
by .∑ = DρD  
Next, calculate the Cholesky decomposition, ,U  of the covariance matrix .∑  That is, calculate 
p p×U  such that ,p p p p× ×′∑ = U U  noting that calculation of the Cholesky decomposition requires 
that the covariance matrix be positive definite. Simulate ( )1~ ,i p pZ N ×0 I  for i = 1, …, n, and 
define [ ]1 .n′ =Z Z Z⋯  In other words, [ ]1, , ,n p n× =Z Z Z…  , where each row is p-variate standard 
normal. Let 1 1n p p n× × ×
′ =  M m 1  and define Y as .n p n p n p p p× × × ×= +Y M Z U  Here, Y is the newly 
generated data matrix with mean ( ) ( ) E( ) ,E E= + = + =Y M ZU M Z M  and variance 
Var( ) Var( ) Var( ) Var( ) Var( ) .′ ′= + = + = = = ∑Y M ZU M ZU U Z U U U  Thus, 
n p×Y  is 
distributed as ( , ).pN ∑M  
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3.2.3  Weighted Quantile Sum Regression 
The primary method of risk analysis used in this study was weighted quantile sum regression. 
The WQS approach estimates a weighted linear index in which the weights are empirically 
determined through the use of bootstrap sampling. The approach considers data with c 
components scored into quantiles that are reasonable to combine into an index and potentially 
have a common outcome. The weights are constrained be between 0 and 1 and sum to 1, 
reducing dimensionality and addressing issues that arise with collinearity. For this analysis, the c 
= 27 chemical concentrations were scored into quartiles (to reduce the influence of outliers in 
skewed distributions) denoted by qi, where { }0,1,2,3iq ∈  for i = 1 to c. For estimation of the 
weights, we split the simulated data into training and validation data sets of size Nt and Nv, 
respectively. A total of B =100 bootstrap samples of size Nt were generated from the training 
data and used to estimate the unknown weights wi that maximized the likelihood for b = 1 to B 








g w qµ β β
=
 
′= + + 
 
∑ z φ   (3.1) 








=∑   and 0 1iw≤ ≤  for i = 1 to c. In the above equation, wi 





=∑  represents a 
weighted index for the set of c chemicals of interest. Furthermore, z denotes a vector of 
covariates determined prior to estimation of the weights, and g  is a monotonic and differentiable 
link function that relates the mean, ,µ  to the predictor variables in the right hand side of the 
equation. For this analysis, we considered continuous and binary outcome variables, with 
identity and logit links for ,g  respectively. 
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For each bootstrap sample, the significance of the estimated vector of weights was evaluated 
through the significance (p ≤ .05) of 
1
ˆ ,β  which corresponds to the parameter estimate for the 
















= ∑  and Bn  is defined as the number of bootstrap samples in which 1β̂  was 
significant. Finally, the significance of WQS  was assessed using the validation data set and the 
model 
 ( ) 0 1 .g WQSµ β β ′= + + φz   (3.2) 
Simultaneous estimation of the unknown weights and parameters was achieved through the use 
of an optimization algorithm that maximized the nonlinear function in equation (3.1), subject to 








=∑  and the bounds [ ]0,1 .iw ∈   The nonlinear optimization was 
performed in R using the function solnp found in the package Rsolnp. The algorithm employed 
belongs to the class of indirect solvers, and implements the augmented Lagrange multiplier 
method with a sequential quadratic programming interior algorithm. 
For each of the 100 simulated datasets for each set of simulation conditions (correlation pattern 
and outcome correlation), we performed WQS regression on the full data set (adjusted for study 
location) and separately at each site. The ranks used in WQS regression were calculated within 
each site for the site specific analyses, and overall for the site adjusted analysis of the full data 
set. The process was performed twice, once using the continuous outcome variable, and once 
using the binary outcome variable. Therefore, for each set of conditions a total of five indices 
(four site-specific indices and one full-study index) were estimated for each outcome variable. 
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The median number of correctly and incorrectly selected chemicals was calculated for each of 
the five indices across the 100 simulated studies. A chemical was identified as selected if it 
received a weight of at least 0.05. The significance of the five estimated indices in their 
respective validation data sets was also examined. 
3.2.4  Comparison of WQS regression with lasso, adaptive lasso, and elastic net 
Modern methods that address collinearity and high-dimensionality (e.g., lasso, elastic net), have 
been demonstrated to be less accurate in the selection of potentially harmful chemicals compared 
with WQS regression (Carrico et al., 2014). To further assess the use of shrinkage regression 
models for evaluating effects of chemical exposures, we fitted lasso (Tibshirani, 1996), adaptive 
lasso (Zou, 2006), and elastic net (Zou et al., 2005) models to the 100 training data sets (of size 
Nt  = 500) for each set of conditions (correlation pattern and outcome association) for both the 
continuous and binary response variables. In an effort to most closely parallel the site-adjusted 
model used in the estimation of WQS weights in these overall data sets, indicator variables for 
site were included in the lasso, adaptive lasso, and elastic net models, but were not subjected to 
the penalty (i.e., these variables were forced to remain in the model). The penalized regressions 
were performed in R using the cv.glmnet and glmnet functions in the glmnet package (Friedman 
et al., 2010). For the lasso and adaptive lasso models, the tuning parameters were chosen using 
cross-validation and the one standard error rule (Breiman et al., 1984). For the elastic net models, 
a grid search was performed using cross-validation, with the elastic net mixing parameter 
allowed to vary from 0 to 1. 
For the lasso, adaptive lasso and elastic net methods, chemicals related to the outcome variable 
were identified as correctly chosen if they were retained in the model with a positive coefficient, 
while chemicals not related to the outcome variable were identified as incorrectly chosen if they 
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were retained in the model. The median and IQR for the number of correctly and incorrectly 
selected chemicals were reported, and the three methods were compared in terms of sensitivity 
and specificity. 
3.3  Results 
3.3.1  Sensitivity and specificity of WQS regression 
The median number of correctly and incorrectly chosen chemicals across 100 samples for each 
setting is displayed in Tables 3.2 and 3.3, respectively. When association with the outcome was 
strong (r = 0.3), the estimated weights for sites Detroit, Iowa, and Seattle performed at least as 
well as the weights estimated using the full data set, in terms of both sensitivity and specificity. 
Based on the weights for these three sites, WQS regression correctly chose all seven chemicals at 
least half of the time (median value) for both the continuous and binary responses, regardless of 
the correlation pattern among predictors. The weights estimated from the full study population 
also correctly chose all seven chemicals at least half of the time (median value), with the 
exception of the setting in which the correlation among predictors was strongest (65% of 
observed site-specific correlations) and the outcome was continuous (median of six correctly 
chosen chemicals). With respect to specificity, when outcome correlation was strong, the weights 
for sites Detroit, Iowa, and Seattle, and the weights for the full study population had a median 
value of zero incorrectly chosen chemicals at all settings. When association with the outcome 
was weak (r = 0.1), the weights estimated from the full data set may have slightly improved 
sensitivity, as the median number of correctly chosen chemicals for the overall analysis was 
often greater by one chemical (as compared to the median number correctly selected in Detroit, 
Iowa, and Seattle). This one chemical increase in sensitivity was seen across all correlation 
patterns for the binary outcome variable, and in the case of moderate correlation (65% of that 
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observed) among chemicals for the continuous variable. Similarly, the weights estimated from 
the full data set may have slightly increased specificity when outcome association was weak, as 
the site-specific weights tended to incorrectly choose one additional chemical. 
From the results for the Los Angeles site, all four chemicals were correctly selected at least half 
of the time for each setting, but the number of incorrectly chosen chemicals ranged from two to 
four across the different settings. Because fewer chemicals (four) were set to be associated with 
the outcome within this site, it may have been advantageous to define a criterion for chemical 
selection unique to this site. 
Table 3.2: Median [IQR] number of correctly chosen chemicals for the five WQS indices 
  
Weak Association with  
Outcome  
Strong Association  
with Outcome 
  Correlation Pattern  Correlation Pattern 
Cont. Outcome Max 0.65 0.30 0.01  0.65 0.30 0.01 
   WQSDetroit 7 5 [5,6] 6 [5,6] 6 [5,6]  7 [7,7] 7 [7,7] 7 [7,7] 
   WQSIowa 7 5 [5,6] 6 [5,6] 6 [5,6]  7 [7,7] 7 [7,7] 7 [7,7] 
   WQSLA 4 4 [3,4] 4 [3,4] 4 [3,5]  4 [4,4] 4 [4,4] 4 [4,4] 
   WQSSeattle 7 5 [5,6] 6 [5,6] 6 [5,6]  7 [7,7] 7 [7,7] 7 [7,7] 
   WQSFull 7 6 [5,6] 6 [6,7] 6 [6,6]  6 [6,7] 7 [7,7] 7 [7,7] 
Binary Outcome         
   WQSDetroit 7 5 [4,5] 5 [4,6] 5 [4,6]  7 [6,7] 7 [7,7] 7 [7,7] 
   WQSIowa 7 5 [4,5] 5 [4,6] 5 [4,6]  7 [7,7] 7 [7,7] 7 [7,7] 
   WQSLA 4 4 [3,4] 4 [3,4] 4 [3,4]  4 [4,4] 4 [4,4] 4 [4,4] 
   WQSSeattle 7 5 [4,5] 5 [4,5] 5 [4,5]  7 [6,7] 7 [7,7] 7 [7,7] 
   WQSFull 7 6 [6,6] 6 [6,7] 6 [6,7]  7 [7,7] 7 [7,7] 7 [7,7] 




Table 3.3: Median [IQR] number of incorrectly chosen chemicals for the five WQS indices 
  
Weak Association with  
Outcome  
Strong Association with  
Outcome 
  Correlation Pattern  Correlation Pattern 
Cont. Outcome Max 0.65 0.30 0.01  0.65 0.30 0.01 
   WQSDetroit 20 1 [0,2] 1 [1,2] 2 [1,3]  0 [0,0] 0 [0,0] 0 [0,0] 
   WQSIowa 20 1 [.75,2] 2 [1,2] 2 [1,3]  0 [0,0] 0 [0,0] 0 [0,0] 
   WQSLA 23 2 [1,3] 3 [2,3] 3 [2,4]  0 [0,0] 0 [0,0] 0 [0,0] 
   WQSSeattle 20 1 [0,2] 1 [1,2] 2 [1,2]  0 [0,0] 0 [0,0] 0 [0,0] 
   WQSFull 20 0 [0,1] 0 [0,1] 1 [0,1]  0 [0,0] 0 [0,0] 0 [0,0] 
Binary Outcome         
   WQSDetroit 20 2 [1,2] 2 [1,3] 3 [2,4]  0 [0,0] 0 [0,0] 0 [0,0] 
   WQSIowa 20 2 [1,3] 2 [1,3] 3 [2,3]  0 [0,0] 0 [0,0] 0 [0,0] 
   WQSLA 23 3 [2,3] 3.5 [2,4] 4 [3,5]  0 [0,0] 0 [0,1] 1 [0,1] 
   WQSSeattle 20 2 [1,3] 2 [2,3] 3 [2,4]  0 [0,0] 0 [0,0] 0 [0,0] 
   WQSFull 20 0 [0,1] 1 [0,1] 1 [1,2]  0 [0,0] 0 [0,0] 0 [0,0] 
Cont. Outcome denotes the continuous outcome variable  
In summary, WQS regression had good sensitivity and specificity at all settings for the site-
specific and overall analysis for both the continuous and binary outcome variable. Performance 
of the site-specific analyses was comparable to that of the overall analysis. We caution against 
overinterpretation of a one or two chemical difference in sensitivity and/or specificity, as any 
perceived improved performance for the overall analyses in comparison to the site-specific 
analyses may be a result of the 4-fold increase in sample size in the estimation data set for the 
index derived from the full study population. Furthermore, the results presented in this analysis 
are dependent upon chemical selection as defined by a minimum value of 0.05 for the estimated 
chemical weight. It was decided a priori that a chemical must receive at least 5% of the weights 
to be considered important. While this may be reasonably applied in practice, the method for best 
choosing a cut-off value is still an open area of research. The choice of cutoff value may be 
affected by number of chemicals, correlation structure, signal strength, etc.  
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With respect to chemical selection, we generally expect to see an increase in sensitivity and a 
decrease in specificity as the threshold weight for chemical selection is lowered. Figure 3.4 
shows modified receiver operating curves (ROC) for the three different correlation structures 
among the chemicals in the setting of weak association with the (a) continuous outcome and (b) 
binary outcome, with the cutoff weight for chemical selection varied. The true positive rate 
(sensitivity) was calculated as the average percentage of correctly selected chemicals across the 
100 simulations, and the false positive rate (1-sensitivity) was calculated as the average 
percentage of incorrectly selected chemicals across the 100 simulations. As the cutoff weight for 
chemical selection is lowered, we see an increase in both the average true and false positive rates 
as expected. The a priori chosen cutoff of 0.05 (i.e., 5% of the total chemical weights) performed 
well regardless of the level of correlation among chemicals or strength of association with 
outcome. When association with the continuous outcome was weak (Figure 3.4, left) the average 
false positive rate for the cutoff weight of 0.05 ranged from 2.3% to 4.5% across the correlation 
structures, while the average true positive rate ranged from 83.9% to 85.6%. Similarly, for the 
binary outcome (Figure 3.4, right) the average false positive rate for the cutoff weight of 0.05 
ranged from 2.6% to 6.3% across the correlation structures, while the average true positive rate 
ranged from 85.6% to 89.9%. Finally, when association with the outcome was strong (results not 
shown) the average false positive rate for the cutoff weight of 0.05 was at most 0.05%, while the 
average true positive rate was at least 92.6% across the three correlation structures and both the 





Figure 3.4: Modified receiver operating curves for the WQS index derived from the full study population with varying weight 
thresholds for chemical selection. The true positive rate was calculated as the average percentage of correctly selected chemicals (i.e., 
the average number of correctly selected chemicals divided by 7) over the 100 simulations, while the false positive rate was calculated 
as the average percentage of incorrectly selected chemicals (i.e., the average number of incorrectly selected chemicals divided by 20). 
The points on each line represent (from left to right) the average true and false positive rates for weight thresholds of 0.01, 0.05, and 
0.06. Diminishing factor refers to the level of correlation among the chemicals (i.e., the amount by which the observed chemical 
correlations were diminished).  
 




























































3.3.2  Distribution of WQS regression weights 
In practice, we also look at the distributions of the weights in deciding which chemicals are 
important. Figure 3.5 shows the distribution of the average weights across the 100 simulated 
samples for the seven chemicals assumed to be associated with outcome for each of the five 
indices. The plots focus on the setting in which there was weak correlation with the continuous 
outcome for (a) moderate correlation (65% of that observed) among chemicals, and (b) 
correlation diminished to 1% of that observed. For both correlation structures, WQS 
appropriately placed considerable weight on the true bad actors, and also placed negligible 
weight on chemicals uncorrelated with the outcome. The latter is demonstrated by the near zero 
weight placed on X8, X9, and X19 by the Los Angeles index. Also, as correlation among 
chemicals was diminished, reliability of the weights improved, as evident by the narrowed 
distributions in (b). 
When comparing the weights from the different indices, the index for Los Angeles tended to 
place greater emphasis on chemicals X5, X20, X24, and X27 compared with the other sites. This 
is likely due to the fact that these four chemicals were the only true bad actors in this site, and 
thus the weights as a whole were divided over fewer components. Additionally, the weights for 
the full study population analysis seem to demonstrate an averaging effect across the sites, as 
they appear to shift downward for the chemicals that were unassociated with outcome in Los 
Angeles (X8, X9, X19). For the chemicals associated with outcome in all four sites (X5, X20, 
X24, and X27), the weights estimated by the overall analysis were slightly higher than those 
estimated in site-specific analysis. This may be attributable to the increased power (greater 





a) Correlation among chemicals diminished to 65% of the observed site-specific correlation structures. 
  











































































































































































b) Correlation among chemicals diminished to 1% of the observed site-specific correlation structures 
Figure 3.5: Distribution of WQS index weights for the five WQS indices across the 100 simulated data sets for the seven chemicals 
weakly associated (r = 0.1) with the continuous outcome for a) moderate correlation (65% of that observed) among chemicals, and b) 
correlation among chemicals diminished to 1% of that observed. 
Note: Site 1 = Detroit, 2 = Iowa, 3 = Los Angeles, 4 = Seattle, F = full study population 
 
  










































































































































































When strongly correlated with the continuous outcome (data not shown), the findings were 
consistent with those discussed above, but the important chemicals (true bad actors) tended to 
receive higher average weights. With respect to the binary outcome (data not shown), the 
findings were again analogous. 
3.3.3  Power of WQS regression 
The estimated weights were applied to the validation data sets and significance was assessed 
through the 
1β̂  parameter. The results of the significance tests across the simulated data sets are 
summarized in Tables 3.4 and 3.5. The average parameter estimates were all positively 
associated with outcome, suggesting that increased body burden (as estimated by the WQS 
index) was associated with increased risk. Overall power increased, as expected, as the 
association with the outcome variable strengthened and correlation among chemicals diminished. 
Additionally, the indices estimated using the continuous outcome variable had greater power in 
comparison to those using the binary outcome variable. Finally, the indices for the Los Angeles 
site exhibited lower power in comparison to the other indices. This is likely because the set of 
predictor variables as a whole were contributing less information, as fewer chemicals were set to 
be associated with outcome. This became more pronounced, again as expected, when correlation 




Table 3.4: Summary of testing results for the five WQS indices across 100 simulated examples 
for the continuous outcome variable. 
 Weak Association with Outcome  Strong Association with Outcome 
Correlation 1β̂  95% CI % sig.   1β̂  95% CI % sig. 
65%         
  WQSDetroit 0.27 (0.11, 0.44) 91  1.00 (0.87, 1.13) 100 
   WQSIowa 0.29 (0.12, 0.46) 89  1.07 (0.94, 1.21) 100 
   WQSLA 0.18 (0.00, 0.35) 58  0.69 (0.55, 0.83) 100 
   WQSSeattle 0.31 (0.13, 0.50) 96  1.07 (0.93, 1.21) 100 
   WQSFull 0.30 (0.20, 0.40) 100   0.94 (0.87, 1.02) 100 
30%        
   WQSDetroit 0.39 (0.18, 0.60) 96  1.31 (1.16, 1.45) 100 
   WQSIowa 0.40 (0.18, 0.61) 99  1.35 (1.19, 1.51) 100 
   WQSLA 0.26 (0.06, 0.45) 75  0.87 (0.74, 1.00) 100 
   WQSSeattle 0.41 (0.15, 0.66) 94  1.35 (1.20, 1.50) 100 
   WQSFull 0.40 (0.29, 0.51) 100   1.19 (1.11, 1.27) 100 
1%        
   WQSDetroit 0.64 (0.32, 0.96) 99  1.91 (1.72, 2.11) 100 
   WQSIowa 0.62 (0.28, 0.97) 97  1.94 (1.74, 2.14) 100 
   WQSLA 0.44 (0.17, 0.70) 87  1.28 (1.05, 1.51) 100 
   WQSSeattle 0.66 (0.37, 0.96) 100  1.92 (1.74, 2.10) 100 
   WQSFull 0.58 (0.45, 0.72) 100   1.64 (1.51, 1.76) 100 
1β̂  is given as the average across 100 simulated data sets; CI denotes confidence interval;  




Table 3.5: Summary of testing results for the five WQS indices across 100 simulated examples 
for the binary outcome variable. 
 Weak Association with Outcome  Strong Association with Outcome 
Correlation  1β̂   95% CI % sig.   1β̂  95% CI % sig. 
65%        
   WQSDetroit 0.43 (0.07, 0.78) 61  2.00 (1.47, 2.53) 100 
   WQSIowa 0.45 (0.01, 0.89) 61  2.18 (1.70, 2.66) 100 
   WQSLA 0.25 (-0.14, 0.65) 28  1.28 (0.91, 1.64) 100 
   WQSSeattle 0.48 (0.06, 0.89) 67  2.16 (1.65, 2.66) 100 
   WQSFull 0.51 (0.31, 0.72) 100   1.99 (1.73, 2.26) 100 
30%        
   WQSDetroit 0.65 (0.19, 1.10) 84  2.81 (2.11, 3.52) 100 
   WQSIowa 0.64 (0.10, 1.17) 74  2.97 (2.34, 3.60) 100 
   WQSLA 0.35 (-0.08, 0.78) 31  1.70 (1.26, 2.14) 100 
   WQSSeattle 0.62 (0.08, 1.17) 74  2.97 (2.32, 3.62) 100 
   WQSFull 0.70 (0.45, 0.95) 100   2.67 (2.39, 2.96) 100 
1%        
   WQSDetroit 1.00 (0.29, 1.71) 84  4.82 (3.92, 5.72) 100 
   WQSIowa 0.97 (0.26, 1.67) 82  4.93 (3.95, 5.91) 100 
   WQSLA 0.68 (0.09, 1.27) 61  2.67 (1.95, 3.38) 100 
   WQSSeattle 1.03 (0.39, 1.67) 90  4.95 (3.95, 5.96) 100 
   WQSFull 1.10 (0.77, 1.43) 100   4.21 (3.70, 4.72) 100 
1β̂  is given as the average across 100 simulated data sets; CI denotes confidence interval;  
% sig. denotes the % of simulated examples in which 1β̂ was significant ( )0.05 .α =   
3.3.4  Comparison of WQS regression with lasso, adaptive lasso, and elastic net 
Lasso, adaptive lasso, and elastic net regression were performed on only the full study population 
for the both the binary and continuous outcomes for the six different simulation settings. The 
median number of correctly and incorrectly chosen chemicals for the lasso, adaptive lasso, 
elastic net, and WQS regression models across 100 samples are given in Tables 3.6 and 3.7. 
When the predictors were strongly associated with the outcome, WQS and the traditional 
shrinkage methods demonstrated a high degree of sensitivity for both the continuous and binary 
response variables, regardless of the level of correlation among predictors. For the continuous 
outcome, each of the shrinkage methods correctly selected all seven chemicals at least half of the 
time, while WQS regression correctly selected a median of at least six of the seven chemicals. In 
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the case of the binary outcome, each of the methods correctly chose all seven chemicals at least 
half of the time. 
When considering the setting of weak association among the predictors and the outcome, WQS 
regression correctly selected six of the seven chemicals at least half of the time, for both the 
continuous and binary outcomes, regardless of the level of correlation among the predictors. 
Similarly, the median number of correctly chosen chemicals for elastic net ranged between six 
and seven for both the continuous and binary response. In contrast, lasso and adaptive lasso 
demonstrated diminished sensitivity, with the median number of correctly chosen chemicals 
ranging from four to seven for the continuous outcome and three to five for the binary outcome. 
While the penalized regression models may have exhibited sensitivity that was comparable to 
that of WQS regression in several settings, the sensitivity of these traditional shrinkage methods 
was often overshadowed by their lack of specificity. WQS regression was highly specific, 
choosing at most a median of one incorrect chemical, regardless of the degree of correlation 
among predictors, and regardless of the strength of association with the response. In contrast, as 
correlation among the chemicals increased, the penalized regression methods demonstrated a loss 
of specificity. In particular, when the predictors were strongly associated with the response (both 
continuous and binary), the penalized regression models chose a median of at least 14 incorrect 
chemicals in the presence of moderate or mild correlation among chemicals. Most notably, the 
lasso and elastic net had a tendency to select almost all of the chemicals when the chemicals 
were moderately correlated, and strongly associated with the response. The relatively low 
specificity of these shrinkage methods appears to limit their role in risk evaluation of 
environmental chemical mixtures. 
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Table 3.6: Median [IQR] number of correctly selected chemicals for lasso, adaptive lasso, elastic 
net, and WQS regression for the full study population. 
 
Weak Association 
with Outcome  
Strong Association 
with Outcome 
 Correlation  Correlation 
Continuous Outcome 0.65 0.30 0.01  0.65 0.30 0.01 
   Lasso 7 [6,7] 4 [3,6] 5 [4,6]  7 [7,7] 7 [7,7] 7 [7,7] 
   Adaptive Lasso 6 [6,7] 4 [3,5] 5 [4,6]  7 [7,7] 7 [7,7] 7 [7,7] 
   Elastic Net 7 [6,7] 6 [5,7] 6 [5,7]  7 [7,7] 7 [7,7] 7 [7,7] 
   WQSFull 6 [5,6] 6 [6,7] 6 [6,6]  6 [6,7] 7 [7,7] 7 [7,7] 
Binary Outcome        
   Lasso 5 [3,6] 3 [0,5] 3 [0,5]  7 [7,7] 7 [7,7] 7 [7,7] 
   Adaptive Lasso 5 [4,6] 3 [1,5] 3 [2,5]  7 [7,7] 7 [7,7] 7 [7,7] 
   Elastic Net 7 [6,7] 7 [5.75,7] 6 [4,7]  7 [7,7] 7 [7,7] 7 [7,7] 
   WQSFull 6 [6,6] 6 [6,7] 6 [6,7]  7 [7,7] 7 [7,7] 7 [7,7] 
 
Table 3.7: Median [IQR] number of incorrectly selected chemicals for lasso, adaptive lasso, 
elastic net, and WQS regression for the full study population. 
 
Weak Association 
with Outcome  
Strong Association 
with Outcome 
 Correlation Correlation 
Continuous 
Outcome 
0.65 0.30 0.01 0.65 0.30 0.01 
 Lasso 7 [4,10] 0 [0,0.25] 0 [0,0] 20 [19,20] 18 [17,19] 0 [0,0] 
 Adapt. Lasso 4 [2.75,6] 0 [0,0] 0 [0,0] 17 [17,18] 14 [13,16] 0 [0,0] 
 Elastic Net 8 [5,11] 0.5 [0,5] 0 [0,1] 20 [19,20] 18.5 [18,19] 0 [0,0.25] 
 WQSFull 0 [0,1] 0 [0,1] 1 [0,1] 0 [0,0] 0 [0,0] 0 [0,0] 
Binary  
Outcome       
 Lasso 2 [0,7] 0 [0,0] 0 [0,0] 19 [19,20] 16 [15,17] 0 [0,1] 
 Adapt. Lasso 2 [1,4] 0 [0,0] 0 [0,0] 16 [15,16.25] 11 [9,13] 0 [0,0] 
 Elastic Net 10 [5,20] 5 [0,20] 0.5 [0,20] 19 [19,20] 18 [16,19]  1 [0,2] 
 WQSFull 0 [0,1] 1 [0,1] 1 [1,2] 0 [0,0] 0 [0,0] 0 [0,0] 
3.4  Discussion and Conclusion 
WQS regression demonstrated good sensitivity and specificity for both site-specific models and 
the full study population model across a variety of conditions considered in this study. WQS 
adequately detected important predictors, while simultaneously placing negligible weight on 
chemicals unassociated with outcome, for both continuous and binary response variables. 
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Additionally, the WQS index was significantly and positively associated with the outcome when 
tested in the validation data sets, and generally demonstrated good power. Results improved as 
correlation among chemicals diminished and association with the outcome strengthened. In 
comparison to the shrinkage regression methods of lasso and elastic net, WQS performed well 
for sensitivity and specificity, while the lasso and elastic-net models exhibited good sensitivity 
but poor specificity. The shrinkage methods had a tendency to incorrectly identify a large 
number of components, especially in the case of strong association with the outcome. This 
suggests that these methods may be limited for use in risk assessment, as they are unable to 
discern which chemicals are unassociated with health risk. 
The WQS index weights for the full study population demonstrated an averaging effect, 
suggesting that chemical weights estimated in an overall analysis may not be representative of 
the true bad actors within a site. Three chemicals were deemed unassociated with outcome in the 
Los Angeles site, as they were not present in high enough concentrations to satisfy the imposed 
definition of health risk. The overall analysis consistently identified these three chemicals 
unassociated with outcome in Los Angeles as bad actors. While this is representative of the data 
as a whole (these chemicals were set as truly bad actors in three of the four sites), it is not an 
accurate representation of the chemicals posing risk in Los Angeles. Additionally, the average 
weights assigned to these three chemicals by the index in the full study population were lower in 
comparison to the weights assigned by the indices in Detroit, Iowa, and Seattle. The non-
association in Los Angeles therefore seems to result in an underestimation (by the full index) of 
the importance of these chemicals in the sites in which they truly were bad actors. 
With the goal of identifying chemicals that pose a significant health risk, it is of great importance 
to consider the toxicological principle that “the dose makes the poison,” especially given that 
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exposure patterns are spatially varying. Although a chemical may not be present in high enough 
concentrations to pose a health risk in one location, it may still pose a significant health risk at 
other locations. Though limited, these simulation studies suggest that use of an overall index may 
overstate the importance of a chemical in sites where the concentration is too low to constitute 
risk, and may understate the importance of a chemical in locations where it is present in 
concentrations that are high enough to adversely affect health. 
The simulation studies conducted in this analysis were largely reflective of the exposure patterns 
observed in the original NCI-SEER NHL study, incorporating the exposure concentrations and 
the complex correlation among chemicals on a site-specific basis. However, simulation of the 
data utilized Cholesky decomposition, which required that the covariance matrices be positive 
definite. As a result, the simulations only incorporated (at most) 65% of the observed correlation 
structures, as the covariance matrices became singular if they were any less diminished. Other 
studies have used methods such as ridging to allow the correlation to be preserved or even 
inflated (Carrico, 2013), which should be considered in future work. We expect that as 
correlation among chemicals increases, one will encounter cases in which WQS may not perform 
as well as was seen in this study. Finally, in the general context of risk assessment, it is a 
limitation that the observed chemical concentrations in the NCI-SEER NHL study were external 
measures of exposures, as what is found in house dust may not be truly reflective of an 







Evaluating Geographically Weighted Regression Models for Environmental Chemical Risk 
Analysis 
4.1  Introduction 
Humans are exposed to mixtures of chemicals that may be influential for cancer risk. For 
example, risk of non-Hodgkin lymphoma (NHL) is suspected to be associated with several 
chemicals through environmental or occupational routes of exposure, and geographic variation in 
NHL rates suggests the importance of environmental risk factors (Hartge et al. 2006). Positive 
associations have been found with persistent organochlorine chemicals, including 
polychlorinated biphenyls (PCBs) (Engel et al. 2007), particularly PCB congener 180 (Colt et al. 
2005; De Roos et al. 2005; Morton et al. 2008), and dichlorodiphenyldichloroethylene (DDE) 
(Colt et al. 2005; Engel L et al. 2007). 
Environmental exposure patterns are typically complex with inherent correlations among co-
occurring chemicals or their metabolites (Czarnota et al., 2014). For example, many PCB 
congeners exhibit a high degree of correlation. Important questions in the analysis of mixtures 
include whether and how the health effect of one chemical should be adjusted for other 
chemicals present, even when those chemicals are highly correlated. Furthermore, the 
relationship between environmental chemicals and health effects (e.g., cancer risk) is not always 
constant across a study area (Czarnota et al., 2014). Exposure levels may be different spatially 
due to environmental factors. For example, pesticide levels measured in house dust may be 
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higher in agricultural communities (e.g., in Iowa) or those in temperate climates where more 
pesticides are applied throughout the year (e.g., Los Angeles) compared to urban locations (e.g., 
Detroit). Acknowledging the principle that “the dose makes the poison”, the risk of adverse 
health effects such as NHL is greater in regions where exposure is higher. Thus, environmental 
health models that account for these spatially changing exposure/risk regions can be informative.  
Models with spatially varying coefficients include geographically weighted regression (GWR; 
Fortheringham et al, 2002), which is similar to local linear regression (e.g., Cleveland, 1979; 
Hastie et al., 2001; Loader, 1999) in that both methods use a kernel function to calculate weights 
that are applied to observations in a series of local weighted regression models. One issue with 
GWR is that GWR models have been found to be impacted by local collinearity (Wheeler and 
Tiefelsdorf, 2005; Wheeler, 2007; Wheeler and Calder, 2008; Wheeler, 2009; Páez et al., 2011). 
Local collinearity in weighted explanatory variables can lead to GWR coefficient estimates that 
are correlated locally and across space, have inflated variances, and are at times counterintuitive 
and contradictory in sign to the global regression estimates, i.e., evidence of the reversal paradox 
(Wheeler, 2007; Tu et al, 2008).  
To illustrate, Wheeler and Tiefelsdorf (2005) highlighted the issue of collinearity in GWR in a 
simple model to explain white male bladder cancer mortality rates (1970-1994) in the 508 State 
Economic Areas (SEA) of the US. Their model consisted of two explanatory variables: 
population density, a proxy for environmental and behavioral differences in urban/rural life, and 
lung cancer mortality rates, a proxy for the risk factor smoking, a known risk factor for bladder 
cancer. These two variables had a global correlation estimate of -0.59; however, local correlation 




as approximated from their Figure 4), with strongest inverse association in parts of the 
Northeastern and Midwestern US (their Figure 3). The resulting maps of GWR coefficients for 
population density and the smoking proxy showed a clear inverse map pattern. When the local 
smoking proxy parameter was high (primarily in the West and Northeast), the local population 
density parameter was negative. When the local smoking proxy parameter was negligible, the 
population density parameter was large and positive (primarily in the Midwest and Southeast). 
As noted by Wheeler and Tiefelsdorf (2005), the important question is whether this 
complementary relationship in the parameters is real, meaningful, and interpretable, or an artifact 
of the statistical method. The natural research question is whether such inverse patterning in 
regression coefficients is an example of the reversal paradox (Tu et al, 2008) due to strong local 
correlations between the two variables. 
According to the reversal paradox, the association between two variables can be reversed, 
diminished, or enhanced when another variable is statistically controlled for (Tu et al, 2008). For 
example, consider two explanatory variables, 1x  and 2x , where the bivariate correlation between 
1x  and y  is 0.2, and between 2x  and y  is 0.1. Figure 4.1 presents the standardized beta 
coefficients in the multiple regression model 0 1 1 2 2.x xµ β β β= + +  As the correlation between 
the variables increases, the regression coefficient associated with 1x  increases and the coefficient 
associated with 2x  becomes large and negative – which could lead to a misleading interpretation 
of the association between 2x  and y . Use of statistical models with correlated data may produce 





Figure 4.1: Standardized partial regression coefficients in a multiple regression model with two 
variables. 
Note: ( ) ( )21 1 12 2 121y yβ ρ ρ ρ ρ= −−  and ( ) ( )22 2 12 1 12 ,1y yβ ρ ρ ρ ρ−= − where the bivariate 
correlation between the predictor variables and y are set as
1 0.2yρ =  and 2 0.1,yρ =  respectively. 
To address the issue of collinearity with GWR and limit its effects, the geographically weighted 
lasso (GWL) adds a constraint on the magnitude of the estimated regression coefficients 
(Wheeler, 2009). GWL also performs local model selection by potentially shrinking some of the 
estimated regression coefficients to zero in some locations of the study area – thereby, 
diminishing the adverse effects of the correlation pattern. However, when accurate variable 
selection is the focus of the analysis, such a strategy makes it difficult to determine whether a 
variable was excluded from the model due to a lack of association with the outcome or due to its 
correlation with variables in the model. 
Our objective in this paper is to evaluate the impact of collinearity on the geographically 




context. We use a simulated dataset where the truth is known, and further assess the ability of 
GWL to control collinearity effects, such as the reversal paradox, when the effects of correlated 
environmental chemicals are of interest. We begin by describing the process used to simulate 
data that we propose are environmentally relevant – i.e., regions with low exposure and regions 
with higher exposures and where different chemicals may have related exposure patterns but not 
necessarily the same association with a health effect of interest. We conduct GWR and GWL 
analyses in a scenario with independent chemicals and a scenario with correlated chemicals. 
4.2  Methods 
4.2.1  Simulating spatially varying exposure and dose-dependent association with an 
outcome 
Consider the scenario in which there are three predictor variables (e.g., environmental chemicals) 
that vary over space in a study area (Figure 4.2). We assumed that the first predictor variable, 
1,x  was present at high enough levels to be associated with an increase in the mean response in 
the upper region of the study area, while present only at background levels where there is no 
increase in mean response in the lower region of the study area. Furthermore, we assumed that 
both 2x  and 3x  were present at uniform levels across the study area, and that 2x  was not related to 
the response variable, while the relationship between 3x  and the response was moderate. 
Additionally, we considered two cases for the relationships among the predictor variables: case 
1, where the predictor variables were independent (i.e. multivariate normal with zero 
correlation); and case 2, where the predictor variables were correlated (i.e., 12 0.7,ρ = 13 0.3ρ =  
and 23 0ρ = ). We used a unit grid as the study area, and divided the grid into three equal sized 
rows. A total of 500 locations were randomly generated inside the study area, and locations 




locations falling in the lower 2/3 of the study area were defined as belonging to region 2
( )2 340 .n =  
For each case, multivariate normal data were simulated separately for region 1 and region 2. We 
assumed that the levels of 1x  were highest in region 1 (mean of 3) and negligible in region 2 
(mean of 0.1). We further assumed that the mean of both 2x  and 3x  was constant (mean of 0.1) 
across the entire study area. In the case of independence, an identity matrix was used for the 
covariance, while for the correlated case, the aforementioned correlation pattern was imposed. 
To simulate the corresponding mean related to the three predictor variables, we used the 
following nonlinear threshold model: 
 0 1 1 1 2 2 3 3( )x x x xµ β β δ β β= + > + +   (4.1) 
with parameters defined as 0 2 0,β β= =  1 2,β =  3 1,β =  and 2.δ =  The response variable, y, 
was generated by adding a standard normal error term to the mean. Using this model, we 
imposed that 1x was active in region 1 and inactive in region 2. More specifically, we allowed 1x to 
be present at high enough levels to be associated with an increase in mean response in region 1, 
while present only at background levels (i.e., less than the threshold) and not associated with the 
mean response in region 2. This specification effectively removed 1β  from the model in region 
2, with 1 0β = for almost all of the locations in region 2 for both the correlated and uncorrelated 
case. The parameter 1β  was equal to 2 in the majority of locations in region 1. Hence, there was 
a simple spatially varying relationship for 1x  and the outcome variable. Finally, we imposed that
2x  was not related to the response variable, while the relationship between 3x  and the response 




generated for each case and results are later presented aggregated over the 100 simulated data 
sets. 
4.2.2  Geographically weighted regression 
In GWR, the spatial coordinates of data are used in the calculation of distances that are input into 
a kernel function to determine weights for spatial dependence between observations. Local 
regression models are related through sharing data, but the dependence between regression 
coefficients at different locations is not specified. For example, consider n observations 
measured at different locations. The GWR model at location i is: 
 ,
i i i i
y = +βX ε   (4.2) 
where
i
y is the dependent variable at location i, 
i
X  is the row vector of explanatory variables at 
location i, 
i
β  is the column vector of regression coefficients at location i, and
i
ε is the random 
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where X is the design matrix of explanatory variables; iW  is the diagonal weights matrix that is 
calculated for each location i and applies weights to observations j = 1, …, n; and y is the vector 
of dependent variable values. Examples of kernel functions for defining the weight matrix 
include the Gaussian function, the bi-square nearest-neighbor function, and the exponential 
function, used herein. The weight from the exponential kernel function between any location j 
and the model location i is calculated as 











where dij is the distance between locations i and j and φ  is the kernel bandwidth parameter. 
4.2.3  Geographically weighted lasso 
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where lambda controls the amount of shrinkage of the regression coefficients, the value of which 
is chosen through algorithms such as LARS (Efron et al, 2004) to find the lowest root mean 
square prediction error (RMSPE). Wheeler (2009) extended lasso to a geographically weighted 
version by defining a weighted X matrix as  
 1/2
W i=X W X   (4.6) 
and estimating a lasso model with the LARS algorithm corresponding to each of the ith locations, 
i = 1, …, n.  
4.2.4  Evaluation of models 
The focus of the study was to determine whether the methods were able to correctly detect a 
strong relationship between 1x and the mean response ( )1 2β =  in the upper third of the study grid 
and a moderate but uniform relationship between 3x  and the mean response ( )3 1β =  over the 
entire study area. Additionally, we were also interested in whether or not the methods can 
correctly discern that there is no relationship between 1x and the mean response in the lower 2/3 
of the study grid, and no relationship between 2x  and the mean response over the entire study 




patterns in the coefficients, we started by mapping the average of the coefficient estimates at 
each location over the study area for both methods.  
For each model we calculated the root mean squared error (RMSE) from estimation, the root 













−= ∑    (4.7) 


















iy is the predicted value of observation i with location i left out of the estimation data set. 
We then described these summary statistics using the median and IQR over the 100 simulations. 
To evaluate the performance of GWL in terms of variable selection, the percentage of coefficient 
estimates that were positive, negative, or zero were calculated by region for each simulated data 
set. We summarized the results across the simulated examples using medians and interquartile 
ranges (IQR). Because GWR does not perform variable selection, we calculated the percentage 
of coefficient estimates that were positive and negative within each region. Additionally, in an 
effort to further evaluate the performance of GWR, we approximated the variance of the 
estimated GWR regression coefficients and created confidence intervals for the estimates at each 
location based on 1 and 2 standard errors (i.e., ( )ˆ ˆSEij ijβ β±  and ( )ˆ ˆ2SE ,ij ijβ β±  for the i = 1, …, 
n locations, and j = 0, …, k parameters). The estimates were then classified as positive, if the 




(negligible) if the confidence interval contained zero. The covariance of the estimated regression 
coefficients was approximated (Wheeler, 2014) as 
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where the estimated error variance, 
2ˆ ,σ  is given as 
 ( ) ( ) ( )( )( )22
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with the ith row of the hat matrix defined as  
 ( )
1
.T Ti i i i
−
=H X X W X X W   (4.11) 
4.3  Results 
The average observed concentration levels across the 100 simulated examples are plotted over 
the study area for each case in Figure 4.2, where we see that the average levels of 2x and 3x are 
uniform over the study area, while the mean level for 1x is higher in region 1 (the upper 1/3 of the 
grid space) as desired. The observed means for both the predictor and response variables are 
consistent with the study design, and are summarized by case and region in Table 4.1. The 
observed correlation patterns were also consistent with the study design (results not shown). 
Table 4.1: Average predictor and response values across the 100 simulated data sets for the cases 
of independent chemicals (case 1) and correlated chemicals (case 2). 
  X1  X2  X3  Y 
Case 1         
   Region 1  3.00  0.11  0.09  5.63 
   Region 2  0.10  0.11  0.10  0.23 
Case 2         
   Region 1  3.00  0.11  0.11  5.62 






Case 1: Independence 
 
Case 2: Correlation 
Figure 4.2: Plots of average simulated concentration values across 100 simulated data sets over a 
square study area for two scenarios: independent chemicals (case 1) and correlated chemicals 
(case 2). 
The summary statistics across the 100 data sets are listed in Table 4.2. GWL outperformed 
GWR in terms of RMSPE in the uncorrelated case, while in the correlated case GWL 
outperformed GWR in terms of both RMSPE and RMSE, with a greater improvement for 

















Table 4.2: Median (IQR) of summary statistics for GWR and GWL models across the 100 




Pairwise plots of the average regression coefficients are shown in Figure 4.3. Correlation in the 
parameter estimates is evident for both GWR and GWL in the case of independence and in the 
case of correlated chemicals. In the uncorrelated case, the relationship is most pronounced 
between the intercept and 1β  parameters (denoted by b0 and b1, respectively). In the correlated 
case, there is a noticeable pattern among all of the parameter estimates, with a strong linear 
relationship evident between the estimates for 2β  and 3β  (denoted by b2 and b3, respectively). 
While GWL breaks up some of the strong correlation among the parameter estimates that is 
evident in GWR, strong relationships are still present between many of the regression 
coefficients. 
  RMSPE  RMSE  R2 
Case 1          
   GWR  1.4 (1.4, 1.5)  1.0 (1.0, 1.2)  0.9 (0.9, 0.9) 
   GWL  1.2 (1.1, 1.2)  1.1 (0.7, 1.2)  0.9 (0.9, 1.0) 
Case 2          
   GWR  1.4 (1.4, 1.5)  1.2 (1.0, 1.2)  0.9 (0.9, 0.9) 





Case 1: Independence (GWR left, GWL right) 
 
Case 2: Correlation (GWR left, GWL right) 
Figure 4.3: Pairwise plots of average regression coefficients across the 100 simulated data sets 
for the cases of independent chemicals (case 1) and correlated chemicals (case 2) for GWR and 
GWL. 
As demonstrated in the boxplots of the averaged regression coefficients from the models for the 
100 simulated datasets (Figure 4.4), GWR appears to accurately capture the importance of 1x  in 
region 1, with distributions centered around 2 for the 1β  estimates in both the independent and 
correlated case. However, we also see that GWR overstates the importance of 1x  in region 2, 
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with distributions centered above zero for the 1β  estimates regardless of the relationship among 
the predictor variables. Furthermore, GWL performs shrinkage as expected, demonstrated by the 
frequent reduction in the magnitude of the parameter estimates when comparing GWR to GWL. 
However, in both the independent and correlated case, GWL often understates the importance of 
1x  in region 1 and overstates its importance region 2, with distributions for the 1β  estimates 
centered below 2 in region 1 and around 1 in region 2. 
 






GWR: Region 1 GWL: Region 1













Case 2: Correlation (GWR left, GWL right) 
Figure 4.4: Boxplots of average GWR and GWL regression coefficients across 100 simulated 
datasets for the two study regions for the cases of independent chemicals (case 1) and correlated 
chemicals (case 2). 
The GWR and GWL regression coefficient estimates from the 100 simulated datasets were 
averaged at each location and plotted in Figure 4.5. The coefficient maps reveal a high degree of 
correlation between the GWR estimates of 0β  and 1β  in both the independent and correlated 
cases. This strong negative relationship is also evident in the pairwise scatter plots of the 
regression coefficients (Figure 4.3). Similarly, correlation in the intercept and 1β  is also 
apparent in the GWL models, although the correlation between the estimates is not as strong and 






GWR: Region 1 GWL: Region 1












correlated cases, GWR and GWL correctly identified region 1 as the area of highest activity for 
1x  but tended to over-smooth the effect into the upper part of region 2 (i.e., the second row of the 
grid space). GWL also tended to over-shrink the parameter estimates for 1β  in region 1, thereby 
underestimating the effect of 1x  in the region of activity. 
 
Case 1: Independence (GWR top panel, GWL bottom panel) 















Case 2: Correlation (GWR top panel, GWL bottom panel) 
Figure 4.5: Average GWR and GWL regression coefficient estimates over 100 simulated 
datasets for the cases of independent chemicals (case1) and correlated chemicals (case 2). 
When considering the estimated 2β  coefficients, GWR appears to identify several clusters of 
positive and negative associations in the independent case, while in the case of correlation, it 
finds a positive association in region 1 and a negative association in region 2, likely a reflection 
of the high degree of correlation between the predictors 1x  and 2x . Although the estimates are 
small in magnitude, it is clear that GWR is identifying artificial patterns in the 2β  regression 
coefficients. In contrast, the maps of the GWL estimates for 2β  demonstrate little to no 
systematic patterning in both the correlated and uncorrelated case, suggesting that GWL is able 
to break up some the artificial patterning seen in the GWR estimates 2.β  
Finally, with respect to 3β , GWR appears to incorrectly identify several clusters of a stronger 
positive relationship between 3x  and the response variable in the uncorrelated case. Furthermore, 
in the correlated case, GWR incorrectly identifies a strong spatial pattern in the 3β  estimates, 













with region 1 appearing to be an area of high activity. The similarity in the GWR coefficient 
maps of 2β  and 3β  (Figure 4.5) reflects the strong linear positive relationship demonstrated in 
the pairwise plots of the estimated GWR regression coefficients in the correlated case (Figure 
4.3). The artificial spatial pattern in the GWR estimates of 3β  parallels the true spatial variation 
in 1β , and is likely induced by the correlation among 1x  and 3.x  In contrast, GWL is able to 
reduce the correlation between the 2β  and 3β  estimates, and appears to correctly identify the 
uniform moderate relationship between 3x  and the response regardless of the relationship among 
the predictor variables. 
The percentage of positive and negative GWR coefficient estimates are summarized by region 
for each correlation case in the upper half of Table 4.3. We see that across the simulated data 
sets, the GWR estimates of 1β  were positive nearly 100 percent of the time in region 1 and 2 for 
both the independent and correlated cases. This is further evidence that GWR overstates the 
importance of 1β  in region 2. When considering 2 ,β  53% of the GWR estimates in regions 1 
and 2 were negative in the case of independence for at least half of the simulated data sets, while 
28% and 77% of the GWR estimates in regions 1 and 2, respectively, were negative in the case 
of correlation. Given that 2x  has no relationship with the outcome in the simulated data, we 
suspect the presence of the reversal paradox, which could lead to incorrect inference about the 
impact of this predictor. 
Similarly, as shown in the lower half of Table 4.3, the GWL estimates of 1β  were positive 
nearly 100 percent of the time in region 1 and 2, for both the independent and correlated cases. 




region of inactivity. Furthermore, in at least half of the simulated examples, 17% and 35% of the 
GWL estimates of 3β  in regions 1 and 2, respectively, were zero in the case of independence, 
and 15% and 35% of the estimates of 3β  in regions 1 and 2, respectively, were zero in the case 
of correlation. Given that 3x  is moderately positively associated with the outcome across the 
study area, these results could lead to the incorrect conclusion that this predictor is not positively 
associated with the adverse outcome. 
Table 4.3: Median (IQR) percentage of GWR and GWL coefficient estimates that were positive, 
negative, and zero across the 100 simulated data sets for the cases of independent chemicals 
(case 1) and correlated chemicals (case 2). 
GWR          
Case 1  b0 b1 b2 b3 
Region 1          
   Positive  12 (6, 21) 100 (100, 100) 47 (39, 64) 100 (100, 100) 
   Negative  88 (79, 94) 0 (0, 0) 53 (36, 61) 0 (0, 0) 
   Zero  -- -- -- -- -- -- -- -- 
Region 2          
   Positive  76 (66, 86) 96 (92, 99) 47 (40, 61) 100 (100, 100) 
   Negative  24 (14, 34) 4 (1, 8) 53 (39, 60) 0 (0, 0) 
   Zero  -- -- -- -- -- -- -- -- 
Case 2          
Region 1          
   Positive  15 (8, 25) 100 (100, 100) 73 (64, 83) 100 (100, 100) 
   Negative  85 (75, 93) 0 (0, 0) 28 (18, 36) 0 (0, 0) 
   Zero  -- -- -- -- -- -- -- -- 
Region 2          
   Positive  78 (69, 89) 97 (92, 100) 23 (13, 31) 100 (100, 100) 
   Negative  22 (11, 31) 3 (0, 8) 77 (69, 87) 0 (0, 0) 
   Zero  -- -- -- -- -- -- -- -- 
          
GWL          
Case 1  b0 b1 b2 b3 
Region 1          
   Positive  62 (16, 68) 100 (100, 100) 27 (0, 36) 83 (72, 86) 
   Negative  0 (0, 35) 0 (0, 0) 27 (4, 38) 0 (0, 1) 
   Zero  38 (33, 49) 0 (0, 0) 55 (44, 63) 17 (14, 26) 
Region 2          
   Positive  7 (5, 27) 100 (47, 100) 15 (0, 23) 65 (61, 81) 




   Zero  74 (51, 76) 0 (0, 37) 81 (52, 85) 35 (18, 39) 
Case 2          
Region 1          
   Positive  57 (17, 66) 100 (100, 100) 0 (0, 36) 85 (75, 88) 
   Negative  1 (0, 30) 0 (0, 0) 42 (26, 53) 0 (0, 1) 
   Zero  42 (34, 51) 0 (0, 0) 44 (37, 55) 15 (13, 23) 
Region 2          
   Positive  8 (5, 26) 100 (46, 100) 0 (0, 20) 65 (63, 82) 
   Negative  19 (17, 22) 0 (0, 12) 28 (26, 31) 0 (0, 1) 
   Zero  74 (50, 76) 0 (0, 40) 68 (54, 72) 35 (16, 37) 
On average, the true 1β  parameter was nonzero (i.e., 1β  = 2) at 84% of locations in region 1 and 
3% of locations in region 2 for both case 1 and case 2. 
The results of applying 1 and 2 standard errors to the GWR estimated coefficients to classify 
them as positive, negative, or zero are listed in Table 4.4. Using the 1-SE criteria, GWR 
incorrectly classified 83% of 1β  estimates in region 2 as positive at least half of the time for the 
independent case, and incorrectly classified 84% of 1β  estimates in region 2 as positive at least 
half of the time when the predictors were correlated. Similarly, when applying the 2-SE criteria, 
GWR incorrectly classified 64% of 1β  estimates in region 2 as positive at least half of the time 
for the independent case, and incorrectly classified 66% of 1β  estimates in region 2 as positive at 
least half of the time in the correlated case. This implies that GWR frequently yields non-
negligible positive estimates of 1β  in the region of inactivity. 
Furthermore, when applying the 1-SE rule, we see that in the case of independence GWR 
correctly classified 64% and 72% of the 2β  estimates as zero in the upper and lower regions, 
respectively, at least half of the time. In the case of correlated predictors, only 51% and 44% of 
the 2β  estimates were correctly classified at least half of the time in the upper and lower regions 
respectively. Finally when using the 2-SE criteria, 29% of the 2β  estimates in region 1 were 




Thus, even when allowing “small” estimates to be considered as negligible, GWR results can 
still lead to erroneous inference about the nature of a predictor variable that is not associated with 
the response. 
Table 4.4: Median (IQR) percentage of GWR coefficient estimates that were positive, negative, 
and zero across the 100 simulated data sets when considering ±1 and ±2 standard errors of 
regression coefficient estimates for the cases of independent chemicals (case 1) and correlated 
chemicals (case 2). 
GWR (1 SE) 
Case 1  b0 b1 b2 b3 
Region 1          
   Positive  4 (1, 10) 100 (100, 100) 16 (6, 27) 100 (99, 100) 
   Negative  73 (64, 82) 0 (0, 0) 15 (8, 28) 0 (0, 0) 
   Zero  21 (16, 28) 0 (0, 0) 64 (54, 73) 0 (0, 1) 
Region 2          
   Positive  35 (22, 44) 83 (73, 92) 12 (7, 18) 100 (100, 100) 
   Negative  3 (1, 6) 0 (0, 1) 14 (7, 22) 0 (0, 0) 
   Zero  60 (53, 70) 17 (8, 24) 72 (65, 77) 0 (0, 0) 
Case 2          
Region 1          
   Positive  6 (1, 10) 100 (100, 100) 39 (30, 53) 100 (100, 100) 
   Negative  64 (51, 73) 0 (0, 0) 8 (3, 13) 0 (0, 0) 
   Zero  28 (21, 38) 0 (0, 0) 51 (42, 59) 0 (0, 0) 
Region 2          
   Positive  39 (27, 50) 84 (69, 92) 3 (0, 9) 100 (100, 100) 
   Negative  3 (0, 6) 0 (0, 0) 50 (41, 63) 0 (0, 0) 
   Zero  58 (48, 68) 16 (8, 29) 44 (35, 53) 0 (0, 0) 
          
GWR (2 SE) 
Case 1  b0 b1 b2 b3 
Region 1          
   Positive  0 (0, 3) 100 (100, 100) 1 (0, 6) 98 (96, 100) 
   Negative  53 (44, 63) 0 (0, 0) 2 (0, 6) 0 (0, 0) 
   Zero  45 (36, 54) 0 (0, 0) 94 (88, 98) 2 (0, 4) 
Region 2          
   Positive  8 (4, 14) 64 (54, 78) 1 (0, 3) 99 (98, 100) 
   Negative  0 (0, 0) 0 (0, 0) 1 (0, 3) 0 (0, 0) 
   Zero  91 (86, 96) 36 (23, 46) 96 (94, 99) 1 (0, 2) 
Case 2          
Region 1          
   Positive  0 (0, 4) 100 (100, 100) 12 (5, 20) 100 (98, 100) 
   Negative  33 (23, 45) 0 (0, 0) 1 (0, 3) 0 (0, 0) 




Region 2          
   Positive  8 (3, 16) 66 (49, 76) 0 (0, 0) 99 (97, 100) 
   Negative  0 (0, 0) 0 (0, 0) 31 (20, 42) 0 (0, 0) 
   Zero  91 (84, 96) 34 (24, 50) 69 (57, 79) 1 (0, 3) 
On average, the true 1β  parameter was nonzero (i.e., 1β  = 2) at 84% of locations in region 1 and 
3% of locations in region 2 for both case 1 and case 2. A parameter estimate was counted as zero 
if its confidence interval based on one or two standard errors contained zero. 
As an illustrative example, we randomly chose one simulated data set for each correlation case 
and plotted the corresponding estimated regression coefficients from GWR and GWL, using 
open circles for the negligible estimates (i.e., GWR estimates with confidence intervals 
containing zero or GWL estimates of zero)  (Figure 4.6). This example visually supports the 
aggregate results given in Table 4.3 and 4.4. GWR accurately identified region 1 as the region of 
high activity for 1x , but overstated the effect of 1x  in region 2, where the predictor is inactive. In 
addition, in the correlated case, GWR produced a cluster of non-negligible positive estimates for 
2β  in region 1, and non-negligible negative estimates for 2β  in region 2. Finally, while GWL 
was able to correctly perform variable selection for 2x  with some frequency (i.e., estimate that
2β  was zero as shown by the open circles), we see that GWL was again unable to correctly 
identify the spatially varying pattern of 1β  in the case of independence and in the case of 
correlation. More specifically, GWL estimated a nearly uniform effect for 1β  across the study 
area, understating the effect of 1x  in region 1, and failing to perform appropriate variable 





Case 1: Independence: GWR 1-SE (top panel), GWR 2-SE (middle panel), GWL (bottom panel) 































Case 2: Correlation: GWR 1-SE (top panel), GWR 2-SE (middle panel), GWL (bottom panel) 
Figure 4.6: Estimated regression coefficients from GWR and GWL for one simulation of data 
under the cases of independent chemicals (case 1) and correlated chemicals (case 2). 
4.4  Discussion and conclusions 
We have evaluated the ability of the geographically weighted regression methods of GWR and 
GWL to detect signal from noise in the context of modeling the associations of environmental 
chemicals and an adverse health effect using a simulation study with both independent and 
correlated chemicals. We found that GWR was able to identify regions of high activity for an 
important chemical when the predictors were independent and when they were highly correlated, 
but it demonstrated a tendency to overstate the importance of this chemical in its region of 
inactivity. Furthermore, GWR suffered from the reversal paradox for less important chemicals 






























when the chemicals were correlated, as the variable that was not associated with the outcome 
was largely positive in the upper study region and largely negative in the lower study region. We 
also found that with GWL the signal of the most important chemical was diminished, with less 
distinction between the inactive and active study regions, regardless of the correlation among the 
chemicals. 
Previous work has addressed the issue of collinearity in GWR. Wheeler and Tiefelsdorf (2005) 
first demonstrated the link between collinearity in GWR and correlation of estimated regression 
coefficients using simulation studies. These authors introduced systematic collinearity into the 
model by adding correlation to a pair of covariates and found consistent evidence of increasing 
correlation in GWR coefficients with increasing collinearity. Wheeler and Calder (2007) used 
two simulation studies to evaluate the coverage probability and accuracy of the regression 
coefficients from GWR. Results of the simulation studies include low coverage probabilities for 
the GWR coefficients and consistently increasing error in the coefficients when collinearity is 
increased. Wheeler (2007) conducted a simple experiment by systematically increasing 
collinearity in a dataset to demonstrate that a penalized form of GWR, geographically weighted 
ridge regression, reduces the extreme effects of collinearity that afflict GWR. More recent 
simulation study work confirms that a non-negligible amount of spatial variation of and 
correlation between GWR coefficient surfaces is inherently generated by the method (Páez, 
Farber, and Wheeler, 2011). This work finds that the false positive rates for GWR coefficients 
are typically much higher than convention would mandate, from less than 10% to more than 50% 
of the time (depending on the true correlation level between two covariates) when the true 




Wheeler (2009) expanded the simulation study of Wheeler and Calder (2007) to have four 
explanatory variables and 196 observations in a study of the performance of GWR and GWL. 
This work compared the coefficient accuracy and the predictive performance of the models in the 
presence of collinearity. In these experiments, 100 realizations of a data generating process were 
used with the true local coefficients sampled from a multivariate normal distribution. These 
simulation studies show that the performance of GWR in both prediction and coefficient 
accuracy can be improved by constraining the magnitude of its regression coefficients with 
techniques designed to remediate collinearity. However, the experiments reported in the paper 
show that the correlation between local coefficients is reduced but not eliminated with GWL, and 
that although GWL can shrink some coefficients to zero to stabilize the model, the estimates still 
tend to be positively correlated with those from GWR (Páez, Farber, and Wheeler, 2011).  
We have extended these results in the case of three environmental chemicals to identify evidence 
of the reversal paradox and evaluate the correct identification of local ‘hot spots’ or regions of 
high activity for one chemical. Our results demonstrate that while GWR can correctly identify a 
region of high activity for one chemical, it had difficulty identifying regions of inactivity or low 
exposure. Additionally, GWR artificially induces spatial patterning, and suffers from the reversal 
paradox in the setting of highly correlated predictor variables. Finally, we have shown that while 
GWL reduces the correlation among the coefficient estimates and tempers the reversal paradox 
that is problematic with GWR, it suffers from an inability to adequately distinguish local regions 
of high activity regardless of the relationship among the predictor variables. The implications of 
our findings for environmental risk analysis is that GWR may incorrectly identify some 
chemicals as positively or negatively associated with disease risk, and GWL may not correctly 




area. Given these findings, more methodological development is required to better estimate 
effects of correlated environmental chemicals for diseases with environmental factors, such as 







Local Weighted Quantile Sum Regression 
Equation Chapter 5 Section 1 
5.1  Introduction 
In this chapter, we extend the WQS method to accommodate spatially varying effects by 
developing local weighted quantile sum regression (LWQS), a spatially weighted version of 
WQS, with the inclusion of a variable subspace strategy. We briefly revisit WQS regression 
(discussed at length in Chapters 2 and 3) and then extend the method to accommodate spatially 
varying effects in a detailed discussion of LWQS. Finally, we present a simulation study that 
assesses the performance of LWQS in a variety of environmentally relevant scenarios.  
5.2  Review 
Recall that WQS regression estimates a weighted linear index of exposures (e.g., environmental 
chemicals) in which the individual component weights are empirically determined. Simultaneous 
estimation of the exposure weights and an overall WQS index effect allows us to make 
generalized inference regarding exposure to the mixture and identify the individual components 
most strongly related to the outcome.  
The WQS approach considers data with c components scored into quantiles that are reasonable 
(e.g., all environmental chemical exposures) to combine into an index and potentially have a 
common outcome. The association between exposure and disease risk is constrained to be in the 
82 
 
same direction for all components included in the index. The weights are constrained be between 
0 and 1 and sum to 1, reducing dimensionality and mitigating issues associated with collinearity. 
Further, scoring the exposure concentrations into quantiles reduces the influence of outliers in 
skewed distributions. By convention, concentrations are often scored into quartiles, and quartiles 
will be used herein. We note however, that the method of data pre-processing (e.g., choice of 
quantiles) is still an open area of research. 
Traditionally, WQS incorporates a bootstrap step in the calculation of the empirical weights, 
which has been shown to improve accuracy in variable selection (Carrico et al. 2014). WQS 
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where jω  is the weight parameter ( [ ]0,1 ,j ∈ω 1 1
c
j j=
=∑ ω ) for the jth component with quantile 
score qj, adjusted for covariates in z  with corresponding parameters in .φ  The generalized link 
function g(.) relates the mean, µ, to the predictor variables in the right hand side of the equation, 
and enables the accomodation of a variety of response variables. The unknown parameters are 
estimated for b = 1, …, B bootstrap samples, and the component weights are used to estimate the 
weighted quantile sum index, 
1j j
c







= ∑ω ω β  and ( )( )1ˆ bf β  
is a prespecified signal function defined to place higher relative weight on samples with stronger 
signal. The significance of WQS is then determined using the model 0 1( ) .WQSg ′= + + z φµ β β  
LWQS extends the traditional WQS model (5.1) to a model in which the unknown parameters 
vary over observations and estimates an intercept, mixture effect, vector of exposure weights, 
83 
 
and vector of covariate parameters for each location. Spatial references (e.g., coordinate 
locations) are required for each observation in order to enable the specification of spatial 
structure within the model. In this work we consider data in which each observation corresponds 
to a unique location (i.e., one-to-one correspondence).  
The LWQS method includes a variable subspace approach as a potential strategy for variable 
selection and as an alternative to the bootstrap sampling used to estimate the exposure weights in 
traditional WQS regression. The use of variable subsets (per the variable subspace approach) 
enables the estimation of effects for several different combinations of exposures; each of which 
may reflect a unique degree of systematic spatial variation. In this body of work, we present two 
approaches for the estimation of the final LWQS parameters. The first is a best subset estimate 
that minimizes model AIC over the variable subspace. The second is an ensemble estimate 
calculated as weighted average of estimates from subsets of a fixed size. 
5.3  The local WQS model 
Suppose that for each observation i = 1, …, N, we have c environmental exposures scored into 
quartiles denoted by qji, where qji = 0,1,2, or 3, for the j = 1, …, c exposures. 
The LWQS model for location i is given by 
 0 1 ,i i i ji ji i i ijy q + ′ += + ∑ z φβ β ω ε   (5.2) 
where iy  is the continuous response variable at location i; 0 iβ and 1iβ denote the intercept and 
mixture effect, respectively, at location i; jiω  is the weight parameter (0 ≤ jiω  ≤ 1, 1j ji =∑ ω ) 
for the jth component with quantile score qji at location i; iz  is the vector of covariates with 
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corresponding regression coefficients iφ  at location i; and iε  is the random error term for the i
th 
location. For each location i = 1, …, N, we estimate the unknown parameter vector 
 ( )0 1 1 11,..., , ,..., ,, ,i i i kic ii i−
 = ′ θ β ϕβ ω ω ϕ   (5.3) 
resulting in an N×p matrix of parameter estimates ˆ,θ with each row corresponding to the p-
dimensional vector of estimates for a single location. 
Inspired from the spatial statistical literature, weights are applied to the data in order to specify a 
spatial structure in the model. We define an N×N diagonal weight matrix iW  for location i, using 
a kernel function that typically returns a value inversely related to the distance between 
observations. The kernel function is dependent upon a bandwidth parameter that controls the 
spatial range and decay of the kernel. Examples of commonly used kernel functions include the 
Gaussian and the exponential, both of which decrease monotonically as a function of distance. 
The form of the kernel function must be chosen prior to model estimation, and the bandwidth 
parameter is estimated from the data using a corrected version of the Akaike Information 
Criterion (AIC), a measure of model goodness-of-fit. For the remainder of this document, we 









  (5.4) 
where
ijw is the weight for data at location j in the model estimated for location i, ijd  is the 




5.3.1  Model estimation 
The estimated parameter vector ˆ iθ  for a single location i is calculated as the solution that 
minimizes the weighted sum of square errors 
 ( ) ( ) ( ) ,i i′= − −S θ y yμ W μ   (5.5) 
where 0 1i i i ii i i= + ′ ′+q ω φzµ β β , and ( )1diag , ,i iNi w w=W … is the diagonal matrix of spatial 
weights calculated for each location i prior to the estimation. Simultaneous estimation of 0 ,iβ
1 ,iβ  unknown weights ,i′ω  and the covariate parameters in i′φ  is achieved through the use of an 
optimization algorithm that minimizes the sum of square errors defined in equation (5.5), subject 






=∑ω  and the bounds [ ]0,1 .ji ∈ω  We currently perform the nonlinear 
optimization in R using the function solnp found in the package Rsolnp. The algorithm employed 
belongs to the class of indirect solvers, and implements the augmented Lagrange multiplier 
method with a sequential quadratic programming interior algorithm. 
5.3.2  Variable subspace approach 
Local models are estimated over several variable subsets in an effort to perform variable 
selection and in an attempt to decorrelate the data. Here, “variable subset” refers to subsets of the 
c components considered in the index. Model covariates are not subject to variable subsetting, 
and all models are adjusted for the same pre-specified vector of covariates.  
Suppose we consider b = 1, …, B variable subsets Sb, of a fixed size c* ≤ c – 1. The model for 
the bth variable subset Sb at location i adjusted for covariates zi is given by 
 0 1 ,
b






+ ′= + +∑ z φβ β ω ε   (5.6) 
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where 0 ≤ jiω  ≤ 1, and 1j ji =∑ ω . For notational consistency, we define the matrix of local 
parameters for the bth variable subset Sb as the N×p matrix 
 
( )
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   = =   
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⋯
β β ω ω
β β ω ω
  (5.7) 
where 0ji =ω  for all bS .j∉   
The model in (5.6) is estimated over a range of candidate bandwidth values indexed by ,γ  and 
the final estimate for the bth variable subset is selected based on the corrected AIC. If we let 
( ),ˆ b γθ






 is the solution that minimizes the sum of square errors 
 ( ) ( ) ( )( ) ( )( ) ,bi bib ′= − −WS yμ μθ y γ   (5.8) 
where 
iW
γ  is the weight matrix for the ith location calculated for bandwidth .γ  The use of the 
superscript γ  in both the weight matrix and subsequent estimate denote the model’s dependency 
on the current bandwidth value.  
Analogous to the corrected AIC proposed to evaluate geographically weighted regression 
(GWR) models (Fotheringham et al., 2002), we define the corrected AIC as 

















σ π   (5.9) 
where 
2σ̂  is the estimated error variance given by 
 ( ) ( ) ( )( )( )22
1







= − − −∑ H H Hσ   (5.10) 
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β β ω   (5.11) 
and H  denotes the hat matrix with ith row defined as 
 ( ) 1 ,T Ti i i i
−
=H D D W D D W   (5.12) 
where D is the N×p derivative matrix 
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  (5.14) 
with ith row  
 ( )
0 1 1 1
, , , , , , , ,i i i i i i ii
i i i ci i Ki
 ∂ ∂ ∂ ∂ ∂ ∂ ∂




µ µ µ µ µ µ µ
β β ω ω ϕ ϕ
  (5.15) 
where 0 1 .i i i ji ji ki kij kq z+= +∑ ∑µ β β ω ϕ  Solving for the r = 1, .., p derivatives yields 
 ( )
1 1 1 1 1
1, , , , , , , .i ji ji i i i ci i K
c
j i
q q q z z
=
 =
 ∑θD … …ω β β   (5.16) 
We calculate the matrix of local parameter estimates 
( ),ˆ bθ
γ
 and approximate AICc (5.9) for all 
candidate bandwidth values .∈Γγ  We then retain the estimates from the model that minimizes 
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the corrected AIC. More formally, the matrix of local parameter estimates for the bth variable 
subset is defined as 
( ) ( )*,ˆ ˆ ,
b b=θ θ γ where *γ  is the candidate bandwidth value that satisfies 
 




  (5.17) 
The estimation process is performed for each of the b = 1,…,B variable subsets resulting in an 
N×p estimated parameter matrix, 
( )ˆ ,
b
θ  and corresponding kernel bandwidth, *,γ for each subset.  
We now discuss two approaches to the estimation of the final LWQS parameters based on the 
variable subset estimates. The “best subset” approach minimizes model AICc over the variable 
subspace, while the “ensemble” approach calculates the final estimates as a weighted average of 
estimates from variable subsets of a fixed size.  
5.3.3  Best subset estimates 
The best variable subset is defined as the subset that minimizes AICc (5.9) across all subsets of 
sizes c* = 3, …, c – 1, where c is the total number of components considered. If we let 
*ˆ cθ denote 
the estimated parameter matrix from the model that minimizes AICc over all subsets of size c*, 
then the best subset estimate, bestˆ ,θ  is given by  




ˆ ˆargmin AICc * 3, , 1 .
c
c c c= ∈ … −
θ
θ θ   (5.18) 
Estimating the final LWQS parameters using the best subset approach performs variable 
selection in terms of the components included in the index. Components not belonging to the 
best subset are excluded from the model and are interpreted as having no meaningful relationship 
(under the specified directional constraint) with the outcome.  
Calculation of the best subset estimate requires estimation of the local parameter matrix and 
bandwidth value for all unique variable subsets of sizes 3, …, c – 1. The procedure is 
89 
 
computationally intensive and may not be feasible in settings where a large number of exposures 
are of interest. To elucidate, we note that given c components, the total number of subsets sized 




* 3 * 3
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=  − 
∑ ∑   (5.19) 
where the expression inside the summation is the familiar binomial coefficient, “n choose k”, 
with n = c and k = c*. Thus, consideration of a set of 10 exposures would require that the 
estimation process be performed for a total of 967 subsets (120 of size 3, 210 of size 4, 252 of 
size 5, 210 of size 6, 120 of size 7, 45 of size 8, and 10 of size 9). Likewise, a set of 15 exposures 
requires the consideration of 32,646 subsets, a set of 20 exposures requires the consideration of 
1048364 subsets, etc.  
5.3.4  Ensemble estimates  
As an alternative to the best subset method, we present an ensemble approach in which the 
unknown LWQS parameters are calculated as a weighted average of the estimated parameter 
matrices for B variable subsets of a fixed size c*, where 3 ≤ c* ≤  c – 1, and c is the total number 
of components considered. The subset size c* is either selected by the user a priori or estimated 
from the data using an evaluation process analogous to those in random forest (e.g. k-fold cross-
validation (Kuhn, 2013). 
For the ensemble method, the unknown LWQS parameters are estimated using ensemble 
techniques associated with B variable subsets of size c*. The ensemble estimates are defined as 
 












( )( )ˆ bf θ is a pre-specified signal function that depends upon the estimates from the bth 
variable subset, and has the property 





=∑ θ  Analogous to the signal function in 
traditional WQS, the signal function in LWQS is designed to assign higher relative weight to 
subsets with higher signal. For LWQS, we use AICc (5.9) as the measure of signal and define the 
monotonic signal function 










is the standardized AICc value for the bth variable subset. The AICc is 















  (5.22) 
with mean 





= ∑ θ   (5.23) 
and variance 
 ( )( )( )22AICc 1 ˆ1 AICc AICc .B bbB =σ = −∑ θ   (5.24) 
5.3.5  Choice of variable subsets 
The choice of variable subsets is an open area of research, but we show in the subsequent 
simulation study that if computationally feasible, it may be advantageous to consider all unique 
subsets of size c* for c*= 3, …, c – 1. Model convergence can be difficult to achieve with 
subsets as small as c* = 2, and consideration of subsets this small moves away from the idea of 
evaluating multiple simultaneous environmental exposures. Conversely, evaluating all exposures 
does not allow for perturbation of the variable subspace.  
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Future work is needed to evaluate the best choice of subsets/subspace. We expect that the 
appropriate size and number of subsets will depend on a multitude of factors including the total 
number of exposure variables, degree of correlation between exposures, number of exposures 
related to the outcome, strength of association with outcome, and the spatial pattern in exposure 
effects. In the simulation study that follows, we consider a set of six environmental exposures, 
and estimate LWQS models for all subsets of sizes 3, 4, and 5 in a preliminary attempt to 
evaluate the role of subset choice, and to compare the performance of the best subset and 
ensemble estimation methods. 
5.4  Simulation study 
We assess the performance of LWQS in a simulation study that considers six environmental 
exposures, x1, …, x6, and a continuous outcome variable, y. In this study, three exposures 
variables, x1, x3 and x6, are set to be related to an increase in the mean response. The remaining 
three exposures, x2, x4 and x5, are assumed to have no relationship with the outcome. 





0 , 1, ,ij ij
j
i i i iy q i N
=
+= + =∑ …εβ β ω   (5.25) 
where iy is the response variable at location i; 0 iβ and 1iβ denote the intercept and mixture effect 
at location i; jiω  is the weight parameter (0 ≤ jiω  ≤ 1, 1j ji =∑ ω ) for the jth exposure variable 
with quartile score qji = 0, 1, 2, or 3 at location i; and ( )N 0, 0.1i ∼ε  is the random error term for 
the ith location. 
We use a unit grid as the study area and simulate exposure and response data for a total of N = 
500 randomly generated locations inside the study area. The study area is divided into three 
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equal sized rows, with 170 locations falling in row 1, defined as the uppermost 1/3 of the study 
area; 169 locations falling in row 2, defined as the middle 1/3 of the study area; and 161 
locations falling in row 3, defined as the lower 1/3 of the study area. 
In total there are five simulated scenarios discussed in this document. Scenarios 1 through 3 
assume “flat” exposures with no systematic spatial variation in concentrations, while scenario 4 
and 5 assume a smooth spatial pattern in exposures x2, x4, and x6. In scenario 1, the simulated 
exposure weights and mixture effect are constant over the study region. Scenario 2 introduces 
spatial variation in the exposure weights, and scenario 3 considers spatial variation in both the 
exposure weights and the mixture effect. For scenario 4 and 5, the mixture effect varies 
systematically over the study region in a pattern similar to that of the spatially varying exposures. 
In scenario 4, the exposure weights are constant over space, while in scenario 5, the weights vary 
systematically over the study region in conjunction with the mixture effect. A summary of the 
simulation settings for each scenario is given in Appendix B (Table B1). 
5.4.1  Scenario 1, 2, & 3 
Simulating environmental exposures 
In the first three scenarios, the mean exposures are constant over the study area (i.e., no 
systematic spatial variation in concentrations). Exposure variables x1, …, x6 are simulated as 
multivariate normal with means given in Table 5.1 and standard deviations of 0.5. The simulated 
exposure means for scenarios 1 through 3 are mapped over the study area in Figure 5.1.  
Table 5.1: Simulated mean exposure concentrations (SD = 0.5) for the six exposure variables in 
scenario 1, 2, and 3. 
Exposure: x1 x2 x3 x4 x5 x6 





Figure 5.1: Simulated mean exposure concentrations for scenario 1, 2, and 3. 
Exposures are simulated as multivariate normal with standard deviations of 0.5, and means of 
5.0, 1.5, 2.5, 4.0, 3.0, and 6.0 for x1, x2, x3, x4, x5, and x6, respectively. 
Within each of the first three scenarios, we consider multiple correlation structures (of increasing 
complexity) for the relationships among the exposure variables. The correlation structures 
considered within each scenario are as follows: 
Scenario 1: 
a) Independent exposures 
b) r(x1,x3) = 0.6 
c) Environmental correlation structure 1 (Table 5.2), based on the observed exposure 
patterns of three PCBs, two PAHs, and one pesticide in the NCI-SEER NHL study. 
Scenario 2: 
a) Independent exposures 
b) r(x1,x3) = 0.6 
c) Environmental correlation structure 2 (Table 5.3), based on the observed environmental 
exposures of three PCBs, one pesticide, and two PAHs in the NCI-SEER NHL study. 
Scenario 3: 
a) Environmental correlation structure 2 (Table 5.3), based on the observed environmental 
exposures of three PCBs, one pesticide, and two PAHs in the NCI-SEER NHL study. 
b) Environmental correlation structure 3 (Table 5.4), based on the observed environmental 
exposure patterns of six PAHs from the NCI-SEER NHL study. 
  










Table 5.2: Environmental correlation structure 1 – Correlation among the observed exposures of 
three PCBs (PCB 153, PCB 170, PCB 180), two PAHs (Benzo(a)pyrene, Chrysene), and one 
pesticide (DDT) in the NCI-SEER NHL study. 
 x1 x2 x3 x4 x5 x6 
x1 1.00 0.71 0.77 0.24 0.29 0.37 
x2  1.00 0.84 0.11 0.14 0.26 
x3   1.00 0.15 0.20 0.31 
x4    1.00 0.91 0.08 
x5     1.00 0.16 
x6      1.00 
Table 5.3: Environmental correlation structure 2 – Correlation among the observed exposures of 
three PCBs (PCB 153, PCB 170, PCB 180), one pesticide (DDT), and two PAHs 
(Benzo(a)pyrene, Chrysene) in the NCI-SEER NHL study. 
 x1 x2 x3 x4 x5 x6 
x1 1.00 0.71 0.77 0.37 0.24 0.29 
x2  1.00 0.84 0.26 0.11 0.14 
x3   1.00 0.31 0.15 0.20 
x4    1.00 0.08 0.16 
x5     1.00 0.91 
x6      1.00 
Table 5.4: Environmental correlation structure 3 – Correlation among the observed exposures of 
six PAHs (Benzo(a)pyrene, Benzo(b)fluorene, Benzo(k)fluorene, Chrysene, 
dibenz(ah)anthracene, idenopyrene) in the NCI-SEER NHL study. 
 x1 x2 x3 x4 x5 x6 
x1 1.00 0.94 0.91 0.91 0.88 0.94 
x2  1.00 0.94 0.95 0.88 0.94 
x3   1.00 0.91 0.87 0.92 
x4    1.00 0.87 0.91 
x5     1.00 0.89 
x6      1.00 
 
Exposure weights and mixture effect 
We assume in the study design that exposure variables x1, x3, and x6 are positively associated 
with the outcome variable, while exposures x2, x4, and x5 have no relationship with the 
response. We impose that x1, x3, and x6 are related to the response by assigning these exposures 
non-zero weights in the mixture index. Further, we impose that x2, x4, and x5 have no 
relationship with the response by setting their weights equal to zero.    
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In scenario 1, the mixture effect and exposure weights are fixed over the study region with no 
systematic spatial variation. We assume that x6 is of the greatest relative importance with weight 
w1 = 0.6, followed by x1 with weight w1 = 0.3, and finally x3 with weight w3 = 0.1. The 
mixture effect b1 is set 1.0 for the entire study region. Maps of the simulated parameter values 
for scenario 1 are given in Figure 5.2.  
 
Figure 5.2: Simulated parameter values over the study region for scenario 1. 
The intercept (denoted as b0), mixture effect (denoted as b1), and exposure weights (denoted as 
w1, …, w6) are fixed over the study region with simulated values b0 = 0, b1 = 1, w1 = 0.3, w2 = 
0.0, w3 = 0.1, w4 = 0.0, w5 = 0.0, and w6 = 0.6. 
In scenario 2, the mixture effect b1 = 1 is again fixed over the study region. However, in contrast 
to scenario 1, the exposure weights for x1 and x6 now vary systematically over the study region. 
The weight for x1 is highest in the first row and lowest in the third row with values of ω1 = 0.5, 
0.3, and 0.1 in rows 1, 2, and 3, respectively. Conversely, the weight for x6 is lowest in the first 
row and highest in the third, with values of w6 = 0.4, 0.6, and 0.8 in rows 1, 2, and 3, 
respectively. The effect of x3 (w3 = 0.1) remains constant over the study region. In terms of 
relative importance of exposure variables, the weights impose that x1 is the most important 
exposure in the first row of the study region, while x6 is the most important in the latter two 

























Figure 5.3: Simulated parameter values over the study region for scenario 2. 
The intercept b0 = 0 and mixture effect b1 = 1 are fixed over the study region. The weight for x1 
decreases by row from the top of the study region to the bottom with values of w1 = 0.5, 0.3, and 
0.1 for rows 1, 2, and 3, respectively. The weight for x6 increases with descending rows with 
values of w6 = 0.4, 0.6, and 0.8, in rows 1, 2, and 3, respectively. The weight for x3 remains 
constant over the study region with w1 = 0.1. 
The simulated exposure weights in scenario 3 are the same as those used in scenario 2. To recap, 
w1 decreases by row with values of 0.5, 0.3, and 0.1 in rows 1, 2, and 3, respectively; w6 
increases by row with values of 0.4, 0.6, and 0.8, in rows 1, 2, and 3, respectively; and w1 = 0.1 
for the entire study region. Scenario 3 differs from the former scenario by introducing systematic 
spatial variation in the mixture effect. In particular, the mixture effect increases from the first to 
last row in the study area, with b1 = 0.5, 0.7, and 1.0 in rows 1, 2, and 3, respectively. The 

























Figure 5.4: Simulated parameter values over the study region for scenario 3. 
The intercept, b0 = 0, is constant over study region. The weight for x1 decreases by row from the 
top of the study region to the bottom with values of w1 = 0.5, 0.3, and 0.1 for rows 1, 2, and 3, 
respectively. Conversely, the weight for x6 increases with descending rows with values of w6 = 
0.4, 0.6, and 0.8, in rows 1, 2, and 3, respectively. The weight for x3 remains constant over the 
study region with w1 = 0.1. The mixture effect (b1) increases as the weight for x6 increases with 
values of b1 = 0.5, 0.7, and 1.0 in rows 1, 2, and 3, respectively. 
5.4.2  Scenario 4 & 5 
Scenario 4 and 5 consider exposures variables with concentrations that vary smoothly over 
space. We measure the proximity of each location to the center of the study area, and use this 
distance to impose a central region of high exposures and/or high activity within the study area.  
Simulating environmental exposures 
For scenario 4 and 5, we assume no systematic spatial variation in exposure concentrations for 
variables x1, x3 and x5, while concentrations for x2, x4, and x6 decrease radially from the center 
of the study region (see Figure 5.5). Exposure data for x1, x3, and x5 were simulated as 
multivariate normal with standard deviations of 0.5; means of 5.0, 2.5, and 3.0, respectively; and 
a correlation structure of r(x1,x3) = 0.91, r(x1,x5) = 0.88, and r(x3,x5) = 0.87, based on the 























Concentrations for x2, x4, and x6 were set to vary systematically as a function of distance from 
the center of the study region. More specifically, for location i, we calculate distance from the 
center of the study region as  
 ( ) ( )2 20.5 0.5 ,i i id u v= − + −   (5.26) 
where ( ),i iu v  are the spatial coordinates for the ith location. We then simulate exposure data for 
x6 at each of the i = 1, …, N locations as ( ) ( )6 0,0.53 5exp 2 ,i i Nx d ε= + − +  where ( )0,0.5Nε  is a 
random error term with mean 0 and standard deviation of 0.5. The remaining exposures were 
simulated as functions of x6, with concentrations given by ( )2 6 1,1Nx x ε= −  and 
( )4 6 0,0.5 .Nx x ε= +  
 
Figure 5.5: Simulated exposure concentrations for scenario 4 and 5.  
Exposure variables x1, x3, and x5 were simulated as multivariate normal with standard 
deviations of 0.5; means of 5.0, 2.5, and 3.0 respectively; and correlations of ranging from 0.87 
to 0.91. Exposure variables x2, x4, and x6 vary systematically as a function of distance from the 
center of the study region. Concentrations for these variables are highest in the center of the 
study area and decrease outwardly in a radial pattern. 
Mixture effect and exposure weights 
In both scenario 4 and 5, we consider a mixture effect that varies systematically over the study 
region in a pattern similar to that of the exposure concentrations for x2, x4, and x6. For each 
location, the mixture effect is simulated as 
 ( )1 ex , 1 ,p ,2 ,i i id N== − …β   (5.27) 








a decreasing function of the distance (5.26) from the center of the study region. As shown in 
Figure 5.6, b1 is strongest in the center of the study region and decreases outwardly in a radial 
pattern. 
For scenario 4, the simulated exposure weights (see Figure 5.6) are fixed over space with values 
of ω1 = 0.3, ω3 = 0.1, and ω6 = 0.6. In scenario 5, we introduce systematic spatial variation in 
the exposure weights by allowing ω6 to decrease in a radial pattern from the center of the study 
grid- reflective of the exposure pattern for x6. More explicitly, the weight parameter for x6 is 
simulated as ( )6 exp 0.3,d= − −ω  where d is defined as the distance from the center of the study 
region to each location. The remaining weight is allocated randomly between ω1 and ω3 in 
proportions ranging from 0.3 to 0.7, with ( )1 1 6k= −ω ω  and ( )( )3 1 1 6 ,k= − −ω ω  where the 
coefficient [0.3,0.7]k∈  is a randomly chosen for each location. The simulated parameter values 
for scenario 5 are shown in Figure 5.7. 
 
 
Figure 5.6: Simulated parameter values over the study region for scenario 4. 
The mixture effect b1 is strongest in the center of the study region and decreases outwardly in a 
radial pattern. The intercept, b0, and exposure weights, w1, …, w6, are fixed over the study 

























Figure 5.7: Simulated parameter values over the study region for scenario 5. 
The mixture effect b1 is strongest in the center of the study region and decreases outwardly in a 
radial pattern. Exposure weight w6 also decreases in a radial pattern with its strongest values in 
the in the center of the study region. Exposure weights w1 and w3 are set to randomly share the 
remaining index weights, while w2, w4, and w5 are set to 0. The intercept b0 is set to zero for 
the entire study region. 
5.4.3  Analysis and evaluation of LWQS 
For each simulation setting we generate a total of 100 simulated data sets and perform LWQS 
regression on all subsets of size 3, 4, and 5 for each data set. When estimating the LWQS models 
we use the exponential kernel function (5.4), and consider candidate bandwidth values of 
{ }0.1, 0.2, 0.4, 0.5, 0.6, 0.8,1.0,1.4 .∈γ The range of candidate values for the bandwidth parameter 
is specified to include values small enough to accommodate strong spatial dependency and large 
enough to encompass the entire study region. Final LWQS parameter estimates are calculated 
using both the best subset and the ensemble methods. For the ensemble method, we select the 
final parameter estimates for the subset size that has the lowest weighted average AICc, 
calculated using weights determined by the signal function (5.21) described in the previous 
section. Results are presented in aggregate over the 100 simulated data sets for the best subset 























When examining the performance of LWQS, we focus on the method’s ability to correctly 
identify important exposures (i.e., those most strongly related to the outcome) and to detect 
changes in the mixture effect and weight parameters over space. The best subset method 
performs variable selection inherently, choosing which exposures enter the model through the 
selection of a best variable subset. For the ensemble estimates, a pre-specified “cut-off” value is 
used to select important exposures. In this work, an exposure is identified as selected if it 
receives an estimated ensemble weight of at least 0.05.  
The average parameter estimates are mapped over the study region and examined in comparison 
to maps of the true simulated parameters in an effort to visually assess the model’s ability to 
detect spatially varying effects. We estimate bias at each location and calculate root mean square 
error (RMSE) for each parameter (r = 1, …, p) as 
 ( ) ( )1
21
RMSE .ˆˆ r ri i
N
i rN =
θ θ= −∑θ   (5.28) 
Summaries of the LWQS parameter estimates and error are presented for the study area or by 
row when appropriate. Finally, the bias is mapped over the study area in an effort to visualize 
local model performance and assess spatial patterning in the direction and magnitude of error.  
5.4.4  Results 
Results are presented separately for each simulated scenario. We briefly review the simulation 
settings within a scenario prior to the presentation of results. The reader is encouraged to refer to 





In scenario 1 the simulated exposure means, weight parameters (w1, …, w6), and mixture effect 
(b1) are constant over the study area. The simulated parameter values for scenario 1 are shown in 
Table 5.5. We consider three different correlation structures of increasing complexity for the 
relationships among exposures: a) independent exposures, b) r(x1,x3) = 0.6, and c) 
environmental correlation pattern 1 (see Table 5.2) with correlations range from 0.08 to 0.91. 
Table 5.5: Simulated LWQS parameters for scenario 1. 
b0 b1 w1 w2 w3 w4 w5 w6 
0.0 1.0 0.3 0.0 0.1 0.0 0.0 0.6 
Local models were estimated for all subsets of size 3, 4, and 5, for each correlation case. The 
average AICc and corresponding estimated bandwidths for each subset are shown in Tables 5.6, 
5.7, and 5.8, for correlation cases a, b, and c, respectively. We see from these tables that 
regardless of correlation pattern, LWQS selects the largest candidate bandwidth size (γ  = 1.4) 
for all subset models, across all simulated data sets. The choice of the largest candidate value as 
the estimated bandwidth parameter is appropriate given the absence of spatial dependency in the 
simulated effects. Further, we see that for all correlation cases, the best subset (i.e., model with 
the lowest AICc) is the subset containing the three exposures (x1, x3, x6) set to be related to the 
response. Therefore, in terms of variable selection, the best subset method was able to correctly 
retain important exposures (i.e., sensitivity) and exclude unimportant exposures (i.e., specificity) 




Table 5.6: Summary of model AICc by variable subset and the corresponding number of times 
each candidate bandwidth value γ  was chosen over the 100 simulated data sets for scenario 1 in 
the case of a) independent exposures. 
   # Times Selected 
 AICc  Bandwidth Value γ  
Subset Mean (SD)  0.1 0.2 0.3 0.5 0.6 0.8 1.0 1.4 
x1, x2, x3 1050 (7.2)  0 0 0 0 0 0 0 100 
x1, x2, x4 1066 (9.4)  0 0 0 0 0 0 0 100 
x1, x2, x5 1065 (9.7)  0 0 0 0 0 0 0 100 
x1, x2, x6 -460 (27.6)  0 0 0 0 0 0 0 100 
x1, x3, x4 1050 (6.6)  0 0 0 0 0 0 0 100 
x1, x3, x5 1050 (6.9)  0 0 0 0 0 0 0 100 
x1, x3, x6 -871 (28.4)  0 0 0 0 0 0 0 100 
x1, x4, x5 1065 (9.2)  0 0 0 0 0 0 0 100 
x1, x4, x6 -460 (27.6)  0 0 0 0 0 0 0 100 
x1, x5, x6 -460 (27.5)  0 0 0 0 0 0 0 100 
x2, x3, x4 1160 (18.6)  0 0 0 0 0 0 0 100 
x2, x3, x5 1160 (18.4)  0 0 0 0 0 0 0 100 
x2, x3, x6 389 (11.7)  0 0 0 0 0 0 0 100 
x2, x4, x5 1170 (19.3)  0 0 0 0 0 0 0 100 
x2, x4, x6 438 (17.0)  0 0 0 0 0 0 0 100 
x2, x5, x6 438 (17.0)  0 0 0 0 0 0 0 100 
x3, x4, x5 1160 (18.1)  0 0 0 0 0 0 0 100 
x3, x4, x6 389(11.9)  0 0 0 0 0 0 0 100 
x3, x5, x6 389 (11.8)  0 0 0 0 0 0 0 100 
x4, x5, x6 438 (16.9)  0 0 0 0 0 0 0 100 
           
x1, x2, x3, x4 1054 (7.0)  0 0 0 0 0 0 0 100 
x1, x2, x3, x5 1054 (7.4)  0 0 0 0 0 0 0 100 
x1, x2, x3, x6 -867 (28.2)  0 0 0 0 0 0 0 100 
x1, x2, x4, x5 1069 (9.5)  0 0 0 0 0 0 0 100 
x1, x2, x4, x6 -456 (27.6)  0 0 0 0 0 0 0 100 
x1, x2, x5, x6 -456 (27.5)  0 0 0 0 0 0 0 100 
x1, x3, x4, x5 1054 (6.8)  0 0 0 0 0 0 0 100 
x1, x3, x4, x6 -867 (28.5)  0 0 0 0 0 0 0 100 
x1, x3, x5, x6 -867 (28.3)  0 0 0 0 0 0 0 100 
x1, x4, x5, x6 -456 (27.5)  0 0 0 0 0 0 0 100 
x2, x3, x4, x5 1164 (18.3)  0 0 0 0 0 0 0 100 
x2, x3, x4, x6 393 (11.9)  0 0 0 0 0 0 0 100 
x2, x3, x5, x6 393 (11.8)  0 0 0 0 0 0 0 100 
x2, x4, x5, x6 442 (17.1)  0 0 0 0 0 0 0 100 
x3, x4, x5, x6 393 (11.9)  0 0 0 0 0 0 0 100 
           
x1, x2, x3, x4, x5 1058 (7.2)  0 0 0 0 0 0 0 100 
x1, x2, x3, x4, x6 -862 (28.3)  0 0 0 0 0 0 0 100 
x1, x2, x3, x5, x6 -863 (28.1)  0 0 0 0 0 0 0 100 
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x1, x2, x4, x5, x6 -452 (27.5)  0 0 0 0 0 0 0 100 
x1, x3, x4, x5, x6 -863 (28.4)  0 0 0 0 0 0 0 100 
x2, x3, x4, x5, x6 397 (12.0)  0 0 0 0 0 0 0 100 
 
Table 5.7: Summary of model AICc by variable subset and the corresponding number of times 
each candidate bandwidth value γ  was chosen over the 100 simulated data sets for scenario 1 in 
the case of b) r(x1,x3) = 0.6. 
   # Times Selected 
 AICc  Bandwidth Value γ  
Subset Mean (SD)  0.1 0.2 0.3 0.5 0.6 0.8 1.0 1.4 
x1, x2, x3 1051 (6.2)  0 0 0 0 0 0 0 100 
x1, x2, x4 1061 (9.7)  0 0 0 0 0 0 0 100 
x1, x2, x5 1062 (9.1)  0 0 0 0 0 0 0 100 
x1, x2, x6 -544 (28.7)  0 0 0 0 0 0 0 100 
x1, x3, x4 1050 (6.9)  0 0 0 0 0 0 0 100 
x1, x3, x5 1051 (6.3)  0 0 0 0 0 0 0 100 
x1, x3, x6 -871 (28.6)  0 0 0 0 0 0 0 100 
x1, x4, x5 1062 (9.6)  0 0 0 0 0 0 0 100 
x1, x4, x6 -544 (28.5)  0 0 0 0 0 0 0 100 
x1, x5, x6 -544 (28.7)  0 0 0 0 0 0 0 100 
x2, x3, x4 1131 (16.1)  0 0 0 0 0 0 0 100 
x2, x3, x5 1131 (15.9)  0 0 0 0 0 0 0 100 
x2, x3, x6 240 (28.0)  0 0 0 0 0 0 0 100 
x2, x4, x5 1200 (17.7)  0 0 0 0 0 0 0 100 
x2, x4, x6 567 (13.8)  0 0 0 0 0 0 0 100 
x2, x5, x6 567 (13.9)  0 0 0 0 0 0 0 100 
x3, x4, x5 1131 (16.3)  0 0 0 0 0 0 0 100 
x3, x4, x6 240 (27.6)  0 0 0 0 0 0 0 100 
x3, x5, x6 240 (27.6)  0 0 0 0 0 0 0 100 
x4, x5, x6 567 (14.1)  0 0 0 0 0 0 0 100 
           
x1, x2, x3, x4 1054 (6.9)  0 0 0 0 0 0 0 100 
x1, x2, x3, x5 1055 (6.1)  0 0 0 0 0 0 0 100 
x1, x2, x3, x6 -867 (28.8)  0 0 0 0 0 0 0 100 
x1, x2, x4, x5 1066 (9.6)  0 0 0 0 0 0 0 100 
x1, x2, x4, x6 -540 (28.5)  0 0 0 0 0 0 0 100 
x1, x2, x5, x6 -540 (28.8)  0 0 0 0 0 0 0 100 
x1, x3, x4, x5 1055 (6.9)  0 0 0 0 0 0 0 100 
x1, x3, x4, x6 -867 (28.6)  0 0 0 0 0 0 0 100 
x1, x3, x5, x6 -866 (28.8)  0 0 0 0 0 0 0 100 
x1, x4, x5, x6 -540 (28.6)  0 0 0 0 0 0 0 100 
x2, x3, x4, x5 1135 (16.3)  0 0 0 0 0 0 0 100 
x2, x3, x4, x6 244 (27.9)  0 0 0 0 0 0 0 100 
x2, x3, x5, x6 244 (27.9)  0 0 0 0 0 0 0 100 
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x2, x4, x5, x6 571 (14.0)  0 0 0 0 0 0 0 100 
x3, x4, x5, x6 244 (27.5)  0 0 0 0 0 0 0 100 
           
x1, x2, x3, x4, x5 1059 (6.8)  0 0 0 0 0 0 0 100 
x1, x2, x3, x4, x6 -863 (28.8)  0 0 0 0 0 0 0 100 
x1, x2, x3, x5, x6 -862 (28.9)  0 0 0 0 0 0 0 100 
x1, x2, x4, x5, x6 -536 (28.7)  0 0 0 0 0 0 0 100 
x1, x3, x4, x5, x6 -863 (28.8)  0 0 0 0 0 0 0 100 
x2, x3, x4, x5, x6 248 (27.8)  0 0 0 0 0 0 0 100 
 
Table 5.8: Summary of model AICc by variable subset and the corresponding number of times 
each candidate bandwidth value γ  was chosen over the 100 simulated data sets for scenario 1 in 
the case of c) environmental correlation structure 1. 
   # Times Selected 
 AICc  Bandwidth Value γ  
Subset Average (SD)  0.1 0.2 0.3 0.5 0.6 0.8 1.0 1.4 
x1, x2, x3 996 (15.8)  0 0 0 0 0 0 0 100 
x1, x2, x4 1008 (16.6)  0 0 0 0 0 0 0 100 
x1, x2, x5 1006 (16.4)  0 0 0 0 0 0 0 100 
x1, x2, x6 -690 (30.8)  0 0 0 0 0 0 0 100 
x1, x3, x4 996 (15.8)  0 0 0 0 0 0 0 100 
x1, x3, x5 994 (15.8)  0 0 0 0 0 0 0 100 
x1, x3, x6 -862 (30.4)  0 0 0 0 0 0 0 100 
x1, x4, x5 1013 (17.0)  0 0 0 0 0 0 0 100 
x1, x4, x6 -615 (31.6)  0 0 0 0 0 0 0 100 
x1, x5, x6 -616 (31.5)  0 0 0 0 0 0 0 100 
x2, x3, x4 1126 (17.6)  0 0 0 0 0 0 0 100 
x2, x3, x5 1120 (18.0)  0 0 0 0 0 0 0 100 
x2, x3, x6 53 (35.2)  0 0 0 0 0 0 0 100 
x2, x4, x5 1184 (19.6)  0 0 0 0 0 0 0 100 
x2, x4, x6 231 (31.9)  0 0 0 0 0 0 0 100 
x2, x5, x6 227 (32.3)  0 0 0 0 0 0 0 100 
x3, x4, x5 1127 (18.1)  0 0 0 0 0 0 0 100 
x3, x4, x6 62 (34.7)  0 0 0 0 0 0 0 100 
x3, x5, x6 62 (34.9)  0 0 0 0 0 0 0 100 
x4, x5, x6 524 (19.7)  0 0 0 0 0 0 0 100 
           
x1, x2, x3, x4 1000 (15.8)  0 0 0 0 0 0 0 100 
x1, x2, x3, x5 998 (15.7)  0 0 0 0 0 0 0 100 
x1, x2, x3, x6 -859 (30.6)  0 0 0 0 0 0 0 100 
x1, x2, x4, x5 1010 (16.4)  0 0 0 0 0 0 0 100 
x1, x2, x4, x6 -687 (31.0)  0 0 0 0 0 0 0 100 
x1, x2, x5, x6 -687 (31.0)  0 0 0 0 0 0 0 100 
x1, x3, x4, x5 998 (15.8)  0 0 0 0 0 0 0 100 
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x1, x3, x4, x6 -859 (30.5)  0 0 0 0 0 0 0 100 
x1, x3, x5, x6 -859 (30.4)  0 0 0 0 0 0 0 100 
x1, x4, x5, x6 -611 (31.6)  0 0 0 0 0 0 0 100 
x2, x3, x4, x5 1124 (18.0)  0 0 0 0 0 0 0 100 
x2, x3, x4, x6 44 (35.3)  0 0 0 0 0 0 0 100 
x2, x3, x5, x6 43 (35.7)  0 0 0 0 0 0 0 100 
x2, x4, x5, x6 230 (32.3)  0 0 0 0 0 0 0 100 
x3, x4, x5, x6 64 (34.8)  0 0 0 0 0 0 0 100 
           
x1, x2, x3, x4, x5 1002 (15.7)  0 0 0 0 0 0 0 100 
x1, x2, x3, x4, x6 -855 (30.7)  0 0 0 0 0 0 0 100 
x1, x2, x3, x5, x6 -855 (30.6)  0 0 0 0 0 0 0 100 
x1, x2, x4, x5, x6 -683 (31.0)  0 0 0 0 0 0 0 100 
x1, x3, x4, x5, x6 -854 (30.5)  0 0 0 0 0 0 0 100 
x2, x3, x4, x5, x6 46 (35.7)  0 0 0 0 0 0 0 100 
In Table 5.9, the average weighted AICc for each subset size is given along with the average 
AICc from the best subset, for each correlation case. For all three correlation structures, the 
lowest weighted AICc value corresponds to a subset of size 5. Therefore, in each case, we select 
as our final ensemble estimates, those calculated as the weighted average of the six subsets of 
size 5. We also note that for each correlation structure, the AICc from the best subset is far 
smaller than the weighted average AICc for each of the three subset sizes, suggesting a superior 
goodness-of-fit for the best subset models. 
Table 5.9: Summary of model AICc in simulation scenario 1 for the best subset method and for 
ensemble methods using variable subset sizes of 3, 4, and 5 for the cases of a) independent 
exposures, b) r(x1,x3) = 0.6, and c) environmental correlation structure 1. 
  Case a  Case b  Case c 
  Mean (SD)  Mean (SD)  Mean (SD) 
Ensemble Method # of subsets Weighted AICc  Weighted AICc  Weighted AICc 
  Size 3 20 -179 (18.5)  -209 (19.5)  -256 (20.8) 
  Size 4 15 -438 (21.0)  -460 (22.0)  -506 (23.7) 
  Size 5 6 -685 (24.9)  -697 (25.7)  -719 (27.5) 
       
Best Subset Bandwidth AICc  AICc  AICc 
  x1, x3, x6 1.4 -871 (28.4)  -871 (28.6)  -862 (30.4) 
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The best subset LWQS parameter estimates are mapped over the study area for the three 
correlation cases in Figure 5.8. The simulated parameter values are given in panel 1 as a point of 
reference, and as shown in panels 2-4, the best subset estimates are indistinguishable from the 
simulated parameters in all correlation cases. Further, as shown in in the left hand side of Tables 
5.10 and 5.11, the best subset estimates are very precise with negligible bias across all 
correlation cases (all bias <= 0.001). Note that there is truly no bias in w2, w4, and w6, as these 
parameters are excluded in the best subset model. 
 
Panel 1. Simulated LWQS parameter values in scenario 1. 
 












































Panel 3. Best subset parameter estimates for case b) r(x1,x3) = 0.6. 
 
Panel 4. Best subset parameter estimates for case c) environmental correlation matrix 1. 
Figure 5.8: Maps of the LWQS best subset parameter estimates in simulation scenario 1 for the 
cases of: a) independent exposures (panel 2); b) r(x1,x3) = 0.6 (panel 3), and c) environmental 
correlation matrix 1 (panel 4). The simulated LWQS parameters for scenario 1 are included for 
the purpose of comparison (panel 1). 
Table 5.10: Summary of the LWQS parameter estimates for simulation scenario 1 using the best 
subset1 and ensemble2 methods for the cases of a) independent exposures, b) r(x1, x3) = 0.6, and 
c) environmental correlation structure 1. 
  Best Subset Estimates  Ensemble Estimates  
Case a Truth Mean Range  Mean Range  
b0 0 0.00 (0.00, 0.00)  0.06 (0.06, 0.06)  
b1 1 1.00 (1.00, 1.00)  0.96 (0.96, 0.96)  
w1 0.3 0.30 (0.30, 0.30)  0.30 (0.30, 0.30)  
w2 0 0 (0, 0)  0.00 (0.00, 0.00)  
w3 0.1 0.10 (0.10, 0.10)  0.09 (0.09, 0.09)  
w4 0 0 (0, 0)  0.00 (0.00, 0.00)  
w5 0 0 (0, 0)  0.00 (0.00, 0.00)  











































Case b        
b0 0 0.00 (0.00, 0.00)  0.04 (0.04, 0.04)  
b1 1 1.00 (1.00, 1.00)  0.98 (0.97, 0.98)  
w1 0.3 0.30 (0.30, 0.30)  0.30 (0.30, 0.30)  
w2 0 0 (0, 0)  0.00 (0.00, 0.00)  
w3 0.1 0.10 (0.10, 0.10)  0.10 (0.10, 0.10)  
w4 0 0 (0, 0)  0.00 (0.00, 0.00)  
w5 0 0 (0, 0)  0.00 (0.00, 0.00)  
w6 0.6 0.60 (0.60, 0.60)  0.59 (0.59, 0.59)  
Case c        
b0 0 0.00 (0.00, 0.00)  0.01 (0.01, 0.01)  
b1 1 1.00 (1.00, 1.00)  0.99 (0.99, 0.99)  
w1 0.3 0.30 (0.30, 0.30)  0.29 (0.29, 0.29)  
w2 0 0 (0, 0)  0.02 (0.02, 0.02)  
w3 0.1 0.10 (0.10, 0.10)  0.09 (0.09, 0.09)  
w4 0 0 (0, 0)  0.00 (0.00, 0.00)  
w5 0 0 (0, 0)  0.00 (0.00, 0.00)  
w6 0.6 0.60 (0.60, 0.60)  0.59 (0.59, 0.59)  
1 Best subset estimates pertain to Sb = {x1, x3, x6} with estimated bandwidth value γ = 1.4. 
2 Ensemble estimates are calculated using subsets of size 5. 
Table 5.11: Summary of the bias and RMSE in the estimated LWQS parameters for simulation 
scenario 1 using the best subset1 and ensemble2 methods for the cases of a) independent 
exposures, b) r(x1, x3) = 0.6, c) environmental correlation structure 1. 
 Best Subset Estimates  Ensemble Estimates 
Case a Avg. Bias Bias Range RMSE  Avg. Bias Bias Range RMSE 
b0 0.00 (0.00, 0.00) 0.00  0.06 (0.06, 0.06) 0.06 
b1 0.00 (0.00, 0.00) 0.00  -0.04 (-0.04, -0.04) 0.04 
w1 0.00 (0.00, 0.00) 0.00  0.00 (0.00, 0.00) 0.00 
w2 0 (0, 0) 0  0.00 (0.00, 0.00) 0.00 
w3 0.00 (0.00, 0.00) 0.00  -0.01 (-0.01, -0.01) 0.01 
w4 0 (0, 0) 0  0.00 (0.00, 0.00) 0.00 
w5 0 (0, 0) 0  0.00 (0.00, 0.00) 0.00 
w6 0.00 (0.00, 0.00) 0.00  0.01 (0.01, 0.01) 0.01 
Case b        
b0 0.00 (0.00, 0.00) 0.00  0.04 (0.04, 0.04) 0.04 
b1 0.00 (0.00, 0.00) 0.00  -0.02 (-0.03, -0.02) 0.02 
w1 0.00 (0.00, 0.00) 0.00  0.00 (0.00, 0.00) 0.00 
w2 0 (0, 0) 0.00  0.00 (0.00, 0.00) 0.00 
w3 0.00 (0.00, 0.00) 0.00  0.00 (0.00, 0.00) 0.00 
w4 0 (0, 0) 0  0.00 (0.00, 0.00) 0.00 
w5 0 (0, 0) 0  0.00 (0.00, 0.00) 0.00 
w6 0.00 (0.00, 0.00) 0.00  -0.01 (-0.01, -0.01) 0.01 
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Case c        
b0 0.00 (0.00, 0.00) 0.00  0.01 (0.01, 0.01) 0.01 
b1 0.00 (0.00, 0.00) 0.00  -0.01 (-0.01, -0.01) 0.01 
w1 0.00 (0.00, 0.00) 0.00  -0.01 (-0.01, -0.01) 0.01 
w2 0 (0, 0) 0  0.02 (0.02, 0.02) 0.02 
w3 0.00 (0.00, 0.00) 0.00  -0.01 (-0.01, -0.01) 0.01 
w4 0 (0, 0) 0  0.00 (0.00, 0.00) 0.00 
w5 0 (0, 0) 0  0.00 (0.00, 0.00) 0.00 
w6 0.00 (0.00, 0.00) 0.00  -0.01 (-0.01, -0.01) 0.01 
1 Best subset estimates pertain to Sb = {x1, x3, x6} with estimated bandwidth value γ = 1.4. 
2 Ensemble estimates are calculated using subsets of size 5. 
Maps of the ensemble estimates from subsets of size 5 are shown for each correlation case in 
Figure 5.9. As with Figure 5.8, the simulated parameter values are shown in panel 1 as a point 
of reference. In panels 2-4, we see evidence of positive bias in b0 across all correlation cases, 
and an overestimation of w2 in the case of environmental correlation matrix 1 (panel 4). From 
the right side of Table 5.10, it is clear that the ensemble method produces slight overestimates of 
the intercept, b0, and slight underestimates of the mixture effect, b1. We note however that the 
magnitude of the bias in b0 and b1 decreases with increasing complexity in the correlation 
among exposures (Table 5.11). More specifically, the magnitude of bias associated with b0 and 
b1 is greatest in the case of independent exposures (bias = 0.06 and -0.04 for b0 and b1, 
respectively) and smallest in the most complex correlation case, i.e., correlation matrix 1 (bias = 
0.01 and -0.01 for b0 and b1, respectively).  Maps of the bias in the ensemble estimates are 
shown in Figure 5.10. From Table 5.10 and 5.11, we see that there is slight error in the 
ensemble estimates of the weight parameters in each correlation case. In Figure 5.10, the bias 
appears most notable in w3 in the case of independent exposures (panel 1), and in w2 in the case 





Panel 1. Simulated LWQS parameter values in scenario 1. 
 
Panel 2. Ensemble estimates from subsets of size 5 for case a) independent exposures. 
 
































































Panel 4. Ensemble estimates from subsets of size 5 for c) environmental correlation matrix 1. 
Figure 5.9: Maps of the LWQS ensemble parameter estimates from subsets of size 5 in 
simulation scenario 1 for the correlation cases of: a) independent exposures (panel 2); b) r(x1,x3) 
= 0.6 (panel 3), and c) environmental correlation matrix 1 (panel 4). The scenario 1 simulated 
LWQS parameters (panel 1) are included for the purpose of comparison. 
 
 
Panel 1. Bias in ensemble parameter estimates from subsets of size 5 for a) independent 
exposures. 
 



































































Panel 3. Bias in ensemble parameter estimates from subsets of size 5 for c) environmental 
correlation matrix 1. 
Figure 5.10: Bias in ensemble parameter estimates from subsets of size 5 for scenario 1 in the 
cases of a) independent exposures (panel 1), b) r(x1, x3) = 0.6 (panel 2), and c) environmental 
correlation structure 1 (panel 3). 
The best subset method performs decisive variable selection by choosing a best subset of 
exposures for inclusion in the model. In all three correlation cases, the best subset was selected to 
include only the important exposures. As previously mentioned, the ensemble estimates require a 
user defined “cut off” value to determine variable importance. When using a cut-off of 0.05, the 
ensemble estimates were able to correctly classify exposures x1, x3, and x6, as important, and 
exposures x2, x4, and x5, as unimportant, in all correlation cases.  
In scenario 1, we have shown that LWQS performs well when there is no spatial dependency in 
model effects or exposures, and that model performance is largely unhindered in the presence of 
a complex and environmentally relevant correlation pattern. Regardless of the correlation among 
exposures, both the best subset and ensemble methods demonstrate the ability to correctly 
distinguish important exposures from those unrelated to the outcome. The best subset estimates 
outperformed the ensemble estimates in terms of precision, producing parameter maps that were 

























Scenario 2 extends the simulation settings in scenario 1 to include spatially varying weight 
parameters and a permutation of the environmentally relevant correlation structure. More 
specifically, the simulated exposure means and mixture effect are constant over the study area, 
while the weight parameters change by row of the study region (see Table 5.12). The weight for 
x1 decreases by row from the top of the study area to the bottom. Conversely, the weight for x6 
increases with descending rows, where it is strongest in the first and weakest in the third. The 
weight for x3 does not vary over space, with a constant value for the entirety of the study area. 
We again consider three correlation patterns of increasing complexity when simulating 
exposures: a) independent exposures, b) r(x1,x3) = 0.6, and c) environmental correlation matrix 
2. Environmental correlation matrix 2 (correlations ranging from 0.08 to 0.91) is a rearrangement 
of environmental correlation matrix 1, aimed at changing the intensity of correlation in the 
important exposures.   
Table 5.12: Simulated LWQS parameters for scenario 2. 
 b0 b1 w1 w2 w3 w4 w5 w6 
Row 1 0.0 1.0 0.5 0.0 0.1 0.0 0.0 0.4 
Row 2 0.0 1.0 0.3 0.0 0.1 0.0 0.0 0.6 
Row 3 0.0 1.0 0.1 0.0 0.1 0.0 0.0 0.8 
Model goodness-of-fit (AICc) and choice of bandwidth parameter are summarized for all subsets 
of sizes 3, 4, and 5, in Tables 5.13, 5.14, and 5.15, for correlation cases a, b, and c, respectively. 
In all three correlation cases, the best subset (i.e., model with the lowest AICc) is correctly 
selected as the subset containing exposures x1, x3, and x6 (the three exposures set to be related 
to the response). Thus, in terms of variable selection, the best subset method was able to 
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correctly retain important exposures (i.e., sensitivity) and exclude unimportant exposures (i.e., 
specificity) for all correlation cases. 
As further shown in Tables 5.13, 5.14, and 5.15, the estimated bandwidth parameters generally 
reflect the degree of spatial dependency in the composition of the subset. Subset models 
excluding all exposures with spatially dependent parameters (e.g. subset Sb = {x2,x3,x4}) select 
the largest candidate bandwidth value. Furthermore, subsets containing exposures x1 and x6 
select small candidate bandwidth values as a consequence of the systematic spatial variation in 
weight parameters w1 and w6. We note that the best subset model (Sb = {x1,x3,x6}) selects the 
smallest candidate bandwidth value ( γ = 0.1) across all simulated data sets in all correlation 
cases. 
Table 5.13: Summary of model AICc by variable subset and the corresponding number of times 
each candidate bandwidth value γ  was chosen over the 100 simulated data sets for scenario 2 in 
the case of a) independent exposures. 
   # Times Selected 
 AICc  Bandwidth Value γ   
Subset Mean (SD)  0.1 0.2 0.3 0.5 0.6 0.8 1.0 1.4 
x1, x2, x3 1104 (13.7)  0 0 0 6 6 12 8 68 
x1, x2, x4 1116 (16.0)  0 0 0 5 1 9 8 77 
x1, x2, x5 1116 (16.3)  0 0 0 4 3 6 10 77 
x1, x2, x6 -158 (23.7)  5 95 0 0 0 0 0 0 
x1, x3, x4 1104 (13.4)  0 0 0 5 8 9 10 68 
x1, x3, x5 1104 (13.7)  0 0 0 7 4 12 8 69 
x1, x3, x6 -452 (36.8)  100 0 0 0 0 0 0 0 
x1, x4, x5 1116 (16.1)  0 0 0 4 1 11 8 76 
x1, x4, x6 -158 (24.1)  5 95 0 0 0 0 0 0 
x1, x5, x6 -158 (24.3)  8 92 0 0 0 0 0 0 
x2, x3, x4 1213 (18.4)  0 0 0 0 0 0 0 100 
x2, x3, x5 1213 (18.2)  0 0 0 0 0 0 0 100 
x2, x3, x6 582 (19.6)  0 0 51 47 2 0 0 0 
x2, x4, x5 1222 (20.0)  0 0 0 0 0 0 0 100 
x2, x4, x6 619 (21.7)  0 0 31 62 7 0 0 0 
x2, x5, x6 618 (22.1)  0 0 32 59 9 0 0 0 
x3, x4, x5 1213 (18.1)  0 0 0 0 0 0 0 100 
x3, x4, x6 582 (19.6)  0 1 57 40 2 0 0 0 
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x3, x5, x6 582 (19.6)  0 0 54 44 2 0 0 0 
x4, x5, x6 618 (21.8)  0 0 30 63 7 0 0 0 
           
x1, x2, x3, x4 1108 (13.8)  0 0 0 1 4 3 8 84 
x1, x2, x3, x5 1108 (14.1)  0 0 0 2 2 5 5 86 
x1, x2, x3, x6 -384 (36.6)  99 1 0 0 0 0 0 0 
x1, x2, x4, x5 1121 (16.3)  0 0 0 0 4 1 4 91 
x1, x2, x4, x6 -135 (23.5)  0 100 0 0 0 0 0 0 
x1, x2, x5, x6 -136 (23.9)  0 100 0 0 0 0 0 0 
x1, x3, x4, x5 1108 (13.7)  0 0 0 2 2 4 6 86 
x1, x3, x4, x6 -384 (37.7)  98 2 0 0 0 0 0 0 
x1, x3, x5, x6 -384 (37.7)  98 2 0 0 0 0 0 0 
x1, x4, x5, x6 -135 (24.2)  0 100 0 0 0 0 0 0 
x2, x3, x4, x5 1217 (18.4)  0 0 0 0 0 0 0 100 
x2, x3, x4, x6 591 (20.3)  0 0 15 72 9 3 1 0 
x2, x3, x5, x6 591 (20.3)  0 0 23 57 16 2 2 0 
x2, x4, x5, x6 626 (22.1)  0 0 10 57 24 8 1 0 
x3, x4, x5, x6 591 (20.3)  0 0 17 71 6 5 1 0 
           
x1, x2, x3, x4, x5 1112 (14.1)  0 0 0 0 2 2 1 95 
x1, x2, x3, x4, x6 -331 (31.3)  18 82 0 0 0 0 0 0 
x1, x2, x3, x5, x6 -331 (30.8)  20 80 0 0 0 0 0 0 
x1, x2, x4, x5, x6 -113 (23.9)  0 100 0 0 0 0 0 0 
x1, x3, x4, x5, x6 -331 (31.8)  22 78 0 0 0 0 0 0 
x2, x3, x4, x5, x6 598 (20.8)  0 0 3 51 31 9 4 2 
 
Table 5.14: Summary of model AICc by variable subset and the corresponding number of times 
each candidate bandwidth value γ  was chosen over the 100 simulated data sets for scenario 2 in 
the case of b) r(x1,x3) = 0.6. 
   # Times Selected 
 AICc  Bandwidth Value γ  
Subset Mean (SD)  0.1 0.2 0.3 0.5 0.6 0.8 1.0 1.4 
x1, x2, x3 1102 (14.4)  0 0 0 10 14 12 12 52 
x1, x2, x4 1113 (16.0)  0 0 0 4 6 10 20 60 
x1, x2, x5 1113 (16.1)  0 0 0 2 6 16 12 64 
x1, x2, x6 -215 (28.4)  36 64 0 0 0 0 0 0 
x1, x3, x4 1102 (14.7)  0 0 0 8 12 14 10 56 
x1, x3, x5 1102 (14.7)  0 0 0 8 16 6 14 56 
x1, x3, x6 -454 (33.6)  100 0 0 0 0 0 0 0 
x1, x4, x5 1113 (16.4)  0 0 0 0 12 10 14 64 
x1, x4, x6 -216 (28.7)  34 66 0 0 0 0 0 0 
x1, x5, x6 -215 (30.0)  40 60 0 0 0 0 0 0 
x2, x3, x4 1182 (18.7)  0 0 0 0 0 0 0 100 
x2, x3, x5 1182 (18.7)  0 0 0 0 0 0 0 100 
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x2, x3, x6 461 (25.7)  0 2 96 2 0 0 0 0 
x2, x4, x5 1251 (21.8)  0 0 0 0 0 0 0 100 
x2, x4, x6 713 (21.1)  0 0 10 56 26 8 0 0 
x2, x5, x6 714 (21.4)  0 0 8 58 18 16 0 0 
x3, x4, x5 1182 (18.9)  0 0 0 0 0 0 0 100 
x3, x4, x6 461 (26.0)  0 4 94 2 0 0 0 0 
x3, x5, x6 461 (26.5)  0 6 92 2 0 0 0 0 
x4, x5, x6 714 (21.8)  0 0 10 54 28 8 0 0 
           
x1, x2, x3, x4 1106 (14.8)  0 0 0 0 6 8 12 74 
x1, x2, x3, x5 1106 (14.9)  0 0 0 0 4 8 14 74 
x1, x2, x3, x6 -383 (34.1)  94 6 0 0 0 0 0 0 
x1, x2, x4, x5 1117 (16.5)  0 0 0 0 0 4 8 88 
x1, x2, x4, x6 -190 (28.4)  0 100 0 0 0 0 0 0 
x1, x2, x5, x6 -189 (28.9)  0 100 0 0 0 0 0 0 
x1, x3, x4, x5 1106 (15.2)  0 0 0 0 0 12 12 76 
x1, x3, x4, x6 -385 (33.5)  96 4 0 0 0 0 0 0 
x1, x3, x5, x6 -386 (33.5)  98 2 0 0 0 0 0 0 
x1, x4, x5, x6 -190 (29.0)  0 100 0 0 0 0 0 0 
x2, x3, x4, x5 1186 (18.8)  0 0 0 0 0 0 0 100 
x2, x3, x4, x6 474 (25.9)  0 0 74 26 0 0 0 0 
x2, x3, x5, x6 474 (26.3)  0 0 74 26 0 0 0 0 
x2, x4, x5, x6 720 (21.8)  0 0 0 26 32 26 12 4 
x3, x4, x5, x6 474 (26.5)  0 0 78 22 0 0 0 0 
           
x1, x2, x3, x4, x5 1110 (15.2)  0 0 0 0 0 2 4 94 
x1, x2, x3, x4, x6 -333 (30.2)  14 86 0 0 0 0 0 0 
x1, x2, x3, x5, x6 -332 (29.7)  12 88 0 0 0 0 0 0 
x1, x2, x4, x5, x6 -167 (28.9)  0 100 0 0 0 0 0 0 
x1, x3, x4, x5, x6 -334 (29.5)  12 88 0 0 0 0 0 0 
x2, x3, x4, x5, x6 485 (26.0)  0 0 44 54 2 0 0 0 
 
Table 5.15: Summary of model AICc by variable subset and the corresponding number of times 
each candidate bandwidth value γ  was chosen over the 100 simulated data sets for scenario 2 in 
the case of c) environmental correlation structure 2. 
   # Times Selected 
 AICc  Bandwidth Value γ  
Subset Mean (SD)  0.1 0.2 0.3 0.5 0.6 0.8 1.0 1.4 
x1, x2, x3 1066 (16.2)  0 0 0 0 0 1 3 96 
x1, x2, x4 1068 (15.8)  0 0 0 0 0 3 3 94 
x1, x2, x5 564 (41.3)  0 0 88 11 1 0 0 0 
x1, x2, x6 -366 (34.9)  74 26 0 0 0 0 0 0 
x1, x3, x4 1062 (16.1)  0 0 0 0 1 3 6 90 
x1, x3, x5 543 (41.5)  0 1 94 5 0 0 0 0 
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x1, x3, x6 -499 (37.9)  100 0 0 0 0 0 0 0 
x1, x4, x5 562 (40.9)  0 0 89 11 0 0 0 0 
x1, x4, x6 -309 (33.1)  8 92 0 0 0 0 0 0 
x1, x5, x6 -305 (32.9)  11 89 0 0 0 0 0 0 
x2, x3, x4 1179 (18.8)  0 0 0 0 0 0 1 99 
x2, x3, x5 740 (36.1)  0 0 0 52 18 16 7 7 
x2, x3, x6 268 (37.6)  0 38 62 0 0 0 0 0 
x2, x4, x5 801 (35.3)  0 0 0 27 22 26 11 14 
x2, x4, x6 402 (32.7)  0 3 93 4 0 0 0 0 
x2, x5, x6 424 (34.4)  0 1 85 14 0 0 0 0 
x3, x4, x5 729 (34.1)  0 0 1 52 19 12 9 7 
x3, x4, x6 278 (34.6)  0 26 74 0 0 0 0 0 
x3, x5, x6 291 (36.1)  0 9 91 0 0 0 0 0 
x4, x5, x6 652 (21.3)  0 0 3 28 18 27 7 17 
           
x1, x2, x3, x4 1067 (16.1)  0 0 0 0 0 0 0 100 
x1, x2, x3, x5 556 (41.0)  0 0 50 47 2 1 0 0 
x1, x2, x3, x6 -436 (35.5)  64 36 0 0 0 0 0 0 
x1, x2, x4, x5 567 (40.9)  0 0 58 41 1 0 0 0 
x1, x2, x4, x6 -334 (31.7)  1 99 0 0 0 0 0 0 
x1, x2, x5, x6 -332 (31.6)  0 100 0 0 0 0 0 0 
x1, x3, x4, x5 547 (41.0)  0 0 72 28 0 0 0 0 
x1, x3, x4, x6 -435 (35.4)  53 47 0 0 0 0 0 0 
x1, x3, x5, x6 -436 (35.4)  54 46 0 0 0 0 0 0 
x1, x4, x5, x6 -284 (32.9)  0 100 0 0 0 0 0 0 
x2, x3, x4, x5 729 (34.8)  0 0 0 28 28 19 10 15 
x2, x3, x4, x6 268 (35.2)  0 3 96 1 0 0 0 0 
x2, x3, x5, x6 281 (36.9)  0 1 98 1 0 0 0 0 
x2, x4, x5, x6 413 (32.5)  0 0 75 25 0 0 0 0 
x3, x4, x5, x6 289 (34.1)  0 0 98 2 0 0 0 0 
           
x1, x2, x3, x4, x5 559 (40.2)  0 0 25 65 9 1 0 0 
x1, x2, x3, x4, x6 -406 (33.5)  0 100 0 0 0 0 0 0 
x1, x2, x3, x5, x6 -406 (33.4)  0 100 0 0 0 0 0 0 
x1, x2, x4, x5, x6 -311 (32.0)  0 100 0 0 0 0 0 0 
x1, x3, x4, x5, x6 -406 (33.0)  0 100 0 0 0 0 0 0 
x2, x3, x4, x5, x6 279 (34.8)  0 0 96 4 0 0 0 0 
In Table 5.16, the average weighted AICc for each subset size is given along with the average 
AICc from the best subset, for each correlation case. For all three correlation structures, the 
lowest weighted AICc value corresponds to a subset of size 5. Therefore, in each case, we select 
as our final ensemble estimates, those calculated as the weighted average of the six subsets of 
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size 5. We also note that for each correlation structure, the AICc from the best subset is smaller 
than the weighted average AICc for each of the three subset sizes, suggesting a superior 
goodness-of-fit for the best subset models. 
Table 5.16: Summary of model AICc in simulation scenario 2 for the best subset method and for 
ensemble methods using variable subset sizes of 3, 4, and 5 for the cases of a) independent 
exposures, b) r(x1,x3) = 0.6, and c) environmental correlation structure 2. 
  Case a  Case b  Case c 
  Mean (SD)  Mean (SD)  Mean (SD) 
Ensemble Method # of subsets Weighted AICc  Weighted AICc  Weighted AICc 
  Size 3 20 98 (20.2)  73 (20.5)  -48 (25.6) 
  Size 4 15 -66 (25.3)  -85 (24.1)  -210 (28.2) 
  Size 5 6 -208 (27.2)  -220 (26.8)  -330 (30.8) 
       
Best Subset Bandwidth AICc  AICc  AICc 
  x1, x3, x6 0.1 -452 (36.8)  -454 (33.6)  -499 (37.9) 
The best subset parameter estimates are mapped over the study region in Figure 5.11 for each 
correlation case. We see from the parameter maps that the best subset model accurately 
reproduces the intercept and mixture effect in all three correlation cases, with the exception of a 
small cluster of negatively estimated intercepts (located in the upper right corner of the study 
area) in the case of independent exposures. Additionally, examination of the parameter maps 
indicates that the best subset model is able to accurately detect the general spatial pattern in 
weight parameters w1 and w3 for all three correlation cases. However, in each case, the 
distinction between rows appears to be diminished, likely due to the use of the smooth 




Panel 1. Simulated LWQS parameter values in scenario 2. 
Panel 2. Best subset parameter estimates for case a) independent exposures.  































































Panel 4. Best subset parameter estimates for case c) environmental correlation matrix 2. 
Figure 5.11: Maps of the LWQS best subset parameter estimates in simulation scenario 2 for the 
cases of: a) independent exposures (panel 2); b) r(x1,x3) = 0.6 (panel 3), and c) environmental 
correlation matrix 2 (panel 4). The simulated LWQS parameters for scenario 2 are included for 
the purpose of comparison (panel 1). 
The parameter estimates are summarized by row of the study region for each correlation case in 
Table 5.17, with error in the parameter estimates summarized similarly in Table 5.18. On 
average, the best subset model correctly estimates the intercept and mixture effect with 
negligible bias (Table 5.18) in all three correlation cases. When examining the estimates of the 
weight parameters, we see that w3 is on average estimated without bias in all rows of the study 
region for all 3 correlation cases. Additionally, w1 is generally underestimated in row 1 (its 
region of high activity) and overestimated in row 3 (its region of least activity). Specifically, w1 
is on average, underestimated by 0.04 in row 1 and over estimated by 0.04 in row 3, in all three 
correlation cases. The weight parameter for x6, w6, is similarly underestimated in its region of 
high activity, and overestimated in its region of least activity. Specifically, w6 is on average, 
underestimated by 0.04 in row 3 (region of high activity) and over estimated by 0.04 in row 1 
(region of least activity), in all three correlation cases. The tendency of the parameter estimates 
to shrink toward the simulated parameter value in the middle row is evidence of the visually 























region (row 2), we see an average over estimation of 0.01 in w1 and an average underestimation 
of 0.01 in w6, for all correlation cases.  
Table 5.17: Summary of the LWQS parameter estimates for simulation scenario 2 using the best 
subset1 and ensemble2 methods for the cases of a) independent exposures, b) r(x1, x3) = 0.6, and 
c) environmental correlation structure 2. 
 Best Subset Estimates  Ensemble Estimates 
Case a Truth Mean Range  Truth Mean Range 
b0 Row 1 0 0.00 (-0.01, 0.01)  0 0.05 (0.05, 0.06) 
 Row 2 0 0.00 (-0.01, 0.00)  0 0.05 (0.04, 0.06) 
 Row 3 0 0.00 (-0.01, 0.01)  0 0.05 (0.04, 0.05) 
b1 Row 1 1 1.00 (1.00, 1.00)  1 0.96 (0.96, 0.97) 
 Row 2 1 1.00 (1.00, 1.00)  1 0.96 (0.96, 0.97) 
 Row 3 1 1.00 (1.00, 1.00)  1 0.97 (0.96, 0.97) 
w1 Row 1 0.5 0.46 (0.38, 0.49)  0.5 0.41 (0.36, 0.44) 
 Row 2 0.3 0.31 (0.20, 0.38)  0.3 0.30 (0.23, 0.36) 
 Row 3 0.1 0.14 (0.11, 0.21)  0.1 0.18 (0.15, 0.23) 
w2 Row 1 0 0 (0, 0)  0 0.00 (0.00, 0.01) 
 Row 2 0 0 (0, 0)  0 0.00 (0.00, 0.01) 
 Row 3 0 0 (0, 0)  0 0.01 (0.00, 0.01) 
w3 Row 1 0.1 0.10 (0.10, 0.10)  0.1 0.09 (0.09, 0.09) 
 Row 2 0.1 0.10 (0.10, 0.10)  0.1 0.09 (0.09, 0.09) 
 Row 3 0.1 0.10 (0.10, 0.10)  0.1 0.09 (0.09, 0.09) 
w4 Row 1 0 0 (0, 0)  0 0.00 (0.00, 0.01) 
 Row 2 0 0 (0, 0)  0 0.00 (0.00, 0.01) 
 Row 3 0 0 (0, 0)  0 0.01 (0.00, 0.01) 
w5 Row 1 0 0 (0, 0)  0 0.01 (0.00, 0.01) 
 Row 2 0 0 (0, 0)  0 0.01 (0.00, 0.01) 
 Row 3 0 0 (0, 0)  0 0.00 (0.00, 0.01) 
w6 Row 1 0.4 0.44 (0.41, 0.52)  0.4 0.49 (0.46, 0.54) 
 Row 2 0.6 0.59 (0.52, 0.70)  0.6 0.60 (0.54, 0.67) 
 Row 3 0.8 0.76 (0.69, 0.79)  0.8 0.72 (0.66, 0.75) 
Case b        
b0 Row 1 0 -0.01 (-0.01, 0.01)  0 0.03 (0.02, 0.03) 
 Row 2 0 0.00 (-0.01, 0.01)  0 0.03 (0.03, 0.03) 
 Row 3 0 0.00 (-0.01, 0.01)  0 0.03 (0.02, 0.03) 
b1 Row 1 1 1.00 (1.00, 1.01)  1 0.98 (0.98, 0.98) 
 Row 2 1 1.00 (0.99, 1.00)  1 0.98 (0.98, 0.98) 
 Row 3 1 1.00 (0.99, 1.00)  1 0.98 (0.98, 0.99) 
w1 Row 1 0.5 0.46 (0.38, 0.49)  0.5 0.41 (0.36, 0.44) 
 Row 2 0.3 0.31 (0.20, 0.39)  0.3 0.31 (0.24, 0.36) 
 Row 3 0.1 0.14 (0.11, 0.21)  0.1 0.19 (0.16, 0.24) 
w2 Row 1 0 0 (0, 0)  0 0.00 (0.00, 0.01) 
 Row 2 0 0 (0, 0)  0 0.00 (0.00, 0.00) 
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 Row 3 0 0 (0, 0)  0 0.00 (0.00, 0.00) 
w3 Row 1 0.1 0.10 (0.10, 0.10)  0.1 0.10 (0.10, 0.10) 
 Row 2 0.1 0.10 (0.10, 0.10)  0.1 0.10 (0.09, 0.10) 
 Row 3 0.1 0.10 (0.10, 0.10)  0.1 0.09 (0.09, 0.09) 
w4 Row 1 0 0 (0, 0)  0 0.00 (0.00, 0.01) 
 Row 2 0 0 (0, 0)  0 0.00 (0.00, 0.01) 
 Row 3 0 0 (0, 0)  0 0.00 (0.00, 0.01) 
w5 Row 1 0 0 (0, 0)  0 0.00 (0.00, 0.01) 
 Row 2 0 0 (0, 0)  0 0.00 (0.00, 0.01) 
 Row 3 0 0 (0, 0)  0 0.00 (0.00, 0.01) 
w6 Row 1 0.4 0.44 (0.41, 0.52)  0.4 0.48 (0.45, 0.53) 
 Row 2 0.6 0.59 (0.51, 0.70)  0.6 0.58 (0.53, 0.65) 
 Row 3 0.8 0.76 (0.69, 0.79)  0.8 0.70 (0.65, 0.73) 
Case c        
b0 Row 1 0 0.00 (0.00, 0.01)  0 0.00 (0.00, 0.00) 
 Row 2 0 0.00 (-0.01, 0.00)  0 0.00 (-0.01, 0.00) 
 Row 3 0 0.00 (-0.01, 0.00)  0 0.00 (-0.01, 0.00) 
b1 Row 1 1 1.00 (1.00, 1.00)  1 1.00 (1.00, 1.00) 
 Row 2 1 1.00 (1.00, 1.00)  1 1.00 (1.00, 1.00) 
 Row 3 1 1.00 (1.00, 1.00)  1 1.00 (1.00, 1.00) 
w1 Row 1 0.5 0.46 (0.37, 0.49)  0.5 0.40 (0.35, 0.42) 
 Row 2 0.3 0.31 (0.20, 0.38)  0.3 0.30 (0.23, 0.35) 
 Row 3 0.1 0.14 (0.11, 0.21)  0.1 0.19 (0.16, 0.23) 
w2 Row 1 0 0 (0, 0)  0 0.02 (0.02, 0.02) 
 Row 2 0 0 (0, 0)  0 0.02 (0.02, 0.02) 
 Row 3 0 0 (0, 0)  0 0.02 (0.02, 0.02) 
w3 Row 1 0.1 0.10 (0.10, 0.11)  0.1 0.09 (0.09, 0.09) 
 Row 2 0.1 0.10 (0.10, 0.11)  0.1 0.09 (0.08, 0.09) 
 Row 3 0.1 0.10 (0.10, 0.10)  0.1 0.08 (0.08, 0.08) 
w4 Row 1 0 0 (0, 0)  0 0.01 (0.01, 0.01) 
 Row 2 0 0 (0, 0)  0 0.01 (0.01, 0.01) 
 Row 3 0 0 (0, 0)  0 0.01 (0.00, 0.01) 
w5 Row 1 0 0 (0, 0)  0 0.02 (0.02, 0.02) 
 Row 2 0 0 (0, 0)  0 0.02 (0.02, 0.02) 
 Row 3 0 0 (0, 0)  0 0.02 (0.02, 0.02) 
w6 Row 1 0.4 0.44 (0.41, 0.52)  0.4 0.47 (0.45, 0.52) 
 Row 2 0.6 0.59 (0.51, 0.70)  0.6 0.58 (0.52, 0.64) 
 Row 3 0.8 0.76 (0.69, 0.79)  0.8 0.69 (0.64, 0.72) 
1 Best subset estimates pertain to Sb = {x1, x3, x6} with estimated bandwidth value γ = 0.1. 




Table 5.18: Summary of the bias and RMSE in the estimated LWQS parameters for simulation 
scenario 2 using the best subset1 and ensemble2 methods for the cases of a) independent 
exposures, b) r(x1, x3) = 0.6, c) environmental correlation structure 2. 
 Best Subset Estimates  Ensemble Estimates 
Case a Avg. Bias Bias Range RMSE  Avg. Bias Bias Range RMSE 
b0 Row 1 0.00 (-0.01, 0.01) 0.00  0.05 (0.05, 0.06) 0.05 
 Row 2 0.00 (-0.01, 0.00) 0.00  0.05 (0.04, 0.06) 0.05 
 Row 3 0.00 (-0.01, 0.01) 0.00  0.05 (0.04, 0.05) 0.05 
b1 Row 1 0.00 (0.00, 0.00) 0.00  -0.04 (-0.04, -0.03) 0.04 
 Row 2 0.00 (0.00, 0.00) 0.00  -0.04 (-0.04, -0.03) 0.04 
 Row 3 0.00 (0.00, 0.00) 0.00  -0.03 (-0.04, -0.03) 0.03 
w1 Row 1 -0.04 (-0.12, -0.01) 0.05  -0.09 (-0.14, -0.06) 0.09 
 Row 2 0.01 (-0.10, 0.08) 0.05  0.00 (-0.07, 0.06) 0.03 
 Row 3 0.04 (0.01, 0.11) 0.05  0.08 (0.05, 0.13) 0.09 
w2 Row 1 0 (0, 0) 0  0.00 (0.00, 0.01) 0.00 
 Row 2 0 (0, 0) 0  0.00 (0.00, 0.01) 0.00 
 Row 3 0 (0, 0) 0  0.01 (0.00, 0.01) 0.01 
w3 Row 1 0.00 (0.00, 0.00) 0.00  -0.01 (-0.01, -0.01) 0.01 
 Row 2 0.00 (0.00, 0.00) 0.00  -0.01 (-0.01, -0.01) 0.01 
 Row 3 0.00 (0.00, 0.00) 0.00  -0.01 (-0.01, -0.01) 0.01 
w4 Row 1 0 (0, 0) 0  0.00 (0.00, 0.01) 0.00 
 Row 2 0 (0, 0) 0  0.00 (0.00, 0.01) 0.00 
 Row 3 0 (0, 0) 0  0.01 (0.00, 0.01) 0.01 
w5 Row 1 0 (0, 0) 0  0.01 (0.00, 0.01) 0.01 
 Row 2 0 (0, 0) 0  0.01 (0.00, 0.01) 0.01 
 Row 3 0 (0, 0) 0  0.00 (0.00, 0.01) 0.00 
w6 Row 1 0.04 (0.01, 0.12) 0.05  0.09 (0.06, 0.14) 0.09 
 Row 2 -0.01 (-0.08, 0.10) 0.05  0.00 (-0.06, 0.07) 0.03 
 Row 3 -0.04 (-0.11, -0.01) 0.05  -0.08 (-0.14, -0.05) 0.09 
Case b        
b0 Row 1 -0.01 (-0.01, 0.01) 0.01  0.03 (0.02, 0.03) 0.03 
 Row 2 0.00 (-0.01, 0.01) 0.00  0.03 (0.03, 0.03) 0.03 
 Row 3 0.00 (-0.01, 0.01) 0.00  0.03 (0.02, 0.03) 0.03 
b1 Row 1 0.00 (0.00, 0.01) 0.00  -0.02 (-0.02, -0.02) 0.02 
 Row 2 0.00 (-0.01, 0.00) 0.00  -0.02 (-0.02, -0.02) 0.02 
 Row 3 0.00 (-0.01, 0.00) 0.00  -0.02 (-0.02, -0.01) 0.02 
w1 Row 1 -0.04 (-0.12, -0.01) 0.05  -0.09 (-0.14, -0.06) 0.09 
 Row 2 0.01 (-0.10, 0.09) 0.04  0.01 (-0.06, 0.06) 0.03 
 Row 3 0.04 (0.01, 0.11) 0.05  0.09 (0.06, 0.14) 0.10 
w2 Row 1 0 (0, 0) 0  0.00 (0.00, 0.01) 0.00 
 Row 2 0 (0, 0) 0  0.00 (0.00, 0.00) 0.00 
 Row 3 0 (0, 0) 0  0.00 (0.00, 0.00) 0.00 
w3 Row 1 0.00 (0.00, 0.00) 0.00  0.00 (0.00, 0.00) 0.00 
 Row 2 0.00 (0.00, 0.00) 0.00  0.00 (-0.01, 0.00) 0.00 
 Row 3 0.00 (0.00, 0.00) 0.00  -0.01 (-0.01, -0.01) 0.01 
w4 Row 1 0 (0, 0) 0  0.00 (0.00, 0.01) 0.00 
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 Row 2 0 (0, 0) 0  0.00 (0.00, 0.01) 0.00 
 Row 3 0 (0, 0) 0  0.00 (0.00, 0.01) 0.00 
w5 Row 1 0 (0, 0) 0  0.00 (0.00, 0.01) 0.00 
 Row 2 0 (0, 0) 0  0.00 (0.00, 0.01) 0.00 
 Row 3 0 (0, 0) 0  0.00 (0.00, 0.01) 0.00 
w6 Row 1 0.04 (0.01, 0.12) 0.05  0.08 (0.05, 0.13) 0.08 
 Row 2 -0.01 (-0.09, 0.10) 0.05  -0.02 (-0.07, 0.05) 0.04 
 Row 3 -0.04 (-0.11, -0.01) 0.05  -0.10 (-0.15, -0.07) 0.10 
Case c        
b0 Row 1 0.00 (0.00, 0.01) 0.00  0.00 (0.00, 0.00) 0.00 
 Row 2 0.00 (-0.01, 0.00) 0.00  0.00 (-0.01, 0.00) 0.00 
 Row 3 0.00 (-0.01, 0.00) 0.00  0.00 (-0.01, 0.00) 0.00 
b1 Row 1 0.00 (0.00, 0.00) 0.00  0.00 (0.00, 0.00) 0.00 
 Row 2 0.00 (0.00, 0.00) 0.00  0.00 (0.00, 0.00) 0.00 
 Row 3 0.00 (0.00, 0.00) 0.00  0.00 (0.00, 0.00) 0.00 
w1 Row 1 -0.04 (-0.13, -0.01) 0.05  -0.10 (-0.15, -0.08) 0.10 
 Row 2 0.01 (-0.10, 0.08) 0.04  0.00 (-0.07, 0.05) 0.03 
 Row 3 0.04 (0.01, 0.11) 0.05  0.09 (0.06, 0.13) 0.09 
w2 Row 1 0 (0, 0) 0  0.02 (0.02, 0.02) 0.02 
 Row 2 0 (0, 0) 0  0.02 (0.02, 0.02) 0.02 
 Row 3 0 (0, 0) 0  0.02 (0.02, 0.02) 0.02 
w3 Row 1 0.00 (0.00, 0.01) 0.00  -0.01 (-0.01, -0.01) 0.01 
 Row 2 0.00 (0.00, 0.01) 0.00  -0.01 (-0.02, -0.01) 0.01 
 Row 3 0.00 (0.00, 0.00) 0.00  -0.02 (-0.02, -0.02) 0.02 
w4 Row 1 0 (0, 0) 0  0.01 (0.01, 0.01) 0.01 
 Row 2 0 (0, 0) 0  0.01 (0.01, 0.01) 0.01 
 Row 3 0 (0, 0) 0  0.01 (0.00, 0.01) 0.01 
w5 Row 1 0 (0, 0) 0  0.02 (0.02, 0.02) 0.02 
 Row 2 0 (0, 0) 0  0.02 (0.02, 0.02) 0.02 
 Row 3 0 (0, 0) 0  0.02 (0.02, 0.02) 0.02 
w6 Row 1 0.04 (0.01, 0.12) 0.05  0.07 (0.05, 0.12) 0.08 
 Row 2 -0.01 (-0.09, 0.10) 0.04  -0.02 (-0.08, 0.04) 0.04 
 Row 3 -0.04 (-0.11, -0.01) 0.05  -0.11 (-0.16, -0.08) 0.11 
1 Best subset estimates pertain to Sb = {x1, x3, x6} with estimated bandwidth value γ = 0.1. 
2 Ensemble estimates are calculated using subsets of size 5. 
The average bias in the best subset estimates is mapped over the study region in Figure 5.12. 
The overestimation of w1 in row 3 and w6 in row 1 is visualized in grey. Conversely, the 
underestimation of w1 in row 1 and w6 in row 3 is visualized in red. The reversal in the direction 




Panel 1. Bias in best subset parameter estimates for a) independent exposures. 
Panel 2. Bias in best subset parameter estimates for b) r(x1,x3) = 0.6. 
Panel 3. Bias in best subset parameter estimates foe 5 for c) environmental correlation matrix 2. 
Figure 5.12: Bias in the best subset parameter estimates for scenario 2 in the cases of a) 
independent exposures (panel 1), b) r(x1, x3) = 0.6 (panel 2), and c) environmental correlation 











































































Maps of the ensemble estimates are provided in Figure 5.13, where we note overestimation of 
the intercept, b0, and underestimation of the mixture effect, b1, in the first two correlation cases. 
In contrast, the ensemble method estimates both the intercept and mixture effect with negligible 
error in the third, most complicated correlation case. Table 5.18, demonstrates that the 
magnitude of the bias in b0 and b1 decreases with increasing complexity in the correlation 
among exposures. More specifically, the magnitude of bias associated with b0 and b1 is greatest 
in the case of independent exposures (bias = 0.05 and -0.04 for b0 and b1, respectively) and 
effectively zero in the most complex correlation case, i.e., environmental correlation matrix 2. 
The trend in bias for b0 and b1 is visually apparent in Figure 5.14, where the bias in the 
ensemble estimates is mapped over the study area for each correlation case. 
 
























Panel 2. Ensemble estimates from subsets of size 5 for case a) independent exposures. 
Panel 3. Ensemble estimates from subsets of size 5 for case b) r(x1,x3) = 0.6. 
Panel 4. Ensemble estimates from subsets of size 5 for c) environmental correlation matrix 2. 
Figure 5.13: Maps of the LWQS ensemble parameter estimates from subsets of size 5 for 
scenario 2 in the cases of a) independent exposures (panel 2), b) r(x1,x3) = 0.6 (panel 3), and c) 
environmental correlation matrix 2 (panel 4). The scenario 2 simulated LWQS parameters (panel 
































































Panel 1. Bias in ensemble parameter estimates from subsets of size 5 for a) independent 
exposures. 
Panel 2. Bias in ensemble parameter estimates from subsets of size 5 for b) r(x1,x3) = 0.6. 
Panel 3. Bias in ensemble parameter estimates from subsets of size 5 for c) environmental 
correlation matrix 2. 
Figure 5.14: Bias in ensemble parameter estimates from subsets of size 5 for scenario 2 in the 
cases of a) independent exposures (panel 1), b) r(x1, x3) = 0.6 (panel 2), and c) environmental 











































































As shown in Figures 5.13 and 5.14, the ensemble estimates of the weight parameters 
demonstrate a more exaggerated version of the over smoothing seen in the best subset estimates. 
The exaggerated over-smoothing is likely attributable to the averaging of solutions from subset 
models with larger estimated bandwidth parameters resulting from the inclusion of unimportant 
exposures and/or the exclusion of important exposures with spatially-dependent effects. 
Finally, we note that although the ensemble method produces non-zero estimates of w2, w4, and 
w5, in the most highly correlated case, none of these exposures are selected as important when 
using the pre-specified cut-off of 0.05. More generally, when using a cut-off of 0.05, it can be 
stated that the ensemble estimates correctly select important exposures and correctly exclude 
unimportant exposures, in all correlation cases.  
In scenario 2 we have shown that the LWQS method is able to detect the general pattern in 
spatially dependent weight parameters and accurately estimate the mixture effect even in the 
presence of a complex environmental correlation pattern among exposures. Both the best subset 
and ensemble estimates demonstrate the ability to correctly distinguish between important 
exposures and those unrelated to the outcome (i.e., sensitivity and specificity). While both sets of 
estimates had difficulty detecting the strictly linear boundaries in the spatially dependent weight 
parameters, the best subset method produced superior estimates – suffering from over-smoothing 
to a lesser extent than the ensemble estimates, in all correlation cases.  
Scenario 3 
Scenario 3 extends the simulation settings of scenario 2 to include spatial dependency in the 
mixture effect, and an environmental correlation structure of increased complexity. The 
simulated weight parameters in scenario 3 are the same as those in scenario 2, with w1 and w3 
changing by row of the study region. Scenario 3 differs from the former scenario in that the 
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mixture effect, b1, is now also set to vary by row of the study region. The simulated parameter 
values are listed in Table 5.19.  
Table 5.19: Simulated LWQS parameters for scenario 3. 
 b0 b1 w1 w2 w3 w4 w5 w6 
Row 1 0.0 0.5 0.5 0.0 0.1 0.0 0.0 0.4 
Row 2 0.0 0.7 0.3 0.0 0.1 0.0 0.0 0.6 
Row 3 0.0 1.0 0.1 0.0 0.1 0.0 0.0 0.8 
As in scenario 1 and 2, the exposure data is again simulated as multivariate normal with means 
that are fixed over the study region. Scenario 3, however, considers two environmentally relevant 
correlation patterns of increasing complexity: a) environmental correlation matrix 2 (Table 5.3) 
in which correlations range from 0.08 to 0.91, and b) environmental correlation matrix 3 (Table 
5.4), in which correlations range from 0.87 to 0.95. Results of scenario 1 and 2 suggest that 
model performance is largely unhindered in the presence of complex correlation patterns. We 
therefore aim to further challenge the model in scenario 3 with the inclusion of the latter 
correlation structure. 
Model AICc and choice of bandwidth parameter are summarized for all subsets of sizes 3, 4, and 
5 in Tables 5.20 and 5.21 for correlation cases a and b, respectively. We see that in both 
correlation cases, the best subset (i.e., model with lowest AICc) is correctly identified as the 
subset containing only the important exposures of x1, x3, and x6. Thus, the best subset method 
was able to accurately perform variable selection in terms of both sensitivity and specificity for 
both correlation cases. Further, while subset composition is still partially reflected in the 
estimated bandwidth parameters, the added layer of spatial dependency (through b1) is evident, 
with all subsets demonstrating a tendency to choose smaller candidate bandwidth values. In 
132 
 
particular, we note that the estimated bandwidth parameters do not exceed the second smallest 
candidate value ( γ  = 0.2) in the latter, most complex, correlation case (see Table 5.21).  
Table 5.20: Summary of model AICc by variable subset and the corresponding number of times 
each candidate bandwidth value γ  was chosen over the 100 simulated data sets for scenario 3 in 
case a) environmental correlation structure 2. 
 
  
# Times Selected 
 AICc  Bandwidth Value γ  
Subset Mean (SD)  0.1 0.2 0.3 0.5 0.6 0.8 1.0 1.4 
x1, x2, x3 975 (20.4)  0 1 80 19 0 0 0 0 
x1, x2, x4 975 (19.3)  0 0 89 11 0 0 0 0 
x1, x2, x5 520 (40.5)  0 100 0 0 0 0 0 0 
x1, x2, x6 -181 (33.4)  100 0 0 0 0 0 0 0 
x1, x3, x4 969 (20.0)  0 1 91 8 0 0 0 0 
x1, x3, x5 504 (40.0)  0 100 0 0 0 0 0 0 
x1, x3, x6 -230 (36.4)  100 0 0 0 0 0 0 0 
x1, x4, x5 517 (40.5)  0 100 0 0 0 0 0 0 
x1, x4, x6 -145 (36.2)  100 0 0 0 0 0 0 0 
x1, x5, x6 -143 (35.8)  100 0 0 0 0 0 0 0 
x2, x3, x4 1039 (21.4)  0 0 78 22 0 0 0 0 
x2, x3, x5 604 (36.7)  0 100 0 0 0 0 0 0 
x2, x3, x6 102 (32.1)  100 0 0 0 0 0 0 0 
x2, x4, x5 642 (36.9)  0 100 0 0 0 0 0 0 
x2, x4, x6 214 (29.0)  91 9 0 0 0 0 0 0 
x2, x5, x6 238 (29.2)  55 45 0 0 0 0 0 0 
x3, x4, x5 593 (36.1)  0 100 0 0 0 0 0 0 
x3, x4, x6 112 (29.7)  100 0 0 0 0 0 0 0 
x3, x5, x6 127 (32.0)  100 0 0 0 0 0 0 0 
x4, x5, x6 399 (22.5)  0 100 0 0 0 0 0 0 
           
x1, x2, x3, x4 983 (20.0)  0 0 48 51 1 0 0 0 
x1, x2, x3, x5 529 (40.5)  0 100 0 0 0 0 0 0 
x1, x2, x3, x6 -164 (36.4)  100 0 0 0 0 0 0 0 
x1, x2, x4, x5 533 (40.8)  0 100 0 0 0 0 0 0 
x1, x2, x4, x6 -114 (34.7)  100 0 0 0 0 0 0 0 
x1, x2, x5, x6 -113 (34.1)  100 0 0 0 0 0 0 0 
x1, x3, x4, x5 518 (40.3)  0 100 0 0 0 0 0 0 
x1, x3, x4, x6 -161 (37.1)  100 0 0 0 0 0 0 0 
x1, x3, x5, x6 -163 (37.5)  100 0 0 0 0 0 0 0 
x1, x4, x5, x6 -78 (37.2)  100 0 0 0 0 0 0 0 
x2, x3, x4, x5 610 (36.8)  0 100 0 0 0 0 0 0 
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x2, x3, x4, x6 151 (29.5)  81 19 0 0 0 0 0 0 
x2, x3, x5, x6 163 (29.9)  63 37 0 0 0 0 0 0 
x2, x4, x5, x6 250 (25.8)  3 97 0 0 0 0 0 0 
x3, x4, x5, x6 170 (28.0)  39 61 0 0 0 0 0 0 
           
x1, x2, x3, x4, x5 542 (40.7)  0 100 0 0 0 0 0 0 
x1, x2, x3, x4, x6 -94 (37.1)  100 0 0 0 0 0 0 0 
x1, x2, x3, x5, x6 -96 (37.2)  100 0 0 0 0 0 0 0 
x1, x2, x4, x5, x6 -46 (35.5)  100 0 0 0 0 0 0 0 
x1, x3, x4, x5, x6 -94 (38.4)  100 0 0 0 0 0 0 0 
x2, x3, x4, x5, x6 183 (25.5)  2 98 0 0 0 0 0 0 
 
Table 5.21: Summary of model AICc by variable subset and the corresponding number of times 
each candidate bandwidth value γ  was chosen over the 100 simulated data sets for scenario 3 in 
case b) environmental correlation structure 3. 
 
  
# Times Selected 
 AICc  Bandwidth Value γ  
Subset Mean (SD)  0.1 0.2 0.3 0.5 0.6 0.8 1.0 1.4 
x1, x2, x3 316 (37.8)  16 84 0 0 0 0 0 0 
x1, x2, x4 353 (35.9)  1 99 0 0 0 0 0 0 
x1, x2, x5 338 (35.6)  7 93 0 0 0 0 0 0 
x1, x2, x6 -229 (31.3)  100 0 0 0 0 0 0 0 
x1, x3, x4 327 (36.6)  5 95 0 0 0 0 0 0 
x1, x3, x5 324 (37.4)  8 92 0 0 0 0 0 0 
x1, x3, x6 -259 (32.4)  100 0 0 0 0 0 0 0 
x1, x4, x5 365 (35.4)  1 99 0 0 0 0 0 0 
x1, x4, x6 -226 (31.7)  100 0 0 0 0 0 0 0 
x1, x5, x6 -222 (32.4)  100 0 0 0 0 0 0 0 
x2, x3, x4 457 (35.1)  0 100 0 0 0 0 0 0 
x2, x3, x5 434 (35.8)  0 100 0 0 0 0 0 0 
x2, x3, x6 -105 (32.8)  100 0 0 0 0 0 0 0 
x2, x4, x5 476 (35.5)  0 100 0 0 0 0 0 0 
x2, x4, x6 -73 (31.1)  100 0 0 0 0 0 0 0 
x2, x5, x6 -75 (33.1)  100 0 0 0 0 0 0 0 
x3, x4, x5 469 (36.9)  0 100 0 0 0 0 0 0 
x3, x4, x6 -99 (32.3)  100 0 0 0 0 0 0 0 
x3, x5, x6 -91 (34.2)  100 0 0 0 0 0 0 0 
x4, x5, x6 -58 (32.2)  100 0 0 0 0 0 0 0 
           
x1, x2, x3, x4 327 (36.1)  0 100 0 0 0 0 0 0 
x1, x2, x3, x5 317 (35.5)  1 99 0 0 0 0 0 0 
x1, x2, x3, x6 -194 (32.3)  100 0 0 0 0 0 0 0 
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x1, x2, x4, x5 348 (34.5)  1 99 0 0 0 0 0 0 
x1, x2, x4, x6 -167 (31.4)  100 0 0 0 0 0 0 0 
x1, x2, x5, x6 -167 (31.9)  100 0 0 0 0 0 0 0 
x1, x3, x4, x5 328 (35.6)  1 99 0 0 0 0 0 0 
x1, x3, x4, x6 -194 (32.8)  100 0 0 0 0 0 0 0 
x1, x3, x5, x6 -193 (33.0)  100 0 0 0 0 0 0 0 
x1, x4, x5, x6 -163 (32.0)  100 0 0 0 0 0 0 0 
x2, x3, x4, x5 439 (36.0)  0 100 0 0 0 0 0 0 
x2, x3, x4, x6 -51 (31.9)  100 0 0 0 0 0 0 0 
x2, x3, x5, x6 -53 (33.8)  100 0 0 0 0 0 0 0 
x2, x4, x5, x6 -24 (32.0)  100 0 0 0 0 0 0 0 
x3, x4, x5, x6 -46 (32.8)  100 0 0 0 0 0 0 0 
           
x1, x2, x3, x4, x5 331 (35.3)  0 100 0 0 0 0 0 0 
x1, x2, x3, x4, x6 -127 (32.8)  100 0 0 0 0 0 0 0 
x1, x2, x3, x5, x6 -128 (32.9)  100 0 0 0 0 0 0 0 
x1, x2, x4, x5, x6 -103 (31.9)  100 0 0 0 0 0 0 0 
x1, x3, x4, x5, x6 -127 (33.1)  100 0 0 0 0 0 0 0 
x2, x3, x4, x5, x6 4 (32.6)  98 2 0 0 0 0 0 0 
As shown in the left side of Table 5.22, average weighted AICc is smallest for subsets of size 5 
in the first correlation case. Thus, the ensemble estimates for this case are selected as those 
calculated using subsets of size 5. In the second correlation case, we see that while weighted 
AICc is minimized for subsets of size 4, the values do not differ largely across subset size (see 
right side of Table 5.22). We select the ensemble estimates calculated using subsets of size 4 for 
presentation in the second correlation case, but note that future research into the choice of 
variable subset size is needed. Finally, we see that regardless of correlation pattern, the AICc 
from the best subset is far lower than the weighted average AICc for each of the three subset 




Table 5.22: Summary of model AICc in simulation scenario 3 for the best subset method and for 
ensemble methods using variable subset sizes of 3, 4, and 5 for the cases of a) environmental 
correlation matrix 2 and b) environmental correlation matrix 3. 
  Case a  Case b 
  Mean (SD)  Mean (SD) 
Ensemble Method # of subsets Weighted AICc  Weighted AICc 
  Size 3 20 66 (25.5)  -95 (25.7) 
  Size 4 15 -18 (30.2)  -113 (28.5) 
  Size 5 6 -51 (34.8)  -100 (31.2) 
     
Best Subset Bandwidth AICc  AICc 
  x1, x3, x6 0.1 -230 (36.4)  -259 (32.4) 
 
The best subset estimates are mapped over the study region in Figure 5.15. In both correlation 
cases, the parameter estimates are able to replicate the general spatial pattern in the mixture 
effect and in the parameter weights. However, as discussed in scenario 2, the estimates are 
unable to detect the linear boundaries between rows due to the use of a smooth kernel function. 
As demonstrated in the parameter maps, this over-smoothing leads to visibly diminished 
distinction between rows. 
 
























Panel 2. Best subset parameter estimates for case a) environmental correlation matrix 2. 
 
Panel 3. Best subset parameter estimates for case b) environmental correlation matrix 3. 
Figure 5.15: Maps of the LWQS best subset parameter estimates in simulation scenario 3 for 
cases a) environmental correlation matrix 2 (panel 2), and b) environmental correlation matrix 3 
(panel 3). The simulated LWQS parameters for scenario 3 are included for the purpose of 
comparison (panel 1). 
The parameter estimates are summarized by row of the study region for each correlation case in 
Table 5.23 with error in summarized similarly in Table 5.24. On average, the best subset model 
correctly estimates the intercept, b0, and weight parameter for x3, w3, with little to no bias in 
both correlation cases. The average estimates of the spatially dependent parameters (b1, w1, and 
w6) provide further evidence of over-smoothing, with underestimates in regions of high activity 
and over estimates in regions of low activity. This is clearly visible in Figure 5.16, where the 











































direction of bias near row divisions signals the estimates’ difficulty in detecting linear 
boundaries. The magnitude of bias, however, is relatively consistent across correlation cases.  
Table 5.23: Summary of the LWQS parameter estimates for simulation scenario 3 using the best 
subset1 and ensemble2 methods in the cases of a) environmental correlation matrix 2 and b) 
environmental correlation matrix 3. 
  Best Subset Estimates  Ensemble Estimates 
Case a Truth Mean Range  Truth Mean Range 
b0 Row 1 0 0.00 (0.00, 0.00)  0 0.00 (-0.01, 0.00) 
 Row 2 0 0.00 (-0.01, 0.00)  0 -0.01 (-0.02, 0.00) 
 Row 3 0 0.00 (-0.01, 0.01)  0 -0.01 (-0.02, 0.00) 
b1 Row 1 0.5 0.54 (0.51, 0.62)  0.5 0.55 (0.52, 0.63) 
 Row 2 0.7 0.71 (0.62, 0.85)  0.7 0.71 (0.63, 0.85) 
 Row 3 1 0.95 (0.84, 0.99)  1 0.94 (0.85, 0.98) 
w1 Row 1 0.5 0.44 (0.35, 0.48)  0.5 0.40 (0.32, 0.44) 
 Row 2 0.3 0.29 (0.18, 0.36)  0.3 0.27 (0.16, 0.33) 
 Row 3 0.1 0.13 (0.11, 0.19)  0.1 0.12 (0.10, 0.18) 
w2 Row 1 0 0 (0, 0)  0 0.03 (0.02, 0.03) 
 Row 2 0 0 (0, 0)  0 0.02 (0.02, 0.03) 
 Row 3 0 0 (0, 0)  0 0.02 (0.02, 0.03) 
w3 Row 1 0.1 0.10 (0.10, 0.11)  0.1 0.09 (0.09, 0.10) 
 Row 2 0.1 0.10 (0.09, 0.11)  0.1 0.09 (0.08, 0.09) 
 Row 3 0.1 0.10 (0.09, 0.10)  0.1 0.08 (0.07, 0.08) 
w4 Row 1 0 0 (0, 0)  0 0.01 (0.01, 0.02) 
 Row 2 0 0 (0, 0)  0 0.01 (0.01, 0.02) 
 Row 3 0 0 (0, 0)  0 0.01 (0.01, 0.02) 
w5 Row 1 0 0 (0, 0)  0 0.02 (0.02, 0.03) 
 Row 2 0 0 (0, 0)  0 0.03 (0.02, 0.04) 
 Row 3 0 0 (0, 0)  0 0.02 (0.02, 0.04) 
w6 Row 1 0.4 0.45 (0.42, 0.54)  0.4 0.44 (0.40, 0.51) 
 Row 2 0.6 0.61 (0.54, 0.72)  0.6 0.59 (0.51, 0.68) 
 Row 3 0.8 0.77 (0.71, 0.79)  0.8 0.74 (0.67, 0.77) 
Case b        
b0 Row 1 0 0.00 (0.00, 0.01)  0 0.01 (0.00, 0.01) 
 Row 2 0 0.00 (0.00, 0.00)  0 0.00 (0.00, 0.01) 
 Row 3 0 0.00 (-0.01, 0.00)  0 0.00 (0.00, 0.01) 
b1 Row 1 0.5 0.54 (0.51, 0.62)  0.5 0.54 (0.51, 0.62) 
 Row 2 0.7 0.71 (0.62, 0.85)  0.7 0.71 (0.62, 0.85) 
 Row 3 1 0.94 (0.84, 0.99)  1 0.94 (0.84, 0.98) 
w1 Row 1 0.5 0.45 (0.36, 0.49)  0.5 0.34 (0.28, 0.36) 
 Row 2 0.3 0.29 (0.19, 0.37)  0.3 0.23 (0.16, 0.28) 
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Row 3 0.1 0.13 (0.11, 0.19)  0.1 0.12 (0.10, 0.16) 
w2 Row 1 0 0 (0, 0)  0 0.05 (0.04, 0.06) 
 Row 2 0 0 (0, 0)  0 0.04 (0.03, 0.05) 
 Row 3 0 0 (0, 0)  0 0.03 (0.03, 0.04) 
w3 Row 1 0.1 0.09 (0.08, 0.10)  0.1 0.07 (0.07, 0.08) 
 Row 2 0.1 0.10 (0.09, 0.11)  0.1 0.07 (0.07, 0.08) 
 Row 3 0.1 0.10 (0.09, 0.11)  0.1 0.07 (0.07, 0.08) 
w4 Row 1 0 0 (0, 0)  0 0.03 (0.03, 0.04) 
 Row 2 0 0 (0, 0)  0 0.03 (0.02, 0.03) 
 Row 3 0 0 (0, 0)  0 0.02 (0.02, 0.03) 
w5 Row 1 0 0 (0, 0)  0 0.03 (0.02, 0.03) 
 Row 2 0 0 (0, 0)  0 0.02 (0.02, 0.03) 
 Row 3 0 0 (0, 0)  0 0.02 (0.02, 0.03) 
w6 Row 1 0.4 0.46 (0.42, 0.55)  0.4 0.48 (0.44, 0.55) 
 Row 2 0.6 0.61 (0.54, 0.70)  0.6 0.61 (0.55, 0.68) 
 Row 3 0.8 0.77 (0.71, 0.79)  0.8 0.74 (0.68, 0.76) 
1 Best subset estimates pertain to Sb = {x1, x3, x6} with estimated bandwidth value γ = 0.1. 
2 Ensemble estimates are calculated using subsets of size 5 in case a and size 4 in case b 
Table 5.24: Summary of the bias and RMSE in the estimated LWQS parameters for simulation 
scenario 3 using the best subset1 and ensemble2 methods for the cases of a) environmental 
correlation matrix 2 and b) environmental correlation matrix 3. 
 
 
Best Subset Estimates  Ensemble Estimates 
Case a Avg. Bias Bias Range RMSE  Avg. Bias Bias Range RMSE 
b0 Row 1 0.00 (0.00, 0.00) 0.00  0.00 (-0.01, 0.00) 0.00 
 Row 2 0.00 (-0.01, 0.00) 0.00  -0.01 (-0.02, 0.00) 0.01 
 Row 3 0.00 (-0.01, 0.01) 0.00  -0.01 (-0.02, 0.00) 0.01 
b1 Row 1 0.04 (0.01, 0.12) 0.05  0.05 (0.02, 0.13) 0.06 
 Row 2 0.01 (-0.08, 0.15) 0.06  0.01 (-0.07, 0.15) 0.06 
 Row 3 -0.05 (-0.16, -0.01) 0.07  -0.06 (-0.15, -0.02) 0.07 
w1 Row 1 -0.06 (-0.15, -0.02) 0.07  -0.10 (-0.18, -0.06) 0.10 
 Row 2 -0.01 (-0.12, 0.06) 0.04  -0.03 (-0.14, 0.03) 0.05 
 Row 3 0.03 (0.01, 0.09) 0.04  0.02 (0.00, 0.08) 0.03 
w2 Row 1 0 (0, 0) 0  0.03 (0.02, 0.03) 0.03 
 Row 2 0 (0, 0) 0  0.02 (0.02, 0.03) 0.02 
 Row 3 0 (0, 0) 0  0.02 (0.02, 0.03) 0.02 
w3 Row 1 0.00 (0.00, 0.01) 0.01  -0.01 (-0.01, 0.00) 0.01 
 Row 2 0.00 (-0.01, 0.01) 0.00  -0.01 (-0.02, -0.01) 0.02 
 Row 3 0.00 (-0.01, 0.00) 0.00  -0.02 (-0.03, -0.02) 0.02 
w4 Row 1 0 (0, 0) 0  0.01 (0.01, 0.02) 0.01 
 Row 2 0 (0, 0) 0  0.01 (0.01, 0.02) 0.01 
 Row 3 0 (0, 0) 0  0.01 (0.01, 0.02) 0.01 
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w5 Row 1 0 (0, 0) 0  0.02 (0.02, 0.03) 0.02 
 Row 2 0 (0, 0) 0  0.03 (0.02, 0.04) 0.03 
 Row 3 0 (0, 0) 0  0.02 (0.02, 0.04) 0.02 
w6 Row 1 0.05 (0.02, 0.14) 0.06  0.04 (0.00, 0.11) 0.05 
 Row 2 0.01 (-0.06, 0.12) 0.05  -0.01 (-0.09, 0.08) 0.04 
 Row 3 -0.03 (-0.09, -0.01) 0.04  -0.06 (-0.13, -0.03) 0.06 
Case b        
b0 Row 1 0.00 (0.00, 0.01) 0.00  0.01 (0.00, 0.01) 0.01 
 Row 2 0.00 (0.00, 0.00) 0.00  0.00 (0.00, 0.01) 0.00 
 Row 3 0.00 (-0.01, 0.00) 0.00  0.00 (0.00, 0.01) 0.00 
b1 Row 1 0.04 (0.01, 0.12) 0.05  0.04 (0.01, 0.12) 0.05 
 Row 2 0.01 (-0.08, 0.15) 0.06  0.01 (-0.08, 0.15) 0.06 
 Row 3 -0.06 (-0.16, -0.01) 0.07  -0.06 (-0.16, -0.02) 0.07 
w1 Row 1 -0.05 (-0.14, -0.01) 0.06  -0.16 (-0.22, -0.14) 0.16 
 Row 2 -0.01 (-0.11, 0.07) 0.05  -0.07 (-0.14, -0.02) 0.08 
 Row 3 0.03 (0.01, 0.09) 0.04  0.02 (0.00, 0.06) 0.02 
w2 Row 1 0 (0, 0) 0  0.05 (0.04, 0.06) 0.05 
 Row 2 0 (0, 0) 0  0.04 (0.03, 0.05) 0.04 
 Row 3 0 (0, 0) 0  0.03 (0.03, 0.04) 0.03 
w3 Row 1 -0.01 (-0.02, 0.00) 0.01  -0.03 (-0.03, -0.02) 0.03 
 Row 2 0.00 (-0.01, 0.01) 0.01  -0.03 (-0.03, -0.02) 0.03 
 Row 3 0.00 (-0.01, 0.01) 0.00  -0.03 (-0.03, -0.02) 0.03 
w4 Row 1 0 (0, 0) 0  0.03 (0.03, 0.04) 0.03 
 Row 2 0 (0, 0) 0  0.03 (0.02, 0.03) 0.03 
 Row 3 0 (0, 0) 0  0.02 (0.02, 0.03) 0.02 
w5 Row 1 0 (0, 0) 0  0.03 (0.02, 0.03) 0.03 
 Row 2 0 (0, 0) 0  0.02 (0.02, 0.03) 0.02 
 Row 3 0 (0, 0) 0  0.02 (0.02, 0.03) 0.02 
w6 Row 1 0.06 (0.02, 0.15) 0.07  0.08 (0.04, 0.15) 0.08 
 Row 2 0.01 (-0.06, 0.10) 0.04  0.01 (-0.05, 0.08) 0.04 
 Row 3 -0.03 (-0.09, -0.01) 0.04  -0.06 (-0.12, -0.04) 0.07 
1 Best subset estimates pertain to Sb = {x1, x3, x6} with estimated bandwidth value γ = 0.1. 




Panel 1. Bias in best subset parameter estimates for a) environmental correlation matrix 2. 
 
Panel 2. Bias in best subset parameter estimates for b) environmental correlation matrix 3 
Figure 5.16: Bias in the best subset parameter estimates in scenario 3 for the cases of a) 
environmental correlation matrix 2 (panel 1) and b) environmental correlation matrix 3 (panel 2). 
The ensemble estimates for both correlation cases are mapped over the study area in Figure 
5.17, with bias shown in Figure 5.18. We note that in the first correlation case, the ensemble 
method produces a linear cluster of negatively estimated intercepts at the boundary of row 1 and 
row 2. Further, while the estimates adequately detect the directional trend in the spatially varying 
parameters, the effects of over smoothing are particularly pronounced in the second correlation 
case. Examination of Tables 5.23 and 5.24 reveals that the bias is greatest in row 1 of w1 in both 
correlation cases. More specifically, the ensemble solutions underestimate w1 in row 1 by 0.10 













































potentially attributable to an overall signal reduction in row 1 of the study region, where the 
mixture effect is at its weakest (b1 = 0.5 in row 1). 
 
 
Panel 1. Simulated LWQS parameter values in scenario 3. 
 












































Panel 3. Ensemble estimates from subsets of size 4 for b) environmental correlation matrix 3. 
Figure 5.17: Maps of the ensemble parameter estimates in simulation scenario 3 for cases a) 
environmental correlation matrix 2 (panel 2) and b) environmental correlation matrix 3 (panel 3). 
The simulated LWQS parameters for scenario 3 are included for the purpose of comparison 
(panel 1). 
 
Panel 1. Bias in ensemble parameter estimates from subsets of size 5 for a) environmental 













































Panel 2. Bias in ensemble parameter estimates from subsets of size 4 for b) environmental 
correlation matrix 3 
Figure 5.18: Bias in ensemble parameter estimates from subsets of size 5 in scenario 3 for the 
cases of a) environmental correlation matrix 2 (panel 1) and b) environmental correlation matrix 
3 (panel 2). 
As our last point of discussion, we draw attention to the ensemble method’s overestimation of 
the weight parameters for x2, x4, and x5, particularly in the second correlation case. Using a 
cutoff of 0.05 to determine variable importance, the average ensemble estimates correctly 
distinguish between all important and unimportant exposures in the first correlation case. 
However, in the second more complicated correlation case, w2 is incorrectly classified as an 
important chemical in 146 of the 170 locations (i.e., 86%) in row 1, and in two locations in row 
2. We note however that the misclassification may be attributable to the use of subsets of size 4 
in the calculation of the ensemble estimates, rather than the correlation structure.   
In scenarios 1, 2, and 3, LWQS has demonstrated the ability to replicate spatially dependent 
effects in the presence of highly correlated exposures. Furthermore, the best subset solutions 
perform accurate variable selection in terms of both sensitivity and specificity in all 3 scenarios. 
We now turn our attention to scenario 4 and 5, which assume smooth spatial dependency in 

























In scenario 4, exposures x2, x4, and x6 vary systematically as a function of the distance from the 
center of the study region. Concentrations for these variables are highest in the center of the 
study area and decrease outwardly in a radial pattern. We assume no spatial variation in 
exposures x1, x3, and x5, and the weight parameters for all exposures are constant over the study 
region. The mixture effect is strongest in the center of the study area and decreases outwardly in 
a pattern similar to that of the spatially varying exposures. 
Model AICc and choice of bandwidth parameter are summarized for all subsets in Table 5.25. 
The best subset was correctly chosen as Sb ={x1, x3, x6}, with the minimum average AICc 
across all subsets models. The estimated bandwidth parameters were largely limited to the two 
smallest candidate values ( γ  = 0.1, and 0.2), with the exception of the subset containing 
exposures x2, x4, and x6. As shown in Table 5.26, the weighted AICc is minimized for subsets 
of size 4, and thus, the ensemble estimates calculated using subsets of size 4 are selected for 
presentation. We also note that the AICc for the best subset is again far lower than the weighted 
AICc for any subset size, suggesting superior goodness-of-fit for the best subset model. 
Table 5.25: Summary of model AICc by variable subset and the corresponding number of times 
each candidate bandwidth value γ  was chosen over the 100 simulated data sets for scenario 4. 
   # Times Selected 
 AICc  Bandwidth Value γ  
Subset Mean (SD)  0.1 0.2 0.3 0.5 0.6 0.8 1.0 1.4 
x1, x2, x3 402 (23.8)  100 0 0 0 0 0 0 0 
x1, x2, x4 397 (21.7)  100 0 0 0 0 0 0 0 
x1, x2, x5 412 (23.8)  100 0 0 0 0 0 0 0 
x1, x2, x6 -154 (21.7)  100 0 0 0 0 0 0 0 
x1, x3, x4 437 (20.8)  100 0 0 0 0 0 0 0 
x1, x3, x5 448 (22.5)  100 0 0 0 0 0 0 0 
x1, x3, x6 -172 (21.8)  100 0 0 0 0 0 0 0 
x1, x4, x5 445 (22.0)  100 0 0 0 0 0 0 0 
x1, x4, x6 -149 (22.2)  100 0 0 0 0 0 0 0 
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x1, x5, x6 -152 (22.3)  100 0 0 0 0 0 0 0 
x2, x3, x4 441 (26.0)  100 0 0 0 0 0 0 0 
x2, x3, x5 441 (26.9)  100 0 0 0 0 0 0 0 
x2, x3, x6 -34 (26.1)  100 0 0 0 0 0 0 0 
x2, x4, x5 473 (27.1)  100 0 0 0 0 0 0 0 
x2, x4, x6 304 (25.0)  0 54 37 7 2 0 0 0 
x2, x5, x6 48 (30.0)  100 0 0 0 0 0 0 0 
x3, x4, x5 473 (24.0)  100 0 0 0 0 0 0 0 
x3, x4, x6 -29 (27.5)  100 0 0 0 0 0 0 0 
x3, x5, x6 -60 (24.5)  100 0 0 0 0 0 0 0 
x4, x5, x6 53 (29.7)  100 0 0 0 0 0 0 0 
           
x1, x2, x3, x4 446 (23.7)  100 0 0 0 0 0 0 0 
x1, x2, x3, x5 466 (25.7)  100 0 0 0 0 0 0 0 
x1, x2, x3, x6 -118 (22.0)  100 0 0 0 0 0 0 0 
x1, x2, x4, x5 455 (23.8)  100 0 0 0 0 0 0 0 
x1, x2, x4, x6 -95 (22.7)  100 0 0 0 0 0 0 0 
x1, x2, x5, x6 -98 (22.5)  100 0 0 0 0 0 0 0 
x1, x3, x4, x5 501 (23.3)  100 0 0 0 0 0 0 0 
x1, x3, x4, x6 -113 (22.8)  100 0 0 0 0 0 0 0 
x1, x3, x5, x6 -108 (22.3)  100 0 0 0 0 0 0 0 
x1, x4, x5, x6 -94 (23.1)  100 0 0 0 0 0 0 0 
x2, x3, x4, x5 484 (27.4)  100 0 0 0 0 0 0 0 
x2, x3, x4, x6 25 (27.2)  98 2 0 0 0 0 0 0 
x2, x3, x5, x6 -6 (25.3)  100 0 0 0 0 0 0 0 
x2, x4, x5, x6 101 (28.0)  49 51 0 0 0 0 0 0 
x3, x4, x5, x6 -1 (25.9)  100 0 0 0 0 0 0 0 
           
x1, x2, x3, x4, x5 510 (25.6)  100 0 0 0 0 0 0 0 
x1, x2, x3, x4, x6 -58 (23.2)  100 0 0 0 0 0 0 0 
x1, x2, x3, x5, x6 -53 (22.8)  100 0 0 0 0 0 0 0 
x1, x2, x4, x5, x6 -39 (23.5)  100 0 0 0 0 0 0 0 
x1, x3, x4, x5, x6 -48 (23.4)  100 0 0 0 0 0 0 0 
x2, x3, x4, x5, x6 50 (24.8)  61 39 0 0 0 0 0 0 
 
Table 5.26: Summary of model AICc in simulation scenario 4 for the best subset method and for 
ensemble methods using variable subset sizes of 3, 4, and 5. 
  Mean (SD) 
Ensemble Method # of subsets Weighted AICc 
  Size 3 20 -20 (17.8) 
  Size 4 15 -35 (19.9) 
  Size 5 6 -27 (21.9) 
   
Best Subset Bandwidth AICc 
  x1, x3, x6 0.1 -172 (21.8) 
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Maps of the best subset and ensemble estimates are given in panels 2 and 3 of Figure 5.19, with 
the simulated parameter values shown in panel 1. Both sets of estimates replicate the general 
spatial pattern in the mixture effect b1, with central regions of high activity that decrease 
outwardly in a radial fashion.  However, the estimates of the mixture effect appear to be 
impacted by over smoothing, with a small central cluster of underestimates that transition to 
overestimates for the remainder of the study region. As shown in Table 5.27, the range of 
estimated values for b1 is narrowed in comparison to the true simulated range, for both sets of 
estimates. More specifically, b1, has a simulated range of 0.25 to 0.97, with estimated ranges of 
0.45 to 0.93 and 0.44 to 0.92, for the best subset and ensemble estimates, respectively. 
Panel 1. Simulated LWQS parameter values in scenario 4. 











































Panel 3. Ensemble estimates from subsets of size 4. 
Figure 5.19: Maps of the simulated LWQS parameters (panel 1), best subset estimates (panel 2), 
and ensemble estimates from subsets of size 4 (panel 3) in simulation scenario 4. 
Table 5.27: Summary of the LWQS parameter estimates for simulation scenario 4 using the best 
subset1 and ensemble2 methods. 
  Best Subset Estimates  Ensemble Estimates 
 Truth Mean  Range  Mean Range 
b0 0 -0.17 (-0.50, -0.04)  -0.16 (-0.46, -0.04) 
w1 0.3 0.24 (0.22, 0.25)  0.19 (0.17, 0.20) 
w2 0 0 (0, 0)  0.05 (0.04, 0.07) 
w3 0.1 0.08 (0.07, 0.09)  0.08 (0.08, 0.09) 
w4 0 0 (0, 0)  0.02 (0.02, 0.03) 
w5 0 0 (0, 0)  0.04 (0.03, 0.04) 
w6 0.6 0.69 (0.67, 0.70)  0.62 (0.60, 0.64) 
       
 Mean (Range) Mean Range  Mean Range 
b1 0.42 (0.25, 0.97) 0.62 (0.45, 0.93)  0.62 (0.44, 0.92) 
1 Best subset estimates pertain to Sb = {x1, x3, x6} with estimated bandwidth value γ = 0.1. 
2 Ensemble estimates are calculated using subsets of size 4. 
From Figure 5.19 we also see evidence of collinearity between the intercept, b0, and the mixture 
effect, b1, in both sets of estimates. More specifically, b0 is underestimated in a pattern that 
reflects the spatial variation in b1. This is evidenced further when the bias is mapped is mapped 
























Panel 1. Bias in the best subset parameter estimates. 
 
Panel 2. Bias in the ensemble estimates from subsets of size 4. 
Figure 5.20: Bias in the best subset estimates (panel 1) and ensemble estimates from subsets of 
size 4 (panel 2) in simulation scenario 4. 
With respect to the weight parameters, we see that no artificial pattern is induced in either set of 
estimates (Figure 5.19). However, as shown in Figure 5.20, both estimation methods produce 
underestimates of w1 and w3, while overestimating w6 in the entirety of the study region. On 
average, the magnitude of bias in the ensemble estimates exceeds that of the best subset 
estimates for w1, while the reverse is true for estimates of w6 (see Table 5.28). Finally, we note 
that ensemble method overestimates w2, w4, and w5, while in the best subset model, these 
parameters are correctly estimated as true zeros by virtue of variable selection. When comparing 

























































identify all important exposures (i.e., sensitivity), but also incorrectly identify x2 as an important 
exposure in 153 (31%) of the 500 locations. 
Table 5.28: Summary of the bias and RMSE in the estimated LWQS parameters for simulation 
scenario 4 using the best subset1 and ensemble2 methods. 
 Best Subset Estimates  Ensemble Estimates 
 Avg. Bias Bias Range RMSE  Avg. Bias Bias Range RMSE 
b0 -0.17 (-0.50, -0.04) 0.21  -0.16 (-0.46, -0.04) 0.19 
b1 0.14 (-0.04, 0.20) 0.15  0.14 (-0.05, 0.20) 0.14 
w1 -0.06 (-0.08, -0.05) 0.06  -0.11 (-0.13, -0.10) 0.11 
w2 0 (0, 0) 0  0.05 (0.04, 0.07) 0.05 
w3 -0.02 (-0.03, -0.01) 0.02  -0.02 (-0.02, -0.01) 0.02 
w4 0 (0, 0) 0  0.02 (0.02, 0.03) 0.02 
w5 0 (0, 0) 0  0.04 (0.03, 0.04) 0.04 
w6 0.09 (0.07, 0.10) 0.09  0.02 (0.00, 0.04) 0.02 
1 Best subset estimates pertain to Sb = {x1, x3, x6} with estimated bandwidth value γ = 0.1. 
2 Ensemble estimates are calculated using subsets of size 4. 
The best subset and ensemble solutions were comparable in performance when estimating the 
intercept, b0, and mixture effect, b1. Both were able to replicate the general spatial pattern in b1, 
but collinearity between the intercept and mixture effect limit the interpretability of b0. While 
interpretation of the intercept is cautioned, inference can be made regarding the mixture effect in 
both estimation methods. When considering variable selection and estimation of the weight 
parameters, the best subset solutions were superior in the correct identification of inactive 
exposures. 
Scenario 5 
Scenario 5 extends the simulation settings in scenario 4 to include spatially dependent weight 
parameters in addition to the spatially varying exposures and mixture effect. As in the previous 
scenario, concentrations for x2, x4, and x6 decrease radially from the center of the study region. 
The mixture effect is strongest in the center of the study area and also decreases outwardly in a 
radial pattern. Scenario 6 introduces spatial dependency in the weight parameters by allowing w6 
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to decrease radially in a pattern similar to that of x6. The remaining weight is randomly allocated 
between w1 and w3 in proportions ranging from 0.3 to 0.7. 
Model goodness-of-fit and choice of bandwidth parameter are summarized for all subset models 
in Table 5.29. The best subset was again correctly chosen as Sb ={x1, x3, x6}, with the minimum 
average AICc across all subsets models. Consistent with the former scenario, the estimated 
bandwidth parameters are largely limited to the two smallest candidate values (γ = 0.1, and 0.2), 
with the exception of the subset containing exposures x2, x4, and x6. The ensemble estimates 
calculated using subsets of size 4 are again selected for presentation, with the minimum weighted 
AICc across all candidate subset sizes (Table 5.30). Finally, AICc for the best subset is again far 
lower than the weighted AICc for any subset size, suggesting superior goodness-of-fit for the 
best subset model. 
Table 5.29: Summary of model AICc by variable subset and the corresponding number of times 
each candidate bandwidth value γ  was chosen over the 100 simulated data sets for scenario 5. 
   # Times Selected 
 AICc  Bandwidth Value γ  
Subset Mean (SD)  0.1 0.2 0.3 0.5 0.6 0.8 1.0 1.4 
x1, x2, x3 256 (23.7)  100 0 0 0 0 0 0 0 
x1, x2, x4 304 (22.9)  100 0 0 0 0 0 0 0 
x1, x2, x5 305 (23.8)  100 0 0 0 0 0 0 0 
x1, x2, x6 17 (21.8)  100 0 0 0 0 0 0 0 
x1, x3, x4 285 (20.7)  100 0 0 0 0 0 0 0 
x1, x3, x5 293 (20.0)  100 0 0 0 0 0 0 0 
x1, x3, x6 -83 (18.8)  100 0 0 0 0 0 0 0 
x1, x4, x5 332 (22.7)  100 0 0 0 0 0 0 0 
x1, x4, x6 21 (21.8)  100 0 0 0 0 0 0 0 
x1, x5, x6 3 (22.5)  100 0 0 0 0 0 0 0 
x2, x3, x4 308 (25.5)  100 0 0 0 0 0 0 0 
x2, x3, x5 305 (26.5)  100 0 0 0 0 0 0 0 
x2, x3, x6 21 (21.9)  100 0 0 0 0 0 0 0 
x2, x4, x5 429 (29.0)  100 0 0 0 0 0 0 0 
x2, x4, x6 536 (21.0)  0 20 46 22 6 3 3 0 
x2, x5, x6 222 (29.4)  100 0 0 0 0 0 0 0 
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x3, x4, x5 331 (22.9)  100 0 0 0 0 0 0 0 
x3, x4, x6 26 (22.8)  100 0 0 0 0 0 0 0 
x3, x5, x6 2 (21.2)  100 0 0 0 0 0 0 0 
x4, x5, x6 227 (29.3)  100 0 0 0 0 0 0 0 
           
x1, x2, x3, x4 304 (24.1)  100 0 0 0 0 0 0 0 
x1, x2, x3, x5 321 (25.6)  100 0 0 0 0 0 0 0 
x1, x2, x3, x6 -30 (19.6)  100 0 0 0 0 0 0 0 
x1, x2, x4, x5 352 (24.2)  100 0 0 0 0 0 0 0 
x1, x2, x4, x6 75 (22.6)  100 0 0 0 0 0 0 0 
x1, x2, x5, x6 56 (22.7)  100 0 0 0 0 0 0 0 
x1, x3, x4, x5 351 (22.5)  100 0 0 0 0 0 0 0 
x1, x3, x4, x6 -25 (20.1)  100 0 0 0 0 0 0 0 
x1, x3, x5, x6 -19 (19.5)  100 0 0 0 0 0 0 0 
x1, x4, x5, x6 61 (23.1)  100 0 0 0 0 0 0 0 
x2, x3, x4, x5 352 (27.5)  100 0 0 0 0 0 0 0 
x2, x3, x4, x6 79 (22.9)  100 0 0 0 0 0 0 0 
x2, x3, x5, x6 55 (22.0)  100 0 0 0 0 0 0 0 
x2, x4, x5, x6 268 (27.2)  29 71 0 0 0 0 0 0 
x3, x4, x5, x6 60 (22.6)  100 0 0 0 0 0 0 0 
           
x1, x2, x3, x4, x5 369 (25.9)  100 0 0 0 0 0 0 0 
x1, x2, x3, x4, x6 30 (21.2)  100 0 0 0 0 0 0 0 
x1, x2, x3, x5, x6 34 (20.5)  100 0 0 0 0 0 0 0 
x1, x2, x4, x5, x6 115 (23.7)  99 1 0 0 0 0 0 0 
x1, x3, x4, x5, x6 39 (21.0)  100 0 0 0 0 0 0 0 
x2, x3, x4, x5, x6 114 (23.5)  99 1 0 0 0 0 0 0 
 
Table 5.30: Summary of model AICc in simulation scenario 5 for the best subset method and for 
ensemble methods using variable subset sizes of 3, 4, and 5. 
  Mean (SD) 
Ensemble Method # of subsets Weighted AICc 
  Size 3 20 62 (16.0) 
  Size 4 15 48 (17.6) 
  Size 5 6 61 (19.7) 
   
Best Subset Bandwidth AICc 
  x1, x3, x6 0.1 -83 (18.8) 
 
Maps of the best subset and ensemble estimates are given in panels 2 and 3 of Figure 5.21, with 
the simulated parameter values shown in panel 1. Both sets of estimates replicate the general 
spatial pattern in the mixture effect, b1, but are again impacted by over-smoothing. The estimates 
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of b1 correctly detect the central region of high activity, but fail to decay as rapidly as the true 
simulated values. Additionally, the estimates of b0 again reflect the spatial pattern in b1, with a 
central region of underestimation that decreases in magnitude when approaching the peripheral. 
Both the best subset and ensemble methods produce overly-smooth estimates of w1 and w3, 
demonstrating difficulty in replicating the local (point to point) variation in the true simulated 
values. With respect to w6, we see that while both estimates are impacted by over-smoothing, the 
ensemble estimates have greater difficulty in distinguishing the central region of high activity. 
This is shown more clearly in Figure 5.22, where bias is mapped over the study area for each set 
of estimates. Here, the central region of underestimation in the ensemble estimates of w6 is 
clearly visualized in red (panel 2).  
 
























Panel 2. Best subset parameter estimates. 
 
Panel 3. Ensemble estimates from subsets of size 4. 
Figure 5.21: Maps of the simulated LWQS parameters (panel 1), best subset estimates (panel 2), 












































Panel 1. Bias in the best subset parameter estimates. 
 
Panel 2. Bias in the ensemble estimates from subsets of size 4. 
Figure 5.22: Bias in the best subset estimates (panel 1) and ensemble estimates from subsets of 
size 4 (panel 2) in simulation scenario 5. 
Figure 5.22 also elucidates the general overestimation of b1 and w6, in comparison to the 
general underestimation of w1 and w3, for both sets of estimates. The range of estimated values 
is shown in comparison to the true simulated range for each of the spatially dependent 
parameters in Table 5.31. Here we see a notable overestimation of the lower bound in b1 and 
w6, and notable underestimation of the upper bound in w1 and w3, for both sets of estimates. 
With that said, we deemphasize interpretation of average values calculated over the study area 
for the spatially dependent parameters. The locations of estimated values and bias are more 













































5.32 should be interpreted in the presence of the corresponding maps in Figures 5.21 and 5.22, 
respectively. 
Table 5.31: Summary of the LWQS parameter estimates for simulation scenario 5 using the best 
subset1 and ensemble2 methods. 
   Best Subset Estimates  Ensemble Estimates 
 Truth  Mean (Range)  Mean (Range) 
b0 0  -0.17 (-0.46, -0.04)   -0.16 (-0.43, -0.04) 
w2 0  0 (0, 0)   0.05 (0.03, 0.07) 
w4 0  0 (0, 0)  0.02 (0.01, 0.03) 
w5 0  0 (0, 0)  0.04 (0.03, 0.05) 
      
 Mean (Range)  Mean (Range)  Mean (Range) 
b1 0.42 (0.25, 0.97)  0.63 (0.45, 0.92)  0.62 (0.45, 0.92) 
w1 0.31 (0.12, 0.53)  0.23 (0.16, 0.29)  0.21 (0.15, 0.25) 
w3 0.30 (0.11, 0.53)  0.23 (0.17, 0.27)  0.20 (0.15, 0.24) 
w6 0.39 (0.29, 0.69)  0.54 (0.47, 0.66)  0.48 (0.42, 0.56) 
1 Best subset estimates pertain to Sb = {x1, x3, x6} with estimated bandwidth value γ = 0.1. 
2 Ensemble estimates are calculated using subsets of size 4. 
Table 5.32: Summary of the bias and RMSE in the estimated LWQS parameters for simulation 
scenario 5 using the best subset1 and ensemble2 methods. 
 Best Subset Estimates  Ensemble Estimates 
 Avg. Bias Bias Range RMSE  Avg. Bias Bias Range RMSE 
b0 -0.17 (-0.46, -0.04) 0.20  -0.16 (-0.43, -0.04) 0.18 
b1 0.15 (-0.05, 0.21) 0.15  0.14 (-0.05, 0.20) 0.15 
w1 -0.08 (-0.26, 0.06) 0.11  -0.10 (-0.29, 0.04) 0.13 
w2 0 (0, 0) 0  0.05 (0.03, 0.07) 0.05 
w3 -0.08 (-0.30, 0.06) 0.11  -0.10 (-0.31, 0.04) 0.13 
w4 0 (0, 0) 0  0.02 (0.01, 0.03) 0.02 
w5 0 (0, 0) 0  0.04 (0.03, 0.05) 0.04 
w6 0.16 (-0.03, 0.28) 0.17  0.10 (-0.13, 0.23) 0.12 
1 Best subset estimates pertain to Sb = {x1, x3, x6} with estimated bandwidth value γ = 0.1. 
2 Ensemble estimates are calculated using subsets of size 4. 
 
 
Finally, when using a cut-off value of 0.05 for identification of important exposures, the 
ensemble estimates perform well in terms of sensitivity, correctly selecting x1, x3, and x6 as 
important at all locations. However, in terms of specificity, the ensemble estimates incorrectly 
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identify x2 as important in 145 (29%) of the 500 locations, while x5 is incorrectly identified as 
important in 9 (2%) of the total locations. The misclassification of x2 by the ensemble estimates 
in both scenario 4 and scenario 5 may be a consequence of the exposure’s relationship with the 
heavily weighted exposure x6.  
Scenario 5 has shown that LWQS is capable of identifying spatially dependent mixture effects 
and parameter weights in the presence of correlated spatially dependent exposures. The best 
subset and ensemble solutions were both able to replicate the general spatial pattern in the 
mixture effect, b1. Further, while neither set of solutions were immune to the effects of over-
smoothing, the best subset solutions were superior in recognizing the spatial pattern in the 
parameter weights. As in scenario 4, estimates of the intercept, b0, demonstrated collinearity 
with the mixture effect, limiting the interpretability of the intercept in the local models. Finally, 
both sets of solutions were able to correctly identify all important exposures, but the best subset 
solutions provide a more decisive method of variable selection, and outperformed the ensemble 
solutions in the identification of unimportant exposures (i.e., specificity).  
5.5  Conclusions 
In this simulation study we considered five scenarios of increasing complexity with respect to 
spatial dependency. We also systematically increased collinearity in the simulated exposure data 
and demonstrated that LWQS model performance is generally robust to the extreme effects of 
collinearity. Both estimation methods (best subset and ensemble) were able to accurately identify 
spatial patterns in the mixture effect. However the best subset solutions improved on the 
accuracy of the estimated parameter (i.e., chemical importance) weights when compared to the 
ensemble approach. While bias was still present in the best subset solutions due to over-
smoothing, no spatial artifacts were present in the estimates of the mixture effect or weight 
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parameters. Additionally, the appropriate spatial patterns were consistently intact. In the final 
two scenarios, we saw collinearity in the estimates of the intercept and mixture effect for both 
sets of solutions suggesting identifiability issues with b0 and b1 when spatial dependency is 
introduced in the exposures. However, the collinearity only impacted the interpretability of the 
intercept, and we are still able to make inference regarding the parameter of interest, b1. We note 
also that that the inclusion of covariates in the LWQS model may help to diffuse the degree to 
which the intercept tracks the mixture effect. Encouragingly, we saw very little tendency for the 
underestimation of the mixture effect, and no evidence of incorrect classification of harmful 
exposures. The best subset solutions also consistently selected an index containing only the three 
important exposures, demonstrating perfect specificity in addition to perfect sensitivity in all 









Conclusions and Future Work 
6.1  Conclusions 
In this work we demonstrated the importance of examining the relationship between chemical 
mixtures and disease risk, and focused on the development of analysis strategies that effectively 
accommodate complex and spatially varying exposure patterns. Through simulation studies, we 
illustrated the limited applicability of existing methods for the analysis of spatially varying 
effects, and motivated the development of new methodology that effectively models spatial 
variation in individual and composite exposure effects in environmental health models. 
In response, we developed local weighted quantile sum (LWQS) regression – a spatial extension 
of the WQS method that accommodates spatially varying effects of chemical mixtures. The 
performance of LWQS was assessed in a simulation study that considered several 
environmentally relevant scenarios of increasing complexity with respect to spatial dependency 
and correlation among simulated exposures. Results showed that LWQS is capable of spatially 
accurate variable selection and signal detection when modeling the associations of multiple 
exposures and a continuous response. LWQS was largely unhindered by the presence of complex 
correlations, and was able to consistently distinguish between important exposures and those 
unrelated to the response. The LWQS estimates replicated spatially varying effects when present, 
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and no spatial artifacts were present in estimates of the mixture effect or exposure weights, when 
the true underlying process was constant. 
6.2  Future Work 
The LWQS model and simulation study presented in this work was limited to the application of 
exposure data with a continuous response variable. Future work will extend the LWQS model to 
a more generalized version that accommodates multiple types of response data. Simulation 
studies will evaluate the performance of LWQS using non-continuous outcomes, with the intent 
of applying the LWQS method to the NCI-SEER case-control study of NHL.  
In chapter 5 we presented two approaches to the estimation of the final LWQS weights based on 
variable subspaces. The first selected the best subset over a range of candidate subset sizes 
according to model goodness-of-fit. The second used an ensemble strategy to create local 
composite estimates across variable subsets of the same size. Because our simulation study was 
limited to six exposures, we were able to estimate models for all subsets at all subset sizes. 
Future work will consider the use of random subsets in larger sets of exposures, and/or the 
development of a search algorithm to aid in the identification of the best subset solutions, and 
selection of subset size in the ensemble approach. Incorporation of random subsets (as opposed 
to exhaustive estimation of all subset solutions) will be particularly important in higher 
dimensional scenarios. While our current methodology incorporates a variable subspace 
approach as a method of diversity generation and variable selection, future work will explore 
other forms of diversity generation in the estimation of final solutions, including random 
subsampling of the observations.  
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In both estimation methods (best subset and ensemble), AICc was selected as the measure of 
signal with the understanding that WQS regression is typically used for variable selection over 
prediction. However, it would be interesting to compare the performance of both estimates using 
alternative selection criteria and/or alternative signal functions in identification of the best subset 
and calculation of the composite (ensemble) weights. In higher dimensional settings, ensemble 
methods may have the advantage of estimating parameters in subsets of varying degrees of 
spatial dependency, allowing the composite estimates to better reflect the true spatial variation of 
model effects. Future work will evaluate if the ensemble subset approach has better relative 
performance with alternative signal functions and larger chemical mixtures of highly correlated 
components. 
Examination of the trend in AICc across subset models can provide valuable insight in terms of 
variable importance (i.e., recognition that exclusion/inclusion of particular exposure results in 
marked changes in model AICc). Similarly, trend in bandwidth parameter selection regarding 
inclusion/exclusion of variables is indicative of the degree of spatial dependency introduced by 
an exposure in the model. Changes in the measure of signal across subsets and bandwidth 
parameters is a potential avenue into the development of search algorithms for choice of subsets 
and estimation of the bandwidth parameter.  
Finally, in simulation scenario 2 and 3, LWQS demonstrated difficulty in detecting the linear 
divisions between risk regions – likely resulting from use of the exponential kernel function. 
Future implementations of LWQS should consider the use of triangulation methods to improve 
the detection of spatial features with linear boundaries. 
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Table A1: Association between individual chemicals in carpet dust and non-Hodgkin lymphoma 
for all study sites combined. 
Chemical Odds Ratioa (95% CI) p-value 
PCB 105 1.20 (0.87, 1.67) 0.27 
PCB 138 1.20 (0.86, 1.68) 0.29 
PCB 153 1.31 (0.93, 1.84) 0.12 
PCB 170 1.37 (0.98, 1.91) 0.07 
PCB 180 1.55 (1.11, 2.17) 0.01 
benz(a)anthracene 0.86 (0.57, 1.29) 0.47 
benzo(b)fluoranthene 0.83 (0.55, 1.25) 0.37 
benzo(k)fluoranthene 0.96 (0.64, 1.43) 0.83 
benzo(a)pyrene 0.96 (0.64, 1.44) 0.84 
chrysene 0.79 (0.53, 1.17) 0.24 
dibenz(ah)anthracene 0.91 (0.61, 1.37) 0.66 
indeno(1,2,3-cd)pyrene 0.79 (0.52, 1.19) 0.26 
α-chlordane 1.40 (0.99, 1.98) 0.06 
γ-chlordane 1.35 (0.95, 1.92) 0.09 
carbaryl 1.07 (0.77, 1.49) 0.69 
chlorpyrifos 0.73 (0.52, 1.02) 0.06 
cis-permethrin 0.95 (0.67, 1.34) 0.76 
trans-permethrin 0.98 (0.69, 1.39) 0.90 
2,4-D 0.70 (0.48, 1.03) 0.07 
DDE 1.26 (0.90, 1.76) 0.19 
DDT 1.03 (0.73, 1.44) 0.87 
diazinon 0.79 (0.56, 1.10) 0.16 
dicamba 0.74 (0.53, 1.04) 0.08 
methoxychlor 0.90 (0.64, 1.27) 0.55 
o-phenylphenol 1.00 (0.71, 1.41) 0.99 
pentachlorophenol 1.02 (0.72, 1.45) 0.92 
propoxur 1.27 (0.90, 1.79) 0.18 
a Estimated odds ratios compare the fourth vs. first exposure quartile; quartile cut points were 
based on the distribution of cases and controls combined. Models were adjusted for gender, race, 




Table A2: Association between individual chemicals in carpet dust and non-Hodgkin lymphoma by study site. 
 Detroit Iowa Los Angeles Seattle 
Chemical ORa (95% CI) p ORa (95% CI) p ORa (95% CI) p ORa (95% CI) p 
PCB 105 1.41 (0.61, 3.24) 0.42 1.25 (0.67, 2.32) 0.49 1.20 (0.62, 2.35) 0.59 1.13 (0.62, 2.08) 0.69 
PCB 138 1.14 (0.49, 2.68) 0.76 1.24 (0.67, 2.32) 0.49 1.27 (0.65, 2.48) 0.48 1.17 (0.64, 2.16) 0.61 
PCB 153 1.27 (0.54, 3.01) 0.59 1.24 (0.66, 2.32) 0.50 1.61 (0.82, 3.16) 0.17 1.25 (0.67, 2.31) 0.48 
PCB 170 2.27 (0.95, 5.39) 0.06 1.07 (0.58, 2.00) 0.82 1.27 (0.65, 2.48) 0.49 1.17 (0.63, 2.15) 0.63 
PCB 180 2.87 (1.19, 6.91) 0.02 1.23 (0.65, 2.32) 0.52 1.21 (0.62, 2.36) 0.58 1.53 (0.82, 2.85) 0.18 
benz(a)anthracene 0.64 (0.26, 1.58) 0.33 0.86 (0.46, 1.59) 0.63 0.88 (0.46, 1.70) 0.71 1.13 (0.61, 2.06) 0.70 
benzo(b)fluoranthene 0.73 (0.30, 1.76) 0.48 0.89 (0.48, 1.65) 0.72 1.66 (0.85, 3.25) 0.13 0.93 (0.51, 1.71) 0.81 
benzo(k)fluoranthene 0.79 (0.33, 1.91) 0.60 0.94 (0.51, 1.73) 0.83 2.05 (1.04, 4.04) 0.04 1.11 (0.61, 2.03) 0.73 
benzo(a)pyrene 0.88 (0.37, 2.13) 0.78 1.05 (0.57, 1.94) 0.88 0.84 (0.43, 1.65) 0.62 1.00 (0.54, 1.83) 0.99 
Chrysene 0.71 (0.29, 1.70) 0.44 0.88 (0.48, 1.62) 0.68 1.04 (0.54, 2.00) 0.91 1.22 (0.66, 2.23) 0.53 
dibenz(ah)anthracene 0.74 (0.31, 1.79) 0.51 1.17 (0.64, 2.17) 0.61 1.27 (0.65, 2.47) 0.48 1.09 (0.59, 1.98) 0.79 
indeno(1,2,3-cd)-pyrene 0.90 (0.37, 2.18) 0.82 1.18 (0.63, 2.18) 0.60 0.93 (0.48, 1.82) 0.84 1.01 (0.55, 1.85) 0.97 
α-chlordane 1.21 (0.53, 2.76) 0.65 2.18 (1.15, 4.14) 0.02 1.12 (0.58, 2.18) 0.73 0.92 (0.50, 1.68) 0.78 
γ-chlordane 0.84 (0.37, 1.94) 0.69 2.25 (1.20, 4.24) 0.01 1.26 (0.65, 2.45) 0.49 0.89 (0.49, 1.63) 0.71 
Carbaryl 1.59 (0.68, 3.74) 0.28 0.72 (0.38, 1.33) 0.29 1.16 (0.60, 2.23) 0.66 1.05 (0.57, 1.93) 0.88 
Chlorpyrifos 0.82 (0.35, 1.93) 0.65 1.11 (0.60, 2.03) 0.74 0.69 (0.36, 1.34) 0.28 0.69 (0.38, 1.27) 0.23 
cis-permethrin 1.60 (0.69, 3.72) 0.28 0.74 (0.40, 1.36) 0.33 1.10 (0.57, 2.11) 0.79 1.06 (0.58, 1.95) 0.85 
trans-permethrin 1.19 (0.51, 2.78) 0.69 0.62 (0.33, 1.15) 0.13 0.86 (0.44, 1.65) 0.64 1.07 (0.58, 1.99) 0.82 
2,4-D 1.11 (0.47, 2.66) 0.81 0.36 (0.19, 0.68) < 0.01 1.05 (0.54, 2.04) 0.89 0.53 (0.29, 0.97) 0.04 
DDE 0.82 (0.35, 1.94) 0.65 1.96 (1.05, 3.68) 0.04 1.45 (0.75, 2.82) 0.27 1.53 (0.83, 2.84) 0.17 
DDT 0.97 (0.41, 2.28) 0.95 1.06 (0.57, 1.97) 0.86 1.13 (0.58, 2.17) 0.72 1.19 (0.64, 2.24) 0.58 
Diazinon 0.84 (0.37, 1.92) 0.67 0.82 (0.44, 1.52) 0.53 0.53 (0.27, 1.04) 0.07 0.81 (0.44, 1.48) 0.49 
Dicamba 1.07 (0.45, 2.54) 0.88 0.48 (0.26, 0.90) 0.02 0.93 (0.48, 1.81) 0.83 0.41 (0.22, 0.76) < 0.01 
Methoxychlor 1.92 (0.81, 4.57) 0.14 0.98 (0.53, 1.82) 0.95 0.68 (0.35, 1.33) 0.26 0.62 (0.33, 1.15) 0.13 
o-phenylphenol 0.52 (0.22, 1.27) 0.15 1.58 (0.83, 3.00) 0.16 0.52 (0.26, 1.02) 0.06 1.03 (0.56, 1.89) 0.93 
Pentachlorophenol 0.66 (0.27, 1.62) 0.36 1.24 (0.67, 2.30) 0.50 0.76 (0.39, 1.48) 0.42 1.45 (0.78, 2.73) 0.24 
Propoxur 1.06 (0.45, 2.52) 0.89 2.02 (1.09, 3.78) 0.03 0.60 (0.30, 1.17) 0.13 1.53 (0.82, 2.85) 0.18 
Abbreviations: OR, odds ratio; p, p-value  
a Estimated odds ratios compare the fourth vs. first exposure quartile based on site-specific cut points of cases and controls combined. Models were 




Figure A1: Pairwise correlations among the 27 chemical concentrations by type of chemical. 
There is a high level of correlation within PCBs and PAHs, while the correlations among 




Figure A2: Distribution of chemical concentrations among cases and controls combined in 
carpet dust by study site for selected chemicals. Boxes extend from the 25th to the 75th 
percentile, horizontal bars represent the median, and whiskers extend 1.5 times the length of the 




Figure A3: Associationsa between non-Hodgkin lymphoma and weighted quantile sum regression index across the ten imputations for 
the study population and each study site.  
a Estimated odds ratio and  95% confidence interval (displayed as error bars) associated with a unit increase in the weighted quantile 
sum regression index. All models were adjusted for gender, race, education, and age. The model for the study population (i.e., the full 




Figure A4: Distribution of estimated weights for selected chemicals from the weighted quantile 
sum regression model of non-Hodgkin lymphoma in the study population and each study site. 
Boxes extend from the 25th to the 75th percentile, horizontal bars represent the median, and 
whiskers extend 1.5 times the length of the interquartile range (IQR) above and below the 75th 












Table B1:  Summary of simulation settings by scenario. 
Scenario 1: Mixture effect and weight parameters constant over space; No systematic spatial variation in exposures. 
Mixture Effect Weight parameters Exposure Data Correlation Case 
No spatial variation 
b1 = 1 
No spatial variation 
w = (0.3, 0, 0.1, 0, 0, 0.6) 
Flat exposures 
Exposures for x1, …, x6  
are simulated as multivariate  
normal with standard deviations 
of 0.5 and mean vector  
μx = (5, 1.5, 2.5, 4, 3, 6) 
a) Independent Exposures 
b) r(x1,x3) = 0.6 
c) Correlation Structure 1 
x1     x2     x3     x4     x5     x6 
x1  1.00  0.71  0.77  0.24  0.29  0.37 
x2           1.00  0.84  0.11  0.14  0.26 
x3                      1.00 0.15 0.20  0.31 
x4                              1.00 0.91  0.08 
x5                                      1.00  0.16 
x6                                               1.00 
Scenario 2: Mixture effect constant over space; Weight parameters change by row; No systematic spatial variation in exposures. 
No spatial variation 
b1 = 1 
Weights change by row 
Row 1: w = (0.5, 0, 0.1, 0, 0, 0.4) 
Row 2: w = (0.3, 0, 0.1, 0, 0, 0.6) 
Row 3: w = (0.1, 0, 0.1, 0, 0, 0.8) 
Flat exposures 
μx = (5, 1.5, 2.5, 4, 3, 6) 
sd = 0.5 
a) Independent Exposures 
b) r(x1,x3) = 0.6 
c) Correlation Structure 2 
x1     x2     x3     x4     x5     x6 
x1  1.00  0.71  0.77  0.37  0.24  0.29 
x2           1.00  0.84  0.26  0.11  0.14 
x3                    1.00  0.31  0.15  0.20 
x4                             1.00  0.08  0.16 
x5                                      1.00  0.91 




Scenario 3: Mixture increases by row; Weight parameters change by row; No systematic spatial variation in exposures. 
b1 increases by row  
from row 1 to row 3 
b1 = 0.5 
b1 = 0.7 
b1 = 1.0 
 
Weights change by row 
Row 1: w = (0.5, 0, 0.1, 0, 0, 0.4) 
Row 2: w = (0.3, 0, 0.1, 0, 0, 0.6) 
Row 3: w = (0.1, 0, 0.1, 0, 0, 0.8) 
 
Flat exposures 
μx = (5, 1.5, 2.5, 4, 3, 6) 
sd = 0.5 
a) Correlation Structure 2 
x1     x2     x3     x4     x5     x6 
x1  1.00  0.71  0.77  0.37  0.24  0.29 
x2           1.00  0.84  0.26  0.11  0.14 
x3                    1.00  0.31  0.15  0.20 
x4                             1.00  0.08  0.16 
x5                                      1.00  0.91 
x6                                               1.00 
b) Correlation Structure 3  
6 PAHs (all highly correlated) 
x1     x2     x3     x4     x5     x6 
x1  1.00  0.94  0.91  0.91  0.88  0.94 
x2           1.00  0.94  0.95  0.88  0.94 
x3                    1.00  0.91  0.87  0.92 
x4                           1.00   0.87   0.91 
x5                                      1.00  0.89 
x6                                               1.00 
Scenario 4: Mixture effect and exposures x2, x4, & x6 decrease radially from center of grid; Weight parameters constant over space. 
Radial pattern 
b1 = exp(-2d) 
No spatial variation 
w = (0.3, 0, 0.1, 0, 0, 0.6) 
Radial pattern in x2, x4, and x6 
Exposures for x1, x3, and x5 are  
simulated as multivariate normal 
with means µx = (5.0, 2.5, 3.0) 
and standard deviations of 0.5. 
Exposures for x2, x4, and x6 were  
simulated as 
Based on correlation structure 3: 
r(x1,x3) = 0.91 
r(x1,x5) = 0.88 
r(x3,x5) = 0.87 
175 
 
( ) ( )6 0,0.53 5exp 2 Nx d= + − + ε  
( )2 6 1,1Nxx = − ε  
( )04 6 ,0.5Nx x= + ε  
Scenario 5: Mixture effect, exposures x2, x4, & x6, and weight parameter w6 decrease radially from the center of grid. 
Radial pattern 
b1 = exp(-2d) 
Radial pattern in w6 
w6 = exp(-d) – 0.3 
w1 = k(1 – w6) 
w3 = (1– k)(1 – w6) 
 
[0.3,0.7]k ∈  
Radial pattern in x2, x4, and x6 
Exposures for x1, x3, and x5 are  
simulated as multivariate normal  
with means µx = (5.0, 2.5, 3.0)  
and standard deviations of 0.5. 
Exposures for x2, x4, and x6 were  
simulated as 
( ) ( )6 0,0.53 5exp 2 Nx d= + − + ε  
( )2 6 1,1Nxx = − ε  
( )04 6 ,0.5Nx x= + ε  
Based on correlation structure 3: 
r(x1,x3) = 0.91 
r(x1,x5) = 0.88 
r(x3,x5) = 0.87 
d = (d1, …, dN)  is the vector of distances from the center of the study region to the i = 1, …, N locations with the i
th entry defined as 




d u v= − + −  where ( ),i iu v  are the spatial coordinates for location i. 
Note: The continuous outcome variable, y, was simulated through the WQS model 0 1
6
1
,i i j iij ijy q== + β ω + εβ ∑ where ( )N 0,0.1 .iε ∼  
In all scenarios, exposure variables x1, x3, and x6 are related to the response variable through the mixture effect and weight parameters.  
Exposure variables x2, x4, and x5 are assumed to have no relationship with the outcome, and therefore the weight parameters for  
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