Selecting the appropriate visual presentation of the data such that it not only preserves the semantics but also provides an intuitive summary of the data is an important, often the final step of data analytics. Unfortunately, this is also a step involving significant human effort starting from selection of groups of columns in the structured results from analytics stages, to the selection of right visualization by experimenting with various alternatives. In this paper, we describe our DataVizard system aimed at reducing this overhead by automatically recommending the most appropriate visual presentation for the structured result. Specifically, we consider the following two scenarios: first, when one needs to visualize the results of a structured query such as SQL; and the second, when one has acquired a data table with an associated short description (e.g., tables from the Web). Using a corpus of real-world database queries (and their results) and a number of statistical tables crawled from the Web, we show that DataVizard is capable of recommending visual presentations with high accuracy.
INTRODUCTION
Visual analytics today is an integral part of the data analytics pipeline and follows as a natural sequel or complement to other modes of data analytics through browsing, querying or search interfaces. Visual presentation of structured data in various formats ranging from simple bar-/line-charts to the use of stacked/grouped bar-charts for multi-dimensional data, facilitate the interpretation of the results by domain experts 1 .
The path to data visualization has typically been one of the following alternatives: (i) the visualization is developed as a specific solution for the problem at hand, developed by or in conjunction Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. WebDB'18, June 10, 2018, Houston, TX, USA © 2018 Copyright held by the owner/author(s). Publication rights licensed to the Association for Computing Machinery. ACM ISBN DOI: 10.1145/3201463.3201465 with domain experts; or (ii) Standard templates are used, where specific types of data sets result in charts of specific types, and the user then has the option of trying out other chart configurations for the same data. The latter approach is taken in some of the common and popularly used tools like Microsoft Excel [9] and Google Sheets [4] . The resulting visualization suggestions in these tools are not only sensitive to the order of selected data columns to visualize, but also fail to make use of any metadata -often available in the form of captions, queries, headers and other forms -to appropriately recommend the visualization.
We focus on automatically generating recommendations by analysing the structured query outputs and Web tables in addition to the types of noun phrases in the title without any further hints and inputs from users. We have been motivated by the need to be able to recommend the right chart in various scenarios where users query data for insights, either while interacting with a relational database system using SQL queries or while analyzing the tabular data extracted from the Web or other sources. We first studied the existing best practices laid out in area of visual statistics [3, 17] . Our DataVizard system, utilizes the insights from our study, and extracts as features the variables of interest and the dependencies between the variables (i.e., columns) from the data under consideration. These features drive our learnt model to recommend charts to visualize the data.
In the case of SQL, the required features can be constructed by considering the variables involved in the query as well as their inter-relationships using information such as the result set and the underlying database schema. On the other hand, for non-SQL data such as structured statistical tables available on the Web, we used the caption as the input text describing the data in the same manner as a query. We extract the variables and their dependencies from the caption using standard NLP techniques and combine it with the data in the table to recommend the appropriate chart.
The main contributions of this paper are: (1) We present DataVizard, a system to automatically recommend best visualisations for a structured dataset by taking into consideration the variables of interest and their interdependencies in both SQL as well as non-SQL settings. (2) We present the results of our experiments with a couple of SQL workloads over large relational datasets as well as more than 550 non-SQL structured statistical tables crawled from the Web. The rest of the paper is structured as follows. In section 2 we discuss related work. In sections 3 and 4 we describe our technique for finding the variables of interest and recommending the best chart, for SQL data and non-SQL tabular or structured data respectively. In section 5 we describe the overview of our system, and present the system architecture we used for building the recommender. In section 6, we discuss our experiments and results obtained for our chart recommendation system and conclude in section 7.
Visual presentation of quantitative data has been extensively studied in the past couple of decades [3] , [17] . Best practices exist that recommend the most appropriate chart for a given data set and a given analytical task, a concise summary of which may be seen in for instance [1] . In the business domain, spreadsheets have evolved from just a static representation of data as rows and columns, to highly interactive forms of content, as seen in MS Excel [9] and Google spreadsheets [4] . As we point out in the introduction, these tools, though powerful are limited in their support for recommending visualization. A simple reorganization of the table such as swapping the order of columns can result the recommendation switch to a very different visualization (e.g., from bar-chart to line-chart).
Tableau [15] supports data visualization in a comprehensive manner, where the user can connect to different data sources to select the data to be analyzed and the tool suggests multiple options for interpreting the data. Along with VizQL [5] , a specification language and ShowMe [7] which builds over [5] to automatically present data as small sets of multiple views, Tableau provides an exhaustive set of options focusing on the user experience. VizRec [18] , Voyager [20] , [6] , SeeDB [19] are other work that explore various aspects of visualization. Voyager [20] supports faceted browsing of recommended charts chosen according to statistical and perceptual measures while SeeDB recommends visualizations that may be interesting in terms of usefulness, for instance, deviations from the mean.
In the context of recommending the best charts for the data, Articulate [14] describes a semi-automated model for translating natural language queries into meaningful visualizations. It allows the users to interact with the system through queries, which are parsed to identify features such as comparison_keywords, relation-ship_keywords, composition_keywords and so on. The keywords for each feature are selected empirically using a bag-of-words model. This differs significantly from our approach where we identify the noun phrases and their types and then try to learn how they are related.
ANALYSIS OF SQL RESULTSETS
In the analysis of both SQL queries and resultsets and non-SQL data, the high-level steps comprise a) determining the variables of interest and b) determining their dependency, in terms of the independent variable(s) and dependent variable(s). The detailed steps for analysing SQL data are as follows.
Determining the variables of interest
In the most general case, when no information is available except for the query and the resultset, we perform a pairwise identification of columns that may be related. Cues in the query such as GROUP BY clauses, aggregate functions such as MAX, MIN and others help in identifying the exact relationship between the columns queried. Subsequently, where relevant, pairs with common variables may be combined into a single visualization. Further, we categorize each column of data or each variable as either an independent variable, or a dependent variable. Independent variables are those variables that are in many cases categorical in nature.
A column that is a primary key, or a column that is the predicate of a GROUP BY is an independent variable. Similarly. queries with multiple GROUP BY fields would possibly recommend a grouped chart. Similarly, a column whose value is aggregated in a query, by aggregation functions such as MAX , MI N , AV G and similar, is generally a dependent variable. In the very general case, when no primary key information is available, or when the query has no GROUP BY clause, we will use the methods described in section 4 to understand the relationship between the terms in the query. Information of the data types of each of the columns can be obtained by querying the schema. Based on these heuristics, at the end of this analysis, we can tag each column as an independent or dependent variable.
Selecting the appropriate chart-type
We can capture the possible user intent by analyzing the kinds of variables selected and the type of the dependent and independent variables. These 2 items of information suffice to suggest one or more of the relevant visualizations. For instance, when the independent variable is of string type, as in "GROUP BY REGION" or "GROUP BY DEPARTMENT" and the dependent variable is a numerical quantity, then we interpret this as a comparison of a numeric quantity across multiple categories, and hence our system would recommend a bar chart. When there is more than one GROUP BY clause, for instance, GROUP BY DEPARTMENT, REGION then our system would recommend a grouped bar chart. When the GROUP BY is related to a time-period variable, as in GROUP BY YEAR or GROUP BY MONTH, then this is interpreted as the trend of a quantity over time, and hence a line chart is shown.
Feature identification for SQL queries
Sections 3.1 and 3.2 describe the heuristics we used to determine the most relevant chart for the result sets from a SQL query. Based on our learning from the performance of the heuristics described in 3.1 and 3.2 (we describe the performance in detail in Section 6 ) we identified various features from the SQL queries and the result sets which we then used to train a chart recommendation system, for the SQL queries. We designed a total of 21 features, of which we list 13 in Table 1 . We defined 5 features based on the size of the resultset and 3 features based on the number of columns, which we do not list below for lack of space. The features in Table 1 are defined in terms of the patterns and presence of various clauses in a SQL query. A,B,C, . . . represent column names. The term 'select' indicates the query has the SELECT keyword, The feature 'presence of group by' implies the query has a GROUP BY clause. Further, the size of the result set also has a bearing on the chart recommended and this is reflected in the features based on the size of the result set. We describe some results on the TPC-H queries, later. The performance of the recommender, based on the training with these features, is described in section 6.
ANALYSIS OF NON-SQL TABULAR DATA
Tabular data extracted from pdf files and other sources comprise a set of rows and columns, along with a caption for the table, and optionally, captions for the individual rows and columns. We refer to this as the non-SQL setting, and describe techniques to recommend the appropriate chart, by analysing the captions and where needed, the content of the tables. Table 2 gives examples of some captions. The captions here are in lieu of the SQL queries for SQL data. The noun phrases in the caption represent the association that is likely desired to be visually depicted, and hence the types of these are used to determine the chart. We discuss in detail how we parse and analyse these captions to understand the best visual representation for the query and data set.
In terms of the noun phrases in the caption, there are 3 different possibilities.
• When the number of noun phrases matches the number of data variables, the noun phrases are the variables we need. • When the number of noun phrases in the title is less than the number of data variables, one or more variables are implicitly expressed, and need to be identified; generally it is the one which represents a numeric quantity in the data. • When the number of noun phrases is more than the number of variables, we match the noun phrases with columns in the actual data set, based on the column name and data type, and eliminate the rest of the noun phrases. The noun phrases are categorized as indicating object categories, indicating quantitative variables, or indicating time periods. Further, similar to the GROUP BY YEAR clause in SQL, we have phrases like "from 2005 to 2015" that form part of the caption, that indicate that there is a time period involved. If this is validated in the actual data, then the time span comprises one of the independent variables. Similarly, variables that fit in the object-category type also comprise independent variables. Variables that indicate quantity are dependent variables. For instance, in phrases like "Market share of browsers", "market share" is the dependent variable while "browser" is the independent variable. Hypernyms 2 are typically good candidates for independent variables but we will defer its exploration for effective chart recommendation to future work.
Determining the variables of interest
We parse the captions of tables as under.
Identifying noun phrases in captions We used the Stanford Natural Language Parser [8] (Stanford NLP) for identifying common nouns, which are the variables of interest for us in the caption. In the context of our work here, we define the longest sequence of common nouns occurring together as a noun phrase. This definition varies from the 'NP' tag of the Stanford parser, but this is the definition we needed for our current work. The last noun in the noun phrase was treated as the operative noun or the noun that we tried to qualify as quantitative or categorical.
Identifying nouns with quantitative data We identified common nouns representing quantitative information as follows. A word2vec model with a pretrained Google news corpus (3 billion running words) word vector model (3 million 300-dimension English word vectors) was used. We used the gensim word2vec model [10, 11] for our experiment. We defined a set of words which are synonyms of quantifiability -for instance, words such as value, measure, number, numeric, quantity, total, amount and percent. Using this set, we used the word2vec model to find, for each common noun in the title, its similarity score to one of these words in the set. Of all the common nouns in the title, we used the word which has highest score as the word representing a quantity, in that caption.
Identifying caption subject The subject or topic of each caption was again identified using the Stanford NLP parser as follows. The parse tree for each caption was obtained, with the corresponding parent-child relationship highlighting the dependencies. The tree was traversed in order, to identify the first noun as the subject.
Presence of time-span Each title was classified into 2 classes, based on whether it contained time-span information or not. We detected the presence of patterns like "from X to Y " where X and Y represent years or months, for example, and other minor variations of this pattern.
In the case of SQL, the GROUP BY clauses or the primary keys were the independent variables. In the case of the table captions, most captions have one or more noun phrases that describe the data set presented. Further, some noun phrases are preceded by by as in "by genre" or "by region". These patterns, and others such as "by year", "by region", "by brand" and so on, indicate that the data is to be grouped along these categories, similar to the GROUP BY column in SQL. We describe how these heuristics are applied in the examples in Section 5.
Feature identification from caption strings
We now describe how we have used the above types of phrases to describe features on the caption strings, also extending from our learning on feature description for SQL queries. These features are then used to train a recommender to recommend the right chart, in the case of tabular data with captions. Table 3 lists the features we have used in the case of non-SQL data sets. The terms used in this table are as follows. Q indicates a quantitative noun, while T indicates a time span expression. OC indicates an object category. "byT", "byOC" and "byQ" indicate the presence of by clauses, followed by a time-related variable, an object category type variable and a quantitative variable respectively. For instance, a table caption that states, "Market share of browsers" would be treated, after parsing, as "Main phrase is Q and secondary phrase is OC", while a caption that states "Unemployment rate in Florida from 1992 to 2015" would be treated as "Main phrase is Q and secondary phrase is T ".
ARCHITECTURE OF DATAVIZARD
The end-goal of our solution is to automatically recommend visualizations for complementing the insights from other modes of data analytics in various different scenarios that may include analysis of SQL result sets, analysis of tabular data in spread sheets, tables of Figure 1 shows the high-level view of our architecture. The following are the main components.
Data ingestion and formatting: This component reads the input data and formats it in JSON, in a pre-defined format.
Data parsing and metadata extraction: In the case of SQL, information such as the number of components selected, the data type of each column selected, the number of GROUP BY columns and the presence of various aggregate functions are extracted. In the case of non-SQL data, table captions have information such as noun phrases, object phrases, presence of time span periods and other cues, which are extracted.
Dependency identification: SQL data and non-SQL data have distinct cues that help in identifying the independent and dependent variables, as we have described in sections 3 and 4.
Recommender: This component analyses the properties of the independent and dependent variables identified in the earlier step, and factors in the information on the data sizes to map it to relationships defined in existing best practices to recommend the appropriate charts.
We have attempted to determine the association in terms of the variables being depicted. For example, comparison of values over time and across categories are treated as two different associations despite having the same action clause in the query. Our method allows us to combine multiple variables, where related, in one visualization, unlike existing solutions. We discuss our results on the heuristics-based approach and the features-trained approach in Section 6, with examples.
EXPERIMENTAL RESULTS
We focussed on the commonly used set of charts typically used by business analysts -line, horizontal bar, vertical bar, pie, multiline, grouped bar, stacked bar, scatter and table . The initial set of charts for a small set of SQL data sets and the non-SQL data sets were determined based on a set of rules relating the independent variable and the dependent variable. As expected, the accuracy was very high. Also this helped to engineer features for automatically learning the most appropriate chart.
Results over SQL Queries and Tables
We tested our initial heuristics-based recommender on the queries in the TPC-H benchmark data set [16] and subsequently extended this to learn features for the SQL queries. From each SQL query, we used the subset of components that we needed to recommend the chart. In Figure 2 we list 2 queries from the TPC-H set and we then describe in detail how we perform the actual analysis. The reason we used the TPC-H query set was, this is a standard set which also contains the patterns that captured the features we have used in our system. Table 4 lists the variables identified by our heuristics and the charts recommended, the query patterns that determine the features and the actual features used for learning, in the subsequent step of automated chart recommendation. Note that the actual SQL query may be quite long, querying and joining across multiple tables, but the information we need for the chart determination is mainly a subset of the patterns and the result set size. In Table 4 the line labeled "Pattern" indicates the information used for each SQL query.
We then tested our recommender on a dataset of 68 SQL queries over a financial services knowledge base obtained from the authors of the paper [12] . We transformed these queries into the same feature representation over 21 features obtained from the TPC-H queries earlier. Note that these features are labeled in binary where 1 (0) represents the presence (absence) of a feature. The class labels -i.e., the best recommended chart (as well as the second-best recommended chart, though for lack of space we are not showing Independent variables: o_orderpriority -based on the GROUP BY Dependent variables: order_count -based on the aggregation function COUNT Recommendation:
A bar chart, with o_orderpriority on x-axis and order_count on y-axis. Pattern:
Select A; AGGREGATE_FUNCTION(B); GROUP BY A Features:
Select aggregated(A); Select B GROUP BY B where B is not time -related; 2 < number of rows in result <= 8 Noun phrases: partners -from parser output Independent variables: partners -it is the default Dependent variables:
share -it is implicit, and deduced from data Recommendation:
A bar chart, with partners on x-axis and share on y-axis.
Features:
Main phrase is OC, prepositional phrase is byQ; 2 < number of rows in result <= 8
Caption 2
Noun phrases: employees, region -from parser output Independent variables: region -based on the term by Dependent variables:
employees -by elimination of other variables Recommendation:
A bar chart, with region on x-axis and employees (number of) on y-axis.
Features:
Main phrase is Q, prepositional phrase is byOC; 2 < number of rows in result <= 8
Caption 3
Noun phrases: employees -from parser output Independent variables: year -based on the time span pattern in caption Dependent variables:
A line chart, with year on x-axis and employees (number of) on y-axis.
Features:
Main phrase is Q, prepositional phrase is byT; 2 < number of rows in result <= 8
Caption 4
Noun phrases: systems, market share -from parser output Independent variables: month, systems -based on the time span pattern identified, and matched with actual data Dependent variables:
share -quantitative phrase Recommendation:
A multi-line chart, with month on x-axis and market share on y-axis, one line graph for each (mobile operating) system.
Features:
Main phrase is Q, prepositional phrase is byT; 8 < number of rows in result <= 30
Caption 5
Noun phrases: box office revenue, movies -from parser output Independent variables: movies -based on elimination of quantitative term Dependent variables:
(box office) revenue -quantitative phrase Recommendation:
A horizontal bar chart, with each bar representing a movie and revenue on x-axis Features:
Main phrase is Q, prepositional phrase is byOC; 8 < number of rows in result <= 30
Caption 6
Noun phrases: market share, record labels, album charts -from parser output Independent variables: single charts, album charts -based on by and mapping with data column size Dependent variables:
market share -quantitative phrase Recommendation:
A grouped bar chart, with each group representing a label and one bar each for single chart and album chart market share on x-axis Features:
Main phrase is Q, prepositional phrase is byOC, byOC; 2 < number of rows in result <= 8 Figure 3 : Sample charts generated based on output of the chart recommender details related to this) were manually applied using the rules derived from various best practices models [1] .
We trained our recommendation model using the random forest classifier [2] and performed cross-validation with varying k-fold (5 and 3) as indicated in column 1 of table 6. The table shows the accuracy for the recommended charts, where the number is the accuracy for the first recommended chart. The random forest has one hyper-parameter, i.e., the maximum number of features used by the classifier. We ran our experiments for different values of the hyper-parameters including auto, which denotes the square root 
Results on Non-SQL Tables
In the second part of the experiment we tested the automatic recommendation of charts on textual descriptions of the charts. Each chart was described by the caption of the chart. We defined the features for the natural-language strings by extending and extrapolating from the features that we defined for the SQL data sets. The data comprised 550 tables downloaded from the web as csv (Comma-Separated Value) files from the site [13] . This site serves statistical data on a whole variety of topics, and all the data we have used is non-proprietary and not of restricted availability. The site facilitated the access of all the data from a single point, in a curated and cleansed format. The tables were selected at random, covering a wide range of topics of which table 2 is a small sample. The captions to the tables were used as surrogates for the natural language query and we analyzed these captions, to obtain the component parts of the query. The steps in the identification of the components were performed as described in section 5. We identified a set of 19 features, which were described in Table 3 . We compared the performance of our heuristics-based feature extraction with the hand-labeled set for the 550 captions. We got a recall of 75% and a precision of 90%. Our heuristics were able to extract around 75% of the needed variables. One reason for the lower recall was that in some cases, the caption was very succinct, and the quantitative variable was implicit. This was especially the case when the tabular information was reporting survey results. For a heading like "Primary attitude towards shopping on social media sites" which was essentially presenting a survey result, we need to add additional heuristics to extract or extrapolate the implicit dependent variable automatically. The variables extracted were mostly correct. Since our focus was on the identification of features for learning to recommend visualizations, we have not investigated further on improving the extraction accuracy here. We have subsequently used the hand-labeled set as input for training the recommender.
Each caption was then labelled with the features, where a 1 indicates the presence of a feature and a 0 indicates its absence, in the caption. In order to get a reference labelled set, we performed a controlled user study with a small set of users on a subset of the data, which was representative of the types of patterns in the full set of captions. These recommendations were then extrapolated to all the 550 charts and the random forest classifier was again run on this data set, similar to the case in SQL data. The random forest classifier was run with varying maximum features and cross-validation with varying kfold. The predicted class labels were compared with the original class labels obtained by extrapolating our user survey results and the accuracy figures are reported in the table 7. The entries in this table are interpreted similar to the entries in Table 6 . In Table 5 we describe the steps in detail for the sample captions listed in Table 2 . Figure 3 shows the charts recommended and generated for the captions in Table 2 .
CONCLUSIONS AND FUTURE WORK
In this paper we presented the DataVizard system for generating automatic chart recommendations, based on the analysis of data and the associated metadata such as queries, schema information, table captions. We have discussed the heuristics-cased approach, and the subsequent automated approach based on feature identification and extraction, for recommending the most appropriate visualization. To the best of our knowledge, DataVizard is the first system that goes beyond recommending relatively simple charts in 2-variables. Our system can handle both SQL and non-SQL datasets, and with little programming effort can easily be embedded into any analysis workflow.
