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We investigate theoretically a Mach-Zehnder interferometer driven by a time-dependent voltage.
Motivated by recent experiments, we focus on a train of Lorentzian voltage pulses which we compare
to a sinusoidal and a constant voltage. We discuss the visibilities of Aharonov-Bohm oscillations
in the current and in the noise. For the current, we find a strikingly different behavior in the
driven as compared to the static case for voltage pulses containing multiple charges. For pulses
containing fractional charges, we find a universality at path-length differences equal to multiples
of the spacing between the voltage pulses. These observations can be explained by the electronic
energy distribution of the driven contact. In the noise oscillations, we find additional features which
are characteristic to time-dependent transport. Finite electronic temperatures are found to have a
qualitatively different influence on the current and the noise.
PACS numbers: 72.10.-d, 73.23.-b, 73.50.Td
I. INTRODUCTION
The electronic Mach-Zehnder interferometer1 (MZI,
see Fig. 1) is a powerful tool to probe interference effects
of individual electrons in mesoscopic conductors. The
injected electrons are delocalized over two paths, lead-
ing to oscillations in the outgoing current as a function
of the enclosed magnetic flux. Working in the quantum
Hall regime, where transport occurs along chiral edge
states,2 each electron traverses the interferometer only
once. The current oscillations in the MZI have been
measured with a visibility above fifty percent.1,3–8 In ad-
dition, the MZI has been employed in a variety of ex-
periments with the objective to control dephasing and
decoherence. These include measuring6 and improving9
the coherence length in quantum Hall systems as well as
tuning the decoherence using a voltage probe.10 Further
experiments have measured the transmission phase of a
quantum dot7 and controlled the dephasing using an ad-
ditional detector channel.4,5,11 Finally, by inverting the
role of detector and system, signatures of the noise4,11,12
and the full counting statistics8,13 of a quantum point
contact (QPC) have been observed using a MZI.
On top of these experimental advances, the realization
of driven single-electron emitters has recently paved the
way for giga-hertz quantum electronics. Single electrons
can now be emitted into a coherent conductor using ei-
ther a mesoscopic capacitor or designed voltage pulses.
The mesoscopic capacitor14,15 emits a sequence of elec-
trons and holes in response to an external ac modula-
tion. By applying a train of Lorentzian-shaped volt-
age pulses to an ohmic contact, noiseless excitations can
be created on top of the Fermi sea in a mesoscopic
conductor.16 These clean few-electron excitations were
proposed by Levitov and co-workers17,18 and have re-
cently been named levitons following their experimental
realization.16
The combination of these achievements will surely lead
to rich physics in the giga-hertz regime. Theoretical pro-
posals for future experiments include measurements of
FIG. 1. Mach-Zehnder interferometer driven by a time depen-
dent voltage V (t). The interferometer consists of two paths
of lengths Lu and Ld which enclose a magnetic flux φ. Two
quantum point contacts A and B allow the single particle
states to be delocalized over both paths leading to interference
contributions in current and noise measured at the outputs.
the Glauber correlation function,19,20 the observation of
interference fringes in the current and in the electronic
energy distribution,21 and the modification of interfer-
ences using an additional single-electron source.22,23 Fur-
ther theoretical studies investigate a MZI driven by a
quantum pump24 and the charge transmitted through a
MZI biased with Lorentzian voltage pulses.25
In this work, we consider a MZI driven by a time-
dependent voltage. Motivated by the experimental real-
ization of levitons, we focus on Lorentzian-shaped voltage
pulses and compare our results to a sinusoidal and a con-
stant voltage.26 The current at the outputs depends on
the shape of the applied voltages if we use a MZI with
a path-length difference. Such an asymmetric MZI con-
stitutes an energy-dependent scatterer. In addition to
the current visibility, we investigate the noise produced
by the periodically driven MZI and find a contribution
with no dc counterpart as predicted in Ref. 27. For the
visibility of the current as well as the noise oscillations,
we identify a lobe structure which contains information
about the energy distribution of the electrons in a driven
2contact.
We note that a similar lobe structure was measured
as a function of the applied dc voltage.4,8,9,28–30 These
observations are attributed to interactions within the
same31 or with a neighboring edge channel.32,33 Since
the interactions depend on the number of electrons in
the MZI but not on their energy distribution, we em-
ploy a noninteracting scattering approach34 at filling fac-
tor ν = 1 and focus on the effect of dephasing through
a path-length difference. Loss of phase coherence in a
MZI has been investigated using voltage and dephas-
ing probes26,35–38 and as a result of internal potential
fluctuations39 and fluctuating environments.37,38,40,41
The rest of the paper is structured as follows. In
Sec. II, we introduce the setup and the treatment of a
periodically driven contact. In Sec. III we specify the
voltage pulses and their respective energy distributions.
The current produced by the driven MZI is discussed in
Sec. IV and the noise in Sec. V. Finally, our conclusions
are drawn in Sec. VI.
II. DRIVEN MACH-ZEHNDER
INTERFEROMETER
Our setup is sketched in Fig. 1. It consists of a MZI in
the quantum Hall regime biased with a periodic voltage
V (t) = V (t + T ) at contact 1. Electrons injected from
contacts 1 and 2 are partitioned into two chiral edge chan-
nels at QPC A. The two edge channels enclose a mag-
netic flux φ and are repartitioned into contacts 3 and 4
at QPC B. The QPCs are described by the scattering
matrices
Sα =
(
i
√Rα
√Dα√Dα i
√Rα
)
, (1)
with α = A,B. The phases of the reflection and trans-
mission amplitudes can be incorporated into a shift of
the magnetic flux φ and are thus omitted.
Due to interference between the two paths, the current
and noise measured at the outputs of the MZI oscillate
as functions of φ. In addition to this energy-independent
phase, we consider an energy-dependent phase due to a
difference in the path lengths Lu and Ld. We assume a
linear dispersion relation E = ~vDk with drift velocity
vD in the energy window of interest. The path-length
difference is then characterized by the time
τ = (Ld − Lu)/vD, (2)
which we assume to be positive without loss of gener-
ality. In addition to an overall phase-shift, the energy-
dependent phase reduces the visibility of the oscillations
depending on how the states of the charge carriers are
distributed in energy. One of the main objectives of this
work is to relate the energy distribution induced by a
train of voltage pulses to the visibility of the current and
noise oscillations in the MZI.
To describe the driven contact, it is convenient to split
the voltage in a time-independent dc part and a time
dependent ac part42
V (t) = Vdc + Vac(t). (3)
A dc voltage can be incorporated by a shift in the
chemical potential. To treat the ac voltage we resort
to the Floquet scattering matrix approach.34,43 We as-
sume that the potential in contact 1 is uniform and com-
pletely screened from the rest of the MZI. The voltage
drop is assumed to be smooth on length-scales com-
parable to the Fermi wavelength in order not to in-
duce additional scattering.44–46 The solution to the time-
dependent (single-particle) Schro¨dinger equation in con-
tact 1 then reads
ψE(t) = ψ
0
E(t)e
−iϕ(t), (4)
ϕ(t) =
e
~
t∫
0
dt′Vac(t
′), (5)
where ψ0E(t) is a solution of the Schro¨dinger equation for
V = Vdc. We note that the lower limit in the last integral
can be shifted by a global phase shift. It is assumed that
the ac voltage varies on a time scale which is sufficiently
slow, such that the distribution of the electronic states is
not disturbed.44–46 Although energy is no longer a good
quantum number, the states ψE(t) are then distributed
according to the Fermi distribution corresponding to a
dc bias. The distributions in the different contacts read
f1(E) = f(E − eVdc), (6a)
fi6=1(E) = f(E) =
1
e(E−µ)/kBT + 1
, (6b)
where the index i = 1, 2, 3, 4 denotes the contact. Here
T is the electronic temperature and µ the chemical po-
tential of the grounded contacts. Note that f1(E) is the
distribution of the ψE(t) which do not have a well de-
fined energy due to the time-dependent phase induced
by the ac voltage. Within these approximations, a con-
tact driven by a voltage can thus be described as being dc
biased with a time-dependent scattering phase ϕ(t) that
each particle picks up upon leaving the contact. Floquet
scattering theory states that a time-dependent scattering
phase scatters particles of energy E into energy34
En = E + n~Ω, (7)
with the amplitude
Sn =
T∫
0
dt
T e
inΩte−iϕ(t). (8)
Here T = 2pi/Ω is the spacing between the voltage pulses
V (t+ T ) = V (t), (9a)
ϕ(t+ T ) = ϕ(t). (9b)
3With this description of the driven contact, we can
write down the Floquet scattering matrix for the whole
setup. For later convenience, we also write the energy
of the incoming particles in the form of Eq. (7). The
amplitudes which relate incoming particles at energy Em
to outgoing particles at energy En then read
F31(En, Em) = Sn−m
[
i
√
RADBei(φu+tuEn/~) + i
√
DARBei(φd+tdEn/~)
]
= Sn−mS31(En),
F32(En, Em) = δn,m
[√
DADBei(φu+tuEn/~) −
√
RARBei(φd+tdEn/~)
]
= δn,mS32(En),
F41(En, Em) = Sn−m
[
−
√
RARBei(φu+tuEn/~) +
√
DADBei(φd+tdEn/~)
]
= Sn−mS41(En),
F42(En, Em) = δn,m
[
i
√
DARBei(φu+tuEn/~) + i
√
RADBei(φd+tdEn/~)
]
= δn,mS42(En),
(10)
where only the differences td − tu = τ and φd − φu = φ
matter in the following. The Floquet amplitudes Sn are
given in Eq. (8) and the quantities Sij are the scattering
matrices of the static MZI.26
III. PERIODIC VOLTAGE PULSES
Motivated by recent experiments,16,47 we focus on volt-
age pulses of Lorentzian shape and compare them to si-
nusoidal pulses and a dc voltage. Explicitly, the voltages
read
eV L(t) =
∞∑
j=−∞
2q~Γ
(t− jT )2 + Γ2
= q~Ω
sinh(ΩΓ)
cosh(ΩΓ)− cos(Ωt) , (11a)
eV S(t) = q~Ω [1 + cos (Ωt)] , (11b)
eV dc = q~Ω. (11c)
Here Γ parametrizes the width of the Lorentzian pulses
and q is the average charge that is emitted by the contact
with each pulse
T∫
0
I(t)dt =
T∫
0
e2
h
V (t)dt = eq. (12)
For all voltages, the dc part is thus given by Eq. (11c).
For Lorentzian pulses, the limit Γ → ∞ corresponds
to the dc case. A case of special interest is provided
by Lorentzian voltage pulses with integer charge (q =
±1,±2, ...). In this case, the current is carried by clean
q-particle excitations,17,18,46 termed levitons, with no ac-
companying electron-hole pairs. For positive (negative)
q, the levitons are made up only of electrons above (holes
below) the chemical potential.
For the voltages given in Eqs. (11), the Floquet am-
plitudes induced by the ac voltage read (for Lorentzian
pulses only the case q = 1 is given)
SLn =


2e−(n+1)ΩΓ sinh(ΩΓ) if n > −1,
−e−ΩΓ if n = −1,
0 if n < −1,
(13a)
SSn = Jn(q) (13b)
Sdcn = δn,0, (13c)
where we used the Bessel function of the first kind
Jn(x) =
1
2pi
pi∫
−pi
ei[nt−x sin(t)]dt. (14)
For a dc bias, the result simply states that there is no
ac voltage that could change the energy of the electrons.
For levitons of integer charge q > 0, SLn is only finite
for n ≥ −q. For this reason the resulting excitations are
purely electronic. Similarly, for negative integer pulses,
SLn is only finite for n ≤ |q| and the excitations are made
up of holes alone.18,46
For a better understanding of the driven contact, we
discuss the energy distribution of the particles leaving
the contact. To this end, we introduce the second quan-
tized operators describing particles before and after the
scattering phase aˆ(E), bˆ(E). These are related as
bˆ(E) =
∞∑
n=−∞
Snaˆ(E−n), (15)
where En is given in Eq. (7). Using
〈
aˆ†(E)aˆ(En)
〉
= δ0,nf1(En), (16)
where f1(E) is given in Eqs. (6), we find
〈
bˆ†(E)bˆ(En)
〉
=
∞∑
m=−∞
S∗mSm+nf1(E−m). (17)
Particles at energies that do not differ by an integer mul-
tiple of ~Ω are not correlated. We will call the diagonal
4FIG. 2. Energy distribution of a driven contact. The filling is plotted for a contact driven by Lorentzian (blue) and sinusoidal
(red) voltage pulses as well as a constant bias (green). The three panels (a)-(c) show different pulse-charges q for zero (solid)
and finite (dotted) temperatures. For voltages applied at Ω = 2pi · 6GHz, the dotted curves correspond to T ≈ 14mK. The
filling shows plateaus of width ~Ω for all charges q. For fractional charges, the steps are shifted by eVdc = q~Ω with respect to
µ = 0. The widths of the pulses Γ are chosen to best visualize the step-like behavior of the filling.
part (n = 0) of the last expression the filling
f˜(E) =
〈
bˆ†(E)bˆ(E)
〉
=
∞∑
m=−∞
|Sm|2 f1(E−m), (18)
and the off-diagonal terms (n 6= 0) the coherences of
the driven contact. The filling for voltage pulses of
Lorentzian and sinusoidal shapes is plotted in Fig. 2 for
different charges and temperatures. A finite filling above
µ indicates electrons and a filling less than unity below
µ indicates holes emitted by contact 1. In contrast to
the static case, a periodic voltage thus induces transport
mediated by electrons and holes.27
At zero temperature, the last equation shows that the
filling in general will be constant over the energy range
~Ω. A finite temperature smears these steps. This is
confirmed by Fig. 2 which shows the filling for different
charges. For fractional charges, the steps are shifted with
respect to the chemical potential µ = 0 and there is a step
at eVdc = q~Ω. As shown below, this shift manifests it-
self in the visibilities of the current and noise oscillations.
For the sinusoidal case, the filling exhibits the symmetry
f˜(eVdc + E) = 1 − f˜(eVdc − E) which is a direct con-
sequence of the symmetry J−n(x) = (−1)nJn(x) of the
Bessel functions.
As we will see below, the dc current of the MZI is de-
termined by the filling alone whereas the zero-frequency
noise is influenced by the coherences if scattering is
energy-dependent. This is the case for a MZI with a
finite path-length difference [τ 6= 0, cf. Eq. (2)]. Both
the filling and the coherences of levitons have recently
been measured.16,47
Finally, it is important to note that a periodically
driven contact is different from a system with an equiv-
alent filling that could be provided by an array of beam
splitters and contacts at different voltages. While the
latter system would describe a noisy channel, the zero
frequency noise of a driven contact alone is zero, since its
charge emission over the period T is determined solely
by the dc voltage.
IV. CURRENT
The dc current of the driven MZI in contact 3 reads34
I =
e
h
∞∫
−∞
dE

 ∞∑
n=−∞
∑
i=1,2
|F3i(E,En)|2 fi(En)− f(E)


=
e
h
∞∫
−∞
dE |S31(E)|2
[
f˜(E)− f(E)
]
. (19)
Here fi(E) and f(E) are given in Eqs. (6) and we used
Eqs. (10) and the unitarity of the scattering matrices for
the second equality. The dc current is thus determined
only by the filling of the driven contact and the scattering
matrix of the static MZI. The current can be written as
the sum of a classical part and an interference part which
oscillates with φ
I = Icl + Iφ, (20a)
Icl =
qe
T (RADB +DARB), (20b)
Iφ =
qe
T 2
√
RADARBDBℜ
{〈
eiΦ(E)
〉}
, (20c)
where ℜ{· · · } denotes the real part. The classical part
corresponds to the incoherent addition of the two paths,
whereas the interference current arises from the delocal-
ization of the single particle wavefunctions and thus de-
pends on the phase difference of the two paths
Φ(E) = φ+ Eτ/~. (21)
The phase average in Eq. (20c) is defined as
〈
eiΦ(E)
〉
=
∞∫
−∞
dEeiΦ(E)
[
f˜(E)− f(E)
]
∞∫
−∞
dE
[
f˜(E)− f(E)
] . (22)
5FIG. 3. Visibility of the current oscillations for different voltage pulses. In all cases the visibility shows an oscillatory behavior
which falls of as 1/τ . For q = l/p, the visibility goes to zero if τ is an integer multiple of pT in the driven and of pT /l in the
static case. A frequency Ω = 2pi · 6GHz corresponds to a period T ≈ 0.15 ns which translates into a path-length difference of
∆L ≈ 1.5µm. (a) For single-charge pulses, the visibility of the driven MZI is reduced with respect to the static case but looks
qualitatively similar. (b) For multi-charge pulses, the visibility behaves strikingly different in the driven case. (c) and (d) At
τ = jT , the visibility is independent of the pulse shape (marked by circles). All these observations are readily explained by
the filling of the driven contact (see text).
Here the denominator is proportional to the current emit-
ted by the driven contact which is equal to qe/T indepen-
dently of the temperature and the shape of the voltage.
Note that additional dephasing can easily be incorpo-
rated in a redefinition of the phase average above (see
also Ref. 38).
The visibility of the current oscillations is defined as
V = Imax − Imin
Imax + Imin
=
Iφ,max
Icl
, (23)
where Imax = maxφI, and similarly for Imin, and we
made use of Iφ,max = −Iφ,min for the second equality.
In our case, the phase average is proportional to exp (iφ)
and the interference current is maximized when the phase
average becomes real and positive [cf. Eqs. (20c, 21)].
The visibility thus reads
V = 2
√RADARBDB
RADB +DARB
∣∣∣〈eiΦ(E)〉∣∣∣ . (24)
Evaluating the phase average, we find that the temper-
ature dependence factorizes out not only in the static,26
but also in the driven case. The visibility can therefore
be written as a product of a part that depends on the
QPCs, a temperature dependent part, and a part that
depends on the voltage
V = VQPC · VT · VV , (25a)
VQPC = 2
√RADARBDB
RADB +DARB , (25b)
VT = kBT piτ
~
csch
(
kBT
piτ
~
)
, (25c)
VV =
∣∣∣∣∣
∞∑
n=−∞
|Sn|2 sin[(n+ q)Ωτ/2]
qΩτ/2
einΩτ/2
∣∣∣∣∣ . (25d)
For an energy-independent MZI (τ = 0), the visibility is
independent of temperature and voltage VT = VV = 1
and thus does not encode any information about the fill-
ing. The dependence of the visibility on the QPCs and
the temperature is extensively discussed in Ref. 26. The
visibility is maximal for a symmetric MZI (DA = DB),
where VQPC = 1. A finite temperature increases the en-
ergy spread of the involved particles leading to a mono-
6tonic decrease in the visibility. The dependence of VT
on τ at fixed temperature is the same as its temperature
dependence for a fixed τ and is plotted in the inset of
Fig. 3(b). We now focus on VV to highlight the effect of
the voltage. We note that the effect of temperature on
our results is negligible as long as the frequency of the
applied pulses is considerably larger than the electronic
temperature.
Evaluating Eq. (25d) we find
VLV =
|sin(Ωτ/2)|
Ωτ/2
√
2 sinh(ΩΓ)√
cosh(2ΩΓ)− cos(Ωτ) , (26a)
VSV =
∣∣J0[|2q sin(Ωτ/2)|]eiqΩτ − 1∣∣
qΩτ
, (26b)
VdcV =
|sin(qΩτ/2)|
qΩτ/2
, (26c)
for the three different voltages, where we used the iden-
tity
∞∑
n=−∞
J2n(q)e
inθ = J0[|2q sin(θ/2)|]. (27)
For Lorentzian pulses, again only the case q = 1 is given.
Taking the limit of very broad pulses ΩΓ ≫ Ωτ, 1, we
recover the static case, Eq. (26c) with q = 1, from
Eq. (26a). For well separated pulses ΩΓ,Ωτ ≪ 1, we
recover the result of Ref. 19
VLV
∣∣
Ω→0
=
1√
1 + [τ/(2Γ)]
2
, (28)
for the injection of a single leviton into the MZI.
Figure 3 shows the visibilities for different voltages.
They all show an oscillatory behavior with a decay that
goes as 1/τ . The zeroes of the oscillations can be un-
derstood in terms of the filling (see Fig. 2). For a pulse
charge q = l/p, Eq. (25d) shows that the visibility van-
ishes when Ωτ/p = 0 mod 2pi. This is the case when τ
is an integer multiple of pT . At zero temperature, the
filling is constant, and does not cross µ, over the en-
ergy intervals [j~Ω/p, (j + 1)~Ω/p]. Therefore, for each
particle that picks up the phase φ + Eτ/~ we find one
particle on the same plateau that picks up the phase
φ + Eτ/~ ± Ωτ/(2p). When τ is an odd multiple of
pT , these phases differ by pi and the corresponding in-
terference effects cancel. For τ = jpT with j being an
even number, we analogously pair up particles at E and
E±~Ω/(2jp) leading to a cancellation of the interference
effects. Since electrons and holes contribute with an op-
posite sign to the current, it is important for the above
argument to pair up particles of the same kind. Inter-
estingly, these zeroes persist even at finite temperatures
due to the factorization of Eq. (25a).
For single-charge pulses, the visibility at finite τ for
a driven contact is reduced compared to the static case
[see Eqs. (26a) and (26c) and Fig. 3(a)]. We interpret
this reduction in the coherence length as a result of the
bunching of charge carriers within the pulses. The ef-
fect is most obvious for levitons, where q electrons are
localized within each pulse. Apart from this reduction,
the q = 1 case shows similar visibilities for a driven and a
static contact. For q = 3 pulses [see Fig. 3(b)], the behav-
ior for the driven MZI becomes strikingly different from
the dc case. For small τ we still observe a fast decay sim-
ilar to the q = 1 case. For larger τ , however, since three
charges are emitted during one period, the visibility only
goes to zero at the third zero of the dc visibility. Thus,
the visibility for pulsed voltages can actually be higher
than the dc visibility [cf. Eq. (25d)]. Figure 3(b) further-
more shows that the visibility for Lorentzian pulses of
width ΩΓ = 0.1 is strictly smaller than the visibility for
ΩΓ = 0.4. Since the limit ΩΓ→∞ corresponds to the dc
case, this implies that the visibility has a non-monotonic
dependence on the pulse width for certain regions of τ .
The same features can be seen for fractional pulses. In
general, for q = l/p, the visibility goes to zero if τ is an
integer multiple of pT in the driven case and of pT /l for
a constant voltage. However, for p 6= 1, also the points
τ = jT for arbitrary j are special. From Eq. (25d) we
find that the visibility is universal and only depends on
the pulse charge at these universality points
VV (τ = jT ) = |sin(jpiq)|
jpiq
. (29)
The universality points are marked by circles in Figs. 3(c)
and (d). As q becomes smaller, they become denser
and the visibility becomes increasingly independent of
the pulse shape. The points of universality can again
be explained by the filling. Since the filling shows steps
of width ~Ω, one can again find pairs of particles which
have a phase difference of pi for all steps except the one
that crosses µ. Since holes acquire an additional minus
sign because of their charge, they add up constructively
with the electrons which are ~Ω/2 away in energy. The
number of remaining particles which contribute to the in-
terference is independent of the step height because the
contributions from electrons and holes are summed up.
They give rise to the same visibility as the constant volt-
age eVdc = q~Ω which leads to the universality expressed
in Eq. (29). It is interesting to note that the interfer-
ence current becomes time-independent at the universal-
ity points (not shown).
To summarize this section, we find a visibility which
strongly depends on the applied voltage and differs sig-
nificantly from the static case for q 6= 1. All the features
can be explained by the filling of the driven contact.
7V. NOISE
We now turn to the zero-frequency cross correlator be-
tween the currents in contacts 3 and 4
P = 1
2
∫ T
0
dt
T
∞∫
0
dt′
〈{
∆Iˆ3(t),∆Iˆ4(t+ t
′)
}〉
, (30)
where {·, ·} is the anti-commutator and ∆Iˆi(t) = Iˆi(t)−
〈Iˆi(t)〉. In our four-terminal setup, where there is no
direct transmission between contacts 3 and 4, thermal
equilibrium fluctuations do not contribute to the cross-
correlator.48 The zero frequency noise arises due to par-
tial occupation of the outgoing states. Within the scat-
tering matrix approach, the outgoing states are mapped
onto incoming states via the scattering matrix. Partial
occupation of outgoing states then translates into pairs of
incoming states with different fillings which feed into the
same outgoing state. For each term in the noise, there
are thus two incoming states involved. In our setup, this
has two consequences.
First, as described in Ref. 27, the two states can either
originate from two different contacts or from the same
contact. The former contribution to the noise will be
called transport noise, the latter interference noise (not
to be confused with the φ-dependent part of the noise)
P = Ptr + Pint. (31)
When the two states originate from the same contact,
they have to originate from different energies. To end
up in the same outgoing state, the charge carriers need
to gain or lose energy provided by the ac voltage. The
interference noise thus vanishes in the dc case.
The second consequence is due to the fact that each
of the two involved states can enclose the flux φ. The
noise thus consists of a constant part (no particles en-
close the flux), a part which oscillates as a function of φ
with period 2pi (one particle encloses the flux) and a part
which oscillates with period pi (both particles enclose the
flux)26
P = P0 + Pφ + P2φ. (32)
Note that the decompositions of the noise defined in
Eqs. (31) and (32) are independent of each other. Be-
fore we define and discuss the measurable visibilities of
the noise oscillations, we take a closer look at the decom-
position of Eq. (31).
The transport noise can be written as
Ptr = e
2
h
∞∫
−∞
dE
∞∑
n=−∞
[f1(E−n)− f(E)]2 |Sn|2
×ℜ{S∗31(E)S32(E)S∗42(E)S41(E)} ,
(33)
where the Fermi functions are defined in Eq. (6) and the
quantities Sij(E) are the scattering amplitudes of the
static MZI [cf. Eqs. (10)]. We note that at zero temper-
ature, where f(E) = f2(E), the transport noise can be
expressed solely in terms of the filling f˜(E), see Eq. (18),
and the scattering matrix of the static MZI
Ptr|T=0 =
e2
h
∞∫
−∞
dE
[
f˜(E)− f(E)
]2
×ℜ{S∗31(E)S32(E)S∗42(E)S41(E)} .
(34)
For arbitrary temperatures, Eq. (33) can be written as
Ptr = −e
2
h
∞∑
n=−∞
|Sn|2
[
c0S¯
(n+q)
0
+cφS¯
(n+q)
φ cos[(n+ q)Ωτ/2 + φ]
−c2φS¯(n+q)2φ cos[(n+ q)Ωτ + 2φ]
]
,
(35)
where the Floquet amplitudes Sn are given in Eq. (8).
Here we introduced the QPC dependent coefficients
c0 = RADA +RBDB − 6RADARBDB, (36a)
cφ = 2(DA −RA)(DB −RB)
√
RADARBDB, (36b)
c2φ = 2RADARBDB, (36c)
and the functions
S¯
(n)
0 = n~Ωcoth
(
n~Ω
2kBT
)
− 2kBT, (37a)
S¯
(n)
jφ =
2pikBT
sinh(jpikBTτ/~)
[
coth
(
n~Ω
2kBT
)
sin(jnΩτ/2)
− jkBTτ
~
cos(jnΩτ/2)
]
. (37b)
For Sn = δn,0, we recover the result of a constant voltage
from Ref. 26, correcting a sign in front of the coefficient
c2φ. We note that the part of the transport noise which
oscillates with period 2pi goes to zero if one of the QPCs
is half-transparent [cf. Eq. (36b)]. In this case, we can
always find two processes with equal probability which
only differ by an exchange of a particle originating from
contact 1 with a particle originating from contact 2 and
therefore cancel. For the part oscillating with period pi,
there is only one process for each pair of incoming states
and it remains finite.
Already from Eq. (35), we can anticipate that the noise
visibility will not exhibit any universality. At zero tem-
perature, the first term of Eq. (35) is proportional to the
number of electrons plus the number of holes emitted
by the driven contact. Their sum depends on the pulse
shape unlike their difference, which only depends on the
pulse charge and determines the dc current.46
The interference noise can be written as
Pint =e
2
h
∑
n,m,p
∞∫
−∞
dE
[f1(E−n)− f1(E−m)]2
2
× S∗nSmS∗m+pSn+p |S31(E)|2 |S41(Ep)|2 .
(38)
8FIG. 4. Visibility of the noise oscillations with period 2pi for different voltage pulses. In all cases the visibility shows an
oscillatory behavior which falls of as 1/τ . The period of the oscillations is temperature dependent and only at T = 0 the same
as for the current visibility. Additional features due to the interference noise can be seen for fractional pulses, panels (c) and
(d). They are illustrated with the help of the inset in panel (c) which shows the visibility due to the transport noise alone.
Here DA = DB = 0.75. For voltages applied at Ω = 2pi · 6GHz, the dotted curves correspond to T ≈ 35mK.
For the case of a constant voltage, the Floquet amplitudes
imply n = m, which together with the Fermi functions
leads to a vanishing interference noise. Similarly, for an
energy-independent MZI (τ = 0), the sum over p implies
m = n and the interference noise vanishes in agreement
with the findings of Ref. 27.
We note that even at zero temperature, the filling alone
is not sufficient to describe the interference noise and the
coherences become important, see Eq. (17),
Pint|T=0 =
e2
h
∞∫
−∞
dE |S31(E)|2
[
f˜(E) |S41(E)|2
−
∞∑
p=−∞
∣∣∣〈bˆ†(E)bˆ(Ep)〉
∣∣∣2 |S41(Ep)|2
]
.
(39)
At arbitrary temperatures, Eq. (38) can be cast into
the more compact form
Pint = −e
2
h
c2φ
∞∑
n=−∞
[
S¯
(n)
0 |Kn|2
+S¯
(n)
2φ ℜ
{
ei[2φ+2(n+q)Ωτ ]KnK−n
}]
,
(40)
having introduced
Kn = 1√
2
∞∑
m=−∞
S∗mSm+ne
imΩτ . (41)
We note that even the φ-independent part of the inter-
ference noise depends on τ , since it has to vanish for
τ = 0. We can see that the interference noise does not
have a part which oscillates with period 2pi. Analogous to
the transport noise, we always find two processes which
only differ by the exchange of two particles originating
from different energies. Since both particles originate
from contact 1, these processes cancel irrespectively of
the QPC transmission amplitudes.
In close analogy to the current oscillations, we now
define visibilities both for the part oscillating with period
2pi and pi
Vjφ =
∣∣∣∣Pjφ,maxP0
∣∣∣∣ , (42)
where Pjφ,max = maxφ Pjφ [cf. Eq. (32)] and j = 1, 2.
9FIG. 5. Visibility of the noise oscillations with period pi for different voltage pulses. In all cases the visibility shows an oscillatory
behavior which falls of as 1/τ . The period of the oscillations is half the period of Vφ and is temperature dependent. Additional
features due to the interference noise can be seen for all charges. These are illustrated with the help of the inset in panel (a)
which shows the visibility due to the transport noise alone. In contrast to the current visibility, the noise visibilities thus encode
information about the coherences and cannot be explained by the filling alone. Here DA = DB = 0.75.
With Eqs. (35, 40) we readily find
P0 = −e
2
h
∞∑
n=−∞
[
c0S¯
(n+q)
0 |Sn|2 + c2φS¯(n)0 |Kn|2
]
,
(43a)
Pφ,max = e
2
h
∣∣∣∣∣
∞∑
n=−∞
cφS¯
(n+q)
φ e
inΩτ/2 |Sn|2
∣∣∣∣∣ , (43b)
P2φ,max = e
2
h
∣∣∣∣∣
∞∑
n=−∞
c2φe
inΩτ
[
S¯
(n+q)
2φ |Sn|2−
S¯
(n)
2φ e
i(n+q)ΩτKnK−n
]∣∣∣∣∣. (43c)
For a constant voltage, Sn = δn,0, we recover the results
of Ref. 26
Vjφ =
∣∣∣∣∣
cjφS¯
(q)
jφ
c0S¯
(q)
0
∣∣∣∣∣ . (44)
The dependence of the visibilities on the QPCs is in detail
discussed in Ref. 26. The ratio |cφ/c0| is zero if one of the
QPCs is either fully closed, half transparent or fully open,
only going to unity for DA,DB ≪ 1. The ratio |c2φ/c0|
has its maximum, equal to unity, for DA = DB = 1/2
and monotonically decreases away from that point.
The noise visibilities are plotted in Figs. 4 and 5 for
different pulse shapes and charges at zero and finite tem-
perature. We find a qualitatively similar behavior to the
current visibility. The noise visibilities show oscillations
as a function of τ which fall of as 1/τ . Furthermore, nar-
rower pulses as well as increasing temperatures generally
lower the noise visibilities. At zero temperature, Vφ goes
to zero if the path-length difference τ is an integer multi-
ple of pT in the driven and pT /l in the static case (where
the charge of the current pulses is q = l/p). Analogous
to the current visibility, this can be explained with the
filling of the driven contact. Since V2φ oscillates at twice
the frequency, it behaves similarly as a function of 2τ ,
see Fig. 5.
In contrast to the current visibility, the temperature
dependence of the noise visibilities does not factor out
and the period of the oscillations (and thus the zeroes)
depends on temperature as can be seen clearly in panels
4(a), (b) and 5(a), (b). As a consequence, a finite tem-
perature can increase the visibilities for certain regions
of τ . Since the visibilities vanish at infinite temperature
[cf. Eqs. (37, 42)], this implies a non-monotonic depen-
dence on temperature.
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Also, both V2φ and Vφ for fractional pulses show addi-
tional features which arise due to the interference noise.
In the insets of panels 4(c) and 5(a), we show the visibil-
ities that arise solely from the transport noise which lack
the additional features. For Vφ, the interference noise
only influences P0 [cf. Eq. (43)]. Since Kn vanishes if τ
is an integer multiple of T , P0 exhibits local minima at
these points which leads to peaks in the visibility. These
can be seen in panels 4(c) and (d), where the visibility
is finite at these points due to the fractional character of
the pulses. The features in V2φ depend on the Kn in a
more complicated way and also arise for integer charge
pulses. The noise visibilities thus clearly show signatures
of the interference noise in a driven, energy-dependent
MZI.
VI. CONCLUSIONS
We have investigated the current and the noise in a
MZI with a path-length difference, driven by periodic
voltage pulses. Whereas the current can be expressed
by the scattering matrix of the static MZI and the fill-
ing of the driven contact, the noise also depends on the
coherences of the driven contact.
All the visibilities show a lobe structure which falls
off as the inverse path-length difference. Quite generally,
the visibilities of the current and noise oscillations decay
faster with the path-length difference for narrower pulses.
We interpret this as a result of a reduction in the delo-
calization of the electronic wavefunctions. The zeroes
of the lobe structure can be explained with the filling
of the driven contact and occur whenever the interfer-
ence of each charge carrier is canceled by another charge
carrier which picks up an additional minus sign due to
the energy dependence of the MZI. Because the temper-
ature dependence factorizes out for the current visibility,
these zeroes remain robust at finite temperatures. This
is not the case for the noise visibilities. The fact that
the zeroes have their origin in an exact cancellation of
the interference effect of different particles can lead to a
non-monotonic behavior. For the current visibility, this
occurs as a function of the width of the Lorentzian volt-
age pulses and for the noise visibilities as a function of
temperature.
Additionally, the visibilities strongly depend on the
charge of the voltage pulses and can behave remarkably
different in the driven and the static case. For a charge
q = l/p, the visibilities go to zero at a path-length dif-
ference which is an integer multiple of pT for the driven
and pT /l for the static case (or twice as often for V2φ).
For fractional charges, we find a universal behavior in the
current visibility for a path-length difference which is an
integer multiple of T . This can be explained similarly to
the visibility zeroes. At the points of universality, pairing
up particles which contribute to the current oscillations
with an opposite sign may leave unpaired electrons and
holes. The remaining charge carriers lead to a visibility
that is independent of the voltage shape. Such a univer-
sality is absent in the noise, because there electrons and
holes contribute equally.
For time-dependent transport and energy-dependent
scattering, the noise has an additional contribution with
no dc counterpart due to processes where both involved
states originate from the same (driven) contact.27 We
found that this notably modulates the visibility Vφ for
fractional pulses and V2φ for all charge values. We note
that our setup can be used to implement the proposal of
Ref. 49, where a constant scattering phase is applied to
one of the (grounded) inputs of a MZI for a finite time.
This scattering phase, which naturally occurs between
well separated Lorentzian pulses of non-integer charge, is
envisioned as a carrier of quantum information.
In summary, we have shown that the visibilities of the
current and noise oscillations in a driven MZI make it
possible to address different aspects of coherent time-
dependent transport. We hope our work may stimulate
experiments in this direction.
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