Introduction
A few decades ago, Y. Kuramoto introduced a mathematical model of weakly coupled oscillators that gave a formal framework to some of the works of A.T. Winfree on biological clocks [Kuramoto (1975) , Kuramoto (1984) , Winfree (1980) ]. The model proposes the idea that several oscillators can interact in a way such that the individual oscillation properties change in order to achieve a global behavior for the interconnected system. The Kuramoto model serves as a good representation of many systems in several contexts: biology, engineering, physics, mechanics, etc. [Ermentrout (1985) , York (1993) , Strogatz (1994) , Dussopt et al. (1999) , Strogatz (2000) , Jadbabaie et a. (2003) , Rogge et al. (2004) , Marshall et al. (2004) , Moshtagh et al. (2005) ]. Recently, many works on the control community have focused on the analysis of the Kuramoto model, specially the one with sinusoidal coupling. The consensus or collective synchronization of the individuals is particularly important in many applications representing coordination, cooperation, emerging behavior, etc. Local stability properties of the consensus have been initially explored in [Jadbabaie et al. (2004) ]. It must be noted that little attention has been devoted to the influence of the underlying interconnection graph on the stability properties of the system. The reason could be the fact that the local stability does not depend on the interconnection [van Hemmen et al. (1993) ]. Global or almost global dynamical properties were studied in [Monzón et al. (2005) , Monzón (2006) , Monzón et al. (2006) ]. In these works, the relevance of the interconnection graph of the system was hinted. In the present chapter, we go deeper on the analysis of the relationships between the dynamical properties of the system and the algebraic properties of the interconnection graph, exploiting the strong algebraic structure that every graph has. We step forward into a classification of the interconnection graphs that ensure almost global attraction of the set of synchronized states. In Section 2 we present the Kuramoto model for sinusoidally coupled oscillators, its general properties and the notion of almost global synchronization; in Section 3 we review some basic facts on algebraic graph theory; the symmetric Kuramoto model and the block analysis are presented in Sections 4 and 5; Section 6 gives some examples and applications of the main results; Section 7 presents the problem of classification of almost global synchronizing topologies.
The Kuramoto model
In the 1970s, Kuramoto proposed a model to describe a population of weakly coupled oscillators. In this model, each individual oscillator is described by its phase and the coupling between two individuals is a function of the phase difference. The general Kuramoto model takes the following form [Strogatz (2000) 
•
As was done by Kuramoto [Kuramoto (1984) ], we associate the individual oscillator phases to points running around the circle of radius 1 in the complex plane. Then, each oscillator can be described by the unitary phasor
Equation (2) Figure 1 (the angles are measured in degrees). ♦ The key question we try to answer in this work is whether or not the system behavior of (2) reaches consensus, since this particular equilibrium may represent a desired behavior of the system. Recently, the Kuramoto model has received the attention of control theorists interested in the coordination and consensus of multi-agent systems (see [Jadbabaie et al (2004) ] and references there in). We focus on the global properties of the consensus equilibrium. Since the system has many equilibria, we can not talk about global stability or global synchronization. But we may wonder if the system present the so called almost global stability property, that is, if the set of initial conditions that no lead to synchronization has zero Lebesgue measure. From an engineering point of view, this is a nice property [Rantzer (2001) ], specially when it is combined with local stability. When the system has the almost global stability property, almost every initial condition leads to the synchronization of the system. So, we will use the expression almost global synchronization and the abbreviation a.g.s.
General properties
The following results are true for the general dynamic (2) Proposition 2.1: At any equilibrium point θ of (2), it must be true that the phasors ∑ [Ermentrout (1985) ], cyclic pursuit problems [Marshall et al. (2004) ] or circular polarization generation with antennas [Dussopt et al. (1999) .
Brief review of algebraic graph theory
We will use a graph to naturally describe the interconnection topology between the agents in the Kuramoto model. In this Section we review the basic facts on algebraic graph theory that will be used along the article. A more detailed introduction to this theory can be found in [Biggs (1983) ; Cvetkovic et al. (1979) The complement G of a graph G is another graph with the same nodes as G and such that two nodes are related in G if and only if they are not related in G. It follows that G G + is a complete graph, where the sum of two graphs with the same set of nodes is defined as a new graph which has all the edges of the original graphs.
We will use the following vector notation: given a n-dimensional vector 
Symmetric Kuramoto model

Dynamics
The dynamic of a given agent depends on the sine of its phase differences with its neighbors. Symmetry is characterized by
. As in [Jadbabaie et al. (2003) ], we www.intechopen.com can build a directed graph G with the agents as nodes and the edges representing the relationships between agents. We only put one link between neighbors, with arbitrary orientation. Let M be the number of edges. We construct the incidence matrix M N B × as in previous Section. In matrix notation, the dynamic (2) can be written as
We must emphasize that equation (3) does not depend on the particular orientation we have chosen for the links of the underlying graph. First of all, we show that the only phaselocking solutions of a symmetric system are the ones with 0 = Ω . Lemma 4.1: The only phase-locking solutions of system (3) are equilibrium points. Proof: Symmetry implies that the sum of all the phases is a constant magnitude of the system:
. At a phase-locking solution,
and we have an equilibrium point. ♦ We remark that through this article, we deal with connected graph topologies.
Stability analysis
Local stability of the consensus point for system (3) was studied in [Jadbabaie et al. (2004) ] using La Salle's invariance principle [Khalil (1996) ]. The function
is non-negative, and such that the system can be written in the gradient form:
In particular this implies that the derivative of U along the trajectories is
Hence, the function U is non-increasing along the trajectories. Since 0 ≡ U at the consensus set, it is a local Lyapunov function for the consensus set, meaning that if we start near enough to this set, we will converge to it. Since the state space is compact, every trajectory has a non-empty ω-limit set [Guckenheimer et al. (1983) ]. La Salle's result ensures that every trajectory goes to the set
which consists only of equilibrium points. In particular, this proves that the system admits no closed limit cycles and we recover the conclusion of Lemma 4.1. In order to establish almost global attraction of the consensus set (almost global synchronization, a.g.s.), it must be true that this set is the only attractor. Frequently, when we are dealing with an a.g.s. system, we will say that the underlying graph G is a.g.s.. The next Example shows a system without the a.g.s. property. 1 . We will analyze the transversal stability of the consensus set [Khalil (1996) ], that is, the convergence to the consensus set. The following results are true for general graph topologies. Their were originally introduced in [Monzón et al. (2005) , Monzón (2006) and Monzón et al. (2006) ].
Lemma 4.2:
Let θ be an equilibrium point of (3), such that at least one
www.intechopen.com , where c is the number of links that join agents of the two groups. Then, A has a positive eigenvalue and then, θ is unstable.
♦ If for a given graph G we can prove that the only equilibrium points correspond to partial or total consensus, we can ensure the almost global stability of the synchronized state. This observation leads us to our first main result. Lemma 4.4: Consider the system (3) with an associated graph G that is a tree. Then, the only equilibrium points are the trivial ones: partial or full consensus.
Proof:
With an appropriate reference, a (partial or total) consensus state θ is such that
. In order to have only partial or total consensus equilibria, 0 must be the only solution of the equation: 0=B.x. That is, the cycle space must be trivial. Observe that for a connected graph, the matrix B, with N rows and e columns, has always rank N-1. Then, the previous equation has only the trivial solution when e=N-1, that is, it has full column rank. The only connected graphs with N-1 links are the trees. ♦ Theorem 4.1: Consider the system (3). If the associated graph G is a tree, it is almost globally stable. Proof: The result is a direct consequence of Lemma 4.3 and Proposition 4.1. ♦ If we have several systems with underlying topology given by trees, we can interconnect them using single links, keeping the almost global synchronization property. The next Example illustrates that fact. Example 4.3: A star graph is a connected tree graph that has a particular node, a hub, which is related with all of the rest of the nodes, while all the rest of the nodes are related to the hub only. The graph can be sketched as a star and it models several examples of centralized interactions between agents. It is a particular case of Theorem 4.1. The synchronized state is an almost global attractor. Moreover, if we have two star graphs and we couple them through their hubs, as in Figure 4 , (or through any pair of agents), we obtain a new almost globally stable system (a kind of synchronization preserving interconnection). If we add one more link to a connected tree, we must have a cycle, and we may lose the almost global stability property, as in Example 4.1. ♦ To conclude this Section we present another important result. It states that complete graphs are always a.g.s. The result was originally hinted in several works [Jadbabaie et al. (2004); van Hemmen et al. (1993) ]. The prove can be found in [Monzón et al. (2005) ]. Theorem 4.2: Consider the system (3). If the underlying graph G is complete, the consensus set is almost globally stable. ♦ 
Block analysis and synchronizing interconnection
In this Section we present some results that help to answer the question of whether or not a graph is a.g.s. They were originally presented in Canale et al. (2007) ].
Here, we give a longer presentation.
From equation (3) we see that a phase angle vector θ is an equilibrium point if and only if
is a flow on G. Thus, it should be possible that the equilibrium points of (3) could be obtained from the equilibrium points of the blocks of the graph G. In fact, this is exactly what happens. Furthermore, the stability of these equilibria depends only on the stability of the associated equilibrium points of the blocks. Firstly, we present some basic results. We include two different proofs for Lemma 5.1, in order to show two distinct interpretations of the same facts: one based on linear algebra, the other using graph theory elements. Then, we study the relationship between the equilibria of G and the equilibria of its blocks, which will follow directly from Lemma 5.1. After that we focus on the stability properties. 
. On the other hand, by (6), we have that, 
Equilibria
θ is in the vector space of a subgraph 1 G of G, we will regard it also as its unique extension to the vector space of G which is null elsewhere of 1 G . The same for an element of the edge space. 
Stability analysis
We will relate the stability properties of the graph G with a cut-vertex with the stability properties of the subgraphs 1 G and 2 G joined by it. Since every equilibrium of G defines an equilibria for 1 G and 2 G , we wonder whether or not the dynamical characteristics of these equilibria are or not the same. We will use Jacobian linearization. Recall that the zero eigenvalue is always present due to the invariance of the system by translations parallel to n 1 . If the multiplicity of the zero eigenvalue is more than one, Jacobian linearization may fail in classifying the equilibria. In this work, we assume that we always have a single null eigenvalue. We do not present here the study of this particular problem. G are a.g.s., the only locally stable set is the consensus, and since they have a vertex in common, the only locally stable equilibria of G is also the consensus and G is a.g.s.
In the other direction, if 1 θ is a locally stable equilibrium of 1 G , we chose ( )
and we construct a stable equilibrium for G (as we have mentioned before, a consensus equilibrium is always locally stable [Jadbabaie et al. (2004) ]. Since G is a.g.s., θ , and so 1 θ , must be consensus equilibrium points. 
Proof:
If a graph has a bridge, the behavior of the system depends only on the parts connected by the bridge. Indeed, the bridge together with its ends vertices form a block, which is in fact a complete graph and its vertices are cut-vertices of the graph, as is shown in www.intechopen.com We are now ready to present a different proof of Theorem 4.1: Proof 2: We can iteratively apply Proposition 5.2, since in a tree, every link is a bridge. If we have a graph with arboricities, like the one shown in Figure 6 , we can neglect the trees in order to prove the a.g.s. property. ♦ Corollary 5.1:A graph with the structure shown in Figure 6 is a.g.s. if and only if the graph 1 G is.
The result is a straightforward application of Theorem 5.2. ♦ Now, we state an important result in order to classify a.g.s. graphs: Theorem 5.3: A graph G is a.g.s. if and only if every block of G is a.g.s. Proof: The graph G can be partitioned into its blocks. Then, G can be thought as a collection of subgraphs connected by cut-vertices. An iterative use of Theorem 5.2 leads us to the result. ♦ Theorem 5.3 reduces the characterization of the family of a.g.s. graphs to the analysis of 2-connected graphs. As an application, consider the case where we connect two a.g.s. graphs through another a.g.s. graph. In this way, we construct a new a.g.s. graph. Figures 7 and 8 illustrate the situation. Using the known fact that every complete graph is a.g.s., we derive the following result. Theorem 5.4: If G is a graph such that all its blocks are complete graphs, then G is a.g.s.
Proof: As we have seen in Theorem 4.2, complete graphs are always a.g.s. So, the conclusion follows from Theorem 5.3. ♦ Proposition 5.4: If G is a tree and we build a new graph K replacing some (or every) edges of G by an a.g.s. graph, then K is a.g.s. ♦ Proposition 5.5: If G is a tree and we build a new graph K replacing some (or every) nodes of G by an a.g.s. graph, then K is a.g.s.
♦ Previous results, specially Theorem 5.3, imply that in order to establish that a graph is a.g.s., we only need to deal with its blocks. So, we must focus in the general analysis of 2-connected graphs, as structural pieces of every connected graph. We know that complete graphs are a.g.s. 2-connected graphs. As long as we are able to find new a.g.s. 2-connected graphs, we are moving forward on the classification of all a.g.s. graphs.
Examples
In this Section we present some examples that illustrate applications of the theoretical results we have presented. Example 6.1: Consider two Kuramoto systems with complete underlying interconnection graphs both a.g.s. ). Starting from arbitrary initial conditions, each system quickly reaches a consensus state. At time T=3 seconds, we connect the two systems through a bridge between an arbitrary pair of agents. Then, the whole systems reaches a new consensus state. Observe that this convergency is slower than the previous (for the rate of local convergency, see [Jadbabaie et al. (2004) ). They run independently and at time T=5 seconds, an agent of the first system gets connected with some agents of the second one. Then, the new system has a new underlying graph G which has a vertex at this agent. Figure 11 -right shows the evolution of the system. ♦
On the classification of A.G.S. graphs
In this Section, we introduce two operations on graphs. The first one transforms any connected graph into an a.g.s. graph. The second one destroy the a.g.s. property. Firstly, we introduce the idea of twin vertices. Definition 7.1: We said that two vertices u and v are twins if their have the same common neighbors:
P r e v i o u s d e f i n i t i o n d o e s n o a s s u m e t h a t u and v are adjacent vertices. So, we will distinguish between two cases.
Adjacent twin vertices
The following Lemma generalizes previous results for complete graphs.
www.intechopen.com ♦ As a consequence of this Lemma, we have a new way to prove that any complete graph is a.g.s. since all its vertices are adjacent twins. But, as we will prove, we have even more, if the identification of adjacent twin vertices give rise a tree, then the graph is a.g.s. Since being adjacent (or itself) and twin is an equivalence relation we can make the quotient graph by this relation. In the quotient graph, the vertices are the classes of the equivalence and two vertices are adjacent in the quotient if the classes have adjacent vertices. We will say that a graph is a twin cover of its quotient graph. 
is a tree, Q θ is a partial or full synchronized point. If it is a partial synchronization state, the phase value of each class in Q G is 0 or π (taking a suitable reference) and θ is also a partial synchronization state and so is unstable, which contradicts the hypothesis. Then, Q θ and θ are consensus equilibrium and G is a.g.s.
♦ The opposite result is obviously not true. We present several corollaries that recover some known results and introduce tools for building a.g.s. graphs. Corollary 7.1: Any complete graph is a.g.s. Proof: Its quotient graph is the trivial one. ♦ Corollary 7.2: Any complete graph minus an edge is a.g.s. Proof: Its quotient graph is a tree: the only one with three vertices. ♦ Corollary 7.3: Any complete graph minus any proper subset of the edges adjacent to a given vertex is a.g.s. Proof: Its quotient graph is again the only tree with three vertices. The three groups of twins are: first the vertex that lost more edges, those who lost only one edge and those who did not lose any edge. ♦ The following Theorem shows that a connected graph G can be enlarged, adding twin vertices, in order to obtain a new a.g.s. graph. Lemma 7.2: In a connected graph, no equilibrium but the synchronized one is possible with all phasors in a half of the unit circle. Thus, choosing ε small enough we will have that the angles differ in less than any prescribed ' ε .
♦
We can prove a dual version of this theorem which says that if we add an enough amount of vertices to an edge which is not a bridge we will obtain a non a.g.s. graph. The new graph we have obtained is the original G with the edge e split into several edges (see the sketch of Figure 11 ). The idea is the following: if n is large enough, the force induced by n C will be weak enough to change the trivial equilibrium point of G to another still stable one. Let 
