Many Web sites today dynamically generate responses when user requests are received. Dynamic content creation enables features that might otherwise not be possible. One disadvantage of dynamically generating Web content is the impact on Web server performance. In this paper, we experimentally evaluate the impact of three different dynamic content technologies on Web server performance. The results show that the overheads of dynamic content generation reduce the peak response rate of a Web server by a factor of 2 to 8, depending on the workload characteristics and the specific Web technologies used.
Introduction
On the World-Wide Web today, many sites dynamically create responses to user requests. Dynamic "onthe-fly" creation of content provides Web site operators with numerous advantages over content created entirely from static files. These advantages include access to information stored in databases, the ability to personalize Web pages according to individual user preferences, and the opportunity to deliver a much more interactive user experience than possible with static Web pages alone.
Along with the advantages of dynamic content come several disadvantages. Dynamically generating Web content can significantly impact Web server performance. This can dramatically reduce the scalability of the Web site. Other disadvantages include security and availability concerns. Dynamically generated content can create security vulnerabilities or denial-ofservice (DoS) opportunities, beyond those associated with static content Web sites.
In this paper, we examine the impact of three different dynamic Web content technologies on Web server performance. The security and availability issues are beyond the scope of this paper and are not discussed further. We examine three of the most popular dynamic Web technologies: Perl, PHP, and Java. Our results quantify the overheads of database access and the processing required for dynamic content generation. Combined, these effects reduce the peak response rate of a server by a factor of 2 to 8, depending on the workload characteristics and the technologies used. In general, our results indicate that Java server technologies outperform both PHP and Perl, but there are many performance tradeoffs among these technologies. In particular, we find that Web server performance under overload can be quite erratic.
The remainder of the paper is organized as follows. Section 2 discusses related work. Section 3 describes the test environment used in this study. Section 4 presents our methodology and experimental design, while Section 5 presents the results of our study. Section 6 concludes the paper with a summary of our work and a discussion of future directions.
Related Work
To the best of our knowledge, most studies of Web server performance, including [2] (LAN environment) and [1] (WAN environment) consider only static Web content. In 1995, Yeager and McGrath [5] demonstrated that dynamically generating Web content using the Common Gateway Interface (CGI) is much slower than serving a static file of the same size. However, new and improved technologies are now used to dynamically generate Web content.
Commercial benchmark studies typically use industry standard benchmarks like SPECWeb. The addition of dynamic content to SPECWeb99 [3] is an indication of the growing use of dynamic content on Web sites, and the importance of understanding its effects on Web server performance.
Experimental Environment
Our testbed consists of four IBM x335 servers: two for the clients, one for the Web server, and one for the database server. These machines are interconnected via a 1 Gbps full-duplex switched Ethernet LAN. Each machine has a single Intel 2.4 GHz Xeon processor, 1 GB of RAM, local SCSI disks, and two 1 Gbps Ethernet NICs (although only one NIC on each machine is used in the experiments). Each machine uses Red-Hat Linux (7.3 or 8.0). On all machines, non-essential processes were disabled, and slight kernel modifications were made. A more detailed description of the test environment is available in [4] .
For all of the tests in this study we use httperf, a tool for measuring HTTP performance, to generate the client workload.
We use several different Web servers, modules, and servlet containers in our work: Tux 2.1, a kernelbased, multi-threaded, high performance server for Linux; Apache 1.3.27, a process-based server that uses a separate process to handle each outstanding request; Apache 2.0.45, a hybrid thread and process-based server; PHP (Hypertext Preprocessor) 4.3.1, a scripting language designed specifically for use on the Web; Perl 5.6.1, a popular general purpose scripting language with extensions specifically for Web development 1 ; Server-Side Java, a relatively new technology that uses a pool of Java virtual machines to respond to Web requests; and MySQL 4.0.12, an open source database known for its high performance and reliability.
We examine three different Java servers (also called servlet containers) in this paper: Tomcat 4.1.24, Jetty 4.2.9, and Resin 2.1.9. Sun's Java Development Kit version 1.41.1 02 was used for all three of the tested servlet containers. We run the servlet containers in stand-alone mode, rather than integrating them into Apache.
We tuned each of the servers to provide as fair a comparison as possible. On all of the servers, the default per-request access log was disabled, though error logs were still used. Configuration changes specific to individual servers are described in [4] .
To quantify the results of our experiments, and to help identify bottlenecks, we utilize the output of several different tools. For example, we use the sar utility to monitor system resource utilization. We also use information from netstat, httperf and the individual server error logs.
Additional information on all of the software we used, including how to obtain the various packages, is available in [4].
Experimental Methodology
We examine four factors in our experiments, using a one-factor-at-a-time experimental design. The first three factors determine the client workload. Since few characterization studies of dynamic Web workloads exist, we use a simple workload for our experiments. First, we issue requests for either a small file (2 KB) or a large file (64 KB). Second, we vary the target response rate so that we can saturate the system and identify the bottleneck. The third factor is the response type, for which we examine three cases. Initially, we test the system using requests for static files. This "traditional" Web workload indicates the "best case" performance of the system. For the second level, the Web server dynamically generates a response of the requested size, using CPU resources but no I/O to the database. In the third case, the dynamic request results in a database access. Each HTTP request causes an SQL INSERT command that writes a small amount of data to the database. Then, 2 KB or 64 KB of text is generated, containing some data from an SQL SE-LECT command.
The final factor is the server software. The servers and modules used were described in Section 3.
In this paper, we define an experiment as a number of tests, each of which examines a different level of a particular factor. All other factors are fixed throughout the experiment, although they can vary between experiments.
Each experiment is controlled from one of the client machines. Each experiment is specified as a shell script, which is then executed on the control machine. Controlling the experiments in this way ensures that the tests are conducted in a consistent manner. Archiving the scripts aids in repeating the results as well.
We run each of our tests for 120 seconds. We found that this was sufficiently long to assess system stability, yet short enough to permit the large number of tests needed for our study.
Experimental Results

Static Workloads
In this section, we examine the performance of the different Web servers for static Web content.
First, we examine the results for the 2 KB static files. Figure 1(a) shows the results for the different Web servers in our experiments. The solid diagonal line represents the performance of the Tux server. Since the achieved response rate (y-axis) matches the target response rate (x-axis) for all tested rates, we know that our experimental infrastructure is capable of generating and sustaining (at least) 6,000 responses per second (rsp/sec) for 2 KB static files. Results lower than this indicate a bottleneck related to the particular server software being tested. Figure 1 (a) shows that both Apache servers attain similar peak performance, supporting approximately 4,000 rsp/sec. Surprisingly, the Apache 2.0.45 server appears to have worse behaviour than Apache 1.3.27 under overload (i.e., when the achieved rate is less than the target rate). The performance drops off more sharply for Apache 2.0.45 than for Apache 1.3.27. Figure 1(a) also shows the results for the three Javabased Web servers, which all achieve significantly lower peak response rates than the Apache servers. Among the Java-based servers tested, Resin had the highest performance, peaking at 2,200 rsp/sec, followed by Tomcat (1,550 rsp/sec) and Jetty (1,150 rsp/sec). Figure 1(b) shows the results for the 64 KB static workload. Tux achieves a maximum response rate near 1,700 rsp/sec. Beyond this rate, the network is the bottleneck [4]. Apache 1.3.27 achieves a peak rate of 1,400 rsp/sec; the achieved rate then decreases slowly under overload. Apache 2.0.45 peaks near 1,300 rsp/sec. With this workload, Apache 2.0.45 behaves better under overload than it did for smaller files. The three Java-based servers again have much lower peak performance than the Apache servers. Jetty peaks near 700 rsp/sec, and degrades gracefully under overload. Resin supports a similar response rate, but performs more erratically under overload. For this workload, Tomcat has the poorest performance of all the servers evaluated, supporting only 450 rsp/sec. Tomcat's performance under overload is also quite erratic.
Dynamic Workloads (no database access)
In this section, we analyze the performance of different dynamic content generation technologies, for small and large dynamic pages. In both cases, the content generation process does not involve database access. Figure 1(c) shows the results for six different methods of dynamic content generation, for 2 KB responses. These results show that the peak performance for PHP on Apache 1.3.27 is 1,400 rsp/sec. This rate is about 35% of the performance of the Apache server for static content of the same size. In other words, dynamic page generation reduces the server's response rate by a factor of 2 to 3. PHP on Apache 2.0.45 has even poorer performance, peaking at 1,000 rsp/sec. Both PHP server configurations are stable under overload. The performance of Perl mimics that of PHP on Apache 2.0.45.
When generating content dynamically, the three Java-based servers all perform reasonably well compared to the PHP and Perl configured servers. Peak response rates of 1,300, 2,200 and 1,500 per second are achieved by Jetty, Resin, and Tomcat, respectively. These are comparable to PHP on Apache 1.3.27, and significantly better than PHP on Apache 2.0.45 or Perl on Apache 1.3.27. Surprisingly, the performance of the Java-based servers when generating 2 KB dynamic responses is almost identical to their performance when serving static files. However, the Java-based servers do not appear to work as well under overload conditions as the PHP and Perl server configurations, for this particular workload.
The results of the experiments with 64 KB dynamic responses (without database access) are shown in Figure 1(d) . The PHP-enabled servers have the lowest performance, supporting only 250 and 200 rsp/sec, respectively. These rates are less than 20% of the Apache server performance results for static files of the same size. Perl does significantly better than PHP, achieving a peak rate of 650 rsp/sec.
The Jetty and Tomcat servers achieve 450 and 400 rsp/sec, respectively, which is significantly lower than their performance when serving 64 KB static files. The Resin server achieves slightly higher performance, reaching a peak of 600 rsp/sec.
Dynamic Workloads (with database access)
In this section, we analyze the performance of the different dynamic content generation strategies for small and large dynamic pages. In these experiments, a single SQL INSERT and a single SQL SELECT command are executed when generating the response. Figure 1 (e) shows the results for the 2 KB dynamic responses requiring database access. Two observations are evident from these graphs. First, the three Javabased servers outperform the servers that are using PHP or Perl. Second, accessing the database significantly reduces the performance of all servers. The peak performance of the servers in these experiments is 50% to 64% of that when no database access is required for dynamic content generation. In other words, database access can reduce the server response rate by another factor of 2.
Among the three Java-based servers, Resin has the highest peak performance at 1,400 rsp/sec, followed by Tomcat at 950 rsp/sec, and Jetty at 750 rsp/sec. All of these servers perform erratically under overload.
The results of the experiments for 64 KB dynamic responses requiring database access are shown in Figure 1(f) . As was the case with 2 KB responses, the Java-based servers performed at least as well as, and usually better than, the servers configured with PHP. Jetty and Tomcat have peak performance around 350 rsp/sec, and behave well under overload. Resin again achieves the highest peak performance (approximately 550 rsp/sec), but is slightly more erratic under overload. Perl achieves the second highest response rate, at 400 rsp/sec.
Summary and Conclusions
This paper presents a benchmarking study of dynamic content generation techniques. While our study is far from comprehensive, we believe that it provides a novel, state-of-the-art look at the performance tradeoffs between different technologies for dynamic Web content generation.
There are three main conclusions from this work. First, the ongoing trend toward personalization of Web content comes at a price. Dynamic content generation and database access typically reduce by a factor of 2 to 8 the peak response rate of a server. Second, today's technologies for dynamic Web content generation exhibit distinct tradeoffs in terms of Web server performance. Finally, Web server performance under overload can be quite unpredictable. Consideration of overload behaviour may be just as important as the peak response rate when Web site administrators are choosing dynamic Web content generation technologies.
Our future work is focusing on characterizing dynamic content usage in academic and commercial Web sites, and on benchmarking Web server performance for more realistic dynamic content workloads. Financial support for this research was provided by iCORE, NSERC, and CFI. The authors thank Nayden Markatchev for his technical assistance with the experimental environment.
