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Abstract
In the present paper, we establish that Riesz transforms for Dunkl Hermite
expansions as introduced in [8] are singular integral operators with Hörmander’s
type conditions and we show that they are bounded on Lp(Rd, dµκ), 1 < p <∞.
1 Introduction.
In [8] the authors introduced the Riesz transforms related to the Dunkl harmonic
oscillator Lκ and they proved that when the group of reflections is isomorphic to Z
d
2
such operators are Lp bounded with 1 < p <∞. The aim of this paper is to present
an extension of this result to general group of reflections in arbitrary dimensions. Our
approach consists in the application of the standard theory of Calderï£¡n-Zygmund
operators. The setting, which is described in more details in Section 2, is as follows:
Let R be a (reduced) root system on Rd, normalized so that < α, α >= |α|2 = 2 for
all α ∈ R, where 〈., .〉 denotes the usual Euclidean inner product and |.| its induced
norm. Let G be the associated reflection group and κ : R→ [0,+∞[ be a G-invariant
function on R. The Dunkl operators T κj , 1 ≤ j ≤ d, associated with R and κ, which
were introduced in [5], are given by
T κj (f)(x) =
∂f
∂xj
(x) +
∑
α∈R+
κ(α)αj
f(x)− f(σα.x)
〈x, α〉 , x ∈ R
d, f ∈ C1(Rd)
where R+ denotes a positive subsystem of R and σα the reflection in the hyperplane
orthogonal to α ie:
σα(x) = x− 〈x, α〉α, x ∈ Rd. (1.1)
The definition is of course independent of the choice of R+ since κ is G-invariant. We
introduce the measure dµκ(x) = wκ(x)dx where
wκ(x) =
∏
α∈R+
|〈α, x〉|2κ(α), x ∈ Rd (1.2)
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which is G-invariant and homogenous of degree 2γκ,
γκ =
∑
α∈R+
κ(α).
The Dunkl harmonic oscillator is the operator Lκ = −∆κ+ |x|2 where ∆κ denotes
the Dunkl Laplacian operator ∆κ =
d∑
j=1
(T κj )
2. In particular, the operator Lκ can
be written as Lκ =
1
2
d∑
j=1
(δκj δ
κ∗
j + δ
κ∗
j δ
κ
j ), where δ
κ
j = T
κ
j + xj and δ
κ∗
j = −T κj + xj .
The Riesz transforms related to the Dunkl harmonic oscillator are defined as natural
generalizations of the classical ones ( see [15]) by
Rκj = δ
κ
j L
− 1
2
κ , 1 ≤ j ≤ d.
The L2 boundedness of these operators can be easily obtained from the Dunkl Hermite
expansions. Closely related to the integral operators the key new ingredient leading
to Lp boundedness is the following:
Theorem 1.1. Let T be a bounded operator on L2(Rd, dµκ) and K be a measurable
function on Rd × Rd \ {(x, g.x); x ∈ Rd, g ∈ G} such that
T (f)(x) =
∫
RN
K(x, y)f(y)dµκ(y), (1.3)
for all compactly supported f in L2(Rd, dµκ) with supp(f) ∩ G.x = ∅. If K satisfies
Hörmander’s type conditions: there exists a positive constant C such that for all
y, y0 ∈ Rd, ∫
ming∈G |g.x−y|>2|y−y0|
|K(x, y)−K(x, y0)| dµκ(x) ≤ C, (1.4)∫
ming∈G |g.x−y|>2|y−y0|
|K(y, x)−K(y0, x)| dµκ(x) ≤ C, (1.5)
then T extends to a bounded operator on Lp(Rd, dµκ) for 1 < p <∞.
This theorem is stated and proved in ([3], [?]) and in [?] when d = 1. We will show
that Riesz transform Rκj has an integral representation satisfying the conditions in
Theorem 1.1 which proves the following main result.
Theorem 1.2. The Riesz transforms Rκj , 1 ≤ j ≤ d can be extended to a bounded
operators on Lp(Rd, dµκ) to itself, with 1 < p <∞.
Finally, throughout this paper, C will denote a positive constant whose value is not
necessarily the same at each occurrence.
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2 Background and outline of the proof.
We start by recalling some basic notations and facts from the Dunkl theory. For more
details see references [5, 7, 9, 10, 11, 12, 16] and the literature cited there.
First of all we note the following product rule, which is confirmed by a short
calculation:
T κj (ϕψ) = T
κ
j (ϕ)ψ + ϕT
κ
j (ψ), 1 ≤ j ≤ d, (2.1)
if ϕ, ψ ∈ C1(Rd) and at least one of them is G-invariant.
The Dunkl kernel Eκ is defined on R
d × Cd by: for y ∈ Cd, Eκ(., y) is the unique
solution of the system:
T κj f = yjf, f(0) = 1. (2.2)
This kernel is symmetric with respect to its arguments and has a unique holomorphic
extension on Cd × Cd. Moreover,
Eκ(λx, y) = Eκ(x, λy) and Eκ(gx, gy) = Eκ(x, y)
for all x, y ∈ Cd, λ ∈ C and g ∈ G. The kernel Eκ is connected with the exponential
function by the Bochner-type representation
Eκ(x, y) =
∫
Rd
e〈η,y〉dνx(η), x, y ∈ Rd (2.3)
where νx is a probability measure supported in the the convex hull co(G.x) and
satisfies:
νrx(rB) = νx(r
−1B) and νgx(B) = νx(g
−1B) (2.4)
for each r > 0, g ∈ G and each Borel set B ⊂ Rd.
The Dunkl transform is defined, for f ∈ L1(Rd, dµκ) by:
Fκ(f)(ξ) = 1
cκ
∫
RN
f(x)Eκ(−i ξ, x)dµκ(x), cκ =
∫
RN
e−
|x|2
2 dµκ(x).
It plays the same role as the Fourier transform in classical Fourier analysis (κ ≡ 0)
and enjoys similar properties.
On L2(Rd, dµκ) we define the Dunkl translation operator τx, x ∈ Rd by
Fκ(τκx (f))(y) = Eκ(ix, y)Fκ(f)(y), y ∈ Rd.
When f is a continuous radial function in L2(Rd, dµκ) with f(y) = f˜(|y|), an explicit
formula of τκx (f) is given by
τκx (f)(y) =
∫
RN
f˜
( √
|x|2 + |y|2 + 2 < y, η >
)
dνx(η). (2.5)
This formula is proved by M. Rösler [12] for Schwartz functions and extended to
continuous functions by F. Dai and H. Wang [4]. The Dunkl translation operator
satisfies:
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(i) For all x, y ∈ Rd and f ∈ L2(Rd, dµκ),
τκx (f)(y) = τ
κ
y (f)(x). (2.6)
(i) For all x ∈ Rd and f ∈ L2(Rd, dµκ) ∩ L1(Rd, dµκ),∫
Rd
τκx (f)(y)dµκ(y) =
∫
Rd
f(y)dµκ(y). (2.7)
Let P = C[Rd] the algebra of polynomial functions on Rd and PN , N ∈ N the
subspace of homogenous polynomials of degree N . In [6], C. F. Dunkl introduced the
following bilinear form on P,
[p, q]κ = (p(T )q) (0) = c
−1
κ
∫
Rd
e
−∆κ
2 p(x)e
−∆κ
2 q(x)e
−|x|2
2 dµκ(x).
where the operator p(T ) derived from p(x) by replacing xj by T
κ
j . According to the
identity [9] (
e
−△κ
2 p
)
(
√
2x) = 2
N
2
(
e
−△κ
4 p
)
(x), p ∈ PN
one has
[p, q]κ = mκ2
N
∫
Rd
e
−∆κ
4 p(x)e
−∆κ
4 q(x)e−|x|
2
dµκ(x), p, q ∈ PN
where mκ = 2
γκ+
d
2 c−1κ . Then for a given orthonormal basis
{
ϕn, n ∈ Nd
}
of P with
respect to [., .]κ such that ϕn ∈ P|n| and with real coefficients we define the generalized
Hermite polynomials Hκn and the generalized Hermite functions h
κ
n on R
d by
Hκn(x) = 2
|n|e
−∆κ
4 ϕn(x), and h
κ
n(x) = 2
−
|n|
2
√
mκ e
−|x|2
2 Hn(x), n ∈ Nd
where here |n| =∑dj=1 nj . These are described essentially in [9]. The important basic
properties of Hκn and h
κ
n are
(i) Mehler-formula: For r ∈ C with |r| < 1 and all x, y ∈ Rd,
∑
n∈Nd
Hκn(x)H
k
n(y)
2|n|
r|n| =
1
(1− r2)γκ+ d2
e
− r
2
1−r2
(|x|2+|y|2)
Eκ(
2r
1− r2x, y). (2.8)
(ii) hκn, n ∈ Nd are eigenfunctions of the operator Lκ, with
Lκ(h
κ
n) = (2|n|+ 2γκ + d)hκn.
(iii) The set
{
hκn, n ∈ Nd
}
forms an orthonormal basis of L2(Rd; dµκ).
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Let D denotes the subspace of L2(Rd; dµκ) spanned by
{
hκn, n ∈ Nd
}
. The Riesz
transform Rkj , 1 ≤ j ≤ d, associated with Lκ is given on D by
Rκj (f) = δ
κ
j L
− 1
2
κ (f) =
∑
n∈Nd
(2|n|+ 2γκ + d)− 12 〈f, hκn〉δκj hκn. (2.9)
Here L
− 1
2
κ is the continuous operator on L2(Rd; dµκ) given via Spectral Theorem by
L
− 1
2
κ (f) =
∑
n∈Nd
(2|n|+ 2γκ + d)− 12 〈f, hκn〉hκn.
Proposition 2.1. The Riesz transform Rkj extends to a bounded operator from L
2(Rd; dµκ)
to itself.
Proof. Let 〈., .〉κ be the canonical inner product in L2(Rd; dµκ), and ‖.‖2,κ be the
norm induced by 〈., .〉κ. Notice that Dunkl operators are anti-symmetric with respect
to the measure µκ [5]:∫
Rd
(T κj f)(x)ϕ(x)dµκ(x) = −
∫
Rd
f(x)(T κj ϕ)(x)dµκ(x), (2.10)
for all C1-function f and all Schwartz function ϕ. This implies that
〈δκj f, g〉κ = 〈f, δκ
∗
j g〉κ and 〈δκ
∗
j f, g〉κ = 〈f, δκj g〉κ
for all f, g ∈ D. Then with the notation
Rκ
∗
j (f) = δ
κ∗
j L
− 1
2
κ (f) =
∑
n∈Nd
(2|n|+ 2γκ + d)− 12 〈f, hκn〉δκ
∗
j h
κ
n, f ∈ D,
we have that
‖Rκj f‖22,k ≤ ‖Rκj f‖22,k + ‖Rκ
∗
j f‖22,k
= 〈δκ∗j δjL−
1
2
κ (f), L
− 1
2
κ (f)〉κ + 〈δjδκ∗j L−
1
2
κ (f), L
− 1
2
κ (f)〉κ
≤
d∑
j=1
〈(δκ∗j δj + δjδκ
∗
j )L
− 1
2
κ (f), L
− 1
2
κ (f)〉κ
= 2〈LκL−
1
2
κ (f), L
− 1
2
κ (f)〉κ = 2‖f‖22,κ.
Since D is a dense subspace of L2(Rd; dµκ), it follows by density argument that Rκj is
uniquely extended to a bounded operator on L2(Rd; dµκ).
2.1 Proof of Theorem 1.2
The Hermite semigroup e−tLκ ( t ≥ 0 ), is given on L2(Rd; dµκ) by
e−tLκ(f) =
∑
n∈Nd
e−t(2|n|+2γκ+d)〈f, hκn〉hκn
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and has the following integral representation
e−tLκ(f)(x) =
∫
Rd
kt(x, y)f(y)dµκ(y), x ∈ Rd (2.11)
where from Mehler-formula (2.8)
kt(x, y) =
∑
n∈Nd
e−t(2|n|+2γκ+d)hκn(x)h
κ
n(y)
= mκe
− 1
2
(|x|2+|y|2)e−t(2γκ+d)
∑
n∈Nd
e−2t|n|
Hκn(x)H
κ
n(y)
2|n|
= mκ(sinh(2t))
−γκ−
d
2 e−
coth(2t)
2
(|x|2+|y|2)Eκ(
x
sinh(2t)
, y). (2.12)
According to (2.3) it follows that
kt(x, y) = mκ(sinh(t))
−γκ−
d
2 e−
coth(2t)
2
(|x|2+|y|2)
∫
Rd
e
1
sinh(2t)
〈y,η〉dνx(η)
= mκ(sinh(2t))
−γκ−
d
2
∫
Rd
e−
coth(2t)
2
(|x|2+|y|2−2〈y,η〉)e− tanh(t)〈y,η〉dνx(η)
= mκ(sinh(2t))
−γκ−
d
2
∫
Rd
e−
coth(2t)
2
|y−η|2−tanh(t)〈y,η〉e−
coth(2t)
2
(|x|2−|η|2)dνx(η).
Let k0t the kernel of the classical Hermite semigroup ([14], [15]), which corresponds
to κ ≡ 0 and given by
k0t (x, y) = (2pi sinh(2t))
− d
2 e−
coth(2t)
2
|x−y|2−tanh(t)〈x,y〉
= (2pi sinh(2t))−
d
2 e−
1
4
(tanh(t)|x+y|2+coth(t)|x−y|2). (2.13)
Thus we can write
kt(x, y) = mκ(2pi)
− d
2 (sinh 2t)−γκ
∫
Rd
k0t (η, y)e
− coth(2t)
2
(|x|2−|η|2)dνx(η). (2.14)
We need some estimates on the kernel kt. As we will see later these estimates follow
from the basic estimates on the kernel k0t stated in the following lemma.
Lemma 2.2. There exist C > 0 and a > 0 such that for all x, y ∈ Rd and 1 ≤ i, j ≤ d
the following hold.
1) For all 0 < t ≤ 1
(i)
∣∣∣k0t (x, y)∣∣∣ ≤ Ct− d2 e− at |x−y|2,
(ii)
∣∣∣yjk0t (x, y)∣∣∣ ≤ Ct− d+12 e− at |x−y|2,
(iii )
∣∣∣∂k0t
∂yj
(x, y)
∣∣∣ ≤ Ct− d+12 e− at |x−y|2,
(iv)
∣∣∣yj ∂k0t
∂yi
(x, y)
∣∣∣ ≤ Ct− d2−1e− at |x−y|2.
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2) For all t > 1,
(v)
∣∣∣k0t (x, y)∣∣∣ ≤ Ce−dte−a|x−y|2 ,
(vi)
∣∣∣yjk0t (x, y)∣∣∣ ≤ Ce−dte−a|x−y|2 .
Proof. 1) For 0 < t ≤ 1, sinh(t) and tanh(t) behave like t and coth(t) behaves like
t−1 with the following fact
coth(t) ≥ 1
t
, 0 < t ≤ 1. (2.15)
The estimate (i) follows from (2.13) and (2.15), since∣∣∣k0t (x, y)∣∣∣ ≤ (2pi sinh(2t))− d2 e− 14 coth(t)|x−y|2) ≤ Ct− d2 e− 14t |x−y|2.
As |yj| ≤ |yj − xj |+ |yj + xj | we have∣∣∣(yj − xj)k0t (x, y)∣∣∣ ≤ Ct− d2 |y − x|e− 14 coth(t)|x−y|2
≤ Ct− d2 e− 18t |x−y|2. (2.16)
Similarly,∣∣∣(yj + xj)k0t (x, y)∣∣∣ ≤ Ct− d2(|y + x|e− 14 tanh(t)|x+y|2)e− 14 coth(t)|x−y|2
≤ Ct− d+12 e− 14 coth(t)|x−y|2 ≤ Ct− d+12 e− 14t |x−y|2. (2.17)
From this estimate (ii) follows immediately. We can also obtain (iii) from (2.16) and
(2.17), since we have
∂k0t
∂yj
(x, y) = −1
2
(
tanh(t)|yj + xj |+ coth(t)|yj − xj |
)
k0t (x, y). (2.18)
The estimate (iv) follows from (2.18) and the following:∣∣∣(yj − xj)2k0t (x, y)∣∣∣ ≤ Ct− d2 |y − x|2e− 14 coth(t)|x−y|2
≤ Ct− d2 e− 18t |x−y|2,∣∣∣(yj + xj)2k0t (x, y)∣∣∣ ≤ Ct− d2(|y + x|2e− 14 tanh(t)|x+y|2)e− 14 coth(t)|x−y|2
≤ Ct− d2−1e− 14 coth(t)|x−y|2 ≤ Ct− d2−1e− 14t |x−y|2,
and∣∣∣(yj + xj)(yj − xj)k0t (x, y)∣∣∣ ≤ Ct− d2(|y + x|e− 14 tanh(t)|x+y|2)(|yj − xj |e− 14 coth(t)|x−y|2)
≤ Ct− d2− 12 e− 18 coth(t)|x−y|2 ≤ Ct− d2− 12 e− 18t |x−y|2.
Note that all estimates can be made with a =
1
8
.
2) For t ≥ 1 the proof is very similar to that of 1). We have to use the fact that
both sinh(2t) and coth(2t) behave like e2t with coth(t) ≥ 1.
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As a consequence of Lemma 2.2 we obtain the following:
Lemma 2.3. There exist C > 0 and a > 0 such that for all x, y ∈ Rd and 1 ≤ i, j ≤ d
the following hold.
1) For all 0 < t ≤ 1,
(i)
∣∣∣kt(x, y)∣∣∣ ≤ Ct−γκ− d2 τκx (e− bt |.|2)(−y),
(ii)
∣∣∣yjkt(x, y)∣∣∣ ≤ Ct−γκ− d+12 τκx (e− bt |.|2)(−y),
(iii)
∣∣∣∂kt
∂yj
(x, y)
∣∣∣ ≤ Ct−γκ− d+12 τκx (e− bt |.|2)(−y),
(iv)
∣∣∣yj ∂kt
∂yi
(x, y)
∣∣∣ ≤ Ct−γκ− d2−1 τκx (e− bt |.|2)(−y).
2)For all t > 1,
(v)
∣∣∣kt(x, y)∣∣∣ ≤ Ce−(2γκ+d)tτκx (e−b|.|2)(−y),
(vi)
∣∣∣yjkt(x, y)∣∣∣ ≤ Ce−(2γκ+d)tτκx (e−b|.|2)(−y).
Proof. From (2.14), Lemma 2.2 and (2.5) we have with b = min(a, 1
4
),∣∣∣kt(x, y)∣∣∣ ≤ Ct−γκ− d2 ∫
Rd
e−
a
t
|y−η|2e−
1
4t
(|x|2−|η|2)dνx(η)
≤ Ct−γκ− d2
∫
Rd
e−
b
t
(|η−y|2+|x|2−|η|2)dνx(η)
= Ct−γκ−
d
2
∫
Rd
e−
b
t
(|x|2+|y|2−2〈y,η〉)dνx(η) = Ct
−γκ−
d
2 τκx (e
−b
t
|.|2)(−y)
which proves (i). We obtain (ii)− (vi) by similar way.
Lemma 2.4. There exist constants C > 0 and c > 0 such that for all x, y ∈ Rd,
0 < t ≤ 1 and 1 ≤ i, j ≤ d,
(i)
∣∣∣(xj − yj)kt(x, y)∣∣∣ ≤ Ct−γκ− d2+ 12 ∑
α∈R+
τκσα.x(e
− c
t
|.|2)(−y),
(ii)
∣∣∣(xj − yj)∂kt
∂yi
(x, y)
∣∣∣ ≤ Ct−γκ− d2 ∑
α∈R+
τκσα.x(e
− c
t
|.|2)(−y),
where R+ = R+ ∪ {0} and with σ0 = id.
Proof. In view of (i) and (iii) of Lemma 2.3 it is enough to show that for some
constant c > 0,
|yj − xj |τκx (e−
b
t
|.|2)(−y) ≤ Ct 12
∑
α∈R+
τκσα.x(e
− c
t
|.|2)(−y). (2.19)
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Making use of (2.5), (2.3), (2.1) and (2.2) we see that
(yj − xj)τκx (e−
b
t
|.|2)(−y) = (yj − xj)e− bt (|x|2+|y|2)Eκ(x, 2b
t
y)
= − t
2b
T κj τ
κ
x (e
− b
t
|.|2)(−y). (2.20)
However,
T κj τ
κ
x (e
− b
t
|.|2)(−y) = −2b
t
∫
Rd
(yj − ηj)e− bt (|y−η|2+|x|2−|η|2)dνx(η)
+
∑
α∈R+
κ(α)αj
∫
Rd
e−
b
t
|y−η|2 − e− bt |σα.y−η|2
〈y, α〉 e
− b
t
(|x|2−|η|2)dνx(η)
= I1(x, y) + I2(x, y).
Then we are going to estimate I1(x, y) and I2(x, y). It follows first that
|I1(x, y)| ≤ 2b
t
∫
Rd
|y − η|e− bt (|y−η|2+|x|2−|η|2)dνx(η)
≤ Ct− 12
∫
Rd
e−
b
2t
(|y−η|2+|x|2−|η|2)dνx(η)
= Ct−
1
2 τκx (e
−b
2t
|.|2)(−y). (2.21)
To establish a similar estimate for I2(x, y) we need to estimate the function
φt(u, v) =
1− e− 2bt uv
v
u, v ∈ R, uv ≥ 0,
since in view of (1.1) we can write
e−
b
t
|y−η|2 − e− bt |σα.y−η|2
〈y, α〉 = e
− b
t
|y−η|2
{
1− e− 2bt 〈η,α〉〈y,α〉
〈y, α〉
}
= e−
b
t
|y−η|2φt
(
〈η, α〉, 〈y, α〉
)
. (2.22)
We proceed as follows: if |u| ≤ 2|v| then
|φt(u, v)| = 1− e
− 2b
t
|u||v|
|v| ≤
1− e− 4bt v2
|v| ≤ Ct
− 1
2
and when |u| > 2|v|
|φt(u, v)| = 1− e
− 2b
t
|u||v|
|v| ≤ Ct
−1|u| ≤ 2Ct−1(|u| − |v|) = 2Ct−1|u− v|.
Hence, we obtain
|φt(u, v)| ≤ C(t− 12 + t−1|u− v|), uv ≥ 0. (2.23)
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It follows from (2.22) and (2.23) that when 〈η, α〉〈y, α〉 ≥ 0,∣∣∣∣∣e−
b
t
|y−η|2 − e− bt |σα.y−η|2
〈y, α〉
∣∣∣∣∣ ≤ C(t− 12 + t−1|〈y − η, α〉|)e− bt |y−η|2
≤ C
(
t−
1
2 +
√
2t−1|y − η|
)
e−
b
t
|y−η|2
≤ Ct− 12 e− b2t |y−η|2. (2.24)
However, when 〈η, α〉〈y, α〉 ≤ 0 we have that 〈η, α〉〈σα.y, α〉 ≥ 0, since
〈σα.y, α〉 = 〈y, σα.α〉 = −〈y, α〉.
In addition, (2.22) is invariant under replacing y by σα.y, hence we can write
e−
b
t
|y−η|2 − e− bt |σα.y−η|2
〈y, α〉 = e
− b
t
|σα.y−η|2φt
(
〈η, α〉, 〈σα.y, α〉
)
and we also have ∣∣∣∣∣e−
b
t
|y−η|2 − e− bt |σα.y−η|2
〈y, α〉
∣∣∣∣∣ ≤ Ct− 12 e− b2t |σα.y−η|2. (2.25)
Combining (2.24) and (2.25) yields∣∣∣∣∣e−
b
t
|y−η|2 − e− bt |σα.y−η|2
〈y, α〉
∣∣∣∣∣ ≤ Ct− 12 (e− b2t |y−η|2 + e− b2t |σα.y−η|2).
Therefore,∫
Rd
∣∣∣∣∣e−
b
t
|y−η|2 − e− bt |σα.y−η|2
〈y, α〉
∣∣∣∣∣ e− bt (|x|2−|η|2)dνx(η)
≤ Ct− 12
(∫
Rd
e−
b
2t
(|y−η|2+|x|2−|η|2)dνx(η) +
∫
Rd
e−
b
2t
(|σα.y−η|2+|x|2−|η|2)dνx(η)
)
= Ct−
1
2
(
τκx e
− b
2t
|.|2)(−y) + τκx (e−
b
2t
|.|2)(−σα.y)
)
= Ct−
1
2
(
τκx (e
− b
2t
|.|2)(−y) + τκσα.x(e−
b
2t
|.|2)(−y)
)
where the second equality follows be a simple change of variable and (2.4). Thus we
obtain
|I2(x, y)| ≤ Ct− 12
∑
α∈R+
τκσα.x(e
− b
2t
|.|2)(−y). (2.26)
Now, in view of (2.20) the estimates (2.26) and (2.21)yield (2.19) with c = b
2
.
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In what follow we put
Kj(x, y) =
1√
pi
∫ +∞
0
δκj kt(x, y)
dt√
t
=
1√
pi
∫ +∞
0
kt(x, y)
(
(1− coth(2t))xj + 1
sinh(2t)
yj
) dt√
t
. (2.27)
where δκj is taken with respect to the variable x. The last equality follows from (2.12),
(2.1 and (2.2).
Lemma 2.5. For all x, y ∈ Rd, y /∈ G.x, the integral (2.27) converge absolutely and
|Kj(x, y)| ≤ Cmin
g∈G
|y − g.x|−2γκ−d (2.28)
Proof. Let us observe that for x, y ∈ Rd and η ∈ co(G.x) (see [12], Th. 5.1)
min
g∈G
|y − g.x|2 ≤ |x|2 + |y|2 − 2〈y, η〉 ≤ max
g∈G
|y − g.x|2. (2.29)
Using Lemma 2.4-(i), Lemma 2.3-(iii), (2.5) and (2.29) we have for some constant
c > 0∫ 1
0
∣∣∣kt(x, y)((1− coth(2t))xj + 1
sinh(2t)
yj
)∣∣∣ dt√
t
=
∫ 1
0
∣∣∣kt(x, y)((1− coth(2t))(xj − yj) + (1− tanh(t))yj)∣∣∣ dt√
t
≤ C
∑
α∈R+
∫ 1
0
t−γκ−
d+2
2 τκσα.x(e
− c
t
|.|2)(−y)dt
= C
∑
α∈R+
∫
Rd
(∫ 1
0
t−γκ−
d+2
2 e−
c
t
(|x|2+|y|2−2〈y,η〉)dt
)
dνσα.x(η)
≤ C
∫ +∞
0
u−γκ−
d+2
2 e−
c
udu
∑
α∈R+
∫
Rd
(|x|2 + |y|2 − 2〈y, η〉)−γκ− d2 dνσα.x(η)
≤ C min
g∈G
|y − g.x|−2γκ−d . (2.30)
In addition, from Lemma 2.3-(iii) it follows that∫ +∞
1
∣∣∣kt(x, y)((1− coth 2t)xj + 1
sinh 2t
yj
)∣∣∣ dt√
t
≤ Cτκx (e−c|.|
2
)(−y) ≤ Ce−cming∈G |y−g.x|2 ≤ C min
g∈G
|y − g.x|−2γκ−d . (2.31)
Note here that as the kernel kt is symmetric we have used
|xjkt(x, y)| = |xjkt(y, x)| ≤ Cτκy (e−c|.|
2
)(−x) = Cτκx (e−c|.|
2
)(−y),
since
τκx (e
−c|.|2)(−y) = e−c(|x|2+|y|2)Eκ(2cy, x)
which is also symmetric with respect to variables x and y. We immediately get (2.28)
from (2.30) and (2.31).
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Proposition 2.6. The Riesz transform Rκj satisfies
Rκj (f)(x) =
∫
Rd
Kj(x, y)f(y)dµκ(y) (2.32)
for all compactly supported function f ∈ L2(Rd; dµκ) with G.x ∩ supp(f) = ∅.
Proof. According to Lemma 2.5 the integral (2.32) converges absolutely. In order, to
establish (2.32) we first write L
− 1
2
κ in the following way
L
− 1
2
κ (f)(x) =
1√
pi
∫ +∞
0
e−tLκ(f)(x)
dt√
t
.
Then from (2.11) one has
L
− 1
2
κ (f)(x) =
1√
pi
∫ +∞
0
∫
Rd
kt(x, y)f(y)dµκ(y)
dt√
t
. (2.33)
As in the proof of Lemma 2.5 this integral converge absolutely whenG.x∩supp(f) = ∅.
Indeed, by (i) and (v) of Lemma 2.3,∫ 1
0
∫
Rd
∣∣∣kt(x, y)f(y)∣∣∣dµκ(y) dt√
t
≤ C
∫
Rd
∫ 1
0
t−γκ−
d
2 τκx (e
− b
t
|.|2)(−y)|f(y)| dt√
t
dµκ(y)
= C
∫
Rd
∫
Rd
∫ 1
0
t−γκ−
d
2 e−
b
t
(|x|2+|y|2−2〈y,η〉)|f(y)| dt√
t
dνx(η)dµκ(y)
≤ C
∫
Rd
|f(y)|
ming∈G |y − g.x|2γκ+d−1dµκ(y)
and∫ +∞
1
∫
Rd
∣∣∣kt(x, y)f(y)∣∣∣dµκ(y) dt√
t
≤ C
∫
Rd
∫ +∞
1
e(−2γκ−d)t τκx (e
−b|.|2)(−y)|f(y)| dt√
t
dµκ(y)
= C
∫
Rd
∫
Rd
∫ +∞
1
e(−2γκ−d)te−b(|x|
2+|y|2−2〈y,η〉)|f(y)| dt√
t
dνy(η)dµκ(y)
≤
∫
Rd
∫ +∞
1
e(−2γκ−d)t|f(y)| dt√
t
dνy(η)dµκ(y)
≤ C
∫
Rd
|f(y)|dµκ(y).
In the next, we will show that we can differentiate the integral (2.33). Making use of
Lemma 2.3-(iii) and (2.29), we deduce from the symmetry of the kernel kt that∣∣∣ ∂kt
∂xj
(x, y)
∣∣∣ = ∣∣∣∂kt
∂yj
(y, x)
∣∣∣ ≤ { t−γκ− d+12 e− bt ming∈G |g.x−y|2; if 0 < t < 1.
e−(2γκ+d)te−bming∈G |g.x−y|
2
; if t ≥ 1.
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But since the function f has compact support and g.x /∈ supp(f) for all g ∈ G which
is finite group, then we can find a ball Bx centered at x and ρ > 0 such that for all
z ∈ Bx, g ∈ G and y ∈ supp(f) we have that
|g.z − y|2 ≥ ρ
and ∣∣∣∣ 1√t ∂kt∂xj (z, y)
∣∣∣∣ ≤ ω(t) =
{
t−γκ−
d+2
2 e−
b
t
ρ; if 0 < t < 1,
e−(2γκ+d+
1
2
)te−bρ; if t ≥ 1.
Clearly ω is integrable on ]0,+∞[, which allows us to differentiate the integral (2.33)
with respect to variable xj and one has
δκj L
− 1
2
κ (f)(x) =
1√
pi
∫
Rd
∫ +∞
0
δκj kt(x, y)f(y)dµκ(y)
dt√
t
.
Now to conclude the theorem we proceed a follows: Let (fn)n be a sequence of func-
tions in D which converges to f in L2(Rd, dµκ) and ϕ be a C∞- function with compact
support such that G.x∩ supp(f) = ∅ for all x ∈ supp(ϕ) . By continuity of the oper-
ators L
− 1
2
κ and Rκj on L
2(Rd, dµκ) with the use of (2.10) and (2.9) we get that
〈δκj L−
1
2
κ (f), ϕ〉κ = 〈L−
1
2
κ (f), δ
κ∗
j ϕ〉κ
= lim〈L−
1
2
κ (fn), δ
κ∗
j ϕ〉κ
= lim〈δκjL−
1
2
κ (fn), ϕ〉κ
= lim〈Rκj (fn), ϕ〉κ
= 〈Rκj (f), ϕ〉κ.
Since ϕ is arbitrary then we have Rκj (f)(x) = δ
κ
j L
− 1
2
κ (f)(x) for all x ∈ Rd with
G.x ∩ supp(f) = ∅ which proves (2.32).
Proposition 2.7. There exists C > 0 such that for all y, y0 ∈ Rd,∫
ming∈G |g.x−y|>2|y−y0|
∣∣∣Kj(x, y)−Kj(x, y0)∣∣∣dµκ(x) ≤ C (2.34)
and ∫
ming∈G |g.x−y|>2|y−y0|
∣∣∣Kj(y, x)−Kj(y0, x)∣∣∣dµκ(x) ≤ C. (2.35)
Proof. We will only show (2.34), the same argument can be used to prove (2.35). Let
ht(x, y) = kt(x, y)
(
(1− coth 2t)xj + 1
sinh 2t
yj
)
= kt(x, y)
(
(1− coth 2t)(xj − yj) + (1− tanh t)yj
)
, x, y ∈ Rd, t ∈]0,+∞[.
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In view of (2.27) we may write
Kj(x, y) =
1√
pi
∫ 1
0
ht(x, y)
dt√
t
+
1√
pi
∫ +∞
1
ht(x, y)
dt√
t
.
= K
(1)
j (x, y) +K
(2)
j (x, y)
where x, y ∈ Rd, y /∈ G.x. We claim that K(1)j and K(2)j satisfy (2.34). Making use of
Lemma 2.3-(vi), (2.6) and (2.7) we have that∫
Rd
|K(2)j (x, y)|dµκ(x) ≤ C
∫
Rd
∫ +∞
1
e−(2γκ+d)tτκ−y(e
−b|.|2)(x)
dt√
t
dµκ(x)
≤ C
∫ +∞
1
∫
Rd
e−(2γκ+d)te−b|z|
2
dµκ(z)
dt√
t
≤ C.
Thus we get∫
ming∈G |g.x−y|>2|y−y0|
∣∣∣K(2)j (x, y)−K(2)j (x, y0)∣∣∣dµκ(x) ≤ 2 ∫
Rd
|K(2)j (x, y)dµκ(x) ≤ C.
In order to establish (2.34) for K2j we need to estimate
∂ht
∂yi
(x, y) for 0 < t ≤ 1, which
can easily be deduced from Lemmas 2.3-(iv) and 2.4-(ii). In fact,
∂ht
∂yi
(x, y) =

∂kt
∂yi
(x, y)
(
(1− coth 2t)(xj − yj) + (1− tanh t)yj
)
, if i 6= j
∂kt
∂yj
(x, y)
(
(1− coth 2t)(xj − yj) + (1− tanh t)yj
)
+ 1
sinh 2t
kt(x, y)
and then we obtain for some constant c > 0,∣∣∣∂ht
∂yi
(x, y)
∣∣∣ ≤ Ct−γκ− d2−1 ∑
α∈R+
τκσα.x(e
− c
t
|.|2)(−y), 0 < t ≤ 1.
Now by mean value theorem,∣∣∣K(1)j (x, y)−K(1)j (x, y0)∣∣∣ = 1√pi
∫ 1
0
|ht(x, y)− ht(x, y0)| dt√
t
≤ 1√
pi
|y − y0|
∫ 1
0
∫ 1
0
d∑
i=1
∣∣∣∂ht
∂yi
(x, yθ)
∣∣∣dθ dt√
t
≤ C|y − y0|
∑
α∈R+
∫ 1
0
∫ 1
0
t−γκ−
d
2
− 3
2 τκσα.x(e
− c
t
|.|2)(−yθ)dθdt
where yθ = y0 + θ(y − y0). Observe that when ming∈G |g.x− y| > 2|y − y0| we have
min
g∈G
|g.x− yθ| ≥ min
g∈G
|g.x− y| − |y − yθ| > |y − y0|.
This is an important fact, since from (2.5) and (2.29) we can write
τκσα.x(e
− c
t
|.|2)(−yθ) ≤ τκσα.x
(
e−
c
4t
(|.|+|y−y0|)2
)
(−yθ), for all α ∈ R+.
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Hence, using (2.6) and (2.7) we get∫
ming∈G |g.x−y|>2|y−y0|
∣∣∣K(1)j (x, y)−K(1)j (x, y0)∣∣∣dµκ(x)
≤ C|y − y0|
∑
α∈R+
∫ 1
0
∫ 1
0
t−γκ−
d
2
− 3
2
(∫
Rd
τκ−yθ
(
e−
c
4t
(|.|+|y−y0|)2
)
(σα.x)dµκ(x)
)
dt dθ
≤ C|y − y0|
∫ 1
0
t−γκ−
d
2
− 3
2
∫
Rd
e−
c
4t
(|z|+|y−y0|)2dµκ(z) dt
≤ C|y − y0|
∫ +∞
0
r2γκ+d−1
(∫ 1
0
t−γκ−
d
2
− 3
2 e−
c
4t
(r+|y−y0|)2dt
)
dr
≤ C|y − y0|
∫ +∞
0
r2γκ+d−1
(r + |y − y0|)2γκ+d+1 dr
∫ +∞
0
u−γκ−
d
2
− 3
2 e−
c
4u du
≤ C|y − y0|
∫ +∞
0
dr
(r + |y − y0|)2 = C.
This finishes the proof of Proposition 2.7 and concluded Theorem 1.2.
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