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a b s t r a c t
The unified transform method of A. S. Fokas has led to important new developments,
regarding the analysis and solution of various types of linear and nonlinear PDE problems.
In this work we use these developments and obtain the solution of time-dependent
problems in a straightforwardmanner andwith such high accuracy that cannot be reached
within reasonable time by use of the existing numerical methods. More specifically, an
integral representation of the solution is obtained by use of the A. S. Fokas approach,
which provides the value of the solution at any point, without requiring the solution of
linear systems or any other calculation at intermediate time levels and without raising
any stability problems. For instance, the solution of the initial boundary value problem
with the non-homogeneous heat equation is obtainedwith accuracy 10−15, while thewell-
established Crank–Nicholson scheme requires 2048 time steps in order to reach a 10−8
accuracy.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
A new unified approach for the analysis of boundary and initial value problems was recently introduced in [1,2]. This
approach provides an explicit integral representation of the solution involving integral transforms of the given initial and
boundary conditions, in the complex plane. The novel techniques are based on these transforms and the selection of proper
contours of integration in the complex plane. An outline of these techniques and a preliminary comparative evaluation with
existing techniques, for non-homogeneous partial differential equations (PDEs), were presented in [3]. For the special case of
homogeneous PDEs on the half-line, the corresponding newmethod is introduced in [4] In this work we first present a brief
outline of the Fokasmethod. Next we concentrate on the non-homogeneous heat equation on a finite space interval. For this
problem we first compare the numerical accuracy and the time required for certain contours of integration in the complex
plane. Then we calculate the solution at a final time level and at the same points used in the well-known Crank–Nicholson
scheme. This calculation, as opposed to the Crank–Nicholson method, does not require the use of intermediate time levels
and the solution of linear systems of equations at each time level. A comparative evaluation of the new technique and the
Crank–Nicholson method is presented, which shows that the new technique is by far superior.
2. Methodology
In this sectionwe outline themethodology used in thiswork, which is based on the results of A. S. Fokas for homogeneous
evolution partial differential equations. We expand the method for the non-homogeneous case.
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Consider the general form of the equation:(
∂
∂t
+ ω
(
−i ∂
∂x
))
q = f , ω(k) =
n∑
j=0
ajkj, k ∈ C. (1)
For a well-posed problem, it is required that Re(ω(k)) ≥ 0. For example, if ω(k) = k2, then Eq. (1) becomes(
∂
∂t
+ (−i)2 ∂
2
∂x2
)
q = qt − qxx = f
i.e. the non-homogeneous heat equation. If ω(k) = ±ik3, then Eq. (1) becomes(
∂
∂t
+ i(∓i)3 ∂
3
∂x3
)
q = qt ∓ qxxx = f
i.e. the non-homogeneous second/first Stokes Equation respectively.
The given initial condition is q0(x) = q(x, 0). For a well-posed problem N boundary conditions for x = 0 and x = b are
given:
• q(0, t), ∂q
∂x (0, t), . . .
• q(b, t), ∂q
∂x (b, t), . . . ,
where
N =

n
2
if n even
n+ 1
2
if n odd and an = i
n− 1
2
if n odd and an = −i.
Thus,
• for the heat equation, ω(k) = k2, n = 2, N = 1, only q is given
• for the first Stokes equation, ω(k) = −ik3, n = 3, N = 1, only q is given
• for the second Stokes equation, ω(k) = ik3, n = 3, N = 2, q and qx are given.
We apply themethod for the case of thenon-homogeneous heat equation, which is valid in the domainD shown below:
qt(x, t)− qxx(x, t) = f (x, t), (x, t) ∈ D, (2)
-
6
0 bq(x, 0) = q0(x)
qt − qxx = fq(0, t) = L(t) q(b, t) = R(t)
D
x
t
(3)
We first choose a differential formW :
W (x, t, k) = e−ikx+ω(k)t
(
qdx+
(
n−1∑
j=0
cj(k)
∂ jq
∂xj
)
dt
)
, (4)
where cj(k) are defined in terms of ω(k) by the equation:
n−1∑
j=0
cj(k)(il)j = iω(k)− ω(l)k− l , k, l ∈ C.
In the case of the heat equation, this becomes:
c0(k)+ c1(k)il = ik
2 − l2
k− l = i(k+ l) = ik+ 1(il).
Hence, c0(k) = ik, c1(k) = 1. Then, the differential formW becomes:
W (x, t, k) = e−ikx+k2t
(
qdx+
(
ikq+ ∂q
∂x
)
dt
)
. (5)
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Thus,
dW = (e−ikx+k2tq)t −
(
e−ikx+k
2t
(
ikq+ ∂q
∂x
))
x
= e−ikx+k2t f (6)
and Green’s theorem implies that∫
∂D
dW =
∫∫
D
W .
The application of the complex form of Green’s Theorem (using (5) and (6)) yields the so-called Global Relation:∫
∂D
e−ikx+k
2t [qdx+ (ikq+ qx)dt] = −
∫ T
0
∫ b
0
e−ikx+k
2t f (x, t)dxdt, (7)
which is valid for all k ∈ C. This Global Relation is written as
eω(k)t̂q(k, t) = q̂0(k)− LS(k, t)+ e−ikbRS(k, t)+ F(k, t), (8)
where
q̂(k, t) :=
∫ b
0
e−ikxq(x, t)dx, q̂0(k) :=
∫ b
0
e−ikxq0(x)dx,
LS(k, t) =
1∑
j=0
cj(k)L˜j(k, t) =
1∑
j=0
cj(k)
∫ t
0
ek
2τ Lj(τ )dτ ,
RS(k, t) =
1∑
j=0
cj(k)R˜j(k, t) =
1∑
j=0
cj(k)
∫ t
0
ek
2τRj(τ )dτ ,
F(k, t) :=
∫ t
0
∫ b
0
e−ikx+k
2τ f (x, τ )dxdτ ,
Lj(t) := ∂
j
∂xj
q(0, t), Rj(t) := ∂
j
∂xj
q(b, t).
Since only L0 and R0 are known, there are n− N = 1 unknown boundary conditions for x = 0 and x = b, namely L1 and R1
respectively.
Inverting q̂(k, t) in (8) we obtain the following integral representation of the solution:
q(x, t) = 1
2pi
∫ +∞
−∞
eikx−k
2 t̂q0(k)dk− 12pi
∫ +∞
−∞
eikx−k
2tLS(k, t)dk
+ 1
2pi
∫ +∞
−∞
eik(x−b)−k
2tRS(k, t)dk+ 1
2pi
∫ +∞
−∞
eikx−k
2tF(k)dk. (9)
The unknown functions L̂1 and R̂1 are contained in the terms LS(k, t) and RS(k, t) respectively. In order to eliminate these
functions we replace k by−k in Eq. (8), which yields the equation:
ek
2T q̂(−k) = q̂0(−k)− (−ik̂L0 + L̂1)+ eikb(−ik̂R0 + R̂1)+ F(−k). (10)
Solving (8) and (11) for L̂1 and R̂1 (the terms of q̂(±k) are dropped since they do not contribute to the solution), we find
L̂1 = e
−ikbN(−k)− eikbN(k)
∆(k)
, R̂1 = N(−k)− N(k)
∆(k)
where N(k) = q̂0(k)− ik̂L0+ ike−ikb̂R0+ F(k) and∆(k) = e−ikb− eikb. Substituting into (9) we obtain the following integral
representation of the solution q, which now does not involve any unknown functions:
q(x, t) = 1
2pi
∫ ∞
−∞
eikx−k
2 t̂q0(k)dk+ 12pi
∫ ∞
−∞
eikx−k
2tF(k)dk
− 1
2pi
∫ ∞
−∞
eikx−k
2t
(
ik̂L0 + e
−ikbN(−k)− eikbN(k)
∆(k)
)
dk
+ 1
2pi
∫ ∞
−∞
eik(x−b)−k
2t
(
ik̂R0 + N(−k)− N(k)
∆(k)
)
dk. (11)
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Fig. 1. The domains D+ and D− .
Fig. 2. The hyperbola at pi/6 with the rays (pi/4, 3pi/4) defining the domain D+ .
3. Contours of integration
In this section we illustrate the numerical implementation of the method regarding the contours of integration. The
analyticity of the functions involved in (11) allows the replacement of the real axis (−∞,+∞) by other contours of
integration, for which the integrands involved present exponential decay. Thus, we require that the real part of the
exponential quantities involved is negative in order to achieve exponential decay as k→∞. Specifically:
• The term eikx (since x ≥ 0) is bounded and analytic for Im(k) > 0.
• The term eik(x−b) (since x ≤ b) is bounded and analytic for Im(k) < 0.
• The term e−k2t (since t ≥ 0) is bounded and analytic for Re(k2) > 0.
The above statements yield the domains D+ and D− (Fig. 1) and allow the integration along the contours ∂D+ and ∂D−
respectively.
In [4,5] it is shown that the contours ∂D+ and ∂D− can be deformed to hyperbolas, as shown in Fig. 2. Wemap the points
k of the hyperbolas in the complex plane to the points θ on the real line, as shown in Fig. 3, in terms of the analytic function
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Fig. 3. Mapping k on the real line.
k(θ) = i sin(α − iθ). Now, an integral on the contour ∂D+ is mapped to a straight line:
I =
∫
∂D+
eikx−k
2tg(k, x, t)dk =
∫ Θ
−Θ
e− sin(α−iθ)x+sin(α−iθ)
2tg(k(θ), x, t) cos(α − iθ)dθ, Θ ∈ R. (12)
A small value ofΘ is required, since the integrand decays exponentially fast. Then, a simple integration rule can be applied
in (12) for the numerical evaluation of the integral. In this work, we use Simpson’s integration rule over a small spacing of
θ . Also, taking advantage of the fact that the integrand is even, integral I becomes:
I = ∆θ
3
N∑
j=1
[
G((j− 1)∆θ)+ 4G
(
j∆θ − ∆θ
2
)
+ G(j∆θ)
]
, ∆θ = Θ
N
where,
G(θ) = e− sin(α−iθ)x+sin(α−iθ)2tg(k(θ), x, t) cos(α − iθ).
It remains to select the contours of integration for each integral in (11).
3.1. Example
Let the domain D be= (0, 1)× (0,+∞) and the exact solution be:
q(x, t) = e−2x+t . (13)
The heat equation is:
qt − qxx = −3e−2x+t := f (x, t), (x, t) ∈ D. (14)
The initial condition q0(x) = e−2x and the boundary conditions L(t) = et and R(t) = e−2+t are given. Thus,
q0(x) = e−2x ⇒ q̂0(k) = 1− e
−(ik+2)
ik+ 2
L0(t) = et ⇒ L˜0(k, t) = e
(k2+1)t − 1
k2 + 1
R0(t) = e−2et ⇒ R˜0(k, t) = e−2L˜0(k, t)
f (x, y) = −3e−2x+t ⇒ F(k, t) = −3̂q0(k)L˜0(k, t).
80 T.S. Papatheodorou, A.N. Kandili / Journal of Computational and Applied Mathematics 227 (2009) 75–82
Fig. 4. The relative error on all grid points. Time required for a 128× 128 grid: 15.8 s. Maximum relative error: 2.32e–015.
From (11) we obtain the following integral representation of the solution:
q(x, t) = 1
2pi
∫ ∞
−∞
eikx−k
2 t̂q0(k)dk+ 12pi
∫ ∞
−∞
eikx−k
2tF(k)dk
− 1
2pi
∫
∂D+
eikx−k
2t
(
ik̂L0 + e
−ikN(−k)− eikN(k)
∆(k)
)
dk
− 1
2pi
∫
∂D−
eik(x−1)−k
2t
(
ik̂R0 + N(−k)− N(k)
∆(k)
)
dk (15)
where, after straightforward calculations,∫ ∞
−∞
eikx−k
2 t̂q0(k)dk =
∫ ∞
−∞
[
eikx−k
2t 1
ik+ 2 + e
ik(x−1)−k2t 1
e2(ik+ 2)
]
dk
=
∫
∂D+
[
eikx−k
2t 1
ik+ 2
]
dk+
∫
∂D−
[
eik(x−1)−k
2t 1
e2(ik+ 2)
]
dk∫ ∞
−∞
eikx−k
2tF(k)dk =
∫ ∞
−∞
[
eik(x−1)
3(e−k2t + et)
e2(k2 + 1)(ik+ 2) + e
ikx 3(e
−k2t + et)
(k2 + 1)(ik+ 2)
]
dk
=
∫
∂D−
[
eik(x−1)
3(e−k2t + et)
e2(k2 + 1)(ik+ 2)
]
dk+
∫
∂D+
[
eikx
3(e−k2t + et)
(k2 + 1)(ik+ 2)
]
dk.
The remaining integrals are calculated in a similar way.
The relative error in D is illustrated in Fig. 4. The maximum error is 2.32e–015, while the time required to evaluate the
solution for all grid points (128× 128 grid) is 15.8 s.
4. Comparative evaluation with Crank–Nicholson
For comparison we use the well-established Crank–Nicholson scheme. Figs. 5 and 6 illustrate the relative error for
N = 2048 grid points for t = 1, for the Crank–Nicholson method and the new method respectively.
The new method is about 50 times faster than Crank–Nicholson, since it does not require the solution on N − 1
intermediate time levels. The time required for the solution on a given point (x, t) is 0.014 s for the new method!
A relative error of order of 10−15 is achieved with the new method on all grid points, whilst for the Crank–Nicholson
scheme we have achieved an order of 10−8 using 2048 time levels. A bigger order of convergence for the Crank–Nicholson
scheme cannot be achieved on a personal computer, due to memory problems and processing performance.
All calculations have been performed by use of a single personal computer and Matlab.
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Fig. 5. Crank–Nicholson scheme. The relative error for t = 1. Time required for 2048 grid points: 301 s. Maximum relative error: 4.4234e–08.
Fig. 6. Newmethod. The relative error for t = 1. Time required for a 2048 grid points: 6 s. Maximum relative error: 7.3274e−015.
5. Conclusions
The approach presented here, for the numerical solution of time-dependent problems, is dramatically faster and more
accurate in comparison with existing well-known methods.
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