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Kapitel 1
Einleitung
Eine bewa¨hrte Methode, um topologische Informationen u¨ber algebraische
Varieta¨ten zu erhalten, ist die Betrachtung von Fixpunkten unter einer To-
rusaktion. So ist zum Beispiel die Eulercharakteristik schon durch die Eu-
lercharakteristik der Fixpunktkomponenten gegeben, siehe [CG] oder [EM].
Werden als Varieta¨ten Modulra¨ume gewisser Objekte betrachtet, so gehen
deren Torusfixpunkte ha¨ufig einher mit einer gewissen Graduierung. Im Fall
der Modulra¨ume stabiler Ko¨cherdarstellungen fu¨hrt das dazu, dass Torusfix-
punkte als Darstellungen des universellen abelschen U¨berlagerungsko¨chers
verstanden werden ko¨nnen, die unter gewissen Bedingungen unzerlegba-
re Baumdarstellungen sind. Betrachtet man Modulra¨ume stabiler Vektor-
bu¨ndel auf der projektiven Ebene, erha¨lt man als Fixpunkte bzw. Fixpunkt-
komponenten Darstellungen des Unterraumko¨chers, dessen Modulra¨ume zu-
mindest fu¨r kleine Dimensionsvektoren bekannt sind.
Diese beiden Fa¨lle sind Hauptgegenstand dieser Arbeit. Der Fall des Kro-
neckerko¨chers ist in sofern besonders interessant, als sich mit Hilfe der Lo-
kalisierung Teile einer Vermutung von Michael Douglas [Dou] u¨ber die Eu-
lercharakteristik der Modulra¨ume beweisen lassen. Diese besagt, dass fu¨r
teilerfremde Dimensionsvektoren (d, e) der Logarithmus der Eulercharakte-
ristik geteilt durch d asymptotisch stetig von dem Bruch ed abha¨ngig sei.
Pra¨zisiert ergibt sich folgende Formulierung: es existiert eine stetige Funk-
tion f , so dass fu¨r jeden teilerfremden Dimensionsvektor (d, e) ein Dimensi-
onsvektor (ds, es) existiert, so dass
f(
e
d
) = lim
n→∞
lnχ(M sds+nd,es+ne)
ds + nd
.
Insbesondere konvergiert die rechte Seite. In [Wei] konnte ein Kandidat fu¨r
die Funktion f bestimmt und gezeigt werden, dass dieser unter der Voraus-
setzung der Stetigkeit und des Wertes an der Stelle 1 eindeutig bestimmt
ist.
Auch wenn die Stetigkeit weiter ein offenes Problem darstellt, so kann mit
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Hilfe der Lokalisierungsmethode der Wert an der Stelle 1 bestimmt wer-
den, was insbesondere die Konvergenz an dieser Stelle zeigt. Des Weiteren
kann das durch die Vermutung implizierte exponentielle Wachstum der Eu-
lercharakteristik gezeigt werden, also erha¨lt man insbesondere eine untere
Schranke fu¨r die Funktion f .
Im Zuge der Betrachtung der Lokalisierung in Kroneckermodulra¨umen ko¨n-
nen weitere zuvor ungekla¨rte Eigenschaften des Kroneckerko¨chers bewiesen
werden. So kann fu¨r einen gegebenen Dimensionsvektor die Frage nach der
Existenz von Fixpunktkomponenten, die unendlich viele Fixpunkte enthal-
ten, beantwortet werden: nimmt man an, dass d ≤ e fu¨r einen festen Di-
mensionsvektor (d, e), so gibt es genau dann endlich viele Fixpunkte, wenn
d = 1, 2 bzw. fu¨r die entsprechenden gespiegelten Fa¨lle.
Des Weiteren kann, beruhend auf einer Frage von Ringel [Rin2], die Exi-
stenz unzerlegbarer Baumdarstellungen fu¨r beliebige Wurzeln nachgewiesen
werden, was eine Erweiterung eines Resultats aus [Fahr] ist. Es gibt also fu¨r
alle Wurzeln eine unzerlegbare Darstellung, so dass zu dieser ein Koeffizien-
tenko¨cher existiert, der ein Baum ist. Zudem wird explizit beschrieben, wie
ein solcher Koeffizientenko¨cher konstruiert werden kann.
Der Beweis der unteren Schranke der Eulercharakteristik beinhaltet auch
eine Untersuchung einer großen Klasse bipartiter Ko¨cher auf Stabilita¨t. So
wird eine explizite Konstruktion einer Klasse bipartiter Ko¨cher angegeben,
die stabile Darstellungen zulassen, welche durch eine Bedingung an so ge-
nannte einfache bipartite Ko¨cher impliziert wird, also bipartite Ko¨cher mit
nur zwei echten Randko¨chern.
Der zweite Teil der Arbeit befasst sich mit der Untersuchung von Torusfix-
punkten in Modulra¨umen stabiler Vektorbu¨ndel auf der projektiven Ebene.
Das Hauptaugenmerk liegt dabei auf der Erweiterung eines Resultats von
Klyachko [Kly1], welches die Eulercharakteristik von Modulra¨umen stabi-
ler Bu¨ndel vom Rang zwei liefert, auf den Fall der Bu¨ndel vom Rang drei.
Die Torusfixpunkte entsprechen Tripeln von Filtrierungen von Vektorra¨um-
en, deren A¨quivalenz zu Darstellungen eines Unterraumko¨chers ausgenutzt
wird, um die Fixpunktkomponenten bzw. deren Eulercharakteristik zu be-
stimmen. Die Stabilita¨tsbedingung ist dabei explizit durch Lineare Unglei-
chungssysteme gegeben, die als Unbekannte die La¨nge der Arme haben. Die
Lo¨sungen stehen in Bijektion mit Lo¨sungen quadratischer Gleichungen, so
dass die Erzeugendenfunktionen explizit angegeben werden ko¨nnen.
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Kapitel 2
Ko¨cher und
Ko¨cherdarstellungen
Dieses Kapitel dient dazu, die Grundlagen und Notationen einzufu¨hren, die
in den anschließenden Kapiteln beno¨tigt werden. Dazu werden in den ersten
beiden Abschnitten basierend auf [ASS], [Muk] und [King] die beno¨tigten
Grundlagen u¨ber Ko¨cher, deren Darstellungen und deren Modulra¨ume von
(semi-)stabilen Darstellungen behandelt.
Abschließend wird eine Vermutung u¨ber die Eulercharakteristik von Kro-
neckermodulra¨umen aufgezeigt, die einen der Ausgangspunkte fu¨r die Un-
tersuchungen in dieser Arbeit liefert.
2.1 Allgemeines
Sei k ein algebraisch abgeschlossener Ko¨rper.
Definition 2.1.1 Ein Ko¨cher Q besteht aus einer Menge Q0 von Punkten
und einer Menge Q1 von Pfeilen α : i→ j fu¨r i, j ∈ Q0.
Ein Punkt q ∈ Q0 heißt Senke, falls kein α : q → q′ ∈ Q1 existiert.
Ein Punkt q ∈ Q0 heißt Quelle, falls kein α : q′ → q ∈ Q1 existiert.
Ein Ko¨cher heißt endlich, falls die Mengen Q0 und Q1 endlich sind.
Ein Ko¨cher heißt bipartit, falls eine Zerlegung Q0 = I ∪˙ J existiert, so dass
fu¨r alle Pfeile α : i→ j gilt: i ∈ I und j ∈ J .
Ein orientierter Zykel in einem Ko¨cher Q ist eine Folge von Pfeilen α1 :
i1 → i2, α2 : i2 → i3 . . . , αn : in → in+1, so dass i1 = in+1.
Im Folgenden soll angenommen werden, dass ein Ko¨cher Q keine orientierten
Zykel hat.
Definiere die abelsche Gruppe
ZQ0 =
⊕
i∈Q0
Zi
7
und deren Monoid von Dimensionsvektoren NQ0.
Weiter soll eine nicht-symmetrische Bilinearform auf ZQ0, die Eulerform,
eingefu¨hrt werden. Definiere dazu
〈d, e〉 :=
∑
i∈Q0
diei −
∑
α:i→j
diej .
Eine endlich-dimensionale k-Darstellung von Q ist gegeben durch ein Tupel
X = ((Xi)i∈Q0 , (Xα)α∈Q1 : Xi → Xj)
von endlich-dimensionalen k-Vektorra¨umen und k-linearen Abbildungen zwi-
schen diesen. Der Dimensionsvektor dimX ∈ NQ0 von X ist definiert durch
dimX =
∑
i∈Q0
dimkXii.
Ist ein Dimensionsvektor d ∈ NQ0 gegeben, so ist die Varieta¨t Rd(Q) der
k-Darstellungen von Q zum Dimensionsvektor d definiert als der affine k-
Raum
Rd(Q) =
⊕
α:i→j
Homk(kdi , kdj ).
Auf diesem operiert die algebraische Gruppe
Gd =
∏
i∈I
Gldi(k)
via simultanem Basiswechsel, also durch
(gi)i∈Q0 ∗ (Xα)α∈Q1 = (gjXαg−1i )α:i→j .
Die Bahnen stehen in Bijektion zu den Isomorphieklassen von k-Darstell-
ungen von Q zum Dimensionsvektor d.
Bemerkung 2.1.2
• Nur {0} ist eine abgeschlossene Bahn. Um das einzusehen, betrachte
fu¨r X = (Xα)α∈Q1 6= 0 die Einparameter-Untergruppe
ϕ : t 7→ (tXα)α∈Q1 .
Da ϕ(t) fu¨r alle t 6= 0 in der Bahn von X liegt, ist die Nullbahn in
deren Abschluss enthalten. Somit ist die Bahn G ∗ X offen, da jeder
Bahnenabschluss genau eine abgeschlossene Bahn entha¨lt.
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Wa¨hlt man im Raum der Z-Linearformen HomZ(ZQ0,Z) die Basis i∗ fu¨r
i ∈ Q0, also i∗(j) = δi,j fu¨r j ∈ Q0, so sei
dim :=
∑
i∈Q0
i∗.
Sei außerdem Θ ∈ HomZ(ZQ0,Z) fest gewa¨hlt. Dann la¨sst sich folgender-
maßen eine Funktion µ : NQ0\{0} → Q definieren:
µ(d) =
Θ(d)
dim(d)
.
Diese wird im Folgenden Steigung oder Steigungsfunktion genannt wird. Ist
dimX der Dimensionsvektor zu einer Ko¨cherdarstellung X, so schreibt man
kurz µ(X) anstelle von µ(dimX).
Definition 2.1.3 Eine Ko¨cherdarstellung heißt semistabil bzw. stabil, falls
fu¨r alle echten Unterdarstellungen 0 6= U ( X gilt:
µ(U) ≤ µ(X) bzw. µ(U) < µ(X).
Diese Definition ist a¨quivalent zu der von A.King [King]: sei wiederum ei-
ne Linearform Θ˜ gegeben. Dann heißt dort eine Darstellung X, so dass
Θ(dimX) = 0, genau dann semistabil bzw. stabil, wenn
Θ˜(dimU) ≥ 0 bzw. Θ˜(dimU) > 0
fu¨r alle Unterdarstellungen U ⊂ X bzw. alle echten Unterdarstellungen 0 6=
U ( X.
Um die A¨quivalenz zu erkennen, definiert man
Θ := µ · dim−Θ˜
und u¨berpru¨ft, dass eine Darstellung X genau dann semistabil im obigen
Sinne ist, wenn sie Θ˜-semistabil im Sinne von King ist.
Seien im Folgenden die Mengen der semistabilen bzw. stabilen Punkte mit
Rssd (Q) bzw. R
s
d(Q) bezeichnet. In dieser Situation gilt fu¨r die Isomorphie-
klassen der (semi-)stabilen Darstellungen der folgende Satz, der auf die
Mumfordsche GIT zuru¨ckgeht und von King bewiesen wurde, siehe hier-
zu [Mum], [King]:
Satz 2.1.4 Es gilt:
1. Die Menge Rsd(Q) der stabilen Punkte ist eine offene Teilmenge der
Menge der semistabilen Punkte Rssd (Q), die wiederum eine offene Teil-
menge von Rd(Q) bilden.
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2. Es existiert ein kategorieller QuotientM ssd (Q) := R
ss
d (Q)//Gd. Zudem
ist M ssd (Q) eine projektive Varieta¨t.
3. Es existiert ein geometrischer Quotient M sd(Q) := R
s
d(Q)/Gd, der zu-
dem eine glatte Untervarieta¨t von M ssd (Q) bildet.
Zur ausfu¨hrlicheren Beschreibung von Quotienten sei auf [Muk] verwiesen.
Hier soll kurz auf die Konstruktion eingegangen werden.
Den im Weiteren Modulraum genannten Quotienten M ssd (Q) erha¨lt man,
indem man wie folgt einen Charakter χ auf Gd definiert. Sei
χ((gi)i∈I) :=
∏
i∈I
det(gi)Θ(d)−dim d·Θi ,
wobei Θ die aus den obigen U¨berlegungen resultierende Linearform sei.
Zu einer affinen Varieta¨t X ist die Menge der χn-Semiinvarianten vom Ge-
wicht χn definiert als
k[X]G,χ
n
:= {f ∈ k[X] | f(g ∗ x) = χ(g)n · f(x) ∀ g ∈ G, ∀x ∈ X}
und der χ-Semiinvariantenring als
k[X]Gχ :=
∞⊕
n=0
k[X]G,χ
n
.
Dann gilt
M ssd (Q) = Proj(k[Rd(Q)]
G
χ ),
also das projektive Spektrum des Semiinvariantenrings.
Bemerkung 2.1.5
• Da es nach Bemerkung 2.1.2 nur eine abgeschlossene Bahn gibt und
somit der affine Quotient nur aus einem Punkt besteht, gilt in der
betrachteten Situation k[Rd(Q)]G = k. Also hat der Proj-Quotient
keinen affinen Anteil und ist demnach eine projektive Varieta¨t.
• Die Glattheit aller Punkte ergibt sich dadurch, dass zuna¨chst Rd(Q)
als affiner Raum glatt ist. Die Menge der stabilen Punkte Rsd(Q) ist
also als offene Teilmenge ebenso glatt. Da der Modulraum M sd(Q) ein
algebraischer Bahnenraum zu der betrachteten Gruppenaktion einge-
schra¨nkt auf eben die stabilen Punkte ist, entha¨lt dieser auch nur glatte
Punkte.
• Der Modulraum M ssd (Q) parametrisiert nicht die semistabilen Dar-
stellungen, sondern die polystabilen. Das sind Darstellungen, die in
direkte Summen stabiler Darstellungen gleicher Steigung zerlegt wer-
den ko¨nnen.
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• Wenn Stabilita¨t und Semistabilita¨t u¨bereinstimmen, so erha¨lt man
sogar eine glatte projektive Varieta¨t. Das ist offenbar dann der Fall,
wenn µ(d) 6= µ(e) fu¨r alle 0 6= e < d. In diesem Fall heißt d dann
Θ-teilerfremd.
• Sei M ssd (Q) = M sd(Q). Fu¨r eine stabile Darstellung X gilt, dass ihre
Bahn in Rsd(Q) maximal mo¨gliche Dimension hat. Da die Skalarma-
trizen trivial auf Rd(Q) operieren, ist die Isotropiegruppe einer Dar-
stellung mindestens eindimensional. Dann folgt also fu¨r die Dimension
des Modulraums
dimM ssd (Q) = 1− 〈d, d〉.
Zum Abschluss dieses Abschnitts sei auf einige Eigenschaften von semista-
bilen bzw. stabilen Darstellungen hingewiesen, die an mehreren Stellen sehr
hilfreich sein werden. Zum Beweis des folgenden Lemmas siehe zum Beispiel
[HN].
Lemma 2.1.6 Sei zu einem Ko¨cher Q eine kurze exakte Sequenz von Dar-
stellungen 0→M → X → N → 0 gegeben.
1. Folgende Aussagen sind a¨quivalent:
• µ(M) ≤ µ(X)
• µ(X) ≤ µ(N)
• µ(M) ≤ µ(N)
2. Es gilt
min(µ(M), µ(N)) ≤ µ(X) ≤ max(µ(M), µ(N)).
3. Falls µ(M) = µ(X) = µ(N), dann ist X genau dann semistabil, wenn
M und N semistabil sind.
Korollar 2.1.7 Sei X eine stabile Darstellung eines Ko¨chers Q. Dann gilt
End(X) = k. Insbesondere sind stabile Darstellungen also unzerlegbar.
Beweis. Sei ϕ ∈ End(X). Dann existiert eine exakte Sequenz
0→ ker(ϕ)→ X → im(ϕ)→ 0.
In dieser Situation folgt aus dem ersten Teil von Lemma 2.1.6 schon, dass
entweder ker(ϕ) = X oder im(ϕ) = X. Ist ϕ 6= 0, so hat ϕ einen Eigenwert
λ 6= 0, da k algebraisch abgeschlossen ist. Dann folgt fu¨r (ϕ− λ) ∈ End(X)
mit demselben Argument, dass ker(ϕ− λ) = X, also ϕ = λ.
¤
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Sei X eine Ko¨cherdarstellung. Eine Unterdarstellung Y ( X heißt scss(X)
(strongly contradicting semistability), wenn sie die beiden folgenden Eigen-
schaften erfu¨llt:
• µ(Y ) = max{µ(U) | U ( X} =: µmax
• dim(Y ) = max{dim(U) | U ( X,µ(U) = µmax}.
Das heißt also, dass Y = scss(X) unter den Unterdarstellungen mit maxi-
maler Steigung von maximaler Dimension ist. Mo¨chte man also eine Darstel-
lung X auf Stabilita¨t u¨berpru¨fen, genu¨gt es, die Unterdarstellung scss(X)
zu kennen und an Hand dieser die Stabilita¨tsbedingung zu testen.
Lemma 2.1.8 Sei X eine Ko¨cherdarstellung. Dann ist die Unterdarstellung
scss(X) eindeutig bestimmt.
Beweis. Angenommen U und U ′ erfu¨llen die Bedingungen. Es gilt U +U ′ ⊆
X. Betrachte die kurzen exakten Sequenzen
0 // U ∩ U ′ // U ⊕ U ′ // U + U ′ // 0
und
0 // U // U ⊕ U ′ // U ′ // 0.
Es gilt zuna¨chst µ(U ∩ U ′) ≤ µ(U) = µ(U ′) nach Voraussetzung. Aus der
zweiten Sequenz erha¨lt man mit Lemma 2.1.6, dass µ(U) = µ(U ′) = µ(U ⊕
U ′).
Dann folgt wieder mit Lemma 2.1.6 aus µ(U ∩ U ′) ≤ µ(U) = µ(U ⊕ U ′),
dass µ(U ⊕ U ′) ≤ µ(U + U ′), also µ(U) = µ(U + U ′). Also muss wegen
der Maximalita¨t der Dimension von U gelten, dass auch dim(U + U ′) =
dim(U) = dim(U ′). Daraus folgt aber schon U = U ′.
¤
Seien M,N zwei Darstellungen von Q und betrachte die Abbildung
dM,N :
⊕
i∈I
Homk(Mi, Ni)→
⊕
α:i→j
Homk(Mi, Nj)
mit
dM,N ((fi)i∈I) = (Nαfi − fjMα)α:i→j .
Wenn 〈dimM,dimN〉 = 0, so haben beide Vektorra¨ume die gleiche Dimen-
sion und wir definieren
c(M,N) = det(dM,N ).
Fu¨r festes M erhalten wir eine semiinvariante Funktion cM : Re(Q) → k,
wobei e der Dimensionsvektor von M ist. Es gilt das Folgende, siehe [SB]:
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Satz 2.1.9 Die Funktionen cM , so dass 〈dimM,d〉 = 0, erzeugen den Se-
miinvariantenring von Rd(Q).
Aus [Sch] folgt sogar, dass die Funktionen cM zu einfachen Darstellungen
aus der Kategorie der Darstellungen, die 〈dimM,d〉 = 0 erfu¨llen, den Semi-
invariantenring erzeugen.
2.2 Kroneckerko¨cher bzw. -modulra¨ume
Da das Hauptaugenmerk der Arbeit auf dem m-Kroneckerko¨cher mit m ≥ 3
liegt, sollen die im ersten Abschnitt eingefu¨hrten Begriffe auf diesen ange-
wendet werden. Dazu sei k = C.
Wir betrachten also den folgenden Ko¨cher K(m) mit zwei Punkten und m
Pfeilen:
1•
αm
==
α1
!!α2 &&... •2
Eine Darstellung zu einem Dimensionsvektor (d, e) ist dann gegeben durch
zwei C-Vektorra¨ume V undW der Dimensionen d bzw. e und einemm-Tupel
linearer Abbildungen
(X1, . . . , Xm) ∈
m⊕
i=1
Hom(V,W ) = Rd,e(K(m)).
Wie schon im vorherigen Abschnitt erla¨utert, operiert die Gruppe (Gl(V )×
Gl(W )) auf Rd,e(K(m)) via simultanem Basiswechsel. Da die Skalarmatri-
zen trivial operieren, faktorisiert die Gruppenaktion durch P := (Gl(V ) ×
Gl(W ))/C∗. Fu¨r die Linearform Θ := (1, 0) ergibt sich die Steigungsfunktion
µ : N2 → Q, die durch
µ(d, e) =
d
d+ e
gegeben ist. Mit dieser Steigungsfunktion erha¨lt man das folgende Kriterium
fu¨r die (Semi-)Stabilita¨t von Darstellungen des Kroneckerko¨chers:
Lemma 2.2.1 Ein Punkt (X1, . . . , Xm) ∈ Rd,e(K(m)) ist genau dann se-
mistabil, wenn fu¨r alle Unterra¨ume U ⊂ V gilt, dass
dim
m∑
k=1
Xk(U) ≥ dimU · e
d
und genau dann stabil, wenn fu¨r alle echten Unterra¨ume 0 6= U ( V gilt,
dass
dim
m∑
k=1
Xk(U) > dimU · e
d
.
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Sind also in dieser Situation d und e teilerfremd, so sind alle semistabilen
Darstellungen zugleich stabil.
Definition 2.2.2 Es gelte ggT(d, e) = 1. Dann heißt der kategorielle Quo-
tient
Mmd,e = Proj(C[
m⊕
i=1
Hom(V,W )]Gl(V )×Gl(W )χ )
Kroneckermodulraum.
Bemerkung 2.2.3
• Wir ko¨nnen natu¨rlich ohne Einschra¨nkung annehmen, dass die Dar-
stellungen des Kroneckerko¨chers zum Dimensionsvektor (d, e) durch
m-Tupel von (e× d)-Matrizen mit Koeffizienten in C gegeben sind.
Ein Kroneckermodulraum kann als eine kompakte komplexe Mannigfaltig-
keit verstanden werden. Allgemein betrachtet man dazu zu einer projekti-
ven Varieta¨t X, gegeben als Nullstellenmenge homogener Polynome Pi ∈
k[X0, . . . , Xn], die folgende Menge mit der Standardtopologie:
X ′ := {(x0 : x1 : . . . : xn) ∈ Pn(C) | Pi(x0, . . . , xn) = 0 fu¨r alle i = 1, .., N}.
Ist wie in der vorliegenden Situation k = C, stimmen X und X ′ als Mengen
offenbar u¨berein. Der folgende Satz beschreibt, wie sich die Begriffe aus der
Geometrischen Invariantentheorie auf diese Menge u¨bertragen. Fu¨r Einzel-
heiten hierzu sei auf [Sha1,Kapitel 2] und [Sha2,Kapitel 7] verwiesen.
Satz 2.2.4 Ist X eine projektive Varieta¨t, die nur aus glatten Punkten be-
steht, so ist X ′ eine kompakte komplexe Mannigfaltigkeit bezu¨glich der Stan-
dardtopologie.
Dazu sei bemerkt, dass die Projektivita¨t die Kompaktheit liefert, da Pn(C)
kompakt und X ′ eine abgeschlossene Teilmenge von Pn(C) ist. Aus der
Glattheit aller Punkte ergibt sich, dass X ′ eine Mannigfaltigkeit ist.
Ein Kroneckermodulraum ist nach den ersten beiden Teilen von Bemerkung
2.1.5 bzw. Satz 2.1.4 eine glatte projektive Varieta¨t.
Das Ergebnis, das man also zusammenfassend fu¨r die vorliegende Grup-
penaktion erha¨lt, ist der folgende Satz:
Satz 2.2.5 Seien d, e,m ∈ N mit m ≥ 3 und ggT(d, e) = 1 gegeben. Dann
ist der Kroneckermodulraum Mmd,e eine kompakte komplexe Mannigfaltigkeit
und es existiert eine stetige Abbildung
Π : Rsd,e(K(m))→Mmd,e ,
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so dass die Π-Fasern genau die Bahnen unter der betrachteten Aktion sind.
Abschließend sollen einige Eigenschaften der Mannigfaltigkeit Mmd,e aufge-
zeigt werden, die spa¨ter sehr hilfreich sein werden.
Satz 2.2.6 1. Es gibt Isomorphien Mmd,e ∼=Mme,d und Mmd,e ∼=Mmme−d,e.
2. Fu¨r die Dimension eines Kroneckermodulraums gilt
dim Mmd,e = 1− d2 − e2 + dem,
falls Mmd,e 6= ∅.
3. Es gilt Mmd,e 6= {pt} genau dann, wenn
m−√m2 − 4
2
≤ e
d
≤ m+
√
m2 − 4
2
gilt.
Beweis. Um die erste Isomorphie zu erhalten, betrachtet man die Abbildung
(A1, ..., Am)→ (AT1 , ..., ATm).
Die zweite Isomorphie erha¨lt man mit Hilfe des Spiegelungsfunktors, siehe
Abschnitt 4.2.
Der zweite Teil des Satzes ist ein Spezialfall des fu¨nften Teils der Bemerkung
2.1.5.
Wenn Mmd,e 6= {pt} gilt, so folgt
m−√m2 − 4
2
≤ e
d
≤ m+
√
m2 − 4
2
aus dem zweiten Teil des Satzes.
Die andere Richtung erha¨lt man aus [Rei2, Satz 3.5].
¤
Bemerkt sei, dass die Dimensionsvektoren, die die Ungleichung des dritten
Teils des Satzes erfu¨llen, genau den imagina¨ren Wurzeln entsprechen. Ist der
Modulraum ein Punkt, so ist der Dimensionsvektor eine reelle Wurzel, also
Spiegelungen der zu den einfachen Darstellungen geho¨renden Dimensions-
vektoren (0, 1) bzw. (1, 0).
2.3 Vermutung u¨ber die Asymptotik der Euler-
charakteristik
Es soll nun na¨her auf die bereits erwa¨hnte Vermutung von Michael Douglas
eingegangen werden. Dazu sei im Folgenden mit χ(Mmd,e) die Eulercharakte-
ristik des Kroneckermodulraums bezeichnet. Fu¨r eine ausfu¨hrlichere Defini-
tion siehe Abschnitt 3.2. Urspru¨nglich formulierte Douglas die Vermutung
in [Dou] folgendermaßen:
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Vermutung 2.3.1 (Douglas) Fixiere ein r ∈ R+ und betrachte (d, e) ∈
N2+ mit ggT (d, e) = 1 und ed ≈ r.
1. Dann gibt es ein Cr ∈ R, so dass fu¨r e, dÀ 0
ln(χ(Mmd,e))
d
≈ Cr.
2. Die Funktion r 7→ Cr ist stetig.
Das heißt also, dass Douglas vermutet, dass
ln(χ(Mmd,e))
d und somit auch die
Eulercharakteristik asymptotisch schon durch den Bruch ed gegeben ist und
des Weiteren stetig von diesem abha¨ngig ist. Sei
m1 :=
m−√m2 − 4
2
und m2 :=
m+
√
m2 − 4
2
.
Basierend darauf ergibt sich aus [Wei] die folgende pra¨zisierte Vermutung:
Vermutung 2.3.2 Sei m ∈ N, so dass m ≥ 3, fest gewa¨hlt. Dann existiert
eine stetige Funktion f : [m1,m2] ⊂ R→ R, so dass folgendes gilt:
Fu¨r alle r ∈ [m1,m2] und alle ε > 0 existiert ein δ > 0 und ein n ∈ N, so
dass fu¨r alle (d, e) ∈ N2 mit ggT(d, e) = 1, |r− e/d| < δ und |d+ e| > n gilt:
|f(r)− ln(χ(M
m
d,e))
d
| < ε.
Bemerkung 2.3.3
• Die Vermutung la¨sst sich auch folgendermaßen umformulieren: es exi-
stiert eine stetige Funktion f , so dass fu¨r jeden teilerfremden Dimen-
sionsvektor (d, e) ein Dimensionsvektor (ds, es) existiert, so dass
f(
e
d
) = lim
n→∞
lnχ(Mmds+nd,es+ne)
ds + nd
.
Insbesondere konvergiert die rechte Seite.
Es soll auf einige Konsequenzen dieser Vermutung eingegangen werden, die
in [Wei] bewiesen werden. Wir nehmen also fu¨r den Rest dieses Abschnitts
an, dass die Vermutung stimmt. Sei
K := (m− 1)2 ln((m− 1)2)− (m2 − 2m) ln(m2 − 2m).
Satz 2.3.4 Die Funktion f ist gegeben durch
f(r) =
K√
m− 2 ·
√
r(m− r)− 1.
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Die Konstante K ist also insbesondere der Wert an der Stelle r = 1. Wei-
ter folgt, dass die Eulercharakteristik asymptotisch ausschließlich von der
Dimension des Modulraums abha¨ngt:
Korollar 2.3.5 Der Logarithmus der Eulercharakteristik ln(χ(Mmd,e)) ist a-
symptotisch proportional zu
√
dem− d2 − e2 =
√
dimMmd,e − 1.
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Kapitel 3
Lokalisierung in
Kroneckermodulra¨umen
3.1 Lokalisierung in Modulra¨umen
In diesem Abschnitt soll die in [Rei1] konstruierte Lokalisierung in Ko¨cher-
modulra¨umen fu¨r einfache Darstellungen analog zu [Rei4] auf Modulra¨ume
stabiler Darstellungen u¨bertragen werden. Es wird ein explizites Verfahren
zur Bestimmung von Fixpunkten unter der Torusaktion auf solchen Mo-
dulra¨umen gegeben. Diese entsprechen stabilen Darstellungen des so genann-
ten universellen abelschen U¨berlagerungsko¨chers.
3.1.1 Torusfixpunkte
Sei G eine algebraische Gruppe und sei χ : G → C∗ ein Charakter in G,
das heißt ein Morphismus algebraischer Gruppen. Dann bezeichne X(G) die
Menge aller Charaktere in G mit der offensichtlichen Gruppenstruktur, die
im Folgenden additiv geschrieben wird.
Seien V ein C-Vektorraum und G eine abgeschlossene Untergruppe von
Gl(V ), die auf dem Vektorraum V operiert. Fu¨r jeden Charakter χ ∈ X(G)
definiere die χ-(isotypische) Komponente vom Gewicht χ in G als
Vχ = {v ∈ V | g · v = χ(g)v ∀g ∈ G}.
Ist ϕ : G→ Gl(V ) eine rationale Darstellung, so la¨sst sich die Definition der
χ-Komponenten u¨bertragen, also
Vχ = {v ∈ V | ϕ(g)v = χ(g)v ∀g ∈ G}.
Zum Beispiel aus [Spr] erha¨lt man folgendes Lemma:
Lemma 3.1.1 Sei G eine diagonalisierbare Untergruppe von Gl(V ) und ϕ :
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G→ Gl(V ) eine rationale Darstellung. Dann gilt
V =
⊕
χ∈X(G)
Vχ.
Sei im Folgenden vorausgesetzt, dass der zu einem Ko¨cher Q gewa¨hlte Di-
mensionsvektor d ∈ NQ0 fu¨r die gewa¨hlte Linearform Θ teilerfremd ist. Es
gilt also M sd(Q) =M
ss
d (Q) fu¨r den via Θ gewa¨hlten Stabilita¨tsbegriff.
Sei weiter mit T := (C∗)|Q1| der |Q1|-dimensionale Torus bezeichnet.
Auf Rd(Q) operiert T durch
((tα)α∈Q1) · ((Xα)α∈Q1) = (tα ·Xα)α∈Q1 .
Da sich durch die Torusaktion die Dimensionsvektoren der Unterdarstellun-
gen eines stabilen Punktes nicht a¨ndern, la¨sst diese stabile Punkte stabil.
Zudem kommutiert sie offenbar mit der Gd-Aktion. Deswegen induziert sie
also eine T -Aktion auf M sd(Q). Sei die Fixpunktmenge im Folgenden mit
M sd(Q)
T bezeichnet.
Da die Skalarmatrizen trivial aufRd(Q) operieren, faktorisiert dieGd-Aktion
durch den Quotienten
PGd := Gd/C∗.
Sei X ∈ M sd(Q) ein Fixpunkt unter der Torusaktion. Betrachte nun die
algebraische Gruppe
G := {((gi)i∈Q0 , t) ∈ PGd × T | t ·X = (gi)i∈Q0 ∗X}.
Man erha¨lt die folgenden Projektionen
G
p1
}}zz
zz
zz
zz p2
ÂÂ?
??
??
??
?
PGd T
mit der folgenden Eigenschaft:
Lemma 3.1.2 Sei X ein Fixpunkt unter der Torusaktion. Dann gilt:
1. Die Projektion p2 : G→ T ist ein Isomorphismus.
2. Insbesondere induziert die Projektion p1 : G→ PGd einen Homomor-
phismus algebraischer Gruppen ϕ := p1 ◦ p−12 : T → PGd mit der
Eigenschaft:
ϕ(t) ∗X = t ·X.
Beweis. DaX ∈M sd ein Fixpunkt ist, ist p2 surjektiv. Da zudemX stabil ist,
also die Bahn von maximal mo¨glicher Dimension ist, ist die Isotropiegruppe
von X unter der PGd trivial. Also folgt die Injektivita¨t.
Der zweite Teil folgt dann sofort.
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¤Zu ϕ kann ein Lift ψ : T → Gd gewa¨hlt werden, der wiederum in |Q0|
Morphismen algebraischer Gruppen ψi : T → Gldi zerlegt werden kann.
Zusammen mit der Projektion pi : Gd → PGd erha¨lt man also das folgende
kommutative Diagramm:
©©
©©
©©
©©
©*
ψ
T HHHHHHHHHj
ϕ
Gd
?
pi
PGd
Der Lift kann zum Beispiel gewa¨hlt werden, indem das Element t auf das
Tupel (gi)i∈I abgebildet wird, fu¨r das det(gi) = 1 fu¨r alle i ∈ I gilt. Zum
Beispiel aus [Hum, 16.2] erha¨lt man fu¨r einen Torus folgende Eigenschaft:
Lemma 3.1.3 Sei T ein d-dimensionaler Torus. Dann gilt:
X(T ) ∼= Zd.
Ist T = (C∗)d und αk ∈ X(T ) gegeben durch αk(t1, . . . , td) = tk fu¨r 1 ≤ k ≤
d, so ist der Isomorphismus gegeben, indem αk auf ek abgebildet wird.
Mit den simultanen Eigenraumzerlegungen bezu¨glich ψi, also
Vi =
⊕
χ∈X(T )
Vi,χ,
ergibt sich folgendes wichtige Lemma:
Lemma 3.1.4 Sei X = (Xα)α∈Q1 ein Fixpunkt unter der Torusaktion.
Dann gilt:
Xα(Vi,χ) ⊆ Vj,χ+eα fu¨r alle χ ∈ X(T ), α : i→ j.
Beweis. Seien also t = (tα)α∈Q1 ∈ T und v ∈ Vi,χ. Dann gilt
ψj(t)Xα(v) = ψj(t)Xαψi(t)−1ψi(t)(v) = tαXαχ(t)(v) = (χ+ eα)(t)Xα(v).
¤
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Im Weiteren soll ein Ko¨cher Qˆ definiert werden, so dass die Fixpunkte bzw.
Fixpunktkomponenten des anfa¨nglichen Ko¨chers Q mit Modulra¨umen die-
ses Ko¨chers zu bestimmten Dimensionsvektoren identifiziert werden ko¨nnen.
Um eine ausreichende Eindeutigkeit eben dieser Dimensionsvektoren des
Ko¨chers zu erhalten, soll zuna¨chst die Aba¨nderung des Lifts ψ und die Wahl
eines anderen Repra¨sentanten zu einem Fixpunkt X untersucht werden.
Bemerkung 3.1.5
1. Wa¨hlt man einen anderen Lift ψ′, so gibt es, wie man sich leicht u¨ber-
legt, einen Charakter χ ∈ X(T ), so dass
ψ(t) = χ(t)ψ′(t)
fu¨r alle t ∈ T gilt.
2. Sind zu einem Fixpunkt zwei Repra¨sentanten X und X ′ gegeben, so
gibt es ein g ∈ Gd, so dass
X ′ = g ∗X.
Ist also ϕ ein zu X geho¨riger Homomorphismus, so gilt
(g−1ϕ(t)) ∗X ′ = t ·X ′
fu¨r alle t ∈ T .
Aus den obigen U¨berlegungen erha¨lt man folgendes Lemma:
Lemma 3.1.6 Folgende Aussagen sind a¨quivalent:
1. X ist ein Fixpunkt.
2. Es existiert ein Morphismus algebraischer Gruppen ϕ : T → Gd, so
dass
(tα)α∈Q1 · (Xα)α∈Q1 = ϕ((tα)α∈Q1) ∗ (Xα)α∈Q1
fu¨r alle (tα)α∈Q1 ∈ T .
Es soll zuna¨chst gezeigt werden, dass es genu¨gt, die Stabilita¨t von Fixpunk-
ten fu¨r die Unterra¨ume zu u¨berpru¨fen, die mit der Gewichtsraumzerlegung
kompatibel sind. Das ist ein wichtiges Kriterium fu¨r die Anwendbarkeit der
in diesem Abschnitt eingefu¨hrten Konstruktion.
Satz 3.1.7 Sei X ein Fixpunkt zu einem Ko¨cher Q mit Dimensionsvektor
d. Seien
Xi =
⊕
χ∈X(T )
Xi,χ
die Gewichtsraumzerlegungen bezu¨glich des dazugeho¨rigen Morphismus ϕ :
T → Gd. Dann sind folgende Aussagen a¨quivalent:
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1. X ist semistabil.
2. Fu¨r alle Unterdarstellungen U , die mit der Gewichtsraumzerlegung von
X kompatibel sind, also Ui =
⊕
χ∈X(T ) Ui,χ und alle i ∈ Q0, wobei
Ui,χ ⊂ Xi,χ, gilt µ(U) ≤ µ(X).
Beweis. Die eine Folgerung ist klar. Sei also eine Ko¨cherdarstellung X gege-
ben, fu¨r die die Voraussetzungen aus 2. erfu¨llt sind. Sei weiter U = scss(X)
und betrachte
ϕ(t)U := (ϕi(tα)α∈Q1(Ui))i∈Q0
fu¨r beliebiges (tα)α∈Q1 ∈ T .
Da X ein Fixpunkt ist, gilt nach Lemma 3.1.6, dass
(tα)α∈Q1 · (Xα)α∈Q1 = ϕ((tα)α∈Q1) ∗ (Xα)α∈Q1
fu¨r alle (tα)α∈Q1 ∈ T und einen Morphismus algebraischer Gruppen ϕ =
(ϕi)i∈Q0 : T → PGd.
Damit gilt fu¨r alle Pfeile α : i→ j folgendes:
Xαϕi(t)Ui =
1
tα
ϕj(t)Xαϕi(t)−1ϕi(t)Ui ⊂ ϕj(t)Uj ,
da XαUi ⊂ Uj . Also ist ϕ(t)U eine Unterdarstellung von X. Da ϕi(t) in-
vertierbar ist fu¨r alle i ∈ Q0, stimmen die Dimensionsvektoren von U und
ϕ(t)U u¨berein. Wegen der Eindeutigkeit von scss(X) gilt also ϕ(t)U = U
fu¨r alle t ∈ T .
Das ist gleichbedeutend mit ϕi(t)Ui = Ui fu¨r alle t ∈ T und alle i ∈ Q0.
Das bedeutet, dass U = scss(X) mit der Gewichtsraumzerlegung kompati-
bel ist. Demnach gilt nach Voraussetzung, dass µ(scss(X)) ≤ µ(X). Also
ist X semistabil, weil die Steigung von scss(X) innerhalb der Menge der
Unterdarstellungen von X maximal ist.
¤
Definiere einen Ko¨cher Qˆ wie folgt. Die Punktmenge sei durch
Qˆ0 = Q0 ×X(T )
definiert. Fu¨r jeden Pfeil α : i→ j und jeden Charakter χ ∈ X(T ) definiere
einen Pfeil
(α, χ) : (i, χ)→ (j, χ+ eα)
in Qˆ1. Das ist die universelle abelsche U¨berlagerung von Q, siehe auch [Rei4].
Ist in dieser Situation X ein Fixpunkt zu Q, dann definiere den dazugeho¨ri-
gen Dimensionsvektor dˆ ∈ NQˆ0 durch
dˆi,χ := dimC V
χ
i .
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Wegen Lemma 3.1.4 kann X als Darstellung dieses Ko¨chers aufgefasst wer-
den.
Der Stabilita¨tsbegriff, der fu¨r diesen Ko¨cher betrachtet werden soll, ist der
von Θ induzierte. Wir definieren also die Linearform Θˆ : ZQˆ0 → Z so, dass
Θˆi,χ = Θi
fu¨r alle i ∈ Q0 und alle χ ∈ X(T ). Stabile Fixpunkte ko¨nnen also wegen
3.1.7 mit stabilen Darstellungen des eben eingefu¨hrten Ko¨chers identifiziert
werden.
Es soll noch gezeigt werden, dass diese Darstellung zu einem Fixpunkt X
in fu¨r spa¨tere Zwecke hinreichende Weise eindeutig ist. Durch die Wahl ei-
nes anderen Lifts ψ, a¨ndern sich nach Bemerkung 3.1.5 die Gewichte in
den Gewichtsraumzerlegungen durch Translation um den entsprechenden
Charakter χ. Das entspricht der Gruppenaktion von ZQ1 auf Qˆ0, die folgen-
dermaßen definiert ist:
µ · (i, χ) = (i, χ+ µ).
Das induziert offenbar eine Gruppenaktion auf der Menge der Dimensions-
vektoren NQˆ0. Zwei Dimensionsvektoren, die in einer Bahn liegen, heißen
im Folgenden a¨quivalent.
Auch die Aba¨nderung des Repra¨sentanten entspricht einer gleichma¨ßigen
Verschiebung der Gewichte bzw. der Dimensionen der Gewichtsra¨ume, so
dass abschließend gilt:
Satz 3.1.8 Fu¨r jeden Fixpunkt X ∈ M sd(Q)T gibt es (bis auf A¨quivalenz)
einen eindeutigen Dimensionsvektor dˆ fu¨r Qˆ, so dass X einer Darstellung
von Qˆ mit Dimensionsvektor dˆ entspricht.
3.1.2 Beschreibung der Fixpunkte und bipartite Ko¨cher
Umgekehrt zu der Konstruktion des letzten Abschnitts soll nun eine Ein-
bettung der Darstellungen des Ko¨chers Qˆ in die Fixpunktmenge konstruiert
werden. Dazu konstruiert man zuna¨chst zu einer Darstellung von Qˆ eine
entsprechende Darstellung von Q und zeigt, dass diese einem Fixpunkt ent-
spricht.
Sei zu Qˆ ein Dimensionsvektor dˆ, so dass der entsprechende Dimensionsvek-
tor d zu Q teilerfremd ist, fest gewa¨hlt. Dabei ist di fu¨r i ∈ Q0 gegeben
durch
di =
∑
χ∈X(T )
dˆi,χ.
Wir nennen solch einen Dimensionsvektor dˆ im Folgenden auch kompatibel
mit d.
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Seien Vi,χ Vektorra¨ume der Dimension dˆi,χ fu¨r alle i ∈ Q0 und χ ∈ X(T ).
Betrachte die Vektorra¨ume
Vi :=
⊕
χ∈X(T )
Vi,χ.
Dann ergibt sich eine Darstellung, indem man zu den linearen Abbildungen
Xα,χ : Vi,χ → Vj,χ+eα
lineare Abbildungen
Xα =
⊕
χ∈X(T )
Xα,χ : Vi → Vj
fu¨r alle α : i→ j definiert.
So erha¨lt man eine lineare Abbildung
P : Rdˆ(Qˆ)→ Rd(Q).
Zudem ergibt sich durch die Zerlegung der Vektorra¨ume Vi eine Einbettung
von Gdˆ in Gd. Da die Abbildung a¨quivariant fu¨r die Gruppenaktion von
Gdˆ ist, induziert P wegen der universellen Eigenschaft fu¨r Quotienten eine
Abbildung
P :M ss
dˆ
(Qˆ)→M ssd (Q).
Definiere nun eine Abbildung algebraischer Gruppen ψ = (ψi)i∈Q0 : T → Gd,
so dass
ψi : T → Gl(Vi)
dadurch gegeben ist, dass
ψi(t)v = χ(t)v
fu¨r alle t ∈ T und alle v ∈ Vi,χ.
Das macht ψ wohldefiniert und daraus ergibt sich ein Homomorphismus
algebraischer Gruppen ϕ, so dass P (X) = Y nach Lemma 3.1.6 ein Fixpunkt
ist.
Da Semistabilita¨t und Stabilita¨t wegen des teilerfremden Dimensionsvektors
d u¨bereinstimmen, werden stabile Darstellungen von Qˆ offenbar auf stabile
Darstellungen von Q abgebildet.
Lemma 3.1.9 Seien X und X ′ zwei stabile Darstellungen von Qˆ, so dass
P (X) und P (X ′) isomorph sind. Dann sind schon X und X ′ isomorph.
Beweis. Seien also Y = P (X) und Y ′ = P (X ′) gegeben und sei
g = (gi ∈ Gl(Vi))i∈Q0
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ein Isomorphismus zwischen Y und Y ′. Dann gilt
Y ′αgi = gjYα
fu¨r alle (α : i→ j) ∈ Q1. Da Y ein Fixpunkt ist, gibt es nach Lemma 3.1.6
einen entsprechenden Homomorphismus algebraischer Gruppen
ϕ = (ϕi)i∈Q0
und zu diesem wiederum einen Lift
ψ = (ψi : T → Gdi)i∈Q0 .
Wegen Bemerkung 3.1.5 kann angenommen werden, dass beide Fixpunkte
den gleichen Lift induzieren, da sich durch die A¨nderung des Lifts durch Kon-
jugation die dazugeho¨rige Gewichtsraumzerlegung nicht a¨ndert. Fu¨r diesen
Lift und fu¨r alle t ∈ T bzw. alle α : i→ j gilt dann folgendes:
ψj(t)Y ′αψi(t)
−1gi = tα · Y ′αgi
= gj(tα · Yα)
= gjψj(t)Yαψi(t)−1,
Daraus folgt, dass
Y ′α(ψi(t)
−1giψi(t)) = (ψj(t)−1gjψj(t))Yα
fu¨r alle α ∈ Q1.
Da Y und Y ′ stabile Darstellungen sind, besteht der Endomorphismenring
nur aus den Skalaren und somit folgt:
(ψi(t)−1giψi(t))i∈Q0 = a · g
fu¨r alle t ∈ T und ein a ∈ C. Das definiert einen entsprechenden Charakter
a ∈ X(T ), so dass
ψ(t)−1gψ(t) = a(t) · g
fu¨r alle t ∈ T gilt.
Jedes gi induziert einen Isomorphismus zwischen den Gewichtsra¨umen Vi,χ
und Vi,χ+a. Da allerdings die Vektorra¨ume Vi endlichdimensional sind, folgt
schon a = 0.
Somit kann g als Isomorphismus der Darstellungen X und X ′ betrachtet
werden.
¤
Jeder Fixpunkt kommt also von einer solchen abgeschlossenen Einbettung.
Zudem sind die Bilder dieser Einbettungen paarweise disjunkt, so dass ab-
schließend folgendes gilt:
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Satz 3.1.10 Die Menge der Fixpunkte M sd(Q)
T ist isomorph zu der dis-
junkten Vereinigung der Modulra¨ume⋃
dˆ
M s
dˆ
(Qˆ),
wobei dˆ alle A¨quivalenzklassen von Dimensionsvektoren durchla¨uft, die kom-
patibel mit d sind.
3.2 Eigenschaften der Eulercharakteristik
In diesem Abschnitt zeigen wir bekannte Eigenschaften der Eulercharakte-
ristik auf, die im Folgenden wichtig sein werden. Fu¨r Grundlagen der Alge-
braischen Topologie siehe zum Beispiel [Lue].
Sei X zuna¨chst eine glatte projektive komplexe Varieta¨t der Dimension n.
Dann sei mit H i(X), i ∈ N0, die i-te singula¨re Kohomologiegruppe mit
Koeffizienten in C bezeichnet. Diese sind bekanntermaßen C-Vektorra¨ume,
wobei H i(X) = 0, falls i > 2n. Zum Beweis siehe wiederum [Lue]. Definiere
hk(X) = dimCHk(X)
fu¨r k = 0, 1, . . . , 2n.
Dann ist die Eulercharakteristik χ definiert als
χ(X) =
2n∑
k=0
(−1)khk(X).
Dass die Lokalisierungsmethode geeignet ist, um die Eulercharakteristik von
Varieta¨ten zu berechnen, ergibt sich aus dem folgenden Satz. Beweise sind
zum Beispiel in [CG] oder [EM] zu finden.
Satz 3.2.1 Seien X eine komplexe Varieta¨t, auf der ein Torus T ⊆ X
operiert. Seien mit XT die Fixpunkte von X unter dieser Aktion bezeichnet.
Dann gilt fu¨r die Eulercharakteristik
χ(X) = χ(XT ).
Aus Satz 3.1.10 zusammen mit der Additivita¨t der Eulercharakteristik ergibt
sich folgender grundlegender Satz:
Satz 3.2.2 Sei Q ein Ko¨cher mit Dimensionsvektor d. Dann gilt fu¨r die
Eulercharakteristik des Modulraums M sd(Q) folgendes:
χ(M sd(Q)) =
∑
dˆ
χ(M s
dˆ
(Qˆ)),
wobei Qˆ der universelle abelsche U¨berlagerungsko¨cher ist und dˆ alle A¨quiva-
lenzklassen von Dimensionsvektoren fu¨r Qˆ durchla¨uft, die mit d kompatibel
sind.
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Betrachte fu¨r einen Ko¨cher Q den Modulraum stabiler DarstellungenM sd(Q)
fu¨r einen teilerfremden Dimensionsvektor d. Aus [Rei2] erha¨lt man, dass die
ungerade Kohomologie verschwindet. Aus dem Harten Lefschetz-Theorem,
siehe zum Beispiel [GH], la¨sst sich folgern, dass
hk(M sd(Q)) ≤ hk+2(M sd(Q))
fu¨r k < n bzw.
hk(M sd(Q)) ≥ hk+2(M sd(Q))
fu¨r k > n. Dabei ist n die Dimension vonM sd(Q). Da offenbar außerdem gilt
h0(M sd(Q)) = h
2n(M sd(Q)) = 1,
ergibt sich folgendes:
Satz 3.2.3 Fu¨r Modulra¨ume stabiler Darstellungen eines Ko¨chers Q mit
teilerfremdem Dimensionsvektor d gilt:
χ(M sd(Q)) ≥ dim(M sd(Q)) + 1.
3.3 Asymptotik und Kombinatorik von Ba¨umen
Das Ziel dieses Abschnitts ist es, einige Aspekte der Kombinatorik von
Ba¨umen zu behandeln, die fu¨r das weitere Vorgehen wichtig sind. Basie-
rend auf vorgegebenen Eigenschaften soll die Anzahl der Ba¨ume dieser Art
geza¨hlt werden. Und zwar entweder genau oder zumindest asymptotisch.
Die behandelten Methoden sollen spa¨ter benutzt werden, um die Anzahl
von Torusfixpunkten bzw. Fixpunktkomponenten zu za¨hlen bzw. eine untere
Schranke fu¨r diese angeben zu ko¨nnen, so dass das Verhalten der Eulercha-
rakteristik untersucht werden kann.
Ist a(x) =
∑
n≥0 anx
n eine formale Potenzreihe, so sei im Folgenden
[xn]a(x) := an fu¨r n ≥ 0.
Definition 3.3.1 Ein Graph G ist ein Tupel bestehend aus einer nicht-
leeren endlichen Menge von Punkten V = V (G) und einer Menge X =
X(G) von ungeordneten Paaren unterschiedlicher Punkte aus V . Jedes Paar
x = {u, v} heißt Kante von G und wird als x = uv geschrieben.
Zwei Punkte u, v ∈ V heißen benachbart, falls es eine Kante x = uv gibt.
Ein Weg in einem Graph G ist eine alternierende Folge von Punkten und
Kanten v0, x1, v1, . . . , vn−1, xn, vn, beginnend und endend mit Punkten, so
dass xi = vi−1vi. Schreibe fu¨r einen Weg auch v0 . . . vn.
Ein Weg heißt Pfad, falls xi 6= xj fu¨r i 6= j gilt.
Ein Pfad heißt geschlossen oder auch Zykel, falls v0 = vn und offen, falls
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nicht.
Ein Graph heißt zusammenha¨ngend, falls jedes Paar von Punkten durch
einen Pfad verbunden werden kann.
Ein Graph heißt azyklisch, wenn er keine Zykel besitzt.
Definition 3.3.2 Ein Baum ist ein zusammenha¨ngender azyklischer Graph.
Ein Baum mit einer Wurzel ist ein Baum mit einem ausgezeichneten Punkt.
Ein Graph ohne Zykel heißt Wald, die Komponenten sind also Ba¨ume.
Betrachtet man ausschließlich Ba¨ume, so bezeichnet man die Punkte auch
als Knoten.
Fu¨r weitere Details zu Ba¨umen oder der Kombinatorik von Ba¨umen sei zum
Beispiel auf [HP] oder [SF] verwiesen.
3.3.1 Einfach-erzeugte Ba¨ume
Zuna¨chst sollen einfach-erzeugte Ba¨ume eingefu¨hrt werden, die spa¨ter mit
den so genannten Lokalisierungsko¨chern, d.h. Ko¨chern, die von Torusfix-
punkten kommen, in Verbindung gebracht werden ko¨nnen.
Sie wurden von Meir und Moon, siehe [MM], eingefu¨hrt und werden folgen-
dermaßen definiert:
Sei
y(x) =
∑
n≥1
ynx
n
die Erzeugendenfunktion einer Familie T von Ba¨umen mit Wurzel. Sei weiter
φ(x) =
∑
n≥0
φnx
n
eine Potenzreihe mit φn ≥ 0 fu¨r alle n ≥ 0, so dass zusa¨tzlich φ0 > 0 und
φj > 0 fu¨r ein j ≥ 2 gilt. Erfu¨llt y(x) die Funktionalgleichung
y(x) = xφ(y(x))
fu¨r eine beliebige solche Potenzreihe φ, so heißt T eine Familie einfach-
erzeugter Ba¨ume. Einen Baum T ∈ T nennen wir einfach-erzeugt. Bemerkt
sei aber, dass ein Baum in mehr als einer Klasse von einfach-erzeugten
Ba¨umen enthalten sein kann.
Das Gewicht ω(T ) eines endlichen einfach-erzeugten Baumes T ∈ T ist de-
finiert als
ω(T ) =
∏
j≥0
φ
Dj(T )
j ,
wobei Dj(T ) die Anzahl der Knoten mit j Nachfolgern ist. Sei mit |T | die
Anzahl der Knoten eines Baumes bezeichnet. Dann gilt fu¨r die Koeffizienten
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der Erzeugendenfunktion
yn =
∑
|T |=n
ω(T ).
Ein Beispiel fu¨r einfach-erzeugte Ba¨ume sind Bina¨rba¨ume, indem man
φ(x) = 1 + 2x+ x2
setzt. Hier fließt also mit ein, dass bei Knoten mit einem Nachfolger zwischen
Links- bzw. Rechtszweigen unterschieden wird.
3.3.2 Lagrange-Inversionsformel
Es soll auf die Lagrange-Inversionsformel eingegangen werden, die spa¨ter ein
wichtiges Hilfsmittel darstellen wird.
Satz 3.3.3 Sei φ(x) =
∑
n≥0 φnx
n eine Potenzreihe mit φ(0) 6= 0 und y(x)
eine Potenzreihe, die die Funktionalgleichung
y(x) = xφ(y(x))
erfu¨llt. Sei g(x) eine weitere beliebige Potenzreihe. Dann ist y(x) invertierbar
und fu¨r den n-ten Koeffizienten von g(y(x)) gilt, dass
[xn]g(y(x)) =
1
n
[un−1]g′(u)φ(u)n
fu¨r alle n ≥ 1.
Außerdem gilt, dass
[xn](y(x))m =
m
n
[un−m]φ(u)n.
Bemerkt sei, dass dieser Satz zu der Lagrange-Inversionsformel, wie sie
gewo¨hnlich in der Literatur vorkommt, a¨quivalent ist. Fu¨r den Beweis und
weitere Details siehe zum Beispiel [SF] oder [Drm].
In diesem Abschnitt soll zuna¨chst ein fu¨r das Za¨hlen von Ko¨chern wich-
tiger Spezialfall betrachtet werden, der ha¨ufig vorkommt. Um letztendlich
die Anzahl der Fixpunkte abscha¨tzen zu ko¨nnen, wird eine asymptotische
Na¨herung benutzt, die sich aus dem na¨chsten Abschnitt ergeben wird.
Lemma 3.3.4 Sei φ(x) = 1 + axb und es sei y(x) gegeben, so dass y(x) =
xφ(y(x)). Dann gilt
[xn]y(x) =
1
n
(
n
n−1
b
)
a
n−1
b ,
falls b|n− 1 und [xn]y(x) = 0 sonst.
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Beweis. Es gilt
φ(x)n =
n∑
k=0
(
n
k
)
(axb)k.
Daraus erha¨lt man fu¨r die (n− 1)-te Ableitung
φ(n−1)(x)n =
n∑
k=0,
bk≥n−1
akbk(bk − 1) . . . (bk − (n− 2))
(
n
k
)
xbk−(n−1).
Daraus erha¨lt man also fu¨r den n-ten Taylorkoeffizienten nach der Lagrange-
Inversionsformel 3.3.3, dass
[xn]y(x) =
1
n
(
n
n−1
b
)
a
n−1
b ,
falls b|n− 1 und [xn]y(x) = 0 sonst. Denn offenbar gilt fu¨r x = 0, dass
xbk−(n−1) 6= 0⇔ k = n− 1
b
.
¤
Korollar 3.3.5 Sei m ≥ 1. Dann gilt
[xn]y(x)m =
m
n
(
n
n−m
b
)
a
n−m
b ,
falls b|n−m und n ≥ m erfu¨llt sind, und es gilt [xn]y(x)m = 0 sonst.
Seien a, b,m, n ∈ N+. Dann definiere im Folgenden
Aa,b,m,n := [xn]y(x)m,
falls y(x) die Funktionalgleichung y(x) = xφ(y(x)) mit φ(x) = 1+axb erfu¨llt
und sei weiter
Aa,b,n := Aa,b,1,n.
3.3.3 Asymptotisches Verhalten
Aus [Drm] erha¨lt man folgenden wichtigen Satz:
Satz 3.3.6 Sei F (x, y) eine um x = y = 0 analytische Funktion in den
Variablen x, y, so dass F (0, y) = 0 und alle Taylorkoeffizienten von F um
0 reell und nicht negativ sind. Dann existiert eine eindeutige analytische
Lo¨sung y = y(x) der Funktionalgleichung
y = F (x, y),
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die nicht-negative Taylorkoeffizienten um 0 hat, so dass y(0) = 0.
Wenn der Konvergenzbereich von F (x, y) in dem Sinne groß genug ist, dass
positive Lo¨sungen x = x0 und y = y0 des Systems von Funktionalgleichungen
y = F (x, y) bzw. 1 = Fy(x, y)
existieren, so dass Fx(x0, y0) 6= 0 und Fyy(x0, y0) 6= 0, dann ist y(x) analy-
tisch fu¨r |x| < x0.
Des Weiteren existieren um x0 analytische Funktionen h(x) bzw. g(x), so
dass
y(x) = g(x)− h(x)
√
1− x
x0
lokal um x0.
Es gilt g(x0) = y(x0) und
h(x0) =
√
2x0Fx(x0, y0)
Fyy(x0, y0)
.
Außerdem erha¨lt man so eine lokale analytische Fortsetzung von y(x) fu¨r
x− x0 6= 0.
Gilt weiter, dass [xn]y(x) > 0 fu¨r alle n ≥ n0, dann ist x = x0 die ein-
zige Singularita¨t von y(x) fu¨r |x| = x0 und man erha¨lt eine asymptotische
Entwicklung von [xn]y(x) der Form
[xn]y(x) =
√
x0Fx(x0, y0)
2piFyy(x0, y0)
x−n0 n
− 3
2 (1 +O(n−1)).
Mit den Bezeichnungen aus dem vorherigen Satz erhalten wir folgendes Ko-
rollar:
Korollar 3.3.7 Sei φ(x) = 1 + axb und y(x), so dass y(x) = xφ(y(x)) =
F (x, y). Dann gilt
(x0)−1 = ab
(
1
(b− 1)a
) b−1
b
.
Beweis. Mit Satz 3.3.6 folgt, dass
y0 = x0(1 + ayb0) bzw. 1 = x0(aby
b−1
0 ).
Daraus folgt die Behauptung durch eine einfache Rechnung.
¤
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3.4 Lokalisierung in Kroneckermodulra¨umen
In diesem Abschnitt soll wieder der Kroneckerko¨cher betrachtet werden. Der
aus der Lokalisierungsmethode resultierende Ko¨cher bzw. die dazugeho¨rigen
Torusfixpunkte sollen genau untersucht werden. Es wird eine große Klasse
von Fixpunkten charakterisiert, deren Anzahl exponentiell mit dem Dimen-
sionsvektor wa¨chst. So la¨sst sich eine untere Schranke fu¨r die Eulercharakte-
ristik von Kroneckermodulra¨umen bestimmen. Weiter sollen einige Beispiele
von Dimensionsvektoren aufgezeigt werden, fu¨r die alle Torusfixpunkte und
damit eben die Eulercharakteristik bestimmt werden ko¨nnen.
3.4.1 Kroneckermodulra¨ume
Es sollen wieder nur Kroneckermodulra¨ume zu Ko¨chern mit teilerfremdem
Dimensionsvektor (d, e) ∈ N2 betrachtet und auf diesen die zuvor eingefu¨hr-
ten Methoden angewendet werden.
Sei ein Fixpunkt X = (X1, . . . , Xm) ∈ (Mmd,e)T gegeben. Dann gibt es
nach den Untersuchungen des letzten Kapitels einen Homomorphismus al-
gebraischer Gruppen ϕ : T → P = (Gl(V ) × Gl(W ))/C∗, zu dem ein Lift
ψ : T 7→ Gl(V )×Gl(W ) gewa¨hlt werden kann, der wiederum in zwei Mor-
phismen ψ1 : T 7→ Gl(V ) und ψ2 : T 7→ Gl(W ) zerlegt werden kann.
Seien
V =
⊕
χ∈X(T )
Vχ
und
W =
⊕
χ∈X(T )
Wχ
die simultanen Eigenraumzerlegungen bezu¨glich ψ1 bzw. ψ2. Fu¨r diese gilt
dann
Xk(Vχ) ⊆Wχ+αk
fu¨r alle χ ∈ X(T ) und k = 1, . . . ,m.
Der universelle abelsche U¨berlagerungsko¨cher Qˆ ist gegeben durch die Punk-
te (1, χ) bzw. (2, χ), wobei χ alle Charaktere ausX(T ) durchla¨uft, und Pfeile
(1, χ)→ (2, χ+ ek)
fu¨r alle k ∈ {1, . . . ,m}.
Zu jedem Fixpunkt gibt es dann einen bis auf A¨quivalenz eindeutig bestimm-
ten Dimensionsvektor dˆ. Also
dˆ1,χ = dimVχ bzw. dˆ2,χ = dimWχ
fu¨r (1, χ), (2, χ) ∈ Qˆ0.
Sei umgekehrt der Ko¨cher Qˆ mit einem Dimensionsvektor dˆ gegeben. Sei im
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Folgenden Qˆf der volle Unterko¨cher, der aus den Punkten q ∈ Qˆ0 besteht,
so dass dˆq 6= 0 und dessen Pfeilmenge entsprechend aus den Pfeilen α : i→
j ∈ Qˆ1, so dass dˆi, dˆj 6= 0.
Eine stabile Darstellung dieses Ko¨chers entspricht dann einem Torusfixpunkt
mit Dimensionsvektor (d, e), so dass:
d =
∑
χ∈X(T )
dˆ1,χ
bzw.
e =
∑
χ∈X(T )
dˆ2,χ.
Der Vektor (d, e) sei im Folgenden als der Dimensionstyp dieser Darstellung
bezeichnet.
Definition 3.4.1 Ein Tupel bestehend aus einem Ko¨cher und einem Di-
mensionsvektor heißt stabil, falls es mindestens eine stabile Darstellung zu
dem Ko¨cher mit diesem Dimensionsvektor gibt.
Wenn klar ist, welcher Dimensionsvektor betrachtet wird, so werden wir im
Folgenden auch von stabilen Ko¨chern sprechen.
Bemerkung 3.4.2
• Der Stabilita¨tsbegriff, der verwendet wird, ist der, der von der ur-
spru¨nglich verwendeten Linearform Θ = (1, 0) induziert wird. Also
µ(dˆ) =
∑
χ∈X(T ) dˆ1,χ∑
χ∈X(T ) dˆ1,χ + dˆ2,χ
.
• Da der Ko¨cher Qˆf bipartit und insbesondere zusammenha¨ngend ist,
falls es stabile Darstellungen fu¨r diesen gibt, gibt es eine Einbettung
λ : (Qˆf )0 → Zm, so dass
λ(i, χ) = χ.
Die Einbettung ist bis auf Addition von Charakteren µ ∈ Zm eindeu-
tig.
Im Folgenden sei die Punktmenge des Ko¨chers als die disjunkte Vereinigung
von Quellen I und Senken J gegeben und die Punkte als Elemente von Zm
angenommen.
Ist R ⊂ I × J die Menge der Pfeile, so gilt
(i, j) ∈ R⇔ j = i+ ek
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fu¨r ein k ∈ {1, . . . ,m}, wobei e1, . . . , em die Standardbasis von Zm sei.
Das definiert eine Funktion c : R→ {1, . . . ,m}, fu¨r die gilt c(i, j) = k, falls
j = i+ ek.
Offenbar sind die Menge R und die Funktion c durch die Punktmenge I ∪
J schon eindeutig bestimmt. Trotzdem spielen diese eine wichtige Rolle,
weil sie spa¨ter die Ko¨cherdarstellungen beschreiben, die unterschiedlichen
Lokalisierungsdaten entsprechen.
Ein Fixpunkt X bestimmt also ein bis auf Translation eines Vektors µ ∈ Zm
eindeutiges Tupel (I, J, dˆ). Im Folgenden werden wir diese Tupel immer bis
auf eben diese Translation betrachten.
Dann schließt sich folgende Definition an:
Definition 3.4.3 Sei X ein Fixpunkt. Dann heißt das dazugeho¨rige Tupel
(I, J, dˆ) Lokalisierungsdatum zu X.
Fu¨r ein festes m ≥ 3 wird die Menge aller Lokalisierungsdaten vom Dimen-
sionstyp (d, e) im Weiteren mit Lmd,e bezeichnet.
Zuna¨chst sollen einige Eigenschaften aufgezeigt werden, die sich fu¨r die Dar-
stellungen des Ko¨chers Qˆ ergeben. Definiere fu¨r einen bipartiten Ko¨cher mit
Punktmenge I ∪˙ J und Dimensionsvektor d:
Ai := {j ∈ J | ∃α : i→ j ∈ Q1, dj ≥ 1}
bzw.
Aj := {i ∈ I | ∃α : i→ j ∈ Q1, di ≥ 1}.
Außerdem definiere Ri = |Ai| und Rj = |Aj |.
Mit Lemma 2.2.1 erhalten wir die folgenden Bedingungen an ein Lokalisie-
rungsdatum:
Bemerkung 3.4.4
• Sei i ∈ I mit dim(i) = 1 gegeben. Dann gilt fu¨r stabile Darstellungen
m ≥ Ri > ed .
• Fu¨r alle j ∈ J gilt, dass Rj ≤ m.
• Fu¨r alle (i, j), (i, j′) ∈ R mit j 6= j′ gilt c(i, j′) 6= c(i, j).
• Analog gilt fu¨r alle (i, j), (i′, j) ∈ R, dass c(i, j) 6= c(i′, j).
Wir nennen eine Fa¨rbung, die diese Eigenschaften erfu¨llt, im Folgenden sta-
bil.
Definition 3.4.5 Ein Zykel in einem Lokalisierungsdatum ist eine Folge
von Punkten i1, j1, . . . , jn, in+1 = i1 (bzw. j1, i1, . . . , in, jn+1 = j1), so dass
(ik, jk) ∈ R (bzw. (ik, jk+1) ∈ R) und (ik+1, jk) ∈ R (bzw. (ik, jk) ∈ R)
fu¨r 1 ≤ k ≤ n.
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Definition 3.4.6 Ein bipartiter Ko¨cher heißt m-bipartit, falls fu¨r alle Quel-
len i ∈ I bzw. alle Senken j ∈ J gilt, dass
Ri, Rj ≤ m.
Ein m-bipartiter Ko¨cher Q mit Dimensionsvektor dˆ, so dass
|{α ∈ Q1 | α : i→ j}| ≤ 1
fu¨r alle Paare i, j ∈ I ∪ J , heißt Lokalisierungsko¨cher vom Dimensionstyp
(d, e), falls M s
dˆ
(Q) 6= ∅ und∑
i∈I
dˆi = d bzw.
∑
j∈J
dˆj = e.
Lokalisierungsko¨cher mu¨ssen wegen Lemma 2.1.6 insbesondere zusammen-
ha¨ngend sein.
Bemerkung 3.4.7
• Um die Stabilita¨t eines m-bipartiten Ko¨chers mit
|{α ∈ Q1 | α : i→ j}| ≤ 1
und einem festen Dimensionsvektor zu testen, brauchen wir keine kon-
krete Darstellung anzugeben, sondern ko¨nnen vielmehr ohne Beschra¨n-
kung der Allgemeinheit eine beliebige DarstellungX zu diesem Dimen-
sionsvektor wa¨hlen, die fu¨r alle j ∈ J und alle Teilmengen A′j ⊆ Aj
mit R′j := |A′j | die folgende Eigenschaft erfu¨llt:
dim(
⋂
i∈A′j
Xα(Xi)) = max{0,
∑
i∈A′j
dim(Xα(Xi))− (R′j − 1) dim(Xj)}.
Betrachtet man na¨mlich bipartite Teilko¨cher der Form
Cn1
α1 !!B
BB
BB
BB
B Cn2
α2}}{{
{{
{{
{{
Cn ...
Cnt ,
αt
aaBBBBBBBB
so dass ohne Einschra¨nkung ni ≤ n fu¨r alle 1 ≤ i ≤ t gilt, dann
gibt es immer eine Darstellung, so dass die Dimension der Schnitte
der Bildra¨ume fu¨r alle Tupel linearer Abbildungen Xαi1 , . . . , Xαik mit
1 ≤ k ≤ t und 1 ≤ i1 < i2 < . . . < ik ≤ t minimal ist. Dass eine
solche Darstellung existiert bzw. das diese die obige Dimensionsformel
erfu¨llt, verifiziert man durch Induktion u¨ber die Anzahl der Pfeile.
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Zu jedem Lokalisierungsdatum erha¨lt man offenbar einen Lokalisierungs-
ko¨cher, der diesem zugrunde liegt. Es soll gezeigt werden, dass sich umge-
kehrt auch fu¨r jede Wahl der Funktion c, die den Bedingungen aus 3.4.4
genu¨gt, ein Lokalisierungsdatum aus einem gegebenen Lokalisierungsko¨cher
ergibt.
Bemerkung 3.4.8
• Es kann sein, dass sich zu einem gegeben Lokalisierungsko¨cher durch
unterschiedliche Fa¨rbungen der Pfeile verschiedene Typen von Lo-
kalisierungsdaten ergeben. Betrachtet man na¨mlich einen Lokalisie-
rungsko¨cher mit einer Fa¨rbung c, so dass diese Fa¨rbung einen Ge-
wichtsraum mit dem Gewicht χ und einen mit dem Gewicht χ − ek
induziert, so gibt es auch einen Pfeil α : χ− ek → χ bzw. eine Abbil-
dung
Xα:χ−ek→χ : Vχ−ek → Vχ.
Wenn dieser Pfeil nicht in dem Lokalisierungsko¨cher aufgetreten ist,
so bezeichnen wir einen solchen Pfeil im Folgenden als einen durch die
Fa¨rbung induzierten Pfeil. Durch solch einen Pfeil erho¨ht sich offenbar
die Dimension des Modulraums.
• Betrachte den Ko¨cher Qˆ und eine Darstellung, die einen Zykel entha¨lt,
also eine Kette von Abbildungen Xα1 , . . . , Xα2n mit Xαi 6= Xαi+1 und
einen Unterraum U , so dass
X−1α1 ◦Xα2 ◦ . . . X−1α2n−1 ◦Xα2n(U) = U.
Fixpunkte von Modulra¨umen dieses Ko¨chers sind zykelfrei. Denn die
Gewichtsraumzerlegung hat die Eigenschaft
Xα(Uχ) ⊂ Uχ+eα
fu¨r einen Pfeil α ∈ Qˆ1 und einen Charakter χ. Das heißt also, dass
in einem Torusfixpunkt der Modulra¨ume des Ko¨chers Qˆ keine Zykel
auftreten ko¨nnen.
Lemma 3.4.9 Seien Q ein Lokalisierungsko¨cher und c, c′ Fa¨rbungen, die
die Eigenschaften von Bemerkung 3.4.4 erfu¨llen. Dann gilt:
1. Durch die Fa¨rbung c dieses Ko¨chers erha¨lt man ein Lokalisierungsda-
tum.
2. Seien c und c′ so gegeben, dass c keine und c′ einen Zykel erzeugt.
Seien weiter mit dim(MQ, c) bzw. dim(MQ, c′) die Dimension der sich
ergebenden Modulra¨ume bezeichnet. Dann gilt
dim(MQ, c) ≤ dim(MQ, c′).
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Beweis. Zuna¨chst u¨berlegt man sich, dass sich fu¨r einen gegebenen Lokali-
sierungsko¨cher und eine gegebene Fa¨rbung der Pfeile eine Darstellung von
Qˆ ergibt. Induziert diese keine Zykel in dem Lokalisierungsdatum, so ergibt
sich fu¨r jede stabile Darstellung von Q eine stabile Darstellung von Qˆ.
Induziert die Funktion c einen Zykel, so ist die induzierte Darstellung von
Qˆ allerdings trotzdem stabil.
Es bleibt zu zeigen, dass die Dimension des Modulraums nicht kleiner wird,
falls ein Zykel entsteht. Sei also j1 = j2, also dim(j1,2) = dj1 + dj2 . Es gilt
Rj1 , Rj2 ≥ 1 in Q. Definiere dimAj =
∑
i∈Aj dim i. Dann gilt fu¨r ein c
′, das
einen Zykel erzeugt, dass
dim(MQ, c′) = dim(MQ, c) + d2j1 + d
2
j2 − (dj1 + dj2)2 − dimAj1dj1
−dimAj2dj2 + (dimAj1 + dimAj2)(dj1 + dj2)
= dim(MQ, c)− 2dj1dj2 + dimAj1dj2 + dimAj2dj1
≥ dim(MQ, c),
denn dimAjk ≥ djk wegen der Stabilita¨t von Q. Der Fall i1 = i2 verha¨lt sich
vo¨llig analog.
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Definition 3.4.10 Ein Lokalisierungsdatum heißt Lokalisierungsdatum vom
Typ 1, falls dim(i) = 1 fu¨r alle i ∈ (Qˆf )0.
Ein Lokalisierungsko¨cher Q heißt Lokalisierungsko¨cher vom Typ 1, falls eine
Funktion c existiert, so dass das induzierte Lokalisierungsdatum vom Typ 1
ist.
Im Folgenden soll nicht immer zwischen Lokalisierungsko¨chern und den da-
zugeho¨rigen Lokalisierungsdaten unterschieden werden.
3.4.2 Stabilita¨t bipartiter Ko¨cher
In diesem Abschnitt untersuchen wir stabile Ko¨cher, die wir durch die Lo-
kalisierungsmethode erhalten. Durch eine entsprechende Fa¨rbung der Pfeile
erhalten wir also ein Lokalisierungsdatum. Insbesondere geben wir ein Ver-
fahren an, mit dem wir neue Lokalisierungsko¨cher durch Verkleben von Lo-
kalisierungsko¨chern kleineren Dimensionstyps erhalten. Die Tabelle 3.4.46
gibt eine U¨bersicht der Notationen bezu¨glich der in diesem Abschnitt ein-
gefu¨hrten Ko¨cher.
Seien Q = (I ∪ J,Q1) und Q′ = (I ′ ∪ J ′, Q′1) zwei bipartite Ko¨cher mit
j ∈ J , j′ ∈ J ′. Definiere den bipartiten Ko¨cher
Qj,j′(Q,Q′) = (I ∪˙ I ′ ∪˙ J\j ∪˙ J ′\j′ ∪˙ j′′, Q′′1),
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so dass α : i 7→ j1 ∈ Q′′1 genau dann, wenn α : i 7→ j1 ∈ Q1 oder α : i 7→ j1 ∈
Q′1 mit j1 6= j, j′ und α : i 7→ j′′ ∈ Q′′1 genau dann, wenn α : i 7→ j1 ∈ Q1
oder α : i 7→ j1 ∈ Q′1, so dass j1 = j oder j1 = j′.
Wir erhalten also den neuen Ko¨cher, indem wir zwei Senken der beiden alten
Ko¨cher miteinander identifizieren.
Definition 3.4.11 Der Ko¨cher Qj,j′(Q,Q′) heißt Verklebungsko¨cher und
der Punkt j, j′ = j′′ Verklebungspunkt.
Definition 3.4.12 Sei Q ein bipartiter Ko¨cher mit Quellen I. Ein Teil-
ko¨cher Q′ mit Quellen I ′ heißt Randko¨cher von Q, wenn genau ein i0 ∈ I ′
existiert, so dass |Ai0 ∩ AI\I′ | = 1 und |Ai ∩ AI\I′ | = 0 fu¨r alle i ∈ I ′,
so dass i 6= i0. Ein Randko¨cher heißt echter Randko¨cher, falls er keinen
anderen Randko¨cher entha¨lt.
Randko¨cher sind also diejenigen Teilko¨cher eines bipartiten Ko¨chers, die nur
eine gemeinsame Senke mit dem restlichen Ko¨cher haben.
Das nachfolgende Lemma besagt, dass eine Unterdarstellung eines Rand-
ko¨chers eines Lokalisierungsko¨chers immer minimal mo¨gliche Bilddimensi-
on hat. Wir werden im Folgenden fu¨r einen Unterraum U mit dU immer
abku¨rzend dessen Bilddimension bezeichnen. Gilt also U =
⊕
i∈I Ui, so de-
finiere
dU :=
∑
α:i→j
Xα(Ui).
Außerdem definiere
UI′ :=
⊕
i∈I′
Ui
fu¨r eine Teilmenge I ′ ⊂ I.
Lemma 3.4.13 Sei Q ein Lokalisierungsko¨cher vom Typ 1 mit Punkten I∪
J . Sei I1 ⊂ I die Menge der Quellen eines Randko¨chers, so dass dimUI1 = k
und dUI1 = b. Dann gilt fu¨r alle Unterra¨ume UI2 ⊂ UI mit dimUI2 = k,
dass dUI2 ≥ b.
Beweis. Wegen der Stabilita¨t gilt
b >
e
d
k.
Betrachte UI3 := UI\I1 mit dimUI3 = d − k. Aufgrund der Eigenschaften
eines Randko¨chers erhalten wir dUI3 = e− b+ 1. Also folgt
(d− k)e
d
< e− b+ 1.
Insgesamt erhalten wir
e
d
k < b <
ek
d
+ 1.
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Also kann kein anderer Unterraum UI2 gleicher Dimension existieren, so dass
dUI2 = b− l fu¨r ein l ≥ 1. Denn ansonsten wu¨rde gelten
b− l > e
d
k.
¤
Fu¨r einen gegebenen Dimensionsvektor (d, e) konstruieren wir nun einen
eindeutigen Dimensionsvektor (ds, es), so dass wir neue Lokalisierungsko¨cher
vom Dimensionstyp (ds + kd, es + ke) durch Verkleben von Lokalisierungs-
ko¨chern vom Dimensionstyp (ds, es) bzw. (kd, ke) erhalten.
Sei mit (d, e) ein Dimensionsvektor fest gewa¨hlt. Zuna¨chst zeigen wir, dass
ein Dimensionsvektor (ds, es), so dass ds ≤ d und es ≤ e, mit den folgenden
Eigenschaften existiert:
• e+esd+dsd < e+ 1
• e+esd+dsd > e
• es−1ds ≤ ed , falls d 6= 1 und (es − 1)d = eds, falls d = 1
• e+esd+dsd′ < d edd′e ∀d′ < d
• ggT(d+ ds, e+ es) = 1.
Wir nennen diese Eigenschaften im Folgenden Verklebungsbedingung. Die
erste Eigenschaft ist a¨quivalent zu
de+ des < de+ d+ dse+ ds
⇔ des < d+ dse+ ds
⇔ d(es − 1) < ds(e+ 1)
⇔ es − 1
ds
<
e+ 1
d
.
Die zweite Eigenschaft ist a¨quivalent zu
ed+ esd ≥ ed+ eds
⇔ es
ds
>
e
d
.
Also folgt die erste Eigenschaft aus der dritten.
Lemma 3.4.14 Sei (d, e) ∈ N2, so dass d ≤ e und ggT(d, e) = 1. Dann
existiert ein Dimensionsvektor (ds, es) zu jedem Dimensionsvektor (d, e), der
die Verklebungsbedingung erfu¨llt. Dieser ist eindeutig bestimmt, wenn wir
zusa¨tzlich annehmen, dass ds ≤ d und es ≤ e.
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Beweis. Betrachte zuna¨chst den Spezialfall d = 1. Offensichtlich erfu¨llt (0, 1)
die gewu¨nschten Eigenschaften fu¨r (d, e) = (1, n) mit n ∈ N.
Falls d ≥ 2, gilt schon e ≥ 3. Wa¨hle ds ∈ N minimal, so dass
d | 1 + eds.
Das ist mo¨glich, weil ggT(d, e) = 1 und weil deswegen natu¨rliche Zahlen
λ′, µ′ existieren, so dass
λ′d = 1− µ′e.
Falls µ′ > 0 so gilt
λ′2d2 = 1− 2µ′e+ µ′2e2 = 1 + e(µ′2e− 2µ′).
Wegen µ′2e > 2µ′ fu¨r e > 2 folgt daraus die Existenz und insbesondere
ds ∈ N.
Definiere
es =
1 + e(d+ ds)− de
d
=
1 + dse
d
.
Wegen der Wahl von ds gilt es ∈ N.
Außerdem erhalten wir
−e(d+ ds) + d(e+ es) = −ed− eds + de+ dse+ 1 = 1.
Es folgt ggT(d+ ds, e+ es) = 1.
Nun gilt
es
ds
=
1 + dse
dds
>
e
d
und weiter
es − 1
ds
=
dse− d+ 1
dds
<
e
d
.
Es bleibt also die vierte Eigenschaft zu zeigen. Eine einfache Rechnung zeigt
e+ es
d+ ds
=
e
d
(
ed+ eds + 1
ed+ eds
)
=
e
d
(
1 +
1
ed+ eds
)
.
Da außerdem
de
d
d′e − e
d
d′ ≥ 1
d
und
d′
ed+ dse
<
1
d+ ds
fu¨r alle d′ < d, folgt die Behauptung.
¤
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Wir nennen einen Vektor (ds, es), der diese Bedingung erfu¨llt im Folgenden
Startvektor von (d, e). Nun zeigen wir, dass (ds+kd, es+ke) mit k ≥ 1 ebenso
ein Startvektor fu¨r den Dimensionsvektor (ld, le) mit l ≥ 1 ist. Das fu¨hrt
dazu, dass wir gewisse Ko¨cher vom Dimensionstyp (ld, le) immer wieder
an einen Lokalisierungsko¨cher vom Dimensionstyp (ds + kd, es + ke) kleben
ko¨nnen, um einen neuen stabilen Ko¨cher zu erhalten.
Korollar 3.4.15 Wenn d, ds, e und es die Verklebungsbedingung erfu¨llen,
dann gilt ggT(ds + kd, es + ke) = 1 fu¨r alle k ≥ 1.
Beweis. Wie vorher haben wir
−e(kd+ ds) + d(ke+ es) = 1
auch fu¨r beliebiges k ≥ 1.
¤
Korollar 3.4.16 Seien d, ds, e, es ∈ N so gegeben, dass sie die Verklebungs-
bedingung erfu¨llen und weiter seien k, l ∈ N. Es gilt:
1.
es + ke
ds + kd
ld < le+ 1
2.
es + ke
ds + kd
ld > le
3.
es + ke− 1
ds + kd
≤ le
ld
4.
ke+ es
kd+ ds
d′ < de
d
d′e ∀d′ < d
Beweis. Es ist leicht zu sehen, dass die zweite bzw. dritte a¨quivalent zu der
zweiten bzw. dritten Eigenschaft des Dimensionsvektors (d+ ds, e+ es) ist.
Die dritte folgt wieder aus der ersten Eigenschaft. Sei k > 1. Dann erhalten
wir durch eine einfache Rechnung, dass
es + ke
ds + kd
≤ e+ es
d+ ds
.
Daraus folgt die vierte Eigenschaft.
¤
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Bemerkung 3.4.17
• Wenn wir den Dimensionsvektor (d, e) zerlegen wollen, so dass
(d, e) = (ds, es) + k(d′, e′)
fu¨r (d, e) teilerfremd mit den zusa¨tzlichen Eigenschaften ggT(ds, es) =
ggT(d′, e′) = 1 und ds ≤ d, es ≤ e, so ko¨nnen wir wie folgt vorgehen:
wa¨hle e′ minimal, so dass
e | 1 + de′
und
d′ =
1 + e′d
e
.
Nun berechnen wir ds und es wie im Beweis von Lemma 3.4.14. Es
ist leicht zu sehen, dass diese Zahlen die gewu¨nschten Eigenschaften
erfu¨llen. In der Tat u¨berpru¨ft man leicht, dass
e− es
e′
=
d− ds
d′
.
Daraus folgt, dass e′ | e − es und d′ | d − ds, weil ggT(d′, e′) = 1 und
trivialerweise e− es, d− ds ∈ N gelten. Definiere nun k = d−dsd′ .
Um fortfahren zu ko¨nnen, beno¨tigen wir weitere Eigenschaften der eben
konstruierten Zahlen. Wegen
esd− eds = 1
erhalten wir
(ke+ es)(k′d+ ds) + k − k′ = (kd+ ds)(k′e+ es).
Definiere fu¨r d1 = k′d + d′ ∈ N mit 0 ≤ d′ < d eine Abbildung f :
{0, 1, . . . , kd+ ds − 1} → N durch
f(d1) = min{n ∈ N | (ke+ es)d1 + n
kd+ ds
∈ N}.
Es sei bemerkt, dass f wegen ggT(ds + kd, es + ke) = 1 injektiv ist. Dann
erhalten wir folgendes Lemma:
Lemma 3.4.18 Seien ds, es, d, e natu¨rliche Zahlen, die die Verklebungs-
bedingung erfu¨llen. Dann gilt
(ke+ es)(k′d+ ds) + k − k′ = 0 mod (kd+ ds)
fu¨r alle k′ ≤ k.
Sei d1 = k′d + d′ mit 0 ≤ d′ < d. Insbesondere gilt f(d1) = k − k′, falls
d′ = ds und daher f(d1) ≥ k + 1, falls d′ 6= ds.
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Nun zeigen wir, wie man einen Lokalisierungsko¨cher vom Dimensionstyp
(ds+(k+ l)d, es+(k+ l)e) durch Verkleben eines Lokalisierungsko¨chers vom
Typ (ds + kd, es + ke) und gewisser Ko¨cher vom Dimensionstyp (ld, le+ 1)
bekommt. Dabei wird Korollar 3.4.16 sichern, dass die Unterdarstellungen
der beiden Teilko¨cher die Stabilita¨tsbedingung erfu¨llen. Dann werden wir
zeigen, dass auch direkte Summen von Unterdarstellungen der Stabilita¨ts-
bedingung nicht widersprechen, was ebenfalls aus Korollar 3.4.16 folgt. Wir
weisen noch einmal auf Bemerkung 3.4.7 hin. Wir werden also keine kon-
kreten Darstellungen betrachten, sondern solche, die die dort angefu¨hrten
Bedingungen erfu¨llen.
Seien d, e und m fest gewa¨hlt und sei Smld,le+1 die Menge von Tupeln, die aus
einem m-bipartiten Ko¨cher vom Dimensionstyp (ld, le+ 1) und einer Senke
j mit den folgenden Eigenschaften besteht:
• Es existiert ho¨chstens ein Pfeil zwischen zwei Punkten.
• Nach dem Verringern der Dimension von j um eins ist der entstandene
Ko¨cher zusammenha¨ngend und semistabil.
• Es existiert eine Darstellung zu diesem Ko¨cher, so dass fu¨r alle d′-
dimensionalen Unterra¨ume U gilt
dU >
(k + l)e+ es
(k + l)d+ ds
d′.
Sei weiter T md,e die Menge aller m-bipartiten Lokalisierungsko¨cher vom Di-
mensionstyp (d, e).
Satz 3.4.19 Seien d, ds, e, es so gegeben, dass sie die Verklebungsbedingung
erfu¨llen und außerdem k ∈ N. Seien T 0 ∈ T mds+kd,es+kd und (T 1, j1) ∈
Smld,le+1. Zudem sei j0 eine Senke von T 00 , so dass Rj0 + Rj1 ≤ m. Dann
ist Qj0,j1(T
0, T 1) mit Verklebungspunkt j2, so dass dim(j2) := dim(j0) +
dim(j1)− 1, ein Element aus T mds+(k+l)d,es+(k+l)e.
Beweis. Fu¨r einen Unterraum U einer der beiden Teilko¨cher bezeichnen wir
mit dU die Dimension des Bildes in Bezug auf den urspru¨nglichen Ko¨cher
und mit d′U die Bilddimension in Bezug auf den konstruierten Ko¨cher.
Sei zuna¨chst U ein d′-dimensionaler Unterraum von T 1 mit d′ < ld. Per
Definition gilt
(k + l)e+ es
(k + l)d+ ds
d′ < dU = d′U .
Falls d′ = ld, so folgt die gleiche Ungleichung aus dU = le+1 zusammen mit
der ersten Eigenschaft des Korollars 3.4.16.
Da zudem
es + ke
ds + kd
>
es + (k + l)e
ds + (k + l)d
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wegen der Eigenschaften der Dimensionsvektoren gilt, folgt das Gleiche fu¨r
Unterra¨ume des Teilko¨chers T 0.
Es bleibt also zu zeigen, dass die Stabilita¨tsbedingung auch fu¨r Unterra¨ume
gilt, die sich aus Unterra¨umen der beiden Teilko¨cher zusammensetzen. Seien
also U ′ und U ′′ zwei Unterra¨ume der Dimensionen 1 ≤ d′ ≤ ld bzw. 1 ≤
d′′ ≤ kd+ ds, so dass mindestens einmal echte Ungleichheit gilt.
Es genu¨gt also
d′U ′⊕U ′′ ≥
le
ld
d′ + dU ′′ >
(k + l)e+ es
(k + l)d+ ds
(d′ + d′′)
zu zeigen, wobei die erste Ungleichung aus der Semistabilita¨t des Ko¨chers,
den man aus T 1 durch Verringern der Dimension des Punktes j1 um eins
erha¨lt, folgt. Wegen esd− dse = 1 ist das a¨quivalent zu
dU ′′ >
(k + l)e+ es
(k + l)d+ ds
d′′ +
d′
d((k + l)d+ ds)
.
Aus dem vorherigen Lemma zusammen mit der Voraussetzung erhalten wir
dU ′′ ≥ (ke+ es)d
′′ + f(d′′)
kd+ ds
.
Sei zuna¨chst d′′ < kd+ds. Nehmen wir ohne Beschra¨nkung der Allgemeinheit
d′ = ld an, so reicht es zu zeigen, dass
ld′′ + ((k + l)d+ ds)f(d′′) > l(kd+ ds),
was durch eine einfache Rechnung folgt.
Schließlich sei d′′ = kd + ds und d′ = l′d + d1 < ld mit 0 ≤ d1 < d. Es gilt
wieder unter Verwendung von esd− eds = 1, dass
(k + l)e+ es
(k + l)d+ ds
(kd+ ds) = ke+ es − l(k + l)d+ ds .
Also bleibt zu zeigen, dass
de
d
(l′d+ d1)e = l′e+ ded1
d
e > (k + l)e+ es
(k + l)d+ ds
(l′d+ d1)− l(k + l)d+ ds ,
was aus der vierten Eigenschaft des Korollars 3.4.16 zusammen mit l > l′
folgt.
¤
Erfu¨llen T 0 und T 1 die Bedingungen aus dem Satz, dann nennen wir T 0
einen Startko¨cher fu¨r T 1.
Als Na¨chstes wenden wir dieses Resultat auf spezielle Ko¨cher an. Dazu sei
T ∈ T md,e. Daraus konstruieren wir auf verschiedene Weisen neue Ko¨cher Tˆ
vom Dimensionstyp (d, e+ 1) wie folgt:
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• Wa¨hle ein i ∈ I, so dass Ri < m und definiere die Punktmenge des
neuen Ko¨chers als Tˆ0 = T0∪{j}, die Menge der Pfeile als Tˆ1 = T1∪{α :
i→ j} und schließlich definiere dim(j) = 1.
• Wa¨hle ein j ∈ J , so dass 1 < Rj < m und erho¨he die Dimension dieses
Punktes um eins.
• Wa¨hle ein j ∈ J , so dass
dim(j) <
∑
i∈Aj
dim(i)
und erho¨he die Dimension dieses Punktes um eins.
Bezeichne die Menge der resultierenden Ko¨cher mit Tˆ md,e und weiter bezeichne
die Senke j als modifizierten Punkt.
Korollar 3.4.20 Seien d, ds, e, es so gegeben, dass sie die Verklebungsbe-
dingung erfu¨llen und sei k ∈ N. Sei weiter T 0 ∈ T mds+kd,es+kd und T 1 ∈ Tˆ md,e
mit dem modifizierten Punkt j1. Weiter sei j0 eine Senke von T 00 , so dass
Rj0+Rj1 ≤ m. Dann ist Qj0,j1(T 0, T 1) mit dem Verklebungspunkt j, so dass
dim(j) := dim(j0) + dim(j1)− 1, ein Element von Tds+(k+1)d,es+(k+1)e.
Beweis. Sei U ein d′-dimensionaler Unterraum von T 1. Da T 1 aus einem
stabilen Ko¨cher entsteht, gilt dU > edd
′. Gilt d′ < d, so folgt aus der vierten
Eigenschaft des Korollars 3.4.16, dass
(k + 1)e+ es
(k + 1)d+ ds
d′ < de
d
d′e ≤ dU ≤ d′U .
Wenn d′ = d, so folgt dieselbe Ungleichung aus der ersten Eigenschaft zu-
sammen mit
dim(j1) ≤
∑
i∈Aj1
dim(i)
und
dU = e+ 1 >
(k + 1)e+ es
(k + 1)d+ ds
d.
¤
Wir behandeln nun die Frage, wie wir zu einem vorgegeben teilerfremden
Dimensionsvektor (d, e) eine solche Menge von Lokalisierungsko¨chern kon-
struieren ko¨nnen. Dazu ordnen wir zuna¨chst einem Tupel natu¨rlicher Zah-
len eine Menge von Lokalisierungsko¨chern zu. Dieses Tupel ist durch den
vorgegebenen Dimensionsvektor eindeutig bestimmt, siehe Beispiel 3.4.22.
Wir werden spa¨ter sehen, dass diese natu¨rlichen Zahlen mit der Anzahl der
mo¨glichen Verklebungspunkte und der mo¨glichen Fa¨rbungen der konstru-
ierten Ko¨cher zusammenha¨ngen. Diese Informationen sind notwendig, um
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mit den Methoden aus Abschnitt 3.3.1 die Kardinalita¨t der Mengen der so
konstruierten Lokalisierungsko¨cher in Lemma 3.4.43 zu bestimmen und die-
se einem vorgegeben Dimensionsvektor zuzuordnen.
Um eine untere Schranke fu¨r die Eulercharakteristik in Satz 3.4.44 zu bekom-
men, werden wir diese Methode in Abschnitt 3.4.4 auf die Fa¨lle e ≥ (m−1)d
anwenden, was wegen der Isomorphien der Modulra¨ume, siehe Satz 2.2.6,
keine Einschra¨nkung ist. Diese Fa¨lle haben verschiedene Vorteile in Bezug
auf das Za¨hlen von Lokalisierungsdaten.
Seien ein Dimensionsvektor (d, e) und der entsprechende Startvektor fest
gewa¨hlt. Bezeichne mit T (d,e)n1 alle Lokalisierungsko¨cher vom Dimensionstyp
(ds, es)+n1(d, e) mit n1 ≥ 1. Wie zuvor sei Tˆ (d,e)n1 die Menge, die durch Mo-
difizieren einer Senke j1 entsteht. Nun fahren wir rekursiv wie folgt fort: sei
S ∈ T (d,e)nk−1,...,n1 und T ∈ Tˆ
(d,e)
nk,...,n1 . Dann sei T (d,e)1,nk,...,n1 die Menge, die aus allen
Ko¨chern Qj0,j1(S, T ) besteht, so dass Rj0+Rj1 ≤ m. Weiter sei die Dimensi-
on des Verklebungspunktes j gegeben durch dim(j) = dim(j0)+dim(j1)−1.
Zudem sei im Allgemeinen T (d,e)nk+1,...,n1 die Menge Verklebungsko¨cher, die
aus dem Verkleben eines Ko¨chers S ∈ T (d,e)nk+1−1,nk,...,n1 und eines Ko¨chers
T ∈ Tˆ (d,e)nk,...,n1 auf die eben beschriebene Weise entsteht.
Korollar 3.4.21 Die Mengen T (d,e)nk,...,n1 enthalten nur stabile Ko¨cher.
Beweis. Es genu¨gt zu zeigen, dass diese Ko¨cher die Bedingungen aus Korol-
lar 3.4.20 erfu¨llen.
Wir nehmen an, dass T (d,e)nk,...,n1 nur aus stabilen Ko¨chern besteht. Es soll
gezeigt werden, dass T (d,e)nk+1,...,n1 fu¨r alle nk+1 ≥ 1 dann auch nur aus sta-
bilen Ko¨chern besteht. Dazu zeigen wir, dass die Ko¨cher aus T (d,e)nk−1,...,n1
Startko¨cher fu¨r die Ko¨cher aus Tˆ (d,e)nk,...,n1 sind.
Sei also (dk, ek) der zu Tˆ (d,e)nk,...,n1 geho¨rige Dimensionsvektor und (dks , eks) der
zu T (d,e)nk−1,...,n1 geho¨rige. Es genu¨gt also zu zeigen, dass
(dk+1s , e
k+1
s ) = (d
k
s , e
k
s) + (nk − 1)(dk, ek)
der Startvektor fu¨r
(dk+1, ek+1) = (dks , e
k
s) + nk(d
k+1, ek+1)
ist. Denn die Ko¨cher aus Tˆ (d,e)nk,...,n1 entstehen eben durch die vor Korollar
3.4.20 beschriebene Modifikation. Das ist a¨quivalent zu
ek+1s =
1 + dk+1s e
k+1
dk+1
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mit der zusa¨tzlichen Eigenschaft dk+1s ≤ dk+1, siehe Lemma 3.4.14. Wa¨hrend
die zweite Eigenschaft unmittelbar folgt, ist die erste a¨quivalent zu
eks =
1 + dkse
k
dk
,
was wiederum durch eine direkte Rechnung folgt. Also folgt die Behauptung
nach der Induktionsvoraussetzung.
¤
Beispiel 3.4.22
Wa¨hle (ds, es) = (0, 1) und (d, e) = (1, n− 1). Dann erhalten wir das Tupel
(nk, . . . , n1) zu einem gegebenen Dimensionsvektor, indem wir wie in Be-
merkung 3.4.17 verfahren. Genauer gilt (d, e) = (ds, es) + nk(d′, e′) und so
erhalten wir rekursiv das gesamte Tupel natu¨rlicher Zahlen. Die Rekursion
bricht ab, falls (ds, es) = (0, 1).
Wir betrachten den Dimensionsvektor (d, e) = (8, 13). Das dazugeho¨rige
Tupel ist dann (n3, n2, n1) = (1, 2, 2) mit n = 2. Also
(d, e) = (3, 5) + (5, 8) = (1, 2) + (2, 3) + ((1, 2) + 2(2, 3))
= (0, 1) + (1, 1) + (0, 1) + 2(1, 1)
+((0, 1) + (1, 1) + 2((0, 1) + 2(1, 1)))
Betrachte also zuna¨chst die Lokalisierungsko¨cher der Dimensionstypen (1, 2)
bzw. (2, 3), d.h.
1
1
66mmmmm
((QQQ
QQ
1
bzw.
1 1
1
66mmmmm
((QQQ
QQ 2
66mmmmm //
((QQQ
QQ 1
1 1
1
66mmmmm
((QQQ
QQ
1
Dann ergeben sich mit den drei vor Korollar 3.4.20 beschriebenen Methoden
die folgenden Lokalisierungsko¨cher vom Typ (3, 5) durch Verkleben:
1 1 1
1
66mmmmm
((QQQ
QQ 1
66mmmmm
((QQQ
QQ 1
66mmmmm
((QQQ
QQ
1 2 2 1oo
²²1
66mmmmm
((QQQ
QQ // 1 2 //
66mmmmm
((QQQ
QQ 1 1
66mmmmm
((QQQ
QQ
1 1 1 1
1
66mmmmm
((QQQ
QQ
1
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Weiter erhalten wir zum Beispiel folgende Lokalisierungsko¨cher vom Typ
(5, 8) durch Verkleben:
1 1
1
66mmmmm
((QQQ
QQ 2
66mmmmm //
((QQQ
QQ 1
2 3 1
²²
oo
2
66mmmmm
((QQQ
QQ // 1 2
66mmmmm //
((QQQ
QQ 1
2 1
²²
oo 1 1
1
66mmmmm
((QQQ
QQ
1 1
Schließlich ist auch zum Beispiel der folgende bipartite Ko¨cher vom Dimen-
sionstyp (8, 13) nach Korollar 3.4.20 stabil:
1
1
66mmmmm
((QQQ
QQ
2 1oo
²²1
66mmmmm
((QQQ
QQ
1 1
1
66mmmmm //
((QQQ
QQ 1
2
2
66mmmmm //
((QQQ
QQ 1
2 1oo
²²1
66mmmmm
((QQQ
QQ
1 1
3.4.3 Einfache Lokalisierungsko¨cher
In diesem Abschnitt untersuchen wir die Menge der einfachen Lokalisie-
rungsko¨cher. Diese sind Lokalisierungsko¨cher vom Typ eins, die zusa¨tzlich
die Eigenschaft erfu¨llen, dass jeder Punkt Senke von ho¨chstens zwei Pfei-
len ist. Zu einem gegeben Dimensionstyp ist dieser Ko¨cher eindeutig, gibt
aber nach einer kleinen Modifikation Anlass zu einer exponentiell mit dem
Dimensionsvektor wachsenden Klasse von Lokalisierungsko¨chern. Sie bilden
eine der Grundlagen, um die untere Schranke fu¨r die Eulercharakteristik
im na¨chsten Abschnitt zu erhalten. Sie definieren außerdem so genannte
Ko¨cherfunktionen, mit denen sich das aus dem letzten Abschnitt resultie-
rende Tupel (nk, . . . , n1) fu¨r jeden Dimensionsvektor einfach durch das Lo¨sen
Linearer Gleichungssysteme berechnen la¨sst. Schließlich bilden sie auch eine
der Grundlagen fu¨r die Konstruktion von Baumdarstellungen im na¨chsten
Kapitel.
Wir nehmen an, dass alle Punkte (vor und nach dem Verkleben) eindimen-
sional sind. Sei (Qlk)k∈N ein bipartiter Ko¨cher, wobei Qlk durch
Qlk0 = {ik} ∪ Jk und Qlk1 = {(ik, j) | j ∈ Jk},
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so dass |Jk| = lk definiert ist. Betrachte den Verklebungsko¨cher
Ql1,l2 := Qj1,j2(Q
l1 , Ql2),
wobei j1 ∈ J1 und j2 ∈ J2. Außerdem definiere die Menge aller mo¨glichen
Verklebungspunkte des resultierenden Ko¨chers durch K2 := J2\j2, wobei j2
der Verklebungspunkt von Ql1,l2 sei.
Wir fahren rekursiv wie folgt fort: seien Ql1,l2,...,ln und Qln+1 zwei bipartite
Ko¨cher. Dann definiere
Ql1,...,ln+1 := Qjn,jn+1(Q
l1,...,ln , Qln+1)
mit jn ∈ Kn und jn+1 ∈ Qln+10 . Weiter definiere wieder Kn+1 := Jn+1\jn+1.
Wa¨hle ein m ∈ N fest, so dass m ≥ 3. Seien n, t ∈ N, so dass 2 ≤ n ≤ m− 1.
Jedem (t+ 1)-Tupel (s1, . . . , st+1)m,n ∈ Nt+1 ordnen wir den Ko¨cher
Qn
s1 ,n+1,ns2 ,...,n+1,nst+1
zu, wobei
nsi := n, . . . , n︸ ︷︷ ︸
si−mal
.
Wenn wir den Fall m = 3 und n = 2 betrachten, so erhalten wir Ko¨cher der
folgenden Form:
i1,1
ªª¶¶
¶¶
¶¶
¶
¸+¸
++
++
++
. . . i1,s1
©©µµ
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µµ
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¹¹,
,,
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¸¸
¸¸
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··)
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²²
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ªª¶¶
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¶¶
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¸+¸
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. . . it
­­¹¹
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··(
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²²
it+1,1
¨¨³³
³³
³³
³
ºº.
..
..
..
. . . it+1,st+1
¦¦®®
®®
®®
®®
¼¼3
33
33
33
3
1 1 . . . 1 1 1 1 1 . . . 1 1 1 1 . . . 1 1
mit dim(ik) = dim(ij,l) = 1. Definiere zudem den Ko¨cher
Qˆs = Qn+1,n
s1 ,n+1,ns2 ,...,n+1,nst+1
und
sˆ := (s1 − 1, s2, . . . , st+1)m,n.
Informell erhalten wir den Ko¨cher Qˆsˆ aus dem Ko¨cher Qs, indem wir einen
zusa¨tzlichen Pfeil an ”die Quelle am linken Rand” ankleben. Im Folgen-
den schreiben wir auch sˆ anstelle von Qˆsˆ und s anstelle von Qs, wenn
Missversta¨ndnisse ausgeschlossen sind.
Definition 3.4.23 Seien m,n und ein Tupel (s1, s2, . . . , st+1)m,n gegeben.
Dann heißt der dazugeho¨rige Ko¨cher einfach.
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Der Dimensionstyp der einfachen Ko¨cher ist gegeben durch
d =
t+1∑
i=1
si + t
und
e = (
t+1∑
i=1
(n− 1)si + 1) + (n− 1)t.
Wir u¨berpru¨fen die einfachen Ko¨cher auf Stabilita¨t. Wir beantworten al-
so die Frage, fu¨r welche einfachen Ko¨cher eine stabile Darstellung existiert.
Dazu nehmen wir an, dass jede lineare Abbildung zu einem Pfeil α : i → j
durch Xα = 1 gegeben ist. Bemerkt sei, dass die Existenz einer stabilen Dar-
stellung schon genu¨gt, um die Dimension des Modulraums auszurechnen.
Offensichtlich muss die Bilddimension dU eines eindimensionalen Unter-
raums U einer stabilen Darstellungen die Eigenschaft dU > n− 1 erfu¨llen.
Sei U nun ein Unterraum mit dimU =
∑l
i=k si+(l−k). Wenn wir Stabilita¨t
voraussetzen, erhalten wir fu¨r die Bilddimension
dU ≥ (
l∑
i=k
(n− 1)si + 1) + (n− 1)(l − k).
Es ist leicht zu sehen, dass es genu¨gt, Stabilita¨t fu¨r Unterra¨ume dieser Di-
mension zu u¨berpru¨fen, die zusa¨tzlich die Eigenschaft
dU = (
l∑
i=k
(n− 1)si + 1) + (n− 1)(l − k)
erfu¨llen. Wir erhalten folgendes Lemma:
Lemma 3.4.24 Ein Ko¨cher (s1, . . . , st+1)m,n ist genau dann stabil, wenn
d(l − k + 1) > (t+ 1)(
l∑
i=k
si + (l − k))
fu¨r alle 1 ≤ k < l ≤ t+ 1 mit l − k < t.
Beweis. Offensichtlich gilt e = (n−1)d+ t+1. Aus der Stabilita¨tsbedingung
folgt, dass
(
l∑
i=k
(n− 1)si + 1) + (n− 1)(l − k) > (n− 1)d+ t+ 1
d
(
l∑
i=k
si + (l − k)).
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Also erhalten wir
d(
l∑
i=k
(n− 1)si) + d(n− 1)(l − k) + d(l − k + 1)
> (n− 1)d(
l∑
i=k
si + (l − k)) + (t+ 1)(
l∑
i=k
si + (l − k))
und daraus die Behauptung.
¤
Offenbar ist die Stabilita¨t einfacher Ko¨cher unabha¨ngig vonm und n, so dass
wir im Folgenden mit (s1, s2, . . . , st+1) die Menge aller einfachen Ko¨cher mit
n < m bezeichnen.
Sei k = e− d. Definiere l(d,e) := dl + kd le = d ed le. Sei außerdem I die Menge
der Quellen und J die Menge der Senken eines einfachen Ko¨chers.
Lemma 3.4.25 Sei X eine stabile Darstellung eines einfachen Ko¨chers.
Fu¨r alle Unterra¨ume U = ⊕i∈I′Xi der Dimension l mit I ′ ⊂ I gilt entweder
dU = l(d,e) oder dU = l(d,e) + 1.
Beweis. Da die Randko¨cher nach Lemma 3.4.13 von minimal mo¨glicher
Bilddimension sind, existiert ein Unterraum beliebiger Dimension l, so dass
dU = l(d,e).
Seien I1, I2 ⊂ I. Wir nehmen an, dass zwei Unterra¨ume U1 = ⊕i∈I1Xi bzw.
U2 = ⊕i∈I2Xi der gleichen Dimension existieren, so dass dU1 = dU2 + t mit
t ≥ 2. Dabei ko¨nnen wir ohne Beschra¨nkung der Allgemeinheit annehmen,
dass dU2 = l(d,e). Sei I3 := I\I1. Betrachten wir den Unterraum
U3 =
⊕
i∈I3
Xi,
so erhalten wir dU3 = e− l(d,e).
Wegen der Stabilita¨t erhalten wir aber ebenfalls
(d− l)(d,e) ≤ e− l(d,e).
Das kann aber nur der Fall sein, falls ed l ∈ N, was man durch eine einfache
Rechnung u¨berpru¨ft. Das ist aber unmo¨glich, weil ggT(d, e) = 1 und l < d.
¤
Daraus erha¨lt man folgendes Korollar:
Korollar 3.4.26 Fu¨r einen stabilen Ko¨cher (s1, . . . , st+1) existiert ein k ∈
N, so dass fu¨r alle 1 ≤ i ≤ t+ 1 gilt, dass si = k oder si = k + 1.
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Beweis. Sei ohne Beschra¨nkung der Allgemeinheit m = 3 und n = 2. Gilt
si = k fu¨r ein i, so gibt es einen Unterraum U der Dimension k+ 2, so dass
dU = k + 5. Ga¨be es nun ein j, so dass sj = k + 2, so ga¨be es auch einen
Unterraum U ′ der Dimension k+2, so dass dU ′ = k+3. So einen Unterraum
kann es nach dem vorherigen Lemma aber nicht geben.
¤
Definiere
sk,l := (
l∑
i=k
si + l − k)(t+ 1).
Dann erhalten wir unmittelbar folgendes Korollar:
Korollar 3.4.27 Sei (s1, . . . , st+1) stabil und k ∈ Z mit k ≥ −mint+1i=1 si.
Dann folgt, dass (s1+k, . . . , st+1+k) ebenso stabil ist. Insbesondere ko¨nnen
wir also annehmen, dass si = 0 oder si = 1.
Beweis. Addieren wir k zu beiden Seiten der Ungleichung, so erhalten wir
die A¨quivalenz zu der urspru¨nglichen Bedingung.
¤
Nun zeigen wir, dass zu einem gegebenen Dimensionsvektor genau ein Tupel
dieser Art existiert, so dass der Ko¨cher stabil ist. Außerdem werden wir
dieses Tupel konstruieren.
Es folgt unmittelbar:
Korollar 3.4.28 Sei (s1, . . . , st) stabil und
k∑
i=1
si = a
fu¨r ein a ∈ N, so dass k < t. Dann gilt
l+k−1∑
i=l
si ≤ a
fu¨r l + k − 1 ≤ t.
Zuna¨chst zeigen wir, dass alle einfachen Ko¨cher symmetrisch sind:
Korollar 3.4.29 Sei (s1, . . . , st) stabil. Dann gilt si = st−i+1 fu¨r alle i ≤ t2 .
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Beweis. Es ist leicht zu sehen, dass die Stabilita¨t von (s1, . . . , st) a¨quivalent
zur Stabilita¨t von (st, . . . , s1) ist.
Dann folgt die Behauptung sofort aus dem vorherigen Korollar. Denn, wenn
ein nicht-symmetrischer einfacher Ko¨cher existierte, so wu¨rde folgen, dass
k∑
i=1
si = a1, aber auch
t∑
i=t−k+1
si = a2
mit a1 6= a2. Das ist aber ein Widerspruch.
¤
Wir ko¨nnen die Stabilita¨tsbedingung einfacher Ko¨cher aus 3.4.24 auf die
folgende Weise vereinfachen:
Lemma 3.4.30 Sei s = (s1, . . . , st+1) ein symmetrischer Ko¨cher. Dann
sind folgende Aussage a¨quivalent:
1. Der Ko¨cher s = (s1, . . . , st+1) ist stabil.
2. Es gilt
dl > s1,l
fu¨r alle 1 ≤ l < t+ 1.
3. Es gilt
dl > s1,l > dl − (t+ 1)
fu¨r alle 1 ≤ l ≤ t+12 .
Beweis. Sei 3. vorausgesetzt. Weiter seien k, l gegeben, so dass k ≤ l. Die
Symmetrie von s ergibt
st−k+2,t+1 = s1,k.
Außerdem gilt
s1,t+1 = d(t+ 1).
Dann folgt
sk,l = s1,t+1 − s1,k−1 − sl+1,t+1 − 2(t+ 1)
= s1,t+1 − s1,k−1 − s1,t−l+1 − 2(t+ 1)
< d(t+ 1)− d(k − 1)− d(t− l)
= d(l − k + 1).
Nun zeigen wir noch die A¨quivalenz von 2 und 3. Dazu sei
dl > s1,l
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fu¨r alle 1 ≤ l < t + 1. Unter Verwenden der Symmetrie erhalten wir fu¨r
k ≤ t+12 , dass
s1,k = s1,t+1 − s1,t−k+1 − (t+ 1)
> d(t+ 1)− d(t− k + 1)− (t+ 1)
= dk − (t+ 1).
Andersrum sei t+12 ≤ l < t+ 1. Wegen t+ 1− l ≤ t+12 gilt
s1,l = s1,t+1 − sl+1,t+1 − (t+ 1)
= s1,t+1 − s1,t+1−l − (t+ 1)
< d(t+ 1)− d(t+ 1− l)
= dl.
Das vervollsta¨ndigt den Beweis.
¤
Bemerkt sei, dass analog zum Beweis gezeigt werden kann, dass fu¨r beliebiges
1 < k ≤ l < t+ 1 gilt, dass
sk,l + 2(t+ 1) > (l − k + 1)d.
Außerdem gilt die dritte Behauptung fu¨r alle 1 ≤ l < t + 1, wenn stabile
Darstellungen betrachtet werden.
Das na¨chste Resultat zeigt die Existenz und Eindeutigkeit stabiler einfacher
Ko¨cher fu¨r einen festen teilerfremden Dimensionstyp.
Satz 3.4.31 Sei ggT(d, e) = 1. Dann existiert genau ein s ∈ Nt, so dass s
stabil und vom Dimensionstyp (d, e) ist.
Beweis. Als Erstes zeigen wir die Existenz eines solchen Ko¨chers. Wegen
Korollar 3.4.27 ko¨nnen wir ohne Beschra¨nkung der Allgemeinheit annehmen,
dass t+1 < d < 2(t+1). Denn aus d = t erhalten wir s = 0. Fu¨r alle l ≤ t+12
muss s nun
dl − (t+ 1) < s1,l < dl
erfu¨llen.
Da ggT(d, e) = 1 und e = d+ t+1, erhalten wir, dass t+1 kein Teiler von d
ist, was die Existenz eines solchen Vektors s zeigt. Bemerkt sei, dass t durch
t = e− d fu¨r feste d, e eindeutig bestimmt ist.
Nun ist die Eindeutigkeit leicht zu sehen. Denn, wenn s′ ein anderer sta-
biler einfacher Ko¨cher wa¨re, so ga¨be es ein minimales k, so dass sk 6= s′k.
Insbesondere wu¨rde gelten, dass sk = s′k + l fu¨r ein l 6= 0. Dann ha¨tten wir
entweder s′1,k > dk oder s
′
1,k < dk − (t+ 1).
¤
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Korollar 3.4.32 Sei (s1, . . . , st) stabil. Dann gilt fu¨r l1 − k1 = l2 − k2 mit
l1 ≥ k1 bzw. l2 ≥ k2, dass entweder
∑l1
i=k1
si =
∑l2
i=k2
si oder
∑l1
i=k1
si =
(
∑l2
i=k2
si)± 1.
Beweis. Wie zuvor erwa¨hnt, gilt fu¨r alle k ≤ l, dass
d(l − k + 1) > sk,l > d(l − k + 1)− 2(t+ 1).
Unter Betrachtung von sk,l folgt die Behauptung.
¤
Sei s = (s1, . . . , st) ein einfacher Ko¨cher. Definiere:
sl := (s, . . . , s)︸ ︷︷ ︸
l−mal
,
Aus der Eindeutigkeit einfacher Lokalisierungsko¨cher zusammen mit 3.4.19
erhalten wir unmittelbar folgendes Korollar:
Korollar 3.4.33 Seien d, ds, e, es natu¨rliche Zahlen, die die Verklebungsbe-
dingung erfu¨llen. Sei weiter s(ds,es) der einfache Lokalisierungsko¨cher vom
Dimensionstyp (ds, es) und s(d,e) derjenige vom Dimensionstyp (d, e). Dann
ist der einfache Lokalisierungsko¨cher vom Dimensionstyp (ds + kd, es + ke)
gegeben durch s(ds+kd,es+ke) = (s(ds,es), sˆ
k
(d,e)).
Im Folgenden nehmen wir an, dass si ∈ {0, 1} fu¨r alle einfachen Lokalisie-
rungsko¨cher, was wegen 3.4.27 mo¨glich ist.
Nun zeigen wir, wie wir diese Ko¨cher konstruieren ko¨nnen. Dazu sei ein
Tupel natu¨rlicher Zahlen (n1, . . . , nk) ∈ Nk gegeben. Definiere rekursiv fol-
genden Ko¨cher:
• sn1 = 1n1+1
• sn1,n2 = (sn1−1, sˆn2n1)
• sn1,...,nk+1 = (sn1,...,nk−1, sˆnk+1n1,...,nk)
Schreibe abku¨rzend snk := sn1,...,nk . Bemerkt sei, dass fu¨r k ≥ 2 gilt, dass
sn1,...,nk,0 = sn1,...,nk−1. Aus Korollar 3.4.21 erhalten wir sofort folgendes
Resultat:
Korollar 3.4.34 Die Ko¨cher snk sind stabil.
Jetzt konstruieren wir die Ko¨cher sˆnk mittels Ko¨cherfunktionen. Diese las-
sen sich fu¨r jeden Dimensionstyp durch Lo¨sen Linearer Gleichungssysteme
bestimmen. Sei
lk := l, . . . , l︸ ︷︷ ︸
k−mal
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und betrachte die Abbildungen ηln : {l − 1, l} → Nn ∪ Nn+1 bzw. Θln :
{l − 1, l} → Nn+1 ∪ Nn+2 definiert durch
ηln : (l − 1) 7→ (l − 1), ln−1
l 7→ (l − 1), ln
bzw.
Θln : (l − 1) 7→ (l − 1)n+1, l
l 7→ (l − 1)n, l.
Offensichtlich gilt Θln(l) = (η
l
1)
n(l). Diese Abbildungen sollen komponen-
tenweise auf Vektoren angewendet werden, die aus natu¨rlichen Zahlen l− 1
bzw. l bestehen. Definiere ηn := η1n bzw. Θn := Θ
1
n.
Lemma 3.4.35 Fu¨r alle k ∈ N+ gilt
sˆnk = ηn1 ◦ ηn2 ◦ . . . ◦ ηnk(1).
Beweis. Sei k = 1. Fu¨r beliebiges n1 gilt sn1 = 1
n1+1, also sˆn1 = 01
n1 =
ηn1(1).
Deswegen betrachte
sˆnk+1 = (sˆnk−1, (sˆnk)
nk+1).
Wegen der Induktionsvoraussetzung gilt
sˆnk = ηn1 ◦ ηn2 ◦ . . . ◦ ηnk(1).
Außerdem erhalten wir
ηnk+1(1) = 01
nk+1 .
Es bleibt also zu zeigen, dass
sˆnk−1 = ηn1 ◦ ηn2 ◦ . . . ◦ ηnk(0).
Fu¨r k = 1 gilt sˆn1−1 = 01n1−1 = ηn1(0). Wie oben gilt
ηnk+1−1(0) = 01
nk+1−1.
Also ko¨nnen wir folgern, dass
sˆnk+1−1 = (sˆnk−1, (sˆnk)
nk+1−1)
= (ηn1 ◦ ηn2 ◦ . . . ◦ ηnk(0), (ηn1 ◦ ηn2 ◦ . . . ◦ ηnk(1))nk+1−1)
= (ηn1 ◦ ηn2 ◦ . . . ◦ ηnk(01nk+1−1))
= ηn1 ◦ ηn2 ◦ . . . ◦ ηnk+1(0).
Daraus folgt die Behauptung.
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¤Bemerkt sei, dass diese Konstruktion wegen Korollar 3.4.27 fu¨r alle einfachen
Ko¨cher s mo¨glich ist.
Definition 3.4.36 Sei smd,e ein einfacher Lokalisierungsko¨cher vom Dimen-
sionstyp (d, e) und m ≥ 3. Sei außerdem
sˆmd,e = ηnk ◦ . . . ◦ ηn1(l)
mit l ∈ N. Die Abbildungen ηn1 , . . . , ηnk heißen Ko¨cherfunktionen (vom Typ
l) zu d, e,m.
Bemerkung 3.4.37
• Mit Hilfe der einfachen Lokalisierungsko¨cher kann eine große Klas-
se von Lokalisierungsko¨chern bestimmt werden. Wegen Lemma 3.4.9
mu¨ssen wir nicht auf Zykel Ru¨cksicht nehmen, die mo¨glicherweise aus
einer Fa¨rbung c resultieren.
Dazu seien d, e und m fest gewa¨hlt. Wir gehen nun so vor, dass wir an
den Ko¨cher vom Typ (ds, es) Ko¨cher vom Typ (d, e+1) kleben, die aus
dem einfachen Ko¨cher vom Typ (d, e) resultieren. Wegen 3.4.20 sind
die sich ergebenden Ko¨cher wieder stabil. Wir werden diese Methode
im na¨chsten Abschnitt erweitern und genau untersuchen.
Durch die Ko¨cherfunktionen erhalten wir ein einfacheres Verfahren, um zu
einem gegebenen Dimensionsvektor das Tupel (nk, . . . , n1) zu bestimmen,
und zwar durch Lo¨sen Linearer Gleichungssysteme. Dazu seien m ≥ 3 und
ein Dimensionsvektor (d, e), so dass (m− 1)d ≥ e ≥ d, fest gewa¨hlt. Weiter
nehmen wir an, dass (n− 1)d < e ≤ nd fu¨r ein n ∈ N. Jetzt erhalten wir die
Ko¨cherfunktionen rekursiv wie folgt: es gilt in dieser Situation, dass
(d, e) = k1,1(1, n− 1) + k1,2(1, n),
wobei k1,2 6= 0. Die Lo¨sung dieses Gleichungssystems ist gegeben durch
k1,1 = nd− e und k1,2 = e− (n− 1)d.
Falls k1,1 = 0, so sind wir fertig. Denn dann gilt k1,2 = 1 und somit sˆmd,e = 0.
Der Typ der Ko¨cherfunktionen ist allgemein gegeben durch l := dk1,1k1,2 e. Falls
k1,2 = 1, so folgt also, dass der Typ der Ko¨cherfunktionen durch k1,1 gegeben
ist und wir erhalten sˆmd,e = k1,1. Falls k1,1 = 1, so gilt sˆ
m
d,e = 0
k1,2−11.
Nehme also an, dass k1,2 6= 1. Wir fahren wie folgt rekursiv fort:
Wenn k1,2|k1,1 gilt, so folgt aus ggT(d, e) = 1, dass k1,2 = 1. Denn ansonsten
wu¨rde k1,2 sowohl d als auch e teilen. Unter Beru¨cksichtigung des Typs der
Ko¨cherfunktionen erhalten wir das Lineare Gleichungssystem
(d, e) = k2,1((l1 − 1)(1, n− 1) + (1, n)) + k2,2(l1(1, n− 1) + (1, n)).
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Daraus folgt, dass
k2,1 = (l1 + 1)e− (l1n− l1 + n)d
bzw.
k2,2 = d(l1n− l1 + 1)− l1e.
Definiere l2 := dk2,2k2,1 e. Falls k2,2 = 1, so erhalten wir sˆmd,e = Θk2,1(l). Wenn
k2,2 6= 1, so ist die Ko¨cherfunktion von der Form
ηl2 : l 7→ (l − 1)ll2 .
Wenn k2,1 = 1, so gilt sˆmd,e = ηl2(l).
Falls k2,1, k2,2 6= 1, setzen wir rekursiv mit dem Lo¨sen des Linearen Glei-
chungssystems gegeben durch
k3,1 + k3,2 = k2,1
und
(l2 − 1)k3,1 + l2k3,2 = k2,2
fort. Dann gilt
k3,1 = k2,1l2 − k2,2 und k3,2 = k2,2 − (l2 − 1)k2,1.
Definiere wieder l3 := dk3,2k3,1 e. Wie eben gilt
sˆmd,e = ηl2 ◦Θk3,1(l),
wenn k3,2 = 1 und
sˆmd,e = ηl2 ◦ ηl3(l),
wenn k3,1 = 1.
Wenn k3,1, k3,2 6= 1, fahren wir mit der Rekursion so lange bis kj,1 = 1 oder
kj,2 = 1 fort. Definiere also
kj,1 + kj,2 = kj−1,1
und
(lj−1 − 1)kj,1 + lj−1kj,2 = kj−1,2
und zudem lj := dkj,2kj,1 e. Daraus erhalten wir sˆmd,e wie folgt: wenn kj,2 = 1, so
gilt
sˆmd,e = ηl2 ◦ . . . ◦ ηlj−1 ◦Θkj,1(l)
und wenn kj,1 = 1, so gilt
sˆmd,e = ηl2 ◦ ηl3 ◦ . . . ◦ ηlj (l).
Jetzt folgt aus 3.4.34, dass die resultierenden Ko¨cher smd,e stabil sind. Sie sind
auch vom gewu¨nschten Dimensionstyp, weil das Tupel (kj,1, kj,2) genau die
Anzahl der (l − 1)′s und l′s des Vektors ηlj ◦ . . . ◦ ηlk(l) angibt.
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Bemerkung 3.4.38
• Betrachte Korollar 3.4.21 mit (ds, es) = (0, 1) und (d, e) = (1, n − 1)
fu¨r ein n ≥ 2. Seien weiter m ≥ 3 und ein Dimensionsvektor (d′, e′),
so dass (m− 1)d′ ≥ e′ ≥ d′, fest gewa¨hlt. Weiter nehmen wir an, dass
(n − 1)d′ ≤ e′ ≤ nd′ fu¨r ein n ∈ N. Mit Hilfe von Korollar 3.4.33
u¨berpru¨ft man, dass
(nk, . . . , n1) = (lk, . . . , l2, l + 1).
Das zu einem Dimensionsvektor gegebene Tupel ist also schon durch
die Lo¨sungen von Linearen Gleichungssystemen gegeben.
Schließlich soll auf eine weitere Methode hingewiesen werden, mit der sich
die einfachen Ko¨cher konstruieren lassen, die allerdings im Folgenden nicht
mehr beno¨tigt wird.
Dazu definiere rekursiv folgende Ko¨cher:
• tn1 = (0)
• tnk+1 = (tnk , snk−2, tnk), wenn nk ≥ 2
• Falls nk = 1, sei l := min{k′ ≤ k | nk′ = nk′+1 = . . . = nk−1 = 1}.
Sei l 6= 1 und definiere
tnk+1 := (tnl−1 , (snl−1−2, tnl−1)
k−l+2).
Falls l = 1, dann definiere tnk+1 := (0
k+1).
Lemma 3.4.39 Es gilt
sˆnk = (tnk , snk−1)
fu¨r alle k ≥ 1.
Beweis. Sei zuna¨chst k = 1. Dann gilt sn1 = 1
n1+1, also sˆn1 = (0, 1
n1) =
(tn1 , sn1−1).
Wir nehmen an, dass die Behauptung fu¨r ein festes k ≥ 1 gilt.
Dann gilt
snk+1 = (snk−1, sˆ
nk+1
nk ) = (snk−1, (tnk , snk−1)
nk+1).
Sei nk ≥ 2. Es folgt
sˆnk+1 = (sˆnk−1, (tnk , snk−1)
nk+1).
Da offensichtlich tnk = tnk−1 gilt, folgt aus der Induktionsannahme, dass
sˆnk+1 = (tnk−1, snk−2, (tnk , snk−1)
nk+1)
= (tnk+1 , snk−1, (tnk , snk−1)
nk+1−1)
= (tnk+1 , snk−1, sˆ
nk+1−1
nk )
= (tnk+1 , snk+1−1).
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Nun sei nk = nk−1 = . . . = nl = 1, so dass l > 1. Wegen obiger Bemerkung
erhalten wir snk−1 = snl−1−1. Also folgt
sˆnk+1 = (sˆnk−1, tnk , snk−1, (tnk , snk−1)
nk+1−1)
= (sˆnl−1−1, (tnl−1 , (snl−1−2, tnl−1))
k−l+2, snk+1−1)
= (tnl−1 , snl−1−2, sˆnl−1−1, (tnl−1 , (snl−1−2, tnl−1))
k−l+2, snk+1−1)
= (tnl−1 , (snl−1−2, tnl−1)
k−l+3, snk+1−1)
= (tnk+1 , snk+1−1).
Schließlich betrachte den vorherigen Fall fu¨r l = 1. Dann gilt tk = 0k und
snk−1 = s0 = 1. Also folgt
sˆnk+1 = (0, 0
k, 1, (0k, 1)nk+1−1) = (tnk+1 , snk+1−1).
¤
3.4.4 Eine untere Schranke
Sei m ∈ N mit m ≥ 3 wieder die Anzahl der Pfeile des Kroneckerko¨chers.
Das Ziel dieses Abschnitts ist es, eine untere Schranke fu¨r die Eulercharak-
teristik der Modulra¨ume fu¨r teilerfremde Dimensionsvektoren anzugeben.
Dazu betrachten wir die Fa¨lle e > (m−1)d. Die anderen ergeben sich durch
die Isomorphien der Modulra¨ume, siehe 2.2.6. Der Vorteil dieser Fa¨lle ist,
dass Fa¨rbungen, die 3.4.4 erfu¨llen, keine induzierten Pfeile erzeugen ko¨nnen,
siehe 3.4.8. Also ist die Dimension der betrachteten Fixpunktkomponenten
bekannt. Denn jede Quelle eines Lokalisierungsko¨chers von diesem Dimen-
sionstyp muss aufgrund der Stabilita¨tsbedingung bereits Quelle m verschie-
dener Pfeile sein. Außerdem vereinfacht sich die rekursive Konstruktion der
betrachteten Lokalisierungsko¨cher.
Wir wollen zuna¨chst ein wichtiges Lemma beweisen, dass fu¨r die weiteren
U¨berlegungen von großer Wichtigkeit ist:
Lemma 3.4.40 Sei X = (X1, X2, (Xαi)1≤i≤m) eine stabile Darstellung des
Kroneckerko¨chers K(m) mit Dimensionsvektor (d, e), so dass e > (m −
1)d. Dann existieren kein Unterraum U ⊂ X1, X2 und keine Abbildungen
f1, . . . , f2l ∈ {Xα1 , . . . , Xαm} mit fi 6= fi+1 fu¨r 1 ≤ i ≤ 2l − 1, so dass
f1 ◦ f−12 ◦ f3 ◦ . . . f2l−1 ◦ f−12l (U) = U
fu¨r U ⊂ X2 bzw.
f−11 ◦ f2 ◦ f−13 ◦ . . . f−12l−1 ◦ f2l(U) = U
fu¨r U ⊂ X1.
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Beweis. Sei U ein Unterraum von X1 oder X2 mit dimU = n. Wenn ei-
ne solche Kette von Abbildungen existierte, wu¨rde ein Unterraum U ′ der
Dimension ln existieren, fu¨r dessen Bilddimension dU ′ ≤ (m − 1)ln gelten
wu¨rde. Dieser kann wegen der Stabilita¨tsbedingung aber nicht existieren,
denn ansonsten wu¨rde gelten, dass
(m− 1)ln ≥ dU ′ > e
d
ln >
(m− 1)d
d
ln = (m− 1)ln,
was offensichtlich ein Widerspruch ist.
Der andere Fall verha¨lt sich vo¨llig analog.
¤
Bemerkt sei, dass dieses Lemma nicht ohne Einschra¨nkung fu¨r den Fall
(d, (m − 1)d) gilt. In diesen Fa¨llen ko¨nnen stabile Darstellungen Zykel ha-
ben. Und zwar genau dann, wenn dU ′ = (m− 1)d im Beweis gilt. Auf diese
Fa¨lle werden wir in Abschnitt 3.5.2 eingehen.
Betrachte zuna¨chst die Dimensionsvektoren (1, n − 1) und (1, n) mit 2 ≤
n ≤ m − 1, die durch die eben erwa¨hnten Isomorphismen auf die Dimensi-
onsvektoren (n − 1,m(n − 1) − 1) und (n,mn − 1) abgebildet werden. Fu¨r
(1, n− 1) existiert nur der Lokalisierungsko¨cher
j1
i1
55kkkkkk //
ÃÃA
AA
AA
AA
j2
...
jn−1
wobei dim(jk) = dim(i1) = 1 fu¨r alle 1 ≤ k ≤ n − 1. Wir erhalten analog
den eindeutigen Lokalisierungsko¨cher fu¨r den Dimensionsvektor (1, n).
Betrachte den folgenden Ko¨cher vom Dimensionstyp (n− 1,m(n− 1)− 1),
wobei dim(j) = n− 2 und dim(jk,l) = dim(ik) = 1 sonst:
j
i1
55kkkkkkk //
!!D
DD
DD
DD
D j1,1
. . . in−1
$$II
III
III
I
llYYYYYYYYYYYYYYY // jn−1,1
...
...
j1,m−1 jn−1,m−1
Wieder erhalten wir analog einen Ko¨cher vom Typ (n,mn− 1).
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Bemerkung 3.4.41
• Fu¨r den Dimensionsvektor (n,mn−1), 1 ≤ n ≤ m, ist dies der einzige
Lokalisierungsko¨cher, weil offensichtlich jeder eindimensionale Unter-
raum einen m-dimensionalen Bildraum haben muss und außerdem fu¨r
alle anderen Unterra¨ume U der Dimension d′ < n aus der Stabilita¨t
dU >
nm− 1
n
d′
folgt. Deswegen folgt dU ≥ md′ fu¨r alle d′ < d. Fu¨r jeden anderen
Ko¨cher dieses Dimensionstyps ist diese Bedingung aber nicht erfu¨llt,
was aus einer einfachen U¨berlegung folgt.
• Wie die Isomorphismen der Modulra¨ume, sind diese Ko¨cher auch die-
jenigen, die man durch Anwenden des Spiegelungsfunktors, siehe 4.2,
erha¨lt.
Mit dem in Abschnitt 3.4.2 angegeben Verfahren ko¨nnen wir auch die eben
konstruierten Ko¨cher verkleben. Fu¨r beliebiges m definieren wir Ql durch
j1
i1
55kkkkkkk //
!!D
DD
DD
DD
D j1,1
. . . il
!!C
CC
CC
CC
C
llYYYYYYYYYYYYYYY // jl,1
...
...
j1,m−1 jl,m−1
Sei mit I ∪ J die Menge der Punkte bezeichnet. Außerdem definieren wir
J ′1 := J\j1. Sei dim(j) = l − 1 und die anderen Punkte seien alle eindimen-
sional. Definiere den Verklebungsko¨cher
Ql1,l2 := Qj,j2(Q
l1 , Ql2)
mit j ∈ J ′1. Fu¨r den resultierenden Ko¨cher definiere dim(j2) = l2, wobei die
restlichen Dimensionen unvera¨ndert bleiben sollen. Zum Beispiel ergibt sich
also:
j1
i11
55lllllll //
ÃÃA
AA
AA
AA
AA
j11,1 . . . i
1
l1
!!C
CC
CC
CC
C
llXXXXXXXXXXXXXXX // j1l1,1
...
...
j2 j
1
l1,m−1
i21
66nnnnnnn //
ÃÃA
AA
AA
AA
A j
2
1,1
. . . i2l2
!!C
CC
CC
CC
C
kkWWWWWWWWWWWWWWW // j2l2,1
...
...
j21,m−1 j
2
l2,m−1
62
Wir betrachten wieder die Konstruktion aus 3.4.20. Sei Dimensionsvektor
(d, e) = (n1(n−1)+1, n1(m(n−1)−1)+m) = (1,m)+n1(n−1,m(n−1)−1).
Dann erhalten wir die Fa¨lle
m(n− 1)− 1
n− 1 d
′ ≤ e′ ≤ mn− 1
n
d′. (3.1)
Wir betrachten nur die in diesem Abschnitt konstruierten Teilko¨cher und
deren Verklebungen.
Ist n1 ≥ 1 fest gewa¨hlt, so bezeichnen wir die Menge der resultierenden
Ko¨cher durch Qnn1 . Diese entstehen offenbar durch n1-maliges Ankleben ei-
nes Ko¨chers vom Dimensionstyp (n− 1,m(n− 1)− 1). Bezeichne den Ver-
klebungspunkt, der beim ersten Verkleben entsteht, als anfa¨nglichen Ver-
klebungspunkt. Ist j1 der anfa¨ngliche Verklebungspunkt so bezeichne die
Menge der Ko¨cher, die sich durch Erho¨hen der Dimension von j1 um eins
ergibt mit Qˆnn1 .
Definiere nun rekursiv
Qnnk+1,...,n1 = {Qj,j1(S, T ) | S ∈ Qnnk+1−1,nk,...,n1 , T ∈ Qˆnnk,...,n1},
wobei j ∈ S0, so dass Rj = 1 und j1 immer der anfa¨ngliche Verklebungs-
punkt von T ∈ Qnnk,...,n1 sei. Außerdem sei Qn0,nk,...,n1 = Qnnk−1,...,n1 . Wegen
Korollar 3.4.21 wissen wir, dass alle Ko¨cher S ∈ Qnnk+1−1,...,n1 stabil sind und
und dass sie die Eigenschaften des Startko¨chers fu¨r T ∈ Qˆnnk,...,n1 erfu¨llen.
Es folgt also, dass die Verklebungsko¨cher ebenso stabil sind.
Bemerkung 3.4.42
• Ist (d′, e′), so dass (3.1) gilt, vorgegeben, so ko¨nnen wir das dazugeho¨ri-
ge Tupel (nk, . . . , n1) bestimmen, indem wir wie in Bemerkung 3.4.17
vorgehen. Wir ko¨nnen allerdings auch den entsprechenden gespiegel-
ten Fall (d, e) betrachten, so dass (n − 1)d ≤ e ≤ nd mit n ≤ m − 1.
Dann ist der dazugeho¨rige Startvektor (0, 1) und wir ko¨nnen wie in
Beispiel 3.4.22 bzw. Bemerkung 3.4.38 vorgehen. Wie man sich leicht
u¨berlegt, stimmen die beiden Tupel u¨berein.
Jetzt za¨hlen wir die Kardinalita¨t dieser Menge, um eine untere Schranke
fu¨r die Eulercharakteristik zu erhalten. Wie schon in der Einleitung zu die-
sem Abschnitt erwa¨hnt, ist der Vorteil dieser Typen von Ko¨chern, dass durch
Fa¨rbungen keine induzierten Pfeile, wie in 3.4.8 beschrieben, auftreten. Denn
offensichtlich ist jeder Punkt der betrachteten Lokalisierungsko¨cher bereits
Quelle oder Senke von m verschiedenen Pfeilen. Das heißt, dass die Dimen-
sion der auftretenden Modulra¨ume immer null und die Eulercharakteristik
somit bekannt ist, denn χ({pt}) = 1. Zwar ko¨nnen durch Fa¨rbungen Zy-
kel entstehen, allerdings ko¨nnen die hier betrachteten Fa¨lle wegen 3.4.40 als
weitere Lokalisierungen verstanden werden. Weiter ko¨nnen wir wegen Satz
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2.2.6 davon ausgehen, dass n ≥ m+12 . Das ist ein weiterer Vorteil, der die
Kombinatorik vereinfacht. Denn wegen dieser Annahme ist es nur mo¨glich,
einen weiteren Ko¨cher der betrachteten Form an einen Punkt der Dimension
eins zu kleben. Denn ansonsten ga¨be es keine geeignete Fa¨rbung, um aus
dem Lokalisierungsko¨cher ein Lokalisierungsdatum zu erhalten.
Betrachte also zuna¨chst die Menge Q1, die aus dem Ko¨cher vom Dimensi-
onstyp (n,mn− 1) besteht. Nach dem Modifizieren der einzigen Senke, gibt
es wegen der Eigenschaften aus 3.4.4 unter Beru¨cksichtigung aller Symme-
trien und der Tatsache, dass alle Ko¨cher wie oben gezeigt zusammengeklebt
werden sollen, (
m− 1
n
)
Mo¨glichkeiten
eine Fa¨rbung c : R 7→ {1, . . . ,m} zu wa¨hlen, wobei R wieder die Menge der
Pfeile sei.
Zudem hat jeder dieser Ko¨cher n(m−1) Knoten, d.h. Punkte j ∈ J , so dass
Rj = 1. Sei im Folgenden ann1 die Kardinalita¨t von Qˆ
n
n1 unter der Beru¨ck-
sichtung verschiedener Fa¨rbungen. Sei weiter Knn1 die Anzahl der Knoten
dieser Ko¨cher. Die Anzahl der Knoten stimmt offenbar fu¨r alle Ko¨cher aus
dieser Menge u¨berein.
Mit den Notationen aus Abschnitt 3.3 gilt
ann1 =
(
m− 1
n
)
A(m−1n−1),(n−1)(m−1),n(m−1),n(m−1)+(n1−1)(n−1)(m−1).
Des Weiteren gilt
Knn1 = n(m− 1) + (n1 − 1)(n− 1)(m− 1)− (n1 − 1).
Unter Beru¨cksichtung der eben erwa¨hnten Konstruktion folgt das folgende
Lemma durch einfache Rechnung:
Lemma 3.4.43 Sei (nk+1, . . . , n1) ∈ Nk+1 gegeben.
1. Die Anzahl der Knoten der Ko¨cher aus Qˆnnk+1,...,n1 ist gegeben durch
Knnk+1,...,n1 = K
n
nk−1,...,n1 + nk+1K
n
nk,...,n1
− nk+1.
2. Zudem gilt
annk+1,...,n1 = a
n
nk−1,...,n1
· Aannk,...,n1 ,Knnk,...,n1 ,Knnk−1,...,n1 ,Knnk−1,...,n1+nk+1Knnk,...,n1 .
Nun genu¨gt es zu einem festen Dimensionsvektor das dazugeho¨rige Tupel
natu¨rlicher Zahlen zu bestimmen, um eine untere Schranke fu¨r die Euler-
charakteristik zu bekommen.
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Sei dieses Tupel gegeben. Dann bezeichne mit Kmd,e := Knk+1,...,n1 die Anzahl
der Knoten und mit amd,e := ank+1,...,n1 die Kardinalita¨t der eben bestimmten
Mengen von Ko¨chern.
Betrachte die Funktion
φ(x) = 1 + amd,ex
Kmd,e .
Dann erfu¨llt die Erzeugendenfunktion y(x) die Funktionalgleichung
y(x) = xφ(y(x)).
Da wir nur an einem asymptotischen Wert interessiert sind, der unabha¨ngig
von der Anzahl der Startknoten ist, nehmen wir an, dass nur ein Startknoten
existiert. Auch der Startko¨cher liefert nur eine Konstante, die unberu¨cksich-
tigt bleiben kann.
Wir erhalten fu¨r jeden gefa¨rbten Baum ein Lokalisierungsdatum, indem wir
das Gewicht 0 der Quelle des Startko¨chers zuordnen. Es kann also pas-
sieren, dass verschiedene Ba¨ume das selbe Lokalisierungsdatum definieren.
Allerdings ist die Menge der Startko¨cher durch d beschra¨nkt, falls (d, e) der
betrachtete Dimensionsvektor ist. Da
lim
d→∞
ln d
d
= 0,
ko¨nnen wir das ebenso unberu¨cksichtigt lassen, da wir das logarithmische
asymptotische Verhalten untersuchen.
Definiere
umd,e :=
Kmd,e
d
.
Satz 3.4.44 Sei e > (m− 1)d. Dann gilt
lim
n→∞
ln(χ(Mmds+nd,es+nd))
ds + nd
≥ ln(a
m
d,e(K
m
d,e − 1))
d
+ud,e(lnKmd,e− ln(Kmd,e−1)).
Beweis. Definiere
F (x, y) = xφ(y(x)).
Wegen Satz 3.3.6 gilt
[xn]y(x) =
√
x0Fx(x0, y0)
2piFyy(x0, y0)
x−n0 n
− 3
2 (1 +O(n−1)).
Es reicht also x0 zu betrachten. Wegen Korollar 3.3.7 erhalten wir
(x0)−1 = amd,eK
m
d,e
(
1
(Kmd,e − 1)amd,e
)Kmd,e−1
Km
d,e
.
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Dann gilt
((x0)−1)nKd,e = (amd,eK
m
d,e)
numd,ed
(
1
(Kmd,e − 1)amd,e
)numd,ed−n
= (amd,e(K
m
d,e − 1))n
(
Kmd,e
(Kmd,e − 1)
)numd,ed
.
Also erhalten wir eine Konstante C ∈ R, so dass
ln(χ(Mds+nd,es+nd))
ds + nd
≥ lnC
ds + nd
+
n · ln(amd,e(Kmd,e − 1))
ds + nd
+
numd,ed · ln(Kmd,e)
ds + nd
− nu
m
d,ed · ln(Kmd,e − 1)
ds + nd
=: Lmd,e,n.
Also folgt
lim
n→∞L
m
d,e,n =
ln(amd,e(K
m
d,e − 1))
d
+ umd,e(lnK
m
d,e − ln(Kmd,e − 1) =: Lmd,e.
Daraus folgt die Behauptung.
¤
Nach einer entsprechenden Umformung erhalten wir
Lmd,e =
1
d
(ln amd,e +K
m
d,e lnK
m
d,e − (Kmd,e − 1) ln(Kmd,e − 1)).
Wegen der Isomorphismen der Modulra¨ume erhalten wir dadurch auch eine
untere Schranke fu¨r beliebige d und e.
Beispiel 3.4.45
In diesem Beispiel wenden wir das eingefu¨hrte Verfahren auf den Fall (d, e) =
(5, 8) und m = 3 an. Fu¨r den Startvektor ergibt sich (ds, es) = (3, 5) und
weiter
1
1
66mmmmm
((QQQ
QQ
1
s3,5 = 1
66mmmmm //
((QQ
QQQ 1
1
1
66mmmmm
((QQQ
QQ
1
Die Ko¨cherfunktionen sind gegeben durch l1 = 1 und l2 = 2, also:
sˆ5,8 = (0, 1, 1).
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Der gespiegelte Dimensionsvektor ist (8, 19) und es ergibt sich K35,8 = 12
bzw. a35,8 = 1664. Also haben wir insgesamt:
L35,8 =
1
5
ln (1664 · 12
12
1111
).
Tabelle 3.4.46
Schließlich geben wir eine U¨bersicht u¨ber die im Abschnitt 3.4.2 eingefu¨hr-
ten Notationen inklusive einer Kurzbeschreibung bezu¨glich der Verwendung
an.
Notation Abschnitt Beschreibung/Verwendung
T md,e 3.4.2 Menge der m-bipartiten Lokalisierungsko¨cher
vom Dimensionstyp (d, e)
Tˆ md,e 3.4.2 Menge der modifizierten Ko¨cher T ∈ T md,e
T d,enk,...,n1 3.4.2 Lokalisierungsko¨cher, die zu einem vorgegebenen
(d, e) und einem Tupel (nk, . . . , n1) konstruiert
werden. Das Tupel speichert nu¨tzliche Informa-
tionen u¨ber die rekursive Konstruktion zur Be-
rechnung der unteren Schranke der Eulercha-
rakteristik.
smd,e 3.4.3 Einfacher Lokalisierungsko¨cher zum Dimensions-
vektor (d, e). Diese ko¨nnen zur Konstruktion von
Baumdarstellungen benutzt werden.
sˆmd,e 3.4.3 Modifizierter einfacher Lokalisierungsko¨cher
zum Dimensionsvektor (d, e)
Qd,enk,...,n1 3.4.4 Teilmenge von T d,enk,...,n1 , die zur Berechnung der
unteren Schranke herangezogen wird. Die Kardi-
nalita¨t dieser Menge kann explizit bestimmt wer-
den.
3.5 Anwendungen
3.5.1 Der Fall (3,4)
In diesem Abschnitt soll der Fallm ≥ 3, d = 3 und e = 4 als Beispiel genauer
untersucht werden. Der einfache Lokalisierungsko¨cher ist gegeben durch
1
1
i1 66mmmmm
i2
((QQQ
QQ
1
1
i3 66mmmmm
i4
((QQQ
QQ
1
1
i5 66mmmmm
i6
((QQQ
QQ
1
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Daraus erha¨lt man durch Fa¨rbung der Pfeile in den Farben {1, . . . ,m} unter
Beru¨cksichtigung der Bedingungen von Bemerkung 3.4.4 ein Lokalisierungs-
datum. Es soll also gelten, dass c(il) 6= c(il+1) fu¨r 1 ≤ l ≤ 5. Die Fa¨rbung
des Lokalisierungsko¨chers ist dabei eindeutig bis auf die Symmetrie von S2.
Durch die Fa¨rbungen (i, j, k, i, j, k) bzw. (i, j, k, i, j, i) mit i, j, k ∈ {1, . . . ,m}
paarweise verschieden ergeben sich zwei Fa¨lle, die genauer betrachtet werden
sollen, und zwar zuna¨chst:
2
1
i 66mmmmm
j
((QQQ
QQ
1 1
j}}{{
{{
{{
k
aaCCCCCC
1
k 66mmmmm
i
((QQQ
QQ
1
Es entstehen keine neuen Symmetrien durch diese Fa¨rbung, der Modulraum
zu dem induzierten Dimensionsvektor ist ein Punkt, was man an Hand der
Dimensionsformel nachrechnet. Der Zykel kann durch nochmaliges Lokalisie-
ren aufgelo¨st werden, so dass man den urspru¨nglichen Lokalisierungsko¨cher
zuru¨ckerha¨lt.
Der zweite Sonderfall ist
1
1
i 66mmmmm
j
((QQQ
QQ
1
1
k 66mmmmm
i
((QQQ
QQ
1
1
k
HH³
³
³
³
³
³
³ j 66mmmmm
i
((QQQ
QQ
1
Durch Fa¨rbung der Pfeile ergibt sich ein weiterer Pfeil und dadurch eine wei-
tere Symmetrie und zwar ist das Lokalisierungsdatum durch die Wahl der
Fa¨rbung des freien, also nicht in dem Zykel vorkommenden Pfeils eindeutig
bestimmt. Allerdings ergibt sich als Modulraum nun P1, die Eulercharakte-
ristik ist demnach zwei.
Eine andere Mo¨glichkeit, das zu sehen, ist nochmaliges Lokalisieren. Betrach-
tet man diesen Ko¨cher ohne Fa¨rbung, so sind die Torusfixpunkte die Dar-
stellungen des Ko¨chers, fu¨r die Xi5 = 0 oder Xi7 = 0, wobei i7 der induzierte
Pfeil sei. Es ergibt sich also wiederum der einfache Lokalisierungsko¨cher.
Insgesamt erha¨lt man also, dass es m(m−1)
5
|S2| Mo¨glichkeiten fu¨r die Wahl der
Fa¨rbung gibt.
Weitere Lokalisierungsdaten ergeben sich durch den folgenden gefa¨rbten Lo-
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kalisierungsko¨cher:
1
1
i1 66mmmmm
i2
((QQQ
QQ
1 1
i3oo i4 // 1
1
i5 66mmmmm
i6
((QQQ
QQ
1
mit den Bedingungen c(i1) 6= c(i2), c(i3) 6= c(i4) und c(i5) 6= c(i6) bzw. c(i2),
c(i3), c(i5) paarweise verschieden. Unter der Beru¨cksichtigung der Symme-
trien von S3 ergeben sich also
m(m−1)4(m−2)
|S3| Mo¨glichkeiten.
Weiter erha¨lt man
1
2
i1
99ssssss
i3 %%K
KK
KK
K
i2 // 1
1
1
i4
99ssssss
i5
%%KK
KK
KK
1
mit den Bedingungen c(i1), c(i2), c(i3) paarweise verschieden und c(i3) 6=
c(i4), also
m(m−1)3(m−2)
|S2| Mo¨glichkeiten.
Falls m ≥ 4, ergibt sich als Letztes noch das Lokalisierungsdatum
1
1
3
i2
99ssssss
i1
BB§§§§§§§§§
i3
%%KK
KK
KK
i4
¿¿8
88
88
88
88
1
1
mit der Bedingung, dass die vier Pfeile paarweise verschieden gefa¨rbt sind,
also
(
m
4
)
Mo¨glichkeiten.
Da wie gezeigt, alle Fixpunktkomponenten als Punkte angenommen werden
ko¨nnen, ergibt sich insgesamt
χ(Mm3,4) =
(
m
4
)
+
m(m− 1)3(m− 2)
2
+
m(m− 1)4(m− 2)
6
+
m(m− 1)5
2
.
Man u¨berpru¨ft leicht, dass das auch genau das Ergebnis ist, dass man mit
Hilfe des Algorithmus aus [Rei2] bekommt, na¨mlich:
χ(Mm3,4) =
1
24
m(m− 1)(4m2 − 7m+ 2)(4m2 − 7m+ 1).
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3.5.2 Eulercharakteristik im Fall (n, n)
Lemma 3.5.1 Seim ≥ 3. Jeder stabile Torusfixpunkt des Kroneckerko¨chers
mit m Pfeilen und Dimensionsvektor (n, (m− 1)n) hat einen Zykel. D.h. es
existiert ein Unterraum U und Abbildungen f1, . . . , f2k ∈ {X1, . . . , Xm} mit
fi 6= fi+1 fu¨r 1 ≤ i ≤ 2k − 1, so dass
f1 ◦ . . . ◦ f−12k (U) = U.
Bemerkung 3.5.2
• Aus dem Beweis ergibt sich sogar die sta¨rkere Bedingung, dass ein Lo-
kalisierungsko¨cher eines Torusfixpunktes fu¨r diesen Dimensionsvektor
keine Randko¨cher hat.
Beweis. Betrachte einen Teilko¨cher der Form
j1
j2
i
??ÄÄÄÄÄÄÄ
88qqqqq
&&MM
MMM
...
jm
so dass dim(i) ≤ d. Wegen der Stabilita¨t gilt fu¨r die Bilddimension des
Punktes i, bezeichnet mit di, dass
di >
(m− 1)d
d
dim(i) = (m− 1) dim(i).
Nun gilt dim(jk) ≥ dim(i) fu¨r alle k. Denn wa¨re dim(jk) = l mit l < dim(i),
ko¨nnte man den (dim(i) − l)- Unterraum ker(Xα:i→jk) betrachten. Dieser
ha¨tte nur einen (dim(i) − l)(m − 1)-dimensionalen Bildraum, was ein Wi-
derspruch zur Stabilita¨t ist.
Der Teilko¨cher ist somit vom Dimensionstyp (dim(i), e′) mit e′ ≥ m dim(i).
Des Weiteren hat jeder k-dimensionale Unterraum wegen der Stabilita¨tsbe-
dingung einen mindestens ((m− 1)k + 1)-dimensionalen Bildraum.
Angenommen der Lokalisierungsko¨cher ha¨tte keinen Zykel, also insbesonde-
re einen Randko¨cher. Das heißt einen Teilko¨cher, der nur eine gemeinsame
Senke mit dem restlichen Ko¨cher hat.
Sei ein Randko¨cher gewa¨hlt und vom Dimensionstyp (d1,md1). Dann gilt
fu¨r die Dimension b des Bildraums des restlichen Teilko¨chers, dass
b ≥ (m− 1)(d− d1) + 1.
Also ergibt sich
(m−1)d = b+d1m−h ≥ (m−1)(d−d1)+1+d1m−h = (m−1)d+d1−h+1,
wobei h ≥ 1 die Dimension des Schnitts der Bildra¨ume der beiden Teilko¨cher
ist. Daraus ergibt sich h ≥ d1 + 1, was offenbar ein Widerspruch ist.
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¤Korollar 3.5.3 Die Eulercharakteristik der Kroneckermodulra¨ume mit Di-
mensionsvektor (n, n) verschwindet.
Beweis. Nach vorherigem Lemma folgt, dass ein Lokalisierungsko¨cher mit
Dimensionsvektor (n, (m−1)n) einen Zykel hat. Fixpunkte des Modulraums
dieses Ko¨chers sind allerdings zykelfrei. Denn die Gewichtsraumzerlegung
hat die Eigenschaft
Xα(Uχ) ⊂ Uχ+eα
fu¨r einen Pfeil α und einen Charakter χ. Das heißt insbesondere, dass fu¨r
einen Fixpunkt ein Unterraum U existiert, so dass dessen Bilddimension
(m− 1) dim(U)-dimensional ist, also kann dieser nicht stabil sein.
Daraus folgt also
χ(Mmn,(m−1)n) = χ(M
m
n,n) = 0
wegen der Isomorphie der Modulra¨ume Mmn,(m−1)n und M
m
n,n.
¤
3.5.3 Endlichkeit der Fixpunktmenge
In diesem Abschnitt soll eine Frage, die zum Beispiel in [Dre] gestellt wird,
beantwortet werden. Na¨mlich fu¨r welche Dimensionsvektoren die Menge der
Fixpunkte endlich ist bzw. fu¨r welche Dimensionsvektoren es n-dimensionale
Fixpunktkomponenten mit n ≥ 1 gibt. Sei wieder ggT(d, e) = 1 vorausge-
setzt.
Satz 3.5.4 Seien d ≥ 3, e ≥ 4 und m ≥ 3 . Dann gibt es unendlich viele
Torusfixpunkte.
Beweis. Da die Torusaktion mit den Symmetrien vertra¨glich ist, kann ange-
nommen werden, dass
d < e <
m
2
d.
Sei außerdem m′ ≤ m2 ∈ N so gegeben, dass (m′ − 1)d < e < m′d. Dann
gibt es nach Satz 3.4.27 einen Ko¨cher smd,e, der aus Teilko¨chern mit Dimensi-
onsvektoren (1,m′ − 1) bzw. (1,m′) besteht. Da d ≥ 3, gibt es insbesondere
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einen Teilko¨cher der Form
j1,1
i1
55jjjjjjjj
))TTT
TTT
...
j1,s1 = j2,1
i2
55jjjjjj
))TTT
TTT
...
j2,s2 = j3,1
i3
55jjjjjj
))TTT
TTTT
T ...
j3,s3
mit s1, s2, s3 ∈ {m′ − 1,m′}. Setze nun
c(i1, j1,1) = c(i2, j2,s2) = c(i3, j3,s3) = 1,
c(i1, j1,s1) = c(i3, j3,1) = 2
und
c(i2, j2,1) = 3.
So ergibt sich ein zusa¨tzlicher Pfeil (i3, j1,1) mit c(i3, j1,1) = 3. Also ist der
dazugeho¨rige Modulraum mindestens eindimensional und es gibt unendliche
viele Torusfixpunkte.
¤
3.5.4 Der Fall (d,d+1)
In diesem Abschnitt soll die aus der in Abschnitt 2.3 behandelten Vermu-
tung von Douglas resultierende Funktion an der Stelle 1 untersucht werden.
Der Fall (d − 1, d) ist aufgrund der Symmetrien a¨quivalent zu dem Fall
(d, (m− 1)d+ 1). Dieser soll im Folgenden betrachtet werden. Wegen Lem-
ma 3.4.40 kann davon ausgegangen werden, dass Lokalisierungsdaten von
diesem Typ keine Zykel in dem dortigen Sinne haben. Als Folgerung daraus
werden wir zeigen, dass mehrdimensionale Gewichtsra¨ume nur durch solche
Zykel entstehen, die aufgelo¨st werden ko¨nnen, so dass wir davon ausgehen
ko¨nnen, dass alle Ko¨cherdarstellungen von eindimensionalem Typ sind. Da-
mit bestehen alle Lokalisierungsdaten aus Teilko¨chern vom Dimensionstyp
(1,m).
Sei nun (d, e) ∈ N2 so gegeben, dass e > (m − 1)d. Dann gilt fu¨r jeden
eindimensionalen Unterraum, dass der Bildraum m-dimensional ist.
Lemma 3.5.5 Als Endlokalisierungen treten nur Lokalisierungsdaten vom
Typ 1 auf. Das heißt, es gilt dim(i) = dim(j) = 1 fu¨r alle i ∈ I bzw. j ∈ J .
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Beweis. Zuna¨chst kann wegen Lemma 3.4.40 angenommen werden, dass das
Lokalisierungsdatum keine Zykel hat.
Betrachte einen Teilko¨cher der Form
j1
j2
i
>>}}}}}}}
77oooooo
''OO
OOO
...
jm ,
so dass dim(i) ≤ d. Wegen der Stabilita¨t gilt fu¨r die mit di bezeichnete
Dimension des Bildraums dieses Punktes
di >
(m− 1)d+ 1
d
dim(i) > (m− 1) dim(i).
Nun gilt dim(jk) ≥ dim(i) fu¨r alle k. Denn, wenn dim(jk) = l wa¨re, so
dass l < dim(i), ko¨nnte man den (dim(i) − l)-dimensionalen Unterraum
ker(Xα:i→jk(i)) betrachten. Dieser ha¨tte nur einen (dim(i) − l)(m − 1)-
dimensionalen Bildraum, was ein Widerspruch zur Stabilita¨t ist.
Der Teilko¨cher ist somit vom Dimensionstyp (dim(i), e′) mit e′ ≥ m(dim(i)).
Des Weiteren hat jeder k-dimensionale Unterraum wegen der Stabilita¨tsbe-
dingung einen mindestens ((m− 1)k + 1)-dimensionalen Bildraum.
Wa¨hlt man einen der Teilko¨cher, der am Rand liegt, der existiert, weil der
urspru¨ngliche Ko¨cher keine Zykel hat, so hat dieser nur einen Punkt des
Bildraums, der einen nicht-leeren Schnitt mit dem Bildraum des restlichen
Ko¨chers hat. Sei dieser Teilko¨cher vom Dimensionstyp (d1,md1). Dann gilt
fu¨r die Dimension b des Bildraums des restlichen Teilko¨chers, dass
b ≥ (m− 1)(d− d1) + 1.
Also ergibt sich
(m−1)d+1 = b+d1m−h ≥ (m−1)(d−d1)+1+d1m−h = (m−1)d+d1−h+1,
wobei h ≥ 1 die Dimension des Schnitts der Bildra¨ume der beiden Teilko¨cher
ist. Daraus ergibt sich h ≥ d1, also h = d1.
Es soll zuna¨chst gezeigt werden, dass nach dem Entfernen dieses Teilko¨chers
ein stabiler Ko¨cher vom Dimensionstyp (d−d1, (m−1)(d−d1)+1) entsteht.
Es ist offenbar nur die Stabilita¨t nachzupru¨fen, da der Teilko¨cher eben einen
d1-dimensionalen Schnitt mit dem restlichen Ko¨cher hat.
Es gilt fu¨r einen beliebigen Unterraum U mit dimU < d− d1, dass
dU >
(m− 1)d+ 1
d
dimU.
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Da dimU < d− d1, gilt aber auch
dU >
(m− 1)(d− d1) + 1
(d− d1) dimU,
was die Zwischenbehauptung zeigt.
Also kann eine Induktion u¨ber die Anzahl der Teilko¨cher durchgefu¨hrt wer-
den, um die Behauptung des Satzes zu beweisen.
Betrachtet werden sollen zuna¨chst nur Ko¨cher mit einem Teilko¨cher. Dann
folgt unmittelbar, dass der Dimensionstyp (1,m) ist.
Hat der Ko¨cher nun n+1 Teilko¨cher, so kann man einen echten Randko¨cher
entfernen, so dass wieder ein stabiler Ko¨cher entsteht, der nach Induktions-
voraussetzung vom geforderten Typ sein muss. Da der Ko¨cher aber keine
Zykel hat, gibt es aber mindestens zwei echte Randko¨cher, also folgt die Be-
hauptung, indem die Induktionsvoraussetzung auf die jeweiligen Teilko¨cher
nach Entfernen von jeweils einem der beiden Randko¨cher angewendet wird.
¤
Satz 3.5.6 Es gilt
χ(Mmd,d+1) =
m
(d+ 1)((m− 1)d+m)
(
(m− 1)2d+ (m− 1)m
d
)
.
Insbesondere gilt weiter
lim
d→∞
ln(χ(Mmd,d+1)
d
= (m− 1)2 ln(m− 1)2 − (m2 − 2m) ln(m2 − 2m).
Beweis. Wie eben gezeigt, kann davon ausgegangen werden, dass alle Teil-
ko¨cher die Form I ∪ J = {i1, j1, . . . , jm}, R = {(i1, j1), . . . , (i1, jm)} mit
dim(i1) = dim(jk) = 1 haben. Die Modulra¨ume der betrachteten Ko¨cher
sind also insbesondere 0-dimensional, die Eulercharakteristik ist also 1.
Nach Bemerkung 3.4.4 gibt es also genau eine Mo¨glichkeit die Funktion c zu
wa¨hlen, da die Symmetrien der Gruppe Sm beru¨cksichtigt werden mu¨ssen.
Nun ko¨nnen wieder wegen Bemerkung 3.4.4 an jeden Punkt jl, 1 ≤ l ≤
m, weitere k Teilko¨cher geknu¨pft werden, wobei 0 ≤ k ≤ (m − 1) . Hier
mu¨ssen wiederum die Symmetrien der Sk beru¨cksichtigt werden. Sei y(x)
die Erzeugendenfunktion dieser Ko¨cher, wenn man von einem Startknoten
ausgeht und betrachte
φ(x) = 1 +
(m− 1)
|S1| x
m−1 +
(m− 1)(m− 2)
|S2| x
2(m−1)
+ . . .+
∏m−1
i=1 (m− i)
|Sm−1| x
(m−1)(m−1).
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Dann ergibt sich
φ(x) =
m−1∑
i=0
xi(m−1)
(
m− 1
i
)
= (1 + xm−1)m−1.
Nach Abschnitt 3.3.1 erfu¨llt die Erzeugendenfunktion die Funktionalglei-
chung y(x) = x(φ(y(x))). Die Erzeugendenfunktion aller Lokalisierungs-
ko¨cher mit Fa¨rbungen erha¨lt man folgendermaßen. Wir starten mit dem
einfachen Lokalisierungsko¨cher mit Dimensionsvektor (1,m). Dieser hat m
Knoten. Das heißt die Erzeugendenfunktion ist y(x)m. Dann erhalten wir
mit der Lagrange-Inversionsformel
[xn]y(x)m =
m
n
[un−m]φ(u)n
=
m
n
(
n(m− 1)
n−m
m−1
)
Jetzt entspricht ein solcher Ko¨cher mit (m − 1)d + 1 Knoten einem Lo-
kalisierungsdatum mit Dimensionsvektor (d, (m − 1)d + 1), indem wir an-
nehmen, dass die Quelle des Startko¨chers das Gewicht 0 hat. Andersrum
kann o.B.d.A. angenommen werden, dass jedes der betrachteten Lokalisie-
rungsdaten einen Punkt i ∈ I mit Gewicht 0 hat. Dazu gibt es allerdings
genau d Wahlen. Das heißt fu¨r jedes Lokalisierungsdatum erha¨lt man genau
d Ko¨cher. Insgesamt erha¨lt man also:
χ(Mmd,(m−1)d+1) =
m
d((m− 1)d+ 1)
(
(m− 1)2d+ (m− 1)
d− 1
)
=
m
d((m− 1)(d− 1) +m)
(
(m− 1)2(d− 1) + (m− 1)m
d− 1
)
.
Dann folgt mit χ(Mmd−1,d) ∼= χ(Mmd,(m−1)d+1) die Behauptung.
Fu¨r den zweiten Teil kann Satz 3.3.6 angewendet werden. Es kann un-
beru¨cksichtigt bleiben, dass genau d Ba¨ume das selbe Lokalisierungsdatum
beschreiben, denn offensichtlich gilt
lim
d→∞
ln d
d
= 0.
Außerdem kann man von einem Startknoten ausgehen. Es wird also zusa¨tz-
lich zu der Funktionalgleichung y(x) = x(φ(y(x))) die Funktionalgleichung
1 = x(m− 1)2(1 + y(x)m−1)m−2y(x)m−2
betrachtet. Und weiter
y0 = x0(1 + ym−10 )
m−1
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bzw.
1 = x0(m− 1)2(1 + ym−10 )m−2ym−20 .
Dann ergibt sich
x0 =
1
(m− 1)2(1 + ym−10 )m−2ym−20
,
und somit
y0 =
(1 + ym−10 )
m−1
(m− 1)2(1 + ym−10 )m−2ym−20
.
Also ergibt sich
(m− 1)2ym−10 = 1 + ym−10
und schließlich
ym−10 =
1
(m− 1)2 − 1 .
Damit erha¨lt man
(x0)−1 = (m− 1)2
(
(m− 1)2
(m− 1)2 − 1
)m−2( 1
(m− 1)2 − 1
)m−2
m−1
= (m− 1)2(m−1)
(
1
m2 − 2m
)m−2+m−2
m−1
= (m− 1)2(m−1)
(
1
m2 − 2m
)m2−2m
m−1
.
Ist die Anzahl der Knoten der betrachteten Ba¨ume (m−1)d+1, so entspricht
jeder dieser Ba¨ume einem Ko¨cher vom Dimensionstyp (d, (m−1)d+1) fu¨r alle
d ≥ 1. Da der Logarithmus betrachtet wird, ko¨nnen die restlichen Faktoren
aus Satz 3.4.4 unberu¨cksichtigt bleiben. Mit Satz 3.2.2 folgt also
lim
d→∞
lnχ(Mmd,(m−1)d+1)
d
=
ln
(
(m− 1)2(m−1)
(
1
m2−2m
) (m2−2m)
m−1
)(m−1)d+1
d
= (m− 1)2 ln(m− 1)2
−(m2 − 2m) ln(m2 − 2m).
Dann folgt wiederum mit χ(Mmd−1,d) ∼= χ(Mmd,(m−1)d+1) die Behauptung.
¤
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Bemerkung 3.5.7
• Definiert man die Funktion
f :
e
d
7→ lim
n→∞
ln(χ(Mmds+nd,es+ne))
d
,
so erha¨lt man also insbesondere, wie in 2.3.2 vermutet, dass
f(1) = (m− 1)2 ln(m− 1)2 − (m2 − 2m) ln(m2 − 2m)
gilt.
3.5.5 Weitere Beispiele und Fragen
In diesem Abschnitt sollen weitere Beispiele besprochen werden. Außerdem
soll auf einige Probleme und Fragestellungen hingewiesen werden, die bei
der Lokalisierung in Kroneckermodulra¨umen auftauchen. So stellen sich vor
allem die Fragen, wie man alle Lokalisierungsko¨cher bestimmen kann und
ob es genu¨gt die Lokalisierungsko¨cher vom Typ 1 zu kennen.
Reelle Wurzeln
Die reellen Wurzeln fu¨r den Kroneckerko¨cher sind durch die Spiegelung der
Wurzeln (0, 1) bzw. (1, 0) gegeben, siehe [Kac]. Fu¨r den Fall m = 3 ergibt
sich somit die Folge:
(0, 1), (1, 3), (3, 8), (8, 21), (21, 55), . . . .
Die eindeutigen unzerlegbaren Darstellungen zu diesen Dimensionsvektoren
sind also gegeben durch die einfache Darstellung E2 und dessen Spiegelungen
unter dem Spiegelungsfunktor. Es ergibt sich fu¨r die na¨chsten drei Fa¨lle,
wobei die Punkte jeweils eindimensionalen Unterra¨umen entsprechen:
•
•
OO
ÂÂ@
@@
ÄÄ~~
~
• •
• •
•
OO
ÂÂ>
>>
ÄÄ¡¡¡
¡
•
OO
ÂÂ>
>>>
ÄÄ¡¡
¡
• 2 •
•
OO
ÂÂ@
@@
ÄÄ~~
~
• •
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• •
•
OO
oo
²²
•
OO
²²
//
3 3
• •
²²
oo
@@¢¢¢¢
2
^^===
@@¢¢¢
²²
•
²²
//
^^====
•
• 3 •
• •oo
²²
??¡¡¡ • //
²²
__>>>
•
• •
Wie in [FR] gezeigt, liefert das eine Zerlegung der ungeraden Fibonacci-
Zahlen.
Offene Fragen
Eine Frage, die sich bei der Analyse von Fixpunkten stellt, ist, ob sich alle
Lokalisierungsdaten auf den Fall 1-dimensionaler zuru¨ckfu¨hren lassen. Be-
trachten wir zum Beispiel die Lokalisierungsko¨cher
1
1
i
;;vvvvv
j
##H
HH
HH
1
1
k
;;vvvvv
l
##H
HH
HH
1
so haben wir immer j 6= k vorausgesetzt. Betrachten wir aber den Ko¨cher
1
2
i
<<yyyyyyyy
l
""F
FF
FF
FF
F
j=k // 1
1
so ko¨nnen wir diesen in gewisser Weise auch als den Fall j = k betrachten.
Dadurch kommen allerdings Bedingungen an i und l hinzu, die vorher nicht
gegeben waren. Zudem erhalten wir andere Symmetrien. Im ersten Fall hat
man die Symmetrien der Gruppe S2, im zweiten die von S3.
Eine weitere Frage ist, wie man alle Lokalisierungsdaten za¨hlen kann. Oder
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zumindest alle vom Typ 1. Durch die in diesem Abschnitt verwendete Ver-
klebungsmethode bekommt man leider nicht alle Lokalisierungsko¨cher vom
Typ 1. Wu¨rde man alle Lokalisierungsko¨cher dieses Typs kennen, so ko¨nnte
man die Stetigkeit zeigen, was fu¨r die Existenz der Funktion reichen wu¨rde,
wenn sich die anderen Fa¨lle auf diese zuru¨ckfu¨hren lassen.
Schließlich geben wir ein Beispiel fu¨r einen Lokalisierungsko¨cher, der nicht
mit den Methoden dieses Kapitel konstruiert werden kann. Dazu sei (d, e) =
(7, 10) = (2, 3) + (5, 7) = (2, 3) + (2, 3) + (3, 4). Es ergibt sich also (ds, es) =
(2, 3) und weiter
•
•
??~~~
ÁÁ>
>>
>
s2,3 = •
•
@@¡¡¡¡
ÂÂ@
@@
•
bzw.
•
•
??~~~
ÀÀ<
<<
<
// •
sˆ2,3 = •
•
AA££££
ÂÂ@
@@
•
Die zu (3, 4) geho¨rigen Ko¨cher ergeben sich auf die gleiche Weise. Allerdings
bekommen wir nicht den folgenden Ko¨cher mit Dimensionsvektor (9, 13) =
(2, 3) + (7, 10) durch Verkleben der obigen Ko¨cher:
•
•
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•
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3.6 Stabile Ko¨cher beliebigen Dimensionstyps
In diesem Abschnitt sollen stabile Ko¨cher beliebiger imagina¨rer Wurzeln
(d, e) außer des Dimensionsvektors (d, (m−1)d) konstruiert werden, so dass
gilt d < e ≤ (m − 1)d + 1. Sie werden zusa¨tzlich Baumdarstellungen sein,
auf die im na¨chsten Kapitel na¨her eingegangen wird.
Seien n ∈ N und s ∈ Nt+1 fest gewa¨hlt. Betrachte den zu dem Tupel
(s1, 0t−1, st+1)n,m geho¨rigen einfachen Ko¨cher und weiter dessen Teilko¨cher
Q(n+1)
t−1
. Dieser hat genau t−1 Quellen q1, . . . , qt−1. Wa¨hle zu jeder dieser
Quellen qi eine Senke pi ∈ Nqi , so dass |Npi | = 1 gilt. Dann ko¨nnen wir
induktiv die Ko¨cher
Qs1,s2,...,sk,st+1 = Qpk,q(Q
s1,s2,...,sk−1,st+1 , Q(n+1)
sk )
konstruieren, wobei 2 ≤ k ≤ t und q ∈ Q(n+1)sk0 eine Senke einer der
ho¨chstens zwei echten Randko¨cher ist. Auf diese Weise ko¨nnen wir also je-
dem Tupel (s1, . . . , st+1) ∈ Nt+1 einen Ko¨cher zuordnen. Fu¨r diese Ko¨cher
erhalten wir folgende Stabilita¨tsbedingung:
Lemma 3.6.1 Sei s =
∑t+1
i=1 si. Der Ko¨cher (s1, s2, . . . , st+1)n,m ist genau
dann stabil, wenn
sl + t > t
l∑
i=1
si + l > s(l − 1) + 1
fu¨r alle l = 1, . . . , t gilt.
Beweis. Zuna¨chst gilt (d, e) = (t− 1 + s, n(t− 1) + s+ 1). Wa¨hle zuna¨chst
1 6= k ≤ l 6= t+ 1. Analog zum Abschnitt 3.4.3 erhalten wir durch einfache
Rechnung die Stabilita¨tsbedingung
s(l − k + 2) + t− 1 > t
l∑
i=k
+(l − k + 2).
Ist k = 1 und l ≤ t+ 1, so ergibt sich die Bedingung
sl + t > t
l∑
i=1
+l
und analog fu¨r k 6= 1 und l = t+ 1 die Bedingung
s(t+ 2− k) + t > t
t+1∑
i=k
si + (t+ 2− k).
Aus
t
l∑
i=1
si + l = ts− t
t+1∑
i=l+1
si + l
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folgt dann die Behauptung durch unmittelbare Rechnung analog zum Beweis
von 3.4.30.
¤
Mit dem gleichen Argument wie im Beweis des Resultats 3.4.31 erhalten wir
folgendes Ergebnis, wobei bemerkt sei, dass diese Ko¨cher nicht eindeutig
sind:
Satz 3.6.2 Zu jedem Dimensionsvektor (d, e) 6= (d, (m − 1)d) mit d < e ≤
(m − 1)d + 1 existiert ein Tupel (s1, s2, . . . , st+1) ∈ Nt+1, so dass der eben
konstuierte Ko¨cher stabil ist.
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Kapitel 4
Baumdarstellungen des
Kroneckerko¨chers
In diesem Kapitel soll mit Hilfe der Konstruktion stabiler Torusfixpunkte
zum Kroneckerko¨cher aus dem letzten Kapitel die Existenz von unzerlegba-
ren Baumdarstellungen zu beliebigen Wurzeln nachgewiesen werden. Dabei
liefert die Stabilita¨t die Unzerlegbarkeit und die Zerlegung in Gewichtsra¨ume
die Zerlegung in Basisvektoren. Es wird zudem eine explizite Konstruktion
von Baumdarstellungen fu¨r alle Dimensionsvektoren mit Hilfe des Spiege-
lungsfunktors angegeben.
4.1 Koeffizientenko¨cher und Baumdarstellungen
Basierend auf [Rin1] sollen in diesem Abschnitt die Begriffe des Koeffizien-
tenko¨chers und der Baumdarstellungen eingefu¨hrt werden.
Sei Q ein Ko¨cher mit Dimensionsvektor d = (dq)q∈Q0 und X eine Darstel-
lung. Eine Basis von X ist eine Teilmenge B von⊕q∈Q0 Xq, so dass
Bq := B ∩Xq
fu¨r alle Punkte q ∈ Q0 eine Basis von Xq ist. Fu¨r jeden Pfeil α : i → j
kann Xα dann als (dj × di)-Matrix Xα,B mit Koeffizienten in C geschrieben
werden, so dass die Zeilen durch Bj und die Spalten durch Bi indiziert sind.
Gilt
Xα(b) =
∑
b′∈Bj
λb′,bb
′
mit λb′,b ∈ C, so ist offenbar (Xα,B)b′,b = λb′,b.
Definition 4.1.1 Der Koeffizientenko¨cher Γ(X,B) einer Darstellung X mit
einer Basis B ist gegeben durch die Punktmenge B, wa¨hrend die Menge der
Pfeile folgendermaßen definiert ist: wenn (Xα,B)b,b′ 6= 0, so existiert ein
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Pfeil (α, b, b′) : b 7→ b′.
Eine Darstellung X heißt Baumdarstellung, wenn eine Basis B zu X exi-
stiert, so dass der dazugeho¨rige Koeffizientenko¨cher ein Baum ist.
Direkt an diese Definition schließt sich das folgende von Claus Michael Rin-
gel formulierte Problem an, siehe [Rin2]:
Gibt es zu jedem wilden erblichen Ko¨cher und jeder Wurzel d eine unzer-
legbare Baumdarstellung? Fu¨r imagina¨res d sollte es sogar mehr als eine
Isomorphieklasse geben, so die Vermutung.
4.2 Der Spiegelungsfunktor
[BGP] bzw. [Kac] folgend kann ein Funktor konstruiert werden, der unzer-
legbaren Darstellungen eines Ko¨chers unzerlegbare Darstellungen mit einem
anderen Dimensionsvektor zuordnet. Dieser soll im Folgenden genau be-
schrieben werden und anschließend auf Baumdarstellungen des Kronecker-
ko¨chers angewendet werden, um zu zeigen, dass es zu jedem Dimensionsvek-
tor eine unzerlegbare Baumdarstellung gibt.
Sei Aq fu¨r ein q ∈ Q0 die Menge aller Pfeile, die q als Quelle oder Senke
haben. Zudem definiere Qq als den Ko¨cher, der aus Q entsteht, indem alle
Pfeile α ∈ Aq umgedreht werden.
Sei der Punkt q zuna¨chst eine Senke. Es gibt also offensichtlich keinen orien-
tierten Zykel in Q, der den Punkt q beinhaltet. Wir konstruieren aus einer
Darstellung X von Q eine Darstellung R+q (X) von Qq folgendermaßen:
Fu¨r alle q′ 6= q setze R+q (Xq′) = Xq′ . Betrachte die lineare Abbildung
h :
⊕
α:q′→q∈Aq
Xq′ → Xq
definiert durch
h((vq′)α:q′→q∈Aq) =
∑
α:q′→q∈Aq
Xα(vq′).
Dann definiere weiter
R+q (Xq) = ker(h).
Setze weiter R+q (Xα) = Xα fu¨r alle α /∈ Aq. Fu¨r alle α : q′ → q ∈ Aq definiere
R+q (Xα) als die Komposition der folgenden Einbettung und Projektion:
R+q (Xq)→
⊕
α:q′→q∈Aq
Xq′ → R+q (Xq′) = Xq′ .
Sei der Punkt q nun eine Quelle. Wir konstruieren aus einer Darstellung X
von Q eine Darstellung R−q (X) von Qq folgendermaßen:
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Fu¨r alle q′ 6= q setze R−q (Xq′) = Xq′ und R−q (Xα) = Xα fu¨r alle α /∈ Aq.
Betrachte die lineare Abbildung
h′ : Xq →
⊕
α:q→q′∈Aq
Xq′
definiert durch
h′(v) = (Xα(v))α:q→q′∈Aq .
Dann definiere weiter
R−q (Xq) =
⊕
α:q→q′∈Aq
Xq′/im(h′).
Fu¨r alle α : q → q′ ∈ Aq definiere R−q (Xα) als die Komposition der folgenden
Einbettung und Projektion:
Xq′ = R−q (Xq′)→
⊕
α:q→q′∈Aq
Xq′ → R−q (Xq).
Sei im Folgenden Eq die einfache Darstellung zum Punkt q. Diese ist definiert
durch Xq = C und Xq′ = 0 fu¨r alle q′ 6= q.
Betrachte außerdem zu einem Ko¨cher Q die Matrix A = (ai,j)i,j∈Q0 mit
ai,i = 2 und −ai,j = −aj,i fu¨r i 6= j, wobei ai,j = |{α ∈ Q1 | α : i → j ∨ α :
j → i}|.
Fu¨r ein q ∈ Q0 sei weiter rq : ZQ0 → ZQ0 definiert durch
rq(q′) = q′ − aq,q′q.
Es gilt folgender Satz, siehe [BGP] bzw. [Kac].
Satz 4.2.1 Sei Q ein Ko¨cher und q ∈ Q0 ein Punkt. Sei q eine Senke (bzw.
Quelle). Dann ist R+q (bzw. R
−
q ): mod CQ → mod CQq ein Funktor mit
den folgenden Eigenschaften (falls q eine Quelle ist, so ersetze + durch −):
1. R+q (U ⊕ U ′) = R+q (U)⊕R+q (U ′).
2. Sei U eine unzerlegbare Darstellung von Q. Dann gilt:
(a) Falls U ∼= Eq ist, so gilt R+q (Eq) = 0.
(b) Falls U  Eq, so ist R+q (U) unzerlegbar und R+q R−q (U) ∼= U und
dimR+q (U) = rq(dim(U)).
Insbesondere gilt: EndU ∼= EndR+q (U).
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4.3 Spiegelung stabiler Baumdarstellungen
Der m-Pfeile Kroneckerko¨cher sei im Folgenden mit K(m) bezeichnet, des-
sen Punktmenge sei {1, 2} und dessen Pfeile {α1, . . . , αm}. Im Folgenden sei
m ≥ 3.
Wir betrachten den unendlichen regula¨ren m-Baum als Ko¨cher und bezeich-
nen diesen mit T (m). Dazu wa¨hlen wir einen Punkt und definieren ihn als
Quelle, dessen Nachbarn als Senke und setzen dieses Verfahren rekursiv fort.
Jeder Punkt ist also nur Quelle oder nur Senke.
Formal: Sei k2 ∈ {1, 2, . . . ,m} und kl ∈ {1, 2, . . . ,m−1} fu¨r l ∈ N mit l ≥ 3.
Definiere die Indexmenge Km wie folgt:
Km = {k = (1, k2, k3, . . . , kn) | n ≥ 1}.
Definiere s(k) = n und Knm = {k ∈ Km | s(k) = n}.
Betrachtet wird der Ko¨cher T (m) mit Punktmenge T (m)0 = I
⋃˙
J mit
I = {ik | k ∈ Km, s(k) ungerade} und J = {jk | k ∈ Km, s(k) gerade}.
Sei weiter die Menge der Pfeile gegeben durch
T (m)1 = {α : il → jk | il ∈ I ∩Knm, jk ∈ J ∩Kn+1m }.
Sei
X = ((X)q∈T (m)0 , (Xα : Xi → Xj)α∈T (m)1)
eine endlich-dimensionale Darstellung. Dann ist der Dimensionsvektor dimX
gegeben durch
dimX =
∑
q∈T (m)0
dimXqq.
Sei die Steigungsfunktion µ(X) : NT (m)0 → Q gegeben durch
µ =
∑
i∈I dim(Xi)∑
q∈T (m)0 dim(Xq)
.
Definiere fu¨r eine DarstellungX des regula¨renm-Baumes d :=
∑
i∈I dim(Xi)
und e :=
∑
j∈J dim(Xj).
Jede Darstellung von T (m) kann als eine Darstellung des Kroneckerko¨chers
K(m) aufgefasst werden, wenn die Pfeile von T (m) stabil gefa¨rbt wurden,
siehe Bemerkung 3.4.4. Zudem lassen sich 3.1.7 bzw. Abschnitt 3.1.2 mit
analogen Argumenten auf die hiesige Situation u¨bertragen. Betrachtet man
den Kroneckerko¨cher mit der Stabilita¨t Θ = (1, 0), so gilt also folgendes
Lemma:
Lemma 4.3.1 Sei X eine stabile Darstellung von T (m) mit einer stabi-
len Fa¨rbung. Dann entspricht X einem Torusfixpunkt des Kroneckermo-
dulraums Kmd,e. Also insbesondere einer stabilen Darstellung von K(m) mit
Dimensionsvektor (d, e).
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Wendet man den Spiegelungsfunktor auf eine Darstellung X des Kronecker-
ko¨chers mit Dimensionsvektor (d, e) an, die nicht isomorph zu E1 ist, so ist
R−1 (X) offenbar eine Darstellung mit Dimensionsvektor (e,me− d).
Bemerkung 4.3.2
• Sei e > (m− 1)d. Betrachten wir den regula¨ren m-Baum, so ist jeder
Punkt entweder nur Quelle oder nur Senke von genau m Pfeilen. Um
einen Torusfixpunkt aus einer stabilen Darstellungen des regula¨ren m-
Baumes zu erhalten, mu¨ssen diese Pfeile so gefa¨rbt werden, dass die
Farben von Pfeilen mit gleicher Senke bzw. Quelle paarweise verschie-
den sind.
• Im Fall e < (m−1)d betrachten wir einfache Lokalisierungsko¨cher, die
offensichtlich so gefa¨rbt werden ko¨nnen, dass sich keine Zykel ergeben.
Insbesondere sind also die sich ergebenden Fixpunkte Baumdarstel-
lungen.
• Es genu¨gt die Stabilita¨t fu¨r unzerlegbare Unterdarstellungen zu testen.
Denn, wenn U = U1 ⊕ . . . ⊕ Un ein Untermodul von M ist, so dass
jedes Ui unzerlegbar ist, gilt schon µ(U) ≤ max(µ(U1), . . . , µ(Un)).
Fu¨r weitere Einzelheiten siehe zum Beispiel [Rei4].
• Wegen [Kac] erhalten wir
m−√m2 − 4
2
≤ e
d
≤ m+
√
m2 − 4
2
fu¨r alle imagina¨ren Wurzeln (d, e) des Kroneckerko¨chers. Wegen des
Spiegelungsfunktors hat jeder Dimensionsvektor (d, e) einen korrespon-
dierenden Dimensionsvektor (d′, e′), so dass d′ < e′ ≤ (m− 1)d′.
Betrachte wieder den regula¨ren m-Baum und definiere
Ni = {j ∈ J | (α : i→ j) ∈ T (m)1}
fu¨r i ∈ I bzw. Nj analog fu¨r ein j ∈ J . Sei X eine Darstellung von T (m),
dann definiere
IX = {i ∈ I | dim(Xi) 6= 0 ∨ (∃j ∈ Ni : dim(Xj) 6= 0)}.
Das ist insbesondere eine endliche Teilmenge von I. Sei weiter nX = |IX |.
Indiziere diese, so dass IX = {i1, . . . , inX}.
Definiere R−IX = R
−
i1
◦ . . . ◦R−inX . Dann gilt der folgende Satz:
Lemma 4.3.3 Sei X, so dass X  Ei fu¨r alle i ∈ I, eine stabile Darstellung
des regula¨ren m-Baumes. Dann ist auch die Darstellung R−IX (X) eine stabile
Darstellung des regula¨ren m-Baumes.
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Beweis. Zuna¨chst u¨berlegt man sich leicht, dass die Wahl der Indizierung
der Menge IX keine Rolle spielt.
Sei also V ein Untermodul von R−IX (X), der nach obiger Bemerkung als
unzerlegbar angenommen werden kann. Weiter kann angenommen werden,
dass der Untermodul von der Form (Vi, Xα(Vi)) ist. Diese sind genau von der
Form R−IX (U) fu¨r einen Untermodul U des urspru¨nglichen Ko¨chers. Denn es
gilt: ∑
α:i→j∈Ai
R−q (Xα)(Uj) =
⊕
α:i→j∈Ai
Uj/im(h′|h′−1(⊕α:i→j∈Ai Uj)).
Betrachte die beiden folgenden Fa¨lle:
Zuna¨chst sei V ∼= Ei fu¨r ein i ∈ I. Dann gilt µ(V ) = 0 nach Definiti-
on der Stabilita¨t von Q. Denn die Pfeile wurden umgedreht. Aber es gilt
µ(R−IX (X)) 6= 0, denn sonst wa¨re schon e = 0 (auch hier beachte man, dass
die Pfeile umgedreht werden) und somit wa¨re X also isomorph zu einer di-
rekten Summe von Kopien von Ei’s, i ∈ I. Das ist aber ein Widerspruch zur
Voraussetzung.
Als Zweites sei V  Ei fu¨r alle i ∈ I. Somit ist V also o.B.d.A. von der Form
R−IX (U) fu¨r einen Untermodul U von X. Da X stabil ist, gilt µ(U) < µ(X).
Sei (d′, e′) der Dimensionsvektor von U , dann bedeutet diese Ungleichung
d′
e′ <
d
e . Daraus folgert man aber durch direkte Rechnung
e′
me′−d′ <
e
me−d
und das bedeutet gerade µ(V ) < µ(R−IX (X)).
¤
Bemerkung 4.3.4
• Wie man sich leicht u¨berlegt, erha¨lt man aus einer Darstellung des re-
gula¨ren m-Baumes mit Dimensionsvektor (d, e), die einer Darstellung
von K(m) entspricht, durch Anwenden des Funktors R−IX tatsa¨chlich
wieder eine Darstellung von K(m) mit Dimensionsvektor (e,me− d).
Denn es werden alle Pfeile umgedreht (bis auf diejenigen, dessen Quel-
le und Senke nach dem Spiegeln nulldimensional bleiben) und fu¨r den
gespiegelten Dimensionsvektor gilt offenbar
rIX (d, e) = (
∑
j∈J
dim(Xj)j,m
∑
j∈J
dim(Xj)j −
∑
i∈I
dim(Xi)i)
= (e,me− d),
da jeder Punkt genau m Nachbarpunkte hat.
Um nun die Existenz unzerlegbarer Baumdarstellungen zu zeigen, reicht es
auf folgendes Resultat aus [Rin1] zuru¨ckzugreifen:
Satz 4.3.5 Sei X eine Darstellung eines Ko¨chers Q, so dass Ext1CQ(X,X) =
0. Dann ist X eine Baumdarstellung.
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Fasst man alles zusammen, so erha¨lt man also folgendes:
Satz 4.3.6 Es gibt fu¨r den Kroneckerko¨cher fu¨r alle teilerfremden Dimen-
sionsvektoren (d, e) eine unzerlegbare Darstellung, die ein Baum ist.
Beweis. Den Fall e < d erhalten wir, indem wir in dem Fall (e, d) die Pfeile
umdrehen.
Fu¨r d < e < (m − 1)d erhalten wir eine unzerlegbare Baumdarstellung
X, indem wir die stabilen einfachen Ko¨cher zu diesem Dimensionsvektor
betrachten und eine geeignete Fa¨rbung anwenden, siehe 4.3.2. Fu¨r diese
Darstellung gilt zudem, dass die Ext-Gruppe verschwindet. Denn es gilt
dimHom(X,X)− dimExt(X,X) = 〈dimX, dimX〉 = 1
und außerdem dimHom(X,X) = 1.
Fu¨r die Fa¨lle e > (m− 1)d bestimmen wir zuna¨chst mittels (d, e)→ (md−
e, d) den entsprechenden Fall (d′, e′), so dass d′ < e′ < (m− 1)d′. Nun wen-
den wir den Spiegelungsfunktor entsprechend oft auf eine schon konstruierte
stabile Darstellung des regula¨ren m-Baumes an, die zudem eine Baumdar-
stellung des Kroneckerko¨chers ist. Die gespiegelte Darstellung hat offenbar
ebenso eine verschwindende Ext-Gruppe. Wegen Satz 4.3.5 ist diese also wie-
der eine Baumdarstellung. Wir erhalten den konkreten Koeffizientenko¨cher
wie in Abschnitt 4.3.3 beschrieben.
¤
4.3.2 Der allgemeine Fall
Der Fall allgemeiner Dimensionsvektoren d < e < 2d fu¨r den 3-Kronecker-
ko¨cher wird auch in [Fahr] behandelt. Philipp Fahr gibt einen Algorithmus
an, der beschreibt, wie sich Baumdarstellungen bzw. der Koeffizientenko¨cher
in diesem Fall aus dem Fall des Dimensionsvektors (d, 2d+ 1) ergeben.
Betrachte die Abbildung r : N2 → N2 definiert durch r(d, e) = (e,me − d).
Es gilt folgender Satz:
Satz 4.3.7 1. Fu¨r jeden Dimensionsvektor (d, e) existiert eine unzerleg-
bare Baumdarstellung des Kroneckerko¨chers.
2. Zu jedem Dimensionsvektor (d, e) 6= rl(n, n) mit l, n ∈ N existiert eine
stabile Baumdarstellung.
Beweis. Analog zu [Fahr] erha¨lt man aus den stabilen Ko¨chern vom einfachen
Typ sd,e mit ggT(d, e) = 1 durch Lo¨schen von Kanten alle Dimensionsvek-
toren (d′, e′), so dass d′ ≤ e′ ≤ (m− 1)d′.
Pra¨zise: Zu (d′, e′) betrachte den Dimensionsvektor (d′, e), so dass e minimal
mit ggT(d′, e) = 1 und e ≥ e′. Es gilt offenbar (m − 1)d′ + 1 ≥ e > d′, da
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ggT(d′, (m− 1)d′+1) = 1. Der einfache Lokalisierungsko¨cher sd′,e ist bipar-
tit, also zerlegt sich die Punktmenge in I
⋃˙
J , so dass alle i ∈ I Quellen und
alle j ∈ J Senken sind. Es gibt offenbar e − d′ + 1 Punkte j ∈ J , so dass
|Nj | = 1. Bezeichne diese Menge mit J ′. Wa¨hle aus J ′ genau e− e′ Punkte
aus und bezeichne diese Menge mit J ′′.
Definiere den Ko¨cher sd′,e′ als den Ko¨cher mit Punktmenge I
⋃˙
J\J ′′ und
Pfeilen α : i → j ∈ (sd′,e′)1 genau dann, wenn α : i → j ∈ (sd′,e)1 und
j ∈ J\J ′′. Da es fu¨r sd′,e eine stabile, also insbesondere unzerlegbare Dar-
stellung gibt, gibt es diese offenbar auch fu¨r sd′,e′ . Denn offenbar geht die
Unzerlegbarkeit durch Lo¨schen der Kanten nicht verloren, denn alle Punkte
im Lokalisierungsko¨cher sind eindimensional. Beachte außerdem, dass man
so eine Faktordarstellung von sd′,e bekommt.
Wie oben gezeigt, erha¨lt man durch die Anwendung des Spiegelungsfunktors
alle teilerfremden Fa¨lle. Die oben konstruierte unzerlegbare Faktordarstel-
lung wird durch den Spiegelungsfunktor nun auf eine unzerlegbare Faktor-
darstellung abgebildet. Diese ist offenbar ein Baum, da R−IX (sd′,e) ein Baum
ist. Denn ha¨tte man einen Basisvektor, der mittels einer Kette von Abbil-
dungen wieder auf sich selbst abgebildet werden wu¨rde, so ga¨be es diese
Kette ebenso in R−IX (sd′,e).
Offenbar erha¨lt man so jeden Dimensionsvektor, denn ist (d, e) beliebig vor-
gegeben, so spiegelt man diesen mittels (d, e) 7→ (md− e, d) in den Bereich
d ≤ e ≤ (m− 1)d+ 1.
Der zweite Teil ergibt sich folgendermaßen. Wegen Satz 3.6.2 existiert zu
jedem Dimensionsvektor (d, e) 6= (n, (m − 1)n) ein stabiler Baum in den
Fa¨llen d < e ≤ (m − 1)d + 1. Wie im Beweis von Satz 4.3.6 folgt, dass die
Darstellungen dieses Ko¨chers eine verschwindende Ext-Gruppe haben. Das
heißt auch die gespiegelten Darstellungen sind stabile Baumdarstellungen.
¤
Bemerkung 4.3.8
• Wie man sich leicht u¨berlegt, existieren auch in den Fa¨llen der in
Abschnitt 3.6 konstruierten stabilen Ko¨cher Fa¨rbungen, so dass sich
keine induzierten Zykel ergeben.
4.3.3 Konstruktion von Baumdarstellungen
Um einen Koeffizientenko¨cher zu einer Baumdarstellung zu bestimmen, u¨ber-
legt man sich zuna¨chst, wie sich der Spiegelungsfunktor auf einen bereits
konstruierten Koeffizientenko¨cher anwenden la¨sst.
Sei X eine Darstellung von T (m). Betrachte eine Senke q mit Basis Bq
und Basen Bq1 , . . . ,Bqm fu¨r alle α : qi → q. Existiert ein w ∈ Bq, so dass
(Xα:qk→q,B)v,w = 0 fu¨r alle v ∈ Bqk , dann gilt R−qk(Xα:qk→q)(w) = w¯ mit
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w¯ /∈ Bql fu¨r alle 1 ≤ l ≤ m. Wie man sich leicht u¨berlegt, gilt außerdem
(R−qk(Xα:qk→q,B))w′,w¯ = 0 fu¨r alle w
′ ∈ Bq mit w′ 6= w. Damit reduziert sich
die Bestimmung des Koeffizientenko¨cher auf die folgenden Situationen, in
denen n Pfeile von Punkten der Dimension eins auf einen Punkt der Dimen-
sion (n− 1) zeigen, also:
q1
αm %%KK
KKK
KKK
K . . . qn−m+1
αmyysss
sss
ss
Cn−1
qn−m+2
α1
99ssssssss
. . . qn
αm−1
eeKKKKKKKKK
mit qi = C fu¨r alle 1 ≤ i ≤ n. Das entspricht der reellen Wurzel des n-
Unterraumko¨chers. Ein dazugeho¨riger Koeffizientenko¨cher sieht aufgrund
der Unzerlegbarkeit folgendermaßen aus, siehe auch [Fahr] fu¨r den Fall m =
3 und n = 2:
b1,1
α1
vvlll
lll
lll
lll
lll
α1
²² α1 ##H
HH
HH
HH
α1
++WWWW
WWWWW
WWWWW
WWWWW
WWWW
b2,1 . . . b2,m−1 b2,m . . . b2,n−1
b1,2
α2
OO
. . . b1,m−1
αm−1
OO
b1,m
αm
OO
. . . b1,n
αm
OO
Der Spiegelungsfunktor verha¨lt sich dann wie oben gezeigt.
Bemerkung 4.3.9
• Es sei bemerkt, dass in dem Fall d < e < (m− 1)d nicht jede Fa¨rbung
sofort einen Baum ergibt, also nicht jeder Torusfixpunkt einem Baum
entspricht. Betrachte zum Beispiel ein Lokalisierungsdatum mit einem
Teilko¨cher der Form
V0
V−i
i
55kkkkkkkkkkk
j
))SSS
SSS
SSS
V−i+j
V−i+j−k
k 55kkkkkkk
i
))SSS
SSSS
S
Vj−k
V−k
k
GG±
±
±
±
±
±
±
±
±
±
±
±
±
±
j 55kkkkkkkkkk
i
))SSS
SSSS
SS
V−k+i
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Diese betrachtete Fa¨rbung induziert einen zusa¨tzlichen Pfeil, so dass
sich offensichtlich kein Baum ergibt. Allerdings verschwindet dieser
Zykel bei einem weiteren Lokalisierungsschritt, so dass wir auch zu
dieser Fa¨rbung eine Baumdarstellung erhalten. Allerdings gibt es auch
Fa¨rbungen, die sofort einen Baum ergeben. Diese korrespondieren zu
so genannten ”neighbour-avoiding-walks” im regula¨ren m-Baum.
Fu¨r den Fall m = 3 erhalten wir das Sechseckgitter und wir erhal-
ten eine kanonische untere Schranke fu¨r die Anzahl von ”neighbour-
avoiding-walks” durch
√
2
d
. Im Allgemeinen ist die Frage nach der
Anzahl von ”neighbour-avoiding-walks” einer vorgegebenen La¨nge im
Sechseckgitter allerdings ungelo¨st.
• Daraus ergibt sich insbesondere, dass zu jeder imagina¨ren Wurzel mehr
als eine Isomorphieklasse von Baumdarstellungen existiert.
Beispiel 4.3.10
Betrachte den 3-Kroneckerko¨cher mit Dimensionsvektor (1, 3), wobei die
Fa¨rbung außer Acht gelassen werden soll. Dann ergibt sich der einfache
Ko¨cher
1
1
@@¢¢¢¢¢¢
//
ÁÁ=
==
==
= 1
1
Wenden wir einmal den Spiegelungsfunktor an, so ergibt sich der Fall
·
·
??¡¡¡¡¡¡¡ //
ÁÁ=
==
==
= · ·
2 ·oo
@@££££££
ÁÁ<
<<
<<
<
·
@@¢¢¢¢¢¢ //
ÂÂ>
>>
>>
>> · ·
·
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mit dem Koeffizientenko¨cher
·
xxppp
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ppp
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· · · ·
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oo
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Wenden wir nochmals den Spiegelungsfunktor an, so erhalten wir den Fall
(8, 21) und der Koeffizientenko¨cher la¨sst sich aus dem folgenden Ko¨cher wie
beschrieben bestimmen:
· · · ·
·
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·
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2
· ·
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· ·
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oo
²²
·
2
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Diese Konstruktion verha¨lt sich fu¨r beliebiges m bzw. die reellen Wurzeln
(0, 1), (1,m), (m,m2 − 1), . . . vo¨llig analog.
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Beispiel 4.3.11
Als letztes Beispiel betrachten wir den Ko¨cher vom einfachen Typ zum Di-
mensionsvektor (2, 5) und m = 3. Dann ergibt sich
·
· //
88ppppppp
&&MM
MMM
MM ·
s2,5 = ·
·
88qqqqqqq
&&NN
NNN
NN // ·
·
Daraus erha¨lt man durch Lo¨schen von Kanten die Fa¨lle (2, 3) und (2, 4). Es
ergibt sich der gespiegelte Ko¨cher mit Dimensionsvektor (5, 13):
·
##G
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G
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·
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· · ·2 · ·
· //
;;wwwwwwww
##G
GG
GG
GG
G ·
· · ·2 · ·
·
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Daraus ergibt sich wie oben gezeigt der Koeffizientenko¨cher, die Faktordar-
stellungen entsprechen Faktordarstellungen mit Dimensionsvektoren (4, 10)
bzw. (3, 7), also:
·
##G
GG
GG
GG
GG
²²||xx
xx
xx
xx
· · ·
· //
;;wwwwwwwww
##G
GG
GG
GG
G ·
· · ·2 · ·
·
;;wwwwwwww
OObbEEEEEEEE ·
<<yyyyyyyy
OOccGGGGGGGG
93
bzw.
·
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Kapitel 5
Eulercharakteristik von
Modulra¨umen stabiler
Bu¨ndel
Ziel dieses Kapitels ist es, das Hauptresultat aus [Kly1], mit welchem sich
die Eulercharakteristik von Modulra¨umen stabiler Vektorbu¨ndel vom Rang
zwei auf der projektiven Ebene bestimmen la¨sst, auf den Fall der Bu¨ndel vom
Rang drei zu erweitern. Dazu werden einige Resultate aus [Kly1], [Kly2] und
[Kly3] bzw. allgemeine Resultate u¨ber Vektorbu¨ndel und deren Modulra¨ume
stabiler Bu¨ndel behandelt. Zum Beispiel wird gezeigt, dass man die tori-
schen Vektorbu¨ndel, die man als Filtrierungen von Vektorra¨umen darstellen
kann, auch als Darstellungen des Unterraumko¨chers auffassen kann. Somit
beschreiben die Modulra¨ume stabiler Darstellungen Fixpunktkomponenten
der Modulra¨ume stabiler Vektorbu¨ndel. Die Existenz stabiler Darstellun-
gen zu den betrachteten Dimensionsvektoren ha¨ngt ausschließlich von den
La¨ngen der Arme des Unterraumko¨chers ab. Diese mu¨ssen gewisse Unglei-
chungen erfu¨llen, was zu einem Ungleichungssystem fu¨hrt, dessen Lo¨sungen
man explizit angeben kann.
5.1 Lineare Ungleichungssyteme und Polyeder
In diesem Abschnitt wird eine Zusammenfassung der beno¨tigten Methoden
aus der Theorie der Linearen Ungleichungssysteme gegeben. Na¨heres hierzu
findet man zum Beispiel in [Pad], das auch die Grundlage dieses Abschnitts
bildet. Dabei wird kein Wert darauf gelegt, ein solches System mo¨glichst
effizient zu lo¨sen, da die Anwendung im na¨chsten Abschnitt das nicht erfor-
dert, sondern es soll ausschließlich dargestellt werden, wie man die Lo¨sungen
solcher System erhalten kann.
Definition 5.1.1 Seien A ∈ Rm,n eine (m × n)-Matrix und b ∈ Rn. Ein
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Polyeder P ⊆ Rn ist die Menge der Lo¨sungen x ∈ Rn eines Linearen Un-
gleichungssystems Ax ≤ b.
Im Folgenden soll das zu einer Matrix A und einem Vektor b geho¨rige Poly-
eder mit P (A, b) bezeichnet werden.
Ein Polytop ist ein beschra¨nktes Polyeder. Fu¨r die Lo¨sungsmenge des Un-
gleichungssystems existiert also eine Zahl s ∈ R, so dass fu¨r alle x ∈ P (A, b)
gilt, dass ‖ x ‖≤ s.
Ein Polyeder ist also durch die Lo¨sungen einer endlichen Anzahl Linearer
Ungleichungen gegeben. Da jede Ungleichung einen Halbraum im urspru¨ng-
lichen Raum definiert, ist ein Polyeder auch als Durchschnitt endlich vieler
Halbra¨ume zu verstehen.
Definition 5.1.2 Seien x1, x2, . . . , xk ∈ Rn. Dann ist die konvexe Hu¨lle
dieser Punkte definiert als
conv(x1, . . . , xk) := {
k∑
i=1
µixi |
k∑
i=1
µi = 1, µi ≥ 0}.
Die Kegelhu¨lle ist definiert als
cone(x1, . . . , xk) := {
k∑
i=1
µixi | µi ≥ 0}.
Definition 5.1.3 Sei P ⊆ Rn eine beliebige Menge. Ein Punkt x ∈ P heißt
Extrempunkt von P , wenn fu¨r alle x1, x2 ∈ P und alle 0 < µ < 1, so dass
x = µx1 + (1− µ)x2, folgt, dass x = x1 = x2.
Das heißt also, dass x eindeutig als Konvexkombination von Elementen aus
P darstellbar ist, na¨mlich mittels der trivialen.
Der folgende Satz spielt eine wichtige Rolle bei der Bestimmung der Lo¨-
sungsmenge zu einem gegebenen Linearen Ungleichungssystems. Fu¨r den
Beweis siehe [Pad].
Satz 5.1.4 Sei A ∈ Rm,n eine (m× n)-Matrix und b ∈ Rn, so dass m ≥ n.
Ein Punkt x0 ∈ P (A, b) ist ein Extrempunkt des Polyeders genau dann, wenn
Ax ≤ b und A′x = b′ fu¨r eine (n×n)-Untermatrix von A mit Rang(A′) = n
und den entsprechenden Teilvektor b′ von b.
Mit dem Ausdruck entsprechender Teilvektor ist natu¨rlich gemeint, dass
b′ aus dem Vektor b entsteht, indem in diesem genau dann der Eintrag bi
entfernt wird, wenn aus der Matrix A der Zeilenvektor Ai entfernt wurde.
Zusa¨tzlich zu den Extrempunkten, deren konvexe Hu¨lle ein Polytop darstellt,
das die Ungleichungen erfu¨llt, sollen nun Vektoren bestimmt werden, deren
positive Linearkombinationen ausgehend von diesem Polytop alle Lo¨sungen
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der Ungleichungen beschreiben.
Darauf soll nun na¨her eingegangen werden. Seien x0, x ∈ Rn. Betrachte
xλ = x0 + λx fu¨r λ ≥ 0. Dann gilt xλ ∈ P (A, b) fu¨r alle λ ≥ 0 genau dann,
wenn x0 ∈ P (A, b) und Ax ≤ 0.
Dann schließen sich folgende Definitionen an:
Definition 5.1.5 1. Eine Menge C ⊆ Rn heißt Kegel, falls fu¨r jeweils
zwei Punkte x1, x2 ∈ C gilt, dass λ1x1 + λ2x2 ∈ C fu¨r alle λ1, λ2 ≥ 0.
2. Ein Kegel heißt spitz, falls er keine echten Untervektorra¨ume außer
{0} entha¨lt.
3. Eine Halbgerade y = {λx | λ ≥ 0, x ∈ Rn} heißt Extremalstrahl eines
Kegels C, falls y ∈ C und −y /∈ C und falls fu¨r alle y1, y2 ∈ C bzw.
0 < µ < 1, so dass y = (1− µ)y1 + µy2, folgt, dass y = y1 = y2.
Der polyedrische Kegel zu einem Ungleichungssystem (A, b) ist definiert als
C(A) = {x ∈ Rn | Ax ≤ 0}.
Offenbar ist C(A) sowohl ein Polyeder, als auch ein Kegel.
Der folgende Satz beschreibt, wie man alle Extremalstrahlen eines polyedri-
schen Kegels bestimmen kann. Zum Beweis sei auf [Pad] verwiesen.
Satz 5.1.6 Sei C(A) ein spitzer Kegel. Dann ist x ∈ C(A) ein Extremal-
strahl von C(A) genau dann, wenn genau Rang(A) − 1 linear unabha¨ngige
Zeilenvektoren a1, . . . , aRang(A)−1 von A existieren, so dass a1...
aRang(A)−1
 · x = 0
und außerdem Ax ≤ 0.
Im Folgenden soll davon ausgegangen werden, dass die Polyeder keine eindi-
mensionalen Unterra¨ume enthalten. Dazu betrachtet man nur Ungleichungs-
systeme, deren Lo¨sungen x ∈ Rn die zusa¨tzlichen Bedingung xi ≥ 0 erfu¨llen.
Ein solches System heißt in Standardform.
Diese Annahme ist keine Einschra¨nkung, weil man jedes Ungleichungssy-
stem in ein System dieser Form transformieren kann. Der Vorteil ist, dass
das Polyeder, also insbesondere auch der polyedrische Bereich, spitz ist, also
keine Geraden entha¨lt.
Bemerkt sei außerdem noch, dass die Menge der Extrempunkte und die
Menge der Extremalstrahlen jeweils endlich sind, was aufgrund der beiden
Sa¨tze klar ist.
Schlussendlich gilt der folgende Satz:
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Satz 5.1.7 Sei (A, b) ein Lineares Ungleichungssystem in Standardform.
Seien X = {x1, x2, . . . , xs} alle Extrempunkte des Polyeders P (A, b) und
Y = {y1, y2, . . . , yt} alle Extremalstrahlen des polyedrischen Kegels C(A).
Dann ist das Polyeder P (A, b), das alle Lo¨sungen des Linearen Unglei-
chungssystems Ax ≤ b beschreibt, gegeben durch
P (A, b) = conv(X) + cone(Y ).
5.2 Modulra¨ume von Vektorbu¨ndeln auf der pro-
jektiven Ebene
Es sollen verschiedene grundlegende Resultate aus der Theorie der Vek-
torbu¨ndel behandelt werden. Die Grundlage dieses Abschnitts bilden [OSS],
[LeP] und [Har].
Sei E 6= 0 ein Vektorbu¨ndel auf dem projektiven Raum Pn. Bezeichne mit
ci(E) die i-te Chernklasse und mit rk(E) den Rang von E . Das Chernpolynom
von E ist gegeben durch
c(E) =
rk(E)∑
i=1
ci(E)ti.
Definiere
µ(E) = c1(E)
rk(E)
als die Steigung des Vektorbu¨ndels.
Definition 5.2.1 Ein Vektorbu¨ndel E auf Pn ist semistabil, falls fu¨r alle
Unterbu¨ndel 0 6= F ⊆ E gilt, dass
µ(F) ≤ µ(E).
Ein Vektorbu¨ndel E heißt stabil, falls fu¨r alle echten Unterbu¨ndel F mit
0 < rk(F) < rk(E) gilt, dass
µ(F) < µ(E).
Unter diesem Stabilita¨tsbegriff stabile Bu¨ndel heißen auch stabil im Sinne
von Mumford-Takemoto bzw. µ-stabil.
Definition 5.2.2 Die Diskriminante eines Vektorbu¨ndels vom Rang r auf
dem P2 mit Chernklassen c1 und c2 ist definiert als
D =
1
2r2
(2rc2 − (r − 1)c21).
Dann gilt folgender Satz, siehe [Bog]:
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Satz 5.2.3 Sei E ein semistabiles Vektorbu¨ndel vom Rang r > 0 und Dis-
kriminante D auf der projektiven Ebene. Dann gilt D ≥ 0.
Zwei semistabile Vektorbu¨ndel heißen S-a¨quivalent, wenn ihre Jordan-Ho¨l-
der-Graduierungen isomorph sind. Grundlegend ist die Existenz eines Mo-
dulraums, der die S-A¨quivalenzklassen von semistabilen Vektorbu¨ndeln pa-
rametrisiert. Es soll nicht na¨her auf die Konstruktion eingegangen werden,
dazu siehe [Sim] und [Mar]. Es gilt der folgende Satz fu¨r (semi)-stabile Vek-
torbu¨ndel auf der projektiven Ebene:
Satz 5.2.4 Seien die ersten beiden Chernklassen c1, c2 und der Rang r
fest gewa¨hlt. Dann existiert eine projektive Varieta¨t M(r, c1, c2), die die
S-A¨quivalenzklassen semistabiler Bu¨ndel E auf der projektiven Ebene mit
c1(E) = c1, c2(E) = c2 und rk(E) = r parametrisiert. Die Isomorphieklassen
stabiler Bu¨ndel bilden eine offene Teilmenge M(r, c1, c2)s in M(r, c1, c2).
Bemerkung 5.2.5
• Eine interessante Verbindung zwischen stabilen Vektorbu¨ndeln auf der
projektiven Ebene mit verschwindender erster Chernklasse zu Kro-
neckerko¨chern liefern [Hul] fu¨r Bu¨ndel vom Rang zwei bzw. drei und
[Nak] allgemein. Und zwar ist die Kategorie der stabilen Vektorbu¨ndel
vom Rang r auf dem P2 mit Chernklassen c1 = 0 und c2 = n ≥ r a¨qui-
valent zu der Kategorie der stabilen Darstellungen des 3-Kronecker-
ko¨chers mit Dimensionsvektor (n, n), so dass
rank
 0 X2 −X1−X2 0 X3
X1 −X3 0
 = 2n+ r,
welche auch eine Isomorphie der Modulra¨ume nach sich zieht. Hier
sind X1, X2 und X3 die linearen Abbildungen, die mit den drei Pfeilen
identifiziert werden.
Sei im Folgenden mit O(1) das Hyperebenenbu¨ndel auf der projektiven Ebe-
ne bezeichnet, das dazu duale Linienbu¨ndel mit O(−1) und weiter sei
O(k) = O(1)⊗k,
falls k ≥ 0 bzw.
O(k) = O(−1)⊗|k|,
falls k < 0.
Betrachtet man Vektorbu¨ndel vom Rang r auf dem Pn, so gilt fu¨r die Chern-
klassen ct, t ∈ N, dass ct = 0 fu¨r t > min(r, n). Fu¨r Einzelheiten siehe zum
Beispiel [LeP].
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Seien E und F zwei Vektorbu¨ndel vom Rang r bzw. s auf dem projektiven
Raum Pn und seien
c(E) =
r∏
i=1
(1 + ait)
bzw.
c(F) =
s∏
i=1
(1 + bit)
mit ai, bi ∈ Z die Chernpolynome. Definiere ci, i = 0, . . . , r + s, durch
∏
i,j
(1 + (ai + bj)t) =
r+s∑
i=0
cit
i.
Dann gilt folgendes fu¨r das Chernpolynom des Vektorbu¨ndels E ⊗ F , siehe
[Hir] oder [Har]:
c(E ⊗ F) =
min(n,rk(E⊗F))∑
i=0
cit
i.
Fu¨r die Modulra¨ume (semi)-stabiler Bu¨ndel auf der projektiven Ebene erha¨lt
man somit folgende wichtige Eigenschaft:
Proposition 5.2.6 Durch Twisten mit dem Linienbu¨ndel O(k) erha¨lt man
einen Isomorphismus von Modulra¨umen
M(r, c1, c2) ∼=M(r, c1 + rk, c2 + (r − 1)kc1 + k2 r(r − 1)2 ).
Insbesondere ist der Modulraum also nur von der Diskriminante abha¨ngig.
Beweis. Sei E ein Vektorbu¨ndel mit Chernklassen c1, c2 und Rang r. Durch
das Tensorieren mit dem Linienbu¨ndel O(k) bleibt der Rang von E un-
vera¨ndert. Betrachte:
c(E ⊗ O(k)) = (1 + (k + c1
2
−
√
c21
4
− c2)t)
(1 + (k +
c1
2
+
√
c21
4
− c2)t)(1 + kt)r−2 mod t3.
Es folgt also
c(E ⊗ O(k)) = 1 + (rk + c1)t+ (r(r − 1)2 k
2 + (r − 1)kc1 + c2)t2.
Eine einfache Rechnung zeigt, dass die Diskriminanten von E und E ⊗O(k)
u¨bereinstimmen. Zudem u¨berpru¨ft man leicht, dass (semi)-stabile Bu¨ndel
auf (semi)-stabile Bu¨ndel abgebildet werden.
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¤Im Folgenden werden die Modulra¨ume mitM(r,D) oderM(D) bezeichnet,
wenn klar ist, was der Rang der betrachteten Vektorbu¨ndel sein soll. Durch
Betrachten einer Torusaktion auf dem Modulraum und Reduzierung auf
Torusfixpunkte kann die Eulercharakteristik der Modulra¨ume ausgerechnet
werden.
Der (n + 1)-dimensionale Torus T = (C∗)n+1 operiert auf dem projektiven
Raum Pn via Multiplikation, also
t · (x0 : x1 : . . . : xn) = (t0x0 : t1x1 : . . . : tnxn)
fu¨r t = (t0, t1, . . . , tn) ∈ T .
Definition 5.2.7 Ein Vektorbu¨ndel p : E → Pn heißt torisch, falls T li-
near auf den Fasern operiert, so dass folgendes Diagramm fu¨r alle t ∈ T
kommutiert:
E t //
p
²²
E
p
²²
Pn t // Pn
Sei E ein Vektorraum, dann ist eine absteigende Z-Filtrierung definiert als
eine Kette von Untervektorra¨umen E(i) ⊂ E, i ∈ Z, so dass E(i) ⊂ E(i−1).
Sei die Menge aller Filtrierungen zu einem Vektorraum E im Folgenden mit
F(E) bezeichnet. Analog ko¨nnen Familien von Filtrierungen eines Vektor-
raums E, also Eα ∈ F(E) fu¨r α ∈ I und eine Indexmenge I, definiert werden.
Sei E ein torisches Vektorbu¨ndel auf P2. Die T = (C∗)3-Aktion hat eine
offene Bahn, die alle Punkte p = (xα : xβ : xγ) ∈ P2 entha¨lt, so dass
xα, xβ, xγ 6= 0. Definiere E := E(p0) als die Faser des Vektorbu¨ndels zu ei-
nem beliebigen Punkt p0 aus dieser Bahn. Da E torisch ist, gilt te ∈ E(tp0)
fu¨r alle e ∈ E. Wa¨hle einen generischen Punkt pα aus der Koordinatenachse
Xα = {(xα : xβ : xγ) ∈ P2 | xα = 0}.
Definiere
Eα(i) := {e ∈ E | lim
tp0→pα
(
tα
tβ
)−i
(te) existiert}
und Eβ, Eγ analog. Diese Definition ist offenbar unabha¨ngig von der Wahl
von p0 und pα. Anstelle der gewa¨hlten rationalen Funktion kann auch jede
andere Funktion mit einem Pol der Ordnung i in tα = 0 genommen werden.
Mit diesem Verfahren erha¨lt man zu jedem torischen Bu¨ndel eine Familie
absteigender Z-Filtrierungen zu E, denn offenbar gilt:
. . . ⊂ Eα(i+ 1) ⊂ Eα(i) ⊂ Eα(i− 1) ⊂ . . .
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mit der zusa¨tzlichen Eigenschaft Eα(i) = 0 fu¨r iÀ 0 und Eα = E fu¨r i¿ 0.
Aus [Kly2] erha¨lt man folgenden Satz:
Satz 5.2.8 Die Kategorie der torischen Bu¨ndel auf der projektiven Ebene
P2 ist a¨quivalent zu der Kategorie der Vektorra¨ume mit einer Familie von
absteigenden Z-Filtrierungen Eα ∈ F(E), α = 1, 2, 3, so dass
Eα(i) = 0 fu¨r iÀ 0 und Eα(i) = E fu¨r i¿ 0.
Zwei Filtrierungen E1, E2 ∈ F(E) sind isomorph, falls ein g ∈ Gl(E) exi-
stiert, so dass gE2(i) = E1(i) fu¨r alle i ∈ Z. Analog sind zwei Familien Eα1 ,
Eα2 , α ∈ I fu¨r eine Indexmenge I, isomorph, falls ein g ∈ Gl(E) existiert, so
dass gEα1 (i) = E
α
2 (i) fu¨r alle α ∈ I und alle i ∈ Z.
Fu¨r die beiden Chernklassen dieser Filtrierungen bzw. der zugeho¨rigen Vek-
torbu¨ndel erha¨lt man basierend auf [Kly2] das Folgende:
c1(E) =
∑
i∈Z,α
idimE[α](i)
mit E[α](i) = Eα(i)/Eα(i+ 1) bzw.
c2(E) = c1(E)
2
2
− 1
2
∑
i∈Z,α
i2 dimE[α](i)−
∑
α 6=β,(i,j)∈Z2
ij dimE[αβ](i, j)
mit E[αβ](i, j) = Eα(i) ∩ Eβ(j)/(Eα(i+ 1) ∩ Eβ(j) + Eα(i) ∩ Eβ(j + 1)).
Der Twist eines torischen Bu¨ndels mit einem Linienbu¨ndel entspricht einer
Indexverschiebung, wenn man die Filtrierungen betrachtet. Genauer gilt fol-
gendes:
Lemma 5.2.9 Sei dimE = r. Durch Indexverschiebung f : Z3 → Z3, (i 7→
i + kα)α=1,2,3 a¨ndert sich die Diskriminante nicht. Insbesondere kann also
angenommen werden, dass sich die Filtrierung in Standardposition befinden,
d.h. Eα(i) = E fu¨r alle i ≥ 0 und Eα(i) 6= E fu¨r alle i < 0.
Beweis. SeiD′ die Diskriminante, die sich nach der Indexverschiebung ergibt.
Wegen ∑
i
dimE[α](i) = r
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folgt
D′ = D +
∑
α
k2αr
2 + 2(
∑
α
kαr)(
∑
α,i
i dimE[α](i))
+2
∑
α 6=β
kαkβr
2 − r
∑
α,i
2kαidimE[α](i)−
∑
α
r2k2α
−2r
∑
α 6=β,i,j
kαj dimE[α,β](i, j) + kβidimE[α,β](i, j)
+kαkβ dimE[α,β](i, j)
= D + 2r
∑
α
kα
∑
β 6=α,i
idimE[β](j) + 2r2
∑
alpha6=β
kαkβ
−2r
∑
α 6=β,i,j
kαj dimE[α,β](i, j) + kβidimE[α,β](i, j)
+kαkβ dimE[α,β](i, j).
Wa¨hle n so groß, dass Eα(n) = E und Eα(−n) = 0 fu¨r alle α. Sei dα,β(i, j) =
dimEα(i) ∩ Eβ(j). Dann gilt offenbar
dimE[α,β](i, j) = dα,β(i, j)− dα,β(i+1, j)− dα,β(i, j+1)+ dα,β(i+1, j+1).
Fu¨r α 6= β gilt
∑
i,j
dimE[α,β](i, j) =
n∑
i=−n
n∑
j=−n
dimE[α,β](i, j)
= dα,β(−n,−n)− dα,β(−n, n+ 1)
−dα,β(n+ 1,−n) + dα,β(n+ 1, n+ 1)
= r.
Denn dα,β(i, j) = 0, falls iÀ 0 oder j À 0. Außerdem folgt
∑
j
dimE[β](j) =
n∑
j=−n
j(dα,β(−n, j)− dα,β(−n, j + 1)
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und analog zur vorherigen Gleichung∑
i,j
j dimE[α,β](i, j) =
n∑
i=−n
n∑
j=−n
j(dα,β(i, j)− dα,β(i+ 1, j)
−dα,β(i, j + 1) + dα,β(i+ 1, j + 1))
=
n∑
j=−n
j(dα,β(−n, j)− dα,β(−n, j + 1)
−dα,β(n+ 1, j) + dα,β(n+ 1, j + 1)
=
n∑
j=−n
j(dα,β(−n, j)− dα,β(−n, j + 1)).
¤
Betrachtet werden soll nun der Unterraumko¨cher mit der Punktmenge
Q0 = {q0} ∪ {qi,j | 1 ≤ i ≤ n, j ∈ N+}
und Pfeilen
Q1 = {α : qi,1 → q0 | 1 ≤ i ≤ n} ∪ {α : qi,j+1 → qi,j | 1 ≤ i ≤ n, j ∈ N+}.
Sei X eine Darstellung mit Dimensionsvektor d = (di)i∈Q0 , so dass di,j+1 ≤
di,j . Die linearen Abbildungen seien gegeben durch Xi,j : Cdi,j+1 → Cdi,j
bzw. Xi,0 : Cdi,1 → Cd0 , wobei wir davon ausgehen, dass alle betrachte-
ten Abbildungen injektiv sind. Man u¨berlegt sich leicht, dass jede solche
Darstellung isomorph zu einer Darstellung X ′ ist, so dass
X ′i,j =
(
Edi,j
0
)
fu¨r alle j ≥ 1, wobei Edi,j die di,j × di,j-Einheitsmatrix sei. Im Folgenden
sollen alle Darstellungen diese Form haben.
Eine Darstellung X kann dann also als n-Tupel von Matrizen (Xi,0)1≤i≤n
mit einem Dimensionsvektor (di)i∈Q0 aufgefasst werden, welche genau den
Injektionen Xi,0 entsprechen. Aus X erha¨lt man folgendermaßen eine Fil-
trierung: sei mit (Xi,0)k die k-te Spalte definiert. Dann setze
Ei(j) = 〈(Xi,0)n−dij+1, . . . , (Xi,0)n〉.
Umgekehrt erha¨lt man analog aus einer Filtrierung eine Darstellung. Sind
zwei Filtrierungen isomorph, so sind offenbar auch die Darstellungen iso-
morph (mit dem gleichen g).
Sind zwei isomorphe Darstellungen X,X ′ gegeben, d.h. es existiert ein g ∈
Gld = Πi∈Q0Gldi mit g ∗X = X ′, so gilt, falls di,j < di,j−1, dass
gi,j−1 =
(
gi,j ?
0 ?
)
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fu¨r alle j ≥ 2. Dabei ist gi,j ∈ Cdi,j×di,j . Insbesondere existiert also eine
Matrix g0 ∈ Gld0(E) und Matrizen gi,1, so dass
g0Xi,1 = X ′i,1gi,1
fu¨r alle 1 ≤ i ≤ n, wobei die Matrix gi,1 eben so geschachtelt ist, dass die
Unterra¨ume Ei(j) der dazugeho¨rigen Filtrierung unter gi,j invariant sind.
Bezeichne mit U(r) die Menge der Unterraumko¨cher mit Dimensionsvek-
toren d, so dass dq0 = r und dqi,j ≥ dqi,j+1 . Insgesamt erha¨lt man also
folgendes:
Satz 5.2.10 Die Kategorie der torischen Vektorbu¨ndel vom Rang r auf dem
P2 ist a¨quivalent zu der Kategorie der Darstellungen der Unterraumko¨cher
U(r).
Bemerkung 5.2.11
• Betrachtet man Vektorbu¨ndel im projektiven Raum Pn, so dass n ≥ 3,
gilt der Satz 5.2.8 nicht ohne Einschra¨nkung. Die Arme der Filtrierung
stehen in Bijektion mit den Vektoren, die die zum Pn geho¨rige Fahne
erzeugen, wenn man den projektiven Raum als torische Varieta¨t be-
trachtet. Damit die Filtrierungen einem torischen Vektorbu¨ndel ent-
sprechen, mu¨ssen alle Teilfiltrierungen, die einen Kegel dieser Fahne
erzeugen, ein distributives Gitter bilden. Das ist fu¨r n = 2 immer
erfu¨llt, fu¨r n ≥ 3 heißt das aber schon, dass jedes torische Bu¨ndel vom
Rang 2 zerlegbar ist.
Betrachte die Stabilita¨t gegeben durch die Steigungsfunktion
µ(d) =
Θ(d)
dim d
,
wobei Θ = −q∗0 sei. Es gilt der folgende Satz, siehe auch [Kly1]:
Satz 5.2.12 Sei E ein torisches Bu¨ndel auf dem P2, das durch ein Tripel
von Filtrierungen Eα gegeben ist. Dann sind folgende Aussagen a¨quivalent:
1. E ist stabil im Sinne von Mumford-Takemoto.
2. Die Familie der Unterra¨ume Eα(i) ⊂ E ist stabil bezu¨glich der Grup-
penaktion der Gl(E) im Sinne von Mumford.
3. Fu¨r alle Unterra¨ume 0 ⊂ F ⊂ E gilt∑
α,i>N
dimEα(i) ∩ F
dimF
<
∑
α,i>N
dimEα(i)
dimE
.
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Beweis. Man u¨berlegt sich leicht, dass die eben eingefu¨hrte Stabilita¨t fu¨r
den Unterraumko¨cher a¨quivalent zu der dritten Aussage ist. Deswegen folgt
die A¨quivalenz zu zwei. Dass die dritte und erste Aussage a¨quivalent sind,
folgt wegen der Definition der Stabilita¨t via Chernklasse und Rang.
¤
Das heißt also, dass die Modulra¨ume der stabilen Darstellungen und der
Modulraum stabiler Filtrierungen fester La¨nge isomorph sind. Man kann
also die Fixpunktkomponenten vonM(r, c1, c2) als Modulra¨ume des Unter-
raumko¨chers verstehen.
5.3 Der Fall der Rang 2-Bu¨ndel auf der projekti-
ven Ebene
In diesem Abschnitt soll zuna¨chst auf [Kly1] eingegangen werden, um im
na¨chsten Abschnitt eine a¨hnliche Formel fu¨r die Eulercharakteristik von
Rang 3-Bu¨ndeln auf der projektiven Ebene herzuleiten und diese verglei-
chen zu ko¨nnen. Dazu wird die Formel von Klyachko leicht modifiziert. Be-
zeichnet man mit H(D) die Hurwitzfunktion, die die Anzahl der Klassen
reduzierter bina¨rer quadratischer Formen Q mit Diskriminante D mit dem
Gewicht 2|AutQ| za¨hlt, so ergibt sich fu¨r die Eulercharakteristik nach [Kly1]
das Folgende:
χ(M(c1, c2)) =
{
3H(D), falls D ≡ −1 mod 4
3H(D)− 32d(D4 ), falls D ≡ 0 mod 4
.
Wie auch im ersten Teil der Arbeit ist der Ausgangspunkt fu¨r die Herleitung
dieser Formel, dass fu¨r die Eulercharakteristik einer torischen komplexen Va-
rieta¨t X nach Satz 3.2.1 gilt, dass χ(X) = χ(XT ).
Bezeichne mit E ein Tripel von Filtrierungen eines Vektorraums, d.h. E be-
steht aus einem Vektorraum E und Filtrierungen Ek(i), k = 1, 2, 3, i ∈ Z.
Es gelte die Zusatzbedingung
Ek(i) = 0 fu¨r iÀ 0 und Ek(i) = E fu¨r i¿ 0.
Ausgehend von einem Tripel von Filtrierungen definiere
αk := |{i | dimEk(i) = 1}|
fu¨r k = 1, 2, 3. Aus der Stabilita¨tsbedingung erha¨lt man folgende Unglei-
chungen:
α1 < α2 + α3 bzw. α2 < α1 + α3 bzw. α3 < α1 + α2. (5.1)
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Dann gibt es also zu jedem Tripel (α1, α2, α3), das diesen Ungleichungen
genu¨gt, genau ein stabiles torisches Vektorbu¨ndel. Bemerkt sei, dass hier
einfließt, dass die Filtrierungen sich in Standardform befinden.
Fu¨r die Diskriminante −D = c21 − 4c2 ergibt sich demnach
−D = α21 + α22 + α23 − 2α1α2 − 2α2α3 − 2α1α3.
Wie man sich leicht u¨berlegt, gilt fu¨r die Diskriminante D also, dass −D ≡
0 mod 4 oder −D ≡ 3 mod 4.
Wie im letzten Abschnitt konstruiert, ergibt sich zu jeder Filtrierung eine
Darstellung des Unterraumko¨chers. In diesem Fall also ein Ko¨cher mit drei
Armen, die in einem Punkt zusammenlaufen. Die Existenz einer stabilen
Darstellung vorausgesetzt, ist der Modulraum der stabilen Darstellungen
eines solchen Ko¨chers nulldimensional, was man an Hand der Dimensions-
formel nachrechnet. Demnach ist die Eulercharakteristik jeweils 1. Es gilt
also
χ(M(c1, c2)) = |M(c1, c2)T |.
Betrachtet man die Ungleichungen und benutzt die Sa¨tze des ersten Ab-
schnitts, so ergibt sich, dass P = (1, 1, 1) der einzige Extrempunkt des Un-
gleichungssystems (5.1) ist.
Des Weiteren ergeben sich die Extremalstrahlen v1 = (1, 1, 0), v2 = (0, 1, 1)
bzw. v3 = (1, 0, 1), wie man leicht nachrechnet.
Also ergibt sich, dass alle positiven ganzzahligen Lo¨sungen die Form
v = (1, 1, 1) + k1(1, 1, 0) + k2(0, 1, 1) + k3(1, 0, 1)
= (k1 + k3 + 1, k1 + k2 + 1, k2 + k3 + 1)
mit k1, k2, k3 ∈ Q+ haben.
Definiere
L = {v ∈ N3 | v = (k1 + k3 + 1, k1 + k2 + 1, k2 + k3 + 1), k1, k2, k3 ∈ Q+}.
Seien k1, k2, k3 < 1 und mindestens ein ki 6= 0. Dann ist die einzige Lo¨sung
v ∈ L, die man mit dieser Einschra¨nkung erha¨lt, offenbar v = (2, 2, 2) und
zwar, falls ki = 12 fu¨r alle i = 1, 2, 3. Daraus ergibt sich, dass
L = {v ∈ N3 | v = (k1+k3+i, k1+k2+i, k2+k3+i), k1, k2, k3 ∈ N, i = 1, 2}.
Denn, wenn v ∈ L eine Lo¨sung ist, so dass ki ∈ Q+ fu¨r i = 1, 2, 3, dann gibt
es auch eine Lo¨sung v′ ∈ L, die durch v′ = (k′1, k′2, k′3) gegeben ist, wobei
k′i := ki − bkic. Nach obiger U¨berlegung gilt dann, dass v′ = (1, 1, 1) oder
v′ = (2, 2, 2).
Betrachte nun
Li = {v ∈ N3 | v = (k1 + k3 + i, k1 + k2 + i, k2 + k3 + i), k1, k2, k3 ∈ N}
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mit i = 1, 2. Wie man sich leicht u¨berlegt, gilt L1 ∩ L2 = ∅. Fu¨r die Diskri-
minante ergibt sich fu¨r v ∈ L1, dass
D = −4k1k2 − 4k1k3 − 4k2k3 − 4k1 − 4k2 − 4k3 − 3
bzw. fu¨r v ∈ L2, dass
D = −4k1k2 − 4k1k3 − 4k2k3 − 8k1 − 8k2 − 8k3 − 12.
Das heißt insbesondere, dass alle Lo¨sungen v ∈ L1 zu Modulra¨umen mit
−D ≡ 3 mod 4 und alle v ∈ L2 zu Modulra¨umen mit −D ≡ 0 mod 4
geho¨ren.
Offenbar sind auch alle Lo¨sungen eindeutig durch k1, k2 und k3 bestimmt.
Bemerkt sei, dass die zweite Gleichung a¨quivalent zu der diophantischen
Gleichung
xy + yz + zx = n
fu¨r x, y, z ≥ 1 und n ∈ N mit n ≥ 3 ist. Diese erha¨lt man, indem man auf
beiden Seiten durch −4 teilt und anschließend x = k1 − 1, y = k2 − 1 und
z = k3 − 1 setzt. Mehr dazu findet man in [Pet].
In diesem Fall ergibt sich fu¨r die Erzeugendenfunktion
F (x) =
∞∑
i=0
χ(M(−4i))x4i
=
∑
(k1,k2,k3)∈N30
x4k1k2+4k2k3+4k1k3+8(k1+k2+k3)+12.
Im anderen Fall:
F (x) =
∞∑
i=0
χ(M(−4i− 3))x4i+3
=
∑
(k1,k2,k3)∈N30
x4k1k2+4k2k3+4k1k3+4(k1+k2+k3)+3.
5.4 Der Fall der Rang 3-Bu¨ndel auf der projekti-
ven Ebene
Seien αij ≥ 0, wobei i ∈ {1, 2, 3}, j ∈ {1, 2}. Betrachtet werden soll der
Unterraumko¨cher mit Dimensionsvektor
dim(q0) = 3,
dim(qi,k) = 2 fu¨r 1 ≤ i ≤ 3, 1 ≤ k ≤ αi2
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und
dim(qi,k) = 1 fu¨r 1 ≤ i ≤ 3, αi2 + 1 ≤ k ≤ αi2 + αi1.
Sei dieser Ko¨cher im Folgenden mit U(α11, α12, α21, α22, α31, α32) bezeichnet.
Bezeichne im Folgenden mit Uij fu¨r i ∈ {1, 2, 3} und j ∈ {1, 2} die sechs
verschiedenen Unterra¨ume. Es gilt offenbar immer Ui1 ⊂ Ui2. Das heißt es
gilt fu¨r die erste Chernklassen in dem Fall der Rang 3-Bu¨ndel folgendes:
c1(E) = α11 + α21 + α31 + 2α12 + 2α22 + 2α32.
Bei der zweiten Chernklasse tritt das folgende Problem auf: fixiert man einen
Ko¨cher U(α11, α12, α21, α22, α31, α32), so a¨ndert sich die zweite Chernklasse,
je nachdem, in wie vielen zweidimensionalen Unterra¨umen die eindimensio-
nalen Vektorra¨ume enthalten sind.
Wir betrachten die beiden Fa¨lle Ui1 * Uk2 fu¨r alle i und k 6= i und Ui1 ⊂ Uj2
fu¨r i 6= j.
Es soll zuna¨chst davon ausgegangen werden, dass Ui1 * Uk2 fu¨r alle i und
k 6= i. Dann gilt:
c2(E) =
3∑
i=1
α2i2 + αi1αi2 +
∑
1≤i<j≤3
αi1αj1 + 2αi1αj2 + 2αi2αj1 + 3αi2αj2.
Seien im Folgenden i, j und k paarweise verschieden. Wa¨hlt man als Un-
terra¨ume in der Stabilita¨tsbedingung Ui1 bzw. Ui2 fu¨r 1 ≤ i ≤ 3 so ergeben
sich folgende sechs Ungleichungen:
αi1 + 2αi2 < 2αj1 + αj2 + 2αk1 + αk2
bzw.
2αi1 + αi2 < αj1 + 2αj2 + αk1 + 2αk2. (5.2)
Wa¨hlt man als Unterraum Ui2 ∩ Uj2 fu¨r i 6= j, so ergibt sich die folgende
Bedingung:
αi2 + αj2 < α11 + α21 + α31 + 2αk2. (5.3)
Wa¨hlt man als Unterraum Ui1 ⊕ Uj1, so ergibt sich
αi1 + αj1 < α12 + α22 + α32 + 2αk1. (5.4)
Andere Unterra¨ume braucht man zur U¨berpru¨fung der Stabilita¨t offenbar
nicht zu testen. Fu¨r die Diskriminante gilt in diesen Fa¨llen
D = 2c21 − 6c2
=
3∑
i=1
2α2i1 + 2αi1αi2 + α
2
i2
−2
 ∑
1≤i<j≤3
αi1αj1 + 2αi1αj2 + 2αi2αj1 + αi2αj2
 .
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Im Folgenden sei D(α) := D, die zu einem Tupel α ∈ N6 geho¨rige Diskrimi-
nante.
Nun soll auf die andere Mo¨glichkeit eingegangen werden. Es gelte also Ui1 ⊂
Uj2 fu¨r i 6= j. Gilt Ui2 = Uj2, so mu¨sste gelten, dass
αi1 + 2αi2 + αj1 + 2αj2 < 2αk1 + αk2,
was offenbar im Widerspruch zu den Ungleichungen (5.2)-(5.4) steht. Gilt
Ui1 = Uj1, so ergibt sich analog die Stabilita¨tsbedingung
2αi1 + αi2 + 2αj1 + αj2 < αk1 + 2αk2,
wieder im Widerspruch zu obigen Ungleichungen.
Es bleibt also die Mo¨glichkeit, dass Ui1 ⊂ Uj2. Dann ergeben sich zusa¨tzlich
die beiden Ungleichungen
2αi1 + αj2 + αi2 < 2αk2 + αk1 + αi1
bzw.
2αj2 + αi1 + αj1 < 2αk1 + αk2 + αi2. (5.5)
Diese stehen offenbar nicht im Widerspruch zu den obigen Ungleichungen.
Man u¨berlegt sich leicht, dass sogar gilt, dass, falls hier keine Gleichheit gilt,
immer genau vier von den zwo¨lf Ungleichungen dieser Art erfu¨llt sind.
Zuna¨chst soll die Vera¨nderung der zweiten Chernklasse im Fall Ui1 ⊆ Uj2
fu¨r i 6= j betrachtet werden. In diesem Fall gilt folgendes:
c2(E) =
3∑
k=1
α2k2 + αk1αk2
+
 ∑
1≤k<l≤3
αk1αl1 + 2αk1αl2 + 2αk2αl1 + 3αk2αl2
− αi1αj2.
Fu¨r die Diskriminante dieser Punkte erhalten wir:
D = 2c21 − 6c2
=
3∑
k=1
2α2k1 + 2αk1αk2 + α
2
k2
−2
 ∑
1≤k<l≤3
αk1αl1 + 2αk1αl2 + 2αk2αl1 + αk2αl2
+ 6αi1αj2.
Man u¨berlegt sich leicht, dass fu¨r die Diskriminante allgemein folgendes gilt:
D ≡ 0 mod 6 oder D ≡ 4 mod 6.
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Bemerkt sei noch, dass sich die zweite Chernklasse nicht a¨ndert, falls Uk1 ⊂
Ui1 ⊕ Uj1 fu¨r i, j, k paarweise verschieden.
Gilt αij = 1 fu¨r i, j, so ist leicht zu sehen, dass jede Filtrierung isomorph zu
einer der folgenden Form ist:
C3
〈e1, e2〉
99sssssssss
〈ek, el〉
OO
〈v1, v2〉
eeKKKKKKKKK
〈e1〉
OO
〈ek〉
OO
〈v1〉
OO
Dabei sind k, l ∈ {1, 2, 3}, wobei k 6= l und v1 6= v2 beliebige Vektoren.
Offenbar ist das auch fu¨r Filtrierungen beliebiger La¨nge der Fall. Bezeichne
dies im Folgenden als Standardform.
5.4.1 Der Fall D ≡ 4 mod 6
Seien α ∈ N6 und U(α) gegeben, so dass D(α) ≡ 4 mod 6. Betrachtet man
die Ungleichungen (5.2)-(5.5), dann gilt folgendes Lemma:
Lemma 5.4.1 Sei der Unterraumko¨cher U(α11, α12, α21, α22, α31, α32) ge-
geben, so dass D ≡ 4 mod 6. Dann gilt:
1. Es gibt keine semistabilen Punkte.
2. Es gibt genau zwei stabile Punkte, so dass Ui1 ⊆ Uj2 fu¨r i 6= j.
Beweis. Sei α ein semistabiler Punkt. Dann gilt o.B.d.A.
α11 + 2α12 = 2α21 + α22 + 2α31 + α32.
Wie man leicht nachrechnet, ergibt sich fu¨r die Diskriminante in diesem Fall,
dass
D = 6α211 + 6α
2
22 + 6α
2
32 − 6α21α31 + 6α22α32 − 6α21α32 − 6α22α31
−6α11α22 − 12α11α32.
Damit folgt die Behauptung.
Der zweite Teil ergibt sich folgendermaßen: falls Ui1 ⊆ Uj2, so kann dieser
Punkt nicht semistabil sein, weil sonst auch fu¨r die Diskriminante dieses
Punktes gelten wu¨rde, dass D ≡ 0 mod 6. Betrachtet man die zwo¨lf Unglei-
chungen (5.5), so mu¨ssen immer genau zwei Paare von Ungleichungen erfu¨llt
sein.
111
¤Sei M(U(α))s der Modulraum der stabilen Punkte zu U(α). Dieser stimmt
also mit dem Modulraum der semistabilen Darstellungen u¨berein und ist
damit nach Satz 2.1.4 eine glatte projektive Varieta¨t. Nach Bemerkung 2.1.5
ergibt sich zudem, dass der Modulraum eindimensional ist. Aus [Sch2] folgt
dann, dass diese glatte projektive Kurve (bzw. der Modulraum) außerdem
rational ist. Damit erha¨lt man also, siehe [Har], dass
M(U(α))s ∼= P1.
Bezeichne nun mit D(x) die zu x geho¨rige Diskriminante fu¨r einen Punkt
x ∈M(U(α))s. Definiere außerdem
M(U(α))sD = {x ∈M(U(α))s | D(x) = D}.
Aus dem letzten Abschnitt bzw. aus dem vorherigen Lemma folgt, dass es
genau ein D1 ∈ N gibt, so dass M(U(α))sD1 = P1\{(1 : 0), (0 : 1)} gilt und
dass es genau zwei Zahlen D2, D3 ∈ N gibt, so dass M(U(α))sDi = {pt} fu¨r
i = 2, 3 gilt. Weiter erhalten wir
M(D)T =
⋃
α∈N6
M(U(α))sD
und somit
χ(M(D)T ) =
∑
α∈N6
χ(M(U(α))sD).
Da aber χ(P1\{(1 : 0), (0 : 1)}) = 0, brauchen wir nur die Modulra¨ume
betrachten, fu¨r die M(U(α))sDi = {pt} mit i = 2, 3 gilt. Diese entsprechen
den Inklusionen Ui1 ⊆ Uj2.
Betrachtet man die zwo¨lf Ungleichungen (5.5), so ergeben sich fu¨r paarweise
verschiedene i, j, k folgende Mo¨glichkeiten:
1. Ui1 ⊂ Uj2, Uj1 ⊂ Ui2
2. Ui1 ⊂ Uj2, Ui1 ⊂ Uk2
3. Ui1 ⊂ Uj2, Uk1 ⊂ Uj2
Das Ziel ist es also, alle Lo¨sungen der Ungleichungssysteme bestehend aus
den Ungleichungen (5.2) − (5.4) und den vier zu diesen drei Fa¨llen korre-
spondierenden Ungleichungen (5.5) zu finden.
Fu¨r alle i, j gelte αij 6= 0. Der Fall αij = 0 la¨sst sich spa¨ter als Spezialfall
behandeln.
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Definition 5.4.2 Sei U(α) := U(α11, α21, α31, α12, α22, α32) gegeben. Sei
σ12 · (α11, α21, α31, α12, α22, α32) := (α21, α11, α31, α22, α12, α32).
Seien weiter σ13, σ23 analog definiert. Definiere außerdem
τ · (α11, α21, α31, α12, α22, α32) := (α12, α22, α32, α11, α21, α31).
Offenbar erha¨lt man so eine Gruppe G = 〈σij , 1 ≤ i < j ≤ 3, τ〉 mit 12
Elementen.
Es gilt folgendes offensichtliche Lemma:
Lemma 5.4.3 Sei α gegeben, so dass der Modulraum zu U(α) eine stabile
Darstellung entha¨lt, fu¨r die gilt Ui1 ⊂ Uj2. Dann enthalten die Modulra¨ume
zu U(τ · α) bzw. U(σij · α) stabile Darstellungen, so dass Uj1 ⊂ Ui2, der
Modulraum zu U(σik ·α) eine stabile Darstellung, so dass Uk1 ⊂ Uj2 und der
zu U(σkj · α) eine stabile Darstellung, so dass Ui1 ⊂ Uk2.
Betrachtet man also die obigen drei Fa¨lle, so reicht es im Folgenden aus,
die beiden Fa¨lle U11 ⊂ U22, U32 bzw. U11 ⊂ U22, U21 ⊂ U12 zu betrachten.
Betrachtet werden soll zuna¨chst der erste Fall.
Die Lo¨sungen der Ungleichungssysteme berechnen sich mit den Methoden
aus Abschnitt 5.1. Im Folgenden werden die Mengen der Extrempunkte mit
Pi, die der Extremalstrahlen mit Ei, wobei i = 1, 2, bezeichnet. Dann gilt:
E1 = {(1, 1, 1, 1, 1, 1), (1, 3, 2, 1, 1, 1), (1, 2, 3, 1, 1, 1)}
bzw.
S1 = {(1, 1, 1, 0, 0, 0), (0, 0, 0, 1, 1, 1), (0, 1, 0, 0, 0, 1), (0, 0, 1, 0, 1, 0),
(0, 1, 0, 1, 0, 0), (0, 0, 1, 1, 0, 0)}.
Seien diese Vektoren im Folgenden mit u1, u2, u3 bzw. w1, . . . , w6 bezeichnet.
Es sei noch bemerkt, dass zur Berechnung der Extrempunkte bzw. Extre-
malstrahlen keine echte Ungleichheit gefordert wird. Das heißt also, dass der
zweite und dritte Extrempunkt semistabilen Punkten entsprechen.
Jeder Lo¨sungsvektor v des Ungleichungssystems hat also die Form
v = (s1 + s2 + s3 + k1, s1 + 3s2 + 2s3 + k1 + k3 + k5,
s1 + 2s2 + 3s3 + k1 + k4 + k6, s1 + s2 + s3 + k2 + k5 + k6,
s1 + s2 + s3 + k2 + k4, s1 + s2 + s3 + k2 + k3)
= (1 + k1, 1 + 2s2 + s3 + k1 + k3 + k5, 1 + s2 + 2s3 + k1 + k4 + k6,
1 + k2 + k5 + k6, 1 + k2 + k4, 1 + k2 + k3),
so dass 0 ≤ si ≤ 1 fu¨r i = 1, 2, 3 und kj ≥ 0 fu¨r i ∈ {1, 2, 3, 4, 5, 6}, da
s1 + s2 + s3 = 1. Jetzt sind allerdings nur die ganzzahligen und stabilen
Lo¨sungen von Interesse. Es gilt folgendes:
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Lemma 5.4.4 Alle stabilen Vektoren v, so dass ki < 1, sind v1 = (1, 1, 1, 1,
1, 1), v2 = (1, 2, 2, 1, 1, 1) und v3 = (1, 2, 2, 2, 1, 1) oder es gilt v = vk +∑6
i=1 niwi fu¨r ni ∈ N, k ∈ {1, 2, 3}.
Bemerkt sei zuna¨chst, dass si < 1 fu¨r i 6= 1 gelten muss, damit die Stabi-
lita¨tsbedingung erfu¨llt ist, da die Extrempunkte außer v1 eben semistabil
sind.
Dass (1, 1, 1, 1, 1, 1) ein stabiler Vektor ist, ist klar. Weiter gilt
(1, 2, 2, 1, 1, 1) =
1
3
((1, 1, 1, 1, 1, 1) + (1, 2, 3, 1, 1, 1) + (1, 3, 2, 1, 1, 1))
und
(1, 2, 2, 2, 1, 1) =
2
3
(1, 1, 1, 1, 1, 1) +
1
6
((1, 2, 3, 1, 1, 1) + (1, 3, 2, 1, 1, 1))
+
1
2
((0, 0, 1, 1, 0, 0) + (0, 1, 0, 1, 0, 0)).
Die geforderten Lo¨sungen haben die obere Schranke (1, 5, 5, 3, 2, 2). Es ist
also nur zu verifizieren, dass alle anderen Lo¨sungen Linearkombinationen
der gewu¨nschten Form sind.
Fu¨r den zweiten Fall ergibt sich folgendes:
E2 = {(1, 1, 1, 1, 1, 1), (1, 1, 52 , 1, 1, 1), (2, 1, 3, 1, 1, 1), (1, 2, 3, 1, 1, 1),
(1, 1, 1, 1, 2, 3), (1, 1, 1, 2, 1, 3), (1, 1, 2, 1, 1, 2), (1, 1, 1, 1, 1,
5
2
)}
bzw.
S2 = {(1, 1, 1, 0, 0, 0), (0, 0, 0, 1, 1, 1), (1, 0, 0, 0, 0, 1), (0, 0, 1, 1, 0, 0),
(0, 1, 0, 0, 0, 1), (0, 0, 1, 0, 1, 0)}.
Wie oben gilt:
Lemma 5.4.5 Alle stabilen Vektoren, so dass ki < 1, sind v1 = (1, 1, 1, 1,
1, 1), v2 = (1, 1, 2, 1, 1, 1), v3 = (1, 1, 1, 1, 1, 2) oder es gilt v = vk+
∑6
i=1 niwi
fu¨r ni ∈ N, k ∈ {1, 2, 3}.
Offenbar gilt (1, 1, 2, 1, 1, 1) = 13(1, 1, 1, 1, 1, 1) +
2
3(1, 1,
5
2 , 1, 1, 1). Wie oben
gibt es eine obere Schranke, und zwar (3, 3, 5, 3, 3, 5). Die anderen Lo¨sungen
erha¨lt man wieder als Linearkombination.
Als Letztes soll der Fall betrachtet werden, falls αij = 0 fu¨r i ∈ {1, 2, 3},
j ∈ {1, 2}. Wie oben ergibt sich, dass o.B.d.A. angenommen werden kann,
dass α11 = 0 gilt. Das entspricht dem Fall V11 ⊂ V22, V32. Alle anderen Fa¨lle
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ko¨nnen ausgeschlossen werden, wie man sich leicht u¨berlegt. Dann erha¨lt
man fu¨r die Lo¨sungen der Ungleichungssysteme folgendes:
E3 = {(0, 1, 1, 2, 2, 1), (0, 1, 1, 3, 1, 1), (0, 1, 1, 1, 2, 2), (0, 2, 1, 1, 1, 1),
(0, 1, 1, 1,
3
2
, 1), (0, 1, 1, 2, 1, 2), (0, 1, 2, 1, 1, 1), (0, 1, 1, 1, 1,
3
2
),
(0, 1, 1, 1, 1, 1)}
bzw.
S3 = {(0, 0, 0, 1, 1, 1), (0, 1, 0, 1, 0, 0), (0, 0, 1, 1, 0, 0), (0, 0, 1, 0, 1, 0),
(0, 1, 0, 0, 0, 1)}.
Analog zu den anderen Fa¨llen erha¨lt man:
Lemma 5.4.6 Alle stabilen Vektoren, so dass ki < 1, sind v1 = (0, 1, 1, 1,
1, 1), v2 = (0, 1, 1, 2, 1, 1), v3 = (0, 2, 2, 3, 2, 2) oder es gilt v = vk+
∑6
i=1 niwi
fu¨r ni ∈ N, k ∈ {1, 2, 3}.
Es bleibt also zu zeigen, dass sich alle positiven ganzzahligen Lo¨sungen auf
eindeutige Weise als Linearkombination schreiben lassen. Es gilt folgendes
Lemma:
Lemma 5.4.7 Alle positiven ganzzahligen Lo¨sungen lassen sich in jedem
der drei Fa¨lle auf eindeutige Weise als Linearkombination der Form v =
vk +
∑6
i=1 kiwi schreiben, wobei ki ∈ N.
Beweis. Je nach Startvektor v1 gilt in jedem der drei Fa¨lle fu¨r eine Linear-
kombination α, dass
α11 + α21 + α31 − α12 − α22 − α32 ≡ 0, 1, 2 mod 3.
Das zeigt schon, dass die Lo¨sungen eindeutig sind, da die jeweils betrach-
teten Extremalstrahlen zudem linear unabha¨ngig sind und sich die Fa¨lle
gegenseitig ausschließen.
¤
Das na¨chste Ziel ist es nun, zu einem gegebenen Lo¨sungsvektor die Diskrimi-
nante auszurechnen, so dass man eine quadratische Gleichung erha¨lt, deren
Anzahl ganzzahliger Lo¨sungen auf die Eulercharakteristik schließen la¨sst.
Es sollen wieder die eben behandelten Fa¨lle nacheinander behandelt werden.
Im ersten Fall haben die Lo¨sungen also die Gestalt:
α = (k1+1, k1+k3+k5+l, k1+k4+k6+m, k2+k5+k6+n, k2+k4+1, k2+k3+1)
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fu¨r ki ∈ N und l = m = n = 2 oder l = m = 2 und n = 1.
Im zweiten Fall haben die Lo¨sungen die Gestalt
α = (k1+k3+1, k1+k5+1, k1+k4+k6+m, k2+k4+1, k2+k6+1, k2+k3+k5+n)
fu¨r ki ∈ N und n = m = 1, n = 1 und m = 2 oder n = 2 und m = 1.
Die Lo¨sungen im dritten Fall haben die Gestalt
α = (0, k2 + k5 + n, k3 + k4 + n, k1 + k2 + k3 +m, k1 + k4 + n, k1 + k5 + n)
fu¨r ki ∈ N und n = m = 1 oder n = 1, 2 und m = n+ 1.
Zuna¨chst wird angenommen, dass Ui1 * Uj2. Die Diskriminante im Fall
Ui1 ⊂ Uj2 fu¨r i 6= j ergibt sich anschließend daraus.
Sei k = (k1, k2, k3, k4, k5, k6). Dann ergibt sich im ersten Fall:
D1(k, l,m, n) = 2(k1 + 1)2 + 2(k1 + k3 + k5 + l)2 + 2(k1 + k4 + k6 +m)2
+2(k2 + k5 + k6 + n)2 + 2(k2 + k4 + 1)2 + 2(k2 + k3 + 1)2
+2(k1 + 1)(k2 + k5 + k6 + n) + 2(k2 + k4 + 1)
(k1 + k3 + k5 + l) + 2(k1 + k4 + k6 +m)(k2 + k3 + 1)
−2(k1 + 1)(k1 + k3 + k5 + l)− 2(k1 + 1)
(k1 + k4 + k6 +m)− 2(k1 + k4 + k6 +m)
(k1 + k3 + k5 + l)− 2(k2 + k5 + k6 + n)(k2 + k4 + 1)
−2(k2 + k5 + k6 + n)(k2 + k3 + 1)− 2(k2 + k4 + 1)
(k2 + k3 + 1)− 4(k1 + 1)(k2 + k4 + 1)− 4(k1 + 1)
(k2 + k3 + 1)− 4(k1 + k3 + k5 + l)(k2 + k5 + k6 + n)
−4(k1 + k3 + k5 + l)
(k2 + k3 + 1)− 4(k1 + k4 + k6 +m)(k2 + k4 + 1)
−4(k1 + k4 + k6 +m)(k2 + k3 + 1)
= 2(k1 + 1)(−k1 − 3k2 − 3k3 − 3k4 − l −m+ n− 3)
+2(k1 + k3 + k5 + l)
(−3k2 − k3 − k5 − 3k6 + l −m− 2n− 1)
+2(k1 + k4 + k6 +m)
(k1 − 3k2 + k3 − k4 − 2k5 +m− 2n− 1)
+2(k2 + k5 + k6 + n)(−k2 − k3 − k4 + k5 + k6 + n− 2)
+2(k2 + k4 + 1)(−k3 + k4) + 2(k2 + k3 + 1)(k2 + k3 + 1)
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= −18k1k2 − 6k1k3 − 6k1k4 − 6k1k5 − 6k1k6 − 6k2k3
−6k2k4 − 6k2k5 − 6k2k6 − 6k3k5 − 6k3k6 − 6k4k5
−6k4k6 − 6k5k6 + 2k1(−3n− 6) + 2k2(−3l − 3m− 3)
+2k3(−3n− 3) + 2k4(−3n− 3) + 2k5(−3m− 3)
+2k6(−3l − 3)
+2(l2 +m2 + n2 − lm− 2ln− 2mn− 2l − 2m− n− 2).
Im zweiten Fall ergibt sich:
D2(k,m, n) = 2(k1 + k3 + 1)2 + 2(k1 + k5)2 + 2(k1 + k4 + k6 +m)2
+2(k2 + k4 + 1)22(k2 + k6 + 1)2 + 2(k2 + k3 + k5 + n)2
+2(k1 + k3 + 1)(k2 + k4 + 1) + 2(k1 + k5 + 1)(k2 + k6 + 1)
+2(k1 + k4 + k6 +m)(k2 + k3 + k5 + n)− 2(k1 + k3 + 1)
(k1 + k5 + 1)− 2(k1 + k3 + 1)(k1 + k4 + k6 +m)
−4(k1 + k3 + 1)(k2 + k6 + 1)− 4(k1 + k3 + 1)
(k2 + k3 + k5 + n)− 2(k1 + k5 + 1)
(k1 + k4 + k6 +m)− 4(k1 + k5 + 1)(k2 + k4 + 1)
−4(k1 + k5 + 1)(k2 + k3 + k5 + n)− 4(k1 + k4 + k6 +m)
(k2 + k4 + 1)− 4(k1 + k4 + k6 +m)(k2 + k6 + 1)
−2(k2 + k4 + 1)(k2 + k6 + 1)2(k2 + k4 + 1)
(k2 + k3 + k5 + n)− 2(k2 + k6 + 1)(k2 + k3 + k5 + n)
= 2(k1 + k3 + 1)(−3k2 − k3 − 3k5 − 3k6 − 1−m− 2n)
+2(k1 + k5 + 1)(−k1 − 3k2 − 2k3 − 2k4 − k5 −m− 2n)
+2(k1 + k4 + k6 +m)(k1 − 3k2 − k3 − k4 − k5 − n− 2)
2(k2 + k4 + 1)(−k2 − k3 + k4 − k5 − k6 − n)
2(k2 + k6 + 1)(−k3 − k5 − n+ 1) + 2(k2 + k3 + k5 + n)2
= −18k1k2 − 6k1k3 − 6k1k4 − 6k1k5 − 6k1k6
−6k2k3 − 6k2k4 − 6k2k5 − 6k2k6 − 6k3k5 − 6k3k6
−6k4k5 − 6k4k6 − 12k1 − 12k2 − 12k3 − 12k4 − 12k5
−12k6 − 6k1n− 6k2m− 12m− 12n+ 2mn+ 2n2 + 2m2.
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Im dritten Fall erha¨lt man:
D3(k,m, n) = 2(k2 + k5 + n)2 + 2(k3 + k4 + n)2 + 2(k1 + k2 + k3 +m)2
+2(k1 + k4 + n)2 + 2(k1 + k5 + n)2 − 2(k2 + k5 + n)
(k1 + k4 + n)− 2(k3 + k4 + n)(k1 + k5 + n)
−2(k2 + k5 + n)(k3 + k4 + n)− 2(k1 + k2 + k3 +m)
(k1 + k4 + n)− 2(k1 + k2 + k3 +m)(k1 + k5 + n)
−2(k1 + k4 + n)(k1 + k5 + n)− 4(k2 + k5 + n)
(k1 + k2 + k3 +m)− 4(k2 + k5 + n)(k1 + k5 + n)
−4(k3 + k4 + n)(k1 + k2 + k3 +m)
−4(k3 + k4 + n)(k1 + k4 + n)
= 2(k2 + k5 + n)(−3k1 − k2 − 3k3 − k5 − 2m− n)
+2(k3 + k4 + n)(−3k1 − 2k2 − k3 − k4 + k5 − 2m)
+2(k1 + k2 + k3 +m)(−k1 + k2 + k3 − k4 − k5 +m− 2n)
+2(k1 + k4 + n)(k4 − k5) + 2(k1 + k5 + n)(k1 + k5 + n)
= −6k1k2 − 6k1k3 − 6k1k4 − 6k1k5 − 6k2k3
−6k2k4 − 6k2k5 − 6k3k4 − 6k3k5 − 12k1n− 12k2n
−12k3n− 6k4m− 6k5m− 12mn+ 2m2.
Jede Lo¨sung dieser quadratischen Gleichungen fu¨r fest vorgegebene Diskri-
minante D erfu¨llt also automatisch die Ungleichungen. Demnach braucht
man ”nur“ die Lo¨sungen dieser Gleichungen zu bestimmen, um die Euler-
charakteristik der Rang 3-Vektorbu¨ndel zu bestimmen. Es muss allerdings,
wie oben erwa¨hnt, die Vera¨nderung der Diskriminante beachtet werden, falls
die Unterra¨ume ineinander liegen.
Offenbar ha¨ngt die Restklasse der Diskriminante in jedem der Fa¨lle nur
von l,m und n ab. Im ersten und zweiten Fall gilt D ≡ 0 mod 6, falls der
Startvektor (1, 1, 1, 1, 1, 1) ist und D ≡ 4 mod 6 sonst. Im dritten Fall gilt
D ≡ 4 mod 6, falls der Startvektor (0, 1, 1, 2, 1, 1) bzw. (0, 1, 1, 1, 1, 1) ist und
fu¨r den dritten und letzten Fall gilt D ≡ 0 mod 6.
Im ersten Fall gilt dann
D111,22(l,m, n, k) = D + 6α11α22
= D1(k, l,m, n) + 6(k1k2 + k1k4 + k1 + k2 + k4 + 1)
= −6
∑
1≤i<j≤6
kikj + 6k1k4 + 6k3k4 − 6k1k2
−6n(k1 + k3 + k4)− 6l(k2 + k6)− 6m(k2 + k5)
−6(k1 + k3 + k5 + k6) + 2(l2 +m2
+n2 − lm− 2ln− 2mn− 2l − 2m− n+ 1)
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bzw.
D111,32(l,m, n, k) = D + 6α11α32
= D1(k, l,m, n) + 6(k1k2 + k1k3 + k1 + k2 + k3 + 1)
= −6
∑
1≤i<j≤6
kikj + 6k1k3 + 6k3k4 − 6k1k2
−6n(k1 + k3 + k4)− 6l(k2 + k6)− 6m(k2 + k5)
−6(k1 + k4 + k5 + k6)
+2(l2 +m2 + n2 − lm− 2ln− 2mn− 2l
−2m− n+ 1).
Im zweiten Fall gilt dann
D211,22(m,n, k) = D
2(k,m, n) + 6α11α22
= −6
∑
1≤i<j≤6
kikj − 6k1k2 + 6k1k6 + 6k2k3 + 6k3k4
+6k3k6 + 6k5k6 − 6(k1 + k2 + k3 + 2k4 + 2k5 + k6)
−6k1n− 6k2m− 12m− 12n+ 2mn+ 2n2 + 2m2 + 6
bzw.
D221,12(m,n, k) = D
2(k,m, n) + 6α21α12
= −6
∑
1≤i<j≤6
kikj − 6k1k2 + 6k1k4 + 6k2k5 + 6k3k4
+6k4k5 + 6k5k6 − 6(k1 + k2 + 2k3 + k4 + k5 + 2k6)
−6k1n− 6k2m− 12m− 12n+ 2mn+ 2n2 + 2m2 + 6.
Im dritten Fall a¨ndert sich die Diskriminante nicht, da α11 = 0.
Es mu¨ssen nur die Lo¨sungen der letzten vier quadratischen Gleichungen
und die Lo¨sungen des dritten Falls, also α11 = 0, betrachtet werden, da
die Modulra¨ume einem P1 ohne zwei Punkte entsprechen und somit die
Eulercharakteristik 0 ist. Diese Punkte geho¨ren also zu Modulra¨umen mit
der eben berechneten Diskriminante.
Wertet man die obigen Funktionen an den relevanten Werten fu¨r m,n und
l aus, so ergibt sich:
D111,22(2, 2, 1, k) = −6
∑
1≤i<j≤6
kikj + 6k1k4 + 6k3k4 − 6k1k2
−6(2k1 + 4k2 + 2k3 + k4 + 3k5 + 3k6)− 22
bzw.
D111,22(2, 2, 2, k) = −6
∑
1≤i<j≤6
kikj + 6k1k4 + 6k3k4 − 6k1k2
−6(3k1 + 4k2 + 3k3 + 2k4 + 3k5 + 3k6)− 34
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und
D111,32(2, 2, 1, k) = −6
∑
1≤i<j≤6
kikj + 6k1k3 + 6k3k4 − 6k1k2
−6(2k1 + 4k2 + k3 + 2k4 + 3k5 + 3k6)− 22
bzw.
D111,32(2, 2, 2, k) = −6
∑
1≤i<j≤6
kikj + 6k1k3 + 6k3k4 − 6k1k2
−6(3k1 + 4k2 + 2k3 + 3k4 + 3k5 + 3k6)− 34.
Wertet man D2 aus, so ergibt sich:
D211,22(1, 2, k) = −6
∑
1≤i<j≤6
kikj − 6k1k2 + 6k1k6 + 6k2k3 + 6k3k4
+6k3k6 + 6k5k6 − 6(3k1 + 2k2 + k3 + 2k4 + 2k5 + k6)
−16
bzw.
D211,22(2, 1, k) = −6
∑
1≤i<j≤6
kikj − 6k1k2 + 6k1k6 + 6k2k3 + 6k3k4
+6k3k6 + 6k5k6 − 6(2k1 + 3k2 + k3 + 2k4 + 2k5 + k6)
−16
und
D221,12(1, 2, k) = −6
∑
1≤i<j≤6
kikj − 6k1k2 + 6k1k4 + 6k2k5 + 6k3k4
+6k4k5 + 6k5k6 − 6(3k1 + 2k2 + 2k3 + k4 + k5 + 2k6)
−16
bzw.
D221,12(2, 1, k) = −6
∑
1≤i<j≤6
kikj − 6k1k2 + 6k1k4 + 6k2k5 + 6k3k4
+6k4k5 + 6k5k6 − 6(2k1 + 3k2 + 2k3 + k4 + k5 + 2k6)
−16.
Weiter gilt fu¨r k = (k1, k2, k3, k4, k5), dass
D3(2, 1, k) = −6
∑
1≤i<j≤5
kikj + 6k4k5 − 12(k1 + k2 + k3 + k4 + k5)− 16
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bzw.
D3(1, 1, k) = −6
∑
1≤i<j≤5
kikj + 6k4k5 − 6(2k1 + 2k2 + 2k3 + k4 + k5)− 10.
Offenbar gelten folgende Gleichungen:
D111,22(k1, k2, k3, k4, k5, k6) = D
1
11,32(k1, k2, k4, k3, k5, k6),
D211,22(k1, k2, k3, k4, k5, k6) = D
2
21,12(k1, k2, k5, k6, k3, k4)
und
D211,22(1, 2, k1, k2, k3, k4, k5, k6) = D
2
11,22(2, 1, k2, k1, k6, k5, k4, k3).
Definiere
K1i,j(D, l,m, n) = {k = (k1, k2, k3, k4, k5, k6) ∈ N60 | D1i,j(l,m, n, k) = D}
fu¨r passende i, j. Definiere K2i,j(D,m, n) bzw. K
3(D,m, n) analog.
Dann gilt wegen der aufgezeigten Gleichungen der folgende Satz:
Satz 5.4.8 Sei D ≡ 4 mod 6. Dann gilt
χ(M(D)) = 12|K111,22(D, 2, 2, 1)|+ 12|K111,22(D, 2, 2, 2)|
+12|K211,22(D, 1, 2)|+ 6|K3(D, 1, 2)|+ 6|K3(D, 1, 1)|.
Wie im Fall der Rang 2-Bu¨ndel schließt sich folgendes Korollar an. Sei dazu
F (x) die Erzeugendenfunktion der Eulercharakteristik.
Korollar 5.4.9 Sei D ≡ 4 mod 6. Es gilt
F (x) = 12(
∑
k∈N60
xD
1
11,22(2,2,1,k) + xD
1
11,22(2,2,2,k) + xD
2
11,22(1,2,k))
+6
∑
k∈N50
xD
3(2,1,k) + 6
∑
k∈N50
xD
3(1,1,k).
5.4.2 Der Fall D ≡ 0 mod 6
Es soll in diesem Abschnitt der Fall betrachtet werden, falls fu¨r die Diskri-
minante gilt D ≡ 0 mod 6. In diesem Fall gibt es auch semistabile bzw.
polystabile Punkte, so dass das Vorgehen des letzten Abschnitts leicht mo-
difiziert werden muss.
Zuna¨chst gelte αij 6= 0 und betrachtet werden erst alle neun Fa¨lle von In-
klusionen, die im letzten Abschnitt aufgezeigt wurden. Alle Extrempunkte
bis auf den Punkt (1, 1, 1, 1, 1, 1) entsprechen Punkten im Fall D ≡ 4 mod 6.
Es ist also nur noch dieser Extrempunkt zu betrachten. Allerdings ist hier
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darauf zu achten, dass die Ungleichungen mit Gleichheit erfu¨llt sein ko¨nnen,
so dass die Ungleichungen sich nicht gegenseitig ausschließen. Deswegen be-
trachte alle im letzten Abschnitt auftretenden Extremalstrahlen, d.h.
S = {(1, 1, 1, 0, 0, 0), (0, 0, 0, 1, 1, 1), (1, 0, 0, 0, 1, 0), (0, 1, 0, 0, 0, 1),
(0, 0, 1, 1, 0, 0), (1, 0, 0, 0, 0, 1), (0, 1, 0, 1, 0, 0), (0, 0, 1, 0, 1, 0)}.
Es sei bemerkt, dass sich die Extremalstrahlen der neun Fa¨lle im letzten
Abschnitt daraus ergeben, dass man aus diesen acht Strahlen die ersten
beiden und zusa¨tzlich einen der Strahlen drei bis fu¨nf bzw. sechs bis acht
wegla¨sst. Die Linearkombinationen dieser Strahlen mit dem Extrempunkt
(1, 1, 1, 1, 1, 1) als Startpunkt haben also die Form
α = (k1 + k3 + k6 + 1, k1 + k4 + k7 + 1,
k1 + k5 + k8 + 1, k2 + k5 + k7 + 1, k2 + k3 + k8 + 1,
k2 + k4 + k6 + 1).
Sei k = (k1, k2, . . . , k8). Fu¨r die Diskriminante ergibt sich dann
D(k) = 2(k1 + k3 + k6 + 1)(k1 + k3 + k6 + 1) + 2(k1 + k3 + k6 + 1)
(k2 + k5 + k7 + 1)− 2(k1 + k3 + k6 + 1)(k1 + k4 + k7 + 1)
−2(k1 + k3 + k6 + 1)(k1 + k5 + k8)− 4(k1 + k3 + k6 + 1)
(k2 + k3 + k8)− 4(k1 + k3 + k6)(k2 + k4 + k6 + 1)
+2(k1 + k4 + k7 + 1)(k1 + k4 + k7 + 1) + 2(k1 + k4 + k7 + 1)
(k2 + k3 + k8 + 1)− 2(k1 + k4 + k7 + 1)(k1 + k5 + k8 + 1)
−4(k1 + k4 + k7 + 1)(k2 + k5 + k7 + 1)− 4(k1 + k4 + k7 + 1)
(k2 + k4 + k6 + 1) + 2(k1 + k5 + k8 + 1)(k1 + k5 + k8 + 1)
+2(k1 + k5 + k8 + 1)(k2 + k4 + k6 + 1)− 4(k1 + k5 + k8 + 1)
(k2 + k5 + k7 + 1)− 4(k1 + k5 + k8 + 1)(k2 + k3 + k8 + 1)
+2(k2 + k5 + k7 + 1)(k2 + k5 + k7 + 1)− (k2 + k5 + k7 + 1)
2(k2 + k3 + k8 + 1)− 2(k2 + k5 + k7 + 1)(k2 + k4 + k6 + 1)
+2(k2 + k3 + k8 + 1)(k2 + k3 + k8 + 1)− 2(k2 + k3 + k8 + 1)
(k2 + k4 + k6 + 1) + 2(k2 + k4 + k6 + 1)(k2 + k4 + k6 + 1)
= 2(k1 + k3 + k6 + 1)(−k1 − 3k2 − k3 − 3k4 − k6 − 3k8 − 4)
+2(k1 + k4 + k7 + 1)(−3k2 + k3 − k4 − 3k5 − 2k6 − k7 − 3)
+2(k1 + k5 + k8 + 1)(k1 − 3k2 − 2k3 + k4 − k5 + k6 − 2k7
−k8 − 2) + 2(k2 + k5 + k7 + 1)(−k2 − k3 − k4 + k5 − k6
+k7 − k8 − 1) + 2(k2 + k3 + k8 + 1)(k3 − k4 − k6 + k8)
+2(k2 + k4 + k6 + 1)(k2 + k4 + k6 + 1)
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= −6
∑
1≤i<j≤8
kikj − 12k1k2 + 6k3k7 + 6k4k8 + 6k5k6 − 18k1
−18k2 − 12
8∑
i=3
ki − 18
Definiere K1 = {k3, k4, k5} und K2 = {k6, k7, k8}. Sei zuna¨chst αij = 1 fu¨r
i, j. Wie bereits gezeigt, ko¨nnen wir davon ausgehen, dass die Filtrierung in
Standardform ist. Wir betrachten also
C3
〈e1, e2〉
99sssssssss
〈ek, el〉
OO
〈v1, v2〉
eeKKKKKKKKK
〈e1〉
OO
〈ek〉
OO
〈v1〉
OO
Dabei sind k, l ∈ {1, 2, 3}, wobei k 6= l, und v1 6= v2 beliebige Vektoren.
Die stabilen Filtrierungen zu der hier betrachteten La¨nge der Arme sind
genau diejenigen unter diesen, die die folgende Form haben:
C3
〈e1, e2〉
99sssssssss
〈e3, e2〉
OO
〈v1, v2〉
eeLLLLLLLLL
〈e1〉
OO
〈e3〉
OO
〈v1〉
OO
mit gewissen Bedingungen an v1 und v2, die jetzt genauer untersucht werden
sollen.
Definiere eij = ei+ej und e123 = (1, 1, 1). Die Fa¨lle v1 = ei ergeben offenbar
nicht stabile Darstellungen. Die Fa¨lle v1 = eij fu¨r i 6= j entsprechen echt
polystabilen Darstellungen, diese werden spa¨ter genau analysiert. Sei also
(v1)i 6= 0, so dass man o.B.d.A. annehmen kann, dass v1 = e123.
Weiter kann in dieser Situation o.B.d.A. angenommen werden, dass (v2)1 =
0, weil man zu v2 beliebige Vielfache von e123 addieren kann. So erha¨lt man
insgesamt folgendes Lemma:
Lemma 5.4.10 Alle stabilen Darstellungen von U(1, 1, 1, 1, 1, 1) haben die
Form
C3
〈e1, e2〉
99sssssssss
〈e3, e2〉
OO
〈e123, v2〉
ffMMMMMMMMM
〈e1〉
OO
〈e3〉
OO
〈e123〉
OO
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wobei (v2)1 = 0 und v2 6= e2, e3, e23. Insbesondere gilt fu¨r den Modulraum
der stabilen Punkte M(1, 1, 1, 1, 1, 1)s = P1\{(1 : 0), (0 : 1), (1 : 1)}.
Bemerkt sei, dass der Fall v2 = e23 dem Fall v2 = e1 entspricht. Dass die drei
Darstellungen, die zu den Punkten (1 : 0), (0 : 1) bzw. (1 : 1) korrespondieren
nicht stabil sind, sondern lediglich semistabil, u¨berpru¨ft man durch einfache
Rechnung.
Wir erhalten folgendes Korollar fu¨r beliebige α11, α12, α21, α22, α31, α32 ∈ N:
Korollar 5.4.11 Gibt es zum Ko¨cher U(α11, α12, α21, α22, α31, α32) stabile
Punkte, so sind die Punkte aus 5.4.10 stabil.
Die polystabilen Punkte lassen sich wie folgt darstellen. Es ergibt sich fu¨r
αi,j = k fu¨r alle i, j die polystabile Darstellung, die von der folgenden indu-
ziert wird:
〈e2〉 〈e1, e3〉
〈e2〉
@@¢¢¢¢¢¢
〈e2〉
OO
〈e2〉
^^====== ⊕ 〈e1〉
=={{{{{{{
〈e3〉
OO
〈e13〉
bbDDDDDDD
0
OO
0
OO
0
OO
〈e1〉
OO
〈e3〉
OO
〈e13〉
OO
Dieser Punkt induziert also einen polystabilen Punkt des Ko¨chers, der durch
die Verla¨ngerung der Arme mit dem Vektor (1, 1, 1, 1, 1, 1) entsteht. Bezeich-
ne diesen Punkt als polystabil vom Typ 1.
Betrachte weiter die polystabilen Darstellungen:
〈e1〉 〈e2〉 〈e3〉
〈e1〉
AA¤¤¤¤¤¤
〈e1〉
OO
0
ZZ555555 ⊕ 〈e2〉
AA¤¤¤¤¤¤
0
OO
〈e2〉
]];;;;;; ⊕
0
DDªªªªªª 〈e3〉
OO
〈e3〉
]];;;;;;
〈e1〉
OO
0
OO
0
OO
0
OO
0
OO
〈e2〉
OO
0
OO
〈e3〉
OO
0
OO
bzw.
〈e1〉 〈e2〉 〈e3〉
〈e1〉
AA¤¤¤¤¤¤
0
OO
〈e1〉
]];;;;;; ⊕ 〈e2〉
AA¤¤¤¤¤¤
〈e2〉
OO
0
ZZ555555 ⊕
0
DDªªªªªª 〈e3〉
OO
〈e3〉
]];;;;;;
〈e1〉
OO
0
OO
0
OO
0
OO
〈e2〉
OO
0
OO
0
OO
0
OO
〈e3〉
OO
Das sind die anderen beiden polystabilen Punkte im Fall αi,j = 1. Diese sind
stabil unter Verla¨ngerung von Tupeln (α21, α12), (α31, α22) und (α11, α32)
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bzw. (α11, α22), (α21, α32) und (α31, α12). Bezeichne diese Punkte als poly-
stabil vom Typ 2.
Betrachte nun den Fall mit Armen der La¨nge (1, 1, 2, 2, 1, 1). In diesem Fall
gibt es den polystabilen Punkt
〈e1〉 〈e2, e3〉
〈e1〉
@@¢¢¢¢¢¢
〈e1〉
OO
0
[[777777 ⊕ 〈e2〉
=={{{{{{{
〈e3〉
OO
〈e2, e3〉
ccGGGGGGG
〈e1〉
OO
0
OO
0
OO
〈e2〉
OO
〈e3〉
OO
〈e23〉
OO
〈e1〉
OO
0
OO
0
OO
〈e23〉
OO
und entsprechende polystabile Punkte fu¨r die anderen fu¨nf Verla¨ngerungen.
Dieser bleibt unter den Verla¨ngerungen mit (α11, α32), (α31, α22), (α21, α12)
und (α31, α12) bestehen. Bezeichne diese Punkte als polystabil vom Typ 3.
Wenn wir nun eine konkrete Lo¨sung des Linearen Gleichungssystems be-
stimmen wollen, so ko¨nnen wir offenbar davon ausgehen, dass fu¨r je ein
k ∈ Ki, i = 1, 2, gilt, dass k = 0. Betrachtet man wieder die Ungleichungen
(5.2)-(5.5) und die U¨berlegungen zu den polystabilen bzw. stabilen Punkten,
so ergibt sich zusammenfassend folgendes Lemma:
Lemma 5.4.12 Sei α ∈ N60 mit D(α) ≡ 0 mod 6, so dass U(α) stabile
Darstellungen zula¨sst.
1. Die von
C3
〈e1, e2〉
99sssssssss
〈e3, e2〉
OO
〈e123, e2〉
ffMMMMMMMMM
〈e1〉
OO
〈e3〉
OO
〈e123〉
OO
induzierte Filtrierung ist genau dann stabil, wenn k1 > k2.
2. Die von
C3
〈e1, e2〉
99sssssssss
〈e3, e2〉
OO
〈e13, e23〉
ffMMMMMMMMM
〈e1〉
OO
〈e3〉
OO
〈e13〉
OO
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induzierte Filtrierung ist genau dann stabil, wenn k2 > k1.
3. Falls k1 = k2, so gibt es einen polystabilen Punkt vom Typ 1.
4. Falls k 6= 0 fu¨r genau ein k ∈ Ki, i = 1, 2, so gibt es einen polystabilen
Punkt vom Typ 2 und einen vom Typ 3.
5. Falls k, l 6= 0 fu¨r genau zwei unterschiedliche k, l ∈ Ki, i = 1, 2, so
gibt es einen stabilen Punkt, der von einer Inklusion herkommt und
einen polystabilen Punkt vom Typ 2.
6. Falls k, l 6= 0 fu¨r genau ein k ∈ K1 und genau ein l ∈ K2, so gibt es
zwei polystabile Punkte vom Typ 3.
7. Falls k, l, n 6= 0 fu¨r genau zwei unterschiedliche k, l ∈ Ki und ein
n ∈ Kj mit i 6= j, so gibt es einen stabilen Punkt, der von einer
Inklusion herkommt und einen polystabilen Punkt vom Typ 3.
8. Falls k, l,m, n 6= 0 fu¨r genau zwei unterschiedliche k, l ∈ K1 und genau
zwei unterschiedliche n,m ∈ K2, so gibt es zwei stabile Punkte, die von
einer Inklusion herkommen.
Betrachtet man alle in diesem Abschnitt behandelten polystabilen Filtrie-
rungen, so ergibt sich durch einfache Rechnung aus [ALB], dass diese Punk-
te glatt sind. Wie bereits im letzen Abschnitt ergibt sich also, wenn wir die
Existenz eines stabilen Punktes voraussetzen, dass
M(U(α))ss ∼= P1.
Den Modulraum der stabilen Punkte erhalten wir dann aus den U¨berlegun-
gen des letzten Lemmas, indem wir die polystabilen Punkte weglassen.
Bemerkt sei noch, dass der Modulraum der semistabilen Punkte mit dem
Modulraum der stabilen Punkte also genau dann u¨berstimmt, falls im ach-
ten Fall des Lemmas zusa¨tzlich k1 6= k2 gilt.
Schlussendlich sind die Fa¨lle zu betrachten, falls αij = 0 fu¨r genau ein Paar
i, j. Das ist der Fall des Extrempunktes (0, 2, 2, 3, 2, 2), in dem o.B.d.A.
α11 = 0 wie im letzten Abschnitt. Dann ergibt sich die Diskriminante:
D0(k) = −6
∑
1≤i<j≤5
kikj + 6k4k5 − 24k1 − 24k2
−24k3 − 18k4 − 18k5 − 54.
Es soll die Erzeugendenfunktion fu¨r diesen Fall bestimmt werden. Dazu de-
finiere
D1(k) = D(k) + 6(k1 + k5 + k8 + 1)(k2 + k5 + k7 + 1),
D2(k) = D(k) + 6(k1 + k3 + k6 + 1)(k2 + k4 + k6 + 1)
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und
D3(k) = D(k) + 6(k1 + k5 + k8 + 1)(k2 + k3 + k8 + 1).
Das entspricht der Diskriminante der Inklusionen U31 ⊂ U12, U11 ⊂ U32
und U31 ⊂ U22. Es reicht die Fa¨lle zu betrachten, die sich aus diesen drei
Fa¨llen ergeben, die anderen Fa¨lle kann man wie im letzten Abschnitt via
Vertauschung der Arme konstruieren.
Sei wieder
F (x) =
∞∑
n=0
χ(M(6n))x6n
die Erzeugendenfunktion fu¨r die Eulercharakteristik.
Definiere N k,l = Nk × Nl+ fu¨r ein k ∈ N+. Dann ergibt sich der folgende
Satz:
Satz 5.4.13 Es gilt
F (x) = −
∞∑
k=0
xD(k,k,0,...,0) − 6
∑
k∈N 1,1
xD(k1,k1,k2,0,...,0)
−3
∑
k∈N 1,2
xD(k1,k1,k2,0,0,0,k3,0) − 6
∑
k∈N 1,2
xD(k1,k1,k2,0,0,0,0,k3)
−6
∑
k∈N 1,2
xD(k1,k1,k2,k3,0,0,0,0) − 12
∑
k∈N 1,3
xD(k1,k1,k2,k3,0,0,k4,0)
−6
∑
k∈N 1,3
xD(k1,k1,k2,k3,0,k4,0,0) − 3
∑
k∈N 1,4
xD(k1,k1,k2,k3,0,0,k4,k5)
−6
∑
k∈N 1,4
xD(k1,k1,k2,k3,0,k4,k5,0)
+6
∑
k∈N 2,2
xD
1(k1,k2,k3,k4,0,0,0,0) + 12
∑
k∈N 2,3
xD
1(k1,k2,k3,k4,0,0,k5,0)
+6
∑
k∈N 2,3
xD
1(k1,k2,k3,k4,0,k5,0,0) + 3
∑
k∈N 2,4
xD
1(k1,k2,k3,k4,0,0,k5,k6)
+3
∑
k∈N 2,4
xD
2(k1,k2,k3,k4,0,0,k5,k6) + 6
∑
k∈N 2,4
xD
2(k1,k2,k3,k4,0,k5,k6,0)
+6
∑
k∈N 2,4
xD
3(k1,k2,k3,k4,0,k5,k6,0) + 6
∑
k∈N5
xD
0(k).
Bemerkt sei noch, dass man im Fall k1 6= k2 nur die stabilen Punkte za¨hlen
muss, da sich als Modulraum der P1 ohne zwei Punkte ergibt, die Eulercha-
rakteristik demnach null ist.
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