A k-separator (k-shredder) of a graph is a set of k nodes whose removal results in two or more (three or more) cunnect ed components.
Let the given (undirected) graph be k-node connected, and let n denote the number of nodes 
Introduction
A node separator S of a graph G = (V, E) is a minimal subset S C V such that G\S is disconnected.
Similarly, an edi~e separator is a minimal subset C~E such that G\C is discormected.
One of the differences between edge connectivity y and node comectivity is that the deletion of an edge separator always results in two connected components, but the deletion of a node separator results in two or more connected components.
Our main contribution is the study of (m.inimum-cardinality) node separators whose removal results in three or more connected components.
We call a separator S of G a shredder if G\S has at least three connected components.
For example, if G is a tree, each node of degree~3 forms a singleton shredder.
For another example, if G is the complete bipartite graph Ks,s, each 'part of the bipartition forms a shredder. A separator (shredder) of a graph is called a k-separator (k-shredder) if it has exactly k nodes. A graph G = (V, 1?) is said to be k-node connected if IVI > k and the minimum cardinalit y of a separator is z k. In this paper, all graphs are undirected.
We focus on the node connectivity, so except for the introduction, "connectivity" means node connectivity. The number of nodes, IVI, is denoted by n.
We present an O(k2ta2 + k3n1K )-time (deterministic) algorithm for finding all the k-shredders of a k-node connected aph.
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.$3.50 nents.
For k z 4, our running time matches the running time of the fastest (deterministic) algorithm known for the basic problem of determining whether a graph is k-node connected.
It may not be possible to find all the k-shredders within a time bound that is less than the time bound for testing k-node connectivity y, though we have no proof of such a lower bound.
For k <3, linear-time algorithms m-e known for testing k-node connectivity, while for k z 4, the fastest algorithm runs in 0(k2r# + k3n1"5 )-time [NI 92, CKT 93, G 80] . We also describe a dynamic algorithm for maintaining the set of all the k-shredders of a k-node connected graph over a sequence of edge insertions/deletions.
The time per edge update is O(IEI + (min(k, @) + log n)kra).
Counting the number of k-separators of a k-node con- thus resolving an open question in the area. However, we show that the number of k-shredders of a k-node connected graph is O(k2 n + n2 ). We present a key lemma on crossing shredders in Section 4, and use this lemma to show that for both k = 2 and k = 3, the number of k-shredders of a k-node connected graph is at most n. For 4 < k = O(log n), our running time is within a logarithmic factor of the runming time for testing k-node connectivity, and for larger k, our running time is within a factor of min(k, (n/k)) of the running time for testing k-node connectivity.
The For a subset S' of a set S, S\S' denotes the set {z c S : x # S'}. Let G = (V, 1?) be a (finite, undirected) graph without loops or multiedges.
(Since this paper studies node connectivity, multiedges play no role. For example, if we add to G a copy of an existing edge, then G stays the same.) V(G) and E(G) stand for the node set and the edge set of G. An edge incident to nodes v and w is denoted by VW. An z#g path refers to a path whose end nodes are z and y. We call two paths disjoint if every node common to both paths is an end node of both paths.
Hence, two (distinct) disjoint paths have no edges in common, and possibly, have no nodes in common.
A set of two or more paths is called disjoint if the paths are pairwke disjoint. For a subset V'~V, the induced subgraph of V', G[V'], has node set V' and edge set {VW c E : v, w E V'J.
For a subset S~V, G\S denotes G [V\S] .
We Lemma 2.1 Given a k-connected graph G = (V, E), and tight sets X, Y with X n Y # O and lV\(X U Y)l > k, the set X n Y is tight, and there is no edge with one end in X\Y (or Y\X) and the other end in Y\(X U N(X n Y)) (or X\(YUN(X n Y))). Moreover, if lV\(XUY)l~k + 1, then the set X U Y is tight.
3
A fast algorithm for finding all k-shredders
For ease of description, we assume that the input graph is kconnected, but it is straightforward to modify the algorithm to include a test for k-connectivity.
The algorithm is based on the next result.
See F@n-e 1 for an illustration of the algorithm.
Proposition
3.1 Let G be a k-connected graph and let v, r be a pair of nodes. The number of k-shredders separating v and r is at most n, and the family of k-shredders separating v and r is laminar.
Proof:
Let P1,..., ?'k be an arbitrary set of k disjoint v~r paths.
Every k-separator S separating v and r has exactly 1 Find all k-shredders Input:
Output:
The family of k-shredders of G, stored in L.
(1) z =0.
(2) Choose (arbitrarily) k nodes VI,... ,y~. Ds stays connected, even after removing all nodes of Pi,..., Pk (i.e., D3 is a component of G\ Q), because Ds has no node of Q.
The bound on the number of shredders separating v and r follows, since there is a distinct component in G\Q for each distinct shredder separating v and r. Suppose that two of the shredders separating u and r, say, S and T, cross. Then at least two components of G\S contain nodes of T. Since T C Q, the only possible components are D1 and D2.
We have the desired contradiction, since G\S has a path between D1 and Dz, as can be seen by focusing on a component D' of G\Q with IV(D') = 2' (such a component exists since T is a shredder). u
The main subroutine Shredders (r,v) of our algorithm Find all k-shredders finds all the k-shredders separating two specified nodes v and r. Let VI,...,~k be k arbitrary nodes. A k-shredder either separates some V; from some~j, By a candidate shredder we mean the neighbor set N(Df) of a component DZ of G\Q
has exactly one node from each path P1,..., pk, and neither r nor v is in N(DI). We implement
Step 4 of Shredders(r, v) as follows.
TO compute a(z), VZ~Q, we first compute a (Df ), 1~.t~h, for each component D1 of G\Q, where a; (Df) is the lowest numbered node of Pi adjacent to D! (~i(Df) = co if no node of Pi is adjacent to Df).
Then for 1~~< k, we compute a(z) for each z c Pj by traversing Pj from v to r. In detail, we let ai(~), 1~i < k, be the minimum of (1) Input:
A k-connected graph G = (V, E), and a node pair r,v. Output:
The family of k-shredders of G that separate r and v, stored in .&'.
(1) Find k disjoint r+v paths P,,..., (5) Examine the components Di, 1 s -t!< h, to obtain a list L' of candidate shredders {N(D1)}. For each candidate shredder S c C', use the a values to det erm"ine whether S is a (genuine) shredder, and if not, then remove S from L'. End.
Dl).
We take a(r)
Step 5 of Shredders(r,v).
To confirm whether a candidate shredder {ul, ..., uk } is a shredder, we examine the k-tuples a(u{), ..., a(u~), where u{, ..., u~are the higher numbered neighbors of U1, . . . . uk on the paths PI, . . . . pk, respectively.
then the set {w, . . . . Uk} is a shredder separating r and v. The algorithm also finds a k-shredder S that maximizes the number of components of G\S. We sort the list C in lexicographic order by a radix sort [CLR 90 ], based on a "canonical numbering" of the nodes (i.e., for each k-tuple in L, we first sort the k node numbers in time O(klogk)).
This takes time O((logk)klLl + k(l~t + n)). Since the number of shredders separating a pair of nodes is < n (by Proposition 3.1), and the algorithm examines O(F + n) pairs, 12J is 0(k2n + n2), and the sorting time is O((log k)(k3n + kn )) = 0(k3rn + krwn). 
then Q C V is a tight set of G iff Q is a tight set of G1,
Proofi
We prove part (1) for shredders.
Suppose that S is a shredder of G' but not of G. Then there is an edge vw in E\E' such that v and w are in dMerent components of G'\S.
In the legal ordering for finding G', let v = v; andw= Vj, i<j , and note that I{uf : vfvj G E, 4ĩ We simulate insertion or deletion of a node by inserting or deleting all edges incident to the node. Thus, to check whether S c L is a shredder, after checking its predecessor S' e C, for each node v c S\ S', delete all edges incident to v, and for each node v c S'\S, insert all edges incident to v. Siice each edge of G is inserted or deleted O(1) times and the number of k-tuples is at most n, the run time for
Step 5 as well os for Shrcdders (r,v) is O(X okn).
Theorem 3.4 All the k-shredders of a k-connected graph can be found in time 0(k2n2 +k3nl "s). The same time bound sufices to find a k-separator S that maximizes #c(G\S). The algorithm in Section 3 and Proposition 3.1 straightaway give a bound of 0((k2 + n)n) on the number of k-shredders in a k-connected graph.
We derive tighter bounds for some special cases. Lemma 4.3 provides the key tool for handling crossing lcshredders aud k-separators. Proof:
We give a (parsimonious) reduction to our problem from the problem of counting the number of minimum node covers in a bipartite graph H such that H has a perfect matching.
The latter problem is well known to be #P-complete, see [PB 83, Problem 4, page 783] (note that the bipartite graph there has a perfect matching). Let the bipartition of V(H) be given by P, Q (so V(H) = P U Q), aud let k = IPI = IQI. Siice H has a perfect matching (of cardinalit y k), it is clear that the minimum cardinality of a node cover is k. We construct a k-connected graph G by adding all possible edges between nodes of P, and similarly adding M possible edges between nodes of Q, i.e., we set up a k-clique on each of P and Q. The proof is completed using two claims, Claim 1: G is k-connected.
Let S C V(G) have cardinality < k. Consider G\S. The nodes in P\S induce a connected subgraph (by the k-clique on P), and similarly the nodes in Q\S induce a connected subgraph.
G must have at least one edge between P\S and Q\S, otherwise every edge of H is covered by S, and this is not possible since every node cover of H has cardinalitỹ k. Then G\S is connected.
Shce G has no separator of cardinality < k, it is k-connected.
Claim 2: S C P U Q with S # P, S # Q is a k-separator of G iff S is a %mum node cover of H. In fact, no 2-sepamtor crosses a 2-shredder.
(2) Except for the complete bipartite graph K.Ei,3, in every 3-connected graph, the 9-shredders form a laminar family. In a 3-connected graph, there may be 3-separators crossing a 3-shredder, but the removal of each such 3-separator from the graph disconnects it into a single node and another component.
For higher k and n < 2k, there may be @(k) k-shredders such that every pair is crossing.
Let k = 31c', where k' is a positive integer. Take G to be the graph obtained from the clique Kk+s by removing the 3(k' + 1) edges of (k'+1) node-disjoint triangles (Ks's) T1,... ,TkJ+l. It is easily checked that G is k-connected, each of the k-sets V\Ti, l~i<k'+ l,isak-shredder, and for l<i<j~k'+1, V\Ti and V\Tj cross. Finally, consider some crossing shredders on graphs obtained from the complete bipartite graph Kk,k, k~5, as follows.
Let the node sets of the bipartition be S = {$ I,..., Sk} and T = {tl,..., tk}. Take two new nodes v and w, and join v to Kk,k by the edges VS1, VS2, vts, ..., Utk, and similarly join w to~k,k by the edges wss, Wsa, wts, . . . . wtk. The resulting graph G is easily seen to be k-connected. Now, S is a k-shredder since G\S has components {tl}, {tZ}, {1$3,..., tk$ u,w], and T is a k-shredder crossing S, where the components of G\T are {SI, S2, v], {s3, sq, w}, {ss},.,., {Sk}. In the above example, IV(G)I = 2k + 2, but this construction easily extends to any number of nodes~2k +2.
Variants of part (1) of the next lemma have appeared before. Lemma 2.2 of [J 95] implies a special case of part (l). Recall that a separator T is said to cross a separator S if T has nodes from at least two components of G\S. W .l.o.g. suppose that the components DI and D2 of G\S each have one or more nodes of T. Claim: Every node v e V\ (S UT') in one of the components Dl,..., D&~of G\S has a path to z in G\T. To prove the claim, consider v~V(Di)\T, 1<~< h -1-There are k disjoint vez paths P1,..., Pk in G, since G is k-conuected. It can be seen that each of these paths is contained in the subgraph of G induced by V(Di) U S U V(Dh),
i.e., no path uses a node of (V(DI) U.. .UV(.~h-l))\V(Di).
Since T has at least one node in each of V(DI ) and V(DZ), Readers interested in algorithmic aspects may prefer to skip Section 5.2 tier reading the overview of the augmentation algorithm given there, and to refer back when required to Theorem 5.1 and Lemmas 5.6-5.8. See Figure 2 for an illustration of the algorithm.
ithas < k nodes in V(D; ) U S U V(Dh

A lower bound on the number of augmented edges
Let G be a k-connected graph. Recall from Section 2 that a tight set is a node set Q such that IN(Q) I = k and lV\Ql > (k+l).
The maximum number of pairwise disjoint tight sets in G is denoted by t(G), i.e., t(G) is the maximum integer 1~O such that DI, . . . . Di are tight sets and Di~Dj = 0,1< i < j~L Recall from Section 3.1 that b(G) denotes the maximum number of components obtained by deleting a k-separator (assuming there is one) from G. EXAMPLES: Suppose that G is a tree. Then t(G) is the number of degree-one nodes, and b(G) is the maximum degree of a node. If G is the complete Klpartite graph K~,~, then t(G) = IV(G) I = 2k and b(G) = k. Lastly, for the graph G in F@.we 2(l), t(G) = 4 and b(G) = 2. Consider our problem of adding some edges to augment the connectivity of G from k to k + 1. Let G' be the augment ed graph.
An obvious lower bound on the minimum number of edges required is max(b(G) -1, [t(G) /21 ). To see this, first consider a k-separator S such that G\S has b(G) components, and note that we must add~b(G) -1 edges to ensure that G'\S is connected. Secondly, for every tight set D, G' must have an edge with one end in D and the other in V\ (D u N(D) ).
Since G has t(G) pairwise disjoint tight sets, we must add > (t(G) /21 edges. Unfortunately, the lower bound is not~lght and there may be a slack of (k -2), as shown by the following example due to Jord6n [J 95]: consider the complete~lpartite graph Kk,k, and not e that the minimum number of new edges required is 2k -2, but our lower bouud is k, since b(K~,k) = k and t(Kk)k) = 2k. Hence, an algorithm based on the above lower bound, such as the algorithm in this section, will not find the optimal augmentation on all graphs.
5.2
A splitting-off theorem for node connectivity Let s be a distinguished node of a graph. Splitting ofl a pair of edges us and sw incident to s means removing edges us and sw, and adding the edge vw (if vw is already present, then no edge is added).
The algorithm for augmenting node connectivity is based on a subroutine for finding and splitting off a pair of edges incident to s such that the node connectivity y of the resulting graph does not decrease.
Here is an overview of the augmentation algorithm that skips some important points:
Let G be a k-connected graph that is not (k + l)-conuected.
We first construct a ( . We attempt to pair up the edges incident to s and split off all these edge pairs, while preserving (k + 1)-connectivity.
If we succeed, then the resulting graph G' (without node s) will be a (k + 1)-connected augmentation of G.
The earliest splitting-off theorem is due to Lowisz [Lo 74] and concerns edge connectivity:
Ifs is a node of even degree in a graph~, and there are at least k z 2 edge-disjoint paths between any two nodes of V(@\s, then all edges incident to s can be paired up and split off such that the resulting graph (without node s) has at least k edge-disjoint paths between any two nodes. Mader [Ma 78] gave a deep generalization. Mader [Ma 82] also gave a splitting-off theorem for the edge connectivity y of directed graphs.
To the best of our knowledge, the earliest splitting-off theorem for node connectivity y is due to Bienstock, Brickell Case (i) is crucial for our proof of the splitting-off theorem; we will avoid cases~1) aud (iii) altogether.
(These three cases correspond to cases (a), (~) and (~) in [J 95, p. 13] .) Let G be a k-connected graph. We call an (inclusionwise) minimal tight set of G a leaf, and denote the leafs by Di, i = 1,2, . . .. For example:
(1) if G is a tree, then every degreeone node is a leaf, (2) if G = Kk,k, then every node is a led (in both graphs, there are no other leafs), and (3) the graph in Figure 2 (1) has four leafs, {ai}, 1~i < 4. In general, leafs need not be disjoint. Lemma 5.6 Let G = (V, E) be a k-connected graph (k~1) with t(G)~k + 3, let Qi C V be an arbitrary superleaf, and let Di be the leaf contained in Qi. Suppose that G\ N(Qi) has exactly two components (so N(Qi) ia not a k-shredder), Then there are two superleafs Qj and QP, i # j # p # i, that are each disjoint from N(Qi).
Moreover,~or every three nodes x, u and Z, x E Di9 u c Dj and z~DP, one of the node pairs {x, y}, {z, z} or {~, z} is saturating, where Dj and DP are the leafs contained in Qj and QP.
Lemma 5.7 Let G = (V, E) be a k-connected graph (k~1) with t(G)~2k and t(G)~k + 3. Let Qi C V be an arbitrary superleaf such that G\ N(Qi) has at least three components (so IV(Qi) is a k-shredder).
(1) By a J-graph we mean a k-connected graph G such that there is a k-shredder S such that every node in S has degree k, no two nodes in S are a~acent, G/S has exactly k components, and each of these components contains exaetly one leaf. Clearly, k is > 3. It can be seen that a J-graph is either the complete~lpartite graph Kk ,k, or is obtained from~k,k by fhdng one of the two parts of the bipartition, replacing one or more nodes v in this part by appropriate subgraphs lfe on~(k+ 1) nodes, and replacing the k edges incident to v by k edges incident to distinct nodes of He. Output: (k+ I)-connected graph G' and augmenting set E(G')\17 with slack < (k -2).
Let, E' = E, and G' = (V, E') (initially, since it essentially consists of (~) = 0(k2 ) maximum flow computations.
Totaling u?, the running time of the algorithm is O(min(k, @)k2n + (log n)kn2 ), c1
