The purpose of this paper is to review an algorithm for computing "small" resolutions in homological algebra, to provide examples of its use as promised in [L1], [LS], and to illustrate the use of computer algebra in an area not usually associated with that subject. Comparison of the complexes produced by the method discussed here with those produced by other methods shows that the algorithm generalizes several other approaches, [GL]
This study was begun in [LP] and picked up again in [L1] , [L2] , and [LS] . In this context, the present paper naturally follows [L1] and [LS] where methods for computing the cohomology of finitely generated torsion-free nilpotent groups were discussed. Our results in [LS] are quite general however and not restricted only to this class.
The procedure used to calculate the resolutions is rather straightforward and has its origin in an idea that may be found in an unpublished note of V. Gugenheim [G] . In informal terms, the idea is this:
IfÃ is a perturbation of A, then a resolution of A may be perturbed to obtain a resolution ofÃ.
In [G] , the objects are algebras P over a ring R whose underlying R-module structure is that of the tensor product of other algebras over R. Axioms were given in [G] which allows one to think of P as a perturbation of the underlying tensor product algebra structure. Gugenheim's unpublished note evolved into joint work with J. Milgram [GMi] where a method was given to achieve the perturbation for a class of algebras including the Steenrod Algebra. A different algorithm is used in this paper which is superior in several respects: i. it is given by a an explicit formula. ii. it produces not only a resolution, but a comparison map with the bar construction, i.e. an explicit chain homotopy equivalence with the "standard resolution". iii. it may be "continued" to produce an A ∞ structure on the reduced complex, i.e. a product and higher order product information (Massey products) using another application of the general algorithm.
Items i. and ii. are discussed below. The interested reader will find information about item iii. in [LS] , and [GLS1] .
A key ingredient of the algorithm goes back to R. Brown [RB] , and V. Gugenheim [G1] and was inspired by [WS] . It has recently been re-examined in a series of papers by V. Gugenheim, L. Lambe, and J. Stasheff, [LS] , [GL] , [GLS1] , [GLS2] , and a series of papers by J. Huebschmann and T. Kadeishvili, [H1] , [H2] , [H3] , [HK] . Further applications for a variety of resolutions were discovered in joint work with D. Barnes [BL] , [BL2] . There is a relationship with K. T. Chen's work [C1] , [C2] as explained in [GLS2] . This tool acquired the label: "basic perturbation lemma" in [LS] .
The methods are applicable to other groups such as finite p-groups as follows from the main theorem in [LS] and even to certain other discrete groups such as the fundamental group of the Klein bottle. The latter application was discovered in joint work with D. Barnes [BL2] . The case of finitely generated two-step nilpotent groups has been studied in a series of papers by J. Huebschmann, [H1] , [H2] using an apparently different, though obviously related method. There are results for metacyclic groups in [H3] .
It should be stressed that there are many applications possible in areas other than that of modules over group rings of certain groups. If there is an opportunity, some of these applications will be discussed in a later note. As mentioned above, the present examples were chosen because of their "simplicity", but it needs to be pointed out that, even in these examples, the algorithm used is complex enough that a literal application of it would be rather uncomfortable if carried out "by hand" for the 4x4 matrices below. This is not meant to imply that methods could not be found to "shortcut" the algorithm. Indeed, it will be seen that this application of homological perturbation theory, if understood correctly, leads to complexes for groups analogous to the CartanChevalley-Eilenberg formula for Lie Algebras in terms of "generalized structure constants" of the group. The examples to be presented have helped greatly in understanding this. Formulas in terms of generalized structure constants may be calculated symbolically in a sufficiently general computer algebra system. An indication of how this can be done will be given. The technical details and results will be presented elsewhere.
The calculations for this paper were done within the Scratchpad computer algebra system running on an IBM RT configured to have 180M of disk space, 8M of real memory and 40M of virtual memory. Since these methods allow one to comfortably produce new and complicated examples, they will be briefly described, but again, technical details will be given elsewhere. An introduction to the Scratchpad system may be found in [L3] . §1. Motivation.
In this section, some events leading up to the author's current viewpoint are reviewed. Much of what follows concerning the early stages of this research was presented in a talk at a conference on the Applications of Computers in Geometry and Topology at UIC in March of 1986, but not included in [L1] . Many of these ideas were presented in a series of seminars at North Carolina State University in 1986 and 1987, the University of North Carolina at Chapel Hill in the Fall of 1988 and at the University of Sydney in January, 1989. It is a pleasure to acknowledge my ongoing collaboration with Victor Gugenheim and Jim Stasheff in the area of homological perturbation theory [GLS1] , [GLS2] . §1.1. Polynomial group law.
To begin, this paper will discuss free resolutions over the group rings of finitely generated torsion-free nilpotent groups G. Such groups may be thought of as having underlying set the same as that of the n-dimensional integer lattice Z n . The group operation is then given by a polynomial function η :
. , x i−1 , y 1 , . . . , y i−1 ) for 1 ≤ i ≤ n wherex = (x 1 , . . . , x n ) andȳ = (y 1 , . . . , y n ). Thus G may be thought of as a perturbation of the abelian group law. An analogous remark holds for other nilpotent groups. Obviously, we can think of any formal power series group law, convergent or not, as a "perturbation" of the abelian group law. §1.2. Integer deRham theory.
One way to find a small complex for computing the cohomology of such groups is to use the deRham theorem in the case of real coefficients as done by Nomizu in [KN] and mimic the deRham theorem for subrings R of the rationals as in [LP] . That method will be briefly described because a detailed study of it pointed to the perturbation methods which followed. The idea is to define a module of "differential forms", Λ, over R, and then to define an "integration map" which would yeild an isomorphism of this complex in homology with a standard complex for the group with coefficients in R. The complex Λ * is easy to define using the fact that the group law is given by a polynomial function: take the Lie algebra given formally by the group law, and extend the forms on the dual of this Lie algebra to left-invariant differential forms on the classifying space of G in the usual way. An appropriate deRham theory of differential forms can be obtained from H. Cartan's work [HC2] or E. Miller's [EM] . The hard part is to define the integration map. For this, a uniform family of simplices can be defined [LP] . One has a k-simplex s(d 1 , . . . , d k ) for each k-tuple of elements of G. The correspondence I given by
for R ⊂ Q, is a cochain map from the exterior algebra complex to the standard functional cochain complex. Under certain restrictions on R it can be shown that I induces an isomorphism in homology. This particular method was improved in [CP] .
Of course, a complex which gives the homology of a group is far from a resolution of the ground ring over the group ring, or so it would seem at first. Using the "basic perturbation lemma", described below, such a complex can be derived, and by a second application, a resolution can be obtained from that complex. This will be explained later. First, I would like to answer the question: "What has the 'integration method' just described have to do with homological perturbation theory"? The answer comes from looking at the very first case, namely, G = Z, the integers. §1.3. The integers and multiplicative maps in cohomology.
If the integration map in the case of G = Z is worked out, a very simple thing to do, one gets the following:
Here, the integer deRahm complex is just the exterior algebra E[u] on one 1-dimensional generator u. Also, recall [SM] that the standard complex for the cohomology of the group G consists of the set theoretic functions,
The equation above simply says that the image of u under I is the identity function 1 Z which is in C 1 (Z, Z). Now the following problem is immediate: the map I is a map inducing an isomorphism in homology -indeed an algebra isomorphism -but at the chain level, it is not multiplicitive. To see that, note that the product structure in C * (Z, Z), sometimes called the "cup-product", is given by
and so the square of 1 Z is µ, the ordinary multiplication operation of integers. If I were multiplicative then since u 2 = 0, multiplication of integers would be zero! Maps of algebraic complexes which are not multiplicative, but which induce multiplicative maps in homology in this context have been extensively studied. For example one has the work of V. Gugenheim and H. Munkholm, [GMu] , and the references therein. An abbreviated way to describe the situation is this: for an algebra A, one always has the bar construction,BA which is a differential graded coalgebra (described below). For algebra maps f : A → C of algebras, one always has the induced map of differential graded coalgebrasB(f ) :BA →BC. There is always a projection π :BA → A and for a differential coalgebra mapBA →BC, such asB(f ), we have the composition τ = πB(f ). This composite map satisfies
where d is the differential in C, ∂ is the differential inBA, and the product ∪ is defined using the product structure in C and the coproduct structure inBA (familiar to people who work with Hopfalgebras). The details of all of this are reviewed in [GL] . The equation above is called the twisting cochain condition and τ is called a twisting cochain. The important thing is that the converse of what we have said is true, i.e. if τ :BA → C is a map satisfying the twisting cochain condition then there is a unique extension to a map of differential coalgebras f τ such that πf τ = τ . The bar construction of A is a direct sum of tensor products of a submodule I of A and so a twisting cochain τ is a direct sum of component maps. Specifically, we have that
and so τ breaks up into summands of the form
A strong condition under which a non multiplicative map f : A → C, will nonetheless induce a map of algebras in homology is that f restricted to I is the first map in such a sequence {τ i }, i.e. that there exists a twisting cochain τ such that τ 1 = f . V. Gugenheim showed in [G3] that the integration map in the deRham theory was such a map and that was the inspiration for looking at I above in this context. It should be pointed out that it does not immediately follow that I is such a map because Gugenheim's proof apparently makes use of rational number coefficients and we crucially want to work over subrings, of the rational numbers. It is true however that I is such a map and that fact was observed in J. McCleary's work [JM] . An explicit determination of the sequence τ i , called a "sequence of higher homotopies", for the case of I above was the motivation for [GL] , and at the same time inspired the work in [LS] where the problem of descent all the way to integer coefficients was finally solved. §1.4. The polynomial complex and a sequence of higher homotopies.
A deeper connection between the integration map over the integers and a sequence of higher homotopies was not noticed by the author right away. The connection came through a seemingly unrelated experiment, viz. the thought of what happens if we take the subcomplex of C k (Z, Z) which consists of polynomial functions with with integer coefficients. That subcomplex is certainly more manageable than the original complex. A simple computation shows however that multiplication of integers, µ, is a 2-cocycle and that if f (t) is a polynomial 1-cochain whose coboundry, f (s) − f (s + t) + f (t), is equal to µ(s, t) = st, then f cannot have integer coefficients. In fact,
works; f is given by a polynomial with rational coefficients taking integers to integers. The significance of this is the following: f kills µ and µ is the square of the identity map as mentioned earlier.
This means that f can be thought of as an obstruction to the multiplicativity of I. Indeed, after looking at a recursive formula for the construction of twisting cochains given by Gugenheim and Munkholm in [GMu] , it was found that f is the second map in a sequence of higher homotopies beginning with the identity function. In fact, in this context, the recursive formula in [GMu] may be solved by the sequence of binomial coefficient functions
This is explained in detail in [GL] . §1.5. The basic perturbation lemma.
The basic perturbation lemma has been described along with historical comments in [LS] , [GL] , [GLS1] , [GLS2] , [H1] , [H2] , [HK] . The original papers in which it occurred are [RB] and [G1] . Its goal is quite simple and exactly addresses the "perturbation problem" mentioned in the introduction. It is this: Given two differential complexes M and A, including the case that one or both of the differentials are zero, if M and A are homology equivalent and the differential on one is changed, then change the differential on the other so that a new homology equivalence is obtained. The idea of using some kind of equivalence to transfer structure from one object to another is, of course ancient and well-used, occurring throughout mathematics and computer science. In the present context, the objects and their equivalence has been termed "SDR-data" and was inspired by the works of S. Eilenberg and S. MacLane in [EM1] , and [EM2] where such data is said to form a "contraction". The definition implies that the two complexes are homology equivalent in a strong way, mimicking the way one topological space can be a Strong Deformation Retraction of another. Specifically, strong deformation retraction data, or SDR-data, is a collection of differential modules and maps, (M ∇ −→ ←− f A, φ), which satisfy:
where D(φ) = dφ+φd. Thus φ is a chain homotopy. In the basic perturbation lemma, it is assumed that there is a new differential D given on A. One defines
Under suitable conditions, the maps converge to yield new SDR-data
The map t above has been called the initiator in [GLS1] , [GLS2] . §2. A special case of the idea.
In order to describe the derivation of the resolutions of this paper, it is necessary to review the bar construction. §2.1. The bar construction. [SM] , [HC1] Assume that A is an augmented algebra over R which means that there is given an algebra map : A → R. In the case of a group ring R(G), the standard augmentation is given by
The bar construction, BA, of an augmented algebra is a particular free resolution of R over A, i.e. it is a differential graded augmented R-module which is "acyclic on R" meaning that the homology of BA is zero except in dimension 0 where it is R. Additively, it has an A-basis consisting of the direct sum of the iterated tensor products ⊗ n I of the augmentation ideal I = ker( )
One writes the homogeneous degree n component as B n (A). Also, one has the reduced complex, BA which, additively, is the direct sum of the homogeneous componentsB n (A) = ⊗ n I. Thus, B n (A) = A ⊗B n (A). By convention,B 0 (A) is the free R-module on one generator denoted by [ ].
Often the algebra A comes equipped with a "unit" σ : R → A which satisfies σ = 1 R . Such is the case for the group ring. In this case, there is an additive isomorphism of I and A/σ(R) =Ā and the bar construction may be equivalently given by
This is convenient because the elements of the bar construction can be thought of as coming from A with the convention that if one of the entries is a scalar, then the whole element is zero. The standard convention is to write
The augmentation of A is extended to a map also denoted by as follows:
The differential ∂ in BA may be defined inductively by requiring the R-linear map
to be a contracting homotopy, i.e. by requiring the following equation:
to hold. The additive structure of the reduced complex has already been described. It may also be described as the tensor productB A = R ⊗ A BA.
With this, one has the differential∂ = 1 R ⊗ ∂ in the reduced complex. Note that by definition, the homology of the reduced complex is T or A * (R, R) which is usually just called the "homology of A". The homology of the group G is the homology of the group ring A = R(G).
The reduced bar construction has a coproduct structure and with respect to this coproduct the differential is a coderivation. The definition is:
A straightforward method for deriving resolutions for nilpotent groups was briefly mentioned in [LS] . The reader is warned however that there are misprints there due to incorrectly translating from multiplicative notation in the original manuscript to additive notation in the paper. The idea is simply this; for a group G = (Z n , η) where η is a perturbation of the abelian group law, the reduced bar constructionBG has the same underlying module structure (over the ground ring Z) as the reduced bar construction of the abelian group Z n . Thus one can start with the reduced bar construction of Z n and any SDR-data of it with a complex M (a particular M will be chosen in a moment):
and transfer the perturbation of the bar construction corresponding to the non-abelian group law over to M using the basic perturbation lemma. This is clearly an instance of the Gugenheim principal mentioned in the introduction. More precisely, the initiator is
where,∂ η , and∂ + denote the bar construction differentials for η and + respectively. The maps lin and pert are additive isomorphisms from the bar construction of η to that of + and from that of + to that of η respectively. Thus if η(x,ȳ) =x +ȳ + τ (x,ȳ) then, for example,
This corrects the error in the formula on p. 372 of [LS] and having given the correct formulation of the additive version of the nilpotent initiator, additive notation will no longer be used -the free abelian group will be written multiplicatively.
A particularly good complex to use for M above is the exterior coalgebra E[u 1 , . . . , u n ]. In fact, this is the smallest possible M since it is isomorphic to the homology of the free abelian group. The SDR-data can be built up inductively using the fundamental case n = 1 of SDR-data for the integers given in Eilenberg-MacLane [EM2] , a method suggested in [LS, §2.7.3] or it can be built using ideas from the Cartan seminar [HC1] , an option also mentioned in [LS, §2.7.2] . The method of Cartan was chosen for this paper. LAMBE §2.3. A bit more on twisting cochains.
There are two more items that need to be described before discussing "the acyclic initiator" below. One is the map π :BA → A called "the projection" in (1.3) above. By definition,
In fact, this map is a twisting cochain. Next is another general property of twisting cochains, viz. for an arbitrary twisting cochain τ :BA → C, it is possible to define a "perturbation" of the tensor product differential, 1
The definition is given by the so-called cap-product which is the composite function:
This definition goes back to E. Brown in [EB] , which along with [WS] , is a primary motivation for much of the original work in homological perturbation theory [RB] , [G1] . §2.4. The acyclic initiator.
It is an easy consequence of the definitions that the tensor product differential in A ⊗BA plus the perturbation given by the twisting cochain π above is just the bar construction differential ∂.
This fact makes the following basic perturbation lemma setup possible: Given SDR-data (M
Now one has the initiator given by the perturbation corresponding to the twisting cochain π. One can define new SDR-data using the formulas of the basic lemma, provided the limits make sense, and hence obtain a homology equivalence of the new complex (A⊗M, ∂ ∞ ) and the bar construction BA. Since A ⊗ M is clearly a free A-module and the complex is now acyclic on R, the result is a new free resolution. This then gives rise to the realization of Gugenheim's principal in the context of modules over a group ring and explains the comment in [LS, §4.4] . §2.5. Construction of maps Let G = (Z n , η) be a group as above. In order to obtain a resolution of Z over the integral group ring, one needs to start out with SDR-data of the form in (2.1) above. Explicit formulas for SDR-data
need to be given. In the present case, the standard contracting homotopy for the bar construction was used. The idea is roughly the following: in order to construct A-linear chain maps or homotopies into the bar construction, the contracting homotopy s may be used as an inverse of the map ∂. For example, if one is to construct a chain map g from a free A complex M of the form M = A ⊗M to the bar construction BA, one would need the equation ∂g = gd M to hold. Given that the map is correctly defined at some initial level, it may be inductively defined by
wherem ∈M . A similiar remark applies to the construction of chain homotopies into the bar construction. We callM the reduced complex.
In Cartan's terminology [HC1] , the bar construction is special and maps defined to it may be special. This means that they map the reduced complex toB(A). An important property of special maps is that they are unique. If one has a contracting homotopy on M , formulas analogous to the above produce maps, but they will not, in general be "special", i.e. they will not generally take the reduced complexBA to the reduced complexM . All that one can say is that they land in M . This simple observation actually explains why one has to deal with SDR-data. In fact, it is the lack of speciality that causes non-trivial homotopies in (acyclic) SDR-data. It is the presence of speciality that causes the composite in one direction to be the identity. §3. Putting it all together. §3.1. A resolution over the free abelian group.
In order to construct SDR-data as in (2.1) using the above discussion, one needs a resolution of the integers over the group ring of Z n . For this, we take the resolution given by Eilenberg and MacLane [EM2] for the integers tensored with itself n times. The following notation will be used: G is the free abelian group on one generator t, G n is the free abelian group on n-generators t 1 , . . . , t n , Λ = E[u 1 , . . . , u n ] is the exterior Hopf-algebra over Z on generators {u 1 , . . . , u n } each of degree 1, Z(G n ) is the integer group ring of G n , and
linearly over Z(G) as a derivation of the algebra structure. An explicit contracting homotopy for this complex is given by extending
linearly over the integers. There is an augmentation given by extending
linearly over the integers. The resolution C(n) is given by the tensor product of C(1) with itself n-times and has a basis over the ring Z(G n ) consisting of all 2 n products u i 1 . . . u i k where 1 ≤ i 1 < · · · < i k ≤ n, for 0 ≤ k ≤ n. The "empty term" when k = 0 is the multiplicative identity and is denoted by 1, as usual. C(n) is given the tensor product differential
and tensor product contracting homotopy
LAMBE
These formulas are explained in [GL] and go back to . There is also a unit
One has dϕ − ϕd = 1 − σ which is just the condition that ϕ is indeed a contracting homotopy. It should be noted that these objects are graded objects, i.e. they are direct sums of submodules of homogeneous degree k, k ranging from 0 to n as can be seen from the description of the basis {u i 1 . . . u i k } above. The degree of an element x is denoted by |x|. A map f is said to be of degree i if it takes a homogeneous degree k element to a homogeneous degree k + i element for all k. The degree of such a map is written |f | = i. The standard sign convention holds for tensor products of maps
. §3.2. SDR-data for the free abelian group.
is given by the following recursive formulas which are to be extended linearly over Z(G n )
Now given a torsion-free nilpotent group as in (1.1) we can form the nilpotent initiator (2.1), calculate the limit SDR-data, form the acyclic initiator (2.3) on the limit data, and calculate the limit SDR-data for it. This process has been set up to run in the Scratchpad system and a bit of the procedure will be described in the next section. As an example, the resulting complexes for the group U (4, Z), of upper unitriangular 4x4 matrices with integer entries will be presented. An idea will also be given of how formulas for these resolutions may be calculated for group laws given "symbolically", i.e. with indeterminate "structure constants". §4. Data and resolutions generated in Scratchpad.
The formulas presented in the sections above are rather difficult to deal with when generating examples "by hand". Fortunately, it is no longer necessary to generate examples that way. The Scratchpad Computer Algebra system was used to implement the ideas of the previous sections. It was found not only to have the necessary generality, but to have been constructed itself in such a way that the necessary mathematical objects could be easily and conveniently constructed and moved around within the system. §4.1. Scratchpad domains and packages.
A brief description of the Scratchpad system was given in [L3] . Some of the domains and packages that were constructed in order to facilitate the computation of resolutions will be listed here. A detailed description of the implementations and of the new Scratchpad categories that were necessary will be given elsewhere. First of all, one needs the exterior Hopf-algebra E[u 1 , ..., u n ] over a commutative ring with identity, R. This was implemented as a domain constructor, ASYM(R, n).
It is possible to define, or redefine, any object in the system by a macro, and so the usual notations for things like the integers, Z could be assumed. The free abelian group, written multiplicatively was implemented as a domain constructor FAB(n). The monoid ring on a monoid M over a ring R already existed in the system and was given by a domain constructor MRING(R, M ). Thus one has the group ring of the free abelian group, MRING(Z, FAB(n)) and hence the underlying algebraic structure for the resolution of the free abelian group in (3.1), viz. ASYM(MRING(Z, FAB(n), n)). The resolution was denoted by CEMRES(n) (Cartan-Eilenberg-MacLane RESolution) . Of course, the bar construction, a differential graded augmented co-algebra, was needed. The domain constructor was denoted by BAR(R, M ), where R is a ring and M is a monoid as above. A domain constructor was needed in order to manipulate the group corresponding to a polynomial group law. For this, PFAB(lx, ly, mu, muinv) was constructed. The arguments are as follows: lx is a list of variables x 1 , . . . , x n ; ly is a list of variables y 1 , . . . , y n ; mu is a list of n polynomial functions in the variables of lx, and ly; muinv is a list of n polynomials in the variables of lx and represents the formal inverse of the group law given by mu. A package denoted by INVERTP(lx, ly, mu) uses the standard Groebner basis package of Scratchpad to calculate the formal inverse of a given polynomial group law. A package constructor, SDRFAB(n), giving SDR-data between CEMRES(n) and BAR(Z, FAB(n)) as in (3.2) was also implemented. A package which implements the functions lin, pert of (2.2) was constructed and packages allowing one to tensor the bar construction with Z over the group ring in order to obtain the reduced complex and similiarly for CEMRES(n), were also constructed. Finally, a package implementing the nilpotent and acyclic initiator was constructed. §4.2. The group U(4,Z).
Consider the group of matrices
The group operation (matrix multiplication) is given by a polynomial function, and choosing variables, lx = [x 1 , . . . , x n ], and ly = [y 1 , . . . , y n ] the group law can be listed as mu = [y 1 + x 1 , y 2 + x 2 , y 3 + x 3 , y 4 + x 1 y 2 + x 4 , y 5 + x 2 y 3 + x 5 , y 6 + x 1 y 5 + x 4 y 3 + x 6 ] .
The formal inverse is listed in muinv = [−y 1 , −y 2 , −y 3 , −y 4 + y 1 y 2 , −y 5 + y 2 y 3 , −y 6 + y 1 y 5 + y 3 y 4 − y 1 y 2 y 3 ] .
In fact, the variables and matrices were generated in Scratchpad, and then the variable lists and group law were plugged into the formal inversion routine INVERTP and then the polynomials were plugged into the domain constructor PFAB so that the group, its group law, and its inverse could be manipulated in the system. From this point on it is a straightforward process to generate the "homological limits" from the algorithm using the constructors described above. The results are given in the next section. §4.3. Some differentials in the acyclic complex.
A free Z(U (4, Z))-module resolution of Z was generated in Scratchpad using the algorithm described in the sections above and the Scratchpad constructors also described above and could be used to calculate Ext * U (4,Z) (N, M ) and T or U (4,Z) * (N, M ) for U (4, Z)-modules N , and M . We will list only 6 of the 64 formulas calculated: ∂u 1 = t 1 − 1 ∂u 1 u 2 = −t 1 t 2 u 4 + (t 1 − 1) u 2 + (−t 2 + 1) u 1 ∂u 1 u 2 u 3 = −t 1 t 2 t 3 t 5 u 4 u 6 + t 1 t 2 t 3 u 4 u 5 + t 1 t 2 u 3 u 4 + (t 1 − 1) u 2 u 3 + t 2 t 3 u 1 u 5 + (−t 2 + 1) u 1 u 3 + (t 3 − 1) u 1 u 2 ∂u 1 u 2 u 3 u 4 = t 1 t 2 t 3 t 4 u 4 u 5 u 6 + (t 1 − 1) u 2 u 3 u 4 + t 2 t 3 t 4 u 1 u 5 u 6 − t 2 t 3 u 1 u 4 u 5 + (−t 2 + 1) u 1 u 3 u 4 + t 3 t 4 u 1 u 2 u 6 + (t 3 − 1) u 1 u 2 u 4 + (−t 4 + 1) u 1 u 2 u 3 ∂u 1 u 2 u 3 u 4 u 5 = −t 1 t 5 u 2 u 3 u 4 u 6 + (t 1 − 1) u 2 u 3 u 4 u 5 + (−t 2 + 1) u 1 u 3 u 4 u 5 − t 3 t 4 u 1 u 2 u 5 u 6 + (t 3 − 1) u 1 u 2 u 4 u 5 + (−t 4 + 1) u 1 u 2 u 3 u 5 + (t 5 − 1) u 1 u 2 u 3 u 4 ∂u 1 u 2 u 3 u 4 u 5 u 6 = (t 1 − 1) u 2 u 3 u 4 u 5 u 6 + (−t 2 + 1) u 1 u 3 u 4 u 5 u 6 + (t 3 − 1) u 1 u 2 u 4 u 5 u 6 + (−t 4 + 1) u 1 u 2 u 3 u 5 u 6 + (t 5 − 1) u 1 u 2 u 3 u 4 u 6 + (−t 6 + 1) u 1 u 2 u 3 u 4 u 5 §4.4. The non-zero differentials in the reduced complex.
The reduced complex which is produced is a differential graded module whose homology is the homology of the group G with integer coefficients, i.e. it is a complex whose homology is T or U (4,Z) * (Z, Z). It can easily be seen that the complex is a "perturbation" of the Cartan-ChevalleyEilenberg complex for the corresponding Lie algebra [LP] . In other words, the reduced complex looks like the standard complex for the Lie algebra with some "higher terms" added on. This is always the case for such groups and is a feature of the basic perturbation lemma that has not been stressed much until now. In fact, there is a spectral sequence that arises from the considerations in [LS] and the first term of the spectral sequence in this case is exactly the Lie algebra complex. It is true that the spectral sequence collapses in this case, and so the cohomology of the group is additively isomorphic to the cohomology of the Lie algebra.
("higher terms" in bold) ∂u 1 u 2 = −u 4 ∂u 1 u 5 = −u 6 ∂u 2 u 3 = −u 5 ∂u 3 u 4 = u 6 ∂u 1 u 2 u 3 = −u 4 u 6 + u 4 u 5 + u 3 u 4 + u 1 u 5 ∂u 1 u 2 u 5 = u 4 u 6 − u 4 u 5 − u 2 u 6 ∂u 1 u 2 u 6 = −u 4 u 6 ∂u 1 u 3 u 4 = −u 1 u 6 ∂u 1 u 3 u 5 = −u 3 u 6 ∂u 1 u 4 u 5 = −u 4 u 6 ∂u 2 u 3 u 4 = −u 5 u 6 + u 4 u 5 − u 2 u 6 ∂u 2 u 3 u 6 = −u 5 u 6 ∂u 3 u 4 u 5 = −u 5 u 6 ∂u 1 u 2 u 3 u 4 = u 4 u 5 u 6 + u 1 u 5 u 6 − u 1 u 4 u 5 + u 1 u 2 u 6 ∂u 1 u 2 u 3 u 5 = −u 3 u 4 u 6 + u 3 u 4 u 5 − u 2 u 3 u 6 ∂u 1 u 2 u 3 u 6 = u 4 u 5 u 6 + u 3 u 4 u 6 + u 1 u 5 u 6 ∂u 1 u 2 u 4 u 5 = −u 2 u 4 u 6 ∂u 1 u 2 u 5 u 6 = −u 4 u 5 u 6 ∂u 1 u 3 u 4 u 5 = −u 3 u 4 u 6 + u 1 u 5 u 6 ∂u 2 u 3 u 4 u 5 = u 2 u 5 u 6 ∂u 2 u 3 u 4 u 6 = u 4 u 5 u 6 ∂u 1 u 2 u 3 u 4 u 5 = −u 2 u 3 u 4 u 6 − u 1 u 2 u 5 u 6 ∂u 1 u 2 u 3 u 4 u 6 = −u 1 u 4 u 5 u 6 ∂u 1 u 2 u 3 u 5 u 6 = u 3 u 4 u 5 u 6 §5. Formula calculations.
There are many levels of "symbolic calculation" possible. If one thinks about representing the integers in a way that reflects how we deal with them mathematically then it is clear that there should be a facility for dealing with the symbol "i" standing for some indeterminate integer. If we consider the free abelian group on n generators t 1 , . . . , t n , then we would like to be able to deal with expressions of the form t . . . t η n (x,ȳ) n in investigating the polynomial group laws above. This is possible in Scratchpad using the functional expression constructor FE(R) which allows the representation of functional expressions such as η(x,ȳ) over a ring R. It is quite convenient to use FE(R) because the system knows it to be a ring itself and hence it may be passed to other constructors such as MRING, BAR, etc. Using this technique, Scratchpad was used to calculate the following formulas for 4-dimensional SDR-data involving the free abelain group G 4 on four generators t 1 , t 2 , t 3 , t 4 :
(only a part of the output is given in the sections below) §5.1. The projection.
In the formulas below, the following notation was used: 
