A quasi-metric is a distance function which satisfies the triangle inequality but is not symmetric in general. Quasi-metrics are a subject of comprehensive investigation both in pure and applied mathematics in areas such as in functional analysis, topology and computer science. The main purpose of this paper is to extend the convergence and Cauchy conditions in a quasi-metric space by using the notion of asymptotic density. Furthermore, some results obtained are related to completeness, compactness and precompactness in this setting using statistically Cauchy sequences.
Introduction
Let X be a set. A non-negative real-valued function ρ on X 2 is called as a quasi-metric on X if it satisfies the following axioms: for all x, y, z ∈ X. That is, it is possible ρ(x, y) ≠ ρ(y, x) for some x, y ∈ X. In this case, (X, ρ), or simply X, is called a quasi-metric space (also known as an asymmetric metric space). Firstly, the term quasi-metric was proposed by Wilson [1] . This structure was investigated by many authors using different names (see, for example, [2] ). Later, quasi-metrics became a subject of intensive research in the context of functional analysis, topology and theoretical computer science.
Every quasi-metric has a conjugate quasi-metric. The functionρ defined byρ(x, y) = ρ(y, x) for all x, y ∈ X is also a quasi-metric on X and is called the conjugate quasi-metric of ρ. Also, the mapping ρ s (x, y) = max{ρ(x, y),ρ(x, y)} is a metric on X. The inequalities ρ(x, y) ≤ ρ s (x, y) andρ(x, y) ≤ ρ s (x, y) hold for all x, y ∈ X.
This modification in the definition of a metric space changes the whole theory, especially related to completeness, compactness and precompactness. The other primary difference with the metric case is that in a quasi-metric space some concepts such as convergence have two distinct forms. We call the structures obtained using the original quasi-metric as the left structures and the structures obtained using the conjugate quasi-metric as the right structures.
There are two natural topologies on a quasi-metric space (X, ρ). Each quasi-metric ρ naturally induces a topology τρ whose base consists of all left ρ-open balls Bρ(x, ε) = {y ∈ X : ρ(x, y) < ε}, ε > 0, x ∈ X.
The topology τρ induced by the conjugate quasi-metric is defined in a similar way-its base consists of all right ρ-open balls
Bρ(x, ε) = {y ∈ X :ρ(x, y) < ε}, ε > 0, x ∈ X.
Every quasi-metric space X can be viewed as a bitopological space (see [3] ) with respect to the topologies τρ and τρ. It is clear that the topologies τρ and τρ satisfy the T 0 separation axiom. These topologies are T 1 if and only if ρ(x, y) > 0 whenever x ≠ y. The convergence of a sequence (xn) in a quasi-metric space X with respect to τρ (τρ) is called left (right) ρ-convergence which means
Throughout the paper, N and R denote the set of all natural and real numbers, respectively. Kelly [3] was the first to give a definition of a Cauchy sequence in a quasi-metric space and the corresponding completeness as given in the items (1) below. He observed that this definition has the disadvantage that a convergent sequence need not be Cauchy. Later, the authors of [4] introduced seven different notions of a Cauchy sequence in a quasi-metric space from which we mention the following three:
A sequence (xn) in (X, ρ) is said to be:
1. left (right) K-Cauchy if for every ε > 0 there exists a natural number n 0 ∈ N such that ρ(xm , xn) < ε (ρ(xn , xm) < ε) for n ≥ m ≥ n 0 ; 2. weakly left (right) K-Cauchy if for every ε > 0 there exists a natural number n 0 ∈ N such that ρ(xn 0 , xn) < ε (ρ(xn , xn 0 ) < ε) for n ≥ n 0 ; 3. left (right) ρ-Cauchy if for every ε > 0 there exist a point x ∈ X and a natural number n 0 ∈ N such that ρ(x, xn) < ε (ρ(xn , x) < ε) for n ≥ n 0 .
In the metric case each of the above definitions yields the usual notion of a Cauchy sequence. Also notice that only that given in (3) has the property that a convergent sequence in a quasi-metric space is Cauchy (in fact this is true for all seven notions of a Cauchy sequence given in [4] ).
In the case of a quasi-metric space, there are several completeness notions by asking that each corresponding Cauchy sequence converges with respect to the topologies τρ or τρ.
A quasi-metric space (X, ρ) is said to be:
1. left K-sequentially complete if every left K-Cauchy sequence in X is left ρ-convergent; 2. weakly left K-sequentially complete if every weakly left K-Cauchy sequence in X is left ρ-convergent;
A set Y in a quasi-metric space (X, ρ) is said to be precompact if for every ε > 0, there exists a finite subset
If in this definition we further suppose that F is a finite subset of X, then Y is called outside precompact. Obviously, a precompact set is outside precompact, but the converse is not necessarily true in arbitrary quasimetric spaces. In metric spaces both notions agree. Also, a quasi-metric space (X, ρ) is called hereditarily precompact if every subset of X is precompact. For the definitions and results related to quasi-metric spaces, one can consult [4] [5] [6] [7] [8] [9] [10] [11] and the references therein.
The idea of statistical convergence which is an extension of usual convergence goes back to Zygmund [12] . The statistical convergence for a real-valued sequence was introduced by Fast [13] . The formal definition is based on the asymptotic density of a subset A in N which is defined as δ(A) = limn→∞ 1 n |{k ≤ n : k ∈ A}| if this limit exists. Here and throughout this paper, |B| denotes the number of elements in B. Note that 0 ≤ δ(A) ≤ 1 and δ(N∖A) = 1 − δ(A) for all A ⊂ N. In [14] , the author studied the concept as a summability method. Later, this concept was investigated and linked with the summability theory in many papers (see, for example, [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] ).
In this study, we give some basic definitions and obtain some fundamental results related to statistical convergence on quasi-metric spaces. By defining two new types of statistically Cauchy sequences (called weakly left (right) K-statistical Cauchy and left (right) ρ-statistical Cauchy), the relations between these sequences are explained with examples. In contrast to the metric spaces case, it is observed that there are some differences related to statistical concepts. For example, the statistical limit of a sequence in a quasi-metric space is not unique. Furthermore, some interesting results are obtained related to completeness (in some sense), compactness and precompactness in this setting by using these statistically Cauchy sequences. In the last part of the paper, some summability type theorems are presented.
Statistical convergence in quasi-metric spaces
It is defined in [27] that a sequence (xn) in a quasi-metric space (X, ρ) is forward (backward) statistically convergent to x ∈ X, if for every ε > 0, we have δ({n : ρ(x, xn) ≥ ε}) = 0 (δ({n : ρ(xn , x) ≥ ε}) = 0). We call this sequence a left (right) ρ-statistically convergent sequence and the point x a left (right) ρ-statistical limit of (xn). The authors of the paper [28] extended the notion of a forward (backward) Cauchy sequence (also known as a left (right) K-Cauchy sequence) by using an ideal of N. In this definition, if we choose the ideal consisting of subsets of N with asymptotic density zero (in this case the ideal convergence coincides with statistical convergence), then we obtain the following condition: For every ε > 0 there exists a subset M ⊆ N with δ(M) = 1 such that the equality δ({n :
We call a sequence satisfying this condition a left (right) K-statistically Cauchy sequence.
Lemma 2.6. If a sequence (xn) in a quasi-metric space (X, ρ) is a left (right) K-Cauchy sequence, then it is a left (right) K-statistically Cauchy sequence.
Proof. Let (xn) be a left K-Cauchy sequence in X. Then, given any ε > 0 there exits
implies that (xn) is a left K-statistically Cauchy sequence since the asymptotic density of the set in the left side is 1.
The following example shows that the converse is not true in general.
Example 2.7. Let X = R and ρ be the quasi-metric on X defined by
Consider the sequence (xn) given as
Choose n, m ∈ N such that n > m with n = p 2 for some p ∈ N and m ≠ r 2 for every r ∈ N. Then, we obtain ρ(xm , xn) = 1 which implies that (xn) is not a left K-Cauchy sequence. On the other hand, given any ε > 0 we can find a natural number n 0 such that 1 n0 < ε and n 0 ≠ r 2 for every r ∈ N. Hence, we obtain ρ(xm , xn) = 1 m − 1 n < ε for n ≥ m ≥ n 0 . This proves that the subsequence ( 1 n ) n∈A0 of (xn) is a left K-Cauchy sequence, where A 0 = {n : n ≠ k 2 , k ∈ N}. Thus, (xn) is a left K-statistically Cauchy sequence. Definition 2.8. A sequence (xn) in a quasi-metric space (X, ρ) is said to be:
We state our results for the left structures, however, similar results can be obtained for right structures. Proof. We prove the theorem for a left ρ-statistically convergent sequence. The other statements can be proved in a similar way. Suppose that (xn) is left ρ-statistically convergent to a point x in X. Then, we have δ(A l ) = 1, where A l = {n : ρ(x, xn) < 1 l } for all l ∈ N. We can construct an increasing sequence of natural numbers i 1 < i 2 < ... < i l < ... such that i l ∈ A l and
for every n ≥ i l (l ∈ N). Put
By (1), for all l ∈ N and i l ≤ n < i l+1 the inclusion
which means δ(A) = 1. Given any ε > 0, there exists an l ∈ N such that 1 l < ε. Choose n ∈ A with n ≥ i l . Then, we can find a natural number r with r ≥ l such that ir ≤ n < i r+1 and n ∈ Ar. It follows that ρ(x, xn) < ε. This proves our assertion.
Conversely, let δ({n k : k ∈ N}) = 1 and let the subsequence (xn k ) be left ρ-convergent to a point x ∈ X. Then, for ε > 0, there exists a k 0 ∈ N such that ρ(x, xn k ) < ε for every k ≥ k 0 . It is clear that the inclusion
holds. Then, we obtain that δ({n : ρ(x, xn) ≥ ε}) = 0 since the natural density of the set N − {n k0 , n k0+1 , ...} is zero. Consequently, the sequence (xn) is left ρ-statistically convergent to x. Corollary 2.10. If a sequence in a quasi-metric space (X, ρ) is left ρ-statistically convergent (left K-statistical Cauchy, weakly left K-statistical Cauchy, left ρ-statistical Cauchy), then it has a left ρ-convergent (left K-Cauchy, weakly left K-Cauchy, left ρ-Cauchy) subsequence.
It is obvious from definitions that the left ρ-convergence of a sequence implies that it is left ρ-statistically convergent to the same point. Also, if a sequence is left ρ-Cauchy or weakly left K-Cauchy, then it is a left ρstatistically Cauchy sequence or a weakly left K-statistically Cauchy sequence, respectively. But the converse statements are false. This is shown by Example 2.26. Furthermore, a left ρ-statistically convergent sequence and a weakly left K-statistically Cauchy sequence is left ρ-statistical Cauchy. However, a left ρ-statistically Cauchy sequence is not a left ρ-statistically convergent sequence or a weakly left K-statistically Cauchy sequence in general (see Example 2.11 and Example 2.12). Example 2.11. Let X = [0, 1] and ρ be the quasi-metric on X defined by
This sequence is left ρ-convergent (see Example 1 in [4] ). Consequently, it is left ρ-statistically convergent and hence it is a left ρ-statistically Cauchy sequence in X. However, (xn) is not a weakly left K-statistically Cauchy sequence in X. To observe that take any N ∈ N. If N is odd, then we have
Hence, the inequality
holds. Accordingly, we have limn→∞ 1
In the case that N is an even number, we obtain the inclusions
We conclude that limn→∞ 1
This shows that (xn) is not a weakly left K-statistically Cauchy sequence.
n : n ∈ N} and ρ be a quasi-metric on X such that
if n is even y ≠ 1/n and x = 1/n, 1/n, if n is odd y ≠ 1/n and x = 1/n, 1/n, if n is even y = 1/n and x = 0, 1, if n is odd y = 1/n and x = 0, 0, if x = y.
Consider the sequence (︀ 1 n )︀ in X. Given any ε > 0, there exits an odd number n 0 ∈ N such that 1 n0 < ε and
︀ is a weakly left K-statistically Cauchy sequence and so it is a left ρ-statistically Cauchy sequence in X.
For any x ∈ X, (︀ 1 n )︀ cannot be left ρ-statistically convergent to x. In fact, firstly take x = 0. Then, we have that 
is not left ρ-statistically convergent to 1 N for any N ∈ N (This is the case of x ≠ 0). Hence, we conclude that (︀ 1 n )︀ is not left ρ-statistically convergent. However, it has a left ρ-statistically convergent subsequence, say
)︀ is left ρ-convergent to 0 and so it is left ρ-statistically convergent to 0.
In particular Example 2.12 implies the following result.
Corollary 2.13. Even if a weakly left K-statistically Cauchy sequence or a left ρ-statistically Cauchy sequence has a left ρ-statistically convergent subsequence, the sequence itself does not need to be left ρ-statistically convergent.
The authors of [29] have defined the statistical closure of a set in a cone metric space. According to this definition, a point x belongs to the statistical closure of a set A if there exists a sequence in A which is statistically convergent to x. In the same way, we define the statistical closure of A in a quasi-metric space as
By Cl(A) we denote the closure of A. But, we observe that Cl st (A) =Cl(A). Indeed, for x ∈Cl(A), there is a sequence (xn) in A which is left ρ-convergent and so left ρ-statistically convergent to x. This means x ∈Cl st (A). The reverse implication follows from Corollary 2.10. Hence we conclude that Cl st (A) =Cl(A). Similarly, one can see this in a metric space and a cone metric space. Now, we give the definition of a left ρ-statistical limit point as in [30] .
Definition 2.14.
A point x is said to be a left ρ-statistical limit point of a sequence (xn) in a quasi-metric space (X, ρ) if there is a subset A = {n 1 < n 2 < ... < n k < ...} of N such that limn→∞ 1 n |{k ≤ n : n ∈ A}| > 0 and the subsequence (xn k ) of (xn) is left ρ-convergent to x.
By Λρ(xn), we denote the set of all left ρ-statistical limit points of the sequence (xn). By Lρ(xn), we denote the set of all left ρ-limit points of the sequence (xn). It is clear that if the point x is a left ρ-statistical limit point of the sequence (xn), then it is also a left ρ-limit point. The converse is not true in general. is clear since (xn) has no subsequence which is left ρ-convergent to x for x < 0. Now, we prove that a real number x < 1 cannot be a left ρ-statistical limit point. On the contrary, suppose that there exists a subset {n 1 < n 2 < ... < n k < ...} whose asymptotic density is not zero and the subsequence (xn k ) left ρ-convergent to x. Let ε = 1−x 2 and k 0 ∈ N. By choosing n k > k 0 with n k = m 2 for some m ∈ N, we obtain ρ(x, xn k ) = 1 − x > ε which is a contradiction. So, we conclude that Λρ(xn) = [1, ∞).
Corollary 2.16. The strict inclusion Λρ(xn) ⊂ Lρ(xn) holds.
If a point is a statistical limit point of a sequence (in the sense of the definition in [30] ) with respect to the metric ρ s , then it is a left ρ-statistical limit point of the same sequence in the quasi-metric space. ] denotes the greatest integer less than or equal to x. Hence, we conclude that every real number is a left ρ-statistical limit point of (xn). By Γρ(xn) we denote the set of all left ρ-statistical cluster points of the sequence (xn). Theorem 2.20. Let (X, ρ) be a quasi-metric space, (xn) a sequence in (X, ρ) and K a compact subset of X with respect to the topology τρ. If the asymptotic density of the set {n : xn ∈ K} is not zero, then we have K ∩ Γρ(xn) ≠ ∅.
Proof. Suppose that K ∩ Γρ(xn) = ∅. Then, given any z ∈ K there exists an εz > 0 such that δ({n : xn ∈ Bρ(z, εz)}) = 0. Since K is τρ-compact and {Bρ(z, εz) : z ∈ K, εz > 0} is a left ρ-open cover of K, we have K ⊂ ⋃︀ m i=1 Bρ(z i , εz i ) for some z i ∈ K and εz i > 0 (i = 1, ..., m). Hence, for any n ∈ N with xn ∈ K, there exists
which is a contradiction. In [29] , statistical completeness is defined as every statistically Cauchy sequence is statistically convergent. Also, it is proved that statistical completeness implies completeness. These notions are equivalent in a metric space, and more generally, in a cone metric space. To see the converse let X be a complete metric space and (xn) a statistically Cauchy sequence in X. By Corollary 3.5 in [31] , there exists a Cauchy subsequence (xn k ) such that δ({n k : k ∈ N}) = 1. By completeness, this subsequence is convergent. Statistical convergence of (xn) follows from Lemma 1.1 in [32] (which is also true in a general metric space). We conclude that X is statistically complete.
A quasi-metric space is called sequentially complete [9] if every left ρ-Cauchy sequence in X has a left ρ-convergent subsequence, that is, it has a left ρ-limit point in X. By virtue of this notion, we have some results. Theorem 2.21. A quasi-metric space (X, ρ) is sequentially complete if and only if every left ρ-statistically Cauchy sequence in X has a left ρ-statistically convergent subsequence.
Proof. Firstly, suppose that X is sequentially complete and let (xn) be a left ρ-statistically Cauchy sequence in X. By Corollary 2.10, it has a left ρ-Cauchy subsequence. The sequential completeness of X implies that this subsequence has a left ρ-convergent and so left ρ-statistical convergent subsequence which proves the assertion.
For the converse, let (xn) be a left ρ-Cauchy sequence in X. Then, (xn) is a left ρ-statistically Cauchy sequence in X and by hypothesis, it has a left ρ-statistically convergent subsequence. It follows from Corollary 2.10 that it has a left ρ-convergent subsequence which means that X is sequentially complete. Theorem 2.22. If every left ρ-statistically Cauchy sequence in a quasi-metric space (X, ρ) has a left ρ-statistical limit point, then X is sequentially complete.
Proof. Let (xn) be a left ρ-Cauchy sequence in X. Then, it is a left ρ-statistically Cauchy sequence. By hypothesis, it has a left ρ-statistical limit point in X and so it also has a left ρ-limit point. Consequently, X is sequentially complete.
In the case of a quasi-metric space, there are several completeness notions (see [4] ). One of them is the left Ksequential completeness, that is, a quasi-metric space is left K-sequentially complete if every left K-Cauchy sequence in the space is left ρ-convergent. In the same way, the weakly left K-sequential completeness is defined as every weakly left K-Cauchy sequence in the space is left ρ-convergent. Since a left K-Cauchy sequence is weakly left K-Cauchy, the weakly left K-sequential completeness of a quasi-metric space implies the left K-sequential completeness. Romaguera [10] remarked that these notions are in fact equivalent. In the following two theorems, we have some results related to these concepts.
Theorem 2.23. A quasi-metric space (X, ρ) is left K-sequentially complete if and only if every left K-statistically Cauchy sequence in X is left ρ-statistically convergent.
Proof. Let X be a left K-sequentially complete quasi-metric space and (xn) be a left K-statistically Cauchy sequence in X. By Theorem 2.9 there exists a subset K = {n 1 < n 2 < ... < n k ...} of N such that δ(K) = 1 and the subsequence (xn k ) is left K-Cauchy. Then, this subsequence is left ρ-convergent and again by Theorem 2.9, (xn) is left ρ-statistically convergent.
For the converse, let (xn) be a left K-Cauchy sequence in X. Then, (xn) is a left K-statistically Cauchy sequence in X and by hypothesis, it is left ρ-statistically convergent. It follows from Corollary 2.10 that it has a left ρ-convergent subsequence. The result follows from the fact that if (xn) is a left K-Cauchy sequence which has a left ρ-convergent subsequence, then the sequence itself is left ρ-convergent (see [2] ). Thus, X is left K-sequentially complete.
Theorem 2.24. Every left K-statistically Cauchy sequence in a quasi-metric space (X, ρ) is left ρ-statistically convergent if and only if every weakly left K-statistically Cauchy sequence in X is left ρ-statistically convergent.
Proof. Firstly, suppose that every left K-statistically Cauchy sequence in X is left ρ-statistically convergent. Then, from the preceding theorem, we obtain that X is left K-sequentially complete. Equivalently, X is weakly left K-sequentially complete. Now, let (xn) be a weakly left K-statistically Cauchy sequence in X. As explained at the first part of the proof of the last theorem, one can say that (xn) is left ρ-statistically convergent. This proves the assertion.
The second part is obvious since a left K-statistically Cauchy sequence is also a weakly left K-statistically Cauchy sequence. Lemma 2.25. [5] Let (X, ρ) be a quasi-metric space and (xn) be a sequence in X.
1. If (xn) is a weakly left K-Cauchy sequence, then {xn : n ∈ N} is precompact. 2. If (xn) is left ρ-convergent, then {xn : n ∈ N} is outside precompact.
Unlike a weakly left K-Cauchy or a left ρ-convergent sequence, the following example shows that a weakly left K-statistical Cauchy or a left ρ-statistically convergent sequence may not be outside precompact.
Example 2.26. Let X = R and ρ be the quasi-metric on X defined by
Consider the sequence (x k ) given as
Given any ε > 0, we have {k ≤ n : ρ(0, x k ) < ε} ⊇ {k ≤ n : k ≠ m 2 , m ∈ N} and subsequently,
This means that the sequence (x k ) is left ρ-statistically convergent and also weakly left K-statistical Cauchy. On the other hand, {x k : k ∈ N} is not outside precompact (therefore not precompact) since it cannot be covered by finitely many left ρ-balls Bρ(x, 1 2 ) = [x, x + 1 2 ) for any x ∈ X. Also, this sequence is not a left ρ-Cauchy sequence so it is neither a weakly left K-Cauchy sequence, nor a left ρ-convergent sequence. Indeed, given any x ∈ R, we can find a number m ∈ N such that x + 1 < m 2 holds. Hence, we obtain ρ(x, x k ) > 1 for every k ∈ N with k = n 2 , n ≥ m. Definition 2.27. A quasi-metric space (X, ρ) is said to be statistically sequentially compact if any sequence in X has a left ρ-statistically convergent subsequence. Theorem 2.28. A quasi-metric space (X, ρ) is statistically sequentially compact if and only if it is sequentially compact.
Proof. Let X be a statistically sequentially compact quasi-metric space and (xn) be a sequence in X. Then, it has a left ρ-statistically convergent subsequence and by Corollary 2.10 this subsequence has a left ρconvergent subsequence. This proves sequential compactness of X. The converse is obvious.
It is proved in [29] that statistically sequential compactness and compactness are equivalent (the proof is direct). The last theorem can be proved in a similar way for metric or cone metric spaces. Also, since compactness and sequential compactness coincide in a metric or cone metric space, Theorem 3.5 in [29] can be easily seen.
Contrary to the case of a metric space, compactness and sequential compactness are different concepts in a quasi-metric space. It is a well known fact that a (sequentially) compact topological space is countably compact and if a countably compact topological space satisfies first axiom of countability, that is, every point has a countable neighbourhood basis, then it is sequentially compact. Therefore, the sequential compactness and countable compactness are equivalent notions in a quasi-metric space since the set of left ρ-open balls centered at x with radius 1 n for n ∈ N form a countable neighbourhood base at x. However, there are examples of a sequentially compact quasi-metric space that is not compact (see [33] ). It is shown in [6] that a precompact countably compact quasi-metric space is compact. Theorem 2.29. In a precompact quasi-metric space (X, ρ), every sequence has a left ρ-statistical Cauchy subsequence.
If X is countable and every sequence in X has a left ρ-statistical Cauchy subsequence, then X is precompact.
Proof. Firstly, if X is precompact, then every sequence has a left ρ-Cauchy subsequence ( [11] ) and so it has a left ρ-statistical Cauchy subsequence. Conversely, if X is countable and every sequence in X has a left ρstatistical Cauchy subsequence, then by Corollary 2.10 it has a left ρ-Cauchy subsequence. It follows that X is precompact.
Theorem 2.30. If (X, ρ) is a precompact quasi-metric space and every left ρ-statistically Cauchy sequence in X is left ρ-statistically convergent, then X is compact.
Proof. Let (xn) be a sequence in X. Since X is precompact, it has a left ρ-statistical Cauchy subsequence. By hypothesis, this subsequence is left ρ-statistically convergent and by Corollary 2.10 it has a left ρ-convergent subsequence. This implies that X is sequentially compact. Hence, X is compact.
In [34] , a hereditarily precompact space is defined as a space where every sequence has a weakly left K-Cauchy subsequence. Hence, we prove the following result.
Theorem 2.31. A quasi-metric space (X, ρ) is hereditarily precompact if and only if every sequence in X has a weakly left K-statistical Cauchy subsequence.
Proof. If X is hereditarily precompact, then every sequence has a weakly left K-Cauchy subsequence and so has a weakly left K-statistical Cauchy subsequence. Conversely, if every sequence in X has a weakly left K-statistical Cauchy subsequence, by Corollary 2.10, this subsequence has a weakly left K-Cauchy subsequence and so X is hereditarily precompact.
Some results related to summability in asymmetric normed spaces
In this section, before obtaining some summability type theorems, we give the definition of an asymmetric normed space and related concepts (for the following definitions see [5, 6] ). An asymmetric norm on a real vector space X is a mapping p : X → R satisfying the following conditions: 
