For a locally constant potential φ : A N → R (where A is a finite alphabet) we prove that the family of Gibbs measures (µ βφ ) β weakly converges when β → +∞, i.e., when "temperature" goes to zero, and we identify the limiting measure (maximizing measure or ground state). Our approach is direct and relies on a version of Perron-Frobenius Theorem for matrices due to Garrett Birkhoff.
Introduction
The central problem in equilibrium statistical mechanics is the description of the set of Gibbs measures for a given interaction. More generally, families of interactions are considered, with members labeled by certain parameters: inverse temperature β, magnetic field, chemical potential, etc. The ultimate goal is then to describe the set of Gibbs measures, in particular the number of extremal Gibbs measures, as a function of these parameters. This is in general a formidable task. One can start to study the set of Gibbs measures as a function of β, the remaining parameters being fixed. The "high-temperature" regime (β → 0) is particularly simple: there is a unique Gibbs measure which is nothing but a product measure. The "low-temperature" regime (β → +∞), in particular its stability, is far more complicated to describe. We urge the interested reader to consult the survey article [20] , especially Appendix B.2, for more information and references. Heuristically, as β → +∞, only configurations with minimal energy-the so-called "ground states"-"survive", the others being exponentially damped by the Boltzmann factor. However, in the general theory of zero-temperature statistical mechanics-as in statistical mechanics quite generally-the central objects are not individual configurations, but rather probability measures describing a "random" distribution of configurations, sometimes called "ground random field". Just as for nonzero temperature, such measures can be defined either via conditional probabilities or via a variational principle [20, Appendix B.2] . The set of ground random fields or ground states for a given interaction contains (but, in general, is different from) the set of all possible zero-temperature limits of the corresponding Gibbs measure. This is closely related to the phenomenon of phase transition.
It was rather surprising-at least for us-to see that, even for finite-range interactions on the lattice Z, the picture of the zero-temperature regime was not clear, even in the simplest situation when "spins" take values in a finite set. It is well-known that in this situation Gibbs measures are nothing but Markov chains with finite state space [12, Chapter 3] . The zero-temperature limit of the one-dimensional Ising model is studied in detail in [12, Section 3.2] . In a recent paper [18] , the "generic" case is studied (we shall comment on this below). Let us also mention [1] for some results concerning, among other things, Frenkel-Kontorova models.
In the realm of the thermodynamic formalism in ergodic theory [5, 16] , the interest for zero-temperature Gibbs measures is recent if one excepts the unpublished manuscript [10] . Results were obtained in this direction in [7, 2, 17] . We will comment on them below. In that context, one speaks of "minimizing" or "maximizing" measures and "ergodic optimization". The problem of finding those invariant measures which maximize (or minimize) the integral of some given continuous (or more regular) potential over all invariant measures can be posed in a general context, even when Gibbs measures need not exist, but only equilibrium measures. We refer the reader to [14] and references therein. More recent contributions to this problem are found in [4, 6] .
In the present work, we study the following problem. Given a locally constant potential φ on the full shift A N (where A is a finite set), what is the limiting behavior of its one-parameter family of Gibbs measures (µ βφ ) β>0 , as β → +∞ ? That φ is locally constant means that it depends only on a finite number of symbols. In the language of statistical mechanics, this is equivalent to considering a finite-range interaction. What is known (and easy to prove) is that the support of a zero-temperature limit of a Gibbs measure is always a subshift of finite type, generically reduced to a periodic orbit. But, as the one-dimensional Ising model shows, it can be the measure of maximal entropy on a non-trivial subshift of finite type [12, Section 3.2] . In this paper, we completely solve the problem. We prove convergence and characterize the zero-temperature Gibbs measure. Our tool is the Perron-Frobenius Theorem for matrices in its enhanced version due to Garrett Birkhoff [3, 19] . We notice that it is straightforward to extend our results from A N to A Z . We now comment on the works mentioned above which are directly related to ours. In [7] , J. Brémont shows that for any locally constant potential, the corresponding Gibbs (Markov) measure always (weakly) converges. The limiting measure is not identified. The proof is a consequence of an abstract statement of real analytic geometry. In [17] , R. Leplaideur uses directly ideas of thermodynamic formalism with inducing techniques, in a slightly more general case. Namely, he considers a potential of the form ψ + βφ, where ψ is Hölder and φ is locally constant. He proves existence of the limit and characterizes it. But proofs are quite involved. In [18] , N. Nekhoroshev uses a matrix approach (different from ours), but looks only at the generic case, which is a Dirac measure sitting on a periodic orbit. In contrast with [7, 17] , we use a direct and elementary approach, and treat all cases, contrarily to [18] . In particular, a zero-temperature Gibbs measure can have strictly positive entropy. One speaks of residual entropy in statistical mechanics. This is the case for the one-dimensional Ising model mentioned above, in the anti-ferromagnetic case and for very special values of the magnetic field.
Until now, there is no proof of convergence in the Hölder case in full generality. By an abstract argument, it is easy to prove that generically to a Hölder potential corresponds a unique "ground state". It is not difficult to prove that this imposes the convergence of the corresponding Gibbs measure to this ground state. It is still an open question to prove that generically ground states are periodic orbits (see, e.g., [9] for a partial result). It is easy to see that zerotemperature Gibbs measures can be supported on subshifts which are not of finite type. The simplest, though unphysical example, is provided by taking the potential equal to the distance to a given uniquely ergodic (hence, minimal) subshift. A more physical example is given in [11] in which the configurations with minimal energy (density) are exactly the Thue-Morse subshift. We also mention the paper [2] in which the authors compute explicitly the limit β −1 log µ βφ (C), for any cylinder C, when φ is Hölder, under the restriction that there is a unique ground state for φ. Let us point out that in [21] , the authors construct a bounded-continuous-spin model with a bounded interaction, and a sequence of temperatures converging to zero, such that the (any) sequence of Gibbs measures at these temperatures does not converge to a ground state.
The structure of the paper is as follows. In Section 2 we give the necessary definitions and state a few general results. In Section 3 we characterize the subshift of finite type which turns out to be the support of the maximizing measures (ground states), for a given locally constant potential. Section 4 contains the main results while Section 5 contains the main proofs. For the reader's convenience, two appendices close the paper, one about weak distance between probability measures and the other on Perron-Frobenius Theorem "à la Birkhoff".
Setting and generalities
For background on Gibbs measures we refer the reader to [5, 16] .
We consider the (left-)shift map σ on the set A N , where A is a finite set (with #A ≥ 2). Elements of A N will be denoted by a, b,... and, to make notations lighter in proofs, we will use the same symbols a, b,... for finite sequences. It will be clear from the context whether we mean a finite or an infinite sequence. Otherwise, we will use the explicit notation a(0 :
If a is a finite sequence, [a] is its associated cylinder set.
A potential φ : A N → R is a continuous if, and only if, var n φ → 0 as n → +∞, where
where η ranges over the set of shift-invariant probability measures (endowed with the weak * topology which makes it compact). A shift-invariant measure is called a maximizing measure or a (maximizing) ground state for φ if it realizes this supremum. Of course, one can define minimizing measures by replacing the supremum with an infimum in the above definition. We will consider only maximizing measures, the case of minimizing measures just being a matter of sign.
At any inverse temperature β > 0 ( 1 ), the potential βφ admits an equilibrium measure (variational principle). Indeed, if µ βφ is such an equilibrium measure, it satisfies
for any shift-invariant measure η, where h(η) is the entropy of η.
The following general result links zero-temperature limits of equilibrium equilibrium measures to maximizing measures. 2. Every accumulation point of (µ βφ ) β>0 is a maximizing measure for φ. In this paper we restrict to finite-range potentials. In analogy with statistical mechanics, we say that φ is of finite range r (r ≥ 1), if
Every accumulation point of (µ βφ
In other words, φ is locally constant on cylinders of length r + 1 and var n (φ) = 0 for all n > r. In that case, for each β > 0, the potential βφ admits a unique equilibrium measure, which is also a Gibbs measure (in fact, a r-step Markov measure). Note that the case r = 0 corresponds to the trivial case of product (Bernoulli) measures.
The maximizing subshift of finite type
Let φ be a finite-range potential with range r. Since measures supported on periodic orbits are dense in the set of all shift-invariant measures, it easily follows that (1) takes the form
where Per p (A N ) is the collection of periodic points of period p in A N and
Proposition 2. Let φ be a finite-range potential of range r. Then
The previous proposition leads us to distinguish the following finite collection of periodic orbits,
This collection generates a non-wandering subshift of finite type that we now describe. We define the set W ⊂ A is defined bȳ
Let us notice that from the very definition of W , we have
We now describe the spectral decomposition of the subshift of finite type Xφ, i.e., the decomposition of it into transitive sets, each of which being a union of cyclically permuted sets on which the appropriate iterate is topologically mixing [13] . The transition matrixM can be written in a block-diagonal form, i.e., there exists N ∈ N such thatM := diag 1≤i≤N (M i ), where each blockM i is a maximal irreducible submatrix ofM . The blockM i defines a transitive subshift of finite type X (i) φ , and we have
For each 1 ≤ i ≤ N , let d i be the period ofM i (see, e.g., [19] ). ThenM di i = diag 1≤j≤di (P i,j ), where P i,j is a primitive matrix, associated to the j-th class of indices of the i-th block which we denote C i,j . The equivalence classes C i,j define a partition of the index set of the original matrixM , so that to each b ∈ B corresponds a unique class
can be decomposed as the union
is the topologically mixing subshift of finite type associated to the matrix P i,j . Hence, each (Y
Finally, define
and the probability measure
This is the equidistributed measure on those transitive sets X (i) φ having the same entropy as Xφ.
For later purpose, let
Main Results
For a finite-range potential φ of range r and a given β ∈ R + , let µ βφ be the unique Gibbs measure (r-step Markov measure) for βφ. For each β > 0, we define the family of measures (P βφ p ) p∈N by
, for all p ∈ N, where δ a stands for the Dirac measure at a. In words, for each p ∈ N, this measure is concentrated on periodic orbits with period p which are weighted according to the potential φ and inverse temperature β.
We can state our main result. This theorem says that the equilibrium measure µ βφ converges to the equidistribution measure on the maximizing subshift of finite type described above.
The proof Theorem 1 relies on the following two propositions. Their proofs are postponed to Section 5. In the sequel, dist(·, ·) stands for the standard distance which metrizes the weak * topology of probability measures (see Appendix A). Proof of Theorem 1. By the triangle inequality, we have for the weak * distance between µ βφ and uφ
The theorem follows at once by applying Propositions 3 and 4.
Proofs of Propositions 2,3,4
In the sequel, we use the following compact notation.
Notation. For real numbers x, y,
x ⋚ ±y stands for − y ≤ x ≤ y and x ⋚ e ±y stands for e −y ≤ x ≤ e y .
Proof of Proposition 2
A periodic point a ∈ Per p (A N ) with p ≥ (#A) r +1 defines a cycle (v 0 , v 1 , . . . , v p−1 ), v p−1 = v 0 , in the de Bruijn graph of order r of symbols in A, where v i = a(i : i + r − 1), i = 0, . . . , p − 1. Recall that this is the directed graph whose vertices are words of length r; an arrow connects a word w to a word w ′ if, and only if, there is a word x of length r − 1 such that w = ax and w ′ = xa ′ , a, a ′ ∈ A; see, e.g., [8, p. 155] . The potential φ can be seen as a linear form on the arrows in this graph equipped with real coefficients. Since a word b ∈ A r+1 can correspond to an arrow (v, v ′ ) in the graph, we use the notation φ(v, v ′ ) := φ(b). The cycle (v 0 , v 2 , . . . , v p−1 ) can be decomposed as a sum (in the homological sense [15] ) of elementary cycles
This decomposition is such that each arrow appears the same number of times at each side of the equation, and an elementary cycle does not contain a vertex more than once. This implies in particular that q(j) ≤ (#A) r for each j = 1, . . . , m. Hence
In turn this implies
The proposition is proved.
Proof of Proposition 3
We have the following lemma.
Lemma 1. Let φ be a finite-range potential (of range r).
Then, there exists a constant C = C(φ, #A) > 0 such that, for all integers n, p such that p > 2n and n ≥ r, and for all β > 0, we have
Observe that M is primitive with primitivity index n, i.e., M n > 0. For each a ∈ A n , define the column vectors R a , L a on R (#A)
n whose coordinates are given by
Then we can write, for p > 2n,
We now want to apply Proposition 5 of Appendix B. To this end, we first estimate τ , the Birkhoff's contraction coefficient of M n . We have (1 − τ )
where Γ is defined in (16) . Now, for arbitrary a, b, a
We now estimate the quantity τ (x) defined in (18) for x = R a , uniformly in a. Let δ be the projective distance on the simplex of dimension #A n , and F the transformation defined on the simplex by the transition matrix M .
Observe that
(We should normalize R a but the result of the computations we are going to do would be the same.) An elementary estimation gives
From this we get
This gives max
Hence, using Proposition 5 with m = p − 2n and ℓ = n, and estimates (9) and (10), we obtain
Now observe that
with w † v = 1. We also have the well-known formula
Therefore, the expression (11) becomes
Using the elementary inequality 1 − t < e −t valid for any t ≥ 0, and letting
we obtain
The result follows by using Lemma 4 (Appendix A).
We now apply the preceding lemma to prove Proposition 3. For any fixed n, we take (p(β)) β so that p(β) ≥ e 2C0β . With this choice, (8) implies that
But since n is arbitrary, one gets lim β→+∞ dist(µ βφ , P βφ p ) = 0, thus Proposition 3 is proved.
Proof of Proposition 4
Let u p,φ be the equidistribution measure on Per p (Xφ) defined by
For p = md (where d is defined in (6)), we have the following inequalities, for any measurable set E:
Let us prove (12) . For convenience we use the short-hand notations
For the upper bound, write
We have the trivial estimate
Since Z ≥Z, one gets by using (3)
For the lower bound, we can write
where we used thatZ/Z = P βφ p (Xφ), the equality in (13) and the obvious fact that u p,φ (E) ≤ 1 for any mesurable set E. Therefore (12) is proved.
The proof of Proposition 4 is an immediate consequence of (12) and the following two lemmas.
Lemma 2. Let φ be a finite-range potential. Then
where where d is defined in (6) .
Lemma 3. Let φ be a finite-range potential, and let
Proof of Lemma 2. LetM be the transition matrix of the subshift Xφ defined in Section 3, with d i , P i,j and d as in Section 3. For each k > L (see (2) for the definition of L),M extends redundantly toM :
The matrixM inherits the block-diagonal form ofM , so that for each m ∈ N
The block P i,j is a primitive matrix whose maximal eigenvalue ρ i,j coincides with the maximal eigenvalue of P i,j . Since ρ i,j does not depend on j, let us simply denote it by ρ i . Notice that
where ℓ i,j stands for the primitivity index of P i,j . For b ∈ A k and m ∈ N we have the formula
where e b : A k → {0, 1} is the column vector with 1 at coordinate b and zero elsewhere.
For each i, j let w i,j and v i,j be the left and right maximal eigenvectors of P i,j , and τ i,j its contraction coefficient as defined in Appendix B. Observe that the measure ν i,j (defined in Section 3) can be re-written as
for all b ∈ A k . Let L = max i,j L i,j . Fix an arbitrary b ∈ B. By using the same kind of spectral decomposition as in Section 3, there is a unique class of indices C i(b),j(b) of the matrixM which is associated to this b. By Proposition 5 we have
where d is defined in (6) Let τ = max i,j τ i,j ,δ = max i,j max b∈Ci,j δ i,j (b), and ρ max = max 1≤i≤N ρ i . It is well-known that h top (Xφ, σ) = log ρ max , and h top (X (i)φ , σ) = log ρ i for 1 ≤ i ≤ N . Hence I max = {1 ≤ i ≤ N : ρ i = ρ max } where I max is defined in (4) . Notice that τ < 1 and 0 ≤δ < +∞.
Therefore, there are constants C > 0 and 0 < λ < 1 such that
where we have used (14) .
There are two possible cases: either i(b) / ∈ I max , and then lim m→+∞ u dm ([b]) = 0, or i(b) ∈ I max , in which case
Since k > L is arbitrary, the lemma follows.
Proof of Lemma 3. Let p : R + → N be an increasing function, and u = lim k→+∞ P β k φ p(β k ) be a weak * accumulation point. This is a shift-invariant measure. Since
it is enough to prove the lemma that u(
where L := (#A) r + r − 1, and
Since S p φ(a) < pφ for all p ∈ N and a ∈ Per
Assume that u([b]) > 0. Then Poincaré's recurrence theorem ensures the existence of n 0 = n 0 (b) ∈ N andb ∈ A n0 such that b occurs m + 1 times inb, and such that u([b]) > 0. Now, for eachã ∈ A n0 satisfying [ã] ∩ Xφ = ∅ we have A On weak * distance
We state and prove a useful lemma about weak * distance. To end the proof observe that e ǫ − 1 ≤ 2ǫ for 0 ≤ ǫ ≤ 1.
B Perron-Frobenius Theorem and Birkhoff's contraction coefficient
For a non-negative q × q matrix M define
The Birkhoff 's coefficient [3] of M is τ := (1 − Γ)/(1 + Γ). Consider the function δ : (R + ) q × (R + ) q → R + defined by δ(x, y) = log max i x(i)/y(i) min i x(i)/y(i) .
On the q-simplex ∆ q := {x ∈ (0, 1) q : |x| 1 = 1} δ is the projective (Hilbert) distance (and where |x| 1 := q i=1 x(i)). Now define F : ∆ q → ∆ q be such that
For a primitive matrix M , F is non-expansive on the metric space (∆ q , δ). Recall that a non-negative matrix M is said to be primitive if there exists an integer ℓ ≥ 1 such that M ℓ > 0. The smallest such integer is the primitivity index of M . If M is positive, then F is a contraction with contraction coefficient τ < 1, i.e., δ(F x, F y) ≤ τ δ(x, y), ∀ x, y ∈ ∆ q .
A proof of this inequality can be easily deduced from the proof of [19 
