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Abstract
We consider the trace map associated with the silver ratio Schrödinger operator as a diffeo-
morphism on the invariant surface associated with a given coupling constant and prove that the
non-wandering set of this map is hyperbolic if the coupling is sufficiently large. As a conse-
quence, for this values of the coupling constant, the local and global Hausdorff dimension and
the local and global box counting dimension of the spectrum of this operator all coincide and
are smooth functions of the coupling constant.
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1. INTRODUCTION
Consider the discrete Schrödinger operator associated to a Sturmian quasiperiodic po-
tential:
(1.1) (Hψ)(n) = ψ(n− 1)− ψ(n+ 1) + v(n, θ)ψ(n)
The quasi periodicity of v(n) is generated by an irrational number θ according to the
formula
(1.2) v(n, θ) = V ([(n+ 1)θ]− [nθ])
where V ∈ R+ is the coupling constant and for x ∈ R, [x] denotes the largest integer
smaller than |x|.
This operator family, who describes electrical properties of quasicrystals, exhibits a
number of interesting phenomena, such as Cantor spectrum of Lebesgue measure zero
[17, 1] and purely singular continuous spectral measure [6]. Moreover, it was recently
shown that is also gives rise to anomalous transport for a large class of irrational number
[7, 9].
We restrict our attention to the potential associated to the irrational number ω, the so-
called silver ratio, whose continued fraction expansion is given by
(1.3) ω =
1
2 + 1
2+ 12+···
= [0, 2, 2, . . . 2, . . .].
We shall show that this restriction, we can study the spectrum of H by means of an
auxilliairy dynamical system, described by the so-called trace map
(1.4) T (x, y, z) := (x(y2 − 1)− zy, xy − z, y),
In great generality, the properties of the trace map are known to be closely related to all
the spectral properties mentioned above [17, 1, 16, 7]. The expression of the trace map and
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2its connection to spectral properties of the operators is a consequence of the quasiperiodic
structure of the potential (e.g. [11] for more details on quasiperiodic matters).
We shall show that the spectrum ofH can be determined by studying the non wandering
set of T on a invariant surface SV that will be introduced later on. Since the spectrum is
of Lebesgue measure zero, it is logical to investigate its fractal dimension. Moreover, its
fractal dimension are known to be linked with spectral and dynamical properties [4, 16,
10, 9]. This study has been already done in the case where the operator is the so-called
Fibonacci Hamiltonian for which the non-wandering set of T on SV can be proven to
be hyperbolic for V > 16 [3] and for small coupling [5]. For this values of coupling, the
general theory of hyperbolic surface diffeomorphisms yields the exact asymptotic behavior
of the fractal dimension of the spectrum of the Fibonacci Hamiltonian as a function of
V [4, 5, 15, 12, 14].
The idea of this paper is to provide the same analysis for the Schrödinger operator as-
sociated to the silver ratio and prove the hyperbolicity of the trace map, for large coupling.
We obtain then the same properties for the fractal dimension of the spectrum, that is co-
incidence of local and global Hausdorff and box counting dimension. Moreover all these
dimensions are smooth function of the coupling constant V . The interest in considering the
silver ratio Schrodinger operator is that this model provides the simpliest case where the
pseudo spectrum and the so-called auxilliairy spectrum do not coincide. This fact yields a
much more complicated pattern when one studies the trace map as a dynamical system.
After this paper was finished we learned that Serge Cantat provided a proof of uniform
hyperbolicity of the trace map for all non zero values of the coupling and all quadratic
irrational numbers [2]. Our results were obtained independently and we use completely
different methods.
2. DESCRIPTION OF TRACE MAP AND STATEMENTS OF THE RESULTS
The main tool that we shall use here is the trace map. Let us recall how it arises from
the structure of the quasi periodical potential (see [17, 1, 18] for detailed proofs of the
statements below).
Considering the difference equation,
(2.1) Hψ = Eψ
one can see any solution of (2.1) fulfills the following relation:
(2.2) ψn+1 = Tn(V, ω,E)ψn for all n ∈ N
where the transfer matrix Tn is given by
(2.3) Tn(V, ω,E) =
(
E − V v(n, ω) −1
1 0
)
.
Denote the Pell number sequence by {Fm}m∈N defined by the relation
(2.4)
{
F−1 = 0 , F0 = 1
Fm+1 = 2Fm + Fm−1,
Then, one can show that
Mm := TFm(V, ω,E)TFm−1(V, ω,E) · · ·T1(V, ω,E), obey the following renormal-
ization relation for any m ≥ 0
(2.5) Mm+1 = M2mMm−1, M−1 =
(
1 −V
0 1
)
M0 =
(
E −1
1 0
)
.
3It follows that defining um := Tr(Mm−1Mm) and vm := Tr(Mm), the two infinite
sequences {um}m∈N, {vm}m∈N obey the following recurrence relations
(2.6)
{
um+1 = um(v2m − 1)− vm−1vm, u0 = E − V
vm+1 = umvm − vm−1, v−1 = 2 , v0 = E,
who have a conserved quantity, precisely
(2.7) u2m + v
2
m + v
2
m−1 − umvmvm−1 = V 2 + 4,∀m.
The renormalization map is then defined by
(2.8) T (x, y, z) := (x(y2 − 1)− zy, xy − z, y),
and it acts by shifting un and vn in the following way:
(2.9) T : (um, vm, vm−1) 7→ (um+1, vm+1, vm).
We should remark at this point, that if one considers the Fibonacci Hamiltonian then one
has um = vm+1 for all m. The auxilliairy spectrum defined from the sequence {um}m
coincide with the pseudo spectrum defined with the sequence {vm}m. This particular fact
yields to a two-coordinates shifting trace map. The trace map of silver ratio Schrödinger
operator shifts only one coordinate, namely y. This general pattern implies a more com-
plicated combinatorics for the dynamical system associated to T .
The relation 2.7 implies that T preserves the family of cubic surfaces :
(2.10) SV = {(x, y, z) ∈ R3 |x2 + y2 + z2 − xyz = 4 + V 2}.
Thus, defining the line in R3, `V (E) := (E − V,E, 2), we can express the spectrum of
H in terms of T :
(2.11) σ(H) = {E | lim
n→∞piyT
n(`V (E)) <∞},
where piy : (x, y, z) 7→ y denotes the projection onto the second coordinate axis.
This is a simple rewriting of the coincidence between the spectrum and the pseudo
spectrum proven by Süto˝ in [17] and by Bellissard et al. in [1].
We notice that for all V ∈ R the line `V is contained in the T -invariant surface SV
We shall denote TV = T |SV and in order to derive results on the spectrum of H we shall
study the non-wandering set ΣV of TV and prove that it is a Cantor set with an hyperbolic
structure.
We recall that an invariant closed set Ω of a diffeomophism f : M → M is hyperbolic
if there exists a splitting of the tangent space TxM = Eux ⊕ Esx at every point x ∈ Ω such
that the splitting is invariant underDf and the differentialDf exponentially contracts vec-
tors from the stable subspaces {Esx} and exponentially expands vectors from the unstable
subspaces Eux . A hyperbolic set Ω is locally maximal if there exists a neighborhood U(Ω)
such that
Ω =
⋂
n∈Z
fn(U).
Theorem 1. For V sufficiently large, we have that the non wandering set ΩV of TV is a
locally maximal hyperbolic set that is homeomorphic to a Cantor set.
42.1. Some Properties of Locally Maximal Hyperbolic Invariant sets of surface Dif-
feomorphisms. Given Theorem 1, several general results apply to the trace map of the
strongly coupled silver ratio Schrödinger operator. This section recalls as it was previously
done in [[5, 4]], some of these results that yield interesting spectral consequences, which
are discussed below.
Consider a locally maximal invariant transitive hyperbolic set Λ ⊂ M , dimM = 2,
of a diffeomorphism f ∈ Diffr(M), r ≥ 1. We have Λ = ⋂n∈Z fn(U(Λ)) for some
neighborhood U(Λ). Assume also that dimEu = dimEs = 1. Then, the following
properties hold.
2.1.1. Stability. There is a neighborhood U ⊂ Diff1(M) of the map f such that for every
g ∈ U , the set Λg =
⋂
n∈Z g
n(U(Λ)) is a locally maximal invariant hyperbolic set of g.
Moreover, there is a homeomorphism h : Λ → Λg that conjugates f |Λ and g|Λg , that is,
the following diagram commutes:
Λ
h

f |Λ // Λ
h

Λg
g|Λg // Λg
2.1.2. Invariant Manifolds. For x ∈ Λ and small ε > 0, consider the local stable and
unstable sets
W sε (x) = {w ∈M : d(fn(x), fn(w)) ≤ ε for all n ≥ 0},
Wuε (x) = {w ∈M : d(fn(x), fn(w)) ≤ ε for all n ≤ 0}.
If ε > 0 is small enough, these sets are embedded Cr-disks with TxW sε (x) = E
s
x and
TxW
u
ε (x) = E
u
x . Define the (global) stable and unstable sets as
W s(x) =
⋃
n∈N
f−n(W sε (x)), W
u(x) =
⋃
n∈N
fn(Wuε (x)).
Define also
W s(Λ) =
⋃
x∈Λ
W s(x) and Wu(Λ) =
⋃
x∈Λ
Wu(x).
2.1.3. Invariant Foliations. A stable foliation for Λ is a foliation Fs of a neighborhood of
Λ such that
(1) For each x ∈ Λ,Fs(x), the leaf containing x, is tangent to Esx,
(2) For each x sufficiently close to Λ, f(Fs(x)) ⊂ Fs(f(x)).
An unstable foliation Fu can be defined in a similar way.
For a locally maximal hyperbolic set Λ ⊂ M of a C1-diffeomorphism f : M → M ,
dimM = 2, stable and unstable C0 foliations with C1-leaves can be constructed [20].
In the case of C2-diffeomorphism, C1 invariant foliations exist (see, for example, [21],
theorem 8 in Appendix 1).
52.1.4. Local Hausdorff and Box counting Dimension. Consider, for x ∈ Λ and small ε >
0, the set Wuε (x) ∩ Λ. Its Hausdorff dimension does not depend on x ∈ Λ and ε > 0, and
coincides with its local box counting dimension (see [12],[23]):
dimHWuε (x) ∩ Λ = dimBWuε (x) ∩ Λ.
In a similar way,
dimHW sε (x) ∩ Λ = dimBW sε (x) ∩ Λ.
Denote hs = dimHW sε (x) ∩ Λ and hu = dimHWuε (x) ∩ Λ. We will say that hs and hu
are local stable and unstable Hausdorff dimensions of Λ.
For properly chosen small ε > 0, the sets Wuε (x) ∩ Λ and W sε (x) ∩ Λ are dynamically
defined Cantor sets (see [22] for definition and proof), and this implies, in particular, that
hs < 1 and hu < 1,
see, for example, Theorem 14.5 in [15].
2.1.5. Global Hausdorff Dimension. The Hausdorff dimension of Λ is equal to its box
counting dimension, and
dimH Λ = dimB Λ = hs + hu,
see ([12, 14]).
2.1.6. Continuity of the Hausdorff Dimension. The local Hausdorff dimensions hs(Λ) and
hu(Λ) depend continuously on f : M → M in the C1-topology; see ([12, 14]). There-
fore, dimH Λf = dimB Λf = hs(Λf ) + hu(Λf ) also depends continuously on f in the
C1-topology. Moreover, for a Cr diffeomorphism f : M → M, r ≥ 2, the Hausdorff
dimension of a hyperbolic set Λf is a Cr−1 function of f , see ([19]).
Remark 2. For hyperbolic sets in dimension greater than two, many of these properties do
not hold in general, see [15] for more details.
2.2. Implications for the trace map and the spectrum. Due to theorem 1, for V suffi-
ciently large, all the properties from the previous subsection can be applied to the hyper-
bolic set ΩV of the trace map TV : SV → SV .
We have the following statement
Lemma 3. For V large enough, and every x ∈ ΩV , the stable manifold W s(x) intersects
the line `V transversally.
The existence of a C1-foliation Fs allows one to locally consider the set W s(ΩV )∩ `V
as a C1-image of the set Wuε (x) ∩ ΩV . Due to relation 2.11, this implies the following
properties of the spectrum σ(H) for sufficiently strong coupling:
Corollary 4. For V sufficiently large, we have the following properties:
(1) The spectrum of H , σ(H) depends continuously on V with respect to the Hausdorff
metric.
(2) We have dimH(σ(H)) = dimB(σ(H)).
(3) For all sufficiently small ε > 0 and all E ∈ σ(H), one has
dimH([E − ε, E + ε] ∩ σ(H) = dimH(σ(H)).
et
dimB([E − ε, E + ε] ∩ σ(H) = dimB(σ(H)).
(4) The Hausdorff dimension dimH(σ(H)) is a C∞-function of V .
62.3. Notation. In order to study ΣV we shall first introduce some notation, and make use
of the following relation between T and its inverse:
(2.12) T−1V (x, y, x) = (yz − x, z, y(z2 − 1)− xz) = ρ ◦ TV ◦ ρ(x, y, z),
where ρ(x, y, z) = (y, z, x). We define w(x, y, z) to be the seven elements table defined
as follows
(2.13) w(x, y, z) =
x(y2 − 1)− zy x yz − x
xy − z y z y(z2 − 1)− xz
Let us clarify this definition: if we take the initial condition (u0, v0, v−1) = (x, y, z) to
define two bi-infinite sequences by the relation (2.6), we get
(2.14) w(x, y, z) =
u1 u0 u−1
v1 v0 v−1 v−2
.
Thus, in view of (2.9) and (2.8), the three (overlapping) L-shaped subtables contained
in the table in the r.h.s of (2.13) denote, respectively, from left to right:
(2.15) TV (x, y, z), (x, y, z), T−1V (x, y, z),
hencew(x, y, z) encodes informations about the "past" and the "future" of the point (x, y, z)
under the action of T .
To exploit the notation introduced so far, we state the following Lemma:
Lemma 5. A necessary condition for the two bi-infinite sequence generated by (2.6) to
remain bounded is that, for all n ∈ Z, no two consecutive terms of a triplet of the form
(un, vn, vn−1) have modulus larger than 2.
Proof. The case |vN−1| ≥ 2, |vN | ≥ 2 has already been treated in [1], so we shall only
show that the sequence (un, vn, vn−1) is unbounded assuming that there exists an index N
such that
(2.16) |vN−1| ≤ 2 , |vN | ≥ 2 + δ , |uN | ≥ 2 + δ with δ > 0.
First of all we obtain, as |vN | ≥ 2 + δ,
(2.17)
|uN+1| ≥ |uN (v2N − 1)| − |vN−1vN |
≥ |uN |(|v2N − 1| − |vN |)
≥ |uN |(|vN | − 1)2
≥ |uN |(1 + δ).
As for the sequence vn, we get, as |uN ≥ 2 + δ|,
(2.18)
|vN+1| ≥ |uNvN | − |vN−1|
≥ |uN |(|vN | − 1)
≥ (2 + δ)|vN | − (2 + δ)
≥ |vN |(1 + δ).
Thus, since |vN+1| and |uN+1| are obviously larger or equal than 2 + δ, the bounds (2.17)
and (2.18) can be iterated for all indices larger than N to get
(2.19) |uN+k| ≥ |uN |(1 + δ)k , |vN+k| ≥ |vN |(1 + δ)k,
which proves that |uk|, |vk| k−→∞. 
7Remark 6. The result just proven can be generalized, in fact in [9] it is formulated, in terms
of Chebyshev polynomials, for renormalization maps associated to any quasi-periodic po-
tential of the form (1.2).
Since, by (2.9), all the points in the non-wandering set of TV must fulfill the property
mentioned above, we restrict our attention to the following set:
(2.20) RV := {(x, y, z) ∈ SV |w(x, y, z) fullfils P},
where we say that the table w(x, y, z) fulfills the property P, when in each of the "L-
shaped" subtables described above, no two adjacent boxes contain entries with absolute
value larger than 2. It turns out that ΣV ⊂
⋂∞
n=−∞ T
n
V (RV ) by writing the set RV as the
disjoint union of 10 sets, namely RV =
⋃10
i=1Ri: defining the intervals L
− := (−∞,−2]
, s := [−2, 2], L+ := [2,∞), ∗ := (−∞,∞) = L−∪ s∪L+, we define the following sets
according to which interval the entries of w lie in:
(2.21)
R1 =
∗ s ∗
s L+ s ∗ R2 =
∗ s ∗
s L− s ∗
R3 =
s s s
L− s L+ s R4 =
s s s
L+ s L− s
R5 =
∗ L+ ∗
∗ s s ∗ R6 =
∗ L− ∗
∗ s s ∗
R7 =
∗ L+ s
∗ s L+ s R8 =
∗ L+ s
∗ s L− s
R9 =
∗ L− s
∗ s L− s R10 =
∗ L− s
∗ s L+ s
Let us now show that the sets defined by (2.21) exhaust the possible choices for our
Markov partition and the graph G in Figure 1 is such that there is an arrow from the set Ri
to the set Rj if and only if T (Ri)
⋂
Rj 6= ∅.
Lemma 7. The union of the ten sets defined by the tables (2.21) contains the setRV defined
in (2.20).
Proof. First of all let us show that the table combinations that don’t appear in (2.21) define
points outside of RV or no point at all. In view of Lemma 5, we can exclude any table
combination in which any of the L-shaped subtables contains two adiacent L symbols. To
exclude the tables
s s s
L+ s L+ s
,
L+ s s
s s L+ s
and
L− s s
s s L+ s
it is
enough to notice that if (x, y, z) ∈ s×s×L+ then the lower-left entry xy−z has to be inL−
which excludes the three cases above. The same reasoning excludes
s s s
L− s L− s ,
L+ s s
s s L− s and
L− s s
s s L− s , since for the (x, y, z) defined by such
tables the only possibility for the lower-left entry would be L+. We have then showed that
no table need to be added to (2.21), and in doing so we incidentally showed that T (R3)
intersects only R2 while T (R4) intersects only R1.
All the arrows that appear in the graph G can be deduced from (2.21), however in order
to show that the graph G describes all the possible intersections between the Ri’s and
their images, we need to "exclude" certain table combinations that don’t define any point:
these are obtained by suitably replacing the symbol ∗ in some of the tables (2.21) by L−
8R1
R2
R7
R6
R8
R10
R5
R9
R3R4
FIGURE 1. The graphG: two setsRi, Rj are linked by an arrowRi −→
Rj if and only if T (Ri)
⋂
Rj 6= ∅
, L+ or s 1. In order to show that neither R5 nor R6 intersect their own images by T , we
have to show that
L+ L+ ∗
s s ∗ ∗ and
L− L− ∗
s s ∗ ∗ define the empty set; we
only formulate the argument to deal with the first table, as the one needed to deal with the
second table is identical. For the top-left corner entry, we have the expression
(2.22) x(y2 − 1)− zy = y(xy − z)− x.
According to the table that we are considering, x ∈ L+, y ∈ s and (xy − z) ∈ s, and we
get a contradiction with y(xy−z)−x ∈ L+. An identical argument prevents T (R7
⋃
R8)
to intersect R5 and T (R9
⋃
R10) to intersect R6. Next we deduce that T (R7)
⋂
R2 = ∅
by showing that the table
s L+ s
L− s L+ s defines the empty set: according to such
table zy − x ∈ s, x ∈ L+ and z ∈ L+, which implies y > 0. But since (xy − z) ∈ L−
has to hold as well, we get
(2.23) y(xy − z)− x ∈ L−,
which gives a contradiction. The very same reasoning allows us to conclude that T (R8
⋃
R9)
does not intersectR1 and T (R10) does not intersectR2. This concludes our proof as all the
other arrows (or lack thereof) in the graph G can be deduced by simple inspection, using
the tables in (2.21).
1remember that ∗ := (−∞,∞) = L− ∪ s ∪ L+
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3. HYPERBOLIC DYNAMICS
3.1. Definitions: Vertical and Horizontal bases. In order to describe the set ΣV ⊂⋂∞
−∞ T
−n
V (RV ) in terms of a horseshoe dynamics, we define the following "vertical" (in
a sense that will be made clear shortly) basis
(3.1) BV = {B1, B2, . . . , B16}
consisting of the sets
(3.2)
B1 = R1
⋂
T−1(R7)
⋂
T−2(R1) B2 = R1
⋂
T−1(R10)
⋂
T−2(R1)
B3 = R1
⋂
T−1(R3) B4 = R1
⋂
T−1(R10)
⋂
T−2(R5)
B5 = R1
⋂
T−1(R7)
⋂
T−2(R6) B6 = R2
⋂
T−1(R4)
B7 = R2
⋂
T−1(R9)
⋂
T−2(R2) B8 = R2
⋂
T−1(R8)
⋂
T−2(R2)
B9 = R2
⋂
T−1(R9)
⋂
T−2(R5) B10 = R2
⋂
T−1(R8)
⋂
T−2(R6)
B11 = R5
⋂
T−1(R1) B12 = R5
⋂
T−1(R2)
B13 = R5
⋂
T−1(R6) B14 = R6
⋂
T−1(R1)
B15 = R6
⋂
T−1(R2) B16 = R6
⋂
T−1(R5).
Furthermore we define the map Φ : BV → RV acting in the following way:
(3.3) Φ(x) =
{
T 2(x) if x ∈ ⋃10i=1Bi
T (x) if x ∈ ⋃16i=11Bi
The introduction of the basis BV and of the map Φ turns out to be appropriate as each point
x ∈ ΣV ⊂ RV can be written as
(3.4) x =
∞⋂
i=−∞
Φ−i(Bsi)
with s ∈ A = {{si}i∈Z ∈ {1, . . . , 16}∞ | Bsisi+1 = 1}, where the matrix B is defined as
follows:
(3.5) B =

1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1
1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0
0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1
1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1
1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1

,
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namely the coefficients of B are chosen so that Bij = 1 ⇔ Φ(Bi)
⋂
Bj 6= ∅ (check the
definitions (3.2) and the relations between the Ri’s depicted in Fig. 1). Next we introduce
an "horizontal" basis of set BH = {B1, B2, . . . , B16} defined by the relation
(3.6) Bi := Φ(Bi),
and, as the last ingredient, we state the following standard definition
Definition 8. Denote S˜V = R1
⋃
R2
⋃
R5
⋃
R6. We shall call a curve γ a µ-vertical
curve if γ : [−2, 2]→ S˜V is such that
(3.7) piγ(t) = (u(t), t)
where pi : S˜V → [−2, 2] × [−2, 2] sends S˜V bijectively into the square in the following
way:
(3.8) pi(x, y, z) :=
{
(x, z) if (x, y, z) ∈ R1
⋃
R2
(y, z) if (x, y, z) ∈ R5
⋃
R6
and the continuous function u : [−2, 2]→ [−2, 2] satisfies
(3.9) |u(t1)− u(t2)| ≤ µ|t1 − t2|.
Finally, a set B ⊂ S˜V is a µ-vertical strip if there exist two µ-vertical curves γl, γr with
piγl(t) = (ul(t), t) and piγr(t) = (ur(t), t) such that
(3.10) piB = {(s, t) ∈ [−2, 2]× [−2, 2] | ur(t) ≤ s ≤ ur(t)},
we shall call the quantity diam(B) := maxt∈[−2,2] |ur(t) − ul(t)| the diameter of B.
Analogously we can define µ-horizontal curves and µ-horizontal strips.
3.2. Conditions for hyperbolicity and main result. We claim that in order to prove that
ΣV is an hyperbolic set homeomorphic to a Cantor set, we only have to check the two
following conditions:
(a) For all t = 1 . . . 16, the mapping Φ takes the vertical strip Bt ∈ SV diffeomorphi-
cally into the horizontal strip Bt ∈ SH , i.e.
(3.11) Φ(Bt) = Bt
sending the vertical (respectively horizontal) boundaries of Bt into the vertical
(respectively horizontal) boundaries of Bt.
(b) Denoting by (ξ, ζ, η) an element of the tangent space of SV at a point (x, y, z), we
define the bundle of cones
(3.12)
S+1 = {|η| ≤ 13 |ξ|}
S+2 = {|η| ≤ 13 |ζ|}
with
(3.13)
piS+1 = (R1
⋃
R2)
⋂(⋃
Bt∈BV Bt
)⋂ (⋃
Bs∈BH B
s
)
piS+2 = (R5
⋃
R6)
⋂(⋃
Bt∈BV Bt
)⋂ (⋃
Bs∈BH B
s
)
,
where pi denotes the canonical projection of the bundles onto their base space.
Such bundles are mapped by dΦ into themselves, i.e.
(3.14) dΦ(S+1
⋃
S+2 ) ⊂ S+1
⋃
S+2 .
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Moreover if (ξ0, ζ0, η0) ∈ S+1
⋃
S+2 and (ξ1, ζ1, η1) is its image under dΦ, then
(3.15)

|ξ1| ≥ 3|ξ0| if (ξ0, ζ0, η0) ∈ S+1 , (ξ1, ζ1, η1) ∈ S+1
|ζ1| ≥ 3|ξ0| if (ξ0, ζ0, η0) ∈ S+1 , (ξ1, ζ1, η1) ∈ S+2
|ξ1| ≥ 3|ζ0| if (ξ0, ζ0, η0) ∈ S+2 , (ξ1, ζ1, η1) ∈ S+1
|ζ1| ≥ 3|ζ0| if (ξ0, ζ0, η0) ∈ S+2 , (ξ1, ζ1, η1) ∈ S+2
Similarly, defining the bundles
(3.16)
S−1 = {|ξ| ≤ 13 |η|}
S−2 = {|ζ| ≤ 13 |η|}
respectively over the same base space as S+1 and S
+
2 (i.e. piS
+
1,2 = piS
−
1,2), we
have
(3.17) dΦ−1(S−1
⋃
S−2 ) ⊂ S−1
⋃
S−2 ,
and if (ξ0, ζ0, η0) ∈ S−1
⋃
S−2 and (ξ1, ζ1, η1) is its image under dΦ
−1, then
(3.18) |η0| ≥ 3|η1|
We then have the following:
Proposition 1. The C1 map Φ defined in (3.3) satisfies condition (a) and (b).
The latter Proposition directly implies our main result:
Theorem 9. The C1 map Φ defined in (3.3) admits the shift σ : A → A, where A :={
s ∈ {1, . . . , 16}∞ | Bsisi+1 = 1
}
, and
(3.19) σ(s) = s′ ⇐⇒ s′i = si+1 ∀ i ∈ Z.
Namely there exists a homeomorphism ρ such that for all x ∈ D := ⋂∞i=−∞ Φi (ΣV ) we
get the conjugation relation
(3.20) Φ ◦ ρ(x) = ρ ◦ σ(x).
The proof of Theorem 9 as a direct consequence of Proposition 1 is a straightforward
adaptation of an analogous result in [13]. We refer the interested reader to the Appendix
A.1 for a sketch of the proof.
Let us proof Proposition 1
Proof (of Proposition 1). We shall show how to check the two conditions for some sample
strips, for the complete calculations the interested reader can check [9]
(a) Let us show thatB6 is a vertical strip which is sent by Φ into the horizontal stripB6
so that boundaries go into boundaries, i.e. Φ(∂B6) = ∂B6. First of all we notice
that B6 = R1
⋂
T−2R2, hence the left boundary of B6 is given by ∂LB6 =
R1
⋂
T−2∂LR2, where ∂LR2 = {(−2,−E − V,E) , |E ∈ [−2, 2]} is the left
boundary of R2. By a straightforward calculation we get
(3.21) T−2∂LR2 = {(x(E), y(E), z(E)) , E ∈ [−2, 2]},
where
(3.22)
 x(E) = y(E)E + E(E + V )− 2y(E) = (−E − V )(E2 − 1) + 2E
z(E) = y(E)x(E)− E.
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One can check that for all V ≥ 10
(3.23)
{
(x( 12V ), z(
1
2V )) ∈ [−2, 0]× [−∞,−2]
(x( 32V ), z(
3
2V )) ∈ [0, 2]× [2,∞]
,
furthermore
(3.24) V − 2 < y(E) < V + 2 for 1
2V
≤ E ≤ 3
2V
.
Thus, in view of the fact that in the considered interval dz(E)/dx(E) > 1, eqs
(3.24) and (3.23) allow us to conclude that the segment
(3.25) ∂LV13 =
{
(x(E), y(E), z(E)) | 1
2V
≤ E ≤ 2
3
V
} ⋂
R1
is a vertical curve.
Analogously we study the right boundary of B6 which is given by ∂RB6 =
R1
⋂
T−2∂RR2, where ∂RR2 = {(2, E − V,E) , |E ∈ [−2, 2]} is the right
boundary of R2. We get, for
(3.26) {(x(E), y(E), z(E)) , E ∈ [−2, 2]} = T−2∂LR2
and all V ≥ 10,
(3.27)
{
(x(− 32V ), z(− 32V )) ∈ [−2, 0]× [−∞,−2]
(x(− 12V ), z(− 12V )) ∈ [0, 2]× [2,∞]
,
furthermore
(3.28) V − 2 < y(E) < V + 2 for 1
2V
≤ E ≤ 3
2V
.
Thus, also in view of the fact that in the considered interval dz(E)/dx(E) > 1,
eqs (3.28) and (3.27) allow us to conclude that the segment
(3.29) ∂RB6 =
{
(x(E), y(E), z(E)) | − 2
3V
≤ E ≤ −1
2
V
} ⋂
R1
is a vertical curve.
In the same fashion we can prove that B6 is an horizontal strip. First of
all, we see that B6 = R2
⋃
T 2R1. Using ∂+ and ∂− to denote upper and
lower boundary, respectively, we get that ∂+B6 = Φ2∂+R1 is given by a curve
(x(E), y(E), z(E)). Analogously to the reasoning we made above, we see that
there exist E1 = E1(V ) and E2 = E2(V ), contained in the interval [0, 3V ] such
that
(3.30)
{
(x(E1), z(E1)) ∈ [−∞,−2]× { 2V }
(x(E2), z(E2)) ∈ [2,∞]× {− 2V }
,
and−V −2 < y(E) < −V +2 forE ∈ [E1, E2]. Since in the considered interval
dx(E)/dz(E) < −V the curve (x(E), y(E), z(E)) intersectsR2 in an horizontal
curve.
(b) We shall first verify that, for V large enough, the cones S−1,2 defined in (3.16) are
preserved by dΦ−1 as stated in (3.17) and stretched appropriately in the vertical
direction as in condition (3.18).
First of all we notice that a tangent vector at (x, y, z) is given by {(ξ, ζ, η) , (ξ, η) ∈
R2} with ζ = ζ(ξ, η) given by
(3.31) (2x− yz)ξ + (2y − xz)ζ + (2x− xy)η = 0.
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FIGURE 2. The vertical strip B6 on the (x, z) plane for V = 20
We compute the jacobian matrix of T−1, denoting it MT−1, and obtain
(3.32) MT−1(x, y, z) =
 −1 z y0 0 1
−z z2 − 1 2yz − x
 .
For the Jacobian matrix of T−2, we compute
MT−2(x, y, z) = MT−1(T−1(x, y, z))MT−1(x, y, z)(3.33)
=
 1− z2 z(z2 − 2) 3yz2 − 2xz − 2y−z z2 − 1 2yz − x
A B C
 .(3.34)
with
(3.35)
A = −2yz4 + 2xz3 + 4yz2 − 2xz − y
B = 2yz5 − 2xz4 − 6yz3 + 4xz2 + 4yz − x
C = 5y2z4 − 8xyz3 + (3x2 − 9y2)z2 + 8xyz + 2y2 − x2 − 1.
We shall only show how to treat the case of cones in S−1 based at points (x, y, z) ∈
B1
⋃
B2
⋃
B3
⋃
B6
⋃
B7
⋃
B8, the other cases being proved, mutatis mutandis,
in the same fashion.
We denote an element in one of such cones as (ξ0, ζ0, η0) and its image under
dΦ−1 by (ξ1, ζ1, η1), i.e. we consider the equation
(3.36) dΦ−1(ξ0, ζ0, η0) = (ξ1, ζ1, η1).
By linearity we can assume that η0 = 1 and ξ0 ∈ [−1/3, 1/3], and we can prove
the following easy lemma:
Lemma 10. For V > 10, one gets ζ0 ∈ [−4, 4].
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Proof. It is enough to show the Lemma for (x, y, z) ∈ R1, the proof being identi-
cal in R2. The relation (3.31) yields
ζ0 =
(xy − 2z)η0 + (yz − 2x)ξ0
2y − xz(3.37)
≤ 4(2V + 8)
3(2V − 8) ,(3.38)
and the last term is smaller than 4 for V > 10. The inequality ζ0 ≥ −4 is obtained
in the identical way. 
We now give an asymptotic analysis in V : since (x, y, z) ∈ R1
⋃
R2 the vari-
ables x and z vary in the interval [−2, 2], whereas y grows linearly with V .
Lemma 11. All the terms of the matrix MT−2 are of order at most V apart from
C which is of order V 2.
Proof. The claim on the terms different from C is trivial, as they are at most of
degree one in y. As for C, it is of order V 2 provided the polynomial 5z4−9z2 +2
does not vanish. The latter condition can be checked by using the condition that
(x, y, z) ∈ B1⋃B2⋃B3⋃B6⋃B7⋃B8 (for the precise bounds that exclude
the aforementioned polynomial to vanish see [9]). 
We finally get the following corollary:
Corollary 12. For V large enough we get (3.17) and (3.18) for cones in S−1 based
at B1
⋃
B2
⋃
B3
⋃
B6
⋃
B7
⋃
B8.
Proof. By plugging the result of Lemma 11 into equation (3.36) we get
ξ1 = O(V )(3.39)
η1 = O(V 2),(3.40)
hence for V large enough |ξ1| ≤ 13 |η1| and |η1| ≥ 3. 
We can now treat the bundles S+1,2. Once again we perform an asymptotic
analysis for V large. The preservation of the cones and the stretching condition
(3.15) are more complicated to check on such bundles than on the previous ones
as we couldn’t derive precise bounds on the location of the relative vertical strips.
We overcomed this difficulty by making use of some ad hoc tricks. First of all, let
us compute the Jacobian matrix of T and T 2:
MT =
 y2 − 1 2xy − z −yy x −1
0 1 0
(3.41)
MT 2 =
 A B CD x2(3y2 + 1)− 4xyz + z2 − 1 2y(z − xy) + x
y x −1
 ,(3.42)
with
A = 3x2y4 + (3y2 − 1)z2 + (4xy − 6xy3)z − (3x2 + 2)y2 + 1,(3.43)
B = 4x3y3 − z3 + 6xyz2 + (2x2 + 2− 9x2y2)z − (2x3 + 4x)y,(3.44)
C = −3yz2 + (6xy2 − 2x)z − 3x2y3 + (2x2 + 2)y(3.45)
D = 2x(y3 − y) + (1− 2y2)z(3.46)
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Once again we denote an element in a cone of S+1,2 as (ξ0, ζ0, η0) and its image
under dΦ by (ξ1, ζ1, η1). We shall study the equation
(3.47) dΦ(ξ0, ζ0, η0) = (ξ1, ζ1, η1),
and check that it preserves the cones as in (3.14) and it fulfills (3.15).
In order to treat a first batch of cones we shall exploit a symmetry argument. In
the Fibonacci case, a special symmetry allowed to avoid the analysis on the S+-
type of bundles altogether: in that case all the vertical strips could be seen as the
image of the horizontal ones by the isometry that conjugated the renormalization
map T to its inverse T−1. In our case a similar argument can be applied only
to the strips {Bi | i = 11 . . . 16}, which are the images of the horizontal strips
{Bi | i = 11 . . . 16} by the isometry ρ : (x, y, z) 7→ (y, z, x): first of all we get
the following:
Lemma 13. The following isometries hold:
(3.48) ρB12 = B14 , ρB15 = B15 , ρB11 = B11 , ρB14 = B12
Proof. First of all let us observe that ρ acts on the elements of the Markov parti-
tions in the following way:
(3.49)
ρR1 = R5, ρR2 = R6, ρR3 = R1
ρR4 = R2, ρR5 = R3, ρR6 = R4,
from which we compute for instance
ρB12 = ρ
(
R2
⋂
T (R5)
)
(3.50)
= ρR2
⋂
ρT (R5)(3.51)
= R6
⋂
T−1ρ−1(R5)(3.52)
= R6
⋂
T−1R1(3.53)
= B14(3.54)
which proves the first equality of the claim. The other equalities follows exactly
in the same way. 
Now, since ρ(x, y, z) = (y, z, x), from the estimate we were able to recover for
the variable z in the computation of the horizontal strips (see again [9]) we can get
estimates on the variable y on the four vertical strips under examination, precisely
y ∈ [−1− 3V ,−1 + 3V ] ∪ [1− 3V , 1 + 3V ]. Then we get
Lemma 14. For the cones of S+2 based inside the set B11
⋃
B12
⋃
B14
⋃
B15 we
have the following:
η1 = 1(3.55)
ξ1 = O(V )(3.56)
Proof. It is trivial to see that the first equality holds. The multiplication of the
cone S+2 with the matrix MT gives 2xy as the dominant term in ξ1, which, inside
the set considered in the claim of the Lemma, is of order V . 
As we have previously checked, the above Lemma implies the desired result
for the cones we are considering. The estimates for the cones based inside the
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set B13
⋃
B16 is equally simple: a direct computation leads to the estimate ζ1 =
O(V ), η1 = 1 which in turns implies that the cones are preserved and eq. (3.15).
For the remaining 10 strips we couldn’t deduce any symmetry argument of the
kind explained above. Such missing symmetry is probably due to the lack of a
conjugation isometry between T and T−1. We start by treating the cones of S+1
based inside the set B1
⋃
B2
⋃
B3
⋃
B6
⋃
B7
⋃
B8. Let us recall that we have to
prove that the cone |η0| ≤ |ξ0|/3 is send by MT 2 on the cone |η1| ≤ |ξ1|/3 with
the property |ξ1| ≥ 3|ξ0|. Since we are in R1 and R2 the variable y is the one of
order V . The multiplication of MT 2 by the triplet (ξ0, ζ0, η0) gives
(3.57) η1 = O(V ).
For ξ1 we have the following estimate
Lemma 15. For ξ1 the following holds
(3.58) ξ1 = O(V 2).
Proof. For x ≥ 1V then the dominant term in the expression for ξ1 is x2y4, which
isO(V 2). For x ≤ 1V the dominant term becomes (3z2−2)y2 which is one of the
terms in A. Since we consider only to the cones belonging to the intersections of
vertical and horizontal strips (see eq. (3.13) in the definition of condition (b)), we
notice that (3z2−2) never vanishes for the values of (x, y, z) inside any horizontal
strip contained in R1
⋃
R2, hence
(3.59) ξ1 = O(V 2).

The last Lemma proves, in the usual fashion, the preservation of the relative
cones and eq. (3.15).
The last cases left to study are the cones on the sets B4
⋃
B5
⋃
B9
⋃
B10. We
shall once again consider equation (3.47) to check that it preserves the cones and
that |ζ1| ≥ 3|ξ0|. It is straightforward to get
(3.60) η1 = V +O(1).
For |ζ1| we need to do some more work. We shall need the following Lemma
which claims that in the cases under consideration the variables x and z can’t be
both small at the same time.
Lemma 16. The set B4
⋃
B5
⋃
B9
⋃
B10 does not intersect the two vertical
bands defined, respectively, in R1 and R2 by the same equation (thus by taking
the two different branches of SV with respect to y):
(3.61)
z − 1/V
V − 2 ≤ x ≤
z + 1/V
V − 2 for z ∈ [−2, 2].
This implies that
|xy − z| & 1
V α
, α > 0.
Proof. It suffices to show that this property is true on the edge of the four vertical
strips that we are considering. Each point of the edge ofB4
⋃
B5
⋃
B9
⋃
B10 can
be parametrized with respect to the variable E, and one has the relation:
(3.62) z(E) = x(E)y(E) + E.
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For (x, y, z) ∈ B4
⋃
B5
⋃
B9
⋃
B10 it can been shown by a computation that the
parameter E belongs to [−1− 2V ,−1 + 2V ] ∪ [1− 2V , 1 + 2V ].
Using (3.62), one has x = z−Ey which does not belong to the vertical strip
defined in 3.61.
For the second part, it easy to see that xy− z ∈ [− 1V , 1V ] implies x to be in the
vertical strip defined in (3.61). One can then redo the proof replacing 1V in (3.61)
by cV α for any positive constant c and α. This yields to
|xy − z| & 1
V α
, α > 0.

With this lemma, we can now finish the proof and estimate ζ1. If x & 1V α , 0 <
α < 1, then the leading term is xy3 and applying MT 2 to the triplet (ξ0, ζ0, η0)
gives
ζ1 = V 3−α +O(V 2)
which is enough to conclude, since otherwise x . V −1, then there is two terms
of at most order V 2 in D and two terms of order at most 1 in 2y(z − xy) + x. We
now use the lemma and the estimate (xy − z) & 1V α with α > 0 valid for triplet
(x, y, z) in B4
⋃
B5
⋃
B9
⋃
B10.
|2y2(xy − z)| & V 2−α.
We obtain this estimate for ζ1
ζ1 = V 2−α +O(V )
which, once again, allows us to conclude.

APPENDIX A.
A.1. Sketch of the Proof of Proposition 1. It suffices to show that the set
(A.1)
∞⋂
i=−∞
Φ−i (Bsi) = {x ∈ ΣV | Φ−n(x) ∈ Bsn , n = 0,±1,±2, . . .},
consists of exactly one point. In fact defining the map ρ : A → D as
(A.2) ρ : {. . . sn, . . . s1, s0, s−1 . . . sn . . .} 7−→
∞⋂
i=−∞
Φi (Bsi) ,
one easily obtains the conjugation
(A.3) Φ ◦ ρ(x) = ρ ◦ σ(x).
To prove that the set defined in (A.1) consists of exactly one point one has to show
that U(s) := ⋂−1i=−∞ Φ−i (Bsi) is an horizontal line and V(s) := ⋂∞i=0 Φ−i (Bsi) is a
vertical line. It follows that the set defined in (A.1), being the intersection of U and V , will
define precisely a point in ΣV (it is of course crucial the restriction to codes s such that
Bsisi+1 = 1 otherwise both U and V could be empty). In order to prove that U(s) and
V(s) are respectively an horizontal and a vertical line it is enough to prove the following
condition:
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B˜s
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FIGURE 3. B˜s := Φ−1(V˜ ) is a vertical strip for all s such that Bts = 1
(?) Given any vertical stripBt ∈ BV then, for all V ⊂ Bt ∈ BV , B˜s := Φ−1(V )∩Bs
is a vertical strip for all s ∈ {1, . . . 16} such that Bts = 1, furthermore
(A.4) diam(B˜t) ≤ 12diam(Bt)
for some 0 < ν < 1. Analogously given any horizontal strip Bt ∈ BH then for all
V ⊂ Bt ∈ BH , B˜s := Φ−1(H) ∩Bs is an horizontal strip for all s ∈ {1, . . . 16}
such that Bst=1, furthermore
(A.5) diam(B˜t) ≤ 1
2
diam(Bt).
We leave to the reader the easy task to show that from condition (?) together with (a)
it follows that U(s) ∩ V(s) consists of a single point, which, as discussed above, proves
Proposition 1). We shall show instead that (?) is implied by (a) and (b) in Proposition 1.
Indeed let γl, γr be, respectively, the left and right boundaries of a vertical strip V ⊂ Bt ∈
BV , by definition γl and γr intersect the horizontal boundaries of Bt. Now let s, be such
that Bts = 1, then γl and γr intersect Bs in two vertical curves γ̂l and γ̂r respectively.
These vertical curves define a vertical strip V̂ = V ∩Bs. Since γ̂l,r are vertical curves, we
have γ̂l,r(t) = (vl,r(t), t) with
(A.6)
{ ˙̂γl,r(t) ∈ S−1 if γ̂ ⊂ R1⋃R2
˙̂γl,r(t) ∈ S−2 if γ̂ ⊂ R5
⋃
R6
condition (b) implies that
(A.7)
{
dΦ−1( ˙̂γl,r) ⊂ S−1 if Φ−1(γ̂l,r) ⊂ R1
⋃
R2
dΦ−1( ˙̂γl,r) ⊂ S−2 if Φ−1(γ̂l,r) ⊂ R5
⋃
R6
which means that Φ−1(γ̂l,r) consists of two vertical curves inBs, thus Φ−1(V˜ ) = Φ−1(V ∩
Bs) = Φ−1(V ) ∩Bs is a vertical strip. As for (A.4) and (A.5), take two points pl and pr
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on the vertical boundaries of B˜s such that
(A.8) diam(B˜s) = ‖pr − pl‖, where ‖(p1, p2)‖ := |p1|+ |p2|,
hence pl and pr lie on the straight horizontal line p(t) = tpr + (1 − t)pl for t ∈ [0, 1].
Define the curve w : [0, 1]→ V˜ by
(A.9) w(t) = Φ(p(t)),
so that w is a horizontal curve and w(0) = (γl(z0), z0) and w(1) = (γr(z1), z1) for some
z0, z1 ∈ [−2, 2]. We get
(A.10) |γr(z1)− γl(z0)| ≤ |γr(z1)− γl(z1)|+ |γl(z1)− γl(z0)| ≤ diamV˜ + 13 |z1− z0|
furthermore, since defintion (A.9) together with condition (3.15) imply that w(t) is a hor-
izontal curve, we have
(A.11) |z1 − z2| ≤ 13 |γr(z1)− γl(z0)|.
Thus, summing (A.10) and (A.11) we obtain
(A.12) ‖w(1)−w(0)‖ = |z1 − z0|+ |γr(z1)− γl(z0)| ≤ 32diam(V˜ ).
Now, writing 2 w(t) = (q(t), z(t)), we can infer from condition (3.15) that |x˙| ≥ 3|p˙| > 0,
hence
(A.13)
diam(B˜s) = ‖p2 − p1‖ =
∫ 1
0
| ˙p(t)|dt ≤ 13
∫ 1
0
|x˙(t)|dt = 13 |x(1)− x(0)|
≤ 13 |w(1)−w(0)| ≤ 12 diam(V˜ )

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