Abstract-Alignment of two sets containing two dimensional vectors (2D points) constitutes an important problem in medical imaging, remote sensing, and computer vision. We assume that the points in one set, called the transformed set, are constructed by translating and rotating the points in the other set, called the original set. The points in both sets are represented by complex numbers. In order to translate and then rotate a point, we add a complex constant and then multiply by a complex exponential respectively. We construct a cost function which tries to achieve the least-squares differences between a given transformed set and the set containing transformed points with respect to optimization parameters. We implement the NewtonRaphson optimization algorithm with polynomial line search in order to minimize this cost function. Simulation results with multiple datasets demonstrate that the proposed method aligns two sets efficiently and reliably.
I. INTRODUCTION
mages of a subject may be recorded at different times and from different perspectives. Data from each time or each perspective may not have all the surface points of the subject. Even though each data set covers the subject, these data sets are usually different because of different recording conditions. In order to extract useful information from these data sets, we need to find optimal transformations which can put them into similar coordinate positions. This process is known as registering or aligning data sets [1] [2] .
Data registration has been applied to many problems in medical imaging [3] [4] [5] [6] [7] [8] [9] , remote sensing [10] [11] [12] [13] [14] [15] , and computer vision [16] [17] [18] , etc. Medical imaging applications of data registration contain finding shift amounts and size changes between some regions of interest. Medical images are also improved by first aligning and then averaging them in order to reduce noise in these images. Estimation of moving parts in a sequence of images is another important application of registering in computer vision.
In this paper, we define a real-valued complex cost function whose minimization achieves optimal translation and rotation values. When the original data is translated and rotated with respect to these optimal values, the difference between the resulting data and the transformed data becomes minimal. We derive analytic formulas for the gradient and
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the Hessian of the cost function and use these formulas in the Newton-Raphson optimization algorithm.
In section II, we define the cost function and also derive the gradient and the Hessian formulas. In section III, we present results of multiple experiments with different datasets. In section IV, we present concluding remarks.
II. FORMULATION
Consider two complex sets B and B containing points in two dimensional Euclidean space. Each point y in the original set B is translated by a complex number τ and rotated by a complex exponential with argument θ in order to obtain the corresponding point ŷ in the transformed set B . This can be summarized by the following expression
where θ is a real number. The least-squares cost due to the point y and ŷ becomes 
Therefore, the total least-squares cost is the sum of the costs due to all pairs y and ŷ :
Since j e θ is periodic with 2π, the cost function ( , ) J τ θ is period with 2π in θ -axis. We will write the cost y J as a function of three real variables and then determine its gradient vector and Hessian matrix which are required by the Newton-Raphson optimization algorithm. Let 1 τ , 1 y , and 1 y be the real parts and 2 τ , 2 y , and 2 y be the imaginary parts of the complex numbers τ , y , and ŷ respectively. Expanding (2) gives 
Now we can write the gradient of y J :
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where 
where 1 C and 2 C are given in equation (6) . As a result, we can write the gradient and the Hessian of the cost function J respectively: 
I. EXPERIMENTAL RESULTS
In this section, we investigate the minimization of cost function ( , ) J τ θ with the Newton-Raphson optimization algorithm. We construct three original sets with 10, 100, and 1000 vectors in two-dimensional Euclidean space. Each vector entry is chosen from a Gaussian distribution with mean 0 and variance 100. Then the vectors in each of these original sets are translated and rotated with respect to 8 different optimal translation and rotation parameters listed in Table 1 . The real and imaginary parts of optimal translation parameters are chosen uniformly from [-50, 50] and similarly the rotation parameters are chosen uniformly from [-, π π ] in Table 1 . For example, in order to obtain the results in the first row of Table 2 , we created an original set with 20 vectors from the Gaussian distribution and then translated and rotated each of these vectors by τ =4.88+21.52i and θ =0.65 radians respectively.
The Newton-Raphson optimization algorithm [19] tries to find optimal translation and rotation values given in Table 1 . Each optimization task starts from the initial guess vector [0, 0, 0] T whose first two entries denote the real and imaginary parts of the translation parameter and third entry denotes the rotation parameter. We implement the Newton- Raphson algorithm with an efficient line search algorithm as described in [19] . Each outer Newton iteration contains an inner line search iteration. The line search algorithm tries the Newton step at the first inner iteration by checking whether the vector c x p + satisfies the Powell-Wolfe conditions [19] where c x denotes the current point in the outer iteration and p denotes the Newton step which satisfies 2 J p J ∇ ⋅ = −∇ . If the Newton step fails to satisfy the Powell-Wolfe conditions, then a parabolic polynomial fit is used in the second inner iteration and a cubic polynomial fit is used in the third and following inner iterations until a point satisfying the Powell-Wolfe conditions is found. We note that the line search algorithm enforces only one of the Powell-Wolfe condition which requires satisfactory reduction in function value while the other Powell-Wolfe condition is automatically satisfied by searching backward along the line from c x p + to c x . We use Tables 2, 3 , and 4 list the performance results for set sizes with 20, 100, and 1000 points respectively. The second, third, and fourth columns of these tables specify number of iterations, number of function evaluations, and time required for finding minima with the optimization algorithm. The last column specifies the function values at minima. We note that the optimal cost function value is zero at a minimizer therefore the last columns show that convergence is achieved in all cases. Function counts may be larger than the iteration counts since the line search may require more than one function evaluation. Notice that function counts are slightly larger than the iteration counts indicating that only one function evaluation is performed in most of line searches. The proposed method is effective as convergence is achieved in all cases with iteration counts between 7 and 184 and times between 0.04 and 6.69 seconds. The computer evaluation times are measured on a computer with two processors at 1.66 GHz and with 2 GB memory. Notice that the set sizes have a slight effect on the iteration counts in general.
II. CONCLUSION
In this paper, we introduce a simple formulation of a twodimensional data set registration algorithm using a cost function which makes use of complex domain translation and rotation. We derive analytic formulas for the gradient and the Hessian of this cost function which are used in the Newton-Raphson optimization algorithm. Our NewtonRaphson implementation performs line search with parabolic and cubic polynomial fits in order to find acceptable points on the line satisfying the Powell-Wolfe conditions. The optimization algorithm with the proposed cost function achieves convergence in all of the simulation cases in less than two hundred iterations.
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