This paper focuses on the problem of performance degradation in mismatched speech recognition. The F-Ratio analysis method is utilized to analyze the significance of different frequency bands for speech unit classification, and we find that frequencies around 1 kHz and 3 kHz, which are the upper bounds of the first and the second formants for most of the vowels, should be emphasized in comparison to the Mel-frequency cepstral coefficients (MFCC). The analysis result is further observed to be stable in several typical mismatched situations. Similar to the Mel-Frequency scale, another frequency scale called the F-Ratio-scale is thus proposed to optimize the filter bank design for the MFCC features, and make each subband contains equal significance for speech unit classification. Under comparable conditions, with the modified features we get a relative 43.20% decrease compared with the MFCC in sentence error rate for the emotion affected speech recognition, 35.54%, 23.03% for the noisy speech recognition at 15 dB and 0 dB SNR (signal to noise ratio) respectively, and 64.50% for the three years' 863 test data. The application of the F-Ratio analysis on the clean training set of the Aurora2 database demonstrates its robustness over languages, texts and sampling rates.
Introduction
One of the major challenges of using ASR in the real world applications is to handle the mismatch problem [1] between training corpus and the testing data, or naturally presented variations. M. Benzeghiba, R. De Mori and etc. summarized the speech variability sources as the accents, speaker, speaking style, rate of speech, children speech, emotional state, and etc. [2] . Among them, accents could be viewed as a property of a speaker, speaking style and rate of speech could be affected by emotional state, and children's speech recognition is still a difficult problem. So only the speaker, the emotional state, as well as the environment (noise) will be focused in this paper.
Several technologies have been developed to deal with each type of variations. Speaker robust technologies comprise speaker normalization and model adaptation, such as speaker-adaptive training (SAT) [3] , vocal tract length normalization (VTLN) [4] . Noise robustness and compensation technologies comprise the parallel model combination (PMC) [5] , Vector Taylor Series (VTS/VPS) [6] , [7] , Quantile based Histogram Equalization (HEQ) [8] , Switching Linear Dynamic Model (SLDM) [9] , and etc. Other types of variations also attract more and more attentions, such as the emotion affected speech recognition (EASR). Emotionspecific method [10] or adaptation strategy [11] improved performance for EASR. The above technologies are mainly developed to deal with only a specific type of mismatch problem, and may face several problems in the real world application. For example, emotion-specific method may lack matched training data and there is ambiguity between emotion categories, and emotional state may vary within a segment of speech, and etc.
It is thought that the Mel-frequency cepstral coefficients (MFCC) features could be optimized by increasing resolution of some important frequency bands, which could then be used for robust speech recognition. Bou-Ghazale and Hansen studied the relationship between the recognition performance and individual frequency bands, and found optimal bands for angry and neutral speech recognition [12] . Based on these observations, two new feature extraction methods (the M-MFCC and the ExpoLog) were proposed by modifying the critical bandwidth instead of partitioning it in the Mel domain. However, their method needs to utilize some speech under stress [12] . Therefore the result may be data dependent, and varies among different stress types.
In this paper, the Fisher's F-Ratio [13] is introduced to analyze the significance of different frequency bands in terms of speech unit classification for general speech, instead of any variation specific speech. The F-Ratio is commonly used to select and reduce the dimensions of features in pattern recognition and has already been introduced to optimize the MFCC feature for the task of speaker recognition [14] .
In our work, the F-Ratio analysis is carried on different frequency bands of speech in several types of variations, such as different emotion affected speech, variations between speakers/genders, speech added with different noise under different signal to noise ratios (SNR). For each variation type, after the F-Ratio analysis on the whole frequency domain is performed, an F-Ratio curve is obtained. In the F-Ratio curve, the frequencies with higher values are considered to be more important for speech unit classification, while the ones with lower values are believed to be less important. The different significance of each frequency band in discriminating speech units is considered to be the result from the F-Ratio analysis. And the results are consistent with that of the training corpus, which shows not only the robustness of this analysis, but also the effectiveness to handle variations caused by different variation types. Furthermore, an F-Ratio-scale is proposed to utilize the above F-Ratio curves to optimize the MFCC features for robust speech recognition. The new features are called the F-Ratio-scale Frequency Cepstral Coefficients (FFCC). Compared with the ExpoLog [12] , the FFCC features can further improve recognition performance for mismatched speech.
In a general feature optimization sense for pattern recognition, the idea used in this paper is similar to that proposed in [14] . However, our work differs from the work in [14] mainly in the following points. First, while different classes may be originally recorded separately for speaker recognition, different classes for speech recognition are mixed. The forced alignment is used to separate them from each sentence. Second, the features used for the FRatio analysis are different. Instead of using the energies of each subband, the logarithms of them are also investigated, which are very common in the calculations of the MFCC features. And the latter one seems to be better. Third, a detailed algorithm for the band design using the F-Ratio curve is given, which could satisfy the inverse relationship between the bandwidths and the F-Ratio's values.
To measure the importance of each frequency for the recognition task, the criterion used in [12] differs from that in [14] as well as from our work. Both for the work in [14] and our work, the F-Ratio analysis is used, while for the work in [12] , recognition based on individual linearly spaced filter bank output energies is used. Experiments will be carried to compare their performances. This paper is organized as follows. In Sect. 2, the emotion affected speech is analyzed compared with neutral speech, and the variances both within and between different segments for each subband are also compared. In Sect. 3, the F-Ratio analysis on sub filter band energy (FBE) for robust speech recognition is given, and it is used for mismatched speech caused by emotion, speaker/gender and noise in Sect. 4. Based on the above results, the F-Ratioscale is defined, and a detailed algorithm for the critical band design is introduced in Sect. 5, and the bandwidths at each center are compared among several features in Sect. 6. In Sect. 7, experiment are performed to compare the FFCC features with the baseline MFCC and the ExpoLog features on an emotional speech corpus, the three years' 863 test data and the Aurora2 database, with the conclusion drawn in Sect. 8.
Variation Analysis
There are several types of variations, in this section, we use emotion as an example to analyze the variation affection. Research carried on speech emotion recognition shows that, the pitch, energy or tone, as well as frequency structure are quite different between the emotion affected speech and the neutral speech. Hansen analyzed the characteristics of the fundamental frequency (pitch), duration, intensity, glottal pulse shape and vocal tract spectrum among different stress conditions [15] .
In Fig. 1 some parameters extracted using Praat [16] are given for the word 'qu4' where '4' is the tone for the vowel 'u' in Mandarin by one speaker with different emotions. The upper part is for the neutral speech, while the lower part is for the speech affected by the happy emotion. From the waveform shown on the left, obvious energy increase of the right part could be seen. From the spectrum shown in the middle, obvious energy increase of the higher part could also be seen. Parameters such as intensity and pitch (fundamental frequency) are extracted with harmonious structures to reflect these phenomenons, which are shown in solid lines in the right part and the pitch of the happy emotion seems much higher. Formants, defined as 'the spectral peaks of the sound spectrum of the voice' [17] , are the distinguishing or meaningful frequency components of human speech, which are drawn in multiple dotted lines. It is interesting to notice that, among different emotions, some of the frequency regions differ more, such as the region around 4 to 6 kHz (upper middle part, where the third and higher formants are in). The differences in these regions may affect the cepstra, and lead to the variations in spectral features used for recognition. In order to show the detailed differences quantitatively, the sub filter band energies (FBE) of the MFCC are extracted for the above two segments, and the following variables are calculated for each phoneme as: Fig. 1 Analysis of the emotion affected speech compared with the neutral speech for the same word 'qu4' using Praat, the upper part is neutral, and the lower part is happy, from which we can see that they differ much in spectrum, formant and pitch, especially for the right part, say 'u4'.
where x, y are per-frame FBE values from two segments, x, y are their means, n is the number of frames in one segment, std is their standard deviation, and dis is the distance between their means. Given a segment, the means and standard deviations std of each FBE are calculated for each subband to reflect its dynamic range. For segments from different emotions, the means of each FBE are calculated and the distances reflect the degrees of variations between them. The above calculations are done for 'q' (a consonant phoneme) and 'u4' (a vowel phoneme with tone 4) separately from the above two segments, shown in Fig. 2 , and more detailed results are shown in Table 1 . From the observations of the two stds of 'q' in the upper part of Fig. 2 , it can be seen that consonants in the happy emotion tend to be uttered mainly in the higher frequencies (the stds in 18th to the 23rd subbands are larger than that of the neutral speech), while in the lower frequencies it is depressed compared with the neutral speech. In comparison with the stds of each segment, the distances between the means of these two segments are smaller in the lower frequencies, while in the higher frequencies (20th-24th subbands), the distances are much larger, which is also shown in the third column in Table 1 . From the observations of the two stds of 'u' in the lower part of Fig. 2 , Vowels in the happy emotion tend to be uttered in all the frequencies, and the std is larger than that of the neutral speech, which is also shown in the last three columns in Table 1 . Most of the distances between these two segments are larger than separate stds, except for the lower bands (less than 5).
The above analysis tries to measure the variances of FBEs while keeping the person and phoneme fixed, using std as variances within the same segment and dis as variances between segments. As a pattern recognition (PR) task, speech recognition tries to recognize the basic acoustic patterns, which are called speech units here, such as phonemes. The smaller the distances between FBEs from the same speech unit, the better performance for robust speech recognition. Variations in speech causes distances between FBEs not only within a segment (i.e., std h ), but also between different segments (i.e., dis). The more variations between segments compared with that within segments in the frequency region, the more mismatch between these segments in that frequency region, which may be caused by emotional state in the above analysis. The frequency regions with larger mismatch are different among phonemes, which is hard to choose globally.
According to [1] , increasing the discriminability between speech unit classes may facilitate speech recognition. As the subband processing is crucial for the MFCC, we try to optimize the MFCC features by modifying filter banks to increase the discriminability. In order to give a more comprehensive analysis, the significance of each subband in discriminating speech units is measured by Fisher's F-Ratio in this paper, instead of the recognition method used in [12] , which may depend on emotion types as well as recognizers and models. Details will be given in the following sections. 
The F-Ratio Analysis on FBE for Speech Recognition

General F-Ratio Analysis
The F-Ratio is from the F-Distribution, which is originally used for the hypothesis tests that whether the means for all samples are equal given that all samples are normal distributed and have equal variances. Meaning for feature selection and classification, it is defined as:
where MS between , MS within are the means of squares (variance estimation) for different classes and the same classes separately, S S between , S S within are the sum of squares for different classes and the same classes separately, k is the number of classes, and N is the total number of samples from all the classes.
Assuming that x is a sample for the given feature, and n j , s j are the number of samples and the sum of samples in the j-th class respectively. S S between , S S within can be calculated as:
Approximations are usually done in the above equations, if and only if the sizes are equivalent between classes, when s j /N equals to mean(s j /n j ). As sample numbers are different among classes (which are speech units here), approximations may lead to errors and will not be used. Please note that, compared with the F-Ratio formula in [14] , the coefficients are different besides approximations. It does not matter since only relative values are used. This will be further explained in Sect. 5.
With the above equations, the F-Ratio of a feature given a classification problem is calculated as:
Algorithm of the F-Ratio Analysis for Speech Recognition
Next, the algorithm of the F-Ratio analysis on FBE for speech recognition is proposed with details shown in Fig. 3 . The speech is forced aligned to get the segmentations of lower level speech units, which could be further combined to get any higher levels of speech units. As subband processing is crucial for frequency based feature extraction, we adopt FBE instead of frequency value from Fast Fourier Transform (FFT) directly to calculate the F-Ratio. The number of subbands is 60 as suggested in [14] , which is between the number of FFT points (256) and the number of the filter banks (24) . Generally, there are tens of samples in each class. The more samples in a class, the more attentions we should pay to. If some class happens to contain too few samples, such as 10 or less, it should be dropped. The reasons for this may be bad forced alignment or the poor distribution of speech units in the training data. Fig. 3 The F-Ratio analysis algorithm for speech recognition, including speech unit clustering, forced alignment, equal width FBEs extraction, the F-Ratio calculation for each subband, and etc.
Speech Units Clustering
The definition of speech units is very important for our task. For state-of-the-art speech recognition, cross-word triphones [18] gives the best modelling accuracy in comparison with word-internal triphones and monophones. Further, 3-state model is used for each triphone to reflect subphonetic events. Due to the large number of triphones, some of them may lack sufficient data for parameters estimation. So the method of tying or clustering will be used. In our system, two steps are carried on. The first step is the clustering of triphones using phonetic decision trees. The second step is the tying of subphone states, which are finally called senone-states [19] . Determined by both the context phonemes and the position in the triphone, the pronunciations of the senone-states are believed to be finer compared with monophones.
Forced Alignment
As the precision of speech units separated from each mixed sentence is crucial for following analysis, the forced alignment procedure is discussed in more details.
For simplicity and easy to track, the method used for automatic time alignment is based on [20] , and with several modifications:
1. Training a speaker independent senone-states based acoustic model using clean training data, to get a baseline model; 2. For each variation type, adapting a speaker dependent acoustic model if the speaker label is available; 3. Creating a word level graph from the transcription for each sentence; 4. Generating a phoneme level grammar for each word in the transcription, based on the pronunciation dictionary; 5. Doing cross-word triphone expansion, and constructing a state level graph for recognition; 6. Executing supervised recognition using the variation type and speaker dependent acoustic model, and extracting the timing information as well as the pronunciation information from the recognition output; 7. Dropping the sentences with a lower likelihood score which may be poorly pronounced or poorly aligned.
Using adaptation instead of mixing all the speech data to generate a baseline model could generate a variation type and speaker dependent model for the supervised recognition, or the forced alignment, which is believed to generate better performance. To get more detailed timing information, the acoustic model as well as the grammar for recognition is built in the senone-states level, instead of phonemes.
Further Discussion
Considering the procedure of the MFCC extraction, there is a logarithm over FBE, which is then called log-FBE. This is partly due to the human's hearing mechanism, and partly for dynamic range controlling. So a modification is made to the above procedure, using log-FBE instead of FBE, which is calculated as:
where
log(x i ), F log is referred to as the log FRatio.
The F-Ratio Curve and the Log F-Ratio Curve
After the F-Ratio values are obtained for all the subbands, an F-Ratio curve is obtained by plotting each F-Ratio value at the center of its frequency region. And the log F-Ratio curve is obtained by using the log F-Ratio analysis. Both the F-Ratio curve and the log F-Ratio curve are shown in Fig. 4 . As only relative values matter, which will be explained later, the summations of the values from each curve are normalized to 1.
The outlines of these two curves are very similar, and resemble the curve of neutral speech recognition performance at each individual FBE as shown in [12] . High values of the F-Ratio concentrate in the lower part of the frequency domain, and there is a peak at around 1 kHz. Compared with the F-Ratio curve, log F-Ratio curve is smoother.
The F-Ratio Analysis for Mismatched Speech
As said in Sect. 2, the variations in the spectrum caused the mismatch of the traditional spectral features between the training and the testing data, which would then cause the performance degradation. Finding stable features that are robust during different variation types will help to avoid the degradation. The F-Ratio information, which may be a natural property of speech that encodes information in the spectral domain, is thought to be stable among most types of variations.
Similar to Sect. 3, the F-Ratio analysis for mismatched speech is also carried on the log FBE domain. The types of variations include emotions, speakers/genders, and noise. The data used here is from the CASIA emotional speech corpus [21] 
The F-Ratio Analysis for the Emotion Affected Speech
As it is known, speakers tend to change pitch and formants in different emotional states. Among different emotions related log F-Ratio curves, which was shown in Fig. 5 , the locations of peaks and valleys do not change much. In comparison to the log F-Ratio curve of the training data shown in Fig. 4 , they are similar in general though different in details, mainly at two places. One is the low frequency area less than 500 Hz and the other one is the middle frequency area around 3 kHz, where there is a peak for the results got from the emotional speech corpus. The reason might due to that the number of senone-states that occurred in the test data is only 4409, while the number for the training corpus is 8330, which is much more comprehensive. The differences between neutral speech and each type of emotion affected speech differ in different frequency area, especially in the low and high frequencies. According to the size code hypothesis [22] , when speech is produced with the happy emo- tion, the vocal tract of the speaker tends to be shortened, and the F 0 tend to be raised. The F-Ratio curves could reflect this affection slightly. 'Angry' and 'Happy' differ less compared with the other three as a whole, which may suggest the various degradations for each emotion affected speech recognition.
The F-Ratio Analysis for Speech by Speakers of Different Genders
Speakers differ in the length of vocal tract, which affects the spectrum related F-Ratio curve. Different speakers related F-Ratio curves are calculated on the test data, showed in Fig. 6 . The F-Ratio curves share similar shapes among speakers, which are also similar to that of training in Fig. 4 . However, they differ much from each other in details due to the differences in the length of vocal tracts. Besides the minor difference, there is some consistency within genders. As the pitch of females tends to be higher compared with males, the peaks in the F-Ratio curve of females also tend to be in higher frequency than those of males. To show them clearly, the per-gender F-Ratio curves are also calculated on the emotional speech corpus and the 863 training corpus in each gender separately and showed in Fig. 7 and Fig. 8 . Both the female and the male based F-Ratio curves in the two figures are similar to the log F-Ratio curve in Fig. 4. 
The F-Ratio Analysis for the Noisy Speech
To see if the significant frequency bands gotten from the FRatio analysis are consistent over different noise types and different SNRs, the speech is added with noise. Four types of noises are added to the speech corpus separately, 'CAR', 'STREET', 'SUBWAY', 'BABBLE', at two levels of SNR ('15 dB' and '0 dB'), forming 8 noisy conditions in total. The S NR is calculated as: S NR = 10 * log 10 E s E n (8) where E s is the average energy of current segment of speech, and E n is the average energy of noise added to the speech. Different noise condition related F-Ratio curves are calculated for neutral speech only to exclude the affection of emotions, showed in Fig. 9 .
In the left part, the SNR is 15 dB, which means the average energy of speech is about 10 1.5 = 31.6 times of that of noise. The curves for different noise types under higher SNRs are roughly the same and are similar to the curve for the clean neutral speech in Fig. 5 . The peak in the lower frequency below 1 kHz is still dominant and the peak in the higher frequency around 6 kHz increases. As the energy of noise increases, until it equals to that of speech, shown in the right part of Fig. 9 , the SNR is 0 dB. Compared with the left part, the curves for different noise types from the right part differ more, with the peak in the higher frequency increases again, causing the original peak in the middle frequency around 3 kHz being submersed by the bilateral peaks. So it is true that the F-Ratio analysis also faces the variations caused by higher noise level, and FFCC cannot solve the mismatch problem completely. However, compared with the MFCC, there is still some consistency between the F-Ratio analyses for different noise types, such as the peak around Fig. 9 State based log F-Ratio curves for 4 different types of noises under two levels of SNRs, the x-axis is the frequency (Hz), and the y-axis is the log F-Ratio value (60 subbands).
6 kHz. Then it will not be surprise that the FFCC is much better compared with the MFCC under lower SNRs.
Based on the above observations, the F-Ratio analysis shows robustness under common mismatch conditions, even when at rather low SNRs. This suggests that the FRatio analysis can be utilized for robust speech recognition to avoid the degradation under various mismatched situations.
The F-Ratio-Scale and Algorithm for Critical Band Design Based on the F-Ratio
Similar to the Mel-scale based critical band design of the MFCC features, an F-Ratio-scale is defined, where the significance for speech unit classification is equal in each band. The width of a band is inversely proportional to the F-Ratio value at the central frequency, which keeps the product of the bandwidth and its corresponding F-Ratio value a constant for each band. As it is not easy to control each bandwidth when the boundaries are not fixed, its inverse -the number of bands, which is proportional to the F-Ratio value, is used instead. Since scaling does not change the distribution function, the normalized distribution function of the number of bands is the same as that of the F-Ratio. So values are used relatively. Based on the above discussion, the detailed procedure of the design is given in Fig. 10 . Assuming the F-Ratio's value for each subband is f r i , (i ∈ 1..60), first the cumulative sum of F i is calculated to obtain the distribution function of the F-Ratio as:
Second, the distinct distribution function is interpolated from the frequency domain to the FFT space using cubic spline interpolation [23] , which is the Fc j . When the sampling rate is 16 kHz and the window size is 25 ms, the number of FFT is 512, then j ∈ 1..256. Third, given the target number of subbands N s , the distribution is mapped Based on the idea of giving the higher resolution for frequency with higher F-Ratio value, the cumulative distribution function of band numbers is proportional to that of the F-Ratio. Cn j = ceil(Fc j * N s ), j ∈ 1..256 (10) where ceil(x) signifies the least integer which is no less than x. Then the new map from FFT point to the corresponding channel number is gotten as Cn j . The data chosen for the FRatio analysis is the 863 training corpus, including 80 hours of speech from 152 speakers. A map of bandwidths compared with the inverse of the F-Ratio is given in Fig. 11 , showing that they are almost identical despite the quantification errors. The values of the two curves are normalized to the same range for the convenience of comparison.
For the sampling rate of 16 kHz and 8 kHz, the MelFrequency scale, the ExpoLog-Frequency scale, as well as the (log) F-Ratio-scale are given in Fig. 12 and Fig. 13 . In  Fig. 12 , compared with the Mel-Frequency scale, only the curve below 2 kHz is modified for the ExpoLog-Frequency scale. As the gradient for the ExpoLog is much larger between 1 kHz and 2 kHz compared with the MFCC, it causes a sharp turning point at 2 kHz. On the other hand, the curve is modified in the whole frequency for the (log) F-Ratioscale, especially between 2 kHz and 4 kHz, and the curve is smoother. When the sampling rate changes from 16 kHz to 8 kHz, as shown in Fig. 13 , the curve for each frequency scale is almost the same and provides a clearer contrast be- low 4 kHz. It is clear that the three modified scales of the Mel-Frequency scale share similar shapes below 500 Hz, but differ much between 700 Hz and 3 kHz. For the scale curves, the gradient at each point reflects the frequency resolution. Further analysis will be given directly in Sect. 6.
Quantitative description of the (log) F-Ratio-scale using polynomial curve fitting is given in Eq. (11): (12) where f is the frequency variable, which is defined in [0, 8000] for the 16 kHz sampling rate. The M-code for the (log) F-Ratio-scale based filter bank energy calculation is given at the end of this paper with the help of [24] . After the F-Ratio based FBE is gotten, the logarithm is performed, and then the inverse discrete cosine transformation is taken on the log FBEs to get comparative output as the MFCC. The first 12 of the cepstral outputs plus the short time energy as well as their first and second order deltas form the robust FFCC features. Similarly, if the log F-Ratio-scale based FBE is used, the cepstral outputs are called log FFCC features.
Comparison of Subbands between Different Features
In this section, the centers and widths are compared between the several typical features, including the MFCC, the ExpoLog, the FFCC, and the log FFCC. The ExpoLog [12] is implemented for comparison. Although the sampling rates are different, a warping function EL is defined similar to [12] with the upper bound set to 8 kHz instead of 4 kHz as:
The widths of subbands at each frequency center are shown in Fig. 14 . For the traditional MFCC, the frequency resolution monotonically decreases as the frequency increases, and is equally partitioning in the Mel domain. For the ExpoLog, which is similar to the MFCC, has a small difference in the lower frequencies, mainly below 2500 Hz, the area where the formants are in. Compared with the ExpoLog, the resolutions of FFCC and log FFCC are refined in the middle and high frequencies. For example, the resolution of FFCC increases at 2200-2600 Hz, which is a main formant region for vowel 'e'. Besides that, the resolution of log FFCC increases at 3000-3500 Hz, which is another main formant region for vowel 'i'. Figure 15 shows several FBE spectrograms for phonemes 'q' and 'u4' from two segments in the neutral and happy speech separately. For the uniform spaced FBE, the main part of the spectrogram (shown in dark and grey colors) for a phoneme covers quite several filter bands, usually more than half. While the Mel FBE spectrograms may be able to space frequency more compactly for each speech unit, shown in the second row, in which the main part of spectrogram for each phoneme covers no more than half of the whole bands. However, for the Mel FBE spectrograms, there is much overlapped area between different phonemes, such as the upper part (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) , and it may be difficult to distinguish them on the frame level for the emotion affected speech. The F-Ratio based FBE spectrograms are proposed to solve this problem by emphasizing the resolution of frequencies with more discrepancies between different speech units, while attenuating the resolution of frequencies with more overlap between different speech units. As can be observed from Fig. 15 , although in the third row the two phonemes still have overlaps, some of them are attenuated, such as the upper part (21) (22) (23) (24) . Only two phonemes from two types of speech are analyzed here. With more phonemes, the benefit for classification using the F-Ratio analysis is thought to be more significant, and will be verified by experiments. 15 Contrast of several FBE spectrograms for phonemes 'q' and 'u4' from two segments in the neutral and happy speech separately, displayed in 4 gray scales. The uniform spaced FBE spectrograms are displayed in the first row, the Mel FBE spectrograms are displayed in the second row, while the F-Ratio based FBE spectrograms are shown in the last row.
Experiments
The training data for all the following Mandarin speech recognitions contains speech from 152 speakers (76 males and 76 females) and is provided by the National High Technology Research and Development Program of China (HTRDP or 863 programs) on Chinese speech recognition [25] . The total speech used here is about 80 hours, and most of the data is neutral speech. No emotion affected or noisy speech is added. The basic acoustic recognition units are senones from the decision tree based tri-phone clustering with the total number of states around 5630. The ThinkIT speaker independent continuous speech recognition system is built using the HMM framework. The finite-state grammar from the formal language introduced by Chomsky is used, and lays down the search space that the recognizer will search [26] , [27] . In order to focus on acoustic model performance, no language model is used. For each test utterance, which is called a sentence, the most likely path in the search space will be picked as the recognition result in all the strings generated by the grammar. Any error would lead to another path in the search space, which is considered to be totally wrong for the input sentence. Only when all the words in the recognition result are correct, the sentence is thought to be correct. So the sentence error rate (SER) is defined as the ratio of number of sentences which contain some errors to the number of all the test sentences, and is used to measure the performance of speech recognition system.
Relative improvement (RI) is defined to evaluate the benefit that the new system brings in comparison to the baseline system as:
where V new is the SER value for the new system, and V base is the one for the baseline system.
Experiments on the Emotion Affected Speech
The first mismatch condition is the emotion affected speech recognition. As introduced in Sect. 4, the data from the CASIA emotional speech corpus [21] is used in this experiment. The size of the grammar is 300, covering all the transcriptions from the testing data. In the baseline system, 39 dimensions of features are used, which include 12 dimensions of the baseline MFCC cepstra plus 1 dimension of energy and their first and second order deltas. Cepstra mean and variance normalization (CMVN) is used to get rid of channel variations among sentences from both the training and the testing. In Fig. 16 , performance of the baseline system is given in the first of every four bars for each emotion (also the first row of the table below them gives specific values). The results show that all the speech affected by emotions has a large degradation in SER compared with neutral speech (0.75%), especially for sad (4.67%) and fear (5.67%), while the angry speech has the smallest decline (1.50%).
The ExpoLog [12] is implemented for comparison. The average reduction of SER is 29.59% relatively, which is shown in the second of every four bars for each emotion in Fig. 16 . Based on the curves in Sect. 3, the boundaries of critical bands are re-designed to get the optimized MFCC features according to Sect. 5. The new-designed feature is the FFCC. Recognition results using FFCC for each emotion (the third of every four bars for each emotion) are shown in Fig. 16 . Compared with the performance of the baseline system, it can be found that, after feature optimization, the SER for the emotion affected speech has been decreased, especially for sad (from 4.67% to 2.33%) and fear (from 5.67% to 2.50%), while the SER reduction for neutral speech is minor (from 0.75% to 0.67%). These may suggest that the traditional MFCC features are adequate if the training and testing types match. Otherwise, the FFCC is desirable. The average decrease of SER is 40.14% relatively.
The log FFCC is also used, and the recognition results are given in the fourth of every four bars. The SERs gotten from the log FFCC is even better compared with the FFCC. The average decrease of SER is 43.20% relatively.
The per-speaker performance of the system using each feature is given in Fig. 17 . The results show that the improvement among each speaker is approximately consistent.
Experiments on Noisy Speech
Another mismatch condition is the recognition of the noisy speech. In order to exclude the affection of emotion, only the 300 sentences of neutral speech for each speaker from the CASIA emotional speech corpus [21] are utilized. The speech is added with noise as described in Sect. 4. The upper bound is the 0.75% SER for clean neutral speech with the MFCC. The recognition results for different noise types using the above features are shown in Fig. 18 and Fig. 19 for SNR at 15 dB and 0 dB respectively. Some conclusions could be drawn from the above experiment results. When SNR equals to 15 dB, there is not so much performance degradation from clean speech. As it is generally thought, the noise recorded in a car is the most harmful one to speech recognition, and even its performance is acceptable. When SNR decreases to 0 dB, the performance degradation is very large, and the recognition performance is poor. The log FFCC performs the best in both SNRs, making the degradation much less than the MFCC (from 54.19% to 41.71%, the relative improvement is about 23%), while the performance of the FFCC is the second best. The ExpoLog is also helpful for noisy speech.
Experiments on the 863 Test Data
From 2003 to 2005, an evaluation on Chinese speech recognition was sponsored by the 863 program each year [28] , which attracted many famous organizations to attend. As it aimed at promoting speech recognition into practical applications, most of the speech was recorded under real noise environment in different SNRs. The length of each sentence varies from 3 seconds to more than 10 seconds, and the transcriptions of them cover many interesting subjects of news, such as law, sport, eating, travel, weather, party. The three year's test data (2003) (2004) (2005) ) from these evaluations is combined to form one test set. Similar to above experiments, the grammar is formed by the transcriptions of all the 751 utterances. SERs gotten from the recognition system using the 4 features are listed in Table 2 . Most utterances from the 863 test data contain 30 Chinese characters each, much more than the emotion database, which contains about 10 Chinese characters for each utterance. By using the log FFCC, about two thirds of all SERs are amended (45.01% to 15.31%), and the relative improvement is about 65%. The improvement is much more significant compared with the one for the shorter utterances. The reason might due to: the proposed F-Ratio analysis based feature optimization is a global optimization, while longer utterances tend to contain more different speech units, and the more speech units, the more benefit it will bring. Therefore, the improvement is more significant.
Experiments on the Aurora2 Database
Most of the above experiments are carried on grammar based task of Mandarin speech in a sampling rate of 16 kHz. To verify the generalizability of the proposed F-Ratio analysis based feature optimization, a preliminary experiment is designed on the Aurora2 database [29] . The Aurora2 is a connected digits task using HTK, and the corpus is designed to evaluate the performance of speech recognition algorithm in noisy conditions. There are quite several differences between the above experiments and the following experiments in:
• The language of speech recognition as well as the training corpus. Above ones are all mandarin, while the Aurora2 is American English.
• HMM Modeling units. Above ones use 3 states for each triphone with mixture of 12 Gaussians per state, while the Aurora2 uses 16 states per word with mixture of 3 Gaussians per state.
• Grammar structure. The grammars of the above ones are parallel words or phrases, while the grammar of Autora2 is a recirculating network of digit word without restricting the string length.
Due to the above differences, the F-Ratio curve is recalculated on the Aurora2 training set and is shown in Fig. 20 .
Comparing Fig. 20 with the lower frequency part (0-4 kHz) of Fig. 4 , it is interesting that although the training data differs much in language, text and sampling rate, the log F-Ratio curves are similar, while the F-Ratio curves differ much. So in this experiment, the FFCC is omitted, and only the log FFCC is extracted. Experiments are designed by just replacing the feature extraction procedure, and the performance is compared with [29] for the test set A in clean training, the results are shown in Table 3 .
The baseline results provided in [29] are shown as 'baseline' in the second row in Table 3 . The main reason that causes the large difference between the second row and the third row is that, the baseline features don't use CMVN while our MFCC features do, which causes the large improvement in word accuracy (from 61.34% to 73.37%). And the proposed log FFCC is still better than both the MFCC and the ExpoLog, with a absolute increase of word accuracy of 2%. The improvement is not as much as before, the reason may be the same as the one proposed in the end of Sect. 7.3. For the Aurora2 database, each digit word could form a separate recognition result which is independent of the others, and only contains several phonemes. While for the above experiments, each entire utterance could form a separate recognition result which may contain tens of phonemes.
Conclusions
In this paper, the Fisher's F-Ratio is utilized to evaluate the significance of different bands for speech unit classification, which is observed to be much stable in several mismatch conditions, and is further used for robust speech recognition. Similar to the filter bank design in the Mel domain for the traditional MFCC features based on human averaged perception for equal pitch changes, an F-Ratio domain is proposed, and the MFCC features is modified for robust speech recognition. Experiment results show that, compared with the MFCC features, optimized features reduce the SER for mismatched speech recognition, and the relative improvement of SER is 40.14% for the emotion affected speech, and 25.37%, 15.38% for the noisy speech when SNRs equal to 15 dB and 0 dB, 64.50% for the three years' 863 real test data.
Modifications of statistics for the F-Ratio calculation are interesting according to the flowchart of different features. Only log-FBE is tried for the MFCC feature in this paper, and extra improvement is obtained. The relative improvement of SER is 43.20% for the emotion affected speech recognition, and 35.54%, 23.03% for the noisy speech recognition when SNRs equal to 15 dB and 0 dB, and 65.99% for the three years' 863 real test data. Other steps in the MFCC feature may also need modification according to filter bank's changes, such as the inverse discrete cosine transform, and etc.
The optimized feature is thought to be more robust, and for most cases when the training and the testing mismatch, or in spontaneous speech recognition when speech varies much. Although the F-Ratio analysis on the clean training set of the Aurora2 database further demonstrates its robustness over languages, texts and sampling rates, the absolute improvement of word accuracy is only 2% for test set A in clean training from the Aurora2 database. Further research is needed on this type of tasks, such as the large vocabulary continuous speech recognition (LVCSR). 12 error('sample rate only support 16000 '); 
