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In the #P-complete problem of counting 0/1 Knapsack solutions, the input consists of a 
sequence of n nonnegative integer weights w1, . . . , wn and an integer C , and we have to 
find the number of subsequences (subsets of indices) with total weight at most C . We 
give faster and simpler fully polynomial-time approximation schemes (FPTASes) for this 
problem, and for its random generation counterpart. Our method is based on dynamic 
programming and discretization of large numbers through floating-point arithmetic. We 
improve both deterministic counting FPTASes from Gopalan et al. (2011) [9], Štefankovič 
et al. (2012) [6] and the randomized counting and random generation algorithms in Dyer 
(2003) [5].
Our method is general, and it can be directly applied on top of combinatorial decompo-
sitions (such as dynamic programming solutions) of various problems. For example, we 
also improve the complexity of the problem of counting 0/1 Knapsack solutions in an arc-
weighted DAG.
© 2019 The Authors. Published by Elsevier Inc. This is an open access article under the CC 
BY license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction
The 0/1 Knapsack counting problem is defined as follows. The input consists of a sequence of n nonnegative integer 
weights w1, . . . , wn and an integer capacity C . A 0/1 Knapsack solution is a subset of the indices {1, . . . , n} whose associated 
weights add up to at most C . The counting problem asks for the number of solutions to a 0/1 Knapsack instance. Because 
this problem is #P-hard, a long line of research has focused on faster algorithms that find only approximate answers to it. 
More specifically, in algorithms that output a number that has relative error of 1 ± ε with respect to the exact one, and run 
in time polynomial in the input size and in 1/ε. Such an algorithm is called a fully polynomial-time approximation scheme 
(FPTAS), or, if it is randomized, a fully polynomial-time randomized approximation scheme (FPRAS).
In [2], the 0/1 Knapsack problem was extended to a directed acyclic graph (DAG) with nonnegative arc weights, in 
connection to various applications in biological sequence analysis (see the references in [2]). Given two vertices s and t , 
we have to count the number of s, t-paths of total weight at most C . This is a generalization because given an instance 
w1, . . . , wn and C it suffices to construct the DAG having vertex set {v0, . . . , vn}, s = v0, t = vn , and for each i ∈ {1, . . . , n}, 
there are two parallel arcs from vi−1 to vi , with weights 0 and wi , respectively.
✩ This paper is an updated and extended version of the ESA 2014 paper [1]. Partial support came from the Academy of Finland under grant 274977.
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for 0/1 Knapsack, we need to generate one solution uniformly at random among all solutions. It follows from general results 
such as [3] that for a large class of problems (including 0/1 Knapsack) counting and random generation are inter-reducible. 
As such, also random generation of 0/1 Knapsack solutions is hard and we are thus interested in faster algorithms that 
generate a solution with near-uniform probability. In fact, the first algorithms for approximately counting 0/1 Knapsack 
solutions were obtained by near-uniform sampling, as we will review below.
The difficulty of counting 0/1 Knapsack solutions lies dually either in the size of the capacity or in the number of 
solutions. Previous algorithms such as [4] and [5] adopted the former perspective by discretizing capacities. Recently, [6]
switched the perspective to discretizing the number of solutions, and obtained the fastest FPTAS to date. Adopting the same 
perspective, this paper gives three main contributions:
• We show that a natural approach to discretizing the large numbers of solutions is to use floating-point numbers whose 
mantissa is just as long to guarantee the final 1 + ε approximation ratio (Section 2). We correlate the length of the 
mantissa with the number of steps performed by the counting algorithm, and develop a general floating-point approxi-
mation layer that can be plugged-in to other problems.
• Using such floating-point numbers, and together with a different organization of the counting computation, we are 
able to improve the FPTAS of [6] by a O (log n) factor (Section 3). This is also simpler, and thanks to the floating-point 
approximation layer, has a simpler approximation analysis. We also obtain a faster FPTAS for counting 0/1 Knapsack 
solutions on a DAG (Section 5).
• Both of the above insights allow us to obtain the first Las Vegas algorithm for near-uniform sampling of 0/1 Knapsack 
solutions (Section 4). This is also faster than the previous Monte Carlo near-uniform sampling algorithms.
1.1. Overview of previous results
Dyer [7] was the first to propose an algorithm based on near-uniform sampling of feasible solutions by a random walk, 
which works in subexponential time. Later, Morris and Sinclair [8] gave a Markov chain algorithm and showed that it is 
rapidly mixing, obtaining thus an FPRAS.
In [5], Dyer gave the first solution based on dynamic programming (and not on Markov chains), but still requiring sam-
pling. This works by first constructing a Monte Carlo algorithm that nearly uniformly generates a solution with probability 
at least 1 − e−1, using O (n2) arithmetic operations, once a supporting table is computed with O (n3) arithmetic operations. 
In this table, the capacities are discretized to n2 values in total. By generating enough samples, and rejecting those that are 
not solutions to the 0/1 Knapsack problem, Dyer obtains a counting FPRAS using O (n3 + n2ε−2) arithmetic operations.
However, it is crucial to point out that these arithmetic operations are on O (n)-bit numbers since there can be O (2n)
solutions. Thus, the Monte Carlo algorithm generates ν samples in time O (n4 + νn3), and the counting FPRAS runs in time 
O (n4 + n3ε−2).
Gopalan et al. [4] and Štefankovič et al. [6] (see also the combined paper [9]) were the first to give deterministic counting 
FPTASes that do not use sampling. Both are also based on dynamic programming.
Gopalan et al. modeled the problem as a read-once branching program, having a state (i, c), for each layer i = 1, . . . , n, 
and each partial sum c = ∑ij=1 a j w j ≤ C (for some binary vector a ∈ {0, 1}i ). Keeping the technicalities to a minimum, we 
can say that each state is associated with the number of paths in the program leading to an accepting final state (n, c)
for c ≤ C .1 The approximation is achieved by discretizing the capacities, which is the same strategy of [5]. More precisely, 
the states in layer i are partitioned into intervals according to their second component c ≤ C so that all states in the 
same interval have approximately the same number of accepting paths. Because the number of exact states at any layer is 
O (C), this inherently adds a dependence on C when computing numbers associated to each state. Since the numbers are 
monotonic as c increases, this dependence can be limited to a factor O (log C) by using a binary tree. Gopalan et al. also 
argue that their approximated branching program can be used to write a Monte Carlo near-uniform sampling algorithm.
Gopalan et al. state that the final time complexity of their counting FPTAS is O (n2ε−1 log(n/ε) log C), also assuming 
unit-cost additions of arbitrarily large integers. However, the integers appearing during the computation have O (n) bits. As 
such, in order to directly compare their complexity bound with ours, we need to add another O (n) factor to their complexity 
bound. We should also note that both techniques from [5] and [4] are general, and can be applied to other problems, such 
as multidimensional Knapsack, general integer Knapsack and contingency tables.
Štefankovič et al. [6] were the first to discretize the number of solutions, and not the capacities like in [5] and [4]. As 
such, they manage to remove the dependence on C , obtaining an FPTAS running in time O (n3ε−1 log(n/ε)). However, unlike 
[5] and [4], this method does not appear as general, as it has not been shown to be applicable to the generalized versions 
of Knapsack mentioned above.
This FPTAS is based on the decomposition τ (i, a) := the smallest capacity c such that there exist at least a solutions to the 
0/1 Knapsack problem with weights w1, . . . , wi and capacity c. The second parameter of τ is then approximated according 
1 To be precise, it is associated with the probability of that state leading to an accepting final state.
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the recurrence:
T [i, j] = min
α∈[0,1] max
{
T [i − 1,  j + logQ α],
T [i − 1,  j + logQ (1 − α)] + wi .
(1)
Thanks to the geometric discretization, the second parameter of T takes O (n2ε−1) values. Finding the minimum over α ∈
[0, 1] is reducible to two binary searches in row i − 1 of T , due to its monotonicity. The computation of logQ α and 
logQ (1 − α) is then shown to be doable in time O (log(n/ε)).
In [2], the technique of Štefankovič et al. [6] was extended to counting 0/1 Knapsack solutions on a DAG, leading to an 
FPTAS running in time O (mn3 log(n)ε−1).
1.2. Our results and approach
In this section we give a brief overview of our results and approach. Our main result is the following FPTAS.
Theorem 1. Let w1, . . . , wn and C be an input to the 0/1 Knapsack counting problem, and let Z be the number of solutions. For any 
0 < ε ≤ 1 we can deterministically compute a floating-point number Z ′ with a logn	-bit exponent and a logn + log(1/ε) + 1	-bit 
mantissa satisfying (1 − ε)Z ≤ Z ′ ≤ Z , in time
O (n3ε−1log(1/ε)/ log n	),
assuming unit cost additions and comparisons on numbers with O (log C) bits.2
This result is based on the classic decomposition over the family of subproblems s(i, c) := the number of 0/1 Knapsack 
solutions that use a subset of the items w1, . . . , wi , and their weights sum up to at most c ≤ C . Notice that s and τ are 
dual, in the sense
τ (i,a) = min{c : s(i, c) ≥ a} and s(i, c) = max{a : τ (i,a) ≤ c}. (2)
Table s can be computed by a dynamic programming algorithm obtained from the recurrence
s(i, c) = s(i − 1, c) + s(i − 1, c − wi). (3)
We also approximate the number of solutions, which are now the values of s(·, ·). However, we approximate them using 
binary floating-point numbers. The difference with respect to a standard computer implementation is that we need as 
many bits for the exponent as to represent them exactly, and as many bits for the mantissa as to guarantee the required 
approximation. For counting 0/1 Knapsack solutions, we need log n	 bits for the exponent and 1 + log(n/ε)	 bits for the 
mantissa. The main advantage of such an approximation scheme for the values in table s is that it avoids computing values 
such as logQ α (and the associated complexity analysis), and requires a much simpler approximation analysis.
Second, we are able to avoid a minimization as in (1), and thus avoid binary search. The idea is to store each row of s
as a list. We prune entries with the same value in each list (leading to O (n2/ε) different entries in each list), and compute 
a list by two linear scans of the previous one.
Recurrence relation (3) can be extended to a DAG, and thus we can analogously obtain a counting FPTAS for this problem.
Theorem 2. Let G be a DAG with n vertices, m arcs with nonnegative weights, and let s and t be two of its vertices. For any C and any 








ε−1log (1/ε) / log n	
)
,
assuming unit cost additions and comparisons on numbers with O (log C) bits.
Another ingredient of the algorithm from Theorem 2 with respect to [2] is the organization of the computation in 
sequences of O (n log(1 + mn )) successive additions. As such, we need floating-point numbers with only 1 + log(n log(1 +
m
n )/ε)	 bits for the mantissa, and log n	 bits for the exponent.
Finally, having the table s explicitly, we can implement a Las Vegas near-uniform sampling algorithm of 0/1 Knapsack 
solution.3 This works by tracing back probabilistically a random solution from s(n, C). We obtain the following result.
2 Our assumption that additions and comparisons of O (log C)-bit numbers take unit time is also made in [7,9,6].
3 Our notion of near-uniform sampling is the same as in e.g., [3, Section 6].
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probability different from the uniform one by a relative factor (1 − ε)±1 , in expected time
O (n log(n/ε)).
This assumes data structures occupying O (n4ε−1log(1/ε)/ log n	W ) bits and computable in O (n4ε−1log(1/ε)/ log n	M(log(1/
ε)/ log n	) time, where
• W is the word size, i.e., the number of bits used to store a pointer; it suffices W = (log(nC)) and W = O (log(n/ε)	);
• M(x) denotes the multiplicative slowdown of multiplying two x-bit numbers4;
• we assume additions and comparisons of O (log C)-bit numbers take constant time.
Observe that this algorithm always returns a correct solution, as opposed to the Monte Carlo sampling algorithms 
from [5] and [4]. Our supporting data structures are computed slower than in [5]; however, the time needed for gener-
ating one solution is smaller by orders of magnitude.
At each step i, our algorithm throws a dice with two faces of sizes s(i − 1, c) and s(i − 1, c − wi), where c is the capacity 
available for the remaining first i items. In order to guarantee that the sampling distribution differs from the uniform one 
by a factor (1 − ε)±1, we need another log n	 bit for the mantissa of our approximated floating-point numbers, as this 
algorithm makes n choices. Since we represent the table s as a collection of lists, we need to keep, for every entry of a list, 
back-pointers to the corresponding two entries in the previous list. Each such a pointer occupies W bits, where W is the 
word size. Since our table has O (n3/ε) different entries in each list, we need O (log(n/ε)	) bits for each pointer.
Notice that the possibility of doing random generation presented itself also in [6]. First, one needs to decrease Q to 
Q = 1 + ε/(n(n + 1)) (as we do by increasing the length of the mantissa). Thanks to equations (2), one could employ the 
same probabilistic trace back, by using the approximated table T as black box, and decoding each necessary value of s
from T . This can be done in time O (log(n/ε)) by doing binary search in the corresponding row of T , which adds another 
factor log(n/ε) to the construction time. However, this can be avoided by similarly storing back-pointers from each entry of 
T to the corresponding two entries in the previous row of T , which are obtained when having found the minimum over 
α ∈ [0, 1]. Otherwise put, the two faces of the approximated dice will have sizes  j + logQ α and  j + logQ (1 −α), where 
α minimizes (1).
A further issue is rolling this dice in (expected) time proportional to the number of bits of the two faces of the approx-
imated dice. In our case, since the two faces are floating-point numbers, we can easily solve this by generating a random 
floating-point number x as follows. We generate a sequence of bits until seeing the first bit equal to ‘1’. The expected num-
ber of bits until this happens is 2, thus this charges only a tiny O (1) term to the expected value of the running time of 
rolling one dice. At this point, we know the exponent of x, and it is sufficient to continue generating only the remaining 
bits of the mantissa of x, and check whether x is smaller than the ratio between the approximations of s(i − 1, c − wi)
and s(i, c). Moreover, our improvement and simplification obtained by Theorem 1 preserves itself in this random generation 
algorithm.
2. Approximation by floating-point numbers
In this paper, floating-point arithmetic with base 2 is sufficient, as it also has the advantage of being immediately im-
plementable on a computer for small enough instances. Floating-point arithmetic, and the inherent accuracy analysis issues, 
have a long history in numerical computation. Another recent application of floating-point arithmetic to approximate count-
ing problems was in [11] in connection with uniform random generation of decomposable structures by partial approximate 
counts. Moreover, observe that, conceptually, floating-point arithmetic can be seen as an effective combination of the geo-
metric discretization of [6], through the exponent, and of the linear discretization of [7], through the mantissa.
Throughout this paper, we assume that the problem instances consist of n objects (0/1 Knapsack instances with n objects, 
DAGs with n vertices). Let k ≥ 1 be such that the maximum numerical value of a particular counting problem is 2nk − 1
(that is, it can be represented with nk bits). Any number x ∈ {0, . . . , 2nk − 1} can be written as
x = x12p−1 + x22p−2 + · · · + xp−121 + xp20 = 2p
(
x12
−1 + x22−2 + · · · + xp2−p
)
,
where 1 ≤ p ≤ nk , x1 = 1, and xi ∈ {0, 1}, for i ∈ {2, . . . , p}. Under floating-point arithmetic terminology, p is called the 
exponent of x, and the binary string x1x2 . . . xp is called its mantissa.
We will approximate x as a floating-point number which has k log n bits dedicated to store its exponent p exactly, but 
only t bits dedicated to store the first t bits of its mantissa; that is, we approximate x by the number
〈x〉k log n,t := 2p
(
x12
−1 + x22−2 + · · · + xt2−t
)
.
4 With the Schönhage-Strassen method [10], two x-bit numbers can be multiplied in time x log x log log x, thus M(x) = log x log log x.
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the contrary cannot help in reducing the memory consumption (and time), as we approximate only by shortening the 
mantissa while the exponent is always represented in full.
For every 0 ≤ x < 2nk , it holds that
(1 − 21−t)x ≤ 〈x〉k log n,t ≤ x. (4)





by x ⊕ y. We assume that we can compute x ⊕ y with a bit complexity of O (k log n + t) = O (t); if additions on 
O (log n)-bit numbers take unit time, then we assume we can compute x ⊕ y with a word complexity of O (t/ log n).
If x, y ∈ {0, . . . , 2nk − 1} are such that x + y ∈ {0, . . . , 2nk − 1}, and x, y are two floating-point numbers with k log n bits 
for the exponent and t bits for the mantissa such that
(1 − 21−t)i x ≤ x ≤ x, and (1 − 21−t) j y ≤ y ≤ y,
for some integers i, j ≥ 0, then by (4) the following inequality holds
(1 − 21−t)1+max(i, j)(x + y) ≤ x ⊕ y ≤ x + y, (5)
For each particular problem, we will choose t as a function of n and of the error factor ε, 0 < ε ≤ 1. For the problem of 
counting 0/1 Knapsack solutions, k = 1 and t(n, ε) = 1 + log(n/ε)	, while for its extension on a DAG, k = 1 and t(n, ε) =
1 + log(n log(1 + mn )/ε)	. For the random generation of 0/1 Knapsack solutions, k = 1 and t(n, ε) = 1 + log(n2/ε)	.
3. Counting 0/1 Knapsack solutions
The classic pseudo-polynomial algorithm for counting 0/1 Knapsack solutions defines s(i, c) as the number of Knapsack 
solutions that use a subset of the items {1, . . . , i}, of weight at most c ∈ {0, . . . , C}, and computes these values s(i, c) by 
dynamic programming, using the recurrence
s(i, c) = s(i − 1, c) + s(i − 1, c − wi), (6)
where s(0, c) = 1 for any c ≥ 0, and s(i, c) = 0, for any i ∈ {1, . . . , n} and c < 0. Indeed, we either use only a subset of items 
from {1, . . . , i − 1} whose weights sum up to c, or use item i of weight wi and a subset of items from {1, . . . , i − 1} whose 
weights sum up to c − wi . This DP algorithm executes nC additions on n-bit numbers and its complexity is O (C n2). When 
C ≤ n, this complexity becomes O (n3). This is a strongly polynomial bound and thus there is no need for an approximation 
algorithm. Hence, we will assume n ≤ C in what follows. We will assume, like in [6], that additions and comparisons on 
numbers with O (log C) bits have unit cost, which implies the same on O (log n)-bit numbers.
We use relation (6) to count, but our numbers, for any 0 < ε ≤ 1, are approximate floating-point numbers with log n	
bits for the exponent, and 1 + log(n/ε)	 bits for the mantissa (we can assume for simplicity that a solution using all 
n objects has cost greater than C , so that s(i, c) < 2n for all i ∈ {1, . . . , n}, c ∈ {0, . . . , C}). By the above assumption, we 
have that additions and comparisons of these floating-point numbers on O (log(n/ε)) bits take time O (log(n/ε)/ log n	) =
O (log(1/ε)/ log n	).
For every i ∈ {0, . . . , n} we keep a list, list(i), whose entries are pairs of the form [c, r], where c is a capacity in {0, . . . , C}
and r is an approximate floating-point number of solutions. Having list(i), for every c ∈ {0, . . . , C} we define s(i, c) := max{r :
[c′, r] ∈ list(i), c′ ≤ c}, where the maximum of an empty set is taken to be 0. We will refer to the set of first components of 
the pairs in list(i) as the capacities in list(i).
The first list, list(0), consists of the single pair [0, 1]. After this initialization, while computing list(i) from list(i − 1), we 
maintain the following two invariants:
(I1) list(i) is strictly increasing on both components;
(I2) (1 − ε/n)i s(i, c) ≤ s(i, c) ≤ s(i, c), for every c ∈ {0, . . . , C}.
Note that Property (I1) implies that the length of list(i) is at most the total number of floating-point numbers that can 
be represented with log n	 + log(n/ε)	 + 1 bits, that is O (n2/ε).
We obtain list(i) by first building a list, which we denote list′(i), that, for every capacity c in list(i − 1), contains the 
following two pairs:
[c, s(i − 1, c) ⊕ s(i − 1, c − wi)] and [c + wi, s(i − 1, c + wi) ⊕ s(i − 1, c)]. (7)
We say that a pair [c1, r1] is dominated by a pair [c2, r2] if c2 ≤ c1 and r2 ≥ r1. From list′(i) we remove all dominated 
pairs, and by sorting list′(i) on any of the two components we can obtain list(i) satisfying Property (I1). In fact, Lemma 1
below shows that we can avoid sorting list′(i), and we can compute it in linear time from list(i − 1).
We summarize the entire approximate counting procedure as Algorithm 1.
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1 Notation: s(i, c) := max{r : [c′, r] ∈ list(i), c′ ≤ c};
2 insert the pair [0, 1] into list(0);
3 for i = 1 to n do
4 construct the bimonotonic list′(i) containing, for each [c, r] in list(i − 1), the two pairs:
5 • [c, r ⊕ s(i − 1, c − wi)];
6 • [c + wi , s(i − 1, c + wi) ⊕ r];
7 obtain list(i) by scanning list′(i) and removing dominated pairs;
8 return s(n, C).
Lemma 1. We can compute list(i) from list(i − 1) in time O (n2ε−1log(1/ε)/ log n	).
Proof. At a generic step i ∈ {1, . . . , n}, we compute list′(i) as follows. We construct two auxiliary lists of pairs, back(i) and 
f orw(i). For every capacity c in list(i − 1), the list back(i) will contain the pairs [c, s(i − 1, c) ⊕ s(i − 1, c − wi)], and the 
list f orw(i) will contain the pairs [c + wi, s(i − 1, c + wi) ⊕ s(i − 1, c)]. List list′(i) is now obtained by merging in a unique 
sorted list the lists back(i) and f orw(i).
In order to compute f orw(i), proceed as follows (the computation of back(i) is entirely analogous). Keep two pointers 
le f t and right in list(i − 1). Pointer le f t is initially set to the first pair in list(i − 1), say [c, r]. Pointer right is also set to 
the first pair in list(i − 1), but starts scanning list(i − 1) until reaching a pair [c1, r1], such that c1 + wi ≥ c and either [c1, r1] is the last pair in list(i − 1), or [c1, r1] is immediately followed by a pair [c2, r2] with the property c + wi < c2. 
Append the pair [c + wi, r1 ⊕ r] at the end of f orw(i), and advance pointer le f t to the next pair in list(i − 1); repeat the 
above procedure, by advancing pointer right to the corresponding pair, and inserting a new resulting pair in f orw(i). This 
is repeated until pointer le f t reaches the end of list(i − 1).
Observe that list f orw(i) is bimonotonic (i.e. non-decreasing on both components), by the fact that Property (I1) holds 
for list(i − 1). By analogy, this is true also for back(i). Therefore, we can merge them on the first component, making sure 
that we also remove dominated pairs. That is, whenever during merging we compare a pair [c1, r1] from f orw(i) with a 
pair [c2, r2] from back(i), with c2 ≤ c1: if r2 < r1, then we copy [c2, r2] into list(i) as usual; otherwise, if r2 ≥ r1, we drop 
the pair [c2, r2]. Thus Property (I1) holds for list(i).
Since we assume that additions and comparisons on O (log C)-bit numbers take unit time, that floating-point additions 
and comparisons take O (log(1/ε)/ log n	) time, and the length of list(i − 1) is O (n2/ε), the construction of list(i) takes 
time O (n2ε−1log(1/ε)/ log n	). 
Lemma 2. Property (I2) holds for list(i), that is, for every i ∈ {0, . . . , n} and every c ∈ {0, . . . , C}, (1 − ε/n)i s(i, c) ≤ s(i, c) ≤ s(i, c)
holds.
Proof. The claim is clear for i = 0. For an arbitrary capacity c ∈ {0, . . . , C}, let [c1, r1] in list(i) be such that s(i, c) = r1. From 
the definition of s, we get s(i, c) = s(i, c1); from the fact that the pairs in list(i) are of the form (7), we have
s(i, c) = s(i, c1) = s(i − 1, c1) ⊕ s(i − 1, c1 − wi). (8)
We now prove two properties about the two terms of the above ⊕ sum.
Claim 1. s(i − 1, c1) = s(i − 1, c).
Proof of Claim 1. The capacities in list(i − 1) are a subset of the capacities in list′(i). Also, we have pruned the pairs in 
list′(i) by keeping the smallest capacity for every approximate number of solutions corresponding to that capacity. Thus, 
since s(i, c1) = s(i, c) holds, then also s(i − 1, c1) = s(i − 1, c) holds. 
Claim 2. s(i − 1, c1 − wi) = s(i − 1, c − wi).
Proof of Claim 2. It suffices to show that there is no capacity c2 in list(i − 1) such that c1 − wi < c2 < c − wi . Indeed, for 
assuming the contrary, c2 + wi would be a capacity in list′(i), by (7). Since we have chosen c1 as the largest capacity in 
list(i) smaller than c, and c1 < c2 + wi < c holds, this implies that c2 + wi was pruned when passing from list′(i) to list(i); 
thus, the two pairs of list′(i) having c1 and c2 + wi as first components have equal second components. By (8) and the 
fact that Property (I1) holds for list(i − 1), this entails that also the two pairs of list(i − 1) having c1 − wi and c2 as first 
components must have equal second components. This contradicts the fact that list(i − 1) satisfies Property (I1). 
Plugging the equations from Claims 1 and 2 into (8) we obtain
s(i, c) = s(i − 1, c) ⊕ s(i − 1, c − wi). (9)
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shows that Property (I2) holds also for list(i) and completes the proof. 
By standard techniques, for all natural numbers n ≥ 1 and all 0 < ε ≤ 1, the following hold:









)−n ≤ (1 − ε)−1. (10)
From Lemma 2, the fact that Property (I2) holds, and (10), we obtain Theorem 1.
4. Random generation of 0/1 Knapsack solutions
For the random generation problem, we increase the length of the mantissa of the floating-point numbers up to 
log(n2/ε)	 + 1 bits.
Let f (i, c) := s(i − 1, c − wi)  s(i, c) (‘’ denotes the floating-point division).5 It is important to remark here that the 
number of solutions including object i is at most the number of solutions not including object i. Indeed, to every solution 
S containing object i we can associate a different solution not containing object i, namely S \ {i}. It follows that f (i, c) ≤ 12
so that f (i, c) is conveniently bounded away from 1.
For clarity, assume for now that each s(i, c) and f (i, c) are available. We repeat the following procedure, for every i from 
n downto 1, and starting with c = C . With probability f (i, c) we include wi in the solution, and move to entry (i −1, c− wi); 
with complementary probability we do not include wi , and move to entry (i − 1, c). We next show how to implement this 
simple procedure so that it samples in O (n log(n/ε)) expected time a Knapsack solution with probability different from the 
uniform one by a factor (1 − ε)±1. The next lemma shows how to take each of the n subsequent choices.
Lemma 3. For any i ∈ {1, . . . , n}, c ∈ {0, . . . , C}, in expected time O (log(n/ε)) we can generate B ∈ {0, 1} with(
1 − ε
n2
)i s(i − 1, c − wi)
s(i, c)




)−i s(i − 1, c − wi)
s(i, c)
.
Proof. By Property (I2), we get 
(




)i s(i − 1, c − wi)
s(i, c)




)−i s(i − 1, c − wi)
s(i, c)
. (11)
Thus, in order to generate B with the desired probability, it is enough to generate uniformly at random a number x ∈ [0, 1)
and set B = 0 iff x < f (i, c).
This can be implemented in expected time O (log(n/ε)) as follows. We start generating a random sequence of bits 
(starting with the most significant one of x) until seeing the first bit equal to ‘1’ (the first bit of the mantissa of x). At 
this point, we know the exponent of x. Since f (i, c) has a mantissa of log(n2/ε)	 + 1 bits, in order to decide whether 
x < f (i, c), it is enough to generate other log(n2/ε)	 bits for the mantissa of x. Call x the resulting floating-point number, 
and set B = 0 iff x < f (i, c).
The exponent of x can be computed by starting with the exponent equal to 0, and for every bit of x equal to 0, sub-
tracting 1 from it. Since the expected number of bits until seeing the first bit of x equal to ‘1’ is 2, the expected time for 
generating x is O (log(n/ε)). 
By Lemma 3, the probability X of generating a 0/1 Knapsack solution satisfies the following relation, which by (10) gives 













We show now how to implement this random generation procedure efficiently, using the lists constructed in Sec. 3. See 
the resulting procedure in Algorithm 2. The idea is that for every element approximating an entry s(i, c), we attach one 
pointer to the element of list(i − 1) approximating s(i − 1, c), and one pointer to the element of list(i − 1) approximating 
s(i − 1, c − wi).
We do this by extending the construction of f orw(i) inside Lemma 1, as follows. Assume, like in Lemma 1, that pointer 
le f t is on a pair [c, r] of list(i − 1). Assume also that pointer right reached a pair [c1, r1], and that we need to append the 
pair [c + wi, r1 ⊕ r] (the approximation of s(i, c + wi)) at the end of f orw(i). We now attach to it two back-pointers: one 
5 For simplicity, in all subsequent considerations, we ignore the technical issue that we need to use one extra bit for indicating that the exponent is less 
than zero.
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1 compute list(1), . . . , list(n) with Algorithm 1, by attaching the two back-pointers to each element;
2 c := C ;
3 current := the last element of list(n);
4 solution := ∅;
5 for i := n downto 1 do
6 generate B ∈ {0, 1} with Lemma 3;
7 if B = 0 then
8 solution := solution ∪ {wi};
9 c := c − wi ;
10 update current by following its back-pointer corresponding to choosing wi in the solution;
11 else
12 update current by following its back-pointer corresponding to not choosing wi in the solution;
13 return solution.
to element le f t (the approximation of s(i − 1, c + wi)) and one to element right (the approximation of s(i − 1, c)). Similarly 
when computing list back(i). The trace back in the random generation procedure starts in the last element of list(n), and 
follows the back-pointers corresponding to whether the current element is included or not in the solution.
The time needed to construct this collection of extended lists is the same as before, the only difference being that the 
floating-point numbers have mantissas of log(n2/ε)	 + 1 bits, leading to a time complexity of O (n4ε−1log(1/ε)/ log n	). 
The memory bound used by these lists should also take into account the space needed to store back-pointers. Each pointer 
must fit a computer word of W bits. Since we need back-pointers to O (n3log(n/ε)	) entries per list, it suffices that W
is O (log(n/ε)	). Since we assumed operations on O (log(nC))-bit numbers to take constant time, we can also assume 
W = (log(nC)). We thus obtain that the memory needed to store all the lists is O (n4ε−1log(1/ε)/ log n	W ) bits.
We can pre-compute each f (i, c) needed in Lemma 3 using one of the two back-pointers of every element of a list, and 
doing the floating-point division with the Newton-Raphson division method, which reduces a division to a multiplication 
algorithm [10]. Thus, each division can be computed in time O (log(1/ε)/ log n	M(log(1/ε)/ log n	) time, where M(x) =
log x log log x [10] (assuming again operations on O (log n) bits to have unit cost). Generating one Knapsack solution takes 
expected time O (n log(n/ε)), by Lemma 3. This completes the proof of Theorem 3.
5. Counting 0/1 Knapsack solutions on a DAG
Without loss of generality, we can assume that all vertices of the DAG D (with n vertices and m arcs) are reachable 
from s, and all vertices reach t; we also assume that the vertices are labeled in a topological order v1, . . . , vn , such that 
s = v1 and t = vn . The dynamic programming for the 0/1 Knapsack problem can trivially be extended to a DAG. We denote 
by s(i, c) the number of s, vi -paths (clearly, these use a subset of the vertices {v1, . . . , vi−1}) and of total weight at most 
c ∈ {0, . . . , C}. If for every node vi , its in-degree is d(i), its in-neighborhood is {vi1 , . . . , vid(i) }, and the weights of the arcs 




s(i j, c − wi j ), (12)
where we take s(1, c) = 1, for every c ∈ {0, . . . , C}, and s(i, c) = 0 for every c < 0 and every i ∈ {1, . . . , n}. The solution is 
obtained as s(n, C). Since the number of all s, vi -paths in the DAG is O (2i), for every i ∈ {1, . . . , n}, this DP executes mC
additions on n-bit numbers, and its complexity is O (Cmn). Thus we can assume that n ≤ C , and as before, that additions 
on O (log C)-bit numbers, and thus also on O (log n)-bit numbers, have unit cost.
As in our solution for the 0/1 Knapsack problem, we use dynamic programming to count, keeping at each step approx-
imate floating-point numbers. These numbers still have log n	 bits for the exponent, but the length of their mantissa will 
be chosen based on ε, and on the number of successive floating-point additions necessary to obtain s(n, C). Indeed, we 
will discover here below that we can organize this computation in sequences of O (n log(1 + mn )) repeated additions, and 
thus we can take the mantissa to be 1 + log(n log(1 + mn )/ε)	 bits long. Accordingly, additions and comparisons of these 
floating-point numbers still take the same time as before, namely O (log(1/ε)/ log n	).
For clarity, we explain how we organize the computation by transforming the input DAG D into a DAG D ′ in which every 
vertex has at most two in-neighbors. For every node vi of D , if d(i) > 2, we construct a complete binary tree on top of 
the in-neighbors vi1 , . . . , vid(i) of vi , where vi is its root; this tree has O (d(i)) vertices and edges, and depth log(d(i)). The 
vertices and edges of this tree are added to D , the arcs from vi1 , . . . , vid(i) to vi are removed, and all edges of the tree are 
directed towards vi . Moreover, the weights of the new arcs out-going from vi1 , . . . , vid(i) are set to be the weights of their 
former arcs towards vi ; all other new arcs have weight 0. After transforming the in-neighborhood of all vertices of D , the 
original solutions are in one-to-one correspondence with the solutions of the transformed DAG D ′ .
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∑n
i=1 d(i) = m, the length of a path in D ′ is 
at most max
∑n
i=1 log di = max log
∏n
i=1 di , where the maximum goes over all partitions of m into n integers d1, . . . , dn; the 
maximum is obtained when all factors of the product are (m/n). Thus, the length of the longest path in D ′ is O (n log(1 +
m
n )).
We denote by n′ the number of vertices of D ′ , and we assume that v1, . . . , vn′ is a topological order on D ′ (so that 
s = v1 and t = vn′ ). Using the same notation as above, relation (12) simplifies to
s(i, c) =
{
s(i1, c − wi1), if d(i) = 1,
s(i1, c − wi1) + s(i2, c − wi2), if d(i) = 2.
(13)
As in the case of the 0/1 Knapsack problem, for every i ∈ {1, . . . , n′}, we keep a list list(i) of pairs [capacity, approximate 
number of solutions], and use the notation s(i, c) with the same meaning. Analogously, list(1) consists of the single pair 
[0, 1], and while computing list(i) from lists list(i1), or from list(i1) and list(i2), we maintain the following two invariants, 
where (i) denotes the length of the longest path from s to vi :
(I1) list(i) is strictly increasing on both components;
(I2)
(
1 − ε/(n log(1 + mn ))
)(i)
s(i, c) ≤ s(i, c) ≤ s(i, c), for every c ∈ {0, . . . , C}.
Property (I1) implies now that the length of list(i) is O (n2 log(1 + mn )ε−1). If d(i) = 1, then we build list(i) by scanning 
list(i1) and for every pair [c1, r1], we insert the pair [c1 + wi1 , r1] in list(i). It is obvious that the resulting list satisfies 
Properties (I1) and (I2).
Therefore, we consider onwards the case d(i) = 2. Analogously to (7), we first build a list′(i) that for every capacity c1 in 
list(i1), contains the pair
[c1 + wi1 , s(i1, c1) ⊕ s(i2, c1 + wi1 − wi2)], (14)
and for every capacity c2 in list(i2), contains the pair
[c2 + wi2 , s(i1, c2 + wi2 − wi1) ⊕ s(i2, c2)]. (15)
As in the case of Lemma 1, we can obtain list′(i) in linear time from list(i1) and list(i2). By removing the dominated 
pairs from list′(i), we obtain list(i).
Lemma 4. We can compute list(i) from list(i1) and list(i2) in time O (n2 log(1 + mn )ε−1log (1/ε) / log n	).
Proof. At a generic step i ∈ {1, . . . , n′}, we compute list′(i) as follows. We construct two auxiliary bimonotonic lists of pairs, 
list1(i) and list2(i). For every capacity c1 in list(i1), list1(i) contains the pairs [c1 + wi1 , s(i1, c1) ⊕ s(i2, c1 + wi1 − wi2 )]. 
Analogously, for every capacity c2 in list(i2), list2(i) contains the pairs [c2 + wi2 , s(i1, c2 + wi2 − wi1 ) ⊕ s(i2, c2)]. List list(i)
is now obtained by merging in a unique list list1(i) and list2(i), and removing the dominated pairs.
In order to compute list1(i), proceed as follows. Keep two pointers, le f t in list(i1) and right in list(i2). Pointer le f t is 
initially set to the first pair in list(i1), say [c1, r1]. Pointer right is set to the first pair in list(i2). If c1 + wi1 − wi2 < 0, then 
we append the pair [c1 + wi1 , r1] at the end of list1(i). Otherwise, pointer right starts scanning list(i2) until reaching a pair [c2, r2], such that c1 + wi1 − wi2 ≥ c2 and either [c2, r2] is the last pair in list(i2), or [c2, r2] is immediately followed by a 
pair [c3, r3] with the property c1 + wi1 − wi2 < c3. Append the pair [c1 + wi1 , r1 ⊕ r2] at the end of list1(i).
Afterwards, advance pointer le f t to the next pair in list(i1), and repeat the above procedure, by advancing pointer right
to the corresponding pair, and inserting a new resulting pair in list1(i). This is repeated until pointer le f t reaches the end 
of list(i1).
The computation of list2(i) is entirely analogous. Just as in the proof of Lemma 1, to obtain list(i), we merge list1(i) and 
list2(i) on the first component, making sure that we also remove dominated pairs. Thus Property (I1) holds for list(i).
This completes the proof, since additions and comparisons on O (log C)-bit numbers take unit time, floating-point addi-
tions and comparisons take O (log(1/ε)/ log n	) time, and the length of list(i1) and list(i2) is O (n2 log(1 + mn )ε−1). 
We next prove an analog of Lemma 2.
Lemma 5. Property (I2) holds for list(i), that is, for every i ∈ {1, . . . , n} and every c ∈ {0, . . . , C}, 
(
1 − ε/(n log(1 + mn ))
)(i)
s(i, c) ≤
s(i, c) ≤ s(i, c) holds.
Proof. The claim is clear for i = 1. For an arbitrary capacity c ∈ {0, . . . , C}, let [c0, r0] in list(i) be such that s(i, c) = r0. 
Therefore, from the definition of s, we get s(i, c) = s(i, c0); from the fact that the pairs in list(i) are of the form (14) or (15), 
we have
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There is no capacity c1 in list(i1) such that c0 − wi1 < c1 < c − wi1 . Indeed, for assuming the contrary, c1 + wi1 would be a 
capacity in list′(i), by (14). Since we have chosen c0 as the largest capacity in list(i) smaller than c, and c0 < c1 + wi1 < c
holds, this implies that c1 + wi1 was pruned when passing from list′(i) to list(i); thus, the two pairs of list′(i) having c0
and c1 + wi1 as first components have equal second components. By (16) and the bimonotonicity of list(i1), this entails 
that also the two pairs of list(i1) having c0 − wi1 and c1 as first components must have equal second components. This 
contradicts the fact that list(i1) satisfies Property (I1). Therefore, it holds that s(i1, c0 − wi1 ) = s(i1, c − wi1 ). Analogously, 
we get s(i2, c0 − wi2 ) = s(i2, c − wi2 ).
Plugging these two relations into (16) we obtain
s(i, c) = s(i1, c − wi1) ⊕ s(i2, c − wi2). (17)
From (13), the fact that Property (I2) holds for lists(i1) and lists(i2), from (5), and since (i) = 1 + max{(i1), (i2)}, the 








s(i, c) ≤ s(i, c) ≤ s(i, c),
which shows that Property (I2) holds also for list(i). 
Notice that the transformed DAG D ′ has O (m) vertices and the length of the longest path in D ′ is O (n log(1 + mn )). 
Therefore, Theorem 2 follows from Lemmas 4 and 5.
6. Conclusion
Like the technique of Štefankovič et al. [6], our results do not appear immediately generalizable to other Knapsack 
problems. However, our floating-point approximation layer can be applied to combinatorial decompositions of various other 
problems, with the required math for bounding the run-time in terms of ε embodied in this layer.
This is not only a technical layer, but also a conceptual tool that can guide and inspire the design of new algorithms. 
In this new scenario, the length of the mantissa becomes a resource, and minimizing its consumption leads one to reduce 
the number of subsequent approximation phases in processing the data flow. This view indeed supported us in gaining an 
extra n factor in Theorem 2. Moreover, the algorithms inspired by this framework require very little ad-hoc analysis, thanks 
to the reusable layer of floating-point arithmetic.
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