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Abstract
We address, in a three-dimensional spatial setting, both the viscous and the standard Cahn-
Hilliard equation with a nonconstant mobility coefficient. As it was shown in J.W. Barrett and
J.W. Blowey, Math. Comp., 68 (1999), 487–517, one cannot expect uniqueness of the solution
to the related initial and boundary value problems. Nevertheless, referring to J. Ball’s theory of
generalized semiflows, we are able to prove existence of compact quasi-invariant global attractors
for the associated dynamical processes settled in the natural “finite energy” space. A key point
in the proof is a careful use of the energy equality, combined with the derivation of a “local com-
pactness” estimate for systems with supercritical nonlinearities, which may have an independent
interest. Under growth restrictions on the configuration potential, we also show existence of a
compact global attractor for the semiflow generated by the (weaker) solutions to the nonviscous
equation characterized by a “finite entropy” condition.
Key words: Cahn-Hilliard equation, nonconvex potential, nonconstant mobility, generalized
semiflow, global attractor.
AMS (MOS) subject classification: 35K55, 35B41, 35B45.
1 Introduction
In this note we address the initial and (homogeneous Neumann) boundary value problem for the
equation
ut − div
(
b(u)∇(εut −∆u+W
′(u) + f)
)
, (1.1)
which is settled in a smooth and bounded domain Ω ⊂ R3 and corresponds for ε = 0 to the standard,
and for ε > 0 to the viscous, Cahn-Hilliard equation with nonconstant mobility function b(·). In
particular, b is assumed to depend on u in a globally Lipschitz way and is not allowed to degenerate.
In the relation above, W is a possibly nonconvex configuration potential and f a source which is
included in view of possible applications to conserved phase field models (where u is an order parameter
and f represents a coupling term depending on the temperature, see, e.g. [8]). Relation (1.1) is
complemented by homogeneous Neumann boundary conditions both for u and the chemical potential
w := (εut −∆u+W ′(u) + f).
The dependence of the mobility on the variable u is very relevant for physical applications.
Actually, as u represents the density of one component in a binary alloy, one expects that the diffusion
of mass is influenced by the actual configuration, i.e., by the value of u. In fact, it is just due to
difficulties arising in the analysis of (1.1) that, in the mathematical literature, b has been generally
replaced by a constant function.
The most relevant work devoted to the mathematical study of (1.1) for nonconstant (but
nondegenerate) b is [5], where, for zero source f and no viscosity (i.e., ε = 0), existence and uniqueness
1
of the solution, together with additional regularity properties, are proved in space dimensions 1 and 2.
On the contrary, in the three dimensional case, only existence of a weak solution is shown (uniqueness
would hold in 3D for a class of more regular solutions, but the authors cannot prove this further
regularity). The results of [5], which are also complemented by numerical investigations, are very
sharp and it seems rather difficult to fill the regularity gap which prevents from having well posedness
in 3D. Actually, some more recent work [13] has been devoted to improve the regularity of solutions,
but still only in the 2D case.
Here, we aim to analyze, referring just to the 3D setting, the long time behavior of (1.1) from
the point of view of global attractors and considering both the viscous and the nonviscous case. Due
to the quoted difficulties, this analysis is far from being trivial. Actually, the use of more or less
standard tools seems possible only for the viscous equation and if the potential W has a controlled
growth at ∞ (cf. (2.12) below). Indeed, in this case, uniqueness holds at least for t > 0 (for t ≥ 0 if
the initial datum is more regular) and we have uniform regularization properties. Instead, if ε = 0
and/or we are in the (physically relevant) situation of fastly growing or even singular (i.e., uniformly
taking the value +∞ outside a bouded interval, cf. (2.13) below) potentials, we then have to proceed
much more carefully.
Actually, in such a framework, existence of solutions and dissipativity of the process are still
easy to show, but then we have to face the following three main difficulties:
1. We have no uniqueness result. Thus, we have to refer to some machinery which is suitable for
dealing with problems with lack of uniqueness. Among the various possible choices (we quote
in particular the alternative possibility to work the in space of trajectories, cf., e.g., [9, 20]), we
decided to refer to J. Ball’s theory of generalized semiflows [2, 3] which has the advantage of
being very close to the standard physical interpretation. Namely, the system still gives rise to a
dynamical process settled in a phase space V of states (rather than, for instance, of trajectories).
To be more precise, due to point (ii) below, a further generalization of Ball’s approach, recently
devised in [16] (see also [14]), will be used.
2. Not all the estimates we perform can be rigorously carried out in the regularity framework which
appears to be the natural one for (1.1). Namely, one has to proceed through approximation and
passage to the limit. However, due to lack of uniqueness, it is not obvious whether all the
solutions with the natural regularity can be reached by the approximation procedure. Thus,
we have to restrict ourselves to consider solutions which are limit of more regular sequences for
which the estimates can be rigorously shown. This has a consequence on the structure of the
global attractor, which turns out to be only quasi-invariant rather than fully invariant as in the
standard cases (cf. [16, Def. 2.8] and Remark 2.9 below for more details on this point).
3. Finally, despite the strictly parabolic character of the system, we cannot prove any uniform in
time regularization property of solutions (which, by the way, would also lead to uniqueness).
For this reason, we have to get the asymptotic compactness of the process through a different
and rather nonstandard procedure, which in our opinion can have an independent interest and
might be applied to other systems with supercritical or fastly growing nonlinearities. Actually, we
combine the use of the energy equality, which is a consequence of the variational structure of (1.1)
and is satisfied by all solutions in our regularity class, with a “locally uniform” regularization
property. Namely, we can show that there exist a set K0, compact in the phase space V , and a
number δ > 0, both independent of the initial data, such that all admissible solutions u = u(t)
starting from a given set B bounded in V , after some T0 > 0 depending only on the radius of B
in V satisfy that
∀ t ≥ T0, ∃ τ = τ(t) ∈ [0, 3/2] : ∀ s ∈ [t+ τ, t+ τ + δ], u(s) ∈ K0. (1.2)
Such a property (combined with the energy equality) turns out to imply the asymptotic compact-
ness of the semiflow. Unfortunately, we are not able to show (1.2) for all “singular potentials”
W (i.e. those being +∞ outside a bounded interval, here normalized to (−1, 1) for convenience),
but only for those of a subclass (introduced in [19, (H5)] and called here of “separating” po-
tentials, see Def. 2.10 below), which turn out to explode sufficiently fast in proximity of ±1. In
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particular, this class does not seem to include the logarithmic potential
W (r) = (1 + r) log(1 + r) + (1 − r) log(1− r) −
λ
2
r2, r ∈ (−1, 1), (1.3)
where λ is a positive parameter, relevant in concrete physical situations. We also remark that,
due to the nonuniform character of (1.2), the resulting global attractor will be compact in V ,
but not necessarily bounded in a “better” space.
The procedure sketched above can be applied both for ε > 0 and for ε = 0. Of course, if ε > 0 and W
has a controlled growth at infinity, we have uniform regularization and, at least, unique continuation
of solutions. Thus, the global attractor can be intended in the framework of the standard theory for
single-valued semigroups (cf., e.g., [22]). Moreover, in this case one could prove with only technical
difficulties further regularity properties of the attractor.
Finally, in the nonviscous case ε = 0 we can also prove existence of a compact set in V
which uniformly attracts less regular solutions, namely those taking values in a larger phase space
H, which we call of “finite entropy”. Actually, by approximation, existence in this class (which was
not considered in [5]) can be proved by means of an estimate of entropy type (cf., e.g., [10]), for
whose validity, however, a growth restriction on W seems essential (excluding from this result any
singular potential). Moreover, the entropy estimate turns out to have a dissipative character, yielding
existence of an absorbing set in H. Then, we prove that from any initial datum u0 ∈ H there starts at
least one solution u, which, for t > 0, lies in the energy space V , which is compactly embedded in H.
Clearly, this implies existence of a global attractor bounded in the “better” space V . Of course, also
in this case, we have no uniqueness and are still forced to use the “generalized semiflows” machinery
described above.
The rest of this paper is organized as follows. In the next Section 2, after recalling some
preliminary material, we present our hypotheses and state our main results, with the exception of
those related to entropy solutions. The related proofs are given in the subsequent Section 3. Finally,
Section 4 is devoted to the analysis of solutions in the finite entropy class.
2 Notations and main results
Let Ω ⊂ R3 be a smooth bounded domain. Let us set H := L2(Ω) and denote by (·, ·) the scalar
product in H and by ‖ · ‖ the related norm. The same symbols are used also to note H3 and its scalar
product and norm. The symbol ‖ · ‖X will indicate the norm in the generic Banach space X . Let us
also assume that
b ∈W 1,∞(R;R), ∃α, µ > 0 : α ≤ b(r) ≤ µ ∀ r ∈ R. (2.1)
Then, we set V := H1(Ω), endowed with its standard scalar product and norm. Letting u : Ω → R
be a measurable function, we introduce the couple of elliptic operators B,Bu : V → V ′ (where V ′ is
the topological dual of V ), respectively given by
〈Bv, z〉 =
∫
Ω
∇v · ∇z, 〈Buv, z〉 =
∫
Ω
b(u)∇v · ∇z, (2.2)
the notation 〈·, ·〉 standing for the duality between V ′ and V . Then, we clearly have
〈Buv, z〉 ≤ µ‖v‖V ‖z‖V , 〈Buv, v〉 ≥ α‖∇v‖
2 (2.3)
for all u, v, z as before. If u additionally depends on time (i.e. it is a measurable function defined
on Ω× (0, T ) for some T > 0), then Bu is naturally extended to time dependent functions. Namely,
Bu : L
2(0, T ;V )→ L2(0, T ;V ′) is still a continuous and coercive operator given by∫ T
0
〈Buv, z〉 :=
∫ T
0
∫
Ω
b(u(x, t))∇v(x, t) · ∇z(x, t) dx dt. (2.4)
We shall adopt in the sequel the convention of writing
ζΩ := |Ω|
−1〈ζ, 1〉 (2.5)
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for ζ ∈ V ′, where |Ω| stands for the Lebesgue measure of Ω. Let us also set
V ′0 := {ζ ∈ V
′ : ζΩ = 0}, H0 := H ∩ V
′
0 , V0 := V ∩ V0 (2.6)
and observe that, in general, if v ∈ V and ζ ∈ V ′, then
〈ζ − ζΩ, v〉 = 〈ζ − ζΩ, v − vΩ〉 = 〈ζ, v − vΩ〉. (2.7)
Moreover, if u is as in (2.3), then Bu is bijective from V0 to V
′
0 , so that we can define its inverse Nu,
which fulfills, for all v ∈ V , ζ ∈ V ′,
〈Buv,Nu(ζ − ζΩ)〉 = 〈ζ − ζΩ, v〉. (2.8)
Let us now come to the assumptions on the potential W . We let I be an open interval of R containing
0 (possibly unbounded or even coinciding with the whole real line), λ > 0, cW ≥ 0, and assume that
W ∈ C2(I;R), W ′(0) = 0, (2.9)
W (r) ≥ 3λr2 − cW ∀ r ∈ I, (2.10)
W ′′(r) ≥ −λ ∀ r ∈ I. (2.11)
Assumption (2.10) states that the growth rate of W for large values of r is sufficiently fast to compen-
sate its possible nonconvexity (2.11) near 0. Of course, (2.10) holds automatically whenever, for large
r, it is W (r) ∼ η|r|q for some η > 0 and q > 2. Additionally, we shall assume either of properties
(2.12), (2.13) below. The first is a controlled growth condition (the choice of p ∈ [2,∞] will be made
precise later):
I = R, ∃KW > 0 : W
′′(r) ≤ KW (1 + |r|
p−2) ∀ r ∈ R, (2.12)
Of course, the larger is p, the weaker is (2.12) and, conventionally, we assume that for p =∞, (2.12)
just means I = R. The second condition identifies the so-called singular potentials:
I = (−1, 1), lim
|r|→1−
W ′(r)r = +∞. (2.13)
In particular, in case (2.13) holds, then (2.10) is an immediate consequence of its. Note that the
domain I of W has been normalized to (−1, 1) just for the sake of simplicity. We also let
f ∈ H. (2.14)
Let us now introduce the energy of the system (possibly taking the value +∞ for some v) as
E(v) :=
∫
Ω
( |∇v|2
2
+W (v) + fv
)
, for v ∈ V. (2.15)
Then, we define the space of data of finite energy as
V :=
{
v ∈ V : W (v) ∈ L1(Ω)
}
. (2.16)
By continuity of the embedding V ⊂ L6(Ω) it is clear that, if (2.12) holds with p ≤ 6, then it is in
fact V = V . Otherwise, V can be a proper subset of V .
We also set β(r) := W ′(r) + λr for r ∈ I. On account of (2.11), β is a monotone function
which will be sometimes identified with a maximal monotone operator from H to itself (note that the
maximality of β follows from the second condition in (2.13) if W is singular). Then, we define
W :=
{
v ∈ H2(Ω) : ∂nv = 0 on ∂Ω, β(v) ∈ L
2(Ω)
}
. (2.17)
The set W is nothing else than the domain (in H) of the subdifferential ∂E(v), where E is now seen as
a (bounded from below) functional on H . We can also introduce a metric structure on V by setting
dV(v, z) := ‖v − z‖+ ‖W (v)−W (z)‖L1(Ω) ∀ v, z ∈ V . (2.18)
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Proceeding as in [15, Lemma 3.8], one can easily show that V is a complete metric space with the
distance dV . Of course, the contribution of the second term in the right hand side above is redundant,
and could be omitted so that V = V , in case (2.12) holds with p ≤ 6. Analogously, W is endowed
with the distance
dW(v, z) := ‖v − z‖H2(Ω) + ‖β(v)− β(z)‖ ∀ v, z ∈ W , (2.19)
where the second term on the right hand side is included only in case (2.13) holds; otherwise, it can
be omitted. It is clear that alsoW is a complete metric space. Assuming (2.11) (respectively, (2.13)),
we shall take m > 0 (respectively, m ∈ (0, 1)) and consider the metric-closed subset of V given by
Vm :=
{
v ∈ V : |vΩ| ≤ m
}
. (2.20)
We also define, analogously, a closed subset Wm of W . The proof of the following result, which
collects further properties of V ,W , and of the energy E , can be performed by standard semicontinuity
arguments (cf. also [15, Lemma 4.2]), and it is thus omitted.
Lemma 2.1. The functional E is sequentially weakly lower semicontinuous on V . Moreover, W is
compactly embedded into V , namely any bounded sequence in W admits a subsequence converging in
V . Finally, the convergence vn → v in V is equivalent to the coupling of
vn → v weakly in V and lim sup
nր∞
E(vn) ≤ E(v). (2.21)
For m as above, the initial datum u0 is then chosen such that
u0 ∈ Vm. (2.22)
We are now ready to introduce our first notions of solutions to (1.1). We shall treat the viscous (ε > 0)
and the “standard” (ε = 0) equation altogether.
Definition 2.2. We call a (global) energy solution to Problem (Pε) if ε > 0 (respectively, to Prob-
lem (P0) if ε = 0) one function u : Ω× (0,∞)→ R such that, for all T > 0, the regularity properties
u ∈ H1(0, T ;V ′) ∩ L∞(0, T ;V ) ∩ L2(0, T ;H2(Ω)), ε1/2u ∈ H1(0, T ;H), (2.23)
W ′(u) ∈ L2(0, T ;H), w ∈ L2(0, T ;V ) (2.24)
are fulfilled, and u satisfies, in the space V ′ and for almost all times in (0,∞), the equations
ut +Buw = 0, (2.25)
w = εut +Bu+W
′(u) + f (2.26)
and, a.e. in Ω, the initial condition
u|t=0 = u0. (2.27)
Moreover, we say that an energy solution is regularizing if the properties
u ∈ L∞(τ, T ;H2(Ω)), ut ∈ L
2(τ, T ;V ), β(u) ∈ L∞(τ, T ;H), (2.28)
hold for all τ > 0, T ≥ τ .
In the above statement, (1.1) has been split, for convenience, as a system of the two equations
(2.25)–(2.26). Testing (2.25) by 1, one immediately sees that, for any energy solution to (Pε) or to
(P0) corresponding to the initial datum u0, it is
(u(t))Ω = (u0)Ω =: uΩ ∀ t ≥ 0. (2.29)
Thus, Vm can be used as a phase space for the dynamical processes associated to Problems (Pε), (P0).
Let us now come to mathematical results, and we start by establishing existence and, condi-
tionally, uniqueness.
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Theorem 2.3. Let (2.1), (2.9)–(2.11), either (2.12) with p =∞ or (2.13), (2.14) and (2.22) hold, and
let ε ≥ 0. Then, there exists at least one energy solution u to Problem (Pε) (if ε = 0, to Problem (P0)).
Moreover, if u1, u2 are a pair of energy solutions either to (Pε) or to (P0), satisfying, for some τ ≥ 0,
property (2.28) and such that u1(τ) = u2(τ), then u1 ≡ u2 on [τ,∞). Finally, only in case ε > 0, and
if (2.12) holds with p ≤ 6, then Problem (Pε) admits at least one regularizing solution u which, if
u0 ∈ W , satisfies (2.28) also for τ = 0.
The proofs of the above Theorem, and of the ones which follow, are all posponed to the next
Section. Note that the existence part of the statement above, at least for ε = 0, follows more or less
the lines of [5, Thm. 2.2], so that we do not claim originality here. Note also that, if ε > 0 and (2.12)
holds with p ≤ 6, uniqueness is satisfied starting from τ = 0 if u0 ∈ W , and from any τ > 0 if u0 ∈ V
(namely, we have unique continuation of trajectories). Instead, the uniqueness part might be vacuous
(because we cannot prove existence of regularizing solutions) in all other cases (in particular, if it is
ε = 0).
Theorem 2.3 will be proved by working on an approximate statement that we now introduce.
First of all, we replace W by a regularized potential Wn, with n intended to go to ∞ in the limit,
constructed this way. Recalling that β = (W ′ + λ Id) is monotone by (2.11), we note as βn its Yosida
approximation of index n−1. Next, we define W ′n := βn − λ Id. Then, W
′
n is (globally in R) Lipschitz
continuous (the Lipschitz constant of course depending on n) and it tends to W ′ in the sense of G-
convergence (see, e.g., [1, Chap. 3]). Moreover, definingWn by integration and choosing appropriately
the integration constant, one has that (2.9), (2.11) (and possibly (2.12)) still hold for Wn, uniformly
in n. Moreover, Wn(r) ≤W (r) for all n ∈ N, r ∈ I, and, in place of (2.10), there holds, at least for n
sufficiently large,
Wn(r) ≥ 2λr
2 − cW ∀n ∈ N, r ∈ R. (2.30)
Next, we replace u0 ∈ Vm by a regularizing sequence {u0,n} ⊂ H2(Ω) ∩ Vm tending to u0 in V for
nր∞. Namely, we define u0,n as the unique solution to the elliptic problem
u0,n ∈ H
2(Ω),
1
n
Bu0,n + u0,n = u0. (2.31)
Then, it is well known [12] that (u0,n) ⊂ H3(Ω), u0,n → u0 strongly in V , and
‖u0,n‖V ≤ ‖u0‖V , ‖u0,n − u0‖ ≤ n
−1/2‖u0‖V ∀n ∈ N, (2.32)
so that, by standard properties of subdifferentials and using (2.31), we also have∫
Ω
Wn(u0,n) ≤
∫
Ω
Wn(u0) +
(
βn(u0,n), u0,n − u0
)
−
λ
2
‖u0,n‖
2 +
λ
2
‖u0‖
2
≤
∫
Ω
Wn(u0)−
λ
2
‖u0,n‖
2 +
λ
2
‖u0‖
2 ≤
∫
Ω
W (u0) + σn, (2.33)
where σn goes to 0 as nր∞. Then, if ε > 0, the replacements ofW withWn and of u0 with u0,n give
rise to a new Problem (Pn,ε). If ε = 0, we additionally take ε = εn > 0 in (2.26), where (εn) ⊂ (0, 1) is
some sequence going to 0 as nր∞ (e.g., εn = n−1), and we get a Problem we call (Pn,εn). It is clear
that, at least formally, Problems (Pn,ε) and (Pn,εn) tend, as n ր ∞, to (Pε) and (P0), respectively.
By a standard application of the Faedo-Galerkin method (cf. [5] for the details), one can easily show
that, for every n ∈ N, each of Problems (Pn,ε), (Pn,εn) admits one and only one (global in time)
solution (in both cases we note it by un). Actually, both the uniqueness property and the global
character of the solutions are not directly guaranteed by the Faedo-Galerkin method, but they can be
shown proceeding along the lines of the next Section (we thus omit the details). Moreover, setting for
T > 0
YT := H
2(0, T ;H) ∩W 1,∞(0, T ;V ) ∩H1(0, T ;H2(Ω)), (2.34)
it can be proved with only technical difficulties that, for all n ∈ N,
un ∈ YT ∀T > 0. (2.35)
Let us then come to the long-time issue. To begin with, we need some preliminary work, starting with
a simple property satisfied by all solutions.
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Lemma 2.4. Let u be an energy solution either to Problem (Pε) or to Problem (P0) and let T > 0.
Then, u(t) ∈ Vm for all (not just a.e.) t ∈ [0, T ]. Moreover, for all t, t1, t2 ≥ 0, u satisfies the energy
equality
E(u(t2))− E(u(t1)) +
∫ t2
t1
∫
Ω
(
b(u)|∇w|2
)
+ ε
∫ t2
t1
‖ut‖
2 = 0 (2.36)
and the dissipativity estimate
E(u(t)) ≤ E(u0)e
−κt + C0, (2.37)
where κ,C0 > 0 are computable constants, independent both of the initial data and of ε (they can
depend on m, cf. (2.20), instead).
However, to define the dynamical processes associated to (Pε) and (P0), it seems necessary to
restrict the classes of admissible solutions. Actually, while the above Lemma shows uniform dissipa-
tivity for all energy solutions, as we look for some form of parabolic regularization in time, we readily
realize that energy solutions need not be smooth enough to prove rigorously sharper estimates. For
this reason, we “essentially” (cf. Remark 2.6 below) have to work on Problem (Pn,ε) (or on Prob-
lem (Pn,εn)) and then take the limit n ր ∞. Let us then introduce a useful notion of convergence:
given T > 0, we say that a sequence (uj) of functions from Ω× (0, T ) to R tends to u weakly in VT if
the following two properties hold:
uj → u weakly in H
1(0, T ;V ′) ∩ L2(0, T ;H2(Ω)) (also in H1(0, T ;H) , if ε > 0), (2.38)
uj → u weakly star in L
∞(0, T ;V ). (2.39)
We can thus introduce the class of solutions for which we shall prove existence of the global attractor.
Definition 2.5. Let u be an energy solution to Problem (Pε) (respectively, to Problem (P0)). We say
that u is limiting if there exists a sequence (uj), with (uj) ⊂ YT for all T > 0, such that, as j ր ∞,
uj tends to u weakly in VT for all T > 0; moreover, for each j ∈ N, there exists nj ∈ N, with nj ր∞
for j ր∞ (if ε = 0 we also ask existence of (0, 1) ∋ εj → 0), such that uj solves, in the usual sense,
uj,t +Bujwj = 0, (2.40)
wj = εjuj,t +Buj +W
′
nj (uj) + f (2.41)
(with εj ≡ ε if ε > 0) and, finally, there hold
W ′nj (uj)→W
′(u) weakly in L2(0, T ;H), ∀T > 0, (2.42)
∃σj ց 0 : Enj (uj(0)) ≤ E(u0) + σj . (2.43)
Here, for n ∈ N, the approximate energy En is defined as in (2.15), but with Wn replacing W .
Remark 2.6. In the proof of Theorem 2.3 we shall show that the class of limiting solutions is not
empty by passing to the limit n ր ∞ in (Pn,ε) (or (Pn,εn)). In particular, we then have that (2.43)
is satisfied thanks to (2.32) and (2.33). However, this natural procedure seems not “robust” enough
(especially from the viewpoint of taking subsequences) to guarantee that the resulting set of solutions
satisfies the desired semiflow properties (in particular, (H4) in Definition 2.8 below). This is the
reason why in Definition 2.5 above we are forced to generalize a bit the method (which, as a further
consequence, possibly enlarges the class of limiting solutions).
Remark 2.7. Clearly, due to nonuniqueness, there might be energy solutions which are not limiting.
Even though it is not excluded that (some of) these solutions may have the same good regularity
properties of the limiting ones, they have to be forcedly excluded from the long time analysis.
To study the long time dynamics of “limiting solutions”, we also need to introduce a suitable
extension (cf. [16, Sec. 2.2]) of the concept of “generalized semiflow” introduced by J. Ball in the
celebrated papers [2, 3].
Definition 2.8. We say that a family S of maps from [0,∞) to a metric spaceX is a limiting semiflow
on the phase space X if the following properties hold:
7
(H1) For all u0 ∈ X there exists at least one u ∈ S such that u(0) = u0 (existence property).
(H2) For all u ∈ S and every τ ≥ 0, the function uτ defined for t ≥ 0 by uτ (t) := u(t+ τ) still belongs
to S (translation invariance).
(H4) For all sequence (uk) ⊂ S such that u0,k := uk(0) tends in X to some u0, there exist u ∈ S such
that u(0) = u0 and a nonrelabelled subsequence of k such that, for all t ≥ 0, it is uk(t)→ u(t)
in X (upper semicontinuity w.r.t. initial data).
Remark 2.9. In the above Definition, we kept Ball’s notation. The property missing here (obviously
noted as (H3) in Ball’s papers) essentially states that if we concatenate a couple of solutions u1,
u2, respectively defined on [0, t1] and on [t1, t2] and such that u1(t1) = u2(t1), we still obtain a
solution. Unfortunately, such a condition can be hardly proved for semiflows constructed by means
of an approximation-limit argument, and the main reason is that the values in t1 of the trajectories
approximating the two solutions may be incompatible. From the point of view of asymptotics, it
is shown in [16, Thm. 2.9] (reported here as Theorem 2.14 below) that the global attractor A still
exists and is unique for limiting semiflows, under the natural conditions of dissipativity and eventual
compactness. However, A turns out to be just quasi invariant (i.e., any u0 ∈ A can be seen as the
initial value of a complete orbit of the semiflow taking its values in A for all t ∈ R) rather than fully
invariant (as it is in Ball’s theory). We refer to [16, Subsec. 2.4] for further remarks on this point and
to [14] for an alternative approach based on multivalued semiflows.
The limiting solutions to (Pε) and (P0) turn out to fit the Definition above, at least for a
restricted class of potentials, including also some singular cases:
Definition 2.10. We say that the potential W is separating if the following conditions are fulfilled.
First, (2.13) holds. Second, for all v ∈ W it is max{|v(x)|, x ∈ Ω} < 1. Third, there exists an
increasingly monotone function φ : [0,∞)→ [0, 1) such that
‖v‖2
C0(Ω)
≤ φ
(
‖v‖2W 1,6(Ω) + ‖β(v)‖
2
)
∀ v ∈ W . (2.44)
Remark 2.11. An easy refinement of the argument in [19, Prop. 2.10] shows that a sufficient condition
for W to be separating is that W ′ explodes sufficiently fast in proximity of ±1. Namely, in 3D, W is
separating provided that, for some c > 0 (recall that β =W ′ + λ Id),
β(r) ≥
c
(1− r)3
, −β(r) ≥
c
(1 + r)3
, (2.45)
respectively in a left neighbourhood of 1 and in a right neighbourhood of −1. Actually, it is shown in
[19, Prop. 2.10] that, if v ∈ W (which entails that the argument of φ in (2.44) is finite thanks to the
continuous embedding H2(Ω) ⊂ W 1,6(Ω)) and (2.45) holds, then the maximum on Ω of v is strictly
smaller than 1, in a way that (monotonically) depends on the distance dW(v, 0). Of course, we cannot
exclude that a refinement of the argument in [19, Prop. 2.10] might show that the class of separating
potentials is in fact wider.
The key point to show existence of the global attractor is the following “local regularization”
property of limiting solutions:
Lemma 2.12. Let (2.1), (2.9)–(2.11), and (2.14) hold. Let also W either satisfy (2.12) for p =∞ or
be separating. Let u be a limiting solution either to (Pε) or to (P0). Then, there exist T0 depending
on E(u0), and C0, δ > 0 independent of T0, u0, and ε, such that, for all T ≥ T0 there holds the
property
∃ τ = τ(T ) ∈ [0, 3/2] : dW(u(t), 0) ≤ C0 ∀ t ∈ [T + τ, T + τ + δ]. (2.46)
Condition (2.46) states that we are not able to prove uniform in time regularization for limiting
solutions. Nevertheless, at least for a sequence of intervals whose length δ is uniformly controlled from
below, the limiting solutions take values in a bounded ball of W , which is a relatively compact set
of V thanks to Lemma 2.1. In this sense, (2.46) can be thought as a “locally uniform” regularization
property. We can now state the
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Theorem 2.13. Let (2.1), (2.9)–(2.11), and (2.14) hold. Let also W either satisfy (2.12) for p =∞
or be separating. Then, the limiting solutions to (Pε) (respectively to (P0)) constitute a limiting
semiflow Sε (respectively S0) on Vm.
In the following statement [16, Thm. 2.9] (see also [2, Thm. 3.3]) we collect the definition of
global attractor for a limiting semiflow and the basic tool to prove its existence.
Theorem 2.14. Let S be a limiting semiflow on the metric space X . Then, a compact set A ⊂ X
is the global attractor for S if it is compact, quasi-invariant, and it attracts all bounded sets of X
w.r.t. its metric. The attractor A exists if and only if S satisfies the following properties:
(A1) There exists a metric bounded set B0 ⊂ X such that any u ∈ S eventually takes values in B0
(point dissipativity).
(A2) For all (uk) ⊂ S such that (u0,k) is bounded in X (where u0,k := uk(0)) and all (tk) such that
tk ր∞, there exist u∞ ∈ X and a (nonrelabelled) subsequence of k such that uk(tk)→ u∞ in
X (asymptotic compactness).
Finally, if A exists, it is then unique.
Property (2.46) and a careful use of the energy equality are also the key tools to prove the
Theorem 2.15. Let (2.1), (2.9)–(2.11), and (2.14) hold. Let also W either satisfy (2.12) for p =∞
or be separating. Then, the semiflows Sε, S0 admit compact global attractors Aε, A0 in the sense of
Theorem 2.14. Moreover, Aε is a metric bounded subset of Wm if (2.12) holds with p ≤ 6.
3 Proofs
In what follows, the symbols c, ci, and Ci, with i ≥ 0, will denote positive constants, depending on the
data b,W, f of the problem, but independent of ε, u0, of time, and of approximation parameters (e.g.,
of n in Problems (Pn,ε), (Pn,εn)). In particular, small letters c and ci will be used in the computations,
and capital letters Ci in the resulting estimates. Dependence on m (cf. (2.22)) is allowed. Moreover,
the value of c may vary even inside a single line. The symbol cΩ will denote some embedding constants
depending only on Ω. Finally, c, ci, i ≥ 0, will stand for positive constants with additional dependences
(e.g., on time or on u0), specified time by time.
Proof of Theorem 2.3. Let, for n ∈ N, u be a solution either to Problem (Pn,εn) or to Problem (Pn,ε)
introduced in the previous Section. The subscript n is omitted in the notation of u just for brevity. We
now perform some a priori estimates, with the purpose of removing the n-approximation. Note that
we can take advantage of the regularity (2.35) so that all the procedure below makes sense rigorously.
Moreover, there holds
E(v), En(v) ≥ η‖v‖
2
V − c ∀ v ∈ V, n ∈ N, (3.1)
where η > 0 depends on λ, cW , f and is independent of n. Testing (2.25) by w, (2.26) by ut, taking
the sum, and using (2.1), we obtain the approximate energy equality
d
dt
En(u) +
∫
Ω
(
b(u)|∇w|2
)
+ ε‖ut‖
2 = 0, (3.2)
which holds at least a.e. in time. Hence, by (2.1), En is a Liapounov functional. To get dissipativity, we
also have to test (2.26) by u− uΩ. By (2.7), (2.29) and the Young and Poincare´-Wirtinger inequality
(in the form
‖v − vΩ‖
2 ≤ cΩ‖∇v‖
2 ∀ v ∈ V (3.3)
and for some cΩ > 0), we get
ε
d
dt
‖u− uΩ‖
2 + 2‖∇u‖2 + 2
∫
Ω
(W ′n(u) + f)(u− uΩ) = 2
∫
Ω
w(u − uΩ) = 2
∫
Ω
(w − wΩ)(u − uΩ)
≤ 2‖u− uΩ‖‖w − wΩ‖ ≤ ‖∇u‖
2 + c2Ω‖∇w‖
2. (3.4)
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Let us observe that, by monotonicity of r 7→ βn(r) =W ′n(r) + λr,
W ′n(r)(r − r0) ≥Wn(r) −Wn(r0)− λ(r
2 + r20) ∀ r, r0 ∈ R. (3.5)
Thus, noting that, thanks also to (2.22),
Wn(uΩ) ≤W (uΩ) ≤ c = c(W,m), (3.6)
and using (2.30) and (3.3), the last term on the left hand side of (3.4) is estimated by
2
∫
Ω
(W ′n(u) + f)(u − uΩ) ≥ 2
∫
Ω
Wn(u)− 2λ‖u‖
2 +
∫
Ω
f(u− uΩ)− c
≥
∫
Ω
Wn(u)−
1
2
‖∇u‖2 − c. (3.7)
Thus, summing together (3.2) and 2−1αc−2Ω ×(3.4), and taking (2.1), (3.7) into account, we readily
get, for some κ,C0 > 0 with the same dependencies as the generic c,
d
dt
(
En(u) +
αε
2c2Ω
‖u− uΩ‖
2
)
+ κ
(
En(u) + ‖∇w‖
2 + ε‖ut‖
2
)
≤ C0. (3.8)
By Gronwall’s Lemma, this gives (2.37) (cf. Lemma 2.4), with En in place of E . Next, we test (2.26)
by Bu. Using (2.11) together with the Ho¨lder and Young inequalities, we infer
ε
d
dt
‖∇u‖2 + ‖Bu‖2 ≤ ‖f‖2 + (2λ+ 1)‖∇u‖2 + ‖∇w‖2. (3.9)
The combination of (3.2) and (3.9) then immediately gives (2.23) (at the n-approximated level).
To get (2.24), it remains to estimate the space averages of W ′n(u) and wΩ. To do this, we can
proceed by using an argument devised in [11] (see also [6, Sec. 5]) which is just sketched here. Namely,
we first have to compute (2.26) times βn(u)− (βn(u))Ω. By standard calculations, this gives∥∥βn(u)− (βn(u))Ω∥∥2 ≤ c(1 + ‖∇u‖2 + ‖∇w‖2 + ε2‖ut‖2). (3.10)
Proceeding, e.g., as in [6, (5.32)–(5.33)], we also get∣∣(βn(u))Ω∣∣2 ≤ c∥∥βn(u)− (βn(u))Ω∥∥2‖u− uΩ‖2, (3.11)
where the constant c depends in particular on m. Then, the coupling of (3.10) and (3.11), together
with (2.23) and a further comparison in (2.26) (made in order to estimate wΩ), readily give (2.24)
(note that all constants in the procedure are independent of n). More precisely, integrating (3.2),
(3.9) and (3.10) from t to t+ 1, for t ≥ τ ≥ 0, recalling (2.37), and taking also (3.11) into account, it
is not difficult to infer that, for some monotone function M : [0,∞) → [0,∞) independent of n and
possibly new values of C0, κ, it is
sup
t∈(τ,∞)
∫ t+1
t
(
‖u(s)‖2H2(Ω) + ‖w(s)‖
2
V + ‖βn(u(s))‖
2
)
ds ≤M(E(u0))e
−κτ + C0. (3.12)
To proceed, we now prove that, as at least a subsequence of n goes to infinity, the solutions to (Pn,ε)
(or (Pn,εn)) pass to the limit yielding (at least) one solution to (Pε) (or to (P0)) which satisfies the
same bounds (and w.r.t. the same constants). This is standard and can be performed essentially as
in [5] or [6], so we shall give very few details.
Actually, the uniform bounds corresponding to (2.23) and (2.24) entail that a for a (not
relabelled) subsequence of n there holds convergence to a proper limit function. Then, to show that
this limit function solves (2.25)–(2.26) in the original form and satisfies (2.27) one has to pass to the
limit the nonlinear terms. In particular, to identify the term depending on W ′, the G-convergence
W ′n →W
′ and a standard monotonicity argument are used (note that W ′ is monotone up to a linear
perturbation and refer, e.g., to [1, Prop. 3.59, p. 361] or [4, Prop. 1.1, p. 42]). Moreover, to treat
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the mobility term, one can observe that by (2.1) b(u) converges strongly in La(Ω × (0, T )) for all
a ∈ [1,∞) and weakly star in L∞(Ω × (0, T )) for all T > 0. Thus, by the bound on w in (3.12), also
the product b(u)∇w (or, analogously, the operator Bu) passes to the proper limit. Let us also notice
that the dissipativity bounds (2.37) and (3.12) are still valid in the limit with the same constant C0
and κ thanks to semicontinuity property of norms w.r.t. weak or weak star convergences.
Next, let us show (conditional) uniqueness. To start with, note that if u is an energy solution
additionally satisfying (2.28) for some τ ≥ 0, T ≥ τ , then, by the first of (2.28), the multiplication
operator
V → V, v 7→ b(u(t))v (3.13)
is continuous for a.a. t ∈ (0, T ). Then, (2.25) can be rewritten, a.e. in (τ, T ), as the relation in V ′
Bw = −
1
b(u)
ut +
b′(u)
b(u)
∇u · ∇w. (3.14)
Moreover, evaluating the H-norm of the latter term on the right hand side we have∥∥∥ b′(u)
b(u)
∇u · ∇w
∥∥∥ ≤ c‖∇u‖L6(Ω)‖∇w‖L3(Ω) ≤ c‖u‖H2(Ω)‖∇w‖1/2L6(Ω)‖∇w‖1/2
≤ c‖w‖
1/2
H2(Ω)‖∇w‖
1/2 ≤
1
2
‖Bw‖+ c‖w‖V , (3.15)
where the constants c depend also on the L∞(τ, T ;H2(Ω))-norm of u. Thus,
w ∈ L2(τ, T ;H2(Ω)). (3.16)
Then, closely with the procedure in [5, Proof of Thm. 2.2], we consider a pair u1, u2 of solutions
both satisfying (2.28) (and consequently (3.16)) for some τ ≥ 0, T ≥ τ . We also assume that
u1(τ) = u2(τ). Then, we set u := u1 − u2, w := w1 − w2, compute
(
(2.25)1−(2.25)2
)
× Nu1u, and
subtract
(
(2.26)1−(2.26)2
)
× u from the result. Note that, actually, u ∈ V0 a.e. in time. Setting
ζ := Nu1u, so that Bu1ζ = u, we have
ε
2
d
dt
‖u‖2 + ‖∇u‖2 +
(
ζ, (Bu1ζ)t
)
≤ λ‖u‖2 −
∫
Ω
(
b(u1)− b(u2)
)
∇w2 · ∇ζ. (3.17)
Then, it is not difficult to see that
(
ζ, (Bu1ζ)t
)
≥
d
dt
∫
Ω
b(u1)
2
|∇ζ|2 − c‖u1,t‖L6(Ω)‖∇ζ‖
2
L12/5(Ω). (3.18)
Moreover, noting that there holds (cf. [5, (2.26)] or [18, Lemma 1.2])
‖ζ‖H2(Ω) ≤ c
(
‖u‖+ ‖u1‖
2
H2(Ω)‖∇ζ‖
)
, (3.19)
we get
‖∇ζ‖2L12/5(Ω) ≤ c‖∇ζ‖
3/2‖ζ‖
1/2
H2(Ω) ≤ c‖∇ζ‖
3/2
(
‖u‖1/2 + ‖u1‖H2(Ω)‖∇ζ‖
1/2
)
≤ c‖∇ζ‖2 + c0‖u‖
2, (3.20)
the constants c, c0 depending also on u1. Finally, using (2.3), the analogue of (3.19), and standard
embedding and interpolation inequalities, we get
−
∫
Ω
(b(u1)− b(u2))∇w2 · ∇ζ ≤ c‖u‖L3(Ω)‖∇w2‖L6(Ω)‖∇ζ‖ ≤ c‖∇u‖
3/4‖u‖
1/4
V ′ ‖w2‖H2(Ω)‖∇ζ‖
≤ c‖∇u‖3/4‖w2‖H2(Ω)‖∇ζ‖
5/4 ≤
1
4
‖∇u‖2 + c‖w2‖
8/5
H2(Ω)‖∇ζ‖
2. (3.21)
Thus, noting that, by interpolation,
(c0 + λ)‖u‖
2 ≤
1
4
‖∇u‖2 + c‖∇ζ‖2, (3.22)
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and since w2 complies with (3.16), an application of the Gronwall Lemma in (3.17) permits to conclude
for uniqueness of regularizing solutions.
Finally, let us now assume ε > 0 and that (2.12) holds with p = 6 and let us prove (2.28).
Of course, to be fully rigorous, we should work on the solution to (Pn,ε) and then pass to the limit,
but, for brevity and since everything is standard, we assume here directly that u solves (Pε). Then,
testing (2.26) by But, we obtain
d
dt
(
‖Bu‖2 + 2(f,Bu)
)
+ 2ε‖∇ut‖
2 ≤ 2(w −W ′n(u), But)
≤ ε‖∇ut‖
2 +
1
ε
‖∇w +W ′′n (u)∇u‖
2. (3.23)
To estimate the latter term, we use (2.12) (which holds uniformly in n), (2.23), standard interpolation
inequalities, and the continuous embeddings V ⊂ L6(Ω) and H5/4(Ω) ⊂ L12(Ω). Namely, we have
‖W ′′n (u)∇u‖
2 ≤ ‖∇u‖2L6(Ω)
(
1 + ‖u‖8L12(Ω)
)
≤ ‖u‖2H2(Ω)
(
1 + ‖u‖6V ‖u‖
2
H2(Ω)
)
. (3.24)
Thus, (3.23) gives, for all t ≥ τ ≥ 0,
d
dt
(
‖Bu‖2 + 2(f,Bu)
)
+ ε‖∇ut‖
2 ≤ cε
(
M(E(u0))e
−κτ + C0
)(
1 + ‖Bu‖4
)
, (3.25)
where cε > 0 depends on ε and it explodes as ε ց 0. Thus, recalling (3.12) and using the standard
Gronwall Lemma if it is u0 ∈ Wm and the uniform Gronwall Lemma [22, Lemma I.1.1], if it is just
u0 ∈ Vm, we get the regularity of u in (2.28) respectively for τ ≥ 0 and τ > 0. To conclude, we notice
that, being p = 6 in (2.12), ‖β(u)‖ ≤ c(1+ ‖u‖4L8(Ω)), so that also the third of (2.28) holds. The proof
of Theorem 2.3 is thus complete.
Proof of Lemma 2.4. The energy equality can be proved as for the approximated problem (i.e.,
testing (2.25) by w, (2.26) by ut, and taking the difference). The key point is that, for ε > 0, the
regularities (2.23)–(2.24) are sufficient to apply the chain rule formula [7, Lemma 3.3, p. 73]; actually,
all the terms in (2.26) lie in L2(0, T ;H) as well as the test function ut. As we consider, instead, energy
solutions to (P0), ut is only in L
2(0, T ;V ′) and the terms in (2.26) do not lie, each one separately, in
L2(0, T ;V ). Nevertheless, since both w and the sum Bu +W ′(u) + f lie in in L2(0, T ;V ), one can
use, e.g., [15, Lemma 4.1] (note that W satisfies the growth assumption [15, (4.23)] due to (2.10)) and
still conclude for (2.36). Observe also that, as a byproduct, the function t 7→ E(u(t)) is absolutely
continuous on [0, T ]. Finally, by the same type of considerations, also the procedure used to get (2.37)
(cf. the computation leading to (3.8)) can be justified.
Proof of Lemma 2.12. Let u be a limiting solution either to Problem (Pε) or to (P0), and let uj ,
nj and εj be as in Definition 2.5. Being uj ∈ YT for all j ∈ N and T > 0, we can test (2.41) by Buj,t.
We then get (cf. (3.23))
d
dt
(
‖Buj‖
2 + 2(f,Buj)
)
+ 2εj‖∇uj,t‖
2 ≤ 2(wj −W
′
nj (uj), Buj,t). (3.26)
Next, we test (2.40) by wj,t and subtract from the result the expression obtained by differentiating in
time (2.41) and testing it by uj,t. Using (2.1) and (2.11) (which still holds for Wnj ), we get
d
dt
(
εj‖uj,t‖
2 +
∫
Ω
(
b(uj)|∇wj |
2
))
+ 2‖∇uj,t‖
2 ≤ 2λ‖uj,t‖
2 + c
∫
Ω
(
|uj,t||∇wj |
2
)
. (3.27)
Next, we compute
d
dt
(
‖uj‖
2 + ‖βnj (uj)‖
2
)
= 2(uj , uj,t) +
∫
Ω
(
β′nj (uj)βnj (uj)uj,t
)
≤ ‖uj‖
2 + ‖uj,t‖
2 +
∫
Ω
(
β′nj (uj)βnj (uj)uj,t
)
. (3.28)
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Then, we estimate the terms on the right hand sides of (3.26) and (3.27):
2(wj , Buj,t) ≤ 4‖∇wj‖
2 +
1
4
‖∇uj,t‖
2, (3.29)
−2(W ′nj (uj), Buj,t) = 2λ(uj , Buj,t)− 2(βnj (uj), Buj,t)
≤
1
4
‖∇uj,t‖
2 + c‖∇uj‖
2 − 2
∫
Ω
(
β′nj (uj)∇uj · ∇uj,t
)
, (3.30)∫
Ω
(
|uj,t||∇wj |
2
)
≤ c‖uj,t‖L6(Ω)‖∇wj‖
3/2
(
‖∇wj‖
1/2 + ‖Bwj‖
1/2
)
. (3.31)
Using the analogue of (3.19), one gets from (3.31) that∫
Ω
(
|uj,t||∇wj |
2
)
≤
1
4
‖uj,t‖
2
V + c‖∇wj‖
4 + c‖∇wj‖
6 + c‖uj‖
6
H2(Ω). (3.32)
Next, we estimate the last terms on the right hand sides of (3.28) and (3.30) this way:
2
∫
Ω
β′nj (uj)
(
βnj (uj)uj,t −∇uj · ∇uj,t
)
≤
1
4
‖uj,t‖
2
V + c‖uj‖
6
H2(Ω) + c‖βnj (uj)‖
6 + c‖β′nj (uj)‖
3
L3(Ω). (3.33)
Summing now (3.26), (3.27) and (3.28), using on H2(Ω) the equivalent norm (‖ · ‖2+ ‖B · ‖2)1/2, and
owing to (3.29)–(3.33), we get
d
dt
(
‖uj‖
2
H2(Ω) + 2(f,Buj) + εj‖uj,t‖
2 +
∫
Ω
(
b(uj)|∇wj |
2
)
+ ‖βnj (uj)‖
2
)
+ (1 + 2εj)‖∇uj,t‖
2
≤ c1
(
1 + ‖uj,t‖
2 + ‖∇wj‖
6 + ‖uj‖
6
H2(Ω) + ‖βnj (uj)‖
6 + ‖β′nj (uj)‖
3
L3(Ω)
)
. (3.34)
Again, by interpolation, and recalling (2.1), we have
c1‖uj,t‖
2 ≤
1
2
‖∇uj,t‖
2 + c‖uj,t‖
2
V ′ ≤
1
2
‖∇uj,t‖
2 + c‖∇wj‖
2. (3.35)
To proceed, we start considering the simpler case when I = R (i.e., (2.12) holds with p =∞). Then,
noting as υn := (Id+n
−1β)−1 the resolvent of β of index n−1, and recalling that, for all n, υn is
1-Lipschitz and satisfies βn = β ◦ υn and υnj (0) = 0 (due to (2.9)), it is not difficult to realize that
‖β′nj (uj)‖
3
L3(Ω) ≤ ‖β
′(υnj (uj))‖
3
L3(Ω) ≤ γ
(
‖uj‖
2
L∞(Ω)
)
, (3.36)
where we have set, for s ≥ 0,
γ0(s) := |Ω|max
{
β′(r)3 + β′(−r)3, r ∈ [0, s]
}
, γ(r) := γ0
(
s1/2
)
, (3.37)
so that γ : [0,∞)→ [0,∞) is monotone. By continuity of the embedding H2(Ω) ⊂ L∞(Ω), it follows
that, for all c2 ≥ 0,
d
dt
(
c2 + ‖uj‖
2
H2(Ω) + 2(f,Buj) + εj‖uj,t‖
2 +
∫
Ω
(
b(uj)|∇wj |
2
)
+ ‖βnj (uj)‖
2
)
+
(1
2
+ 2εj
)
‖∇uj,t‖
2
≤ c1
(
1 + ‖∇wj‖
6 + ‖uj‖
6
H2(Ω) + ‖βnj(uj)‖
6 + γ
(
cΩ‖uj‖
2
H2(Ω)
))
. (3.38)
Then, noting as yj the function whose time derivative appears on the left hand side and choosing then
c2 > 0 so that yj ≥ 0 (note this can be done independently of the initial datum), the relation above
can be interpreted in the form
y′j(t) ≤ ψ(yj(t)), (3.39)
where ψ : [0,∞) → [0,∞) is a suitable monotone function depending on γ, but independent of j.
Now, let us observe that uj satisfies the analogue of (3.12), namely
sup
t∈(T0,∞)
∫ t+1
t
(
‖uj(s)‖
2
H2(Ω) + ‖wj(s)‖
2
V + ‖βnj (uj(s))‖
2
)
ds ≤M
(
E(u0) + σj
)
e−κT0 + C0, (3.40)
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where σj is as in (2.43) and T0 > 0. Actually, the above surely holds if uj is a solution to some (Pn,ε)
(or (Pn,εn)). Here, although the choice of uj is slightly more general (cf. Remark 2.6), it is easy to see
that (3.40) is still satisfied. Then, taking j0 so large that σj ≤ E(u0) for all j ≥ j0, it is clear that also
T0 can be chosen so that the right hand side above is ≤ 2C0. Thus, we can directly assume T0 = 1 for
simplicity of notation and without loss of generality. In what follows, we note as (j)i a subsequence
of (j)j≥j0 =: (j)0 obtained by successive extractions. Namely, for all i, (j)i is a subsequence of (j)i−1.
The indexes belonging to (j)i will be still indicated just by j, for notational simplicity.
Relation (3.40) readily implies that there exists C1 > 0 such that, for all m ∈ N (recall we
assumed T0 = 1) and all j ∈ (j)0 there exists tm,j ∈ [m,m + 1/2] such that yj(tm,j) ≤ C1. Then,
defining
Ψ(s) :=
∫ s
C1
dr
ψ(r)
(3.41)
and solving (3.39), it is clear that
Ψ(yj(t)) = Ψ(yj(tm,j)) + (t− tm,j) ≤ t− tm,j, (3.42)
at least for all t ≥ tm,j such that the relation above makes sense. This implies in particular that there
exist δ ∈ (0, 1/4] and C2 > 0, both independent of ε, m, j and u0 and such that
‖uj‖
2
L∞(tm,j ,tm,j+2δ;H2(Ω))
+ ‖βnj (uj)‖
2
L∞(tm,j ,tm,j+2δ;H)
≤ Ψ−1(δ) = C2 <∞, (3.43)
which holds for all m ∈ N and j ∈ (j)0. Since the sequence j 7→ t1,j , j ∈ (j)0 ranges in the compact
interval [1, 3/2], it is clear that we can extract a subsequence (j)1 and find a point t1 ∈ [1, 3/2], such
that
‖uj‖
2
L∞(ti,ti+δ;H2(Ω))
+ ‖βnj (uj)‖
2
L∞(ti,ti+δ;H)
≤ C2 (3.44)
holds for i = 1 and for all j ∈ (j)1. Proceeding by induction, for all N ∈ N we then find (j)N such
that (3.44), where ti is some point in [i, i + 1/2], holds for all i ≤ N and j ∈ (j)N . At the end, we
can thus extract a diagonal subsequence (j)∞, which gives (3.44) for all j ∈ (j)∞ and all i ∈ N. Since
(j)∞ is a subsequence of (j)0, taking the lim inf for j ր ∞, j ∈ (j)∞, of (3.44), and recalling that,
by (2.42), βnj (uj) tends to β(u) weakly in L
2(0, T ;H) for all T > 0, we finally get that u satisfies the
locally uniform regularization estimate
‖u‖2L∞(ti,ti+δ;H2(Ω)) + ‖β(u)‖
2
L∞(ti,ti+δ;H)
≤ C2, (3.45)
with ti as above. This can be also rewritten as
d2W(u(t), 0) ≤ C2 for a.e. t ∈
∞⋃
i=1
[ti, ti + δ] (3.46)
and clearly entails the validity of (2.46) in case W satisfies (2.12) with p =∞.
To conclude the proof, we have to face the case when W is a separating potential (cf. Defini-
tion 2.10). Then, the procedure does not change till (3.35). After that point, the last inequality in
(3.36) is replaced by (notice that now υnj takes values into (−1, 1))
‖β′nj (υnj (uj))‖
3
L3(Ω) ≤ γ
(
‖υnj(uj)‖
2
L∞(Ω)
)
≤ γ
(
φ
(
‖υnj (uj)‖
2
W 1,6(Ω) + ‖β(υnj (uj))‖
2
))
≤ ζ
(
‖uj‖
2
W 1,6(Ω) + ‖βnj (uj)‖
2
)
≤ ζ
(
cΩ‖uj‖
2
H2(Ω) + ‖βnj (uj)‖
2
)
, (3.47)
where γ is as in (3.37), φ as in Definition 2.10, and we have set ζ : [0,∞) → [0,∞) as ζ := γ ◦ φ.
Actually, still ζ is a monotone function. Note that in (3.47) we also used the 1-Lipschitz continuity of
ynj , Sobolev’s embeddings, and that υnj (0) = 0 for all j. At this point, one gets an expression similar
to (3.38), where the last term γ(cΩ‖un‖2H2(Ω)) is suitably replaced by the right hand side of (3.47)
(possibly up to a modification of the expression of ζ). From this point on, the proof goes through
with no further change.
Proof of Theorem 2.13. Property (H1) is an easy consequence of the Proof of Theorem 2.3. In
particular, (2.38)–(2.39), (2.42) and (2.43) follow from (3.8), (3.9), (3.10)–(3.11), and (2.31)–(2.33).
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Property (H2) is immediate. To show (H4), let us first extract a nonrelabelled subsequence of k such
that, for some function u, it is
uk → u weakly in VT ∀T > 0. (3.48)
To do this, let us take R > 0 such that dV(u0,k, 0) ≤ R for all k. Then, since any of the (uk) satisfies
the analogue of (2.37), setting (k)0 := (k)k∈N, for all N ≥ 1 we can extract a subsequence (k)N of
(k)N−1 such that, for some function u, uk tends to u at least weakly in VN as k ∈ (k)N goes to infinity.
Thus, taking a diagonal subsequence (k)∞, it is clear that (3.48) holds. From this point on, we shall
work on this subsequence. Proceeding similarly with the Proof of Theorem 2.3 (i.e., passing to the
limit in (2.25)–(2.26)), one sees immediately that u is an energy solution either to (Pε) or to (P0)
and in particular it satisfies u(0) = u0. Actually, for all T > 0 and k ∈ (k)∞, it is, by the analogue
of (3.12),
‖W ′(uk)‖L2(0,T ;H) ≤ c (3.49)
(where c might depend on T and R) so that, by the strong convergence uk → u in L
2(0, T ;H),
following from (3.48), and the usual monotonicity argument, one has (without extracting any other
subsequence and for all T > 0)
W ′(uk)→W
′(u) weakly in L2(0, T ;H). (3.50)
Let us now show that u is limiting, which is a bit more difficult. Since uk is limiting, for all k ∈ (k)∞
there exist an increasing sequence j 7→ njk (if ε = 0, also a decreasing sequence j 7→ ε
j
k, otherwise we
intend that εjk ≡ ε) and a sequence of functions j 7→ u
j
k, where u
j
k ∈ YT for all T > 0, solving, in the
usual sense,
ujk,t +Bujk
wjk = 0, (3.51)
wjk = ε
j
ku
j
k,t +Bu
j
k +W
′
njk
(ujk) + f. (3.52)
Moreover, as j ր ∞, ujk tends to uk in the sense specified in Definition 2.5. Then, it is clear that
there exists c > 0 depending on R and T but independent of j and k, such that
‖ujk‖H1(0,T ;V ′) + ε
1/2‖ujk‖H1(0,T ;H) + ‖u
j
k‖L∞(0,T ;V ) + ‖u
j
k‖L2(0,T ;H2(Ω)) ≤ c ∀ j, k. (3.53)
Next, for each k ∈ (k)∞ we can choose an index jk such that the sequences k 7→ jk, k 7→ n
jk
k are
strictly increasing (and, if ε = 0, k 7→ εjkk is strictly decreasing) and
‖ujkk − uk‖C0([0,k];H) ≤ 1/k, (3.54)
so that, with no further extraction of subsequences (the limit is already identified), k 7→ ujkk tends
to the above constructed u strongly in C0([0, T ];H) and weakly in VT for all T > 0. This shows
that (2.38) and (2.39), intended as jk ր ∞, hold for the limit function u. Moreover, being for all k
(cf. (2.43))
E
n
jk
k
(ujkk (0)) ≤ E(u0,k) + σ
jk
k , (3.55)
it is clear that one can also take (jk) in such a way that j 7→ σ
jk
k is decreasing and tends to 0,
which shows (2.43) to hold for u since E(u0,k) tends to E(u0) with k by the hypothesis of convergence
u0,k → u0 in V and thanks to Lemma 2.1. Next, noticing that, again,
ujkk → u strongly in L
2(0, T ;H),
∥∥W ′
n
jk
k
(ujkk )
∥∥
L2(0,T ;H)
≤ c, (3.56)
for all T > 0, and using that njkk ր∞ with k so that W
′
n
jk
k
G-converges to W ′, one readily gets (2.42)
for the limit u by the usual monotonicity argument and still for the whole sequence (k)∞. Thus, u is
limiting.
The proof of (H4), however, is not yet concluded since we still have to check that, choosing
an arbitrary t ≥ 0, uk(t) tends to u(t) strongly in V , which is not a consequence of the “weak”
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convergence in VT holding for all T ≥ 0. Actually, by the uniform bound on uk corresponding to
(3.53), it is clear that uk → u in Cw(0, T ;V ) so that, for all t ≥ 0, one can only deduce that uk(t)
tends to u(t) weakly in V .
Thus, let us pick T larger than the chosen t and so large (in a way that only depends on R)
that, by (2.46), for all k in our subsequence there exists τk ∈ [0, 3/2] such that dW(uk(s), 0) ≤ C0 for
all s ∈ [T + τk, T + τk + δ], where we remark once more that δ and C0 are independent of k and R.
Now, the weak convergence in VT and (2.3) guarantee that
wk → w weakly in L
2(0, T ;V ). (3.57)
Moreover, being (τk) ⊂ [0, 3/2], which is a compact set, there exist S ∈ [T, T + 3/2 + δ] and a
subsequence (k)∗ of (k)∞ such that, at least for sufficiently large k ∈ (k)∗, it is dW(uk(S), 0) ≤ C0.
This, by Lemma 2.1, entails that uk(S) tends to u in V so that, in particular, E(uk(S)) tends to
E(u(S)) at least as k ∈ (k)∗ goes to ∞. Next, writing the energy equality (2.36) for uk on the interval
(0, S) gives (possibly for ε = 0)
E(uk(S))− E(u0,k) = −
∫ S
0
∫
Ω
b(uk)|∇wk|
2 −
∫ S
0
∫
Ω
ε|uk,t|
2. (3.58)
Thus, taking the limit k ր ∞ in (k)∗, noting that the left hand side converges to E(u(S)) − E(u0),
and using the energy equality for u we get (still possibly for ε = 0)
lim
kր∞
(∫ S
0
∫
Ω
b(uk)|∇wk|
2 +
∫ S
0
∫
Ω
ε|uk,t|
2
)
=
∫ S
0
∫
Ω
b(u)|∇w|2 +
∫ S
0
∫
Ω
ε|ut|
2, (3.59)
which readily entails (in case ε > 0, also thanks to the weak convergence uk,t → ut in L2(0, S;H)
following from (3.48))
lim sup
kր∞
∫ S
0
∫
Ω
b(uk)|∇wk|
2 ≤
∫ S
0
∫
Ω
b(u)|∇w|2. (3.60)
Let us now notice that, by (2.1),
α
∫ S
0
‖∇wk −∇w‖
2 ≤
∫ S
0
∫
Ω
(
b(uk)|∇wk −∇w|
2
)
=
∫ S
0
∫
Ω
b(uk)|∇wk|
2 +
∫ S
0
∫
Ω
b(uk)|∇w|
2 − 2
∫ S
0
∫
Ω
b(uk)∇wk · ∇w. (3.61)
Here, the latter two terms on the right hand side converge to the expected limits since |∇w|2 ∈
L1(Ω × (0, S)) and there hold the convergences b(uk) → b(u) (weakly star in L∞(Ω × (0, S)) and
strongly in La(Ω × (0, S)) for all a ∈ (1,∞)) and ∇wk → ∇w (weakly in L2(0, S;H)), which in
particular entail
b(uk)∇wk → b(u)∇w weakly in L
2(0, S;H). (3.62)
Thus, taking the lim sup in (3.61) and using (3.60), we obtain
wk → w strongly in L
2(0, S;V ), (3.63)
which, being S ≥ T , implies in particular
wk → w strongly in L
2(0, T ;V ). (3.64)
Notice that, a priori, the latter convergence holds only for the subsequence (k)∗ but, in fact, being
the limit already identified, it is valid for the whole sequence (k)∞. Thus, we can now come back to
(3.58), which we rewrite with t in place of S. Using (3.64) (and also (3.48) if ε > 0), and recalling
that t ≤ T , we then get
lim sup
kր∞
E(uk(t)) ≤ E(u0)−
∫ t
0
∫
Ω
b(u)|∇w|2 −
∫ t
0
∫
Ω
ε|ut|
2, (3.65)
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so that, by comparison in the limit energy equality and thanks to Lemma 2.1, we finally get
lim
kր∞
E(uk(t)) = E(u(t)), (3.66)
which implies that uk(t)→ u(t) in V and concludes the proof of (H4) and of the Theorem.
Remark 3.1. The main reason which forced us to use the complicated “local compactness” argument
is the presence of the nonconstant mobility b(·). Actually, for constant b, once (3.57) is known, one
can immediately pass to (3.65) and get directly the strong convergence E(uk(t)) → E(u(t)). Instead,
for nonconstant b, without the help of (3.64) it is not clear whether the semicontinuity property∫ t
0
∫
Ω
b(u)|∇w|2 ≤ lim inf
kր∞
∫ t
0
∫
Ω
b(uk)|∇wk|
2 (3.67)
(which is necessary to prove (3.65)) holds. Actually, at this stage, the integrand on the right hand
side is only bounded in L1(Ω) and not even known to converge pointwise.
Proof of Theorem 2.15. Condition (A1) of Theorem 2.14 is an immediate consequence of (2.37).
Let us then show (A2). With the notation of (A2), let us first point out that, being (u0,k) a bounded
set in Vm, by (2.46) there exist δ ∈ [0, 1/4] and C0 > 0 such that for all (sufficiently large, depending
on the “radius” of (u0,k)) k ∈ N there exists τk ∈ [0, 3/2] with
dW(uk(t), 0) ≤ C0 ∀ t ∈ [tk − 2 + τk, tk − 2 + τk + δ]. (3.68)
In particular, we can extract a subsequence of (k), not relabelled, such that τk → τ ∈ [0, 3/2]. Setting
then vk(s) := uk(tk − 2+ τ + δ/2+ s), and eventually being |τk − τ | ≤ δ/2, we then have that, still up
to the extraction of a further subsequence, vk(0) tends to some v0 in V . Moreover, by (H2), (vk) ⊂ Sε
(possibly for ε = 0), i.e., it is a limiting solution, and, clearly,
uk(tk) = vk(2 − τ − δ/2). (3.69)
Thus, the same argument used to show (H4) in the Proof of Theorem 2.13 permits to say that a
subsequence of vk(2 − τ − δ/2) admits a proper limit (which coincides, by the way, with an element
of the semiflow evaluated at the time 2− τ − δ/2) in the metric topology of V . This gives (A2).
Finally, if (2.12) holds with p ≤ 6, it is clear from the uniform regularization property (2.28)
that Aε is bounded in Wm. This concludes the proof of the Theorem.
4 Entropy solutions
In this Section, we show that, if ε = 0, (2.12) holds with p ∈ (2, 6), and, in place of (2.10)–(2.11), we
have
W ′′(r) ≥ η|r|p−2 − λ ∀ r ∈ I = R, (4.1)
where η > 0 and p ∈ (2, 6) is the same exponent as in (2.12), then there exist weaker solutions to the
analogue of Problem (P0), corresponding to the choice of an initial datum u0 satisfying (cf. (2.20))
u0 ∈ Hm :=
{
v ∈ H : |vΩ| ≤ m
}
. (4.2)
To show this, we proceed in a somehow reverse order, by first deriving some estimates and then
inferring a precise statement. We notice that still a rigorous procedure should rely on approximation
and passage to the limit arguments (i.e. working on (Pn,εn) or some analogue of its and then letting
nր∞). Nevertheless, for brevity (and since all works similarly with the previous Section) we prefer
to consider here directly, although formally, a limit solution u. Thus, let us set
µ(s) :=
∫ s
0
dr
b(r)
, µ̂(s) :=
∫ s
0
µ(r) dr. (4.3)
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Of course, by (2.1), µ̂ satisfies
1
µ
s2 ≤ 2µ̂(s) ≤
1
α
s2 ∀ s ∈ R. (4.4)
Let us now perform an estimate of entropy type. Namely, let us test (2.25) by µ(u), (2.26) by Bu,
and take the sum. Noting that a couple of terms cancel, we infer
2
d
dt
∫
Ω
µ̂(u) + ‖Bu‖2 + 2
∫
Ω
W ′′(u)|∇u|2 ≤ ‖f‖2. (4.5)
Adding ‖u‖2 + 2λ‖∇u‖2 to both hands sides and using (4.1) and the Poincare´-Wirtinger inequality
(3.3), we readily obtain
2
d
dt
∫
Ω
µ̂(u) + ‖u‖2H2(Ω) + 2η
∫
Ω
(
|u|p−2|∇u|2
)
≤ c3
(
1 + ‖∇u‖2
)
, (4.6)
where c3 on the right hand side depends on λ, m (cf. (4.2)) and on the H-norm of f .
Once the initial datum u0 ∈ Hm is given, owing to (4.4), and noting that
c3
(
1 + ‖∇u‖2
)
≤
1
2
‖u‖2H2(Ω) + c‖u‖
2 + c, (4.7)
an application of Gronwall’s Lemma in (4.6) gives, for T > 0, the a priori estimate (notice that we
control the full V -norm of |u|(p−2)/2u since we know that |uΩ| ≤ m)
‖u‖L∞(0,T ;H)∩L2(0,T ;H2(Ω)) + ‖|u|
(p−2)/2u‖L2(0,T ;V ) ≤ c. (4.8)
Here and below the constants c > 0 may depend on T and u0. Hence, by Sobolev’s embeddings, it is
also
‖u‖Lp(0,T ;L3p(Ω)) ≤ c. (4.9)
To show existence of an entropy solution, we have to see that (4.8) and (4.9) are enough to take the
limit in equations (2.25)–(2.26) (recall we should work on some approximation, here). By interpolation
of Lebesgue spaces, we actually have (here we just use that p > 2)
‖u‖L(3p−2)(p−1)/3(p−2)(0,T ;L2(p−1)(Ω)) ≤ c, (4.10)
whence, by (2.12) and with the help of a comparison of terms in (2.26), we have
‖W ′(u)‖L(3p−2)/3(p−2)(0,T ;H) + ‖w‖L(3p−2)/3(p−2)(0,T ;H) ≤ c. (4.11)
However, the equation (2.25) makes no sense in that form as u has only the above regularity. Nev-
ertheless, taking v ∈ H3
n
(Ω) (the (closed) subspace of H3(Ω) consisting of functions with 0 normal
derivative on ∂Ω), a.e. in (0, T ) we can formally write
〈Buw, v〉 =
∫
Ω
b(u)∇w · ∇v = −
∫
Ω
wb′(u)∇u · ∇v −
∫
Ω
b(u)w∆v. (4.12)
Thus (2.25) has the weak correspondent
〈ut, v〉 −
∫
Ω
wb′(u)∇u · ∇v −
∫
Ω
b(u)w∆v = 0. (4.13)
Let us prove that (4.13) does make sense in the present regularity framework. Actually, noticing that,
by (2.1),
‖b(u)‖L∞(Ω×(0,T )) + ‖b
′(u)‖L∞(Ω×(0,T )) ≤ c, (4.14)
we readily obtain that
|〈ut, v〉|
‖v‖H3(Ω)
≤ c‖w‖
(
‖∇u‖+ 1
)
. (4.15)
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Thus, observing that by (4.8) and interpolation ∇u is bounded in L4(0, T ;H), noting that for p < 6
it is (3p − 2)/3(p − 2) > 4/3, taking the supremum w.r.t. v ∈ H3
n
(Ω) in (4.15), and integrating the
result over (0, T ), we get
‖ut‖L1(0,T ;(H3
n
)′(Ω)) ≤ cT , (4.16)
which shows that (4.13) makes sense, provided that we interpret the first term as a duality between
H3
n
(Ω) and its dual (notice that, in fact, H30 (Ω) is contained in H
3
n
(Ω), so that, in particular, (4.13)
can be seen a relation in H−3(Ω)).
Let us now see that, more precisely, (2.25) passes to the limit (i.e., that we have sufficient
compactness to remove some kind of approximation). Actually, by (2.1), (4.8), (4.16) and the gener-
alized Aubin Lemma [21, Cor. 4], we have the convergences (holding at least for suitable subsequences
of the approximating solutions, as usual) of
b(u), b′(u), strongly in La(Ω× (0,∞)) ∀ a ∈ [1,∞), (4.17)
u, strongly in Lb(0, T ;V ) ∀ b ∈ [1, 4). (4.18)
Moreover, using that p is strictly lower than 6 and modifying a bit the argument leading to (4.11),
we can show that there exist exponents a∗ > 4/3 and b∗ > 2 such that
w converges weakly in La∗(0, T ;Lb∗(Ω)). (4.19)
Thus, it is easy to see that (4.17)–(4.19) allow us to pass to the limit in (4.13). Also the limit of (2.26)
is then easily taken since (4.18) and the weak convergence coming from the first of (4.11) easily allow
to identify the limit of W ′(u) by the usual monotonicity argument. We have thus proven the
Theorem 4.1. Let (2.1), (2.9), (2.12) and (4.1) with p ∈ (2, 6) hold. Let f and u0 satisfy (2.14)
and (4.2), respectively. Then, there exists at least one couple (u,w) complying with the regularity
properties (4.8), (4.9), (4.11) and (4.16) and such that (4.13) holds for all v ∈ H3
n
(Ω) and a.e. in
(0, T ). Moreover, it is
(w −W ′(u)) = Bu + f in H, a.e. in (0, T ), (4.20)
and the initial condition (2.27) holds in H (indeed, by (4.8) and (4.16), u ∈ Cw([0, T ];H)). We call
such a function u an entropy solution to Problem (P0).
Let us now study the long time behavior of entropy solutions which, in a sense that might be
specified following the lines of the previous two Sections (cf. Definition 2.5), have a limiting character.
Still, we prefer to work formally and do not enter the details of the approximation-limit argument,
which should be very close to that sketched in the previous Sections. It is anyway worth noting that
for entropy solutions (which are less regular than “energy” ones) we do not expect, a fortiori, any
uniqueness property. Our last result in this paper is the following
Theorem 4.2. Under the assumptions of Theorem 4.1, the set Sentr of limiting entropy solutions
to (P0) constitutes a limiting semiflow on Hm. Furthermore, Sentr admits the global attractor Aentr
which is compact in Hm and bounded in Vm.
Proof of Theorem 4.2. The key point is to show that the entropy estimate (4.6) derived above also
has a dissipative character. Let us then take M > 0 (whose value will be chosen later) and set
uM := max
{
−M,min{u,M}
}
. (4.21)
Then, it is clear that
c3
(
1 + ‖∇u‖2
)
≤ c3 +
c3
Mp−2
∫
Ω
(
|u|p−2|∇u|2
)
+ c3
∫
Ω
|∇uM |
2 (4.22)
and, by interpolation, for all σ > 0 the latter term can be controlled this way:
c3
∫
Ω
|∇uM |
2 ≤ σ‖uM‖
2
H5/4(Ω) + c(σ)‖uM‖
2
≤ c4σ‖u‖
2
H5/4(Ω) + c(σ)‖uM‖
2 ≤ c5σ‖u‖
2
H2(Ω) + c(σ,M,Ω). (4.23)
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We used here the fact that the truncation operator u 7→ uM is continuous from Hs(Ω) to itself for all
s < 3/2 (cf., e.g., [17, Remark 0.1]).
Thus, choosing σ such that c5σ = 1/2 and M so large that c3/M
p−2 ≤ η, (4.6) gives
2
d
dt
∫
Ω
µ̂(u) +
1
2
‖u‖2H2(Ω) + η
∫
Ω
(
|u|p−2|∇u|2
)
≤ c6, (4.24)
where c6 depends on m but is independent of the choice of u0. By (4.4) and Gronwall’s Lemma, (4.24)
readily gives dissipativity in the space H0 as well as, for all τ > 0, the analogue of (3.12), namely
sup
t∈(τ,∞)
∫ t+1
t
‖u(s)‖2H2(Ω) ds ≤ c7‖u0‖
2e−κ
′τ + C′0, (4.25)
for suitable c7, κ
′, C′0 independent of u0. At this point, writing the energy equality in the form (3.2)
(with E in place of En) and using the uniform Gronwall Lemma, we immediately obtain existence of
a uniformly absorbing set bounded in V and hence compact in H. This fact implies existence of the
attractor and concludes the proof.
Remark 4.3. Coming back to the local compactness argument in the previous Section, one can
readily see that Aentr is not only bounded, but even compact, in the space V .
References
[1] H. Attouch, “Variational Convergence for Functions and Operators”, Applicable Mathematics
Series, Pitman, Boston 1984.
[2] J.M. Ball, Continuity properties and global attractors of generalized semiflows and the Navier-
Stokes equations, J. Nonlinear Sci., 7 (1997), 475–502.
[3] J.M. Ball, Global attractors for damped semilinear wave equations. Partial differential equations
and applications, Discrete Contin. Dyn. Syst., 10 (2004), 31–52.
[4] V. Barbu, “Nonlinear Semigroups and Differential Equations in Banach Spaces”, Noordhoff,
Leyden, 1976.
[5] J.W. Barrett and J.W. Blowey, Finite element approximation of the Cahn-Hilliard equation with
concentration dependent mobility, Math. Comp., 68 (1999), 487–517.
[6] E. Bonetti, W. Dreyer, and G. Schimperna, Global solutions to a generalized Cahn-Hilliard
equation with viscosity, Adv. Differential Equations 8 (2003), 231–256.
[7] H. Brezis, “Ope´rateurs Maximaux Monotones et Se´mi-groupes de Contractions dans les Espaces
de Hilbert”, North-Holland Math. Studies 5, North-Holland, Amsterdam, 1973.
[8] G. Caginalp, The dynamics of a conserved phase field system: Stefan-like, Hele-Shaw, and Cahn-
Hilliard models as asymptotic limits, IMA J. Appl. Math., 44 (1990), 77–94.
[9] V.V. Chepyzhov and M.I. Vishik, Evolution equations and their trajectory attractors, J. Math.
Pures Appl. (9), 76 (1997), 913–964.
[10] R. Dal Passo, H. Garcke, G. Gru¨n, On a fourth-order degenerate parabolic equation: global
entropy estimates, existence, and qualitative behavior of solutions, SIAM J. Math. Anal., 29
(1998), 321–342
[11] N. Kenmochi, M. Niezgo´dka, and I. Paw low, Subdifferential operator approach to the Cahn-
Hilliard equation with constraint, J. Differential Equations, 117 (1995), 320–356.
[12] J. L. Lions, “Perturbations Singulie`res dans les Proble`mes aux Limites et en Controˆle Optimal”
(French), Lecture Notes in Mathematics, Vol. 323. Springer-Verlag, Berlin-New York, 1973.
20
[13] C.C. Liu, Y.W. Qi, and J.X. Yin, Regularity of solutions of the Cahn-Hilliard equation with
non-constant mobility, Acta Math. Sci. Ser. B Engl. Ed., 22 (2006), 1139–1150.
[14] V.S. Melnik and J. Valero, On global attractors of multivalued semiprocesses and nonautonomous
evolution inclusions, Set-Valued Anal., 8 (2000), 375–403.
[15] E. Rocca and G. Schimperna, Universal attractor for some singular phase transition systems,
Phys. D, 192 (2004), 279–307.
[16] R. Rossi, A. Segatti, and U. Stefanelli Attractors for gradient flows of non convex functionals and
applications, Preprint IMATI - CNR, 5-PV, 2006, submitted.
[17] G. Savare´, On the regularity of the positive part of functions, Nonlinear Anal., 27 (1996), 1055–
1074.
[18] J.-F. Scheid and G. Schimperna, Regularity and uniqueness results for a phase change problem in
binary alloys, Elliptic and Parabolic Problems (Rolduc/Gaeta, 2001), 475–484, World Sci. Publ.,
River Edge, NJ, 2002.
[19] G. Schimperna, A. Segatti, and U. Stefanelli, Well-posedness and long-time behavior for a class
of doubly nonlinear equations, Discrete Contin. Dyn. Syst., 18 (2007), 15–38.
[20] G.R. Sell, Differential equations without uniqueness and classical topological dynamics, J. Dif-
ferential Equations 14 (1973), 42–56.
[21] J. Simon, Compact sets in the space Lp(0, T ;B), Ann. Mat. Pura Appl. (4), 146 (1987), 65–96.
[22] R. Temam, “Infinite-Dimensional Dynamical Systems in Mechanics and Physics”, Springer-
Verlag, New York, 1997.
Author’s address:
Giulio Schimperna
Dipartimento di Matematica, Universita` degli Studi di Pavia
Via Ferrata, 1, I-27100 Pavia, Italy
E-mail: giusch04@unipv.it
21
