Abstract-Community formation analysis of dynamic networks has been a hot topic in data mining which has attracted much attention. Recently, there are many studies which focus on discovering communities successively from consecutive snapshots by considering both the current and historical information. However, these methods cannot provide us with much historical or successive information related to the detected communities. Different from previous studies which focus on community detection in dynamic networks, we define a new problem of tracking the progression of the community strength-a novel measure that reflects the community robustness and coherence throughout the entire observation period. To achieve this goal, we propose a novel framework which formulates the problem as an optimization task. The proposed community strength analysis also provides foundation for a wide variety of related applications such as discovering how the strength of each detected community changes over the entire observation period. To demonstrate that the proposed method provides precise and meaningful evolutionary patterns of communities which are not directly obtainable from traditional methods, we perform extensive experimental studies on one synthetic and five real datasets: Social evolution, tweeting interaction, actor relationships, bibliography, and biological datasets. Experimental results show that the proposed approach is highly effective in discovering the progression of community strengths and detecting interesting communities.
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INTRODUCTION
I N recent years, there has been a growing interest in modeling and mining various kinds of dynamic networks whose structures evolve over time, such as biological networks, social networks, co-authorship networks and costarring networks. Specifically, people have investigated community analysis in dynamic networks [1] , [2] , [3] , [4] . The focus is on detecting communities successively from consecutive snapshots by considering the historical information [5] , [6] , [7] . Although these methods can give us quite reasonable and robust communities by considering the temporal smoothness, few historical and successive information related to these communities are provided. Thus we do not know when these communities were assembled or when they are going to disband. Aiming to answer these questions, we propose a novel measure called community strength, which can reflect a community's temporal community robustness and coherence throughout the entire observation period.
In this paper, we define that a community is with high strength if it has relatively stronger internal interactions connecting its members than the external interactions with the members to the rest of the world. Dense internal interactions and weak external interactions guarantee that the community is under a low risk of member change (current members leaving or/and new members joining). Intuitively, a friend community is "strong" if its members tie together closely and ignore the temptation from the outside world. On the contrary, a friend community is regarded as a "weak" community if it is likely to confront a member alteration situation. To illustrate this concept, Fig. 1a shows a toy example, where the nodes represented by the same geometric shape belong to the same community, solid lines represent internal interactions and dash lines represent external interactions. The circle community (i.e. nodes A, B, C and D) is considered to be stronger than the rectangle community (i.e., nodes E, F, G and H), due to the weaker external attractions. On the other hand, node H has a close relationship with the diamond community (i.e., nodes I, J and K), which makes the rectangle community in the risk of losing its members. In other words, the higher strength score a community obtains, the less possible member alternation occurs in it. It is worth noticing that community strength is a measure which synthetically considers both the community cohesion (i.e., how close the members are in a community) and separation (i.e., how distinct a cluster is from the other clusters).
Furthermore, community strength should be a temporal measure whose value may change as the network evolves. Here's an example in the real world. A set of authors have collaborated closely from 2000 to 2006. During this period, they cooperated frequently among themselves and barely with others outside the community. However, after 2006, because of interest changes, some authors' attentions have been attracted to some other fields. Thus the internal cooperation decreased and the external cooperation increased. In this case, this author community's strength is high and stable during 2000-2006, but begins to decrease after 2006. As a toy example, in Fig. 1b (i. e., the network in the secondsnapshot) which evolves from Fig. 1a ( i.e., the network at the firstsnapshot ), the strength of the rectangle community decreases, because the internal connections become weaker and external connections become stronger.
Discovering the progression of community strengths can offer significant insights in a variety of applications. It can help us discover some interesting community information which can not be directly obtained from traditional community analysis. Interesting examples of communities' strength progression can be commonly observed in real-life scenarios. Here we discuss two specific cases in detail.
Strengths progression in actor community. As a strong actor community, the cooperation should be more frequent between the members themselves than between members and non-members. For example, considering the popular and long-running television sitcom 'Friends', 1 its six main actors J. Aniston, C. Cox, M. Perry, M. LeBlanc, L. Kudrow and D. Schwimmer collaborated closely when this sitcom was aired from 1994 to 2004. Let's consider each year's co-starring relationships as one snapshot. We can see that the strength of this community is very low before 1994 (little cooperation between them), and then dramatically increases and keeps stable from 1994 to 2004 (average 23 episodes each year). Finally, the strength of this community apparently becomes weaker after 2004 (much less cooperation comparing to the previous years). The progression of this actor community's strengths shows an interesting pattern of cooperation history among these six actors. Learning the strength progression of actor communities helps us better understand the entertainment industry.
Strength progression in gene community. In the biological domain, the interactions between genes change gradually in dynamic gene co-expression networks. Thus the strength of gene communities also changes. For example, it has been reported that the expression profiling of some key genes will change [8] as the cancer progresses. In such cases, the corresponding gene communities' strength also changes. Discovering the strengths of gene communities throughout a specific disease progression can help us find significant clues in the fields of medicine and biology. For a specific disease, if a gene community is found strong only at the early stage, it is very likely to be a crucial trigger for the disease deterioration.
From the above cases, we can see that discovering the progression of community strengths helps us understand the underlying behavior of communities. The initial idea was published in [9] , which covers the basic definition of community strength and the evolutionary analysis on dynamic networks. By utilizing the community strength value, the consistent communities can be detected and tracked over an observation period. This paper extends the original idea to formulate a solid method with broader applications and provide more supportive and comprehensive experiments. In this paper, our goal is to detect the temporal strength of each detected community throughout all the snapshots so that we can answer the following questions: How does the strength of each community change over the observation period? What are the top-K strong communities throughout the observation period? How do the communities from adjacent snapshots influence the strength of each other?
To sum up, our main contributions in this paper are as follows:
We introduce the notion of progression analysis of community strengths (PACS). To the best of our knowledge, this is the first work on analyzing the temporal community quality or structure information considering both time and community information. We formulate the problem as an optimization framework that can effectively detect the temporal strength of communities and track the strength progression pattern. Experiments on the synthetic dataset show the proposed approach is effective on identifying strong communities. On real datasets, interesting and meaningful communities are detected. Case studies suggest that the proposed approach can provide more reasonable results. The organization of the paper is as follows: In Section 2, we describe the setting of our problem. Section 3 presents the analysis and discussions related to the proposed algorithm. This is followed by discussions on the extensibility of our approach to other applications-Section 4. Extensive experimental studies are reported in Section 5. We then recapitulate related existing work in Section 6 before concluding our work in Section 7.
PROBLEM SETTING
In this section, we first introduce the definition of community strength and related notations, and then formally define the problem. Before proceeding further, we introduce the notation that will be used in the following discussion: Let a matrix be represented with uppercase letter (e.g., D), d ij denotes the ijth entry in D, and d i: and d :j denote vectors of ith row and jth column of D, respectively. Now, let us start by introducing the definition of the community strength.
Community strength. Given a network G ¼ ðN; E; W Þ where N is the set of nodes in this network, E is the set of edges connecting the nodes, and W is a symmetric weight matrix representing the weights on edges. There have been some existing work on measuring the strength of community by considering its internal compactness or identifying outlier data with probability model [10] . In this paper, we 1. http://www.imdb.com/title/tt0108778/ propose the measurement for the community strength which very well fits our problem in real scenarios. The community strength of a community z can be defined as:
(1) where P i2N P j2N w ij denotes the sum of all edge weights in the network, P k2z P l2z w kl denotes the sum of internal edge weights inside community z, and P k2z P v2N w kv denotes the sum of internal and external edge weights attached to nodes in community z. The term P i2N P j2N w ij is adopted to guarantee the positive strength value. We propose Eq. (1) inspired by the modularity definition in [11] , where the metric is used to measure the quality of the overall network partitioning. The rationale of Eq. (1) is that a strong community should simultaneously obtain dense internal connections and sparse external connections. Now, our problem can be defined as follows:
Input:
A series of undirected networks G t ¼ V; E t ; W t ð Þ ð1 t T Þ, where each network has N nodes (i.e. V j j ¼ N ). For each snapshot t, V is a set of nodes, E t is a set of interactions between these nodes and W t NÂN is a symmetric weight matrix. For v i ; v j 2 V , w t ij indicates the interaction frequency between nodes v i and v j at snapshot t. Note that edges in E t ð1 t T Þ could be weighted or unweighted.
Output:
Community Pool Matrix: We summarize the communities detected from all the snapshots into an N Â K community pool matrixC where K is the number of all the unique communities (i.e., K ¼ jCj). In addition,C equals to
t T Þ is the temporal community indicator matrix with respect to a certain snapshot t (more details will be introduced later). Strength for each community at each snapshot: Let a K Â T matrix A denote the temporal strength for all detected communities, where a kt refers to the strength of community k at snapshot t. To derive the output, the following variables are needed. Nuisance Parameters:
Temporal Community Indicator Matrices: At each snapshot t, the community indicator matrix C t ð1 t T Þ is an N Â K t matrix where K t is the number of communities captured at snapshot t. If node i is assigned to community k at snapshot t, then C t ik ¼ 1 and 0 otherwise. As we mentioned, all the temporal community indicator matrices C t ð1 t T Þ compose the community pool matrix C. Note that the communities represented in this matrix can be either overlapping or nonoverlapping.
Temporal community relationship matrices: At each snapshot t, we denote the community relationship matrix S t as a K t Â K t matrix. Note that s t ij represents the similarity between community i and community j that are detected at snapshot t. Table 1 summarizes the important notations that we use in this paper.
METHODOLOGY
In this section, we present our method for solving the problem of temporal community strength analysis. We begin by introducing the method of partitioning the network from each snapshot into communities in Section 3.1, and then show the method of tracking the strength of each community over time in Section 3.2.
Community Detection at Each Snapshot
Given a series of temporal networks G t ¼ V; E t ; W t ð Þ ð1 t T Þ, we first partition each network independently into K t communities at each timestamp t. Due to the change of network, the value of K t may not be the same across different snapshots. Then we store all the detected communities from all the snapshots in a community pool.
To detect communities from each temporal network, we use non-negative matrix factorization (NMF) technique [12] . There are two major reasons to choose NMF: First, it can be easily applied to both hard clustering (i.e., each object belongs to exactly one community) and soft clustering (i.e., each object can belong to multiple communities). The property of soft clustering very well fits many real social scenarios. For instance, each user in social network usually participates in more than one discussion group, as he may have a variety of interested topics. Second, it could uncover the underlying intercommunity relationships quite accurately, that can be utilized for other related tasks like progression analysisrefer Section 4.1. The details of these advantages are discussed further in the following discussion of the method. Please note that we believe one can opt to use other evolutionary clustering algorithm so long as it provides a mechanism for soft clustering and also the ability to identify inter-community relationships.
In this paper, we mainly focus on the undirected network, where the matrix W is symmetric, the clustering to the rows and columns should be identical. Hence we propose to symmetrically factorize each temporal network as follows: 
Similarly, fixing C t , we can obtain the update rule for S t as:
During implementation, we add a small value on the denominator to make sure it is not zero. We iteratively update C t and S t until convergence. It is worth noticing that the community indicator matrix C t can be used to derive both hard clustering and soft clustering. Each row of C t denotes the chance that the corresponding object belongs to the K t communities. Thus, to get hard clustering results, each object can be assigned to the community with the largest value in the corresponding row of the community indicator matrix. As for soft clustering, we can simply set up a cut-off threshold for the row-based normalized community indicator matrix C t so that the object is assigned to the cluster whose value in C t is greater than the threshold. Moreover, it can be proved that s t lk % C t Trans l: [13] . It can be seen that s t lk demonstrates the relationship between the lth community and the kth community. If the network is well-separated, hard clustering can be applied and then S t is approximately a diagonal matrix where off-diagonal elements are much smaller than diagonal elements. When there exist overlapping between communities, soft clustering is more appropriate, and thus the difference between diagonal and off-diagonal elements is smaller than that observed in the hard clustering case. Therefore, S t can uncover the underlying relationships between communities more accurately. It is better than the approach that only compares the memberships between communities using measures such as Jaccard coefficient [14] . Furthermore, S t can be used to construct the strength progression net which will be introduced in Section 4.1. These advantages justify our usage of non-negative matrix factorization to decompose each temporal network. S t only captures community relationships at each snapshot, but we are interested in its evolution. Therefore, to consider the communities from different timestamps, we propose to put all the detected communities into a community poolC NÂK and derive the evolutionary pattern. This community pool covers a larger candidate set where all the communities can be compared. Based on this community pool, we plan to find out which communities are grouped closely and consistently over the entire tracking period and which communities are grouped temporarily.
Temporal Community Strength Analysis
Now, we propose an integrated optimization framework that conducts community strength estimation across snapshots. A naive approach for this task is to calculate the strength of each community individually at each snapshot and track the evolution. However, this approach does not take historical information into account when deriving community strengths and the communities derived across snapshots are not easily comparable. In contrast, we propose the following framework based on the smoothness assumption in which both current and historical networks contribute to the community strength detection. Moreover, in the proposed framework, communities across snapshots are brought into alignment so that we can easily compare them.
Based on Eq. (1), the strength of community z can be further reformulated in terms of the community pool matrixC as follows: 
where log ð 1 a zt Þ determines the zth community's strength weight corresponding to the snapshot t and m t is the estimated sum of community strengths with respect to the current snapshot. For the sake of simplicity, we set m t as 1 in the experiments. We propose the objective function Eq. (6) based on Eq. (1) to combine the historical information and the current snapshot. The temporal community strength is derived from the optimization framework with the assumption of smoothness. In real scenarios, the network is usually expected to evolve gradually rather than abruptly. Hence we include the second term in Eq. (6) to combine the strength at previous timestamp. log ð 1 a zt Þ is used to capture community strength weight due to the following reasons. First, the logarithm function helps rescaling the strength values by converting them into a small range. Second, it makes the optimization function easier to solve as negative logarithm is a convex function. The stronger a community z at snapshot t, the higher a zt will be and hence log ð 1 a zt Þ will be lower. Therefore, to optimize the function, the higher weight will be associated with the community that is stronger at the current snapshot.
Importantly, smoothness is considered in the objective function. Note that in Eq. (6) 
denotes the temporal smoothness in terms of the goodness of the current clustering result with respect to the previous network, where a higher temporal cost means that the smoothness assumption is violated and inconsistency is observed across snapshots. Therefore, this objective function can better capture the strength calculation at each snapshot and across snapshots.
Temporal Smoothness
In many real-world dynamic network applications, networks are expected to change gradually and stably. Examples include geometric networks [15] and gene networks [16] . As a consequence, we expect a certain level of temporal smoothness between community strengths in successive snapshots. The temporal community strength should depend on the current network, and it should not deviate too dramatically from the previous snapshot's network. Actually, temporal smoothness assumption has been adopted in many previous evolutionary clustering work [6] , [7] , [17] . However, instead of applying the smoothness among the clusters detected in adjacent timestamps as previous work did, we have applied it on the temporal community strength. In Eq. (6), the overall cost of the objective function is represented as the linear combination of the cost of community strength fitting to the current snapshot and the cost of community strength fitting to the previous snapshot. Thus a ð0 a 1Þ is a predefined parameter to reflect users' emphasis on the smoothness assumption. Usually, a could be assigned a relatively large value when the networks are stable and evolve slowly (e.g., social networks). a should be assigned a relatively small value when the target networks include noise and are likely to evolve swiftly.
PACS Algorithm Procedure
Now, we derive the solution for the community strength scores a zt for objective function shown in Eq. (6) . Using the method of Lagrangian Multipliers, we can rewrite Eq. (6) as follows:
where g is a Lagrangian multiplier. Taking the partial derivative of Eq. (7) with respect to a zt and setting the derivative to 0, we obtain Eqs. (8) and (9).
Plugging Eq. (9) into Eq. (8), we obtain the solution for a zt which is shown as Eq. (10) . In this equation, the numerator measures the strength of the community z at the snapshot t and integrates both the current and historical information. The denominator represents the overall strength across all the communities at snapshot t, which serves as a normalization factor. Furthermore, m t , as mentioned before, controls the overall community strength at a specific snapshot. The intuition behind Eq. (10) is that the communities which have compact structure at the current snapshot will be assigned a larger strength score; while the community whose structures are loose will receive a lower value. The algorithm is summarized in Algorithm 1, and we name our method as PACS a zt ¼ ac
ðW t ÀD t Þc z: þð1 À aÞc Trans z: In the case with directed networks, the community detection can be implemented with the revised method based on cuts, spectral clustering, random walks or markov chains [18] . Also we can generalize our model to the directed graph with the asymmetric NMF.
EXTENSIBILITY TO OTHER APPLICATIONS
By formulating the problem as the task of measuring the community strength over an observation period, we can extend our method to perform some additional tasks. In this section, we explain the extensibility of Algorithm 1 to: (1) Measure the impact and consequently the change in community strength based on immediate preceding timestamps, and (2) Identify top-k strongest and weakest communities.
Community Strength Progression Net
The output of Algorithm 1 provides information on how all the communities' strength evolve over time. In addition to that, we also want to know how the communities from immediate preceding snapshots (i.e., C tÀ1 and C t ) influence the strength of each other. To illustrate these relationships, we construct a bipartite network that represents the relationship between communities detected at snapshot t-1 and communities detected at snapshot t. In such a network, the nodes on the left represent the communities detected at previous timestamp, the nodes on the right represent the communities detected at the current timestamp and the edges connecting the nodes denote the influence transmission between the communities.
The relationship matrix P K tÀ1 ÂK t that represents the relationships between communities captured at adjacent snapshots (t À 1 and t) can be calculated as:
where D is a diagonal matrix used for normalization and
As we mentioned in Section 3.1, C t and C tÀ1 are the community indicator matrices with respect to snapshot t and t À 1. S t and S tÀ1 represent the relationship between communities at snapshot t and t À 1, respectively. As we mentioned previously, S t can uncover the underlying relationships between communities detected at snapshot t, and C tÀ1 C t T demonstrates the number of common members between the two snapshots' communities. Thus, P can reflect not only the common member relationship but also the underlying relationships between two snapshots' communities.
A natural definition of community progression net (from c tÀ1 i at time t À 1 to c t j at time t) is a flow starting from c tÀ1 i , and transmits its strength to c t j . There are two applications that are worth discussing: First, we analyze how the community strength from the current snapshot transmits to the next snapshot. Second, we analyze how the current community strength succeeds from the previous snapshot. For the former one, the strength transmits community i at the current snapshot to the community j at the next snapshot, which is defined as a it p ij . As mentioned before, a it is the strength of community i at time t and p ij is the relationship among community i and j, a it p ij can reflect the influence community j obtained from community i. The network reflecting this transmission relationship is named Strength Transmission Net. Correspondingly, for the latter one, the strength that the current community j inherits from community i is defined as p ij a jt , which is named Strength Reception Net. Notice that to measure the Strength Reception Net, we need to normalize each column of P .
Examples for Strength Transmission Net and Strength Reception Net are depicted in Figs. 2a and 2b , respectively. In each network, the values shown inside the geometric shapes are the strength corresponding to the communities. For example, from Fig. 2a we can see that the circle community from the first snapshot transmits its current strength (0.46) to the succeeding circle community with 0.44 and rectangle community with 0.02. Take another example, from Fig. 2b , we can see the diamond community at the second snapshot inherits 0.35 and 0.03 strength from diamond community and rectangle community at the first snapshot. In such cases, we can find out that the members from diamond community at the second snapshot mainly inherits from diamond community at the first snapshot.
The community strength progression net can provide us with important information about the community evolution. For example, in the field of biology, if one gene community's strength mainly transmits to multiple subsequent gene communities, it is very likely that this gene community has splitted into these communities. Take another example in the social network, if several friend communities' strengths have transmitted to one subsequent community, we would know that these previous communities merge into a larger community.
Top-K Strongest/Weakest Communities
By applying Algorithm 1, we obtain the community strength for each detected community at each snapshot. Based on this output, we can compute an overall strength for each community, which is useful to identify interesting communities that are the strongest/weakest throughout the entire observation period. There are mainly two methods to aggregate the temporal community strength scores: unweighted and weighted. In the unweighted case, we can regard each temporal score to be of equal importance and take the sum, i.e., P T t¼1 a zt . However, in some cases, the community strength is more important at some particular snapshots, e.g., the early stage of cancer. In such a case, we should give different weights to different snapshots and the aggregation function can be defined as P T t¼1 h t a zt , where h t is the weight for the specific snapshot t. In addition, when choosing the top strongest or weakest communities, we may also want to consider the size of the communities. When the target networks are very sparse, the penalty from the external connections may be very small, thus the penalty from the external interaction would be very limited. In such a case, the community strength value would be biased to the large-size communities which will contain more internal connections. To mitigate this effect, the aggregated function for community z can be redefined as:
h t a zt jCzj so that the community strength is normalized by its size. In this section, we report experimental studies based on both synthetic and real-world datasets. First, we evaluate the proposed method by comparing the detected strongest/ weakest communities and community strength ranking with the ground truth on synthetic and real-world social datasets. Then we evaluate the results obtained by the proposed method on actor relationship, bibliography and biological datasets using case studies. We perform comprehensive analysis to justify the top-K strongest communities returned by the proposed algorithm.
Synthetic Dataset
We start with a synthetic dataset, which is generated according to the method mentioned in [7] . We generate data for a total of 30 consecutive snapshots. At the first snapshot, we generate 100 nodes, which are divided into five communities of 20 nodes each. From the 2nd to the 30th snapshots, edges are added randomly with a higher probability p in for within-community edges and a lower probability probability p out for between-community edges. In this study, we set the two-tuple parameter (p in , p out ) for these five communities as C 1 ¼ ð0:22; 0:05Þ, C 2 ¼ ð0:2; 0:07Þ, C 3 ¼ ð0:18; 0:09Þ, C 4 ¼ ð0:16; 0:11Þ and C 5 ¼ ð0:14; 0:13Þ.
Baselines
Since no previous methods target at the same problem, we compare the proposed algorithm with several variations of previous approaches and the proposed approach.
PACS without : The first baseline, which we call PACS without , adopts all the steps in the proposed method except the usage of the smoothness constraint. Comparison with PACS without will demonstrate the importance of the smoothness assumption.
K-nearest neighbors (KNN). The second baseline is the KNN approach. At each snapshot, after we use KNN to detect the communities, we also calculate the strengths for them. Then, the strength of each specific community can be calculated via considering its top-K most similar communities' structure information. Specifically, in KNN, the formula for strength of community i at time t can be represented as P K j¼1h ij a jt . Note that, a jt is the strength of community j at time t which is calculated via Eq. (5), andh ij here is the similarity between two communities calculated using Jaccard coefficient and P K t j¼1h ij ¼ 1. KNN represents the perspective of involving only k closest communities in strength computation while the proposed approach conducts a global computation of community strength.
Community internal density (CID). The third baseline is based on community internal density, which we call CID for short. As defined in [19] , CID measures the internal edge density of the cluster c. Since CID is also proposed to measure the community quality, comparing with CID can help us understand which community quality index can better measure the community strength.
Performance Evaluation on Synthetic Dataset
Due to the way we generate the synthetic data, we have known that community C 1 has the largest gap between p in and p out , which makes it the strongest community throughout all the snapshots. Thus, we can directly compare the strongest community discovered by each method with C 1 . The higher similarity the detected strongest community to C 1 , the more accurate the corresponding method is. In this experiment, we use Jaccard coefficient which is defined as the size of the intersection members divided by the size of the union of the members to measure the community similarity. On the other hand, since all these five communities in the synthetic data are more or less well separated, the weakest community should be the one composed of members coming uniformly from these five communities. To measure the distribution of members, we use entropy measure À P 5 i¼1 P ðx i ÞlogP ðx i Þ, where P ðx i Þ is the percentage of members from community i. The higher the entropy is, the weaker the discovered community is. Table 2 shows both the Jaccard coefficient for the strongest community and the entropy for the weakest community obtained by the four algorithms. From the table we can see that the proposed method clearly outperforms the baselines on both strong and weak community detection. PACS performs better than PACS without , which indicates that the smoothness assumption contributes to the performance improvement. Moreover, CID does not perform well, since it only considers the internal connections of the communities.
Results on the Synthetic Dataset
Social Evolution Dataset
The social evolution dataset was collected by MIT human dynamics lab [20] , which recorded the daily living of 80 students in a dormitory with mobile phones. We construct the student interaction networks from the raw data. In these networks, nodes are students and an edge exists between them if the corresponding students have interactions in one of the following three ways: call, message and music sharing. The weight of each edge is the number of interactions. It is easy to see that, the more frequently two students interact with each other, the higher weight is assigned on the edge connecting them. Note that the number of communities at time t can be determined by the modularity function [11] . To determine the best community number K at time t, we tried different candidates for K in a specific range and used the one which leads to the highest modularity function value. From these student interaction networks, we hope to rank friend communities based on their strengths. In other words, we try to find out strong friend clans from their regular social interactions. The evaluation of temporal community strength is difficult due to the lack of ground truth. Fortunately, besides the student interaction information, this dataset also provides a series of temporal surveys about the closeness degree between students, which can be used to validate our discoveries. The surveys were mainly made on five dates: (This is the reason why we cut the snapshots of student interaction networks in the way mentioned above). In each survey, every student needs to indicate his/her current relationship level with the others in the six kinds of surveyed relationships, which are sorted and weighted by us in view of the closeness degree in Table 3 .
Performance Evaluation on Social Evolution Dataset
We first calculate the gap between the average inside-community closeness degree and the average outsidecommunity closeness degree for each community in the community poolC, and then we sort these communities based on their gaps as a ranking list L 1 . Note that the higher a community is ranked, the stronger it is. It is obvious that a strong friend clan should simultaneously obtain close relationships among the members and obtain a relatively weaker relationship with non-members. The dense internal connections and sparse external connections situation ensures a low probability of current members leaving and new members joining, which makes it a strong friend clan. Also, we calculate the community strength for each community in the community poolC using the proposed method or one of the baselines, and then also rank them as a ranking list L 2 . Then we can directly compare the predicted result L 2 with L 1 . Because L 1 denotes the ground truth of the communities' strengths ranking, the estimated result can be validated through the comparison of two ranking lists.
The similarity between ranked list L 1 and L 2 can be measured globally or locally. The global approach measures how close the overall similarity is between L 1 and L 2 . To measure this, we use rank correlation measure proposed in [21] , which is also commonly referred to as Kendall's tau ðtÞ coefficient. The Kendall's tau coefficient ranges in [À1, 1]. Using this measure, two identical rankings will receive value 1, and the opposite rankings (i.e., one ranking is the reverse of the other) has value À1. Besides measuring the proposed method from the global perspective, we are also interested in the method's local precision at the two extremes (strongest and weakest) in a ranking list. To measure the accuracy of detected communities in the top/ bottom x elements, we use a cover rate function of x ratio of list L and L Bx denotes the elements of the bottom x ratio of list L. This function is used to measure the common elements ratio of two ranking lists in terms of their 2x (top x and bottom x percent) percent elements. In the experiment, we vary the ratio x as 10, 15, 20, 25 and 30 percent.
The experimental results of global and local ranking measurement comparing with baselines mentioned in Section 5.1 are shown in Figs. 3 and 4 , respectively. It can be observed from these figures that the proposed method outperforms other baselines consistently in both the global measure and local measure. To be more specific, for the global measure, we got the similar performance results as those on synthetic dataset. For the local measure, two patterns are found: for the PACS and PACS without , the cover rates are high at the beginning, and begin to decrease as x increases; for the KNN and CID, they start with low cover rates and the cover rates increase as the x increases. The reasons behind these patterns are as follows. First, the farther communities ranked from two extremes (i.e., strongest and weakest), the differences between them are more trivial. In other words, the communities which are closer to the middle are hard to rank. This is the reason why the cover rates of PACS and PACS without drop when x increases. Second, since the cover rate measures the two ranking lists' common elements ratio in terms of their 2x percent elements, even two ranked lists are totally opposite, they will reach 100 percent cover rate when x equals to 50 percent. Also, different with PACS and PACS without whose beginning cover rate is very Do not know 0 Fig. 3 . Global performance on the social evolution dataset. Fig. 4 . Local performance on the social evolution dataset.
high, the beginning cover rate of CID and KNN is very low, thus the possible growing space of cover rate is larger. To evaluate how the temporal smoothness parameter a affects the performance, we increase a from 0 to 1 with a step of 0.1 and report the Kendall's tau value of the detected community ranked list in Fig. 5 . As a increases, we emphasize more on the current network. We get a hill-shape curve, which demonstrates that both historical and current networks contribute to the true community strength estimation. In other words, the temporal smoothness assumption adopted in our framework is helpful. On the other hand, we validate the influence from different number of communities in Fig. 6 . For simplicity, we set the K t value identical for each timestamp. In the test, different K t values are tested and the Kendall's tau coefficients are recorded. It can be observed that the different number of communities will not cast much impact on the efficacy of our framework.
Finally, we report the average inside-community closeness degree (as mentioned in Table 3 ) and the average outside-community closeness degree at each snapshot for the top three strongest and weakest communities in Table 4 . We can observe that, for the top three strongest communities, the average inside-community closeness degrees are obviously larger than the average outside-community closeness degrees. On the contrary, the average inside-community closeness degrees of weak communities are basically less than the average outside-community closeness degrees. This demonstrates that the temporal community strength detected by the proposed method can reflect the true community relationships.
Twitter Dataset
The Twitter Dataset is crawled from Twitter.com. 2 We tracked the topic "English Premier League" and related football teams for over a week and then divide the data into five intervals, each spanning 60 hours of interactions. There are in total 1,582 users involved in the networks. The weight on the edge stands for the number of interactions between two users in the specific timestamp. To validate our results, we create a word frequency vector for each user and calculate the cosine similarity between a given pair of users. Thus we create a text based similarity matrix as ground truth. Similar with Social Evolution Dataset, we implement our proposed method on user interaction network, and make comparison with the ground truth information.
We conducted the experiments to display the global and local performance, shown in Figs. 7 and 8 respectively. The stronger community should have discussions on relatively consistent topics, and thus more similar word patterns over time. In the results, our proposed method outpaces the two baseline in Twitter dataset. Also we can observe the similar local performance patterns with that in Social Evolution Dataset from Fig. 8 .
Internet Movie Database (IMDB) Dataset
In this part, we consider the co-starring network constructed from a subset of the IMDB dataset. 3 In the network, nodes are actors and an edge exists between them if the corresponding actors have participated in an American made comedy movie (excluding TV movies and TV series) together in a given period of time. There are totally four snapshots from 1991 to 2002, and the network of each snapshot demonstrates co-starring relations over a period of three years 1991-1993 (T1), 1994-1996 (T2), 1997-1999 (T3) and 2000-2002 (T4). To remove noise and outliers, only actors who have participated in at least 10 movies of any genres from 1990 to 2010, and at least one American made comedy movie are selected at each snapshot. There are totally 700 actors satisfying the above requirements, and we build snapshot networks with these 700 actors as nodes.
Top three strongest actor communities detected by PACS and the major movies of each community are shown in Table 5 . Without loss of generality, we demonstrate the case study on the first community and show that the method is effective in discovering strong communities. Among all the 18 actors that are included in this community, 12 are indicated as voice actors in Wikipedia, and the rest of them have also contributed their voices to some cartoon characters at least three times. Moreover, in their nine key movies, seven are comedy cartoons. As we know, the particularity of dubbing makes the cooperation between voice actors more frequent than with the actors who are not voice actors, which demonstrates that this actor community detected by the proposed method is indeed a strong community.
DBLP Dataset
We evaluate the proposed method on a subset of DBLP Dataset used in [22] . To be more specific, we focus on work The strongest author community detected by PACS and its related collaboration venues within five timestamps are shown in Table 6 . This author community consists of 14 authors, and due to space limit, we only provide their abbreviated names. We show the number of collaborations among the authors for each conference/journal they copublished in. As for the top five frequent venues in which they co-published in, on average they have around four coauthored papers in every two years. Furthermore, their publications on these journals/conferences are relatively consistent throughout the observation period. The high frequency and stability of collaboration has made this author community a strong community. Therefore it demonstrates that the strong author community detected by the proposed method is reasonable.
Biological Dataset
The biological dataset used in the experiment is from Stevenson et al. [23] . They collected the gene expression data from two groups of rats: the rats (eight replicates) exposed to cigarette smoke (i.e., exposure group) and the rats (eight replicates) exposed to room air only (i.e., the control group). Various intervals up to eight months are used to identify the molecular changes induced by cigarette smoke inhalation that may drive the biological and pathological consequences leading to diseases, such as asthma and lung cancer. The dataset includes eleven snapshots (1, 3, 5, 14, 21, 28, 42, 56, 84 , 112 and 182 days), and there is a gene expression matrix created for each snapshot. In this study, we focus on 3,672 genes whose p-values (via t-test) are smaller than 0.05. To construct the gene co-expression networks, we first calculate the Pearson correlation coefficient between the gene pairs based on each snapshot's gene expression matrix and then maintain the edges whose correlation coefficients are larger than a cutoff threshold (which is set to 0.8). Note that this is a commonly used way to construct gene co-expression network as used in many previous work [24] , [25] .
A widely used method to analyze gene clusters is to divide them into functional categories for biological interpretation. This is usually accomplished using gene ontology (GO) categories [26] . The GO provides biologists a list of gene annotations which are used as inferences for understanding the genes communities' biological functions instead of investigating each gene individually. When GO is used on the strong gene communities detected from the exposure group of rats, we can find the strongest and most significant gene functions that influence this group of rats throughout the entire observation period. Similarly, we can also obtain the significant gene annotations influencing the control group.
We compare the gene annotations between these two groups and filter the common gene annotations. Then the unique gene annotations influencing the exposure group can be obtained, which can tell us the most significantly affected annotations in the chronic response to cigarette smoke. Table 7 shows all the significant gene annotations in the strongest gene community detected by the proposed approach (for the sake of simplicity, we name this community C Ã ), under the p-value cut-off threshold 2.0E-06. Furthermore, from all these annotations, we select the gene annotations which are only detected in C Ã but not detected by the top À 10 strongest communities from control group, which are shown in Table 7 with a star mark (*). Among all these unique annotations, majority of them have been proven by previous studies to be really driven by the cigarette smoke. As shown in [23] , carbon fixation (i.e., GO ID 19752), metabolism (i.e., GO ID 43436, 6082, 42180, 44281, 8152) and inflammation (i.e., GO ID 6954, 2526) are some special functions distinguishing between the exposure group and control group. In addition, the strength progression of this community is shown in Fig. 9 . From this plot, we can see that C Ã becomes much stronger after the fourth snapshot (14 days). This is validated by the previous result provided in [23] , which demonstrated that carbon fixation, metabolism and inflammation show differences after two weeks. This interesting result shows that the proposed approach is not only effective on detecting the top strongest communities globally, but also effective on tracking the progression of community strengths locally. Besides the proven gene annotations, we believe that the rest of the unique annotations (i.e., those not proven by previous work) may provide important hints for learning the effect of smoking cigarettes.
RELATED WORK
There have been extensive research studies on community detection in networks. [27] came up with an efficient algorithm to conduct overlapping community detection in large-scale social networks. In [28] , a novel method was proposed for the community discovery in complex networks based on an extremal modular optimization framework. [29] introduced the modularity concept in social networks and leveraged eigenvectors of characteristic matrix for the detection task. Also, [30] discussed a benchmark method to test the detected communities. However, these methods focus on the static scenario and cannot be easily extended to dynamic networks.
With the availability of many online datasets, dynamic network analysis has become a hotly discussed topic today. In [1] , an optimization framework based on logistic regression was proposed to estimate the network evolution. Kolar et al. in [2] discussed the biological dynamic networks and proposed the method to predict the state of protein complexes. Przytycka et al. in [3] analyzed the dynamic molecular interactions, which is crucial in regulating the functioning of cells and organisms. In [31] , the authors investigated the subgraph discovery in dynamic networks.
Besides, the community analysis of dynamic networks has been extensively studied in various research areas. Most existing community research on dynamic networks focuses on community discovery and community evolution pattern detection. Chi et al. [6] and Lin et al. [7] proposed community discovery algorithms for dynamic graphs where the communities detected at each snapshot are based on the optimization defined on both the current and historical networks. Similarly, Ahmed and Xing [32] proposed a machine learning algorithm named TESLA for recovering the underlying structure of time-varying networks, which could be also used on temporal community detection. Although these methods can output some stable and consistent communities at each snapshot, they may not be able to provide any evolutionary information of the communities, such as the historical/successive structure information. Some studies [33] , [34] focused on detecting the evolution of communities, which captures the changes (e.g. merging, splitting and surviving) between successive communities. However, the information provided by these studies is limited to only adjacent snapshots which cannot give us a whole picture of the community evolution.
Gupta et al. [5] investigated and tackled the problem of identifying evolutionary community outliers given the discovered communities from two snapshots of an evolving dataset. The target problem is to detect community outliers that evolve against the trend, which is different from ours. Newman and Girvan [11] proposed the Modularity function, which measures the quality of graph partitioning. In particular, a graph is considered to have high modularity if it has dense connections between the nodes within the communities but sparse connections between nodes across different communities. Modularity function captures community strength in some sense, but it is only used as a global index which measures the quality of a particular clustering or the standard to partition the objects into communities [35] in a static graph.
CONCLUSIONS
In this paper, we introduced a new problem of analyzing the progression of community strengths. Community strength is a temporal measure which represents the probability that a particular community has a stable membership at the current snapshot. To solve this problem, we propose a framework that provides reliable and consistent community strength scores which are not only insensitive to shortterm noise in the current network but also adaptive to longterm network evolution. The results of community strength analysis can be also used to find the top À K strongest or weakest communities and track the change of strengths via constructing the community strength progression net. Extensive experimental analysis demonstrated that the proposed method is very effective on both synthetic and real dynamic datasets. Case studies on three real datasets showed that interesting and meaningful communities can be revealed by community strength detection. Xiaowei Jia is currently working toward the PhD degree in computer science from the State University of New York at Buffalo. He is working in data mining and machine learning with a focus on social network analysis, recommender systems, and health-care signals.
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