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CERTAIN SINGULAR DISTRIBUTIONS AND FRACTALS
SYMON SERBENYUK
Abstract. In the present article, the main attention is given to fractals having the Moran struc-
ture. Topological, metric, and fractal properties of images of certain self-similar fractals under the
action of some singular distributions, are investigated.
1. Introduction
In the present article, the main attention is given to the Salem function and some its generaliza-
tions (such functions have complicated local structure since they are singular or non-differentiable),
certain encodings of real numbers, and the Moran sets.
Nowadays, “pathological” mathematical objects (the notion of pathology in mathematics is
described in [30]) such as fractals, functions with complicated local structure (singular, non-
differentiable or nowhere monotonic functions), and other mathematical objects, have the applied
importance and the interdisciplinary character. A number of researches are devoted to this topic
(for example, see [4, 5, 7], [29] - [32], etc.).
Let us consider space Rn. In [10], P. A. P. Moran introduced the following construction of sets
and calculated the Hausdorff dimension of the limit set
E =
∞⋂
n=1
⋃
i1,...,in∈A0,p
∆i1i2...in . (1)
Here p is a fixed positive integer, A0,p = {1, 2, . . . , p}, and sets ∆i1i2...in are basic sets having the
following properties:
• any set ∆i1i2...in is closed and disjoint;
• for any i ∈ A0,p the condition ∆i1i2...ini ⊂ ∆i1i2...in holds;
•
lim
n→∞
d (∆i1i2...in) = 0,where d(·) is the diameter of a set;
• each basic set is the closure of its interior;
• at each level the basic sets do not overlap (their interiors are disjoint);
• any basic set ∆i1i2...ini is geometrically similar to ∆i1i2...in ;
•
d (∆i1i2...ini)
d (∆i1i2...in)
= σi,
where σi ∈ (0, 1) for i = 1, p.
The Hausdorff dimension α0 of the set E is the unique root of the following equation
p∑
i=1
σα0i = 1.
It is easy to see that set (1) is a Cantor-like set and a self-similar fractal. The set E is called
the Moran set.
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There are much research devoted to Moran-like constructions and Cantor-like sets (for example,
see [4, 5, 9, 11, 2, 3, 6, 11, 27, 21] and references therein).
It is well known that fractals are widely applicated in computer design, quantum mechanics,
solid-state physics, algorithms of the compression to information, analysis and categorizations of
signals of various forms appearing in different areas (e.g. the analysis of exchange rate fluctuations
in economics), etc. In addition, such sets are useful for checking preserving the Hausdorff dimension
by certain functions [26, 27].
Let s > 1 be a fixed positive integer. Then the s-adic representation of numbers from [0, 1] is of
the following form:
x = ∆sα1α2...αn... =
∞∑
n=1
αn
sn
,
where αn ∈ A = {0, 1, . . . , s− 1}.
In addition, the following representation
x = ∆−sα1α2...αn... =
∞∑
n=1
αn
(−s)n
,
is the nega-s-adic representation of numbers from
[
− s
s+1
, 1
s+1
]
. Here αn ∈ A as well.
A function of the form
f(x) = f
(
∆2α1α2...αn...
)
= βα1 +
∞∑
n=2
(
βαn
n−1∏
i=1
pi
)
= y = ∆P2α1α2...αn...,
where p0 > 0, p1 > 0, and p0 + p1 = 1, is called the Salem function. Here β0 = 0, β1 = p0.This is
one of the simplest examples of singular functions but its generalizations can be non-differentiable
functions or do not have the derivative on a certain set. In [12], Salem modeled this function
for the case when the argument represented in terms of the s-adic representation. Let us note
that many researches are devoted to the Salem function and its generalizations (for example, see
[1, 8, 19, 24, 28] and references in these papers).
Let us consider a technique for modeling the Salem type function. Such functions are the main
functions of the present investigation.
Let ζ be a random variable defined by the s-adic representation
ζ =
ι1
s
+
ι2
s2
+
ι3
s3
+ · · ·+
ιk
sk
+ · · · = ∆sι1ι2...ιk...,
where ιk = αk and digits ιk (k = 1, 2, 3, . . . ) are random and taking the values 0, 1, . . . , s− 1 with
positive probabilities p0, p1, . . . , ps−1. That is ιk are independent and P{ιk = ik} = pik , ik ∈ A.
From the definition of a distribution function and the following expressions
{η < x} = {ξ1 < α1(x)} ∪ {ι1 = α1(x), ι2 < α2(x)} ∪ . . .
∪{ι1 = α1(x), ι2 = α2(x), . . . , ιk−1 = αk−1(x), ιk < αk(x)} ∪ . . . ,
P{ι1 = α1(x), ι2 = α2(x), . . . , ιk−1 = αk−1(x), ιk < αk(x)} = βαk(x)
k−1∏
j=1
pαj(x),
where
βαk =
{∑αk(x)−1
i=0 pi(x) whenever αk(x) > 0
0 whenever αk(x) = 0,
it is easy to see that the following statement is true.
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Statement 1. The distribution function fζ of the random variable η can be represented in the
following form
fζ(x) =


0 whenever x < 0
βα1(x) +
∑∞
k=2
(
βαk(x)
∏k−1
j=1 pαj(x)
)
whenever 0 ≤ x < 1
1 whenever x ≥ 1,
where pαj(x) > 0.
The function
f(x) = βα1(x) +
∞∑
n=2
(
βαn(x)
n−1∏
j=1
pαj(x)
)
,
can be used as a representation of numbers from [0, 1]. That is
x = ∆Pα1(x)α2(x)...αn(x)... = βα1(x) +
∞∑
n=2
(
βαn(x)
n−1∏
j=1
pαj(x)
)
,
where P = {p0, p1, . . . , ps−1}, p0 + p1 + · · · + ps−1 = 1, and pi > 0 for all i = 0, s− 1. The
last-mentioned representation is the P-representation of numbers from [0, 1].
It is easy to see that
x = ∆sα˜1α˜2...α˜k... =
1
s+ 1
−∆−sα1α2...αk... ≡
1
s+ 1
−
∞∑
k=1
(−1)kαk
sk
=
∞∑
k=1
α2k−1
s2k−1
+
∞∑
k=1
s− 1− α2k
s2k
.
Let us consider the following distribution function. By analogy, let ς be a random variable
defined by the s-adic representation
ς = ∆spi1pi2...pik... =
∞∑
k=1
pik
sk
,
where
pik =
{
αk if k is odd
s− 1− αk if k is even
and digits pik (k = 1, 2, 3, . . . ) are random and taking the values 0, 1, . . . , s − 1 with positive
probabilities p0, p1, . . . , ps−1. That is pik are independent and P{pik = ik} = pik , ik ∈ A. From the
definition of a distribution function and the following expressions
{ς < x} = {pi1 < α1(x)} ∪ {pi1 = α1(x), pi2 < s− 1− α2(x)} ∪ . . .
. . . ∪ {pi1 = α1(x), pi2 = s− 1− α2(x), . . . , pi2k−1 < α2k−1(x)}∪
∪{pi1 = α1(x), pi2 = s− 1− α2(x), . . . , pi2k−1 = α2k−1(x), pi2k < s− 1− α2k(x)} ∪ . . . ,
P{pi1 = α1(x), pi2 = s− 1− α2(x), . . . , pi2k−1 < α2k−1(x)} = βα2k−1(x)
2k−2∏
j=1
p˜αj(x)
and
P{pi1 = α1(x), pi2 = s− 1− α2(x), ..., pi2k < s− 1− α2k(x)} = βs−1−α2k(x)
2k−1∏
j=1
p˜αj(x),
we have the following statement.
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Statement 2. The distribution function F˜ς of the random variable ς can be represented in the
following form
F˜ς(x) =


0 whenever x < 0
β˜α1(x) +
∑∞
k=2
(
β˜αk(x)
∏k−1
j=1 p˜αj(x)
)
whenever 0 ≤ x < 1
1 whenever x ≥ 1,
where pαj(x) > 0,
p˜αk =
{
pαk if k is odd
ps−1−αk if k is even,
and
β˜αk =
{
βαk if k is odd
βs−1−αk if k is even.
The function
F˜ (x) = βα1(x) +
∞∑
n=2
(
β˜αn(x)
n−1∏
j=1
p˜αj(x)
)
,
is a partial case of the function investigated in [28].
One can consider the following representation of numbers from [0, 1]:
x =
∑α1−1
i=0 pi +
∑∞
n=2
(
(−1)n−1δ˜αn
∏n−1
j=1 p˜αj
)
+
∑∞
n=1
(∏2n−1
j=1 p˜αj
)
≡ ∆−Pα1(x)α2(x)...αn(x)... = ∆
P
α1(x)[s−1−α2(x)]...α2k−1(x)[s−1−α2k(x)]...
, (2)
where
δ˜αn =


∑s−1
i=s−1−αn
pi if n is even
0 if n is odd and αn = 0∑αn−1
i=0 pi if n is odd and αn 6= 0.
Here P = {p0, p1, . . . , ps−1}, p0 + p1 + · · · + ps−1 = 1, and pi > 0 for all i = 0, s− 1. The last-
mentioned representation is the nega-P-representation of numbers from [0, 1] (this representation
is a partial case of the nega-Q˜-representation considered in the papers [22, 28]).
Definition 1. Any function is said to be a function of the Salem type if it is modeled by the
mentioned technique. That is, the Salem type function is a distribution function of the random
variable η = ∆ξ1ξ2...ξk... defined by a certain representation ∆i1i2...ik... of real numbers, where ξk =
ik and digits ξk (k = 1, 2, 3, . . . ) are random and taking the values 0, 1, . . . , mk with positive
probabilities p0, p1, . . . , pmk (ξk are independent and P{ξk = ik} = pik , ik ∈ Ak = {0, 1, . . . , mk},
mk ∈ N ∪ {∞}). In addition, some generalizations of the Salem type functions (for example, the
last functions for which pi ∈ (−1, 1)) also are called functions of the Salem type.
By analogy, let η be a random variable defined by the s-adic representation
η = ∆sξ1ξ2...ξk... =
∞∑
k=1
ξk
sk
,
where
ξk =
{
αk if k is even
s− 1− αk if k is odd
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and digits ξk (k = 1, 2, 3, . . . ) are random and taking the values 0, 1, . . . , s − 1 with positive
probabilities p0, p1, . . . , ps−1. Then the distribution function F¨η of the random variable η can be
represented in the following form
F¨η(x) =


0 whenever x < 0
βs−1−α1(x) +
∑∞
k=2
(
β¨αk(x)
∏k−1
j=1 p¨αj(x)
)
whenever 0 ≤ x < 1
1 whenever x ≥ 1,
where pαj(x) > 0,
p¨αk =
{
pαk if k is even
ps−1−αk if k is odd,
and
β¨αk =
{
βαk if k is even
βs−1−αk if k is odd.
Let us consider the P-representation and the nega-P-representation more detail. Let s be a
fixed positive integer, s > 2, and c1, c2, . . . , cm be an ordered tuple of integers such that ci ∈
{0, 1, . . . , s− 1} for i = 1, m.
Definition 2. A P-cylinder (or nega-P-cylinder) of rank m with base c1c2 . . . cm is a set ∆
P
c1c2...cm
(or ∆−Pc1c2...cm) formed by all numbers of the segment [0, 1] with P-representations (or nega-P-
representations) in which the first m digits coincide with c1, c2, . . . , cm, respectively, i.e.,
∆Pc1c2...cm =
{
x : x = ∆Pα1α2...αn..., αj = cj , j = 1, m
}
or
∆−Pc1c2...cm =
{
x : x = ∆−Pα1α2...αn..., αj = cj , j = 1, m
}
Cylinders ∆Pc1c2...cm, ∆
−P
c1c2...cm
have the following properties:
(1) an arbitrary cylinder ∆Pc1c2...cm or ∆
−P
c1c2...cm is a closed interval;
(2) the following relationships hold:
inf ∆Pc1c2...cm = ∆
P
c1c2...cm000..., sup∆
P
c1c2...cm = ∆
P
c1c2...cm[s−1][s−1][s−1]...;
inf ∆−Pc1c2...cn =
{
∆−Pc1c2...cn[s−1]0[s−1]0[s−1]... if n is odd
∆−Pc1c2...cn0[s−1]0[s−1]0[s−1]... if n is even
,
sup∆−Pc1c2...cn =
{
∆−Pc1c2...cn0[s−1]0[s−1]0[s−1]... if n is odd
∆−Pc1c2...cn[s−1]0[s−1]0[s−1]... if n is even
;
(3)
|∆Pc1c2...cm| = pc1pc2 · · · pcm, |∆
−P
c1c2...cm
| = p˜c1 p˜c2 · · · p˜cm;
(4)
∆Pc1c2...cmc ⊂ ∆
P
c1c2...cm, ∆
−P
c1c2...cmc ⊂ ∆
−P
c1c2...cm ;
(5)
∆Pc1c2...cm =
s−1⋃
c=0
∆Pc1c2...cmc, ∆
−P
c1c2...cm
=
s−1⋃
c=0
∆−Pc1c2...cmc;
(6)
lim
m→∞
|∆Pc1c2...cm| = limm→∞
|∆−Pc1c2...cm | = 0;
(7)
|∆Pc1c2...cmcm+1|
|∆Pc1c2...cm|
= pcm+1,
|∆−Pc1c2...cmcm+1|
|∆−Pc1c2...cm|
= p˜cm+1;
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(8) for any m ∈ N
sup∆Pc1c2...cmc = inf ∆
P
c1c2...cm[c+1]
, where c 6= s− 1;
sup∆−Pc1c2...cm−1c = inf ∆
−P
c1c2...cm−1[c+1]
if m is odd,
sup∆−Pc1c2...cm−1[c+1] = inf ∆
−P
c1c2...cm−1c
, if m is even;
(9) for an arbitrary x ∈ [0, 1]
∞⋂
m=1
∆Pc1c2...cm = x = ∆
P
c1c2...cm...
and
∞⋂
m=1
∆−Pc1c2...cm = x = ∆
−P
c1c2...cm...
.
(10) for any x1, x2 ∈ [0, 1], the following equalities are true:
x1 = ∆
−P
α1α2...αn...
≡ ∆Pα1[s−1−α2]...α2k−1[s−1−α2k]...,
x2 = ∆
P
α1α2...αn... ≡ ∆
−P
α1[s−1−α2]...α2k−1[s−1−α2k]...
.
Definition 3. A number x ∈ [0, 1] is called P-rational if
x = ∆Pα1α2...αn−1αn000...
or
x = ∆Pα1α2...αn−1[αn−1][s−1][s−1][s−1]....
The other numbers in [0, 1] are called P-irrational.
Definition 4. Numbers from some countable subset of [0, 1] have two different nega-P-representations,
i.e.,
∆−Pα1α2...αn−1αn[s−1]0[s−1]0[s−1]... = ∆
−P
α1α2...αn−1[αn−1]0[s−1]0[s−1]...
, αn 6= 0.
These numbers are called nega-P-rational, and other numbers from [0, 1] are called nega-P -
irrational.
2. The objects of research
Some articles (for example, see [2, 3, 21, 13, 14, 15, 16, 17, 18, 20] ) are devoted to sets whose
elements have certain restrictions on using combinations of digits in own s-adic representation.
Let us consider the following results.
Let 2 < s be a fixed positive integer, A = {0, 1, . . . , s−1}, A0 = A\{0} = {1, 2, . . . , s−1}, and
L ≡ (A0)
∞ = (A0)× (A0)× (A0)× . . .
be the space of one-sided sequences of elements of A0.
Let us consider a class Υs of sets S(s,u) represented in the form
S(s,u) =
{
x : x =
u
s− 1
+
∞∑
n=1
αn − u
sα1+···+αn
, (αn) ∈ L, αn 6= u, αn 6= 0
}
,
where u = 0, s− 1, the parameters u and s are fixed for the set S(s,u). That is the class Υs
contains the sets S(s,0), S(s,1), . . . , S(s,s−1). We say that Υ is a class of sets such that contains the
classes Υ3,Υ4, . . . ,Υn, . . . .
It is easy to see that the set S(s,u) can be defined by the s-adic representation in the following
form
S(s,u) =

x : x = ∆su . . . u︸ ︷︷ ︸
α1−1
α1u . . . u︸ ︷︷ ︸
α2−1
α2...u . . . u︸ ︷︷ ︸
αn−1
αn..., (αn) ∈ L, αn 6= u, αn 6= 0

 .
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Theorem 1 ([17, 20, 21]). For an arbitrary u ∈ A the sets S(s,u) is an uncountable, perfect,
nowhere dense set of zero Lebesgue measure, and a self-similar fractal whose Hausdorff dimension
α0(S(s,u)) satisfies the following equation∑
p 6=u,p∈A0
(
1
s
)pα0
= 1.
Remark 1. We note that the statement of the last-mentioned theorem is true for all sets
S(s,0), S(s,1), . . . , S(s,s−1) (for fixed parameters u = 0, s− 1 and any fixed 2 < s ∈ N ) without
the sets S(3,1) and S(3,2).
Let x ∈ S(s,u). Let us consider the image
y˜ = F˜ ◦ fl ◦ f+(x),
where
f+ : x = ∆
s
α1α2...αn...
→ ∆−sα1α2...αn... = y
is is not monotonic on the domain and is a nowhere differentiable function ([23]), fl(y) =
1
s+1
− y,
and F˜ is the distribution function described earlier. That is, in this paper, the main attention is
given to properties and a local structure of a set of the form:
S(−P,u) =
{
y˜ : y˜ = F˜ ◦ fl ◦ f+(x), x ∈ S(s,u)
}
=

x : x = ∆−Pu . . . u︸ ︷︷ ︸
α1−1
α1u . . . u︸ ︷︷ ︸
α2−1
α2...u . . . u︸ ︷︷ ︸
αn−1
αn..., (αn) ∈ L, αn 6= u, αn 6= 0

 .
In other words,
∆−Pu . . . u︸ ︷︷ ︸
α1−1
α1u . . . u︸ ︷︷ ︸
α2−1
α2...u . . . u︸ ︷︷ ︸
αn−1
αn... = ∆
P
u˜ . . . u˜︸ ︷︷ ︸
α1−1
α˜1u˜ . . . u˜︸ ︷︷ ︸
α2−1
α˜2...u˜ . . . u˜︸ ︷︷ ︸
αn−1
α˜n...
,
where
α˜n =
{
αn whenever n is odd
s− 1− αn whenever n is even
and
u˜ =
{
u whenever u is situated at an odd position in the representation
s− 1− u whenever u is situated at in an even position in the representation
.
Remark 2. Since properties of the set
S(−s,u) =

x : x = ∆−su . . . u︸ ︷︷ ︸
α1−1
α1u . . . u︸ ︷︷ ︸
α2−1
α2...u . . . u︸ ︷︷ ︸
αn−1
αn..., (αn) ∈ L, αn 6= u, αn 6= 0


(here also u = 0, s− 1, the parameters u and s are fixed for the set S(−s,u)) were investigated
(see [18, 20, 21]), one can consider the set of images
{z : z = F˜ ◦ fl(x), x ∈ S(−s,u)} ≡ S(−P,u).
Let us remark that
inf S(−s,u) =


∆−s1(02) if u = 0
∆−s113(12) if u = 1
∆−s(u2) if u ∈ {2, 3, . . . , s− 1}
8 SYMON SERBENYUK
and
sup S(−s,u) =
{
∆−s(u2) if u ∈ {0, 1}
∆−s1(u2) if u ∈ {2, 3, . . . , s− 1}.
Here (α) is period.
Suppose x ∈ S(−s,u). Then consider the set
S(s,u) ≡
{
y : y = ∆s([s−1]0) + x, x ∈ S(−s,u)
}
.
We have
inf S(s,u) =


∆s[s−2](0[s−3]) if u = 0
∆s[s−2]1[s−4](1[s−3]) if u = 1
∆s([s−1−u]2) if u ∈ {2, 3, . . . , s− 1}
and
sup S(s,u) =
{
∆s([s−1−u]2) if u ∈ {0, 1}
∆s[s−2](u[s−3]) if u ∈ {2, 3, . . . , s− 1}.
Suppose x ∈ S(−s,u). Then consider the set
S(s,u) ≡
{
y : y = ∆s(0[s−1]) − x, x ∈ S(−s,u)
}
.
We obtain
inf S(s,u) =
{
∆s(u[s−3]) if u ∈ {0, 1}
∆s1([s−1−u]2) if u ∈ {2, 3, . . . , s− 1}.
and
sup S(s,u) =


∆s1([s−1]2) if u = 0
∆s1[s−2]3([s−2]2) if u = 1
∆s(u[s−3]) if u ∈ {2, 3, . . . , s− 1}
For the present investigation, the following sets are auxiliary sets:
S(P,u) ≡ {z : z = F˜ (y), y ∈ S(s,u)} ≡

z : z = ∆Pu˜ . . . u˜︸ ︷︷ ︸
α1−1
α˜1u˜ . . . u˜︸ ︷︷ ︸
α2−1
α˜2...u˜ . . . u˜︸ ︷︷ ︸
αn−1
α˜n...

 ,
S(P,u) ≡ {z : z = F¨ (y), y ∈ S(s,u)} ≡

z : z = ∆Pu¨ . . . u¨︸ ︷︷ ︸
α1−1
α¨1u¨ . . . u¨︸ ︷︷ ︸
α2−1
α¨2...u¨ . . . u¨︸ ︷︷ ︸
αn−1
α¨n...

 ,
where
α¨n =
{
αn whenever n is even
s− 1− αn whenever n is odd
and
u¨ =
{
u whenever u is situated at an even position in the representation
s− 1− u whenever u is situated at in an odd position in the representation
.
So, one can note the following statement.
Lemma 1. For the sets S(P,u) and S(P,u), the following hold:
inf S(P,u) =


∆P[s−2](0[s−3]) if u = 0
∆P[s−2]1[s−4](1[s−3]) if u = 1
∆P([s−1−u]2) if u ∈ {2, 3, . . . , s− 1}
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and
sup S(P,u) =
{
∆P([s−1−u]2) if u ∈ {0, 1}
∆P[s−2](u[s−3]) if u ∈ {2, 3, . . . , s− 1},
inf S(P,u) ≡ inf S(P,u) =
{
∆P(u[s−3]) if u ∈ {0, 1}
∆P1([s−1−u]2) if u ∈ {2, 3, . . . , s− 1}
and
sup S(−P,u) ≡ sup S(P,u) =


∆P1([s−1]2) if u = 0
∆P1[s−2]3([s−2]2) if u = 1
∆P(u[s−3]) if u ∈ {2, 3, . . . , s− 1}
Proof. Since F˜ and F¨ are continuous and strictly increasing when the inequality pi > 0 holds for
all i = 0, s− 1 ([24, 28]), our statement is true. 
3. A local structure and properties of S(−P,u)
Lemma 2. An arbitrary set S(−P,u) is an uncountable set.
Proof. It is known ([18]) that the set S(−s,u) is uncountable. Really, it follows from using the
mapping h:
x = ∆−su...u︸︷︷︸
α1−1
α1u...u︸︷︷︸
α2−1
α2...u...u︸︷︷︸
αn−1
αn...
h
−→ ∆−sα1α2...αn... = h(x) = y.
It is easy to see that the set {y : y = ∆−sα1α2...αn..., αn ∈ A \ {0, u}} is an uncountable set.
In our case, we have
S(−P,u) ≡ S(P,u) ∋ y˜ = F˜ ◦ fl(x), x ∈ S(−s,u).
Since the functions F˜ , fl are continuous and monotonic functions determined on [0, 1], we obtain
that S(−P,u) is uncountable. 
Let P = {p0, p1, . . . , ps−1} be a fixed set of positive numbers such that p0 + p1 + · · ·+ ps−1 = 1.
Let us consider the class Φ that contains classes Φ−Ps of sets S(−P,u) represented in the form
S(−P,u) ≡

x : x = ∆−Pu...u︸︷︷︸
α1−1
α1u...u︸︷︷︸
α2−1
α2...u...u︸︷︷︸
αn−1
αn..., (αn) ∈ L, αn 6= u, αn 6= 0

 , (3)
where u = 0, s− 1, the parameters u and s are fixed for the set S(−P,u). That is, for a fixed positive
integer s > 3, the class Φ−Ps contains the sets S(−P,0), S(−P,1), . . . , S(−P,s−1).
To investigate topological and metric properties of S(−P,u), we will study properties of cylinders.
By (a1a2 . . . ak) denote the period a1a2 . . . ak in the representation of a periodic number.
Let c1, c2, . . . , cn be a fixed ordered tuple of integers such that ci ∈ A = A \ {0, u} for i = 1, n.
Definition 5. A cylinder of rank n with base c1c2 . . . cn is a set ∆
(−P,u)
c1c2...cn of the form:
∆(−P,u)c1c2...cn =

x : x = ∆−Pu...u︸︷︷︸
c1−1
c1u...u︸︷︷︸
c2−1
c2...u...u︸︷︷︸
cn−1
cn u...u︸︷︷︸
αn+1−1
αn+1 u...u︸︷︷︸
αn+2−1
αn+2...
, αj = cj , j = 1, n

 .
By analogy, we have
∆(P,u)c1c2...cn =

x : x = ∆Pu...u︸︷︷︸
c1−1
c1u...u︸︷︷︸
c2−1
c2...u...u︸︷︷︸
cn−1
cn u...u︸︷︷︸
αn+1−1
αn+1 u...u︸︷︷︸
αn+2−1
αn+2..., αn+k, cj ∈ A, j = 1, n, k ∈ N

 .
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Remark 3. It is easy to see that
∆(−P,u)c1c2...cn = ∆
−P
u...u︸︷︷︸
c1−1
c1u...u︸︷︷︸
c2−1
c2...u...u︸︷︷︸
cn−1
cn ∩ S(−P,u)
and
∆(−P,u)c1c2...cn = ∆
(P,u)
c˜1c˜2...c˜n
= ∆−Pu˜...u˜︸︷︷︸
c1−1
c˜1u˜...u˜︸︷︷︸
c2−1
c˜2...u˜...u˜︸︷︷︸
cn−1
c˜n
.
By definition, put
p˜u,i =
{
pu whenever i is odd
ps−1−u whenever i is even
,
β˜u,i =
{
βu whenever i is odd
βs−1−u whenever i is even
,
and
Cn−1 = {c1, c1 + c2, . . . , c1 + c2 + · · ·+ cn−1}.
Lemma 3. Cylinders ∆
(−P,u)
c1...cn have the following properties:
(1)
inf ∆(−P,u)c1...cn =


τn +
(∏n
j=1 p˜cj ,c1+...+cj
)(∏
i=1,c1+...+cn−1
i/∈Cn−1
p˜u,i
)
inf S(P,u) if c1 + · · ·+ cn is even
τn +
(∏n
j=1 p˜cj ,c1+...+cj
)(∏
i=1,c1+...+cn−1
i/∈Cn−1
p˜u,i
)
inf S(P,u) if c1 + · · ·+ cn is odd
,
sup∆(−P,u)c1...cn =


τn +
(∏n
j=1 p˜cj ,c1+...+cj
)(∏
i=1,c1+...+cn−1
i/∈Cn−1
p˜u,i
)
sup S(P,u) if c1 + · · ·+ cn is even
τn +
(∏n
j=1 p˜cj ,c1+...+cj
)(∏
i=1,c1+...+cn−1
i/∈Cn−1
p˜u,i
)
sup S(P,u) if c1 + · · ·+ cn is odd
,
where
τn = ∆
P
u˜...u˜︸︷︷︸
c1−1
c˜1u˜...u˜︸︷︷︸
c2−1
c˜2...u˜...u˜︸︷︷︸
cn−1
c˜n(0)
.
(2) If d(·) is the diameter of a set, then
d
(
∆(−P,u)c1...cn
)
=


(∏n
j=1 p˜cj ,c1+...+cj
)(∏
i=1,c1+...+cn−1
i/∈Cn−1
p˜u,i
)
d
(
S(P,u)
)
if c1 + · · ·+ cn is even
(∏n
j=1 p˜cj ,c1+...+cj
)(∏
i=1,c1+...+cn−1
i/∈Cn−1
p˜u,i
)
d
(
S(P,u)
)
if c1 + · · ·+ cn is odd
(3)
d(∆
(−P,u)
c1...cncn+1
)
d(∆
(−P,u)
c1...cn
)
=
=


ps−1−cn+1
(∏c1+...+cn+1−1
i=c1+c2+...+cn+1
p˜u,i
)
if c1 + · · ·+ cn, cn+1 are even
pcn+1
(∏c1+...+cn+1−1
i=c1+c2+...+cn+1
p˜u,i
)
if c1 + · · ·+ cn is odd, cn+1 is even
ps−1−cn+1
(∏c1+...+cn+1−1
i=c1+c2+...+cn+1
p˜u,i
) (
S(P,u)/S(P,u)
)
if c1 + · · ·+ cn, cn+1 are odd
pcn+1
(∏c1+...+cn+1−1
i=c1+c2+...+cn+1
p˜u,i
) (
S(P,u)/S(P,u)
)
if c1 + · · ·+ cn is even, cn+1 is odd
.
(4)
∆(−P,u)c1c2...cn =
⋃
c∈A
∆(−P,u)c1c2...cnc ∀cn ∈ A, n ∈ N.
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(5) The following relationships are satisfied:
(a) if u ∈ {0, 1}, then

inf ∆
(−P,u)
c1...cn[c+1]
> sup∆
(−P,u)
c1...cnc whenever c1 + · · ·+ cn + c is even
inf ∆
(−P,u)
c1...cnc > sup∆
(−P,u)
c1...cn[c+1]
whenever c1 + · · ·+ cn + c is odd
(c 6= s− 1);
(b) if u ∈ {2, 3, . . . , s− 3}, then for an odd c1 + · · ·+ cn + c

sup∆
(−P,u)
c1...cnc < inf ∆
(P,u)
c1...cn[c+1]
for all c+ 1 ≤ u
inf ∆
(−P,u)
c1...cnc > sup∆
(−P,u)
c1...cn[c+1]
, for all u < c;
if u ∈ {2, 3, . . . , s− 3}, then for an even c1 + · · ·+ cn + c

inf ∆
(−P,u)
c1...cn[c+1]
> sup∆
(−P,u)
c1...cnc for all u < c
inf ∆
(−P,u)
c1...cnc > sup∆
(−P,u)
c1...cn[c+1]
for all c+ 1 ≤ u
;
(c) if u ∈ {s− 2, s− 1}, then{
inf ∆
(−P,u)
c1...cn[c+1]
> sup∆
(−P,u)
c1...cnc whenever c1 + · · ·+ cn + c is odd
inf ∆
(−P,u)
c1...cnc > sup∆
(−P,u)
c1...cn[c+1]
whenever c1 + · · ·+ cn + c is even
.
Proof. The first property follows from equality (2) and the definition of the set S(−P,u). The second
property follows from the first property, and the third property is a corollary of the first and second
properties. Property 4 follows from the definition of the set.
Let us prove Property 5. By definition, put
Pn =
n∏
j=1
p˜cj ,c1+...+cj , P
(u)
c1+...+cn+c−1 =
∏
i=1,c1+...+cn+c−1
i/∈Cn
p˜u,i.
Let c1 + c2 + · · ·+ cn + c be an even number and u ∈ {0, 1}. Then
inf ∆
(−P,u)
c1...cn[c+1]
− sup∆(−P,u)c1...cnc = Pn · P
(u)
c1+...+cn+c−1 · (β˜u,c1+...+cn+c + β˜c+1,c1‘+...+cn+c+1p˜u,c1+...+cn+c
+p˜c+1,c1+...+cn+c+1p˜u,c1+...+cn+c inf S(P,u)−β˜c,c1+...+cn+c−p˜c,c1+...+cn+c sup S(P,u)) = Pn·P
(u)
c1+...+cn+c−1×
×
(
βs−1−u + βc+1ps−1−u + pc+1ps−1−u inf S(P,u) − βs−1−c − ps−1−c sup S(P,u)
)
= Pn · P
(u)
c1+...+cn+c−1×
×
(
βc+1ps−1−u + pc+1ps−1−u inf S(P,u) − (1− ps−1 − · · · − ps−c − ps−1−c) + βs−1−u − ps−1−c sup S(P,u)
)
= Pn·P
(u)
c1+...+cn+c−1
(
βc+1ps−1−u + pc+1ps−1−u inf S(P,u) + ps−1−c(1− sup S(P,u)) + βs−1−u − βs−c
)
> 0
since u ∈ {0, 1}, c > u, and βk = 1− ps−1 − ps−2 − · · · − pk.
Let c1 + c2 + · · ·+ cn + c be an odd number and u ∈ {0, 1}. Then
inf ∆(−P,u)c1...cnc − sup∆
(−P,u)
c1...cn[c+1]
= Pn · P
(u)
c1+...+cn+c−1
· (β˜c,c1+...+cn+c + p˜c,c1+...+cn+c inf S(P,u)
−β˜u,c1+...+cn+c − β˜c+1,c1+...+cn+c+1p˜u,c1+...+cn+c − p˜c+1,c1+...+cn+c+1p˜u,c1+...+cn+c sup S(P,u))
= Pn · P
(u)
c1+...+cn+c−1
(
βc + pc inf S(P,u) − βu − βs−c−2pu − ps−c−2pu sup S(P,u)
)
= Pn·P
(u)
c1+...+cn+c−1
(
pc inf S(P,u) + βc − βu − pu(1− ps−1 − · · · − ps−c−1 − ps−c−2)− ps−c−2pu sup S(P,u)
)
= Pn·P
(u)
c1+...+cn+c−1
(
pc inf S(P,u) + ps−c−2pu(1− sup S(P,u)) + βc − βu+1 + pu(ps−c−1 + · · ·+ ps−1)
)
> 0
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since βu + pu = βu+1 and c > u, i.e., c ≥ u+ 1.
Let us prove the second system of inequalities. Let c1 + c2 + · · ·+ cn + c be an odd number and
u ∈ {2, 3, . . . , s− 3}. Then for all c+ 1 ≤ u let us consider the difference
sup∆(−P,u)c1...cnc − inf ∆
(−P,u)
c1...cn[c+1]
= Pn · P
(u)
c1+...+cn+c−1 · (β˜c,c1+...+cn+c + p˜c,c1+...+cn+c sup S(P,u)
−β˜u,c1+...+cn+c − β˜c+1,c1+...+cn+c+1p˜u,c1+...+cn+c − p˜c+1,c1+...+cn+c+1p˜u,c1+...+cn+c inf S(P,u))
= Pn · P
(u)
c1+...+cn+c−1
(
βc + pc sup S(P,u) − βu − βs−c−2pu − ps−c−2pu inf S(P,u)
)
= Pn · P
(u)
c1+...+cn+c−1
(
βc+1 − βu − pc(1− sup S(P,u))− βs−c−2pu − ps−c−2pu inf S(P,u)
)
< 0
since c+ 1 ≤ u and βc = 1− ps−1 − ps−2 − · · · − pc+1 − pc = βc+1 − pc.
If c1 + c2 + · · ·+ cn + c is an odd number and u ∈ {2, 3, . . . , s− 3}, and u+ 1 ≤ c, then
inf ∆(−P,u)c1...cnc − sup∆
(−P,u)
c1...cn[c+1]
= Pn · P
(u)
c1+...+cn+c−1
· (β˜c,c1+...+cn+c + p˜c,c1+...+cn+c inf S(P,u)
−β˜u,c1+...+cn+c − β˜c+1,c1+...+cn+c+1p˜u,c1+...+cn+c − p˜c+1,c1+...+cn+c+1p˜u,c1+...+cn+c sup S(P,u)) =
= Pn · P
(u)
c1+...+cn+c−1
(
βc + pc inf S(P,u) − βu − βs−c−2pu − ps−c−2pu sup S(P,u)
)
= Pn·P
(u)
c1+...+cn+c−1
(
βc − βu+1 + pc inf S(P,u) + ps−c−2pu(1− sup S(P,u)) + pu(ps−c−1 + · · ·+ ps−1)
)
> 0
since c ≥ u+ 1 and βs−c−2 = 1− ps−1 − · · · − ps−c−1 − ps−c−2.
Let us prove the third system of inequalities. Suppose c1 + c2 + · · · + cn + c is even and u ∈
{2, 3, . . . , s− 3}. Then
inf ∆(−P,u)c1...cnc − sup∆
(−P,u)
c1...cn[c+1]
= Pn · P
(u)
c1+...+cn+c−1(βs−1−c + ps−1−c inf S(P,u) − βs−1−u − βc+1ps−1−u
−ps−1−upc+1 sup S(P,u)) = Pn ·P
(u)
c1+...+cn+c−1
(ps−1−c inf S(P,u)+βs−1−c−βs−1−u−ps−1−upc+1 sup S(P,u)
−(1−ps−1−· · ·−pc+2−pc+1)ps−1−u) = Pn ·P
(u)
c1+...+cn+c−1
(ps−1−c inf S(P,u)+ps−1−upc+1(1−sup S(P,u))
+ps−1−u(pc+2 + · · ·+ ps−2 + ps−1) + βs−1−c − βs−u) > 0
since c+ 1 ≤ u, i.e., s− c− 1 ≥ s− u.
Let us consider the difference
sup∆(−P,u)c1...cnc − inf ∆
(−P,u)
c1...cn[c+1]
= Pn · P
(u)
c1+...+cn+c−1(βs−1−c + ps−1−c sup S(P,u) − βs−1−u − βc+1ps−1−u
−pc+1ps−1−u inf S(P,u)) = Pn · P
(u)
c1+...+cn+c−1(−pc+1ps−1−u inf S(P,u) − βs−1−u − βc+1ps−1−u
+(1− ps−1 − ps−2 − · · · − ps−1−c) + ps−1−c sup S(P,u))
= Pn ·P
(u)
c1+...+cn+c−1
(−pc+1ps−1−u inf S(P,u)−ps−1−c(1−sup S(P,u))+βs−c−βs−1−u−βc+1ps−1−u) < 0
since u < c, i.e., s− 1− u ≥ s− c.
Let us prove 4th system of inequalities. Let c1 + c2 + · · · + cn + c be an odd number and
u ∈ {s− 2, s− 1}. Then
sup∆(−P,u)c1...cnc − inf ∆
(−P,u)
c1...cn[c+1]
= Pn · P
(u)
c1+...+cn+c−1
×
×
(
βc + pc sup S(P,u) − βu − βs−c−2pu − ps−c−2pu inf S(P,u)
)
= Pn · P
(u)
c1+...+cn+c−1×
×
(
−βs−c−2pu − ps−c−2pu inf S(P,u) − βu + pc sup S(P,u) + (1− ps−1 − ps−2 − · · · − pc+1 − pc)
)
= Pn · P
(u)
c1+...+cn+c−1
(
−βs−c−2pu − ps−c−2pu inf S(P,u) − pc(1− sup S(P,u)) + βc+1 − βu
)
< 0
since u ≥ c + 1.
Suppose c1 + c2 + · · ·+ cn + c is even. Then
inf ∆(−P,u)c1...cnc − sup∆
(−P,u)
c1...cn[c+1]
= Pn · P
(u)
c1+...+cn+c−1
×
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×
(
βs−1−c + ps−1−c inf S(P,u) − βs−1−u − βc+1ps−1−u − ps−1−upc+1 sup S(P,u)
)
= Pn · P
(u)
c1+...+cn+c−1×
×
(
ps−1−c inf S(P,u) + βs−1−c − βs−1−u − ps−1−u(1− ps−1 − · · · − pc+1)− ps−1−upc+1 sup S(P,u)
)
= Pn · P
(u)
c1+...+cn+c−1(ps−1−c inf S(P,u) + βs−1−c − βs−1−u − ps−1−u + ps−1−upc+1(1− sup S(P,u))
+ps−1−u(pc+2 + · · ·+ ps−2 + ps−1)) > 0
since u+ 1 ≥ c, i.e., s− u ≤ s− c+ 1, and βs−1−c − βs−1−u − ps−1−u = βs−1−c − βs−u ≥ 0. 
Theorem 2. The set S(−Ps,u) is a perfect and nowhere dense set of zero Lebesgue measure.
Proof. Let us prove that the set S(−P,u) is a nowhere dense set. From the definition it fol-
lows that there exist cylinders ∆
(−P,u)
c1...cn of rank n in an arbitrary subinterval of the segment
I = [inf S(−P,u), sup S(−P,u)]. Since Property 5 from Lemma 3 is true for these cylinders, we have
that for any subinterval of I there exists a subinterval such that does not contain points from
S(−P,u). So S(−P,u) is a nowhere dense set.
Let us show that S(−P,u) is a set of zero Lebesgue measure. Suppose that I
(−P,u)
c1c2...cn is a closed
interval whose endpoints coincide with endpoits of the cylinder ∆
(−P,u)
c1c2...cn. It is easy to see that
|I(−P,u)c1c2...cn| = d(∆
(−P,u)
c1c2...cn
).
Also,
S(−P,u) =
∞⋂
k=1
Sk,
where
S1 =
⋃
c1∈A=A0\{u}
I(−P,u)c1 ,
S2 =
⋃
c1,c2∈A
I(−P,u)c1c2 ,
. . . . . . . . . . . . . . . . . . . . .
Sk =
⋃
c1,c2,...,ck∈A
I(−P,u)c1c2...ck,
. . . . . . . . . . . . . . . . . . . . .
In addition, since Sk+1 ⊂ Sk, we have
Sk = Sk+1 ∪ S¯k+1.
Suppose
I0 =
[
inf S(P,u), sup S(P,u)
]
and
I0 =
[
inf S(P,u), sup S(P,u)
]
are initial closed intervals, λ(·) is the Lebesgue measure of a set. Then
0 < λ(S1) =
∑
c1is odd
c1∈A
(
p˜c1,c1
c1−1∏
i=1
p˜u,i
)
λ(I0) +
∑
c1is even
c1∈A
(
p˜c1,c1
c1−1∏
i=1
p˜u,i
)
λ(I0).
It is easy to see that
0 < λ(S1) ≤
∑
c1∈A
(
p˜c1,c1
c1−1∏
i=1
p˜u,i
)
max {λ(I0), λ(I0)} < 1
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since
λ

 ⋃
c1,...,cn∈A={0,1,...,s−1}
∆Pc1c2...cn

 = 1.
Also, one can denote
vc1 =
∑
c1∈A
(
p˜c1,c1
c1−1∏
i=1
p˜u,i
)
< 1 = p0 + p1 + · · ·+ ps−1.
In the second step, we get
0 < λ(S2) =
∑
c1+c2is odd
c1,c2∈A

p˜c1,c1 p˜c2,c1+c2 ∏
i=1,c1+c2−1
i 6=c1
p˜u,i

λ(I0)
+
∑
c1+c2is even
c1,c2∈A

p˜c1,c1 p˜c2,c1+c2 ∏
i=1,c1+c2−1
i 6=c1
p˜u,i

λ(I0)
≤
∑
c1,c2∈A

p˜c1,c1 p˜c2,c1+c2 ∏
i=1,c1+c2−1
i 6=c1
p˜u,i

max {λ(I0), λ(I0)}
≤ max {λ(I0), λ(I0)} (max {vc1 , vc2})
2 ,
where
vc2 =
∑
c2∈A
(
p˜c2,c1+c2
c1+c2−1∏
i=c1+1
p˜u,i
)
< 1.
In the nth step, we have
0 < λ(Sn) =
∑
c1+c2...+cnis odd
c1,c2,...,cn∈A


(
n∏
j=1
p˜cj ,c1+c2+...+cj
) ∏
i=1,c1+c2+...+cn−1
i 6=Cn−1
p˜u,i

λ(I0)
+
∑
c1+c2...+cnis even
c1,c2,...,cn∈A


(
n∏
j=1
p˜cj ,c1+c2+...+cj
) ∏
i=1,c1+c2+...+cn−1
i 6=Cn−1
p˜u,i

λ(I0)
≤
∑
c1,c2,...,cn∈A


(
n∏
j=1
p˜cj ,c1+c2+...+cj
) ∏
i=1,c1+c2+...+cn−1
i 6=Cn−1
p˜u,i

max {λ(I0), λ(I0)}
≤ max {λ(I0), λ(I0)}

max
k=1,n

∑
ck∈A

p˜ck,c1+c2+...+ck c1+c2+...+ck−1∏
i=c1+c2+...+ck−1+1
p˜u,i





n
= max {λ(I0), λ(I0)}
(
max
k=1,n
{vck}
)n
< 1.
Here ck−1 = 0 for k = 1.
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So,
lim
n→∞
λ(Sn) ≤ lim
n→∞
(
max {λ(I0), λ(I0)}
(
max
k=1,n
{vck}
)n)
= 0.
Hence the set S(−P,u) is a set of zero Lebesgue measure.
Let us prove that S(−P,u) is a perfect set. Since
Sk =
⋃
c1,c2,...,ck∈A
I(−P,u)c1c2...ck
is a closed set (Sk is a union of segments), we see that
S(−P,u) =
∞⋂
k=1
Sk
is a closed set.
Suppose x ∈ S(−P,u), R is any interval containing x, and Jn is a segment of Sn such that contains
x. Let us choose a number n such that Jn ⊂ R. Suppose that xn is the endpoint of Jn such that
the condition xn 6= x holds. Hence xn ∈ S(−P,u) and x is a limit point of the set.
Since S(−P,u) is a closed set and does not contain isolated points, we obtain that S(−P,u) is a
perfect set. 
Theorem 3. In the general case, the set S(−P,u) is not a self-similar fractal. The Hausdorff di-
mension α0(S(−P,u)) of the set S(−P,u) can be calculated by the formula:
α0 = lim inf
k→∞
αk,
where (αk) is a sequence of numbers satisfying the equation
 ∑
c1is odd
c1∈A
(ω2,c1)
α1 +
∑
c1is even
c1∈A
(ω4,c1)
α1

×
×
k∏
i=2

 ∑
ciis odd
ci∈A
N1,ci (ω1,ci)
αi +
∑
ciis odd
ci∈A
N2,ci (ω2,ci)
αi +
∑
ciis even
ci∈A
N3,ci (ω3,ci)
αi +
∑
ciis even
ci∈A
N4,ci (ω4,ci)
αi

 = 1.
Here Nj,ci (j = 1, 4, 1 < i ∈ N) is the number of cylinders ∆
(−P,u)
c1c2...ci for which
∆
(−P,u)
c1c2...ci−1ci
∆
(−P,u)
c1c2...ci−1
= ωj,ci.
Also,
ω1,ci = ps−1−upu . . . ps−1−upu︸ ︷︷ ︸
ci−1
ps−1−ci
d
(
S(P,u)
)
d
(
S(P,u)
) for an odd number ci,
ω2,ci = pups−1−u . . . pups−1−u︸ ︷︷ ︸
ci−1
pci
d
(
S(P,u)
)
d
(
S(P,u)
) for an odd number ci,
ω3,ci = ps−1−upu . . . ps−1−upups−1−u︸ ︷︷ ︸
ci−1
pci for an even number ci,
ω4,ci = pups−1−u . . . pups−1−upu︸ ︷︷ ︸
ci−1
ps−1−ci for an even number ci.
In addition, N1,ci +N2,ci = l(m+ l)
i−1 and N3,ci +N4,ci = m(m + l)
i−1, where l is the number of
odd numbers in the set A and m is the number of even numbers in A.
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Proof. Since S(−P,u) ⊂ I0 and S(−P,u) is a perfect set, we obtain that S(−P,u) is a compact set. In
addition,
∆
(−P,u)
c1c2...cn−1cn
∆
(−P,u)
c1c2...cn−1
=


ω1,cn = ps−1−upu . . . ps−1−upu︸ ︷︷ ︸
cn−1
ps−1−cn
d(S(P,u))
d
(
S(P,u)
) if c1 + · · ·+ cn−1 is odd, cn is odd
ω2,cn = pups−1−u . . . pups−1−u︸ ︷︷ ︸
cn−1
pcn
d
(
S(P,u)
)
d(S(P,u))
if c1 + · · ·+ cn−1 is even, cn is odd
ω3,cn = ps−1−upu . . . ps−1−upups−1−u︸ ︷︷ ︸
cn−1
pcn if c1 + · · ·+ cn−1 is odd, cn is even
ω4,cn = pups−1−u . . . pups−1−upu︸ ︷︷ ︸
cn−1
ps−1−cn if c1 + · · ·+ cn−1 is even, cn is even
and
S(−P,u) =
∞⋂
n=1
⋃
c1,...,cn∈A
∆(−P,u)c1c2...cn.
Suppose l is the number of odd numbers in the set A = {0, 1, . . . , s− 1} \ {0, u} and m is the
number of even numbers in A. We have (l +m)n cylinders ∆
(−P,u)
c1c2...cn−1cn.
Let Nˇj,n (j = 1, 4, 1 < n ∈ N) be the summary number of cylinders ∆
(−P,u)
c1c2...cn for which
∆
(−P,u)
c1c2...cn−1cn
∆
(−P,u)
c1c2...cn−1
= ωj,cn.
In the first step, we have Nˇ2,1 = l (the unique cylinder for any odd c1 ∈ A) and Nˇ4,1 = m (the
unique cylinder for any even c1 ∈ A) because for n = 0 we get I0 ∩ S(P,u).
In the second step, we have:
• Nˇ1,2 = l
2 (l cylinders for any odd c2 ∈ A);
• Nˇ2,2 = lm (m cylinders for any odd c2 ∈ A);
• Nˇ3,2 = lm (l cylinders for any even c2 ∈ A);
• Nˇ4,2 = m
2 (m cylinders for any even c2 ∈ A).
In the third step, we have:
• Nˇ1,3 = 2l
2m (2lm cylinders for any odd c3 ∈ A);
• Nˇ2,3 = l(l
2 +m2) (l2 +m2 cylinders for any odd c3 ∈ A);
• Nˇ3,3 = 2lm
2 (2lm cylinders for any even c3 ∈ A);
• Nˇ4,3 = m(l
2 +m2) (l2 +m2 cylinders for any even c3 ∈ A).
In the fourth step, we have:
• Nˇ1,4 = l
4 + 3l2m2 (l3 + 3lm2 cylinders for any odd c4 ∈ A);
• Nˇ2,4 = lm
3 + 3l3m (m3 + 3l2m cylinders for any odd c4 ∈ A);
• Nˇ3,4 = l
3m+ 3lm3 (l3 + 3lm2 cylinders for any even c4 ∈ A);
• Nˇ4,4 = m
4 + 3l2m2 (m3 + 3l2m cylinders for any even c4 ∈ A).
Let us remark that, in the general case, values of ωj,cn are different for the unique j but different
cn ∈ A. Hence the Hausdorff dimension of our set depends on the numbers of ωj,cn for all different
cn ∈ A.
Using arguments described in [6], this completes the proof. 
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