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A b strac t
Cadmium Manganese Telluride (CdMnTe) has many properties th a t make it an excel­
lent candidate for use as a room tem perature radiation detector material. It has a highly 
tunable band gap, can be grown in large single crystals, and has a high quantum efficiency. 
To realise the m aterial’s potential, however, a great deal more needs to be known about 
i t ’s electronic properties, and the impurities and defects limiting the charge transport 
properties.
This work investigates the optical and electronic properties of both un-doped and doped 
CdMnTe in an attem pt to clarify the energy levels th a t exist within the band gap of mate­
rial and their effect on charge transport. The work centres first around photoluminescence, 
to determine energy levels in the material as well as uniformity of Manganese across sam­
ples. Next, particle induced charge pulses are used to determine the fundamental charge 
transport properties as well as trap energies calculated from the tem perature dependence 
of thermal de-trapping times. Ion beam induced charge (IBIC) microbeam studies are 
carried out on a sample to identify sample uniformity, and to identify any extended defects 
tha t may exist.
Finally, the best X-ray resolution published so far for this material shows its potential 
for use as a room tem perature gamma and X-ray detector. This result, combined with a 
summary of energy levels and impurity elements found in the samples investigated should 
provide invaluable information for the further development of this material. This may 
enable its quality to rival the more established and well understood CdTe and CdZnTe in 
the future.
“If we meet a problem, we look back to see if we’ve met it before. If the remedy we used 
then was the correct one, we use it again. If it wasn’t, we try another. ”
Bill Shankly, OBE
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Chapter 1 
Introduction
1.1 R adiation detector basics
Semiconductors are widely used in the field of radiation detection and measurement. They 
have a number of inherent benefits over rival detection media. Being solid materials, they 
have a higher density than gas detectors meaning a higher probability of absorption of 
the incident radiation. This means they can be made into much more compact units than 
equivalent gas detectors. Semiconductors also convert energy transfer directly into an elec­
trical signal, meaning no potential loss in efficiency that can occur in scintillation detectors 
through inefficient collection of light. This should lead to greater efficiency of the detector 
and therefore to good energy resolution compared with scintillation detectors. Silicon, Ger­
manium, Cadmium Telluride and Cadmium Zinc Telluride are the most commonly used 
materials in this field.
Ionising radiation, in the form of photons, can interact with matter in various ways. 
The most common interactions are photoelectric absorption, Compton scatter and pair 
production. These will be discussed in further detail in section 2 .1 . All radiation detectors 
absorb energy from the kinetic energy of incident radiation and convert it into an electrical 
signal, but each type of detector carries out this process in a slightly different way.
Semiconductor radiation detectors work by an incident quantum of radiation interacting 
with the crystal and creating electron-hole pairs (analogous to electron ion pairs in gases). 
These are swept through the material by an applied electric field, inducing a current pulse 
at the contacts as shown in figure 1.1. The photoelectric effect is the most useful interaction 
for energy resolving detectors, as all the photon energy is transferred to the atoms in the 
detector in this process, emitting a photo-electron. This efficiently creates charge which 
in turn creates a narrow photo-peak. The radiation interacts with the crystal lattice, and 
because the incident photon energy is much greater than the band gap, many electrons are 
promoted to high in the conduction band, creating holes in the valence band (electron-hole 
pairs).
A certain energy of incident photon is required to create an electron-hole pair in a 
semiconductor. This is known as the W-value, which is specific to each semiconductor
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material. If all energy deposited in the detector were transferred into an electrical signal 
and collected by the pre-amp. the detector would have a charge collection efficiency (CCE) 
of 100%. This is normally seen in existing high purity detector materials such as Silicon 
and Germanium as they can be produced with very few charge trapping centres caused 
by impurities or defects. Compound detector materials such as CdZnTe and CdMnTe 
offer higher quantum efficiency as well as room temperature operation, but lower material 
quality causes trapping and reduced CCE, resulting in broader peaks in the pulse height 
spectrum and therefore worse energy resolution of the detector.
Figure 1.1: Planar semiconductor detector operation [1]
The photo-electric cross section is important for semiconductor 7 -ray and X-ray de­
tectors, as it dictates the quantum efficiency of the detector, relating to the likelihood 
of a photoelectric interaction rather than Compton scatter. This is closely linked to the 
Z-number of the material, which will be discussed in section 2.1. In general, semiconduc­
tors have a high photo-electric cross section compared to gas detectors, and so have the 
benefit of being small in comparison to equivalent efficiency gas detectors. However, this 
size benefit can be offset by the need for cooling equipment, used to maintain a low leakage 
current in the semiconductor device and hence maintain good energy resolution. The leak­
age current is related to the band-gap of the material. In low band-gap semiconductors, 
electrons in the bulk can gain enough energy at room temperature from thermal excitation 
to cross into the conduction band and increase leakage current. The leakage current can 
cause the resolution of the detector to significantly deteriorate and limits the usefulness of 
the detector.
Silicon and Germanium are the most widely used and best understood semiconductors 
used for radiation detection. Both materials can be grown to be very pure, and as they 
are single elements there is no issue about stoichiometry in the growth process. These 
two materials do have limitations though. Silicon has a lower Z-number than other radi­
ation detectors and requires thicker crystals to stop high energy X-rays or gamma-rays. 
Germanium an the other hand has a low band-gap of 0.7 eV [1] at room temperature, 
and requires cooling using large liquid nitrogen dewars to maintain its energy resolution. 
Other materials have been investigated in an attempt to find a high-Z material without 
these problems.
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1.2 Cadm ium  Telluride, Cadm ium  Zinc Telluride and 
Cadm ium  M anganese Telluride
Cadmium Telluride (CdTe) and Cadmium Zinc Telluride (CdZnTe) have been investigated 
in depth for their use as alternative high-Z semiconductor detectors [23, 3, 12]. They 
both combine a high Z-number with a high band gap of around 1.5 eV. The band gap of 
CdZnTe can in fact be increased by raising the Zinc content of the material, from 1.5 eV 
(CdTe, 0% Zn) up to around 2.2 eV (ZnTe, 100% Zn). CdZnTe shares CdTe’s zincblende 
structure, which will be discussed in further detail in section 2.2.3, and both materials 
have high resistivities, around 109Qcm for CdTe and 1010Qcm for CdZnTe. The charge 
carrier properties of CdTe and CdZnTe are very similar, with mobility-lifetime products for 
electrons, /iere, of the order 10_3cm2Vr~1, coming from electron mobility 1000 cm2V” 1s_1 
and lifetime (1-5) x 10_6s [24]. Mobility-lifetime product of holes, phTh, is of the order 
10- 5cm2V~l . This factor of around 100 less than electrons is due to hole mobility and 
lifetime both being around a factor of 10 lower than the values for electrons.
The interest in ternary semiconductors for radiation detector applications comes from 
the ability to tune the band gap by varying the alloy composition (Zinc fraction in the case 
of CdZnTe). The band gap can then be tuned to gain the ideal balance of energy sensitivity 
and low noise at room temperature to achieve the optimum energy resolution for known 
conditions. The optimum CdZnTe band gap for X-ray and gamma ray spectrometry at 
room temperature has been calculated to be around 2.0 eV [25] based on a balance between 
low noise operation from leakage current and maximum charge produced from incident 
photons. This would require a Zn fraction of around x = 0.8 in Cdi-^Zn^Te from the 
equation [26]:
Eg(eV)  — 0 .6 0 6 ic z n  + 1.51 (1 .1 )
This composition, although theoretically possible, does create a number of difficulties 
in the growth process. Zinc has a segregation coefficient of around 1.3 in CdTe [27], which 
means that it will not distribute evenly in a crystal grown from the melt. The segregation 
coefficient defines how the alloy separates during growth from the melt. A segregation 
coefficient of 1 would mean that the element would mix uniformly in place of Cadmium, 
but either higher or lower than 1 means that the element has a higher or lower solubility 
in the melt and distributes with a gradient in concentration along the growth axis. This 
means large, uniform crystals cannot easily be grown. Zinc also has a different lattice 
constant to the Cd-Te bond, and addition of Zn will therefore introduce a strain into the 
crystal. Usually, CdZnTe exists in the composition range from x =  0.1 to x =  0.2 due to 
ease of growth and previous knowledge of material in this composition range [12].
Cadmium Manganese Telluride (CdMnTe) has a number of advantages over CdZnTe. 
The addition of Manganese to CdTe increases the band gap by more than two times as
much compared with adding Zinc, as equation 1.2  shows [28].
Eg{eV) =  1.316 xMn + 1-528 (1.2)
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This means that less Mn needs to be added to the material to reach the required band 
gap. Also, the segregation coefficient of Mn in CdTe is close to 1 [29], which means that 
it should be easier to achieve a large, uniform crystal. To get to the optimum band gap of 
2.0 eV, Mn fraction needs to be around x = 0.36. This is possible with CdMnTe, as the 
material exists in the zincblende structure up to x = 0.77 [30]. These properties suggest 
that CdMnTe could be a viable alternative to CdTe and CdZnTe as a high resistivity single 
crystal radiation detector.
Cadmium Manganese Telluride has further interesting properties as a ternary semicon­
ductor, as it is also a dilute magnetic semiconductor (DMS), caused by the addition of 
the ferromagnetic element Manganese to CdTe. Due to the presence of the magnetic Man­
ganese distributed randomly through the lattice, CdMnTe exhibits some other potentially 
useful properties, such as giant Faraday rotation, magnetic-field-induced metal-insulator 
transition and the formation of bound magnetic polarons which have been extensively 
investigated in the literature [31, 32, 30]. An example of the giant Faraday rotation is dis­
played in figure 1.2. Here, a sample of CdMnTe is sandwiched between two linear polarisers 
in a magnetic field of 5T and cooled to 5K. Linearly polarised light is passed through, with 
the transmitted intensity measured. It is clear that the CdMnTe rotates the polarisation 
of light varying amounts, depending on the incident wavelength.
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Figure 1.2: Transmission as a function of wavenumber of initially linearly polarised light 
through a Cdo.77Mno.23Te slab, sandwiched between two linear polarisers. displaying giant 
Faraday rotation. The experiment is carried out at 5K and 5T [2].
These properties of CdMnTe have led to its investigation for a wide variety of applica­
tions, including Faraday optical isolators, ultrafast Faraday rotators. IR detectors, tunable 
solid state lasers as well as X- and 7 - ray detectors [22, 29]. However, only a few studies 
have been carried out regarding its application to radiation detection [22, 33, 34, 35]. There 
are still a number of unknown factors affecting CdMnTe for use as a radiation detector due 
to its relative immaturity as a material compared to CdTe and CdZnTe. The exact impu­
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rity levels and ideal doping elements are not as well studied, but many of the techniques 
used for CdZnTe are applicable to CdMnTe. Work has been carried out to investigate the 
effect of doping with Indium [33, 36] and Vanadium [37] as well as annealing in Cadmium 
vapour [33]. Resistivity has been investigated in all of these cases, giving values up to 
1010Gcm, which is certainly high enough for use as a radiation detector. However, up to 
now relatively little is known about the charge transport characteristics of these materials 
as bulk high resistivity semiconductors, and much of the charge transport investigation 
has been carried out on lower resistivity material unsuitable for radiation detection [10]. 
Perhaps the biggest barrier to the development of CdMnTe as a radiation detector up to 
this point has been the availability of sufficiently pure Mn. Generally, the material is only 
available at a purity of 5N, whereas Cd, Te and Zn are all commercially available at a pu­
rity of at least 7N. The reason for the lower purity of the Mn is its chemical volatility. The 
material is usually produced as MnTe in an attempt to keep the Mn as pure as possible, 
and further purification before growth is often necessary.
1.3 Overview
With the promising properties of CdMnTe for use as a single crystal semiconductor radia­
tion detector, it is of great interest to understand the fundamental properties and limiting 
factors in the material in order to progress its development as a detector material. The 
work by Owens and Peacock [34] suggests CdMnTe is an ideal candidate for development 
as a detector material, but the lack of charge transport data in their summary highlights 
the need for further work. There is a great depth of knowledge of the magnetic properties 
already in existence, but more information is needed on fundamental charge transport and 
the limiting impurities and compensation schemes appropriate for this specific material.
This work aims to provide some indication of the current quality of CdMnTe detectors 
and the fundamental properties that are limiting the material at this point in time. The 
work is split into two main groups; optical and electrical characterisation.
Chapter 2 gives a discussion of the main theories behind semiconductor radiation de­
tectors including crystal structure, band structure and growth. Detail is given regarding 
impurities in CdZnTe and CdMnTe and the energy levels they create within the band gap. 
This is discussed in terms of the optical properties they create as well as the electrical effect 
they have on the material. Finally, charge transport is discussed in terms of the fundamen­
tal properties as well as the interpretation and analysis of signals from radiation-induced 
charge pulses in the detector. The known values for CdMnTe as well as relevant data from 
CdZnTe for comparison is included in each of the appropriate sections.
Chapter 3 gives details of all the samples investigated in this study, including Mn con­
tent if known and the various doping and annealing that has been carried out on the 
samples. The surface processing and contacting is also briefly detailed. The chapter also 
introduces the experimental techniques used in this study and is again split into optical 
and electrical characterisation techniques. Particular attention is paid to the photolumi­
nescence (PL) system due to the various stages of development carried out for this study,
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including the addition of different lasers, mapping systems and LHe cooling apparatus. 
The electrical characterisation section focuses on pulse shape and pulse height analysis as 
a way of deriving charge carrier mobility and mobility-lifetime product as indicators of 
material quality for radiation detection. The University of Surrey microbeam facility is 
also detailed as it is a novel facility that enables the acquisition of charge transport data 
with spatial resolution to add further information to these measurements.
Chapter 4 is the first results chapter and includes all optical and mechanical results from 
the study. Band gap measurements are compared from two different techniques of optical 
absorption and photoluminescence. Next, composition and band gap are compared using 
Energy Dispersive X-ray analysis (EDX) and photoluminescence, as well as mapping PL 
to investigate the radial variation of composition across a wafer. PL spectroscopy results 
are compared at varying temperature, using liquid nitrogen and helium cooling, to look for 
any structure in the PL spectrum. This indicates the crystal quality and any energy levels 
within the band gap, and allows the investigation of the relationship between temperature 
and band gap in CdMnTe. The final results in this chapter concern the general crystal 
quality, using infra-red microscopy to analyse inclusion distribution through bulk crystals 
and any other extended defects. Also investigated are surface roughness measurements 
and GDMS analysis to identify impurity levels within the bulk of certain samples. Finally, 
electrical resistivity measurements are carried out to identify samples of sufficiently high 
resistivity for use as radiation detectors.
Chapter 5 is a study on charge transport properties of CdMnTe. The main investi­
gation concerns mobility, mobility-lifetime product and charge de-trapping measurements, 
giving values for these fundamental properties of both electrons and holes. Both doped and 
un-doped samples are investigated and the quality of each compared. The most promis­
ing samples are then selected and used in a microbeam proton irradiation study to gain 
spatially resolved charge transport information. Finally, a CdMnTe sample is irradiated 
using an X-ray source to produce a spectrum for analysis and comparison with the best 
spectrum in the literature [22].
In chapter 6 , the results are summarised and possible future lines of investigation on 
CdMnTe are suggested.
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Chapter 2
Theory
2.1 A ttenuation  of ionising radiation
2 .1 . 1  X- and 7 -rays
The attenuation of high energy photons such as X-rays and 7 -rays by matter is expressed 
by equation 2 .1 .
I  = I0e-i* (2.1)
Here I  is the intensity of electromagnetic waves after passing through a thickness, t, 
Io is the original intensity of the radiation and p is the linear attenuation coefficient. The 
linear attenuation coefficient describes the probability of an event in the material which 
attenuates the primary photon beam. It is a product of the number of nuclei per unit 
volume, N, and the cross-section of an attenuation event for the primary photon beam, o, 
as in equation 2 .2 .
p — No  (2.2)
The linear attenuation coefficient varies with the density of the absorber. This makes it 
difficult to use as it therefore varies with the state of the material. Another variable is more 
commonly used to describe absorption of radiation, dependent on energy of the radiation 
and not the density of the material. This is known as the mass attenuation coefficient, 
pm, and is simply the linear attenuation coefficient divided by the material density, p (see 
equation 2.3).
pm = — (2-3)
The overall probability of attenuation is dominated by three main types of interaction. 
These are photoelectric absorption, Compton scatter and pair production, p is therefore 
the sum of these three probabilities, as shown in equation 2.4.
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(j, =  t (photoelectric) + <j(Compton) + n(pair) (2.4)
The relative cross-sections of the three main interactions vary with the energy of inci­
dent photons as well as the atomic number of the absorber. As shown by fig 2 .1 , at low 
energies and high atomic number, the photoelectric effect dominates, whereas at high ener­
gies pair production dominates. Compton scatter dominates in intermediate energies and 
for low atomic number absorbers. For radiation detectors, it is important to maximise the 
photoelectric interactions, as these are responsible for the most efficient electronic signal 
production. Figure 2.2 displays the different interactions at different energies for CdTe, 
mercuric iodide, silicon and germanium. Importantly, this figure shows the importance of 
the higher atomic number of CdTe compounds compared to silicon, as the photoelectric 
attenuation is a factor of about ten higher for CdTe and reaches to above 1 MeV in energy.
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Figure 2 .1 : Relative importance of the three main photon interactions. [1] 
Photoelectric absorption
In the process of photoelectric absorption, an incident photon interacts with an atom in 
the absorbing material and completely disappears. The atom emits a photo-electron from 
one of its bound shells with energy Ee_. This is described in equation 2.5.
£ e_ =  hv -  E b (2.5)
Here E b is the binding energy of the electron to its original shell and hv is the photon 
energy. For high enough energy photons, the most likely origin of the photo-electron is 
from the most tightly bound K shell of the atom.
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Figure 2.2: Linear attenuation coefficient for photoelectric absorption, Compton scatter 
and pair production in silicon, germanium, CdTe and Hgl2. [3]
When the atom emits the photo-electron, it is left ionised and quickly fills the electron 
vacancy from a free electron in the lattice, or from other levels within the atom. When 
the vacancy is filled from within the atom, characteristic X-rays are emitted, which are 
normally re-absorbed into the detector material. This can occur for a number of different 
energy levels in an atom.
As already displayed in figure 2.1, the photoelectric effect is seen primarily in inter­
actions of low energy photons in high atomic number absorbers. The linear attenuation 
coefficient for photoelectric absorption, r ,  is approximated by equation 2.6.
r = C
Z n
(2 .6)
Here C is a constant depending on the material density, Z is the atomic number of the 
absorber, E1 is the energy of the incident photon and n is a constant which varies between 
4 and 5 over the range of interest for q-rays [1]. Figure 2.2 displays this relationship of 
incident photon energy and Z-number for different detector materials. The K and L edges
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seen in figure 2.2 appear as the photons gain sufficient energy to ionise electrons from these 
levels.
C om pton  S ca tte r
Figure 2.3: Schematic diagram of Compton scatter. [1]
Compton scatter is another common form of X-ray and 7 -ray interaction. It occurs 
when a photon and an electron in the absorbing material interact. Here, the incident 
photon collides with a bound electron and is deflected by an angle 6 from its original path, 
as shown in figure 2.3. A portion of the photon energy is transferred to the electron, which 
then becomes known as the recoil electron. Any value of 9 is possible and so any amount 
of energy from 0 to almost all of the incident photon energy can be transferred. Equation
2.7 can be derived from conservation of energy and momentum laws [1].
j  , =  hv________
! +  * ( ! -  «**)
Here mo is the electron rest mass, all other terms are defined in figure 2.3. The proba­
bility of Compton scatter is dependent on the number of electrons available as scattering 
targets and is therefore linearly dependent on the Z-number of the absorber.
P a ir p ro d u c tio n
Pair production can only occur for 7 -rays of energy greater than twice the rest mass of an 
electron (> 1.02 MeV). The interaction takes place within the coulomb field of a nucleus, 
where the incident photon disappears and is replaced by an electron-positron pair. Any 
excess energy from the incident photon is shared between the two particles as kinetic energy. 
Usually the positron annihilates into two photons after stopping inside the material. In 
reality pair production is unlikely until 7 -rays of several MeV are used, as can be seen in 
figure 2 .1 .
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2.1.2 Heavy Charged Particles
The energy loss of a particle per unit track length (—qf) and normalised for the target 
density is described by the Bethe formula [1]. The formula, shown in equation 2.8, relates 
the energy loss per unit length to the electron charge and rest mass, e and mo, the target 
material number of atoms per unit volume and atomic number, n and Z, the incident 
particle’s charge and velocity, ze and v, the speed of light, c, the average energy to ionise 
an atom in the target material, I and the permitivity of free space, e0.
dE ( e2z \ 2 /  47rn Z \
dx \47r£0y \  m0u2 ) In
^ 2m0t>2^
In [ 1 — (2.8)
Depth pm
Figure 2.4: Energy loss per unit depth in Cd 0 .9 3 Mn 0 .0 7 Te, calculated using the Bethe 
formula in SRIM [4]. The three plots show the probability of depth of interaction for a 2 
MeV proton, a 2 MeV alpha particle for direct comparison and a 5.48 MeV 241 Am alpha 
particle.
Heavy charged particles stop in a much shorter distance than photons and are therefore 
useful for investigating the properties of semiconductor radiation detectors by allowing the 
individual measurement of one type of charge carrier, electrons or holes. It is evident from 
figure 2.4 that the Americium alpha particles and the 2.0 MeV protons used in this study 
are stopped very close to the surface of the detector and almost all of the charge transport 
is in one direction through the detector bulk. It is also evident that the heavier alpha 
particles are stopped in a much shorter distance than the protons. The calculated depth
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of interaction of protons is used later in this work to compensate for any charge loss in ion 
beam experiments.
2.2 High-Z Sem iconductors
2.2.1 P ho ton  A ttenuation
It has already been shown in the previous section that a higher Z semiconductor is more 
likely to absorb radiation via photoelectric interaction, and figure 2.2 shows the increase in 
attenuation coefficient from silicon to Cadmium Telluride. It is also shown in equation 2.6 
that the photoelectric absorption, which is the interaction giving rise to the main photo­
peak response of a detector, is proportional to the material’s atomic number raised to the 
power of 4 to 5. It is therefore clear that high Z semiconductors will be of interest for 
radiation detection. The main reason for the progress and large investigation into CdTe 
and CdZnTe over the past few decades is due to their high atomic numbers as well as band 
gaps that permit room temperature operation. Germanium has a high atomic number and 
detectors have excellent efficiency and resolution, but the very narrow band gap of around 
0.66 eV at room temperature means that cryogenic cooling is necessary to reduce leakage 
current. CdTe has a wider band gap and hence lower leakage current, and the addition of 
Zinc or Manganese further increases the band gap. Figure 2.5 shows a plot of the linear 
attenuation coefficient for Cdo.43M1io.07Te for each of the main interactions, photoelectric 
absorption, Compton scatter and pair production, at high energy using XCOM [5].
This plot is very similar to those of CdTe and CdZnTe as expected. This means that 
if CdMnTe material of sufficiently high quality can be grown, it should have the benefits 
of both of these materials in terms of photoelectric absorption and the ability to tune the 
band gap by varying the concentration of Manganese, in the same way that the CdZnTe 
band gap can be tuned by varying the zinc fraction. It will actually be shown in section
2.2.4 that this is even more effective in CdMnTe.
2.2.2 B inary  and T ernary  II-V I M aterials
Various compounds combining lib metals and Via cations have been investigated for radi­
ation detector applications, and are neatly summarised by Owens et al. [34]. These include 
HgTe and HgSe which have band gaps below 0.5 eV as well as MgS, which has a band gap 
of 4.4 eV [34]. There are also a number of ternary compounds such as CdSeTe, CdZnSe 
and HgCdTe. However, as already mentioned, the most common binary and ternary II- 
VI materials for radiation detection are CdTe and CdZnTe. These materials both have 
a zincblende crystal structure, as described in section 2.2.3. These materials have been 
investigated in great detail, and have been the subject of many studies on growth, crystal 
structure, optical properties and electrical properties with respect to their use as single 
crystal semiconductor radiation detectors. Comprehensive reviews of these materials can 
be found in the work of Schlesinger et al. [12, 3].
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Figure 2 .5 : Linear attenuation coefficient for photons in Cd0.93Mn0.07Te, calculated using 
XCOM  [5]
2.2 .3  C rystal and B and Structures
To go into further detail of band structure in semiconductors, we first need to understand 
the lattice structure of the material. There exist three basic unit cells th a t make up most 
crystal structures, the simple cubic (sc), body-centred cubic (bcc) and the face-centred 
cubic (fee) [6 ]. Cd 1 _3 .M1i 3 .Te is a zincblende structure up to a Mn composition of 0.77 after 
which it becomes multiphase. The zincblende structure is essentially a diamond lattice 
structure, but consisting of two elements (in this case it is actually an alloy of CdTe and 
MnTe, so there is substitution of Mn on some Cd lattice sites). The zincblende structure, 
shown in figure 2 .6 . consists of two fee structures displaced from each other by one quarter 
of a body diagonal. The Te atoms occupy one fee lattice, and the Cd or Mn atoms occupy 
the other.
If this crystal structure is represented in reciprocal space (k space), each vector of the 
reciprocal lattice is normal to a set of planes in the direct lattice [38]. A Brillouin zone 
(a Wigner-Seitz primitive cell in the reciprocal lattice) can be constructed for each simple 
cell type. The fee Wigner-Seitz cell is shown in figure 2.7. The most important symmetry 
lines in this cell are the centre of the zone at [0 0 0 ] (r), the [111] axes (A), the [1 0 0 ] axes 
(A) and the [110] axes (E). These points correspond to planes in the direct lattice.
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F igu re 2.6: D iagram  o f th e  zin c  b len d e crysta l stru ctu re  [6]
Figure 2.7: Wigner-Seitz cell for a fee or zinc blende lattice such as CdMnTe [7]
2.2.4 C dM nTe band gap
If we plot energy against wave vector (k) it is possible to see the energy at defined points 
in the Wigner-Seitz cell and hence in planes of the direct lattice cell. This is how band 
diagrams are constructed for semiconductors.
The band gap of a semiconductor can be either direct or indirect. If a band gap is 
indirect, the band structure involves the conduction and valence bands being separated by 
a substantial wave vector k. In this case a phonon is required as well as a photon to excite 
electrons into the conduction band. These are readily available at room temperature, as 
the energy required is typically only around 0.01 to 0.03 eV [6], but they do complicate 
some processes such as optical transmission. Direct band gaps only require a photon of
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energy equal to or greater than  the band gap, E9, to excite an electron to the conduction 
band. The two band gap types are shown in figure 2.8, which shows the excitation energy 
as a function of wave vector (k). CdTe, CdZnTe and GaAs are commonly used direct band 
gap semiconductor detector materials, whereas Silicon and Germanium have indirect band 
gaps.
Conduction 
band edge
Valence band edge 
k
(a)
Figure 2.8: Schematic diagram of excitation in direct and indirect band gap semiconductors 
[6]
A theoretically derived band diagram of CdMnTe is displayed in figure 2.9. It displays 
the band gap along with three of the valence bands and two conduction bands. The valence 
bands th a t are most im portant are the labeled light and heavy hole bands. The heavy holes 
have a higher effective mass and therefore less mobility through the crystal. The centre 
of the Wigner-Seitz cell is denoted T, while X and L denote the [100] and [111] directions 
respectively. As can be seen from the diagram, the heavy hole band is broader than the 
light hole band indicating a greater density of states. This means the heavier, less mobile 
holes are more likely to exist than light holes. It can be seen from figure 2.9 tha t the band 
gap of CdMnTe is direct, as the minimum of the conduction band occurs at the same (or 
very close to) value of k as the valence band maximum.
The band gap of CdMnTe can be tuned by varying the Manganese composition. It has 
been found by Lee et al. [28] to vary approximately linearly with Mn fraction, x, according 
to equation 2.9. There is also a linear dependence of bond length on Mn fraction, described 
by Bottka et al. [39] and shown in equation 2.10.
Eg(eV) = 1.528 +  1.316j: 0 < x <  0.7 (2.9)
a = 6.487 — 0.149:r(A) (2.10)
This is in fact an averaged bond length between MnTe and CdTe, as shown by the work 
by Balzarotti et al. [9] in figure 2.10. This figure shows experimental data of the bond
lengths in CdMnTe versus x from X-ray diffraction. It then compares this to Extended X-
ray Absorption Fine Structure (EXAFS) measurements, which show the individual CdTe
Conduction 
band edge
Valence band edge
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Figure 2.9: Electronic band structure of CdMnTe in the principle symmetry directions of 
the Wigner-Seitz cell [8]
and MnTe bonds and compare well to theoretical values. These CdTe and MnTe bond 
lengths don’t vary with the composition of the CdMnTe.
2.3 G rowth of CdM nTe
One of the advantages of Cadmium Manganese Telluride, compared to other similar ternary 
compounds such as CdZnTe, is that it is comparatively easy to grow large, uniform sin­
gle crystal ingots. The Mn has a segregation coefficient of close to unity in CdTe [10], 
as opposed to the value of around 1.35 for CdZnTe [22]. The segregation coefficient re­
lates to the solubility of elements in the melt. If an element has a segregation coefficient 
greater than 1, the element is more soluble in the liquid than the solid and will have a 
lower concentration in the first section of solid. As the growth continues, the changing 
concentration ratio of the elements in the melt causes a variation in the composition along 
the growth axis. The close to unity segregation coefficient in CdMnTe means that growth 
methods from the melt are sufficient for growing large single crystals with good uniformity. 
Large ingots of 40 mm diameter and 60 mm long, grown by the vertical Bridgman method, 
have been reported [40]. Other methods have been investigated to produce CdZnTe and 
CdTe, such as vapour growth methods [41, 42] which have shown good uniformity of zinc 
composition for CdZnTe and high purity and crystal quality in CdTe, but have not seen 
much investigation in CdMnTe bulk crystals, and will not be discussed here. The main
1 -X  X
Figure 2.10: The average CdTe and MnTe nearest-neighbour distances in Cdi_xMnxTe 
alloys against x. Filled circles are from best fit to EXAFS data, open squares are values 
calculated from the model and open circles are values measured from X-ray diffraction. [9].
difficulties with CdMnTe growth are twinning [40, 43] and the availability of sufficiently 
pure Manganese. Until recently, Manganese has only generally been available up to 4N to 
5N purity [43, 10, 40, 22], which is lower than the 6 N to 7N usually required and available 
for the growth of CdTe and CdZnTe [22, 36]. Figure 2.11 shows a pseudo-binary phase 
diagram of the growth of Cdi_xMnxTe. This shows a definite singularity at around x =  
0.77, which is the composition at which it becomes no longer possible to grow zincblende 
CdMnTe. At x > 0.77, the grown crystals contain two phases, Cdo.2 3 hlno.7 7 Te and MnTe
[10]. This explains the rapid rise in melt tem perature at higher Mn fraction, rising to the 
melting point of MnTe.
2.3.1 B ridgm an M ethod
Bridgman is the most commonly used method in the growth of CdTe and CdZnTe. It can 
produce large crystals of uniform size while allowing some control of the stoichiometry. 
Bridgman crystal growth usually employs a silica growth ampoule containing a rod of 
Cadmium surrounded by a stoichiometric quantity of tellurium sealed in a vacuum, shown 
schematically in figure 2.12. The ampoule is then slowly passed through a furnace of three 
distinct tem perature zones. The first zone heats the contents to around 850°C to introduce 
a Cadmium overpressure in the ampoule to avoid sublimation in the growth process. The 
second zone heats the contents to around 1150°C to create the melt. The third zone is 
around 950°C. The solidification tem perature of CdTe is 1092°C and the gradient between 
zones 2 and 3 allows for the crystal growth. The value of the tem perature gradient is the
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Figure 2.11: CdTe-MnTe pseudo-binary temperature-composition phase diagram [10].
subject of some contention, anywhere from below 4°C/cm to above 20°C/cm is reported 
[3],
liquid CdTe
solid CdTe
TI (-850 C)
T2 (-1150 C)
- 1090 C
T3 (-950 C)
T
Figure 2.12: Schematic representation of the Bridgman method and temperature profile
[3]
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The Bridgman method has been used to grow large, homogeneous crystals of CdZnTe. 
However, growth from this method usually produces crystals with poor electrical properties 
due to impurities such as oxygen, Silicon and sodium entering the crystal from the growth 
ampoules at high temperatures. Unfortunately, other growth ampoule materials such as 
carbon cannot be used as they would not be strong enough to withstand the growth 
conditions, or in some cases the temperature.
2.3.2 M odified B ridgm an technique
In order to improve the qualit}' of crystals grown by the Bridgman method, a number 
of variations have been investigated, known as Modified Bridgman methods. The most 
common of these is High Pressure Bridgman, whereby the growth ampoule or even the 
whole furnace is placed within a pressure vessel. This has been used to produce high quality 
material [24]. The High Pressure Bridgman method removes the need for such strong 
ampoules and means that less contaminating materials such as graphite or boron nitride 
can be used. However, it still does not remove impurities within the growth materials and 
does not improve crystal size.
2.3.3 T he travelling hea te r m ethod  (THM )
The Travelling Heater Method (THM), shown in figure 2.13 is often used to grow CdTe. 
It uses a rod of Cadmium in a growth ampoule surrounded by a powder of tellurium. An 
excess of tellurium is used in this process to act as the solvent. A heater then moves 
slowly up the container, melting the constituents inside the ampoule. The heater has a 
temperature profile that ensures the top side (T2) is hotter than the bottom (Tl). This 
ensures that the CdTe is more soluble at the top of the melt than the bottom and creates 
a concentration gradient through the melt. CdTe moves down through the melt to the 
bottom interface and crystalises into solid CdTe. Contaminants are also dealt with in the 
THM method as they have lower solubility in Te than CdTe. They move upwards with 
the melt as the heater moves and as a result are drawn out of the crystal towards the 
top. This process purifies the crystal as it is grown and therefore often leads to purer 
crystals than those produced by the Bridgman method. A further benefit of this method is 
that the growing temperatures are lower due to the non-stoichiometric mix of ingredients 
(shown by figure 2.14). This leads to less impurities being introduced to the crystal from 
the growth ampoule and also the ability to use graphite growth ampoules which remove 
oxygen impurities during crystal growth. All of these factors should lead to a higher 
quality crystal. Recent reports also show promising quality of CdZnTe material grown by 
this method [44, 45, 46].
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Figure 2.13: Schematic diagram of the travelling heater method including temperature 
profile of the heated section [7]
Figure 2.14: Phase diagram for CdTe showing the dependence of melting point on compo­
sition [3]
2.4 Donor and acceptor Traps
One of the main reasons tha t crystal growth is so important is the need for very high 
quality crystals with few traps and sufficiently high electrical quality to produce detectors. 
This requires high charge carrier mobility, high lifetimes and high resistivity. Traps can 
be caused by impurities and intrinsic crystal defects. Impurities are generally elements 
introduced to the crystal during growth. Intrinsic defects can be a variety of crystal defects 
such as vacancies, where an atom is missing from it’s crystal lattice point, or interstitials, 
where an atom is present in between lattice points. These are known as point defects 
and act in a similar way to impurities. There are also extended defects, such as grain
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boundaries or inclusions. Grain boundaries are junctions between two separate regions of 
single crystals, which can act as trapping centres. Inclusions generally consist of micrometer 
scale areas of solid Te in CdZnTe, CdTe and CdMnTe, and are also likely to occur on grain 
boundaries. These too trap charge in the bulk.
If a semiconductor has too many traps, they can have a drastic effect on the electrical 
properties. A donor trap  has more electrons than are needed for bonding in the crystal 
structure and can therefore release an electron into the conduction band when ionised. This 
creates an energy level (called a donor state) within the band gap of the semiconductor 
and also means that there is a positively charged ion in the crystal structure which can act 
as a trapping centre for electrons. Acceptor impurities act in the same way as donors, but 
in the opposite polarity, meaning a hole is released into the valence band and the impurity 
has a negative charge, which will act as a trapping centre for holes. The state created 
in the material from acceptors is called an acceptor state and the energy is calculated 
from the valence band [6]. Donor and acceptor trapping centres will release the trapped 
charge carrier when given sufficient energy by thermal excitation, which will be discussed 
in section 2.6. If an impurity is a “shallow” level, it has a small thermal excitation energy 
and is likely to be ionised at room temperature. This type of impurity will donate charge 
carriers to the crystal lattice and will reduce the resistivity of the material. A “deep” level 
will tend to act as a trap or recombination centre for charge carriers in the material. Deep 
charge traps can capture electrons or holes and either emit due to thermal excitation, or 
they can act as recombination centres, where two capture processes occur in sequence. If, 
for example an electron is captured making the charge trap negatively charged and a hole 
is subsequently captured, the charge trap becomes neutral again and the electron and hole 
have recombined. The various stages that can occur in a simple defect are displayed in 
figure 2.15.
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Figure 2.15: The processes of charge trapping, emission arid recombination in a deep trap.
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There are many known impurity levels in CdTe and CdZnTe, with good summaries in the 
work of Hofmann et al. [47], and the reviews of Capper [23] and Schlesinger [12]. The 
Schlesinger summary of CdZnTe excitation energies of the acceptor and donor impurities 
from group I, III, IV, V and VII elements, and transition metals are shown in figures 2.16 
and 2.17 respectively.
2.4.1 Donor and acceptor impurities in CdMnTe
Element Photoionization, 
E  (meV)
Thermal ionization, 
E (meV)
Method Reference
Li Acceptor. 58.0 PL [149)
Na Acceptor: 58.7 PL [149]
N Acceptor: 56.0 PL [236)
P Acceptor: 68.2 PL [236J
As Acceptor: 92.0 PL [236J
Cl Donor: 14 [170]
Cl Donor: 14.48 PL [237]
C l-v cd Acceptor: 120 PL, ODMR [168]
Cl DX1 Donor: 220 Theory [156]
Cl DX2 Donor: 470 Theory 1156)
Cl DX3 Donor: 210 Theory [156]
Al Donor: 14.05 PL [237]
F Donor: 13.71 PL [237]
Ga Donor: 13.83 PL [237]
In Donor: 14.08 PL [237]
In DX Donor: 300 Theory for Cdo.sZiio.aTe [156]
Ge Donor: 950 Acceptor: 730 Photo-EPR [238]
Sn Donor: 850 Photo-EPR [238]
Sn Donor: 900 DLTS Kremer et al. (1988)
Sn Donor: 890, 430 QTS [239]
Pb Donor: 1280 Photo-EPR [238]
Figure 2.16: Ionisation energies of group I, II, IV, V and VII elements in CdZnTe and the 
method of obtaining the results, from [12].
As can be seen from the figures, the energy levels of each impurity are not in particularly 
good agreement with each other depending on the method of measurement. For example, in 
CdZnTe, Fe has been associated with acceptor energy levels ranging from 0.15 to 0.43 eV. In 
comparison to CdTe and CdZnTe, CdMnTe is less well understood and has had relatively 
few studies carried out. The energy levels reported in the literature are summarised in 
table 2.1. In has been studied for its effect as a donor and as a donor complex, which is 
suggested to be the cause of the 0.22 eV energy level in CdMnTe [48, 49]. The elements 
Cl and In also create complexes in CdZnTe, where the impurity atom interacts with other 
impurities or defects to create a different energy level. These are noted in the table as DX 
for donor complexes and Vcd for a complex of the Cl atom and a Cd vacancy.
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Element Thermal ionization, 
E (eV)
Photoionization, 
E (eV)
Method Reference
Sc Donor: 0.0105 PL [240]
Ti Donor: 0.73 Donor: 0.008 PL, TDM [240]
Tl Donor: 0.83 DLTS, photo-DLTS [257]
V Donor: 0.67 Photo-EPR [241]
V Donor: 0.95 DLTS, photo-DLTS [258]
V Acceptor: 0.74 Theory 1242]
V Acceptor: 0.51 TSC [121]
Cr Acceptor: 1.34 EPR, ODMR, PL [243]
Mn Donor: 0.05, 0.73 Hall [244]
Fe Donor: 1.45 Photo-EPR [245]
Fe Acceptor: 0.35 EPR, ODMR, PL [238]
Fe Acceptor: 0.43 TSC [121]
Fe Acceptor: 0.15 SPS [246]
Fe Acceptor: 0.2 CPM [170]
Co Acceptor: 1.25 EPR, ODMR, PL [247]
Ni Acceptor: 0.92 EPR, ODMR, PL [238]
Ni Donor: 0.76 CPM [170]
Cu Acceptor: 0.36; unknown: 0.6 PICT [136]
Cu Acceptor: 0.146 PL [24 S]
Cu Acceptor: 0.37 PICT [135]
Ag Acceptor: 0.1075 PL [253]
Au Acceptor: 0.263 PL [254]
Figure 2.17: Ionisation energies of transition metal elements in CdZnTe and the method 
of obtaining the results, from [12].
It is clear from table 2.1 th a t some of these levels are consistent with each other, and 
appear to be caused by the doping levels in the material. Doping is the intentional addi­
tion of elements to the material to change its properties, as opposed to residual impurity 
elements remaining after growth. This will be dealt with in more detail in the following 
section. The work of Szatkowski et al. [51] and Semaltianos et al. [50] show a consistent 
level at 0.25 to 0.26 eV tha t may be caused by the addition of Ga as a donor. However, 
Szatkowski also reports a level in this area when the material is doped with In. The au­
thors ascribe the deeper levels to various complexes associated with the impurities and 
dopants. This is consistent with the literature for CdTe and CdZnTe, where Ga is known 
to form donor complexes [12]. There are also complexes tha t form between impurities and 
vacancies, where an atom is missing from its position in the crystal lattice. These are 
called A-eentres, and are well known to be associated with In and Cl in CdZnTe [12]. It is 
not known whether there is a significant effect of A-centres in CdMnTe.
2.4.2 Doping
In materials like Silicon, doping is used to create junctions, by making one part of the 
material n-type and a bordering region p-type. It is also used for compensation of impurity 
levels, for example the process of lithium drifting to compensate for boron. In CdTe,
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Table 2.1: Summary oi: energy levels in CdMnTe from the existing literature
M a te r ia l d e ta il E n e rg y  level (m eV ) M e th o d R ef.
Cdo.9 7 Mno.o3 Te:Ga Donor: 250, 430 DLTS [50]
Cdo.95Mn0 .o5Te:Ga Donor: 260, 530, 550, 810 DLTS [51]
Cdo.9oMno.ioTe:In Donor: 220-300, 430, 510, DLTS [52]
630
Cdo.9 eMno.0 4 Te undoped Acceptor: 680 T dependent resistivity [53]
Cdo.8oMno.2oTe:Al/In Donor: 230, 280, 380, 480, DLTS [49]
650
Cdo.9oMno.ioTe:In Donor: 220 DLTS [48]
CdZnTe and CdMnTe, doping is generally used to  compensate for deep impurity levels 
within the material. Doping is the intentional introduction of impurity atoms into the 
crystal during growth. The selection of the dopant is important and is usually chosen to 
balance the concentration of donors and acceptors or, more often in these II-VI materials, 
to create deep levels which compensate the shallow impurity levels tha t naturally exist. 
The exact compensation mechanisms are still under investigation in CdTe and CdZnTe 
[12, 47] and are still very unclear in CdMnTe [54, 55, 48, 50]. The limit of compensation 
by deep levels is tha t it can generally only compensate for one type of charge carrier, 
and therefore junction detectors cannot be produced. The concentration of the deep level 
must also be approximately the same as the level of the shallow impurity. If the deep 
level concentration is too high, the charge carrier trapping is too high, if the deep level 
concentration is too low, the material is under-compensated and the resistivity will be too 
low. Figure 2.18 shows the dependence of resistivity on acceptor energy and concentration 
in CdZnTe. It shows th a t when a material is under-compensated, the resistivity can be 
very low with high n-type conductivity, and th a t it rises to a maximum of the intrinsic 
resistivity when the number of deep level dopants equal the number of shallow donor levels. 
After this point the material is over-compensated and the resistivity plateaus for mid-gap 
deep acceptors, and drops a little for acceptors slightly further from the fermi level. As 
already mentioned, over-compensated material will have poor charge transport properties 
due to charge trapping from the deep levels. Deep levels are known to cause significant 
charge trapping, with traps of ionisation energy larger than 0.4 eV acting as “lifetime 
killers” in CdZnTe [24], This would certainly include vanadium from the list in figure 2.17, 
which is used as a dopant in some of the CdMnTe studied in this work.
2.4.3 N ative defects in CdM nTe
Defect structures are relatively well known in CdTe and CdZnTe, with the existence of 
Te inclusions, grain boundaries, twins, vacancies, antisites and interstitials all having been 
documented [12]. Te inclusions are microscopic defects consisting of solid Te, which act 
as electron traps. They can significantly alter charge collection in detectors. The grain 
boundaries and twins are not point defects but macroscopic crystal defects, which create
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Figure 2.18: Resistivity of n-type CdZnTe at 300K in the presence of a single compensating 
acceptor as a function of the deep acceptor concentration and energy, from [12].
charge trapping regions. The vacancies and interstitials are point defects, similar to the 
impurities discussed previously, and it is often these which are present on the macroscopic 
features, causing the electrical effects. A summary of energy levels caused by native defects 
in CdZnTe is given in figure 2.19.
Defect Thermal ionization, 
E  (eV)
Photoionization, 
E (eV)
Method Reference
Vcd Acceptor: <0.47 Photo-EPR [170]
Vcu Acceptor: 0.78 PICTS [113]
Vcd Acceptor: 0.2, 0.8 Theory [175]
Ycd Acceptor: 0.1, 0.4, 0.76 DLTS, PICT [223]
VCd Acceptor: 0 .1 Theory [179]
Vcd Acceptor: 0.43 TEES* [147]
Vcd Acceptor: 0.21; Donor: 0.73 TEES [H 5]
TeCd Donor: 0, 0.4 Theory [175]
Te, Donor Theory [175]
T e c < r V c d Neutral Theory [175]
VTc Donor: 1.4 Photo-EPR [166]
V tc Donor: 1.1 DLTS, PICT [223]
V tc Donor: 0.4, 0 5 Theory [175]
Cd, Donor: 0.64 DLTS, PICT [223]
Cd, Donor: 0.54 PICT [135]
Cd, Donor: 0.5 Theory [179J
Cd, Donor: 0, 0.2 Theory [175]
Figure 2.19: Ionisation energies of native defects in CdZnTe, from [12].
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Many of these native defects exist in CdMnTe, but have seen less investigation. It 
is known tha t annealing the material in Cadmium vapour post growth reduces tellurium 
inclusion size, by creating the desired Cd-Te bonds from some of the excess Te in the 
inclusions. Work by Kochanowska et al. [56] shows th a t Te inclusions are reduced in this 
manner, as well as reducing the number of Cadmium vacancies, causing an increase in 
the material resistivity of 1 to 2 orders of magnitude. Native defects also form complexes 
with impurity elements, creating complexes such as A-centres, when a donor and vacancy 
create a complex. It has already been discussed th a t Mn has a high ionicity of bonding
[33], which can lead to increased probability of twinning in the crystal. These twins can act 
as nucleation sites for Te inclusions and other defects and must be avoided when choosing 
a single crystal for use as a radiation detector.
2.5 O ptical Properties
The measurement of optical properties is commonly used to determine a semiconductor’s 
characteristics. Many methods exist, and can enable the measurement of band gap, impu­
rity and defect energies and concentrations, identification of crystal defects such as twins, 
grain boundaries and precipitates. The most common methods include photoluminescence, 
IR microscopy, optical reflectance and optical absorption. These will be discussed, but 
other methods, including many opto-electrical effects can also be studied, such as photo­
induced charge transient spectroscopy (PICTS) [57] to find trap energies and concentrations 
and laser time of flight (TOF) [21] to study charge carrier mobility and detrapping.
2.5.1 O ptical A bsorption
Optical absorption is one of the most direct ways of measuring the band structure of a 
semiconducting material. In this process, an electron in a lower state in the material 
absorbs a photon and is promoted to a higher state. This can occur either between bands, 
or between discrete energy levels from impurities within the band gap. Figure 2.20 from 
[13] gives a summary of the possible absorption processes.
The most im portant process in optical absorption, called the fundamental absorption 
[13, 58], is where an electron is promoted from the valence band to the conduction band 
(transition (1) in figure 2.20). Due to this process, there is a significant rise in the ab­
sorption coefficient, a, of the material, where alpha is defined by the equation linking 
absorption of light and the thickness of the material, x\
I  =  I0e~ax (2.11)
There is a steep rise in absorption over a small range of photon energies at this point. 
The relationship between absorption and incident photon energy can be used to calculate 
the band gap of a semiconducting material. This relationship depends on whether the band 
gap is direct or indirect. For direct band gaps, like CdMnTe, the absorption coefficient is 
related to the band gap by a power of two. This comes from the following relation [59]:
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Figure 2.20: Absorption processes in semiconductors depicted in (a) real space and (b) 
reciprocal space: (1) Band to band, (2) interconduction band, (3) intervalence band. (4) 
donor to conduction band, (5) valence band to acceptor, (6) valence band to donor, (7) 
acceptor to conduction band, and (8) acceptor to donor transitions. [13].
Table 2.2: Summary of band gap energy relation to mole fraction, x, of Mn in CdMnTe
E g eV T  (K) M e th o d Ref.
1.595 +  1.587:r LHe Excitonic Magnetoabsorption [65]
1.586 +  1.393a) 76 Photoluminescence [17]
1.585 +  1.512) 77 Reflectivity [66]
1.50 +  1.442) 300 Electroreflectance [39]
1.528 +  1.3162) 300 Reflectivity [28]
a  «  (huj — Eg) 2 (2.12)
When a graph is plotted of a 2 against incident photon energy, hu>, the extrapolation to 
the energy on the x-axis gives the band gap of the material. An example of this applied 
to GeS2 is shown in figure 2.21 and is known as a Tauc plot [59]. Optical absorption has 
been widely used to study CdMnTe's band gap (fundamental absorption) as well as other 
levels within the material [60, 61, 58. 62, 63, 28, 64]. The fundamental absorption edge 
work by N. T. Khoi and J. A. Gaj [62] was the first publication showing the increase in 
band gap with increase of Manganese in this material, and led to the later work of Lee and 
Ramdas [28] amongst others, yielding the relationship between Manganese concentration 
and band gap detailed earlier in equation 2.9. Table 2.2 shows a summary of various optical 
measurements on CdMnTe used to determine band gap variation with Mn fraction in the 
literature.
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Figure 2.21: Tauc plot showing the square of optical absorption plotted against photon 
energy to extrapolate the band gap of GeS2- [14].
The optical absorption,a, of a material at any wavelength is related to the transmission, 
T, and reflectivity, R, by [59]:
(1 -  j y  e—
1 — R 2e~2ax ( ’
Where x is the thickness of the material. If a x  is large, this equation can be reduced 
to the approximation:
T  Ri (1 -  (2.14)
However, this still requires the simultaneous measurement of reflection and transmission 
for the calculation of the absorption coefficient. If the reflection is assumed to have a 
minimal effect, the equation can be further reduced to th a t shown in equation 2.15, enabling 
the estimation of the absorption coefficient from a simple transmission measurement.
T  «  Tmaxe~ax (2.15)
Once the absorption coefficient has been calculated from these measurements, the Tauc
plot described previously can be used to calculate the band gap energy.
2.5.2 P hoto lu m inescence
There are three main ways to stimulate luminescence; optical absorption (photolumines­
cence), bombardment with energetic particles (cathodoluminescence) and electrical bias 
injection (electroluminescence). Only photoluminescence will be discussed here, and it 
should be noted that different excitation methods will not necessarily result in the same 
emission spectrum. Photoluminescence uses light of above band gap energy to excite the 
electrons within the material, and the emitted spectrum from recombination is then mea­
sured to gain information about the energy levels and bands in the material. Each of the 
transitions shown in figure 2.22 emits a photon of characteristic energy, and hence the 
spectrum produced from PL can give all of this information. From this it becomes clear 
that emission spectra can be used to gain the same information tha t can be obtained from 
absorption.
( 0 )  (b)
Figure 2.22: Different recombination processes in direct and indirect gap materials in (a) 
k-space and (b) real space. The reverse processes of the absorption shown in figure 2.20.
[13]-
Whereas the previous section concerns itself with a semiconductor absorbing light in a 
characteristic way, photoluminescence (PL) uses the process of emission. This is essentially 
the reverse process of absorption, where electrons excited by light drop back to their lower 
energy state and emit a photon, often also called luminescence. This process of recombi­
nation is shown in figure 2.22(b). It shows the most common recombination transitions, 
from left to right; donor-acceptor pair (DAP), band gap (conduction to valence band), con­
duction band to acceptor, donor to valence band, conduction band to donor and finally a 
phonon assisted emission. All transitions can occur with no phonon involvement, meaning 
the emitted photon energy corresponds to the energy difference between the levels. These 
are called zero phonon lines. It is also possible to have several “replicas” in a spectrum of 
the same energy transition due to phonon interaction. As a sample is cooled, non-radiative 
recombination processes reduce in probability, increasing luminescence intensity, as well as 
the thermal vibrations reducing resulting in narrower spectral lines [67].
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In addition to the above transitions, the free exciton (FE) and bound exciton (BE) 
transitions also exist. Excitons are formed when a photon is absorbed and creates a bound 
electron hole pair. These can be either very closely bound together, with the electron and 
hole being usually on the same atom in a bound exciton. Alternatively, if the electron and 
hole are still attracted by the coulomb interaction, but their radius is over many atoms in 
the crystal lattice, they are more free to move through the crystal, and are labelled free 
excitons. These excitons can recombine to emit a photon which has a characteristic energy 
below tha t of the band gap, usually of the order of meV [15]. A schematic diagram of free 
and bound excitons is shown in figure 2.23.
(a) (b)
Figure 2.23: Schematic diagram of (a) Free exciton, and (b) Tightly bound exciton [15].
Figure 2.24 shows low temperature PL spectra from 69K down to 9K [16] to illustrate 
the effect of the phonon replicas on a PL spectrum. The region labeled 1 shows a broad 
lower energy peak region, which is attributed to a number of defect traps and as the 
sample is cooled, it shows the phonon replicas discussed earlier. The peak region labeled 2 
is attributed to a transition from the conduction band to an acceptor, possibly a Cadmium 
vacancy. Again, this peak exhibits a phonon replica at low temperature. The peak labeled 
3 is attributed to the band to band recombination. The author notes the lack of exeitonic 
transitions, which suggests a poorer quality sample. A further example of a PL spectrum 
on CdZnTe is shown in figure 2.25 [12]. This labels a number of transitions, including 
region (i) containing the free and bound exciton peaks, region (ii) containing the donor- 
acceptor peaks (D.A) as well as the first two phonon replicas ((D.A)-LO and ((D.A)-2LO). 
The phonon replicas of the exciton peaks will also lie in this region. Region (iii) contains 
a broad peak which is usually attributed to an A-centre in CdZnTe, and a further peak 
is evident in region (iv), which the author attributes to a Te vacancy. It should be noted 
tha t the peaks in CdZnTe are broader in general than those seen in CdTe due to alloy 
broadening with the addition of Zn [12] from the local band gap variations that this can
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Figure 2.24: PI spectra from CdTe at low temperature, displaying three main peak areas; 
1 - trap levels with phonon replicas; 2 - conduction band to acceptor peak with phonon 
replica; 3 - band to band recombination [16].
The work by Horodysky et al. [68] on CdTe investigates the relationship between sample 
quality and PL signal with varying temperature. It shows that the highest quality samples 
do not exhibit photoluminescence above around 150K. but show detailed structure below 
this temperature. Conversely, low quality samples show a strong, broad peak at room 
temperature, but do not show any structure at low temperature. The mechanisms for this 
require a detailed discussion tha t can be found in the literature [13, 15, 68, 6, 59] and is 
briefly summarised here.
The explanation for the large signal at room temperature of the poor quality samples 
studied by Horodysky et al. is tha t the poorer quality material has many more local fluc­
tuations in band extremes, which can in particular capture the photo-generated free holes 
due to their larger effective mass. These then attract electrons for radiative recombination 
at an energy slightly below the band gap energy. This phenomenon explains why a room 
temperature near band edge luminescence (NBEL) signal is seen from the poor quality 
samples and not the higher quality ones. In the higher quality samples, the variations 
in band extremes are much less significant, and the localisation of free carriers will not 
take place. This means tha t they can travel through the material further to non-radiative
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Figure 2.25: PI spectra from CdZnTe at 4.2K, showing; (i) excitonic luminescence, (ii) 
donor and acceptor transitions, (iii) and (iv) defect-related bands. [12].
recombination centres such as deep defects, dislocations or surface defects. In the high 
quality material, as it is cooled the signal increases in intensity and also resolution. This is 
due, as already mentioned, to fewer thermal vibrations in the crystal meaning less broaden­
ing of the peaks, whilst the recombination centres available for non-radiative recombination 
have reduced in number at low temperature, and therefore a greater intensity signal is also 
seen.
Temperature dependence of the PL spectra in CdMnTe has also been studied [69, 70]. 
Figure 2.26, from Vecchi et al. [17], shows 76K PL spectra for varying CdMnTe of various 
compositions as well as the transitions th a t these peaks are attributed to. In this work, the 
author assigns the lower energy peaks not to impurity levels but to internal level transitions 
from the Mn ions in the material. This is consistent with the fact th a t peaks B and C do 
not move in energy with the variation of Mn fraction, whilst the band gap, A, does shift 
to higher energy. The spectra displayed lack the detailed structure seen in PL on CdTe 
and CdZnTe [16, 12, 71] but this is partly due to the temperature of 76K instead of the 
liquid helium tem perature of the other measurements. However, in the work by Burger et 
al. [22], even at 11K, only a broad peak from the exciton recombination was observed in 
a detector-quality CdMnTe sample.
Vecchi also shows the relationship between band gap and Mn fraction, x, in figure 2.27.
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Figure 2.26: Photoluminescence peaks from CdMnTe alloys of varying composition at 76K. 
The labeled peaks are caused by the recombination transitions in the right diagram, [17].
It is clear th a t the band gap varies linearly with x, whereas the transitions B and C, are 
nearly constant regardless of Mn fraction. This also suggests tha t transitions B and C are 
related to a transition independent of band maxima and minima, suggesting the Mn ions 
are responsible.
The band gap variation of CdMnTe with tem perature has also been studied, [60, 39, 61, 
28, 64]. The relationship between tem perature and band gap has been found empirically 
and described by equation 2.16:
aT2 Eg(T) = Eg(0)-  —  (2.16)
Table 2.3 summarises the results from the literature for tem perature coefficient versus 
composition, x, in the temperature range 77 < T  < 300 K.
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Figure 2.27: Positions of photoluminescence peaks A, B and C as a function of composition, 
x. [17].
Table 2.3: Averaged temperature coefficients vs x for 77 < T  < 300K
R an g e  o f x = &  (1 0 -4 e V /K ) M eth o d R ef.
0 -0 .6 3 .7- 8.9 Modulated Electroreflectance [39]
0 1 o 3 .7 - 6.6 Optical Absorption [64]
0 1 o hP-4* 4.6 - 7.5 Optical Absorption [60]
0.4 6.8 Optical Absorption [61]
0.73 9.1 Optical Absorption [61]
0.1 3.5 Piezomodulated Reflectivity [28]
0.7 8.5 Piezomodulated Reflectivity [28]
0 1 o ©1 3.3 - 10 Optical Absorption and Reflectivity [72]
2.6 Charge transport
2.6.1 M obility
At lower electric fields in semiconductors, the drift velocity v d of charge carriers through 
the crystal lattice is directly proportional to the electric field applied across the device. The 
relating constant is /./,, the charge carrier mobility. This factor is heavily dependent on the 
various scatter mechanisms th a t can occur within the crystal bulk. There are many types of 
scatter, but they can generally be classed into two groups; impurity scatter and phonon, or 
lattice scatter. Another mechanism th a t should be considered is the trap-limited mobility.
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Im p u r ity  sc a tte r in g
Impurity scattering occurs when charge carriers are scattered by an impurity within the 
semiconductor, usually an ionised foreign atom. Larger impurity concentrations lead to 
lower mobility as the probability of scattering events increases. For an ionised impurity, the 
scatter is due to electrostatic forces and is dependent on the time of interaction between 
the charge carrier and impurity atom. The slower the charge carrier, the greater the 
probability of interaction. It is im portant to note th a t mean carrier velocity increases with 
tem perature as well as field strength. Therefore an increase in tem perature will reduce the 
probability of impurity scatter due to the faster carrier velocity. Mobility tha t is limited 
by ionised impurity scattering is hence strongly dependent on temperature as shown in 
equation 2.17, [38].
T§
(2.17)
Where Nj  is the density of charged impurities, T  is the temperature and p is the charge 
carrier mobility.
P h o n o n  s c a tte r in g
Phonon, or lattice, scattering occurs when an atom is displaced from its equilibrium posi­
tion in the lattice. The forces of the bonds try  to restore the atom to its original position 
and cause the atom to oscillate around its equilibrium position. This oscillation causes lat­
tice vibration which propagates through the crystal. Six types of these waves exist; three 
optical and three acoustic. The optical waves are effectively transverse waves whereas the 
acoustic modes are longitudinal, displacing adjacent atoms along the direction of propaga­
tion.
As temperature decreases, so do the number of phonons. This implies tha t as temper­
ature drops, the mobility will increase as there are fewer phonons to interact with charge 
carriers. The relationship between tem perature and phonon limited mobility is approxi­
mated in equation 2.18 [38].
Tap ~  (2.18)
Where m* is the effective mass. The total mobility due to impurity and lattice scattering 
processes can be expressed as equation 2.19[38].
T rap  lim ited  m o b ility
Charge trapping in the bulk of a semiconductor can influence mobility of charge carriers. 
A radiation interaction creates a charge cloud, which then moves in an electric field. On
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average each charge spends a time t traveling towards the electrode and then is trapped 
in a charge trap  of energy AE, below the conduction band or above the valence band, 
and subsequently released a time of t ’ later, the effective mobility is reduced by the ratio 
of the time the carrier is free to move to the to tal time of the process. Mobility can 
become trap-controlled if the trapping time is long compared to the transit time. Trap- 
controlled mobility is described in equation 2.20, where N t is the density of traps and AQ 
is the effective density of states in the conduction band or valence band. This gives an 
“effective” mobility controlled by the detrapping time. This will cause the mobility to 
reduce at low temperature.
N t A E
^ = + fed 2^20^
If the time spent in the de-trapping process (C) is much longer than  the carrier free 
lifetime complete transient current pulses will not be seen. An example of this can be 
modelled by considering the induced current transient pulse which is based on equation 
2.21, where t is the carrier free lifetime and r  the trapping time.
i(t)ocexp  (2.21)
If trapping time becomes larger than the carrier free lifetime the full transient current 
pulse will not be seen as the voltage will have decayed to zero before the actual transit 
time. As a result the transit time from a current pulse may be under estimated which would 
lead to an overestimate in the mobility. The relation between tem perature and mobility 
in CdZnTe, limited by various factors is shown in figure 2.28 [18]. This figure shows tha t 
the trap-controlled mobility is the dominant factor in this material. The data shows tha t 
electron mobility is expected to rise to a maximum as the material is cooled, but there is 
a point where mobility starts to decrease again due to the de-trapping from the relatively 
shallow trap  becoming slower from a lack of thermal energy. The less shallow trap for 
holes shows this across the tem perature range investigated, and the overall mobility is 
again dominated by the trap-limited mobility.
C h arg e  c a r r ie r  m o b ility  in  C dM nT e
Work has previously been carried out to examine the electrical properties of CdMnTe 
by Triboulet and Didier [10]. Their results are summarised in table 2.4, and show hole 
mobility, hole concentration and bulk resistivity for various Mn compositions.
2.7 Charge pulses in sem iconductors
The basic process of charge collection in a planar semiconductor detector is shown in figure 
2.29 and can be simply described as follows: Incident radiation interacts within the bulk of
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Figure 2.28: Left: Temperature dependence of electron mobility in CdZnTe (solid circles). 
Solid curves indicate theoretical results for the contributions of polar optical (fJ>po), alloy 
disorder (paii) and ionised impurity (/q0) scattering to overall mobility /i0. The trap- 
controlled mobility is denoted as pd. Right: As above calculated for hole mobilities in 
CdZnTe. [18]
Table 2.4: D ata from CdMnTe, [10], showing the variation of hole concentration, resistivity 
and hole mobility at various Mn compositions._______________________________
C o m p o sitio n H ole c o n ce n tra ­
tio n  (cm -3)
R es is tiv ity
(Hem)
M o b ility
(cm 2/V s )
Cd0.99M u0.01Te 4.96 xlO 13 2500 50
Cdo.8GMno.14Te 1.13 x lO 14 750 75
Cdo.7M 1io.3Te 4.63 x lO 14 207 65
Cd0.0M n0.4Te 2.12 x lO 11 4.56 x  105 65
Cdo.5M 1io.5Te 5.40 x lO 13 104 11
Cdo.3M 1io.7Te 5 x  103
the crystal and creates electron-hole pairs. The electron-hole pairs are swept through the 
bulk by an applied electric field and drift towards the cathode and anode respectively. The 
drifting charge induces a charge, Q on the electrodes. The charge on the electrodes is then
3 7
converted into a voltage pulse by a charge integrating pre-amplifier. This voltage pulse 
should be proportional to the energy deposited in the detector, and is usually amplified 
again by a shaping amplifier, before the signal is passed into a multi-channel analyser 
(MCA) for analysis.
2.7.1 Shockley-R am o theorem
It is possible to calculate the charge induced 011 the electrode in the above mentioned 
process. To do this, we employ the Shockley-Ramo theorem [73],[74], This states tha t the 
charge Q and current i on an electrode, induced by a moving point charge q are given by 
equations 2.22 and 2.23 [19].
Q =  —q<f> 0(x) (2.22)
Where </>o(x ) is the electric potential at the instantaneous position of q.
i(t) =  qv( t )  • E 0(x) (2.23)
Where v  is the instantaneous velocity of charge q and Eq is the field tha t would exist 
a t q’s instantaneous position x. This holds if we assume the selected electrode to be at
unit potential whilst all other electrodes are at zero potential and all charges are removed.
A planar device is the most simple to model using the Shockley-Ramo theorem. If we 
consider a device with two electrodes separated by distance d, the charge induced ley a 
charge, q, moving in an applied field, E, is dQ and can be simply modelled, as in equation 
2.24.
VdQ = qEdx (2.24)
As the device is a simple planar one, the electric field E is given by E  — j .  This means 
tha t equation 2.24 can be reduced to equation 2.25.
dQ = v r  (%25')
This only takes into account a single charge carrier, but in a semiconductor detector 
we need to account for many charge carriers as well as the existence of electrons and holes. 
This is done in equation 2.26, where 7V0 is the number of charge carriers and dXe and dXh 
are the drifts of electrons and holes.
dQ = ^ f ( d Xa+ d Xh) (2.26)
If the drift length of the charge carriers is longer than the thickness of the detector, and
there is no trapping in the detector, full charge collection is possible and the detector is
said to have a charge collection efficiency of 100%. This is defined as the charge collected 
divided by the charge created, shown in equation 2.27.
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Q o
C C E  = (2.27)
In this case, we can perform the integral of equation 2.26 to calculate the total charge 
collected:
Q
qN0
dxe +
.Jo
r^ h
/  dxh 
Jo
Where xe +  xjt — d. This leads to equation 2.29.
qN0
Q d [xe +  x h] =  qN0
(2.28)
(2.29)
If an incident photon creates electron-hole pairs at a point Z in the detector, as shown 
in figure 2.29, then as a result of the applied field, electrons will move to the anode (from 
Z to 1) and holes move to the cathode (from Z to 0). The induced charge on the anode is 
Q =  q(l — Z) and on the cathode, Q =  — q(0 — Z). Once again, assuming no trapping the 
total induced charge is given by equation 2.30.
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Figure 2.29: Top: Planar electrode detector. Bottom: Ideal energy spectrum resulting 
from single energy gamma rays. [19]
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2.7.2 T he effects o f trapping on induced charge
However, in any detector material there are a finite number of traps. Compound semicon­
ductors such as CdTe, CdZnTe and CdMnTe in particular have low material purity which 
creates traps within the bulk. This reduces the mean drift length of the charge carriers, 
reducing the CCE. The charge collection for materials with non-perfect material purity is 
given by the Hecht equation (2.31).
Q(x) — eN0 VhTh 1 — exp ■x
V h T h
+
Ve.T, 1 — exp x (2.31)
Where ve and vd are the carrier velocities for electrons and holes, re and 7>t are the 
charge carrier lifetimes, x  the depth of interaction and z the detector thickness.
From equation 2.31, it is clear tha t if electrons and holes have different velocities or 
lifetimes, the charge collected will be depth dependent. This is usually the case and there 
is therefore a poorer peak resolution due to a spread in the interaction depth of incident 
radiation. The effect of interaction depth on induced charge for various ratios of electron 
to hole mobility is shown clearly in figure 2.30.
Materials such as CdTe and CdZnTe have been shown to have depth dependant induced 
charge due to poor hole transport properties. Therefore, a simple way to allow these 
materials to function as spectroscopic devices is to irradiate from the cathode side. This 
means the electron-hole pairs are created near to the surface and the hole contribution to 
induced charge is negligible. Unfortunately, this only works for radiation such as alpha 
particles which ionise the semiconductor near to the cathode. More penetrating radiation 
such as X-rays and gamma-rays interact all the way through the crystal. More complicated 
methods are required to increase collection efficiency. Single charge sensing methods have 
been investigated in [19] and [75], which deal with this problem. These methods use 
weighting potential acting like a Frisch grid in gas detectors to disregard hole signal and 
make the device sensitive to electrons only, regardless of where the radiation interacts 
within the detector.
If alphas are used to determine the CCE of a high atomic number device such as 
CdMnTe, and the device is relatively thick (> 1mm), the interaction can be assumed to 
take place at, or very near to the surface of the detector. This allows us to assume tha t 
only one charge is being collected and is a useful way of determining transport properties 
of electrons and holes separately. In this case we can use a reduced form of the Hecht 
equation as shown in equation 2.32, assuming x »  d.
CCE  =  =g
Qo
p r E
~ cT 1 — exp ( —
d
prE (2.32)
Here, p  is the mobility of the charge carrier being investigated (depending on whether 
the cathode or anode is irradiated), r  is the charge carrier lifetime, E  is the applied electric 
field and d is the device thickness. Using this equation, experimental data can be used 
to obtain a value of the p r  product, an im portant indicator of the electronic properties of 
semiconductor radiation detectors.
40
Normalized Interaction Location from Cathode
Normalized Interaction Location from Cathode
Figure 2.30: (a) Relative position-dependent charge collection for cases in which electron 
and hole transport properties are identical. Various values of /it / W  are assumed to show 
the dependence, (b) Same plot as in (a), but assuming electron carrier extraction factor 
to be 10 times higher than th a t for holes. [1]
2.7 .3  D etrapping tim e calcu lation
It is possible to gain information about trap  energies from the thermal detrapping time, 
visible as a slow component in a pre-amplifier output signal. The slow component occurs 
due to a number of charges being trapped before they reach the electrode, they are then 
re-emitted a certain amount of time later due to thermal excitation. The time to detrap 
can be calculated and used to extract trap  energies. The slow pulse shape is assumed to 
have an exponential component, as shown in figure 2.31, that relates to detrapping time 
and hence trap  energy. This requires the sample being tested over a range of temperatures. 
De-trapping time, r ,  due to thermal excitation is related to trap activation energy, EA, by 
equation 2.33 [59].
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Figure 2.31: A sample pre-amp pulse displaying two clear components. The prompt com­
ponent is used to calculate mobility, whereas the slow component can yield trap energy.
_ exp(EA/ k
T =  ^   (2'33)
Where 7  is a product of thermal velocity and density of states in the valence band, as 
given by equation 2.34, o is the capture cross-section of the trap.
7  =  vthT~%NvT~% (2.34)
The thermal velocity, vth, and density of states, Nv, are given by equations 2.35 and 
2.36, with kn the Boltzmann constant, h Planck’s constant and m*h the effective mass. 
It can be seen tha t 7  is therefore independent of temperature and is a material specific 
constant.
/ 3  kBT \ ^
„ , =  ( — )  (2.35)
Nv = 2 ^ n p r ^  (236)
From equation 2.33 it is possible, using common trap cross-sections, to estimate the trap 
energy from a single detrapping time at a known temperature, as shown in figure 2.32. To
calculate an exact energy for the trap, data is needed at a variety of temperatures. As tem­
perature drops, there is less thermal energy available to excite charge carriers from traps, 
and the detrapping time increases as tem perature drops, until the trap is “deactivated” 
whereby the trap stays filled and cannot gain enough thermal energy to re-emit. The trap 
energy is calculated from the Arrhenius plot of detrapping time against temperature.
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Figure 2.32: Detrapping time plotted against activation energy for various trap  cross sec­
tions in CdZnTe. [20]
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Chapter 3 
Experim ental D etails
3.1 Sam ples Investigated
In total, 13 samples were investigated, all of which are CdMnTe single crystal samples. 
Three were undoped (not intentionally doped) samples and the remaining 10 were doped 
samples, containing various concentrations of vanadium and indium.
The undoped samples are detailed in table 3.1. The samples were all grown by the 
Modified Vertical Bridgman (MVB) method and were grown and supplied by the School of 
Materials Science and Engineering, Northwestern Polytechnical University, Xi’an, China. 
The starting material purity was 7N for the Cd and Te, and 5N for the Mn. The crystals 
were grown in a 2-zone furnace at a rate of 1.0 m m /h and a thermal gradient of 12 K/cm  
[36]. These samples were used mainly for preliminary studies and for use in comparing 
doped with un-doped material.
The samples detailed in table 3.2 are all doped. The dopants were indium and vana­
dium, in various quantities, detailed for each sample in the table. These were also grown 
by the MVB method, but were grown at the Institute of Physics at the Polish Academy 
of Sciences, Warsaw, Poland. A closed ampoule in a vertical furnace was used [33]. Some 
samples were annealed in Cd vapour to improve electrical properties as proposed by [76]. 
Starting material purity for these samples was 6N for Cd, Mn and Te [33].
Table 3.1; Undoped sample details. Ail samples are of Chinese origin
S am ple  N am e D eta ils
C H -03 Ready-polished, un-contacted. 10x10x1.4mm
C H -04 Pull gold contact over front and back faces with thick gold. 10x10x3 mm.
C H -06 Ready-polished. 1.30mm thick. 5x5mm, 50/60nm thick evaporated gold 
contacts.
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Table 3.2: Doped sample details. All samples are of Polish origin.
S am ple  N am e D eta ils C o n tac ts
S4320-20
S4320-20-1
S4320-20-2
6x7x2.4mm 13% Mn, 1017/cm 3 In, 
as-grown.
Thinned sample S4320-20 500/mi 
thick.
Thinned sample S4320-20 270/mi 
thick.
Sputtered gold contact with guard 
ring.
3.0mm diameter sputtered gold con­
tact.
3.0mm diameter sputtered gold con­
tact.
S4320-30 6x6.7x2.Omni 13% Mn, 1017/cm 3 In, 
as-grown.
3.4mm diameter sputtered gold con­
tact with guard ring.
S4353-2B 10.3x10.3x3mm 23% Mn, 
5xl015/cm 3 V, 1015/cm 3 In, an­
nealed in Cd.
6.5mm diameter sputtered gold con­
tact with guard ring.
S I (4418-1)
S l-1
S l-2
Uncontacted half-round wafer 
1.2mm thick 25.5mm base, 11mm 
radius. 8% Mn, Annealed in Cd, 
~  1016/cm 3 Vanadium.
Cut from sample SI. 
12.9x11x1.2mm.
Cut from sample SI. 
12.3x1 lx l. 1mm.
Sputtered gold contact 3mm diameter 
top 4mm diameter bottom. 160nm 
evaporated gold guard ring added 
later.
Sputtered gold contact 3mm diameter 
top 4mm diameter bottom.
S2 (4418-2)
S2a
S2b
S2c
S2d
Uncontacted half-round wafer. 8% 
Mn, annealed in Cd, ^  1016/cm 3 
Vanadium.
Cut from sample S2.
Cut from sample S2. 0.95mm thick.
Cut from sample S2. 0.95mm thick.
Cut from sample S2. 0.83mm thick.
Polished, uncontacted.
Polished, etched (0.5% Br-Meth 
lmin), 200nm evaporated gold 
contacts.
Polished, etched (0.5% Br-Meth 
lmin), 200nm evaporated gold 
contacts. Surface passivated. 
Sputtered gold contacts, 2mm diame­
ter top, 4mm diameter bottom.
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S am ple  N am e D eta ils C o n ta c ts
S2e
S2f
S2g
S2h
S2i
S2j
Cut from sample S2. 0.80mm thick.
Cut from sample S2.
Cut from sample S2. 0.90mm thick. 
Cut from sample S2. 0.95mm thick. 
Cut from sample S2. 0.95mm thick.
Cut from sample S2.
Sputtered gold contacts, 2mm diame­
ter top, 3mm diameter bottom. 
Uncontacted.
Polished, 65nm gold contacts. 
Polished, 65nm gold contacts. 
Polished, etched (0.5% Br-Meth 
lmin), 200nm evaporated gold 
contacts.
Uncontacted.
4431-2
4431-2A
4431-2B
4431-2C
4431-2D
Uncontacted rough wafer. 1.40mm 
thick.
Cut from sample 4431-2.
Cut from sample 4431-2.
Cut from sample 4431-2.
Cut from sample 4431-2.
Polished, 5.0x5.0mm evaporated gold 
contact 60/50nm thick.
Polished, 5.0x5.0mm evaporated gold 
contact 60/50nm thick.
Polished, 5.0x5.0mm evaporated gold 
contact 60/50nm thick.
Polished, 5.0x5.0mm evaporated gold 
contact 60/50nm thick.
S4350 Sample containing twins, 
10.25x10.05x2.75mm.
Ready-polished. Etched (2% Br-Meth 
1 minute), 6x6mm lOOnm evaporated 
gold contacts.
4350-2 Ready-contacted sample. 
6.4x6.4x2.2mm.
4.75mm diameter sputtered gold con­
tacts.
4433 Uncontacted sample, 
6.15x5.50x2.90mm.
Readj'-polished, 3.8x3.8mm lOOnm 
evaporated gold contacts.
4433C d Cd annealed sample, 
6.36x7.33x2.90mm.
Ready-polished, 4.8x4.8mm lOOnm 
evaporated gold contacts.
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3.2 Preparation of sam ples
Samples cut from larger wafers detailed in table 3.2 were mounted on an aluminium block 
using Logitech quartz wax, melted on a hotplate at — 6 6  — 69°C. The sample was then 
cut using a Southbay 850 wire saw using a diamond wire at as low a speed as possible to 
avoid damage to the sample, such as cleaving or chipping. Once the sample was cut, it 
was removed from the aluminium block using Logitech Ecoclear wax remover, warmed to 
— 40°C. After this step, the cut samples were cleaned in acetone and then IPA.
Polishing of samples was carried out using a mechanical lapping wheel. They were 
mounted on a height adjustable polishing head with Logitech quartz wax as for the sawing, 
above. The sample was then polished using lfjm  SiC paste for 30 minutes, before being 
thoroughly cleaned using de-ionised water. After this the sample was polished on a different 
polishing m at using a paste of 0 .3 /im aluminium oxide (AI2 O3 ) powder in ethane diol. It 
was then washed again before a final polish on a third polishing plate using a 0.05/im 
aluminium oxide/ethane diol paste. This method has previously worked to good effect 
when preparing for the application of evaporated Au Schottky contacts [51]. Samples were 
removed from the polishing head using the Ecoclear wax remover as detailed above.
Samples labelled etched were etched in a Bromine-Methanol solution of the specified 
volumetric percentage, for the times specified in table 3.2. The sample was then washed in 
methanol for thirty seconds, before a final clean in IPA, and was then dried using a nitrogen 
gun. Non-etched samples were cleaned as above in methanol and then IPA before being 
dried using a nitrogen gun. This process is one of the most commonly used and widely 
reported chemical etches to provide a smooth, Te-rich surface for contact application, whilst 
removing the surface oxide layer of tellurium oxide [51, 22, 77].
Evaporated samples were mounted in an Edwards evaporator in a vacuum of greater 
than 1CT6  Torr. The samples were placed on simple shadow masks of various dimensions 
appropriate to the sample dimensions. The pure gold wire was mounted in an evaporation 
boat. Gold was evaporated onto the sample at a steady rate until the desired thickness was 
reached. The thickness was measured by a quartz oscillator mounted next to the samples. 
The mass of gold evaporated onto the quartz affecting the oscillation rate and enabling the 
thickness to be measured through some scaling factors.
Samples with sputtered contacts were prepared at Fisk University by the group headed 
by Prof. A. Burger. They were polished in a way very similar to th a t detailed above and 
were then washed and had gold contacts sputtered on with no etching process.
3.3 Optical characterisation
3.3.1 IR  m icroscopy
Samples CH-03, 4350, 4333 and 4333Cd were analysed using IR microscopy. Infra-red 
microcopy images were taken to identify defects existing within the bulk of the crystal in a 
non-destructive way and without the need for applying electrical contacts. IR microscopy
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is a well known technique used to analyse the bulk properties of a semiconductor material 
by using sub-band gap energy light, examples can be found in the literature for CdMnTe 
and other II-VI based semiconductor materials [33, 21].
Video sigtel to
XY motorised PC-based frame
sample control
Figure 3.1: Schematic diagram of the mapping I-R microscopy system [21]
The experimental set-up, previously used by A. W. Davies et al. [21], is shown in figure 
3.1. It consisted of a sample holder mounted on a motorised X-Y stage with 50 mm of 
travel in both dimensions. A halogen lamp emitting a broad spectrum of light was used 
to illuminate the crystal. The transm itted light was focussed using a microscope objective 
lens onto an IR-enhanced Silicon CCD camera for collection. The CCD device gives a 
resolution of 740 x 570 pixels and has an extended response to light at 900 nm. The CCD 
output was a video signal which was captured as an image by the control PC. The CCD 
camera field of view was 550 x 430 pm which results in an image resolution of better than 
lpm. The full area of the crystal was imaged by stitching images stepped a known distance 
on the X-Y stage together to create a compound image. The depth of the defects within 
the crystal were found by manually stepping the focal plane through the crystal at regular 
intervals from front to back face by adjusting the focus of the microscope objective lens.
3.3 .2  P hoto lu m in escen ce
Room tem perature photoluminescence measurements were carried out on four CdMnTe 
samples. One was the un-doped uncontacted sample investigated in the near I-R mi­
croscopy setup and the other were the three doped CdMnTe samples, S4320-20, S4320-30 
and S4353-2B.
48
Early photoluminescence measurements were taken at room tem perature on samples 
CH-03, S4320-20, S4320-30 and S4353-2B. A 20mW, 633nm He-Ne laser was used for the 
excitation energy. The set-up is shown schematically in figure 3.2. The laser was focussed 
onto the sample using a simple plano-convex lens. The emitted light from luminescence 
was then collected by another plano-convex lens, before being focussed onto the entrance 
slit of a single grating monochromator by a third plano-convex lens. The monochromator 
was controlled by a PC to step through wavelengths. Two collection methods were used; a 
Hamamatsu GaAs photomultiplier tube for sample CH-03, and a wide area CCD camera 
for samples S4320-20, S4320-30 and S4353-2B. The photomultiplier tube was connected to 
a lock-in amplifier and the signal was recorded in PM tube current. The CCD camera took 
a wide area image of light emitted from the grating, enabling more than one wavelength 
to be recorded at once. The near band-edge luminescence peak emission was recorded and 
used to calculate the band gap of the material.
A further development of the PL system was used for all other samples. This used a 
Nd:YAG laser second harmonic laser line at 532nm for excitation energy. It also added a 
cryostat and XY stage, giving the possibility of cooling and taking maps of PL data over 
the full surface of samples. This could in turn  be used to calculate maps of Mn fraction 
using equation 2.9.
The mapping XY stage provided 10cm of travel in both directions. On top of this, the 
cryostat was mounted. This was a CryoVac Conti-Cryostat-Milcro with a 3 inch diameter 
optical quartz window. There was also an optical quartz radiation shield inside the cryostat 
to enable cooling to close to liquid He tem perature. The cryostat was designed to accom­
modate up to 3mm thick samples, but was modified to hold samples up to 5mm thick. The 
cooling was continuous flow of either liquid nitrogen or helium from a pressurised dewar 
and pumped using a rotary vacuum pump. The temperature was regulated by a CryoVac 
TIC 304-MA tem perature controller. This provided power to a heater inside the cryostat 
and also controlled a valve connected to the cooling pump. The temperature was also 
read from within the cryostat using a platinum resistor connected to the controller. The 
tem perature controller was controlled using the main PL Labview control program. Laser 
alignment was ensured by using two 4mm diameter irises, spaced 20cm apart, between the 
laser and the focusing lens, as shown in figure 3.2.
The laser power per pulse on the sample at the 532nm wavelength was investigated and 
is displayed in figure 3.3. It displays a peak in power a t a Q-switch setting of around 175 
(is and th a t the 2nd/3rd harmonics give more power per pulse. It also shows the drop in 
energy as the beam passes through various lenses and mirrors in the system. The lenses 
and mirrors in the system were chosen for optimum transmission and reflection of the 532 
nm YAG laser line, but the energy is still attenuated by a factor of around 2 before it 
reaches the sample. PL on CdMnTe and CdZnTe was carried out using the 2nd and 4th 
harmonics and Q-switch delay of 350/j s , giving an energy per pulse of 0.1 m J at the sample. 
This setting was used for the PL experiments as it was found to be the highest power that 
would not damage the sample surface for a one-pulse PL measurement at all temperatures. 
Higher power was found to damage the surface of the material, particularly when it was 
cooled.
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Figure 3.2: Schematic diagram of the photoluminescence system. Labels A to D denote 
positions of laser power measurement .
Q switch delay [ms]
Figure 3.3: Laser power as a function of Q-switch delay, and as a function of position in 
the PL system.
3.3 .3  O ptical transm ission
Optical transmission measurements were used to confirm the accuracy of the photolumines­
cence system, by providing confirmation of the band gap through another method. Only 
sample CH-03 was examined using this method.
Light from a hydrogen lamp is passed through a chopper and focussed into a single 
grating monochromator controlled by a PC. The emitted light is then focussed through 
the sample, and collected by a Silicon photo-diode, as in figure 3.5, built by Dr. J. Hosea 
at Surrey University. The monochromator is used to step through wavelengths to see the 
intensity of transm itted light through a range of wavelengths. The photo-diode signal 
is filtered for noise using a lock-in amplifier in phase with the chopper frequency. Two 
spectra are taken for each reading, one with no sample, to give the maximum intensity (I0)
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Figure 3.4: Sample calibration spectrum from the Ocean Optics spectrometer system. 
Ocean Optics calibration Hg-Ar light source was used to provide the known energy lines.
at each wavelength and one with the sample in place so that a relative intensity (A) can 
be calculated to gain an approximation of the absorption coefficient, a. It is not possible 
to obtain a reflected signal from this setup, so the approximation has to be used to gain 
a value for the absorption coefficient. The absorption coefficient is then used to calculate 
band gap and hence Manganese fraction as described in 2.5.
CdMnTe sample 
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- Q ' to'PC  via 
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Figure 3.5: Schematic diagram of the transmission system
3.3 .4  Energy D isp ersive X -R ay Spectroscopy (E D X )
Energy dispersive X-ray spectroscopy is a method using the characteristic X-ray emission 
from electron shell transitions to identify each of the elements present within a material.
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The electrons within the shell of an atom are displaced are displaced by an incident elec­
tron beam, and are in turn  replaced by electrons in outer shells. The electron tha t drops 
down loses energy, which is emitted in the form of a characteristic X-ray, corresponding to 
the energy difference between the shells. The measurements were taken using a scanning 
electron microscope (SEM) in the Materials Science department at the University of Sur­
rey. The samples must be polished and cleaned before mounting on a sample stage using 
conducting carbon pads. The sample stage is placed in a vacuum inside the SEM and the 
electron beam focused on the surface of the sample. The electron beam is incident at an 
angle to select a set depth of interaction within the crystal. This was kept constant for all 
samples investigated. Emitted X-rays are detected using a lithium drifted Silicon detector, 
connected to an MCA and specific EDX analysis software. Peaks at known characteristic 
energies are found and the corresponding elements identified. The SEM is calibrated using 
standard samples of many elements, to identify the intensity of each X-ray emission line. 
The intensity of peaks from an EDX spectrum can then be used to calculate a ratio of 
the constituent elements within a sample. These results are used as a comparison to the 
photoluminescence composition results.
3.3.5 G low D ischarge M ass S pectroscopy (G D M S)
Three samples were sent away for glow discharge mass spectroscopy measurements by EAG 
labs. This technique is capable of measuring all elements except Hydrogen, and down to 
a concentration of parts-per-billion (ppb) [78]. This makes it potentially very useful as a 
tool to identify trace impurities with a sample. The method is destructive, and so was only 
carried out on the edges of wafers tha t had previously been characterised using PL. The 
samples were mounted for analysis using indium, which unfortunately meant tha t indium 
could not be identified. The technique uses the sample as the cathode in a gas discharge. 
Argon ions are accelerated at the cathode and the sputtered sample atoms from the sample 
enter the plasma where they are ionized and finally collected in a mass spectrometer where 
they can be separated according to their mass to charge ratio. Details of this process can 
be found on the EAG website [78].
3.4 Electrical characterisation
3.4.1 IV  C haracterisation
A Keithley 487 picoammeter and voltage supply was used to take the measurements. 
Voltage across the sample was varied and the corresponding leakage current was measured. 
This process was automated using a control PC running a Labview program. For practical 
purposes, the leakage current at operating voltage levels up to 500V was investigated. 
Also, the low voltage (<1V) linear sections of the curves were used to calculate the bulk 
resistivity of the sample.
IV measurements were also taken inside a nitrogen cooled cryostat, detailed in the next
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section, to investigate the variation of resistivity with temperature. An analysis of this can 
be used to calculate a deep energy level within the crystal [53].
3.4 .2  A lpha particle sp ectroscop y and H echt analysis
All contacted samples were investigated using pulse height analysis with a MCA. The 
sample is placed in a cryostat under vacuum. The sample can be cooled through thermal 
connection to a copper block cooled by a liquid nitrogen pumping system. Temperature is 
controlled by an Oxford Instruments ITC 502 control unit controlling a thermistor inside 
the cryostat and balancing the tem perature with a heater. An 241 Am source of around 60 
kBq is used for all measurements. It is placed on a holder above the sample, at a distance 
of approximately 10mm. The sample is connected to an Ortec 142A charge integrating 
pre-amplifier, and then through to a shaping amplifier capable of 100, 200, 500 and 1000 
times gain and 0.5, 1, 2, 3, 6 and 10 (is shaping time. The shaped signal is passed into 
a MCA controlled by a PC. The MCA creates a spectrum according to the pulse height 
from the shaping amplifier and the movement of the peak centroid with bias voltage can 
be used to construct a Hecht plot, as described in section 2.7.2. This is subsequently used 
to calculate a value of (ir for each sample. A schematic of the wiring system layout for 
pulse height analysis and time of flight analysis is shown in figure 3.6.
Figure 3.6: Schematic wiring diagram of the PHA and TOF systems.
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3.4 .3  A lpha P u lse-sh ap e A nalysis
The shape of the pre-amplifier output pulses can provide further information about charge 
transport. The methods involved have already been described in section 2.7. Alpha pulse 
shape measurements were taken using the same experimental setup as the one used for 
the alpha spectra. However, the signal from the pre-amp was analysed before it was 
passed through the shaping amplifier. The pre-amplifier signal was passed directly into 
a National Instruments PC oscilloscope card controlled by a Labview analysis program, 
written by Dr. P. Sellin and Dr. A. Lohstroh at Surrey University. The Ortec 142 A 
pre-amplifier has a characteristic rise time of 23 ns and decay time constant of 123 (is [20]. 
Rise times analysed must be within these time limits if the pulse is to be analysed without 
further signal processing. The TOF system was used to analyse both the prompt and 
slow components of the pre-amp rise. The prompt component gives the mobility of the 
charge carrier being investigated, and must be no faster than the 23 ns rise time. The slow 
component yields the thermal de-trapping parameter, but will be effected by the decay 
time constant of the pre-amplifier of 123 (is.
A lp h a  p ro m p t charge  tra n s ie n t analy sis
Alpha time of flight (TOF) is used to gain a value for the carrier drift mobility in semi­
conductors [79, 18, 80]. As the alpha creates charge near the surface of the detector, the 
signal is caused by only one type of charge carrier (either electrons or holes), this happens 
because the interaction depth is much smaller than  the thickness of the detector. The 
prompt component of a pre-amp output signal is used to calculate the drift time. This is 
extracted from the rising edge of the charge pulse from the device. The drift velocity, 
can then be calculated from the drift time, if the detector thickness is known. If a number 
of pre-amp signals are recorded for varying bias below the saturation velocity of the charge 
carriers, a plot of drift velocity against electric field can be produced. The gradient of this 
graph gives the mobility of the charge carrier in the material, as explained in equation 3.1 
[81]-
d2 Vd
>J‘= VUr = E  (3'1)
Instead of an alpha source, it is also possible to carry out measurements using laser 
induced charge pulses, described in more detail in [21],
In this work, the prompt component of each alpha pulse is investigated using a fit to a 
specified portion of the pre-amplifier rising edge. The pulse is first baseline subtracted by 
subtracting the average amplitude at the beginning of the pulse. Next the full amplitude 
(Atot in figure 3.7) is calculated by subtracting the baseline from the average of ten samples 
after the amplitude reaches its maximum value. If, as in the example, the program is set 
to fit between 10 and 90% amplitude, it marks the 10% time as the last position in the 
array where the 10% threshold is crossed and five consecutive previous readings are below 
10% amplitude. Similarly, the 90% reading is taken in the same way, but using the first
54
Time
Figure 3.7: Schematic diagram of an ideal prompt charge transient pulse. The 10% to 90% 
rise time is defined, as well as the amplitude and baseline values.
time when 5 consecutive readings are above the 90% threshold. The 10% to 90% rise 
time would be measured for each pulse and a histogram produced to account for statistical 
fluctuations. The resulting rise time found from the histogram could then be multiplied 
up to calculate the time for charge to drift through the full detector thickness. If a 10% 
to 90% rise time is used, then this yields 80% of the drift time, T r , so it would need to be 
multiplied by 1.25 to give T r .
A lp h a  d e tra p p in g  tim e  an a lysis
Due to charge trapping in the bulk of the device, charge transients very rarely consist of 
only a prompt component. They usually also contain a slow component caused by thermal 
charge detrapping. The prompt and slow components are shown in the schematic transient 
pulse in figure 3.8. The initial rise is due to the prompt current pulse caused by charge 
carriers drifting through the bulk with a transit time T r .
At time T r , the amplitude of the pulse is defined as Af ast, as shown in figure 3.8. From 
this, the slow amplitude can be calculated as the difference between the fast and maximum 
amplitudes: A s /olt, =  A totai—  A  fast- The algorithm used to calculate the slow component 
only fits over the slow part of the pulse calculated in this way.
For this analysis we assume tha t the charge carriers causing the slow component of 
the pulse shape are emitted from traps only once during their transit though the detector.
( U-tnK
When this is the case, the induced current is proportional to e T«* , as described in
section 2.7. Here, tq is the de-trapping time of the energy level within the band gap. If 
we assume the prompt component is linear, we can gain the amplitude at, a given time 
after interaction of a radiation particle with the detector. Where t, =  t0 is the time of
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Figure 3.8: Schematic diagram of an ideal pulse with a detrapping component, from [20], 
labeling all components used to calculate detrapping time.
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interaction, we get equation 3.2.
( 0 for t < to ^  ^ for t0 < t  < T r (3 .2 )
A fast +  AS[ow( 1 — e ) for t > Tr
We have already stated th a t =  Afast +  Asiow. So taking the natural log of this 
equation and equation 3.2, we get:
to t t
In(Atotai -  a(t)) = ki Asiow H —  =  const  (3.3)
TD Td  Td
From equation 3.3, it is easy to extract the de-trapping time from a pulse shape by 
using a simple linear regression on a natural logarithm scale. One of the main benefits of 
this method is tha t it will give the correct de-trapping time even if the duration of the fast 
component is over-estimated. As well as this, the program can be set to fit only a portion 
of the slow component. The first third is usually the best part to fit to, as it is the steepest, 
and is therefore less affected by noise. Many pulses are recorded and analysed offline. Fits 
for the de-trapping time are rejected if the r2 value of the fit is less than 0.6.
The data acquisition is carried out by a PC oscilloscope card, which is triggered ex­
ternally by the timing filter amplifier into a single channel analyser (TFA-SCA) signal as 
shown in figure 3.6.
3.4 .4  Ion B eam  Induced C harge (IBIC )
S u rre y  M icro b eam
IBIC measurements are in essence very similar to the Alpha Hecht analysis measurements 
described above. The main differences are the use of protons instead of alphas, and the 
spacial resolution of the proton microbeam. The microbeam facility a t the University of 
Surrey is supplied by a High Voltage Engineering 2 MV Tandetron accelerator. The beam 
is focussed using an Oxford Microbeams quadrupole triplet [82]. The pressure in the test 
chamber is kept below lxlO-5 mbar during all experiments. The test chamber contains 
different detectors, all with specific functions. The main detectors are shown in figure 3.9. 
The Faraday cup is used to estimate the beam current in the chamber, when the sample 
is out of the beam line. The PIXE detector is a Lithium-drifted Silicon detector for back 
scattered X-rays. The STIM detector is a Silicon PIN diode, which can be rotated into 
the beam line by moving in to the position of the Faraday cup. In normal operation, the 
beam raster scans over the sample up to a maximum area of approximately 2.5 x 2.5 mm. 
The map resolution is limited to 256 x 256 pixels.
B eam  C h a ra c te r is a tio n
The sample is mounted on a sample stage which is lowered into the test chamber through 
the top. It is then wired to BNC connectors in the wall of the chamber. The sample holder
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can be moved in any direction within the chamber, to allow the focus and position to be 
accurately set. For set-up, the sample stage has a piece of scintillator and a copper grid 
of 25 /nn pitch 0 1 1  it. The sample stage is first positioned so tha t the beam is incident on 
the scintillator. The stage position is adjusted so that the image from the microscope is 
in focus 0 1 1  the scintillator surface and the the focussing magnets are adjusted so tha t the 
spot size is as small as possible. Next the stage is moved so tha t the copper grid is in the 
beam line. The stage position is again adjusted so tha t the image from the microscope is 
in focus to ensure the same beam focus position. The beam is scanned over the copper 
grid and the signal recorded on the PIXE detector. The signal will be high when the spot 
is 0 1 1  the copper, creating many X-rays, whereas when it is between the mesh, no signal 
will be recorded. The spot size is defined by the distance between 10% and 90% of the 
maximum signal from the detector. The beam spot size is typically rectangular in shape, 
with dimensions between 3 and 5 pm. The beam current used for an IBIC experiment 
is in the femto-amp range, so tha t the particle rate on the sample is approximately 1 
kHz. This is very low compared to tha t needed for good statistical confidence from PIXE 
measurements. Therefore, to run IBIC experiments, the object slits are closed a little 
after measuring the spot size. This means tha t the actual beam spot size may actually be 
smaller than tha t measured by the PIXE detector.
IB IC  M o b ility -L ife tim e M ap p in g
The IBIC data is taken in a very similar way to alpha pulse height analysis. An Ortec 
142A pre-amp connects to the outside chamber wall and the signal is sent through to an
Ortec 572 shaping amp and digitised by a MCA. The IBIC system provides information of 
X and Y position of an event as well as its pulse height. Pulse height maps are produced 
by averaging the recorded pulse heights in each pixel, using Orndaq software. Mobility­
lifetime ( / j t )  maps are produced by taking pulse height maps at varying bias voltage, in 
a similar way to the Hecht fit for alphas. However, as the protons penetrate further than 
the alpha particles into the bulk of the material, a correction must be applied for depth of 
interaction when only looking at one charge carrier. We can still assume a uniform electric 
field E =  V /d. If we are irradiating the cathode, to investigate electron charge transport 
properties in these circumstances, the relationship between between CCE and /j t  is given 
by equation 3.4, as already discussed in section 2.7.2.
C C B - e g - l  l - e x p H l - J ) ^ ) ) ]  (3.4)
A Hecht plot is created for each pixel over varying bias voltage, and fitted using a 
Levenberg-Marquardt fitting algorithm in LabView software. The value of fir for each 
pixel is then re-plotted into a new map, yielding a mobility-lifetime map. This gives 
spacial resolution to the /j t  map produced from alpha pulse height analysis, which enables 
the identification of any defects or damage to the crystal or contact in particular areas which 
cause regions of poor charge transport. It also displays an indication of the uniformity of 
the charge transport in the material.
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Chapter 4
O ptical and M echanical 
Characterisation
In this chapter, optical measurements are mainly used in order to analyse the quality 
of samples in a number of ways. The band gap of all samples is investigated using PL, 
as well as a confirmation result using optical transmission. PL is then combined with 
EDX analysis to provide a relationship between the band gap and Mn content at room 
temperature, liquid nitrogen tem perature and liquid helium temperature. The uniformity 
of samples is investigated by mapping PL, and any energy levels within the band gap are 
investigated using low tem perature PL down to liquid helium temperature. GDMS is used 
in an attem pt to identify any electronically active impurities, and IR microscopy is used 
to identify any extended defects in samples.
The combination of all these methods is intended to give a broad idea of the limiting 
properties of the material investigated, and identify the reasons behind low resistivity and 
poor charge transport properties tha t may exist in any sample. Finally, I-V analysis is 
carried out in order to identify the samples of sufficient resistivity for testing as radiation 
detector devices.
4.1 Bandgap M easurem ents
Band gap measurements are mainly used in this section to calculate the Mn fraction of 
the samples investigated. In the PL maps produced, it is possible to find any variation 
of composition by the varying band gap, giving an idea of crystal quality and uniformity. 
A number of techniques are used for comparison. Good agreement across all the different 
methods should ensure tha t results are consistent and reliable.
4.1.1 O ptical A bsorption
Room tem perature optical absorption measurements were taken on sample CH-03. The 
method was used as a verification of band gap for the later PL results. The setup for
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Figure 4.1: (a) Tauc plot from sample CH-03, showing the variation of absorption coefficient 
with incident light energy, (b) Transmission from sample CH-03 over the same range.
& e r »  eV Energy eV
Figure 4.2: (a) Section of the Tauc plot in figure 4.1 used to calculate band gap from the 
linear fit displayed, (b) Transmission plot used to calculate the band gap of sample CH-03.
the experiment is detailed in section 3.3.3. The equipment had no facility for measuring 
reflected light, so the approximation detailed in section 2.5.1 is used for the Tauc plot in 
figure 4.2(a). A simplified method of extrapolating the transm itted light ratio to the x-axis 
is also used from these results (figure 4.2(b)) Both the simple transmission and the Tauc 
plot give same band gap of 1.71±0.02 eV. Equation 2.9 gives a Manganese composition of 
x(%) =  14±2 % from these band gap measurements.
The optical transmission method gives a bulk band gap measurement, as the light must 
travel through the whole bulk of the crystal to be collected. This has the advantage of 
giving an average band gap for the whole crystal. However, there are also a number of 
limitations to this method. It is insensitive to local variations through the depth of the 
crystal and the light source used in the system was a broad beam and so could give no
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spatial resolution in any plane. For more accurate results, reflected light would need to be 
measured at the same time as the transm itted light.
4.1 .2  P hoto lu m inescence
After transmission measurements, sample CH-03 was also analysed for band gap using room 
temperature near band-edge luminescence (RTNBEL). A HeNe 633nm laser was used and 
luminescence light collected using monochromater and Hamamatsu photomultiplier tube, 
as described in section 3.3.2.
Using this technique, luminescence was observed at 1.69±0.02 eV, as seen in figure 
4.3. This differs from transmission by 0.02 eV, but is within the error of the results. The 
PL peak shows a very broad and non-gaussian shape and it is therefore difficult to define 
the peak position accurately. The gaussian fit clearly shows the peak below the peak 
in the experimental data, possibly accounting for the lower energy reported compared to 
transmissin measurements.
It should be noted tha t the errors reported in peak fit, measurements from the PL 
system are in terms of standard deviation of the gaussian fit to the peak shape. This is 
calculated by the least squares method of the fitting algorithm and may underestimate 
the error in peak position when the peak fit is poor, or to an obviously non-gaussian peak 
shape, as is the case here.
Again, using the equation from the literature [28], the Mn fraction is calculated to 
be x =  12±2 %. This is lower than the transmission result, but the results lie within 
the experimental error of each other. The large low-energy tail seen in the emitted light 
spectrum could also hint at energy levels within the band gap.
Energy eV
Figure 4.3: PL from sample CH-03 using the 20mW He-Ne laser and Hamamatsu photo­
multiplier tube. Peak energy fitted at 1.69 ±0.02 eV.
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Energy eV
Figure 4.4: PL from sample S4320-20 using the 20mW He-Ne laser and CCD camera with 
integration time of 10s. Peak energy fitted at 1.696 ±0.001 eV.
Figures 4.4 and 4.5, show RTNBEL peaks from samples S4320-20 and S4320-30 respec­
tively. These samples are from the same CdMnTe ingot, 20mm and 30mm from the tip, 
and had a nominal Mn fraction of 13%, 1017/cm 3 In doped. The data was again taken using 
the 633nm HeNe laser, but this time with the system modified to collect luminescence light 
using the CCD camera, detailed in section 3.3.2. The CCD camera was added to the sys­
tem in order to obtain spectra faster than the PM tube and monochromator combination, 
whilst still maintaining high sensitivity to light and good spectral resolution. The peaks 
show band gaps of 1.696±0.001 and 1.702±0.001 eV, which shows little variation between 
the two positions in the ingot. The Mn fractions calculated from these band gaps are x =  
12.8±0.1% and x =  13.2±0.1% for S4320-20 and S4320-30 respectively. These are both in 
very close agreement to the nominal Mn composition. The small variation could be due to 
segregation of Mn along the growth axis due to the temperature gradient during growth. 
Another possible reason could be the varying concentration of In dopant along the growth 
axis, as these dopants are more mobile in the growth process, and vary along the growth 
and radial axes of ingots.
Figure 4.6 shows the luminescence peak from sample S4353-2B. The higher indicated 
band gap of 1.809±0.001 eV is consistent with its higher nominal Mn fraction of 23%. The 
Mn fraction calculated from the measured band gap gives x =  21.4±0.1%. This is slightly 
lower than the nominal composition, but shows a significant increase from the previous 
samples, as expected.
Figure 4.7 shows a spectrum from sample S4350-2 at room temperature. The light was 
collected with the CCD sensor, but this time the excitation was provided by the Nd:YAG 
laser, at 532 nm. This laser is higher power than the HeNe laser, and allows a set number of 
pulses to be delivered to the sample, at an energy of around O.lrnJ per pulse, as described 
in section 3.3.2. It was not possible to obtain a signal using the HeNe laser, but with higher
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Figure 4.5: PL from sample S4320-30 using the 20mW He-Ne laser and CCD camera with 
integration time of 5s. Peak energy fitted at 1.702 ±0.001 eV.
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Figure 4.6: PL from sample S4353-2B using the 20mW He-Ne laser and CCD camera with 
integration time of 10s. Peak energy fitted at 1.809 ±0.001 eV.
power, the luminescence signal is stronger, allowing a determination of the peak position. 
It is clear from figure 4.7 tha t the intensity of the peak increases with increasing number 
of laser pulses, but the signal to noise ratio actually remains unchanged. The peak energy 
is also the same for both peaks. This suggests tha t it is possible to obtain a spectrum with 
good accuracy from very few pulses, meaning a spectrum can be obtained in a very short 
time period. The 1.69±0.03 eV peak gives a Mn fraction of x =  12±2 %.
As it is possible to take spectra of PL signal over a short time period, it becomes feasible 
to take a number of spectra from each sample. The X-Y mapping stage was added to the 
system to enable maps of PL peak position to be recorded.
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Figure 4.7: PL from sample 4350-2 at 292K using the wide area CCD camera and 532nm 
Nd:YAG laser line for 2 pulses and for 4 pulses. Energy calculation of 1.69 ±  0.03 eV was 
exactly the same for both numbers of pulses.
Figure 4.8: PL map and sample emission spectrum (at cursor position) at 292K from 
sample Si.
The PL maps give indication of band gap variation across a wafer. Sample SI in figure 
4.8 shows a room temperature map of PL signal, along with a sample luminescence peak. A 
small variation in band gap is evident across a half wafer of 2cm diameter. The variation of 
band gap is 1.615 to 1.625 eV, corresponding to a composition variation of 0.066 to 0.074. 
This is slightly low compared to the nominal fraction of x =  0.08.
The peak shape in figure 4.8 shows high energy tailing. This could mean tha t the lower 
energy transitions are dominating the band gap at room temperature, and the band gap 
may in fact be higher than tha t reported. As the sample is cooled, if it is of sufficient 
quality, the true band gap emission should begin to dominate. If the sample has many
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defects, the luminescence signal will increase in intensity with cooling, but will not show 
significant improvement in structure of multiple peaks as scattering mechanisms mask the 
peak resolution.
Figure 4.9: PL map and sample emission spectrum (at cursor position) at 292K from 
sample S2.
The photohiminescence map of sample S2 in figure 4.9 clearly shows a higher band gap 
at the center of the wafer. This could indicate a higher Mn concentration in the centre 
of the ingot, or defects caused by contact with the growth crucible domination NBEL at 
the edges. Cooling the wafer to increase signal intensity and develop resolution between 
the luminescence peaks should clarify whether the variation in peak position is caused by 
composition variation, or defects. The band gap reported from sample S2 is the same as 
tha t of sample SI. This is to be expected as they are wafers from the same ingot.
Figure 4.10 shows uniformity across the whole of sample 4333. Peak emission was at 
1.69 eV, with a variation of ±0.005 eV. This corresponds to a Mn composition of 0.119 
to 0.127. The NBEL peak is well defined, with little evidence of any high or low energy 
structure.
Sample 4333Cd, shown in figure 4.11, shows similar peak shape to tha t seen from sample 
4333. Sample 4333Cd is from the same ingot as sample 4333, but has been annealed in 
Cadmium vapour. The only apparent effect of this is that the bang gap is increased a small 
amount. It varies between 1.70 and 1.71 eV, suggesting a Mn fraction of 0.131 to 0.138. 
It is possible tha t the change is simply due to a variation in Mn composition through the 
ingot during growth, but it is also possible tha t the Cadmium annealing has had an effect 
on the band gap by altering the composition post-growth.
Sample S4350 (figure 4.12) shows a band gap of around 1.69 to 1.70 eV. This sample 
has a clear gradient of band gap running from the top to the bottom of the map, with a 
calculated Mn composition ranging from 0.123 at the top to 0.131 at the bottom according 
to Lee and Ramdas’ empirically derived equation (equation 2.9).
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Figure 4.10: PL map and sample emission spectrum (at cursor position) at 292K from 
sample S4333.
Figure 4.11: PL map and sample emission spectrum (at cursor position) at 292K from 
sample S4333Cd.
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Figure 4.12: PL map and sample emission spectrum (at cursor position) at 292K from 
sample S4350.
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4.1 .3  Sum m ary
In this section PL has been shown to be a useful tool to calculate the band gap of CdMnTe 
at room temperature and has been compared to results from optical absorption. The small 
difference in results between optical transmission and PL have raised the question about 
the possibility th a t different techniques may lead to different empirical equations being 
needed to find the Mn fraction. The equation from the literature [28], used to calculate 
Mn fraction is in close agreement, but this will need to be analysed further to confirm the 
variation of band gap with Mn composition specific to the PL results. However, the variety 
of Mn composition samples analysed do show a definite increase in band gap energy with 
increase in Mn, as expected. The maps show good uniformity of samples, but also tha t 
variation of band gap does exist in the larger wafers and samples. It has been demonstrated 
th a t there is clearly the potential for mapping the Mn content if an accurate equation can 
be found to relate Mn and band gap energy for this PL system. The mapping of band gap 
uniformity across the wafer has proved a success, as small variations in the peak position 
are detected, even if the absolute energy calibration is not exact.
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4.2 C om positional A nalysis
Having measured the band gap of the samples in the previous section, we have found tha t 
the relationship between band gap and composition does not necessarily exactly match 
tha t described in the literature. In this section, the composition of samples is investigated 
using EDX and the results are compared with the band gap calculated from PL.
4.2.1 E D X  A nalysis
The EDX technique, described in section 3.3.4 was used to accurately calculate the Mn 
compostion of samples CH-06, S4353-2B. SI, S2, 4431-2 and 4333Cd. A sample EDX 
spectrum from S4353-2B is displayed in figure 4.13, showing the labeled characteristic X- 
ray lines from the three constituent elements. Three spectra like this were taken for each 
sample, and an average composition was calculated from the calibrated peak intensities by 
the EDX software.
Figure 4.13: Sample EDAX spectrum from sample S4353-2B.
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Table 4.1: Compositional analysis from EDX and 292K PL for Cdi-^Mn^Te.
S am ple  N am e N o m in a l (x) E D X  (x) P L  (x)
C H -06 0.20 0.198 0.199
S4353-2B 0.23 0.213 0.211
S I 0.08 0.072 0.070
S2 0.08 0.069 0.070
4431-2 Unknown 0.057 0.055
4333C d Unknown 0.121 0.125
S4320-20 0.13 - 0.128
S4320-30 0.13 - 0.132
S4350 Unknown - 0.125
4333 Unknown - 0.121
4.2 .2  C om position  C alcu lation  from  E D X  and PL
PL spectra were also taken from each sample and were used to calculate the band gap at 
room temperature, 80K and 10K. A summary of composition from EDX and calculated 
composition from PL is given in table 4.1. The EDX and PL results show much closer 
agreement than the nominal growth composition. All samples agree to within x — 0.004 
for EDX and PL. This implies a very accurate determination of composition from PL 
at room temperature, using the reflectivity-derived equation from Y. R. Lee and A. K. 
Ramdas [28] (see table 2.2).
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A plot of EDX composition against PL band gap is shown in figure 4.14. A good linear 
fit is achieved for all three temperatures and gives new equations for the relationship of 
band gap and Mn fraction at 293K, 80K and 10K. This results in a specific relationship 
between band gap and composition for PL results at three defined temperatures as follows:
Eg{eV) = 1.525 +  1.34® (293X) (4.1)
Eg(eV) =  1.570 +  1.57® (80K) (4.2)
Eg(eV) =  1.580 +  1.63® (10 K) (4.3)
These results cannot be compared directly with those in the literature, as equations 
relating band gap and composition do not exist for CdMnTe using PL at these three 
temperatures. However, the equations can be compared to those in table 2.2 using various 
methods. The results are very close to the reflectivity work by Lee and Ramdas [28] at 
300K, and again closer to the reflectivity result at 77K obtained by Gaj et al. [66] than the 
PL result obtained by Vecchi et al. [17]. The liquid helium result can only be compared 
with the equation produced by Twardowski et al. [65], which was obtained using excitonic 
magnetoabsorption. The PL result here shows greater increase in band gap with increase 
in Mn compared to Twardowski’s results.
4.2 .3  W afer R adial C om position  A nalysis
These equations are then used to take radial scans of composition variation in the half 
wafers, SI and S2. Figure 4.15 shows a band gap map of sample SI at room temperature, 
along with two radial slices of composition, taken along the cursor lines. There is only a 
very small variation of Mn fraction in both axes. W ith a range from x =  0.064 to 0.068. 
Figure 4.16 shows the same data for sample S2. This sample shows a stronger trend of 
composition from the centre of the wafer to the edge, but the compositional change of x =  
0.069 to x =  0.064 is still relatively small.
The data is repeated at 80K in figures 4.17 and 4.18 for samples SI and S2 respectively. 
At lower tem perature the variation in band gap, and hence Mn fraction appears to have 
much greater correlation to position in the wafer. This is due to the NBEL peak becoming 
much stronger and much narrower at low temperature, as will be discussed in the next 
section. The variation from centre to edge in SI is now from 0.068 to  0.062, whereas for 
sample S2 it varies between 0.068 and 0.063 from centre to edge.
4.2 .4  Sum m ary
Here it has been displayed tha t EDX agrees to a high degree of accuracy with PL results. 
The equation relating band gap and composition has been re-evaluated and calculated for 
three temperatures corresponding to room temperature, liquid nitrogen and liquid helium 
cooled. The resulting equations give an even more accurate relationship between band 
gap and composition for all samples tested using PL. The variation of PL signal with 
tem perature has also been introduced with little explanation. This will be investigated in 
more detail in the next section.
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Figure 4.14: Plot of composition, obtained from EDAX analysis, against PL band gap 
energy. The relation between composition and band gap is shown for 292K, 80K and 10K.
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Figure 4.15: Photoluminescence band gap map at 292K from sample SI, along with radial 
slices of composition along the black cursor lines in the map.
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Figure 4.16: Photoluminescence band gap map at 292K from sample S2, along with radial 
slices of composition along the black cursor lines in the map.
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Figure 4.17: As figure 4.15, but at a temperature of 80K.
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Figure 4.18: As figure 4.16, but, at a temperature of 80K.
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Figure 4.19: PL map and sample emission spectrum (at cursor position) at 80K from 
sample 4431-2 after mechanical polishing.
4.3 Photolum inescence Spectroscopy
As explained in section 2.5 the PL signal can be expected to increase in both intensity 
and resolution as the sample is cooled. This leads to the possibility of carrying out further 
spectroscopic studies of the material to gain information about the more detailed band 
structure. In this section, the signal from various CdMnTe samples is analysed with liquid 
nitrogen cooling (80K) and with liquid helium cooling (10K). Finally, the temperature 
dependence of band gap in a number of samples is investigated and compared to the 
literature.
4.3.1 Liquid N itrogen  PL
Figures 4.19, 4.20 and 4.21 show 80K PL maps and sample spectra from samples 4431-2, 
SI and S2 respectively. As expected, the peak intensity is much higher and the shape is 
narrower than at 292K. The FWHM of the peak has reduced by a factor of 2 and the 
peak intensity increased by approximately a factor of three at 80K compared to room 
temperature. The variation of band gap across the wafer is approximately 0.01 eV for 
all three samples. This is the same as the variation at room temperature, but the peak 
emission has shifted to higher energy for each sample by around 0.06 to 0.07 eV. This is an 
easily discernable difference and is in agreement with the theory. The general peak shape 
has also changed. There is now more of a low-energy shoulder than the high energy tailing 
generally seen in the spectra at 292K. There is no structure evident in any spectrum at this 
temperature, which may mean tha t the sample needs further cooling to show structure, or 
tha t the crystal quality is not sufficient to show structure. Cooling with liquid helium will 
answer this question.
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Figure 4.20: PL map and sample emission spectrum (at cursor position) at 80K from 
sample SI.
Figure 4.21: PL map and sample emission spectrum (at cursor position) at 80K from 
sample S2.
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4.3 .2  Liquid H elium  PL
Further maps were taken at 10K using LHe to provide cooling. It is clear in figures 4.22 
to 4.25 th a t the intensity increases further from 80K. The spectra at 10K were taken 
using the Ocean Optics spectrometer, to look for luminescence far below the main peak, 
in an attem pt to see low energy peaks caused by defect levels. Generally, no structure is 
evident in any of the samples implying a poor crystal quality that degrades the signal of 
the luminescence. The spectrum for sample CH-06 does show a shoulder on the low energy 
side and there are some areas of sample S2, in figure 4.25 that display some structure close 
to the band gap. These peaks are clear and appear around 0.02 eV below band gap energy. 
These results are similar to those reported for CdMnTe in the literature by Becla et al. 
[54] and Heiman et al. [83]. Both of these attribute the second peak to the free exciton.
To demonstrate that the PL system is capable of resolving structure in a spectrum 
should it exist, an example PL spectrum from CdZnTe is shown in figure 4.27. This 
spectrum was taken in exactly the same way as the CdMnTe spectra, but clearly shows 
a number of peaks. This sample was provided by Y. Xu of Northwestern Polytechnical 
University, Xi’an, China. The resulting spectrum is in good agreement with the literature 
on similar material from the same grower [84]. It is therefore possible to conclude that 
any structure seen in PL spectra are accurate. The three main features seen in the sample 
are the excitonic luminescence peaks at high energy, then at lower energy peaks associated 
with donor and acceptors are seen and a broad peak can be attributed to A-centres, as 
discussed earlier and shown in figure 2.25, from Schlesinger et al. [12].
Figure 4.26 shows a map of the ratio of low energy peak intensity to main PL peak 
intensity. It displays a variation in intensity from approx 0 to 0.5. It is obvious from the 
map th a t the intensity is greater around the edge of the wafer, where a lower band gap 
had previously been seen. These 10K results therefore suggest tha t the band gap may not 
actually be any lower around the edge of the wafer, but tha t the free exciton may just have 
a higher intensity in relation to the true band edge peak. This would broaden the peak at 
higher tem perature and give the appearance of a lower band gap.
Figure 4.22: PL map and sample emission spectrum (at cursor position) at 10K from 
sample CH-06.
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Figure 4.23: PL map and sample emission spectrum (at cursor position) at 10K from 
sample 4333Cd.
Figure 4.24: PL map and sample emission spectrum (at cursor position) at 10K from 
sample Sl-2.
4.3 .3  T em perature D ep en d en t PL
Investigation is now carried out into the tem perature dependant nature of the PL signal 
from CdMnTe. Figures 4.28 and 4.29 show the PL spectra from samples CH-06 and S2 
as a function of temperature. Figure 4.28 shows that the PL signal between 150K and 
5K increases by a factor of around 25, and that, the the 292K signal is barely visible in 
comparison. The increase in intensity from 60K to 5K is around 12 times. Figure 4.29 
shows the variation in signal from sample S2, from 292K to 80K. The increase in intensity 
from 292K to 80K is approximately 14 times.
It is clear from both figures 4.29 and 4.28 that the signal increases and shifts to higher 
energy as the tem perature is lowered. It is also visible tha t the band gap moves less as the 
tem perature drops. This relationship between band gap and tem perature has been widely 
studied in the literature [39, 64, 85, 86, 60, 61, 72], as discussed in section 2.5.
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Figure 4.25: PL map and sample emission spectrum (at cursor position) at 10K from 
sample S2.
Figure 4.26: PL map and sample emission spectrum (at cursor position) at 10K. showing 
relative intensity of the low energy peak against main PL emission peak in sample S2.
Figures 4.30 to 4.33 show the variation of band gap with tem perature for samples CH- 
06, SI, S2 and 4333Cd. The variation is more linear for the higher Mn concentration 
samples, which is consistent with results from the literature [60]. The main interest in 
these results is the tem perature coefficient of the band gaps.
The literature reports to be in the range of (3.3 - 7.5) xlO-4 eV/K. [60, 72, 64]. 
for Mn fractions 0 <  x <  0.4. The data presented here shows in the range (3.1 - 
4.3) xlO-4 eV/K. This is close to the value previously calculated, but is at the lower end 
of the range of values previously reported. This could be due to the variety of techniques 
used to calculate these values, but could also depend on the material quality. The range of 
Mn fraction was a smaller one for these tests, being in the range 0.07 to 0.25, which again 
could explain the lower values, as the tem perature coefficient increases with increasing Mn 
concentration.
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Figure 4.27: PL spectrum of CdZnTe at 10K using the Ocean Optics spectrometer and 
YAG laser. Structure is clearly visible.
Energy eV
Figure 4.28: PL peaks from sample CH-06 plotted at varying temperature, from 292K to 
10K, showing increase in band gap energy and intensity.
4.3 .4  Sum m ary
The low temperature has revealed relatively little about, the band structure of the material, 
but it has shown the expected increase in signal intensity as well as increase in band gap 
with drop in temperature. The tem perature dependence study has yielded temperature
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Figure 4.29: PL peaks from sample S2 plotted at varying temperature, from 292K to 80K, 
showing increase in band gap energy and intensity.
Temperature K
Figure 4.30: Plot of band gap. calculated from PL peak centroid, against tem perature from 
sample CH-06.
coefficient values in close agreement with the literature for all samples tested and has further
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Figure 4.31: Plot of band gap, calculated from PL peak centroid, against tem perature from 
sample SI.
proven the low tem perature mapping PL system to be a useful tool for non-destructive 
material analysis. The sample 10K PL spectrum from CdZnTe has also proven the spectral 
capability of the system. The lack of structure in the 10K PL spectra is consistent with 
tha t seen in figure 4.34, showing PL at 11K on similar material investigated by A. Burger 
et al. [22]. The only structure seen in this spectrum is the dominant peak associated with 
Mn2+ at Manganese concentrations above x =  0.3 [17], and a very weak band gap peak at 
around 2.3 eV. As no samples in this study have a Manganese composition above x =  0.3, 
only the band gap peak is expected.
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Figure 4.32: Plot of band gap, calculated from PL peak centroid, against tem perature from 
sample S2.
Temperature K
Figure 4.33: Plot of band gap, calculated from PL peak centroid, against tem perature from 
sample 4333Cd.
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Figure 4.34: Low temperature photoluminescence spectrum of C d o . 4 5 M 1 i o . 5 5 T e  doped with 
5 x 1019 cm-3 vanadium atoms [22].
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4.4 Crystal Q uality M easurem ents
There are various possible reasons for the lack of spectral detail from low temperature 
PL measurements, but mainly they can be attributed to the crystal quality. There are a 
number of methods available to try  to gain an insight into this, of which, in this section, 
IR microscopy and glow discharge mass spectroscopy (GDMS) are utilised.
4.4.1 IR  M icroscopy
IR microscopy was carried out on samples CH-03, 4333, 4333Cd and S4350. Full scans of 
the sample were obtained by stitching smaller images together in the software as explained 
in section 3.3.1.
Figure 4.35: IR microscopy maps of sample CH-03. (a)-Front face, (b)-Middle of sample, 
(c)-Back face. The magnified section of map (b) shows two parallel lines of precipitates.
The IR map of sample CH-03 in figure 4.35 shows a generally precipitate-free bulk. 
The main features are surface scratches and the general pattern on the images is from 
polishing. The enlarged image shows one of the few areas containing inclusions. The linear 
distribution of them suggests tha t they could be caused by a grain boundary or twin, which 
acts as a nucleation site for Tellurium inclusions.
The IR images from sample 4333 are shown in figures 4.36 and 4.37. This sample 
shows no signs of twins or grain boundaries. There are a number of inclusions present 
in the sample, as can be seen in the first two images of figure 4.37. The inclusion size is
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Figure 4.36: Full area IR microscopy maps of sample 4333. Left:- Back face, Centre:- 
Middle of sample, Right:- Front face.
around 5 to 20 pm. There may be more small defects, but the system resolution does not 
allow for accurate viewing of these.
Figure 4.37: Enlarged IR microscopy images of sample 4333, from the area marked in figure 
4.36. Left:- Back face, Centre:- Middle of sample. Right:- Front face.
Figure 4.38 displays the IR images of sample 4333Cd, focussed on the back middle and 
front of the crystal bulk. Figure 4.39 shows the enlarged images marked by the boxes in 
figure 4.38. There are a number of features in this sample, the most obvious being a large 
crack tha t runs through the bulk, from one face to the other. This is shown by the large 
dark line a third from the bottom of the image. The crack is very likely to have a great 
effect on the crystals electrical properties, as it will give a current leakage path through the 
bulk, reducing the effective resistivity of the material. The enlarged images clearly show 
precipitates in focus at different depths. The largest number are in focus in the centre 
image, but they are generally uniformly distributed. The size of the visible precipitates 
varies from around 3 to 15 pm. which is slightly smaller than those in sample 4333. The 
Cadmium annealing of the sample also appears to have reduced the concentration of the
precipitates as well as the size. This agrees with the effect of annealing on this material 
previously seen by Mycielski et al. [33].
Figure 4.38: Full area IR microscopy maps of sample 4333Cd. Left:- Back face, Centre:- 
Middle of sample, Right:- Front face.
Figure 4.39: Enlarged IR microscopy images of sample 4333Cd, from the area marked in 
figure 4.36. Left:- Back face, Centre:- Middle of sample, Right:- Front face.
The IR images of sample S4350 are shown in figures 4.40 and 4.41. It is immediately 
clear from the images tha t this sample contains a very high concentration of inclusions. 
From the enlarged sections in figure 4.41, the inclusion distribution shows clear trends 
of diagonal lines running from bottom left to top right of the image. The distribution 
indicates that these inclusions are not random, but are caused by a crystal defect such as 
a twin or grain boundary tha t runs through the bulk. The various focus depths also show 
that the unfocussed circles in the image are all inclusions tha t are not in the focal plane 
of the camera. W ith such a high concentration of Tellurium inclusions, it is not expected 
tha t this material will be of the required electrical quality for a radiation detector, as the 
effective resistivity will be reduced by the presence of such a large proportion of the metallic 
inclusions.
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Figure 4.40: Full area IR microscopy maps of sample S4350. (a):- Back face, (b):- 0.9mm 
from back face, (c):- 1.8mm from back face, (d):- Front face.
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Figure 4.41: Enlarged IR microscopy images of sample S4350, from the areas marked in 
figure 4.40.
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4.4 .2  G low  D ischarge M ass Spectroscopy (G D M S)
Samples 4431-2, Sl-1 and CH-06 were tested for purity using GDMS. A summary histogram 
of the elements found in each sample is displayed in figure 4.42. The doped samples, 4431- 
2 and Sl-1, appear to have a much higher concentration of impurities than the undoped 
sample, CH-06. The Vanadium doping shows in the GDMS signal, but at a lower concen­
tration than some other impurities, such as Calcium and Chromium. The main impurity 
in the doped samples appears to be Nickel. This is also present to a high degree in the un- 
doped sample. All elements are expected to be below the doping level of the Vanadium in 
the doped samples, and so these high levels of Calcium, Chromium and Nickel impurities, 
above the doping level could lead to poor electrical properties of the material. Also, the 
high level of Nickel in the un-doped sample could explain any poor electrical performance 
of this material. Nickel and Chromium as well as Titanium, which is also present, have 
been found as transition metal impurities in CdTe [47], and are very likely to have an 
effect in CdMnTe. From these results, the un-doped sample is the least contaminated by 
impurity elements, but it does still contain significant amounts of Nickel, a known impurity 
in CdTe.
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Figure 4.42: GDMS results from samples 4431-2, Sl-1 and CH-06, showing only the ele­
ments present above the detection threshold.
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The crystal quality measurements have raised some questions about the purity of the ma­
terial under investigation. This could explain the lack of structure in the PL spectra, and 
hints tha t electrical quality of the material may not be sufficient for radiation detection. 
The IR imaging technique is only capable of identifying extended defects, such as inclu­
sions or grain boundaries. This method cannot identify point defects, which may also be 
responsible for any poor electronic properties of the material. To study point defects, other 
techniques such as PICTS or DLTS would be useful and would also identify any energy 
levels th a t may be caused by impurity atoms. The GDMS study has identified a large 
quantity of impurity atoms, to a level exceeding the deliberately introduced dopants in the 
case of nickel, chromium and calcium. These are likely to have a significant effect on the 
electronic properties of the material, potentially causing very low resistivity or significantly 
reducing charge transport.
4.5 Processing and R esistiv ity  M easurem ents
After optical measurements were performed 011 the samples, they were processed and tested 
using current-volt age (I-V) analysis. This provides a first indication of a sample’s suitability 
for use as a radiation detector. If the sample had too low a resistivity, it was rejected at 
this stage of the study.
4.5.1 D ektak  Surface Profiling
Samples were polished using decreasing grain size of aluminium oxide powder on a lapping 
wheel, as described in section 3.2. At each stage, a Dektak surface profiler was used to 
measure the surface of the sample. Figure 4.43 shows an example of the Dektak plot for 
each stage of polishing of sample S2. It is clear th a t the surface smoothness increases 
greatly from the unpolished state to 0.05 micron powder. This should improve contact 
quality, as it will be evaporated onto a smoother surface. The polishing is also intended 
to remove any deep micro-cracking caused by the sawing of the sample, which can create 
current paths across the sample surface.
Figures 4.44 and 4.45 display surface images of samples S2 and 4421-2, taken using a 
microscope camera on the Dektak surface profiler at each stage of polishing as labeled. 
The images both clearly show the improvement in surface quality from unpolished to 0.05 
micron. Sample S2 begins with a very rough surface, but becomes mirror-like, with only 
a few very small scratches visible through the microscope. Sample 4431-2 begins so rough 
tha t a full zoom image was not possible, but becomes smooth with polishing. This sample 
has some severe pitting to the surface which can be seen at every stage in the polishing 
process, and still remain after the polishing has been completed (figure 4.45(d)). These pits 
look triangular in shape, and could therefore be caused by very large Tellurium precipitates 
tha t have been ripped out of the crystal during sawing. If this is the case, it is likely tha t 
the sample still contains a large number of precipitates, and may have poor crystal quality.
4.4.3 Summary
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Figure 4.43: Dektak surface profile data from sample S2 after each stage of polishing.
After polishing was completed, one of the remaining holes in the sample surface of 
4431-2 like tha t in figure 4.45(d) was investigated using the Dektak surface profiler. The 
hole’s profile is shown in figure 4.46, and clearly shows a deep hole between 1 and 2 microns 
deep, and around 30 microns wide. This is consistent with the size of a large precipitate 
and suggests tha t the material may have many large precipitates within the bulk.
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Figure 4.44: Images of the surface of sample S2. (a) Un-polished, (b) 3 micron, (c) 0.3 
micron, (d) 0.05 micron.
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Figure 4.45: Images of the surface of sample 4431-2. (a) Un-polished, (b) 3 micron, (c) 0.3 
micron, (d) 0.05 micron.
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Figure 4.46: Dektak scan over a hole like those seen in figure 4.45 (d) after final polishing 
at 0.05 micron.
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4.5 .2  Sam ple C ontacts
All contacts applied to samples at Surrey University were evaporated gold. Samples were 
cleaned and some were etched in bromine-methanol solution, as detailed in sections 3.1 
and 3.2. The contacts ranged in thickness from 50 to 200 nm. Gold contacts on CdMnTe 
should form a Schottky barrier, giving the material back to back diode-like contacts. In 
this case the low voltage region should give the material bulk resistivity in an I-V curve, 
and the leveling of the curve should yield the barrier type before the breakdown occurs. 
Any deviation from this shape indicates a poor contact, surface leakage current, or low 
resistivity material.
4.5 .3  I-V  C urves and R esistiv ity  A nalysis
Figures 4.47 and 4.48 were taken using sample CH-04, an un-doped gold contacted sample. 
It is clear th a t leakage current is too high at room tem perature to be used as a radiation 
detector. The leakage current rises to above 1 /iA at +10 V and -25V. The shape of the 
curve, in figure 4.48 shows tha t the sample is not symmetric at room temperature, but 
is diode-like with the positive section being forward biased and rising much more sharply 
with voltage, the sample resistivity was measured to be around 2 x l0 7Dcm in forward bias 
and 9 x l0 7f2cm in reverse bias. However, when the sample is cooled to 150K, the same 
figure shows tha t this diode-like behavior reverses itself, and the positive bias actually 
displays a higher resistivity than the negative bias. The resistivities at this temperature,
1.3 x 1013 and 5 .7 x 1012Ucm are very high, and about a factor of 105 higher than at room 
temperature. Therefore, from this I-V analysis, it can be expected th a t the sample will not 
work at room tem perature as a radiation detector, but may work at 150K providing it has 
sufficiently high charge carrier mobility and lifetime. The dramatic increase of resistivity 
at low tem perature suggests th a t the limiting factor in this sample is not surface leakage, 
but more likely to be thermal charge carriers in the bulk of the crystal. The presence of 
the impurities in the un-doped sample analysed by GDMS may explain this.
A part of the sample analysed using GDMS, CH-06, was also contacted at Surrey 
University and analysed for its I-V characteristics. The results are presented in figure 4.49. 
This sample was analysed over a range of tem peratures from 293K to 150K. It is clear from 
figure 4.49(a) th a t the breakdown voltage increases as the sample is cooled. Figure 4.49(b) 
shows tha t the bulk resistivity increases from 293K to 250K, but then stays stable a t a 
very high value after this point. Again this may imply tha t thermally stimulated charge 
carriers from impurities are “frozen” out at this point.
Figure 4.50 displays the room tem perature I-V curve for sample S4320-20-1. This 
sample had gold contacts th a t were applied by sputtering at Fisk University. The shape of 
the curve in 4.50(a) is again diode-like, but this appears to be due to a breakdown in the 
positive bias side, as the change in gradient doesn’t  occur around zero volts, but at around 
+100 volts. The resistivity of the sample is calculated in the low voltage range shown in 
4.50(b). The value of 1.59 x 1010Ucm is high enough for this device to be considered as a 
radiation detector, and is similar to the values seen for CdMnTe devices for this purpose
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Figure 4.47: Current-voltage plot for sample CH-04, taken at 293K and 150K. Leakage 
current is reduced by a factor of ~  105 at 150K.
Figure 4.48: Low bias current-voltage plot for sample CH-04, taken at 293K and 150K. 
Left hand scale is for room temperature, right hand scale for 150K. Linear fits at 150K are 
used to calculate resistivity at low temperature.
in the literature [33, 22].
Sample S4320-20-2 is from a very similar position in the same ingot as sample S4320-20- 
1, and is therefore expected to have very similar I-V properties. The data for this sample 
is shown in figure 4.51. The resistivity of 2.65 x 10loQcm is the same order of magnitude
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Figure 4.49: Current-voltage plots for sample CH-06, taken at varying temperatures, (a): 
Voltage scan at varying tem perature with sample pushed to breakdown leakage current, 
(b): Low voltage range with linear fits to calculate resistivity where applicable.
Figure 4.50: Current-voltage plots for sample S4320-20-1. (a): Voltage scan showing
leakage current at operating voltages, (b): Low voltage range with linear fit to calculate 
bulk resistivity.
as sample S4320-20-1, but it shows much more symmetry in its shape. This suggests that 
the shape of the I-V curve from sample S4320-20-1 was more due to a contact or surface 
leakage effect than from the material itself. The shape of both figures 4.51 (a) and (b) 
agree with that predicted by Bolotnikov et al. [87]. as the low voltage region is linear, then 
the gradient decreases due to the Schottky barrier type, before breakdown at high voltage.
Figure 4.52 displays the I-V curve from sample S4320-30. This sample has a guard 
ring structure tha t was left disconnected for this measurement. Graph 4.52(a) shows a
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Figure 4.51: Current-voltage plots for sample S4320-20-2. (a): Voltage scan showing
leakage current at operating voltages, (b): Low voltage range with linear fit to calculate 
bulk resistivity.
linear response of current to voltage and a very low leakage current. This sample was 
cut from the same ingot as samples S4320-20-1 and S4320-20-2, but further from the tip. 
Its low leakage current and linear relationship between current and voltage are different 
to tha t seen in the previous two samples. It also has a resistivity between one and two 
orders of magnitude higher. There are two main differences between the samples. Sample 
S4320-30 has a guard ring, which was left floating during the I-V measurement. It could 
be suggested tha t this plays a large role in defining the I-V characteristics, meaning that 
the surface leakage current may be a significant factor in defining the effective resistivity 
in these samples and may mask the bulk resistivity in these measurements. The other 
difference between the samples is where it came from in the boule. Sample S4320-30 was 
from 10 mm further from the tip of the boule. As has already been discussed in section
4.1.2, this could lead to different band gap due to Mn segregation, but possibly more 
importantly, the In dopant could be present at a significantly different concentration due 
to segregation during growth. A different concentration of dopant could lead to radically 
different electronic properties of the material, potentially killing charge transport in the 
device.
Sample S4353-2B also has a guard ring structure, deposited using the same sputtering 
method as samples S4320-20-1, S4320-20-2 and S4320-30. The I-V plots shown in figure 
4.53 show tha t the guard ring structure has not produced the same shape I-V curve as 
tha t seen for sample S4320-30. This suggests tha t here the sample has a lower resistivity, 
possibly through over-compensation, but also tha t surface leakage current is not necessarily 
the limiting factor for all I-V measurements. The sample is almost symmetrical, but does 
break down earlier in the negative bias direction. The device may still be usable as a 
radiation detector, as the leakage current is still low enough at over 100 V in both bias 
polarities and the bulk resistivity, calculated at 5.9 x 10loUcm, is sufficiently high.
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Figure 4.52: Current-voltage plots for sample S4320-30 with disconnected guard ring, (a): 
Voltage scan showing leakage current at operating voltages, (b): Low voltage range with 
linear fits to calculate bulk resistivity.
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Figure 4.53: Current-voltage plots for sample S4353-2B with disconnected guard ring, (a): 
Voltage scan showing leakage current at operating voltages, (b): Low voltage range with 
a linear fit to calculate bulk resistivity.
Sample Sl-1 again shows a diode-like I-V curve. The plot in figure 4.54 displays the 
low voltage range I-V. The device breaks down almost immediately when bias voltage is 
applied to it, and reaches micro-amps inside 2 V. The resistivity of 105 to 106Qcm is much 
too low for use as a radiation detector, but is consistent with resistivity measured on Cd 
annealed CdMnTe reported by Savitsky et al. [76].
Sample S2e in figure 4.55 shows a more symmetric shape for breakdown voltage, but in 
the low voltage range the material again displays a diode-like shape. The effective resistivity
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Figure 4.54: Current-voltage plot for sample Sl-1 at room temperature. Effective resistiv­
ities are shown for positive and negative bias.
is 1.1 x 106f2cm in positive bias, and 4.5 x 108f2cm in negative bias. The resistivity of this 
sample is not high enough for use as a radiation detector.
The same tests were carried out for samples 4431-2a, 4431-2c and S4350-2. All these 
samples produced similar diode-like shapes and resistivities in the low bias region ranging 
from 1 x 104 to 1 x 108Hcm. All of these samples are of too low resistivity to be of use as 
radiation detectors.
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Figure 4.55: Current-voltage plots for sample S2e. (a): Voltage scan showing leakage 
current to breakdown voltage, (b): Low voltage range with a linear fit to calculate bulk 
resistivity for positive and negative bias.
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The sample polishing has been proven to significantly improve the surface quality of the 
material. The Dektak surface profiler has displayed some remaining surface defects after 
polishing, possibly caused by inclusions existing throughout the crystal bulk. I-V measure­
ments have shown tha t a large number of samples are not of sufficiently high resistivity to 
enable use as a radiation detector, due to too high a leakage current at operating voltages, 
typically above 100V. The shape of the I-V curves has also proved complicated, and not 
as expected from the literature [33, 87] in all cases.
4.5.4 Summary
1 0 2
C h a p te r  5 
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5.1 M obility-Lifetim e P roduct, fir
It has already been discussed th a t the electrical properties, and specifically the charge 
carrier mobility and lifetime are very im portant in determining the potential of a material 
for use as a radiation detector. Therefore, the mobility-lifetime product, p r ,  gives a good 
indication of detector quality, and is commonly used to describe the material [22, 33,12, 21]. 
To define p r , we use the Hecht equation described in section 2.7. In this work, alpha 
particle spectroscopy was used as the main method to obtain Hecht plots and p r  values, 
as it enabled the separation of the charge carriers, electrons and holes into individual 
measurements.
The samples investigated were selected by the I-V characterisation in the previous 
chapter. Only the samples with a high resistivity could be used. This meant tha t only one 
un-doped sample was analysed, and this was at 150K, to achieve a sufficiently high bias 
voltage without too high a leakage current. A guide value for maximum leakage current is 
around lOOnA before the detector leakage noise dominates the signal [12].
5.1.1 E lectron  transport
Electron mobility-lifetime product (pre) was measured on samples S4320-20, S4320-30, 
S4353-2B, S4333, S4320-20-T and S4320-20-2. Sample CH-04 was also attempted, but did 
not show any response from electron transport.
Figure 5.1 shows the spectra and Hecht plot from sample S4320-20. The spectra show 
high-energy tailing, which may indicate some variation of transport properties in the ma­
terial, but the peaks are generally well defined. The fit to the Hecht equation is also good, 
and yields a value of p r e — 4.4 x 10~5 cm2V” 1. This is lower than tha t typically reported 
for CdZnTe, but close to 100% CCE can still be achieved before leakage current gets too 
high, due to the sample’s high resistivity.
The electron transport spectra and Hecht plot from sample S4320-30 are shown in figure
5.2. The peaks broaden with increasing bias voltage and the Hecht plots shows no real sign 
of leveling off. The Hecht fit suggests a low p r e of around 7 x 10~6 cm2V_1, but the fit is
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Figure 5.1: Alpha pulse height spectrum and Hecht plot for electrons from sample S4320-20 
at 292K, using a 241 Am source.
not particularly accurate due to the lack of a turning point for the fit equation to derive 
parameters from.
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Figure 5.2: Alpha pulse height spectrum and Hecht plot for electrons from sample S4320-30 
at 292K, using a 241 Am source.
Sample S4353-2B shows clear spectra rising in channel number with voltage in figure
5.3. The peaks show sharp high energy edges, with low energy tailing at lower bias voltage. 
The Hecht plot shows a reasonable fit to the experimental data. The /.ire value of 1.0 x 10-3 
em2V_1, whilst lower than may have been suggested from the hole value calculated in the 
next section, is very similar to values of /ire found in CdZnTe [34, 88]. This is an interesting
result as it suggests the material may be of comparable electron charge transport quality 
to some CdZnTe samples. It also brings in to question the hole result, which appears 
too high, possibly because the charge was not drifting through the full thickness of the 
detector, causing an over-estimate of /zt/,.
Channel Voltage V
Figure 5.3: Alpha pulse height spectrum and Hecht plot for electrons from sample S4353-2B 
at 292K, using a 241 Am source.
Sample S4333 showed no hole transport response, but did show electron transport 
properties, which are displayed in figure 5.4. The peaks show a clear gaussian shape, but 
the device suffered breakdown at bias voltage above 300V, and hence the Hecht fit has 
limited data to fit. The pre value of 2.2 x 10~4 cm2V-1 is relatively low, but still greater 
than the prerequisite value [22] for use as a radiation detector. It appears tha t the charge 
transport properties for electrons in this material are of sufficiently high quality for use as 
a radiation detector, but the resistivity is too low, or surface leakage too high, to allow the 
detector to reach 100% CCE.
Figure 5.5 shows the electron transport alpha pulse height spectra and corresponding 
Hecht fit from sample S4320-20-1. This sample is a part of sample S4320-20, thinned to 
500/nn, and is expected to have a similar //re. The peaks in the alpha spectra are very 
sharp and clearly defined. The Hecht fit to the experimental data is also very close, and 
clearly shows the fit leveling as it approaches 100% CCE. The pre value obtained from 
the fit, of 3.9 x 10“5 cm2V_1 is very close to the value obtained from the original sample, 
meaning tha t this sample has similar charge transport properties to the average of the 
original sample S4320-20.
Figure 5.6 shows the variation of pre with tem perature in sample S4320-20-1. It shows 
a general decrease as temperature drops from 292K to 150K. From the work by Suzuki et 
al. on CdZnTe [18], this would suggest tha t the tem perature drop is causing a reduction in 
charge carrier mobility due to trap limited mobility. This work showed this phenomenon
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Figure 5.4: Alpha pulse height spectrum and Hecht plot for electrons from sample S4333 
at 292K, using a 24 A m  source.
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Figure 5.5: Alpha pulse height spectrum and Hecht plot for electrons from sample S4320- 
20-1 at 292K, using a 241 Am source.
more for holes in CdZnTe, but this data suggests tha t charge trapping plays a large part 
in defining the electron mobility in CdMnTe. The point at 225K was taken as temperature 
was being lowered, and the point at 250K as temperature was being raised. It is possible 
tha t the samples may not have been at thermal equilibrium when these data points were 
taken, which would explain their anomalous positions.
The spectra and Hecht plot from sample S4320-20-2, shown in figure 5.7, show very 
similar peaks and shape to tha t seen from sample S4320-20-1. The [ire calculated from the
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Figure 5.6: Variation of mobility-lifetime product with temperature in sample S4320-20-1.
Hecht fit from this sample yields a result of 2.3 x 10-5 cm2V-1 , which is slightly lower than 
those of S4320-20 and S4320-20-1 by around a factor of two. This suggests tha t this sample 
could have been produced from a small section of sample S4320-20 of lower mobility or 
charge carrier lifetime. In a sample this thin, the mobility is more likely to be the factor 
effecting this value.
Figure 5.8 displays the energy calibration data at two gain settings of the MCA. This 
was carried out using a known capacitance charge terminator and a pulser. The resultant 
gradient is given in channels per keV multiplied by the electron-hole pair creation energy 
(W-value), as the W-value of this material is not known. This calibration was then used 
to calculate the W-value of a CdMnTe sample, by fitting a Hecht plot with this calibration 
applied to the channel numbers. In order for this to give an accurate value for W, a 
thin sample is required to ensure th a t 100% CCE is reached, making the fit as accurate 
as possible. Sample S4320-20-2 was chosen as it is the thinnest sample, and has already 
given a very good Hecht fit. The results are shown in figure 5.9. The W-value calculated 
is lower than  may be expected for this material [34], but is close to tha t of CdTe and 
CdZnTe. The value for pr  is the same as th a t reported in figure 5.7, indicating th a t the 
Hecht fit method does work for the un-calibrated plots as well as the energy calibrated 
one here. The W-value is dependent on the material band gap, and will therefore vary 
with temperature and Mn composition. The sample used for this calculation has a nominal 
growth Mn concentration of 13%, and the result was taken at room temperature. A sample 
with higher Mn concentration, and therefore higher band gap energy, would be expected 
to have a higher W-value. Similarly, if this sample was cooled the pair creation energy 
would be expected to increase as the band gap increased.
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Figure 5.7: Alpha pulse height spectrum and Hecht plot for electrons from sample S4320- 
20-2 at 292K, using a 241 Am source.
keV/W
Figure 5.8: Channel to Energy calibration of the alpha PHA system using a pulser and 
1.87pF charge terminator.
5.1.2 H ole transport
Hole transport is not expected to be as good as electron transport in this material, as 
it shares many of its electrical properties with CdTe and CdZnTe. These typically have 
electron pr  one to two orders of magnitude higher than hole pr [34, 12] discussed in chapter 
2.7.
The alpha spectrum due to hole transport (alpha irradiation of the anode) at 150K is
25
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Figure 5.9: Electron transport Hecht plot calibrated in CCE/W-value, used to find the 
W-value for sample S4320-20-2.
shown in figure 5.10. The peaks broaden as bias voltage is increased, which indicates the 
increased contribution of noise due to increased current at higher bias. The amplifier was 
run at maximum gain of 1000 to obtain these spectra, and the peaks were masked by noise 
at voltages above 200V. This effect can be seen by the noise edge appearing on the left 
of the 200V spectrum. The charge collection efficiency is clearly poor, and no reasonable 
Hecht fit could be obtained from this data set.
The hole spectra and corresponding Hecht plot at 292K from sample S4353-2B are 
shown in figure 5.11. The peaks are very well defined, and move to higher channels as 
bias voltage is increased. The resolution is relatively good, with FWHM of around 17% 
at 100V, and the Hecht plot produced shows the expected shape. The fit to the Hecht 
equation matches the data well and gives a fir product for holes of 1.48 x 10~3 cm2V_1. 
This value is much higher than expected and suggests very good hole transport properties, 
comparable with electrons in CdZnTe [34]. However, if this is the case, it is expected tha t 
the mobility and lifetime of the electrons would also be very high. However, this was not 
the case, as shown by figure 5.3. It could be the case tha t the carriers are not traveling 
through the full crystal thickness, and the result is therefore being over-estimated.
Sample S4320-20-1, the 500/zm thick sample cut from sample S4320-20, shows lower fiVi- 
The spectra and Hecht plot are shown in figure 5.12. The spectra show broad peaks slowly 
increasing with bias voltage, and requiring a very high voltage to show any resolution. 
Below 300V (E =  6000 Vcm-1), the peaks were merged with the noise edge. This high 
required field results in a very low mobility-lifetime product, reported from the Hecht fit, 
of 9.8 x 10"7 cm2V_1. This result is much lower than tha t reported for sample S4353-2B,
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Figure 5.10: Alpha pulse height spectrum for holes from sample CH-04 at 150K. using a 
241 Am source.
Channel Voltage V
Figure 5.11: Alpha pulse height spectrum and Hecht plot for holes from sample S4353-2B 
at 292K, using an 241 Am source.
but is in closer agreement to the literature for holes. From this value, one would expect 
electron pr  to be around 10-5 to 10~4 cm2V_1, as shown by the earlier results.
Figure 5.13 shows the hole spectra and Hecht plot from sample S4320-20-2. The spec­
tra  are similar to those from sample S4320-20-1, as expected, and the pr value of 1.6 x 
10~6 cm2V_1 is also close to that shown by sample S4320-20-1. This shows some consis­
tency between the samples from the same boule, and also highlights the advantage of high
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Figure 5.12: Alpha pulse height spectrum and Hecht plot for holes from sample S4320-20-1 
at 292K, using a 241 Am source.
resistivity material, allowing the high bias voltage across the thin samples.
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Figure 5.13: Alpha pulse height spectrum and Hecht plot for holes from sample S4320-20-2 
at 292K, using a 241 Am source.
5.2 Drift M obility, fi
Having analysed the mobility-lifetime product, it is of use to also consider the mobility of 
the charge carriers alone in the sample, discussed in section 2.6. This should show what 
factor is limiting the quality of the sample, whether it is charge carrier mobility or lifetime. 
This is carried out using a Time of Flight (TOF) method with alpha particles, as described 
in section 3.4.3. The alpha particles are again used as they enable the measurement of the 
hole and electron mobility separately.
5.2.1 E lectron  drift m obility
The hole mobility measurements show th a t samples S4320-20-1 and S4320-20-2 have poor 
drift mobility for holes. This is clearly the reason tha t no hole signal could be resolved 
from the thicker, original sample S4320-20. However, this sample did provide a signal for 
electron transport, and the plot of electron drift velocity against electric field is shown in 
figure 5.14. The resulting calculated electron mobility of 256 cm2V_1s_1 is similar to tha t 
previously reported in CdMnTe by Semaltianos et al. who reported electron mobility of 
300 cm2V“ 1s“ 1 [50]. However, it is lower than  the reported electron mobility in CdZnTe of 
around 1000 cm2V~1s"“1 [34, 18]. It also implies tha t electrons in this material have shorter 
lifetime, at around 0.2 ps. This is a factor of ten shorter lifetime as well as a factor of four 
lower mobility. However, it has clearly been shown tha t the material can reach close to 
100% CCE, (seen in figures 5.5, 5.7 and 5.9) and shows some energy resolution with alpha 
particles.
E V/cm
Figure 5.14: Electron drift velocity plotted against electric field strength to calculate drift 
mobility in sample S4320-20 at 292K.
Sample S4320-30 shows a lower electron mobility of 98 em2V 1s L, which is consistent
1 1 2
with its lower pre of around 7 x 10-6 cm2V_1. This suggests an electron lifetime in the 
material of 7 x 1CF8s, which implies a large amount of charge trapping in the material, 
and very poor charge transport. This could be the reason for the high resistivity of this 
sample as well as the poor peak shape seen in figure 5.2.
EV/cm
Figure 5.15: Electron drift velocity plotted against electric field strength to calculate drift 
mobility in sample S4320-30 at 292K.
Sample S4320-20-1 is expected to have a similar pe to sample S4320-20. It is shown 
in figure 5.16 tha t this is the case, with pe — 191 cm2V” 1s“ 1. This mobility is slightly 
lower, but is consistent with the lower pre of this sample. The calculated electron lifetime 
of 0.2 /is is the same as reported for sample S4320-20 and implies th a t the mobility is the 
quantity th a t differs across this sample.
The electron drift mobility in sample 4320-20-2 is calculated from figure 5.17. The value 
of 97 cm2V” 1s“ 1 is around half th a t of samples S4320-20 and S4320-20-1, as expected from 
the pre results. The calculated electron lifetime is again 0.2 yxs, which gives more indication 
th a t in this sample, the variation in charge transport properties is caused by the variation 
of mobility rather than charge carrier lifetime.
The electron mobility and mobility-lifetime products of samples S4320-20, S4320-20-1, 
S4320-20-2 and S4320-30 are summarised in figure 5.18. It clearly shows a close relationship 
between the two values, which means th a t the charge carrier lifetime is very similar amongst 
all these samples. The sample furthest from this trend is sample S4320-30, which was from 
slightly further from the tip in the boule. This sample has already shown higher resistivity. 
This may explain why the charge transport properties are worse in this sample as it could 
be over-compensated with In, which would be consistent with higher resistivity, but lower 
charge carrier lifetime.
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E V/cm
Figure 5.16: Electron drift velocity plotted against electric field strength to calculate drift 
mobility in sample S4320-20-1 at 292K.
EV/cm
Figure 5.17: Electron drift velocity plotted against electric field strength to calculate drift 
mobility in sample S4320-20-2 at 292K.
The temperature dependence of mobility in sample S4320-20-1 is investigated in figure 
5.19. The range of temperatures investigated was dictated by the time resolution of the 
system and the velocity of the charge carriers as the sample was cooled. Below 275K, the 
charge carrier velocity began to approach the time resolution of the system, due to the 
sample being thin. This meant th a t no reliable data could be taken below 275K. There is
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Figure 5.18: Summary of electron mobility and mobility-lifetime product in the samples 
investigated.
however a clear trend of increasing mobility as the sample is cooled from 292K to 275K. 
This agrees with the results of Suzuki et al. [18, 80] and suggests tha t the mobility is 
scattering limited.
E V/cm Temp K
Figure 5.19: Electron drift mobility in sample S4320-20-1 at varying temperatures.
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5.2.2 Hole drift m obility
Figure 5.20 shows the hole velocity plotted against field strength for sample S4320-20-1. 
The drift mobility calculated from this plot is 19.2 cm2V-1s-1 , which is low and explains 
the low jiTh reported for this sample in the previous section. The corresponding hole 
lifetime in this sample would be around 2ps, which is still a relatively long lifetime, about 
twice th a t seen in CdZnTe [34].
EV/cm
Figure 5.20: Hole drift velocity plotted against electric field strength to calculate drift 
mobility in sample S4320-20-1 at 292K.
Sample S4320-20-2 has a lower hole pr  than S4320-20-1 (see figures 5.5 and 5.7) There­
fore, the lower hole mobility displayed by sample S4320-20-2 in figure 5.21 is not surprising. 
The reported mobility of 3.0 cm2V-1s-1 is much lower than hole mobilities reported for 
CdZnTe of 50-120 cm2V_1s_1 [18, 34] and explains the poorer charge transport properties 
seen previously in pr  measurements.
The hole drift mobility in sample S4353-2B is shown in figure 5.22. The relationship 
between velocity and field is generally linear and the gradient yields a hole mobility, p^, of 
120 cm2V -1s~1. This sample displaj^ed very high hole pr product of 1.5 x 10-3 cm2V-1 in 
the previous section. This result is therefore much lower than expected from the sample’s 
mobility-lifetime product, but it is close to tha t reported for holes in CdZnTe of 50-120 
cm2V-1s_1 [18, 34]. The low hole mobility and high mobility-lifetime product would suggest 
a long hole lifetime of 12 ps, which is around a factor of 10 higher than hole lifetime reported 
in CdZnTe [34]. Another alternative explanation is tha t the charge is not drifting through 
the full thickness of the detector bulk. This possibility is reinforced by the data displayed 
in figure 5.22, where the intercept of the graph at OV/cm would give a charge carrier 
velocity of 7xl04 cm/s. This clearly indicates an offset in the result, and suggests th a t 
both the mobility and mobility-lifetime product for holes in this sample may have been
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Figure 5.21: Hole drift velocity plotted against electric field strength to calculate drift 
mobility in sample S4320-20-2 at 292K.
dramatically over-estimated. The effect seen appears to be a device-specific one and could 
have been caused by a very thin depletion layer in the device or an extended defect such 
as a tellurium rich inclusion layer, reducing the width of the active region.
EV/cm
Figure 5.22: Hole drift velocity plotted against electric field strength to calculate drift 
mobility in sample S4353-2B at 292K.
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5.3 D etrapping, t&
Thermal detrapping measurements were carried out as described in section 3.4.3 to in­
vestigate the observed slow components of the alpha particle pulses and the influence of 
thermal emission of trapped charge.
Figure 5.23 shows a typical pulse shape with distinct prompt and slow components. 
These are recorded and analysed to calculate the detrapping time and examine the de­
pendence on temperature, to calculate trap energy. Figure 5.24 shows a detrapping time 
plotted against bias voltage for sample S4353-2B. These results were taken to ensure that 
the effects seen in the detrapping experiments were indeed due to thermal detrapping of 
charge carriers, and not electric field related effects. This was checked at various tempera­
tures for the samples investigated. It is clear tha t the applied bias has very little effect on 
the detrapping time calculated.
Time s
Figure 5.23: A sample alpha pulse shape displaying distinct fast and slow components.
Figure 5.25 shows the hole de-trapping Arrhenius plot for sample S4353-2B. The trap 
did not emit any measurable charge at temperatures below 250K, i.e. no significant trapped 
charge was thermally emitted over the time scale of the charge transport. The data shown 
is therefore in the range 295K to 250K and shows the trend expected of slower emission as 
temperature is reduced [57, 89]. The trap energy is calculated at 0.09 eV, which is lower 
than the trap energy calculated by Suzuki et al. for holes in CdZnTe [18], of around 0.13 
to 0.14 eV (see figure 2.28(b)).
The Arrhenius plot for sample S4320-20-1 is displayed in figure 5.26. The data shows 
close agreement to the expected linear trend, and yields an electron trap energy of 0.145 eV. 
This result is a higher energy trap  than the 0.03eV trap reported for electrons in CdZnTe 
by Suzuki et al. (figure 2.28). The higher trap energy could explain the lower mobility in 
this sample compared to CdZnTe.
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Figure 5.24: Hole detrapping time plotted against voltage in S4353-2B. No change in 
detrapping time implies no voltage dependence.
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Figure 5.25: Thermal emission de-trapping Arrhenius plot to calculate hole trap energy in 
S4353-2B.
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Figure 5.26: Thermal emission detrapping Arrhenius plot to calculate electron trap energy 
in S4320-20-1.
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5.4 IBIC M icrobeam  Charge Transport M apping
The Microbeam facility at the University of Surrey offers the ability to map charge trans­
port properties of semiconductor detectors with the resolution of the order of a few mi­
crons. This makes it a very useful tool to “image” a sample in order to analyse whether the 
properties seen using the alpha system for mobility-lifetime and mobility measurements are 
an average of a uniform or a very uneven charge transport properties across the sample. 
It can also identify any features on the surface and within the bulk of the sample which 
effect charge transport through the device. This method could be very useful to combine 
with the mapping PL system, to compare any structure seen in a PL map with particular 
charge transport properties in the same area of a sample.
The IBIC system 2.58 MeV proton beam was scanned over a 2.5 x 2.5 mm area over 
the top contact of sample S4320-20-1 at varying bias voltage. The resulting pulse height 
spectra are shown in figure 5.27. There is clearly a variation of charge transport properties 
in the sample, evident from the multiple peaks in the spectrum that move closer together 
as bias voltage is increased and finally become unresolvable at 150V, where all peaks have 
reached close to 100% CCE. The maps of CCE in figure 5.28 show th a t there is a spatial 
variation in CCE across the sample which is particularly noticeable at lower bias with the 
lower efficiency at the bottom  left corner of the maps. The maps clearly become more 
uniform as bias voltage is increased, as the CCE approaches 100%, as seen in the spectra. 
The large dark spots on the map are caused by thick spots of colloidal carbon solution used 
to attach the top wire to the sample contact. The protons do not penetrate the relatively 
thick carbon layer, and hence no charge is induced. A small scratch on the contact is 
also visible near to the centre of the map, which becomes less obvious as the voltage is 
increased. Some of the dark spots in the top right of the map were not visible on the 
surface of the sample. This leads to the conclusion tha t the low CCE is either caused by 
damage to the contact on the back of the sample, or a defect within the bulk, such as an 
inclusion, causing incomplete charge collection. The behavior with increasing bias voltage 
is similar to th a t of the scratch in the centre of the map, which suggests tha t these marks 
could also be due to contact damage on the opposite contact. In the 150V map the sample 
is close to being uniform 100% CCE, and the circular contact shape is clearly defined by 
the curvature on the top left corner of the map.
Figure 5.29 shows both horizontal (left) and vertical (right) profiles of CCE from the 
maps in figure 5.28. The slices were taken in the positions of the cursors in the maps. A 
vertical slice was taken in two positions for the 100V map, to show the difference between 
the left and right side of the map. The first slice was taken on the right,in the same position 
as the other two maps, while the second slice was taken on the left in the cursor position 
shown. The profiles highlight the general uniformity of the sample, but also clearly show 
the defects. The x-direction profiles show almost complete uniformity across the section 
measured, with a reduction in CCE from left to right of only a few percent. The vertical, 
y-slices again generally show a good degree of uniformity, but the slice taken on the left of 
the map highlights the variation in the CCE in the area tha t carbon solution was applied 
to. There is a small area of reduced CCE in the 30V slice th a t is not evident in the two
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Figure 5.27: Spectra at varying bias from the full area of S4320-20-1, using 2.58MeV 
protons.
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Figure 5.28: IBIC CCE maps from sample S4320-20-1 at (from left to right) -30V, -100V 
and -150V.
higher bias maps. This is one of the features th a t is likely to be damage to the back contact. 
It is clear from the vertical profile th a t the sample has reached 100% CCE at 150V, and 
the region shown has no electrically significant defects in this area.
The maps of CCE produced at 30, 50, 80, 100. 120 and 150V were all input to the 
software described in section 3.4.4 and used to create one / i t  map for electrons. The map 
braodly replicates the structure seen in the CCE maps in figure 5.28. The main area of the 
map has a mobility-lifetime product of 3 to 4 x 10-5 cm2V_1, which is higher by around
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Figure 5.29: Slices from the CCE maps in figure 5.28. Slices were taken from the cursor 
positions shown.
a factor of 1.5 than tha t measured in this sample with alpha particles (see figure 5.5). 
However, the lower pr  regions in this map vary between 1 to 2 x 10~5 cm2V-1, which 
is lower than the previous alpha result. This result therefore is in close agreement with 
the previous alpha particle experiments and also gives an impression of how the charge 
transport properties vary over the sample and possible reasons for this variation.
As has previously been carried out for the CCE maps, profiles in the x and y-directions 
of the pr map are show in figure 5.31. Regions for the profiles are chosen to be in more 
uniform areas, away from the deposits of carbon solution, to avoid further complications 
to the analysis of the pr  sample uniformity. Both profiles show generally good uniformity 
of mobility-lifetime product in the range 3 to 4 x 10-5 cm2V_1, while the highest value is 
clearly in the top right corner of the map area, as shown by both these profiles and the 
map in figure 5.30.
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Figure 5.30: IBIC mobility-lifetime product map from sample S4320-20-1.
Figure 5.31: Slices from the fir map in figure 5.30. Slices were taken from the cursor 
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5.5 X-ray Spectroscopy
The high CCE of samples S4320-20-1 and S4320-20-2. as well as the relatively high mobility 
lifetime products for electrons makes them the most likely to detect X-rays with sufficient
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resolution. A Tb X-ray spectrum from sample S4320-20-2 is displayed in figure 5.32, and 
it clearly provides a high quality signal at an operating voltage of 350V. The spectrum was 
not obtainable for sample S4320-20-1, as the detector leakage current was too high at a 
comparable electric field to tha t used in sample S4320-20-2. The spectrum in figure 5.32 
clearly shows the main K a peak as well as a shoulder at high energy from the K/3 peak. 
The escape peaks from Cd and Te are also labeled, although they are not resolvable from 
each other. A pulser peak at higher energy is shown to display the electronic noise of the 
system. The data shows a small improvement on that presented by Burger et al. [22] for 
a 500 pm thick sample, doped with 5 x 1019 cm-3 vanadium atoms.
Energy keV
Figure 5.32: X-ray spectrum from sample S4320-20-2 using a Tb source. K a and Kj3 peaks 
are visible, as well as the Cd and Te escape peaks. The pulser peak shows electrical noise.
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C h a p te r  6 
C onclusions an d  fu r th e r  w ork
6.1 Conclusions
Primarily, this work has provided a good indication tha t CdMnTe can be considered a 
viable option as a radiation detector material. However, it has also highlighted a number 
of issues th a t need to be resolved for it to reach an equivalent quality to CdTe and CdZnTe. 
The final result presented in this work represents the best detector performance displayed 
so far in this material, with an improved resolution at a lower photon energy than tha t 
shown by Burger et al. [22].
The photoluminescence mapping of the samples has shown that the Mn variation across 
relatively large samples is minimal and has proven tha t large, uniform crystals can be 
grown. The IR microscopy has also shown th a t it is possible to grow crystals with very 
few significant Te inclusions and no grain boundaries or twins. All of this means tha t if a 
reliable annealing and doping method can be refined, large high quality detectors can be 
produced. The combination of photoluminescence and EDX results have also confirmed the 
band gap variation with composition and tem perature to be very similar to tha t already 
described in the literature. The lack of structure in the PL spectra, even as low as 5K, 
indicates tha t there are still some issues with the purity of the material, particularly in 
comparison with the CdZnTe control sample analysed on the same system. The GDMS 
data also indicates relatively impure material, suggesting either a difficulty in obtaining 
sufficiently pure Mn starting material or, perhaps more likely, impurities introduced during 
or even post crystal growth.
It has been shown that the undoped material is of too low resistivity to be used for 
room temperature operation. This is consistent with CdTe and CdZnTe, which both 
require doping to reach high resistivity. The doped CdMnTe samples also vary greatly in 
resistivity, indicating tha t the level of doping is equally important in this material as in 
CdTe and CdZnTe.
The work in characterising the charge transport properties of various samples has also 
highlighted the mobility-lifetime products, mobilities and trap energies of samples with 
different compositions, annealing processes and doping steps. The samples tha t showed
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sufficiently high mobility-lifetime product for both hole and electron characterisation dis­
play some interesting results. The Vanadium doped sample S4353-2B appeared to show 
equal mobility lifetime product for holes and electrons as high as 10” 3c??r2V~1. This is ex­
tremely high, particularly for holes. The pulse heights were also not as high as expected for 
this sample, so this result suggests tha t charge transport was not through the full thickness 
of the device, but was in fact stopping somewhere within the bulk of the crystal. This is 
more consistent with the pulse heights and the shape of the Hecht plots, which don’t  reach 
a plateau at the electric fields applied to the device. More realistic values for mobility- 
lifetime product and more convincing Hecht plots were obtained from samples S4320-20-1 
and S4320-20-2. These produce hole mobility lifetime products of around 10~6c?n2Vr_1 and 
electron values of 10~5 to 10~4cm2V~1. The ratio of these two values is similar to the ratio 
between holes and electrons in CdTe and CdZnTe, but both values are around factor of 
ten lower. This is again consistent with the mobility values obtained of around 100 to 200 
c?n2F -1s-1 , which imply tha t the lifetime of the carriers is not significantly lower than 
th a t seen in CdTe and CdZnTe. This would suggest tha t if mobility can be increased, the 
quality of CdMnTe can be equivalent to these two more mature materials.
The study of charge transport properties on samples with no doping, Vanadium doping 
and Indium doping enables some conclusions to be drawn about the effectiveness of each 
method. It is clear tha t the undoped samples are not sufficiently high resistivity for use, 
and the sample investigated at low tem perature did not have sufficient charge transport 
quality to enable mobility or pr  product results to be taken. The alpha spectrum produced 
shows very poor spectral resolution. The use of Vanadium as a dopant is interesting, as 
it is generally thought to significantly reduce the charge carrier lifetime in CdZnTe. It 
has previously been shown to produce working detectors [22]. In this study, it tends to 
create lower resistivity samples than Indium doping, and has not produced detector grade 
material. Vanadium-doped samples SI and S2 were of too low a resistivity for use as 
detectors, indicating possible problems with the dopant concentration. The only sample 
with Vanadium doping to work as a detector in this study was co-doped with Indium at 
a lower level. Indium doping has proved to create detectors capable of alpha and X-ray 
detection with reasonable resolution. The material also had very high resistivity. From 
this work, it appears tha t Indium is the ideal dopant for CdMnTe.
The spatially resolved measurements on the high quality Indium doped sample S4320- 
20-1 show further information on the uniformity of the sample. It shows very uniform 
charge transport properties, but also displays the effects of inclusions in the bulk, killing 
charge transport in the device in their locality.
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6.2 Further Work
This work has given a body of information 0 1 1  CdMnTe as a radiation detector th a t pre­
viously did not exist, but it has by no means provided a definitive answer on the use of 
the material. The various dopants investigated need further study. Indium doped samples 
need investigation to produce the best possible detector with this dopant. The level of 
doping needs refining in order to define the optimum level for high resistivity whilst not 
killing the charge transport. As Vanadium doping has proven to be successful in other 
work [22], it is still of interest to carry out further study 0 1 1  this material. It would need to 
be carried out in a methodical study of samples grown with known concentration of V at 
regular intervals from around 1014 to 1017cm-3 . This should again provide information on 
the optimum doping level as well as the effect of the dopant level on both resistivity and 
charge carrier lifetime.
Shallow energy levels found in the higher quality samples are presumed to limit the 
charge carrier mobility in the samples investigated. These energy levels need investigation 
to be assigned to an impurity element and ideally removed, or compensated for, in bulk 
grown crystals. In order to do this, electrical characterisation of samples may need to be 
combined with a technique such as GDMS, which has proven useful in this study with its 
identification of high levels of impurities in samples such as Nickel, Calcium and Chromium.
One area tha t this study did not investigate in full is the process of sample contacting 
and the subsequent I-V measurements. I-V measurements were simply used as a tool 
to identify suitable detector samples. I-V characterisation could be used to explain the 
low resistivity and diode-like behaviour of many samples in this study. It is possible 
th a t a vast improvement could be made to detector quality by superior surface treatm ent 
and contacting of samples. The I-V results can also be used to provide a great deal of 
information on contact types, bulk resistivity and surface leakage current [87].
Further supply of un-contacted samples of high charge transport quality could enable 
investigation using a combination of PL mapping and IBIC microbeam mapping. These 
two techniques used together, along with some information from GDMS would enable a 
better understanding of the energy levels associated with poor charge transport as well as 
what impurities or defects may be the cause.
Finally, if CdMnTe can be improved in quality to the level of CdZnTe, it would be very 
useful to further investigate detectors using the microbeam facility at Surrey, particularly 
on samples tha t have had IR microscopy carried out for definitive correlation between 
charge transport and inclusion density, grain boundaries and other crystal defects and 
impurities.
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