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Resumen
Al comenzar el estudio de Meca´nica Cua´ntica nos encontramos con que
el espectro de un dado Hamiltoniano se divide en estados L2, correspondien-
tes a los estados ligados (espectro discreto), y estados no normalizados que
corresponden a un espectro continuo de energ´ıa, acotado por debajo por el
umbral de ionizacio´n, pero no acotado por encima. La existencia y rangos de
estos dos tipos de soluciones a la ecuacio´n de Schro¨dinger depende fuerte-
mente del sistema bajo estudio y de considerar el dominio de funciones donde
el Hamiltoniano es Hermitiano.
Los estados resonantes, estados que no pertenecen al dominio Hermitiano
del Hamiltoniano, han sido caracterizados de distintas formas; son por ejem-
plo asociados a polos complejos del resolvente, como estados metaestables
con un tiempo de vida medio caracter´ıstico, etc. La energ´ıa del estado y el
tiempo de vida medio pueden obtenerse por distintos me´todos que explo-
tan como afecta su presencia la densidad de estados, o la probabilidad de
supervivencia de un estado localizado, entre otras cantidades f´ısicas.
Sin demasiada precisio´n se puede decir que la caracterizacio´n se puede
hacer mediante me´todos esta´ticos, los cuales implican usualmente el ca´lculo
de autovalores o su distribucio´n, o me´todos dina´micos, los cuales implican
obtener soluciones de la ecuacio´n de Schro¨dinger dependiente del tiempo.
Recientemente, la caracterizacio´n de estados resonantes se ha realizado en
te´rminos de la entrop´ıa de von Neumann y otras cantidades habituales en el
contexto de la Informacio´n Cua´ntica.
El objetivo del presente trabajo es el de entender la relacio´n entre la
entrop´ıa asociada a estados resonantes, la cual es independiente del tiempo,
y la entrop´ıa dependiente del tiempo que se obtiene a partir de la evolucio´n
temporal de un estado inicial localizado. Para ello, se analizara´ un modelo
relativamente simple de dos part´ıculas (fermiones) interactuando entre si, las
cuales se encuentran en un potencial de confinamiento. El ana´lisis comprende
la obtencio´n de soluciones aproximadas para el espectro y autofunciones del
Hamiltoniano, junto con su entrop´ıa, adema´s de la integracio´n nume´rica de
la ecuacio´n de Schro¨dinger dependiente del tiempo. El ana´lisis se realiza
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cerca de la zona de ionizacio´n, es decir en la regio´n donde el potencial de
confinamiento no es suficientemente atractivo para que exista un estado de
dos part´ıculas ligadas.
Abstract
A basic result concerning the spectrum of any quantum system separates
it in a discrete part and a continuous one. The discrete spectrum corresponds
to L2, or normalizable, states, while the continuous spectrum corresponds
to non-normalizable states. The discrete spectrum is bounded by bellow by
the minimum of the potential. The continuous spectrum is also bounded by
bellow, by the maximum of the discrete eigenvalues. The existence and rank
of these two kinds of solutions for the Schro¨dinger equation strongly depends
on the system under study and on the fact of considering the domain of
functions where the Hamiltonian is an Hermitian operator.
Resonant states, this is, states which do not belong to the Hermitian
domain of the Hamiltonian, has been characterized in different ways; for
example, they are associated with complex poles of the resolvent, or are defi-
ned as metastable states with a characteristic mean lifetime, etc. The energy
of this states and its mean lifetime can be obtained by different methods that
exploit how the presence of the resonance states affect the density of states,
or the probability of survival of a localized states, among another quantities.
Without much precision, one can say that this characterization can be
done by using time-independent methods, which usually imply the calculus of
eigenvalues or their distribution, or by using dynamic methods, which imply
the knowledge of a solution for the time dependent Schro¨dinger equation.
Recently, the characterization of resonant states has been made by means of
the von Neumann entropy and other quantities in the context of Quantum
Information.
The aim of this work is to understand the relationship between the en-
tropy associated to resonant states, quantity that does not depend on time,
and the time dependent entropy obtained by evolving in time a given locali-
zed initial condition. To accomplish this, we will analyze a relatively simple
model of two particles (fermions) in a confinement potential, and interac-
ting through a repulsive potential. We obtain approximate solutions for the
spectrum and eigenfunctions of the Hamiltonian, together with its entropy,
together with the numerical integration of the time-dependent Schro¨dinger
9
10 I´ndice de figuras
equation. All the quantities mentioned are obtained near the ionization thres-
hold, that is, in the region where the confinement potential is not attractive
enough to sustain a two-particle bound state .
Palabras clave: Probabilidad de Supervivencia, Entrop´ıa de von Neu-
mann, Entrop´ıa lineal, Sistemas resonantes.
Clasificacio´n:
03.65.-w, Quantum mechanics.
03.65.Ge, Solution of wave equations: Bound states.
03.65.Aa, Quantum systems with finite Hilbert space.
03.67.Mn, Entanglement measures, witnesses, and other characteriza-
tions.
31.15.xt, Variational techniques.
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Cap´ıtulo 1
Introduccio´n
Los estados resonantes en Meca´nica Cua´ntica han sido objeto de estudio
desde los albores de la disciplina. Ya en 1928 Gamow [1] comenzo´ con el
estudio teo´rico de los mismos al analizar el decaimiento de algunos nu´cleos
pesados. Las dificultades inherentes al estudio fueron claras desde el principio,
se trataba de estados f´ısicos metaestables, es decir, tienen asociado un tiempo
de vida media durante el cual esta´n bien localizados. Luego de dicho tiempo
de vida caracter´ıstico, el estado deja de estar localizado y se comporta como
un paquete de ondas el cual se aleja de la regio´n donde estuvo localizado.
La evidencia experimental sobre la existencia de estos estados resonantes
se fue´ acumulando durante an˜os y se encuentra en sistemas f´ısicos de lo
mas diversos. Dichos sistemas tienen caracter´ısticas en comu´n, entre ellas se
puede mencionar que el sistema es estable para un nu´mero determinado de
part´ıculas e inestable cuando se agrega una part´ıcula mas. Es por esto que
el problema de las resonancias y su tiempo de vida medio es de tanto intere´s
para la Qu´ımica, en la que formar iones negativos a partir de a´tomos neutros
agrega´ndole uno o ma´s electrones permite obtener catalizadores o reactivos
de gran utilidad.
Ma´s recientemente, las resonancias han sido estudiadas en sistemas o dis-
positivos nanosco´picos. Se ha comprobado que su presencia altera fundamen-
talmente las propiedades de transporte a trave´s de dichos dispositivos, lo cual
provee de un mecanismo para agregar electrones o controlar el paso de los
mismos a trave´s de un quantum dot. Incluso, el estudio experimental de al-
gunas propiedades de los estados resonantes en sistemas nanosco´picos es mas
accesible que en a´tomos o mole´culas. Un ejemplo de esto es el feno´meno de
confinamiento de resonancias (resonance binding), el cual se produce cuando
se aplica un campo magne´tico constante y uniforme al sistema que presenta
resonancias y que transforma el estado resonante en un estado ligado, ver la
referencia [2] y las referencias citadas en la misma.
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Hay numerosas formas de caracterizar las resonancias desde el punto de
vista dina´mico. El excelente art´ıculo de Fonda, Ghirardi y Rimnini [3], el cual
analiza el decaimiento de sistemas cua´nticos inestables pone gran e´nfasis en
la presencia de distintos reg´ımenes temporales y relaciona dichos reg´ımenes
al comportamiento de la densidad de estados del continuo. Fonda y sus cola-
boradores analizaron la probabilidad de supervivencia, P (t), la cual esta´ dada
por
P (t) = | 〈ψ(t = 0)|ψ(t)〉 |2,
donde ψ(t) es la funcio´n de onda del sistema. La probabilidad de supervi-
vencia mide el decaimiento del sistema desde un estado inicial localizado,
ψ(t = 0) a medida que transcurre el tiempo.
Sin demasiada precisio´n, se puede decir que hay al menos tres reg´ımenes
ba´sicos, decaimiento a tiempos cortos, a tiempos intermedios y a tiempos
largos. A tiempos cortos, el decaimiento esta´ dominado por la regla de oro de
Fermi (Fermi’s Golden Rule), la cual caracteriza la transicio´n de un estado
ligado al continuo, a tiempos intermedios domina el decaimiento debido a la
presencia de “picos” en la densidad de estados, los cuales tambie´n afectan el
decaimiento a tiempos largos. Cada re´gimen tiene un comportamiento tem-
poral distinto, la regla de oro de Fermi predice un decaimiento que depende
cuadra´ticamente en el tiempo, mientras que el comportamiento a tiempos in-
termedios es exponencial y depende, justamente, del ancho de la resonancia,
Γ0. El decaimiento es de la forma
P (t) ∼ exp(−Γ0t).
Es importante sen˜alar que el escenario descripto en los pa´rrafos anteriores es
incompleto, ya que distintos sistemas pueden presentar au´n ma´s reg´ımenes,
un ejemplo de esto puede verse en una referencia ma´s reciente, [4], en la cual
se analizan la presencia de distintos reg´ımenes temporales en una cadena
semiinfinita descripta por un Hamiltoniano tight-binding.
Paralelamente a la caracterizacio´n dina´mica de las resonancias, se avanzo´ en
su estudio utilizando me´todos espectrales, los cuales son independientes del
tiempo e involucran el ca´lculo de autovalores. Ra´pidamente, las resonancias
pueden encontrarse
como polos en el en el plano complejo del resolvente (zI−H)−1, dondeH
es el Hamiltoniano del sistema [5]. Recordemos que el espectro discreto
del Hamiltoniano, excluyendo las resonancias, se obtiene calculando los
polos en el eje real del resolvente [6].
como autovalores complejos del Hamiltoniano complejo que se obtiene
del Hamiltoniano Hermitiano del sistema mediante el me´todo de escaleo
complejo
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con me´todos que permitan obtener la densidad de estados del sistema
.
El me´todo de escaleo complejo, adema´s de proveer una forma de calcu-
lar el tiempo de vida medio de la resonancia y su energ´ıa, las cuales esta´n
dadas respectivamente por la parte imaginaria y real de un autovalor del
Hamiltoniano escaleado, tambie´n provee una funcio´n de onda (el autovector
correspondiente al autovalor mencionado) normalizable. Al ser un estado nor-
malizado es posible darle una interpretacio´n probabilista y se puede obtener
valores finitos para funcionales que dependan del estado. Pont y co-autores
[7] estudiaron la entrop´ıa de von Neumann de la matriz densidad reducida de
un sistema de dos electrones con un estado resonante. El estudio comparo´ los
resultados que se obten´ıan utilizando autofunciones variaciones aproximadas
reales y complejas del estado resonante. Al ser ambas aproximaciones nor-
malizables, a ambas les corresponde una entrop´ıa de von Neumann, real y
compleja respectivamente. La interpretacio´n de la parte real de la entrop´ıa
compleja se realizo´ en dicha referencia. De todas formas, en dicho trabajo
quedaron algunos interrogantes, en particular, ¿ Cua´l es la relacio´n entre la
entrop´ıa de von Neumann que se obtiene de me´todos variacionales y la que
se obtendr´ıa estudiando la evolucio´n temporal del mismo sistema, empezan-
do desde un estado localizado?, ¿ Cua´l es la interpretacio´n f´ısica de la parte
imaginaria de la entrop´ıa?
El propo´sito de este trabajo es estudiar las preguntas formuladas en el
pa´rrafo anterior. Con ese propo´sito se analizara´ un sistema de dos electrones,
para ello se implementara´n programas de ca´lculo que permitan obtener el
espectro y autofunciones variacionales del Hamiltoniano del sistema y seguir
la evolucio´n dina´mica de la probabilidad de supervivencia del mismo.
El trabajo esta organizado de la siguiente forma: en el Cap´ıtulo 2 se
presenta la teor´ıa necesaria para entender y realizar el trabajo propuesto.
El Cap´ıtulo 3 esta´ dedicado a la reproduccio´n de resultados obtenidos por
Osenda y co-autores para el Helio esfe´rico [8], y a la implementacio´n de
ana´lisis realizados por Pont y co-autores [7] para un sistema de dos electrones
en quentum dots.
El cap´ıtulo 4 esta´ destinados al estudio variacional y dina´mico de un
sistema de dos part´ıculas. Se exponen all´ı las consideraciones necesarias para
aplicar los me´todos propuestos y los resultados obtenidos.
En el cap´ıtulo 5 se discuten los resultado obtenidos, y se saca conclusiones
sobre los mismos.
Por u´ltimo, en el ape´ndice A, se encuentran las consideraciones y cuentas
necesarias para reproducir el trabajo realizado en un sistema de una part´ıcula.
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Cap´ıtulo 2
Marco teo´rico
Introduciremos a continuacio´n los conceptos teo´ricos y herramientas ma-
tema´ticas necesarios para la realizacio´n del trabajo propuesto.
2.1. Resonancias
Se denomina como estado resonante, o resonancia, a aquellos estados me-
taestables en los cuales se encuentra un sistema que, pasado un determinado
tiempo, se rompe para formar varios subsistemas. Lo notable de estos estados
es que si bien el sistema posee suficiente energ´ıa para subdividirse, pasando
as´ı a una configuracio´n ma´s estable, donde cada subsistema se encuentra en
un autoestado, esto ocurre solo despue´s de un tiempo propio caracter´ısti-
co del sistema. Este tiempo de decaimiento varia de los nanosegundos a los
millones de an˜os, dependiendo del sistema.
La teor´ıa de estados resonantes fue introducida en 1928 por el f´ısico Geor-
ge Gamow, al estudiar el decaimiento α en nu´cleos pesados [1]. Estos estados,
sin embargo, no son estados exclusivos de la Meca´nica Cua´ntica, y a partir
de este hecho se distinguen dos tipos de resonancias: resonancias de forma y
resonancias Feshbach [6]. Ejemplos de las primeras son el efecto Stark y la ra-
diacio´n radioactiva, mientras que entre las segundas encontramos feno´menos
como la filtracio´n de modos en gu´ıas de onda y fibras o´pticas. La distincio´n
entre estos dos tipos puede entenderse teniendo en cuenta que las resonan-
cias Feshbach tienen ana´logo cla´sico, mientras que las resonancias de forma
se transforman gradualmente en estados ligados a medida que ~ → 0. Por
lo tanto, basta con analizar el comportamiento del tiempo de vida medio
(τ) del estado resonante del sistema como funcio´n de ~; si τ → 0 conforme
~ → 0 entonces tratamos con una resonancia de forma, de lo contrario, si τ
tiende a algu´n valor distinto de cero, estamos en presencia de una resonancia
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Feshbach.
Para entender que´ son las resonancias podemos considerar lo siguiente: en
Meca´nica Cua´ntica trabajamos, por lo general, con operadores Hermitianos,
es decir, operadores A tal que 〈φ|Aψ〉 = 〈Aφ|ψ〉. Pero esta igualdad depende
fuertemente de las funciones φ y ψ con que se trabaja; esto puede verse, en
una dimensio´n, expresando la relacio´n anterior segu´n∫ ∞
−∞
φ∗(x)Aψ(x)dx =
∫ ∞
−∞
(Aφ(x))∗ψ(x)dx. (2.1)
En el caso que el operador A sea el Hamiltoniano de un sistema, integrando
por partes encontramos que esta relacio´n se satisface si
ψ(~x)
∣∣∣∣dφ(~x)d~x
∣∣∣∣∞
−∞
− φ(~x)
∣∣∣∣dψ(~x)d~x
∣∣∣∣∞
−∞
= 0, (2.2)
con lo cual bastar´ıa pedir que las funciones sean acotadas. Pero si trabajamos
con funciones divergentes, entonces el operador en cuestio´n no es Hermitiano
y, por tanto, sus autovalores pueden ser complejos. La situacio´n descrip-
ta es precisamente lo que ocurre con los estados resonantes; si permitimos
funciones de onda divergentes y autovalores complejos para el operador Ha-
miltoniano, obtendremos, entre otras cosas, las resonancias. Las energ´ıas de
estos estados tienen la forma
Eres = Er − iΓ
2
(2.3)
y los autoestados por su parte son
φ(t, ~x) = e−iHt/~φres(~x) = e−iErt/~e−Γt/2~φres(~x) (2.4)
donde φres(~x) es la funcio´n divergente. En las expresiones anteriores vemos
el significado de la parte imaginaria de Eres, que nos da el tiempo de vida
medio del estado, definido como
τ =
~
Γ
(2.5)
2.1.1. Complex scaling
Un me´todo que permite identificar las resonancias de un sistema es el
me´todo de complex scaling, que consiste en aplicar la transformacio´n ~r →
~reiθ. Consideremos un sistema con Hamiltoniano H = Ek + Ep, donde Ek y
Ep son las energ´ıas cine´tica y potencial respectivamente. En el caso particular
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en que estas energ´ıas sean funciones homoge´neas de orden -2 y -1 respectiva-
mente, como lo es por ejemplo un sistema de dos part´ıculas con interaccio´n
Coulombiana, el Hamiltoniano escaleado tendra´ la forma [5]
H(θ) = e−i2θEk + Epe−iθ (2.6)
Aqu´ı entendemos por funcio´n homoge´nea de orden k a aquellas funciones f
que cumplen f(αx) = αkf(x).
El efecto de esta transformacio´n es rotar el espectro continuo alrededor
del umbral de ionizacio´n por un a´ngulo −2θ, dejando invariantes a los estados
ligados. Esta rotacio´n del sistema expone los estados resonantes que estaban
ocultos al calcular el espectro del Hamiltoniano original, H. En la figura (2.1)
se puede ver una representacio´n esquema´tica de los espectros de H y H(θ)
para un Hamiltoniano gene´rico.
Figura 2.1: Representacio´n del efecto de complex scaling en el espectro de
H.[5]
2.2. Matriz densidad
Un formalismo de la Meca´nica Cua´ntica, especialmente u´til cuando el es-
tado del sistema no es puro o cuando nos interesa el estado de un subsistema,
se basa en el uso de la matriz densidad [12, 13]. Supongamos que nuestro sis-
tema esta´ en alguno de los estados |ψi〉, donde el ı´ndice i recorre un conjunto
de estados, y que cada estado esta´ ocupado con una probabilidad pi. Tenemos
entonces un ensamble de estados puros, {|ψi〉, pi}, y la matriz densidad del
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sistema sera´
ρ ≡
∑
i
pi|ψi〉〈ψi| (2.7)
La matriz densidad representa entonces el estado cua´ntico del sistema, y
todos los postulados de la Meca´nica Cua´ntica pueden ser formulados en base
a esta representacio´n.
Un resultado importante de este operador esta resumido en el siguiente
teorema.
Teorema 2.2.1. Un operador ρ es la matriz densidad de un ensamble {|ψi〉, pi}
si y solo si satisface las condiciones:
1. Tr(ρ) = 1
2. ρ es un operador positivo
Como consecuencia de esto, se deriva otra propiedad de la matriz densi-
dad:
Tr(ρ2) ≤ 1 (2.8)
la igualdad en esta expresio´n se lograra´ u´nicamente si el sistema se en-
cuentra en un estado puro (es decir, su estado |ψ〉 se conoce exactamente),
de lo contrario se trata de un estado mixto.
Se puede demostrar que si se tiene un observable del sistema Q, el valor
de expectacio´n del mismo es
〈Q〉 = Tr(ρQ) (2.9)
Pero en sistemas complejos, a veces interesa conocer alguna cantidad de un
subsistema del mismo. la descripcio´n de este subsistema sera´ posible a trave´s
de la matriz densidad reducida. Para ejemplificar supongamos que el sistema
total esta compuesto por dos subsistemas, A y B. La matriz densidad reducida
del subsistema A se define segu´n
ρA = TrB(ρ
AB) (2.10)
donde ρAB es la matriz densidad del sistema completo. Si queremos conocer
el valor de expectacio´n de algu´n observable O que actu´a u´nicamente en el
subsistema A, tenemos que
〈O〉 = TrA(ρAO) (2.11)
Al estudiar un determinado sistema multipartito, podemos encontrarnos
con que Tr(ρ2) = 1 para la matriz densidad del sistema completo, pero que
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esto no sea cierto para ninguna de sus partes por separado. Esto se traduce en
que el sistema global se encuentra en un estado puro, mientras que ninguna
de sus partes puede describirse a partir de un estado de esta caracter´ıstica.
A partir de esta observacio´n puede definirse el concepto de entrelazamiento.
Decimos que un estado es entrelazado si el estado global del sistema es puro,
pero los subsistemas se encuentran todos en estados mixtos. En funcio´n de la
matriz densidad reducida, tendremos un estado entrelazado si Tr(ρ2red) < 1
para todos los subsistemas.
2.3. Entrop´ıas
La entrop´ıa de un un sistema nos da una medida de cua´nto conocemos
del estado en que se encuentra. A nosotros nos interesan dos entrop´ıas, la
entrop´ıa de von Neumann [13] y la entrop´ıa lineal del estado ρ, definidas
segu´n
S(ρ) = −Tr(ρ log2 ρ) (2.12)
y
Slin(ρ) = 1− Tr(ρ2) (2.13)
respectivamente.
Llamando λi a los autovalores de la matriz densidad, la ecuacio´n (2.12)
adopta la forma
S(ρ) = −
∑
i
λi log2 λi (2.14)
Para aplicar esta u´ltima expresio´n, debemos recordar que l´ımλi→0 (λi log2 λi) =
0, por lo tanto en el caso de tener autovalores nulos, la contribucio´n de los
mismo a la entrop´ıa sera´ nula. Por su parte, la entrop´ıa lineal adopta la forma
Slin = 1−
∑
i
λ2i (2.15)
Nos interesan las entrop´ıas definidas ya que sirven como medida de en-
trelazamiento. Observemos que si Tr(ρ2red) = 1, entonces necesariamente te-
nemos un u´nico autovalor λ = 1 y los dema´s nulos para ρred (Ver seccio´n
2.2), lo cual se corresponde con S(ρred) = Slin(ρred) = 0, mientras que si
Tr(ρ2red) < 1, entonces los autovalores λi de ρred cumplen 0 ≤ λi < 1, lo cual
se traduce en S(ρred) = Slin(ρred) > 0. Por lo tanto, podemos afirmar que
un estado esta entrelazado si la entrop´ıa de la matriz densidad reducida es
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distinta de cero, mientras que si es nula tenemos un estado no entrelazado.
Por u´ltimo, es interesante remarcar que si contamos con un sistema bipartito,
tendremos S(ρA) = S(ρB).
2.4. Me´todo variacional de Rayleigh-Ritz
A menudo nos encontramos con el problema de que la ecuacio´n de Schro¨din-
ger estacionaria, Hψ = Eψ, del sistema con el que trabajamos no tiene
solucio´n exacta. El me´todo variacional de Rayleigh-Ritz [14] nos permite
encontrar autovectores y autovalores aproximados en dichas situaciones.
Para ilustrar el me´todo, consideremos un Hamiltoniano H que actu´a en
un espacio de Hilbert H de dimensio´n M. Si tenemos un conjunto de N ≥
2, N ≤ M , funciones linealmente independientes ϕi, podemos tomar una
combinacio´n lineal de las mismas
φ =
N∑
i=1
ciϕi, (2.16)
donde ci son coeficientes complejos a ser determinados por el me´todo.
Consideremos adema´s un vector c generado por los coeficientes ci
c =

c1
c2
.
.
cN
 . (2.17)
El valor de expectacio´n del Hamiltoniano asociado al vector c sera´
E(c) =
〈φc|H|φc〉
〈φc|φc〉 . (2.18)
Lo que propone este me´todo es encontrar condiciones sobre los coeficientes
ci tal que E(c) sea estacionaria. Para ello debemos pedir
∂E
∂ci
(c) =
∂E
∂c∗i
(c) = 0, (2.19)
donde c∗i es el transpuesto complejo conjugado de ci. Para profundizar un
poco ma´s en lo que esta condicio´n implica, desarrollemos la ecuacio´n (2.18).
Tenemos
〈φc|H|φc〉 =
N∑
i,j=1
c¯icj〈ϕi|H|ϕj〉 = c∗Hc, (2.20)
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y
〈φc|φc〉 =
N∑
i,j=1
c¯icj〈ϕi|ϕj〉 = c∗Sc, (2.21)
donde definimos las matrices autoadjuntas N ×N
Hi,j = 〈ϕi|H|ϕj〉, (2.22)
Si,j = 〈ϕi|ϕj〉. (2.23)
Desarrollando (2.19) obtenemos que los mı´nimos de E(c) se encuentran para
E(c) = ε, (2.24)
tal que se cumpla
Hc = εSc, (2.25)
o, equivalentemente
det(H− εS) = 0. (2.26)
Estos autovalores no son otra cosa que los autovalores de la restriccio´n
del Hamiltoniano H a un subespacio N-dimensional de H , generado por el
conjunto de funciones ϕi. Suponiendo ahora que E¯n, n=1,2,...,M, son los
autovalores del sistema, los ordenamos en orden no creciente, E¯1 ≤ E¯2 ≤
... ≤ E¯M . Haciendo lo mismo con las soluciones de (2.26), ε1 ≤ ε2 ≤ ... ≤ εN ,
se cumple
ε1 ≥ E¯1, ε2 ≥ E¯2, ... , εN ≥ E¯N , (2.27)
y que los autovectores de (2.26), una vez normalizados de ser necesario,
son aproximaciones a las primeras N autofunciones del sistema. Esta u´ltima
afirmacio´n sera´ cierta siempre que los autovalores variacionales no acoten a
los autovalores de mayor energ´ıa a la correspodiente, es decir, si se cumple
Ei ≤ εi ≤ Ei+1.
Es decir, lo que nos permite este me´todo es resolver la ecuacio´n de
Schro¨dinger en un subespacio del espacio de Hilbert del sistema; mientras
mayor sea la dimensio´n de este subespacio, mejor sera la aproximacio´n lo-
grada. Cabe aclarar que la solucio´n obtenida es una buena aproximacio´n a
la solucio´n exacta siempre que la eleccio´n de las funciones ϕi respete las
simetr´ıas del problema.
2.5. Evolucio´n temporal
Nos interesa comparar resultados obtenidos mediante el me´todo varia-
cional descripto en la seccio´n anterior con resultados obtenidos haciendo
24 Cap´ıtulo 2. Marco teo´rico
evolucionar el sistema en el tiempo. Para ello necesitamos obtener la evo-
lucio´n temporal de algu´n estado inicial Ψ0, que en sistemas para los cuales
el Hamiltoniano es independiente del tiempo, esta dada por
Ψ(t, x1, .., xN) = e
−iHt/~Ψ0(x1, ..., xN) (2.28)
donde U = e−iHt/~ es el operador unitario de evolucio´n y H el Hamiltoniano
del sistema.
A continuacio´n abordaremos el problema de co´mo aplicar el operador
evolucio´n, considerando por separados sistemas de una y dos part´ıculas.
2.5.1. Sistemas de una part´ıcula
Si el paso temporal de evolucio´n (∆t) es chico, podemos aproximar al
operador evolucio´n por su desarrollo en serie de Taylor en t:
e−iH∆t = 1− iH∆t+O(∆t2) (2.29)
y a primer orden en t tenemos
Ψ(∆t, x) = (1− iH∆t)Ψ0(x) (2.30)
Aplicando el operador (1− iH∆t) sucesivamente, podemos obtener el estado
del sistema en funcio´n del tiempo. El problema con esta aproximacio´n es que
este operador, a diferencia de U, no es unitario, lo que conlleva a que no se
conserve la norma del estado inicial. Una alternativa a esto es la aproximacio´n
de Cayley para el operador evolucio´n:
U(t+ ∆t, t) =
1− i∆t
2
HD
1 + i∆t
2
HD
(2.31)
Donde HD es el Hamiltoniano discretizado. Esta aproximacio´n tambie´n se co-
noce como de Crank-Nicholson [15]. Esta representacio´n es unitaria y exacta
a segundo orden en las coordenadas espaciales y temporales. Para el estado
del sistema tenemos entonces(
1 +
i∆t
2
HD
)
Ψ(x, t+ ∆t) =
(
1− i∆t
2
HD
)
Ψ(x, t). (2.32)
Para obtener un me´todo de aproximacio´n expl´ıcito, es conveniente resol-
ver para Ψ(x, t + ∆t), para ello seguimos el procedimiento sugerido en [16].
Consideremos una grilla espacial con separacio´n ∆x = (xmax − xmin)/N , y
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sobre la misma definimos el vector ~Ψn = (Ψn1 , ...,Ψ
n
N) donde Ψ
n
j = Ψ(xj, tn).
Tenemos entonces
~Ψn+1 = D−12 D1 ~Ψn (2.33)
donde definimos
D1 =
(
1− i∆t
2
HD
)
D2 =
(
1 +
i∆t
2
HD
)
(2.34)
La ventaja de este me´todo es que los Hamiltonianos con los cuales tra-
bajaremos son tales que las matrices D1 y D2 son tridiagonales. Esto es
importantes, ya que gracias a esa propiedad la inversio´n de D2 es simple de
computar.
2.5.2. Inversio´n de una matriz tridiagonal
Consideremos una matriz tridiagonal, no singular, N ×N
D =

a1 b1 0 0 0 0
c1 a2 b2 0 0 0
0 c2 a3 b3 0 0
. . . . . .
0 0 0 cN−2 aN−1 bN−1
0 0 0 0 cN−1 aN

En [17] encontramos que los elementos de matriz para la inversa de D
esta´n dados por
D−1ij =
{
(−1)i+jbi...bj−1θi−1φj+1/θN si i ≤ j
(−1)i+jcj...ci−1θj−1φi+1/θN si i > j
(2.35)
donde θi y φi satisfacen las relaciones de recurrencia:
θ0 = 1
θ1 = a1 (2.36)
θi = aiθi−1 − bi−1ci−1θi−2 i = 2, .., N
φN+1 = 1
φN = aN (2.37)
φi = aiφi+1 − biciφi+2 i = N − 1, .., 2
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2.5.3. Sistemas de dos part´ıculas
El me´todo descripto anteriormente para sistemas de una part´ıcula, si bien
es valido para sistemas de dos part´ıculas, requiere un gran gasto computacio-
nal ya que las matrices con que se trabajan pasan a ser N2 × N2, numero
significativamente grande si consideramos que en el caso de una part´ıcula
trabajamos con N entre 300 y 500. Por lo tanto, en este caso vamos a traba-
jar con la serie de Taylor del operador U, U = 1− i∆tHD. Esta aproximacio´n
tambie´n es exacta a segundo orden, pero tiene el problema de no ser unita-
ria, como dijimos anteriormente. Para poder proceder entonces, deberemos
normalizar la funcio´n de onda del sistema luego de cada evolucio´n en ∆t,
y evolucionar en el siguiente paso la funcio´n normalizada, forzando as´ı la
conservacio´n de la norma.
2.6. Probabilidad de Supervivencia
En el estudio de sistemas dina´micos, una cantidad que resulta de gran
utilidad es la probabilidad de encontrar al sistema, en una medicio´n a tiempo
t, en el estado ψ en que se encontraba en t = 0. Es decir, nos interesa evaluar
la probabilidad de que la situacio´n f´ısica del sistema no var´ıe en el intervalo
temporal (0, t). Matema´ticamente, esta probabilidad puede expresarse segu´n
P (t) = |A(t)|2 (2.38)
donde
A(t) = 〈ψ|e−iHtψ〉 (2.39)
siendo H el Hamiltoniano que gobierna la evolucio´n del sistema en el tiempo.
Nos interesa a partir de el estudio de esta cantidad poder encontrar la
energ´ıa de el/los estados resonantes que pueda presentar un determinado
sistema. En [3] se estudio´ el comportamiento de P (t) para varios reg´ımenes
temporales en sistemas inestables. Las u´nicas restricciones realizadas sobre
los sistemas para este estudio son que el espectro del Hamiltoniano sea aco-
tado por debajo, y que la condicio´n inicial este normalizada. Los resultados
de este trabajo pueden resumirse en los siguientes items.
1. Tiempos cortos: Para tiempos cortos, se tiene que P (t) es mayor que
cualquier exponencial que decae, es decir
l´ım
t→0
(P (t)) > e−t/τ (2.40)
siendo τ algu´n tiempo caracter´ıstico del sistema. Adema´s, se tiene que
la derivada de P (t) en t = 0 se anula. En este re´gimen el decaimiento
esta dominado por la Regla de Oro de Fermi.
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2. Tiempos largos:
Como consecuencia del lema de Riemann-Lebesgue:
l´ım
t→∞
(A(t)) = 0 (2.41)
se obtiene que P (t) se anula para tiempos grandes.
3. Tiempos intermedios:
Este re´gimen esta´ gobernado por dos comportamientos. Para A(t) te-
nemos
A(t) ∼ Ce−iErte−Γt/2 +De−iEminttl+3/2 (2.42)
donde Emin es el mı´nimo del espectro y l el nu´mero cua´ntico corres-
pondiente al momento angular del estado.
El segundo te´rmino de (2.42) predomina para tiempos ma´s largos, sien-
do antes el decaimiento puramente exponencial. Para tiempos intermedios
dentro de este re´gimen se observa interferencia entre los dos te´rminos. En
[18] se observo´ dicha interferencia al realizar un ca´lculo computacional en un
sistema con solucio´n exacta. En la figura (2.2) vemos una reproduccio´n del
resultado obtenido en e´ste trabajo.
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Figura 2.2: Probabilidad de supervivencia en funcio´n del tiempo, en la regio´n
de interferencia entre los comportamientos exponencial y de potencias de
t.[18]
Cap´ıtulo 3
Helio esfe´rico
Este cap´ıtulo esta´ dedicado a reproducir algunos resultados del trabajo
[8], en que se trabajo´ con el modelo del helio esfe´rico para estudiar el compor-
tamiento de la entrop´ıa de von Neumann cerca de la ionizacio´n del sistema.
El objetivo de esto es implementar algunos programas de ca´lculo utilizan-
do como control un problema del cual se conocen los resultados buscados,
para as´ı cerciorarnos del buen funcionamiento de los mismos. Tanto el ca´lcu-
lo anal´ıtico necesario para obtener los elementos de matriz utilizados por el
me´todo variacional, as´ı como los algoritmos nume´ricos que los evalu´an y ob-
tienen los autovalores y autofunciones aproximadas fueron hechos durante la
realizacio´n del trabajo.
3.1. El modelo
En el modelo de Helio esfe´rico se reemplaza la repulsio´n Coulombiana
de los electrones, 1/|r1 − r2|, por el promedio esfe´rico 1/r>, donde r> =
max(r1, r2). Si adema´s aplicamos la transformacio´n ~r → ~r/Z y H → Z2H,
el Hamiltoniano en unidades ato´micas adopta la forma
H = h(1) + h(2) + λV, (3.1)
donde
h(i) =
1
2
p2i −
1
ri
, λ =
1
Z
, V =
1
r>
. (3.2)
Aqu´ı pi y ri son los operadores momento y posicio´n de los electrones i = 1, 2
y Z es la carga nuclear. De ahora en adelante trabajaremos siempre en estas
unidades adimensionales.
Si estas part´ıculas son fermiones de spin 1/2, el espacio de Hilbert total
del sistema es el producto entre el espacio de Hilbert de spin y el espacio
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de Hilbert espacial, y las funciones de onda deben ser antisime´tricas ante
permutacio´n de las part´ıculas. Es decir, la autofunciones del Hamiltoniano
(3.1) son de la forma
Ψ(1, 2) = ΦS/A(~r1, ~r2)χsing/trip, (3.3)
donde la funcio´n de onda espacial φS (φA) es sime´trica (antisime´trica) y χsing
y χtrip son los estados de spin singlete (antisime´trico) y triplete (sime´trico)
respectivamente. Nos interesa particularmente el estado fundamental del sis-
tema, que sera´ de la forma
Ψ0(1, 2) = Φ0(~r1, ~r2)χsing, (3.4)
donde Φ0 es sime´trica ante permutacio´n de part´ıculas. Si contamos con si-
metr´ıa esfe´rica de nuestro Hamiltoniano, entonces las autofunciones espacia-
les solo tendra´n dependencia radial, Φ0(~r1, ~r2) = Φ0(r1, r2, r1,2), donde r1,2 es
la distancia entre las part´ıculas; si ademas tenemos en cuenta que esta apro-
ximacio´n esfe´rica presenta la caracter´ıstica [H,L2i ] = 0, con i = 1, 2, entonces
la dependencia en la distacia entre part´ıculas desaparece y, por lo tanto, po-
demos expandir a nuestra funcio´n en una base completa de funciones de la
forma:
Φ0(r1, r2) =
∞∑
m,n
Cm,nϕm,n(r1, r2). (3.5)
En el trabajo citado se tomo´ como base ortonormal al conjunto
ϕm,n(r1, r2) = m,n[φm(r1)φn(r2) + φn(r1)φm(r2)], (3.6)
con
φm(r) =
√
β3
4pi(m+ 1)(m+ 2)
e−βr/2L(2)m (βr), (3.7)
aqu´ı β es un para´metro variacional no lineal, L
(2)
m son los polinomios de
Laguerre y:
m,n =
{
1
2
si m = n
1√
2
si m 6= n. (3.8)
Si utilizamos una base de N funciones φm, es decir, si N es el valor ma´ximo
de los para´metros m y n en las ecuaciones anteriores, entonces tendremos, una
vez aplicado el me´todo, una aproximacio´n para los primeros (N+1)(N+2)/2
autoestados y autofunciones de la misma simetr´ıa.
Para proceder con el me´todo de Rayleigh-Ritz, descripto en la seccio´n
(2.4), debemos en primer lugar encontrar los elementos de matriz Hm,n,m′,n′ =
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〈ϕm,n|H|ϕm′,n′〉 del Hamiltoniano. Trabajando sobre esta expresio´n, encon-
tramos que
Hm,n,m′,n′ = 2m,nm′,n′ [hm,m′δn,n′ + hn,n′δm,m′ + hm,n′δn,m′ +
hn,m′δm,n′ + λVm,n,m′,n′ + λVm,n,n′,m′ ], (3.9)
donde hm,n = 〈φm|h|φn〉 y Vm,n,m′,n′ = 〈φmφn|1/r>|φm′φn′〉. Para el calculo
de estos elementos se recurrio´ a [9] donde esta´n tabuladas todas las integrales
necesarias. Lo que se obtuvo es:
hm¯,n¯ = Tm¯,n¯ +Wm¯,n¯ (3.10)
donde
Tm¯,n¯ =
β2√
m¯(m¯+ 1)n¯(n¯+ 1)
(
1
8
m¯(m¯+ 1)δm¯,n¯
+
1
4
m¯−1∑
i=0
n¯−2∑
j=0
(−1)i+j(m¯+ 1)!(n¯+ 1)!(i+ j + 2)!
i!j!(m¯− 1− i)!(i+ 2)!(n¯− 2− j)!(j + 3)!
+
1
4
m¯−2∑
i=0
n¯−1∑
j=0
(−1)i+j(m¯+ 1)!(n¯+ 1)!(i+ j + 2)!
i!j!(m¯− 2− i)!(i+ 3)!(n¯− 1− j)!(j + 2)!
+
1
2
m¯−2∑
i=0
n¯−2∑
j=0
(−1)i+j(m¯+ 1)!(n¯+ 1)!(i+ j + 2)!
i!j!(m¯− 2− i)!(i+ 3)!(n¯− 2− j)!(j + 3)!)(3.11)
Wm¯,n¯ =
−β√
m¯(m¯+ 1)n¯(n¯+ 1)
m¯−1∑
i=0
n¯−1∑
j=0
(−1)i+j(m¯+ 1)!(n¯+ 1)!(i+ j + 1)!
i!j!(m¯− 1− i)!(i+ 2)!(n¯− 1− j)!(j + 2)! , (3.12)
mientras que los elementos de matriz del potencial de interaccio´n adoptan
la forma
Vm¯,n¯,m¯′,n¯′ =
β√
m¯(m¯+ 1)n¯(n¯+ 1)m¯′(m¯′ + 1)n¯′(n¯′ + 1)
(3.13)
m¯−1∑
s=0
n¯−1∑
t=0
m¯′−1∑
u=0
n¯′−1∑
v=0
I
(>)
s+u,t+v
(−1)s+t+u+v
s!t!u!v!
×(
m¯+ 1
m¯− s− 1
)(
n¯+ 1
n¯− t− 1
)(
m¯′ + 1
m¯′ − u− 1
)(
n¯′ + 1
n¯′ − v − 1
)
,
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donde
I
(>)
i,j =
i!(j + 1)!(2i+1 − 1)
2i+1
+ j!
j∑
k=1
(k + i)!2−k−i−1(1− j+1
k
)
(k − 1)! .
Cabe aclarar que en las expresiones anteriores los ı´ndices m¯,n¯,m¯′,n¯′ van
de 1 a N+1 si queremos trabajar con n,m,n’,m’ de 0 a N. Las expresiones
fueron redefinidas de esta manera por conveniencia computacional.
Con estos elementos de matriz se procede a generar la matriz del Hamil-
toniano y obtener su autovalores y autofunciones utilizando las rutinas tred2
y tqli del libro Numerical Recipes [10]. La primera se utiliza para llevar la
matriz sime´trica del Hamiltoniano a una matriz tridiagonal, y la segunda
para encontrar los autovalores y autovectores de e´sta u´ltima.
3.2. Resultados
En [8] se estudio´, principalmente, la entrop´ıa de von Neumann del siste-
ma en funcio´n del para´metro λ que regula al potencial de interaccio´n entre
los electrones. Por otro lado, en [7] se analizan otras caracter´ısticas del sis-
tema all´ı planteado que, si bien no es el mismo, sirve para una comparacio´n
cualitativa.
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Figura 3.1: Autovalores variacionales en funcio´n del para´metro λ. La linea
roja corresponde al umbral de ionizacio´n del sistema, ε = −0,5
Comenzaremos analizando el espectro del Hamiltoniano en funcio´n de λ
(Fig. (3.1)), gra´fico analizado en [7]. La presencia de resonancias se hace
presente en el gra´fico (3.1) a trave´s de lo que se conoce como cruces evitados
(avoided crossings), esto es, la curvatura pronunciada en los autovalores que
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evita que los mismos se crucen. Estas curvaturas “envuelven” lo que ser´ıa la
parte real de la energ´ıa del estado resonante en funcio´n de λ (Er(λ)).
Realizando un zoom al espectro, podemos ver ma´s claramente a que nos
referimos al hablar de cruces evitados (Ver figura. 3.2). Aqu´ı vemos como los
autovalores variacionales se curvan al avanzar en λ para evitar cruzarse. Ve-
mos adema´s en la curva verde una representacio´n de Er(λ); se puede apreciar
como es rodeada por los cruces evitados. Vale aclarar que esta curva no fue
calculada, sino que se copio´ el resultado obtenido en [8] mediante complex
scaling.
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Figura 3.2: Zoom de la figura (3.1). En azul una representacio´n Er(λ)
En la figura (3.3) vemos el comportamiento de la entrop´ıa de von Neu-
mann del estado fundamental aproximado en funcio´n de λ, para distintos ta-
man˜os de la base de autofunciones. Esta entrop´ıa corresponde a una part´ıcu-
la, y fue calculada con la matriz densidad reducida del sistema. En primer
lugar, podemos observar en este gra´fico co´mo las curvas convergen a medida
que aumentamos N; esto obedece a que la aproximacio´n mejora para mayores
taman˜os de la base. El comportamiento que presenta la entrop´ıa de von Neu-
mann puede entenderse de la siguiente manera: cuando λ→ 0 los electrones
son independientes, ya que la interaccio´n Coulombiana tiende a cero. En es-
ta situacio´n la funcio´n de onda espacial puede escribirse como un producto,
dando S(N) = 0. Por otro lado, cuando λ ≥ λc el sistema esta compuesto por
un electro´n ligado a la carga central, y el otro no ligado, siendo por lo tanto
la funcio´n de onda espacial un producto simetrizado de funciones de onda de
un electro´n, con lo cual se obtiene S = Sc = 1.
El ana´lisis previamente realizado se basa en el estudio del comportamiento
de los dos autovalores ma´s grandes de la matriz densidad reducida. Vemos
en la figura (3.4) que para λ→ 0 hay un solo autovalor distinto de cero para
ρred, Λ
(N)
1 → 1, con lo cual es claro que S(N) = log2(1) = 0, mientras que
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Figura 3.3: Entrop´ıa de von Neumann de una part´ıcula en funcio´n de λ, para
distintos taman˜os de base. De abajo a arriba N=2,4,6,8,10,12,16.
para λ ≥ λc tenemos un estado degenerado con Λ(N)1 = Λ(N)2 → 1/2, lo que
nos da una entrop´ıa S(N) = − log2(1/2) = 1.
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Figura 3.4: Primer y segundo autovalor de la matriz densidad reducida en
funcio´n del para´metro λ, para N=15.
Siguiendo con los ana´lisis realizados en [7], y aplica´ndolos al Helio esfe´rico,
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se estudio´ el comportamiento de los dos primeros autovalores variacionales en
funcio´n del para´metro variacional β. Las figuras (3.5) muestran los resulta-
dos obtenidos. En (a) podemos ver el comportamiento del menor autovalor;
vemos que el comportamiento puede dividirse en dos regiones, la primera en
la cual E
(β)
1 es pra´cticamente insensible al cambio en el para´metro variacio-
nal, y otra regio´n en que el valor de E
(β)
1 depende ma´s claramente de β, y se
desdobla en rectas de distintas pendientes. En el trabajo citado se muestra,
utilizando el me´todo de complex scaling, que el cambio de pendiente se da
alrededor de Er(λ). Para el segundo autovalor, E
(β)
2 podemos observar en
(b) que tenemos tres regiones distintas; en cada una de ellas el autovalor en
funcio´n de λ es tambie´n una linea recta, y cambia de pendiente al pasar de
una a la otra. Se puede observar tambie´n que, para un valor fijo de λ, la
densidad de niveles en funcio´n de la energ´ıa no es constante, a pesar que las
curvas corresponden a valores de β equiespaciados.
1 1,2 1,4 1,6 1,8 2
λ
-0,5
-0,45
-0,4
Es
ta
do
 fu
nd
am
en
ta
l
(a)
1 1,2 1,4 1,6 1,8 2
λ
-0,5
-0,45
-0,4
-0,35
Pr
im
er
 e
sta
do
 e
xi
ta
do
(b)
Figura 3.5: Primer y segundo autovalor de la matriz densidad reducida en
funcio´n del para´metro λ, para N=15. De abajo a arriba β, el para´metro
variacional no lineal, adopta valores equiespaciados por δβ = 0,05. As´ı, β va
desde 1,3 hasta 3,8.
Por ultimo, en las figuras (3.6) y (3.7) vemos el comportamiento de la en-
trop´ıa lineal y el valor de expectacio´n del potencial de interaccio´n, calculados
para los primero cuatro autoestados variacionales del sistema. El significado
de estas curvas fue analizado en [11]. Brevemente, podemos decir que cuando
se analiza un sistema en el cual solo se considera un estado ligado y espec-
tro continuo, se observa una discontinuidad en la derivada de la entrop´ıa,
analizada anteriormente para la figura (3.3). Pero si consideramos adema´s
estados resonantes, e´stos mantienen a los dos electrones ligados au´n cuando
la energ´ıa del sistema supera la energ´ıa de ionizacio´n, por un tiempo inverso
a la parte imaginaria de la energ´ıa de estos estados. Esto se ve representa-
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do en los mı´nimos que presenta la entrop´ıa lineal para los primeros estados
excitados. En [11] se sugiere adema´s que es posible encontrar una funcio´n
suave S[Er(λ)] que interpole los mı´nimos de la entrop´ıa para los distintos
autoestados del sistema.
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Figura 3.6: Entrop´ıa lineal en funcio´n del para´metro λ, calculada para los pri-
meros cuatro estados variacionales del sistema. La entrop´ıa correspondiente
al estado fundamental comienza en su mı´nimo valor posible y crece abrupta-
mente alrededor de λc = 1,054, mientras que las dema´s, correspondientes a
las autofunciones ψj j = 1, 2, 3, presentan un mı´nimo en λj. Se tiene que si
i < j entonces λi < λj.
La figura (3.7) muestra el comportamiento del valor de expectacio´n del
potencial de interaccio´n, calculado tambie´n con los primeros cuatro autoes-
tados variacionales del sistema.
El comportamiento opuesto que se puede observar entre esta cantidad
y la entrop´ıa lineal (figura 4.2) fue observado previamente en sistemas con
interaccio´n Coulombiana entre las part´ıculas [19, 20]. Al igual que en el caso
de la entrop´ıa, en este caso hay una funcio´n que interpola los ma´ximos de las
distintas curvas. Esta funcio´n esta dada por el teorema de Hellman-Feynman
∂E
∂ε
= 〈ψ|∂Hε
∂ε
|ψ〉 (3.14)
donde ψ corresponde a alguna autofuncio´n normalizada del sistema y ε es
un para´metro del mismo. En este caso, si consideramos a la variable ε = λ,
tenemos que
∂E
∂λ
= 〈ψ|U(r1, r2)|ψ〉 (3.15)
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La referencia [7] muestra que e´sto resulta una aproximacio´n muy buena para
los primeros autoestados si se toma E = Er y ψ son los autovalores variacio-
nales obtenidos.
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Figura 3.7: Valor de expectacio´n del potencial de interaccio´n, 〈 1
r>
〉, en funcio´n
del para´metro λ, calculada para los primeros cuatro estados vacacionales del
sistema. Para el estado fundamental ψo comienza en un valor ma´ximo para
disminuir ra´pidamente alrededor de λc = 1,045.Las curvas correspondientes
a las autofunciones ψj j = 1, 2, 3, presentan un ma´ximo en λj. Se tiene que
si i < j entonces λi < λj.
En la reproduccio´n realizada sobre estos trabajos se obtuvieron gra´ficos
cualitativamente similares, lo que nos lleva a afirmar un buen funcionamiento
de los programas realizados. Adema´s, el ana´lisis expuesto anteriormente nos
va a permitir identificar las resonancias existentes au´n sin utilizar me´todos
como complex scaling, ya que fue probado en los trabajos citados que las
partes real e imaginaria de la energ´ıa del estado resonante se hacen evidentes
en el comportamiento de los gra´ficos obtenidos.
En lo siguiente nos interesa comparar escenarios de solucio´n variacional
con escenarios de solucio´n dina´mica. Debido a las dificultades nume´ricas que
presenta la evolucio´n temporal de un estado inicial en una grilla cuando se
tienen potenciales divergentes (como lo es, por ejemplo, Coulomb en r = 0),
vamos a trabajar con potenciales finitos y funciones de onda que se anulen
en el origen de coordenadas. En el caso variacional esto no presenta mayo-
res dificultades ya que los programas implementados para el Helio Esfe´rico
sera´n de utilidad modificando u´nicamente las expresiones de los elementos
de matriz de la energ´ıa potencial.
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Cap´ıtulo 4
Modelo de dos part´ıculas
Consideramos ahora un sistema de dos part´ıculas ide´nticas, en el cual el
Hamiltoniano toma la forma
H =
2∑
i=1
(
1
2
~pi
2 + V (~ri)
)
+ λU(~r1, ~r2), (4.1)
donde
V (~ri) =
{
−u si ri ≤ r0
0 si ri > r0,
(4.2)
U(~r1, ~r2) = e
−α|r1−r2|. (4.3)
Primero abordaremos el problema variacionalmente, y luego lo haremos
mediante la evolucio´n dina´mica del mismo.
4.1. Me´todo espectral
Nos interesa resolver el Hamiltoniano (4.1) utilizando el me´todo variacio-
nal de Rayleigh-Ritz. Para ello procederemos de la misma manera descripta
en la seccio´n (3.1), es decir, utilizaremos las mismas autofunciones (3.6), pe-
ro utilizando los elementos de matriz del nuevo Hamiltoniano. Comparando
con la ecuacio´n (3.1) vemos que los elementos de matriz que cambian son
los correspondientes a la energ´ıa potencial de una part´ıcula y el potencial de
interaccio´n. Calculando entonces
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Um,n,n′,m′ = 〈φmφn|U(~r1, ~r2)|φm′φn′〉 y Vm,n = 〈φm|V (~r)|φn〉 obtenemos
Um,n,m′,n′ =
1√
m(m+ 1)n(n+ 1)m′(m′ + 1)n′(n′ + 1)
(4.4)
m−1∑
s=0
n−1∑
t=0
m′−1∑
u=0
n′−1∑
v=0
(−1)s+t+u+v
s!t!u!v!(
m+ 1
m− s− 1
)(
n+ 1
n− t− 1
)(
m′ + 1
m′ − u− 1
)(
n′ + 1
n′ − v − 1
)
I
(>)
s+u,t+v,
donde
I
(>)
i,j =
(i+ 1)!(j + 1)!
(1− α/β)j+2(1 + α/β)i+2 + (4.5)
j+1∑
k=0
(j + i)!(i+ k + 1)!2−k−i−2
k!
[
1
(1 + α/β)j+2−k
− 1
(1− α/β)j+2−k
]
,
para el potencial de interaccio´n y
Vm,n =
−u
n(n+ 1)m(m+ 1)
m−1∑
p=0
n−1∑
q=0
(4.6)
(−1)p+q(n+ 1)!(m+ 1)!(p+ q + 2)!
p!q!(m− p− 1)!(n− q − 1)!(p+ 2)!(q + 2)! ×[
1−
p+q+2∑
k=0
e−βr0(βr0)k
k!
]
.
Con estos elementos de matriz, los elementos de matriz del Hamiltoniano
esta´n dados por
Hm,n,m′,n′ = 2m,nm′,n′ [h
′
m,m′δn,n′ + h
′
m,n′δn,m′ + h
′
n,m′δm,n′ +
h′n,n′δm,m′ + λVm,n,m′,n′ + λVm,n,n′,m′ ], (4.7)
donde
h′m,n = hm,n + Vm,n, (4.8)
y hm,n esta dado por (3.11).
4.2. Me´todo dina´mico
Si contamos con un Hamiltoniano independiente del tiempo, como el pro-
puesto en la ecuacio´n (4.1), tenemos que si a tiempo t = 0 el sistema esta en
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algu´n estado ϕ0, entonces para un tiempo t = t
∗ tendremos
ϕt∗ = e
−iHt∗/~ϕ0. (4.9)
Siguiendo el procedimiento descripto en (2.5.3), para la discretizacio´n del
Hamiltoniano utilizado, resulta
HDϕ(r
i
1, r
j
2, t) = ϕ(r
i+1
1 , r
j
2, t)αi + ϕ(r
i−1
1 , r
j
2, t)βi + ϕ(r
i
1, r
j+1
2 , t)αj
+ϕ(ri1, r
j−1
2 , t)βj + ϕ(r
i
1, r
j
2, t)σij, (4.10)
donde
αi = − 1
2i∆x
− 1
2(∆x)2
, (4.11)
βi =
1
2i∆x
− 1
2(∆x)2
,
σij =
2
(∆x)2
+ V (ri1) + V (r
j
2) + U(r
i
1, r
j
2).
Haciendo evolucionar la condicio´n inicial, podemos obtener la entrop´ıa y
la probabilidad de supervivencia del sistema en funcio´n del tiempo.
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Me´todo variacional
Trabajamos con el Hamiltoniano (4.1) con para´metros r0 = 6, α = 0,25 y u =
0,3, variando segu´n el caso los para´metros λ y β.
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Figura 4.1: (a) Espectro variacional en funcio´n de λ, para el Hamiltoniano
(4.1). (b) Lo mismo que en (a), la linea azul representa la parte real de la
energ´ıa del estado resonante.
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Para esta configuracio´n, con β = 2,5, la figura (4.1) muestra el espectro
variacional en funcio´n de λ. Se pueden observar en esta figura cruces evitados,
tanto los generados por el estado ligado que entra al continuo en λc ∼ 0,31,
como otros generados por otros estados, y que corresponden por lo tanto a
otras resonancias. Nos interesa ahora trabajar con la resonancia correspon-
diente al u´nico estado ligado que presenta el sistema cuando λ < λc. En
(b) vemos una representacio´n del comportamiento de Er(λ), basada en los
resultados obtenidos en [7]. Los cruces evitados que coinciden con esta curva
son los que corresponden a dicha resonancia. Es importante aclarar que la
curva Er(λ) es una mera interpolacio´n de los cruces evitados, y no se deriva
de ningu´n ca´lculo.
En la figura (4.2) vemos el comportamiento de la entrop´ıa lineal para los
primeros cuatro autoestados variacionales. La interpretacio´n para el compor-
tamiento observado es la dada en el cap´ıtulo (3) al discutir el Helio esfe´rico.
Como ya dijimos, la literatura sugiere que se puede encontrar una funcio´n
suave que interpole los mı´nimos para las distintas entrop´ıas; la curva naranja
en esta figura es una representacio´n de co´mo seria esta funcio´n.
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Figura 4.2: Entrop´ıa lineal de los primeros 4 autovalores variacionales. La
curva negra corresponde al estado fundamental, mientras que las curvas roja,
azul y verde corresponden al 1er, 2do y 3er estado excitado, respectivamente.
La curva naranja es una representacio´n de la funcio´n S[Er(λ)].
La figura (4.3) muestra el comportamiento del valor de expectacio´n del
potencial de interaccio´n, calculado tambie´n con los primeros cuatro autoes-
tados variacionales del sistema. Vemos que en este sistema tambie´n se da el
comportamiento opuesto entre esta cantidad y la entrop´ıa. La curva naran-
ja en esta figura es una representacio´n de la forma que adopta la cantidad
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∂E/∂λ discutida en la seccio´n (3.2).
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Figura 4.3: Valor de expectacio´n del potencial de interaccio´n para los pri-
meros cuatro autoestados variacionales.La curva negra corresponde al estado
fundamental, mientras que las curvas roja, azul y verde corresponden al 1er,
2do y 3er estado excitado, respectivamente. La curva naranja es una repre-
sentacio´n de la funcio´n ∂E/∂λ.
En la figura (4.4)(a) podemos observar el estado fundamental y en la figu-
ra (4.4)(b) el primer estado excitado, en funcio´n de λ para distintos valores
del para´metro variacional β. Aqu´ı β adopta valores desde 2 a 4.2, y va cre-
ciendo en intervalos equiespaciados de 0,05. Al igual que en el caso del Helio
esfe´rico, vemos como para λ fijo la densidad de estados var´ıa. El cambio en la
densidad de estados observado en estas figuras sugiere investigar sobre esta
cantidad. En [7] se estudio´ el comportamiento de la densidad de estados
ρ(E) =
∣∣∣∣∂E(β)∂β
∣∣∣∣−1 (4.12)
la cual, al estar abordando el problema variacionalmente, puede expresarse
segu´n
ρ(Eβij )(λ) =
∣∣∣∣∣E
βi+1
j (λ)− Eβi−1j (λ)
βi+1 − βi−1
∣∣∣∣∣
−1
(4.13)
donde Eβij (λ) es la energ´ıa del j-e´simo autoestado variacional calculado con
para´metro variacional βi y con algu´n valor fijo del para´metro de forma del
potencial, λ. Lo que encontraron es que esta funcio´n se ajusta con una Lo-
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Figura 4.4: (a) Primer estado variacional en funcio´n de λ para distintos va-
lores del para´metro variacional β. De abajo hacia arriba β crece de 1.3 a 4.2.
(b) Lo mismo que en (a) pero para el segundo estado variacional.
rentziana con para´metros
ρ(E) = ρ0 +
A
pi
Γ/2
[(E − Er)2 + (Γ/2)2] (4.14)
siendo Er y Γ/2 las partes real e imaginaria del estado de resonancia respec-
tivamente. En la figura (4.5) vemos la densidad de estados de los primeros
dos autovalores excitados en funcio´n de la energ´ıa (Ver 4.13). Estas curvas
fueron realizadas tomando valores de β entre 1.3 y 4.2, con una separacio´n
de 0,05 entre los mismos; para el para´metro λ se tomo´ el valor 0,5, debido a
que para ese valor se puede observar que la densidad de estados aumenta y
vuelve a decrecer para los datos obtenidos (figura. (4.4(b))) Como dijimos, a
partir de la densidad de estados podemos obtener el valor de la vida media
del estado resonante ajustando la curva con (4.14). En [7] encontramos que el
valor de Γ obtenido sera´ mejor mientras mayor sea la energ´ıa del autoestado
sobre el que se calcula.
En las figuras (4.5) (a) y (b) vemos el ajuste realizado a la densidad de
estados correspondiente al primer y segundo estado excitado respectivamente.
Ajustando con una funcio´n obediente a la ecuacio´n
f(x) = a0 +
a1
(a2 − x)2 + a3 (4.15)
obtuvimos un valor para el para´metro a3, que si comparamos la ecuacio´n
anterior con la ecuacio´n (4.14), obtenemos
Γ = 2
√
a3 (4.16)
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As´ı obtuvimos, para el primer estado excitado, Γ1 = 0,009475, mientras
que para el segundo estado excitado el valor obtenido para el ancho de la
resonancia fue Γ2 = 0,006773.
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Figura 4.5: En el panel superior se muestran los valores de la densidad de es-
tados, ecuacio´n (4.13), obtenida de los datos de la figura (4.4). En los paneles
inferiores se muestra el ajuste a la densidad de estados correspondiente a (a)
primer estado variacional excitado y (b) segundo estado variacional excitado.
(λ = 0,5)
Cabe aclarar que el hecho de que los ajustes mostrados en la figura (4.5)
no aproximen a la funcio´n en todo el rango de la misma obedece a que la
densidad de estados se ve alterada por la presencia de otros estados en el
continuo y por el hecho de que al variar el para´metro variacional estamos
modificando los valores de energ´ıa para cada estado. Por lo tanto el ajuste
con una Lorentziana es va´lido solo en la parte superior de la curva.
El tiempo de vida medio del estado resonante depende del sistema con
que se trabaja. Si tomamos λ = 0,65 obtenemos otra curva para la densidad
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de estados y, por ende, otro valor de Γ. En la figura (4.6) podemos ver las cur-
vas correspondientes al primer y segundo estados excitados, y el ajuste de las
mismas en (a) y (b). Los valores obtenidos con estos ajustes son Γ1 = 0,024 y
Γ2 = 0,039 para el primer y segundo estado excitado respectivamente. Cabe
aclarar que la curva correspondiente al primer estado excitado esta incom-
pleta por falta de tiempo para obtener los valores necesarios; no obstante
vemos que el ajuste puede realizarse de todas formas.
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Figura 4.6: En el panel superior se muestran los valores de la densidad de es-
tados, ecuacio´n (4.13), obtenida de los datos de la figura (4.4). En los paneles
inferiores se muestra el ajuste a la densidad de estados correspondiente a (a)
primer estado variacional excitado y (b) segundo estado variacional excitado.
(λ = 0,65)
Evolucio´n temporal
Pasamos ahora a la solucio´n dina´mica del sistema. El me´todo utilizado,
descripto en la seccio´n (2.5.3), es, como dijimos, exacto a primer orden y
no unitario, por lo cual debimos forzar la normalizacio´n de la funcio´n de
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onda luego de cada paso temporal. Estas circunstancias llevan a que sea
necesario optimizar los pasos de integracio´n temporal y espacial, ∆t y ∆x
respectivamente.
Los gra´ficos presentados en esta parte del trabajo fueron realizados para
dos condiciones iniciales distintas; ambas son estados puros, una modela-
da con una funcio´n cuadra´tica y la otra con una funcio´n sinusoidal. Ambas
condiciones iniciales esta´n confinadas dentro del pozo de potencial. Los re-
sultados obtenidos para estas condiciones no dependen significativamente de
las mismas, por lo que en todos los casos se presenta los resultados de una
de las condiciones iniciales implementadas.
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Figura 4.7: Probabilidad de supervivencia en escala log-log, para para´me-
tros λ = 0,5, ∆t = 0,0025 y ∆x = 0,25. Note las oscilaciones debidas a
interferencia en tiempos intermedios.
En la figura (4.7) tenemos la probabilidad de supervivencia para para´me-
tros λ = 0,5, ∆t = 0,0025 y ∆x = 0,25. En este caso tenemos, como se
esperaba, un comportamiento cuadra´tico para tiempos cortos, una exponen-
cial pronunciada a tiempos intermedios, y para tiempos largos vemos que
P (t) → 0. Se puede ver adema´s que para tiempos intermedios se presenta
la interferencia entre el comportamiento exponencial y el polinomial, comen-
tado en el marco teo´rico. Esto nos indica que los para´metros elegidos para
la integracio´n nume´rica permiten que el algoritmo implementado refleje los
reg´ımenes temporales esperados basa´ndonos en [3] . Sin embargo, al ajustar
la regio´n exponencial, se obtiene un valor para el ancho de resonancia de
Γ ∼ 34, lo cual es muy grande para lo que se espera. Nos damos cuenta
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entonces que si bien el me´todo converge para estos pasos de integracio´n, los
mismos no son adecuados para el problema que abordamos.
En la figura (4.8) tenemos el comportamiento de P (t) para distintos va-
lores ∆t. Podemos observar co´mo para tiempos cortos o muy largos las solu-
ciones se superponen. Hay adema´s una regio´n de tiempos intermedios, entre
t ∼ 10 y t ∼ 120, donde las curvas son distintas, y se presenta un decai-
miento que es ma´s suave mientras menor es ∆t. Para obtener estas curvas
los para´metros utilizados son λ = 0,5 y ∆x = 0,93, mientras que el paso de
integracio´n temporal adopto´ los valores ∆t = 0,007, 0,014, 0,021, 0,028, 0,035.
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Figura 4.8: Probabilidad de supervivencia en funcio´n del tiempo. El para´me-
tro del potencial es λ = 0,5, mientras que para la evolucio´n los para´metros
son ∆x = 0,93 y ∆t = 0,007, 0,014, 0,021, 0,028, 0,035. (curvas negra,azul,
verde, roja y naranja respectivamente)
Vemos que para estos para´metros de integracio´n la curva de la probabi-
lidad de supervivencia cambia significativamente respecto a lo que ten´ıamos
en la figura (4.7). Observemos por ejemplo la curva correspondiente a ∆t =
0,007 (figura 4.9). Vemos en e´sta que para tiempos cortos se presenta una
ca´ıda abrupta de la probabilidad de supervivencia. Luego, para tiempos entre
t ∼ 10 y t ∼ 120 la funcio´n P (t) presenta un decaimiento ma´s suave, con
algunas oscilaciones no perio´dicas, para luego anularse para t > 120.
En un principio no fue claro que´ regio´n presenta el comportamiento expo-
nencial buscado. De la descripcio´n anterior de las curvas, se deduce que e´sta
debe buscarse en el intervalo t  [15, 120], y una primera intuicio´n nos lleva
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Figura 4.9: Probabilidad de supervivencia en funcio´n del tiempo. La curva
roja es el ajuste realizado.
a buscarla en el final del mismo, donde la probabilidad de supervivencia no
presenta perturbaciones (t  [50, 100]). Sin embargo, la acumulacio´n de da-
tos nos llevo´ a ver que esta regio´n no es la adecuada, sino que deber´ıamos
buscar en la regio´n donde las oscilaciones son ma´s acusadas (t  [20, 50]). En
la figura (4.9) vemos como esta regio´n, a pesar de no ser suave, se aproxima
razonablemente con una exponencial. Lo que tenemos entonces, como bien se
puede ver en la ecuacio´n (2.42), es un comportamiento oscilatorio modulado
por un decaimiento exponencial, producto de que los dos comportamientos
descriptos all´ı para tiempos largos determinan a P (t).
El ajuste realizado a los datos de la figura (4.9) es, como dijimos, para
la evolucio´n con para´metros λ = 0,5, ∆t = 0,007 y ∆x = 0,93. Se realizo´ el
mismo tipo de ajuste para ∆t = 0,0049 y a la precisio´n a la que trabajamos
los para´metros de ajuste son indistinguibles. El ancho de la resonancia resul-
tante es Γ = 0,012, mientras que al calcularlo variacionalmente obtuvimos
los valores Γ1 = 0,0094 y Γ2 = 0,0067, para el primer y segundo estado ex-
citado respectivamente. Vemos que el valor obtenido mediante la evolucio´n
de la condicio´n inicial es mayor a los obtenidos variacionalmente. Ma´s au´n,
hab´ıamos dicho que una mejor aproximacio´n a Γ era Γ2 por obtenerse a partir
de una autoestado de mayor energ´ıa.
En la figura (4.10) tenemos la probabilidad de supervivencia del mismo
sistema pero con para´metro del potencial λ = 0,65 y ∆t = 0,0049. Aqu´ı ob-
tuvimos Γ = 0,030, mientras que mediante el me´todo variacional obtuvimos
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Figura 4.10: Probabilidad de supervivencia en funcio´n del tiempo para
para´metros λ = 0,65, ∆t = 0,0049 y ∆x = 0,93.
los valores Γ1 = 0,024 y Γ2 = 0,039. Vemos como, con alejarnos del valor
de λ para el cual el estado fundamental del sistema atraviesa el treshold, los
valores del tiempo de vida media obtenido por ambos me´todos son ma´s con-
sistentes entre s´ı; esto puede deberse a que el comportamiento exponencial
se hace ma´s evidente en el caso λ = 0,65.
Por u´ltimo consideramos que´ pasar´ıa si cambiamos el paso de integracio´n
temporal. En la figura (4.11) tenemos la probabilidad de supervivencia para
los para´metros λ = 0,65, ∆x = 0,46 y ∆t = 0,0014
De este ajuste obtenemos para el ancho de la resonancia el valor Γ = 0,39.
Vemos que este valor es ma´s cercano a Γ2 obtenido variacionalmente.
Otra cantidad que puede calcularse es la entrop´ıa del sistema en funcio´n
del tiempo. En la figura (4.12) podemos ver esta cantidad calculada para el
sistema con λ = 0,65, ∆t = 0,007 y para la integracio´n espacial tomamos
∆x = 0,93 y ∆x = 0,46. Vemos como entrop´ıa calculada con un menor paso
temporal presenta un comportamiento ma´s suave, siendo mono´tonamente
creciente una vez que el sistema entra en el re´gimen temporal dominado por
la presencia de la resonancia. Un dato a tener en cuenta es que esta cantidad
adopta valores mayores a S = 0,5, mientras que en el ca´lculo variacional la
entrop´ıa es siempre menor que este valor.
Los resultados obtenidos hasta ahora para la entrop´ıa lineal no nos per-
miten concluir acerca de la relacio´n entre S(t) y Svar (entrop´ıa obtenida
variacionalmente). En ese sentido, creemos que una integracio´n ma´s precisa
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Figura 4.11: Probabilidad de supervivencia en funcio´n del tiempo para
para´metros λ = 0,65, ∆t = 0,0014 y ∆x = 0,46.
resultara´ en:
1. S(t) suave para tiempos donde la probabilidad de supervivencia esta´ do-
minada por la presencia de la resonancia.
2. S(t) ⊂ [Svar −∆, Svar + ∆], con ∆ determinado por propiedades de la
entrop´ıa compleja obtenida a partir del me´todo de complex scaling.
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Figura 4.12: Entrop´ıa lineal en funcio´n del tiempo, para para´metros del
sistema:λ = 0,65, ∆t = 0,007 y ∆x = 0,93 (curva negra) y ∆x = 0,46
(curva roja).
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Cap´ıtulo 5
Conclusiones y perspectivas
futuras
Presentamos en este trabajo dos me´todos de obtencio´n del tiempo de
vida medio de un estado resonante: mediante me´todos variacionales y me-
diante la evolucio´n temporal del sistema. Logramos obtener dicha cantidad
mediante los dos me´todos empleados, con bastante coincidencia en los valores
obtenidos.
En el caso del tratamiento variacional del problema, obtuvimos resultados
satisfactorios al reproducir los trabajos en los que nos basamos [7, 8]. Ma´s
au´n, lo aprendido en la reproduccio´n de los mismos nos permitio´ obtener
informacio´n confiable sobre el sistema que propusimos para el trabajo.
En cuanto a la evolucio´n dina´mica del sistema, si bien los resultados ob-
tenidos parecen indicar concordancia con el me´todo variacional, el me´todo de
evolucio´n temporal utilizado no es o´ptimo, y los para´metros de evolucio´n con
que trabajamos no nos permitieron localizar la zona de decaimiento puramen-
te exponencial para la probabilidad de supervivencia. Creemos que aplicando
me´todos de integracio´n ma´s sofisticados obtendremos mejores resultados, y
es e´ste el objetivo que nos proponemos para seguir con este trabajo. No obs-
tante concluimos que es posible obtener mediante evolucio´n temporal y el
estudio de la probabilidad de supervivencia la misma informacio´n que varia-
cionalmente.
En cuanto a la entrop´ıa calculada mediante el me´todo dina´mico, creemos
que el valor asinto´tico que adopta deber´ıa coincidir con la entrop´ıa calculada
variacionalmente. Es posible que esto no sea as´ı debido a que es un cantidad
ma´s sensible al me´todo y los pasos de integracio´n, por lo que seguiremos
estudiando esta cantidad una vez aplicados me´todos ma´s eficaces.
Por u´ltimo, la dependencia de los resultados con las condiciones iniciales
implementadas en el estudio dina´mico del sistema, no fue estudiada exhaus-
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tivamente. Si bien la resonancia es una propiedad intr´ınseca del sistema, con
lo cual la condicio´n inicial no deber´ıa afectar los resultados, creemos conve-
niente explorar esta posibilidad.
Queda como trabajo a futuro implementar mejores me´todos de integra-
cio´n para la evolucio´n temporal del sistema, como tambie´n utilizar potencia-
les ma´s suaves. Si bien vimos que el pozo esfe´rico cuadrado funciona razo-
nablemente, es probable que un potencial constante a trozos perjudique la
estabilidad del me´todo de integracio´n nume´rica. Adema´s de esto, sabemos
que los algoritmos implementados para el me´todo variacional pueden ser sim-
plificados, de modo de poder trabajar con una base de funciones de mayor
dimensio´n y as´ı obtener resultados ma´s precisos.
Otro tema que quedo´ pendiente es implementar el estudio realizado en
sistemas de una part´ıcula. Tenemos ya los programas para ello funcionando,
pero no pudimos au´n juntar una cantidad significativa de datos como para
saber como proceder. Tambie´n en este aspecto se seguira´ trabajando.
Ape´ndice A
Modelo de una part´ıcula.
Inicialmente, nos propusimos comenzar estudiando un sistema de una
part´ıcula con el objetivo de reconocer en e´l los estados resonantes. La falta
de tiempo y el hecho de que el tratamiento de este sistema no fue tan simple
como espera´bamos, no nos permitio´ cumplir este objetivo, pero s´ı calculamos
anal´ıticamente lo necesario para proceder. En este ape´ndice presentamos los
ca´lculos hechos.
El potencial propuesto para esta parte del trabajo es V (r) de la forma
V (r) =

−u si 0 ≤ r ≤ r0
v si r0 ≤ r ≤ r1
0 si r1 ≤ r.
(A.1)
En primer lugar abordaremos el problema variacional, utilizando la base
de N funciones
φi =
√
β3
4pi(i+ 1)(i+ 2)
e−βr/2L(2)i (βr), (A.2)
donde β es un para´metro variacional no lineal y L
(2)
i son los polinomios de
Laguerre. Aplicaremos a continuacio´n este me´todo para encontrar el ancho
de la resonancia (Γ) mediante el ana´lisis de la densidad de estados (4.13).
Por otro lado abordaremos la evolucio´n dina´mica del mismo problema,
de acuerdo a lo expuesto en la seccio´n (2.5.1). En la seccio´n (2.1) vimos que
los estados resonantes decaen exponencialmente en el tiempo, en el re´gimen
temporal adecuado dicho decaimiento se de segu´n la ecuacio´n (2.5). Si en el
sistema descripto por (A.1) ponemos como condicio´n inicial alguna funcio´n
que sea no nula so´lo dentro del pozo, y estudiamos la probabilidad de su-
pervivencia (2.38) en funcio´n del tiempo, deber´ıamos distinguir el momento
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en que la probabilidad disminuye obedeciendo el decaimiento exponencial
propio de los estados resonantes. Una vez identificada esta regio´n es posible
ajustar la curva de decaimiento para encontrar el ancho de la resonancia, Γ.
A.1. Me´todo Espectral
Los elementos de matriz del Hamiltoniano de una part´ıcula
H =
1
2
p2 + V (r) (A.3)
donde el potencial V (r) esta´ dado por (A.1), pueden separarse en elementos
de la energ´ıa potencial y cine´tica. Los de la energ´ıa cine´tica de una part´ıcula
son los expresados en (3.11), mientras que los de la energ´ıa potencial adoptan
la forma
Vn,m =
−1√
(n+ 1)n(m+ 1)m
× (A.4)[
u
n−1∑
p=0
m−1∑
q=0
(−1)p+q(n+ 1)!(m+ 1)!(p+ q + 2)!
p!q!(n− p− 1)!(m− q − 1)!(q + 2)!(p+ 2)!
+
n−1∑
p=0
m−1∑
q=0
p+q+2∑
k=0
(−1)p+q(n+ 1)!(m+ 1)!(p+ q + 2)!
p!q!k!(n− p− 1)!(m− q − 1)!(q + 2)!(p+ 2)! ×
(−e−βr0(βr0)k(u+ v) + ve−βr1(βr1)k)
]
Con estos elementos de matriz y los de la energ´ıa cine´tica (3.11) aborda-
remos el problema variacionalmente.
A.2. Evolucio´n temporal
En este sistema podemos utilizar el me´todo descripto en (2.5.1). Para sim-
plificar las cuentas y mejorar as´ı la precisio´n del me´todo, vamos a resolver la
ecuacio´n de Schro¨dinger radial reducida. Recordemos [12] que en potenciales
centrales, como el que tenemos en este caso, contamos con la ecuacio´n de
radial de Schro¨dinger[
p2r
2
+
l(l + 1)
2r2
+ V (r)
]
Rl(r) = ERl(r) (A.5)
donde pr es el operador momento radial
pr = −i1
r
∂
∂r
r, (A.6)
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l el nu´mero cua´ntico correspondiente al momento angular y Rl(r) la funcio´n
de onda radial del sistema. Definiendo Rl(r) = ul(r)/r, podemos escribir la
ecuacio´n radial reducida para ul(r)[
p2
2
+
l(l + 1)
2r2
+ V (r)
]
ul(r) = Eul(r) (A.7)
donde ahora el operador momento es
p = −i ∂
∂r
(A.8)
Como trabajamos con el estado fundamental del sistema, es decir, tenemos
l = 0, la ecuacio´n (A.7) es la de un Hamiltoniano unidimensional, lo cual es
ma´s sencillo de resolver.
Observemos que para obtener la probabilidad de supervivencia es indis-
tinto trabajar con Rl(r) o ul(r) ya que
〈ul(r, t = 0)|ul(r, t)〉 =
∫ ∞
0
u∗l (r, t = 0)ul(r, t) dr (A.9)
=
∫ ∞
0
u∗l (r, t = 0)ul(r, t)
r2
r2
dr
=
∫ ∞
0
R∗l (r, t = 0)Rl(r, t)r
2 dr
=
〈Rl(r, t = 0)|Rl(r, t)〉
4pi
Tenemos por lo tanto
Pred(t) =
P (t)
16pi2
(A.10)
donde Pred(t) es lo que obtenemos al trabajar con la funcio´n de onda reducida
ul(r). Pero como nos interesa el coeficiente dentro de la exponencial en P (t),
este factor que multiplica a toda la funcio´n no altera el resultados obtenidos.
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