This paper presents a novel algorithm for solving a Student-Project Allocation problem, a variation of a two-sided matching algorithm, where a large number of students are allocated to numerous projects with limited available allocation places. Several new or improved algorithms are proposed, inspired by recommender systems and combined into a genetic algorithm. The main two algorithms are (i) variating the master list of student average grade ranking inspired by a fuzzy approach and (ii) extending the incomplete project preference lists by exploring the similarities of student choices, thus minimizing the number of randomly allocated students. The algorithm was implemented for allocating more than 500 students to more than 200 projects, in a course at the University of Zagreb, Faculty of Electrical Engineering and Computing. We compared our algorithm with the Deferred Acceptance (DA) Algorithm to check its validity. Using the fuzzy approach, the number of unallocated students decreased by 10%, with almost no effect to the top-ranked students. The combined usage of all proposed algorithms increased the number of successfully allocated students by more than 25%.
I. INTRODUCTION
Matching two sets of members, where each member has a preference over the members in other sets, has its application in various real-life problems. Some examples of such problems are the school enrollment process [1] - [4] , allocating kidney to transplant recipient [5] - [7] , allocating medical students to the hospital [8] , [9] , and even in everyday computer problems like resource allocation in a cloud computing system [10] - [12] .
The theory for matching and allocation problem was introduced in 1962 when Gale and Shapley published the article ''College admissions and the stability of marriage'' [13] . They described a stable allocation problem on a general level using an example of finding a marriage partner. An allocation is called stable ''where no individuals perceive any gains from further trade.'' [14] .
They proposed an algorithm, known as the Gale-Shapley algorithm or deferred acceptance algorithm, which always The associate editor coordinating the review of this manuscript and approving it for publication was Laxmisha Rai.
produces a stable solution. The described algorithm is applicable for only one variation of the allocation problem.
During the 1990s, Roth and his colleagues created a version of the algorithm intended to solve the problem of allocating doctors to hospitals. For their work Shapley and Roth [14] won the Nobel Memorial Prize in Economic Sciences, 2012. It was awarded to them ''for the theory of stable allocations and the practice of market design''. This theory is still researched and developed in various allocation problems. This paper describes a new algorithm for the Student-Project Allocation problem. It applies to the Student-Project Allocation problem when the master list of ranked students is used. Students create incomplete preference lists, and the number of available places on projects is equal to the number of students and also limited for each project. This new setting creates a different environment than the one described by Gale-Shapley and requires a different approach.
The Seminar course at the University of Zagreb is a required course in its study program where more than 500 students enroll every year. Students work on projects in groups of two to three. At the Seminar course, more than 200 projects are offered. The number of available places is equal to the number of enrolled students.
Two-sided matching algorithm with a preference list is used to allocate the students to the projects. The two sides are:
(i) The master preference list of all students; (ii) Students' preference lists.
The master preference list is defined as the ordered list where students with higher average study grades are ranked higher, as defined by the course rules. The university grading system is limited to grades ranging from 2 (pass) to 5 (excellent) . A student's study average grade is calculated based on grades received from around ten courses. A small number of different grades results in a non-uniform distribution of grades even when the average grade is calculated up to two decimal places. When the grades are similar even the smallest variation in grades can cause significant differences in rank position. In our distribution, more than 40 students have the same average study grades. Changing just one grade of a student changes their rank by several dozen places.
Students create their preference list (student's preference list) at the start of the semester by ranking all projects they would like to attend. Around 13% of the students rank less than five projects and 75% rank between five and twenty projects. No student ranked all of the projects. When all projects are not ranked, the student's preference list is considered incomplete.
A combination of priority in student allocation, incomplete students' preference lists, and a limited number of places in projects produces a number of unallocated students. This paper proposes a new algorithm for solving the two-sided matching problem. It is also evaluated within the educational context to answer the following two research questions:
-RQ1: How can the number of unallocated students be reduced while retaining the importance of study grades in the master preference list? -RQ2: How can the quality of allocation in the Student-Project Allocation problem be increased when students' preference lists are incomplete?
The rest of the paper is structured as follows. Section II, presents the related work, focusing on the Student-Project Allocation problem. Section III gives a theoretical background of the allocation theory used in this paper. Section IV describes our algorithm. Section V shows the evaluation of our algorithm. The last section concludes our paper with a discussion and provides future work suggestions.
II. RELATED WORK
The allocation problem has various applications within the university environment. Some of the well-known real-life problems are the school choice [1] - [4] , allocating students to projects or groups [15] - [17] , and allocating students to mentors [18] .
The Student-Project Allocation problem is a variant of the allocation problem for which the theory was introduced in 1962 by Gale and Shapley [13] . One of the first described computerized management processes for allocating students to projects was described in 1998 by Teo and Ho [19] . They used the management process in the final year project on an electrical engineering undergraduate course at the Nanyang Technological University, Singapore. Students work in pairs on a project. Each pair of students ranks ten projects. The number of available projects is much higher than the number of the student pairs. Their algorithm tries to create as many allocations as possible, with no regard to previous student achievement or grades. In their case study, about 12% of students (40 of 330), remain unallocated. To resolve the problem, the process of selecting the projects repeats for these students in another round.
That approach does not apply to our case since their setting is different. In the case of Teo and Ho, there are more places in projects than student pairs. In our setting, there is an equal number of students and project places. Another difference is that our course rules mandate giving advantage to students with better grades during project allocation. The projects available in the second round are not as attractive to the students, making the suggested approach not applicable to our setting.
Later, in 2003, Anwar and Bahaj [20] tried to solve a student project allocation where there are more places in projects than students. Each project has a maximum limit of places but has no minimum. It was acceptable not to allocate a project to any student. The goal of their algorithm is to allocate all of the students to projects so that the minimum number of projects is allocated. To solve this, they presented the algorithm with Integer programming. Using the described approach, they successfully allocated all students in one round. In their conclusion, they propose three strategies for solving problems with unallocated students due to different constraints. First, increase the number of projects that a student selects. Second, increase the number of available places in each project. Third, place all non-selected projects at the end of the student's selection.
The proposed solution also uses a different setting. In theirs, each project can accept many students, and the total amount of places in all projects is higher than the number of students. In our case, the number of free places per project is between two and three and is equal to the number of the students, making their approach unsuitable.
These strategies also do not fit our purpose. The first strategy, increasing the number of available projects, is not possible on the Seminar course where each teacher is in charge of one project. Increasing the number of projects would require increasing the number of teachers. The second strategy, increasing the number of available places, is not applicable since for our problem all students need to be equally distributed among the project. The third strategy places all of the unselected projects at the end of the student's preference list -this is the same as allocating these students at random to projects, and we are trying to find a better approach.
Calvo-Serrano et al. [21] presented a similar problem to Anwar and Bahay [20] in 2017. They tried finding a solution where both students' and teachers' satisfaction is achieved. Teachers' satisfaction is achieved by minimizing the number of students each teacher has. They present a Mixed-Integer Linear Programming (MILP) model, where students are asked to make two preference lists: one over teachers, and the other over project categories. They propose that it is much easier to find a solution that fulfills one of the two student preferences lists.
The proposed algorithm assumes that there can be more than one project per teacher. In the case of the Seminar course, one teacher is in charge of one project, making this algorithm not applicable.
In 2007, Abraham et al. [15] proposed two algorithms for improving the satisfaction of students and teachers. First: student-oriented, and second: teachers-oriented. They, same as Teo and Ho [19] , propose the second round as a solution for unallocated students. An improvement of this algorithm was described in 2008 by Manlove and O'Malley [22] and in 2012 by Iwama et al. [17] .
All of them use the second selection round. The second round is not suitable for our problem due to the reasons already described -only non-attractive projects would be available in the second round.
Abdulkadiroğlu et al. [23] in 2008 proposed trade as a mechanism for resolving the problem of unallocated students. After the allocation process, students can use a trade mechanism which allows them to switch projects with each other. The benefit is that the students who get their project at random have the opportunity to change it.
Use of trade is similar to the second round. Even though all students can participate in the trade, only students with the randomly allocated project participate. All others received the project from their ranking list, and there is no reason for them to participate in trade.
The algorithms described so far observed the limited maximum number of students in projects. In 2016, Goto et al. [24] presented an algorithm that solves one variation of the allocation problem, which includes the minimum and the maximum number of students in each project.
Using the minimum and the maximum number of students in each project is more similar to our setting. The proposed algorithm is applicable only when there is a small number of projects available to students. That comes as a consequence of a requirement that students must rank all projects. Also, there are more places than students, and projects can be left with no students. It also does not address the problem of unallocated students, making it inapplicable to our problem.
To improve allocation, Coper and Manlove [25] in 2018, presented a 3/2 approximation algorithm, which is a nontrivial extension of Kiraìly's HRT algorithm [26] . Their focus is to represent an algorithm that finds a stable solution in linear-time.
The main goal of their algorithm is to reduce the time required to get the solution instead of finding the best solution. In our case, finding the best stable match is more important than the time of execution, making this algorithm unsuitable to our problem.
The authors use a number of techniques to solve the Student-Project Allocation problem: genetic algorithm [12] , [16] , [27] , Integer programing [20] , 3/2 approximation algorithm [25] , Mixed-integer linear programming [21] .
After analyzing the described approaches and algorithms, none of the methods suggested by other authors completely fulfilled the needs for our case.
III. THEORETICAL BACKGROUND
The two-sided matching problem allocates members to both sides. Members from one side can be matched only with members from the opposite side. Members can have preferences over the opposite members. In the Student-Project Allocation problem, the sides are as follows:
(i) Students with preferences over projects;
(ii) Projects with preferences over students. For all project preferences, a master list is used, based on student average study grades. The students with higher study grades have priority, ranking them higher. The two-sided matching problem is a part of the allocation problem.
A. ALLOCATION THEORY
The allocation theory [13] describes a stable allocation problem using the example of marriage as a simplified setting for the allocation problem. The problem is stated as finding a marriage partner between an equal number of men and women, where each person has ranked their partners in order of preference.
In their paper, Roth [29] presented three differences between the simplified allocation problem setting and general ones. These differences have a vital role in solving the allocation problem -when any parameter is changed, a different approach is required. These are the differences in parameters between the marriage theory and the Student-Project Allocation problem:
1. In the marriage problem, one woman can be married to only one man, and vice-versa. In the Student-Project Allocation problem, a student is allocated to one project, but one project is allocated to more than one student; 2. The marriage problem is defined as the one with an equal number of men and women. In the Student-Project Allocation problem, the total number of places in projects is equal to or greater than the number of students; 3. In the marriage problem, the preference lists are strictly ordered. In the Student-Project Allocation problem, preference lists are not ordered strictly. The described differences add a new dimension to the Student-Project Allocation problem -the number of places. Problems in using the minimum and maximum were described in research by Goto et al. [24] .
Roth et al. covered most of the differences except the one below:
4. In the marriage problem, all spouses are ranked. In the Student-Project Allocation problem, students do not rank all projects. The list where only some projects are ranked is called the incomplete preference list. The usage of an incomplete preference list increases the number of allowed combinations, which in return creates even more allocations.
Depending on the setting, more than one stable solution can be found. When there is more than one stable solution, an evaluation mechanism chooses the best allocation.
B. ALLOCATION WITH A MASTER PREFERENCE LIST
Allocation using the master list was studied by Perach et al. [30] on allocating students to dormitories and described in detail with all of the variations by Irving et al. [31] . In the Student-Project Allocation problem, a master preference list is used to rank all students by their average study grade. The list is strictly ordered when all students have different grades. When the master list is strictly ordered, the allocation is considered to be a simple problem and can be solved in linear time using the greedy algorithm. Irving et al. [31] proved that a unique stable matching may be found in linear time by using the greedy algorithm in the Stable Marriage problem with Incomplete lists (SMI) with master lists (ML) in a strict order.
The method used by the greedy algorithm is to allocate the student from the top of the master list to the first available project from student's preference list. This continues until all students are allocated.
The greedy algorithm approach is applicable to a setting where two students have the same grades so they share the same rank. In that case it has to be evaluated for every possible combination of student rank order. As the number of same ranked members raises, the number of possible allocations grows significantly. The number of allocations is the greatest when all students share the same rank -this generates N! solutions. An approach where multiple ordered master lists are created, each as one variation, has been described in other papers. [31] , [32] .
To solve the problem where a limited number of master lists are available, several authors give their contribution [15] , [16] , [19] - [21] , [23] , [25] , [26] , [31] .
C. ALLOCATION PROBLEM WITH LIMITS
When the maximum limit on the project is introduced, that results in some students not being able to get allocated to projects on their preference list. With low limits, even the top students may not get their top-ranked project. An additional problem arises with lower-ranked students who remain unallocated.
Most authors, listed in section II, have considered projects where only upper limits are given. Goto et al. [24] analyzed the allocation problem where minimum and maximum limits are given. There are two approaches to achieve the minimum limit:
(i) projects below the minimum are left with no students; (ii) projects below the minimum are allocated with students from other projects.
The approach depends on the allocation requirements and changes the algorithm. The number of available allocations decreases when the minimum is introduced. The number of solutions reduces even more, when all projects must have a minimum number of students.
As the number of valid solutions is lowered, the number of unallocated students rises in general. Previous authors suggested the use of a second round [15] , [17] , [22] and a trade mechanism [23] .
IV. ALGORITHM PROPOSAL
The algorithm solves the Student-Project Allocation problem when there is a limit on the number of places in the projects, when incomplete students' preference lists are used, and students with better average study grades are given priority in allocation with the master preference list.
When incomplete preference lists are used, the number of places equals the number of students, and the number of places for each project is low, many students remain unallocated. To allocate all students in one round, we introduce an extended preference list algorithm as a better approach to random project allocation.
Due to the requirement that better students have a priority in the allocation, all projects have the same preference list -the master preference list. Students are ranked according to grades in the master preference list. Students with equal grades share the same position in the master preference list, which generates many solutions.
In most cases, the best allocation is considered to be the one with the least number of unallocated students. When there is more than one solution, the best one is when most students are allocated to a higher-ranking project from their preference list. The master preference list in their approach is strict and does not allow for changes even if such changes would be insignificant and would lead to a better solution.
We introduce the master preference list generation algorithm, which uses a fuzzy approach. The algorithm is inspired by fuzzy logic [33] . The fuzzy approach allows the algorithm to change the study grade within the maximum distance value. This blurs the edges of the grades so that students with two similar grades can be swapped in the master preference list. By introducing the fuzzy approach and extended preference list, we are changing the definition of the best result.
The best result in our university context is one where the least number of students remains unallocated, while priority in project allocation is given to higher-ranking students.
Our algorithm combines several new or improved algorithms for finding the best allocation:
1. Master preference list generation algorithm; 2. Extended preference list generation algorithm;
3. Student allocation algorithm; 4. Allocation evaluation algorithm. The best allocation solution is found when the algorithm generates and evaluates all possible valid master lists.
It uses a new fuzzy approach to master list generation by variating the rank of students, thus creating many different master lists. Producing and evaluating all of them may require a lot of power and time. There are different approaches to examine only a subset of all possible master lists. To choose the most appropriate master list, our algorithm uses a genetic algorithm, which is applicable to this kind of problem [12] , [16] .
After it generates the extended preference list for each student, the algorithm works iteratively. During one iteration it generates and evaluates one solution:
(i) Creates the master preference list using genetic algorithm; (ii) Allocates the students using the master and extended preference list; (iii) Evaluates the allocation using the fitness function. All solutions generated by our algorithm are valid. A solution is considered valid when:
1. The solution is stable; 2. The minimum and maximum number of available places is respected; 3. Projects are assigned to students based on their position on the master list -the project is first assigned to the top ranked student, then to the second one, and so on; 4. Students are ranked on the master list based on their average study grades; 5. The position of two students can be swapped if the difference between their average study grades is less or equal to the distance. Each solution is evaluated by an allocation evaluation algorithm, which calculates its fitness value. The solution is considered better when there are more students who, in order of importance:
1. Allocated to a preference list instead of an extended preference list; 2. Allocated to a higher-ranking project on their preference list; 3. Allocated to the extended preference list instead of a random allocation; 4. Allocated to the higher-ranking project on their extended preference list; The genetic algorithm is implemented as follows: -The master preference list, vector of average study grades, is represented as a single chromosome; -The initial population is created randomly by producing the PopulationSize number of master lists; -The fitness function counts the number of projects allocated from student's preference list, their extended preference list and the order of the project selected by the student. All of these objectives are combined into a single goal by using weight factors.
-The allocation evaluation algorithm is the fitness function in the algorithm and it calculates the fitness value as a single objective of the genetic algorithm; -A truncation selection is used for the parent selection mechanism. When a PopulationSize number of solutions is generated, the solutions are sorted using the fitness function, and the top two are used to generate the next population as parents; -Selection of genetic operators: uniform crossover, each average study grade is chosen from either parent with equal probability; and mutation, is done using the ChanceOfMutation. The chance of the mutation is increased during the IncreasedMutationCycle for 50% of the population to the value of MaxChanceOfMutation; -The mutation influences the student's average grade using the Distance parameter thus generating a new master preference list; -Termination happens when the MaxNumberOfIteration is reached. Required input parameters for the algorithm are (the number in parenthesis is the best value obtained by using a grid search method in our experiments):
1. AllStudents -A list of students, their preference list and their average study grades; 2. AllProjects -A list of available projects; 3. Distance -Acceptable grade distance for fuzzy master list generation; 4. ChanceOfMutation -Chance of mutation in child chromosome -changing a student grade (best: 10); 5. MaxChanceOfMutation -Higher chance of mutation.
(best: 80); 6. IncreasedMutationCycle -The mutation will be increased every n-th iteration (best: 300); 7. MaxNumberOfIteration -Number of the maximum allowed number of loop iterations (best: 100,000); 8. PopulationSize -Size of one population (best: 15). Output data:
-BestAllocation -List of students' allocations to projects. Algorithm 1 presents the main pseudocode, which includes the calls to all algorithm subparts, which are explained in depth in the following paper subsections.
A. MASTER PREFERENCE LIST GENERATION ALGORITHM
The algorithm generates the master preference list as a strictly ordered list of students ranked by their study average grades. When two students have the same grades, two possible master lists can be generated, depending on the variation in students' position on the list. Different master lists generate different allocations that can affect the number of unallocated students. The algorithm must evaluate all master lists to find the best allocation, one with the least number of unallocated students.
The algorithm can examine only one master list at a time. To analyze more of them, it uses the iterative process. In each iteration, it generates a random master list using the student's Algorithm 1 The Pseudocode for the Main Part of the Algorithm Using the Input and Output Parameters as Defined average study grades. As the number of students with the same grades increases, the number of possible master lists also increases. The maximum number of master lists for N students is N! when all students have the same grades.
Our algorithm introduces the new fuzzy approach to ranking students for the master preference list. It assumes that two students have the same grades even when there are small differences in grades. Ignoring the slight difference allows the algorithm to change the order of these two students in master preference list and to generate more master preference lists, thus creating more allocation solutions.
The distance parameter -one of the input parameters of the algorithm -is the maximum allowed difference between the grades of two students. The maximum value (3.0) for the distance is the difference between the highest (5.0) and lowest (2.0) passing grade.
Algorithm 2
The Pseudocode for the Initial Population Generation When the distance is minimum (0.0), all students are ranked based only on their average study grade. When the distance is maximum, their study grade does not influence the ranking.
The algorithm uses the distance parameter to change the average grade of the students taking care of minimum and maximum grade. When the algorithm calculates new grades, based on the distance parameter, it generates a new master list by ordering students by new grades.
The algorithm utilizes a genetic algorithm to find the best allocation. A chromosome is represented as a vector of average study grades. Elements in the vector are ordered by the student ID and are the same in all chromosomes.
Two algorithms are used to generate the master list: (i) The generation of the initial population;
(ii) The generation of children population. The generation of the initial population creates several initial master preference lists using Algorithm 2. As required by the genetic algorithm, the best allocations are selected as parents for the children population.
Required input parameters are: 1. AllStudents -A list of students, their preference list and their average study grades; 2. Distance -Acceptable grade distance for fuzzy master list generation. The output of the algorithm is the randomly generated master list.
The generation of children population algorithm uses crossover and mutation mechanisms to create a new population, based on parents. Our approach to optimizing the crossover and mutation is to use small mutation probability during most of the process defined in parameter ChanceOf-Mutation. That enables us to investigate all local extremes better and find the most appropriate allocation.
During each IncreasedMutationCycle, 50% of children will have their mutation probability increased to the value of MaxChanceOfMutation. That enables us to move on from the local maximum allocation solution and to investigate other possible ones. The probability of the mutation is the Algorithm 3 The Pseudocode for the Children Population Generation parameter of the Algorithm 3; iteration and mutation probability are assigned in the main part of the Algorithm 1.
Required input parameters for the algorithm are: 1. AllStudents -A list of students, their preference list and their average study grades; 2. Distance -Acceptable grade distance for fuzzy master list generation; 3. Parent1MasterList -The first parent master list; 4. Parent2MasterList -The second parent master list; 5. MutationProbability -Probability for mutation.
B. EXTENDED PREFERENCE LIST GENERATION ALGORITHM
Incomplete students' preference lists may result in students not allocated to projects. The papers in related work used various approaches to solve the allocation of unallocated students. Some used random project allocation [20] , and some introduced a new round of selection [15] , [17] , [22] , [23] .
Our new algorithm uses a different approach to the allocation of unallocated students. It will not lower the number of unallocated students but will allocate them to the project they would most likely choose.
The output of this new algorithm is the new list which contains the ordered list of projects that the student did not select. Projects are ordered in a way the student would most likely order themselves. Further on, this new list will be called the extended preference list.
The idea of the new algorithm is based on recommender systems. Recommender systems have two inputs:
(i) the selection that is made;
(ii) the selection made by others. Their output is the list of new non-selected items.
The required input data -a selection made by othersis not available during the project ranking process done by Algorithm 4 The Pseudocode for Extended Preference List Generation students. Projects change each year, and the data collected in the previous year cannot be used in the current year. Missing input data for the recommender system is the reason why we cannot provide students with suggestions during the selection process.
At the end of the project selection process, all data required to create the extended preference lists using the proposed algorithm 4 is available. When the match is not found using the preference list, the algorithm allocates the project from the created extended preference list.
Required input parameters for the algorithm are:
1. Student -Preference list for one student; 2. AllStudents -Preference list for all students; 3. AllProjects -The list of all available projects.
Output data:
The extended preference list is calculated based on the preference list similarity and project factor. The algorithm calculates both of these values for every student. As the number of students grows, more data is provided, increasing the quality of the generated extended preference list.
Example: In Table 1 , there is an example of the students' preference lists for five students -S1 to S5. Student S1 is the student for which the expanded preference list is created. Students S2 to S5 are students with their preference lists. 
1) PREFERENCE LIST SIMILARITY
The similarity of the student's preference list in our algorithm is based on four similarity values:
1. C1 = The similarity of the first choice; 2. C3 = The similarity of the first three choices; 3. C5 = The similarity of the first five choices; 4. CMax = The similarity of the first Max choices. The steps (1, 3, 5, and Max) are obtained experimentally based on a number of projects that students on average selected in their incomplete preference lists. In our case, the students choose an average of five to twenty projects. If the average number of selected projects is higher, then the steps could be different.
The similarity of choices (C) is defined as a percentage of the same projects chosen in the master preference list by the analyzed student and the compared student. For the first X projects, where X is 1, 3, 5, and Max, the percentage is calculated as the number of selected projects by the analyzed student. When comparing Max number of projects, then a comparison is made for the number of projects that the analyzed student has chosen. When the number of projects on one side is less than the compared number of projects, the algorithm uses all projects on that side for comparison. The similarity is maximum (100%) when both lists contain the same selected projects, ignoring their order. The percentage of 0% indicates there are no same projects.
Two students' preference lists are more similar to each other when they have the same projects ranked higher. The calculation of similarity uses weight factors. The sum of them is 1 (100%). We experimentally defined weight factors as:
1. F1 = 0.30; 2. F3 = 0.28; 3. F5 = 0.25; 4. FMax = 0.17. Suggested values for weight factors are the result of the comparison of a real student's preference list and expanded ones. The method to determine the factors is explained in detail in the B. Extended preference list generation algorithm.
The value of the student's preference list similarity (PS) is calculated as: Table 2 the algorithm compares the preference list of the student S1 with another student's preference list. The similarity for first three choices (C3) with student S2 is 33% (1/3) since they both share only the project P3 on their first three ranks. The total value of similarity of analyzed student S1 compared to student S2 is:
The evaluation algorithm uses the total value of similarity to find the best allocation in combination with project factor. 
2) PROJECT FACTOR
The algorithm calculates the project factor for all projects selected by other students to be compared. The algorithm puts a higher value on projects that are:
(i) Ranked higher on the compared student preference list; (ii) Ranked by a compared student with a preference list containing only a few projects -a short list is considered more curated than a list with all projects ranked. The maximum value for the Project factor is 1 when students choose only one project, and it decreases towards the 0 for project ranked last on a long preference list. Calculation of project factor is not influenced by average study grades of the analyzed student.
The project factor (PF) is defined for a project and a student as:
Max = the number of projects that are chosen and ranked by the student PP = position of the project on the compared student's preference list. For the first ranked one, the value is 1, for the second, the value is 2, and so on.
Example: Table 3 shows a list of projects, P7 to P11, that student S1 did not select. Projects, P1 to P6, that student S1 selected, are not evaluated in the extended preference list. Project rank for P7 for student S2 is calculated as follows: Project for S2 is ranked seventh (PP = 7), the number of selected projects is seven (Max = 7). Therefore: PF = (7 − 7 + 1) / 7 = 0.14.
TABLE 3.
Evaluation order for the projects that student S1 did not select on the preference list, to create the extended preference list.
The extended preference list is calculated by combining the preference similarity list (PS) from Table 2 and the results of the Project factor (PF) for all projects in Table 3 .
3) THE EXTENDED PREFERENCE LIST
The extended preference list, as defined by this algorithm, is the one where:
(i) projects are ordered higher if their project rank is higher preference list similarity (PS);
(ii) the students with greater similarity match ranked them higherproject factor (PF).
If the compared student does not have that project on the preference list, then PF is defined as 0.
Projects on the extended preference list are ranked using the project impact value (PIV).
For n compared students, PIV is defined as:
Projects with greater PIV are ranked higher. The algorithm adds to the extended preference list only the projects where PIV is higher than zero. Example: The value PS is calculated in Table 2 , and the value of PF in Table 3 . The algorithm calculates the impact of the project P8 on the student S2 as: PS (36%) * PF (0.86) = 0.31. The PIV is calculated as the sum of the impact values for project P8: 0.31 + 0.05 + 0.5 + 0.09 = 0.94. The algorithm orders projects by their project impact values and generates the extended preference list for student S1 as shown in Table 4 : P8 (highest PIV), P7, P10, P11, and P9 (lowest PIV). TABLE 4. The project impact value for the projects for student S1.
C. STUDENT ALLOCATION ALGORITHM
The algorithm allocates the students based on the master list and the students' preference lists. During the allocation, all students are evenly distributed to projects.
The algorithm uses the greedy method for allocating the students to the project. It starts with the student on top of the master list and iterates through to the end. For each student, it tries to allocate the student to the first available project on the student's preference list. When there are no places in any of the projects listed in the student's preference list, the same allocation method is applied to the extended preference list. When no project is matched in the extended preference list, a student is allocated to a random project.
The algorithm tracks the maximum number of places in a project to ensure even distribution of students.
In our case, two or three students are allocated to one project. The algorithm calculates the number of projects that can accept three students, and when this is reached, the maximum number of places in a project is reduced by one. That enables the algorithm to solve the problem of minimum and the maximum number of students.
For the fitness function used in the genetic algorithm, the algorithm tracks the order of the project from the preference or extended preference list, as well as the list that is used for allocating the project.
The algorithm to calculate one allocation solution for a given master list is presented in Algorithm 5 in the Allocate students method. When the allocation is performed, the first available project is determined using the method Find first available project.
Required input parameters for the algorithm are: 1. AllStudents -The list of all students and their preference list; 2. AllProjects -The list of all available projects; 3. MasterList -The master list.
Algorithm 5 The Pseudocode for Student Allocation
(i) StudentsAllocations -the allocation of all students.
D. ALLOCATION EVALUATION ALGORITHM
The algorithm uses the allocation evaluation algorithm as the fitness function for the genetic algorithm. The allocation evaluation algorithm grants points based on a project's rank on the student's preference list and extended preference list.
Allocation to the first project on student's preference list gives the maximum number of points.
The allocation to the extended preference list is awarded as well. The points given for the ranked first on the extended list are lower than those given for allocation to project on the preference list. That is because allocation, even to the last project at the preference list, is favored to allocation to the first project of the extended preference list.
Allocation of a student on a random project awards no points, as this is considered the least favorable option. The algorithm awards the same number of points for the student allocated to the project ranked at the 10th or lower.
The evaluation algorithm, as presented in Algorithm 6, calculates the total score as the sum of all awarded points for all allocated students.
The solution with the highest score awarded by the allocation evaluation algorithm is considered the best.
We have experimentally concluded that the numbers in Table 5 -The evaluation table give the best results when comparing the expected output for the best allocation and the one that the algorithm scored as the best allocation.
Other papers do not use the extended preference list. They evaluate an allocation solution based only on the rank of Algorithm 6 The Pseudocode for Allocation Evaluation Algorithm the student's preference list. Our evaluation algorithm also considers the rank on the extended preference list.
Example: For the student who was allocated to a project ranked third on the preference list, 56 points are awarded, and for another ranked at the 12th place on the extended preference list, 12 points are awarded. The allocation score for these two students is: 56 + 12 = 68
V. ALGORITHM EVALUATION
For data collection, we used real data collected on the Seminar course in the academic year 2018/19. During that year, the course had 519 students enrolled, and 244 projects were available. The student's preference list is obtained using the web application form. Student grades for ranking and the list of available projects are retrieved from the Student information system. Collected data was used as input to our newly developed program written in C#.
The genetic algorithm was executed for each distance value 100,000 times to check the influence of the distance to the optimal allocation. The execution for each distance takes about one hour on a standard personal computer. The best-scored allocation is used as a comparison point to other distances. In average, the algorithm finds the best allocation within 25,000 iterations, so a 4× higher number of iterations was used.
The software was executed for distances from 0.0 to 3.0 with the increment of 0.1. During experiments, the distance smaller than 0.1 did not produce significantly different results to be considered.
A. MASTER PREFERENCE LIST GENERATION ALGORITHM
As the distance increases, the number of allowed student permutations in the master preference list raises as well, which creates more master lists. With a larger number of master lists, the number of unallocated students decreases.
The influence of the distance on the number of students' allocations is displayed in Figure 1 . With the increase in distance from 0 to 0.1, the number of unallocated students decreases by 4.2%, from 36% to 31.8%. The number of students allocated to their first project on the preference list increased from 31.8% to 33.1%. When the distance increased to a maximum of 3, the number of unallocated students decreased by 14.4% (from 36% to 21.6%). There are several reasons that about 21% of students are randomly allocated -they are all influenced by our university context. When the context changes, the number of unallocated students may reduce. These are the main difficulties in the project allocation within our context that result in a high level of random allocation of students. Our suggestions on how they can be resolved when possible are: -About 2.5% of students did not make project selections -solution: make the project selection mandatory; -The number of available places is the same as the number of students -solution: increase the number of available places; -Students are allocated strictly based on their average study grade, which as a result allocates the students with higher grades to the requested project -solution: set the distance as high as possible; -Students with lower rank selected higher-ranked projects -solution: influence the lower-ranking students to make selection also among the lower-ranking projects; -Around 14% of projects were not selected by any student -solution: detect these projects in advance and change their content to be more popular, influence the lower-ranking students to choose these projects as well; -The number of selected projects is low -solution: influence the students to select more projects
The score value for each distance is compared to the maximum score value the algorithm obtained. Detailed relation between grade distance and allocation score that the algorithm achieved is shown in Figure 2 .
The results show that increasing the distance by as little as 0.1 significantly improves the score. The results of evaluation change insignificantly for distance higher than 1, which is the result of finding the different best allocation with the genetic algorithm. We repeated this experiment several times, and the chart followed the same pattern in all of them.
The requirement of the Seminar course is to give an advantage in project selection to students with better grades. When the distance is set to maximum, the grades are not used which contradicts the Seminar course requirement.
Fulfilling this requirement is achieved by selecting the distance that does not influence the top 10% ranked students, but still decreases the number of unallocated students. The distance was found experimentally by comparing the allocation to the top 10% ranked students. The difference to the allocation is compared when the distance is zero and when the distance is higher.
The result of this analysis is shown in Figure 3 . When the distance is 0.5, it influences the selection of only 2% of the top students (0.2% of all students), which was acceptable since the number of total unallocated students was lowered by 10% of all students. When the distance is 1, there is one student (2% of the top students) that is allocated to a project higher on their preference list.
B. EXTENDED PREFERENCE LIST GENERATION ALGORITHM
The extended master list does not influence the number of unallocated students but changes the way they are allocated. When the student cannot be allocated to the project in his preference list, the algorithm will try to allocate it to the project in the extended preference list. When no project from this list can be allocated, the student is allocated to the random project.
Our experiments have shown that by using the extended preference list, up to 76% of students were allocated according to it, and only 24% were randomly allocated. This significantly improves allocation without the extended preference list where all unallocated students are randomly allocated.
Our algorithm calculates an extended preference list for all students who have made at least one choice. Validation of the extended preference list was conducted on students who selected between five and ten projects using a similar method to the one used for machine learning -shortening the list. More than 50% of all the students selected between five and ten projects.
For each of these students, the last project they put on their preference list was removed so it can be used for validation. Lists with more than ten projects were not a good model for the selection. During a manual review of the longer lists, we found out that some students tended to select unrelated projects. Shortening a list with less than five projects did not provide enough data for our algorithm to find a valid match.
Such a shortened list was used to calculate extended list preferences. Then a comparison was made with the removed project and the first project in the extended preference list. The extended list was considered valid if the two projects match.
Weight factors are an important part of calculating the similarity of the preference list. Our algorithm uses four similarity values C1, C3, C5, and CMax to calculate similarity choices. They use the corresponding weight factors F1, F3, F5 and FMax.
The values of the weight factors required by the extended list calculation algorithm were determined experimentally by comparing the relationships between values assigned to factors 1; 1,000; and 10,000. These values were selected in order to change the comparison results. Other values were analyzed, such as 0.1, 10 and 100, but they did not provide such a contrast. Table 6 shows the results of such analysis. The percentage of matches is shown in each cell where red represents a lower percentage while green is higher. This analysis shows the best correlation of these factors. The best matches are found when F1 = F3 = F5 and the FMax value was lower than the other weight factors.
Our algorithm calculates the student's preference list similarity (PS) as a percentage (0% to 100%), and requires that the sum of all weight factors is 1, defining the factor as follows:
The results from Table 6 are scaled so that their sum is equal to 1 as required by our algorithm. After the values were scaled, we looked for the best values for weight factors. Table 7 shows the results for the analysis when the weight factors are 0.25, 0.28, 0.3, and 0.33. Using the calculated values for the weight factors (F1=0.3; F3=0.28; F5=0.25; FMax=0.17) we achieved a 93.1% success rate. Other values were also analyzed, but their matching percentage is lower than the best result. We manually analyzed invalid matching and concluded that the main reason was the unusual selection of projects by these students. In most cases, it is the result of a different scientific area of the last selected project compared to the previous ones. The reason for this selection may be related to the teachers leading these projects.
These values depend on the choices that students make, and another set of preferences may require different weight factors. The method described for determining the best weight factors is not affected by the preference list, and can be used to determine the best weight factors for other sets.
C. COMBINED RESULTS FOR OUR ALGORITHM
A combination of all suggested algorithms shows improvement by up to 25% in both the reduced number of unallocated students and randomly allocated ones.
Even when the distance is set to zero, where improvement is based just on the extended preference list, the number of randomly allocated students is significantly reduced. By increasing the distance, improvement is based on both the fuzzy approach for the master list generation and extended preference list.
When the recommended distance of 0.5 is used, the overall quality of project allocation from a preference list is raised by 10%. Additional 15% of students are allocated using an extended preference list, while still retaining the project allocation for top students, making a total improvement of 25%. The influence of combining all algorithms correlated with the distance is shown in Figure 4 . 
D. EVALUATION WITH THE DEFERRED ACCEPTANCE ALGORITHM
We compared our algorithm to the Deferred Acceptance (DA) algorithm [14] (also known as the Gale-Shapley algorithm).
The DA algorithm requires the same number of students and available projects. To define the project limits (two or three places) we used the number of students allocated to projects from our algorithm when the distance was set to zero.
The master preference list is used as a project preference list. The DA algorithm requires a strict list so we ranked students with the same grades at random. Student rankings affect the results of the DA algorithm, so we executed the DA algorithm 15,000 times and used the best result -the one with the least number of unallocated students. Table 8 shows the student allocation for both algorithms. For this comparison, we did not use the extended preference list and random allocation in our algorithm to solve the problem of unallocated students. With this change, the output of both algorithms should produce comparable results for the same input values. The use of the extended preference list and random allocation in our algorithm influences lower-ranked students and results cannot be compared. We compared the DA algorithm with ours for several distance parameter values: 0, 0.1, 0.2, 0.5, and 3. When the distance is 0, the results are similar to the DA algorithmmore than 95% of students are allocated to the same projects as with the DA algorithm.
The difference in allocation is the result of students having the same average study grades and the same projects on their preference list -the allocation in this instance is random and may produce different results.
When only the number of unallocated students is considered, our algorithm gives the best results with the distance parameter set to 3, but even with a small increase in distance of 0.5, the number of unallocated students decreased by about 8%.
When comparing allocation based on project position on the student preference list, our algorithm produces slightly better results than the DA algorithm because more students are allocated to the projects ranked higher on their preference list.
Our algorithm, in addition to the number of unallocated students, includes other quality measures, defined in the Section IV Algorithm proposal, which includes the project order in the student's preference list and its order in the student's extended preference list -none of which are used by the DA algorithm.
When an extended preference list and random project allocation are used in our algorithm, the analysis shows that our algorithm will assign more higher-ranking projects to higher-ranking students than the DA algorithm. The allocation of higher-ranking students (top 50%) to projects, based on project rank, is shown in the Figure 5 . The ranking of the popularity of the projects is determined by the number of students who put them on their preference list -a project is considered more popular when more students have it on their preference lists. As shown in Figure 5 , the DA algorithm allocated the top 50% of students mostly to projects ranked below 50% on the project popularity scale. Our algorithm assigns the top 50% of the students to mostly top-ranked projects when the distance was set between 0 and 0.5 -This is one of the goals for our university context -to provide an advantage in project allocation to the best students.
The difference in allocation occurs because the DA algorithm allocates unallocated students randomly after completing the allocation algorithm. Our algorithm allocates a student using its extended preference list and then randomly -this allocation is made before the next student is allocated.
VI. DISCUSSION AND CONCLUSION A. THE SUMMARY OF FINDINGS
After implementing and evaluating our algorithm, we propose the following answers to our research questions:
RQ1: How can the number of unallocated students be reduced while retaining the importance of study grades in the master preference list?
This paper found that fuzzy approach in the master preference list based on the average study grade has a significant influence in the Student-Project Allocation. The fuzzy approach introduced the term distance that defines the range of possible grades, which in turn set rank variations between students.
With a minimum increase of distance value, the number of unallocated students drops significantly while having a negligible influence on top students. The maximum distance creates the minimum number of unallocated students but ignores the average rank of the students, thus contradicting the requirement -students with better grades should have an advantage in project allocation.
Current approaches to solving the Student-Project Allocation problem, such as increasing the number of places [19] and analyzing the satisfaction of students and teachers [21] , also minimize the number of unallocated students but ignore the study grades.
Using the fuzzy approach and introducing the distance, the number of unallocated students was reduced in our setting by 10%, with virtually no impact to the top-ranked students -thus retaining the importance of the study grades in the master preference list.
RQ2: How can the quality of allocation in the Student-Project Allocation problem be increased when students' preference lists are incomplete?
This paper found that the allocation quality of unallocated students can be greatly improved when the extended preference list is introduced. This extended preference list is created by comparing the similarity of matches between students and their interests in projects. Inspired by the recommender systems, the extended preference list represents the ranked list of projects that a student did not but would like to rank.
The algorithm uses the extended preference list as an extension to the student's preference list. When the student cannot be allocated to a project from the preference list, the extended one is used. Our approach enables allocation of better-ranked students to more attractive projects. This paper shows that more than 75% of unallocated students can be allocated using the extended preference list.
We checked the results using the student's preference list as the training and verification data -similar to supervised learning in machine learning algorithms -as described in V Algorithm evaluation -B. Extended preference list generation algorithm. The student's preference list was shortened, and the extended preference list generated by the algorithm was compared to the full list created by the student. Our comparison, using the described parameters, has shown more than 90% of matches between the original and the generated extended preference list.
Usage of extended preference list does not require any additional action by the students, such as the ones introduced by other researchers -the second round [15] , [17] , [22] or trade mechanism [23] . It also increases the allocation quality of unallocated students when incomplete lists are used, which was not addressed in previous works.
B. RECOMMENDATIONS
This paper found that the distance can be selected so that it does not influence the allocation of top-ranked students but still significantly improves the number of allocated students. Based on our results, we recommend to set it up to 0.5. The exact value can vary depending on the number of students and grades variation.
Our approach of using the distance is applicable only when the study grades in the master preference list are important, such as in our setting. When the rank of the students is of no importance, other methods such as [17] , [19] - [23] can also be used.
The results show that the extended preference list can improve the allocation quality for unallocated students. As shown, it is applicable even when the list of projects is too large for students to rank all of them, as required by [13] , [24] .
The extended preference list can be used in combination with other algorithms, such as an extension to Abdulkadiroğlu et al. [23] , where trade mechanism can be used after the students are allocated to projects from their extended preference lists. Also, the extended preference list can be used to place ranked non-selected projects at the end of the student's selection, as an additional to the approach used by Anwar and Bahaj [20] .
The extended preference list is not applicable to problems where the second round is introduced since students would be excluded from the second round if the algorithm allocates them to a project from their extended preference list.
C. LIMITATIONS
One of the limitations of this research was the constitution of the sample. The paper includes students and projects selection in a period of one year. Each year the list of projects, as well as students' preference lists, changes, which would result in a different percentage of allocation success.
The second limitation of the research is having around 15 students with the same study average grade; when the distance is 0.2, there may be up to 80 students included in the variation for the same grade. Therefore, the results might not translate to a different student population, particularly when the number of students and their grade similarity is greatly reduced.
D. SUGGESTIONS FOR FURTHER RESEARCH
Further research will focus on the extended preference list. First, we will look into the creation of the extended preference list with a fewer number of students and projects. As our current research shows, the extended preference list can be created when there is enough data gathered from students. When there is a limited number of students, the data obtained is heavily reduced, which may impact the generation mechanism.
Second, other methods for looking into the solution will be examined, such as machine learning, especially the supervised learning, which could lead to a better generation of extended preference list.
Third, additional mechanisms for allocation avoidance will be investigated. Current implementations of a two-way allocation problem assume that the student can be allocated to any project. There can be cases where students cannot be allocated to particular projects because they do not fulfill the particular project requirements.
E. CONCLUSION
The Student-Project Allocation problem has many applications in the educational environment [1]- [4] , [15] - [18] .
However, depending on its setting, the method to solve it might change significantly. In this paper, we examined the problem of the Student-Project Allocation in an environment where a number of students are allocated to a number of projects. Students with higher grades must have an advantage in project allocation. The allocation was implemented and tested to allocate more than 500 students to more than 200 projects at the Seminar course at the University of Zagreb.
The master list was created as a ranked list of students ordered by their average study grade. The other side of the two-sided matching is the preference lists created by students. These lists are incomplete since students ranked only some of the projects on their lists. A combination of the incomplete students' lists and advantage requirement leads to the unallocated students.
A fuzzy approach was used to create a better allocation while still retaining the importance of the master list. This paper provided evidence that fuzzy approach can successfully be used to retain the importance of ranked master list and reduce the number of unallocated students.
Even with the introduction of the fuzzy approach, some students remained unallocated. To address this problem, a new method was introduced -generation of the extended preference list. To check the validity of this list, an existing student's preference list was shortened and used for the extended preference list generation. Both the generated extended preference list and the original preference list were compared, producing significant similarities.
The new algorithm that combines our new fuzzy approach with the newly introduced extended preference list shows an increased quality of the Student-Project Allocation. The combination of new or improved algorithms retained the importance of the study grade master list and allocated the students to the desired projects increasing the overall quality of allocation by more than 25%.
