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Abstract
This thesis investigates the developm ent, control, modelling and analysis o f  single-phase 
tubular linear induction actuators (TLIA) for the  application o f  m ulti-point positioning.
A  novel TLIA  has been successfully developed in the research project. This actuator 
makes use o f  the electrom agnetic induction principle to  produce a force that varies w ith 
displacement and can be controlled by the voltage/current applied at its terminals. This 
enables the position o f  the actuator to  be controlled by a proper external circuitry. Its 
structure is simpler, com pared with traditional TLIA. W ith the exercise o f  com puter 
aided design and analysis a m onotonously decreasing control characteristic has been 
obtained. This makes the actuator inherently suitable for stepless positioning under both 
open loop and closed loop control.
The positioning w as realised by changing the term inal voltage applied to  the actuator in 
the actual system. Tw o form s o f  pow er supply units (PSU) have been studied. One is a 
triac controlled a.c. line phase controller. The other is a single-phase variable-frequency- 
variable-voltage a.c. converter using PW M  technology. B oth P S U s’ outpu t voltage can 
be controlled by a D SP board configured as a closed loop control system. A lthough the 
PW M  PSU  is a  little m ore com plicated than the triac based one, it offers better 
perform ance and m ore flexibility in control methods.
A  second order spring-m ass-dam per system w as used as the fundamental model o f  the 
actuator system. The control algorithm consists o f  a digital controller, a non-linear 
correction based on the inverse function m ethod and an explicit friction com pensation 
w ith the Coulomb friction model. W ith the digital control technique, the restrictions in 
the characteristics o f  the actuator have been im proved significantly.
To get an in-depth insight o f  the electrom agnetic phenom ena happening inside the 
actuator and to  function as a CAD tool, a general-purpose axi-symmetric FE M  package
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has been developed for the com putation o f  transient electrom agnetic field. It can deal 
w ith various forms o f  pow er supply from  standard current excitation to  voltage 
excitation by coupling an external circuit w ith the electrom agnetic field equations. A 
decom posed magnetic vector potential (D M V P) m ethod, which is based on the indirect 
coupling o f  external circuit equations, has been proposed  to  deal w ith transient eddy 
current problems under voltage excitation coupled with external circuit equation. 
Com parisons between the direct coupling m ethod and the D M V P indirect coupling 
m ethod have been made. It has shown that the  proposed  new  m ethod can reduce the 
C PU  tim e and storage considerably. Also a new  m ethod to  im prove the accuracy o f  
M axw ell’s stress tensor based force calculation has been proposed along w ith a 
fundam ental analysis o f  various sources w hich cause the error in force com putation. The 
proposed force calculation scheme can achieve tw o goals: elimination o f  the path- 
dependent sensitivity and improvement o f  the  accuracy in the force calculation.
C om putation o f transient tem perature field has been studied as well by FEM . The FE M  
package for electrom agnetic field com putation has been further expanded to  incorporate 
the function o f  transient tem perature com putation. The coupling betw een the 
electrom agnetic field and the tem perature field w as treated in an indirect way. 
Experim ental tests have been carried ou t on a pro totype TLIA  to  verify the FE  
simulation. A good agreem ent betw een the com puted and the tested  results has been 
obtained.
Finally the newly developed TLIA, P S U  and D SP-based controller have been put 
together to  form a complete integrated positioning system. A pplication as a multi-step 
positioning control system has been successfully achieved.
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1  INTRODUCTION
1.1 Review of Linear Actuators
The increasing use o f  control techniques in modern process autom ation requires a variety 
o f  actuators w ith m echanical output. W ith regard to  the existing actuators, they generally 
fall into three catalogues: electrom echanical actuators, fluid pow ered actuators and 
alternative principle actuators (piezo, magneto-strictive, memory m etal actuators, etc.). 
Pneum atic and hydraulic devices can produce very large forces from very small units, and 
there is no doubt that this type o f  actuator is supreme for the force/w eight criterion. On 
the other hand, they require a considerable amount o f  auxiliary equipment that must be 
kept running even w hen the actuato r is not in action. Usually their dynamic perform ance 
can not match those provided by electric devices. In low pow er applications, 
electrom echanical actuators are extensively used. Those devices that can directly 
generate linear m otion have attracted  more study recently because o f  their 
unconventional structure and w orking principle [ 1 —7]. Linear electric actuators belong to 
the group o f  linear electric m otors (LEM ) which have classifications corresponding to 
their rotary counterparts [8], such as 
o d.c. or perm anent m agnet m otors
° a.c. m otors (asynchronous induction, synchronous including reluctance and stepping 
m otors)
o Hybrid m otors
W hen linear actuators/m otors are used in positioning application, w e can also classify 
them  in term s o f  positioning range which can be roughly divided into four scales, varying
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from very small to  small, m edium  and large positioning ranges that roughly correspond 
to jjm, mm, cm and m units o f  scale respectively. The suitable application areas for 
different forms o f  linear actuators are largely pre-determ ined by their w orking principles. 
Generally they can be sum m arised as follows:
•  Piezoelectric, m agneto-strictive actuators: very small positioning range w ith very 
high force/weight ratio
® Electromagnets: small positioning range with medium force/weight ratio
• Linear d.c./step motors: small and medium positioning range w ith small/medium 
force/weight ratio
® Linear a.c. motors: m edium  and large positioning range with m edium  force/w eight 
ratio
Since our application will cover a small — medium range o f  positioning, the suitable types 
o f actuators seem to be electrom agnets o r linear d.c./step m otors, according to  the  above 
general classification.
Electrom agnets can provide m edium  tractive stress up to  20-60N /cm 2 rating w ith high 
positioning accuracy, if  the  positioning range is less than 5mm. D ue to  the  saturation o f  
magnetic material that increases m agnetic reluctance, extension o f  the positioning range 
is limited to 20-25mm, accom panied by a dramatic drop in the pow er/w eigh ratio. Linear 
d.c./step m otors can provide m uch w ider positioning range, but they have the 
disadvantages of: (i) limited positioning resolution for linear step m otors; (ii) higher costs 
in the electronic/mechanical com m utators for linear d.c. motors. Therefore it is 
interesting to  study other possible form s o f linear induction devices w hich may be 
developed for certain positioning applications in the small/medium positioning ranges
Usual linear induction m otors (LEVI) are used in long distance delivery o r transport, due 
to their poor positioning accuracy in small and medium range [9—11]. H ow ever they 
possess the advantages such as simple and robust mechanical structure, low  cost and 
little maintenance. O ur previous research has revealed that there is high potential that 
LIM s can be improved by innovative designs for small/medium range applications with 
high positioning accuracy [7,12], This provides the basis for this research.
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1.2 Tubular Linear Induction Actuators
Structurally, the layout o f  a L IM  can be a flat or a tubular form, which can be configured 
with single-sided or double-sided windings. Their common configurations are shown in 
Fig. 1.1 and Fig. 1.2.
The obvious advantage for a flat structure is its open secondary structure  that enables 
long distance travelling. On the o ther hand, the tubular structure has the advantage o f  
com pactness that eliminates the end-winding connection and hence the relevant losses 
which are inevitable in a flat structure. H ow ever, owing to  the mechanical reason that the 
secondary core must be exactly in the  centre o f  the primary core, o r vice versa, tubular 
structures are only suitable for applications involving with small and middle range o f  
positioning control systems. This will not pose problems in our research that only 
involves positioning applications w ith small/medium stroke. Therefore, the  tubular linear 
induction principle has been chosen as the fundamental form in the developm ent o f  our 
positioning actuator.
The operational principle o f  a TLIA  is similar to  a rotary induction m oto r [10,11]. There 
are several ways to explain the principle, o f  which the electrom agnetic induction theory 
is used here for its clarity. First o f  all, there is a primary winding which generates a main 
electrom agnetic field travelling along the direction o f  mechanical m ovem ent. This 
travelling electrom agnetic field induces an electric potential and eddy current in the 
secondary. The induced eddy current interacts w ith the main m agnetic field and 
generates an electrom agnetic force betw een the primary and the secondary. The principle 
is also illustrated in Fig. 1.3
The traditional method to  generate a travelling electrom agnetic field is by using multiple- 
phase windings located at different mechanical positions. The m ulti-phase windings 
should be energised w ith a.c. current with different phase angle for each winding. O ther 
configurations, such as a shaded-pole structure and split-phase structure, etc., have an 
electric mechanism to produce the equivalent effects o f  multiple-phase w indings. Those 
induction machines have a com m on characteristic similar to that shown in Fig. 1.4(a).
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1 —  primary, 2 —  secondary
Fig. 1.1(a) Flat single-sided LIM Fig. 1.1(b) Flat double-sided LIM
1 —  primary, 2 —  secondary
Fig. 1.2 (a) Tubular single-sided L IM  Fig. 1.2(b) Tubular double-sided L IM
Stator (Primary)
Fig. 1.3 A  double-layer three phase winding o f  a single-sided LIM  with short-sta tor
U n i v e r s i t y  o f  A b e r t a y  D u n d e e
1. Introduction 5
Fig. 1.4(a) General characteristics o f  LEVI
Fig. 1.4(b) D esired characteristics for positioning application
The characteristic o f  Fig. 1.4(a) is suitable for traction purpose. F o r a positioning 
purpose, a m onotonously decreasing characteristic like Fig 1.4(b) is desirable. It means 
that, instead o f  the traditional configuration o f  a LIM , new  structures for those TLIA s 
used for short stroke positioning applications should be sought after.
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1.3 Development of a Single Phase TLIA for Positioning System
LIM s/TLIA s usually have a similar winding configuration and pow er supply as their 
ro tary  counterparts. The com m on way to  make use o f  a single-phase pow er supply is to  
build an auxiliary w inding along w ith the prim ary w inding to  assist the generation o f  a 
travelling electrom agnetic field. Is it possible to  rem ove the auxiliary windings as to  
simplify the structure? W e have observed some phenom ena that w eights can be lifted by 
a single a.c. coil even w ithout any auxiliary winding/coil, such as the ‘jum ping ring’ and 
‘a.c. magnetic levitation’ shown in Fig. 1.5.
Fig. 1.5(a) jum ping ring
Conducting plat
Fig. 1.5(b) a.c. magnetic levitation
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A lthough the ring or the plate, made o f  conducting material, can be considered as an 
equivalent auxiliary winding which helps generation o f  travelling field, it is better to  put 
this into another category in which the asymm etric magnetic structure is the main 
m otivation behind the phenom ena. This is a bit similar to  reluctance m otors, but not the 
same. Apparently, if the structure is symmetric, such as those show n in Fig. 1.6, w e 
could not expect a net average force to  be generated on the secondary - the conducting 
ring. E lectrom agnetic forces are actually generated on the secondary, but they are 
cancelled by the symmetry o f  the structure.
So w e com e to  the idea to  develop a novel single phase TLIA by making use o f  the 
asym m etry in structures. Previous research has been carried out on tw o actuators: X I 
core TLIA  and the TLIA -0 that are shown in Fig. 1.7 and 1.8 respectively. The research 
has revealed that these tw o  actuators are only suitable for fast traction  applications. W e 
need to  modify the design to  accom m odate the  requirem ent for m ulti-steps positioning.
N -tum  Conducting Ferro-material with N-tum
(F=F i-F2=:0, i f  two coils are identical and p=oo)
Figure 1.6 An symmetric electrom agnetic structure generates zero net forces
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Fig. 1.7 The X l-core  TLIA
Fig. 1.8 The TLIA-0
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1.4 About the Project
This research project is financially funded by AT&T GIS Scotland. It requires to  develop 
a single-phase TLIA  and its associated m ulti-step positioning control system. A t the 
actuator side, its emphasis is to  achieve a small size TLIA  w ith a proper control 
characteristic. That means different structure configurations should be investigated to  
assess their perform ance, capability and characteristics for positioning applications. 
Com puter aided analysis by FEM  is used for the design o f  actuators. On the o ther hand, 
control m ethods and electronic devices, including pow er supply units and digital control 
hardw are, should be studied and developed along w ith the developm ent o f  actuators. 
Intensive theoretical studies on the actuator, electronic drive and control m ethod should 
be carried out in order to  fulfil the target o f  the project. To verify the theory and the 
technology adopted, a practical system should be built up. Therefore this is an exercise in 
research and developm ent o f  system engineering.
1.5 Major Aspects of the Research
This research covers extensive investigation o f  the TLIA  positioning system from 
theoretical and experimental studies to  practical engineering realisation. Details can be 
summarised as follows:
(1) C om puter aided design o f  new  TLIAs. The CAD w ould be based on the 
electrom agnetic field com putation in tim e harmonic form by FEM . The criterion o f  
the design w as concentrated on the geom etric structure configuration to  obtain good 
characteristics for positioning application, which involved many related topics such 
as the dynamics, size, stroke, thrust, linearity o f  control characteristics, etc. Also, 
since the CAD tool can only process a given structure am ong the possible 
configurations o f  potential TLIAs, the operating theory o f  TLIA s should be 
intensively studied to  achieve im provem ent o f  the design, and to  avoid fruitless 
trails.
(2) Experim ental investigation o f  different TLIAs. Experim ents should be designed to  
investigate the characteristics o f  the TLIA  developed. Characteristics obtained from 
the experim ent w ould be used for the design o f  PSU s and the design o f  control
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algorithms. They w ould also serve as an effective verification to  the  proposed 
methods. Experim ents will also reveal problem s that have not been considered, but 
should be fully considered in the design.
(3) Developm ent o f  CAD tools. There w ere four tasks here:
o D evelopm ent o f  the tim e-harm onic FE package for the com putation o f  
electrom agnetic field.
» Developm ent o f  softw are to  simulate transient electrom agnetic field by FEM , which 
should take account o f  m ore real operation conditions such as voltage-driven, 
sw itch-m ode pow er supply.
o Investigation o f  the  accuracy problem  in force calculation, particularly in the 
M axw ell’s stress tensor (M ST) based m ethod implemented by FEM .
® Developm ent o f  softw are to  simulate transient tem perature field by FEM . This will 
com plete the analysis tools for design, given the im portance o f  tem perature rise in all 
electric machines.
(4) Design and fabrication o f  a triac PSU  with digital control interface. This w as the first 
PSU  to  be build for its simplicity and low -cost. For a TLIA  w ith back-to-back 
configuration, a single-input control m ethod will be used to  reduce the requirem ent 
to  the control hardw are and software.
(5) Design and fabrication o f  a PW M -controlled PS U  with digital control interface. 
Since the triac PSU  has some inherent lim itation for accurate positioning, a m ore 
sophisticated pow er supply device based on PW M  switch-m ode technology w as 
needed. For the research purpose, it w as designed to  be a variable voltage inverter 
w ith an adjustable ou tpu t frequency. M any engineering problems, such as switching 
pow er loss, electrom agnetic interference, protection, etc., w ere to  be tackled. In 
addition to  single-input control model, this PSU  should be able to  w ork  in tw o-input 
control m ode to  allow m ore flexibility o f  control configurations. Since a D SP was to  
be used to  implement control algorithm, both the triac PSU  and the PW M  PSU  
should be designed w ith control interface compatible w ith the A/D and D /A  
converters on the D SP board.
(6) Developm ent o f  a digital control algorithm  and the associated program  coding. 
Based on the experimental results o f  the control characteristics, a  digital controller 
w as to  be designed to  implement a closed loop control o f  positioning. These
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involved study o f  digital control theory, m icroprocessor hardw are and A/D & D /A  
configuration. Assembly language w as required to  implement the real-time digital 
control algorithm  on a DSP.
(7) Realisation o f  a closed loop positioning control by using D SP control technology for 
the system com prising o f  the TLIAs and PSU  developed in this project. Finally the 
w hole positioning system should be integrated on an experim ent rig to  conduct real 
positioning application. D em onstration should be given to  the  company to  prove the 
successful fulfilment o f  the project.
1.6 Outline of the Thesis
F or such a com plete engineering project there w as obviously m uch engineering w ork  
involved in addition to  theoretical studies. H ow ever, this thesis is planned to  explain 
mainly the theoretical and experimental studies involved in the w hole project. They are 
divided into nine chapters that are arranged as:
C hapter 1 is an introduction about tubular linear actuators and the background o f  the 
research project. A fter a brief review  about linear actuators, focus is put on the single 
phase TLIAs and their prospects in positioning applications. By the end, the theoretical 
and technical achievements are outlined.
In Chapter 2, the main objective is to  design a novel TLIA  that is suitable for positioning 
application. The analysing m ethod used to  aid the design is based on the com putation o f  
tim e-harm onic electrom agnetic field by FEM . Firstly several conceptual designs have 
been studied by the FEM  analysis. They w ere then m anufactured and experimented. 
Com parisons am ong these prototype actuators w ere made. A  back-to-back TLIA  w ith 
descending control characteristics w as selected for the realisation o f  closed loop 
positioning control.
In o rder to  investigate the  electrom agnetic field happening in actuators driven by sw itch­
m ode pow er supply, a simulation softw are based on FEM  m ethod has been developed in 
C hapter 3, which indirectly couples external circuit equations with the M axw ell’s 
electrom agnetic field equation. D ue to  the very small tim e-steps that are required in
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simulating the transient electrom agnetic field driven by switch-m ode pow er supply, a 
new  eddy current model based on the decom posed magnetic vector potential (D M V P) 
m ethod has been proposed to  accelerate the computation. Com parisons w ith other 
m ethods have been carried out. It has shown that a considerable C PU  tim e can be saved 
under certain conditions.
The calculation o f  thrust force through FEM  com putation looks simple, but it still suffers 
from the fact that the force accuracy is dependent on the integral path, the m esh size and 
distribution, the shape function, etc. A lthough the M ST m ethod is universal, its error is 
m ore susceptible to  mesh discretization and integral path. In C hapter 4 starting w ith the 
investigation o f  various sources o f  errors through a fundamental theoretical study, a new 
m ethod is proposed to  improve the accuracy o f  force calculation and also to  eliminate 
the path-dependency. Then several numerical experiments w ere carried out to  show the 
effectiveness o f  the proposed method.
Chapter 5 discusses the com putation o f  transient tem perature field. W e know  that 
tem perature rise plays a very im portant role in the safe operation o f  electrical devices. 
F or our current design, there is not forced ventilation m easures to  cool the actuator. 
Because the existence o f  eddy current induced in the plunger o f  the actuator is necessary 
to  produce a thrust force, the tem perature rise mainly caused by the eddy current loss 
will becom es a critical issue which determ ines the actuato r’s thermal capability. The 
FEM  simulation software developed for electrom agnetic field com putation has been 
expanded to  incorporate the function o f  the com putation o f  transient tem perature field. 
The experim ent on an actual actuator was carried as well to  verify the com puted results. 
The critical tim e for continuous safe operation can then be determined w ith the aid o f  the 
com putation o f  the distributed tem perature field.
From  Chapter 6, w e move on to  the design and developm ent o f  PSU s and realisation o f  
positioning control. In Chapter 6, a  triac controlled PSU  w as designed to  match the 
specifications derived from  the TL IA s’ tests. B oth  design and analysis have been 
presented. The actual circuit has been fabricated and tested  to  drive TLIA s successfully.
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To obtain higher perform ance and m ore flexible control o f  TLIAs, a PW M  single-phase 
inverter has been developed in C hapter 7. Similar to  the previous chapter, both design 
and analysis have been presented. Some issues particular to  high-ffequency/high-voltage 
switching, such as switching losses and electrom agnetic interference, are discussed as 
well. The inverter has also been physically fabricated and tested. This proves the 
successes o f  the design.
C hapter 8 is on the digital control o f  positioning by using DSP. At first, the theory o f  
digital controller design is studied with the model o f  a general second order linear plant. 
N on-linear correction and dry friction com pensation are discussed thereafter. Then som e 
technical key factors on hardw are and software im plem entation on a D SP are stressed to  
get the control algorithm  w ork  on the actual hardw are, simply because w e will start from  
a general-purposed D SP board  instead o f  specialised one. Finally w e dem onstrate the 
positioning application w ith our TLIA, PSU  and D SP controller. W e will com e to  see 
that good results have been achieved as system engineering.
Finally w e com e to  the conclusions to  the w hole project in chapter 9. Achievement has 
been summarised there briefly in addition to  the conclusion at the end o f  each previous 
chapter. For the purpose to  help further research, it holds a special section to  discuss 
topics on how  to  improve the TLIA  positioning system. It also looks forw ard to  the 
future developm ent o f  the proposed methods.
U n i v e r s i t y  o f  A b e r t a y  D u n d e e
2 COMPUTER AIDED DESIGN OF 
SINGLE-PHASE TLIA
2.1 Introduction
Traditionally electrom agnetic devices have been designed by combining empirical rules 
based on experimental evidences w ith simplified mathematical models [13]. M ost o f  
these m odels consist o f  magnetic equivalent circuits postulated on the basis o f  experience 
and intuition. From  the design engineer's view point, they are relatively easy to  apply. 
H ow ever, they are usually restricted to  a narrow  class o f  devices because the various 
correction factors are empirically introduced. W ith the increase o f  specifications and the 
structural complexity, the traditional design rules are no longer adequate and suffer the 
inability to  accom m odate new  situations that are frequently encountered in the 
developm ent o f  new products. Only numerical analysis is capable o f  dealing w ith both 
the geom etric complexity and various material properties. Therefore, design by analysis, 
instead o f  by rules, means at the very least com puter aided analysis and increasingly has 
com e to  m ean full-fledged com puter aided design [14,15],
CAD has grow n to  occupy an im portant role since 1960s. Design by analysis, based on 
reasonably detailed solution o f  the underlying electrom agnetic field problem s, becom es a 
norm al practice nowadays [16]. M ost CAD softw are packages, com m only know n as 
turnkey systems, are created by integrating m ajor com ponents that could include 
geom etric modelling, design analysis, engineering drafting and data m anagem ent, etc., 
w here numerical analysis usually plays the kernel role o f  the w hole CA D  package. 
Instead o f  buying an expensive turnkey CAD system, a FE softw are from  previous 
research has been adopted as the frame w ork  for further im provem ent involved in the 
developm ent o f  the CAD analysis too l for the design o f  TLIAs. A lthough the original
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softw are has a limited capability in both analysis and data m anagem ent, it still has enough 
potential to  be im proved to  m eet the requirem ents o f  the project. In addition to 
developing new m ethods to  enrich the softw are, which will be discussed in the next tw o  
chapters, efforts have been made on such w ork  as reorganising storage m anagement o f  
the solver, enlarging nodes/m eshes' limits, accelerating solution, auto-m esh generating, 
e rro r checking, etc.
In optimising old designs o r developing new products by CAD tools, one o f  the principal 
responsibilities for design engineers is to  synthesise the product based on certain 
concepts the designers have regarding their nature. The synthesis usually involves 
selection from a num ber o f  options, some o f  w hich may perform  better than the others or 
m ay be easier to  m anufacture and maintain. A designer thus tries to  optimise the design 
even before it is created. In  the CAD o f  electrom agnetic devices, there are three m ajor 
categories o f  design m ethodologies:
9 Traditional designer-guided optimal (D G O ) m ethod w ith the aid o f  numerical 
analysis o f  electrom agnetic field [17]. M odifying material p roperty  and geom etry is 
made by the designers’ interventions according to the previous results from  
numerical analysis and their knowledge.
o Optimised G eom etry (OG) M ethod [18]. It aims at obtaining an optimised geom etric 
shape and dimensions o f  specific features by starting from a pre-determ ined structure 
and materials base under certain constraints. Its effectiveness depends on the 
optimising algorithm.
© Optimised M aterial D istribution (O M D ) M ethod [19]. It a ttem pts to  synthesise a 
device by starting from  a specified region w ith very simple m aterial com binations or 
even an empty space.
The current state is tha t the D GO m ethod has been accepted for wide range o f  
application, the O G  m ethod has found some applications in certain areas, and the OM D 
m ethod is just at the initial stage o f  research.
The design and optimising o f  TLIA s’ developm ent are m ore or less qualitative in nature, 
due to  lack o f  experience in both m anufacturing and operation. Its geom etric shape and
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perform ance specification are wide open to  be determined, which should be m uch 
dependent on applications. As w ith all qualitative analysis, it is extrem ely difficult in m ost 
cases to  obtain mathematical equations - the objective function in optim isation theory  
through which the quantitative optim isation could be arrived at. So, in this chapter no 
attem pt is made to  develop optim isation techniques for design synthesis. The D G O  
m ethod is employed with the numerical com putation o f  tim e-harm onic eddy current field 
to  exercise the CAD.
2.2 D evelopm en t o f D esign A nalysis Tools
The analysis tools for design purposes are mainly FEM  packages that carriy out the 
com putation o f  the electrom agnetic field. The quasi-static/tim e-harm onic eddy current 
model will be applied at the conceptual design stage [20-26], Once a preferable design 
has been arrived at, m ore accurate transient simulation could be carried out by the 
m ethod developed in chapter 3. The design tools, including the FEM  solver, pre­
processor and post-processor, are based on the original ones that w ere developed in the 
previous research. The m ajor w ork that has been done relevant to  this project w as on 
accelerating the solution, improving the pre-processor to  ease the use o f  FEM , and 
improving the force calculation accuracy in the post-processor.
2.2.1 FEM  for Time-harm onic Eddy C urrent Field Problem s
I f  the excitation current density is denoted as Js and the displacem ent current is 
neglected, the  M axw ell’s equation in tim e-harm onic form can be expressed as:
V x vV x A  +  jcoaA  =  (2.1)
with the following definition and constitution relationship
B = V x A
H =  vB
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Equation (2.1) has the following corresponding variational functional 
3  = ~  J^[vV x A  -V x A  + jco o A • A  -  A  • J 5] /^v -  j)A  x vV x A -ds (2.2)
As w e know , the problem  to solve (2.1) can be converted to  an equivalent problem  to 
minimise (2.2) with certain gauge that ensures the uniqueness o f  the solution, i.e.,
m in 3 (A )
A  sR
<23(A)
V -A = 0 dA
=  0
V -A = 0
(2.3)
W hen a FEM  is used, the w hole solution region R  is divided into m sub-regions R e within 
which an interpolation function is applied:
A ‘ = 2 X ' A '* {Re e R , e = I , 2 , . . . m }
k= \
(2.4)
w here V  is the number o f  nodes which consist o f  element te \  Solution o f  the discrete 
potential A  is obtained by solving the following linear simultaneous algebraic equation 
obtained by putting (2.4) and (2.2) into (2.3):
[K ][A ]=[b] (2.5)
Equation (2.5) is usually a large-sparse linear matrix equation. There are many 
algorithms available to  solve such type o f  equations. The original program  developed 
many years ago uses the Gauss Elimination (G E) m ethod, which w orks very slowly for 
FE application. To achieve fast solution, w e have adopted the com plex form  o f  the 
Incom plete Choleski Conjugate Gradient (ICCG ) m ethod by taking the advantages o f  
symmetry and sparseness o f  the [K ] [27]. Unlike the traditional ICCG  m ethod that uses 
the same size o f  fixed storage for the factorized m atrix as that for [K], the IC C G  method 
w e em ployed has adopted following techniques:
® Scalar-controlled incom plete factorisation that allows balancing the size o f  the 
factorized m atrix and iteration numbers, w hich directly affect the to tal storage and 
CPU. Details will be discussed in section 3.2.5
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•  Only none-zero elem ental contributions recorded, including those in both the stiffness 
m atrix and the incom plete factorized matrix.
•  Dynam ic storage m anagem ent which adjusts the memory arrangem ent according to  
the  size o f  the factorized matrix. Therefore it m akes use o f  com puter’s m em ory m ore 
efficiently and brings m ore flexibility in accom m odating discretisation with various 
nodes/m eshes.
O ur experience has show n that the ICCG  m ethod w ith the above techniques arrives at a 
speed o f  1~2 order faster than the GE m ethod for a m oderate node number. W ith the 
increase o f  node number, the IC C G  m ethod w orks m ore efficiently.
2 .2 .2  Pre-processor and Post-processor
The tedious task in using FE M  is the data preparation. So a pre-processor is introduced 
to  prepare all necessary physical data to  be assembled. Im provem ents to  the pre-/post- 
p rocessor have been carried out w ithout changing the three-piece structure o f  the 
original design tool. In addition to  im proving graphical interface, rem oving bugs and 
expanding nodes/m eshes' limits, efforts have also been put on auto-m esh generation and 
data managem ent in the pre-processor. The auto-m esh generation com es in tw o forms: 
one is to  generate a m esh from  an input file describing quadrilateral regions; the other is 
to  refine mesh from a coarse mesh. The pre-processor generates tw o data files for the 
solver. One contains geom etric and material inform ation in binary form at. The other 
contains controlling inform ation in ASCII format. Separating the controlling data from  
geom etric and material data enables user to  change all controls (such as material 
properties, excitation conditions, frequencies, tolerance, etc.) in a simple and much 
smaller file instead o f  returning to  elemental level. So, with one geom etric data, many 
com binations o f  different material properties, excitation conditions and/or operating 
conditions can be studied w ith quick preparation o f  control data file.
Post-processing is used to  convert the m athem atical solution into engineering results. A  
post-processor is a m ajor part o f  any design system since it allows relevant data to  be 
extracted from  the solution and presented in a w ay that has meaning to  users. The m ajor
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im provem ent to  the  original postprocessor w as on the force calculation. Tw o m ethods 
have been used to  calculate the electrom agnetic force. One is the Lorentz m ethod that is 
only suitable to  com pute electrom agnetic force on non-ferrom agnetic materials. A nother 
is the M axw ell’s stress m ethod, which is universal and can be described as
I f  the integral region does not contain any ferrom agnetic materials, Lorentz form ula is 
easy to  implement and provides higher accuracy than the M axw ell’s one. O therwise,
(2.6) should be used no m atter w hether any massive current exists inside the 
ferrom agnetic m aterials or not. A lthough (2.6) can be used as a general m ethod to  
calculate electrom agnetic force, its accuracy is sensitive to  the accuracy o f  B and H  
w hose errors are unavoidable in FE  com putation. The im proved force calculation 
m ethod, based on  the M axw ell’s stress tensor m ethod which will be discussed in C hapter 
4 in detail, has been developed and incorporated into the post-processor.
Because o f  the axially symmetric structure o f  the tubular actuator, an axi-symmetric form  
o f  FEM  will suffice for the design analysis. In this case, a 2D pre-processing and post­
processing will be actually involved.
F or the FE thermal analysis, it has many similarities to  the FE  electrom agnetic analysis, 
particularly in program  structure, assembly and solution o f  m atrix equation. Therefore, 
they are integrated with electrom agnetic analysis in one package in which the 
preprocessor, the  solver and the postprocessor are shared, and the same data files are 
used. The only difference is laid on that different subroutines for com puting elemental 
stiffness will be called by the assembly subroutine. Because o f  the sharing o f  m ost source 
code and data structure betw een the FE thermal analysis and the FE  electrom agnetic 
analysis, the coding task  is significantly reduced.
(2 .6)
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2.3 S tu d y  o f  th e  T L IA -1
T he d evelop m en t o f  th e actuator has started from  the investigation  o f  the first actuator, 
T L IA -1 , w h ich  w a s d esign ed  in p reviou s research w ork  for traction  application. T he  
actual actuator and its to p o lo g y  are sh ow n  in Fig. 2 .1  and F ig. 2 .2  respectively . It 
co n sists  o f  five fundam ental parts w ith  sp ecific  technical requirem ents, w h ich  can b e  
sum m arised  as:
•  T h e sta tor/yok e, w h ich  should  be m ade o f  ferrom agnetic m aterial w ith  high m agn etic  
perm eability  and lo w  e lectr ic  con d u ctiv ity , such  as lam inated s ilicon  steel or ferrite.
•  T h e m andrel, w h ich  has the sam e requirem ent and cou ld  b e  built w ith  the sam e  
m aterial as the stator.
•  T h e p lunger, w hich  should  be m ade o f  m aterials w ith  high electric  con d uctiv ity  such  
as cop p er  or alum inium .
•  T h e bearing, w h ich  sh ould  have small friction  force  and should  b e  p laced  at proper  
p o sit io n  w ith  least in fluence from  the main electrom agnetic  field  i f  it is m ade o f  steel.
•  T h e co il and its supporting fram e, w h ich  has the similar requirem ent to  ordinary co ils  
u sed  in a.c. m otors/transform ers.
Fig. 2  .1 P hotograph  o f  the actual TLIA -1
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Fig. 2 .2  Illustration  o f  the structural configuration  o f  T LIA -1
A lo n g  w ith  th o se  parts m ention ed  ab ove, tw o  air gap s ( g l ,  g 2 ) and a shaft are necessary  
to  let th e  plunger m ove freely , thus deliver fo rce  and d isp lacem ent to  the w orkp iece.
T he first lo o k  at the structure o f  the T L IA -1 w ill g iv e  an im pression  that it lo o k s  a bit 
sim ilar to  a so len oid  electrom agnet. A ctually  its operating principle, as explained  in the  
fo llo w in g  section , is d ifferent from  either so len o id  electrom agnets or conventional L IM s.
2 .3 .1  O perational Princip le
A s w e  k n ow , so len oid  electrom agn ets generate a m agnetic attractive or repulsive force  
b etw e en  m agnetic p o le s  and m ovin g  p iece. A nd conventional L IM s generate a hauling  
force  b etw een  the main m ov in g  m agnetic field  and the secondary m agnetic field  that is 
ind u ced  by the main m agn etic  field. T hey b oth  can be easily  exp lained  as the interactive  
force  b etw een  m agnetic p o les. H o w ev er , it is difficult to  g ive  an intuitive m eaning i f  th e  
T L IA -1  is explained in th e  sam e w ay. H ere the m echanism  o f  the force  generated  in th e  
T L IA -1 is elucidated  by th e  L orentz law.
A cco rd in g  to  the L oren tz law , e lectrom agn etic  force  density can b e  calcu lated  by  
f  = J x B  + </g E (2.7)
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w h ere the electric charge qe is zero  for T L IA s. A s sh ow n  in Fig. 2 .3 , the m agn etic field  
can b e classified  into three ty p es, Bm, Bn and B i2. T hey are called  as main m agn etic  field , 
primary leaked  m agnetic field  and secondary leak ed  m agn etic field  respectively . D e fin ed  
in th e similar w a y  as in th e  analysis o f  e lectric  m achines, here Bm is the m agn etic field  
cou p lin g  both  the w in d in g  and the p lunger, Bn is the m agnetic field  generated  by and  
cou p led  w ith  the w inding  only; and B n is th e m agnetic field gen erated  by and cou p led  
w ith  th e p lunger only. It is th e Bm that ind u ces, in the plunger, an eddy current Ie that 
also  m ak es its reactive contribution  to  Bm as the excitation  current I does. In idealised  
con d ition s w h ere con d u ctiv ities o f  the y o k e  and the mandrel are n eg lected  and th e  
p lu n ger’s con d uctiv ity  is very  high, the phase angle o f  Ie w ill b e nearly 180° lag  o f  th e  I  
accord in g  to  the Faraday law . A pplying the L oren tz law  or th e right-hand rule, w e  w ill 
find that tw o  o p p o site  fo rces  (F_, F+) m ight ex ist on  the p lunger and their d irections d o  
not change w ith  the d irection  o f  the excita tion  current, as sh ow n  in Fig. 2 .3 . T he reason  
w h y F. ex ists  is that not all o f  B w ill fo llo w  the desired path o f  yok e-p lun ger-m an d rel-  
y o k e  (Y P M Y ) en com p assin g  the coil. From  electrom agnetic  point o f  v iew , th is is 
ob v io u sly  an asym m etric structure in axial direction. It is the asym m etry that ensures F+ 
w ill not be fully cou n teracted  by F_, and th erefore gen erates the net F  on the plunger. W e  
can predict that F. w ill b e  sm aller than F+ even  at the w o rst con d ition  b eca u se  the  
asym m etric structure can still gu id e the m ajority m agn etic flux to  fo llo w  the desirable  
path Y P M Y . B eyon d  a certain point, the F. w ill disappear. T herefore w e  can predict that 
th e force-d isp lacem ent characteristics w ill initially increase to  som e exten t and then  
d ecrease, as sh ow n  in Fig. 2 .4 .
Fig. 2 .3  Illustration o f  the operational principle o f  th e TLIA -1
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Fig. 2.4 predicted thrust-stroke characteristics o f  the TLIA-1
2.3.2 M easurem ent o f  the Characteristics
Further investigations on the TLIA-1 have related to experimental tests. Tw o 
experiments, the blocked state and the spring-loaded state, have been carried out to  
investigate its static characteristics. M easurem ents w ere made w ith the following 
instrumentation:
o A  2kg load cell, used to  m easure the standstill force 
o Digital voltm eters and am m eters, used to  m easure the voltage and current 
® A  ruler, used to  m easure displacement manually
As illustrated in Fig. 2.5, the w hole system w as placed on an experimental rig that w as 
adjustable to  enable the plunger placed on a horizontal level so as to  eliminate the force 
coming from  the plunger's mass. There are tw o sliders on the rig, which w ere m ounted 
w ith the actuator and the load cell respectively. For the blocked state m easurem ent, the 
load cell w as placed on the w ay o f  the plunger’s movement. In this way, the load cell 
receives pushing force and serves as a stopper in the mean time. Changing o f  
displacem ents w as made by adjusting manually the  distance betw een the tw o sliders 
th rough tw o screws. For the spring-loaded state m easurem ent, the load cell w as placed 
at the same side o f  the spring, o ff the w ay o f  the plunger’s m ovem ent, w ith their 
connecting joint located on the same axis o f  the spring-plunger. The load cell receives 
pulling force in this configuration. B oth  o f  experimental configurations w ere designed
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T est R ig TL1A-1 Serins
Fig. 2 .5  T he T LIA -1 on  the test rig w ith  spring load
to  ensure that the e lectrom agnetic  force  generated  on  the plunger is delivered  to  th e load  
cell directly.
T he control characteristics in b lock ed  state are illustrated in Fig. 2 .6  ~  Fig. 2 .9 . It has 
b een  found that:
•  A t a fixed  d isp lacem ent, the relationship b etw een  forces and excita tion  currents 
sh o w s non-linearity
•  In the w h o le  range o f  the stroke, the v o lta g e  versus current curve is nearly linear at a 
fixed  d isp lacem ent, as sh ow n  in Fig. 2 .7 . It m eans that the actuator w ork s in the  
linear part o f  the ferrom agnetic m aterial’s property, w h ich  im plies that the d esign  can  
be optim ised  further. This also  im plies that the force  is proportional to  the square o f  
v o lta g e  as a result.
•  I f  the current is m aintained constant, the variation o f  v o lta g e  w ith  d isp lacem ent 
increases m o n oton ou sly , as sh ow n  in Fig. 2 .8
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•  A  hump exists in the force versus displacem ent curves shown in Fig. 2.9, which is 
coincident w ith our prediction. The increasing part o f the curve means that the 
actuator will be unstable under open loop control w ith a constant load. So only the 
decreasing part o f  the curves is useful for open-loop positioning control.
The characteristics under spring loads are shown in Fig. 2.10 to  Fig. 2.13. A  special 
phenom enon found w as that the plunger w ould not move until the voltage and current 
reached some critical value. At the critical point, the plunger leaps forw ard and stops at 
the  equilibrium position and current decreases in the mean time. W ith the voltage 
increasing further, the current keeps decreasing a little further, and then reverses to  
increase w ith the voltage. This can also be seen in the Fig. 2.10. The voltage versus force 
curves are m ore close to  a square relationship, starting forwards from  the first balanced 
position after the initial leap, as shown in Fig. 2.11. H ow ever the force versus current 
curves, as shown in Fig. 2.12, appear a bit complex. A fter the initial forw ard leap, force 
increases w ith  increasing voltage while current reduces in a reverse w ay to  some extent 
and then turns back to  increase, as shown in Fig. 13. This was the combined result o f  a 
non-linear force driving a linear (not constant) load.
Difficulties have been encountered in repeating experiments to  reproduce characteristics 
exactly. It can be mainly ascribed to  tw o reasons. One comes from  the heating that 
changes m aterial properties. The actuato r’s tem perature rises fast to  an insulation crisis 
in 30 minutes at 2 am peres o f  continuous excitation. The other arises from  mechanical 
assembly and manufacturing imperfection. The mechanical problem could be reduced to  
its minimum, the heating from stator and mandrel can also be reduced by using 
lamination or high frequency ferrom agnetic material. H ow ever the heating in the plunger 
can not be reduced because the actuator w orks on the excitation current and eddy 
current in it.
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Fig. 2.7 V oltage versus current at different displacement under blocked-state
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VOLTAGE(V)
Fig. 2.8 V oltage versus current at different displacement under blocked-state
FORCE(N)
Fig. 2.9 Force versus displacement at different current under blocked-state
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Fig. 2.10 V oltage versus current under tw o spring-loads
Fig. 2.11 V oltage versus Force under tw o spring-loads
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Fig. 2.12 Current versus Force under tw o spring-loads
Fig. 2.13 Current versus D isplacem ent under tw o spring-loads
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2.4 Conceptual Design with the Aid of Computer Analysis
The conceptual design is the m ost creative design stage in which m ajority o f  the  system 
engineering problem s should be synthetically solved or pre-determ ined. The favourable 
design configurations, w hich determ ine their intrinsic futures and suitability for a  certain 
application, should be draw n out at this stage. The main problems to  be tackled in the 
developm ent o f  the actuator could be summarised as:
(i) Replace force restraining spring by a mechanism which can generate variable force 
controlled electrically or electronically
(ii) Enlarge the range o f  useful stroke
(iii) Obtain higher force
(iv) Im prove the linearity o f  force-displacem ent characteristics
(v) R educe the geom etric size
It w as realised that, if  the new  TLIA  possesses a m onotonously descending thrust-stroke 
characteristic, it can be easily controlled electrically. Therefore the TLIA  itself is an 
electrical spring. In this case task  (i) could be easily fulfilled in an integrated 
configuration by employing tw o TLIA s assembled in back-to-back structure. After 
synthesising the requirem ents m entioned above, several draft designs shown in Fig. 2.14 
to  Fig. 2.17 have been proposed based on our accum ulated know ledge and experience. 
These draft designs have been analysed by employing the com puter aided analysis tool 
discussed in section 2.2. Their typical flux distributions are illustrated through Fig. 2.18 
to  Fig. 2.21. Because the m ost difficult tasks are the (ii), (iii) and (iv), the concentration 
w as put on the study o f  thrust-stroke characteristics. The com puter analysed results are 
shown in Fig. 2.22. B ecause the diam eters o f  the mandrels and plungers for different 
designs are different, it is difficult to  draw  a conclusion on which design provides highest 
th rust before w e establish the criteria o f  judgem ent. The criteria could be set up as the 
peak thrust divided by the total weight, the w eight o f  plunger, the input pow er, or their 
combinations, etc. W e think the suitable definition o f  the criteria is m ore application 
dependent factor than a universal definition. Instead o f  establishing the criteria w ithout 
identifying practical application we com e to  qualitative comparison. The results are 
summarised in the Table.2.1. The simulated results show that no significant difference o f
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the peak thrust among the CD-2, CD-3 and CD-4 for the similar geometric dimensions. 
However the CD-I has much lower peak-thrust than the others. To ease the comparison 
of the linearity, the characteristics of Fig. 2.22 are scaled to unit relative to their peak 
thrust.
Table 2 .1 Comparison of Different Designs
Peak Force Force Dropping Force Linearity Mechanical
Dynamics
Effective Stroke
CD-I much lower N.S.C.+ N.S.C. much worse shorter
CD-2 N.S.C. faster worse better shorter
CD-3 N.S.C. faster worse better shorter
CD-4 N.S.C. slower better better longer
N.S.C. stands for no-significant-change.
Fig. 2.14 Structural configuration of the Conceptual Design-1 (CD-I)
Fig. 2 .15 Structural configuration of the Conceptual Design-2 (CD-2)
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Fig. 2.16 Structural configuration o f the Conceptual Design-3 (CD-3)
Y ok e  P lu n g e r  Sl iding Bear ing  Sh ie ld ing  M a n d r e l  Coi l
Fig. 2 .17 Structural configuration o f the Conceptual Design-4 (CD-4)
Fig. 2 .18(a) Typical field distribution of the TLIA-1 (real part)
Fig. 2 .18(b) Typical field distribution of the TLIA-1 (imaginary part)
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Fig. 2 .19(a) Typical field distribution o f  the C D -I (real part)
Fig. 2 .19(b) Typical field distribution of the CD-I (imaginary part)
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Fig. 2.20(a) The distribution of the real part o f the field of CD-2 at displacement of 0mm
Fig. 2.20(b) The distribution of the real part of the field of CD-2 
at displacement of 35mm
Fig. 2.20(c) The distribution of the imaginary part of the field of CD-2
at displacement of 0mm
Fig. 2.20(d) The distribution of the imaginary part of the field of CD-2
at displacement of 35mm
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Fig. 2.21(a) The distribution of the real part of the field of CD-4 
at displacement of 15mm
Fig. 2.21(b) The distribution of the real part of the field of CD-4 
at displacement of 30mm
Fig. 2.21(c) The distribution of the real part of the field of CD-4 
at displacement of 45mm
Fig. 2.21(d) The distribution of the imaginary part of the field of CD-4
at displacement of 15mm
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Fig. 2.21(e) The distribution of the imaginary part of the field of CD-4
at displacement of 30mm
Fig. 2.21(f) The distribution of the imaginary part of the field of CD-4 
at displacement of 45mm
From the Fig. 2.22 one can observe that the CD-I and CD-2 have humps in their thrust- 
stroke curves, and CD-3 and CD-4 have monotonously descending curves. It has been 
explained that the ascendant part of the characteristics is caused by the F. From the 
electromagnetic point of view, it is because the plunger has experienced two opposite 
magnetic flux distribution, as illustrated by Fig.2.23. This happens when the plunger 
covers the coil to some distance as shown in Fig. 2.3. The peak thrust position should be 
where the plunger’s working end locates at the neutral position of the magnetic field 
The physical axial position corresponding to the magnetic neutral line should be 
somewhere within the range covered by the coil.
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Stroke
Fig. 2.22 The computed thrust-stroke characteristics for the four conceptual designs
Outside the range covered by the coil the magnetic field will be unidirectional. The F. 
disappears and the thrust-stroke characteristics will be monotonous. This is shown by the 
CD-3 and CD-4 structure. The main difference between CD-3 and CD-4 is that a sloping 
yoke is used in CD-4 instead a flat-shaped yoke used in CD-3. For CD-3 and CD-4, it is 
easy to understand that the main magnetic flux Bm coupling the plunger will decrease 
when the displacement increases. When Bm decreases the eddy current induced by the 
Bm will decrease as well. This causes the thrust force drops dramatically. To increase the 
thrust in the middle range position, one of the remedies is to increase the Bm. This ideal 
realised in design is reflected by the introduction of the slope-shape yoke. With the 
introduction of large air-gap created by the slope, more Bm can be obtained than the flat- 
shape yoke. The simulated results also prove that CD-4 has a larger thrust than CD-3. 
Ultimately the yoke and/or mandrel can be made of U-shape as shown in Fig. 2.24. It is 
worthy to investigate the U-shape yoke/mandrel structure in the future study.
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Fig. 2.23 Illustration of magnetic effects on the thrust
Fig. 2.24 Outline o f the proposed U-shape yoke/mandrel structure
2.5 F a b ric a tio n  an d  T est
Following the above analysis, we come to the conclusion that CD-4 has an overall better 
performance and hence been chosen for further study. It has been manufactured by the 
departmental workshop. The photograph shown in Fig. 2.25 is the actuator TLIA-2 with
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the CD-4 structure. For the purpose of verifying the simulated results and backing up the 
design theory, two additional actuators with different configurations have been fabricated 
as well. The one coded as the TLIA-3 has the CD-2 structure. Its assembly is shown in 
Fig.2.26. The other one coded as the TLIA-4 with the configuration shown in Fig.2.27, 
is the inverse structure o f TLIA-3 with a stepping mandrel instead of a flat one. The 
reason to use stepping mandrel instead of sloping one is to let the actuator easier to be 
machined. Experiments have been carried out on the three actuators under constant 
voltage excitation condition. The static thrust-stroke characteristics obtained by 
experimental measurement are shown through Fig.2.28 to Fig. 2.30. Firstly comparing 
the Fig.2.28 and Fig. 2.29 with the CD-3 curve and CD-2 curve in Fig.2.22 respectively, 
we can find that the computer simulated thrust-stroke characteristics match well with the 
experimental results. Secondly comparing the Fig.29 and Fig.2.30, we can observe that 
the thrust has been significantly improved for the TLIA-4 due to the only change of 
mandrel’s shape.
Fig.2.25 TL1A-2 on the test rig
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Fig.2.26 The assembly of TLIA-3
M a n d r e l Coi lSl id ing Be ar ing Sh ie ldingY oke P lu n g er
Fig. 2.27 Structural configuration of the TLIA-4
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n
s
>
3
--------Poly. (F)
F = 0.0006^ - 0.0612y + 1.8424 
R2 = 0.9953
Fig 2.28 Tested thrust-stroke characteristics and the excitation current 
for the TLIA-2(CD-4 type) under constant voltage of 38V(r.m.s.)
Fig 2.29 Tested thrust-stroke characteristics and the excitation current 
for the TLIA-3 (CD-2 type) under constant voltage of 40V(r.m.s.) 
(Peak thrust occurs at 5mm or 34mm relative to TLIA-4 with 80mm stroke)
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Poly. (F)
F= -2E-07y4 + 5E-05Y3 - 0.0045/ 
+ 0.1319y + 1.4378
R2 = 0.9972
Stroke (mm)
Fig 2.30 Tested thrust-stroke characteristics and the excitation current 
for the TLIA-4 (CD-2 type) under constant voltage of 59V(r.m.s.) 
(Peak thrust occurs at 22mm)
From both the computer analysis and experiments, we have acquired more knowledge 
about how to improve the design of this type of actuator. They can summarised as
• Introducing the stepping or sloping yoke/mandrel, which equivalently increases the 
air-gap between the yoke and mandrel, will improve the thrust, particularly in the 
middle range of stroke
• The relative position of the coil determines the basic shape of the thrust-stroke 
characteristics, i.e. whether it has a thrust hump or not.
• Temperature rising will be an important factor that determines the continuous 
operation period that the actuator can withstand.
2.6 C onclusions
A computer aided design tools based on time-harmonic eddy current model by using 
FEM has been developed Started from investigating the TLIA-1 and based on our 
understanding of the TLIAs’ operational principle, four conceptual designs have been
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identified for further investigation by the CAD tools. These conceptual designs em ploy a 
back-to-back structure to  obtain the retaining force, which enable us to  rem ove the 
spring required in positioning application. The com puter simulated results unveil that the 
thrust-stroke characteristics can be considerably improved by altering the structural 
configuration. The conclusion has been arrived at that the CD-4 configuration is the best 
one am ong the four. Therefore TLIA -2 has been fabricated as the preferable actuato r for 
positioning application. To further verify our know ledge about the operational principle 
and the CAD tools, other tw o actuators o f  different configurations, TLIA-3 and TLIA -4, 
have been also fabricated for test purpose. Experim ents have been carried out on the 
TLIA -2, TLIA-3 and TLIA-4. The experimental results agree well w ith the com puter 
simulated ones. The successful application o f  the com puter aided design tools developed 
here also gives us the confidence to  use it in the future developm ent w ork, such as 
optim isation o f  design, control o f  thrust-stroke characteristics, etc. The results coming 
from  both the com putation and experim ent also enable us to draw  some rules to  guide 
the design o f  this type o f  actuators. Finally another prospective actuator using U -shape 
yoke/m andrel structure has been spotted out w ith a potential to  obtain higher thrust. It 
could be considered for further investigation.
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3 SIMULATION OF THE TRANSIENT
ELECTROMAGNETIC FIELD
3.1 Introduction
W ith the ever increasing application o f  numerical com putation to  aid practical design in 
industry, requirem ents on the capability and accuracy o f  com puter aided design tools 
have been put to  a new  high level. This is reflected in some recent developm ent in 
com putational electrom agnetic fields to  simulate precisely the actual operation o f  
electrom agnetic devices under different operation conditions [28—34]. They can be 
briefly categorised into three groups
(i) Incorporating mechanical m ovement into transient simulation.
(ii) Coupling other physical phenom ena, such as tem perature, stress, electronic 
drives, etc.
(iii) M odelling o f  highly none-linear material p roperty  such as hysteresis.
A lthough w e have seen several papers that incorporate hysteresis m odel into FE M  
[35,36], the m ajority activities in the modelling o f  hysteresis stay in the stage o f  
constructing mathem atical models o f  magnetic materials. It seems that much m ore w ork 
in establishing m athem atical models o f  materials needs to  be done before modelling 
m agnetic hysteresis can lead to  significant im pact on FEM  application in practical 
electrom agnetic design.
The m ajor problem  associated with coupling mechanical m ovem ent in FE  form ulation is 
that it requires m uch m ore com putation tim e, which rises from  the redistribution o f  
m eshes and the asym m etry in the stiffness m atrix w hen the contribution o f  velocity term  
is not negligible. N o  significant progress in m athematical treatm ent has been found to
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reduce considerably the extra solution time required in the simulation o f  mechanical 
movement. It is considered that parallel com putation is very suitable for those problems, 
particularly for large-scale com plicated ones.
A part from taking account o f  mechanical m ovem ent, which can also be considered as a 
m oving-boundary coupling, non-m oving-boundary coupling is another active area. In 
this chapter w e will investigate coupling external driving circuits w ith the focus on 
switch-m ode drives. Coupling with tem perature will be left to  the next chapter.
C om pared w ith the FEM  derived from standard M axwell's equations described in term s 
o f  current excitation, all the  above-dedicated simulation imposes much m ore requirem ent 
to  the  com puter power. A lthough the today's com puter pow er increases at a very high 
speed, it still far m ore sufficient to carry out com plicated 3D simulations at the price and 
tim e that is suitable for the  purpose o f  routine design. Searching for better m odels and 
fast algorithms that can reduce the requirem ents to  com puter resources is still a 
favourable solution to  the problem  rising from  limitations o f  com puter hardware. In this 
chapter, a new  eddy current model is developed for simulating transient eddy current 
field coupled w ith external excitation circuit under voltage excitation.
Traditionally, electrom agnetic devices and their controlling circuits have been studied 
separately at first, and then coupled together in a w eak form in w hich parts o f  their static 
or dynamic param eters are used. This type o f  analysis will lead to  significant errors when 
the combined system is non-linear. Consequently, it is necessary to  use a strong coupling 
m ethod, which solves the electrom agnetic field equation and external circuit equation 
simultaneously [31 ,37-39], In the sim ultaneous solution o f  these coupled equations, tw o 
strategies are often adopted. They are the direct coupling m ethods and the indirect 
coupling methods. Unlike coupling mechanical m ovement which could result in an 
asymmetric stiffness matrix [2], coupling external circuits by either m ethod may preserve 
the original symmetry o f  the stiffness matrix for many simple driving circuits if  the 
original one is symmetric. In this case, it enables use to  use fast algorithm s to  solve large 
sparse symmetric m atrix equation instead o f  using much less efficient algorithm  to  solve
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asymmetric matrix equations.
The direct coupling again can be carried out in tw o ways. One is to  consider excitation 
currents as new  variables to  be solved together with field potential variables [39], This 
results in a higher order o f  asymmetric matrix equation [35,40], The other is to  pu t the 
constraints o f  the circuit equations implicitly into the field equations. This results in a 
sam e order, but less sparse matrix equation. B oth approaches require modifying the 
global stiffness m atrix arising from  the discretised field equations and increase the 
non-zero elements and bandwidths. A lthough the direct coupling m ethod needs only one 
com putation to  satisfy both  field and circuit equations at each tim e step or non-linear 
iterative step, the total storage dem anded and the CPU time incurred could be 
significantly larger than the indirect coupling m ethod if  the discretised nodes in the 
winding area are a m oderate fraction o f  the to tal number o f  nodes [17,39].
The indirect coupling m ethod is an iterative procedure based on a current-searching 
scheme. It preserves the original global stiffness matrix by separating circuit equations 
from  field equations. I f  the  original global stiffness m atrix is symmetric and sparse, as are 
m ost cases in FEM , this could bring a significant advantage. The draw back is the 
necessity to  introduce iterations betw een the solution o f  field equations and circuit 
equations. H ow ever, those iterations can be confined to  be carried out only on the circuit 
equations in linear cases by separating m agnetic vector potential into tw o com ponents. In 
the indirect m ethod, the standard procedure executes nested iterations, for example, 
current searching nests non-linear search iteration that nests conjugate gradient 
searching. The total iterations will be NjNnNh w here N h N n and N t stand for iteration 
num bers in the above three searches respectively. Since the convergence o f  all searching 
m ethods is related to  initial conditions, another way to  accelerate the  convergence is by 
improving the initial estim ations o f  starting vector. B etter initial estim ation can be 
obtained by proper extrapolation m ethods for transient simulations.
Since our TLIA s are driven by a PSU  under switch-m ode that is favoured in pow er 
electronic driving circuits, owing to  its lesser pow er consum ption incurred in the pow er
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sem iconductors w orking under this m ode, our study will be focused on this m ode o f  
operation. It means that the  high frequency com ponents in both voltage and current will 
be rich, especially in pulse w idth m odulated (PW M ) mode. Therefore the num ber o f  
discrete time steps should be m uch m ore than those under continuous mode. For 
example, a typical PW M  a.c. driving circuit could w ork  at a switching frequency above 
tens o f  tim es higher than its base frequency, and a PW M  dc driving circuit could w ork  at 
about 100kHz. The fact o f  very high harm onic frequency in driving circuits and the 
relatively low  electric/mechanical tim e constant o f  the device dem ands very fine and 
much m ore tim e steps in the integration to  cover the electric/mechanic transient period. 
This particular character could be treated  in a special way to  accelerate the numerical 
simulation process.
There is much literature available on the coupling o f  field and circuit equations 
[31,37—41]. H ow ever few  o f  them particularly concentrated on practical pow er 
electronic circuits w orking in the switch mode. Bearing in mind o f  the advantage o f  
indirect coupling m ethod and the special feature in modelling electrom agnetic devices 
driven by switch-m odel pow er supply, w e propose to  decom pose the conventional 
magnetic vector potential into tw o com ponents to  accelerate the solution. A lthough the 
m ethod is initially derived from  discretised form  in linear condition, it can be extended to 
com pute the non-linear cases.
F o r the decom posed magnetic vector potential (D M V P) m ethod, non-linearity in 
m aterial property could be treated by three m ethods which are the tim e-dom ain elemental 
piece-wise linearisation (TEPL) m ethod, the modified N ew ton-R aphson (M N R) m ethod 
or the com bination method. The com bined m ethod switches betw een the TEPL m ethod 
and the M N R  m ethod according to  the instantaneous saturation level. The balance 
betw een the simulation speed and the com putation accuracy is achieved by the judicious 
choice o f  non-linearity treatm ent methods.
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3.2 Eddy Current Model Coupling External Circuit
3.2.1 Standard Transient Eddy Current M odel
A t low  frequencies w here displacement current can be neglected, the M axwell's 
electrom agnetic equations can be expressed as
V x H = J  = J  + J  (3.1)
s e
w here J = J S+ J C represents the  total current, J e denotes for eddy current density inside a 
massive material and J s denotes all the rest current density which is generated by the 
source voltage.
W hat is considered here is that the electrom agnetic field is generated directly by a 
voltage source instead o f  current source, which is the dominant operating condition for 
vast majority o f  electrom agnetic devices. U nder this condition, J  can be considered to  be 
affected by three types o f  voltages: the voltage supply Vs, the electric potential em 
induced by flux linkage and the electric potential ee induced by eddy current reaction. 
The voltage em and ee are governed by the electrom agnetic induction equation:
T x ( « , + « . )  = - f  (3-2)
This classification will give the meaning that J s is generated by Vs and (em+ ee) ,  and J e is 
generated by ee.
M ost o f  FE  electrom agnetic field com putation is carried out w ith som e auxiliary 
potentials, such as the m agnetic scalar potential Q , m agnetic vector potential A , electric 
vector potential T, and electric scalar potential &, due to  the fact that they lead to  easier 
treatm ent o f  boundary conditions than using B , H  or /  [20,42,43], A lthough there could 
be several m ethods using different potential and/or their combinations to  solve the same 
problem , it appears that m agnetic vector potential (M V P) m ethod is the m ost widely 
used one that is generally suitable for all conditions. Therefore the M V P m ethod is
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chosen in our study. In term  o f  the M V P ’s definition
B = V x A (3.3)
W e can derive the expression Je as
= - o '( —  + V<£) 
a
(3.4)
The definition o f  (3.3) implies that A  could be superim posed by another gradient scalar
field to  produce the same B, such as the #  in (3.4). This is so-called uniqueness 
problem. There are some papers discussing the uniqueness problems [44]. For transient 
eddy current problems, the uniqueness o f  M VP can be achieved by employing the Gauss 
gauge. This will lead to  a constant ^  that can be set to  zero. In this case (3.1) can be 
rew ritten as
W e use variation functional to  derive FEM  formulation. The functional for (3.5) is
Following the standard FE  routine (subdividing the whole solution region into a num ber 
o f  sub-regions/elem ents, interpolating potential by using values at the vertices o f  
elements, elemental analysing and assembling), one can obtain an algebraic matrix 
equation that can be expressed as
I f  the excitation current J s is known, (3.7) can be solved in a straightforw ard manner. 
W hen devices are voltage-driven. The excitation current could not be obtained before the 
electrom agnetic field is calculated. The interaction betw een electrom agnetic field and the 
associated circuitry needs to  be coupled together to  obtain the solution.
V x  vV x A  + cr---- = J
dt
(3.5)
[K ][A ] +  [E ][— ] = [ C ] [ J J (3.7)
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3.2.2 Coupling o f  External Circuit
From  the driving circuit point o f  view, an electrom agnetic device is usually considered as 
a circuit element described by an equivalent circuit model with a certain relationship. A  
general equation that is valid for m ost electrom agnetic devices to  describe the 
relationship betw een terminal voltage and terminal current can be stated as follows
FI ( 0  = A JW - ' ( 0 + ‘V »  (3.8)
w here the back electrom otive force e ^ / i s  the sum  o f  em and ee. Resistance R eq should be 
considered as an equivalent one. Coupling the electrom agnetic equation (3.5) w ith a 
voltage source is to  substitute (3.4) and (3.8) into (3.5). W hen eddy current in windings 
is neglected, J s can be easily calculated from  excitation current. The coupling relationship 
will be
e b m f ~ a
= 2 X „ v
m=1
d k
a
(3.9a)
m = j m  (3.«>)
w here N , S and 'F  are the number o f  turns, cross-section area and flux linkage o f  the 
winding carrying current i(t) respectively. So, (3.7) and (3.8) can be solved 
simultaneously through the coupling relationship (3.9). Putting the three equations 
together, the direct coupling m ethod will lead to  the equation
c a x
[K  * ][A ] + [E C][——] = [C](VS ( 0  -  Z  V x — ) / £
a  a  (3.10)
= ( [ C F 5 - [ C ] [ K ’J [ — ] )R ;l
FE analysis tells us that the m atrix [K st] and [E c] are sparse. W hen circuit equation is 
coupled, its first influence is that it changes the sparseness o f  the stiffness matrix. The
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degree o f  the influence on the sparseness is determ ined by the node num bers coupled in 
the e bmf  calculation that is reflected as the summing term  in the RH S o f  (3.10). The above 
discussion is just based on single circuit equation to  be coupled. W hen several circuit 
equations are involved, the sparse property will be much worse. It is also apparent that 
the direct coupling term  in the R .H .S. o f  (3.10) may affect the symmetry and positive­
definiteness o f  the stiffness matrix. How ever, these tw o properties are very favourable to  
obtain a fast solution to  a linear sparse matrix equation. The eventual influence will 
depend on the external circuits involved and the m ethod o f  establishing the circuit 
equations.
D ue to  those disadvantages in direct coupling w e prefer to  separate the FE equation 
from  the external circuit equations by introducing an iterative search algorithm  to  find 
the excitation current w hich can satisfy both the field and circuit equations. This is the 
indirect coupling method. The disadvantage caused by the extra iterative searching o f  
excitation current could be com pensated by its advantages in the following aspects:
(i) The original property o f  stiffness matrix is retained.
(ii) Easy to  incorporate com plicated circuit equations.
(iii) Calculation o f  circuit equation takes very small friction o f  the tim e required for 
the solution o f  field equation.
(iv) Transient current can be well predicted by extrapolation m ethod, and therefore 
the iteration num bers can be significantly reduced, due to  the inductive 
property  o f  the devices.
(v) A t each iteration, solution tim e for the field equation is reduced in com parison 
w ith the direct coupling method.
It is difficult to  draw  a unanim ous conclusion on which coupling m ethod will give faster 
solution in term s o f  the total tim e required. It is very dependent upon both the 
electrom agnetic structure and the complexity o f  the external circuit. H ow ever the (ii) is 
obviously attractive from  practical engineering point o f  view. An electrom agnetic device 
usually has a very limited num ber o f  independent excitation currents or excitation 
windings. This means that the searching o f  currents involves few  variables. Consequently
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the convergence can be easily obtained.
3.2.3 Tim e-Stepping M ethod to  T reat Transient Term s
Equation (3.10) appears as a parabolic partial differential equation. There are several 
m ethods available to  treat the tim e differential term s, but each has its preferred 
application areas. One o f  the m ost frequently used m ethods in the com putational 
electrom agnetic field is the finite difference type o f  algorithm that can be generally 
expressed as
A (/ + A t) -  A ( /)  _  dA  
At = cT t+At
+ (1 - A)f 0<^<1 (3.11)
W hen X is set to  0, 0.5 or 1, (3.11) will take the form o f  Forw ard Euler Difference 
(FED ) algorithm, Crank-Nichoslon (CN) algorithm and Backw ard Euler Difference 
(BED ) algorithm  respectively [45,46], Among the three algorithms the B ED  form ulation 
is the m ost stable one. The other tw o form ulations will suffer convergence problem  m ore 
or less, particularly the FED  formulation. The BED  form ulation is therefore adopted in 
this study. In this case discretised form o f  (3.5) is
„  A "  N  n 
V x v V x A w - o — -  = — i ( t " ) -  „
A t"  S  A t"
a  A " ' 1 (3.12)
Since many tim e-steps will be involved in the simulation o f  transient process as 
m entioned before, w e will not solve (3.12) at this stage. Instead, w e separate it into tw o 
equations which solve tw o new  magnetic vector potentials decom posed from  A.
3.2.4 The D ecom posed M agnetic V ector Potential M ethod
Tacking the tim e-stepping eddy current form ulation (3.12) and know ing the advantage o f  
the indirect coupling m ethod, w e are able to  form ulate the D M V P m ethod. The left hand 
side o f  (3.12) indicates that the actual potential A  can be considered as the total effect 
from  tw o independent sources: the instant excitation current and the previous excitation
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history reflected as A"'1. Since the assum ption implied by the BED  m ethod in that the 
A "'1 is constant during the current tim e interval, the only factor influencing An is the 
current i(t). This gives us the intuition that some com putation could be saved if  
superposition m ethod can be applied.
3.2.4.1 D ecom posing M V P in Linear Cases
The ideal cases to  apply a superposition m ethod are the linear ones. The linearity 
concerns tw o aspects: the governing equation and the materials. First o f  all, all the 
mathematical operations w e have encountered so far are linear. Therefore, w hen w e 
discuss linearity or non-linearity w e are confined to  referring to  m aterial properties. 
Considering cases for which material properties are linear or can be linearised by a 
certain m ethod, w e define tw o  new magnetic vector potentials based on the discretised 
integration form o f  (3.12). Their definitions are
A  = A,. + A e (3.13)
„ A " N - i ( t n) 
V x v V x A  ” - < t A / „ =  ' (3.14)
A " cr
V xvV x A ; - ( 7 - 7 = - — A " '1 
e A/ At"
(3.15)
The physical meaning is that A "  is the contribution from  current i(tr) and A en is the 
contribution from  historical A "'1. A ” and A en are uncoupled within the interval o f  current 
integration step. H ow ever, their combined effect is passed to  the next integration step. 
B ecause (3.14) and (3.15) have the same differential operator, they will possess the same 
stiffness matrices that can be expresses as:
[ K st{ A n ] [ A n  = [ C ] i ( n  (3.16)
[k ^(a^)](a : i = [Ec][Ari+ A r 1] (3.17)
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3.2.4.2 Search and Extrapolation M ethod
The TLIA s under the investigation use single-phase a.c. pow er supply. It means that only 
one terminal voltage and one terminal current are involved in the circuit equation. A  
second-order discretised N ew ton algorithm, expressed in (3.18), is employed here to  
search the excitation current.
'(* (+ > )= '*  +
h ~ h ~  i
■(«**! - » * )
lk~\
(3.18)
F or multiple excitation cases, (3.18) should be expanded to  m ulti-degree formulation. 
B ecause o f  the inductive nature o f  electrom agnetic devices, the current w ave-form  is 
much sm oother than the voltage wave-form. There is no particular problem  to get a fast 
convergence. This also means other search m ethods, which may be found in optim isation 
theory, can be easily applied here.
In order to  accelerate the current searching, an extrapolation will be carried out before 
com mencing each searching iteration in order to  produce a good initial estim ation o f  the 
excitation current. A  second-order Lagrange algorithm, expressed as (3.19), is used for 
the extrapolation.
_  ( * t + l  U - lX^r-fl t f )  r
( t t- 2  ~  ^ - l ) (^ r - 2  ~  O
0 t+1 ~  ~ ^t-i)
(^+i ^ -2 X ^ + 1  t^)
(*t - 1 — ^ - 2 X ^ - 1 — o
(3.19)
W hen an iterative algorithm  is used to  solve the final linear algebraic equations, (3.19) 
can also be used for the extrapolation o f  potentials o f  A en and A, to  get a better starting 
vector. Extrapolation o f  A en+1 could be carried out once at the beginning o f  each time- 
step. Superposition o f  A "+1 could be carried ou t for each current-searching iteration.
F or a summery, the tim e-stepping simulation then can be carried out in the following 
way:
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(i) Solve (3.16) for each independent current variable (total o f  k). W hen factorisation 
m ethod (such as LU ,ICC C G ) is used to  solve the algebraic m atrix equation w ith 
constant time step, this requires factorisation o f  the stiffness m atrix once only and 
backw ard substitutions k  times for the w hole span o f  transient integration.
(ii) Solve (3.17) once to  obtain Ae(n)
(iii) Carry out tim e-stepping integration by:
(a) Extrapolating potential by using (3.19)
(b) Iterative search excitation current:
(b. 1) Extrapolate current by using (3.19)
(b.2) Superim pose Aj, at each iteration 
(b.3) Calculate the excitation current by (3.8)
(b.4) Com pare the currents obtained from (b.3) and the estim ated one at (b .l) . I f  
the searching has reached its stop criteria, go to  (ii) for next time-step.
(b.5) O therwise, search next current by (3.18) and return to  (b.2)
3.2.4.3 Treatm ent o f  Non-linearity by TEPL M ethod
Non-linear material properties could be treated  as an elemental piece-wise linear property 
in transient simulation if  the current change in tw o consecutive steps is small enough. In 
this case, the material properties, such as magnetic permeability and/or conductivity, are 
updated elementally according to  the local field density com puted from  the previous time 
step. Then the properties remain unchanged within the next integration step. Because 
this treatm ent o f  non-linearity results in elementally linearized properties for each 
integration step, the D M V P is still effective. The difference in the  im plem entation is to  
combine step (a) into step (b .l) . Com pared with purely linear cases, it ju st requires one 
m ore backw ard substitution for each tim e step to  com pute A en, but at low er m atrix order 
than direct coupling. F or many engineering applications, this type o f  approxim ation to  
transient none-linear problems can provide sufficient accuracy w ith appropriate time 
steps. The other advantage o f  TEPL m ethod is that it has no convergence problem s at 
all. This will be very attractive in dealing w ith sophisticated material properties such as 
hysteresis and highly saturated grain-oriented steel.
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3.2.4.4 Full N on-linear Treatm ent
In addition to  the TEPL m ethod that enables us to  use the D M V P m ethod, w e can also 
extend the D M V P m ethod to  a relatively true none-linear method. From  the loading 
m ethod point o f  view, non-linearity could be treated  in tw o  ways. One is to  apply full 
excitation suddenly in one step. A  robust, hence relatively com plicated, iterative 
searching m ethod may be required. A nother is to  apply an excitation in several loading 
steps, which is called artificial annealing. W ith the artificial annealing, non-linear iteration 
converges quickly in each annealing step. Since the simulation o f  transient problem s by 
using discrete tim e integration technique usually takes place from  zero state, 
tim e-stepping integration brings the equivalent effect o f  artificial annealing to  non-linear 
property. Therefore searching o f  the excitation current should converge quickly as well. 
Since w e have the artificial annealing effect hidden in the tim e-stepping integration, the 
remaining task  is to  find a simpler searching algorithm  that can explore the  potential 
advantages o f  the DVPM . W e have found that the modified N ew ton-R aphson m ethod is 
particularly suitable for this purpose.
W hen N ew ton-R aphson algorithm  is used to  treat the non-linear, (3.16) and (3.17) are 
implemented in the following form s respectively
[ J J ] t A U  -  A " J  = (3.20)
[J J ] [A :^  -  A ; . ]  = [E ,J [A " -'] -  [K „ J [A "  J  (3.21)
w here the subscript V  and superscript ‘n’ denote iterative index and tim e-stepping index 
respectively. The modified N ew ton-R aphson m ethod is implemented in the way that the 
Jacobian [ J ^ ] is  updated at an interval o f  'p' iterations or ‘q ’ time steps. The simplest
w ay is to  set a constant [Jo] that is calculated at the zero-state  condition. Because the 
modified N ew ton-R aphson m ethod uses constant Jacobian, the D M V P m ethod can be 
applied straightforward. W hen [J ^ ]  is set to  a constant [Jo], the solution procedure for
linear cases can be adopted. W hen [J* ] is updated, the similar solution procedure for the
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TE PL  m ethod can be adopted.
Com pared w ith standard M V P m ethod which implements N ew ton-R aphson non-linear 
iteration as
[j j ][a l  - a :]=[C]u (0 + [ e "J[a "-']-[k s,iJ[a ;] (3.22)
the D M V P m ethod will involve one m ore backw ard substitution if  factorisation m ethod 
is used to  solve the linear m atrix equation. This is the only draw back to  use D M V P 
implement full non-linear treatm ent. Even if  the tim e for backw ard substitution is usually 
a fraction o f  that for factorisation, the story does not stop here.
For single-phase devices, their magnetic saturation level changes in proportion to  the 
excitation current. It means that magnetic saturation, which is the main causes o f  the 
non-linearity o f  electrom agnetic devices, will change betw een linear and non-linear 
status. D uring low  saturation period, w e can apply the TEPL m ethod. During high 
saturation period w e can apply N ew ton-R aphson type (N R-type) m ethod expressed in 
(3.20) and (3.21). The switching betw een the TEPL/D M V P m ethod and the N R -type 
m ethod should be determ ined by a certain criterion. W e propose to  use the time 
differential o f  average magnetic reluctivity, i.e.,
d v d v  SB d v
dt ffi a
w here Ebmf reflects the change rate o f  m agnetic flux density which is similar to  back 
electrom otive force. Therefore Ebmf  can be considered proportional to  the  voltage applied 
at the terminal. W hen j3 is small the TEPL/D M V P m ethod could be used effectively. 
O therw ise the N R -type m ethod should be used instead. Figure 3.1 shows thG dv/dB  
curve o f  a typical grain oriented steel lamination. F or a given critical value o f  /?, the 
border betw een the tw o m ethods, distinguished by P I  and P2 in Fig. 3.2, can be 
determ ined by the average reluctivity. Alternatively P I  and P2 can also be determ ined by 
giving critical excitation currents for a given device. This is a  much easier way to  
implement, but needs preliminary know ledge o f  the correspondence betw een current and
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saturation level. It is obvious that the standard m ethod (3.22) could not provide A e and 
Ai to  interface TEPL im plem ented in D M V P formulation.
B (x l.5 2  T)
d v r ld B  (xO.0231 A/M /T2)
Fig. 3.1 The B -H  curve and d vr/dB curve o f  a typical lamination
Fig.3.2 The areas for TEPL m ethod and M odified N R  m ethod 
w ith the setting o f  | d v r  / dB  |=0.05
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3.2.5 The Solver
All the  advantages o f  D M V P m ethod are rooted  in the fact that the m ethod has very fast 
solution for transient linear problems. F o r non-linear problem, they should be linearised 
to  take the advantages o f  the  m ethods. In addition to  the advantages generated by the 
m ethod itself, it also enables the possibility to  save huge redundant com putation incurred 
in the solution o f  the final m atrix equations by using factorisation-based algorithm  to 
solve the linear algebraic m atrix equation. The algorithm used in our study is a 
scalar-controlled Incom plete Conjugate G radient m ethod (ICCG). The scalar controlled 
IC C G  uses a scalar variable as the criteria to  determ ine w hether a new  factorised element 
should contribute to  the incom pletely factorised matrix o r not. The criteria w e used can 
be expressed as
a?
(3.23)
a na
w here the a ? is the element to  be factorised, a kk (k = i j ) is the diagonal element.
A pparently the criterion reflects a certain degree o f  the influence o f  the w ould-be newly 
factorized contribution to  the solution. W hen 77 is small, we can reasonably suppose the 
w ould-be contribution has small influence to  the  solution, and hence it can be discarded 
from  the factorised matrix. By controlling the scalar 77 (0-1), w e can control the size o f  
the incom plete factorized m atrix and also the speed. Once the stiffness m atrix is 
factorised, the factorised m atrix can be reused until the stiffness m atrix is changed.
Unlike fully-factorised direct solution algorithms, the IC C G  algorithm  is a semi-iterative 
one w hose convergence is affected by the initial condition. In tim e-step integral solution 
w here the excitation current is a continuous function o f  time (so as the  m agnetic vector 
potentials) a good initial estim ation o f  the potential can be obtained by proper 
extrapolation such as (3.19). The effectiveness o f  using extrapolated potential as starting 
vector will be influenced by other factors such as the interval o f  tim e stepping, voltage
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change rate, the degree o f  non-linearity and eddy current, etc.. The smaller the tim e steps 
and/or the voltage change rate, the m ore efficient the extrapolation. The initial searching 
vector o f  the Conjugate Gradient (CG) m ethod starting from a non-zero vector [A0n] 
could be expressed as
[PS ] = - I s :  ] =  ( [L ]_I [M ][L ]-r  ) ( [ L f [ A ” ]) -  [L ]-’ [r]  (3.24)
w here [M ] is the  stiffness m atrix or Jacobian m atrix, [L] is the low er triangle matrix 
incompletely factorised from  [M ], [r] is the right hand side o f  the linear m atrix equation, 
[p 0”] is the initial searching direction for the CG  iteration and [g0”] is the initial gradient 
direction.
3.2.6 Potential Application o f  the  D M V P in Parallel Com puting
Parallel com putation represents one o f  the current research directions to  solve extremely 
com plicated problem s w ith huge discretisation. O ne o f  the m ajor problem s in parallel 
com putation is to  find a proper m odel/algorithm  that enables data to  be processed in 
parallel. Looking at the D M V P model, one can realise that at each tim e step
(i) Ai and A e are uncoupled
(ii) Independent current sources are uncoupled from  each other
All the  uncouplings can be processed at the same time. It means that the D M V P model is 
superior to  any other m odels know n at the present in term s o f  parallel com putation. 
U nfortunately w e have not been able to test it in parallel com putation, but the advantages 
are obvious.
3.3 C o m p ariso n s  o f D ifferen t M ethods
3.3.1 Com parison betw een the IC M  and the D CM
To m ake com parison betw een the IC M  and the D C M , tw o discretisation schemes for the  
same problem  have been studied. The details o f  discretisation are listed in Table I. For
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the D C M  the voltage w as treated  as a direct excitation source while the  circuit equation 
w as m erged into the FE  field equations. F or the ICM , the DM V P m ethod was employed 
and the excitation current w as treated as an independent variable governed by (3.8). The 
storage requirem ent and C PU  time for both cases are presented in Table II. The CPU  
tim e in Table II is based on a single solution o f  linear matrix equation that involves 
incom plete factorisation once and C G  backw ard substitution twice.
F rom  Table II w e can observe that the storage requirem ent o f  ICM  is much less than that 
o f  D CM , as is the C PU  time. The ratio o f  N w/N t is introduced here to  serve as the 
indicator to  m easure storage and CPU  time. F o r the D CM , the bigger the N xv/N t, the 
larger the storage and C PU  time for the same discretised node number. W hen N %v/N t is 
very small, there is no significant difference betw een these tw o m ethods. The to tal CPU  
saving is directly linked w ith the to tal num ber o f  integrations. The w hole transient 
process will usually last several cycles, which requires several hundreds or thousands o f  
integral tim e steps, depending on the frequency and waveform  o f  the excitation voltage. 
F or linear cases the IC M  will take the C PU  time o f  about (T2+Nn*T3) I icm , w here the T2, 
T3 are defined in Table II and N n are the to tal num ber o f  integral tim e steps in the whole 
transient simulation. The D C M  will, how ever, take the CPU  time o f  about (T2+ N n*T3/2)
I d c m - Because T3 1 Dcm  is much m ore than tw ice o f  T3 1 icm , the C PU  time is therefore 
saved significantly.
F or non-linear cases w ith the TEPL m ethod, a conclusion similar to  linear cases can be 
obtained. H ow ever, for the full non-linear com putation or the  combined m ethod 
presented in section 3.2.4.4, there is no clear conclusion to  determ ine which m ethod is 
superior because o f  factors such as level o f  non-linearity or saturation, length o f  time 
steps, balancing strategy betw een CPU  time and storage, etc.
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TA BLE I. D ETA ILS OF D ISC R ETISA TIO N
Total
Elements
Total
N odes(N t)
N odes in 
W inding Area 
(Nw)
N * /Nt
Scheme A 3128 1654 192 0.116
Scheme B 7594 3927 523 0.133
TA BLE II
CO M PA RISO N  B ET W E EN  D IR EC T AND IN D IR EC T 
C O U PLIN G  M ETH O D S
Scheme B & Scheme A  & Scheme B & Scheme A
ICM ICM D CM D C M
Storage (32-bit) 15447 6417 148918 23683
Iterations 80 46 56 40
Ti (second) 2.29 0.78 12.22 2.52
T 2(second) 0.27 0.09 76.99 3.56
T 3(second) 9.37 2.36 46.29 5.56
Storage: N um ber o f  to tal non-zero elem ents in the matrix [L]
T l CPU  tim e in the assembling 
T2: CPU  tim e in the Incom plete Choleski factorisation 
T 3: CPU  time in the Conjugate Gradient iterations from  zero initial condition 
o f  Aon
* The com putation w as carried ou t on a D EC  Alpha 3000/400 w orkstation.
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3.3.2 E rro r Com parison for N on-linear Cases
N ow  w e com e to investigate the accuracy problems associated the proposed schemes 
based on D M V P m ethod. The step response o f  the TLIA  has been studied in this issue. 
An equal length o f  integral time step has been used w ith the setting o f A t=2.5xl0‘5 
second. Four m ethods (the full N R  m ethod, the full TEPL m ethod, the combined m ethod 
and the linear m ethod w ith //r=6000) have been investigated. Figure 3.3 shows the 
current response obtained by employing the full N R  m ethod which serves as the 
reference to  assess the accuracy o f  other three method. The error relative to the full N R  
m ethod is also shown in the same figure. W e therefore can observe that
(i) The smallest error is the eer l(i)  from  the combined m ethod w ith a proper 
setting o f  Pi and P 2 level
(ii) There is very small difference am ong three m ethods w hen i is small. This is the 
direct result caused by the existence o f  air gap and non-ferrom agnetic material 
in the path o f  the main flux which reduces the non linearity level at a low 
current
(iii) L arger error for err-3 , corresponding to  pure linear D M V P m ethod, occurs at 
both  ends o f  low  and high current. But the  error at low current end is not 
severe.
(iv) L arger error for eer-2  occurs after P 2.
(v) W ith the increase o f  the maximum current, the maximum values o f  err-1 and 
err-2 have limited bounds while that from err-3 trends unlimited.
So, for the combined m ethod the Pi point can be set at /'=0 w ithout loss o f  accuracy. The 
setting o f  P 2 should be determ ined by the non-linear saturation level w hich can be 
calculated according to  the m ethod proposed in section 3.2.4.4. F or single-phase a.c. 
devices, its saturation level changes w ith the excitation current. That means its saturation 
level changes periodically. Therefore w e can effectively apply the combined m ethod to  
simulate a device w orking at a highly saturated level.
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1(A)
Fig. 3.3 (a) The step response of the TLIA in non-linear condition
1(A)
Fig. 3.3(b) Comparison of relative errors from three methods
i(i): excitation current computed by the full NR method
err-1 (i): the error from the combined method, relative to i(t), with border 
settings at i(Pi)=0.1 (A) and i(P2)=2.5 (A) 
eer-2(/):the error from the full TEPL method, relative to i(t) 
eer-3(/):the error from the full linear method, relative to i(t)
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3.4 Application to the TLIA
The proposed  m ethod is applied to  simulate the  TLIA-1 operating under different 
voltage waveform s w ith different external driving circuits. D ue to  the  symmetric 
structure o f  the TLIA, an axi-symmetric finite elem ent form has been adopted. The 
resultant m atrix equation is solved by the scalar-controllable IC C G  m ethod. The finite 
elem ent model w as created w ith 3927 nodes and 7594 elements.
3.4.1 Sinusoidal Excitation
The first operating condition simulated has em ployed a sinusoidal voltage source w ithout 
any control circuits involved. The measured w inding resistance w as used as the R eq o f  in
(3.8). Three cases have been investigated for different switch-on phase angle <j>o- They 
have the following settings:
(i) ^ = 0 ° ,V m= 5 0 V
(ii) (fe=90°, Vm=50 V
(iii) $f=314°, Vm=50 V
The first tw o used softw are to  generate a pure sinusoidal. The third one used both actual 
testing w ave-form  and softw are generated w ave-form  w ith the same voltage and phase. 
The reason for using the actual w ave-form  w as to  com pare with tested  results. The other 
reason w as that the actual w ave-form  was distorted by the transform er. A  tim e step o f
-3
0.2x10 (s) was used in the  BED  tim e-stepping. The simulated current responses are 
illustrated in Fig. 3.4. The results have shown that
a There exists a transient process during the first several cycle after switch on 
« The current response lags the voltage
These results coincide w ith our know ledge relating to  the response o f  induction 
machines.
U n i v e r s i t y  o f  A b e r t a y  D u n d e e
3. Simulation of the Transient Electromagnetic Field 66
Fig. 3 .4(a) The current responses o f  cases (i) and (ii) w ith softw are
generated w ave-form
50 100 150 200 250 300 350
TIME(1.0/Sk sec.)
Fig.3.4(b) The current response o f  cases (iii) w ith softw are 
generated w ave-form
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50 100 150 200 250 300 350
TIME(1.0/5k sec.)
Fig. 3.4(c) The current response o f  cases (iii) by using the m easured voltage
3.4.2 Excitation from  Switch-m ode P ow er Supply
The second attem pt w as to  simulate the TLIA  w orking w ith switch-m ode pow er supply. 
At present the actuator is designed to  be driven by tw o circuits: a triac controlled a.c. 
line controller and a PW M  inverter.
(i) Triac controller: As shown in Fig. 3.5, part o f  sinusoidal voltage is suppled to  
an actuator under the control o f  a triac.
Fig. 3.5 TLIA  under the triac control
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The following relationships are used for (3.8)
.  »r'/;=VmS in (2 ^ '+ ?lff)-V Ul
o R eq(t)= r  when the triac is in conducting mode
•  R eq(t)= 1 0 7r  when the triac is in inhibited m ode
w here Vm is the voltage amplitude, is the firing phase angle, Vo, is the voltage 
drop through the triac in conduction and r  is the winding resistance.
Special attention should be paid to  Req(t) w hen load is inductive, because the 
triac will be inhibited from  conducting only after the current crosses the zero 
level and before the next triggering pulse arrives. For a fixed time step that is 
difficult to  predict the exact time w hen the current reaches zero. This is the 
critical point at w hich triac will be inhibited. An interpolation o r a variable step 
length is required to  calculated the B M F at the  time the triac switches from 
conducting to  inhibiting state. W e treat this problem by the use o f  a delayed 
switch technique which sets the  triac to  inhibiting state after the current crosses 
the zero level. W hen the time step is small, the delayed switching w orks very 
well because o f  the very small time delay o f  switching o f  practical components. 
A  large resistance o f  107r  is used to  express the triac in the inhibiting mode. As 
for the voltage drop Vth, although it is current dependent, its m agnitude relative 
to  Vm is small. A  constant value o f  1.0 volt o f  Vth in conducting m ode w as used 
in our com putations.
(ii) PW M  controlled  D C  to A C  converter. A  fully controlled bridge w ith IG BTs 
and flywheel diodes, as shown in Fig. 3.6, w as designed to  drive the actuator.
It is assumed that the inductance o f  the inverter’s output filter and the PW M  
frequency are properly chosen to  maintain a continuous current flow betw een 
tw o consecutive PW M  pulses. The following tw o relationships are used in
(3.8).
o 11(0= sign(sin(2^//+^))(V dc- 2V sat), w hen the IG BTs are switched on 
o u(t)=  -s ign (S in (2 ///+ ^r))2V ci, when the IG B Ts are switched o ff
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•  Req(t)= r
w here Vsat is the saturated voltage drop on a IGBT, V ci is the voltage clam ped 
by the flywheel diodes.
Fig. 3.6. Full bridge PW M  controlled TLIA
For m ore accurate modelling o f  pow er sem iconductors, classical expressions involving 
exponential forms can be adopted. H ow ever this will lead to  complexities in the 
treatm ent o f  the non-linearity in circuits’ com ponents. For simplicity w e trea t this non­
linearity as a tw o switching states w ith a fixed voltage drop.
Three form s o f  triac-controlled pow er supply and one PW M -controlled pow er supply 
have been simulated w ith an equal length o f  integral tim e step at A t=2.5xl0 '5 second for 
a pow er supply w ith 50Hz base frequency. The BM F combined w ith the supplied voltage 
and the current simulated are shown in Fig. 3.7 ~  Fig. 3.9. Figure 3.7 and 3.8 w ere 
simulated in non-linear condition by a TEPL m ethod. Figure 3.9 was simulated by a 
linear D M V P m ethod just to  dem onstrate different responses from different pow er 
supply.
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Finally the transient response of TLIA-1 driven by the PWM circuitry shown in Fig. 3.6 
was simulated by the TEPL method as well. The base frequency and the PWM switch 
frequency were set at 100Hz and 1.5kHz respectively. The duty cycle of the PWM pulse 
was 0.3 and the switch-on phase angle was 74°. A 2.5x10' fixed time step was used, 
which gives 8 integral steps within the duty period and 19 integral steps in the off-duty 
period. The responses are given in Fig. 3.10.
In the above simulations whereas TEPL method was used, the saturation level was 
determined by the instantaneous current value with the setting of i(Pi)=0 and i(P2)=2.5 
ampere. This setting was based on the study of step response o f the actuator. In this case 
TEPL method based on the DMVP method is sufficient due to the fact that maximum 
current has not gone beyond the P2 point.
i(t) (x0 .05  A)
B M F (V ) u(t) BMF
Fig. 3.7 The simulated responses of TLIA-1 under triac controlled sinusoidal 
voltage supply with the setting: </>o=0 and $ r= 120°
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50 100 150 200 250 300 350
TIME(1.0/5k sec.)
Fig. 3.8 The sim ulated responses o f  TLIA-1 under triac controlled sinusoidal 
voltage supply with the setting: (j>o=\ 15.2° and (j>tr= 90°
50 100 150 200 250 300 350
TIME(1.0/5k sec.)
Fig. 3.9 The simulated responses form  a actuator w ith an ideal square 
w ave excitation at $0=90° and $ r=  135°
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i ( t )  ( x 0 . 0 5  A )
Fig. 3.10 The response of BEF and current of the TLIA under PWM driving
3.5 E x p e rim en ta l In v es tig a tio n
Experimental work was carried out on the TLIA-1 with triac controller. The control 
circuit designed and constructed uses a 0-5(Vdc) to control the firing phase of the triac. A 
precision linear potentiometer was used to detect the position of the plunger and to 
generate a feedback voltage reflecting the position. A TMS320C26 DSP processor 
served as the central real time controller. The responses of the system were recorded by 
a digital data acquisition (DAQ) board mounted in a PC. This configuration is illustrated 
in Fig.3.11.
In the experiment, the supply voltage for the triac circuit was obtained from the 240V 
mains through a transformer. It was observed that due to the magnetic saturation inside 
the transformer the output waveform was distorted. To enable more accurate 
comparison, the real voltage waveform was recorded into a file that was used as the 
input voltage for the FE simulation.
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The experimental work was carried out under standstill conditions, the same condition as 
the simulation. In this case the closed loop feedback was disabled and the firing phase- 
delay angle was controlled by a d.c. voltage generated from a D/A converter on the DSP 
board. Two types of voltage waveforms, the full a.c. one and the triac-control controlled 
one, were investigated with different switch-on phase and firing phase angles. The 
transient voltages and currents recorded by DAQ are shown in Fig.3.12 and Fig. 3.13.
PC with
SP Develop 
Tool Kits
TMS320C26
g— DSP board
Switch Control 
Voltage
Triggering
Signal/syn
PC with
DAQ software
Excitation Voltage
Current T L I A
AC power supply
______\ / ________
Triac Firing 
Control Circuit
Feedback
Voltage
Linear Potential 
Meter
OutpuQ/ (Displacement)
Fig. 3 .11 Diagram of test configuration for triac controller
Comparing Fig. 3.12 and Fig. 3.13 with Fig. 3.4(c) and Fig. 3.8 respectively, we will find 
that the simulated results are very closed to the tested results. The close-up comparison 
will reveal that the higher relative error happens at low current value. This could be 
attribute to:
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•  Ferrom agnetic material has higher non-linearity in low  flux density, 
o M aterial property used in the  simulation is not exactly the same used in the TLIA. 
The yoke and mandrel o f  the  TLIA  are made o f  com m on steel w hose type w as 
uncertain. Also the m agnetic hysteresis has been neglected.
« M athem atically, the same absolute error will give higher relative error in low  value 
than in high value.
A ccording to  our understanding, the simulation can be further im proved if  material 
properties are modelled m ore accurately along w ith proper settings o f  i(P i) & i(P2) level 
and the interval o f  time stepping.
CURRENT(A) VOLTAGE(V)
Fig. 3.12 The tested  w avesform s o f  current and terminal voltage 
at ^0=314° w ithout triac control
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CURRENT(A) VOLTAGE(V)
Fig. 3.13 The tested  wave forms o f  current and terminal voltage under 
triac controlled sinusoidal excitation at (fc=115.2° and ^ = 9 0 °
3.6 Conclusions
A D M V P m ethod indirectly coupling external circuits has been proposed and studied in 
this chapter. This m ethod w as initially derived from  the tim e-stepping BED  form  in linear 
cases. It w as then extended to  non-linear cases under which other tw o  sub-m ethods the 
TE PL m ethod and the combined m ethod have been developed as well. The main 
advantages that the proposed m ethods can claim could be summarised as 
•  Particularly suitable to  switch-m ode operation in which very fine tim e-step and huge 
discrete integration are involved.
o Fast solution to  eddy current problem s under voltage driven conditions and requiring 
coupling external circuit equations
o Flexibility to  deal w ith com plicated external drive circuit equations
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•  H igh potential for parallel com putation
Its m ajor problem s could be the accuracy and speed in highly non-linear cases, which 
could be the topic o f  future research.
Tw o numerical experim ents have been carried out to  verify the effectiveness o f  the 
proposed method. One is on the C PU  com parison betw een D CM  and ICM. The other is 
on the error's com parison am ong four methods. Those com parisons provide a sound 
foundation to  implement the proposed m ethod confidently. This m ethod has been applied 
to  simulate the actual TLIA  under different form s o f  excitations to  dem onstrate its 
capability. Finally some o f  the simulated responses have been com pared w ith the 
response recorded in the designed experim ents by using D A Q  technique. A  good 
agreem ent betw een the tested  and simulated results has been obtained. It will be 
interesting as a further research topic to  look into its application in parallel com putation 
and in modelling hysteresis.
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4 CALCULATION OF ELECTRO­
MAGNETIC FORCE
4.1 In tro d u c tio n
The TLIA s are electrom echanical devices to  produce force. This is the m ajor reason for 
their existence. Consequently, the evaluation and com putation o f  mechanical forces 
produced by these devices becom es the m ajor concern in their design and analysis. 
Therefore the accurate determ ination o f  forces becom es extrem ely im portant for 
evaluating a design and predicting the perform ance.
In com puter aided analysis o f  electrom agnetic devices, the force calculation is usually 
carried out in the post-processing stage o f  FE analysis package, if  no dynamic 
mechanical m ovem ent is involved in the analysis. Since the force calculation by FEM  will 
inevitably involve errors, efforts have also been directed to  the investigation o f  force 
calculation in parallel w ith the developm ent o f  the  CAD tools.
There are several m ethods that can be used to  com pute the electrom agnetic forces 
[47 -53], N o m atter w hich m ethod is used, the results should be very close for the same 
design. In the practical application o f  FEM , the various m ethods may give answers w ith 
considerable difference, due to the approxim ation property o f  numerical m ethods 
[47,52], Usually, FEM  employs auxiliary potentials as a media to  assist the numerical 
com putation o f  electrom agnetic fields in low  and medium frequency range. Using direct 
field variables (B, H  or I) will bring m ore difficulties in the determ ination o f  boundary 
conditions for numerical analysis. This entails m ore accuracy problems in force 
com putation than in the com putation o f  field quantities and the auxiliary potentials. From
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the numerical point o f  view, accuracy problem s associated with force calculation could 
be caused by elemental discretisation (ED), elemental interpolation (E l) and integral path 
(IP ) [49],
C om putation o f  forces in electrom agnetic devices is usually carried out by three 
m ethods: M axw ell’s stress tensor based m ethod (M STBM ), virtual w ork  principle 
(V W P) and Lorenz force form ula (LFF). In addition to  the standard M axw ell’s stress 
m ethod several subclass m ethods can be derived from  the M STB M , such as the 
equivalent current m ethod and the equivalent m agnetic charge m ethod. The LFF is 
im plem ented only over the current-carrying regions and thus may involve little 
calculation. Its advantage is also its disadvantage: it can not be employed to calculate 
forces on m agnetic objects. Therefore the LFF is o f  limited use. The M STB M  and VW P 
are the first choice in m ost applications, due to  their universal suitability. The M STB M  is 
particularly attractive w hen local force on ferrom agnetic materials is required. H ow ever, 
the M STB M  suffers accuracy problems in numerical com putation as reported  by many 
researchers.
To im prove the accuracy o f  force calculation, several remedies have been found to  tackle 
the problem  from  different angles, which can be summarised as:
(i) Im provem ent o f  the com putation accuracy o f  auxiliary potential by using higher 
order elem ent [47], o r  elem ent refinement technique [48].
(ii) Im provem ent o f  the calculation accuracy o f  the  field quantities by using dual 
potential m ethod [49],
(iii) Im provem ent o f  the  accuracy o f  the field quantities by employing error 
cancellation techniques, such as the mean-difference potential (M D P) m ethod 
[50] and discretised current sheet (D CS) m ethod [51].
(iv) Im plem entation o f  force integration along appropriate path [52], plus correction 
o f  field quantities by using extrapolation o r w eighted factor techniques [53].
The first tw o groups o f  m ethods can, w ithout doubt, improve the accuracy o f  potential 
and thus the accuracy o f  forces, but m ore com puter resource in term s o f  CPU  time and 
storage will be required. The M D P m ethod is suitable in virtual w ork  principle (VW P)
U n i v e r s i t y  o f  A b e r t a y  D u n d e e
4. Calculation of Electromagnetic Force 79
and also requires solutions o f  the FE equation twice. A lthough it is claimed that DCS 
m ethod has the accuracy o f  analytical m ethods and path-independence, it may suffer slow 
convergence problem  in non-linear cases. As for the last group, the main task  o f  
correcting the field still remains a problem. Except the DCS m ethod and the VW P 
m ethod, all the other m ethods are m ore sensitive to  the integral path. D espite the 
abundance o f  practical results and com putational techniques to  im prove the accuracy o f  
force calculation, rigorous analysis and definitive conclusion are still lacking.
In this chapter the M STB M  is investigated against its sensitivities in FE application. A 
m ethod is proposed to  im prove the accuracy in volume force calculation. Com parisons 
will be given to  dem onstrate the effectiveness o f  the proposed method.
4.2 T h e  M S T B M
A ccording to  the standard M axw ell’s stress m ethod, the total force acting on a closed 
surface ‘a’ encom passing a volume can be obtained by the integration o f
(4.1)
w here T  is the M axw ell’s stress tensor w ith term s given by,
T
BxH x - B H / 2
ByH x
B M X
BxH y
ByH y -  B H  / 2
B M . - B H / 2
(4.2)
Because theT | is a symmetric tensor, it can be transform ed to  the  local axis [ « ,  tu
t2 ] w ith n directed in parallel w ith B . In this case, T  is a diagonal tensor that has the 
form  o f
T n,tl,t2
B H / 2 0 0
0 - B H  12  0
0 0 - B H / 2
(4.3)
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The local surface force density can be derived from  the (4.3), which gives
(4.4a)
dFt 1
f t  = -  ~ B nB ta d  f t
(4.4b)
4.3 Analysis of Error Sources in Force Calculation
From  either (4.2) or (4.4), it can be seen that the accuracy o f  F  is directly linked w ith 
the accuracy o f  B  and H  instead o f  any auxiliary potential. Given that B  and H  are 
calculated from  auxiliary potential, w e can attribute errors in the calculated force to  three 
sources. They are
(i) E rrors caused by inaccurate solution (IS) o f  the large simultaneous equations
(ii) E rrors introduced in potential approxim ation (PA) in the interpolation.
(iii) E rrors introduced from  field approxim ation (FA) by the differentiation o f  the 
potential
The IS -error is caused by the truncation error stemming from the com puter hardw are, 
the algorithm, and the associated error spreading inside algorithms. The only effective 
means to  reduce this error is to  choose sufficient length o f  digital number. It is realised 
that truncation error will spread into the final solution. The practical experience tells us 
that the IS -error could be neglected w hen proper length o f  digital num ber is used.
The PA -error cannot be avoided except in some simple cases involving hom ogeneous 
field distributions. To reduce the PA -error, higher order element and mesh refinements 
are the commonly used techniques.
The FA -error discussed here is defined as the error rising from the m athematical 
im plem entation o f  numerical differentiation to  the interpolated potential. It is different 
from  the PA -error although PA -error will be passed to  the FA -error. Since the 
interpolation is an approxim ation to  the actual distribution, the error reflected in field
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quantities (B, H) could com e from  both the PA -error and the FA -error. So, even if  exact 
potentials are obtained, error will still exist in the field calculation from  potential 
interpolation.
4.4 Path-dependency of Force Calculation
It is observed that different integral path will give different force value in FE  analysis. 
Equivalently the error in force calculation is path-dependent. F or simplicity, a triangular 
element is used here to  investigate the mechanism behind this phenomenon.
W hen hysteresis is neglected, M axw ell’s stress m ethod implies that the integration o f
(4.1) m ust be zero if  the force integration is carried inside a single source-free material. 
W e can separate the integration into tw o term s defined as
= & 1 - d !  + § , i - d S  (4 5 )
= Fi + F b 
= 0
w here se= s  ' + /  W e choose s 1 as part o f  /  plus one elemental edge and sb as tw o 
elemental edges, as shown in Fig. 4.1. Accordingly the first and second integral term s 
are denoted by F)and Fb which are defined as interior error and boundary errors 
respectively. For perm anent magnets, the remnant magnetic flux density or coercive 
force is naturally caused by magnetic hysteresis, therefore (4.5) can not be applied 
directly. H ow ever (4.5) will be applicable if  a proper treatm ent (such as the equivalent 
m agnetic charge m ethod or the equivalent current sheet m ethod) is given.
As is well know n that FEM  can strictly satisfy only one o f  the  tw o interface conditions 
im posed by the M axw ell’s electrom agnetic theory, which are
*„i = B„2 (4.6)
H,2 -  H a = J. (4.7)
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where Js is the current sheet density on the interface. For instance, when the magnetic 
vector potential method is used, only (4.6) is strictly satisfied; and when the magnetic 
scalar potential method is used, only (4.7) is strictly satisfied. Therefore theFb would not 
be zero even if jui = and Js — 0.
As for the term Ft, its path-dependency is dependent upon the interpolation or the shape 
function of the potential. Mathematical rule tells us that the sufficient condition of 
integral path-independence of (4.1) is
divT = 0 (4.8)
Fig. 4.1 Illustration of integral path
For the first order Lagrangian elements, (4.8) can be satisfied, however, with the loss of 
accuracy of field (B, H) distribution. This rough field distribution consequently brings 
larger error in Fb. Higher order elements allow field changes more smoothly within 
elements and on borders, but the relationship of (4.8) is usually not satisfied - at least we 
are not aware of any reported work that uses higher order shape function which takes 
account of the constraint (4.8). The fact that either Ft or Fb is not zero is the cause of the 
path-dependency in force calculation.
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4.5 A nalysis o f th e  F ield  C a lcu la tio n  E r ro r
As m entioned before, the FA -error is another source causing error in addition to  the PA  
error. Usually, w e will think the differentiating operation in B&H will enlarge the error in 
auxiliary potential. This is largely based on our intuition. B ecause o f  the com plicated 
nature o f  the errors caused by both  the potential interpolation and the discretised 
differentiation, this intuition may be true, subjected to  some conditions that will be 
discussed later. From  our literature survey, it seems that few researchers have studied the 
relationships o f  error spreading am ong the mathem atical implem entations o f  force 
calculation [47-56],
H ere w e will tackle the problem  from  some basic m athematical operation involved in FE 
analysis. Assuming that a solution has been obtained in term s o f  the potential A , w e 
calculate a FD form o f  differentiation inside an elem ent along the direction (q ' as,
com ponent A c, qi and q2 are the tw o nodes defining the direction q. This is a basic 
discretised form  to  calculate differentiation which is required to  obtain B&H from  A.
Equation (4.9) can be also considered as a m athematical model o f  a differential amplifier 
in electronics. As w e know , a differential amplifier will reject com m on-m ode (CM ) error 
( eqi* sq2>0) and amplify the differential-m ode (D M ) error (sqi* sq2<0). So if  the error in 
the  potential is o f  com m on-m ode, the error in A will be partly cancelled in (4.9) under 
the  assum ption o f  continuous A. The assum ption is generally acceptable if  w e do not 
take any idealised m odels which use equivalent current sheet to  replace massive current 
distribution. Particularly the differentiation will be better calculated at the middle point 
q0, due to  the fact that central difference form has one order higher o f  truncation errors
than non-central ones. The A c | can also serve as a good approxim ation o f  the average 
value o f  A*\ql„q2 due to  the natural continuity o f  potential A*. Our observation shows
( A , q 2  ~  ^ e ,q l  ) +  (S q2 ~  £ q\ )
A q
(4.9)
w here the superscript denotes the exact value, £ denotes the error in the potential
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that vast majority of elements have CM errors in potential at the vertex of each element, 
at least for the examples we have studied. Here what we can provide as evidence are the 
examples in section 4.6. The strictly mathematical proof of universal or conditional 
applicability is another challenging topic in any future work.
For elements that have DM errors on elemental vertex, the absolute value of potential’s 
error will be much smaller than those of other elements with CM errors, due to the basic 
continuity assumption of potential and the natural continuity of the field if no current 
sheet is involved Therefore it is reasonable to consider that the differentiation at the 
midpoint qo will be more accurate than the potential itself. We call such points as 
Relatively Optimal Gauss Sampling Points (ROGSP). So, we can postulate that
• On average the fields B and H at ROGSP are closer to the exact values than at other 
points.
• The differential mode errors play a less important role in the calculation of B and H 
than the common mode errors
Fig. 4.2 ROGSP for Bn and Ht for a triangular element
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F or the 2D triangular elem ents using magnetic vector potential, Bn is best approxim ated 
at the m idpoints on each element edge and the relevant H t is best approxim ated at 
midpoints o f  their altitude. Referring to  Fig. 4.2, points tii, n2, and n3 hold the best 
average Bn values and points tIt t2 and t3 hold the best average H t values. It is obvious 
that the RO G SPs for B n and H t are not located at the same point, so it is not possible to  
choose an integral path  w ith R O G SPs for both B n and H t in the same location, which is 
vital to  reduce the error in the integration o f  M axw ell’s stress.
B ecause the vast majority o f  elements have CM  error, w e can design a scheme to  take 
advantage o f  this in force com putation.
4.6 The Proposed Method
Since the RO G SPs o f  B„ are located at the midpoints o f  the element edges for M V P, w e 
propose the following scheme to carry out the stress integration:
•  Chose an arbitrary integration path
® Calculate the Bn on the R O G SP o f  each edges 
© Calculate the corrected H t at the same R O G SPs as Bn
•  Calculate FT , Fiy Fb and F  according to  the following formula
F  = FT - F , - F b
l=\ m= 1 n=1
(4.10)
w here
E t : All the elem ents com pletely encom passed inside the integral loop plus parts o f  
elements that are partially encom passed in the integral loop
E Elem ents having non-zero Ft and those elem ents that are cut by the integral 
path
Sb\ The border joining tw o  elem ents w ith same material, except those elemental 
borders that is part o f  the integral path
Ft : Integration o f  M axw ell’s stress along the entire border o f  elem ent /  in E r
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F ” : Integration o f  M axw ell’s stress along all the border o f  element m in E ‘
Fb : Integration o f  M axw ell’s stress along the border n in Sb
Equation (4.10) com es out as the results o f  the study o f  section 4.5 w here w e found that 
the non-zero Ft and Fb is the cause o f  path-dependency. So w e can eliminate them  by 
deducting them  from  the to tal force. The above scheme is for an arbitrary integral path. 
I f  the integral path is chosen along elemental b o rd e r,/)  can be avoided, which makes the 
calculation simpler.
U nder the assum ption o f  using M VP, which m ean that Bn is continuous on the edge and 
that B n at the R O G SPs can be calculated straight forward, the remaining task  is to find a 
good approxim ation o f  H t at the same locations o f  RO G SPs o f  B n. F o r any element, 
there are four possible positions o f  the elemental edges that should be considered in 
correcting Hf. They are
(i) Edge on the boundary o f  the w hole region to  be solved
(ii) Edge belongs to  elem ent w ith massive current inside
(iii) Edge joining tw o elem ents w ith the same material
(iv) Edge joining tw o elem ents w ith magnetic material and non-m agnetic material 
respectively
Case (i) can be treated  by the direct boundary condition constraints used in solving the 
potentials. Cases (ii) and (iii) imply that the potential is continuous. To get a continuous 
H t on the elem ent edge, w e propose to  use higher order secondary interpolation 
involving all the vertices o f  the tw o elements joined at the edge. As shown in Fig. 4.3, 
the secondary interpolation could be a quadratic function consisting o f  the potentials at 
nodes 1,2,3 and 4 for the edge L 12. W ith this interpolation it is possible to  construct local 
meshes to  have the R O G SP o f  H t located at the same position o f  the R O G SP o f  Bn, 
which requires
o Line L 34 goes through the middle point M  o f  L i2,
° L3m equals L 4m
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This turns out that the adjacent triangle forms a parallelogram. Even if the above
For case (iv), the magnetic permeability changes abruptly at the joining border and Ht 
may also change dramatically after entering/leaving magnetic material. The higher order 
secondary interpolation method does not work effectively. In this case we propose to use 
an equivalent magnetic circuit to correct the H t . As shown in Fig. 4.4, the corrected Ht 
will be
conditions are not satisfied, a better Ht on L 12 can still be expected with the higher order 
secondary interpolation.
3
1
4
Fig. 4.3 Calculating Ht on L12 by using high order interpolation 
using all the vertices 1 to 4
(4.11)
with the magnetic reluctance R is approximated by
where is the altitude on the border and CZ ’ is the length of the border
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By now  w e have only used M V P in triangular element to  explain the scheme. For 
m agnetic scalar potential m ethod, the scheme needs ju st swapping H t and B n. It can be 
easily extended to  o ther elem ents and to  three-dim ensional cases. The proposed scheme 
im proves the accuracy from  low  level or fundamental principle. O ther high level m ethods 
belonging to  (i) o f  section 4.1 can still be applied in conjunction the proposed m ethod to  
get be tter results.
Ha Ct
Htl o
#>=2V ( / 4 L)
Ht O-------- J  Joining interface/node
i?, =2/2, / ( / / ,£ )
Equivalent
Magnetic
Circuit
Network
I
X
Fig. 4.4  Equivalent M agnetic Circuit for Correcting Ht
4.7 C o m p u ta tio n a l E x p e rim en t
To verify the effectiveness o f  the proposed m ethod, three examples are investigated. 
Tw o o f  them  have analytical solutions, so com parisons can be m ade directly. And the 
third one is a relatively com plex structure to  provide further dem onstration w ithout loss 
o f  generality. The numerical approxim ation uses 2D FE M  w ith magnetic vecto r potential 
and triangular elements.
The first example is a massive conductor in a slot as shown in Fig. 4.5. Tw o current 
carrying conductors w ith rectangular cross section are placed in the slot so that different 
com binations o f  excitation can be examined. This problem  has an analytical solution with
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the following boundary conditions:
Bn\ = 0
4 , 4 = o
Appendix C gives the analytical solution of potential Az. For this problem, the accuracy 
in the force calculated by FEM and its sensitivity to integral path were studied. The 
following factors were investigated
(i) Excitations: two excitations, the same and the opposite directions of currents in 
the two conductors.
(ii) Mesh size: three levels of discretisations with ratios o f node/element at
2177/4168, 517/1048 and 225/392
(iii) Integral loop: two arbitrary integral loops as shown in Fig. 4.5
Fig. 4.5 Configuration o f the first example
s4
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The com parison o f  force calculation is given in Table-4.1. The results show  that the 
proposed m ethod provides better and m ore stable accuracy than the standard M axw ell’s 
stress m ethod, and is independent o f  integral path. In very rough mesh discretisation as in 
the case o f  M esh-C , good accuracy can still be retained.
The contours o f  local relative errors o f  potential have been shown in Fig. 4.6 and Fig. 4.7 
respectively for tw o excitation conditions. The relative error is defined as
exact_ value - FEM_ value
relative_ error = -----------------
abs(exact_ value)
It can be seen that the positive error contours and negative error contours seldom  cross 
each other. This suggests that the  potential errors on elemental vertices are CM  errors 
for the m ajority o f  elements. Therefore the errors that appeared in the potential will 
partially counteract in the differentiation o f  field solution (B, H).
The second example concerns an air-iron interface w ith limited magnetic permeability as 
shown in Fig. 4.8. Tw o cases w ith relative magnetic permeability values o f  1000 and 50 
have been investigated. The analytical solution is
A- L o  - - | lnK * ~ ) 2 + y 1 ] + >n[(* + *o f  + / ]j
I I A i/V
' c<0 2/r(//2 + //,) l n [ ( x - x 0) 2 + / ]
B ecause this is an open boundary problem, the boundary conditions required in FE 
analysis w ere im posed by using the analytical results. Therefore the boundary errors are 
eliminated completely. The error caused in the FE  solution stemmed only from  the 
discretisation and interpolation. The com parisons betw een different m ethods are given 
out in Table-4.2. Again better force accuracy and integral path-independence w ere 
obtained. The contour o f  relative error is given in Fig. 4.9, which also supports our 
previous analysis that arrives at a conclusion that elemental potential errors are m ostly o f  
the com m on-m ode type.
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: Positive error -------- : Negative error
Fig. 4.6 Contour plot of relative errors for Case-I with Ja=Jb= l OxlO7 A/m2
: Positive error : Negative error
Fig. 4.7 Contour plot of relative errors for Case-II with Ja^-Jb^FOxlO7 A/m2
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Fig. 4.8 Configuration of Example-2
: Positive error .....  : Negative error
Fig. 4.9 Contour plot of relative error for Example-2
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Table-4 .la: Force com parison for C ase-I with the excitation current 
density o f  Jcon-l=Jcon-2=10xl07 A/m2
Loop M esh
Force (N) C onducto r-1 Force (N ) C onductor-2
Standard
M axwell
Proposed
M ethod
Standard
M axwell
Proposed
M ethod
A -1.2954 -1.3601 -10.830 -11.005
LI B -1.5017 -1.3547 -10.947 -10.939
Fx C -1.4797 -1.3650 -11.097 -10.959
A -1.3926 -1.3601 -10.900 -11.005
L2 B -1.3226 -1.3547 -11.584 -10.939
C -1.4241 -1.3650 -10.883 -10.959
A 0.91837 0.94860 0.88284 0.9790
L I B 1.0328 0.94541 0.95232 0.9485
Fy C 1.0313 0.95512 0.96325 0.9932
A 0.97358 0.94860 0.93678 0.9790
L2 B 0.92618 0.94541 1.10669 0.9485
C 0.98712 0.94542 1.07649 0.9932
Exact Fx* -1.3619469 -11.005910
Exact F
*
y 0.949808417 0.974973973
M esh-A: 2177 nodes, 4168 elements 
M esh-B: 517 nodes, 1048 elements 
M esh-C: 225 nodes, 392 elem ents
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Table-4, lb: Force comparison for Case-II with the excitation 
current density o f Jcon-l=-Jcon-2= 1 0 x l0 7 A/m2
Loop Mesh
Force (N) Conductor-1 Force (N) Conductor-2
Standard
Maxwell
Our
Method
Standard
Maxwell
Our
Method
A -1.1724 -1.2093 2.8790 2.8805
LI B -1.1589 -1.2099 2.6092 2.8381
Fx C -1.1935 -1.2124 3.0712 2.8953
A -1.1821 -1.2093 2.8432 2.8805
L2 B -1.1521 -1.2099 2.7802 2.8381
C -1.1731 -1.2124 2.9220 2.8953
A 0.25639 0.26017 -5.9541 -5.9094
LI B 0.21611 0.25758 -5.7798 -5.8493
Fy C 0.24264 0.24879 -6.0810 -5.8464
A 0.23825 0.26017 -5.9265 -5.9094
L2 B 0.19121 0.25758 -5.8632 -5.8493
C 0.22666 0.24879 -6.1039 -5.8464
Exact F* -1.2094520578 2.8789663465
Exact Fy 0.26092882321 -5.9119005850
Mesh-A: 2177 nodes, 4168 elements 
Mesh-B: 517 nodes, 1048 elements 
Mesh-C: 225 nodes, 392 elements
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Table-4.2: Comparison o f force calculation for Example-2
Fx (N xlO'3)
Case Loop Standard
Maxwell
Proposed
Method
Analytical
LI -1.9726 -2.0146
A L2 -2.0167 -2.0146 2.01458
L3 -2.8158 -2.0146
LI -1.8880 -1.9595
B L2 -1.9370 -1.9595 -1.90333
L3 -2.1926 -1.9595
Case-A: p.r=1000 
Case-B: nr=50
Discretisation: 1472 nodes and 2790 elements
The error contour plots o f Fig. 4.6 and Fig. 4.7 also reveal that the maximum error 
points and maximum error gradient occur at the corners o f  the conductor. And Fig. 4.9 
reveals that those points will occur at the interface between ferromagnetic material and 
air in addition to the corners o f  the conductor. So, in addition to choosing the integral 
path far from the iron as recommended by some authors, we should add that the integral 
path should be far away from current source as well when implementing the standard 
Maxwell’s stress integration.
Finally a more practical problem o f an attractive levitation magnet, shown in Fig. 4.10, 
has been studied. Three discretisation schemes and two integral paths have been 
investigated. Because o f the lack o f exact solution, the most accurate value was 
considered as that obtained from the integration through the centre line in the air gap 
under fine mesh discretisation. The results are compared in Table-4.3, which again 
validates the effectiveness o f the proposed method.
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Table-4.3 Forces obtained by different methods for Example-3
Loop Dir. Mesh
Force (N)
Standard
Maxwell
Method-2 Method-3 Proposed
Method
LI
Fx
A 27.146 36.961 25.604 26.637
B 24.442 37.092 24.761 25.479
C 22.871 38.023 23.174 23.535
Fy
A -123.64 -131.79 -121.94 -123.37
B -121.55 -131.22 -115.63 -120.47
C -120.80 -126.62 -111.42 -114.71
L2
Fx
A 28.707
same as LI
B 29.962
C 23.954
Fy
A -124.21
B -123.66
C -113.33
Compared force Fx* 26.9135
Compared force Fy* -123.690
Case-A: 8594 nodes, 16818 elements 
Case-B: 2008 nodes, 3838 elements 
Case-C: 550 nodes, 1008 elements
Method-2: Integration o f  Maxwell’s stress on the air-iron boundary with 
standard method to calculate Bn and Ht 
Method-3: Integration o f Maxwell’s stress on the air-iron boundary with the 
(4.11) to calculate Bn and Ht
Compared force: Case-A calculated by the standard Maxwell’s stress method 
with an integral path that goes through the centre line o f air gap.
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Fig. 4.10 Configuration of Example-3
4.8 Conclusions
Based on the fundamental analysis of the error sources of numerical force calculation an 
interesting phenomenon has been found that most of the elements have common mode 
errors. This was solidly proven by two examples with comparison between analytical and 
FEM results. This discovery has led to two intermediate influences to implement force 
calculation: better local field quantities (B,H) can be obtained at ROGSPs and errors are 
more concentrated near the source. The second influence backs the experience of other 
researchers to choose the integral path away from sources that include the excitation 
source and iron-air interface.
This fundamental study and the discovery of the dominance of elemental CM errors have 
led to the birth of the proposed method to improve the accuracy of force calculations of 
MSTBM. The method transforms the standard integration into a summation of forces 
acting on edges of elements contained in the integral region. The method requires the 
magnetic field strength or the magnetic flux density to be corrected at the ROGSPs by 
higher order secondary interpolation o f potential or equivalent magnetic circuit, 
depending on the type o f auxiliary potential used. Improvement in force accuracy and 
path-independence of integration have been achieved with the proposed method. This 
method can be immediately combined with other high-level measures, which improve 
potential accuracy, to further improve the force accuracy.
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5 SIMULATION OF TRANSIENT 
TEMPERATURE FIELD
5.1 Introduction
The fundamental thermal problem in the design o f electromagnetic devices is to avoid 
overheating. Overheat o f  windings will break down their electrical insulation. Overheated 
spots in mechanical structure will cause structural damage and/or degradation o f material 
property. So not only the electromagnetic field should be known in the design but also 
the temperature field. Although heat sources could be in several forms, only the 
electromagnetic losses in low frequency domain are o f interest here. It accounts for eddy 
current loss, winding resistance loss and magnetic hysteresis loss.
The temperature rise in our positioning TLIAs becomes more severe due to the 
following three main factors:
• Large inevitable eddy current losses in the plunger 
o Poor ventilation facilities
® Temperature dependence o f properties o f  materials
In addition to the possible thermal overheating o f windings, side effects caused by 
overheating will bring extra burden in positioning control. When forced ventilation 
becomes unavoidable the whole system will become more complex than their rotary 
counterpart. In this case, some o f the inherent advantages o f linear induction actuators, 
such as robustness and simplicity, suddenly disappear. Therefore a precise temperature 
calculation plays a vital role in the design o f a positioning TLIA whose temperature rise 
could be the main factor limiting its operating duration under continuous excitation.
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The traditional non-numerical analytical methods can only predict the average 
temperature in particular components o f electromagnetic devices with simple structures 
[57], Practical devices usually have complicated structures whose empirical parameters 
required by analytical method will not be available or accurate enough at the 
development stage o f a product. Even if the TLIA we developed has a simple structure, 
it is still too difficult to use analytical method for its temperature analysis. Modern 
development in the FEM overcomes these problems and enables the accurate 
computation o f the entire temperature distribution within electromagnetic devices with 
complicated structure. Therefore, we turn to the FEM again to compute the transient 
temperature field in the TLIA.
Generally speaking, the physical properties o f  materials such as electric conductivity, 
magnetic permeability, etc., are temperature dependant. Therefore temperature field 
equation and electromagnetic field equation should be coupled together when the 
temperature range will significantly affect material properties.
Coupling temperature with electromagnetic field could be implemented in a strong way 
or a loose way, determined by the maximum temperature and the temperature 
dependence o f  material properties [58,59]. In the strong coupling method, temperature 
field and electromagnetic field are solved in one simultaneous equation. In the loose 
coupling method, the temperature field and the electromagnetic field are solved 
separately by two simultaneous equations that are formed without taking account o f their 
transient interaction.
If the temperature rise is very high and involve significant change o f  material properties 
such as the Curie transition that happens in induction heating, strong coupling will 
provide better solutions. For electromagnetic devices working in the low frequency 
range, their electrical transient time constants are one or two orders lower than their 
thermal time constants. The maximum temperature will usually not exceed beyond their 
Curie point after which material properties change dramatically. In these cases, the 
thermal equation and the electromagnetic equation can be solved efficiently by the loose 
coupling method. Therefore the loose coupling method is suitable and will be used for
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our TLIAs.
As for the computation o f losses, the simpler time-harmonic form o f Maxwell’s 
equations could provide an adequate accuracy for the purpose o f temperature 
computation for those electromagnetic devices with constant loads. In positioning 
applications, however, the time-harmonic form is not good enough, due to the fact that 
the position may change in unpredictable patterns and that the total settling time required 
will be different from position to position. So, a time-dependent form o f the Maxwell’s 
equation will be more appropriate in these cases. The method studied in chapter 3 to 
simulate transient electromagnetic field is employed here to compute the distribution o f  
electromagnetic losses. The electric losses in the winding area are calculated by 
redistributing the total resistive winding losses into the whole winding area. The eddy 
current losses in the winding area are neglected. The magnetic hysteresis losses are 
calculated by empirical formula according to the magnetic field density. The standard 
Backward Euler’s Difference method is used to treat the time derivative term in the 
thermal equation.
5.2 Finite Element Analysis of Transient Heat Transfer Equation
5.2.1 The Heat Transfer Equation
In the computation o f the temperature field in the actuator, we will only concentrate on 
the process by which the energy transport takes place. This is the so-called heat transfer 
problem that differs from the thermodynamics that deals with the relation between heat 
and other forms o f energy. The heat transfers are generally classified into three basic 
modes o f mechanism: conduction, radiation and convection. Of these mechanisms, 
conduction and radiation can be considered as pure propagating process without mass 
transport o f energy. Convection, on the other hand, is a mixture o f  conduction and mass 
transport o f energy. Since most heat transfer occurrences involve more than one mode, it 
will be necessary to take into account o f all significant modes involved. Because the 
actuators work in low temperature range, we will neglect the radiation effect and 
consider convection and conduction modes only.
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The diffusion equation, describing the temperature field associated with the heat 
conduction and velocity, is governed by the energy conservation equation:
d l
'W-(kWT)- pc(—  + v-WT) = -q in Q, t>0 (5.1)
together with the following possible boundary conditions and initial condition, without 
considering radiation effects and velocity:
® Dirichlet boundary condition: r |r = fo r x o n T i, t>0 (5.2a)
d T
Neumann boundary condition: k—
Convection boundary condition:
er_
3 i
= qn(x,t)  f o r x o n r 2, t>0 (5 2b)
= h ( x J ) ( T - T J  for x on r3, t>0 (5.2c)
f T=T0(x)
® Initial condition: < for x in Q, t=0 (5.2d)
where T0, r , qn0, and hc are constant temperature, ambient temperature, boundary, 
constant input heat flux and heat transfer coefficient respectively. Vector x is the 
coordinate variables in space Q. The v stands for the velocity vector o f  the moving 
mass.
5.2.2 Finite Element Formulation o f Transient Heat Conduction Equation
Similar to transient eddy current equation (3.5), equation (5.1) is also a parabolic 
differential equation. The variational formulation to this problem has not been thoroughly 
solved up to date. There are two remedies to deal with the dT/dt. The first method is to 
treat it as a constant during variation, then expressed by finite difference method after the 
variation. The second one is to difference it at first and then carry out the variation after. 
The first method is used here. For the TLIAs it is extremely difficult to treat the velocity 
term because o f the plunger’s uncertain movement pattern and the free convection. To 
simplify the treatment o f free convection, an average heat transfer coefficient will be 
used. To treat the velocity term, we go for a pessimistic condition that will be the
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standstill operation. After these assumptions, we then can solve (5.1) with the setting o f 
v =0. In this case, the functional o f (5.1) will be
0=ij2 Jq k{VT)2+ p c ~ - 2 q Tat d C lJqJdT  hJ(---—TT.,)dJ r 2 J r3 2 (5.3)
From the variational theory we know that the solution o f T o f (5.1) can be obtained 
alternatively by solving 80=0. Substituting (5.3b) and (5.3c) into (5.3), one obtains:
<5© = lQ{(S T )k T -(S T )(q -c p ^ )}d n .
a
(ST^dT, -  Jr (ST)K(T -rjdr, (5.4)
= 0
Carrying out the analysis for a typical element and the assembling o f the global equation 
in the standard FEM procedure, we obtain the following system equation for (5.4):
KT + CT -  HT = Q -  H7^ (5 5)
The time derivative term T is  then discretized by the BED method as described in 
chapter 3. The final algebraic matrix equation takes the form o f
(K  + A/„-'C-H)T„ = Q - H 7 „  + A /; 1CT„_1 (5.6)
Details o f elemental analysis o f (5.6) are given in appendix B. Solution to (5.6) is 
straightforward. As we did in solving (3.20), the ICCG method is used here again to 
solve (5.6).
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Fig. 5.1 The flow chart o f the computation o f transient temperature field
From the programming point o f view, the FEM software developed in chapter 3 for the 
computation o f  electromagnetic field can be easily expanded to incorporate the function
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o f  FE temperature computation, because many program futures and code can be shared 
between them, such as 
® Program structure
® ICCG solver for positive-definite symmetric matrix equation 
® Part o f elemental computation for K, C, and Q
® Treatment o f  the Dirichlet boundary condition and the Neumann boundary condition 
® Pre-processor and Post-processor
The flow chart o f the computation o f the transient temperature field is shown in Fig. 5.1 
where the computation o f electromagnetic field is included to form a complete loop so 
that transient electromagnetic losses can be computed at the same time.
5.2.3 Treatment o f Convection Boundary Conditions
The most difficult problem in the heat transfer computation probably comes from the 
convection process. Because convection involves with mass transfer o f energy, fluid 
dynamics should usually be studied to obtain more accurate solution.
The actuators work under certain fluid environmental condition. The cooling effects from 
the environment are difficult to be determined exactly without the computation o f fluid 
dynamic equations. This is outside the scope o f the research. To simplify the treatment of 
convection problem, we will take an engineering approach. That is to treat the 
convection as a boundary condition described by (5.2d). Empirical formulas and 
coefficients are employed to calculate the heat exchange/convection coefficient.
The heat convection coefficient hc depends on the geometric arrangement, orientation 
and surface condition (smooth or rough), as well as the properties and velocity o f the 
fluid. In engineering applications the heat transfer for the entire surface under 
consideration is o f more interest than local values. So an average heat transfer coefficient 
is used instead o f distributed ones. The calculation o f the average heat transfer 
coefficient hc can be calculated by a normalised empirical formula [60,61]:
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N UL 
k
(5.7)
where the kc is thermal conductivity, L is nominal length and Nu is the Nusselt number. 
Nu should be determined by experiment or empirical formula that could be expressed as
N„ -c -K "  -P" for forced convection (5.7a)
Nu = c-N 1 for free convection (5.7b)
where Re, Pr and Nrg are the Reynolds number, the Prandtl number and the Rayleigh 
number respectively. Constants o f c, m and n can be determined by experiment. The 
positioning TLIAs are usually placed horizontal. For horizontal cylinders in free 
convection, the following empirical equations can be adopted,
N„ = 1 .0 8 ^ a10 lO-4^ * , ^  (5.8a)
N„ = 1.08 W" 55 l<Afo,<103 (5.8b)
Nu = 0.537Al"f 103<%„<109 (5.8c)
When the environment has good ventilation or forced cooling measure is used, different 
formula and coefficients should be used for the calculation of Nu.
5.2.4 Treatment o f Heat Sources
The heat source q considered here consists o f two parts: electric losses and magnetic 
hysteresis losses. The electric losses include the loss in the winding and the loss in the 
massive conducting material in which induced current flows. The electric losses are 
calculated by
= I^WI2+o- (5.9)
where y  is the equivalent resistance o f the winding area with the terminal resistance of
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R. Js is the excitation current density. The introduction o f yeq lets the resistive loss in the 
winding to be calculated in an easy and unified way as the calculation o f eddy current 
loss expressed by the second term o f (5.9).
The temperature influence on the conductivity could be considered in the computation as 
well. When the temperature range does not extend over Curie transition, the relation o f  
conductivity versus temperature can be approximated by
} + a (T -T 0)
(5.10)
where a  is the conductivity temperature coefficient. For our actuators the temperature 
rise is too low to affect the material property. So all the material properties could be 
assumed as temperature invariant.
Because the magnetic hysteresis model has not been modelled in the computation o f  
electromagnetic field, we can not get the instant magnetic hysteresis losses. In this case, 
we can only turn to use traditional empirical formula to calculate the losses. One o f the 
formulae widely used in the industry takes the following form
qh, = k ^ B t f  (5.11)
where Bm is the amplitude o f  magnetic field density. Coefficients h ys, £ and C, are 
determined by experiments or given as manufacturer’s data. Equation (5.11) usually 
gives the average hysteresis loss at steady state condition. To accommodate transient 
property, the Bm can be chosen as the most recent one with the passage o f time.
5.3 Numerical Computation and Experimental Verification
5.3.1 Computation o f  Transient Temperature Field
The computation and experiments have been carried out on the TLIA-1. The 
computational area and boundary conditions are shown in Fig. 5.2. The actual external
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surface o f the actuator is formed by b-c’-d’-d-e-a. We just expand the plunger-end area 
to include some air-area in the computation to get the temperature distribution in that 
area. The boundary a-b is the axis o f the actuator. We assume that there is no heat flux 
flowing across this boundary. The boundary a-e-d is the iron-air contacting surface. The 
free convection boundary condition is applied to it. Most part o f  the boundary d-c-c’-b is 
in the air, and is very difficult to be given exact boundary conditions. (Even if  we do not 
consider the area included by d-d’-c’-c-d, the boundary condition is still difficult to 
determine because o f the lack o f formula/coefficients to calculate the heat exchange 
coefficient for such a shape) From the average energy dissipation point o f view, we 
consider the heat exchange rate the same as that for the surface a-e-d. Therefore the 
same heat exchange coefficient formula o f (5.8a) will be used for boundaries a-e-d and d- 
c-c'-b.
The actuator was simulated as working at a fixed displacement and continuously 
energised from a triac PSU with the firing delay angle set at 75°. The whole solution 
region was discretised into 3927 triangular finite elements with 7594 nodes. Magnetic 
hysteresis losses have not been included into the computation for this case. The pattern 
o f temperature distribution is demonstrated by its contour plots shown in Fig. 5.3. The 
simulation o f temperature field has revealed the following phenomena:
® The hottest part o f the actuator is the working end o f the plunger. This coincides with 
the electromagnetic analysis and the operation principle.
® The coil's temperature is higher than the temperature o f stator/mandrel structure, but 
lower than plunger’s temperature.
® The highest temperature gradient happens between the plunger and the other part o f  
the structure.
Since the coil is the only part susceptible to thermal damage by overheating, its thermal 
design eventually determines the safe operating region. Forced internal ventilation could 
be one solution. From the above observation, we can also conclude that a proper thermal 
insulation and screening to prevent plunger’s heat flow from entering the coil could be an 
effective measure.
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Fig. 5.2 Illustration of computational area and boundary condition
Fig. 5.3(a) Contour plot o f TLIA -l’s temperature at time=12.5 s
Fig. 5.3(b) Contour plot of TLIA -l’s temperature at time=25 s
Fig. 5.3(c) Contour plot of TLIA -l’s temperature at time=37.5 s
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Fig. 5.3(d) Contour plot of TL IA -l’s temperature at time=65 s
Fig. 5.3(e) Contour plot of TL IA -l’s temperature at time=100 s
Fig. 5.3(f) Contour plot of TL IA -l’s temperature at time=150 s
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5.3.2 Experimental Test and Comparison
An experiment was designed to obtain the transient rise o f the temperature at some 
particular spots in the actuator. The experimental configuration, shown in Fig. 5.4, is in 
a closed loop control. A  displacement command is input to the TMS320 DSP controller, 
which receives the displacement feedback signal from the linear potentiometer and 
generates a controlling signal to the PSU. In our temperature test, only one displacement 
was given and the ‘S’ is switched at the triac position. The triac was fired at about 75° 
phase delay angle corresponding to the simulated condition. A copper/copper-nickel 
thermocouple was used to measure the temperatures at the two positions shown in Fig.
5.5. The temperature was recorded by an X-Y plotter. The tested results and the 
simulated results are illustrated by Fig. 5.6.
Fig. 5.4 Configuration o f  the experimental measurement
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Fig. 5.5 The structure of the TLIA with restraining spring 
showing the locations of thermocouples
Fig. 5.6 Comparison of the measured and computed temperature rise curves 
at the location of thermalcoupl-1
Curve-1 : Computed results with £7=32.5 V(r.m.s.) and z=20mm 
Curve-2 : Computed results with £7=43.5 V(r.m.s ) and z=30mm 
x x : Measured results with £7=32.5 V(r.m.s.) and z=20mm 
o o : Measured results with £7=43.5 V(r.m.s.) and z=30mm
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It shows that the measured results generally agree well with the simulated results 
despite the fact that the simulated temperature is slightly lower than the measured one. 
This can be explained by
(i) The actual stator is made o f  the solid steel with magnetic hysteresis losses that 
was not taken into account in the simulation o f  electromagnetic field and 
temperature field
(ii) The Backward Euler’s Difference method usually approaches the solution 
from the low side.
Figure 5.6 also shows the temperature continuously rising even after one hour o f  
continuous operation. This is a predictable but undesirable result, due to the absence o f  
forced ventilation. During testing, on one occasion the coil former was deformed after 
about 50 minutes o f  operation with about 2 amperes o f  current. The temperature at 
thermocoupl-2 is very close to that o f thermocouple-1 with a margin o f 5°C lower. 
Through the simulation we will be able to predict how long the actuator can work safely 
under a certain environment and know where the bottleneck is in improving the design 
for thermal protection.
5.4 Conclusions
The electromagnetic-thermal coupling problems that characterise the tubular linear 
induction actuators have been simulated by the time-stepping finite element method. The 
coupling o f the electromagnetic field equations, the external circuit equations and the 
thermal equation is achieved in a weak form in which the convection effect was treated 
by empirical formula using average heat transfer coefficient. Good agreements between 
the computed results and the test results have validated the method and the program. 
With the coupling to external circuit equations through the simulation o f transient 
electromagnetic field, it is now possible to study the actuator's transient thermal 
behaviour under various forms o f  PSUs. This provides a tool to improve the thermal 
design and to predict the safe operation region.
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Although only the temperature in the working end o f  the plunger has been measured, all 
the results obtained from the simulation seem to be very realistic. The computation has 
shown that the highest temperature was located at the working end o f  the plunger. The 
hot spot in the plunger will heat the coil quickly when the plunger is placed inside the 
coil former. Both experiment and simulation indicate the need for extra cooling measures 
if  the actuator is expected to under take moderate current for a long period o f time.
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6 DESIGN OF AN A.C. LINE VOLTAGE 
CONTROLLER
6.1 Introduction
Varying the position o f an TLIA requires an a.c. power supply with variable voltage 
and/or variable frequency. This can be obtained by the use o f  controlled power supply 
such as an a.c. line voltage controller or an inverter [62]. Here a.c. line voltage 
controllers stand for those devices which convert a.c. to a.c. o f the same fundamental 
frequency by using phase control technique, and inverters stand for those devices which 
convert d.c. to a.c..
A converter can be viewed as a switch-mode power amplifier with high gain because o f  
its low signal power requirement. The low power loss in the switching devices makes 
the converter efficiency high, typically in the vicinity o f 98%. It is rarely practical to use 
devices under conditions where a significant portion o f the circuit voltage occurs across 
the power semiconductors while current is flowing in them because o f the very high 
internal power dissipation which would result. The performance and, in particular, the 
low fabrication cost o f power semiconductors has enabled power electronics to be used 
to convert electrical energy from one form to another, to suit specific requirements. The 
basic element o f a converter is an electronic switch having the property o f a controllable 
rectifier. There is a very wide range and variety o f semiconductor switching devices that 
can be considered for use in power converter, such as thyristors, triacs, GTOs, 
MOSFETs, IGBTs, etc. The requirement on a converter driving our TLIAs is that the 
converter should be a single phase variable a.c. voltage supply with a control interface to 
accept the controlling signal from a DSP controller. In general, there are three types o f
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converters that are suitable for this purpose [63], These are 
® phase-controlled converter 
® voltage-fed inverter 
® current-fed inverter
The phase-controlled converter can convert a.c. from one input frequency/voltage to an 
output o f  another frequency/voltage. Because the TLIAs are designed to use mains 
power supply as the direct energy source, the first attempt to control voltage is by 
intuition to vary the r.m.s. value o f the alternating input voltage applied to the TLIA 
without changing the fundamental frequency. This is called as the a.c. line control 
method. The phase-control technique provides the simplest regulating system for an a.c. 
line controller. There are several methods by which thyristor control o f  a.c. lines is 
possible, namely zero voltage switching, a.c. chopper control and synchronous tapping 
change. The a.c. chopper control method, which uses thyristors or triacs as the switching 
devices, was employed in our design, due to the following reasons:
® The zero voltage switching has longer response time, usually in the order o f a second 
for a large variation o f a.c. output voltage range. It is too long to be used in a closed 
loop controller in which the time constant o f the plant, here the TLIA, is in the order 
o f  microsecond
® The synchronous tapping change method can only provide small variation o f  a.c. 
output voltage
® The a.c. chopper control method can provide wider variation o f output voltage and 
has the same response speed that matches the line frequency
Although phase control techniques using thyistors and triacs have wider applications 
ranging from general motor speed control, industrial process control to domestic electric 
appliances, etc., they work at low frequency and provide an average level o f control 
[62,64], It is very difficult to use phase control techniques in the areas where high 
accuracy and fast response are required, due to their limitation o f control. The methods 
used for motor speed control can be adopted in the positioning control for TLIAs. The 
requirement on the circuits for the latter is more demanding than the former since TLIAs 
have a relatively smaller mechanical time constant and higher positioning accuracy. In
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this chapter we will discuss the design and analysis o f  an a.c. line voltage controller as 
the TLIAs’ power supply unit (PSU) by using the triacs chopper control technique.
6.2 Full-Wave a.c. Phase Controller
The basic forms o f  full-wave a.c. phase control circuits are given in Fig. 6.1. The 
utilisation o f  back-to-back SCRs, as shown in Fig. 6.1(a), allows a symmetrical control 
of an a.c. voltage during both halves o f an a.c. wave: the SCR-1 controls the positive 
half cycle and the SCR-2 controls the negative half cycle. In this configuration, two firing 
controllers are required for each o f the thyristors.
In applications where the power required is not very high, a simple, efficient and reliable 
method is by using triacs instead o f SCRs, as illustrated in Fig. 6.1(b). The operational 
principle o f a triac is the same as two back-to-back SCRs connected in parallel. For 
simplicity, we will use the terminology o f SCR to represent a triac that works in a half 
wave in the analysis and discussion o f triacs.
(a) Full-wave controller: two SCRs (b) Full-wave controller: one triac
Fig. 6.1 The principle circuit o f  an a.c. line controller
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In addition to some standard parameters, such as maximum reverse voltage, maximum 
average current, power dissipation rate, etc., that limit the power-handling capacity o f  
triacs, there are three important issues that relate with their applications in the area o f  
accurate control. They are the inductive load problem, the latching problem and the 
misconduction problem caused by rapid voltage change ratio.
(a) pure resistive load (b) inductive load with a<(p (c) inductive load with a x p
Fig. 6.2 Current and voltage waveforms for three types o f load conditions
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Figure 6.2 illustrates three typical waveforms for resistive load and inductive load. For a 
resistive load, Fig. 6.2(a) shows that the voltage waveform applied on the load is just a 
chopped portion o f the input voltage waveform, and thus a very wide range o f voltage 
variation can be obtained. This is very desirable. However a TLIA is equivalent to a 
network with resistors and inductors. Due to the existence o f  inductance, the patterns o f  
current waveforms applied on an inductive load are different from those for pure resistive 
loads. They are influenced by the impedance angle (p o f  the load and the firing phase 
angle a.
When the a  is less than or equal to the (p for an inductive load, the load current will 
appear to be continuous, as shown in Fig. 6.2(b). In this case, the actual voltage applied 
on the load is the same as the input voltage. That is, no part o f the input voltage 
waveform is chopped off. It also means that the load voltage does not vary with the a  
for any a<(p. Therefore the a.c. line controller is unable to control the voltage applied on 
the load. When the firing phase angle a  is larger than the <p o f an inductive load, the load 
current will be discontinuous, as shown in Fig. 6.2(c).
Because the phase o f the load current always lags its voltage, a turn-on problem 
sometimes might occur with an inductive load. This is the so-called latching problem 
that happens when the SCR anode current has not reached the level o f the specified 
latching current or holding current. The latching current is the current value that must be 
reached during a turn-on process so that a SCR can remain in conduction state when its 
gate current is removed. The latching current problem may happen if the duration o f 
firing pulse is too short. This is the first latching problem. The holding current is the 
anode current needed to maintain SCR conduction after the SCR is fully turned on. With 
the firing angle increases the load voltage decreases. At some degree the load voltage 
may be too small and/or its duration may be too short to generate an anode current 
above holding current level. This causes the second latching problem. The latching 
problem becomes more severe for positioning TLIA because o f its inductive effect and 
the requirement o f a wide voltage range. The circuit design must take into account this 
problem as well.
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SCRs have another characteristic that they can be turned on without any gate current if  
the rate o f change o f terminal voltage exceeds a limit. In the case o f  an inductive load, 
the terminal voltage may increase rapidly at the turnoff point and may cause undesirable 
conduction. The limitation to the rate o f change o f voltage on the load terminal should be 
taken into consideration in the design as well.
6.3 Triggering and Protection Circuit
To simplify the design, a triac is used instead o f SRCs. As discussed above, the circuit 
should provide the following functions
• Variable firing phase angle controlled by a TTL-level voltage that is generated by the 
D/A converter on the DSP board 
o Appropriate synchronising, latching and protection functions
A phase control IC TDA2086 has been chosen to generate the firing pulse. The 
TDA2086 is a bipolar IC designed for use in a closed or open loop a.c. phase control 
circuit with resistive or inductive loads. It incorporates a shunt stabiliser that enables it to 
be powered from the mains or d.c. supply. A basic open loop system is shown in Fig. 6.3.
U
Ri
Fig. 6.3 An open loop application o f a triac firing control circuit with TDA2086
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In the above configuration, the firing phase angle is controlled by a ramp generator, with 
a capacitor on pin 9, to a maximum determined by the control voltage on pin 10. An 
operational amplifier AMP-1 provides an interface to the control signal coming from the 
DSP board. The triac firing pulse is synchronised by delaying the pulse with reference to 
the zero voltage cross points o f  the mains cycle, which is determined by the zero voltage 
detection circuit connected to the line input through resistor R4. With an inductive load, 
the load current will lag the voltage in phase. So, the triac firing pulse must be delayed 
until the load current from previous half cycle has ceased. This is achieved by a current 
synchronisation circuit via R5 to detect the voltage drop on the triac instead o f  detecting 
the current directly. The firing pulse is delayed until the absolute current value reflected 
by the voltage on R5 declines below a certain low level. Firing pulse will be supplied 
repeatedly for an extended period if the triac fails to latch. The firing pulse width and the 
spacing o f repeated pulse are controlled by a single capacitor on pin 13. To help with 
latching and to prevent misconduction due to the rapid voltage change, a snubber RC 
network (C5 and R6) was designed and placed in parallel with the triac.
6.4 Control of the TLIA with Two Separate Coils
The TLIA-2 consists o f two separate coils that work together to move the plunger and 
keep the plunger in a balanced position. From the study o f its characteristics in Chapter 
2 , we will find that it can be controlled by two methods: an independent method and a 
dependent method. Independently controlling the two coils requires two independent 
phase control circuits plus two analogue output channels from the DSP board. This 
demands more hardware components and increases the complexity o f control code, 
particularly in the treatment o f  timing and interrupt between the two control channels. 
The requirement on the CPU speed will be higher than the case with one output control 
channel. This becomes more important if complex control algorithm and data processing 
are involved.
To alleviate the problem o f  requiring two independent control channels, certain 
relationship between the two coils can be exploited. We are going to make use o f the 
relationship brought by the back-to-back structure o f  the actuator, which implies that, for
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positioning applications, the direction o f change o f the absolute current value in one coil 
can be set opposite to that in another coil. In this case, one o f  the two phase control 
circuits uses the direct control signal from the D/A converter which is connected to the 
DSP, and the other circuit uses the signal derived from the first signal according to the 
relationship mentioned before. A simple fixed gain differential amplifier has been used in 
the design to achieve this purpose, which removes the extra strain imposed on the DSP 
controller. Figure 6.4 shows the principle o f the circuit.
The amplifier AMP-1 has two functions. One serves for the same purpose as that used in 
Fig. 6.3. The other is to assist the generation o f the second control voltage through a 
fixed gain differential amplifier AMP-2. The other input o f AMP-2 is a fixed d.c. voltage 
set at the level at which maximum load voltage will be obtained when AMP-1 is zero. 
When the output o f AMP-1 increases the output o f AMP-2 decreases and vice versa, 
which provides the control function as we need.
Fig. 6.4 Generating two control signals from one
When the dependent control method is used, the directly controlled signal is reduced to 
one from two and the final output o f the control action is also one - the displacement. 
This forms a single input single output (SISO) system that brings more advantages in the 
design o f digital controller. This will be seen in chapter 8.
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6.5 Practical Design of the a.c. Line Phase Controller
We have several TLIAs to be controlled. The main difference between them in the 
control point o f view is that TLIA-1 has just one coil to be controlled and the others, 
such as TLIA-2, have two. It is obvious that an a.c. line phase controller for TLIA-2 can 
be used for controlling TLIA-1 as well if  they have similar power rating. At the first 
stage, an a.c. line phase controller for TLIA-1 based on circuit shown in Fig. 6.3 has 
been design and fabricated. With the development o f TLIA-2, that circuit has been 
further upgraded to incorporate the circuit shown in Fig. 6.4 and some auxiliary 
functions, to form a two-channel controller. The circuit o f the a.c. line controller suitable 
for both actuators is given in Fig. 6.5.
The majority o f the design calculations are carried out around the TDA2086. Details are 
as follows:
Fig. 6.5 Circuit o f an a.c. line phase controller with two output channels
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•  The amplifier AMP-1
The reference voltage range o f the TDA2086 is from -5V to OV. The controllable 
output voltage range o f  the on-board D/A converter is from about -3V to +3V o f  
which we use -3~0V for the whole range o f  control. So, one o f the requirements on 
the AMP-1 is to amplify the DSP control signal from -3~0V to -5~0V. The other is 
to provide high input impedance, 
o Acceleration ramp generator
The acceleration ramp generator limits the rate o f change o f reference voltage 
applied to the control amplifier and therefore the rate o f change o f  output voltage. 
Because the DSP will control the change rate o f output voltage, it just needs to be 
set to react fast enough to follow the change o f controlling voltage. The rate can be 
calculated as
vmmp= -Jr—  (volts / second) (6.1)
P i n 9
where Ir is set internally with a constant o f 30juA. If Cpin?=0.0\juF, the Vramp will be 
3000v/s\ For a control voltage from zero to -5.0V the acceleration time will be 1.67 
microsecond which is fast enough for the control o f 240V/50Hz mains, 
o Zero voltage detector
The zero voltage detector resets the pulse timing circuit ramp generator near the zero 
points o f each mains' cycle. When the input current on pin-7 is between ±50juA a 
reset pulse is generated. However the current limiting resistor Rpin7 should be chosen 
to limit the peak current on pin-7 to be less than ±\mA. The current on pin-7 can be 
calculated by
7= ^  (6-2)
K P i n 7
® Current synchronisation circuit
It generates an enable signal to the pulse timing circuit if the voltage across the triac 
is sufficient to produce an input current greater than ±50yA  to pin-6. The peak 
current should be limited to below ±1 mA as well. The current on pin-6 can be 
calculated by
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T r ia c
1 P in G RP in G
(6.3)
•  Pulse timing circuit
A ramp waveform is generated by rapidly charging Cpini6 on pin-16 to a Vbe (&0.7V) 
more negative than VPinii («-5F) at the mains zero voltage crossing. After the zero 
voltage point, Cpi„i6 is discharged in a linear fashion by a current Id defined by
V
t _  y PinU
1 J --
K be
R,■Pinl
(6.4)
When the voltage on Cpini6 reaches a value determined by output on pin 12 , a triac 
gate pulse is initiated. The triac pulse duration is determined by recharging Cpinl6 to 
nominally 50mV  above the original trip voltage. The dynamic working range o f the 
ramp generator is
^ = ^ 7 ------ (Y) (6.5)
ATm a in s  ^  P i n 16
For full phase control the calculated Vdrp must be less than Vpinu. 
o Triac gate drive
When a series resistor is used, the approximate gate drive current could be calculated 
from
ITg -
^Pin4 7^g 1
R
P i n 2
(6.6)
There is an internal current limiting so that the capability o f providing Irg is largely 
independent o f  the triac gate voltage Vrg and the series resistor Rpl„2. But the use o f  
RPin2 will reduce overall power consumption, 
o The snubber circuit
A snubber circuit is designed for two purposes: to help latch and to limit the voltage 
change rate at the triac terminal. Because the triac is a bi-directional element, the 
snubber circuit also must be bi-directional and thus only a capacitor and resistor are 
used. To make sure the total anode current will always be greater than the latching
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current even though the triac gate pulse is in short duration, the following empirical 
calculation is employed to determine the values o f the snubber network R5 and C6: 
(a). Select R5 so that the initial capacitor discharge current is 1.5 times as large as 
the latching current:
*5 =
K.
1.5/latch
(6.7)
where Vc is the initial value o f capacitor voltage which can be chosen as the line
voltage and hatch is the latching current value
(b). Select C6 by making the snubber time constant equal to 0.5//
h  I  latch L
2R, *  2VeR,
(6.8)
where the // is time at which the latching current equals the latching value after triac 
turn on. L is the load inductance.
For the second purpose to limit the voltage change rate, the following formula is 
used to calculate the maximum voltage change rate across the triac:
d v
dt max
v. (6.9)
An effective design o f the snubber circuit can satisfy Equations (6.7) to (6.9) and 
make the circuit suitable for both purposes.
6.6 Analysis of the Controller
The instantaneous load circuit equation can be written as
Vx = Rjij + Lj  + E j  (6.10)
where Ri, Lj and E\ are the resistance, inductance and back emf o f  the load. It is also 
assumed that the voltage drop across a conducting triac is negligible and the line voltage 
is a pure sinusoidal wave with the following expression:
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V = VmSin(2nft) (6. 11)
where / is  the main's frequency. For a full-wave phase controller as used in Fig. 6.3 and
6.5, we can have the following analysis.
6.6.1 Pure Resistive Load
The voltage applied on the load can be expressed as
Vj = Vm • SinilTtft) • iiu (k7rft -  a  -  k n  -  k ) k -  1,2,3,, (6.12)
where */„(*) is a unit delay function. Its r.m.s value can be calculated by
V,Lrms
2 n
3T Jt V lS m 2(2 rft)u u (nft -  a )d t
0.5
L l
V2
a  S in (2a)  
n  2 n
0.5
(6.13)
^ l.rms
V u
R i
(6.14)
Fig. 6.6 gives the graphic view of the relationship between the r.m.s. value and the a.
V( or I)
Fig. 6.6 Relationship between the r.m.s. value and the firing delay angle a
under a pure resistive load
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6.6.2 Inductive load
1. Discontinuous Current Cases
Because the current is discontinuous, the governing equation during conduction can be 
expressed as:
Li ~ ^  +  r i ' i = VmS in {a t) -  E ,
',(/?) = 'i W  = 0
p  < cot < «9,i9 -  p  < n (6.15)
where p  and & are the phase angles to start conducting and stop conducting respectively. 
Solving the above differential equation with the initial condition of ii(p)=0  and the 
assumption that Ej is a constant, we can obtain the current response as
Vm \ e , e . -{a t-pyr (6 .16)
I j Z 7" U /L/i C UEj i  #
where co = 2n f , \Z \-  ^ R f  +eo L t , T  =  and (p -  Tan ——. If a  is unknown, then
it can be calculated by substituting another condition of ii(S )= 0  into Equation (6.13), 
which gives:
C o s < p S in (9 -c p )-E ,I V m _  
Cos(pSin(p -  cp)~ Ej / Vm
2. Continuous Current Cases
The continuous conducting cases can be solved by Equation (6.15) with the constraint of 
«9 =n+ p  instead of zero initial current condition, which yields
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h -
R,
Cos(pSin{cot -  (p)~ M l
Vm
2Cos<pSm {p-<p) < a _P)rT (6.18)
In a.c. electromagnetic devices the back emf is usually not a constant. Accurate analysis 
of such devices should couple the circuit equation with Maxwell’s electromagnetic 
equation, like what we have studied in Chapter 3
6.7 Test Results
The circuit was actually fabricated and tested on the TLIAs successfully. Figure 6.7 
shows the actual circuit board. The testing of the circuit itself has been carried out for 
two load conditions. The first one is with a resistive load. The r.m.s value of the output 
voltage is plotted in Fig. 6.8 against the reference voltage that is the output of the AMP-
1. The reason to use reference voltage instead of firing delay angle is that the actual 
control quantity is the voltage from a D/A converter. Comparing Fig. 6.8 with Fig. 6.6 
we can observe that the these two curves are very close except that the actual circuit can 
not reach 100% phase control, due to several practical limitations on the circuit and triac. 
The latching problem has been studied by changing the load resistance. With larger 
resistance the circuit starts to work at higher reference voltage and the doted line will 
become shorter, which means a narrower variable voltage range. With small resistance 
the circuit starts to work at lower reference voltage and the doted line stretches longer 
towards the origin, which means a wider variable voltage range. This can be easily 
explained that small resistance is easier to reach latching & holding current than large 
resistance.
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Fig. 6.8 Test result for resistive loads
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Fig. 6.9 Test results for TLIA-1
The second test was carried out on the TLIA-1 at a fixed position without any 
displacement. From the test result given in Fig. 6.9 we can observe that the minimum vcnt 
from which forward the circuit can generate voltage is higher than that under resistive 
load. The useful range of controlling voltage vcnt or controllable phase angle is limited by 
the current limitation of the circuit and the line voltage. The maximum control voltage or 
firing phase angle must be controlled below the point at with a voltage is generated to 
produce maximum load current in order to avoid damage to electrical insulation of coils. 
If the mains voltage is lower than a certain value, part of the controlling voltage at the 
high-end level will be useless due to the inductance of the TLIA causing continuous 
conduction. In a summery, the useful range o f controlling voltage will be narrowed by 
the inductance of the load.
6.8 Discussions
The a.c. line phase-controller has a very simple circuit and has been widely used in 
application such as lighting, heating, general motor speed control, etc., where the 
accuracy and response speed are not a vital problem. We have also successfully used it to
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achieve multi-step positioning control of the TLIA. With the increasing demand of the 
positioning accuracy, problems will rise in vibration, overshooting and long settling time. 
They could be caused by the whole system components: actuator itself, DSP controller 
and/or the a.c. line controller. Here some effects arising from the a.c. line controller 
circuit are discussed.
The analysed and the tested results reveal that the control characteristics of the output 
voltage versus reference voltage are inherently non-linear. The nonlinearity will also be 
affected by the controllable range of firing phase angle and the actuator’s status (for 
example, displacement, temperature, etc.). It will put an extra burden on the DSP control 
algorithm which can not totally eliminate/compensate the non-linear effects because the 
relationship is too complex.
Latching will still be a problem when the circuit is used in a closed loop control. The 
DSP board generates a transient controlling signal that changes its level according to the 
control algorithm. There will be instances when the controlling signal asks the controller 
to fire at a large phase delay angle to produce a small voltage output. In these cases, the 
circuit may be out of latching due to the two reasons:
® the control signal changes too fast toward zero 
• firing delay angle is too large
Once the circuit loses latching, it will fire again but after half cycle of delay. Therefore 
the control action may be discontinuous.
The discontinuous control characteristics also appear as that the output voltage is 
determined by the phase angle of the firing pulse. In spite of burst firing pulse, the firing 
pulse occurs once per half cycle for full-wave controller. Once the triac is in conduction, 
the DSP controlling signal loses its control over the output voltage applied on the load 
until next firing pulse comes. This causes the second type of discontinuity in control. 
This discontinuity will limit the DSP’s sampling speed. Otherwise the DSP may cause 
oscillations that we have experienced. All of these effects are reflected in the form of 
significant low frequency force fluctuation, which causes the mechanical vibration of the 
plunger. The vibration becomes more apparent with the increase of firing delay angle.
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For the design of control algorithm, it is very difficult to take into account the effect of 
this latching problem. However, this vibration can be reduced by the filtering effects of 
the load inductance and the inertia of the plunger if higher frequency power supply is 
used.
6.9 Conclusions
Atriac a.c. line phase controller was designed and fabricated to provide variable voltage 
power supply. It is very cost effective and has been successfully used in the DSP-based 
closed loop control for the multi-step positioning of TLIAs. For high precision 
positioning, the phase controller has its limitation and disadvantages in terms of linearity 
and continuity of control. These disadvantages may be reduced in some degree if 
dedicated designs in both the actuator and the phase controller is carried out in addition 
to adopting an appropriate combination of line frequency and voltage.
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7 DEVELOPMENT OF A VOLTAGE-FED
SINGLE PHASE VARIABLE 
FREQUENCY VARIABLE VOLTAGE 
CONVERTER
7.1 Introduction
The a.c. line phase controller has its inherent limitation in closed loop positioning 
applications, as discussed in Chapter 6. This motivates us to develop a better PSU. A 
single-phase a.c. to a.c. variable frequency variable voltage (VFW ) converter has been 
developed for the control of TLIAs. The reason of adding the function of variable 
frequency in the converter is for further research.
Generally VFW  converters can be classified into three categories according to their 
operational principle, namely cycloconverters, voltage-fed converters and current-fed 
converters [65],
The principle of a cycloconverter is to synthesise the output waveform by selecting an 
appropriate part of the sinusoidal supply waveform. This method is intrinsically suitable 
for a low frequency (relative to the supply frequency) converter, and has the advantages 
of high power limit, relatively low cost and losses.
A current-fed converter uses a large inductor to provide a constant current source rather 
than a variable voltage source. It is sometimes attractive in motor speed control where 
the torque developed by a motor depends on the product of flux and current. Speed 
variation can be achieved by controlling either or both parameters of voltage and current.
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Due to the existence of a large inductor, power semiconductors have to withstand high 
reverse voltage. Therefore devices such as GTOs, power BJTs/MOSFETs/IGBTs are 
hardly suitable. Using thyristors or triacs will face the similar problems as encountered in 
the a.c. line phase controller.
Voltage-fed converters can work at high frequency and thus provide fast response to 
control signal that is very desirable in a closed loop control. Considering another factor 
that TLIAs prefer voltage control, we have therefore chosen the voltage-fed form of 
V FW  converter to be developed as the next PSU.
(a) Multistep configuration
(b) PWM configuration
(c) Chopper/PWM configuration
Fig. 7.1 Different configurations of a voltage-fed V FW  
converter system with d.c. link
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Started in 1960 from the multistep arrangement, as shown in Fig. 7.1(a) which 
synthesises the output from a variable d.c link voltage by switching at the required 
frequency, the voltage-fed V FW  converter has evolved to the currently preferred 
solution of PWM as shown in Fig. 7.1(b) which uses a fixed d.c link voltage to synthesise 
the output. There are a number of possible solutions derived from these two basic 
arrangements, which determines the limit of frequency. Generally speaking, relatively 
high switching frequency is employed at the order of 1kHz. When further higher 
switching frequency, e.g., 2k-100kHz, is required, a chopper/PWM solution as shown in 
Fig. 7.1(c) can be used to extend the output frequency to this level as an alternative to 
the configuration Fig. 7.1(b) which will put higher specification of switch devices on the 
inverter side. The other advantage of configuration Fig. 7.1(c) is that it can be 
incorporated with regulator function to provide a d.c. link with lower voltage fluctuation 
than Fig. 7.1(a) and (b). This is the configuration we have used in our V FW  converter. 
The d.c. to d.c. chopper regulator and the inverter are treated separately in the design 
because they work in a relatively independent way.
As we know the PWM technique has the most wide-spread applications. It offers both 
high efficiency and high power density. This technique was adopted in the designs of the 
chopper regulator and the inverter.
The development of a power drive for the TLIAs forms an integral part of the whole 
research project. The reasons of why we develop an inverter PSU by ourselves instead of 
trying to buy one are,
o First of all, there is a special requirement to use a DSP to control the variable voltage 
converter and thus the positioning. This requires a proper interface between the 
converter and the DSP microprocessor
® Secondly the TLIAs are at the development stage, and their characteristics are still 
under investigation. More flexible power converter with such functions as variable 
frequency and variable voltage is required
® Thirdly it is required that the power drive and the TLIA must form an integral part of 
a system
® And finally we have not be able to find a ready-made commercial product that is
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suitable for the purposes mentioned above.
Instead of pure theoretical study of different converters and devices, in this chapter we 
concentrate our efforts on the engineering aspects of the design plus some analysis, 
based on their application to the TLIAs [66],
7.2 Overview of the Topology of the Converter
Figure 7.2 shows the block diagram of the single phase voltage-fed V FW  a.c. to a.c. 
converter that is to be used together with a DSP board in a closed loop to control the 
positioning of the TLIA. The system consists of five principal parts:
® Power Supply Unit: it provides two types of d.c. voltages from the mains supply. The 
high voltage d.c. is to power the TLIA through the chopper and inverter, and the low 
voltage d.c. is to power all the rest of low-voltage circuits for signal processing and 
gate driving.
® Chopper Circuit: it functions as a static switch, controlled by PWM pulse, to step 
down the d.c. voltage which is rectified directly from mains supply to a lower 
regulated level which is used as a d.c. link voltage for the inverter that follows.
® PWM Chopper Drive: it generates a PWM pulse according to the panel control 
setting and the feedback of the chopper output, and provides soft start, voltage shift, 
gate drive with under-voltage protection. So the output voltage of the chopper can 
be manually controlled and automatically regulated.
® Inverter: a full-bridge topology is used for the inverter to convert d.c. link voltage to 
an V FW  a.c. output voltage which is also controlled by using PWM technology. 
Two identical inverters are connected in parallel to the d.c. link to drive two coils of 
the TLIA when needed.
® Inverter Drive: It provides PWM pulse, logic function, voltage shift and TTL interface 
to DSP board, gate drive and under-voltage protection function for the inverters.
Details about the design, calculation and analysis of those subsystems will be discussed in 
the following sections.
U n i v e r s i t y  o f  A b e r t a y  D u n d e e
7. Development of a Voltage-fed Single -Phase V F W  Converter 137
Fig. 7.2 Block diagram of the single phase voltage-fed VFVV a.c. to a.c. converter
for TLIAs’ position control
7.3 The Power Supply Unit
The circuit o f power supply unit is given in Fig. 7.3. There are four d.c. outputs. The Vsi 
is a high voltage d.c. used by the chopper circuit and the inverter circuit to power a 
TLIA. The Vs2 and are 5V and 15V d.c. voltages for the signal processing circuit and 
gate drive circuit, except that the chopper’s gate drive circuit is powered by another 
independent 15V voltage source VS4 . The reason for using an independent V^ is due to 
that a relatively low gate-drive voltage are required to trigger the power switch device 
that involves high voltage level and high voltage change. If V^ is used for this purpose, 
a high frequency pump circuit is required because high frequency is used in the chopper
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circuit. It is also possible to derive VS4 from Vsi by using switching techniques or Zener 
diode. If VS4 is derived from Vsi by using switching techniques, it will inevitably involve 
more complicated circuitry. If is derived from Vsi by using Zener diode, larger losses 
on the associated current-limiting resistor will be incurred. Obtaining an independent Vs4 
from a transformer with two outputs provides a simple solution. For the low voltage 
sources, there are many voltage regulator ICs available. Therefore there are no particular 
difficulties in the design of the PSU except to retain enough power reservoir. The 
selection of Ci may need a little more attention. If Ci is too large, the surge current at 
switch-on point may be large enough to destroy the bridge rectifier diodes. If Ci is too 
small, it may not hold enough energy to ensure the chopper circuit can provide good 
regulation to its output voltage. The calculation of a minimum Ci is discussed in the next 
section in connection with the chopper design. A resistor R in is used to limit current 
surge in the rectifier diodes. It should be as small as possible, but must ensure the 
maximum surge current at worst condition will not exceed the rated value of the diodes. 
Further more, to reduce losses in R in and provide better surge current protection, an 
inductor can be used to replace or connected in series with R in.
Vsl
GND
Vs2
Vs3
Vs4
Fig. 7.3 The PSU circuit
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7 .4  T h e  S w i t c h  M o d e  d .c .  C h o p p e r
The purpose of the d.c. chopper is to converter one level of d.c. voltage to another d.c. 
level. A chopper could be designed to work in linear or switch mode. The most 
significant differences between a linear and a switch mode chopper involve their 
efficiency, size, weight, material requirement, response time and noise characteristics, 
etc. The concept of switch mode power conversion is not new, but the technology was 
not quite ready until the last two decades or so. The availability of fast-switching high- 
voltage semiconductors, low-cost ferrite and metallic glass materials makes the complete 
implementation of switch mode power converter more reliable and practicable. We will 
use PWM technology in the design of our chopper circuit.
In the implementation of PWM d.c chopper, three basic configurations are usually 
employed. They are the buck converter, the boost converter and the buck-boost 
converter. Other circuit topologies are usually derived from one or more of these 
configurations. Figure 7.4 illustrates the basic circuit configurations and gives a brief 
comparison of these.
The three basic configurations have a common problem that they do not provide 
isolation between input and output. However, using a transformer for the isolation will 
degrade the transient performance, and using capacitor for the isolation may impose 
extra burden on the power switch device.
For our chopper, the output voltage will be lower than the input voltage. To obtain a 
simple but sufficient solution to the chopper, we have chosen the buck chopper 
configuration. Its merit of being easy to stabilise regulator loop is favourable, because 
the equivalent load of a TLIA is a function of displacement and changes over a wide 
range. The stability is an important issue under this type of application. As for the 
isolation problem, it is left to be solved on the side of low voltage circuit if needed. 
Sometimes isolation may not be necessary, determined by the applications of the TLIAs 
and the configuration of the parent system in which the positioning system is just a 
subsystem.
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Fig. 7.4 Three basic chopper configuration and their comparison
7.4.1 Design of the Buck Chopper
The actual chopper circuit is shown in Fig. 7.5. A MOSFET is employed as the power 
switch device, and a damping resistor is used in the output filter. High switching 
frequency PWM technology is employed to reduce the size of both transformer/inductor 
and capacitors, which therefore brings the direct benefit of low cost and lightweight of 
the circuit. However, high switching frequency will increase the switching losses of 
MOSFETs in addition to the conduction loss. From the power consumption point of 
view, the switching losses limit the high end of switching frequency. The current
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industrial practice usually uses switching frequency ranging between 50kHz and 500kHz 
in converters. Balancing the cost of semiconductors and our requirements, we have 
chosen 100kHz for the chopper circuit.
Fig. 7.5 The actual chopper circuit
Design of the chopper circuit involves steady state analysis and transient analysis. For the 
steady state design, the resistances of rL and r  have very little effect and is neglected 
therefore. Other assumptions are
® The MOSFET and freewheel diode have zero voltage drop and infinite resistance 
across them corresponding to conducting state and non-conducting state respectively 
® The turn-on and turn-off time is short compared to the switching period 
® The impedance of the d.c. link voltage source is negligible 
® Output voltage V0 is constant during a cycle of operation
With these assumptions, the time differentiation on the inductor’s current and capacitor’s 
voltage can be linearised. So we can have the following analysis:
1. The input d.c. voltage and the filter
The input d.c. is rectified from the mains supply. Because the maximum output voltage 
required for chopper will not exceed beyond 150V, we propose to use a small input 
capacitor Co to reduce the switching losses on the MOSFET. The voltage waveform on
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the Co is shown in Fig. 7.6. It can be seen that the Vin will be charged to the line voltage 
when the line voltage is higher than Vm, and will discharge itself to Vm-min. If the Vin.min is 
a moderate value, the discharging happens nearly after the peak voltage of each half 
cycle. In this case, the relationship for a half cycle can be expressed as:
Vu
'fcVmain ~ Q) A.avg (* ~ *2 )
tY < t < t 2 
t2 <  t <  t3
(7.1a)
(7.16)
Charging Vir, Discharging
Fig. 7.6 The voltage waveform on the capacitor Co
The filter capacitor C0 should be chosen properly. If C0 is too small, V{n will discharge 
too rapidly to cause a very small drain-to-source voltage drop VdS on the MOSFET. This 
will cause the chopper out of function. To maintain enough Vds bias for whole range V0 
and Vm, the minimum Co can be calculated by
11.** (h  ~ h) U  / 4 + co 'S (2 05 K0imaIi / VmQm))
r  -'“'O.min
.avg
p..
main O^.max
= -Vl-0.5F02max/ K L J  + (<3 _
avg
h  - 1 2 = / 4 + co~'Sin~'(2”°'5F0jnax !Vmain)
(7.2a)
a  (7.2
(7.2c)
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where the subscripts V  stands for the chopper’s output, P 0.max stands for maximum 
output power, and so on. The MOSFET’s current h  is treated as a constant at the 
average value because it works at high switching frequency compared with the mains’ 
frequency. Equation (7.2a) and (7.2c) are obtained by solving (7.1) with the setting of 
Vui.min=Vo.max and t2=7i/2. Equation (7.2b) is obtained according to the energy 
conservation principle that states that during each cycle the energy comes out of Co 
should be equal to that of the chopper’s output under the assumption that energy loss in 
the components is negligible.
2. The voltage and current of the output filter
The output of the chopper is to drive an inverter that works at about 1kHz switching 
frequency. Since the chopper's switching frequency is much higher than the mains’ 
frequency and the inverter's frequency, we can consider the input voltage Vin and the 
output voltage V0 are constant when studying the chopper's output filter in the steady 
state. The output filter could work at two conditions: continuous current condition and 
discontinuous current condition, depending on the switching frequency, PWM duty 
cycle, the inductance and the load current. Both conditions should be considered, due to 
the wide range of duty cycle that will be involved in the positioning control.
(1). Continuous current condition
At this condition, the current in the inductor will be continuous. The associated voltage 
and current waveforms can be illustrated by Fig. 7.7.
With the assumptions mentioned before, we can write the circuit equations as
v. = L —  + V
< in d t 0 test <DT (7.3)
A (°) = 7»*.
for the 'ON' state, and
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L —  = - V
< dt 0 DT< t <T
. h  ( ^ )  ~  ^ m a x
for the 'OFF' state. Solving (7.3) and (7.4), we obtain:
V  = D Vo in
I  -  / = (K - V„)DTL~'m ax m in  \  in o /
(7.4)
(7.5)
(7.6)
Combined with average current relationship Io.avg^0 .5(Imax+ImirJ, (7.6) can be further 
expressed as
Imax= Io.avgJr0.5(D+D~)TVinL I (7.7)
Fig. 7.7 Voltage and Current Waveform at Continuous Current Condition
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/*/*= (7.8)
Equation (7.5) means that the chopper's output depends solely on the fraction of time
that the switch is closed, provided that the inductor current is continuous. Solving (7.8) 
for a zero value of Imin at t= T  yields a relation for the minimum value of the inductance 
that will maintain continuous inductor current. The minimum value of the inductance is 
calculated by
(2). Discontinuous current condition
If the / reaches zero before the MOSFET switches on, there will be a period in which
no current flows in the inductor, i.e., the inductor works in discontinuous current 
condition. The current waveform in discontinuous condition could be illustrated in Fig. 
7.8. The circuit equations for both 'ON' and 'OFF' states are the same as (7.3) and (7.4) 
except that the equation for 'OFF' state is valid only in the period from DT to DiT. Using 
equivalent load resistance R  instead of average current I0.mg, we can obtain the following 
relationship by solving (7.6) and (7.7)
(7.9)
Imax=(Vi„-Va)DTL'1ax' (7.10)
L m=V0(D,-D)TL-> (7.11)
Combining with average energy equilibrium equation ImaxVjnD^O.SVoR'1, we can also 
obtain:
V0 = K V w(,Jl + 2 K -' -  l) (7.12)
D 2 = 0 5 D ( ]  + J \  + 2K~' ) (7.13)
I m  = 4 KVin(R D y ' 0 + K -  k 4 \  + 2K ~ ')m ax (7.14)
where
K=RTD?L'‘/4
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Fig. 7.8 The inductor’s current waveform at discontinuous conduction condition
Fig. 7.9 Relationship with duty cycle under discontinuous current condition
Figure 7.9 gives the graphic illustration of the relations of the output voltage and current 
mode versus duty cycle. From Fig. 7.9 we can see that, for a certain load, the inductor 
works in a discontinuous mode for a smaller D and works in continuous mode for a 
larger D. In addition to the output voltage/current changes between the discontinuous
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and continuous mode, the dynamic behaviour of the system changes as well. Both 
conditions should be considered in the design of a closed-loop regulator to avoid system 
oscillation.
7.4.2 The Calculation for the MOSFET
The MOSFET must work in a safe operating region that is limited by three variables:
® Maximum pulsed drain current
• Maximum drain to source voltage
• Maximum junction temperature
The maximum pulsed drain current can be calculated by (7.6) with the setting of Vo=0 
and D=Dmax for the extreme cases such as the switch-on moment of mains supply. The 
Maximum drain to source voltage is the maximum input d.c. voltage. The maximum 
junction temperate is directly linked with the power losses and cooling.
In spite of the cooling method, power losses are vital factor in selecting power switch 
devices. The switching losses at turn-on and turn-off will play a major role in the 
assessment.
During continuous conduction at constant drain current, the MOSFET loss can be 
calculated by
During turn-on and turn-off, power loss’s variation with time has the relationship as 
shown in Fig. 7.10. The areas under the curves are the energy supplied to the MOSFET 
during turn-on and turn-off respectively in a cycle, which can be calculated by
(7.15)
P t.o n  ~  0-^A  ^ D S (A A  ) (7.16)
Pt.off ~  0-5A ^ ds (A A ) (7.17)
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Fig. 7.10 Energy loss per pulse cycle
The total loss can be calculated by the product of frequency and the sum of the above 
two equations plus the conduction loss
P =  P c +  / ( P t .o n + P t .o j j ) ( 7 1 8 )
At low switching frequency, the MOSFET will usually have a relatively high conduction 
loss compared with BJTs. As the switching frequency increases, the BJTs' switching 
losses increase faster than the MOSFETs. After some frequency, MOSFETs will have 
lower total losses than BJTs. This becomes particularly significant in applications for 
which a high switching frequency is desirable to allow smaller inductors, capacitors and 
thus lower circuit cost.
In (7.16) and (7.17), the time interval is the only factor that can be controlled to reduce 
the losses. To reduce the time of turn-on and turn-off, a careful design of the gate drive 
circuit is required to provide sufficient gate-driving current (both source and sink 
currents) for rapid switching in addition to matching the switching time of the MOSFET. 
Usually the total switching time (t2 - ti+ t4-t3)  of the power switching device should be less 
than one per cent of the period of the base switching frequency to avoid problems caused 
by switching losses.
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7.4.3 The Design of the Inductor
Unlike inductors in other applications, the power inductors operate under loss and/or 
saturation limited condition that requires special power ferrite with high saturation levels 
and low losses. The output inductor of a switched mode d.c. chopper has to operate with 
a d.c. current that causes a d.c. bias magnetic field. Due to these special requirements, 
the inductor can not be easily found from electronic component suppliers and should be 
fabricated specially.
There are two remedies to meet the requirement of the output inductor:
• Use gapped low-loss ferrite core
• Use a material with a low permeability and high saturation level
The effect of an air gap in the magnetic circuit is such that much higher field strength is 
needed to saturate a core. Besides the maximum output current, the inductance must be 
known before selecting a core and calculating the turns. There are some ready-made 
ferrite cores for the purpose of building a power inductor. The calculation of turns of the 
inductor is hugely simplified by using a ready-made core with a data sheet for 
calculation. We have chosen the RM-series from Philips products with 3C85 ferrite 
grade. The normalised inductance factor AL and geometrical size are given in the data 
sheet. With an AL value, the turn or the inductance can be calculated from
L=AL*N 2 (7.19)
7.4.4 PWM Regulator and Drive
It is desired that the output voltage of the chopper be regulated, due to the following 
two main reasons:
• The input filtering capacitor is a relative small one, as discussed before. It has a large 
voltage ripple that will change with the load conduction and will be passed onto the 
output stage if the output voltage is not regulated.
• The effect of the output filter is affected by load and chopper's switching (duty
U n i v e r s i t y  o f  A b e r t a y  D u n d e e
7. Development of a Voltage-fed Single -Phase V F W  Converter 150
cycle). A small output filtering capacitor is desirable in the dynamic point of view. 
However small output filter capacitor has small capability to hold its voltage.
The regulation is achieved by modulating the pulse width at a fixed frequency. Although 
switching regulators are commercially available as integrated circuits, we will design a 
particular one to suit the inverters, because we wish to obtain a wide range of output 
voltage and linearity of control characteristics.
The pulse width modulator used in the chopper is a linear-comparator type. Its operation 
principle is to compare a linear ramp voltage Vr with a control voltage Vc, as shown in 
Fig. 7.11.
The control voltage Vc is the feedback from the chopper’s output voltage. If Vc increases, 
the comparator will trigger at a higher potential point on the ramp, produce a narrow 
output pulse which in turn causes the delivery of a lower output voltage, and vice versa. 
This circuit has a problem that it will generate very high duty cycle (close to an unity) for 
the first several pulses after the mains power is switched on (during this period the 
output voltage remains nearly zero). This will cause a large current surge for the power 
switching devices and may damage the device. To prevent this the pulse width should be 
limited, which is achieved by introducing a d.c. bias voltage Vb on Vc in the actual 
circuit, as shown in Fig. 7.12
Fig. 7.11 Linear-comparator type of PWM
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Vcc V o
Ri
Rv
Fig. 7.12 The PWM regulator circuit
The PWM drive circuit is to amplify the PWM signal Vw in order to drive the power 
switching MOSFET. For the buck chopper circuit we used, the MOSFET’s source pin 
RG has a much higher voltage level (close to the Vm) than the maximum gate-source 
voltage (of about 20V usually). To drive the gate, the reference voltage level of the gate 
driving PWM signal must be shifted to the voltage level of the source pin V R G . We have 
employed the technique that optocouples the PWM signal with the gate-driving circuit 
powered by an independent voltage supply. This solves the problem that requires floating 
reference voltage. The optocoupler should be capable of small rise time and fall time, 
high voltage isolation and noise immunity. The total rise and fall time should be smaller 
than the time of minimum non-zero duty cycle. We have employed a high-speed Schmidt 
trigger optocoupler HI IN that can satisfactorily work at 100kHz. Power MOSFETs 
have relatively large gate charging capacitance, which requires the gate drive to be able 
to provide both source current and sink current with a certain capacity and switching 
speed. Otherwise the transition period of turn-on and/or turn-off will be prolonged by 
insufficient driving, and will cause larger switching losses that may incur the thermal 
damage of the device. Along with the drive's switching speed and output capability that 
can be easily satisfied even by signal BJTs or MOSFETs, an undervoltage protection is a
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very important issue to prevent the power-switching device from working in 
amplification area. This leads us to use an IC drive integrated with the undervoltage 
lockout instead of using discrete BJTs or MOSFETs. The PWR-INT200 drive provides 
these functions and has a typical total switching delay time of about 1.2jus that just meets 
our requirement marginally. The gate drive circuit is shown in Fig. 7.13.
Fig. 7.13 The gate drive circuit for the MOSFET of the chopper
Other protection measures such as those for over-current, over-voltage, over­
temperature, etc., have not been considered in the current design. They could be taken 
into consideration in further design, depending on the actual applications.
7.4.5 Stability of the System
To improve the response of the system, a feedback is introduced in the regulator. In 
principle a system with a negative feedback will be stable and a system with a positive 
feedback will be unstable. Because of the usage of frequency-dependant components, 
such as inductors and/or capacitors, and the parasitic effect in the circuit, a negative 
feedback in a certain frequency range will turn out to be a positive feedback in another 
frequency range.
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Looking back at the configuration of our converter, we can find that it has a very wide 
range of frequency harmonics based on four fundamental frequencies:
• The mains supply frequency
9  The chopper’s switching frequency
• The inverter’s output frequency
• The inverter’s switching frequency
The regulated chopper should be unconditionally stable in such environment. The most 
effective method to study the stability of a system is by studying the transfer function 
with state-space method. Switch mode circuits have two states during each switching 
cycle. This raises difficulties in the use of the state-space method. To solve this problem, 
an averaging state-space (ASS) method is employed with a certain degree of compromise 
in accuracy. The ASS method weighs the two state-space equations (corresponding to 
‘ON’ and ‘OFF’ states) according to the fraction of time each state remains in a 
switching cycle. To effectively use this method in the chopper circuit, it is assumed that 
the comer frequency of the output low-pass filter is at least a decade or two below the 
frequency corresponding to the switching frequency. In the analysis, we will firstly look 
for the transfer function of the chopper circuit without regulator by the ASS method. 
Then the transform function in a closed loop is derived according to feedback control 
theory, which is used directly in assessing the stability of the system.
1. Transfer function of the chopper circuit without regulator
The circuit shown in Fig. 7.5 will be used here again. The r i and r  should not be 
neglected here, since their small values may play significant role in dynamic analysis. 
Choosing the inductor’s current and capacitors’ voltage as the state variables, we can 
write the state-space equation as
x = A jX  + b ]Vj for ‘ON’ state (7.20)
x — A2 X  + k/ for ‘OFF’ state (7.21)
v0 =  C TX for both states (7.22)
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where
x = [ iL Vcl Vc2f
- rLl r ‘ 0
nII c r l C~lr~x
0 C j V 1 -Q -V "1
b r - [ L '  0 O f
b2= [0  0 o f  
CT= [0  I 0]
Averaging the state-space Equations (7.20) and (7.21) by multiplying them with the duty 
cycle factor d  and off-duty cycle di (d+ d}= l)  respectively, we obtain the averaged sate- 
space equation from the sum of the two multiplications:
x = A X + b V { (7.23)
where
A = A ,
b = d b I+ d Ib2= [d L I 0 O f
A system can be conditionally stable, unconditionally stable or unstable. Because of this, 
the relative stability of a system must be assessed at first. The relative stability is the 
investigation of the system’s stability relative to a certain quantity under small signal 
perturbation. Carrying out small signal perturbation as
y  = Y + y  y = {x ,d ,  Vit V0}
d x = (1 - D ) - d
with the capping of and cA’ represent steady-state value and small signal perturbation 
respectively. Averaging (7.20) and (7.21) with the above perturbation again, we obtain
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x = A ( X + x )  + bl ( D + d ) ( V i + v i)
* s-iT *v = C x
(7.24)
(7.25)
Taking the Laplace transformation to (7.24) and (7.25), and setting all initial conditions 
to zero, we have
sx (s) = A x(s) + b ^ s ) ^  +  v. (a))
v„(s) = C Tx(s)
(7.26)
(7.27)
The most useful information from the above equation is the response to variations of d . 
With the setting of v,. = 0, the small signal transfer function of output to duty cycle is:
K ( s )  C f b f i
d (s )  ( s i - A )  (7.28)
= V,H.(s)
2. The closed loop transfer function
The control diagram of the chopper with a feedback PWM regulator can be simplified as 
Fig. 7.14(a). The error in the comparator of the PWM is
ve=vc-Vf= vc-Av0 (7.29)
where the vc and v/ are the control input signal and the feedback signal respectively, A is 
the amplification of feedback network. For a linear pule width modulator, the change of 
the duty cycle is proportional to the ve, i.e.
A d =  P  (vc-vj) (7.30)
where the P  is called as the modulation factor. Applying Laplace transformation to the 
above equation under small signal condition, we can have
d  = s~'P(vc - A v o) (7.31)
Then Fig. 7.14(a) can be represented in s-space by the equivalent block diagram of Fig.
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7.14(b). The closed loop transfer function corresponding to Fig. 7.14 is
V .f r )  py,HAs)ls
vc{s) 1 +  A W H , ( s ) / s
(a) Diagram in function
Vc(S)  + /O s  Ve(S)
v/s)
J3iys H/s) v0(s)
A
(b) Diagram in s-space
Fig. 7.14 Block diagram of the regulated chopper
3. The stability
From control theory we know that the requirement for a linear time-invariant system to 
be stable is that all the poles in the closed loop transfer function must lie in the left half of 
the s-plane. Setting the denominator of (7.32) to zero, we can obtain the poles and make 
the judgement of whether the regulated chopper system is stable or not, relative to the 
control signal vc. For an unconditional stability, the accepted norm is to have a gain
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margin/change of 6dB and a phase margin/change of 45° in the working frequency range. 
Figure 7.15 illustrates the gain response and phase response for some combinations of L, 
C  and r  of the chopper circuit.
Fig. 7.15(a) Gain response of the chopper circuit
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Fig. 7 .15(b) Phase response o f  the chopper circuit
The general implication o f  the responses is that
o A  large L is desirable, but for the bandw idth requirem ent a small product LC is 
desirable
o The higher the switching frequency, the w ider the frequency band available for 
manipulating the loop response, but the switching frequency is limited by the pow er 
switching devices
o R esistor r  provides a damping to  reduce peaking at resonant frequency and, in turn, 
reduces the steepness o f  the slope o f  the m agnitude response. W ith the damping 
resistor, the sensitivity o f  the com ponent tolerance is reduced as well.
An effective damping requires a large damping capacitor C2 that is usually several tim es
U n i v e r s i t y  o f  A b e r t a y  D u n d e e
7. Development of a Voltage-fed Single-Phase V F W  Converter 159
o f  the output filter capacitor Ci. The damping resistor is a high-current low-value one. 
D ue to  the difficulty in controlling the accuracy o f  low-value resistance, L/C ratio should 
be at least 1 to  avoid very low  r. B ut the r  should not be too  high because extra pow er 
losses will consum ed by r.
7.5 Design of the Single Phase Voltage-Fed Inverter
An inverter is a d.c. to  a.c. converter. There are three types o f  inverters, depending on 
the type o f  commutations:
• PW M  inverter
• R esonant inverter
• Forced-com m utated thyristor inverter
The resonant inverters are very efficient in high-frequency applications requiring fixed 
output voltage. The forced-com m utated thyristor inverters have only advantages in high 
pow er applications. The PW M  inverters have very wide applications due to  the 
developm ent o f  fast switching pow er devices. W e will employ PW M  technology in the 
design o f  the inverter
The voltage-fed inverter uses stiff d.c. voltage source instead o f  d.c. current source. The 
chopper circuit developed in previous section provides the d.c. voltage link required by 
the voltage-fed inverter to  be developed here. A  variable output voltage is obtained by 
varying the gain o f  the inverter, which is accomplished by PW M  control w ithin the 
inverter.
7.5.1 Full B ridge Inverter
For PW M  bridge inverters, there are tw o basic topologies: half-bridge and full bridge, as 
shown in Fig. 7.16.
The half-bridge configuration requires tw o d.c. sources o f  equal voltage, which makes it 
less desirable in m ost cases. The full-bridge configuration, used in our inverter, uses one
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d.c. voltage source and produces the same amplitude o f  a.c. voltage as half-bridge 
configuration. During inverter operation, Si and S4 are simultaneously turned on and o ff 
according to  the PW M  pulse while the S2 and S3 rem ain open. After the end o f  each half­
cycle, all the four switches reverse their state. B ecause the inverter is going to  drive an 
inductive load o f  a TLIA, freew heel diodes should be in parallel connection w ith each o f  
the pow er switching devices to  provide paths for the  flow o f  bi-directional load current. 
W hen the load current flow  direction is against the  load voltage polarity, energy is 
returned from  the load to  the  source. So the d.c. voltage source m ust be capable o f 
absorbing this energy. This usually requires the d.c. voltage source has a capacitor to  
store the  energy. To prevent short circuit and unnecessary pow er loss from  d.c. voltage, 
a proper timing should be provided to  prevent Si and S2 or S3 and S4 in conduction at the 
same time.
E,
E2
(a) H alf bridge
E  “=r
(a) Full bridge
Fig. 7.16 Single-phase half-bridge and full-bridge inverter
At present, the TLIAs are designed to  w ork at low  frequency o f  about 50Hz. The 
switching frequency could be several tim es o f  the  fundamental output frequency. A t this 
switching frequency range, IG B Ts can deliver much low er conduction loss than
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M O SFETs, w ithout suffering much switching losses. W e have employed IG BTs as the 
pow er switching devices in the inverter. Tw o identical inverters are connected, in 
parallel, to  the d.c. link to  drive TLIAs w ith tw o control coils.
7 .5 .2  PW M  and Logic Circuit
1. W hich PW M ?
There are various techniques to  vary the inverter gain, and thus control the output 
voltage. The m ost efficient and widely used m ethod o f  controlling the gain is to  
incorporate PW M  in the inverter. Even if  the topology o f  inverters could remain the 
same, PW M  m ethod could be in many forms [65, 67-69], such as
• Single PW M
• M ultiple PW M
• Sinusoidal PW M
• M odified sinusoidal PW M  based on harm onic elimination principle or minimum 
ripple current principle
® Adaptive current control PW M
• Phase-shift PW M
Since our inverter is to  be used in a feedback closed loop, the linearity betw een the input 
control voltage and the ou tpu t voltage is the m ajor concern here. The inverter with linear 
control characteristics will bring huge advantage in the design o f  closed loop controller 
o f  positioning, which will be discussed in the chapter 8 . It is very easy for the single 
PW M  and the multiple PW M  m ethods to  obtain this linearity from  a simple circuit. 
H ow ever the multiple PW M  m ethod has a better distortion factor than the single PW M  
m ethod. So w e com e to  use a linear m odulation o f  uniform pulse w idth for the multiple 
PW M  method. The linear m odulation o f  uniform  pulse w idth technique is the same as 
that used in the chopper's PW M  chopper except that the control voltage V c is from the 
D /A  converter on the D SP board.
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2. The Logic Function
For the multiple PW M  inverter there are tw o types o f  signal involved: the PW M  
switching pulse and the signal to  control the  inverter’s output frequency. In order to  
m ake use o f  logic IC  chips w e treat these tw o signals as a logic signal in our circuit. The 
desired timing sequence o f  the gate-driving pulse for the four switching devices is 
illustrated in Fig. 7.17. Their logical functions are
s , = . s 4 = c r w ( 7 . 3 3 )
s2=s3=cnw ( 7 . 3 4 )
w here the W  and C  represent the PW M  logic signal and output frequency control logic 
signal respectively, Si~4 stands for the logic gate  drive signal.
W hen the num ber o f  pulse in per cycle is small, C should be synchronised w ith W  to  
keep balance betw een the tw o halve cycle o f  output. For simplicity w e derive C from  W  
by using a binary counter. In this way, the inverter's output frequency can be controlled 
by changing the fundamental frequency o f  the PW M  or the base num ber o f  the counter. 
The base num ber o f  the counter is the num ber o f  pulses during one output cycle interval. 
W hen it is set to  one, the circuit is degraded into a single PW M . H ow ever the counter 
should not w ork  directly on the W  signal because W  may have zero or unit duty cycle 
that will cause errors in counting. To prevent this problem  a triggering signal 
synchronised w ith the ramp signal o f  the PW M  generator is used for the counter. W e 
have employed a w aveform  generator chip R S8038 that can generate ram p signal and 
synchronised square wave signal. The ram p signal is used for pulse w idth m odulation and 
the square w ave signal is used by the counter.
Figure 7.18 describes the circuit that generates the logic function for tw o inverters. As 
m entioned in C hapter 6 , the second coil could be controlled dependently or 
independently. For independent control, a second PW M  signal will be generated 
according to  external control signal V c2. The dependent control w ith linear relationship 
can be achieved very easily in this circuit by inverting the first PW M  signal as the second
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PW M  signal. The manual switch Sm used in the circuit is for the selection o f  control 
m ode o f  the second inverter.
W n n n n n n n n n n n n n n n n n n
c
c
S,,S4
Si,S3
HJUUL n n n n J1IL
n n o . fl-QJLil
Fig. 7.17 Timing sequence o f  gate driving logic function with base number 
o f  eight per cycle o f  output frequency
S,
S4
s2
S3
T o :
i n v e r t e r - 1
T o :
i n v e r t e r - 2
Fig. 7.18 The circuit for generating tw o PW M  logic signals
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7.5.3 The G ate Drive
F or the  full-bridge inverter configuration, the upper half o f  the pow er switching devices 
Si and S3 should have floating reference voltages at point ‘a ’ and ‘b ’ that are shown in 
Fig. 7.16. The voltages at points 'a' and 'b' will change between zero and +Vin. This 
requires their gate driving voltages must be pum ped to  and float w ith  the voltage at 
reference points ‘a ’ and lb \  To achieve this purpose floating voltage sources are 
designed for Si and S3.
Similar to  the requirem ent o f  the M O SFET gate drive o f  the chopper, m ajor 
considerations in the design o f  gate drive should be paid to  the switching speed, driving 
current, under-voltage protection, and noise rejection. Enough switching speed and 
driving current (sink and source current) are essential factors to  quickly turn  on /off the 
IG B Ts and thus to  reduce switching losses. U ndervoltage protection (lockout) is also a 
vital facto r to  prevent IG B Ts from  w orking at amplification area that may cause thermal 
defect o f  the devices. N oise rejection provides a protection o f  fault switching action 
caused by the EM I o f  high frequency sources from  the chopper circuit.
Pairs o f  high-side and low -side drive ICs PW R-IN T200/201 are used in the design. The 
inverter circuit w ith its gate  drive is shown in Fig. 7.19. The LS  signals directly control 
low-side M OSFETs. The H S  signals cause the PW R -IN T200 to  com m and the PW R- 
INT201 to  turn  high-side IG B Ts on or o ff as required. Unlike the solution to  use an 
independent voltage source in the chopper’s drive, floating voltage sources for the high- 
side drivers are derived from  V dd through D n and Cn (n = l,3 ) in the  inverter’s drive. 
There are four floating voltage sources required for tw o full-bridge inverters. W hen the 
low -side IG B T is turned onto saturation, Cn is quickly charged to  V dd through D n. W hen 
the low -side IG BT is turned off, the high-side PW R-INT201 is turned on and pow ered 
by Cn w hose voltage floats w ith the voltage at point ‘a ’ or ‘b \  The LS  and H S  voltage 
levels are compatible with 5V  CM OS logical level, which lets the driver can to  be driven 
directly from  logic ICs. A logic inverter is used in front o f  H S  to  convert active-high 
logic Si and S4 into active-low  logic signals required by H S s.
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Protection  is achieved by the functions incorporated in the PW R -IN T200/201. An R S- 
latch in the PW R -IN T200 prevents the low-side driver and high-side driver from being 
on at the same time, regardless o f  the input signal. To m atch the propagation delay o f  
bo th  sides, the PW R -IN T200 provides switching delay to  further prevent bo th  sides from  
being turned on at the same time during switching transitions. B oth  LS  and H S  inputs 
are Schm idt-triggered, which provides a certain degree o f  immunity to  high frequency 
noise.
Fig. 7.19 H alf the inverter w ith its gate-driving circuit
7.6 EMI Problems
Switch-m ode pow er electronic circuits, by switching large am ount o f  current at high 
voltage, can generate electrical signals that could affect other electronic systems. This is 
particularly apparent in the d.c. to  d.c. chopper in our system. This unw anted signal 
causes the so-called electrom agnetic interference (EM I). It can be transm itted by 
radiation through space or by conduction along cables. Hence it is particularly difficult to 
eliminate EMI.
U n i v e r s i t y  o f  A b e r t a y  D u n d e e
7. Development of a Voltage-fed Single -Phase V F W  Converter 166
A part from  emitting EM I, the control circuit could also be affected by EM I generated by 
its ow n pow er circuitry. This is w hat in considered here. W e have experienced that the 
EM I em itted from  the chopper circuitry caused m alfunction o f  some logic ICs in the 
inverter circuit.
A lthough the chopper and the inverter both w ork  in PW M  switching m ode and generate 
EM I, the chopper has m uch higher current and voltage change rate than the inverter, and 
thus becom e the m ajor cause o f  E M I in our system. The logic ICs are all low  voltage 
sem iconductors, com pared w ith the chopper's operating voltage. This m akes the logic 
ICs m ore susceptible to  EM I from  the chopper. W ith the output current increase, w e 
have observed tw o apparent phenom ena caused by chopper's EM I, which are
• The frequencies o f  the ram p generators in both  the chopper and the inverter, 
particularly in inverter, w ere disturbed with the switching action. This can be 
explained as EM I interfering w ith the reference voltage and the integrated voltage on 
the ramp capacitor are interfered by the EM I. So, the com parator will com pare tw o 
signals contam inated w ith EM I noise, which will inevitably cause inaccuracy in the 
tim ing and thus the frequency.
• The counter IC  may m alfunction w hen the output current exceeds a certain level. As 
w e know , all logic ICs have a certain noise immunity that ensures a proper function 
o f  all the other logic chips. The reason why only the counter IC is m ore susceptible 
to  noise than other logic chips is due to  the fact that it is an unsynchronised ripple 
counter. Solution to  this problem  is to  use a synchronised counter or to  reduce the 
EM I level. H ow ever, using a synchronised counter will change the w hole circuit 
configuration a lot. The best w ay is to  reduce self-induced E M I w ith slight 
m odification o f  the circuit.
W e are not going to  study the w hole EM I and EM C  theory here, but will concentrate on 
solving the EM I problem s encountered in the fabrication o f  the circuit.
By studying the configuration o f  the w hole system w e can see that a  dual output 
transform er is used to  provide pow er for all signal/drive circuits o f  bo th  the chopper and 
the inverter. The transform er used in the design is a general purpose one w ithout
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electrostatic shielding. So significant parasitic capacitance exists am ong its three 
windings. The parasitic capacitance provides a connection path for high frequency noise 
em itted from  the chopper. W e estim ate this is to  be one o f  the m ajor sources o f  our EM I 
problem. Instead o f  buying another transform er w ith electrostatic shielding, w e alter the 
design o f  the chopper to  reduce the EM I. The revised chopper circuit is shown in Fig. 
7.20. The chopper's drive circuit has the reference voltage at point R G  at the source pin 
o f  the  M OSFET. F or the old circuit as shown in Fig. 7.5, V rg  may jum p betw een 0 and 
Vin at turn-on o r tu rn -o ff transition process under continuous current condition, or 
betw een V 0 and Vjn under discontinuous condition. The voltage change rate d(VRG)/dt 
will be very large since the switching transition period is very short. It is the high 
d(VRG)/d t  that causes EM I mainly through the transform er's parasitic capacitance. For the 
revised circuit, the d(VRo)/dt equals d(Vin-V0)/dt. Since V-m and V0 are voltages on relative 
large filtering capacitors w ith small voltage change rate, the d(VRG)/d t  will be much 
smaller than that o f  the old circuit. The d(I)/dt will not cause much E M I through space 
transm ission for the  current rating, for the tw o reasons: 
o The current in the  inductor can not change rapidly.
© The high current switching in the circuit tracks will not produce much electrom agnetic 
field due to  the fact that not many high-current carrying tracks are involved in the 
tracks.
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In addition to  alternative the design o f  the chopper circuit and to  use high-frequency 
decoupling capacitors for ICs, o ther efforts have been made to reduce the self-induced 
EM I, which are:
• Increasing the cross section o f  the pow er supply track  to  reduce their impedance, 
which can reduce com m on impedance coupling
• Partitioning the system into subsystems according to  the frequency and pow er levels 
to  reduce interference betw een subsystems
o Having a proper grounding arrangem ent. A  modified single point grounding system is 
employed, which allows subsystems grounded at local so as to  eliminate com m on 
im pedance grounding coupling and low  frequency ground loops.
W ith the above m easures, w e have effectively solved the self-induced E M I problem s for 
the circuit. W e did not consider the EM I for other systems and has not carried out much 
theoretical study o f  this topic, as it is outside the scope o f  the current research.
The following picture is the physical inverter w e designed. It can provide the functions as 
specified before, i.e.
® M anual control o f  output frequency 
® External and/or manual control o f  output voltage
® Tw o control modes: independent control by using tw o control signals and dependent 
control by using one control signal
® A  low -pass amplifier for processing external signal which could be the sensor’s feed 
back in the actuator positioning system 
® One channel input/output interface to  the A/D and D /A  converter
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Fig. 7.21 The photograph of the single phase VFVV converter
7.7 C onclusions
A single-phase voltage-fed VFVV converter with linear control characteristics has been 
developed for the control and further study of TLIAs. The converter consists of a d.c. to 
d.c. buck type chopper and two parallel-connected full-bridge d.c. to a.c. inverter. 
Switch mode PWM technology has been used in the design of both the chopper and the 
inverter to achieve high efficiency, high power density and light weight. Cost and 
efficiency has been taken into account in choosing the topology and configuration of the
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converter. In addition to  explanation o f  the operation principle and design o f  the circuit, 
a steady-state analysis m ethod is used for m ost o f  the design’s calculation, and an 
averaging state-space m ethod is used to  study the dynamics o f  the system. Particular 
attention is paid to  reducing the switching losses o f  the pow er switch devices and 
reducing the self-induced EM I, which w ere encountered in the fabrication engineering. 
This circuit has been successfully used to  drive the  TLI As.
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8 POSITION CONTROL BY USING DSP 
TECHNIQUES
8.1 Introduction
W ith the ever increasing requirem ent in term s o f  high positioning accuracy and response 
speed, much effort w as spent to  im prove the perform ance o f  the actuator by modifying 
the structural design. H ow ever while m ost o f  these attem pts w ere rather successful, the 
characteristic limitations o f  the mechanical system are still present. Internal physical 
features such as friction force, non-linear characteristics and process param eters variation 
are always present and hinder the perform ance o f  actuating system [70]. Analogue 
controllers are not flexible enough to  deal with these major restrictions. Digital control 
systems offer many advantages over their analogue counterparts. Am ong these 
advantages are the following:
• Low  susceptibility to  environmental conditions
• Interference rejection associated w ith digital signal transmission
• Zero 'drift' o f  param eters
• Perform  highly complex tasks at low  cost
® Flexibility o f  easily making changes in softw are
A simple com bination o f  conventional closed loop control w ith m icroprocessor based 
controller and a sophisticated digital control algorithm could considerably im prove the 
dynamic as well as the static characteristics o f  an actuator system. H ow ever, digital 
control techniques have limitations such as:
® The introduction o f  errors or noise due to  the finite precision o f  digital com putation 
and the abrupt changes due to  the discrete-tim e nature o f  digital control 
® The need for m ore sophisticated engineering in order to  take advantages o f  high-
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perform ance control algorithm s 
® G reater limitation on speed o f  operation 
• G reater potential for catastrophic failure
These should be properly considered at the stage o f  preliminary evaluation o f  the 
technique to  be used. H ere w e will ju st concentrate on the digital control technique in 
the realisation o f  TLIA 's positioning control.
D esigns o f  digital controllers usually are divided into tw o categories: the transform  
m ethod and the state-space m ethod, which are also referred to  as classic m ethod and 
m odern m ethod respectively [71,72], The difference in the tw o approaches is entirely in 
the design method. The end result, a set o f  difference equations providing control, is 
identical. The main advantage o f  the state-space approach to  control is its ability to 
handle M ulti-Input M ulti-O utput (M IM O ) systems. F o r a Single-Input and Single- 
O utput (SISO ) system, the classical m ethod has the merits o f  simplicity and clarity. 
Therefore, w e have chosen the classical transform  in the design o f  the  controller for the 
TLIA  system that is configured as a SISO system as discussed in the previous tw o 
chapters.
One o f  the straightforw ard design m ethods for the digital controller is to  em ulate a 
continuous controller by digital implementation. B ecause the design and analysis o f  
analogue controllers have been better understood, it is highly practicable to  design a 
digital controller by digitising an analogue controller. The major property required by the 
digitised controller is the  fidelity o f  the impulse and frequency response o f  the original 
analogue controller. The fidelity depends on the sampling rate and on the particular 
m ethod o f  discretization. The com m on properties are that by lowering the sampling rate, 
the fidelity and accuracy o f  the digitised controller are decreased.
A nother design m ethod is to  discretize the system m odel at the outset, then to  implement 
the  design entirely using the discrete representation. This m ethod is referred to  as z-plane 
design, discrete design o r direct digital design. Theoretically the behaviour o f  a closed
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loop system  w ith discrete design controller is not dependent on the initial choice o f  the 
sampling rate because none o f  discretization o f  analogue controller is considered. D ue to  
saturation o f  the controller in practical systems and inter-sampling behaviour not 
detected  by the z-transform  analysis, the effectiveness o f  the m ethod will be quickly 
destroyed if  a reasonable sampling rate is not chosen. Obviously the effectiveness o f  the 
m ethod is limited in the linear dom ain and at the sampling points.
All numerical design procedures are based on an inexact model o f  the  physical system, 
and the starting point o f  m ost control is w ith a linear tim e-invariant model o f  the plant to  
be controlled. H ence numerical design simply gets us to  the point w here w e can 
experim ent w ith the physical system, or w ith an accurate simulation that includes the 
system non-linearity, tim e-variation com ponents, and so on. D esign is generally too  
com plex if  the accurate simulation model, sometimes called a tru th  model in optimal 
filter designs, is used. Thus, in one sense, any type o f  numerical design procedure is by 
trial and error, w ith the final form  and coefficients o f  the controller determ ined by several 
iterations o f  the first numerical design and then experim entation with either the physical 
system or an accurate simulation. So it is usually expedient to  approxim ate the plant w ith 
a linear model. To obtain a linear plant m odel to  which linear control system design 
m ethods apply, a linear approxim ation about the nominal non-linear plant operating 
conditions should be made. The non-linearity may be corrected from a linearized model. 
In this sense, it is difficult to  obtain a unanim ous conclusion in com paring em ulation 
m ethod w ith the discrete design method. In many cases, use o f  both m ethods gives the 
best result.
All o f  these limitations caused by inaccurate m odelling which obviously exists for the 
current design o f  TLIA s have led to  the  following strategy. The design theory  o f  digital 
controllers w as used to  get the initial design and the final determ ination o f  param eters is 
tuned through experiments. O ur main objective in this chapter is concentrated on the 
digital control o f  TLIA  position. The emphasis is on the design o f  a digital control 
system  and its physical realisation.
U n i v e r s i t y  o f  A b e r t a y  D u n d e e
8. Position Control by Using DSP Techniques 174
8.2 Basic Function of a Digital Control System
The general structure o f  a controlled system has the following four hierarchical levels:
® Process level 
® Inform ation acquisition 
® Signal processing 
® Supervision level and external devices
Each level is designed for a particular task. D epending on the complexity o f  the 
controlled process and the overall system, a usage is optional. For a continuous plant 
w ith mechanical system  to  be controlled electrically, the w hole control system can be 
shown as the Fig. 8.1, w here A/D and D /A  converters are employed to  perform  
conversion betw een continuous signal and digital signal. At the process level, the Energy 
Transducer transform s and amplifies the controlling signal to  drive the Electrom echanical 
System. The sensor transform s the mechanical m ovem ent into an analogue electric signal 
that is converted into digital signal by the A/D converter. The plant to  be controlled in 
the design o f  the controller should be the w hole subsystem consisting o f  the Energy 
Transducer, the Electrom echanical System and the Sensor.
The process identification is o f  primary interest at the  information acquisition level. The 
configuration o f  Fig. 8 .1 shows an on-line process identification. M easured signals are 
used to  determ ine the actuato r’s behaviour within a class o f  mathematical model. I f  the  
process behaviour remains invariant the identification is done only once. The process 
identification can also be carried out off-line if  the transfer function can be easily 
obtained w ith some simplification.
Depending on the estim ated process param eters, a controller calculation is called 
afterwards. The calculated results are converted into an analogue signal that is used to  
control the Energy Transducer by a D /A  converter.
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Energy Source
Supervision
Signal
Processing
Inform ation
Acquisition
Process
Level
Fig. 8.1 General structure o f  digital controlled process
F o r our TLIA  positioning system, the Energy Transducer, the Electrom echanical System 
and the Sensor correspond to  the PW M  drive, the actuator and the linearly variable 
differential transform er (LV DT) respectively. The plant process is considered as time- 
invariant system. The process identification was carried out by off-line calculation.
8.3 Plant Model of the TLIA Positioning System
In  order to  design the controller for a dynamic system, it is necessary to  have a model 
that will adequately describe the system ’s motion. A  model may be obtained by 
examining the internal structure o f  the system. H ow ever, it is often the case that, because 
o f  extrem ely complex physical phenom ena, the law  o f  science is not adequate to  give a 
satisfactory description o f  the dynamic plant that w e wish to  control. In these 
circum stances, experiments are carried out to  construct models and estim ate unknow n 
plant param eter. This is the so-called system identification or process identification.
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For a tim e-variant system, the system identification should be carried ou t with the 
developm ent o f  the plant process. This requires the system identification to  be 
incorporated into the control loop. Obviously this on-line system identification will take 
extra time, and thus require faster hardw are to  com pensate it. Strictly speaking, our 
actuato r control system is a tim e-variant system, because o f  the tem perature rise. W e will 
make a simplification to  neglect the tem perature-dependent effect and assum e the system 
is time-invariant. This is a reasonable assum ption, due to the fact that the  range o f  
tem perature change and the maximum tem perature are not very high. U nder this 
assum ption, w e can take the system identification out o f  the control loop, i.e., off-line 
system identification.
The T L IA  positioning system has the control configuration as shown in Fig. 8.2. To 
carry ou t system identification, w e will first establish an appropriate mathem atical model, 
and then estim ate the param eters o f  the model by a set o f  carefully designed dedicated 
experiments.
Fig. 8.2 B lock diagram o f  the TLIA  positioning control system
8.3.1 The M athem atical M odel
The plant has tw o types o f  quantities involved in the control process: electrical signal and
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mechanical movement. The mathematical model w e are looking for is a transfer function 
betw een the mechanical output y(t)  and the control signal u(t).
As discussed in chapters 6 and 7, the triac controlled PSU  has non-linear control 
characteristics and the PW M  PSU  has a linear one. D ue to  the switch m ode operation o f  
bo th  pow er drives there will be inevitably a tim e delay in the response. Assuming that the 
tim e delay is an integral multiple n o f  the sampling period T, and neglecting the high 
order harmonic com ponents, w e can express the relationship betw een the output voltage 
v(t) and the input voltage u(t) as:
v(t) =AP\$p(t-nT)u(t-nT) n = { ] ,2 ,3 , ...} (8.1a)
w here bsp is unity for PW M  drive and a non-linear function for the triac drive. Generally
speaking, K p should involve load conditions [73,74], For simplicity w e use the tim e- 
delayed r.m.s. value to  expressed it. This gives the following relationship:
K ( 0  = 11 1 . /  2/777 n n ,
1 —  —  s in (------) 0'5
u „ n
For PW M  PSU
For Triac PSU  w ith pure resistive load
(8.1b)
The LV D T sensor can be considered as a linear device for which the electrom agnetic 
force and the response delay are negligible. H ow ever its friction force is not small 
enough to  be neglected, which will be discussed later. From  the mechanical point o f  
view, the TLIA  and the linear potentiom eter can be considered as an integrated part. 
Their continuous tim e model o f  the dynamics results in a second-order ordinary 
differential equation in a simple mass-spring configuration as
dy1 dy
M a T + c * a + c °y  = F‘ ~ F' - F*
(8.2)
w here M  and Q  are the  to tal mass and damping coefficient o f  the TLIA -sensor structure. 
The Cs is the spring constant. F or TLIA -2, Cs equals zero because a spring does not exist 
in the structure. Ff is the  dry friction force. It is a stochastic-dependent non-linear factor
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that can not be given an exact value. W e will not consider it at the stage o f  m athematical 
model. Fg is the gravity force from the m ass o f  the plunger. W hen the plunger o f  the  
actuator is placed level, the Fg is zero. O therw ise there will be a constant force o f  Fg that 
can be balanced by giving a bias voltage tib or v*,. So Fg could not be included in the 
transfer function for the easy o f  mathem atical derivation. Fe is the electrom agnetic force 
generated on the plunger and is a function o f  displacement y  and voltage v. The 
relationship am ong Fe, y  and v is a non-linear function that can no t be obtained explicitly 
at the moment. F o r simplicity, w e ju st give a notation to  describe their relation betw een 
Fe(t) and vft) as
Fe(t) = S'm(y, v)v(t) (8.3)
Combining (8.1) and (8.3) into (8.2) and then carrying out a Laplace transform  o f  (8.2) 
with zero initial setting, w e can obtain the transfer function for the  plant as,
= KO(s),z/(5), j)G(s) (8-4)
j i ( s )
with
Ape~nT
G (s) = —------p--------------
s  M  + s C d + C S
W e here put all the non-linear contribution into the function This makes the transfer 
function above looks like a com m on second order system that w e are familiar with. I f  S* 
can be linearized under certain condition or with certain correction scheme, the designed 
o f  the controller can then be much simplified. This is the m ethod that w e are using in our 
design.
8.3.2 Calculation and Estim ation o f  Param eters
In the transfer function G(s) o f  (8.4), the param eters o f  Ap, M  and Cs can be m easured 
directly. The difficulties are the determ inations o f  C j and Ff and *Y. To determ ine these
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param eters experim ents are resorted to. The experim ents should be designed to  uncouple 
these factors as m uch as possible. One o f  the set o f  experiments could be
•  The first test is to  m easure the dry friction force Ff. The Ff is a speed-dependent and 
maybe position dependent factor. H ere w e only consider the  static force and neglect 
dynamic and stochastic effects. The static F fy)  is m easured at different positions 
throughout the w hole stroke length. An average value Ff can then be calculated to  
replace F /y ).
•  The second test is to  estim ate Cd by applying a constant force, such as a fixed weight, 
to  the plunger, and m easuring the response o f  the system. The test configuration is 
shown in Fig. 8.3. The Cd can be calculated by matching the data from  the experim ent 
to  (8.2). W hen a data acquisition technique is used, a central difference form  o f  (8.2) 
can be used straight forw ard for the calculation o f  Cd as,
M (yk+}+ yk.1-2yiJ+0.5CdT(yk+i-yk.1) + C s f y k= 1r(F,v-Fi)  Fw>Ff  (8.5)
w here the T  is the sampling interval, Fw is the fixed weight and Ff is the average dry 
friction force including those from  the pulley and the LVDT. So, w ith every three 
sampling points, a Cd can be calculated from  the above equation. D ue to  the fact that 
m easurem ent will been interfered by noise and may suffer inaccuracy from  instrum ents 
and the limit o f  sampling rate, the Cd calculated from  the above equation may differ 
w ith different sets o f  sampling. To im prove the accuracy, the averaged value Cd is 
used instead o f  Cd.
Fig. 8.3 Configuration for measuring Cd
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• The final task  is to  identify the non-linear function iVOT. Because o f  m agnetic 
saturation involved, it is no t possible to  obtain an exact expression o f  in a 
m athematical expression w ith limited num ber o f  lumped param eters. W e will m atch 
experimental relations with a simpler mathem atical expression. From  Fig. 2.8 w e can 
observe that, under constant voltage, the electrom agnetic force will be close to  a 
linear relationship with displacement in the m ajority o f  the  w hole stroke length. From  
Fig. 2.6 and Fig. 2.7 w e can derive that the  relationship betw een the electrom agnetic 
force and the voltage is close to  a parabolic curve. B ased on these observation, w e 
can construct a general mathematical model for the force as,
n l  m 2
F ,  = H  4 v'(0 Z  (0 y<»f jw  (8.6)i=nl j= m \
It is too  com plex to  use the above expression w ith many coefficients to  be 
determined. W e will use the m ost significant term s to simply the model. The simplified 
model will take the form  o f
F ' = [ K j  ( t) +K[,v('.)][Oo-Oyy(t)]  
or
ymin ~ y ~  ymax (8.7a)
Fe= S'm(y,v)\>(t) ymin — y  — ymax (8.7b)
w ith the non-linear function o f
iVm(y,u)= K jv ftjy ftj+ K yW + K a vfO + K , (8.7c)
In the above equation there are four param eters to  be estimated. The usual w ay to  
estim ate these param eters is by using the least square error estim ation m ethod. H ere 
an extended version o f  the least square estim ation m ethod is used for Equation (8.7b), 
due to  the tw o variables v(t) and y(t)  involved. Assuming N  m easurem ents w ere m ade 
o n y ,  v and Fe, and expressing (8.7b) in vecto r form
Fe=Xk  (8.8)
w ith
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Fe=[Fi F2 ... Fnf  
X = [x j x2 ... xnf  
Xi=[vy vy v2 v ] 
k= [k i k2 k3 k4]T
then the square error function in Hilbert space will be
e= (F e-Xkf(Fe-Xk) (8.9)
By differentiating e w ith respect to  k  and setting the result equal to  zero for a 
minimum, one obtains the least-square estim ated value o f  K  as
K = (X rX)-'(XrFt!)  (8.10)
on the condition that X TX  is invertable or non-singular in order to  find a unique 
solution.
The uniqueness o f  (8.10) is dependent on how  the model is selected and w hat input 
signal X is used. B ecause the model described by (8.7) is backed by the experiments, 
the uniqueness problem  is left on the X. Theoretical study tells us that the signal X  
should fluctuate enough to avoid linear combinations am ong sampled data sets. Since
(8.7) does not form  a com plete expression o f  the physical system, the K  may show 
non-linearity o r deviation betw een different sampling sets o f  test results. This problem  
was also solved by averaging them  again to  avoid being trapped in the ring w ith non­
linearity.
8.4 Design of Linear Digital Controller
Equation (8.4) indicates that the plant transfer function is the product o f  the non-linear 
transfer function and a second order linear transfer function. This is equivalent to  a 
cascade connection o f  tw o plants w ith these tw o transfer functions respectively, as 
shown in Fig. 8.4. To trea t the  non-linearity, an inverse function o f  X -7 will be
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introduced for correction o f  linear controller, w hich will be discussed in the  next section. 
Therefore, after the non-linear correction, the plant can be considered as a common 
second order system. F or general purpose w ith the  consideration o f  a tim e delay #, the 
following linear transfer function is considered
G (s) =
Ae~Ss
(1 +  r ,s ) ( l +  TjS)
(8. 11)
w here A ~ A /C S, T]-/-T2= C /C s, T/Tj=M/Cs if  Cs&O o r  A —A /C d, tj co if Cs&O.
N on-linear plant TLIA
1
i
K
a p
i P
!
ii
s2M  +  sC d +  Cs
Fig. 8.4 Equivalent plant in cascade connection
To aid the design and analysis in digital domain, z-transform  is adopted here for the 
similar purpose as the Laplace transform  in continuous domain. This requires all the 
continuous process should be transform ed into discrete expression (z-transform ), which 
is carried out in the next section.
8.4.1 D iscretisation o f  a Continuous System
The TLIA  positioning control configuration involves three com ponents that deal with 
continuous signals. They are the A/D converter, D /A  converter and the TLIA. Three 
fundam ental problems are associated w ith the discretization, w hich are sampling, data 
reconstruction and z transfer function.
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1. Sampling
Sampling rate is a key factor in a successful digital control design. The selection o f  the 
best sampling rate is a compromise, depending on the properties o f  the signal, the  
reconstruction m ethod and the characteristics o f  the system. Generally, the perform ance 
o f  a digital controller im proves with increasing sampling rates, but cost may also increase 
w ith faster sampling. A  low  sampling rate means m ore tim e is available for the control 
calculation, hence m ore control capability is available for a given m icroprocessor, The 
low  end o f  sampling rate is limited by Shannon’s sampling theorem  which states that in 
order to  reconstruct an unknow n band-limited continuous signal from  samples o f  that 
signal, one m ust use a sampling rate at least tw ice as fast as the highest frequency 
contained in the unknow n signal. So, the selection o f  sampling rate can then based on 
bandwidth as well. It is im portant to  pre-filter the signal being sampled in accordance 
w ith Shannon’s sampling theorem  so as to  rem ove all unw anted high frequencies, and 
thus prevent the possibility o f  aliasing.
2. R econstruction
R econstruction o f  analogue signal from discrete data happens in D /A  converter, and is 
usually done by using a polynomial extrapolation o r other related method. The m ost 
com m on reconstruction polynomial extrapolator is the zero-order-hold (ZOH) in w hich 
the signal is held constant during tw o consecutive sampling intervals. The D /A  converter 
w e used in the design is o f  the ZO H  type. ZO H  function can be expressed by the 
expression
uzouft) =iiu(t-kT)-uu(t-kT-T) kT<t<(k+ 1)T  (8.12)
w here nu(*) is a unit delay function. It has the following Laplace transfer function 
H Z0Il(s) = ( \ - e - ° T) / s  (8.13)
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3. Z-transfer function
W ith the reconstruction function H Zoh and the plant transfer function G  in s-plane, the 
closed loop digital control can be further illustrated in Fig. 8.5. B ecause w e use discrete 
design m ethod to  design digital controller D (z), transfer functions expressed in s-plane 
should be transform ed to  z-plane. There are many m ethods available, such as Im pulse 
invariant transform ation (z-transform ), M apping o f  differentials, Bilinear transform ation, 
M atched z-transform , etc.. The z-transform  m ethod is used here because other m ethods 
are m ore susceptible to  the selection o f  the  sampling rates. The z-transfer function o f  the 
second order G(s) and HZoh is
G ( z )  = Z[
l - e Ae - n T s
s  (1 +  r ^ X l  + t 2 s )
(8.14)
The above transform ation will lead to  the following result *
G ( z )  =
A z -”(bt + b j ' ) ! - '
(1 -  e~TI’'z~' )(1 -  e _r,,‘ z _1)
(8.15)
w here
* i = l  +  ( r , e ' r ,r ' -  Tze~TlT’ ) ( r2 -  r , ) ' '
bz =  e-Tlt'~TI'' +(T,e-T'Tl - T2e~Tlr‘ ) ( r2 -  r , ) -'
Fig. 8.5 D iagram  o f  general closed loop digital control
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8.4.2 D igital Controller D esign by D irect Synthesis M ethod
The closed loop z-transfer function for the control configuration o f  Fig. 8.5 is
H ( z )  =
r ( z )
D ( z ) G ( z )  
l +  £>(z)G (z)
(8.16)
The direct synthesis m ethod consists o f  determ ining the controller transfer function D(z) 
that is required to produce a specific closed loop response S(z). I f  G(z) is know n and S(z) 
is specified, im plem entation o f  direct synthesis m ethod is just to  replace H(z) by S(z) in
(8.16), w hich gives the required D(z) as
D { z )
1 S ( z )  
G ( z ) 1 -  S( z )
(8.17)
From  (8.17) we can see tha t this design will cancel the plant effects and add w hatever is 
necessary to  give the desired S(z). B ecause o f  limitation in the realisation o f  a physical 
controller, specification on S(z) should be constrained to  avoid trying to  achieve the 
impossible. Variations in constraints lead to  different methods. B ut tw o  constraints are 
com m on in the category o f  direct synthesis m ethod. They are the constraint o f  causality 
and constraint o f  stability.
1. Constraint on Causality
From  z-transform  theory w e know  that if  D (z) is causal, then as z —»oo, its transfer 
function is well behaved, i.e., it does not have a pole at infinity. A ccording to  (8.17), the 
constraint for D(z) to  be causal could be stated as: S(z) must at least have the same order 
o f  zero at infinity as the  zero o f  G(z) at infinity. The causality requirem ent on S(z) 
requires that the closed loop system m ust have at least as long a delay as the plant has. 
This is particularly im portant in our design because there is a significant delay involved in 
the switch m ode PSU.
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2. C onstraint on Stability
The stability constraint can be obtained from  the analysis o f  poles o f  the closed loop 
system. The poles o f  the closed loop system are the  roots o f  the equation
l+ D (z)G (z)= 0  (8.18)
From  z-transform  theory w e know  that the  requirem ent o f  a stable system is that its 
poles in the z-plane are within a unit circle. I f  there is a com m on factor in D (z) and G(z) 
as w ould occur if  D (z) w ere called upon to  cancel a pole or zero o f  G (z), this factor will 
remain as a factor o f  (8.18). So, if  the factor is outside the unit circle, the system is 
unstable. This means that D (z) should not contain poles and zeros on o r outside the unit 
circle. By studying (8.17), w e can conclude the stability criteria as 
o l-S (z)  must contain zeros which locate at the same positions in z-plane as all o f  those 
poles o f  G(z) that locate on and outside the unit circle 
® S(z) must contain zeros which locate at the same positions in z-plane as all o f  those 
zeros o f  G(z) that locate on and outside the unit circle
W hen the TLIA  positioning system is w orking within a stable region as w e assumed, all 
the poles o f  transfer function (8.7) fall w ithin the unit cycle. In this case, the stability 
constraints m entioned above do not take any effects in selecting S(z), and the causal 
constraint on selecting S(z) requires only that the delay time o f  S(z) is not less than that 
o f  G(z). In this case, a particular selection o f  S(z) is to  assum e the desired closed-loop 
transfer function as a first o rder lag o f  the form:
S (z)=  Ae'&/(s+AJ A>0 (8.19)
This is also referred to  as Hahline method. Its z-transform  w ith ZO H  and integral time 
delay o f  6=mT  is
S ( z )
A T  \  - m - l( l - e ~  )z
1 - e - A T  -1 Z
m = 1,2,3, (8.20)
Using the direct synthesis relationship o f  (8.17), w e obtain the controller’s z-transform
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expression:
D ( z \ =  1 (1
G (z ) 1 -  e~ATz~' -  (1 -  e~a  )z~m''
(8.21)
Substituting (8.15) into (8.21) gives
l-e-*7 (1 -  e~T'hz~' )(1 -  e~r,riz~1)z~('”~”)
A [1 -  <T'UV 1 -  (1 -  e a  )z" ,‘~' ](*, + bt z~')
m>n (8.22)
The Dahlin m ethod does not apply any constraint on the controlling signal u(z) and time 
constant X which affects the response o f  u(t) in addition to  y(z). That means firstly tha t X 
may be beyond the  system ’s capability if  it is too  small, and secondly the u(t) could be 
out o f  the saturation level which is limited by the physical D /A  converter and system 
hardw are configuration. For the TLIA  system the saturation caused by the hardw are 
appears as
® The PW M  drive requires only a positive single-ended control signal o f  u(t) w ith  a 
maximum controllable voltage o f  +3(V olts/dc)
•  The D /A  converter has a limited output signal level converting a 14-bits binary data
The positive saturation can be easily controlled by lowering the coefficient A w ith a 
sacrifice o f  resolution rate, which is usually not a problem. The negative voltage problem  
can be overcom e by clamping the a(t) to  zero w hen negative, but this results in a 
response w ith overshoot.
Besides the problem s caused by physical limitation, the controlling signal may suffer 
oscillation that causes inter-sampling ripple in the output response. The reason for the 
oscillation lies in the  fact that the controlling signal’s z-transfer function has poles in the 
vicinity o f  the unit circle. D ifferent from  the plant transfer function o f  (8.7), the closed 
loop controller’s transfer function is
C( z )  = »(z)
r ( z )
D ( z )
1 +  £ > (z )G (z )
S ( z )
G (z )
(8.23)
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All the zeros in G(z) will be canceled in D (z) by l-S (z), but will becom e poles in the C(z) . 
So, if  any o f  these zeros is close to  the unit circle, the controller’s response will have 
oscillation.
One o f  the effective m ethods to  improve the perform ance is to  rem ove all the D(z) 9s 
poles that lie in or around the unit circle. This is realized by substituting z = l  in all the 
factors o f  D(z) ’s denom inator with the exception o f  the integrator term  (1 - z 1) .  This 
treatm ent will bring some degradation o f  system response, how ever the  degradation is 
usually very small com pared to  the im provement to  the actuation signal. For the 
secondary order system o f  (8.7), this treatm ent will lead to  a controller o f  D (z) w ith a 
similar representation o f  com m on PID  controller that can be w ritten as
D{z) = K ^ T I T l + T J T ) - ( i  + 2Tdl  7 > -  + 7 ^  / T]
1 -  z
8.5 Non-linear Correction
From  the dynamic point o f  view, non-linearity can be further classified as static and 
dynamic. A lthough there is no general technique available to  handle all non-linear 
problem s, w e will develop a particular m ethod for the TLIA  positioning system. H ere 
only static non-linearity is considered, i.e., the tim e-independent factor is neglected in the 
treatm ent o f  non-linearity. The actual TLIA  positioning system has mainly tw o non-linear 
sources in force as
® X in the transfer function o f  y(s)/u(s)
® D ry friction force Ff in bo th  the actuator and the L V D T sensor
According to  the definition o f  iY, the total net force F  acting on the m oving mechanical 
parts can be expressed as
F(y,u) = K6>,uX‘)-&  (8-25)
The strategy to  correct the non-linearity is to  find another control signal it*ft) w ith the
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correction carried out in the m icroprocessor so that the linear transfer function G(s) can 
be used for the control o f  11 (t). W ith the correction the normal control action u(t) for 
linear plant is then replaced by the corrected value u*(t). An inverse correction m ethod is 
used in our design. It can be expressed as
n{t)  -  u ( t )  /  $l(y,  u) (8.26)
w ith the inverse non-linear function 9 T1
(8.27)
Figure 8.6 shows the principle o f  the non-linear correction by using inverse function.
Softw are Im plem entation N on-linear Plant
Figure. 8.6 Correction o f  non-linear characteristics
8.5.1 N on-linear C orrection for TLIA-2
E quation (8.27) is just suitable for one control signal needed for the TLIA-1. H ow ever, 
the TLIA -2 needs tw o control signals ?// and 112 to  control its tw o coils. H ere w e only 
consider the case that 111 and u2 are dependently controlled by one control signal u, as 
discussed in the previous Chapter. W ith PW M  PSU  (iSsp= l) , the following relationship 
should be put into (8.3) to  calculate the electrom agnetic force
\ii(t)=u(t)
U n i v e r s i t y  o f  A b e r t a y  D u n d e e
8. Position Control by Using DSP Techniques 190
y i(t)= y (t)
u2(t)=um(t)-u(t) (8.28)
y 2 (t)= ym(t)-y(t)
v(t)=Apii(t)
where the subscript V  denotes the maximum value. Then the total force and reverse 
function are
F (y ,u )= [ S'm(y,ii)u- S'ni (ymax-y, ? (Umax-") -E d  (8.29)
9? (y, H)~[iSm(y< H^m(ymax~y,1lmax~1l)(llmax~l0~£-f] ^ (8.30)
Substituting (8.7c) into (8.30), we obtain
$K (y, u )=[K a+KbU+Kcy + K d uy+Keii2+ K jy if -F ^ u  (8.31)
with
K a (A p K jym llm + K o ym + K sA p U m + K ^ U m  
Kb-ApK&nfilm+ApKaltn+KrKc/Um 
K C-(A  pKj um+ K 2)  tim
Kd=-2ApKiUm 
Ke ApKiym
Kr 2ApK l
For triac PSU, the will bring extra non-linearity that is a function of line voltage, 
control voltage and load impedance. It is too difficult to get the exact relationship among 
variables due to the fact that the TLIA’s impedance changes with its position. However, 
the above correction scheme is still workable with slower sampling rate and smaller 
amplification to compromise the performance.
U n i v e r s i t y  o f  A b e r t a y  D u n d e e
8. Position Control by Using DSP Techniques 191
8.5.2 Compensation for Dry Friction Force
Although friction is also one of source non-linearity, it has a special hysteresis-like, 
direction dependent, characteristics. The main control problem with friction that occurs 
when high positioning accuracy is required. If the process stops in hysteresis before set 
point is reached, only integral part of a linear control algorithm is capable of 
compensating the influence of friction. The mechanical hysteresis will cause system 
oscillation and enlarge settling time if it is not treated properly. The following 
characteristics for processes with dry friction are found:
• The process remains at standstill if Fdc< F f<  Fdc+
• Positive movement is obtained if Fj> F dc+ 
o Negative movement is obtained if F /<  Fdc.
The basic control problem for a process with hysteresis is caused by the first 
characteristic. In particular, the control strategy becomes difficult, as the hysteresis must 
be compensated with each overshoot. The common analogue friction compensation is 
the dynamic linearisation by adding a high frequency periodic signal to the normal 
control. It will bring the disadvantage of extra mechanical wearing and damped 
dynamics.
Another way to deal with this non-linearity of dry friction force is based on the idea that 
the friction can be interpreted as d.c. values. The unknown offset is obtained by using a 
measured hysteresis or by identifying the dc value using parameter estimation techniques. 
The friction is then compensated by a so-called explicit feed-forward compensation, 
which adds an appropriate compensation value to the normal controller. The common 
Coulomb friction model is used, which can be expressed as
Fdc ■ s ig n (y )  For
Fdc For y =  0+ (8'32)
, ~ Fdc For j>=(T
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The success of the compensation depends mainly on the quality of the estimated 
compensation value. If the actual friction value is exactly known, compensation in one 
sampling interval can be performed. In the worst case (overestimation of the hysteresis) 
the control loop may become unstable. Therefore, a damping coefficient a(<l) is 
introduced:
F/=( 1 - a)|/vc|sign(yry t-i) (8.33)
For linear plant, the actual manipulation is carried on the controlling voltage having the 
same relationship as the above equation. Since the TLIA is a non-linear plant, the 
compensation of dry friction force was implemented together with other non-linear 
correction, as described by (8.31), in our design. The diagram of dry friction 
compensation is shown in Fig. 8.7 with non-linear correction.
Fig. 8.7 Explicit feed-forward compensation of friction 
combined with other non-linear correction
8.6 TLIA’s Positioning Controlled by DSP
Implementation of microprocessor control systems requires more than knowledge of 
control theory. Knowledge of hardware, including microprocessor, D/A and A/D 
converter, power amplifier, and measurement devices, is also very important. Another 
important issue is the method of software implementation of control algorithm. All of
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them form an integral system. Although some of the knowledge is specific to the control 
system, they should be fully understood in the practical design and implementation. The 
basics of our hardware and software implementation of the digital controller will be 
discussed at first. Then the application for TLIA-2 driven by the PWM PSU and the 
Triac PSU will be illustrated.
8.6.1 Hardware Implementation
At the hart of the digital controller is a processor that could range from standard 
microprocessors to special-purpose digital signal processor (DSP). The primary 
difference is in the instruction sets and execution speed of particular instructions. 
Because digital control involves much numerical computation, the instruction sets for 
special-purpose signal processors are rich in math capabilities and are better suited for 
control applications than the standard microprocessor. For most control applications it is 
advantageous to select a processor that does not require much supporting hardware. 
General-purpose processors often require a legion of support functions including clock, 
bus control, memory control, interrupt control, I/O registers, communications adapters, 
and memory. Many DSPs integrates most of these support functions in a single chip 
processor and minimise the component count. Due to the above reason, a DSP kit was 
employed in our design. The kit comes with a TMS320C26 DSP and a 14-bits analogue 
interface circuit (AIC) TLC3240 that performs A/D and D/A conversion [75], The 
schematic of the DSP kit is given in the appendix D.
The TMS320C26 uses Harvard-type architecture that maximises processing power by 
maintaining two separate memory bus, data memory and program memory, for full-speed 
execution. It has a 256 word internal program ROM and 64k-words of total data 
memory address space with three on-chip RAM blocks, configurable either as separate 
program and data space or as three contiguous data blocks. System control is supported 
by the program counter, hardware stack, PC-related hardware, the external reset signal, 
interrupts, the status registers, the on-chip timer and the repeated counter. An on-chip 
full-duplex serial port provides direct communication with serial devices such as serial 
A/D and D/A converters. Among these futures, memory configuration, interrupts, status
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registers and serial communication should be fully considered in the hardware-software 
integration that will be discussed in section 8.4.2.
The AIC unit (TLC3240) is a complete A/D and D/A input/output system. It provides 
14-bit resolution of conversion. Data transmission between the AIC and the DSP is 
through a serial port, which allows direct interface to the TMS320C26. The serial ports 
can work in synchronous mode or asynchronous mode, communicating in 8-bits bytes or 
16-bits words. A flexible control scheme in timing, filtering and analogue voltage mode 
(differential or single ended) functions can be selected and adjusted coincidentally via 
software control. There are a switchable bandpass filter and a low-pass filter at the input 
and output stage respectively. The DSP board has been built with the AIC circuit- 
configured in 16-bits word communication, single-ended analogue voltage mode. The 
things left to set are the timer, communication mode and digital scale, which must be 
properly set and incorporated into the whole control code.
The LVDT sensor has a maximum stroke from -50mm  to +50mm. An electronic circuit 
has been assembled together with the LVDT so that it can work under d.c. voltage with 
a sensitivity of 60mv/mm at 10V d.c. However, we have experienced the problem that it 
emits significant noise at about 5kHz. We will not try to improve the LVDT, instead will 
reduce the noise interference through hardware and software. A RC low-pass network 
was used to filter the noise before the A/D converter, and a fourth-order Infinite Impulse 
Response (IIR) digital filter has been implemented on the digitised signal in the DSP. 
Because the input filter required is a low-pass type, the AIC’s built-in bandpass input 
filter can not be used and should be switched out of the signal path.
There is another non-linearity problem called saturation on which attention should be 
paid in both hardware and software implementation. Hardware saturation exists due to 
finite voltage/current limits for the analogue I/O, and due to the plant limitations. To 
avoid plant (including the power drive and the actuator) saturation, the following 
constraints should be applied to the power drive and the displacement sensor: 
o The maximum output voltage should not drive the actuator into severe magnetic 
saturation or cause thermal damage to the actuator. This requires the power handling
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capability of the PSU matches well with the actuator, 
o The interface voltage to the D/A converter should be in the same range, i.e., the 
maximum D/A output voltage will just command the maximum output from the 
power drive. This can be done by calibrating the amplification coefficient of the power 
drive.
« The sensor’s output voltage should be scaled within the saturated voltage of the A/D 
input.
With these measures, the only saturation problem is left with the D/A converters that are 
controlled by software. It means that the saturation problem is left to be solved only by 
software after the above calibration and adjustment. To solve the last saturation problem, 
the software code should be carefully designed.
8.6.2 Software Implementation
In addition to implementing control algorithm, the software should consist of other 
functions to get the DSP-AIC system work properly. We have employed assembly 
language to develop the code with the aid of the DSK Debugger (DSKD) which is an 
window/menu-oriented software interface to refine the code and/or correct errors. The 
DSKD works in a PC, shows the code, data, and status of the processor, and provides 
commands to load and execute code in various modes (such as single-step, breakpoint, 
and run-time halt). When the C26 is reset, the on-chip bootload ROM locates a 
debugging and communication kernel code into on-chip RAM beginning with memory 
block BO. The communication is by using XF and BIO through a bi-directional RS232 
cable. The following configuration and resources should be reserved for the use of 
DSKD:
® The C26 must be set in microcomputer mode (MP /MC = 0), which has been set on 
the DSP board
® First 256 words of BO and whole of B2 must be configured as program RAM for the 
use of debugger communication kernel 
• interrupts INT2 and TRAP should not be masked 
® All of RAM block B2 should be reserved for the use of TRAP.
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The flow chart for the DSP code development is shown in Fig. 8.8.
1. Assembler 
source code
2. Assembler
3. Executable 
file
4. Debugger
__
TLIA’s
PSU
Fig. 8.8 Illustration of DSP code development with DSKD
As we know digital control requires proper control of sampling, therefore timing is an 
important factor that will determine the overall performance of the control system. 
Interrupt technique was used to control the execution of the control algorithm [76]. 
There are two questions here: how to control the transmit and receive between the DSP 
and the AIC and how to control their timing. Firstly, we decided to use synchronous 
communication mode that is preferred in control systems. Under this mode, transmit and 
receive activities take place within the same frame synchronised pulse (FSP). So the 
control of sampling rate is translated to the control of the FSP timing. There are two 
ways to control the FSP’s timing by using the DSP on-chip time counter or using the 
AIC’s timer. Using the AIC’s timer will affect/control its on-chip filter’s frequency 
range. There is no difference here because the on-chip bandpass input filter will not be 
used and the roll-off frequency of the lowpass output filter will be suitable for the low 
frequency control purpose for wide range of FSP’s frequency. We employed the FSP 
from the AIC to control the sampling. The configuration and communication protocol 
for the AIC and the system setting for the DSP, which were used in the coding, are 
shown in Table 8-1 and Table 8-2.
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The transmission protocol of the AIC is the same as the primary receive protocol except 
that d l5  through d2  go to A/D converter and dO -dl have no meaning.
Figure 8.9 represents the flow chart of the program for the DSP controlled TLIA 
positioning system. One characteristics of the figure is the larger program code dedicated 
to things other than calculation of the control algorithm. Actually most of the system 
management code is provided with the DSKD. Our main concentration is on the control 
algorithm and its practical realisation under the development environment provided by 
DSKD [71].
Table 8.1(a) Primary serial receive protocol of the AIC
dl5 .... dO Setting Meaning
|dl5 ... d2 |1 1 dO=l, dl=l dl5 through d2 go to D/A converter; a secondary transmission will 
immediately follow to configure the AIC; TA, RA, TB RB go to 
TXA, RXA, TXB, RXB respectively for the timing
|dl5 ... d2 |0 0 d0=0 , d l= 0 dl5 through d2 go to D/A converter; TA, RA TB RB go to TXA, 
RXA, TXB, RXB respectively for the timing
Table 8.1(b) Secondary serial receive protocol of the AIC
dl5 .... .... dO Setting Meaning
x x x x x x x x O O  1 0 0 0  1 I II 
II 
II 
II 
II 
II 
II 
JJ.
set control register
delete the bandpass input filter
disable the loopback function for testing
disable the secondary input AUXIN+ & AUX IN- pins
set synchronous transmit and receive sections
set gain control as ± 3V analogue input with half-scale
A/D conversion
A/D conversion
x x |<—TA—>| x x |<-RA—>,0 0 d0=0 ,
dl= 0
receive unsigned binary TA and RA (5-bits)
x |<— TB -»| x |<- RB ->|1 0 d0=0 ,
dl=l
receive unsigned binary TB and RB(6 -bits)
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Table 8.2 System setting of the C26:
Mode Setting Meaning
Memory CONF=2 B2 and B3 are data RAM, BO and B1 are Program RAM
Interrupt IMR=14h Xint,Tint,Inti,Into are masked, Rint and Int2 are unmasked
Serial Com. FSM=1,
TSM=0
Serial communication works in Frame Synchronising Mode 
Frame Synchronising Signal is an external input
Sign Ext. SXM=1 Sign extension is enabled
Saturation OVM=l Saturation mode is set, which set the ALU to largest positive 
7FFFFFFFh or negative 8OOOOOOI1 according to the direction of 
overflow
Fig. 8.9 Program Structure for the Control of the TLIA Position
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The C26 has a 32-bits fixed point ALC dealing with 16-bits data. Although it is capable 
of carrying out floating-point operations, extra floating-point math algorithms are 
required. This will significantly reduce the CPU percentage available to process the 
control algorithm. (It could be tens to hundreds times slower than fixed-point operation, 
up to the math operation.) So a fixed-point number system was used in the coding of 
control algorithm [77], To avoid early saturation, a variable scaling scheme was 
employed with the fixed-point operation. A software saturation control was implemented 
at the last stage so as to prevent unachievable signals that may occur in extreme cases.
8.7 Integration of the Different Aspects of the Research
It is deemed useful to digress a little at this stage and discuss how the various aspects of 
the research described in the previous chapters fall into place. This is necessary before 
the performance of the final integrated system in the form of a computer controlled 
positioning mechanism is introduced in section 8.8. The various stages of the research 
leading to the results presented in section 8.8 can be summarised as follows:
o A preliminary study of the different forms of linear induction machines was 
undertaken and their force versus displacement characteristics studied. The desirable 
shape of the characteristic needed for positioning application was identified in Fig. 
1.4(b)
o The next stage of the research was to identify the basic topology of the single-phase 
actuator that would have the desired characteristic of Fig. 1 .4(b) either in full or in 
part. The topology identified is shown in Fig. 2.3 and its characteristic in Fig. 2.4. In 
order to change the characteristic of Fig. 2.4, changes to the basic topology were 
investigated using finite element modelling. The final geometry arrived at, referred to 
as design CD-4 in the thesis, is shown in Fig. 2.17
o In order to predict the electromechanical and thermal performance of CD-4 under 
real operating condition, the finite element software developed is described in 
chapters 3, 4 and 5. In the course of this phase of the research, new and useful
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techniques in circuit-field coupling (chapter 3) and force calculation by Maxwell 
stress summation were found (chapter 4). If the actuator is used in a closed poorly 
ventilated environment such as the interior of an automatic teller machine, then 
temperature rise becomes an important consideration. Therefore the electromagnetic 
field solution software was extended to include coupling the thermal field as well in 
chapter 5.
• The power supply unit (PSU) with a computer interface needed for the actuator 
could not be purchased as an off-the-shelf product. Therefore two types of the PSU, 
the triac controlled design and the variable frequency variable voltage inverter design 
were constructed. Their theory and design are discussed in chapters 6 and 7. The 
CAD software described in chapters 3, 4 and 5 can readily model the actuator excited 
by either of these PSUs as can be seen in Fig. 3.7 and Fig. 3.10.
To operate the actuator in a closed loop and control it in real time, digital control 
techniques were adopted. This chapter has addressed the theoretical background of such 
a control strategy with an off-the-shelf DSP control kit. The development of the 
necessary software has been presented and we are now ready to look the performance of 
the full integrated system in the next section.
8.8 Application to TLIA-2’s Positioning
The first task in the design of the controller is to carry out system identification through 
experiment. Due to the fact that TLIA2 uses sliding mechanism, its dry friction force is 
much larger than that of TLIA1 that uses linear bearing. The hysteresis loop caused by 
dry friction force is shown in Fig. 8.10 from which a d.c. voltage can be obtained for dry 
friction force compensation using (8.33). To use (8.31), an averaged friction force was 
measured directly, which is given in Table 8.3. Figure 8.11 shows the displacement 
response of the TLIA2’s under constant force. It was used for the calculation of Cd. The 
TLIA2’s parameters are listed in Table 8.3.
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Table 8.3 parameters for TLIA-2 system
M (kg) Cd(N.s/m) Cs(N/m) Er
TLIA-2 plus LVDT 0.078 0.0884 0.0 0.216
Fig. 8.10 The static friction hysteresis loop for TLIA-2
Fig. 8.11 The response for testing Cd under constant force excitation
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1. Application of Positioning control with the PWM PSU
First we consider the case with the PWM PSU. The main frequency and PWM pulse 
frequency are set at 50Hz and 900Hz respectively. The maximum possible time delay is 
1/900 second. Therefore, we have chosen the sampling interval of 1/868.1 second which 
should be greater than the maximum time delay. Considering the PWM circuit has very 
fast response in relative to the sampling speed, the possible time delay incurred in the 
PWM driver is one pulse, which corresponds to n^l. We assume there is no delay from 
the PSU to the TLIA response because the TLIA is an analogue device. That means m 
should be equal to or greater than n. We specify a minimum delay time of m = l  for a fast 
response. The open loop time constant of the actuator equals r f 1=C /M =  1.337 and 
=0. The initial value of the specified closed loop time constant X is chosen at 3 times as 
fast as the open loop system, which gives A,=0.38s. With the above setting, the digital 
controllers of (8.22) can be expressed as
D (z )  =
3.414 x 103 (1 -  0.9984z~1)(l-  z~l )
A (1 + 0.9995z_1 )(1 + 0.003z_1 )(1 -  z_1)
(8.33)
There is a common factor (1-z'1) in the above equation that is left for the purpose to 
represent a general PID controller. The pole at z=-0.9995 is introduced to cancel the 
plant zero. Because it is close to the unit circle in z-plane, it may cause the control signal 
oscillation. The second pole at z=-0.003 is close to zero, resulting little effect on the 
actuation. Further improvement can be made by removing all the poles which lies in or 
around z=l with the exception of the integral term (1-z'1), resulting in a controller in the 
form of a common PID controller.
D (z )  =
1.709 xlO3 (1 -  1.9984z-1 + 0,9984z~2) 
A (1 - z - ' )
(8.34)
For the non-linear process identification, the following sampling data are used for the 
least square estimation method.
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n yy 7v~ V Fe
1 0 0 0 0 0
2 0 0 100.00 10.00 0.18
3 0 0 196.00 14.00 0.30
4 0 0 324.00 18.00 0.51
5 0 0 484.00 22.00 0.76
6 0 0 676.00 26.00 1.01
7 0 0 900.00 30.00 1.33
8 0 0 1156.00 34.00 1.67
9 2.00 0.20 100.00 10.00 0.08
10 3.92 0.28 196.00 14.00 0.14
11 6.48 0.36 324.00 18.00 0.23
12 8.68 0.44 484.00 22.00 0.34
13 13.52 0.52 676.00 26.00 0.45
14 18.00 0.60 900.00 30.00 0.61
15 23.12 0.68 1156.00 34.00 0.84
Applying (8.10), we obtain
[K, K 2 K 3 £ ,]t=[-28.94 -282.9 1.308 4.867]TxlO'3
The maximum stroke of the actuator is about 0.06m. The maximum D/A output voltage 
is ? w =3V at which a 100% duty cycle of PWM pulse will be generated. When the 
maximum driving voltage is set at 30V amplitude, the PWM drive’s amplification is 
^=30/3=10. Just substitute all these coefficients into (8.30) we can obtain the final non­
linear correction formula as
91_!=0.0749-0.0329H-3.45jH-1.74y;/+0.0174H2-0.579iy;(2-0.0126H'1*
Figure 8.12 shows the response of the positioning at 7, 22 and 35 mm respectively. It 
can be seen that the settling time ranges from 0.35 to 0.6 second that fits well with the 
designed target of 0.38 second, considering the errors in modelling and parameter 
identification. We also observe that the settling time increases with the increase of 
displacement to be positioned. This is obviously the direct result of the sloping control
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characteristics. Although the sloping control characteristics will prolong the settling time, 
it enables the actuator to be positioned in open loop control under constant load. 2
Figure 8.12 The response of positioning with PWM PSU
2. Application of Positioning Control with the a.c. Line Controller
When the triac PSU is used to drive the actuator, only the frequency difference was 
considered in the design of the controller. Due to the triacs control both the positive and 
negative cycles of the mains supply, the frequency of triggering pulse is 100Hz. 
Therefore the maximum possible time delay is 1/100 second. We have chosen the 
sampling interval of 1/88.5 second, and n = m = l. When the specified closed loop time 
constant X was firstly chosen as the same as the PWM PSU, i.e. X=0.3Ss, the closed loop 
system could not be controlled at a stable position throughout the whole stroke length. 
This can be explained as the result of the PSU's non-linearity, which was not considered 
in the controller. We then increased X until X=0.88s, thereafter a good positioning 
performance could be obtained. The positioning response curve is shown in Fig. 8.13. 
Comparing with Fig. 8.12, we can observe that the triac PSU has longer settling time, 
larger overshoot and more vibration around the balanced position. This is reasonable
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because of the larger X, its extra non-linearity and maybe a little bit latching problem. 
Although the positioning under triac PSU is a little bit slower than under PWM, the triac 
controlled PSU is more cost effective.
Fig. 8.13 The response of positioning with the a.c. line controller
8.8 Conclusions
Digital control technology has been successfully applied to the TLIA’s positioning 
control system. The controller was firstly designed through direct synthetic method 
based on the linear plant model. Then a non-linear correction and dry force compensation 
was incorporated into it by using inverse function. The control algorithm was coded in 
Assembly language and was implemented in the DSP kit under its development 
environment. In addition to the control algorithm, appropriate setting, configuration and 
communication protocol for the DSP and AIC was considered in the development of the 
control code to get the hardware work together with the software controller. The non­
linear correction, particularly the dry friction force compensation for the TLIA-2, has
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shown its significant role in reducing overshooting and settling time. Because of the error 
in the modelling of the non-linear plant, the stochastic effect of dry friction force and the 
noise interference, the positioning response and its repeatability will have a certain range 
of difference that is more displacement relevant. This is a topic relating to the 
requirement of positioning accuracy and speed. It did not pose a problem for our design 
that requires 0.5mm of positioning accuracy in about 40mm stroke length. The whole 
control system developed has achieved the initial objective to provide a fast response 
with a high accuracy. Successful demonstration has been given to the project founder 
AT&T.
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9.1 General
The research has covered areas of knowledge and technology in finite element CAD, 
power electronics and digital control. The achievement can be split into four areas of 
work
(i) Actuator: A new single-phase TLIA suitable for positioning application has been 
developed, which had been patented through AT&T Scotland. The new actuator 
has a monotonously decreasing control characteristic, which enables the actuator 
to be used in applications with both open-loop positioning control and closed- 
loop positioning control. The back-to-back structure employed in the current 
design provides an electric spring whose stiffness is controllable by adjusting the 
terminal voltage. These provide lot of versatility to use different control methods.
(ii) Design and Analysis Tools: There are several subtopics involved in this issue, 
which are
® New eddy current model: The DMVP method has been developed to model 
the eddy current field coupled with external circuits under voltage excitation. 
This method can significantly accelerate computation speed.
° New scheme to calculate electromagnetic force. It has been discovered that 
most of elements have common-mode errors on the vertex potentials. 
Therefore a new scheme based on MSTBM has been proposed. It can 
eliminate path-dependency and improve force accuracy from fundamental 
treatment of the field quantities (B,H).
© Improvement to the original pre-processor, solver and post-processor to 
achieve a faster analysis by a more convenient and reliable design tools.
U n i v e r s i t y  o f  A b e r t a y  D u n d e e
9. Conclusions 208
® Development of transient simulation software which can analysis transient 
current response, transient electromagnetic field and transient temperature 
field of the single-phase TLIAs.
(iii) Power Supply and Driving Unit (PSDU): Two PSDUs, the triac one and the 
PWM one, have been successfully designed, fabricated and applied to control the 
TLIA. Because they work in switch-mode, power consumption has been reduced 
considerably. Both PSDUs have an analogue interface compatible with CMOS 
logical circuit. A d.c. voltage from any source can be utilised to control their 
output through the analogous interface.
(iv) Digital Positioning Control: A general TMS320C26 DSP has been used to
implement digital positioning control. There are two issues involved here. One is 
the digital controller. The other is the actual realisation of the control algorithm.
For the digital controller, it was designed by using second order model of TLIA 
with linear and constant parameters. Dry force compensation and non-linear 
correction were carried out after the linear controller in a cascade connection.
For the actual realisation, the control algorithm was coded in Assembly language 
on the DSP by using fixed-point operation. Sampling control was realised by 
programmable hardware-generated interrupt. The DSP-based controller has also 
successfully driven the PSDU to positioning the actuator. The resolution 
achieved is less than 0.5mm that is the target set at the beginning of the project.
Although much theoretical studies and practical work have been carried out with great 
satisfaction, there is much room for further development of the system because of 
expanding and technology. It is worthy looking into potential research that may possibly 
bring direct benefit in the near future. These consist of the rest of the chapter.
9.2 Discussion on Future Work
9.2.1 Improvement of TLIA’s Design
We can look into the improvement of TLIA from three aspects: material, ventilation and 
structure.
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(i) Material. For the current actuator, the yoke/mandrel is made of solid mild steal, and 
the plunger is made of copper or aluminium, because they are in the research stage at the 
moment. For the final product, it is hardly to accept to use solid mild steal due to the 
large eddy current loss that will be incurred in these parts. Although we have tried to use 
ferrite instead of mild steal, it has not been successful. It is still worthy to investigate 
ferrite yoke/mandrel. In addition to ferrite, composite plastic/steel powder and traditional 
steel lamination can be also considered to reduce eddy current loss and increase thrust. 
The plunger can be also improved by using different materials and/or structures. Three 
possible structure/material arrangements are suggested for further investigation. They are 
sleeve composite plunger, annuli composite plunger and mesh composite plunger, as 
shown in Fig. 9.1.
Fig. 9.1(a) Sleeve composite plunger
Iron
Fig. 9.1(b) Annuli composite plunger
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Iron
Aluminium 
or C o p p e r^ J^ --------LZH
Fig. 9.1(c) Mesh composite plunger
(ii) Ventilation: Even if the eddy current losses in yoke/mandrel can be reduced to a very 
low level, the eddy current in plunger is useful and inevitable in order to produce 
thrust. The eddy current loss in plunger is similar to that in the rotor of an induction 
motor. However the resultant temperature rise in TLIA will be quicker and higher 
than in induction motors for the same rate of loss, due to poor ventilation that exists 
in TLIAs in comparison with induction motors. If the positioning application is under 
continuous operation or has large duty cycle with high load, the temperature rise 
would pose a problem. In these cases proper forced ventilation should be considered 
in the TLIAs’ design. It could be an external forced ventilation or integrated internal 
forced ventilation by using non-conductive fluid as heat-removing media. Any of 
those considerations will need to change the TLIA design.
(iii) Structure:
There are many other configurations of the single-phase TLIAs that can be derived from 
the current structure and/or from the concepts developed in rotary machines. Those new 
structures for plunger mentioned in (i) and the U-shape yoke/mandrel mentioned in 
chapter 2 are some of the direct modifications that can be applied to the current design. 
Also other force restraining schemes, such as d.c. devices using voice coil and permanent 
magnet, would be an alternative to the current design.
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9.2.2 Design Analysis Tools
The current design analysis method should be adequate to the engineering application of 
the current TLIAs’ structures. However there is increasing demand to simulate magnetic 
hysteresis and mechanical movement. Coupling mechanical movement can be easily 
incorporated into current analysis software. Simulation of magnetic hysteresis could pose 
some problems according to our literature survey. There are two problems in the 
treatment of magnetic hysteresis. One is the mathematical modelling of hysteresis 
characteristics. The other is the steep rise of CPU time required when hysteresis property 
is simulated. With the development of the DMVP method, it can be expected to find 
favourable application areas such as 
® Simulation of switch-mode operation 
• Modelling hysteresis 
® Parallel computation
Although only application to switch-mode operation has been carried out in this 
research, the other two prospective application areas are directly derived from the 
intrinsic characteristics of the DMVP method and the particular requirements. Its actual 
value to the other two areas would depend on the future development and application of 
the method.
9.2.3 Control Hardware
At present the PSDU was designed and fabricated by ourselves and the DSP board was 
purchased. First of all the PSDU could be improved in terms of cutting cost and 
providing more protection. Secondly it is suggested to integrate the DSP chip with the 
PSDU. This integration will mainly involve moving the DSP and the AIC chips on to the 
PSDU. As for the circuit protection, three types of protection should be considered. 
They are,
® Power semiconductor’s protection. This will involve over-current protection to the 
chopper circuit and the full-bridge inverter circuit.
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• Grounding/earthing: Proper arrangement of grounding would reduce electromagnetic 
interference between different parts of the circuits. Proper earthing would provide a 
good reference potential for digital circuits, which are more susceptible to the damage 
caused by voltage surge and static voltage, in addition to enhancing safety of users.
® Isolation: If the PSDU is energised directly from the mains, high voltage may be 
passed onto external circuit once it is broken. This could damage some expensive 
external circuit that is connected to monitor or control the circuit. For instance, if we 
wish the DSP board to be immunised from any high voltage from the PSDU, we may 
need an optocoupler interface between the two circuits. Isolation may need to be 
applied on the drives of power semiconductors to prevent damage of drive circuit 
when power semiconductors are broken.
9.2.4 Control Software
In this research, we have only been able to apply traditional digital control method 
adopting a second-order model with fixed parameter plant. It has been observed that 
many new control methods have been developed in digital control, such as adaptive 
control, optimal control, vector control, fuzzy control, neural network control, etc.. 
Because of the nature of a TLIA with its non-linearities, temperature-dependent 
parameters and parameter deviations from one actuator to another, those modern digital 
control methods would provide a solution to those problems. With the increase of 
computing power of single DSP, it is also possible to combine part of the PSDU’s 
function into the control software to reduce the cost. For instance the DSP can be used 
to generate firing pulse for the triac circuit or logical switching signal for the PWM 
circuit.
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Appendix A. Finite Element Formulation for Axi-symmetric 
Transient Eddy Current Problems
In axi-symmetric form, the governing equation for transient eddy current problems will 
be:
d  dA„ d  v
-r (^ ^ r-)  + -rCdz dz a  r  a
-)-a ^ _ _ r a 9 (A.l)
Its FE solution requires both boundary conditions and initial conditions. Three types of 
boundary conditions are usually encounter in electrical engineering. They are:
(i) A 9 = A 9 0 on r 1 (A. 2a)
(ii)
V & A 9 tt
r  ai on f (A. 2b)
(m) A e\ra~ A o\rb on ra or 7b (A. 2c)
Due to its first order differentiation against time, it has only one initial condition which is
(iv) Ag\t=o= Ao(0) (A. 2d)
In order to obtain the familiar form expressed in Cartesian coordinate, we can make the 
following substitutions:
x=z; y = r ;  J = J 0; q= -H t;
f/=yju; \f= v /y ; d = o /y ;  A r= yA a 
then, (A. 1) can be rewritten as
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A  ( v  ) +  ,  ( v ’ ) V  A = Jdx xz dy dy dt
(A3ci)
 ^oII (.A.3b)
r dAr
v  a , =  <7" (A.3c)
The functional corresponding to  (A .3) is
dA
\  ck j
+
dA
\  dx J
+ '
(J
2y
' dA
dt J
- J A r dxdy -  \  2 qArdT (A. 4)
I f  the whole region Q  is divided into many small sun-regions £}e{e=T,2,.. .E}, and in each 
the following interpolations are introduced
4 ' = I X , / < i  (A .5a)
;=1
x = J ^ N eJxl (A. 5b)
/=1
y  = f l K Jy l (A. 5c)
i=l
Carrying out variation to  (A .4), one can obtain
dQ
= 0 j - U , (A .6)
If
JI
y
s a :  a  ( s a : )
\ S c  j&  SA'eJ
+
SA' S s a D
Sy SA'j \ S y  J
d x d y+
a  d  
y  dt
a :
r  \
V & e , j j
- J -
dAl
dAe,J
f cAl
d x d y - } ^ ^ ^ —  = °SA
j  1 , 2 , ..... p (A .7)
Substituting (A .5) into (A .6) gives the elemental analysis as
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If -
' 3 1  ■ p (  3 1  A  3 1  ■ p (  3 J  A
e,J ^  A r —— 4- g,; y4r e>;
^  /=iV ’ y ^  /=A  ’ ^  y
dxdy  +
j = l X  P  (A. 8 )
JL ^ ^ N e/ A p _ j N e j/=!
I f  w e use m atrix notation to  describe (A. 8 ), w e can assum e the elemental analysis has the 
m atrix equation as
s - A ; + r % = b .
w here
A er=[A reJ A \ ,2 ...... A re,pf
a : =
3
be [bel be2 ....... bep]
G = [ 6 J T ;  i — 1 , 2 .......p ;  j = l , 2 ....... p
y f  W e e  W e J  a * . t  <w„,
+ ■
v y  V 3c 3  dy dy
dxdy
(A 9 )
(A. 10a)
(A. 10b)
(A. 10c) 
(A .10d)
(A.IOe)
K, = S ^ w - * * *
be , J = - L Je N e,Jdxdy - L ^ e,jd r
(A. 1 Of) 
(A .10g)
A ppropriate interpolation functions N*i m ust be used to ensure the consistency o f  
elemental interpolation. F or triangular element, the interpolation function can be chosen 
as
N e ,l
A/
A
(A. 11a)
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N e,m
N e,„
K
A
(A. l ib )
A,„
A
(A. l i e )
w ith the following relationships
1 Xi y i
1 Xm y m
1 Xn y n
A ,= 2
1
1
1
A,m 2
A ” 2
X y
y m
X n y n
X l y i
X y
X n y n
x i y i
X m y m
X y
n
Fig. A. 1 V ertex notation for triangular element
Substituting (A. 11) into (A. 10), w e can obtain the elemental analysis straight forward.
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Appendix B. Finite Element Formulation for Axi-symmetric
Transient Temperature Problems
W hen velocity effect is not directly treated  in the heat transfer equation, the heat transfer 
equation becomes:
dT
V - ( k V T ) - p c —  = - q (B .l)
Its axi-symmetric form  is
d  , dT  d  k d T  dA3
= - ? (B.2)
Equation (B .2) has identical form  o f  (A. 1) with the corresponding relationship: 
r = A l9;  k=v; p c = o ;  q=J$
Therefore all the analysis and form ulations to  A s  in appendix A  can be used directly here. 
The only special treatm ent required in the tem perature com putation is the heat 
convection boundary condition that is not treated  in Appendix A. F or the heat 
convection boundary:
^ _ = W ) ( r - r ) for x on r 3, t>0 (B.3)
an additional term  will appear in the functional, which is 
®aid = \T (hcr j rW - \ l { h X T r)dr (B.4)
The first o f  (B .4) is the same as the N eum ann boundary condition o f  (A .3c), which has 
been treated  as well. The only thing left is to  treat the second term  in (B .4). Carrying out 
variation to  the second term  o f  (B .4) gives
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a d d 2n d
d r r .e , j
, d r :
h i  — dT
Jr3 m
e,J
■ h ' h e j ' t N ^ d r  
1 /=!
./ 1.2,...... p (B .5)
The change needs to  be m ade in the tem perature com putation can be sum m ered as 
o Adding the contribution o f  (A. lOe) to  Sfj
o Adding the contribution o f  the first term  o f  (B .4) to  bej o f  (A. lOg) by changing 
q°„ to  q e„ -hc
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Appendix C. Analytical Solution for a Slot Containing
Rectangular Conductors
Assuming there are conductors with rectangular,cross-section, as shown in Fig. C .l, 
the current density in each conductor is expressed by
J  = <
2 V
p=i
K > x P > b p’ a n d  K > x p > bp
Otherwise
(C.l)
and the MVP is governed by
P A ,
& 1
-H„J(x ,y)
with the boundary conditions
8Az 84j 84l 841
v=0 ^ y=H  % 3cx - b
(C .2)
(C .3)
Fig. C. 1 A slot containing a conductor
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The expression o f  (C. 1) can be expended in into a  Fourier series w ith the following form:
q  oo co
• / = Z Z Z a * cosm jXcosnky  (C .4)
p =i  j = i  t = i
with
A i  =  o
2 ^  ^ n m j x 2 p  - s i n m j X lp
Jj,\ p (y ip  y \p ) (
p = i
7W,
x s i n s i n / ? ^
J \* = - ^ ; 2 , J p (x 2 p - x ip)(------------- : --------------- )
0= 1 fh
J j,k
4  i  smmJx2p-smmJxlp sinnky2 -smnkylp 
= i ~ 2 , j p (----------- ------------- x ------------n------------ )i,k*i hw p m , n t
For (C .4), (C .2) will have the following general form  o f  solution
q  oo co
4 = E Z Z < c «  cosmjX + Cbj s in mjX)(Baj cosnky  +  Bbj s in nky )  (C .5)
p=  1 j = 1 k= \
Applying (C.3) to  (C .5), w e can obtain
mj = O' ~  1)“  j = l 2........ 00 (C .6a)
nk -  (2k  - 1)“  k = l , 2 , ...... oo (C.6b)
Therefore (C .5) becom es
q  oo co
4  = Z E E  A j k cosnky
p=  1 j = 1 k= \
(C .7)
Substituting (C .7) and (C .4) into (C .2) gives the following formula to  calculate Ajtk:
Mx>Jj,k
i k 2 2h njj +  n\
(C .8)
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So w e have obtained the final analytical expression o f  A z as
, 2fi„h2b2 * " ” J Jjt (J-\)nx (2k — l)ny
n1 p ^ i t i ( 2 k - l ) 2b2 + A ( j - \ f h 2 C0S b C0S 2h
(C .9)
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Z. W. Shi and C. B. Rajanathan, "A new method to improve the 
accuracy of Maxwell stress based force calculation in computational 
electromagnetic fields," 1996 Third International Conference on 
Computation in Electromagnetics (Conf. Publ. No. 420), Bath, UK, 
1996, pp. 241-246. doi: 10.1049/cp:19960192
Simulation of a New Type of Actuator Under 
Different Forms of Excitations
Z.W. Shi and C.B. Rajanathan 
The University of Abertay Dundee 
Bell street, DUNDEE DD1 1HG, UK
ABSTRACT
A method of simulating the dynamic performance of a 
tubular linear induction actuator (TLIA) operating 
under different forms of excitations is described. This 
method is based on coupling the circuit equations with 
the electromagnetic field equations that are solved by 
finite element method. Comparisons between 
experiments and simulations are included to show the 
effectiveness of the simulation method.
1. INTRODUCTION
The geometry of die single phase TLIA that has been 
designed and constructed is shown in Figure 1. Its 
simple structure and characteristics are inherently 
suitable for positioning in a stepless/continuous 
manner under open-loop or closed-loop control.
Fig. 1 The structure of the TLIA with restraining spring.
The operating principle of the actuator is based on the 
Lorentz electromagnetic force that is generated by the 
interaction between the main magnetic field and the 
induced eddy currents in the plunger. The total 
electromagnetic force in the form of axial thrust will 
vary with the position of the plunger under constant 
voltage or constant current excitation. Therefore 
control of the TLIA can be achieved by real-time 
control of the applied voltage or current. In this work 
the terminal voltage control method was adopted.
The waveforms of the excitation voltages considered 
include continuous sinusoidal wave, phase controlled 
sinusoidal wave and square wave. The transient 
characteristics caused by the nature of the electric 
supply with these three voltage waveforms can be 
categorised into two classes: the effects of point-on- 
switching and the effects of the waveform of the 
excitation voltage. These two aspects are examined in 
this paper.
The distributed nature of the induced currents 
precludes the use of equivalent circuit methods with 
equivalent lumped parameters. Therefore the
governing equations are formulated in terms of field 
variables. The electrical circuit equations describing 
the external supply are coupled with the Maxwell's 
electromagnetic field equations, which are solved by 
finite element, with voltage sources as excitations.
As is well known Maxwell's equations for 
electromagnetic fields are usually formulated with 
current excitation. To introduce voltage excitation in 
the equations, two approaches are available : direct 
coupling and indirect coupling. We have adopted the 
indirect coupling method with a new model to deal 
with the transient eddy current problems. It is shown 
that a very fast simulation can be achieved with this 
method when the material properties are assumed to be 
linear. This enables the simulation of the linear system, 
with moderate numbers of electromagnetic 
components, by solving electromagnetic field 
equations along with electrical circuit equations. Even 
in non-linear cases, this method is faster than directly 
coupling method in most transient analysis, if modified 
Newton's iteration method is used, due to the fewer 
non-zero elements in the total stiffness matrix.
To treat the time derivative term in the solution of 
parabolic problems there exist many algorithms. The 
Backw'ard Euler's algorithm is adopted in this work 
and provides sufficient accuracy, as shown in later 
sections of the paper, for continuous voltage 
excitation. For excitation with waveforms involving 
step changes, this method limits the accuracy of the 
solution and special treatment is needed.
2. METHOD OF SIMULATION
The governing equations for transient eddy current 
problems expressed in terms of the vector potentials 
are:
N 3A
V x v V x A = — —  (1)
5 dt
B = Vx A 
H = vB
where A, v, o, /, S and N are the magnetic vector 
potential, the magnetic reluctivity, the electrical 
conductivity, the excitation current, the area of cross 
section of the exciting coil and the number of turns of 
the winding respectively. Since the electromagnetic 
device is inductive the circuit equation can be written
1 6 0
cJT
4 i) = H i{i) +
dt
= R-i{t) + —  | . ( V x A ) - r f s
dt s
(2)
where u, R and H1 are the terminal voltage, the 
resistance of the coil and the flux linkage of the coil 
respectively.
Application of the finite element method to Hqn.(l) 
with appropriate gauge and boundary conditions, leads 
to the following linear matrix equation
IKHAl +  IE]—  =  IC]/ (3)
Of
By separating the magnetic vector potential into two 
components, as A=Aj+Ae, and using the Backward 
Euler's algorithm, the final matrix equations 
corresponding to Eqn.(l) can be expressed as:
[ K ' H A" ] = [ K + -------)[ A" 1 = [ ) (4)
]  ,n _  i i - 1  J
[K'HA")HK+ „ E„ - 1-ltA»] = — ■— - y lEMA"-')
l ~ l l ~ t
(5)
Eqn.(4) and (5) are solved by the Incomplete Choleski 
Conjugate Gradient method (ICCG) on account of its 
fast convergence. The separation of A into Aj and Ae 
proves very efficient for linear cases. Firstly, Eqn.(4) 
and (5) have the same stiffness matrix of [K']. The 
incomplete factorisation to [K'j needs to be done only 
once. Secondly, Eqn.(4) is also solved once at each 
time step while iteratively searching for i(tn) that 
satisfies Eqn.(2). And finally, Eqn.(3) is solved once as 
well in the whole time span for unit excitation current 
to get Aj® , from which we find Ajn as A;n=Aj®- 
/(tn). For non-linear cases, the modified Newton's 
iteration method can be applied to Eqn.(3).
Direct coupling method puts Eqn.(2) into Eqn.(3) and 
solves the resultant single matrix equation. Instead we 
solve Eqn.(4) and (5) for linear cases or Eqn.(3) for 
non-linear cases. This leads to fewer non-zero 
elements than the direct method, with the constraint of 
Eqn.(2) by current search method. Many interpolation 
methods and searching methods are available and 
details could be found in the reference [6].
3. APPLICATION
The method was applied to a TLIA shown in Fig.l. 
The geometry is such that axi-symmetric form of the 
finite element formulation needs to be used. The finite
dcmcnts A time step of 0TvlQ'~ s was chosen m me 
Backward Euler's Integration. The typical flux 
distribution at t=0.2xl0‘^ and t=0.202xl0'2 s are 
shown in Fig.2 and Fig.3.
Fig.l Flux distribution at Fig.2 Flux distribution at
tim e=0.2xl0‘3 s tim e=0.202xl0'“ s
The dynamic responses of the TLIA under three forms 
of excitation voltages were investigated. The first case 
is sinusoidal excitation condition. The second is triac- 
controlled sinusoidal excitation and the third case is 
triac-controlled excitation with square wave. The 
waveforms of current, excitation voltage and back emf 
(the second term on the right hand side of Eqn(2)) is 
shown in Fig.(4)-(6) respectively.
In these simulations, an indirect coupling method was 
used with linear material properties assumed. Under 
these conditions, very fast simulations have been 
achieved by . the method of separating the magnetic 
vector potential into two components .
CURKENT(A) VOLTAGE(V)
Fig. 4 The simulalid current wave form with experimental 
voltage excitation(no triac control) at switching-on ang!e=314®
161
CURRENT(A) VOLTAGE(V)
Fig.5 The simulated current and voltage(when triac is gated off)  
wave forms with triac controlled sinusoidal excitation at firing 
phase =90® and switching-on angle=l 15.2®, same voltage 
waveform as experiment when triac is conducting
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Fig.6 The simulated current wave form with ideal square wave 
excitation at firing phase =90® and switching-on angle=135®
4. EXPERIM ENTAL INVESTIGATION
Experimental work was carried out on the TLIA 
supplied with 50Hz ac power controlled by a triac. 
The control circuit designed and constructed uses a 0-5 
V dc to control the firing phase of the triac. A 
precision linear potential meter was used to detect the 
position of the moving member and to generate a 
feedback voltage reflecting the position. A 
TMS320C26 DSP processor served as the central real 
time controller. The responses of the system were 
monitored with a digital data acquisition hardware 
board mounted on a PC. The configuration is 
illustrated in Fig.7.
The experimental work was carried out under standstill 
conditions as in the simulation. Two types of voltage 
waveforms, the sinusoidal and phase delayed under 
triac control, were investigated with different points- 
on-wave switching and firing phase angles. The 
transient voltages and currents recorded by digital data 
acquisition technique, are shown in Fig.8 and Fig.9.
Switch
P C  with
3SP Dcvelopiife 
Tool Kiu
Control
AC power supply
J /
Triggering
Signal/syn^/ Excitation Voltage^/
Feedback
Voltage
OutpuvJ/ (Displacement)
Fig.7 Diagram of configuration for experiments
CURRENT(A) VOLTAGE(V)
TIME(l.(V5k«ec.)
Fig.8 The tested wavesforms o f  current and terminal voltage at 
switching-on angle=314® without triac control
50 100 150 200 250 300 350
TtME<I.(V5k»ec.)
Fig.9 The tested wave forms o f current and terminal voltage 
under triac controlled sinusoidal excitation at firing phase =90® 
and switching-on angle=l 15.2®
5. DISCUSSION
In the experiment, the ac power supply to the control 
effects within the transformer, the output voltage from 
circuit was obtained from the 240 V mains through a 
transformer. It was observed that due to the saturation 
the controlled power supply was a distorted sinusoid. 
In the simulation software developed, the excitation 
voltage can be generated inside the software or can be 
input through an external file that stores voltage 
waveform . Both of the method to generate voltages 
were used in the study.
162
The simulation results using external file containing 
the actual voltage values are seen in Fig.4 and Fig.5.
A pure sinusoidal wave with the same 
voltage amplitude generated by software produces the 
results seen in Fig. 10. Comparing Fig.4 with Fig. 10, 
it is apparent that Fig.4 is much closer to the 
experiment shown in Fig.8.
50 100 150 200 230 300 350
TIMEd 0/5Lsec.)
Fig. 10 The simulated current wave form with ideal sinusoidal 
voltage excitation at switching-on angle=314*“*
Due to the solid iron construction of the TLIA the 
magnetic permeability will change according to the 
current even if magnetic hysteresis is neglected. The 
magnetic permeability is lower than the average linear 
permeability when magnetic field density is very small. 
And lower magnetic permeability will cause larger 
excitation current if other conditions are the same. This 
is also reflected in the computations. It is believed that 
accuracy can be improved by using non-linear 
magnetic permeability.
The simulation has revealed that the errors in the 
predicted current waveform become larger when the 
excitation voltage has step changes such as in triac 
control. This can be seen by comparing Fig.(5) and (9). 
The reason is that the high frequency components will 
generate significant skin effects on all conducting 
materials. This results in a reduction in equivalent 
conductivity and penetration depth of eddy current, 
and reduces the excitation current. Although the 
transient involving of high frequencies dies away 
quickly, it will change the initial conditions for the 
time integration.
6. CONCLUSION
The experimental results have confirmed that the 
proposed method can simulate the TLIA under a 
variety of supply conditions. This method can be 
extended to incorporate mechanical movement without 
modification in the formulation if the electrical time 
constant is negligible compared to the mechanical time 
constant. That the coupled equations can be quickly 
solved under linear cases enables the simulation of 
large systems, which might consist of many
electromagnetic devices linked together, by directly 
solving electromagnetic field equations described in 
differential form and the coupled circuit equations 
containing integral of field quantities.
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A Method of Approach to Transient Eddy Current Problems 
Coupled with Voltage Sources
Z . W .  S h i  a n d  C . B .  R a j a n a t h a n  
Department of Electronic and Electrical Engineering 
University of Abertay Dundee 
Bell Street, Dundee DD1 1HG, UK
A b s t r a c t— This paper presents a new method of approach to 
transient eddy current problems with voltage excitations 
coupled by indirect methods. In linear cases, the magnetic 
vector potential is separated into two components to avoid 
redundant computation and thus hugely reduce the total CPU 
time. In nonlinear cases, either an elemental time-domain 
piecewise linearisation method or a Newton iterative method is 
adopted. A restarting function and second order interpolations 
are incorporated into an ICCG solver to accelerate the 
convergence. The method is applied to the modelling of a 
prototype tubular linear induction actuator. Results have 
shown that the method proposed is very efficient.
I. In t r o d u c t i o n
I n  r e c e n t  y e a r s , m u c h  e f f o r t  h a s  b e e n  d i r e c t e d  t o w a r d s  
t i m e - d e p e n d e n t  e d d y  c u r r e n t  p r o b l e m s ,  e s p e c i a l l y  t h o s e  
c o u p l e d  w i t h  e x t e r n a l  v o l t a g e  s o u r c e s  a n d / o r  m e c h a n i c a l  
m o v e m e n t  t o  s i m u l a t e  t h e  o p e r a t i o n  o f  r e a l  s y s t e m s . 
C o u p l i n g  m e c h a n i c a l  m o v e m e n t  i n v o l v e s  r e d i s t r i b u t i o n  o f  
t h e  m e s h e s  a n d  l e a d s  t o  a s y m m e t r y  i n  t h e  s t i f f n e s s  m a t r i x  
w h e n  t h e  c o n t r i b u t i o n  d u e  t o  t h e  v e l o c i t y  t e r m  i s  n o t  
n e g l i g i b l e .  H o w e v e r  t h e  e x t e r n a l  v o l t a g e  m a y  b e  c o u p l e d  
w h i l e  p r e s e r v i n g  t h e  s y m m e t r y  o f  t h e  s t i f f n e s s  m a t r i x  a n d  
t h u s  p e n n i t t i n g  t h e  u s e  o f  f a s t  a l g o r i t h m s  t o  s o l v e  l a r g e  
s p a r s e  s y m m e t r i c  m a t r i x  e q u a t i o n .  T h e r e  a r e  t w o  b a s i c  
m e t h o d s ,  t h e  i n d i r e c t  a n d  t h e  d i r e c t ,  t o  d e a l  w i t h  t h e  f i e l d  
e q u a t i o n s  c o u p l e d  w i t h  e x t e r n a l  e l e c t r i c a l  c i r c u i t
e q u a t i o n s [ l ] - [ 3 ] .
T h e  d i r e c t  m e t h o d  c o u l d  b e  i m p l e m e n t e d  i n  t w o  w a y s .  
O n e  is  t o  c o n s i d e r  e x c i t a t i o n  c u r r e n t s  a s  n e w  v a r i a b l e s  t o  b e  
s o l v e d  t o g e t h e r  w i t h  f i e l d  v a r i a b l e s  a n d  t h i s  r e s u l t s  i n  a  
h i g h e r  o r d e r  o f  m a t r i x  e q u a t i o n [ 2 ] [ 4 ] .  T h e  o t h e r  i s  t o  p u t  t h e  
c o n s t r a i n t s  o f  t h e  c i r c u i t  e q u a t i o n s  i m p l i c i t l y  i n t o  t h e  f i e l d  
e q u a t i o n s  a n d  t h i s  r e s u l t s  i n  a  s a m e  o r d e r ,  b u t  le s s  s p a r s e  
m a t r i x  e q u a t i o n [ 5 ] [ 6 ] .  B o t h  a p p r o a c h e s  r e q u i r e  m o d i f y i n g  
t h e  g l o b a l  s t i f f n e s s  m a t r i x  a r i s i n g  f r o m  t h e  d i s c r e t i z e d  f i e l d  
e q u a t i o n s  a n d  i n c r e a s e  t h e  n o n - z e r o  e l e m e n t s  a n d  
b a n d w i d t h s .  A l t h o u g h  t h e  d i r e c t  c o u p l i n g  m e t h o d  n e e d s  o n l y  
o n e  c o m p u t a t i o n  t o  s a t i s f y  b o t h  f i e l d  a n d  c i r c u i t  e q u a t i o n s  a t  
e a c h  t i m e  s t e p  o r  n o n l i n e a r  i t e r a t i v e  s t e p ,  t h e  t o t a l  s t o r a g e  
d e m a n d e d  a n d  t h e  C P U  t i m e  i n c u r r e d  a r e  s i g n i f i c a n t l y  
h i g h e r  c o m p a r e d  t o  t h e  i n d i r e c t  c o u p l i n g  m e t h o d  i f  t h e  
d i s c r e t i z e d  n o d e s  i n  t h e  w i n d i n g  a r e a  a r e  a  m o d e r a t e  f r a c t i o n  
o f  t h e  t o t a l  n u m b e r  o f  n o d e s  [ 2 ]  [ 7 ] .
T h e  i n d i r e c t  m e t h o d  is  a n  i t e r a t i v e  p r o c e d u r e  b a s e d  o n  a n
i n i t i a l  e s t i m a t e d  c u r r e n t  a n d  a  c u r r e n t  s e a r c h i n g  s c h e m e . I t  
p r e s e r v e s  t h e  a d v a n t a g e  o f  s y m m e t r y  a n d  s p a r s e n e s s  o f  t h e  
g l o b a l  s t i f f n e s s  m a t r i x  b y  s e p a r a t i n g  c i r c u i t  e q u a t i o n s  f r o m  
f i e l d  e q u a t i o n s .  T h e  d r a w b a c k  i s  t h e  i n t r o d u c t i o n  o f  i t e r a t i v e  
s o l u t i o n s  b e t w e e n  f i e l d  a n d  c i r c u i t  e q u a t i o n s .  H o w e v e r ,  t h o s e  
i t e r a t i o n s  c a n  b e  c o n f i n e d  t o  b e  c a r r i e d  o u t  o n l y  o n  t h e  c i r c u i t  
e q u a t i o n s  i n  l i n e a r  c a s e s  b y  s e p a r a t i n g  m a g n e t i c  v e c t o r  
p o t e n t i a l  i n t o  t w o  c o m p o n e n t s  a s  d e s c r i b e d  i n  t h e  n e x t  
s e c t i o n .
I n  t h e  i n d i r e c t  m e t h o d ,  t h e  s t a n d a r d  p r o c e d u r e  e x e c u t e s  
n e s t e d  i t e r a t i o n s ,  e . g . ,  c u r r e n t  s e a r c h i n g  n e s t s  n o n l i n e a r  
s e a r c h  i t e r a t i o n  t h a t  n e s ts  c o n j u g a t e  g r a d i e n t  s e a r c h i n g .  T h e  
t o t a l  i t e r a t i o n s  w i l l  b e  N i - N n - N t ,  w h e r e  N i ,  N n  a n d  N t  s t a n d  
f o r  i t e r a t i o n  n u m b e r s  i n  t h e  a b o v e  t h r e e  s e a r c h e s  
r e s p e c t i v e l y .  S i n c e  t h e  c o n v e r g e n c e  o f  a l l  s e a r c h i n g  m e t h o d s  
i s  r e l a t e d  t o  i n i t i a l  c o n d i t i o n s ,  a n o t h e r  w a y  t o  a c c e l e r a t e  t h e  
c o n v e r g e n c e  i s  b y  i m p r o v i n g  t h e  i n i t i a l  e s t i m a t i o n s .  I t  is  
a c h i e v e d  b y  c o m b i n i n g  s e c o n d  o r d e r  i n t e r p o l a t i o n s  w i t h  
i t e r a t i v e  s o l u t i o n  a l g o r i t h m  i n  a  r e s t a r t i n g  f o r m .
I I .  F o r m u l a t io n
A t  l o w  f r e q u e n c i e s  w h e r e  d i s p l a c e m e n t  c u r r e n t  c a n  b e  
n e g l e c t e d ,  t h e  g o v e r n i n g  e q u a t i o n  f o r  t r a n s i e n t  e d d y  c u r r e n t  
p r o b l e m s  c a n  b e  e x p r e s s e d  i n  m a g n e t i c  v e c t o r  p o t e n t i a l  A  a s ,
7) A M
V x v V x A - a  —  =—i(t) ( 1 )
d t S
w h e r e  v ,  o ,  N  a n d  S  a r e  m a g n e t i c  p e r m e a b i l i t y ,  c o n d u c t i v i t y ,  
t u r n s  a n d  a r e a  o f  c r o s s  s e c t i o n  o f  t h e  w i n d i n g  w i t h  c u r r e n t  
i ( t ) r e s p e c t i v e l y .  E q u a t i o n  ( 1 )  c a n  b e  d i s c r e t i z e d  i n t o  f i n i t e  
e l e m e n t  f o r m  a n d  e x p r e s s e d  a s  ( 2 ) ,  t h r o u g h  w e i g h t e d  
r e s i d u a l  m e t h o d  o r  f u n c t i o n a l  m i n i m i s a t i o n  m e t h o d  w i t h  
s u i t a b l e  g a u g e  f o r  A .
[ K ] [ A ]  +  [ E ] [ ^ ]  =  [ C ] / ( 0  ( 2 )
d t
I f  t h e  e l e c t r i c  d e v i c e  i s  d r i v e n  b y  v o l t a g e ,  t h e  c u r r e n t  i ( t ) i n  
( 2 )  m u s t  s a t i s f y  t h e  f o l l o w i n g  e x t e r n a l  e l e c t r i c a l  c i r c u i t  
e q u a t i o n  a t  t h e  s a m e  t i m e ,
m(0 = *(/)• i ( 0 + Vd t
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w h e r e  <I> i s  t h e  m a g n e t i c  f l u x  l i n k a g e  o f  t h e  w i n d i n g ,  w i s  t h e  
t o t a l  n u m b e r  o f  d i s c r e t i z e d  e l e m e n t s  i n  t h e  w i n d i n g  a r e a ,  lc 
i s  t h e  i n t e g r a l  p a t h  e n c o m p a s s i n g  e l e m e n t  e a n d  R(t) i s  t h e  
e q u i v a l e n t  r e s i s t a n c e  i n  s e r i e s  w i t h  t h e  w i n d i n g .  W e  t r e a t  R 
a s  v a r i a b l e  t o  e m u l a t e  v a r i o u s  c o n d i t i o n s  n o t  r e f l e c t e d  b y  
u ( t ) , s u c h  a s  t i m e - d e p e n d a n t  s w i t c h i n g  a c t i o n ,  c u r r e n t -  
d e p e n d e n t  n o n l i n e a r i t y ,  e t c . .  T h e s e  p h e n o m e n a  a r e  c o m m o n  
i n  d r i v e  c i r c u i t s  e m p l o y i n g  e l e c t r o n i c  c o m p o n e n t s  s u c h  a s  
d i o d e s ,  t r i a c s , a n d  p o w e r  t r a n s i s t o r s .  T h e r e f o r e  t h e  v o l t a g e  
u ( t ) c a n  b e  a  t i m e  f u n c t i o n  s u c h  a s  a  s i n u s o i d a l  w a v e ,  a  
s q u a r e  w a v e ,  a  s a w - t o o t h  w a v e ,  e t c . .  F o r  s i m p l i c i t y  a  s t a b l e  
B a c k w a r d  E u l e r ' s  D i f f e r e n c e  m e t h o d  is  a d o p t e d  h e r e  t o  t r e a t  
t h e  t u n e  d e r i v a t i v e  t e r m s  i n  ( 2 )  a n d  ( 3 ) .
A . Non-linear cases
N o n l i n e a r i t i e s  c o u l d  b e  t r e a t e d  i n  t w o  w a y s .  O n e  is  t o  
a p p l y  f u l l  e x c i t a t i o n  s u d d e n l y  i n  o n e  s t e p  w i t h  a  r o b u s t ,  
h e n c e  c o m p l i c a t e d ,  i t e r a t i v e  s e a r c h i n g  m e t h o d .  A n o t h e r  i s  t o  
a p p l y  t h e  e x c i t a t i o n  g r a d u a l l y  s t e p - b y - s t e p  w i t h  a  s i m p l e  
i t e r a t i v e  s e a r c h i n g  m e t h o d ,  w h i c h  is  c a l l e d  a r t i f i c i a l  
a n n e a l i n g .  S i n c e  t h e  s o l u t i o n  o f  t r a n s i e n t  p r o b l e m s  b y  u s i n g  
d i s c r e t e  t i m e  i n t e g r a t i o n  t e c h n i q u e  h a s  t h e  e f f e c t  o f  a r t i f i c i a l  
a n n e a l i n g  t o  n o n l i n e a r  p r o p e r t y ,  a  m o d i f i e d  N e w t o n -  
R a p h s o n  m e t h o d  w i l l  w o r k  e f f e c t i v e l y  i n  t h e s e  c a s e s . T h e  
r e s u l t a n t  i t e r a t i v e  f o r m  o f  ( 2 )  c a n  b e  e x p r e s s e d  a s :
f .n [A " +1- A ^ ]  = [C]/ra+1a") + K ] [ A n- , ] - [ K („][Aj,]
(4)
w h e r e  s u p e r s c r i p t  n, a n d  s u b s c r i p t  m a r e  i n d i c e s  f o r  t i m e  s t e p  
n u m b e r  a n d  n o n l i n e a r  i t e r a t i o n  n u m b e r  r e s p e c t i v e l y .
A t  c e r t a i n  t i m e  s t e p  n, i t  is  a  g o o d  a p p r o a c h  t o  c a l c u l a t e  
t h e  J a c c o b i  m a t r i x  [ J " j  f r o m  p r e v i o u s  s o l u t i o n  A " ’ '^ ( / z ’ < / z ) ,  
w h i c h  r e m a i n s  u n c h a n g e d  i n  t h e  t w o  i t e r a t i v e  l o o p s  i n  t h e  
s e a r c h  f o r  im + l( t n )  a n d  v ”  t h a t  f o l l o w .  I f  t h e  m a g n e t i c  
n o n l i n e a r i t y  is  c o n s i d e r e d ,  w e  c a n  s e e  t h a t  A n ' ! j u s t  m a k e s  a  
c o n s t a n t  c o n t r i b u t i o n  t o  A ” .  F r o m  t h e  F i x e d  t i m e  p o i n t  o f  
v i e w .  A ”  is  a n  i m p l i c i t  f u n c t i o n  o f  m a g n e t i c  n o n l i n e a r i t y  
r e f l e c t e d  i n  + a n d  A * 1' 1, b u t  c h a n g e s  o n l y  d u r i n g  t h e  
c u r r e n t  s e a r c h i n g  p r o c e d u r e .  F r o m  t h e  t u n e  s p a n  p o i n t  o f  
v i e w ,  i ( t n ) a n d  A n a r e  b o t h  f u n c t i o n s  o f  t i m e .  S o  t w o  i n i t i a l  
e s t i m a t i o n s  c t m  b e  i n t r o d u c e d .  T h e  f i r s t  o n e  u s e s  a  p a r a b o l i c  
c u r v e  f i t t i n g  w h i c h  j u s t  a c c o u n t s  f o r  t h e  t i m e  e v o l u t i o n  
f a c t o r .  I t  a m  b e  e x p r e s s e d  a s :
/ . n  t n - 2 \ , . n  ,n -K
n _  V  ~ t ){/ ~ t  )  „ - 3
( , n  , n —3 \ ( , t i[ (f - /  )(/ - /  ) n-2
( , " - 2 — ( n - 3 ) { ( n - 2
f . t i  t n - 2 \ ( .n| {( ~ t ){t ~ t ) n - 1
- t" - 2 ) ( /" - '- t " ' 3)
(5)
w h e r e  /  c o u l d  b e  c u r r e n t  i o r  v e c t o r  p o t e n t i a l  A .  T h i s  
e q u a t i o n  is  u s e d  f o r  t h e  e s t i m a t i o n  o f  i n i t i a l  v a l u e s  o f  ion a n d  
A on a t  e a c h  i n t e g r a l  t i m e  s t e p . T h e  s e c o n d  o n e  is  a  N e w t o n  
i n t e r p o l a t i o n  t h a t  d i s c a r d s  t h e  t i m e  f a c t o r  a n d  c a n  b e  
e x p r e s s e d  a s :
/ ( * , „ + 1 )  =  f m + fm _ fm- 1 (xm +l- x m) (6)
*rn 1
w h e r e /  c o u l d  b e  p o t e n t i a l  A  w h e n  x  i s  c u r r e n t  i o r  c u r r e n t  i 
w h e n  x  i s  v o l t a g e  u. T h i s  e q u a t i o n  i s  u s e d  f o r  t h e  i t e r a t i v e  
s e a r c h  f o r  t h e  e x c i t a t i o n  c u r r e n t .
B. Linear cases
I n  l i n e a r  c a s e s , a  d i f f e r e n t  t r e a t m e n t  i s  p r e f e r a b l e .  W e  
i n t r o d u c e  t w o  n e w  c o m p o n e n t s  A t- a n d  A c ,  d e f i n e d  a s :
A  =  A t- +  A e ( 7 )
T h e n  ( 1 )  c a n  b e  s e p a r a t e d  i n t o  t h e  f o l l o w i n g  t w o  e q u a t i o n s
V x v V x  A "
A f  _  N -i( t n) 
A t n ~  S
(8)
V x v V x  A ” - ct- ^ -  =  - — A""1 (9)
A t n A t n
T h e  p h y s i c a l  m e a n i n g  is  t h a t  A ?  i s  t h e  c o n t r i b u t i o n  f r o m  
c u r r e n t  i ( t n ) a n d  A cn is  t h e  c o n t r i b u t i o n  f r o m  h i s t o r i c a l  A n ' ] . 
A ?  a n d  A en a r e  d e c o u p l e d  w i t h i n  t h e  c u r r e n t  i n t e g r a t i o n  
s t e p , b u t  c o u p l e d  f r o m  o n e  t i m e  s t e p  t o  a n o t h e r .  B e c a u s e  ( 8 )  
a n d  ( 9 )  h a v e  t h e  s a m e  d i f f e r e n t i a l  o p e r a t o r ,  t h e  s a m e  
s t i f f n e s s  m a t r i c e  a p p l i e s , w h i c h  c a n  b e  e x p r e s s e s  a s :
[ K ( A t n ) ) [ A ? ]  =  [ C ] i ( t n ) ( 1 0 )
[K(A/")][AJ] = [E][Af_1 + A J -' ] O D
T h e  m a j o r  a d v a n t a g e  o f  s e p a r a t i n g  A  i n t o  A i a n d  A e is  
t h a t ,  i f  a  c o n s t a n t  t i m e  s t e p  i s  u s e d ,  ( 1 0 )  n e e d s  b e i n g  s o l v e d  
o n l y  k t i m e s  i n  a l l  o f  t i m e  s t e p s ( £  i s  t h e  n u m b e r  o f  
i n d e p e n d e n t  e x c i t i n g  c u r r e n t s )  a n d  ( 1 1 )  n e e d s  b e i n g  s o l v e d  
o n l y  o n c e  d u r i n g  t h e  c u r r e n t  s e a r c h i n g  a t  e a c h  t i m e  s t e p . 
T h e n  a n  i t e r a t i v e  c u r r e n t  s e a r c h i n g  i s  o n l y  c a r r i e d  o u t  o n  
i ( t n) u s i n g  ( 6 ) .  B e s i d e s , e q u a t i o n ( 5 )  c a n  s t i l l  b e  u s e d  f o r  t h e  
i n i t i a l  e s t i m a t i o n  f o r  z a n d  A c .
T h i s  m e t h o d  w o r k s  a ls o  w i t h  n o n l i n e a r  m a t e r i a l s  i f  a n  
e l e m e n t a l  t u n e - d o m a i n  p i e c e w i s e  l i n e a r i s a t i o n  m e t h o d  is  
u s e d , i . e . ,  t h e  m a t e r i a l  p r o p e r t i e s  s u c h  a s  m a g n e t i c  
p e r m e a b i l i t y  a n d / o r  c o n d u c t i v i t y ,  a r e  u p d a t e d  e l e m e n t  b y  
e l e m e n t  a c c o r d i n g  to  t h e  e l e m e n t a l  f i e l d  d e n s i t y  c o m p u t e d  i n  
t h e  p r e v i o u s  t i m e  s t e p  a n d  r e m a i n s  u n c h a n g e d  w i t h i n  t h e  
c u r r e n t  t i m e  s t e p .  F o r  m a n y  e n g i n e e r i n g  a p p l i c a t i o n s ,  t h i s
t y p e  o f  n o n l i n e a r  a p p r o x i m a t i o n  c a n  p r o v i d e  e n o u g h  
a c c u r a c y  w i t h  a p p r o p r i a t e  t i m e  s t e p s .
C .  The IC C G  solver
T h e  r e s u l t a n t  l i n e a r  a l g e b r a i c  e q u a t i o n s  a r e  s o l v e d  b y  t h e  
I n c o m p l e t e  C h o l e s k i  C o n j u g a t e  G r a d i e n t ( I C C G )  a l g o r i t h m  
i n  s t a n d a r d  f o r m ,  t h a t  i s ,  a l l  t h e  f i l l i n g s  i n  t h e  I n c o m p l e t e  
C h o l e s k i ( I C )  f a c t o r i s a t i o n  a r e  d i s c a r d e d .  H e n c e  t h e  r e s u l t a n t  
p r e c o n d i t i o n i n g  m a t r i x  h a s  t h e  s a m e  p a t t e r n  o f  t h e  m a t r i x  t o  
b e  c o n d i t i o n e d .  A  r e s t a r t i n g  f u n c t i o n  i s  i n c o r p o r a t e d  i n t o  t h e  
a l g o r i t h m  t o  a c c e l e r a t e  t h e  c o n v e r g e n c e .  W h e n  t h e  
e s t i m a t e d  p o t e n t i a l  A o i s  o b t a i n e d  f r o m  ( 5 )  o r  ( 6 ) ,  i t  c a n  b e  
u s e d  a s  t h e  i n i t i a l  v a l u e  f o r  t h e  C o n j u g a t e  G r a d i e n t ( C G )  
i t e r a t i o n ,  s t a r t i n g  f r o m ,
(PO] = -[Sol = (M'1 [M][L]-r)([L]r[AS])-[L]-‘[r] (12)
w h e r e  [ M ]  is  t h e  s t i f f n e s s  m a t r i x  o r  J a c c o b i  m a t r i x ,  [ L ]  is  
t h e  l o w e r  t r i a n g l e  m a t r i x  f r o m  I C  f a c t o r i s a t i o n  f o r  
p r e c o n d i t i o n i n g  [ M ] ,  [ r ]  is  t h e  r i g h t  h a n d  s i d e  o f  t h e  l i n e a r  
m a t r i x  e q u a t i o n ,  [ p o " ]  is  t h e  i n i t i a l  s e a r c h i n g  d i r e c t i o n  f o r  
t h e  C G  i t e r a t i o n  a n d  [ g on] i s  t h e  i n i t i a l  g r a d i e n t  d i r e c t i o n .  
T h e  b l o c k  d i a g r a m  o f  t h e  I C C G  w i t h  r e s t a r t i n g  f u n c t i o n  is  
s h o w n  i n  F i g u r e  1 .
Fig. 1. Block diagram of ICCG with restarting function
I I I .  A n  e x a m p l e  o f  a p p l i c a t i o n
T o  v e r i f y  t h e  e f f i c i e n c y  o f  t h i s  m e t h o d ,  i t  i s  a p p l i e d  t o  a  
t u b u l a r  l i n e a r  i n d u c t i o n  a c t u a t o r ( T L I A )  s h o w n  i n  F i g . 2 .  T h e  
e x c i t i n g  c o i l  is  c o n n e c t e d  t o  a n  e x t e r n a l  v o l t a g e  s o u r c e  o f  
5 0 s i n ( 1 0 Ont-F4>0) . I t  i s  a s s u m e d  t h a t  a l l  f e r r o m a t e r i a l s  a r e  
n o n l i n e a r  w i t h  e q u i v a l e n t  c o n d u c t i v i t y  o f  0 . 1 5 E + 7  ( s / m )  a n d  
t h e  p l u n g e r  h a s  c o n d u c t i v i t y  o f  0 . 5 0 9 E + 8 ( s / m )  w i t h  a  
r e l a t i v e  m a g n e t i c  p e n n e a b i l i t y  o f  u n i t y .
D u e  t o  t h e  s t r u c t u r e  o f  t h e  T L I A ,  a n  a x i - s y m m e t r i c  f i n i t e  
e l e m e n t  f o r m  is  a d o p t e d .  T h e  r e s u l t a n t  m a t r i x  e q u a t i o n  is  
s o l v e d  b y  I C C G  m e t h o d .  T w o  c a s e s  h a v e  b e e n  i n v e s t i g a t e d .  
T h e  f i r s t  o n e  is  e x c i t e d  b y  p u r e  s i n u s o i d a l  v o l t a g e  w i t h  t w o  
i n i t i a l  p h a s e  a n g l e s  o f  (J)0= 0 °  a n d  $ o= 9 O 0. T h e  s e c o n d  o n e  is  a
STATOR
Fig. 2. The TLIA structure Fig. 3. Typical flux distribution
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Emf(xlO v)
t r i a c  c u r r e n t - c o n t r o l l e d  o n e  a t 7 5 °  f i r i n g  d e l a y  a n g l e  w i t h  t h e  
s a m e  v o l t a g e  s u p p l y .  T h e  t y p i c a l  f l u x  d i s t r i b u t i o n  i s  s h o w n  
i n  F i g . 3 .  T h e  w a v e f o r m s  o f  e x c i t a t i o n  c u r r e n t s  f o r  b o t h  c a s e s
TABLE I
D etails of D iscretisation
Total Total Nodes in Winding Nw/Nt
Elements Nodes (Nt) Area (Nw)
Scheme A 7594 3927 523 0.133
Scheme B 3128 1654 192 0.116
TABLE II
C omparison between D irect and  Indirect Coupling Methods
Scheme A & Scheme B & Scheme A & Scheme B &
Indirect Indirect Direct Direct
Coupling - Coupling Coupling Coupling
Storage 15447 6417 148918 23683
Iterations 80 46 56 40
Tim e-l(s) 2.29 0.78 12.22 2.52
Time-2(s) 0.27 0.09 76.99 3.56
Time-3(s) 9.37 2.36 46.29 5.56
Storage: Number of total non-zero elements in the matrix [L].
Time-1: CPU time in the assembling
Time-2: CPU time in the Incomplete Choleski factorisation
Time-3: CPU time in the Conjugate Gradient iterations from zero initial
condition of A()n.
The computation was carried out on a DEC Alpha 3000/400 workstation.
t ir e  s h o w n  i n  F i g . 4  a n d  F i g . 5 .  T h e  c o m p u t a t i o n  e x p e r i m e n t s  
s h o w  t h e  c o n v e r g e n c e  c a n  b e  q u i c k l y  r e a c h e d  w i t h i n  f e w  
i t e r a t i o n s  f o r  c u r r e n t  s e a r c h i n g .
T o  m a k e  c o m p a r i s o n  b e t w e e n  d i r e c t  c o u p l i n g  m e t h o d  a n d  
i n d i r e c t  c o u p l i n g  m e t h o d ,  t w o  d i s c r e t i s a t i o n  s c h e m e s  f o r  t h e  
s a m e  p r o b l e m  a r e  s t u d i e d .  T h e  d e t a i l s  o f  d i s c r e t i s a t i o n s  a r e  
l i s t e d  i n  T a b l e  I .  F o r  t h e  d i r e c t  c o u p l i n g  m e t h o d  t h e  v o l t a g e  
is  t r e a t e d  a s  t h e  d i r e c t  e x c i t a t i o n  s o u r c e  w h i l e  t h e  c i r c u i t  
e q u a t i o n  is  m e r g e d  i n t o  t h e  f i l e d  e q u a t i o n s  i n s t e a d  o f  t r e a t i n g  
t h e  e x c i t a t i o n  c u r r e n t  a s  a n  i n d e p e n d e n t  v a r i a b l e .  T h e  
s t o r a g e  r e q u i r e m e n t  a n d  C P U  t i m e  f o r  b o t h  c a s e s  a r e  
p r e s e n t e d  i n  T a b l e  I I  b a s e d  o n  o n e  s o l u t i o n  o f  l i n e a r  m a t r i x  
e q u a t i o n .
F r o m  T a b l e  I I  w e  c a n  o b s e r v e  t h a t  t h e  s t o r a g e  r e q u i r e m e n t  
o f  i n d i r e c t  c o u p l i n g  m e t h o d  i s  m u c h  le s s  t h a n  t h a t  o f  d i r e c t  
c o u p l i n g  m e t h o d ,  a s  is  t h e  t h e  C P U  t i m e .  T h e  r a t i o  o f  N w / N t  
c a n  b e  u s e d  a s  t h e  i n d i c a t o r  t o  m e a s u r e  s t o r a g e  a n d  C P U  
t i m e .  I t  is  a p p a r e n t  t h e  b i g g e r  t h e  N w / N t ,  t h e  l a r g e r  t h e  
s t o r a g e  f i n d  C P U  t i m e  f o r  t h e  s a m e  d i s c r e t i z e d  n o d e  n u m b e r .  
W h e n  N w / N t  i s  v e r y  s m a l l ,  t h e r e  i s  n o  s i g n i f i c a n t  d i f f e r e n c e  
b e t w e e n  t h e s e  t w o  m e t h o d s .
T h e  t o t a l  t r a n s i e n t  p r o c e s s  w i l l  u s u a l l y  l a s t  s e v e r a l  
e x c i t a t i o n  c y c l e s ,  a n d  r e q u i r e s  s e v e r a l  h u n d r e d  i n t e g r a l  t i m e  
s t e p s . F o r  l i n e a r  c a s e s  t h e  t o t a l  C P U  t i m e  i s  a b o u t  t h e  
n u m b e r  o f  i n t e g r a l  t i m e  s te p s  m u l t i p l i e d  b y  t h e  f i g u r e  l i s t e d  
i n  T a b l e  I I .  T h e  s a v i n g  i n  t h e  C P U  t u n e  w i t h  o u r  p r o p o s e d  
m e t h o d  c a n  b e  c a l c u l a t e d  i n  t h e  s a m e  s t r a i g h t  f o r w a r d  
m a n n e r  f o r  b o t h  l i n e a r  c a s e s  a n d  n o n l i n e a r  c a s e s  w i t h  t h e  
e l e m e n t a l  t i m e - d o m a i n  p i e c e w i s e  l i n e a r i s a t i o n  t e c h n i q u e .  A s  
f o r  p r e c i s e  n o n l i n e a r  c o m p u t a t i o n  u s i n g  i t e r a t i o n  m e t h o d  i n  
t h e  f o r m  o f  ( 4 ) ,  t h e r e  is  n o  c l e a r  c o n c l u s i o n  a s  t o  w h i c h  
c o u p l i n g  m e t h o d  i s  s u p e r i o r  b e c a u s e  o f  f a c t o r s  s u c h  a s  l e v e l  
o f  n o n l i n e a r i t y  o r  s a t u r a t i o n ,  l e n g t h  o f  t i m e  s t e p s , b a l a n c i n g  
s t r a t e g y  b e t w e e n  C P U  t i m e  a n d  s t o r a g e ,  e t c .
I V .  C o n c l u s i o n
I t  h a s  b e e n  s h o w n  t h a t  t h e  C P U  t i m e  c a n  b e  c o n s i d e r a b l y  
r e d u c e d  b y  s e p a r a t i n g  t h e  c o n v e n t i o n a l  m a g n e t i c  v e c t o r  
p o t e n t i a l  A  i n t o  t w o  c o m p o n e n t s  A t- a n d  A c a c c o m p a n i e d  b y  
i t e r a t i v e  s o l u t i o n s  w i t h  a  r e s t a r t i n g  f u n c t i o n .  A l t h o u g h  i t  is  
b a s e d  o n  l i n e a r  c o n d i t i o n s ,  i t  c a n  b e  a d a p t e d  t o  t r e a t  
n o n l i n e a r i t i e s  e f f e c t i v e l y  b y  t h e  e l e m e n t a l  t i m e - d o m a i n  
p i e c e w i s e  l i n e a r i s a t i o n  t e c h n i q u e  w i t h  a p p r o p r i a t e  t i m e  s t e p  
v a l u e s .  T h i s  m e t h o d  c a n  a l s o  b e  i m p l e m e n t e d  o n  o t h e r  e d d y  
c u r r e n t  m o d e l s  s u c h  a s  A - O ,  A - 4 7 ,  A - ^ - O ,  w i t h  v a r i a b l e  
t i m e  s t e p s .
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Computation of Non-linear Transient Eddy Current Electromagnetic Fields
in Devices Driven by Power Electronic Circuits
A b s t r a c t— A method of computing non-linear, transient 
electromagnetic fields with eddy currents, in wiiich the 
magnetic vector potential is decomposed into two components is
presented. The transient electromagnetic field is coupled with 
equations describing the external driving circuits with power 
electronic components. The non-linearity of magnetic materials 
is treated through a modified Newton's non-linear iterative 
scheme combined with a time-domain, piecewise elemental 
linearisation that enables the implementation of the 
decomposed magnetic vector potential method. A practical 
application of the method to a study of the transient 
characteristics of a tubular linear actuator is presented to show 
the effectiveness of the proposed method.
I. In t r o d u c t i o n
I n  c u r r e n t  e n g i n e e r i n g  p r a c t i c e  t h e r e  is  a n  e v e r  i n c r e a s i n g  
u s e  o f  p o w e r  c o n d i t i o n i n g  s e m i c o n d u c t o r  d e v i c e s  s u c h  a s  
M O S F E T s ,  I G B T s ,  G T O s ,  e t c . ,  i n  t h e  c o n t r o l  o f  b o t h  
c o n v e n t i o n a l  a n d  n e w  f o r m s  o f  e l e c t r o m a g n e t i c  d e v i c e s .  
T r a d i t i o n a l l y ,  s u c h  e l e c t r o m a g n e t i c  d e v i c e s  a n d  t h e i r  
c o n t r o l l i n g  c i r c u i t s  h a v e  b e e n  s t u d i e d  s e p a r a t e l y  a t  f i r s t ,  a n d  
t h e n  c o u p l e d  t o g e t h e r  i n  a  w e a k  f o r m  i n  w h i c h  p a r t s  o f  t h e i r  
s t a t i c  o r  d y n a m i c  p a r a m e t e r s  a r e  u s e d . T h i s  k i n d  o f  a n a l y s i s  
w h e r e  t h e  e l e c t r o m a g n e t i c  e q u a t i o n s  a n d  c i r c u i t  e q u a t i o n s  
a r e  s o l v e d  s e p a r a t e l y ,  w i l l  l e a d  t o  a  s i g n i f i c a n t  e r r o r s  w h e n  
d i e  c o m b i n e d  s y s t e m  is  n o n - l i n e a r  [ 1 ] ,  C o n s e q u e n d y ,  i t  is  
n e c e s s a r y  t o  u s e  a  s t r o n g  c o u p l i n g  m e t h o d ,  w h i c h  s o l v e s  t h e  
e l e c t r o m a g n e t i c  f i e l d  e q u a t i o n  a n d  e x t e r n a l  c i r c u i t  e q u a t i o n  
s i m u l t a n e o u s l y .
I n  d i e  s i m u l t a n e o u s  s o l u t i o n  o f  t h e s e  c o u p l e d  e q u a t i o n s ,  
t w o  s t r a t e g i e s  c a n  b e  a d o p t e d .  T h e s e  a r e  c a t e g o r i s e d  a s  t h e  
d i r e c t  c o u p l i n g  m e t h o d s  a n d  t h e  i n d i r e c t  c o u p l i n g  m e t h o d s  
[ 2 ] - [ 4 ] .  S i n c e  t h e  s w i t c h  m o d e  o p e r a t i o n  i s  w i d e l y  f a v o u r e d  
in  p o w e r  e l e c t r o n i c  d r i v i n g  c i r c u i t s  o w i n g  t o  t h e  l e s s e r  
p o w e r  c o n s u m p t i o n  a n d  lo s s e s  i n c u r r e d  i n  t h e  p o w e r  
s e m i c o n d u c t o r s  w o r k i n g  u n d e r  t h i s  m o d e ,  o u r  s t u d y  w i l l  b e  
f o c u s e d  o n  t i i i s  m o d e  o f  o p e r a t i o n .  I t  m e a n s  t i i a t  t h e  h i g h  
f r e q u e n c y  c o m p o n e n t s  i n  b o t h  v o l t a g e  a n d  c u r r e n t  w i l l  b e  
r i c h ,  e s p e c i a l l y  i n  p u l s e  w i d t h  m o d u l a t e d  ( P W M )  m o d e ,  a n d  
t h e r e f o r e  d i e  n u m b e r  o f  d i s c r e t e  t i m e  s t e p s  s h o u l d  b e  m u c h  
m o r e  t h a n  u n d e r  c o n t i n u o u s  m o d e .  F o r  e x a m p l e ,  a  t y p i c a l  
P W M  a c  d r i v i n g  c i r c u i t  w i l l  w o r k  a t  a  s w i t c h i n g  f r e q u e n c y  
o f  a b o v e  t e n  t i m e s  h i g h e r  t h a n  t h e  b a s e  f r e q u e n c y ,  a n d  a  
P W M  d c  d r i v i n g  c i r c u i t  c o u l d  w o r k  a t  a b o u t  1 0 0 k H z .
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T h e r e  a r e  m a n y  t e c h n i q u e s  d e s c r i b e d  i n  t h e  l i t e r a t u r e  o n  
t h e  c o u p l i n g  o f  f i e l d  a n d  c i r c u i t  e q u a t i o n s  [ 2 ] - [ 6 ] .  H o w e v e r  
f e w  o f  t h e m  r e l a t e  t o  p r a c t i c a l  p o w e r  e l e c t r o n i c  c i r c u i t s  
w o r k i n g  i n  t h e  s w i t c h  m o d e .  I n  t h i s  p a p e r ,  t h e  d e c o m p o s e d  
m a g n e t i c  v e c t o r  p o t e n t i a l  ( D M V P )  m e t h o d  t h a t  t h e  a u t h o r s  
p r o p o s e d  i n  [ 2 ] ,  i s  b e i n g  e x t e n d e d  t o  c o m p u t e  t h e  n o n - l i n e a r  
t r a n s i e n t  e l e c t r o m a g n e t i c  f i e l d s  w i t h  e d d y  c u r r e n t s , c o u p l i n g  
a  p r a c t i c a l  e x t e r n a l  c i r c u i t  w h i c h  h a s  t h y r i s t o r s  o r  I G B T s .  
T h e  b a l a n c e  b e t w e e n  t h e  r e q u i r e m e n t s  o f  t h e  s p e e d  o f  
c o m p u t a t i o n  a n d  t h e  a c c u r a c y  o f  t h e  s i m u l a t i o n  i s  a c h i e v e d  
b y  t h e  j u d i c i o u s  c h o i c e  o f  e i t h e r  t h e  t i m e  d o m a i n  e l e m e n t a l  
p i e c e w i s e  l i n e a r i s a t i o n  m e t h o d ,  o r  t h e  m o d i f i e d  N e w o n ' s  
n o n - l i n e a r  i t e r a t i v e  m e t h o d ,  a c c o r d i n g  t o  t h e  i n s t a n t a n e o u s  
s a t u r a t i o n  l e v e l  w h i c h  i s  r e f l e c t e d  b y  t h e  a v e r a g e  m a g n e t i c  
r e l u c t i v i t y  o r  t h e  e x c i t a t i o n  c u r r e n t .
I I .  M e t h o d  O f  M o d e l l i n g
I n  t e r m s  o f  t h e  c o n v e n t i o n a l  m a g n e t i c  v e c t o r  p o t e n t i a l  A  
t h e  g o v e r n i n g  e q u a t i o n s  f o r  t r a n s i e n t  e d d y  c u r r e n t  p r o b l e m s  
c a n  b e  e x p r e s s e d  a s :
(3 A  N
V x v V x A - a —  = — i(t) ( 1 )
dt S
w h e r e  N  a n d  S  a r e  t h e  t u r n s  a n d  a r e a  o f  c r o s s  s e c t i o n  o f  t h e  
e x c i t a t i o n  w i n d i n g  r e s p e c t i v e l y  w i t h  a  c u r r e n t  i(t) f l o w i n g  i n  
i t .  S i n c e  m o s t  o f  t h e  e l e c t r o m a g n e t i c  d e v i c e s  a r e  v o l t a g e  f e d , 
a n  e x t e r n a l  c i r c u i t  e q u a t i o n  s h o u l d  b e  s o l v e d  t o g e t h e r  w i t h  
( 1 ) ,  w h i c h  c a n  b e  g e n e r a l l y  e x p r e s s e d  a s :
u(t) = R - i( t ) + — \ k - d l ( 2 )
d t
D i f f e r e n t  c o m b i n a t i o n  o f  v o l t a g e  u(t) a n d  e q u i v a l e n t  
r e s i s t a n c e  f u n c t i o n  R  a r e  u s e d  t o  s i m u l a t e  t h e  b e h a v i o u r  o f  
p o w e r  s e m i c o n d u c t o r s  u n d e r  d i f f e r e n t  o p e r a t i n g  c o n d i t i o n s .  
T h i s  w i l l  b e  d i s c u s s e d  i n  t h e  n e x t  s e c t i o n .
I n  t h e  p r e s e n t  s t u d y  w e  a s s u m e  t h a t  ( 1 )  h a s  n o n - l i n e a r  
m a t e r i a l  p r o p e r t i e s  a n d  ( 2 )  h a s  t w o - s t a t e  l i n e a r  p r o p e r t i e s  
c o r r e s p o n d i n g  t o  t h e  ‘ o n ’ a n d  ‘ o f f  s t a t e s  i n  s w i t c h  m o d e .
C o u p l i n g  ( 1 )  a n d  ( 2 )  is  u s u a l l y  a c h i e v e d  b y  r e s o r t i n g  t o  
e i t h e r  t h e  s o - c a l l e d  d i r e c t  m e t h o d  o r  t h e  i n d i r e c t  m e t h o d .  I n  
t h e  w o r k  p r e s e n t e d  h e r e , t h e  i n d i r e c t  c o u p l i n g  m e t h o d  is  
u s e d  b e c a u s e  o f  i t s  a d v a n t a g e s  i n  t e r m s  o f  s t o r a g e  a n d  C P U  
t i m e  w h e n  t h e  n u m b e r  o f  n o d e s  i n  t h e  d i s c r e t i s e d  w i n d i n g  
a r e a  i s  n o t  v e r y  s m a l l  c o m p a r e d  w i t h  t h e  t o t a l  n o d e s .  I n  t h i s  
a p p r o a c h  t h e  a b o v e  t w o  e q u a t i o n s  a r e  s o l v e d  s e p a r a t e l y  i n  
c o n j u n c t i o n  w i t h  a  c e r t a i n  a l g o r i t h m  t o  s e a r c h  f o r  t h e  p r o p e r  
e x c i t a t i o n  c u r r e n t  s a t i s f y i n g  b o t h  e q u a t i o n s .
U s i n g  t h e  b a c k w a r d  E u l e r ' s  i n t e g r a t i o n  s c h e m e , t h e  t i m e  
d i f f e r e n t i a l  t e r m s  a r e  t r e a t e d  i n  d i f f e r e n c e  f o r m  a s
dx/dt\[=r = ( x n - x n l )/(tn - t n 1 ) (3)
w h e r e  t h e  s u p e r  s c r i p t  n d e n o t e s  t h e  t i m e  s t e p s .  A s s u m i n g  
l i n e a r  p r o p e r t i e s  a r e  m a i n t a i n e d  f r o m  t” '1 t o  tn a n d  
s u b s t i t u t i n g  ( 3 )  i n t o  ( 1 )  a n d  ( 2 ) ,  w e  c a n  d e c o m p o s e  t h e  
c o n v e n t i o n a l  m a g n e t i c  v e c t o r  p o t e n t i a l  A  i n t o  t w o  n e w  
v e c t o r  p o t e n t i a l s  o f  A ; n a n d  A en.  T h e n  ( 1 )  c a n  b e  
a l t e r n a t i v e l y  e x p r e s s e d  b y  t h e  f o l l o w i n g  e q u a t i o n s  :
A n = A ; + A ' (4)
i(tn)A tnN / S (5)
cA"_1 (6)
S i n c e  ( 5 )  a n d ( 6 )  h a v e  t h e  s a m e  d i f f e r e n t i a l  o p e r a t o r ,  t h e y  
w i l l  y i e l d  t h e  s a m e  s t i f f n e s s  m a t r i x  a s ,
[ K ( v n ) ] [ A ; ' ]  =  [ C r  ( 7 )
[K ( v n) ] [ A ne] = [ B ] [ A n] ( 8 )
B e a r i n g  i n  m i n d  t h a t  t h e  t r e a t m e n t  o f  m a t e r i a l  n o n ­
l i n e a r i t y  c a n  b e  a l s o  a p p r o a c h e d  b y  a n  a r t i f i c i a l  a n n e a l i n g  
m e d i o d ,  a n d  i f  t h e  t i m e  s t e p s  a r e  s m a l l  e n o u g h ,  a s  i s  t h e  c a s e  
t o  c o u p l e  s w i t c h  m o d e  p o w e r  e l e c t r o n i c  c i r c u i t  w h e r e  v e r y  
f i n e  t i m e  s t e p s  a r e  r e q u i r e d  t o  a c c o m m o d a t e  t h e  r a p i d  s w i t c h  
a c t i o n ,  w e  c a n  t r e a t  t h e  n o n - l i n e a r  t e r m  o f  [A T ] a s ,
[K(v")] = [A:(v”~1)] (9)
w h e r e  [ S ( v ” A ]  i s  c a l c u l a t e d  f r o m  [ A n l ] ,  B e c a u s e  [ A ' ( v , I ’ ^ )J
i s  c o n s t a n t  a t  t h e  t i m e  s t e p  n ,  a  p r e c o n d i t i o n e d  f a c t o r i s a t i o n  
m e t h o d  a s  I C C G  is  e f f e c t i v e l y  u s e d  t o  f a c t o r i z e  [ A T ( v ” ' ; ) ] ,  
a n d  ( 7 )  a n d  ( 8 )  a r e  s o l v e d  w i t h  o n l y  t w o  s e p a r a t e  c o n j u g a t e  
g r a d i e n t  i t e r a t i o n s .  O n c e  A ; n a n d  A en a r e  o b t a i n e d ,  t h e  s e a r c h  
f o r  d i e  e x c i t a t i o n  c u r r e n t  c a n  b e  c a r r i e d  o u t  w i t h  s i m p l e  
i n t e r p o l a t i o n  m e t h o d s .
T h i s  s c h e m e  f o r m s  t h e  b a s i s  o f  t h e  t i m e - d o m a i n  e l e m e n t a l  
p i e c e w i s e  l i n e a r i s a t i o n  ( T E P L )  f o r  t h e  D M V P  m e t h o d .  I t  
m e r g e s  n o n - l i n e a r  i t e r a t i o n  i n t o  t i m e  i n t e g r a t i o n  a n d  
c o n f i n e s  t h e  c u r r e n t  s e a r c h i n g  to  t h e  c i r c u i t  e q u a t i o n  o n l y .  I t  
is  v e r y  f a s t ,  b u t  i t  w i l l  r e s u l t  i n  l a r g e r  e r r o r  w h e n  m a g n e t i c  
r e l u c t i v i t y  c h a n g e s  r a p i d l y  b e t w e e n  t h e  c o n s e c u t i v e  t w o  
i n t e g r a l  s t e p s . T o  r e d u c e  t h i s  e r r o r ,  a  m o r e  s t r i e d y  n o n - l i n e a r  
i t e r a t i o n ,  t h e  m o d i f i e d  N e w t o n ' s  n o n - l i n e a r  i t e r a t i v e  ( M N N I )  
m e t h o d  d e s c r i b e d  b y  ( 1 0 )  a n d  ( 1 1 )  is  u s e d .
U ( v " - ' ) ] [ A A ? ] ‘  = [ C ] ( "  - [ A ' ( v ) ] [ A ' ‘ ] I:_1 ( 1 0 )
f y ( v " - ‘  J J t A A j ] 4 = [ Z ) ] [ A " - 1 ] - [ X ( v i - 1 ) ] [ A " ] ‘ - 1 ( 1 1 )
I n  ( 1 0 )  a n d  ( 1 1 )  d i e  s u p e r s c r i p t  k d e n o t e s  t h e  n o n - l i n e a r  
i t e r a t i v e  s t e p s . T h e  c u r r e n t  s e a r c h i n g  s h o u l d  b e  c o - o p e r a t e d  
i n t o  d i e  i t e r a t i v e  p r o c e d u r e  o f  t h e  s o l u t i o n  o f  ( 1 0 )  a n d  ( 1 1 )  t o  
a c c e l e r a t e  t h e  c o n v e r g e n c e .
S w i t c h i n g  b e t w e e n  t h e  T E P L  m e t h o d  a n d  t h e  M N N I  
m e t h o d  s h o u l d  b e  d e t e r m i n e d  b y  t h e  t i m e  d i f f e r e n t i a l  o f  
a v e r a g e  m a g n e d c  r e l u c u v i t y  d v / d t ,  w h i c h  c a n  b e  f u r t h e r  
e x p r e s s e d  a s
x av (12)
dt dB dt dB
W h e n  dv/dB  i s  v e r y  s m a l l ,  e q u i v a l e n t l y  dv/dt i s  a l s o  
v e r y  s m a l l ,  a n d  t h e  T E P L  m e t h o d  c o u l d  b e  u s e d  e f f e c t i v e l y .  
O t h e r w i s e  t h e  M N N I  m e t h o d  s h o u l d  b e  u s e d  i n s t e a d .  F i g u r e  
1  s h o w s  t h e  dv r /dB c u r v e  o f  a  t y p i c a l  g r a i n  o r i e n t e d
l a m i n a t i o n .  F o r  a  g i v e n  c r i t i c a l  v a l u e  o f  d v/d B ,  t h e  b o r d e r  
b e t w e e n  t h e  t w o  m e t h o d s ,  d i s t i n g u i s h e d  b y  P I  a n d  P 2  i n  
F i g u r e  2 ,  c a n  b e  e a s i l y  d e t e r m i n e d  b y  t h e  a v e r a g e  r e l u c t i v i t y .  
A l t e r n a t i v e l y  P I  a n d  P 2  c a n  a l s o  b e  d e t e r m i n e d  b y  g i v i n g  
c r i t i c a l  e x c i t a t i o n  c u r r e n t s .
B (xl.52  T)
Fig.2 The areas for TEPL method and MNNI method 
with the setting of I dv r/dD 1=0.05
I I I .  A p p l ic a t io n  A n d  A n a l y s i s  
A . The Electromagnetic Device
T h e  m e t h o d  is  a p p l i e d  t o  a  s i n g l e  p h a s e  t u b u l a r  l i n e a r  
i n d u c t i o n  a c t u a t o r  ( T L I A ) .  T h e  p r i n c i p a l  s t r u c t u r e  o f  d i e  
T L I A  is  s h o w n  i n  F i g u r e  3 .  T h e r e  a r e  e d d y  c u r r e n t s  i n d u c e d  
i n  t h e  p l u n g e r ,  w h i c h  i n t e r a c t  w i t h  t h e  m a i n  f l u x  t o  p r o d u c e  
a  t h r u s t  f o r c e .  I f  t h e  s t a t o r  a n d  m a n d r e l  a r e  m a d e  o f  s o l i d  
i r o n ,  t h e  e d d y  c u r r e n t s  i n  t h e m  s h o u l d  b e  t a k e n  i n t o  a c c o u n t  
a s  w e l l .  T h e  e l e c t r o m a g n e t i c  f i e l d  o f  t h e  T L I A  is  
a x i s y m m e t r i c .  T h e  s i m u l a t i o n  o f  t r a n s i e n t  r e s p o n s e  h a s  b e e n
c a r r i e d  o u t  u n d e r  t h e  c o n d i t i o n  t h a t  t h e  p l u n g e r  i s  a t  a  f i x e d  
p o s i t i o n ,  i . e . ,  n o  m e c h a n i c a l  m o v e m e n t  i n v o l v e d .
B. The External Circuit
T h e  a c t u a t o r  h a s  b e e n  d e v e l o p e d  f o r  a  c o n t r o l l a b l e  
p o s i t i o n i n g  a p p l i c a t i o n ,  t h e  c o n t r o l  b e i n g  a c h i e v e d  b y  t h e  
d r i v e  c i r c u i t r y .  I n  t h e  p r e s e n t  w o r k ,  t h e  a c t u a t o r  i s  e n e r g i s e d  
b y  t w o  m e t h o d s :
1) Triac controller: A  p a r t  o f  s i n u s o i d a l  v o l t a g e  s u p p l y ,  
c o n t r o l l e d  b y  t h e  t r i a c ,  is  f e d  t o  t h e  a c t u a t o r ,  a s  s h o w n  i n  
F i g u r e  4 .
W e  u s e  t h e  f o l l o w i n g  r e l a t i o n  f o r  t h e  u s e  i n  ( 2 )
/. it(t)=VmSm(2Kfi+§o)-V\h
ii. R ( t ) = r  w h e n  t h e  t r i a c  is  i n  c o n d u c t i n g  m o d e ,  o r  
R ( t ) = 1 0 7 r  w h e n  t h e  t r i a c  is  i n  i n h i b i t i n g  m o d e  
w h e r e  V m  is  t h e  v o l t a g e  a m p l i t u d e ,  $ 0  i s  t h e  f i r i n g  p h a s e  
a n g l e ,  i s  t h e  v o l t a g e  d r o p  o n  t h e  t r i a c  a n d  r  is  t h e  
w i n d i n g  r e s i s t a n c e .
W h e n  a  l o a d  is  i n d u c t i v e  a s  m o s t  e l e c t r o m a g n e t i c  d e v i c e s  
f i r e , s p e c i a l  a t t e n t i o n  s h o u l d  b e  p a i d  t o  R ( t ) ,  a s  t h e  t r i a c  w i l l  
b e  i n h i b i t e d  f r o m  c o n d u c d n g  o n l y  a f t e r  t h e  c u r r e n t  c r o s s e s  
t h e  z e r o  l e v e l  a n d  b e f o r e  t h e  n e x t  t r i g g e r i n g  p u l s e  a r r i v e s .  A  
k i r g e  r e s i s t a n c e  o f  1 0 7 r  is  u s e d  t o  e x p r e s s  t h e  t r i a c  i n  t h e  
i n h i b i t i n g  m o d e .  A s  f o r  t h e  v o l t a g e  d r o p  V t h ,  a l t h o u g h  i t  is  
c u r r e n t  d e p e n d e n t ,  i t s  m a g n i t u d e  r e l a t i v e  t o  V m  i s  s m a l l .  A  
c o n s t a n t  v a l u e  o f  1 . 0  v o l t  f o r  i s  u s e d  i n  o u r  
c o m p u t a t i o n s .
2) PW M controlled D C  to A C  converter. A  d c  s u p p l y  is  
c o n v e r t e d  i n t o  a  P W M  a c  t h r o u g h  a  d r i v i n g  c i r c u i t  
e m p l o y i n g  a  f u l l y  c o n t r o l l e d  b r i d g e  w i t h  I G B T s  a n d  f l y w h e e l  
d i o d e s ,  a s  s h o w n  i n  F i g u r e  5 .
I t  is  a s s u m e d  t h a t  t h e  i n d u c t a n c e  a n d  t h e  P W M  f r e q u e n c y  
a r e  p r o p e r l y  c h o s e n  t o  m a i n t a i n  a  c o n t i n u o u s  c u r r e n t  f l o w  
b e t w e e n  t w o  c o n s e c u t i v e  P W M  p u l s e s .  T h e  f o l l o w i n g  t w o  
r e l a t i o n s  a r e  u s e d  i n  ( 2 ) .
i .  u ( t ) =  s i g n ( s i n ( 2 7 r y i + ( j ) 0 ) ) ( V d c- 2 V sat) ,  w h e n  t h e  I G B T s  a r e
s w i t c h e d  o n .  O d i e r w i s e ,  u ( t ) =  - s i g n ( S i n ( 2 7 r / H - ( } ) 0 ) ) 2 V ci .
i i .  R ( t ) = r
w h e r e  V sat i s  t h e  s a t u r a t e d  v o l t a g e  d r o p  o n  a  I G B T ,  V ci is  t h e  
v o l t a g e  c l a m p e d  b y  t h e  f l y w h e e l  d i o d e s .
F o r  m o r e  e x a c t  r e p r e s e n t a t i o n s  o f  t h e  c h a r a c t e r i s t i c s  o f  
p o w e r  s e m i c o n d u c t o r s ,  c l a s s i c a l  e x p r e s s i o n s  u n d e r  
e x p o n e n t i a l  f o r m  c a n  b e  u s e d . H o w e v e r  t h i s  w i l l  l e a d  t o  
c o m p l e x i t i e s  i n  d e a l i n g  w i t h  t h e  n o n - l i n e a r i t i e s  o f  t h e  
e x t e r n a l  c i r c u i t .  I n  t h i s  p a p e r ,  w e  t r e a t  t h i s  n o n  l i n e a r i t y  a s  a  
t w o - s t a t e  s w i t c h  w i t h  a  f i x e d  v o l t a g e  d r o p .
C .  Simulated Results
I n  o r d e r  t o  e x a m i n e  t h e  e f f e c t i v e n e s s  o f  t h e  s c h e m e , t h e  
s t e p  r e s p o n s e  o f  t h e  T L I A  i s  s t u d i e d  f i r s t .  A n  e q u a l  l e n g t h  o f  
i n t e g r a l  t i m e  s t e p  i s  u s e d  w i t h  t h e  s e t t i n g  o f  A t = 2 . 5 x l 0 ’ 5 
s e c o n d . F o u r  m e t h o d s ,  t h e  l i n e a r  m e t h o d  w i t h  U r = 6 0 0 0 , t h e  
f u l l  M N N I  m e t h o d ,  t h e  f u l l  T E P L  m e t h o d  a n d  t h e  p r o p o s e d  
m e t h o d ,  h a v e  b e e n  i n v e s t i g a t e d .  T h e  c u r r e n t  r e s p o n s e s  a n d  
r e l a t i v e  e r r o r s  a r e  g i v e n  i n  F i g . 6 .  
i(t) (A)
i(t)
err(x0.05)
Fig.6 The step response of the TLIA 
i(7): excitation current computed by the full MNNI method 
errlf/J: the error from the proposed method, relative to i(t), with border 
setting at i(P l)= 0 .1  (A) and i(P 2 )= 2 .5  (A) 
eer2(7): the error from the full TEPL method, relative to i(t) 
eer3 (i): the error from the full linear method, relative to i(t)
I n  a d d i t i o n  t o  t h e  s m a l l  e r r o r  e v i d e n t  i n  o u r  p r o p o s e d  
s c h e m e  a s  s h o w n  i n  F i g u r e  6 ,  t h e  C P U  t i m e  i s  s i g n i f i c a n t l y  
s a v e d , c o m p a r e d  w i t h  t h o s e  b y  t h e  s t a n d a r d  M N N I  m e t h o d .  
I t  c a n  a ls o  b e  s e e n  t h a t  t h e r e  is  v e r y  s m a l l  d i f f e r e n c e  b e t w e e n  
e r r l (i) a n d  err2(i) w h e n  i is  s m a l l .  T h i s  i s  c a u s e d  b y  t h e  a i r  
g a p  a n d  n o n - f e r r o m a g n e t i c  m a t e r i a l  i n  t h e  p a t h  o f  t h e  m a i n  
f l u x ,  w h i c h  r e d u c e s  t h e  n o n  l i n e a r i t y  a t  a  s m a l l  c u r r e n t .  S o ,  
t h e  P I  p o i n t  c a n  b e  s e t  a t  z = 0  w i t h o u t  l o s s  o f  a c c u r a c y  f o r  
s u c h  a  s t r u c t u r e  i n  w h i c h  a n  a i r  g a p  a n d / o r  n o n ­
f e r r o m a g n e t i c  m a t e r i a l s  e x i s t  i n  t h e  p a t h  o f  m a i n  m a g n e t i c  
f l u x .
T h e  n e x t  e x a m p l e  i s  t h e  t r i a c  c o n t r o l l e d  s i n u s o i d a l  v o l t a g e  
s u p p l y .  W i t h  a  s e t t i n g  o f  / = 5 0 H z ,  $ 0 = 0  a n d  f i r i n g  p h a s e  
a n g l e  <J>tr=  1 2 0  ,  t h e  t r a n s i e n t  r e s p o n s e  w a s  s i m u l a t e d .  T h e  
b a c k  e l e c t r o m o t i v e  f o r c e  ( B E F )  a n d  t h e  c u r r e n t  o b t a i n e d  b y  
t h i s  s i m u l a t i o n  a r e  s h o w n  i n  F i g u r e  7 .  F o r  a  f i x e d  t i m e  
i n t e g r a l  s t e p , i t  is  d i f f i c u l t  t o  p r e d i c t  t h e  e x a c t  t i m e  w h e n  t h e  
c u r r e n t  r e a c h e s  z e r o .  A n  i n t e r p o l a t i o n  o r  a  v a r i a b l e  s t e p  
l e n g t h  i s  r e q u i r e d  t o  c a l c u l a t e d  t h e  B E F  a t  t h e  t i m e  t h e  t r i a c  
s w i t c h e s  f r o m  c o n d u c t i n g  t o  i n h i b i t i n g  s t a t e . W e  t r e a t  t h i s  
p r o b l e m  b y  t h e  u s e  o f  a  d e l a y e d  s w i t c h  t e c h n i q u e  w h i c h  s e ts  
t h e  t r i a c  t o  i n h i b i t i n g  s t a t e  a f t e r  t h e  c u r r e n t  c r o s s e s  t h e  z e r o  
l e v e l .  W h e n  t h e  t i m e  s t e p  i s  s m a l l ,  t h e  d e l a y e d  s w i t c h i n g  
w o r k s  v e r y  w e l l  b e c a u s e  o f  t h e  v e r y  s m a l l  t i m e  d e l a y  o f  
s w i t c h i n g  o f  p r a c t i c a l  c o m p o n e n t s .
Fig.7 the responses of BEF and current of the TLIA under triac controlled 
sinusoidal voltage supply
F i n a l l y  t h e  t r a n s i e n t  r e s p o n s e  o f  T L I A  d r i v e n  b y  t h e  P W M  
c i r c u i t r y  s h o w n  i n  F i g u r e  5  w a s  s i m u l a t e d .  T h e  b a s e  
f r e q u e n c y  a n d  t h e  P W M  s w i t c h  f r e q u e n c y  w e r e  s e t  a t  1 0 0 H z  
a n d  1 . 5 k H z  r e s p e c t i v e l y .  T h e  d u t y  c y c l e  o f  t h e  P W M  p u l s e  
w a s  0 .3  a n d  t h e  s w i t c h i n g  o n  p h a s e  a n g l e  w a s  7 4 ° .  A  
0 . 3 x 1 0 ‘ 4 f i x e d  t i m e  s t e p  w a s  u s e d ,  w h i c h  g i v e s  8  i n t e g r a l  
s t e p s  w i t h i n  t h e  d u t y  p e r i o d  a n d  1 9  i n t e g r a l  s t e p s  i n  t h e  o f f -  
d u t y  p e r i o d .  T h e  r e s p o n s e s  o f  t h e  B E F  a n d  t h e  c u r r e n t  a r e  
g i v e n  i n  F i g u r e  8 .
I n  t h e  a b o v e  t w o  s i m u l a t i o n s ,  t h e  p r o p o s e d  m e t h o d  is  u s e d  
w i t h  t h e  b o r d e r  s e t t i n g  a t  i(P l) = 0  a n d  i(P2)=2 . 5  A .  T h i s
s e t t i n g  i s  b a s e d  o n  t h e  s t u d y  o f  s t e p  r e s p o n s e .  A c t u a l l y  o n l y  
T E P L  m e t h o d  b a s e d  o n  t h e  D M V P  m e t h o d  h a s  t a k e n  e f f e c t ,  
d u e  t o  t h e  c u r r e n t  h a s  n o t  g o n e  b e y o n d  t h e  P 2  p o i n t .
I V .  C o n c l u s i o n
T h e  t r a n s i e n t  n o n - l i n e a r  b e h a v i o u r  o f  e l e c t r o m a g n e t i c  
d e v i c e s  d r i v e n  b y  s w i t c h  m o d e  p o w e r  e l e c t r o n i c  c i r c u i t s  c a n  
b e  e f f e c t i v e l y  s i m u l a t e d  w i t h  t h e  p r o p o s e d  m e t h o d .  T h e  
b o r d e r  p o i n t s  P I  a n d  P 2  a r e  d e p e n d e n t  o n  t h e  s t r u c t u r e .  A n  
a p p r o p r i a t e  c h o i c e  o f  t h e  b o r d e r  p o i n t s  w i l l  p r o d u c e  b o t h  
h i g h  a c c u r a c y  a n d  f a s t  s o l u t i o n .  T h e  p o w e r  o f  t h e  m e t h o d  
c o u l d  b e  e x p l o i t e d  i n  t r a n s i e n t  s i m u l a t i o n s  t a k i n g  i n t o  
a c c o u n t  o f  h y s t e r y s i s  p r o p e r t y  o f  f e r r o m a g n e t i c  m a t e r i a l s  a s  
w e l l .
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Computation of Transient Temperature Field in a Linear Induction Actuator
Driven by Power Electronic Circuits
ABSTRACT
The transient temperature field of a tubular linear induction 
actuator is simulated by time stepping finite element 
method (FEM). The coupling of the electromagnetic field 
equations, the external circuit equations and the thermal 
equation is achieved in a weak form. Good agreement 
between the computed results and the experimentally 
determined test results confirms the effectiveness of the 
method.
INTRODUCTION
The rise of temperature in many electromagnetic devices, 
due to various losses which are of electromagetic origin, 
plays a vital role in their safe operationfl]. This problem 
becomes more important in linear induction actuators for 
positioning application, due to the three main factors:
• the large eddy current losses induced from main 
magnetic field
• the poorer ventilation facilities
• temperature dependence of properties of materials
The thermal influence of these factors will not only cause 
the break down electrical insulation by the overheating of 
windings, but also bring extra complications in positioning 
control. When forced ventilation becomes unavoidable, the 
whole system becomes more complex than their rotary 
counterpart and some of the inherent advantages, such as 
robustness and simplicity, of linear induction actuators 
suddenly disappear. Therefore a precise temperature 
calculation plays a vital role in such designs where 
temperature rise is the main factor limiting its operating 
duration under continuous excitation.
thermal equation and the electromagnetic equation should 
be solved together as simultaneous equations. This is the so 
called direct electromagnetic-thermal coupling method.
For electromagnetic devices working in the low frequency 
range and used as driving/positioning mechanisms, their 
electric transient time constant is one or two orders smaller 
than thermal time constant. The maximum temperature will 
not exceed beyond their Curie point after which material 
properties change dramatically. In these cases, the thermal 
equation and the electromagnetic equation can be solved 
separately without loss of accuracy. This is the so called 
indirect electromagnetic-thermal coupling method. It is this 
indirect coupling that is used in this paper.
The simpler time-harmonic form of Maxwell’s equations 
should provide adequate accuracy for the purpose of 
temperature computation for those electromagnetic devices 
with constant loads. In positioning applications, however, 
the time-harmonic form is not good enough, due to the fact 
that the position may change in unpredictable patterns and 
the total settling time required will be different from 
position to position. So, a time-dependent form of the 
Maxwell’s equation will be more appropriate in these cases. 
A dual magnetic vector potential method proposed by the 
authors in [4] and [5] is used here, extending it further to 
couple the thermal equation and simulate the transient 
temperature distribution in a tubular linear induction 
actuator being developed for positioning applications. The 
standard backward Euler’s difference method is used to 
treat all the time derivatives in the equations.
NUMERICAL MODELLING
The traditional uon-numerical analytical methods can only 
predict the average temperature in particular components of 
electromagnetic devices with simple structures. Practical 
devices usually have complex geometric shape and lack the 
empirical parameters required by analytical method at the 
development stage of a product. Modem developments in 
the finite element method overcomes these problems ans 
enables the accurate pred-deteruiination of the entrire 
temperature distribution within electromagnetic devices of 
any shape.
The computation of the temperature field by FEM requires 
the coupling of the electromagnetic field described by 
Maxwell's equations, with the equations discribing the state 
of the external driving circuits. The thermal and 
electromagnetic equations can be coupled by either a direct 
coupling method or an indirect coupling method [2]-[3]. 
Generally speaking, the physical properties of materials 
such as the electric conductivity, the magnetic permeability, 
etc., are temperature dependent. Therefore ideally the
A. The Electromagnetic Field Equations
The time dependent Maxwell’s equation and the 
constitutive relationships can be expressed as
V x H  =  J s + J e
a b
- a —
dt
( 1)
(2)
H  = v B ( 3 )
7
J  s ~ ( 4 )
where J  S \s the excitation current density of the winding 
with number turns N  , cross section area S  and current I ( t ) ,  
J eis the induced current density in the massive conductive 
material with conductivity of a, and v is the magnetic 
reluctivity.
(10)
Dual magnetic vector potentials A^ and Aeare introduced to ^
assist the computation and these are defined in a time p c ( - -  + v- V T )  — V ( k V T )  =  q
discretized form as,
B n = V x ( A ? + A ” ) (5)
Ar” • V x vV x A" - oA" = Atn ■ J s (6)
Ar" • Vx vV x A* - <jAne = -a(A”-1 + A ne~l) (7)
Once J s o t  I ( t ) is known, A s can be computed from (6) and 
then Aecan be computed from (7). As is well known, the 
vast majority of electromagnetic devices are voltage driven. 
Consequently when they are used in either open loop 
control or closed loop control, the directly available control 
variable is the voltage that can be simulated numerically 
according to the control algorithm. The time variation and 
magnitude of the current for a given voltage can only be 
computed by coupling the external circuit equation with (6) 
and (7).
B. Coupling of the External Circuit Equation
Assuming that the voltage U ( t ) is obtained through a 
separate computation/simulation process and that no 
independent capacitors exist in the loop encompassing U ( t )  
and the electromagnetic device, we can express the external 
circuit as
U ( t )  = (A s +  A  )■ d l (8)
N  d t J l
where R  is the equivalent winding resistance in the form of 
a lumped parameter. The second term in (8) represents the 
back electromotive force induced in the winding.
The apparently straightforward procedure to couple (8) with 
(6) and (7) is to substitute the J s from (8). However,our 
previous reported studies have shown that this direct 
coupling will result in more CPU time in the computation 
when the winding area is not small. In this case (i.e. when 
the winding area is meshed with a large number of nodes), 
it is better to separate (8) from (6) and (7). This measure 
requires the introduction of an iterative search procedure to 
determine the correct J s that will satisfy both (8) and (6). A 
second order search algorithm in the fonn of Newton’s 
interpolation method was adopted by the authors, which can 
be expressed as,
'„+l = + U"■+' ~ U ’" (/„, - ) (9)
U m U m-1
The particular issue raised by the use of power electronic 
components, such as MOSFETs, IGBTs, Thyristors, Triacs, 
etc., in the circuit is the simulation of the effect of switching 
action. In the FEM implementation, the authors have 
successfully used different combinations of voltage U (t )  
and equivalent resistance R ( t ) to simulate the behaviour of 
power semiconductors under different operating conditions 
as discussed in detail in [5].
C. Thermal Equation with Electric Losses as Heat Sources
The diffusion equation describing the temperature field 
associated with the heat conduction in a material is.
where p, c, k and q are mass density, specific heat, thermal 
conductivity and heat source density respectively. The term 
v is the velocity which can be neglected in devices used for 
positioning applications. For the electromagnetic devices, 
there are three types of boundary conditions to be deal with:
Dirichlet boundary condition: T|j- = T 0
d TNeumann boundary condition: k—
dn
„  d TConvection boundary condition: —
dn
~  QnO
r,
=  h c { T - T „ )
where To, T m , T, q n o, and h c are constant temperature, 
ambient temperature, boundary, constant input heat flux 
and heat transfer coefficient respectively.
The determination of the heat transfer coefficient could be 
achieved by solving the boundary layer equations only for 
the simple flow situation. However a more practical 
approach frequently involves calculating the average heat 
transfer coefficient h c from empirical relations such as
( i i )
where L  is the characteristic length, N u is the Nusselt 
number that can be calculated from the empirical formula of 
N u = c- R ™  ■ P " for forced convection or N u = c  ■ N ^ a for 
free convection. R e, P r and N R a are the Reynolds number, 
the Prandtl number and the Rayleigh number respectively. 
The constants c, m and n should be determined by 
experiments. For horizontal cylinders in free convection 
these parameters are given by, N u = 1.08N^  for 
10'4<N^<1, N u = 1.08/V^ 155 for 1<A/^ <103 and 
yV„ = 0.5377/for 103<iV^<109 [7],
Since the temperature range will not exceed beyond the 
Curie point, the temperature influence on material 
conductivity is approximated by
o = ----- ^ ------ (12)
i + c ( r - r 0)
where a is the temperature coefficient of conductivity.
The heat source q considered here consists of two parts. 
These are the losses in the winding and the losses in the 
massive conductive material in which induced currents 
flow. It is calculated by
9(0 = 7e9^ ,(0 l2+o
dA\~
dt
(13)
where y eq is the equivalent conductivity of the winding area 
with the terminal resistance of R . The magnetic hysterisis 
loss is neglected in the above equation. Considering the fact 
that the electromagnetic field computation is carried out in 
the transient form, we can easily take account of the 
magnetic hysterisis loss provided that an appropriate 
magnetic hysterisis model is incorporated into the 
computation of the electromagnetic field.
The introduction of y eq lets the resistive losses in the 
winding to be calculated in an easy and unified way as the 
calculation of eddy current losses.
The energy function correspondent to (10) with v =0 can be 
expressed as
3 = —f [ifcvr-vr-pc - 2 q T } in . - b T V T n d rr,...r3 (14)
The FEM can be applied directly to the above equation. 
With a backward Euler’s difference method to treat time 
derivatives, all the stiffness matrix obtained from (6), (7) 
and (14) are positive definite that enable us to use the 
Incomplete Choleski Conjugate gradient (ICCG) method to 
obtained a fast solution.
APPLICATION TO A TLIA
The geometry of the single phase TLIA that has been 
designed and constructed and used for experimental 
verfications is shown in Fig. 1. Its simple structure and 
characteristics are inherently suitable for positioning in a 
stepless and continuous manner under open or closed loop 
control.
Fig. 1 The structure of the TLIA with restraining spring 
and the locations of thermocouples
The operating principle of the actuator is based on the 
Lorentz electromagnetic force that is generated by the 
interaction between the main magnetic field and the 
induced eddy currents in the plunger. The total 
electromagnetic force in the form of axial thrust will vary 
with the position of the plunger under constant voltage or 
constant current excitation. Therefore control of the TLIA 
can be achieved by real-time control of the applied voltage 
or current. In this work the terminal voltage control method 
was adopted. The waveforms of the excitation voltages 
could be continuous sinusoidal wave or a pulse width 
modulated square wave.
Due to the axial symmetry' of the structure, an axi- 
symmetric FEM formulation is applied to the TLIA. Fig.2 
shows the flow chart of the computation of the transient 
electromagnetic field and the temperature field.
A triac controlled sinusoidal voltage supply with the firing 
delay angle set at 75^  was simulated for the case when the 
plunger is at a fixed position. To model in the r-z plane, the 
cross section was descretized into 3927 triangular finite 
elements with 7594 nodes. Due to the fact that the actuator 
is operated in a horizontal position in open air without 
forced ventilation, the formula N u = 1.08iV^  was used to 
calculate the average heat transfer coefficient. The typical 
contours of the transient temperature distribution computed 
by this method are shown in Fig. 3.
Fig. 2 the flow chart of the computation of transient 
electromagnetic field and temperature field
Fig. 3a. The temperature contours Fig. 3b. The temperature contours
of a TLIA at time=25 seconds of a TLIA at time=50 seconds
The above figures reveal that the plunger contains the 
hottest parts of the structure concentrated around the 
working end. The position where thermocouple-1 is placed 
seen in Fig. 1, is the hot spot in the plunger. Since the stator
coil is the only part susceptible to damage by overheating as 
it is so close to the hot plunger, its design and that of the 
coil former eventually determine the safe operating region. 
We can also conclude that ouly forced internal ventilation 
can significantly eularge the safety operation region.
The experimental configuration shown in Fig. 4 was used to 
carry out tests to verify the simulation results.
Fig. 4 Configuration of the experimental measurement
Fig. 5 Comparison of the measured and computed 
temperature rising curves and test point-1 
Curve-1: computed results with U=32.5 V(r.m.s.) and z=20mm 
( 'urve-2: computed results with U=43.5 V(r.m.s.) and z=30mm 
■ ■ : measured results with U=32.5 V(r.ms.) andz=20nnn 
w u : measured results with C=43.5 Vfr.nts.) and z=30mm
In the closed loop control scheme seen in Fig.4, the 
TMS320 DSP controller receives the displacement feedback 
signal from the linear potentiometer and generates the 
controlling signal to the power supply unit that produces the 
appropriate driving voltage. In our temperature tests, only a 
constant controlling voltage, i.e. constant driving voltage, is 
used, which is set to provide a burst of firing pulses with a 
75 phase delay angle. The electric transient process was 
fully taken into account. However, the mechanical transient 
process was not considered since the method of simulating 
the electromagnetic field has not incorporate mechanical 
movement and control algorithm. A copper/copper-nickel 
thermocouple was used to measure the temperature at the 
two positions shown in Fig. 1. The transient temperature 
curves for test point-1 are illustrated in Fig 5. Both 
measured and simulated results are given. From Fig. 5 we 
can see that the measured results agree well with the 
simulated results despite the fact that the simulated 
temperature is slightly lower than the measured one. It can 
be explained by the fact that the actual stator is made of the
solid steel with magnetic hysterisis losses that is not taken 
into account in the simulation of electromagnetic field.
Fig. 5 also shows the temperature continuously rising even 
after one hour of continuous operation. This is an expected 
result. During testing, on one occasion the coil former was 
deformed after about 50 minutes of operation with about 2 
amperes of current.
CONCLUSION
The electromagnetic-thermal coupling problems that 
characterise the tubular linear induction actuators have been 
simulated by the time dependent finite element method. 
Although only the temperature in the working end of the 
plunger has been measured, all the results obtained from 
the simulation seem to be very realistic. The computation 
shows that the highest temperature is located at the working 
end o f the plunger. Both experiment and simulation indicate 
the need for forced cooling if the actuator is expected to 
under take moderate current for a long periods o f time.
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