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Kurzfassung
Ein mathematischesProzemodell stellt Beziehungen zwischen den Gr
















orungen in die mathematische
Prozebeschreibung integriert werden, ist dazu eine Beschreibungsform erforderlich, die
auch die Verl

alichkeit einer Information auszudr

ucken vermag.





andlich beschrieben werden. Kausalzusammenh

ange sind sprachlich als
Wenn-Dann-Regeln fabar; um damit ungenaues Wissen

uber das Verhalten eines Pro-
zesses darzustellen, ist ein geeigneter mathematischer Formalismus erforderlich. Dieser
ist im allgemeinen ein Fuzzy-Inferenzverfahren, das linguistische Terme einem Regelsatz
entsprechend verarbeiten kann. In Verbindung mit externer Dynamik l

at sich damit ein
unscharfes, dynamisches Prozemodell erstellen.
Wird die Ausgangsgr

oe eines solchen unscharfen dynamischen Prozemodells ohne De-
fuzzizierung r

uckgekoppelt, mu das verwendete Fuzzy-Inferenzverfahren einige Forde-
rungen erf

ullen, die nachfolgend herausgearbeitet werden. Damit sollen Grundlagen ei-
ner Systemtheorie geschaen werden, die sowohl die Analyse linguistisch beschriebener
dynamischer Prozesse erm

oglicht als auch der Regelungssynthese anhand einer solchen
unscharfen Systembeschreibung den Weg bereitet.
Ein weiterer Schwerpunkt dieses Beitrags liegt in der allgemeinen Beschreibung eines





leistet und sich daher als Inferenzverfahren f

ur dynamische Fuzzy-Systeme eignet. Diese
sogenannte Inferenz mittels interpolierender Regeln nutzt zur Auswertung eines Regel-
satzes nicht nur das explizite, in Form der Wenn-Dann-Regeln gegebene Wissen, sondern
erzeugt aus den urspr

unglichen Regeln weitere interpolierende Regeln, die als implizites










Inferenzverfahren nur nach einer vorhergehenden geeigneten Erg

anzung des Regelsatzes
zur Anwendung kommen k

onnen.
Abschlieend wird gezeigt, da die in [1] beschriebene Inferenz mittels linear interpo-
lierender Regeln eine spezielle Auspr

agung des hier vorgestellten allgemeinen Inferenz-
verfahrens ist, die bereits das Potential, das eine Systemtheorie f

ur dynamische Fuzzy-




at: So wurden in [1], [2] Ans

atze zur Analyse dyna-
1
Diese Arbeit wird von der DFG unter Kr 949/5 gef

ordert
mischer Fuzzy-Systeme beschrieben, w

ahrend in [2] und [3] ein Reglerentwurfsverfahren
vorgestellt wurde, dessen Ergebnis ein vollst

andiger Regelsatz mit entsprechenden Zu-
geh

origkeitsfunktionen ist. Dieser Regelsatz kann auch mit konventionellen Inferenzver-
fahren ausgewertet werden und ist daher direkt mit Hilfe standardisierter industrieller
Fuzzy-CAE-Tools implementierbar.
1 Einleitung
Zur Beschreibung verschiedener Wissensformen werden mathematisch unterschiedliche
Formalismen angewandt:





uber die zeitlichen Verl

aufe der interessierenden Proze-
gr






at angesetzt, weshalb die simulierten Zeitverl

aufe nicht exakt, sondern ledig-
lich tendenziell mit den beobachteten Signalen

ubereinstimmen. Allerdings spiegelt sich
in einem solchen Modell nicht wider, mit welcher Genauigkeit sich daraus Aussagen

uber
das Prozeverhalten erschlieen lassen.
Nicht-deterministisches Wissen wird oftmals mit stochastischen Methoden beschrieben.
Zu deren Anwendung m

ussen jedoch aus Gr

unden der mathematischen Handhabbarkeit





ullt sind, wie der Ansatz einer bestimmten Wahrscheinlichkeitsverteilung
f

ur die unsicheren Gr

oen, oder die nicht nachpr

ufbar sind, wie beispielsweise die Er-









Mit dynamischen Fuzzy-Systemen erschliet sich eine neue Systemklasse der Modellierung
dynamischer Systeme, die eine sinnvolle Erg

anzung zu den bestehenden Modellformen
darstellt. Mit Hilfe unscharfer Mengen l

at sich ungenaues Wissen passend modellieren,
weil eine als M

oglichkeitsverteilung aufgefate Fuzzy-Menge den Werten des Grundbe-
reichs einenM

oglichkeitsgrad zuordnet, der in seiner Interpretation keine so weitreichende
Folgerungen wie eine Wahrscheinlichkeitsaussage zul

at. Eine unscharfe Menge als Mo-
dellausgangsgr

oe erscheint deshalb in vielen F










oen angemessenere Aussage als eine
Wahrscheinlichkeitsverteilung.




angig vom Menschen objektivierbare Qua-
lit

at dar, sondern ist lediglich ein Ansatz, um die dem Menschen zug

angliche Erfahrungs-
welt mit der Mathematik als Ausdrucksform zu strukturieren. Bei der Modellbildung
werden verschiedene Formen menschlichen Erfahrungswissens, beispielsweise Medaten
in Verbindung mit Strukturannahmen (z. B. Linearit

at), genutzt. Durch Fuzzy-Logik





anglich: So bietet ein dynamisches Fuzzy-System die mathe-
matische Umsetzung unscharfer Wenn-Dann-Regeln, die das ungenaue Wissen

uber das
dynamische Verhalten eines Systems beschreiben. Eine solche Wissensbasis verlangt ei-
ne ad

aquate Form der Wissensverarbeitung, n

amlich ein geeignetes Inferenzverfahren,
dessen n

ahere Spezikation Thema dieses Beitrags ist.
In [1], [2] wurde bereits ausf

uhrlich eine wesentliche Eigenschaft herausgearbeitet, die ein
Inferenzverfahren zur Beschreibung dynamischer Fuzzy-Systeme aufweisen mu: Orien-
tiert man sich an der menschlichen Schluweise, so ist lediglich die Verarbeitung interpre-
tierbarer unscharfer Mengen sinnvoll. Daher mu die Ausgangsgr

oe eines dynamischen
Fuzzy-Systems eine interpretierbare unscharfe Menge sein, da sie in zeitlich folgenden
Schritten als Eingangsgr

oe der Inferenz verwendet wird. Deshalb hat ein geeignetes
Inferenzverfahren die Eingangsgr

oen, die als interpretierbare unscharfe Mengen voraus-
gesetzt werden, wieder auf solche abzubilden.
Bevor auf weitere Forderungen an ein geeignetes Inferenzverfahren eingegangen wird,
werden im folgenden Kapitel 2 einige Begrie und Denitionen vorgestellt, die die forma-
le Darstellung der weiteren Betrachtungen vereinfachen. In Kapitel 3 werden dann un-
verzichtbare Eigenschaften geeigneter Inferenzverfahren erl






ogliche Interpretation von linguistischen Regeln, auf deren Grundlage
dann die den Anforderungen aus Kapitel 3 gen

ugende "Inferenz mittels interpolierender
Regeln" in allgemeiner Form eingef

uhrt wird. Als Spezialfall wird noch auf die bereits in
[1],[2] vorgestellte Inferenz mittels linear interpolierender Regeln eingegangen, bevor eine
Zusammenfassung diesen Beitrag beschliet.
2 Denitionen und Begrie
Die Interpretierbarkeit ist eine im Zusammenhang mit dynamischen Fuzzy-Systemen not-
wendige Eigenschaft unscharfer Mengen, die zun

achst deniert werden soll. Im allgemei-




(x) einer unscharfen Menge M , solange sie sich
im Intervall [0; 1] bewegt, beliebiger Form sein. Eine interpretierbare unscharfe Menge





uber hinaus streng konvex ist. Das Element mit der Zugeh

origkeit 1,
der Center, entspricht dem sogenannten "Prototypen" [4], auf den die Eigenschaft, die







ankt zutrit. Strenge Konvexit






Prototypen streng monoton ansteigt und rechts vom Prototypen streng monoton f

allt.
Eine formale Denition der Konvexit

at ndet man in [5].
Weiterhin soll die Zugeh

origkeitsfunktion einer interpretierbaren unscharfen Menge auf
einem kontinuierlichen, endlichen Grundbereich deniert sein und einen stetigen Verlauf







sens, das in den betrachteten linguistischen Formulierungen nur in Form eines einzigen





oren daher trotz ihrer unstetigen Zugeh














ur das Auftreten eines bestimm-
ten Ereignisses angibt, kann ein Informationsgehalt Info(M ;X) bestimmt werden. Ein
Singleton ordnet genau einem Element des Grundbereichs einen M

oglichkeitsgrad un-
gleich Null zu und erh

alt deshalb den h

ochsten Informationsgehalt von Eins. Steigt bei




ur Elemente des Grundbereichs,
sinkt der Informationsgehalt dieser unscharfen Menge. K






ur das Auftreten irgendwelcher Werte abgeleitet werden,
ist der Informationsgehalt gleich Null. Dies ist genau dann der Fall, wenn jedes Element
des Grundbereichs einen M

oglichkeitsgrad von Eins erh

alt und damit jeder Wert glei-
chermaen m

oglich ist. Als ein Ma f

ur den Informationsgehalt Info(M ;X), das diese
Randbedingungen einh

alt, bietet sich die Beziehung
















(x) auf dem Grundbereich X = [a;b] deniert ist.
F

ur Funktionen, die unscharfe Mengen wieder auf unscharfe Mengen abbilden, ist der














oe bewirken darf. Wird f

ur eine bestimmte un-
scharfe Ausgangsgr






oe festlegt, so l

at sich immer ein  > 0 n-





in dem die Eingangsgr












at sich auch die Stetigkeit
einer Funktion bez

uglich eines unscharfen Parameters, von dem die Funktion abh

angt,
beschreiben. Dies kommt in folgender Denition zum Ausdruck:
Denition 2.1 (Stetigkeit)
G sei eine Funktion, die unscharfe Eingangsgr

oen auf eine unscharfe Ausgangsgr

oe N





sei eine unscharfe Eingangsgr





























zugeordnet. Alle weiteren Eingangsgr

oen oder Parameter seien beliebig, aber fest gew

ahlt.
Die Funktion G ist stetig in M
0
, wenn


























eine frei vorgebbare unscharfe Menge ist, deren Zugeh

origkeits-
funktion sich im -Schlauch um 
N
0
(y) bendet und die durch Anwendung der Funktion
G auf M = M

0














ur unscharfe Zahlen oder interpretierbare unscharfe
Mengen vergleichende Aussagen wie "M ist kleiner als M

" nicht ohne weiteres m

oglich.
Aus der Literatur sind verschiedene "ranking methods" bekannt [6], von denen einige
mittels Ordnungsfunktionen unscharfe Mengen auf die Menge der reellen Zahlen abbil-
den, wo eine nat

urliche Ordnung vorhanden ist. In [7] werden Anforderungen genannt,





ogliche Ordnungsfunktionen O(A) f

ur interpretierbare unscharfe Mengen A 2 P
ergibt sich beispielsweise durch Betrachtung des Centers: Die Ordnung resultiert aus der









(x) kann als Ordnungsfunk-
tion verwendet werden.





uhrt werden, der eine Aussage

uber die relative Lage einer interpretierbaren unschar-
fen Menge bez





ahe N einer unscharfen Menge E







(E;A;B) der Menge E zur Menge A bez

uglich der Menge B





























ullt alle notwendigen Randbedingungen nach [7], wie beispielsweise
N
I
(A;A;B) = 1 oder N
I
(B;A;B) = 0.










upfung im Wenn-Teil der Regel auftreten, erleichtert:
Denition 2.2 (Situation)





; : : : ; S
n
):




sei jeweils eine unscharfe Menge, durch
die ein linguistischer Wert von E
i





; : : : ;M
n
)





























; : : : ; S

n
) werden als gleich be-








; i = 1; 2; : : : ; n:
Die Situation S heit in der anderen Situation S

enthalten, wenn die Komponenten








; i = 1; 2; : : : ; n:
Der Begri der N

ahe, der bereits f

ur den eindimensionalen Fall erl










ahe von Situationen, erweitert werden
[7]. Die N





; : : : ; S
n






















; : : : ; S

n



































uhrten Begrie und Denitionen erlauben es, im folgenden Kapitel n

aher
auf die Forderungen einzugehen, die ein Inferenzverfahren zu erf

ullen hat, wenn es zur













zugrunde liegenden Regelsatz auf eine unscharfe Ausgangsgr

oe Y ab. Die erste Forderung
nach Interpretierbarkeit der Ausgangsgr

oen wurde bereits in der Einleitung motiviert:








tierbare unscharfe Mengen sein.
Diese oben genannte Forderung wird beispielsweise bei der Methode der Aktivierungsgra-





atsfunktion im allgemeinen keine interpretierbare unscharfe Menge ist. Diese



























andern. Die Abbildung des Eingangs auf den
Ausgang weist also Stetigkeit auf, sowohl in den Eingangsgr

oen selbst als auch in der
Nutzung des gespeicherten Wissens. Das mathematische Inferenzverfahren mu diese Ei-
genschaften daher ebenfalls besitzen; mit der Stetigkeitsdenition 2.1 ergeben sich die
beiden folgenden Forderungen:




Forderung 3.3 (Stetigkeit des gespeicherten Wissens) Eine kleine

Anderung des
gespeicherten Wissen, also eine geringf

ugige Modikation des Regelsatzes, darf nur zu
einer kleinen

Anderung des Ergebnisses der Inferenz f

uhren. Das Inferenzverfahren hat
deshalb stetig in allen Pr

amissen und Konklusionen des Regelsatzes zu sein.
Wenn sich der Informationsgehalt einer Eingangsgr





achliche Situation unsicherer wird, dann kann sich die Sicherheit der Schlu-
folgerung nicht erh

ohen. Eine Verringerung des Informationsgehaltes am Eingang kann
also keine Erh

ohung des Informationsgehaltes am Ausgang bewirken. Dies gilt allerdings
nur dann, wenn die verglichenen Eingangsgr

oen die gleiche Eigenschaft beschreiben, sich
aber in der Unsch

arfe unterscheiden. Zwei interpretierbare unscharfe Mengen beschreiben
genau dann die gleiche Eigenschaft, wenn ihre beiden Prototypen { also ihre Center {
identisch sind. Damit kann der bereits denierte Informationsgehalt unscharfer Mengen
verwendet werden, um diese Forderung nach einer Ber

ucksichtigung des Informationsge-
haltes auf das Inferenzverfahren zu

ubertragen.
Forderung 3.4 (Informationsgehalt) Steigt der Informationsgehalt einer Eingangs-
gr

oe bei gleichbleibendem Center, darf der Informationsgehalt der Ausgangsgr

oe nicht
abnehmen. Sinkt der Informationsgehalt einer Eingangsgr

oe bei gleichbleibendem Cen-
ter, so kann der Informationsgehalt der Ausgangsgr

oe nicht zunehmen.
Dies ist gleichbedeutend mit folgender Aussage: Sind alle Zahlenwerte, die in der Situati-
on S zu einem gewissen Grad m








ussen auch alle Zahlenwerte, die in der Ausgangsgr

oe Y = IV(S)
m












=) IV(S)  IV(S

): (2)
Einem Inferenzverfahren, das die soweit formulierten Forderungen einh

alt, fehlt allerdings
noch eine wesentliche Eigenschaft: Ein Bezug zum Regelsatz, der durch diese Inferenzme-
thode mathematisch ausgewertet werden soll. Randbedingungen, die ein solcher Bezug
zum Regelsatz in Zusammenhang mit den bereits aufgef

uhrten Bedingungen einhalten
mu, nden sich in der folgenden Forderung:
Forderung 3.5 (Bezug zum Regelsatz)
1. Identit





oe mit einer Pr

amisse der ent-
sprechenden linguistischen Variablen E
i

uberein, so brauchen nur diejenigen Regeln
betrachtet zu werden, die diese Pr

amisse in ihrer Bedingung enthalten.





so ist die Ausgangsgr
























Information als im Regelsatz vorgesehen ist. Diese zus












; : : : ; E
i




; : : : ; P
j
i
; : : : ; E
n
): (4)




















einmal der Wert E
i
mit Y = IV(E
i











































Die in der Forderung 3.5 aufgef

uhrten Bedingungen sind bereits eine von vielen m

oglichen
Interpretationen eines Regelsatzes, die vor allem in Verbindung mit den

ubrigen Forde-
rungen sinnvoll sind. Bevor eine dar

uber hinausgehende Interpretation eines Regelsatzes
in Kapitel 4 vorgestellt wird, werden im folgenden Abschnitt einige weitere Aussagen
angegeben, die sich anhand der allgemeinen Forderungen herleiten lassen.
3.1 Konsequenzen aus den allgemeinen Forderungen
Die erste aufgef

uhrte Folgerung bringt eine nicht leicht sichtbare, aber weitreichende
Erkenntnis zum Ausdruck:
Satz 3.1 (Center der Ausgangsgr

oe)
Der Center der Ausgangsgr












Dies bedeutet, da jedes geeignete Inferenzverfahren implizit eine Abbildungsvorschrift
beinhaltet, die den Center der Ausgangsgr

oe einzig anhand der Center der Eingangs-
gr










oen ergibt, was Satz 3.1 wider-




Weitere Folgerungen lassen zus

atzliche Randbedingungen erkennen:
Satz 3.2 (Verlust von Zusatzinformation)
Ist die Eingangssituation S in der Bedingung der k-ten Regel S
k
enthalten, so ist die
Ausgangsgr

oe gleich der Konklusion K
k
dieser Regel.
Satz 3.3 (Begrenzung des Informationsgehaltes durch den Regelsatz)
Ist die Bedingung S
k
der k-ten Regel in der Eingangssituation S enthalten, so ist die
Konklusion K
k
dieser Regel in der Ausgangsgr

oe enthalten.
Satz 3.4 (Centergleichheit mit Pr

amisse)














uberein, dann ist eine Ausgangsgr

oe, die folgen w


















; : : : ; P
j
i




; : : : ; E
i
; : : : ; E
n
):
4 Inferenz mittels interpolierender Regeln
W

ahrend bisher allgemeine Aussagen

uber geeignete Inferenzverfahren getroen wurden,
wird nun genauer auf eine m

ogliche Interpretation eines Regelsatzes eingegangen. Am
Beispiel eines Regelsatzes mit den beiden Regeln
Wenn Temperatur T
"
















besetzten Regelbasen geeignet ist, erl






amissen und Konklusionen. Mit herk

ommlichen Inferenzmethoden, beispiels-
weise der Methode der Aktivierungsgrade, l





Unter dem linken (bzw. rechten) Ast versteht man hier den Teil der Zugeh

origkeitsfunktion einer





amissen und Konklusionen der beiden Regeln
"mittel" , deren Zugeh






liegt, erst auswerten, wenn der Regelsatz durch weitere Regeln erg

anzt wird. Beispiels-



















mit den entsprechenden Zugeh





Uberdeckung des Grundbereichs der Eingangsgr

oe. Bei dieser Erweiterung des Regel-
Abbildung 2: Mit unscharfen Mengen

uberdeckter Grundbereich
satzes wurde die Interpretation, die auch der Inferenz mittels interpolierender Regeln
zugrunde liegt, bereits verwendet. Um den Regelsatz mit Hilfe der Methode der Akti-
vierungsgrade auswerten zu k

onnen, mute ein Teil des bereits in den beiden Regeln (5)
implizit enthaltenen Wissens in Form der Regeln (6) explizit aufgef

uhrt werden.
Bei der Inferenz mittels interpolierender Regeln werden nun, anstatt sehr viele Regeln fest
im Regelsatz abzulegen, aus wenigen urspr

unglichen Regeln nur diejenigen Regeln, die f

ur
die Inferenz letztendlich ben

otigt werden, durch das Inferenzverfahren selbst erzeugt. Die





utzwerte, aus denen durch eine Art Interpolation die sogenannten interpolierenden
Pr

amissen und die interpolierenden Konklusionen bestimmt werden. In den folgenden
Unterabschnitten wird auf die Bestimmung dieser interpolierenden Pr

amissen und Kon-




Das bereits in [1], [2] vorgestellte Inferenzverfahren ist ein Spezialfall des hier eingef

uhrten
Verfahrens und wird im folgenden als "Inferenz mittels linear interpolierender Regeln"
bezeichnet. Ein Interpolationsansatz wird auch in [9] verfolgt, das Verfahren gen

ugt aller-
dings nicht den allgemeinen Forderungen aus Kapitel 3. [10] beschreibt eine Verbesserung
dieses Verfahrens und verwendet zur Auswertung des Regelsatzes ebenfalls eine interpo-











Zur Vereinfachung der weiteren Vorgehensweise wird zun














deniert sind. Abschnitt 4.4 erl

autert














oe getrennt bestimmt, weshalb




achst ausreicht. Die in-
terpolierende Pr

amisse soll schlielich verwendet werden, um aus der aktuellen Eingangs-
gr

oe unter Verwendung der interpolierenden Konklusion die unscharfe Ausgangsgr

oe
zu bestimmen. Wegen Satz 3.4 kann die interpolierende Konklusion nur zum Aufbau der
gesuchten Ausgangsgr












ubereinstimmt. Weil die interpolierende
















oe E deniert sind. Somit ergibt sich die interpolie-
rende Pr

amisse als Funktion des Centers c
E








darf keine beliebige Abh

angigkeit von ihrer Eingangsgr

oe und ihren
unscharfen Parametern aufweisen, sondern mu bestimmten Anforderungen gen

ugen.
















stimmt, die interpolierende Pr

amisse gleich einer der Pr

amissen A bzw. B sein.







leisten, da das impliziteWissen in Form interpolierender Regeln auch aus dem expliziten
Wissen, den urspr

unglichen Regeln, generiert wird. Deshalb gilt: Zum einen soll die inter-
polierende Pr










amissen. Zum anderen soll bei der Berech-
nung der interpolierenden Pr

amisse, die als interpretierbare unscharfe Menge in ihren
linken und rechten Ast aufgeteilt werden kann, der linke (bzw. rechte) Ast aus den linken
(bzw. rechten)

Asten der beiden Pr

amissen A und B bestimmt werden.
Auch mu, um eine insgesamt stetige Abbildung der Eingangsgr

oen auf die Ausgangs-
gr

oe zu erreichen, G
IP




Uber die stetige Abh

angigkeit vom Center der Eingangsgr

oe hinaus mu G
IP
auch




angen, weil eine nichtmonotone Abh

angigkeit nicht aus dem
urspr






utzregeln hinausgeht, interpretierbar w

are.





amissen einzuhalten hat, aufgef

uhrt. Der gleichen Vorgehensweise folgend, werden
im folgenden Abschnitt Bedingungen f

ur die Bestimmung der Konklusion einer interpo-
lierenden Regel vorgestellt.
4.2 Bestimmung einer interpolierenden Konklusion
Mit den interpolierenden Pr

amissen, die auf dem Grundbereich jeder Eingangsgr

oe be-





nannte interpolierende Regeln eingef

uhrt werden. Die Konklusionen dieser Regeln werden
interpolierende Konklusionen genannt; diese d

urfen als implizites Wissen des urspr

ung-
lichen Regelsatzes nicht von den Eingangsgr






angen. Durch den Bedingungsteil einer interpolierenden Regel soll die inter-




interpolierenden Regel, dann h

















































, bestimmte Anforderungen zu erf

ullen. So mu G
IK
eine in allen
Parametern stetige Abbildung sein, die eine interpolierende Konklusion von der gleichen
interpretierbaren Form wie die urspr

unglichen Konklusionen erzeugt. Deren rechte bzw.
linke
















interpolierende Konklusion gleich der Konklusion dieser urspr

unglichen Regel. Ist eine
Pr






















amisse in ihrer Bedingung enthalten. Weiterhin soll gelten, da
die Konklusion einer urspr

unglichen Regel umso st










Da der Center der Ausgangsgr






angt, ergibt sich der Center c
IK
der interpolierenden Konklusion einzig aus den Cen-
tern der Pr


























amissen der interpolierenden Regel durch Interpolation zwischen
den Centern der urspr

unglichen Konklusionen ermitteln.
















atzlich bildbaren interpolierenden Regeln die passenden interpolierenden Konklusio-
nen ermittelt. Zur Bestimmung der Ausgangsgr

oe wird im folgenden diejenige inter-






Schlielich bleibt noch die Auswertung der interpolierenden Regel, die aus zwei prinzi-
piellen Schritten besteht: Zun








angigkeit von den modizierten Eingangsgr

oen.
4.3 Auswertung einer interpolierenden Regel
Im ersten Schritt, der Modikation der Eingangsgr



































oen innerhalb einer Pr

amisse kann nach Satz 3.2 keine
Auswirkung auf die Ausgangsgr






steht, haben. Die modizierte Eingangsgr






oe unterscheidet, einen geringeren Informationsgehalt als diese; sie tr

agt nur
noch die Information in sich, die vom Regelsatz tats

achlich ausgewertet werden kann.






arfung" der interpolierenden Konklusion, aus der schlielich die Aus-
gangsgr

oe y folgt, l




























Diese Berechnungsvorschrift mu einigen Randbedingungen gen

ugen: Neben der Stetig-
keit in allen Parametern und Eingangsgr






oe y von der gleichen interpretierbaren Form sein wie die Pr

amissen und Konklusionen









, mu die Ausgangsgr

oe Y gleich der Konklusion IK der interpolierenden
Regel sein.
















oe auswirken. Im Falle nur einer Eingangsgr

oe ist dies unschwer zu erkennen,
bei mehreren Eingangsgr

oen sind aufwendigere Betrachtungen notwendig. In [2] wird
dies am Beispiel eines Systems mit zwei Eingangsgr

oen und der Inferenz mittels linear
interpolierender Regeln deutlich.












deniert sind. Sind mehr Pr

amissen vorhanden, wird das Verfahren f

ur verschiede-
ne sogenannte Interpolationsbereiche durchgef

uhrt und die resultierende Ausgangsgr

oe
anhand der Ergebnisse der einzelnen Interpolationsbereiche durch Aggregation gewonnen,





4.4 Aggregation der Interpolationsbereiche
Der einfachste Fall eines Systems mit mehreren Interpolationsbereichen ist ein System
mit einer Eingangsgr










sind. Drei Regeln der Form
Wenn E = P
i
Dann Y = K
i
beschreiben die Abbildung. Beschr

ankt man sich bei der Auswertung des Regelsatzes













Inferenzverfahren IV, das den bisherigen Vorschriften gen

ugt, angewendet werden, um
f












zu generieren. Die resultierende Ausgangsgr






















amissen deniert sind,  = (g
1
  1)  (g
2
  1)    (g
n
  1) verschiedene Inter-
polationsbereiche, f

ur die die interpolierenden Regeln und die Verunsch

arfung getrennt




























jeweils das Gewicht, mit dem der Interpolationsbereich IB
l
bewertet wird.
Die Summe der Gewichtungsfaktoren 
l
, deren Werte auf das Intervall [0; 1] beschr

ankt
sind, ist konstant gleich Eins.
Dar

uber hinaus sind die Gewichtungsfaktoren stetige Funktionen, die lediglich von den
Centern der Eingangsgr

oen und nicht von deren Verlauf abh

angen, da ansonsten der
Center von Y
res






urde, was jedoch durch Satz
3.1 ausgeschlossen ist. Auerdem folgt aus der allgemeinen Forderung 3.5, da, wenn
der Center einer Eingangsgr

oe identisch mit dem Center einer Pr

amisse ist, die Ge-
wichtungsfaktoren s







Durch die Aggregation wird die Verarbeitung der Eingangsgr

oen bei der Auswertung
eines Regelsatzes durch die Inferenz mittels interpolierender Regeln abgeschlossen. Im
letzten Abschnitt dieses Kapitels wird noch auf ein spezielles Verfahren, die Inferenz
mittels linear interpolierender Regeln, eingegangen.
4.5 Inferenz mittels linear interpolierender Regeln
In [1] wurde bereits ein Inferenzverfahren vorgestellt, das sich in die hier vorgegebenen
Rahmenbedingungen einpat. Dieses Verfahren wird Inferenz mittels linear interpolieren-
der Regeln genannt, da die lineare Interpolation als Grundlage m

oglichst vieler Operatio-
nen Verwendung ndet. So erfolgt sowohl die Bestimmung der interpolierenden Pr

amisse
als auch der interpolierenden Konklusion und damit auch des Centers der Ausgangsgr

oe
nach Gleichung (7) durch lineare Interpolation. Die Verunsch

arfung basiert ebenfalls auf
linearer Interpolation, allerdings unter zus

atzlicher Verwendung von Max- und Min- Ope-
ratoren [2], ohne die eine Einhaltung der hier aufgef






are. Die Gewichtungsfaktoren 
l
der einzelnen Interpolationsbereiche h

angen zonenwei-
se linear von den Centern der jeweiligen Eingangsgr

oen ab.
5 Zusammenfassung und Ausblick




autert, die ein Inferenz-
verfahren erf

ullen mu, dessen unscharfe Ausgangsgr

oe ohne vorherige Defuzzizierung
weiterverarbeitet wird. Ein allgemeines Inferenzverfahren, die Inferenz mittels interpo-
lierender Regeln, wurde hergeleitet. Damit kann sprachlich formuliertes Regelwissen als
Beschreibungsgrundlage zur Modellierung dynamischer Systeme verwendet werden. Auf
der Basis solcher Inferenzverfahren wird mit dynamischen Fuzzy-Systemen eine neue Sy-











ur das spezielle Verfahren "Inferenz mittels linear interpolierender Regeln" mit
der Stabilit

atsanalyse und einem Verfahren zur Reglersynthese bereits in [1], [2] vorge-
stellt. Bei zuk

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