Abstract-Advantages and disadvantages in a sequence of unconstrained optimization method are basically compared. The original constrained problem is replaced by a sequence of unconstrained sub-problems through the augmented Lagrangian multiplier method. The unconstrained sub-problems are solved by BFGS method and the sub-direction parallel search quasi-Newton algorithm. Efficiency of this method is compared. The results of numerical tests show that the calculation time of the sub-direction parallel search quasi-Newton algorithm is short and it can solve engineering optimization problems completely.
I. INTRODUCTION
The basic technical way to improve the effectiveness and efficiency of solving HEB optimization problem is to modify the calculation strategy of Hessian matrixes. The basic technical framework of quasi-Newton method is to change the high-dimensional function Hessian matrix by accurate calculation into a quasi-hessian matrix which has good approximate properties and moderate improvement of non-singularity. Based on the algorithm principle of standard quasi-Newton equation, this paper uses the fourth-order tensor model to construct a new quasi-Newton equation, which not only retains the property of constructing the symmetric positive qualitative correction matrix according to standard quasi-Newton equation, but also makes full use of function value information, and performs better than standard quasi-Newton equation in the process of optimization search. In this study, the new quasi-Newton equation is used to give the algorithm construction of four correction schemes, which can approach a Hessian matrix or its inverse matrix of high dimensional function more accurately, and also the proposed BFGS-T correction construction proves that the algorithm can guarantee the convergence of global optimization. Typical examples show the effectiveness of the proposed quasi-Newton construction scheme.
II. NEW QUASI-NEWTON EQUATION
The standard quasi-Newton equation, proposed by David on [1] , is a lower convex quadratic polynomial function at the current point k 
where,
In order to make
By constructing a matrix
that satisfies the quasi Newton equation (3) (or (2)), some correction formulas can be obtained. Rank-correction formula The quasi Newton algorithm produced by the standard quasi Newton equation can guarantee the n step iteration to converge [2] to the objective function of the lower convex quadratic function, but it only takes advantage of the gradient information and ignores the information of the function value, and the approximation order is the second order. The Sub-Direction Parallel Search Quasi-Newton Algorithm [3] use the third order Taylor expansion of the target function to put forward the following quasi Newton equation:
Fahimeh, Biglari and etc. [4] , use the derivative and the value of the objective function to propose the following quasi Newton equation
. Zhang and etc [5] . proposed the following quasi-Newton equation
In order to unify (2) and (6) format, Hiroshi and Yabe, etc [6] ., introduced a parameter to form the following quasi Newton equation.
When k  =0 or 1, it is corresponding to the quasi Newton equation (2) or quasi Newton equation (6) .
These quasi-Newton equations not only take advantage of derivative information, but also make use of the information of function values, which is more accurate in theory than the standard quasi-Newton equation approximating the Hessian matrix of the real objective function.
For a higher-order approximation matrix, Hessian, this paper gives a more accurate approximation formula, kk  Gs will be expanded and we can obtain :
where  is the proper tensor product;
express the third and fourth order tensors, respectively;
Eliminate the including
V terms, and derive from the above three equations [6] :
In order to get
In order to let kk  Bs 1 satisfy (8), the following form is one of the choices
H y s
It is not hard to find when
Newton Equation (10) approximates the Standard QuasiNewton Equation (2) . Among (10), in terms of the different selection of u , the different Quasi-Newton equation can be obtained. Generally, take
), theorems and numerical analyses show that k  uy is a quite good choice [7] .
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When some classical correction formulas are applied to this new quasi-Newton equation, a new correction formula is constructed. Because the new quasi-Newton equation formally replaces k y to k y in the classical quasi-Newton equation, so the new calibration formula can be obtained by simply replacing the classical calibration formula.
The new quasi-Newton equation is applied to the BFGS correction formula, the following equation can be obtained 
It is marked as BFGS-T correction and applied to inverse BFGS correction formula
It is recorded as BFGS-T inverse correction, and
, which is applied to the symmetry rank as a correction formula (SR1). We obtain
It is recorded as SR1-T correction and applied to the DFP correction formula. We obtain
It is recorded as DFP-T correction [7] . Both DFP-T and BFGS-T corrections are symmetric rank second corrections, and combining the weighted combination of DFP-T and BFGS-T, we obtain
where  is a parameter; Four new corrections are constructed above. In order to ensure the symmetry positive definiteness of the correction formula and the computational stability of the algorithm, the properties of the quasi-Newton equation are discussed below.
III. NEW QUASI-NEWTON EQUATION PROPERTIES AND CALCULATION PROCESS
This section discusses some properties of the new quasi-Newton equations such as approximation accuracy, positive definiteness, etc., which is given in the form of a theorem.
Theorem
It is proved that the conclusions can be drawn from equations (8), (9) and (10).
Theorem 1 shows that the curvature of the objective function can be more accurately approximated by the new quasi-Newton equation (10) compared to the quasi-Newton equations (2), (4), (5) Is valid, the DFP and BFGS updates produced by the standard quasi-Newton method have symmetry positivity [8] . Using the exact one-dimensional search or meeting Wolfe's conditions (18) and (19) in steps ensures that equation (17) holds.
Our concern is whether the approximate Hessian matrix generated by the new quasi-Newton equation also has symmetric positive definite genetic properties.
For the new quasi-Newton equation, (17) will be replaced by the following formula B ) is calculated using the rank-1 correction formula, the DFP correction formula, the BFGS correction formula, or the Broyden-T family correction formula. In this algorithm, by constructing a correction formula, this new structure of the correction formula has not only symmetry positivity, but also the accuracy of approximation Hessian matrix is higher.
IV. GLOBAL CONVERGENCE ANALYSIS
In this part, a condition that global convergence needs to be satisfied is given. Proved by the inverse proof, the algorithm constructed in this paper satisfies this condition. We prove that the proposed algorithm has global convergence. In the following, the global convergence of BFGS-T algorithm is given in the form of theorem. First, we give some basic assumptions: (24), there is
By Wolfe conditions (18), (19) and Hypothesis B, there is

This means that for any kE  , there is TT 2 22 ( 1)
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On the other hand, from (23), there is 
According to 
V. NUMERICAL TESTS
In order to test the validity of the algorithm, some test functions are calculated in this paper. These test functions are from the reference [4] . T represents the number of iterations; M represents the calculation method; n represents the number of design variables.
Example 3 Find the minimum point of the Peak function. The Peak function and the contour image are shown in Fig. 1  and 2 , respectively. The calculation results are shown in Table III .
From Numerical Examples 1 and 2, BFGS-T algorithm converges faster than BFGS, compared with BFGS. From Example 3, it can be seen that BFGS-T algorithm can find the global minimum more easily than BFGS.
Because the matrix constructed by the new quasi-Newton equation can approximate the Hessian matrix better than the standard quasi-Newton equation. The BFGS-T algorithm has global convergence, and the experimental data are basically consistent with the theoretical analysis. 
VI. CONCLUSION
Based on the fourth-order tensor expansion of the objective function, a new quasi-Newton equation is proposed. In terms of the new quasi-Newton equation, four quasi-Newton formats are put forward, which proves the global convergence of the proposed BFGS-T method. The new quasi-Newton equation not only retains the positive definite genetic property of some standard quasi-Newton equations, but also is the higher approximation accuracy than them. Numerical experiments also show the superiority of this algorithm.
