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Abstract
We consider a self-interacting, perturbative Klein-Gordon quantum field in a
curved spacetime admitting a Killing vector field. We show that the action of this
spacetime symmetry on interacting field operators can be implemented by a Noether
charge which arises, in a certain sense, as a surface integral over the time-component
of some interacting Noether current-density associated with the Killing field. The
proof of this involves the demonstration of a corresponding set of Ward identities.
Our work is based on the perturbative construction by Brunetti and Fredenhagen
(Commun.Math.Phys. 208 (2000) 623-661) of self-interacting quantum field theories
in general globally hyperbolic spacetimes.
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1
1 Intorduction
It is widely believed that the theory of quantum fields in a classical curved spacetime
background (for an introduction to this subject, see e.g. [18, 12]) provides an excellent
description of physical processes in which both gravitational effects as well as the quantum
nature of matter on the microscopic level are important, but in which quantum effects
of the gravitational field and back-reaction are not important. Among others, it led to
the spectacular prediction [8], by Hawking in 1975, that black holes “are not black”, but
instead emit thermal radiation at temperature TH =
κ
2pi
, where κ is the surface gravity of
the horizon. Moreover, the analysis of the conceptual basis of quantum field theory (QFT)
in curved spacetime has also lead to a reassessment of the general structure of QFT, since
it forces one to emphasize the principle of locality, and abandon concepts such as preferred
global vacuum states, the conventional notion of “particle”, unitary time-evolution, etc.
Most effects predicted by QFT in curved spacetime can already be seen in linear (i.e.,
non self-interacting) models, and in fact the vast majority of the work done in the subject
has been devoted to such models. However, they are not realistic and one therefore also
ought to consider self-interacting quantum fields on curved backgrounds (of course one
expects that the essential physical effects predicted by linear models remain). Unfortu-
nately, it does not seem to be clear at present—even in Minkowski space—just what a
self-interacting quantum field really is, phrased in sensible mathematical terms, exept
in some rather special models in low spacetime dimensions. On the other hand, it has
long been known, at least in Minkowski space, how to construct self-interacting quan-
tum field theory models on the level of perturbation theory. The challenge to construct
perturbatively also self-interacting quantum fields in curved spacetime has been taken
up by several authors [4, 5, 3], most recently1 by [3], who have developed a variant of
the causal approach to perturbation theory [7, 17, 1, 15] for curved spacetimes, thereby
arriving at the same classification of theories into (perturbatively) renormalizable and
non-renormalizable ones as in Minkowski space.2
One interesting result of [3] (which seems to be new even in flat spacetime) is that
it is always possible construct algebras AL (O) of interacting quantum fields (given by
1We note that, while [3] applies to any smooth, globally hyperbolic spacetime, this is not the case
for the construction by [4, 5], who approach the problem from the point of view of Euclidean spaces
rather than Lorentzian spacetimes. Now, if a Lorentzian spacetime can be viewed as a real section of
some complex space which also posses a real Euclidean section, then the quantities of interest for the
interacting theory in that Lorentzian spacetime can be obtained, via analytic continuation, from suitably
defined corresponding quantities in the Euclidean section. However, apart from the static ones, there are
essentially no curved spacetimes with this property and we do not want to restrict ourselves to such a
limited class of spacetimes here.
2We must point out that the finite renormalization ambiguities found in [3], even for renormalizable
theories, are much greater than for the corresponding theory in Minkowski space: Instead of free param-
eters they consist of free functions. This problem has been resolved in [10], but for the purposes of this
article we can ignore this issue.
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formal power series in the coupling strength) localized in some bounded region O in
spacetime, where the subscript L indicates that the theory is defined by a local interaction
Lagrangian L (the construction of these algebras will be reviewed in some detail in
Sec. 2). These local algebras have the property that AL (O1) ⊂ AL (O2) if O1 ⊂ O2, and
one can therefore define the algebra of all observables of the theory as the inductive limit
AL = ∪OAL (O). This is quite remarkable, because it means that one can perturbatively
construct the theory on the level of observables even in cases where an S-matrix does not
properly exist because of incurable infrared divergences.
In this work we want to study a self interacting Klein-Gordon field on globally hy-
perbolic spacetimes (M, gab) which have an everywhere non-vanishing Killing vectorfield
ξa and for which there exists a ξa-invariant quasifree Hadamard state (an explanation of
this term will be given below) for the corresponding linear quantum field3. This class of
spacetimes includes many examples of physical interest, for example the exterior of the
Schwarzschild solution to Einstein’s equation. Under these conditions, there exists an
action of the corresponding 1-parameter symmetry group of M by automorphsims αL ,t
on the algebra of interacting fields AL , such that αL ,t(AL (O)) = AL (ψ
tO), where ψt is
the flow of ξa.
Now, it is a well-established feature of QFT in Minkowski spacetime that the (in-
finitesimal) action of a 1-parameter family of (unbroken) symmetries of a theory can be
implemented, at least locally, by a charge operator which arises as a surface integral of
a corresponding conserved Noether current-density. One expects that this should also
hold in the present situation, where the 1-parameter group of symmetries in question now
arises from the Killing vector field of the underlying curved spacetime. The aim of this
paper is to show that this expectation is indeed correct. Namely, we show that for any
bounded region O and any globally hyperbolic region Ô “strongly containing” O, there
is an operator QL ∈ AL (Ô) such that the infinitesimal action of αL ,t on any element
a ∈ AL (O) is given by [QL , a] (we mean the commutator). Moreover, QL arises, in
a certain sense, as a surface integral of the time-component of a covariantly conserved
interacting Noether current-density Ja
L
over an arbitrarily chosen Cauchy surface Σ̂ of Ô.
(We say that Ô strongly contains O if there is a Cauchy-surface Σ̂ of Ô and an open set
U ⊂ Σ̂ such that the closure of J(O) ∩ Σ̂ is contained in U .)
The main part of our proof of this result consists in showing that the perturbatively
defined interacting current Ja
L
is covariantly conserved, which in turn is equivalent to the
validity of a corresponding set of Ward identities between certain time ordered products.
A general framework to prove Ward identities within the causal approach was developed
by Du¨tsch and Fredenhagen [6] (they treated the case of the global U(1)-currents for QED
3We remark that, since all our constructions are local, all the results in this paper still hold under the
weaker assumption that there exists a ξa-invariant Hadamard state for every globally hyperbolic set O
in M with compact closure. Hence the assumption that there is a globally defined ξa-invariant quasifree
Hadamard state (which might not exist, due to infrared problems) is not essential.
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in Minkowski spacetime), we here adopt their strategy. The crucial step in the proof is
to remove the anomaly. In the case studied by [6] (and similarly [13, 9], where the Ward
identities for the interacting stress tensor in Minkowski space are treated), this is done by
an argument based on momentum space techniques. These are not available in the case
studied here, and one therefore has to proceed by an entirely different argument.
We remark that, while we explitely deal only with a scalar self-interacting field, a
generalization of our results to other types of fields should be straightforward.
Our plan for this paper is as follows: In Sec. 2 we review the quantization of a linear
Klein-Gordon field on a curved spacetime. After that, we recall the notion of Wick
products in curved space and then explain in some detail the construction of interacting
fields, the algebras AL (O), etc. in curved spacetime (here we follow [3]). In Sec. 3,
we define the automorphic action αL ,t of the group of spacetime symmetries on the
observables in the interacting theory. We then show that this action is implemented by a
local charge operator QL . The Ward identities for J
a
L
are proved in the Appendix.
Notations and conventions: (M, gab) denotes a globally hyperbolic, time-oriented four
dimensional curved spacetime of signature +2. J±(O) is the causal future respectively
past of a subset O ⊂M , and J(O) = J+(O) ∪ J−(O). By D(O) we mean the domain of
dependence of a region O ⊂M , defined as the set of all points x such that every future or
every past directed inextentible causal curve starting at x intersects O. The metric volume
element is denoted by µg and the wave operator in curved spacetime by g = g
ab∇a∇b.
D(M) denotes the space of compactly supported (complex-valued) testfunctions on M
and D ′(M) is the corresponding dual space of distributions. We shall also find it useful to
use a multi-index notation. If α = (α1, . . . , αn) is a multi-index, then we set α! =
∏
i αi!.
2 Review of QFT in CST
2.1 Quantization of linear scalar fields
The theory of a free quantized Klein-Gordon field in curved spacetime can be formulated
in various ways. For our purposes, it is essential to formulate the theory within the
so-called “algebraic approach” (see, for example [18, 12]). In this approach, one starts
from an abstract *-algebra A (with unit), which is generated by certain expressions in the
smeared quantum field, Φ(f), where f is a test function. In [18, 12], expressions of the
form eiΦ(f) were considered. The main advantage of working with such expressions is that
the so-obtained algebra then has a norm (in technical terms, it is a C∗-algebra). Defining
the algebra A in that way would however be inconvenient for our purposes. Instead, we
shall take A to be the *-algebra generated by the identity and the smeared field operators
Φ(f) themselves, subject to the following relations:
Linearity: The map f 7→ Φ(f) is complex linear.
Klein-Gordon Equation: Φ((g −m
2)f) = 0 for all f ∈ D(M).
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Hermiticity: Φ(f)∗ = Φ(f¯) for all f ∈ D(M).
Commutation relations: [Φ(f1),Φ(f2)] = i∆(f1, f2)1 for all f1, f2 ∈ D(M), where
∆ is the causal propagator (commutator function), defined as the difference ∆A − ∆R
between the uniquely determined advanced and retarded fundamental solutions of the
Klein-Gordon operator g −m
2.
The so-obtained algebra A(M, g) is now no longer a C∗-algebra, because of the unbounded
nature of the smeared quantum fields ϕ(f). This will however not be relevant in the
following. We will often use the informal notation
Φ(f) =
∫
M
Φ(x)f(x)µg(x),
for the smeared quantum fields, and also for other distributions. The local algebras
A(O) are by definition the subalgebras of A generated by quantum fields smeared with
testfunctions supported in O ⊂ M . Clearly these local algebras fulfill isotony, A(O1) ⊂
A(O2) if O1 ⊂ O2. Since ∆(x1, x2) = 0 for spacelike related points, the local algebras also
satisfy spacelike commutativity, [A(O1),A(O2)] = {0} if O1 and O2 are spacelike.
A state in the algebraic framework is by definition a positive, normalized linear func-
tional on ω : A→ C, i.e., a linear functional with the properties ω(a∗a) ≥ 0 for all a ∈ A
and ω(1 ) = 1. The algebraic notion of state is related to the usual Hilbert-space notion
of state via the so-called “GNS–theorem”, which says that for any algebraic state ω, there
exists a representation πω of A on a Hilbert space Hω, and a cyclic vector |Ωω〉 such that
ω(a) = 〈Ωω|πω(a)Ωω〉 for all a ∈ A. If the state in question had been obtained from
some set uλ of positive frequency solutions to the Klein-Gordon equation, then the GNS–
construction gives the usual representation of the field operators on Fock space (with |Ωω〉
the Fock vacuum), Φ(x) =
∑
λ aλuλ(x) + a
+
λ u
+
λ (x), where a
+
λ are the creation operators
corresponding to the modes uλ. The multilinear functionals on D(M) defined by
ω(n)(f1, . . . , fn) = ω(Φ(f1) . . .Φ(fn))
are called “n-point functions” (of the state ω). A state is called “quasifree” if it has a
vanishing one-point function and vanishing truncated n-point functions for n > 2. Prime
examples for quasifree states are the states obtained from some set of positive frequency
solutions uλ. A state is called “globally Hadamard” if its two-point function has no
spacelike singularities and if its symmetrized two-point function locally has the form of a
Hadamard fundamental solution, H , given by
H(x1, x2) = u(x1, x2) P(σ
−1) + v(x1, x2) ln |σ|+ w(x1, x2).
Here, σ is the signed, squared geodesic distance between x1 and x2, u and v are certain
smooth, symmetric functions constructed from the metric, “P” means the principal value,
and w is a smooth, symmetric function depending on the state. For a mathematically
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precise definition of these quantities and of the statement that “there are no spacelike
singularities”, we refer to [12]. There exists an alternative, equivalent characterization of
globally Hadamard states in terms of the wave front set (for a definition of this concept,
see [11]) of their two-point function, due to Radzikowski [14], which plays a crucial roˆle
in the construction of normal orderd Wick products [2] (given in the next subsection),
and of time ordered products [3] in curved spacetime. Namely, a state is Hadamard, if its
two-point function has the following wave front set:
WF(ω(2)) = {(x1, k1, x2,−k2) ∈ (T
∗M)2\{0} | (x1, k1) ∼ (x2, k2), k2 ⊲ 0}.
Here, the notation (x1, k1) ∼ (x2, k2) means that x1 and x2 can be joined by a null geodesic
and that k1 and k2 are cotangent and coparallel to this geodesic. k ⊲ 0 means that ka is
future pointing.
2.2 Review of Wick products of free fields in curved spacetime
Brunetti, Fredenhagen and Ko¨hler [2] gave a construction of Wick products of free fields in
curved spacetime (with respect to some arbitrarily chosen quasi-free reference Hadamard
state ω), which generalizes the well-known construction of Wick products in Minkowski
space. These quantities are not already contained in the algebra A of free fields and form
the starting point for the perturbative construction of the interacting fields, which will be
reviewed in the next subsection.
To begin with, the authors of [2] first define “point-split Wick products” by
:Φ(x1) . . .Φ(xn) :ω =
δn
inδf(x1) . . . δf(xn)
exp
[
1
2
ω(2)(f, f)1 + iΦ(f)
] ∣∣∣∣∣
f=0
,
where the field operators Φ on the right side of this equation mean the representers of
the corresponding algebraic elements in the GNS-representation of ω. (We note here
that this normal ordering prescription is equivalent to usual one defined in terms of
creation and destruction operators. More precisely, suppose that the state ω in question
had been obtained from some set uλ of positive frequency solutions to the Klein-Gordon
equation. One could then normal order the product Φ(x1) . . .Φ(xn) by shifting all the
creation operators a+λ (corresponding to the modes uλ) in that expression the left of
all destruction operators. It is not hard to see that the operator obtained in this way
is identical to the operator :Φ(x1) . . .Φ(xn) :ω defined above.) [2] demonstrated that the
above Wick products are well-defined operator-valued distributions onMn =M×· · ·×M
(n factors) on a dense invariant domain Dω in the GNS-Hilbert space Hω, and that they
posses well-defined restrictions to all partial diagonals in Mn. (A “partial diagonal” is a
subset of Mn of the form
∆n1,...,nj(M) = {(x1, . . . , x1︸ ︷︷ ︸
n1 times
, . . . , xj , . . . , xj︸ ︷︷ ︸
nj times
) | xi ∈M, i = 1, . . . , j} ∼= M
j .)
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The restriction of the point-split Wick product to such a partial diagonal is called a
“multi-local Wick product” and is denoted by : Φn1(x1) . . .Φ
nj (xj) :ω. The restriction
to the total diagonal, ∆n(M), of the point-split Wick product is simply called a “Wick
monomial” and is denoted by : Φn(x) :ω. We remark that while it is possible to define
the point-split Wick products for any quasifree state, this is not so for the above Wick
monomials (resp. multi-local Wick monomials). For the latter, it is crucial that one uses
Hadamard states.
We end this subsection by introducing some quantities and notions related to the
above normal ordered Wick products. A linear combination of Wick monomials with co-
efficients in D(M) is called a “Wick polynomial”. Wick monomials and Wick polynomials
involving derivatives can be defined in a similar fashion from point-split Wick products
of differentiated free fields. For any Wick-polynomial A without derivatives, we define a
Wick polynomial ∂A
∂Φ
by
i
∂A
∂Φ
(x)∆(x, y) = [A(x),Φ(y)].
For later purposes, we also find it convenient to define the degree, deg(A), of a Wick
monomial A as the number of free field factors plus the number of derivatives in A.
2.3 Review of perturbative interacting quantum field theory in
curved spacetime
The building blocks of perturbative interacting QFT (in the real-time formalism) are the
time ordered products of Wick polynomials (in curved spacetime, the latter are defined
with respect to some arbitrary reference Hadamard state ω, which shall be kept fixed for
the rest of this section). The time ordered products are formally defined by
“T (A1(x1) . . .An(xn)) =
∑
permpi
ϑ(x0pi(1)−x
0
pi(2)) . . . ϑ(x
0
pi(n−1)−x
0
pi(n))A1(xpi(1)) . . . An(xpi(n))”,
(1)
where x0 is a global time-coordinate on M , ϑ is the distribution defined by
ϑ(t) =
{
1 if t ≥ 0,
0 otherwise,
and Ai, i = 1, . . . , n are Wick polynomials. Formula (1) for the time ordered products
cannot in general be taken at face value, since the operator products appearing on the right
hand side of this equation are in general too (short-distance-) singular to be multiplied by
ϑ–distributions, and therefore this equation is meaningless from a mathematical point of
view.4 There are however ways to construct mathematically well-defined, “renormalized”
4One aspect of this is that, if one naively ‘calculates’ the above formal expression for the time ordered
products (e.g. by applying what is usually called the “naive Feynman rules”) then one is faced with
ultraviolet divergences which lead to meaningless infinite results.
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operators T (A1(x1) . . . An(xn)) which have the essential features of ‘time orderedness’
formally shared by the ill-defined expression on the right hand side of Eq. (1). The
process of constructing such time ordered products as well-defined operators on Hω (with
some common, dense and invariant domain) is usually referred to as “renormalization”.
This will be addressed in some more detail below; for the moment we assume that well-
defined time ordered products have been constructed, and proceed by explaining how
one can locally define interacting quantum fields, algebras of observables etc. from these
(renormalized) time ordered products.
The interaction of a Klein-Gordon field with itself is described by an interaction La-
grangian L (x) = λA(x), where λ is the coupling strength and A is a Wick polynomial. In
order to get a renormalizable theory A must be a Wick polynomial of degree less or equal
than four.5 The corresponding S-matrix, S[L ], is defined, again formally, in terms of the
renormalized time ordered products by the so-called “Gell Mann–Low formula” (viewed
as a formal power series in the coupling strength λ),
“S[L ] = 1 +
∞∑
n=1
in
n!
∫
T (L (x1) . . .L (xn))µg(x1) . . . µg(xn)”. (2)
In Minkowski space, one obtains from the S-matrix—provided it exists (i.e., there is a
suitable sense in which the above integrals converge at arbitrary order in perturbation
theory)—the scattering amplitudes between asymptotic incoming and outgoing states.
There are however (otherwise perfectly reasonable) theories, for which the S-matrix does
not properly exist, due to uncurable infrared divergences. Moreover, in curved spacetimes
which are not asymptotically flat in the remote past and future (for example, spacetimes
with an initial big-bang singularity), there is no well defined notion of a scattering process
to begin with, regardless as to whether the above expression for the S-matrix makes good
mathematical sense or not. Although we think that for this reason the S-matrix does not
occupy any fundamental status in a generic curved spacetime, it is still of some value as
a technical tool. For example, it can be used to construct the interacting theory locally
on the algebraic level, as we shall briefly recall now (see ref. [3] for details).
For this purpose, one first introduces a local version of the S-matrix which is defined
by the same formula as above, Eq. (2), but with the interaction Lagrangian replaced by
the local quantity g(x)L (x) where g is a smooth function of compact support. As a
consequence the volume integrals in the expression for this local S-matrix now trivially
converge. For any Wick-polynomial A(x) of free field operators one then introduces a
5In order for the interaction to be local, one must further require that L (x) should be ‘locally defined
in terms of the metric’ (for a precise mathematical formulation of this requirement see e.g. [18][item 2)
on p. 89]). Such a requirement further reduces the possible form of L (x). Further restrictions come
from dimensional considerations.
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corresponding interacting field operator (thought of as formal power series in λ) by
AgL (f) = S[gL ]
−1 ∂
i∂t
S[gL + tfA]
∣∣∣
f=0
, f ∈ D(M). (3)
It is possible to expand the interacting field operators in terms of so-called “totally re-
tarded products” (or R-products):
AgL (y) =
∞∑
n=0
in
n!
∫
R(A(y);L (x1) . . .L (xn))g(x1) . . . g(xn)µg(x1) . . . µg(xn), (4)
where
R(A(y);A1(x1) . . . An(xn)) =∑
I⊂{1,...,n}
(−1)|I|T
(∏
i∈I
Ai(xi)
)+
T
(
A(y)
∏
j∈Ic
Aj(xj)
)
. (5)
The R-products are symmetric in x1, . . . , xn and have support in the set {(y, x1, . . . , xn) |
xj ∈ J
−(y), j = 1, . . . , n}. The commutator of two interacting fields is given by
[A1gL (y1), A2gL (y2)] =
∞∑
n=0
in
n!
∫
µg(x1) . . . µg(xn)g(x1) . . . g(xn)×(
R(A1(y1);A2(y2)L (x1) . . .L (xn))−R(A2(y2);A1(y1)L (x1) . . .L (xn))
)
, (6)
see [6] for a proof of this formula.
We come to the definition of local algebras AL (O) of observables in the interacting
theory [3, 6]. Let O be a bounded open set inM with compact closure. For any compactly
supported, smooth function g on M such that g ↾ O = 1 (we denote the set of such
functions by ϑ(O)) one first introduces the algebra
AgL (O) = 〈AgL (f) | f ∈ D(O), A a Wick-polynomial〉.
Now one can prove that if g′ is another function in ϑ(O), then there exists a unitary V
such that
AgL (f)V = V Ag′L (f) (7)
for all f ∈ D(O) and any Wick polynomial A, thus showing that the algebraic structure
of AgL (O) is actually independent of the choice of g. This observation leads one to the
following definition for the algebras of observables AL (O): Let Vg,g′(O) be the set of
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unitaries satisfying Eq. (7) for all f ∈ D(O) and all Wick polynomials A. Then the local
algebras AL (O) are by definition the algebras generated by the set of all families
a = (ag)g∈ϑ(O), ag ∈ AgL (O), (8)
with the property that agV = V ag′ for all V ∈ Vg,g′(O) and for any two functions g, g
′ in
ϑ(O). The product and ∗–operation in this algebra are the obvious ones:
(ab)g := agbg, (a
∗)g := a
∗
g.
By definition, the algebra AL (O) contains for example the elements defined by a =
(AgL (f))g∈ϑ(O), where f ∈ D(O) and where A is an arbitrary Wick polynomial. In the
following we denote such elements by AL (f). It is clear that if O1 ⊂ O2 are two spacetime
regions with compact closure, then every element in AL (O1) can naturally be identified
with an element in AL (O2), thus AL (O1) ⊂ AL (O2). One may therefore define the
algebra of all observables in the interacting theory as the inductive limit, AL = ∪OAL (O).
It follows from Eq. (6) and the support properties of the R-products that
[A1L (f1), A2L (f2)] = 0
if the support of f1 is spacelike related to the support of f2. This means that the net
AL (O) satisfies spacelike commutativity.
In the previous paragraphs, we have indicated how quantities of interest in the in-
teracting theory can be constructed from the time ordered products. In the remaining
part of this subsection we briefly address the issue of constructing the time ordered prod-
ucts themselves. Our discussion follows [3], who have generalized the methods of causal
perturbation theory [7, 1, 17, 15, 16] in Minkowski space to general globally hyperbolic
curved spacetimes. The main idea behind the causal approach is to construct the time
ordered products by an inductive process based on their causal factorization properties.
The induction proceeds by the order n in perturbation theory (= number of factors in the
time ordered products). At first order, one sets T (A(x)) := A(x) for any Wick monomial
A. The inductive assumptions on the time ordered products at a given order n ≥ 1 (they
are satisfied at first order) are the following:
Well-definedness: The time ordered products are well-defined operator valued distri-
butions on some dense, invariant domain Dω ⊂ Hω.
Causal factorization:
T (A1(x1) . . .An(xn)) = T (A1(x1) . . . An(xk))T (A1(xk+1) . . . An(xn))
if
xj /∈ J
−(xi), for all i = 1, . . . , k and j = k + 1, . . . , n,
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i.e., the time ordered products factorize if every point in one set of points is in the past
of another set of points.
Permutation symmetry: The time ordered product are symmetric under permutations
of the arguments.
Unitarity:
T (A1(x1) . . . An(xn))
+ =
∑
P
(−1)n+|P|
∏
I∈P
T
(∏
i∈I
Ai(xi)
+
)
, (N2)
where P runs over all partitions of {1, . . . , n} into pairwise disjoint subsets.
Remark: This condition is equivalent to requiring that the S-matrix is unitary in the
sense of formal power series of operators.
Wick expansion: Let Ai, i = 1, . . . , n be Wick polynomials without derivatives. Then
T (A1(x1) . . .An(xn)) =
∑
α
tαn(x1, . . . , xn)/α! :Φ
α1(x1) . . .Φ
αn(xn) :ω, (9)
where
tαn(x1, . . . , xn) =
〈
Ωω
∣∣∣∣∣T
(
∂α1A1
∂Φα1
(x1) . . .
∂αnAn
∂Φαn
(xn)
)
Ωω
〉
.
(That the products between the various distributions in Eq. (9) indeed exist can be
derived from the upper bound on the wave front set of the tαn, given below, and a similar
bound on the wave front set of the Wick products. For details see [3, Microlocal Thm.
0].) In our subsequent discussions, we will often use the following consequence of Eq. (9):
[T (A1(x1) . . . An(xn)),Φ(y)] =
n∑
j=1
T (A1(x1) . . . [Aj(xj),Φ(y)] . . .An(xn)) . (N3)
Here, the time ordered products involving commutators on the r.h.s. are understood to
mean the expression obtained by replacing [Aj(xj),Φ(y)] with i∆(xj , y)
∂Aj
∂Φ
(xj) and by
pulling the commutator functions out of the time ordered product.
Remark: An expansion formula similar to Eq. (9) holds also for time ordered products
of Wick polynomials containing differentiated field operators, it can e.g. be found in [13].
As for the case of undifferentiated Wick polynomials, this implies Eq. (N3), where it is
now understood that the expressions [Aj(xj),Φ(y)] are to be written in terms of suitably
differentiated commutator functions and suitable sub-Wick polynomials of Aj , see e.g.
[6, 13].
Microlocal spectrum condition: The wave front set of the scalar time ordered distri-
butions tn defined by
tn(x1, . . . , xn) = 〈Ωω|T (A1(x1) . . .An(xn))Ωω〉 (10)
11
is contained in a certain set ΓTn ⊂ (T
∗M)n\{0}, which is defined as follows: By definition,
a point (x1, k1; . . . ; xn, kn) ∈ (T
∗M)n\{0} is in ΓTn if and only if (a) there exist null-
geodesics γ1, . . . , γm which connect any point xj in the set {x1, . . . , xn} to some other
point in that set, (b) there exists coparallel, cotangent covectorfields p1, . . . , pm along these
geodesics such that pl⊲0 if the starting point of γl is not in the causal past of the end point
of γl, (c) for the covector kj over the point xj it holds that kj =
∑
e pe(xj) −
∑
s ps(xj),
where the index e runs through all null-geodesics ending at xj and s runs through all
null-geodesics starting at xj .
Remark: The microlocal spectrum condition may be regarded as an analogue of the
ususal spectrum condition in Minkowski spacetime.
The next requirement asks that the distributions tn, defined in Eq. (10), have a certain
scaling behaviour—roughly speaking, a certain “asymptotic degree of homogeneity”— at
the total diagonal ∆n(M) inM
n, which is compatible with the above microlocal spectrum
condition. Mathematically, this can be expressed using the notion of the “microlocal
scaling degree” µsd(t) of a distribution t, introduced in [3]. For a mathematically precise
definition of this concept and some of its properties and related results, we refer to [3].
Microlocal scaling degree: The distributions tn, defined in Eq. (10), have microlocal
scaling degree
µsd(tn) ≤
∑
j
deg(Aj) (11)
with respect to some cone Γn (related to Γ
T
n ) at the total diagonal ∆n(M). In other
words, the scaling behaviour of the time ordered products has to follow what is usually
called a “power counting rule”.
Let us assume now that time ordered products with the above properties have been con-
structed up to order n. Then, by the causal factorization property, it can be seen that
those of order n + 1 are already given as (operator-valued) distributions on the space
Mn+1\∆n+1(M), i.e., away from the total diagonal. The remaining task is thus to extend
these distributions to the entire space Mn+1. It turns out that this is indeed possible and
that the extension can be performed in such a way that the so-defined time ordered prod-
ucts at order n+1 satisfy the requirements of causal factorization, permutation symmetry,
unitarity, microlocal scaling degree and Wick expansion. However, the extension of these
products to the total diagonal is in general not unique. Instead, there exist in general dif-
ferent extensions with the desired properties differing from each other by what is usually
called a “finite renormalization ambiguity”6. The imposition of the above requirements on
the time ordered products implies that this ambiguity must have a specific form. Firstly,
by the Wick expansion property, the ambiguity in extending the time ordered products
6Of course finite renormalization ambiguities appear, in different guise, also in all other renormalization
procedures.
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to the total diagonal is reduced to an ambiguity in extending the C-number distributions
tn+1. The scaling degree requirement then further reduces that ambiguity to the choice
of some set of smooth tensor fields on M . In order to make the latter statement more
precise, we find it convenient to first introduce the notion of a “symbol”. Let us denote
points in T ∗yM × · · · × T
∗
yM (n copies) by (y, k) = (y, k1, . . . , kn).
Definition 2.1. A “symbol” b is a map of the form
b(y, k) =
ρ∑
m=0
∑
pi∈P(m,n)
ba1...ampi (y)kpi(1)a1 . . . kpi(m)am ,
where P(m,n) is the set of all maps π of the set {1, . . . , m} to the set {1, . . . , n}, and
where the ba1...ampi are smooth tensor fields of rank m over M . The order deg(b) of a
symbol is defined as the maximum rank of all nonzero tensor fields appearing in the
above expression. The principal part σb(y, k) of a symbol b is by definition the symbol
obtained by collecting all terms in the above expression which contain nonzero tensor
fields of rank deg(b).
Any symbol b defines a distribution B ∈ D ′(Mn+1) by the formula
B(y, x) = b(y,−i∇)δ(y, x). (12)
Here, we have used the abbreviations ∇ = (∇x1, . . . ,∇xn), x = (x1, . . . , xn) as well
as δ(y, x) =
∏n
j=1 δ(y, xj) with δ the covariant delta function on M . Conversely, any
distribution B supported on the total diagonal in Mn+1 and with microlocal scaling
degree µsd(B) < ∞ at the diagonal arises in the above form for a symbol b of degree
≤ µsd(B)− 4n.
Now [3] showed that the imposition of the Wick expansion and the scaling requirements
reduce the ambiguity in defining tn+1(y, x1, . . . , xn) to a distribution supported on the total
diagonal with a microlocal scaling degree given by Eq. (11). Therefore, by what we just
said, it must be of the form Eq. (12), where b is some symbol of degree ≤ µsd(tn+1)− 4n,
whose form is further constrained by the unitarity and symmetry requirements. In a
renormalizable theory, the maximum microlocal scaling degree of the distributions tn+1
appearing in the expansion for the time ordered products, Eq. (9), does not increase with
the order n in perturbation theory. In the case at hand, these are the ones for which the
interaction Lagrangian L has degree less or equal than four.
In this work, we need to impose a further normalization condition on the time ordered
products (A proof of this for Minkowski space is given in [16], it can be adapted to curved
spacetimes):
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Equations of motion:
(g −m
2)yT (A1(x1) . . . An(xn)Φ(y))
= i
n∑
j=1
δ(y, xj)T
(
A1(x1) . . .
∂Aj
∂Φ
(xj) . . . An(xn)
)
, (N4)
where we assume here, as will always be the case in the following, that the Aj contain no
derivatives. This condition ensures that the interacting field ΦL satisfies the non-linear
equations of motion, in the sense that
(g −m
2)ΦgL (x) = −g(∂L /∂Φ)gL (x), for all g ∈ ϑ(O) and x ∈ O.
3 Local implementation of spacetime symmetries for
self-interacting theories on curved spacetime by
Noether charges
Let us suppose now that gab admits a nowhere vanishing Killing vectorfield ξ
a, i.e. £ξgab =
∇(aξb) = 0, and let us denote by ψ
t : M → M the flow generated by that Killing field. The
flow ψt naturally induces a 1-parameter group of automorphisms αt on the algebra A of
free quantum fields on M by αt(Φ(f)) = Φ(f ◦ψ
−t). Let us make the further assumption
that there exists a quasifree Hadamard state ω on A for which ω(αt(a)) = ω(a) for all
a ∈ A, t ∈ R, or equivalently, one for which
ψt∗ω(2) = ω(2) for all t ∈ R. (13)
Then there is a strongly continuous 1-parameter group of unitaries {U(t)}t∈R (with gen-
erator H) on the GNS-Hilbertspace Hω which generates this flow on the field operators
(in the GNS–representation corresponding to ω), i.e., Φ(f ◦ψ−t) = U(t)Φ(f)U(t)+ for all
f ∈ D(M).
3.1 The action of the symmetry group on the algebra of inter-
acting fields
Let us assume that the interaction Lagrangian L is invariant under the spacetime sym-
metry, i.e., L (f ◦ ψ−t) = U(t)L (f)U(t)+ for all f ∈ D(M). Then it is possible to define
an action of the 1-parameter group of spacetime symmetries {ψt}t∈R by
∗-automorphisms
αL ,t on the algebra of interacting fields which satisfy
αL ,t(AL (O)) = AL (ψ
tO).
for all bounded open regions O ⊂M , where ψtO denotes the transported region. In order
to construct these automorphisms, we need to impose a further normalization condition.
Covariance: Let Aj , j = 1, . . . , n be Wick monomials. Then we demand that
T (A1(ψ
t(x1)) . . .An(ψ
t(xn))) = U(t)T (A1(x1) . . .An(xn))U(t)
+. (14)
Remark: We will not give a full proof here that the covariance requirement can indeed
be satisfied, but rather only sketch the main arguments. Firstly, the multilocal Wick
products :Φα1(x1) . . .Φ
αn(xn) :ω by definition satisfy the covariance requirement, since the
free field transforms as Φ(ψt(x)) = U(t)Φ(x)U(t)+ and since the two-point function ω(2)
is by assumption invariant under ψt. In view of the expansion property, covariance of the
time ordered products is therefore equivalent to ψt∗tn = tn for all C-number distributions
tn of the form Eq. (10). As described in the preceeding section, the distributions tn at a
given order n are obtained by an extension procedure from those at order < n. The crucial
ingredient in that extension procedure [3] is a projection operatorWn : D(M
n)→ D(Mn)
which maps any given testfunction to a testfunction that vanishes on the total diagonal
∆n(M) together with a fixed number of its derivatives (that number is actually equal to
the singular degree of tn, given by µsd(tn)−4(n−1)). In order to prove the existence of an
extension tn which is invariant under ψ
t, it is therefore sufficient to prove that there is a
ψt-invariant choice for Wn for all n, i.e., a choice for Wn, which commutes with the action
of ψt∗ on testfunctions, Wn ◦ ψ
t∗ = ψt∗ ◦Wn. The crucial ingredient in the construction
of Wn (which potentially threatens the validity of this equation) is some bump function
w ∈ D(M ×M) which is equal to one in a neighbourhood of ∆2(M). Now, using the fact
that ξa is by definition nowhere vanishing, one can construct a bump function w which
is invariant under ψt, i.e., one for which ψt∗w = w. It is not difficult to see that one can
obtain from this a Wn which is invariant under ψ
t, leading thus to invariant distributions
tn at every order in perturbation theory.
Now, given an element a ∈ AL (O), i.e., a family a = (ag)g∈ϑ(O) with ag ∈ AgL (O) and
the property that V ag′ = agV for all V ∈ Vg,g′(O), we define a family (αL ,t(a)g)g∈ϑ(ψtO)
of elements αL ,t(a)g ∈ AgL (ψ
tO) by
αL ,t(a)g = U(t)ag◦ψtU(t)
+. (15)
We first want to show that this map defines an element in AL (ψ
tO). This means that we
have to verify that
V αL ,t(a)g′ = αL ,t(a)gV (16)
for all V ∈ Vg,g′(ψ
tO). A moment of reflection shows that this is the case if V (t) :=
U(t)+V U(t) can be shown to be in the intertwiner space Vg◦ψt,g′◦ψt(O). In order to see
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the latter, let us take an arbitrary Wick polynomial A and an f ∈ D(O). Then, from the
covariance requirement and the invariance of L , we get
V (t)Ag◦ψtL (f) = V (t)U(t)
+AgL (f ◦ ψ
−t)U(t)
= U(t)+V AgL (f ◦ ψ
−t)U(t)
= U(t)+Ag′L (f ◦ ψ
−t)V U(t)
= Ag′◦ψtL (f)V (t),
where in the second line we have used the expression (4) for the interacting field operators
in terms of totally retarded products. Therefore αL ,t(a) is a well-defined element in
A(ψtO). It is clear from its definition that αL ,t respects the product and
∗-operation in
AL (O) and that αL ,t+t′ = αL ,t ◦ αL ,t′. We have thus defined a 1-parameter group of
automorphism as claimed.
Clearly, if there is no self-interaction, L = 0, the automorphism αL ,t coincides with
the above defined automorphism αt on the algebras of free fields. By definition, we also
have that
αL ,t(AL (f)) = AL (f ◦ ψ
−t)
for any interacting operator AL (f) defined from a Wick polynomial A. The generator of
the 1-parameter group {αL ,t}t∈R is given by the derivation
δL (a) = i
d
dt
αL ,t(a).
The action of that derivation on elements of the form AL (f) it is given by δL (AL (f)) =
−iAL (ξ
a∇af).
3.2 Implementation of δL by a local operator
The aim of this subsection is to show that for any bounded region O ⊂ M , and any
bounded, open, globally hyperbolic region Ô strongly containing O, there exists a charge
operator QL contained in AL (Ô), which implements the infinitesimal action δL of the
spacetime symmetries on AL (O),
δL (a) = [QL , a], for all a ∈ AL (O),
and which arises, in some sense, as a surface-integral of an interacting Noether current-
density corresponding to the symmetry ξa. As a preparation, we first consider the free-field
case (i.e., L = 0).
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3.2.1 Free fields
We consider the covariantly conserved7 free current-density ja = Θabξb, where
Θab =:∇aΦ∇bΦ−
1
2
gab(∇
cΦ∇cΦ +m
2Φ2) :ω .
We now construct from ja a free charge operator Q in A(Ô), which implements the
infinitesimal action of the symmetry on A(O). In order to do so, we choose the following
“Technical data”:
• A Cauchy surface Σ̂ in Ô and Gaussian coordinates around Σ̂, described by the map
[−ǫ, ǫ] × Σ̂ ∋ (t, x) 7→ Expx tn
a ∈ M , where na is the surface normal of Σ̂. (Note
that this implies that the vectorfield na = (∂/∂t)a satisfies nana = −1, n
a∇an
b = 0
and ∇[anb] = 0 near Σ̂.)
• An open subset Σ ⊂ Σ̂ such thatO ⊂ D(Σ) ⊂ Ô and a function f ∈ D(Ô) which can
be written as f(x) = ρ(t(x)) on a neighbourhood of J(O)∩Ô, where ρ is a smooth,
real valued function with compact support on [−ǫ, ǫ] such that
∫
ρ(x0) dx0 = 1, and
ǫ is chosen so small that Expx tn
a is contained in Ô for all x ∈ Σ and |t| ≤ ǫ. (Note
that this implies that hab∇af = 0 on J(O) ∩ Ô, where h
ab = gab + nanb.)
We have the following Lemma:
Lemma 3.1. The operator
Q = ja(naf) = Θ
ab(naξbf) (17)
generates the Killing symmetry on all observables localized in O, δ(a) = [Q, a] for all
a ∈ A(O) and for any f, na as in “technical data”. In other words,
[Q,Φ(x)] = iξa∇aΦ(x) for all x ∈ O.
Remark: Note that Q is morally given by an surface integral over a Cauchy surface of
the time-component of ja. This is clear because the function f(x) is of the form ρ(t(x)) on
J(O)∩ Ô for some bump function ρ, which one can imagine to be given by an “infinitely
sharp spike”.
Proof. One computes
[Q,Φ(x)] =
∫
M
[Θab(y),Φ(x)]fn
aξb(y)µg(y)
= i
∫
J(O)
(
fn(aξb)(y)∇aΦ(y)∇
y
b∆(x, y) +∇
a(fnaξb)(y)Φ(y)∇
y
a∆(x, y)
)
µg(y)
7It follows from the equations of motion that ∇aΘab = 0, therefore ∇aja = ∇aΘabξb+Θab∇(aξb) = 0.
17
where in the second line we have performed a partial integration and used the equations
of motion. On the other hand
iξa∇aΦ(x) = i
∫
Σ
Φ(y)
↔
∇ya ξ
b∇xb∆(x, y) dS
a(y)
= i
∫
J(O)
(
Φ(y)
↔
∇ya ξ
b∇xb∆(x, y)
)
naf(y)µg(y)
= −i
∫
J(O)
(
Φ(y)
↔
∇ya (ξ
b∇yb∆(x, y))
)
naf(y)µg(y)
where in the second line we have used that ξa∇xa∆(x, y) = −ξ
a∇ya∆(x, y), which holds
because ξa is a Killing field. This gives
iξa∇aΦ(x) = i
∫
J(O)
(
fn(aξb)(y)∇aΦ(y)∇
y
b∆(x, y)
− (fnb∇bξ
a(y)−∇b(fn
aξb)(y))Φ(y)∇ya∆(x, y)
)
µg(y),
So, in order to prove the lemma, we must show that
∇b(fn
aξb)− fnb∇bξ
a = ∇a(fnbξb)
on J(O) ∩ Ô. The left side of this equation is equal to
l.s. = fna∇bξ
b + (ξb∇bf)n
a + ξb∇bn
af − nb∇bξ
af
= (ξb∇bf)n
a + [ξ, n]af
= nanc∇cfn
bξb + n
aξchc
b∇bf + [ξ, n]
af
= nanc∇cfn
bξb + [ξ, n]
af,
where we have used that ∇aξ
a = 0 by Killing’s equation. The hand side is given by
r.s. = ∇afnbξb + f(ξb∇
anb + nb∇
aξb)
= ∇afnbξb + [ξ, n]
af
= nanc∇cfn
bξb + [ξ, n]
af,
where we have used that ∇(aξb) = 0, ∇[anb] = 0 and that hab∇
bf = 0 on J(O)∩Ô. Hence
both sides are equal, thus proving the lemma.
3.2.2 Interacting fields
Let f be a function of compact support in Ô and na a timelike vectorfield, with the
properties described in the previous subsection under “technical data”. For any function
g in ϑ(Ô) we define an interacting current density by
JagL = j
a
gL + gξ
a
LgL = (Θ
ab
gL + gg
ab
LgL )ξb,
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where the operator jagL is given by
jagL (ha) = S[gL ]
−1 ∂
i∂t
S[gL + thaj
a] = ΘabgL (haξb),
with ja the free current density. By analogy with the free charge, we next define an
interacting charge by
QgL = J
a
gL (naf).
Our main result is that the interacting current density Ja
L
is conserved and the the
corresponding charge operator QL ∈ AL (Ô) generates the symmetry induced by ξ
a on
the algebra AL (O). We formulate this as a theorem:
Theorem 3.1. The interacting current density Ja
L
is conserved,
∇aJ
a
gL (x) = 0 for all x ∈ O and g ∈ ϑ(Ô), (18)
in the sense of formal power series in the coupling constant λ. The interacting charge QL
implements the infinitesimal action of the spacetime symmetry ξa on interacting fields in
the sense that δL (a) = [QL , a] for all a ∈ AL (O). In other words
[QgL , AgL (x)] = iξ
a∇aAgL (x) for all x ∈ O and g ∈ ϑ(Ô), (19)
and for any Wick polynomial A. (This holds for any choice of function f and time-
like vectorfield na with the properties described in the previous section under “technical
data”.)
Proof. The proof of the above result is divided into two parts. In the first part, we show
that the time ordered products can be normalized in such a way that the interacting
current density JagL is covariantly conserved. A proof of this requires the demonstration
of a corresponding set of Ward identities, see Eq. (20) below. A proof of a similar set
of Ward identities for the stress energy tensor in Minkowski space was previously given
independently by [13] and [9]. Our proof of the Ward identities follows [13] and [9] closely,
up to the point at which one has to remove the anomaly. Here the methods of the present
paper differ from those of [13] and [9], which are based on momentum space techniques
and therefore not suitable in the present context. In the second part we then demonstrate
(by a chain of arguments somewhat similar to the one given in [13, pp 50–51]) that
conservation of the interacting current implies the second statement of the theorem, Eq.
(19).
In order to show conservation of the interacting current, we first expand JagL in terms
of totally retarded products (cf. Eq. (4)), and express these by products of time ordered
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products (cf. Eq. (5)). It is then not difficult to see that Eq. (18) is equivalent to the set
of Ward identities
∇yaT (j
a(y)A1(x1) . . . An(xn)) = i
n∑
j=1
δ(y, xj)ξ
a∇xja T (A1(x1) . . . . . . An(xn)), (20)
for all n = 1, 2, . . . and all possible sub-Wick monomials Aj , j = 1, . . . , n of L (which
therefore do not contain derivatives). A proof of the Ward identities, Eq. (20), is given
in the Appendix.
We now show that the Ward identities imply Eq. (19). Assume first that J−(x) ∩
supp(f) = ∅. Then it is easy to see that there is a function F ∈ D(Ô) for which ∇aF =
naf on some neighbourhood of J+(x) ∩ Ô and for which F = 1 in some neighbourhood
of x. We then have
[jagL (naf), AgL (x)] =
∞∑
n=0
in
n!
∫
µg(x)g(x1) . . . g(xn)×∫
µg(y)n
af(y)
(
R(ja(y);A(x)L (x))−R(A(x); ja(y)L (x))
)
,
where we have used the abbreviation L (x) = L (x1) . . .L (xn). By the support properties
of f and the support properties of the totally retarded products, this is equal to
=
∞∑
n=0
in
n!
∫
µg(x)µg(y)g(x1) . . . g(xn)∇aF (y)R(j
a(y);A(x)L (x)).
We next use the Ward identities for the R-products (which are easily obtained from the
Ward-identities Eq. (20) for the T -products and formula Eq. (5). This gives
= i
∞∑
n=0
in
n!
∫
µg(x)µg(y)g(x1) . . . g(xn)F (y)δ(y, x)ξ
a∇xaR(A(x);L (x))
+ i
∞∑
n=1
in
n!
∫
µg(x)µg(y)g(x1) . . . g(xn)F (y)
n∑
j=1
δ(y, xj)ξ
a∇xja R(L (xj);A(x)L \j(x)),
where L \j(x) = L (x1) . . . /L (xj) . . .L (xn). We observe that the first sum is just
iξa∇aAgL (x). Performing the xj-integrations in the second term, using that ∇
aF = naf
on a neighbourhood of J+(x)∩Ô, and observing that the y-support of R(L (y);A(x) . . . )
is contained in J+(x) ∩ Ô, we find that the above expression is equal to
= iξa∇aAgL (x)
−
∞∑
n=1
in−1
n!
n∑
j=1
∫
µg(x1) . . . /µg(xj) . . . µg(xn)×
g(x1) . . . /g(xj) . . . g(xn)naf(y)R(gξ
a
L (y);A(x)L \j(x)).
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But the terms under the sum over j are all equal, by the symmetry of the R-products,
therefore this expression is (we shift the first summation index)
= iξa∇aAgL (x)
−
∞∑
n=0
in
n!
∫
µg(x)g(x1) . . . g(xn)naf(y)R(gξ
a
L (y);A(x)L (x)).
Now, again using that supp(f) ∩ J−(x) = ∅ and the support properties of the totally
retarded products, we see that we may add the term R(A(x); gξaL (y)L (x)) under the
integral, because this does not make any contribution. This then makes it obvious that
the above expression is just
= iξa∇aAgL (x)− [gξ
a
LgL (naf), AgL (x)],
which proves Eq. (19) if supp(f) ∩ J−(x) = ∅. By a similar chain of arguments, one can
prove that Eq. (19) also holds if instead supp(f)∩J+(x) = ∅. We will now show that the
general case follows from these two facts. To this end, we will show that, for an arbitrary
f as in “technical data”, one can always construct a function f̂ with the same properties
as f and with the additional properties that: supp(f̂) ⊂ supp(f), there holds either that
J+(x) ∩ supp(f̂) = ∅ or J−(x) ∩ supp(f̂) = ∅ and
(f − f̂)na = ∇aF (21)
in a neighbourhood of J(x) ∩ Ô, where F ∈ D(Ô). We may thus write
[JagL (naf), AgL (x)] = [J
a
gL (naf̂), AgL (x)] + [J
a
gL (na(f − f̂)), AgL (x)]
= iξa∇aAgL (x) + [J
a
gL (∇aF ), AgL (x)]
where in the last line we have used the fact that we already know Eq. (19) for functions
like f̂ . This then proves the theorem, because JagL (∇aF ) = 0, by current conservation.
It thus remains to construct an f̂ as in “technical data” in the previous subsection,
such that in addition Eq. (21) holds. Now recall that f is of the form f(x) = ρ(t(x))
in a neighbourhood of J(O) ∩ Ô where ρ is a compactly supported smooth function
on [−ǫ, ǫ] such that
∫
ρ(y0) dy0 = 1. Let us choose a ρ̂ with supp(ρ̂) ⊂ supp(ρ) such
that either t(x) > sup supp(ρ̂) or t(x) < inf supp(ρ̂), and a function f̂ ∈ D(Ô) satisfying
f̂(x) = ρ̂(t(x)) on J(O)∩Ô. This function then clearly satisfies either supp(f̂)∩J+(x) = 0
or supp(f̂) ∩ J+(x) = 0. Let us define
F (y) =
∫ t(y)
−∞
ρ(y0)− ρ̂(y0) dy0 (22)
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for y ∈ J(O)∩Ô. It is clear that F can be continued smoothly to a function in D(Ô). By
definition of F , Eq. (21) holds in a neighbourhood of J(x)∩Ô. We have thus constructed
a f̂ with the desired properties, thus finishing the proof.
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4 Appendix: Proof of the Ward identities, Eq. (20)
Proof. We want to prove the Ward identities by an induction on n and the total degree
of the Wick monomials defined by ω :=
∑n
j=1 deg(Aj). Let us write D(y, x1, . . . , xn) for
the left hand side minus the right hand side of Eq. (20), i.e., the anomaly and let us
inductively assume that the Ward identities can be satisfied for some n and some order
ω. The logic of the induction step is the following. In Step 1), we show that the Ward
identities for ω + 1 and n, can be reduced to the scalar identity obtained by taking the
vacuum expectation value of Eq. (20). It is argued in Step 3) that these can be satisfied.
By what we have just said, it is then sufficient to show the Ward identities for (n+ 1), ρ,
when one of the Aj is equal to Φ. Again, arguing as in Step 1), only the scalar identity
has to be proven. This is done in Step 2).
Step 1: We want to show that D(y, x1, . . . , xn) is a multiple of the identity operator.
To show this, we first demonstrate that it commutes with any free field operator. We
have
[D(y, x),Φ(z)] = ∇yaT ([j
a(y),Φ(z)]A1(x1) . . . An(xn)) +
i
n∑
j=1
∆(xj , z)∇
y
aT
(
ja(y) . . .
∂Aj
∂Φ
(xj) . . . An(xn)
)
+
i
n∑
j=1
δ(y, xj)ξ
a∇xja
n∑
k=1
∆(xk, z)T
(
A1(x1) . . .
∂Ak
∂Φ
(xk) . . . An(xn)
)
.
To proceed, we calculate
[ja(y),Φ(z)] = i
(
∇(aΦ(y)∇b)∆(y, z)− gab(∇cΦ(y)∇c∆(y, z) +m
2Φ(y)∆(y, z))
)
ξb(y).
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We now demand that time ordered products containing a once differentiated free-field
factor satisfy the following normalization condition8
T (∇aΦ(y)A1(x1) . . . An(xn)) = ∇
y
aT (Φ(y)A1(x1) . . . An(xn)).
The above expression for [ja(y),Φ(z)] together with the normalization condition (N4)
then gives:
∇yaT ([j
a(y),Φ(z)]A1(x1) . . .An(xn)) =
i
n∑
j=1
δ(xj , y)ξ
a∇a∆(y, z)T
(
A1(x1) . . .
∂Aj
∂Φ
(xj) . . . An(xn)
)
. (23)
From this, we obtain
[D(y, x),Φ(z)] = i
n∑
j=1
∆(xj , z)
{
∇yaT
(
ja(y) . . .
∂Aj
∂Φ
(xj) . . . An(xn)
)
− i
n∑
k=1
δ(y, xk)ξ
a∇xka T
(
A1(x1) . . .
∂Aj
∂Φ
(xj) . . . An(xn)
)}
.
Now the expression in braces vanishes by the Ward identities at total degree less than ω,
showing thus that D commutes with the free field. By the Wick expansion requirement,
the operator D must be a linear combination of (multi-local) Wick products with distri-
butional coefficients. Now it can be seen that any operator of this form which commutes
with a free field is in fact a multiple of the identity, showing thus that D is a C-number.
We next want to show that the numerical distribution D is localized at x1 = · · · =
xn = y. In order to see this, note that for any point M
n+1 ∋ (x1, . . . , xn, y) 6= (y, . . . , y),
one can find a Cauchy surface Σ in M which separates some points, {xj}j∈J,J 6=∅ say, from
the other points {xj}j /∈J and y. Without loss of generality we assume that the latter are
in not in the causal past of the first set of points. Then, by causal factorization and the
induction hypothesis, we have
D(y, x1, . . . , xn) = D(y, {xj}j /∈J)︸ ︷︷ ︸
=0
T
(∏
j∈J
Aj(xj)
)
= 0.
Therefore we conclude D(y, x) is a scalar distribution supported on the total diagonal in
Mn+1.
8This condition is essentially equivalent to a generalization of (N4) to time ordered products containing
a once differentiated free field factor. For a more detailed discussion, see [13, p. 52].
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Step 2: We show that the scalar Ward identities hold for n+1 factors when one of the
Wick monomials is a free field. We find from the formula for the time ordered products
with a free field factor, Eq. (N4), that
〈Ωω|T (j
a(y)Φ(x)A1(x1) . . . An(xn))Ωω〉
= i
n∑
j=1
∆F (x, xj)
〈
Ωω
∣∣∣∣∣T
(
ja(y)A1(x1) . . .
∂Aj
∂Φ
(xj) . . .An(xn)
)
Ωω
〉
+ iξb(y)∇
(b∆F (y, x)
〈
Ωω|T
(
∇a)Φ(y)A1(x1) . . . An(xn)
)
Ωω
〉
− iξa(y)(∇b∆F (y, x)
〈
Ωω,T
(
∇bΦ(y)A1(x1) . . . An(xn)
)
Ωω
〉
+ m2∆F (y, x) 〈Ωω|T (Φ(y)A1(x1) . . .An(xn))Ωω〉)
where ∆F = ω
(2) + i∆A is the Feynman propagator. From this one obtains
∇ya 〈Ωω|T (j
a(y)Φ(x)A1(x1) . . .An(xn))Ωω〉
= i
n∑
j=1
∆F (x, xj)∇
y
a
〈
Ωω
∣∣∣∣∣T
(
ja(y)A1(x1) . . .
∂Aj
∂Φ
(xj) . . . An(xn)
)
Ωω
〉
+ iξa∇a∆F (y, x)(g −m
2)y 〈Ωω|T (Φ(y)A1(x1) . . . An(xn)) Ωω〉
+ iδ(y, x) 〈Ωω|T (ξ
a∇aΦ(y)A1(x1) . . .An(xn))Ωω〉 .
Now using condition (N4) and the Ward identities for n factors, one finds that this is
equal to
= −
n∑
j,k=1
∆F (x, xj)δ(y, xk)ξ
a∇xka
〈
Ωω
∣∣∣∣∣T
(
A1(x1) . . .
∂Aj
∂Φ
(xj) . . .An(xn)
)
Ωω
〉
−
n∑
j=1
ξa∇a∆F (y, x)δ(y, xj)
〈
Ωω
∣∣∣∣∣T
(
Φ(y)A1(x1) . . .
∂Aj
∂Φ
(xj) . . . An(xn)
)
Ωω
〉
+ iδ(y, x)ξa∇ya〈Ωω|T (Φ(y)A1(x1) . . .An(xn))Ωω〉
= i
n∑
j=1
δ(y, xj)ξ
a∇xja 〈Ωω|T (Φ(x)A1(x1) . . . An(xn))Ωω〉
+ iδ(y, x)ξa∇xa 〈Ωω|T (Φ(x)A1(x1) . . . An(xn)) Ωω〉 .
Hence we have shown that the scalar Ward identities hold for n factors if one of the factors
is a free field.
Step 3): We now show that one can remove the anomaly by a suitable redefinition of
the time ordered products. In order to do this, we first show that it is possible to write
the C-number distribution D as the total divergence
D(y, x1, . . . , xn) = ∇
y
aD
a(y, x1, . . . , xn), (24)
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of some vector-valued distribution Da which is supported on the total diagonal of Mn+1
having microlocal scaling degree µsd(D)− 1 on the total diagonal and which is invariant
under the flow ψt. It is clear that the redefined time ordered products T (jaA1 . . . An)−
Da · 1 then satisfy the Ward identities and all the other requirements, thus concluding
the proof.
Let us call a symbol b “invariant” if there holds b(ψt(y), k) = b(y, ψt∗k) for all t ∈ R.
In addition to scalar valued symbols, we also want to consider tensor-valued symbols
ba1...as. These are defined in the same way as the ordinary symbols above, but with the
difference that ba1...as(y, k) is now a tensor in the tangent space at y. The rank and the
principal part of such symbols are defined by analogy to the scalar case. An invariant,
tensor-valued symbol is one for which ba1...as(ψt(y), k) = ψt∗b
a1...as(y, ψt∗k) for all t. Any
contraction or tensor product with gab, g
ab, ξa, ka or covariant derivative with respect to y
of an invariant, tensor-valued symbol gives again a symbol of that kind. Any distribution
B ∈ D ′(Mn+1) which is supported on the total diagonal with microlocal scaling degree
µsd(B) < ∞ (w.r.t. the total diagonal) and which is addition invariant under the flow
ψt (such as for example D) arises in the form (12) from an invariant symbol b of degree
µsd(B)− 4n, and vice-versa. Analogous statements hold true for tensor-valued symbols.
Let d be the invariant symbol corresponding to D. Let us assume that there exist
vector-valued, invariant symbols da with the property that
∇yad
a(y, k) + da(y, k)
n∑
j=1
ikja = d(y, k) (25)
for all (y, k) ∈ T ∗yM×· · ·×T
∗
yM , and let D
a be the corresponding vector-valued, invariant
distribution on Mn+1. Then Da satisfies Eq. (24). It thus remains to construct a vector
valued, invariant symbol da with the property Eq. (25). In order to do that, we start with
a lemma.
Lemma 4.1. The distribution D (the anomaly) has the property D(1 ⊗ f) = 0 for all
f ∈ D(Mn), in other words ∫
M
D(y, x)µg(y) = 0.
Proof. Let us chose a bounded region O containing the points x1, . . . , xn and a function
F which is equal to one on a neighbourhood of O and which has the property that
∇aF = naf1−naf2 where f1 and f2 and n
a are as under “Technical Data” in the previous
section (with Ô taken to beM) and where in addition supp(f1)∩J
+(O) = ∅ and supp(f2)∩
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J−(O) = ∅. Then by causal factorization,∫
D(y, x)F (y)µg(y) = j
a(f1na)T (A1(x1) . . . An(xn))− T (A1(x1) . . .An(xn))j
a(f2na)
− i
n∑
j=1
ξa∇xja T (A1(x1) . . . An(xn))
= [ja(f1na),T (A1(x1) . . . An(xn))]− T (A1(x1) . . .An(xn))j
a(∇aF )
− i
n∑
j=1
ξa∇xja T (A1(x1) . . . An(xn)).
The second to last term vanishes by current conservation. Now by Lem. 3.1, we have
[ja(f1na),Φ(x)] = [H,Φ(x)] for all x ∈ O. Together with the Wick expansion requirement
on the time ordered products, Eq. (9), one can conclude from this that
[ja(f1na),T (A1(x1) . . . An(xn))] = [H,T (A1(x1) . . . An(xn))] ,
where H is the generator of the group U(t). Hence it remains to show that
[H,T (A1(x1) . . . An(xn))]− i
n∑
j=1
ξa∇xja T (A1(x1) . . . An(xn)) = 0. (26)
But this equation is just the infinitesimal version of the covariance requirement, so the
lemma is proven.
The lemma says that∫
M
[d(y,−i∇)f ](y, . . . , y)µg(y) = 0 for all f ∈ D(M
n). (27)
We are now going to show that this equation implies the existence of vector-valued,
invariant symbols da satisfying Eq. (25). We do this by an induction in the degree ρ of d.
If ρ = 0, then it is easy to see that Eq. (27) already implies d = 0, so in that case Eq. (25)
can trivially be satisfied by choosing da = 0. Let us now assume that Eq. (27) had been
shown to imply the existence of vector-valued, invariant symbols da satisfying Eq. (25),
whenever the degree of d is less or equal to ρ− 1. We need to show that we can construct
symbols da with the desired properties also if the degree of d is ρ.
To do this, we want to exploit Eq. 27 by testing it with compactly supported functions
f of the form χ ⊗ η, where χ = χ(x1) and η = η(x2, . . . , xn) are testfunctions in D(M)
and D(Mn−1) respectively. Let us expand d in terms of k1,
d = d(0)a1...aρk1a1 . . . k1aρ + d
(1)a1...aρ−1k1a1 . . . k1aρ−1 + · · ·+ d
(ρ)
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where d(m)a1...aρ−m = d(m)a1...aρ−m(y, k2, . . . , kn) are tensor-valued, invariant symbols of
degree m, depending on the indicated arguments. From Eq. (27) with f = χ ⊗ η we
conclude that
0 =
ρ∑
m=0
(−i)ρ−m
∫
M
∇a1 . . .∇aρ−mχ(y)[d
(m)a1...aρ−m(y,−i∇x2, . . . ,−i∇xn)η](y, . . . , y)µg(y)
=
ρ∑
m=0
iρ−m
∫
M
χ(y)∇ya1 . . .∇
y
aρ−m
[d(m)a1...aρ−m(y,−i∇x2, . . . ,−i∇xn)η](y, . . . , y)µg(y)
=:
∫
M
χ(y)[p(y, i∇x2, . . . , i∇xn)η](y, . . . , y)µg(y),
where the symbol p is defined by the last equation. This implies that
[p(y,−i∇x2, . . . ,−i∇xn)η](y, . . . , y) = 0 for all y ∈M and η ∈ D(Mn−1).
It follows from this that the symbol p vanishes (and hence also its principal symbol), in
other words
0 = σp(y, k2, . . . , kn) =
ρ∑
m=0
σd(m)(y, k2, . . . , kn)a1...aρ−m ∑
j1,...,jρ−m 6=1
(−1)ρ−mkj1a1 . . . kjρ−maρ−m
 .
The point is now that the right side of this equation is actually
= σd(y, k1 = −k2 − · · · − kn, k2, . . . , kn),
which shows that
σd(y, k) = b
a(y, k)
n∑
j=1
kja (28)
for some vector-valued, invariant symbol ba of degree less or equal to ρ − 1. Let us now
set
r(y, k) := d(y, k)−∇yab
a(y, k)− ba(y, k)
n∑
j=1
ikja.
r is by definition an invariant, vector-valued symbol of degree ≤ ρ− 1. By construction,
r satisfies satisfies Eq. (27). Thus we can apply the induction hypothesis and conclude
that there are invariant, vector-valued symbols ra of degree ≤ ρ− 2 such that
∇yar
a(y, k) + ra(y, k)
n∑
j=1
ikja = r(y, k).
From this one immediately concludes that the invariant, vector-valued symbol da = ra+ba
satisfies Eq. (25), thus concluding the proof.
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