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 ABSTRACT 
Calculation of Thermal Expansion of Iron-Aluminides 
with Transition Metal Additives 
 
Tatiana Seletskaia 
 
The addition of transition metal elements can significantly modify physical properties of 
intermetalic compounds. We studied the influence of Mo and V additives on thermal expansion 
coefficient (CTE) of Fe3Al and FeAl over the wide range of temperatures. The site preference of 
both transition metals was determined by FP-LMTO method. Fe3Al in DO3 structure has three 
non-equivalent lattice sites: FeI site surrounded by eight iron atoms, FeII site with four iron and 
four aluminum nearest neighbors, and Al site. Our calculations show that FeI site is energetically 
more favorable for both Mo and V. The obtained site-selection energies of Mo are relatively 
small, while for V they are much larger indicating that this additive is likely to improve the 
stability of Fe3Al DO3 structure. Thermal expansion of pure FeAl and Fe3Al was found directly 
from FP-LMTO calculations by incorporating them into the Debye model of a solid. The 
obtained results are within 10% of the experimentally measured values. To test the applicability 
of the Debye model to these compounds, we performed Molecular Dynamics (MD) simulation 
based on our many-body atomistic potentials. The potential parameters were fitted to reproduce 
the total energy of a crystal under various types of deformations obtained by FP-LMTO method 
and were tested with respect to different structures and vacancy formation energies. For pure 
iron-aluminides, thermal expansion calculated within the Debye model differs from the results of 
MD only at high temperatures. However, when the additives are present, the Debye model does 
not provide the correct description of thermal expansion. Our calculations show that the addition 
of V decreases the CTEs of both iron-aluminides, while the addition of Mo makes Fe3Al DO3 
structure unstable. 
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Chapter 1 Introduction 
 
The iron-aluminides based on Fe3Al and FeAl possess unique properties and have 
development potential as new materials for structural use [1]. In addition to excellent oxidation 
and corrosion resistance, the aluminides offer low cost and low density. However, the major 
drawbacks of the aluminides are their low ductility at ambient temperature and poor strength at 
the temperatures above 600C. Recently, a lot of effort has been put toward improvement of these 
properties through the control of material processing as well as alloying the aluminides with the 
transition-metal additives. 
The low ductility of iron-aluminides is particularly referred to the strong covalent 
bonding that aluminum tends to form with the iron atoms. The embrittlement of FeAl compound 
has environmental nature [2], therefore, it improves very little with the addition of alloying 
components such as Boron. Even though, the problem of FeAl embrittlement remains an open 
question, the ductility of Fe3Al can be sufficiently increased by the proper control of the 
processing and the addition of Chromium from 2 to 6% of the total composition to this 
compound [3, 4]. 
The drop in strength of Fe3Al above 600C occurs due to the second-order phase transition 
from ordered DO3 structure to disordered B2 FeAl phase [5] demonstrated in the phase diagram, 
Figure 1.1. B2 and DO3 structures are shown in Figures 1.2 and 1.3, respectively. 
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Figure 1.1 Iron-aluminides phase diagram. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.2 B2 structure of FeAl. Fe sites 
are shown by transparent circles and Al 
sites are represented by black-filled 
circles. 
 
 Figure 1.3 DO3 structure of Fe3Al. It has 
three non-equivalent lattice sites: FeI sites 
(crosshatched circles) surrounded by eight 
iron atoms, FeII sites (transparent circles) 
with four iron and four aluminum next-
neighbor, and the rest are Al sites (black-filled 
circles). 
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Recent experiments indicated that addition of 3d transition elements, such as Mo, V and 
Ti leads to remarkable stabilization of DO3 structure and thus improves the strength of Fe3Al [6]. 
At the same time it was observed that the addition of Mo improves the creep resistance in Fe3Al 
[7]. Therefore, there is a natural interest in studying the effect of transition-metal additives on the 
physical properties of iron-aluminides. 
One of the most promising applications of the aluminides is their use as the coating 
materials at high temperatures. There are many situations when the thermal expansion can cause 
the appearance of the macro cracks in the coating. Anisotropy of the thermal expansion can lead 
to the uneven deformation of the coating in different directions [8]. A similar effect can be 
produced in the case when the thermal expansion of the coating strongly differs from that of the 
material in a contact. Thus, the thermal expansion becomes one of the important characteristics 
of the aluminides that has to be studied. We also have to mention that conducting the 
measurements of the thermal expansion coefficient is by no means a trivial task. It is hard to 
grow a single crystal of these intermetallics and the measurements have to be carried at the 
temperatures appropriate for their future use. So far no experiments were done on studying how 
the transition metal additives are changing the coefficient of thermal expansion. The intent of our 
computational research is to compensate for the lack of this empirical knowledge. Here we 
briefly describe the composition of this dissertation. 
Before simulating any thermal or mechanical process in the intermetallic compounds in 
the presence of additives, it is necessary to determine the probability of each site to be occupied 
by the additive. To solve the problem of site preference of transition metals Mo and V in Fe3Al, 
we employed our full-potential Linearized Muffin-Tin Orbitals (FP-LMTO) method based on the 
local density approximation (LDA) as the most accurate in describing the electronic structure of 
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solids. A general description of FP-LMTO is presented in Chapter 2. The computational details 
for site-preference problem of Mo and V in Fe3Al are outlined in Chapter 3. Chapter 3 also 
contains the results of the calculations together with their physical interpretation. 
Our second task was to calculate the thermal expansion of pure iron-aluminides and the 
thermal expansion with the addition of Molybdenum and Vanadium. In pure iron-aluminides the 
binding between the atoms has both metallic and covalent features. In covalent crystals the 
optical phonons have relatively high activation energy and make insignificant contribution to the 
thermal expansion at temperatures comparable with the Debye temperature. Thus we used FP-
LMTO method incorporated into the Debye model to calculate the thermal expansion of pure 
Fe3Al and FeAl. The results of the calculations are presented in Chapter 4. 
The presence of point defects, in our case, transition metal additives, can significantly 
affect the phonon spectrum of iron-aluminides and therefore, the thermal expansion. To examine 
this statement, we performed molecular dynamics simulation based on many-body atomistic 
potentials obtained purely from first-principle calculations. Then we compared the results with 
the thermal expansion calculated within the Debye model using the same atomistic potentials. 
While for pure iron-aluminides the difference between two methods becomes noticeable only at 
high temperatures, in the presence of transition metal additives the results strongly differ from 
each other indicating that the Debye model becomes invalid for these compounds. Our many-
body atomistic potentials, their fitting procedure and the results of calculations are presented in 
Chapter 5. 
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Chapter 2  
Full-Potential Linear Muffin-Tin Orbital Method (FP-LMTO) 
2.1 Basis of one-electron local potential theory 
The problem of electrons in a solid is, in principle, a many-electron problem that requires 
solving the Schrödinger equation for the N-particle wave function of all N -electrons in a solid, 
)s,r...,...sr,s,Ψ(r nn22,11 : ,)...,...,()...,...,( ,21,21 nn rrrErrrH Ψ=Ψ (2.1) 
where the Hamiltonian H is: 
∑∑∑
≠
Ψ
−
+Ψ
−
−Ψ∇−=Ψ
ji jiRi ii
i rr
e
Rr
Ze
m
H
||2
1
||
1
2
2
,
22
2
rrrh r      (2.2) 
Here, the first term represents the sum of the kinetic energies of the individual electrons, the 
second defines the interaction of each of these electrons with the nuclei located at the lattice site 
R, and the last term contains the repulsive Coulomb interaction energy between pairs of 
electrons. In macroscopic case the value of N will be the order of 1023, so it is unfeasible to solve 
(2.1) exactly. 
 Historically, the first approximation for solving a many-electron problem was proposed 
by Hartree. His idea can be summarized as follows: instead of working with the total wave 
function of the system, each electron should be assigned its personal wave function and energy 
level. Certainly, this is only possible when the correlation effects are small in the electronic 
system and a motion of every electron can be approximated independently of each other. 
Furthermore, the interaction between the given electron and all other electrons is replaced by the 
action of an electrostatic field induced by the charge density averaged over the states of these 
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electrons. The total wave function of the system is represented as a product of the single-electron 
wave functions: 
1 2 1 2( , ,......, ) ......n nr r r ϕ ϕ ϕΨ =
ur ur ur
 
where each of the orbitals ϕi satisfies the equation:   
)()())()()(()( 2 rrrVrVrVr iiiielioniiiH
rrrrrr ϕεϕϕ =+++−∇=  (2.3)  
Here, ∇2 is the kinetic energy operator; Vion(r) is the Coulomb potential energy of an electron at 
the point r resulting from the interaction with the nuclei and Vel(r) represents the electron 
interaction with the total electronic charge density. The last term can be written in the following 
form: 
||
1)'(')(
Rr
rdrerV
i
el rr
r
−
∫−= ρ                                                               (2.4) 
where the electronic charge density  ρ(r’) is defined: 
2|)(|)( ∑ Ψ−=
i
i rerρ                                                                                (2.5) 
One can see that Vel(r) includes the electron self-interaction. To compensate for this, the 
third term in (2.3), Vi(r), is used: 
*( ') ( )( ) 2 '
| ' |
i i
i i
r rV r n d r
r r
ϕ ϕ
= −
−
∫
v vr r
v v                   (2.6) 
where ni is the number of the electrons in orbital i. 
However, in the Hartree approximation the total wave function is symmetric with respect 
to the interchanging of electron pairs and therefore, it does not satisfy the Pauli principle. The 
Hartree-Fock method corrects this deficiency by writing the total wave function as the 
determinant: 
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1 1 1 2 1
2 1 2 2 2
1 2
1 2
( ) ( ) ( )
( ) ( ) ( )1( , ,..., )
( ) ( ) ( )
N
N
N
N N N N
r r r
r r rr r r
N
r r r
ϕ ϕ ϕ
ϕ ϕ ϕ
ϕ ϕ ϕ
Ψ =
uv uv uuv
Kuv uv uuvur ur r K
M M O Muv uv uuv
L
              (2.7) 
 
When we substitute this wave function into the Schrödinger equation, and use the Ritz 
variational principle: 
 
*
*
(H )
0
E dV
dV
δ
 Ψ − Ψ  =
Ψ Ψ  
∫
∫                  (2.8) 
we obtain the Hartree-Fock equation: 
*
2 ( ') ( ')( ) ( ) ( ) 2 ' ( )
| ' |
j i
C i j j i i
j
r r
V r r n r dr r
r r
ϕ ϕϕ ϕ ε ϕ −∇ + − = 
−
∑ ∫
v uvr r r r r
v v             (2.9) 
The equation (2.9) and Hartree equation (2.3) differ only in the third term that is called the 
exchange term. The complexity introduced by the exchange term is considerable, since it 
represents an integral operator and it is nonlinear in ϕ. The Hartree-Fock equations (2.9) can be 
solved by special iteration techniques. First, the initial set of orbitals ϕi(r) is selected and 
substituted into (2.9). Then, by solving the eigenvalue problem, another set of orbitals is obtained 
and, this process gets repeated until self-consistency is achieved. 
At present, the Hatree-Fock method is the best one-electron method. It has also been most 
effective in calculating the electronic structure of finite many-particle systems, i.e., atoms. 
However, its application to macroscopic many-electron systems presents some difficulties. For 
the Fermi statistics of macroscopic systems, when there is a strong dependence of the exchange 
energy on k
r
, the one-electron energies determined by Hartree-Fock are not correct. 
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2.2 Density Functional Theory (DFT) 
2.2.1 Formalism 
The Density Functional Theory (DFT) is based on Hohenberg-Kohn theorem [1]. This 
theorem states that the total energy of any system of electrons and nuclei is a functional of the 
position of the nuclei and the density of the electrons. Kohn and Sham [2] proposed the way this 
theorem can be used for self-consistent electronic structure calculations. 
The standard Hamiltonian of the system can be written in the following functional form: 
[ ] [ ] 1( )[ ( ) ( )]
2ext
E G dr r V r rρ ρ ρ= + + Φ∫ r r r r      (2.10) 
where Vext( r
r
) is the external field incorporating the field of the nuclei, Φ is the classical 
Coulomb potential for electrons, and the functional G[ρ] includes the kinetic and exchange-
correlation energy of electrons [3]. 
[ ] [ ] [ ]0 xcG T Eρ ρ ρ= +             (2.11) 
Here, T0[ρ] is the kinetic energy of a system of non-interacting electrons with density ( )rρ v  and 
the functional Exc[ρ] may be viewed as a definition of the exchange-correlation energy. The 
exact form of Exc[ρ] includes the Hartree-Fock exchange energy, the many body correlation 
corrections and a cancellation of the electrons self-interaction in Φ. Since T0[ρ] is different from 
the true kinetic energy T, the exchange-correlation term includes the remainder of the kinetic 
energy not found in T0[ρ]. 
The application of the variational principle to (2.10) yields: 
0[ ] [ ][ ] ( ) ( )
( ) ( ) ( )
xc
ext
T EE V r r
r r r
δ ρ δ ρδ ρ
δρ δρ δρ= + + Φ +
v vv v v       (2.12) 
 10
 
 
If we rewrite this equation using the following definition of the effective potential: 
( ) ( ) ( ) ( )ext xcV r V r r V r= + Φ +
vv v v ,                                                                         (2.13) 
where the exchange-correlation potential Vxc is  
[ ]( )
( )
xc
xc
EV r
r
δ ρ
δρ=
v v ,                                                                                              (2.14) 
we obtain the following equation: 
0[ ][ ] ( )
( ) ( )
TE V r
r r
δ ρδ ρ
δρ δρ= +
vv v .                                                                                   (2.15) 
This equation is mathematically identical to the Schrödinger equation for non-interacting 
particles, 
21 ( ) ( ) ( )
2 i i i
V r r rψ ε ψ − ∇ + =  
v v v
,      (2.16) 
with the charge density as defined in (2.5). The solution of this system of equations then leads to 
the energy and density of the lowest state and to all quantities that can be derived from them. 
Although the DFT is applicable only to the ground state, the importance of this theory to 
practical applications can hardly be overestimated, since it reduces the many-electron problem to 
an essentially single-particle problem with the effective local potential 
( ) ( ) ( ) ( )ext xcV r V r r V r= + Φ +
vv v v . Obviously, (2.16) can only be solved self-consistently, since V ( )rr  
depends on the orbitals iϕ (r) that we are seeking. 
In Eq. 2.12, all the terms but the exchange-correlation energy [ ]xcE ρ  can be evaluated 
exactly, so the approximation for exchange-correlation potential plays a central role in applying 
DFT. For inhomogeneous electron gas the exact expression of [ ]xcE ρ  can be expressed as the 
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Coulomb interaction between the electron with its surrounding, so called an exchange-correlation 
hole and charge density ( , )xc r r rρ ′ −
r r r [4,5]: 
[ ] ( , )1 ( )
2
xc
xc
r r rE dr r dr
r r
ρρ ρ ′ −′=
′
−
∫ ∫
r r rr r r
r r ,                                           (2.17) 
with charge density defined as 
[ ]2
0
( , ) ( ) ( , ; ) 1xc r r r r d g r rρ ρ λ λ′ ′ ′− ≡ −∫r r r r r r .                                       (2.18) 
where ( , ; )g r r λ′r r  is the pair correlation function; λ is the coupling constant. 
The [ ]xcE ρ  is independent of the actual shape of the exchange-correlation hole. It can be 
shown [6] by replacing the variables R r r′= −
r r r that  
[ ] 4 ( ) ( , )xc xcE dr r RdR r Rρ π ρ ρ= ∫ ∫ r r rr r r                                       (2.19) 
and depends only on the spherically averaged charge density  
1( , ) ( , )
4xc xc
r R d r Rρ ρ
π
= Ω∫ rr                                                            (2.20) 
This means that the Coulomb energy depends only on the distance, not on the direction. 
Furthermore, the hole-charge density satisfies the sum rule [6]: 
24 ( , ) 2xcR dR r Rπ ρ = −∫        (2.21) 
2.2.2 Local Density Approximation (LDA) 
In band structure calculations, usually some certain approximations for the exchange-
correlation potential ( )xcV r
r  are used. The simplest and most frequently used is the local density 
approximation (LDA), where ( , )xc r r rρ ′ −
r r r  has a form similar to that for a homogenous electron 
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gas, but with the density at every point of the space replaced by the local value of the charge 
density ( )rρ r : 
2
00
( , ) ( ) ( , , ( )) 1xc r r r r d g r r rρ ρ λ λ ρ ′ ′− = − − ∫r r r r r r r    (2.22) 
where 0 ( , , ( ))g r r rλ ρ′−
r r r  is the pair correlation function of a homogenous electron system. This 
approximation also satisfies the sum rule (2.22), which is one of its basic advantages. By 
substituting (2.23) into (2.18) we obtain the local electron density approximation: 
[ ] ( ) ( )xc xcE r drρ ρ ε ρ= ∫ r r                                                 (2.23) 
Here, xcε is the contribution of exchange and correlation to the total energy (per electron) 
of a homogeneous interacting electron gas with the density ( )rρ r . This approximation is pretty 
significant when ( )rρ r  varies slowly. One of the most commonly used interpolation expressions 
for ( )xcε ρ  was given by Hedin and Lundqvist [7]. In the local density approximation, the 
effective potential (2.16) is  
( ) ( ) ( ) ( )ext xcV r V r r rµ= + Φ +
vv v v    (2.24) 
where ( )xc rµ
r  is the exchange-correlation part of the chemical potential of a homogeneous 
interacting electron gas with the local density ( )rρ r , 
          ( )( ) xcxc
dr
d
ρε ρµ
ρ
=
r                                                                         (2.25) 
For spin-polarized systems, the local spin density approximation[3,8] is used  
, ( ) ( ( ), ( ))xc xcE r r r drρ ρ ρ ε ρ ρ+ − + −  =  ∫ r r r r                                    (2.26) 
Here, εxc( ( )rρ + r , ( )rρ − r ) is the exchange-correlation energy per electron of a homogeneous 
system with the densities ( )rρ + r and ( )rρ − r for spins up and down, respectively. 
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2.3 Full-Potential Linear Muffin-Tin Orbital Method (FP-LMTO) 
2.3.1 Calculation of Energy Bands in Crystals 
The computation of the electronic structure of a crystal can be divided into two parts:    
(i) the definition of an effective crystal potential, and (ii) the actual solution of the Schrödinger 
equation to find the corresponding Bloch wave functions in this potential. It was shown in 
previous chapter how the many-electron problem of solids can be reduced within DFT to a 
single-electron problem with the corresponding effective potential (2.13). In this chapter we 
discuss the methods of solving the Schrödinger equation (2.16). 
The electronic structure calculation in a solid is strongly simplified by the crystal 
symmetry. This yields that the effective potential, ( )V rr  can be represented by a periodic 
function: ( ) ( )V r R V r+ =
rr r , where R
r
 is the translation vector of the lattice that is defined as: 
R
r
= m1a1 + m2a2 + m3a3                                                          (2.27)               
The vectors {ai} are the real-space Bravais lattice vectors that span the crystal cell and 
{mi} are integers. The Bloch’s theorem states that the eigenstates Ψ of the one-electron 
Hamiltonian with periodic effective potential can be written in the form of a plane wave times a 
function with the periodicity of the Bravais lattice: 
)()exp()( rurkir kk
rrrr
rr
⋅=Ψ       (2.28) 
where k
r
 is called a wave vector and uk(r) is a periodic function that satisfies: 
 ( ) ( )k ku r R u r+ =r r
rr r        (2.29) 
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By substituting (2.28) into the Schrödinger equation (2.16) one can obtain the 
dependence of the energies εi on the wave vector k. The collection of the functions εi(k) 
represents the band structure of a solid. This is one of the most fundamental physical 
characteristics of a crystal, since it describes the atomic binding and provides an explanation of 
electronic transport properties of solids. 
In computing the electronic structure of a crystal, almost all band theory methods use the 
same approach. The wave function of a valence electron in a crystal, which satisfies the Bloch 
condition, is written in the form of a linear combination of basis functions: 
 ( ) ( )i i
i
r C rϕΨ =∑r r        (2.30) 
The exact form of functions ϕi(r) depends on the choice of computational method. Then, 
using the Ritz variational principle, the Schrödinger second-order differential equation can be 
reduced to an algebraic problem of eigenvalues and eigenvectors. Equation (2.30) is substituted 
into (2.8) and the variation is carried out with respect to the coefficient iC  to obtain the 
following secular equations: 
 ( ) 0 1, 2,...,ij ij i
i
H EO C j N− = =∑     (2.31) 
where N is the numbers of basis functions. Hij and Oij are called Hamiltonian and overlap matrix 
elements, respectively. They are defined as follows: 
 
*
*
( ) ( )
( ) ( )
ij i j
ij i j
H r H r dr
O r r dr
ϕ ϕ
ϕ ϕ
=
=
∫
∫
r r
r r       (2.32) 
The function ( )E k
r
 is defined by:  
 det 0ij ijH EO− =        (2.33) 
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There are two kinds of limiting representations of a valence electron, that is, tightly 
bound and nearly free electron. 
When the valence electron is well localized with respect to atomic nucleus, for instance, 
when the electron has d or f orbital quantum number, the wave function can be written in the 
form of a linear combination of atomic orbitals centered at a lattice site. The problem is that the 
wave function of a valence electron in the vicinity of a given atom contains not only the orbitals 
of this atom but also the tails of the orbitals of neighboring atoms, this will lead to computational 
difficulty in the calculation of overlapping integrals. Also, this method cannot be used in the 
conduction band or for diffuse high-energy states, since the basis set of atomic orbitals does not 
form a complete set of functions to describe these states. 
For a nearly free electron, the wave function is written as an expansion in plane waves, 
that is, a Fourier series. This assumes that the potential energy of the electron in the periodic 
field of the crystal is small relative to its kinetic energy. However, in the core region of atoms, 
the potential is not small and the wave functions strongly oscillate. Thus, to reproduce such 
behavior in the wave functions by a linear combination of plane waves, it is necessary to use a 
large set. Therefore, although this is a comparatively simple picture in physics, it becomes 
exceedingly complicated in computation for some systems. 
Computation methods in the different band theories differ only in the selection of the 
basis function iϕ . 
 
2.3.2 The FP-LMTO method used in this dissertation 
The specific technique employed in this dissertation is one of several commonly used 
Full-Potential Linear Muffin-Tin orbital methods, which was developed by Wills and his co-
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workers. The detailed description can be found in Ref. 9. Here, we outline the most important 
computational features. 
 
Notation: 
While describing the electronic structure calculations, one unavoidably is going to use an 
enormous number of symbols and indices. To avoid any confusion, we briefly describe the 
notations used in this chapter. 
Spherical harmonics: 
 ˆ ˆ( ) ( )llm lmy r i Y r≡        (2.35) 
 
4ˆ ˆ( ) ( )
2 1lm lm
C r Y r
l
π
≡
+
      (2.36) 
 
ˆ ˆ( ) ( )llm lmc r i C r≡        (2.37) 
where Y is a spherical harmonic. 
 
Bessel functions: 
 
2
1
2
( ) ( ) 0
( , )
( ) 0
l l l
l
l
n r ij r
r
n r
κ κ κ
κ κ
κ κ
+  − <Κ ≡ − 
>
   (2.38)  
 
ˆ( , ) ( , ) ( )L l Lr r y rκ κΚ ≡ Κ
r
      (2.39) 
 
( )( , ) l ll
j rJ r κκ
κ
≡        (2.40)  
 
ˆ( , ) ( , ) ( )L l LJ r J r y rκ κ≡
r
      (2.41) 
where L denotes lm,  and ln  and lj  are spherical Neuman and Bessel functions, 
respectively. 
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Geometry 
FP-LMTO method is based on so called muffin-tin geometry. In this approach the crystal is 
divided into non-overlapping spheres surrounding atomic sites, so called muffin-tin spheres, 
where the density and potential vary rapidly, and the interstitial region between the spheres, 
where the density and potential vary slowly. The same concept was used in the early electronic 
structure methods such as KKR and APW. However, in FP-LMTO the division is only a 
computational one, and does not restrict the final shape of the density or potential. Inside the 
muffin tins, the basis functions, electron density, and potential are expanded in spherical waves; 
in the interstitial, the basis function, electron density, and potential are expanded in Fourier 
series. 
One of the most important questions is a choice of the muffin-tin radii. Assuming all 
expansions are taken to convergence, the charge density and potential depend on the muffin tin 
radii only through the dependence of basis functions on the radii. As discussed below, basis 
functions have a different functional form inside the muffin tins. The choice of muffin-tin radius 
affects this crossover. Hence, assuming the Hamiltonian is the same inside and outside the 
spheres, the muffin tin radii are variational parameters and the optimum choice minimizes the 
total energy. If the basis is large enough, the energy is insensitive to the choice of radii. 
However, relativistic effects are usually taken into account only in the muffin tin spheres and in 
this case the Hamiltonian depends on the muffin-tin radii. Therefore, when relativistic effects are 
important, the radii cannot be regarded as merely variational parameters. 
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Potential 
Inside the muffin-tin spheres the potential is expressed as the sum of the lattice 
harmonics: 
 )()()( ,, rDrVrV
h
hh∑= ααα ,     (2.42) 
where the functions Dα,h ( r ) are the lattice harmonics invariant under point-group operations 
and α runs over nonequivalent spheres in the unit cell. In the interstitial, the potential is 
expressed in Fourier series: 
∑ ⋅=
G
riG
i GVerV )()(   ,    (2.43) 
The sum in Equation (2.43) is carried over the symmetry stars of the reciprocal lattice. The zero 
of potential is set so that the average potential in the interstitial region is zero. 
Given the input potential, expressed as above, the FP-LMTO calculation proceeds by first 
forming a muffin-tin true potential (spherically averaged in the spheres and zero in the interstitial 
region), and then using this muffin-tin potential to construct basis states. 
 
Basis Set 
a. Interstitial 
In the interstitial region, I, bases are Bloch sums of spherical Hankel or Neumann functions 
multiplied by the spherical harmonics: 
( ) ( )( )( , ) ,i i i iik Ri l i i l m ir I Rk r e r R y D r Rτψ κ τ τ⋅∈ = Κ − − − −∑
r rr r rr r r r r
(2.44) 
The rotation Dτ  takes the argument into a coordinate system local to each site τ  and the 
summation is carried over all lattice vectors R. The function on the right hand side of (2.44) is 
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sometimes called the envelope function. The basis function (2.44) is specified by the following 
parameters: lattice sites τ  in the unit cell on which the spherical wave is based, the angular 
momentum parameters l and m of the spherical wave with respect to its parent cell, and the 
kinetic energy 2κ  of the basis in the interstitial. The angular parameters l and m represent the 
atomic states from which crystal eigenstates are derived. In our FP-LMTO method for each set of 
l and m there are several corresponding values of parameter 2κ . The use of “multiple ks” 
provides a better description of the electronic wave function in the interstitial area, which is 
essential for calculating electronic properties of open-structure crystals and the systems with low 
symmetry. 
There is no simple algorithm to pick a good set of interstitial kinetic energy parameters. 
However, the optimum set would minimize the total energy. This can be done, but it is time 
consuming, even for relatively simple systems. 
b. Muffin Tins 
In the muffin tin spheres, bases are linear combinations of spherical waves matching 
continuously and differentiably to the envelope function at the muffin-tin sphere. The envelope 
function K  may be expanded in a series of spherical Bessel functions about any site except it’s 
center and the basis function on a muffin-tin sphere at R = 0 is given by: 
( )( )
( )( )
,
,
ˆ( , ) ( , ) ( ,0) ( , ) ( , ) ( , ) ( , ' )
ˆ ( , ) ( , ) ( , ) ( , ) ( , ', )
i
i
ik R
i L l i i i L L L ir s R L
L l i i i L L L i
L
k r e y D r s R L L J s B R
y D r s L L J s B k
τ τ
τ τ τ τ
τ τ τ τ
ψ κ δ δ τ τ δ κ κ τ τ
κ δ τ τ δ κ κ τ τ
⋅
=
= Κ + − −
= Κ + −
∑ ∑
∑
r rr r rr r r
rr r
            (2.45) 
where r rτ τ= −
r r r  and B is equivalent to the KKR structure constant [10]. The unitary 
transformation applied to B rotates components into site-local coordinates from the left and right. 
Equation (2.45) can be compactly expressed by defining a two-component row vector K so that: 
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( )( , ) ( , ), ( , )l l lK r r J rκ κ κ= Κ       (2.46) 
and a two component column vector S so that 
, '
, '
( , ') ( , ')
( , ', )
( , ', )L L L L
L L
S k
B k
δ τ τ δ
κ τ τ
κ τ τ
 
− =   
− 
rr r rr r              (2.47) 
Then the value of a basis function on a muffin-tin boundary is expressed simply as: 
( ) ,ˆ( , ) ( , ) ( , ', )ii L l i L L ir s Lk r y D r K s S kτ τ τ τ τψ κ κ τ τ= = −∑
r rr r r
  (2.48) 
The radial part of a basis function inside a muffin-tin sphere is a linear combination of 
atomic like functions φ  and their energy derivatives φ&  [11, 12] matching continuously and 
differentiably to the radial function K in Equation 2.48. Collecting φ  and φ&  in a row vector: 
 ( )( , ) ( , ), ( , )U e r e r e rφ φ≡ &       (2.49) 
a matching condition may be expressed as ( , ) ( , ) ( , )U e r e K sκ κΩ =  and 
'( , ) ( , ) '( , )U e r e K sκ κΩ = , where Ω  is a matrix of order two. 
In this method, bases corresponding to multiple principle quantum numbers are contained 
within a single, fully hybridizing basis set. This is accomplished simply by using functions φ  
and φ&  calculated with energies {enl} corresponding to different principle quantum numbers n to 
describe the radial dependence of a basis in the muffin tins. Thus, another parameter specifying a 
basis function is the set of energy parameters {etl} that will be used to calculate the radial basis 
functions tlφ  and tlφ&  used to express the basis function in muffin-tins of each symmetry type. A 
basis function in a muffin tin sphere is therefore: 
 ( ) ,( , ) , ( , ) ( , ', )
m
i
l l
i tL i tl i L L ir s L
k r U e D r e S k
τ τ
τ τ τψ κ κ τ τ
≤
<
= Ω −∑r rr r r r  (2.50) 
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where ie  means “use the energy parameter enl corresponding to the principal quantum number 
specified for basis i" and: 
 ( ) ˆ, ( ) ( , )tL i L tLU e r y r U e r≡       (2.51) 
In principle, and as programmed, each ( lτ κ ) basis can use its own unique energy set. It is 
more customary to use a common energy set for a set of basis states giving rise to bands of 
similar energy within the scope of a particular calculation. 
A parameter introduced in (2.50) is the angular momentum cutoff lm. In most cases, a 
converged total energy is achieved with values lm ~ 4 – 6. 
 
4. Calculation procedure 
The Bloch sums (2.45) are evaluated in the spheres using calculated structure functions [16], 
and recalculated at each iteration as the energy parameters are reset. In the interstitial region the 
basis states (2.44) are determined by expanding the sum of Neumann functions, each with an 
arbitrary, smooth extension into the muffin-tin spheres in a Fourier series. The construction of 
the Hamiltonian matrix elements (2.32) is carried out then either by analytic expressions or 
simple radial integrals in the spheres and by convolution with a step function in the interstitial 
region, with care taken to include the necessary number of Fourier components in the step 
function. The overlap matrix is constructed in a similar manner and the diagonalization of the 
Hamiltonian follows standard techniques. It should be pointed out that our energy windows are 
allowed to hybridize; that is, matrix elements connecting basis functions associated with 
different sets of energy parameters are included in the construction of the Hamiltonian and 
overlap matrix elements. 
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The determination of the Fermi energy level is straightforward, and the electron density is 
constructed into a form analogous to the expression for the potential. Core charge that leaks from 
the muffin-tin spheres is added to the charge density in the interstitial and other muffin-tin 
spheres by Fourier synthesis of the tails which extend beyond the sphere edge. 
The computation of the potential, given the density, consists of finding the electrostatic 
potential and the exchange-correlation potential. The latter potential is written in the form 
proposed by Ceperly and Alder [17] as parametrized by Perdew and Zunger [18]. The 
electrostatic potential is found using the method of Weinert [19]. The exchange and correlation 
potential is found in the interstitial region by Fourier transforming the charge density from 
reciprocal to real space and then back transforming the potential. The exchange and correlation 
potential is found in the muffin-tin spheres using a simple numerical angular integration scheme. 
The input and output potentials are then mixed using Broyden’s mixing scheme [20], which was 
found to give quick convergence to self-consistency. 
The total energy, 
xcH
i
effixc EErVrdrEETE H ++−=++= ∑ ∫ )()(ρε (2.52) 
is calculated using the cancellation of the Z/r terms [21] between the kinetic energy T and the 
electrostatic (Hartree) energy EH, and the input value for the one-electron potential, Veff(r), is 
used in (2.53) to obtain quick convergence of the total energy . Exc is the net exchange-
correlation energy and is calculated in a manner similar to the construction of the exchange-
correlation potential. Cohesive energies are obtained using a fully relativistic calculation of the 
associated atomic energies, using numerical procedures, which are similar to those of the FP-
LMTO calculation as possible. 
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Chapter 3  Site preference of Mo and V additives in Fe3Al 
 
3.1 Introduction 
 
The transition metal additives, particularly Mo and V, significantly modify mechanical 
and thermal properties of Fe3Al. In particular, their substitution leads to a remarkable 
stabilization of Fe3Al DO3 phase and therefore, improves the strength of this material [1]. The 
phase stabilization induced by additives is frequently related to their determined preference for a 
particular site in the atomic lattice. The goal of our research is to examine this statement. 
Fe3Al exists in the ordered DO3 structure up to the temperature 550C [2]. There are four 
basis atoms in the unit cell and they are sitting at the body-centered cubic lattice sites. The 
sixteen-atom supercell of a DO3 structure is shown in Figure 3.1. The symmetry divides the 
atomic sites of the lattice into the three types. Two of these types are the iron sites, namely FeI 
and FeII, and the third type includes all the Aluminum atoms. The FeII sites have eight iron 
atoms as nearest neighbors. They are shown as the red spheres in Figure 3.1. The FeII sites are 
surrounded by 4 iron and 4 aluminum atoms and represented by the green spheres in Figure 3.1. 
The Aluminum atoms, shown as the blue spheres, have 8 neighboring atoms of the FeI type. The 
sixteen-atom supercell of a DO3 structure has a cubic symmetry. 
 26
 
 
Figure 3.1 DO3 structure of Fe3Al 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The primitive vectors of a DO3 lattice are:  
• A1 = a Y + a Z  
• A2 = a X + a Z  
• A3 = a X + a Y 
 
The basis vector are given by:  
• B1 = 0 (Al)  
• B2 = - ½ A1 + ½ A2 + ½ A3 = a X (FeI)  
• B3 = + ¼ A1 + ¼ A2 + ¼ A3 = + ½ a X + ½ a Y + ½ a Z (FeII)   
• B4 = - ¼ A1 - ¼ A2 - ¼ A3 = - ½ a X - ½ a Y - ½ a Z (FeII)  
 FeII   FeI   Al 
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Although the experimental data on the site preference of the transition metal additives in 
Fe3Al is still incomplete [3], there was an attempt to solve this problem computationally. Reddy 
et al. studied nature and strength of magnetic interaction of 3d transition metal impurities in 
Fe3Al using Linear Combination of Atomic-Orbitals Molecular-Orbital (LCAO-MO) method [4]. 
They found that the type of the magnetic coupling of an impurity at different iron sites and site-
selection of 3d elements in Fe3Al is correlated with its position in the Periodic Table. Thus, 
impurities to the left of Fe couple antiferromagnetically to Fe while the impurities to the right of 
Fe couple ferromagnetically. These computational results provide a convenient way of 
controlling the magnetic properties of Fe3Al and can be used in deducing experimentally the 
location of the impurities in this compound. However, the magnetic cluster model can hardly be 
applied to resolve the site-preference problem in realistic iron-aluminides. The selection of a 
particular lattice site by an impurity happens during the alloy formation process at the 
temperature much higher than the Curie temperature of these alloys. Therefore, individual 
magnetic moments of the atoms are thermally disordered in the compound and can be averaged 
to zero. The chance that the distribution of the atoms between the lattice sites will change after 
the solidification is negligibly small, since the diffusion in the metallic systems is extremely 
slow. 
The formation of pseudo-binary compounds (Fe1-xMx)3Al, where M stands for transition metal 
additive and x is used for its concentration, is a complicated process. It requires repeated melting 
followed by the ordering heat-treatment [5]. The simulation of such a nontrivial physical process 
is impossible without making few approximations. One of the simplest and the most appropriate 
approximations is a canonical formalism. It is based on the assumption that the number of 
particles in the system and their temperature remain constant during the alloy formation [6]. 
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Then, the process of the additive site selection can be associated with the creation of a point 
defect, namely impurity, in a perfect Fe3Al compound. The formation energy of a point defect 
can be written as: 
)1.3(perfectdefectdefectf TETEE −+= µ  
where TEdefect is the total energy of a supercell with a defect; TEperfect  is the total energy of a 
corresponding perfect supecell; µdefect is the change in chemical potential due to substituting 
original atom by the impurity. Thus, the sites associated with the smallest value of the defect 
formation energy have a bigger statistical probability to be occupied by the additive.  
While the total energy of a supercell in (3.1) can be found straightforward from the first-
principles calculations, the chemical potential there is determined with some uncertainty. Its 
value depends on the specific conditions of the alloy formation such as pressure, temperature 
gradient, exact composition of the alloy etc. Hence, it is extremely important which particular 
model is chosen for chemical potential calculation. A worthy to note approach of finding the 
change in chemical potential during the defect formation was proposed by V.Scott and M.Fahnle 
[7,8]. They considered the canonical ensemble of atoms assuming that in the ground state all the 
atoms occupy the appropriate lattice sites. Then, after taking into account all possible point 
defects in the crystal and minimizing the thermodynamical potential with respect to their 
number, one can derive the concentrations of the corresponding point defects at a given 
temperature. The main idea behind this approach is that the crystal exists at a perfect 
stochiometry and thus, the atoms substituted by the additive are most likely to create other point 
defects. While this approximation is valid for semiconductors, it can be hardly applied to 
intermetallic compounds and particularly to Fe3Al. This intermetallic tends to have a structural 
disorder [9] and is very likely to possess various macroscopic defects such as grain-boundaries, 
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precipitates, etc. Alternatively we assume that the atoms substituted by the additive are forming 
the precipitates and we define the chemical potential of an element as the total energy per atom 
being in a bulk. Then, the change in chemical potential due 
to the defect formation can be written as follows:  
dsubstituteoriginaldefect µµµ −=                                   (3.2) 
where µoriginal is the chemical potential of the original atom and µsubstituted is the chemical 
potential of the impurity.  
 
3.2 Methodology 
 
The calculation of the defect formation energies was carried out using FP-LMTO method that 
is described in details in Chapter 2. Here we want to outline the main advantages provided by 
FP-LMTO for solving the site-preference problem in Fe3Al compound with the Mo and V 
additives.  
Our FP-LMTO method of solving the bulk density functional problem has a full potential 
both in the muffin-tin and interstitial regions. In addition, the muffin-tin orbitals are not 
constrained to have zero kinetic energy in the interstitial. These two features of FP-LMTO 
method are essential in accurately calculating within the LDA approximation, the total-energy 
and electronic structure in low-symmetry crystal systems. Multiple kappas provide basis 
enrichment that allows us to capture the behavior of 3d and 4d electrons. Another advanced 
feature of our FP-LMTO method is its use of multiple “energy windows” by which we determine 
the energy range for linearized electronic structure calculation. For example, 4p electrons of Mo 
atom are sitting too close to Fermi energy surface to treat them as the core states. Therefore, we 
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consider them as the valence electrons and assign them to a separate energy window while using 
different values of kappas. 
To make our calculations more consistent we have chosen the same set of the basis functions 
for the structures with the same type of additive. Thus, for V substituted in Fe3Al the basis 
functions are 4s, 4p, 3d and for Mo additive these are 5s, 5p, 4d. In present calculations we used 
5 different kappas. The computational parameters for Fe3Al with the Mo and V additives can be 
found in Appendix, where we included the input file for our FP-LMTO program for the purpose 
of demonstration. 
One of the major sources of systematic errors in FP-LMTO method is due to the limited 
sampling of k-points during the energy eigenvalues integration over the Brillouin zone. To 
minimize this error, we used the same set of k-points for each structure. Since the computational 
time is increasing proportionally with the number of the k-points, we found 2 k-points in the 
irreducible wedge to be an appropriate choice for 32-atom supercell.  
We use total-energy supercell calculations to give the relative energies for site selection of 
Mo and V additives in Fe3Al. The supercell model describes the periodicity of a crystal structure 
through the boundary conditions. When considering the low concentration of additives in the 
alloy, one has to carry the calculations for the supercell of a sufficiently large size. Thus, by 
taking a supercell consisting of 32 atoms and substituting one transition metal at arbitrary site, 
we simulate  
the site-selection process for 3.125% alloy. However, in this supercell model no account 
has been taken of random disorder that is always present in intermetallic alloys. To include it 
into the model, one has to average the site-selection energy over all possible supercell 
arrangements and this rapidly becomes impractical. The averaging has to be carried over the 
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supercells with the non-equivalent symmetry and therefore, one has to consider at least two 
impurities per computational supercell. Thus, to study the effect of the alloying randomness on 
the site-selection in Fe3Al alloy with 3.125% of transition metal additive, it is necessary to take 
64-atom supercell and carry the calculations 736 times.  Since our aim is to use moderate amount 
of computer time, we rejected the idea of performing the supercell ensemble average. 
In most cases the transition metal additives are used to compensate for the decrease of the iron 
concentration in iron-aluminides. However, the previous first-principles calculations showed that 
the Fe-Al antisite defect has a close to zero formation energy [9]. At the same time X-ray 
diffraction of Fe3Al confirmed that there is an antisite disorder present in this alloy [10]. 
Therefore, despite the most common composition of the pseudo-binary alloy, the occupation of 
Al sites by the additives cannot be excluded from consideration. 
Hence, we considered a 32-atom supercell. The atom of the additive, Mo and later V, was 
placed at the one of three non-equivalent sites, namely FeI, FeII and Al, and after that all the 
atoms in the supercell were relaxed within the prescribed symmetry. The formation energies of 
the defects were calculated from (3.1). In order to take maximum advantage of the supercell 
symmetry and therefore reduce the computational cost, the origin of the lattice vectors was 
chosen to be at the site of the defect. To avoid the systematic errors, the total energy of the 
corresponding perfect supercell in Eq.3.1 has been recalculated for different origins. 
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3.2 Results and Discussion 
 
The calculated formation energies of the defects are presented in Table 3.1. The 
relaxation energy and change in the bond-length are defined with respect to the perfect Fe3Al 32-
atom supercell. Site-selection energy is defined with respect to the largest formation energy for a 
given defect. For both transition metal additives it is FeI site. 
All the relaxation energies are found to be much higher than the typical relaxation 
energies in the metallic systems. The explanation of such an effect can be found in the nature of 
the interatomic bonding of Fe3Al. There is a strong hybridization between the iron d-electrons 
and the p-electrons of the aluminum that gives the bonding a pronounced directional character. 
The Fermi energy level lies in the Fe-Al bonding state region shown in the Figure 3.2. Thus, the 
bonding strength between the atoms is very sensitive to intrinsic defects that in our case are 
represented by the Mo and V impurities. 
 
Table 3.1 Effective formation energies of various defects in Fe3Al. 
System Relaxation energy, 
eV/cell 
Change in the 
bond length 
Site-selection energy, 
K/atom 
Mo-FeI 0.10 0.5% 0.0 
Mo-FeII 0.41 2.9% 25 
Mo-Al 0.077 0.1% 763 
V-FeI No relaxation 0.0% 0.0 
V-FeII 0.02 0.4% 2018 
V-Al 0.025 -0.8% 1231 
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Figure 3.2 Electronic band structure of Fe3Al obtained by FP-LMTO method. There are 13 
bands under Fermi energy level that correspond to Al 3s23p1 and Fe 3d64s2 valence electrons. 
The upper bands intersect the Fermi energy level indicating the metallic character of this 
material. 
 
                   Gamma         X        W            L          Gamma              K            X 
                   [000]           [100]   [1½0]      [½ ½ ½]    [000]             [¾ ¾ 0]  [100]              
 34
 
 
As shown in Table 3.1 the relaxation energies for Mo substituted in Fe3Al are 
significantly higher than their V counterparts. The reason for that can be found in the fact that 
Fe3Al gets stabilized at the lattice parameter not much larger than that of pure iron, while the 
atomic radius of Mo is much bigger than the radius of iron atom. Thus, Mo substitution at any 
site of Fe3Al causes the distortion of the lattice and the increase of the equilibrium lattice 
constant. The lattice distortion is particularly strong when Mo is substituted at FeII site. Here, the 
lattice relaxation reaches 0.41 eV and the second neighbor distance along with the first one 
drastically changes. The total energy of supercell with this particular arrangement gets strongly 
reduced during the lattice relaxation, remains slightly larger than the total energy of a supercell 
with Mo atom placed at FeI site. The site-selection energy of Mo between FeI and FeII sites is 
only 25K/atom. Taking into the account various approximations presented in our calculations, 
we can conclude that at non-zero temperatures Mo atoms might be distributed evenly between 
FeI and FeII sites. However, the site-selection energy of Mo between iron and aluminum sites is 
much larger, it is 763 K/atom. Thus, Al sites are less likely to be occupied by Mo additives.  
Substitution of V element in Fe3Al leads to a moderate relaxation of the atomic lattice 
and in particular when it substituted at FeI site, no relaxation is observed. The total energy of 
supercell with V atom placed at FeI site is smaller than the supercell energy with V substituted at 
FeII site. The site-selection energy of V between FeI and FeII sites is relatively large, 2018 
K/atom. This result is in a good agreement with the calculations of Reddy et al [3], although 
their calculations were performed for a different model and using another computational 
technique. Their calculated site-selection energy between FeI and FeII sites is 1870 K/atom. Our 
computational results indicate that FeI site is energetically more favorable for V than FeII site.  
However, in our calculations we included the possibility of Al sites to be occupied by the 
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transition metal additives. Thus, we found that the site-selection energy between FeI and Al sites 
is almost half of one obtained for the two different iron sites. It is 1231 K/atom.  
The experimental results on the site-selection of V in Fe3Al are quite contradictory. Nishino et 
al used X-ray diffraction technique to study the dependence of lattice parameter on V 
concentration x, in (Fe1-xVx)3Al compound.[1]. They found that the lattice constant decreases with 
the growing x and reaches its minimum at about 33.3% of concentration. This result was 
regarded as an experimental evidence for the FeI site selection of V at least up to this 
composition range. Another research group reported the results of X-ray diffraction 
measurements on Fe2VAl crystals [11]. They observed appreciable antisite disorder in all of their 
samples. Our computational results speak in favor of the first X-ray diffraction measurements, 
since the obtained site-selection energy between FeI and FeII sites is relatively large. However, 
the small site-selection energy between FeI and Al sites is comparable to temperatures involved 
in the metallurgical synthesis of this iron-aluminide. Thus, we can conclude that the actual site 
occupation of V may depend significantly on the details of alloy formation. 
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Appendix: The input data file for our FP-LMTO Program. 
 
The file contains the parameters for Fe3Al 32 atom supercell with the Vanadium 
impurity placed at the FeI site.  
1    .    2    .    3    .    4.   5    .    6    .    7 
fttffffftfffffffffffttttffffffffftffffffftfftfftftfffffffffftffffftfffff 
 (/ 2i6 ,f6.0 ,2i6, 2f6.0, 4l6, i6) 
  lmax ntype  zval  lmwp icorr exfac  pmix   win   wmt f-rel sp-po  itrs 
     4     7  357.     4     3    1.  .010     t     t     f     f     1 
               32Fe3Al V on Fe     
 (f12.0) 
  10.4000000  rbleng * 
 (i6) 
     2                 0: Fermi, 1: linear tetrahedra, 2: gaussian 
 (2f6.0, i6) 
 .0400    4.     0 
 (i12)4 
           1                                        energy panels 
 (/ 5i6, 2f6.0, f12.0 /) 
  ntls  nuts  nkwi  nztd nsets  zwin zskip   log(epst) 
     4     1     1     1     2  357.    .0        -38. 
     tail**2        eta  iztl itls:  t  l  e  tscl 
 (2f12.0, 2i6, 3i3, l6) 
   .312300         .300     1     0  0  0  0     f 
   .2230000        .300     1     0  3  2  1     f 
  -.1100000        .300     1     0  0  0  0     f 
  -2.750000        .300     1     2  2  1  2     f 
 (/ (3f12.0)) 
        zmin        zmax       width  for setting tail parameters 
          0.       357.0          1. 
 (/ (3f18.0)) 
 Bravais lattice for 32 atom (fcc supercell) Fe3Al+Vanadium 
  0.00000000000000  1.00000000000000  1.00000000000000 
  1.00000000000000  0.00000000000000  1.00000000000000 
  1.00000000000000  1.00000000000000  0.00000000000000 
 (/ (3i6, 4i12)) 
  nft1  nft2  nft3      icmeth      iftrou        diag           n 
    48    48    48           3           0           0           0 
 (// 2i8) 
 TYPE 1: species: 2 
   natom   nharm  (L=   0   1   2   3   4) 
       6       6  (n=   1   2   3   4   6) 
 (/ (24i3)) 
 density exponents 
  1 
 basis exponents 
  5  4  3  2  1 
 (/ (3f18.0, 5x, a1)) 
              tau1              tau2              tau3     c 
 -.250000000000000  .250000000000000  .750000000000000     l 
 -.750000000000000  .750000000000000  .750000000000000     l 
  .250000000000000 -.250000000000000  .250000000000000     l 
 -.250000000000000  .250000000000000  .250000000000000     l 
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 -.250000000000000 -.250000000000000  .250000000000000     l 
 -.750000000000000  .250000000000000  .750000000000000     l 
 (/ i6, f12.0, f18.0, 5x, a1) 
   npt           S                dx coord 
   607   .20002107          .0256938     r  (reduced radius) 
 (/ f6.0, i6, 3f6.0, 2i6, f6.0 // (2i6, f12.0)) 
     z    nc   sco   sex   sws naext nchop   ext 
   13.     4 2.500 1.116 1.508     1     0 0.000 
    np kappa         occ 
     1    -1       2.000  2    naext = 1: site with electron charge 
     2    -1       2.000                  z + ext 
     2     1       2.000       nchop = 1: reset sws if v crosses zero 
     2    -2       4.000 10 
  7 Bases, panel 1      Spin down           Spin up 
  0  1  1             0.000  1  0       0.000  1  0 
  0  1  2             0.000  1  0       0.000  1  0 
  0  1  3             0.000  1  0       0.000  1  0 
  1  1  1             0.000  1  0       0.000  1  0 
  1  1  2             0.000  1  0       0.000  1  0 
  1  1  3             0.000  1  0       0.000  1  0 
  2  1  2             0.000  1  0       0.000  1  0 
  3  3  3  4  5  6  7  8  9 Spin down 
  0  1  0  0  0  0  0  0  0 
  3  3  3  4  5  6  7  8  9 Spin down 
  0  0  0  0  0  0  0  0  0 
 (// 2i8) 
 TYPE 2: species: 1 
   natom   nharm  (L=   0   1   2   3   4) 
       6       6  (n=   1   1   3   3   6) 
 (/ (24i3)) 
 density exponents 
  1 
 basis exponents 
  5  4  3  2  1 
 (/ (3f18.0, 5x, a1)) 
              tau1              tau2              tau3     c 
 -.500000000000000  .500000000000000  1.00000000000000     l 
  .000000000000000 -.500000000000000  .500000000000000     l 
 -1.00000000000000  .500000000000000  1.00000000000000     l 
 -.500000000000000  .000000000000000  .500000000000000     l 
 -.500000000000000  .000000000000000  1.00000000000000     l 
  .000000000000000  .000000000000000  .500000000000000     l 
 (/ i6, f12.0, f18.0, 5x, a1) 
   npt           S                dx coord 
   712   .20463969          .0256938     r  (reduced radius) 
 (/ f6.0, i6, 3f6.0, 2i6, f6.0 // (2i6, f12.0)) 
     z    nc   sco   sex   sws naext nchop   ext 
   26.     5 2.500 1.116 1.508     1     0 0.000 
    np kappa         occ 
     1    -1       2.000  2    naext = 1: site with electron charge 
     2    -1       2.000                  z + ext 
     2     1       2.000       nchop = 1: reset sws if v crosses zero 
     2    -2       4.000 10 
     3    -1       2.000 
  9 Bases, panel 1      Spin down           Spin up 
  0  1  1             0.000  1  0       0.000  1  0 
  0  1  2             0.000  1  0       0.000  1  0 
  0  1  3             0.000  1  0       0.000  1  0 
  1  1  1             0.000  1  0       0.000  1  0 
  1  1  2             0.000  1  0       0.000  1  0 
  1  1  3             0.000  1  0       0.000  1  0 
  2  1  2             0.000  1  0       0.000  1  0 
  2  1  3             0.000  1  0       0.000  1  0 
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  1  2  4             0.000  1  0       0.000  1  0 
  4  4  3  4  5  6  7  8  9 Spin down 
  1  1  1  0  0  0  0  0  0 
  4  3  4  4  5  6  7  8  9 Spin down 
  0  1  0  0  0  0  0  0  0 
 (// 2i8) 
 TYPE 3: species: 1 
   natom   nharm  (L=   0   1   2   3   4) 
       8       7  (n=   1   2   3   5   7) 
 (/ (24i3)) 
 density exponents 
  1 
 basis exponents 
  5  4  3  2  1 
 (/ (3f18.0, 5x, a1)) 
              tau1              tau2              tau3     c 
 -.875000000000000  .125000000000000  1.12500000000000     l 
 -.125000000000000 -.125000000000000  .375000000000000     l 
 -.875000000000000  .125000000000000  .625000000000000     l 
 -.125000000000000 -.125000000000000 -.125000000000000     l 
 -.625000000000000 -.125000000000000  .875000000000000     l 
 -.375000000000000  .125000000000000  .125000000000000     l 
 -1.12500000000000  .375000000000000  .875000000000000     l 
  .125000000000000 -.375000000000000  .125000000000000     l 
 (/ i6, f12.0, f18.0, 5x, a1) 
   npt           S                dx coord 
   712   .20463969          .0256938     r  (reduced radius) 
 (/ f6.0, i6, 3f6.0, 2i6, f6.0 // (2i6, f12.0)) 
     z    nc   sco   sex   sws naext nchop   ext 
   26.     5 2.500 1.116 1.508     1     0 0.000 
    np kappa         occ 
     1    -1       2.000  2    naext = 1: site with electron charge 
     2    -1       2.000                  z + ext 
     2     1       2.000       nchop = 1: reset sws if v crosses zero 
     2    -2       4.000 10 
     3    -1       2.000 
  9 Bases, panel 1      Spin down           Spin up 
  0  1  1             0.000  1  0       0.000  1  0 
  0  1  2             0.000  1  0       0.000  1  0 
  0  1  3             0.000  1  0       0.000  1  0 
  1  1  1             0.000  1  0       0.000  1  0 
  1  1  2             0.000  1  0       0.000  1  0 
  1  1  3             0.000  1  0       0.000  1  0 
  2  1  2             0.000  1  0       0.000  1  0 
  2  1  3             0.000  1  0       0.000  1  0 
  1  2  4             0.000  1  0       0.000  1  0 
  4  4  3  4  5  6  7  8  9 Spin down 
  1  1  1  0  0  0  0  0  0 
  4  3  4  4  5  6  7  8  9 Spin down 
  0  1  0  0  0  0  0  0  0 
 (// 2i8) 
 TYPE 4: species: 1 
   natom   nharm  (L=   0   1   2   3   4) 
       8       7  (n=   1   2   3   5   7) 
 (/ (24i3)) 
 density exponents 
  1 
 basis exponents 
  5  4  3  2  1 
 (/ (3f18.0, 5x, a1)) 
              tau1              tau2              tau3     c 
 -.875000000000000  .625000000000000  .625000000000000     l 
 -.125000000000000 -.625000000000000  .375000000000000     l 
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 -.375000000000000  .125000000000000  .625000000000000     l 
 -.625000000000000 -.125000000000000  .375000000000000     l 
 -.375000000000000 -.375000000000000  .625000000000000     l 
 -.625000000000000  .375000000000000  .375000000000000     l 
 -.625000000000000  .375000000000000  .875000000000000     l 
 -.375000000000000 -.375000000000000  .125000000000000     l 
 (/ i6, f12.0, f18.0, 5x, a1) 
   npt           S                dx coord 
   712   .20463969          .0256938     r  (reduced radius) 
 (/ f6.0, i6, 3f6.0, 2i6, f6.0 // (2i6, f12.0)) 
     z    nc   sco   sex   sws naext nchop   ext 
   26.     5 2.500 1.116 1.508     1     0 0.000 
    np kappa         occ 
     1    -1       2.000  2    naext = 1: site with electron charge 
     2    -1       2.000                  z + ext 
     2     1       2.000       nchop = 1: reset sws if v crosses zero 
     2    -2       4.000 10 
     3    -1       2.000 
  9 Bases, panel 1      Spin down           Spin up 
  0  1  1             0.000  1  0       0.000  1  0 
  0  1  2             0.000  1  0       0.000  1  0 
  0  1  3             0.000  1  0       0.000  1  0 
  1  1  1             0.000  1  0       0.000  1  0 
  1  1  2             0.000  1  0       0.000  1  0 
  1  1  3             0.000  1  0       0.000  1  0 
  2  1  2             0.000  1  0       0.000  1  0 
  2  1  3             0.000  1  0       0.000  1  0 
  1  2  4             0.000  1  0       0.000  1  0 
  4  4  3  4  5  6  7  8  9 Spin down 
  1  1  1  0  0  0  0  0  0 
  4  3  4  4  5  6  7  8  9 Spin down 
  0  1  0  0  0  0  0  0  0 
 (// 2i8) 
 TYPE 5: species: 2 
   natom   nharm  (L=   0   1   2   3   4) 
       2       3  (n=   1   1   1   2   3) 
 (/ (24i3)) 
 density exponents 
  1 
 basis exponents 
  5  4  3  2  1 
 (/ (3f18.0, 5x, a1)) 
              tau1              tau2              tau3     c 
 -.750000000000000  .250000000000000  1.25000000000000     l 
 -.250000000000000 -.250000000000000  .750000000000000     l 
 (/ i6, f12.0, f18.0, 5x, a1) 
   npt           S                dx coord 
   607   .20002107          .0256938     r  (reduced radius) 
 (/ f6.0, i6, 3f6.0, 2i6, f6.0 // (2i6, f12.0)) 
     z    nc   sco   sex   sws naext nchop   ext 
   13.     4 2.500 1.116 1.508     1     0 0.000 
    np kappa         occ 
     1    -1       2.000  2    naext = 1: site with electron charge 
     2    -1       2.000                  z + ext 
     2     1       2.000       nchop = 1: reset sws if v crosses zero 
     2    -2       4.000 10 
  7 Bases, panel 1      Spin down           Spin up 
  0  1  1             0.000  1  0       0.000  1  0 
  0  1  2             0.000  1  0       0.000  1  0 
  0  1  3             0.000  1  0       0.000  1  0 
  1  1  1             0.000  1  0       0.000  1  0 
  1  1  2             0.000  1  0       0.000  1  0 
  1  1  3             0.000  1  0       0.000  1  0 
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  2  1  2             0.000  1  0       0.000  1  0 
  3  3  3  4  5  6  7  8  9 Spin down 
  0  1  0  0  0  0  0  0  0 
  3  3  3  4  5  6  7  8  9 Spin down 
  0  0  0  0  0  0  0  0  0 
 (// 2i8) 
 TYPE 6: species: 1 
   natom   nharm  (L=   0   1   2   3   4) 
       1       2  (n=   1   1   1   1   2) 
 (/ (24i3)) 
 density exponents 
  1 
 basis exponents 
  5  4  3  2  1 
 (/ (3f18.0, 5x, a1)) 
              tau1              tau2              tau3     c 
 -.500000000000000  .500000000000000  .500000000000000     l 
 (/ i6, f12.0, f18.0, 5x, a1) 
   npt           S                dx coord 
   712   .20463969          .0256938     r  (reduced radius) 
 (/ f6.0, i6, 3f6.0, 2i6, f6.0 // (2i6, f12.0)) 
     z    nc   sco   sex   sws naext nchop   ext 
   26.     5 2.500 1.116 1.508     1     0 0.000 
    np kappa         occ 
     1    -1       2.000  2    naext = 1: site with electron charge 
     2    -1       2.000                  z + ext 
     2     1       2.000       nchop = 1: reset sws if v crosses zero 
     2    -2       4.000 10 
     3    -1       2.000 
  9 Bases, panel 1      Spin down           Spin up 
  0  1  1             0.000  1  0       0.000  1  0 
  0  1  2             0.000  1  0       0.000  1  0 
  0  1  3             0.000  1  0       0.000  1  0 
  1  1  1             0.000  1  0       0.000  1  0 
  1  1  2             0.000  1  0       0.000  1  0 
  1  1  3             0.000  1  0       0.000  1  0 
  2  1  2             0.000  1  0       0.000  1  0 
  2  1  3             0.000  1  0       0.000  1  0 
  1  2  4             0.000  1  0       0.000  1  0 
  4  4  3  4  5  6  7  8  9 Spin down 
  1  1  1  0  0  0  0  0  0 
  4  3  4  4  5  6  7  8  9 Spin down 
  0  1  0  0  0  0  0  0  0 
 (// 2i8) 
 TYPE 7: species: 3 
   natom   nharm  (L=   0   1   2   3   4) 
       1       2  (n=   1   1   1   1   2) 
 (/ (24i3)) 
 density exponents 
  1 
 basis exponents 
  5  4  3  2  1 
 (/ (3f18.0, 5x, a1)) 
              tau1              tau2              tau3     c 
  .000000000000000  .000000000000000  .000000000000000     l 
 (/ i6, f12.0, f18.0, 5x, a1) 
   npt           S                dx coord 
   712   .20400000          .0256938     r  (reduced radius) 
 (/ f6.0, i6, 3f6.0, 2i6, f6.0 // (2i6, f12.0)) 
     z    nc   sco   sex   sws naext nchop   ext 
   23.     5 2.500 1.116 1.508     1     0 0.000 
    np kappa         occ 
     1    -1       2.000  2    naext = 1: site with electron charge 
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     2    -1       2.000                  z + ext 
     2     1       2.000       nchop = 1: reset sws if v crosses zero 
     2    -2       4.000 10 
     3    -1       2.000 
  9 Bases, panel 1      Spin down           Spin up 
  0  1  1             0.000  1  0       0.000  1  0 
  0  1  2             0.000  1  0       0.000  1  0 
  0  1  3             0.000  1  0       0.000  1  0 
  1  1  1             0.000  1  0       0.000  1  0 
  1  1  2             0.000  1  0       0.000  1  0 
  1  1  3             0.000  1  0       0.000  1  0 
  2  1  2             0.000  1  0       0.000  1  0 
  2  1  3             0.000  1  0       0.000  1  0 
  1  2  4             0.000  1  0       0.000  1  0 
  4  4  3  4  5  6  7  8  9 Spin down 
  0  1  0  0  0  0  0  0  0 
  4  3  4  4  5  6  7  8  9 Spin down 
  0  1  0  0  0  0  0  0  0 
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Chapter 4 FP-LMTO calculation of thermal expansion 
4.1 Introduction 
 
Electronic structure calculations based on the density functional theorem in the LDA 
approximation have proved to be an efficient technique for studying zero-temperature energetics 
in many systems [1]. However, their application to study thermodynamics remains challenging 
due to the increase of the computational effort required. 
The process of thermal expansion is related to the anharmonic behavior of lattice 
phonons. Therefore, the calculation of the thermal expansion coefficient requires determination 
of the entire phonon spectrum at a given lattice constant with the high accuracy. It was recently 
shown that density-functional theory (DFT) based linear response theory can provide a good 
description of thermal expansion of elemental metals and is capable of calculation phonon 
spectrum of FeAl at zero temperature [2,3]. However, this method has a serious limitation in 
terms of a size of the computational unit cell - for large number of the atoms the computations 
become extremely time-consuming. The concentration of the transition metal additives in iron-
aluminides rarely exceeds 10% of the total composition that forces us to consider at least 10-20 
atoms in the supercell. Therefore, we are seeking more efficient methodology.  
At temperatures comparable with the Debye temperature we use full-potential LMTO 
method based on the local density approximation (LDA) and incorporated into the Debye model 
of a solid. This approach has been shown to yield good results for molibdenum-silicides [4] that, 
like iron-aluminides, have a strong covalent-bonding between the atoms and therefore, the 
contribution of the optical phonons can be neglected in thermal expansion.  
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Although, it is known that LDA gives an erroneous answer in describing the ground state 
structure of elementary iron and predicts a ferromagnetic ground state for FeAl compound that 
was not confirmed by an experiment [5,6]. Even though, when studying the thermal expansion 
one is mostly interested in having an adequate description of elastic properties and that of a 
phonon spectrum of the material. Here LDA is capable of providing the results that are in a 
pretty good agreement with the experiment [7].  
 
4.2 Methodology 
 
All equilibrium thermodynamic information about a system may be extracted from the 
free energy and its variation with respect to physical conditions. The free energy at a given 
temperature has contributions from both the lattice vibrations and thermal excitations of the 
electrons. At room temperature the latter becomes negligibly small comparing to the energy of 
the phonons.  
One of the most efficient approaches for determining the lattice contributions to the free 
energy is the quasi-harmonic approximation. In that approximation the Helmholtz free energy of 
a crystal is defined by the following expression [8]: 
∑∑+=+=
s k
TbkakswTbkaUphononsFaUF ]}2/),(sinh[2ln{)()( h ,    (4.1) 
where the first term is the total energy of the static lattice at a given volume V and w(k, a) is the 
frequency of the s-th phonon at the k-point in the Brillouin zone. The anharmonicity of the free 
energy is included through the explicit volume dependence of the vibrational frequencies.  
For a crystal with p ions in a primitive unit cell there are 3p vibrational modes by the 
number of their degrees of freedom. Three of these modes are called acoustical and the rest of 
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them are regarded as optical vibrational modes. In general case to determine the entire phonon 
spectrum, it is necessary to calculate the Dynamical Matrix [9] for the atomic system and 
diagonalize it. The calculation of a Dynamical Matrix is computationally very expensive, since it 
requires consideration of a large supercell in the presence of various atomic displacements. 
However, in iron-aluminides the optical phonons have much higher activation energy (~10THz) 
than the acoustical phonons (~5THz) [3] and therefore, their contribution into thermal expansion 
can be neglected at the temperatures comparable with the Debye temperature. Such a property of 
optical phonons is due to the pronounced covalent bonding between iron and aluminum atoms. 
In the covalent crystals the bonding strength is significantly higher in some particular directions 
and therefore, the atoms are more likely to oscillate in the same phase. This let us approximate 
the entire phonon spectrum of the iron-aluminides by only acoustical frequencies and that what is 
called the acoustical response approximation or the Debye model.  
The acoustical frequencies depend on the elasticity of the lattice and can be calculated 
from the Christoffel equations [10]:  
2  -   = 0i j i jC k k wµ η µηρ δ                                                                           (4.2) 
 
where Cµ i jν are elastic constants, ρ is the density of the material and  ω  are the acoustic 
frequencies. To compensate for the neglect of the optical phonons, the integration of the phonon 
spectrum is carried over the first p Brillouin zones. The volume dependence of the frequencies 
can be found from the dependence of elastic constants on the lattice volume or so called elastic 
constants of the third-order. By minimizing the free energy in (4.1) with respect to the volume at 
different temperatures, one can obtain the value of thermal expansion coefficient. 
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The elastic constants of any crystal can be found by distorting the lattice vectors and 
relaxing all the internal parameters. The lattice vectors under the strain ε are transformed to the 
new vectors by the following formulae: 
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where I is the 3x3 identity matrix. The strain ε is represented by the symmetric tensor with six 
independent components: 
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Then the total energy of a crystal changes by the following amount: 
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where ∆V is the change in the volume due to the strain, P(V) is the pressure of the undistorted 
lattice at volume V, Cij are the elastic constants. In general case, there are 21 independent elastic 
constants. However, for cubic crystals this number is reduced to only three elastic constants, 
namely C11, C12 and C44. The conditions for a cubic lattice to be stable can be expressed through 
the following relationships of the elastic constants: 
B = (C11+2C12) / 3 > 0,       C11-C12   > 0,       C44  > 0. 
Thus, it would be logical to choose these physically important relationships for elastic 
constants calculations.  
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The bulk modulus of a solid is proportional to a second-order derivative of the total 
energy with respect to the volume and is defined as follows: 
2
2
V
EVB
∂
∂
−=  
To calculate the bulk modulus and its dependence on the lattice parameter, we expanded 
and contracted the lattice vectors within 10% of the equilibrium lattice parameter. Then we fitted 
the total energy curve into the function of the form: 
)2exp()exp(2)( 02010 V
Ve
V
VeeVP αα −+−−=  ,    
where e0, e1, e2, α are unknown parameters and V0 is the equilibrium volume, and calculated the 
second-order derivatives at several different lattice parameters. 
 To find C11 and C12 difference, we followed Mehl et al [11] and considered the volume-
conserving orthorombic deformation: 
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For this deformation, the energy of a crystal is represented by an even function of the 
strain:                    ( ) 2 40 11 12( ) ( ) ( ) [ ];E E a V C a C a O= + − ∆ + ∆                                                                   
The conservation of the volume in the elastic constants calculations has a big advantage, 
since the pressure does not contribute to the energy change. At the same time, the term after the 
second one in the polynomial expansion of the energy is of the fourth order that increases the 
accuracy of the calculations.   
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To obtain the third-order elastic constants, namely C111-C112, we performed the 
calculations of C11-C12 at several different lattice parameters and differentiated C11-C12 with 
respect to the lattice parameter. 
In order to find C44, we considered the following shear deformation: 
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with the energy change given by 2 40 44( ) 2 ( ) [ ];E E a VC a O= + ∆ + ∆  
Then, same procedure as described for C11-C12 was repeated. Again, from six to ten different 
lattice constants were considered to calculate C441. 
The total energy of the static lattice and the elastic constants were calculated by our FP-
LMTO method described in details in Chapter 2. 
 
4.3 Results 
 
We started our research by calculating the lattice parameters and the elastic constants of 
pure FeAl and Fe3Al. The results of calculations are presented in Table 4.1. For both iron-
aluminides the equilibrium lattice constants are at least 3% smaller than the one measured 
experimentally that is typical for LDA dealing with the iron compounds. The calculated lattice 
parameter and the elastic constants of FeAl are found to be in a good agreement with the 
previous work done by C.L.Fu et al using full-potential linearized augmented plane-wave (FP-
APW) method as a computational technique [12].  
One of the most important properties of the elastic constants is the negative Caushi 
discrepancy, defined as C12-C44. It indicates that the shear deformation of a crystal requires more 
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energy than its expansion or contraction in any direction at the same absolute value of the strain. 
Thus, the negative Caushi discrepancy is typical for covalent crystals and FP-LMTO calculations 
reproduce it with the reasonable accuracy. However, for both iron-aluminides the absolute values  
Table 4.1 Equilibrium lattice constants and elastic constants of FeAl and Fe3Al. Lattice 
parameter a0 is in A, elastic constants are in GPa. 
 a0 C11 C12 C44 C12 –C44 
FeAl 
           Fu et al a 
           Exp.b 
2.81 
2.83 
2.90 
281 
290 
181 
140 
130 
114 
167 
165 
127 
-27 
-35 
-13 
Fe3Al 
           Exp.c        
5.50 
5.79 
272 
171 
210 
131 
196 
132 
14 
-1 
a Reference 12 
b Reference 13 
c Reference 14 
 
of elastic constants are much higher than the experimental results. Here, we have to specify three 
major sources of errors present in our calculations. 
The elastic constants listed in the Table 4.1 were measured at room temperature, while 
FP-LMTO technique allows one to calculate the energy of the system found in the ground state. 
Therefore, the thermal vibrations of the atoms were neglected in this method. To see how big is 
their contribution into the elastic properties, we performed the calculation of the bulk modulus of 
Fe3Al using the Debye model at room temperature. In the Figure 4.1 the energy-volume curve at 
room temperature is plotted together with the one obtained from zero-temperature LDA 
calculations. The solid curve corresponds to zero-temperature uniform expansion, while the 
dashed curve shows the volume dependence of the total energy at room temperature. The 
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equilibrium lattice parameter at a given temperature is determined by a position of the minimum 
of the energy-volume curve and the bulk modulus is measured from the local curvature at the 
minimum. 
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Figure 4.1. Equation of state for Fe3Al. The solid curve is the total energy calculated by LDA at 
T=0K and the dashed curve is the Helholtz free energy at T=293K 
  
While the effect of the phonons on the equilibrium lattice constant is noticeably strong, 
indicating the thermal expansion of the crystal, the inclusion of the lattice vibrations slightly 
modifies the value of the bulk modulus. Thus, at a room temperature for FeAl and Fe3Al it 
increases about 3GPa that is of the order of the computational noise present in the calculations. 
In Figure 4.2 we plotted the dependence of the bulk modulus on the lattice parameter calculated 
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from the static total energy received from LDA calculations and from the temperature-dependent 
Helmholtz free energy (4.1). One can see that indeed, the deviation of the two curves becomes 
significant only at large lattice constants that correspond to high temperatures. 
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Figure 4.2 Calculated bulk modulus as a function of lattice parameter for Fe3Al. The 
solid curve is obtained from the temperature-dependent free energy and the dashed curve is 
obtained from T=0 electronic total energy. 
 
A second source of errors presented in our calculations was the fact that we completely 
ignored the relaxation of the atoms in the lattice under the strain. This relaxation could lower the 
value of the total energy of the lattice and therefore decrease the values of the elastic constants. 
The relaxation becomes particularly important for Fe3Al, since it is found in DO3 structure and 
therefore, it possesses 16 atoms in a supercell with the cubic symmetry. Studying the influence 
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of the relaxation on the elastic constants would require repeated calculations for a supercell with 
the distorted symmetry that are not feasible to perform by FP-LMTO method. Therefore, we 
studied that issue using the many-body atomistic potentials inferred from the FP-LMTO total 
energy calculations. The results are presented in the Chapter 5.3. Here, we want to mention that 
the inclusion of the atomic relaxation lowers the value of the elastic constants up to 10 GPa.   
The last source of errors refers to the Local Density Approximation (LDA) itself. It is 
known to overestimate the bonding between the atoms. It was suggested by Mehl et al [11] that 
in order to achieve a better agreement with the experiment, the elastic constants have to be 
calculated at the experimental lattice constant of the material rather than the one calculated by 
LDA. In Table 4.2 we present the elastic constants of FeAl and Fe3Al calculated by this 
approach. One can see that indeed the values of the elastic constants decrease, hence getting 
closer to their experimental values. Nevertheless, our final goal is to calculate the thermal 
expansion of iron-aluminides from the first-principles without any experimental input, therefore 
in our calculations we were using the values of elastic constants presented in the Table 4.1. At 
the same time the approach of Mehl et al is hardly applicable to the intermetallic compounds in 
the presence of additives, since the addition of transition metal elements changes both the 
theoretical and experimental values of equilibrium lattice constant sometime in a different way.  
The third-order elastic constants are presented in Table 4.3. There is no experimental data 
available for comparison. 
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Table 4.2 Elastic constants of FeAl and Fe3Al calculated at the experimental lattice 
constants. Experimental lattice parameter a0 is in A, elastic constants are in GPa.  
 aexp C11 C12 C44 
FeAl 
Mehl et al a 
Exp.b 
2.90 
2.90 
2.90 
190 
182 
181 
114 
78 
114 
139 
45 
127 
Fe3Al 
Exp.c 
5.79 
5.79 
163 
171 
129 
131 
117 
132 
a Reference 11 
b Reference 13 
c Reference 14 
 
Table 4.3 Calculated third-order elastic constants in GPa. 
 C111 C121 C441 
FeAl -3689 -2132 -2367 
Fe3Al -3907 -3149 -1899 
 
Even though, the elastic constants of FeAl and Fe3Al differ from the experiment, the 
calculated linear thermal expansion for both aluminides is in a good agreement with the results 
of the measurements as it is shown on the Figures 4.3 (a) and (b) for FeAl and Fe3Al 
respectively. The thermal expansion coefficient in case of the temperature independent bulk 
modulus can be represented as follows [15]: 
)()(
3
1 ksnTks
h
ks VB ∂
∂∑ ∂
∂
−= ωα      (4.6) 
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Thus, it mostly depends on the relationship between the unharmonicity of the phonons and the 
elasticity of the crystal. The obtained good agreement of our calculations with the experiment 
indicates that the errors in determining these two properties are of the same order and therefore, 
cancel out each other during the calculations or one can also argue that the LDA overestimates 
the elastic constants of iron aluminides, it reproduces the relationship on the right-hand side of 
(4.6) in the appropriate agreement with the experiment. In particular, an exceptionally good 
agreement was obtained for linear thermal expansion of Fe3Al. The theoretical results start to 
deviate from the experimental only at temperatures higher than 600K. Such a deviation is 
certainly understandable, since Fe3Al is undergoing a second-order phase transition at 
temperatures around 800K. In our calculations Fe3Al is considered to be a perfect crystal in 
ordered DO3 for all temperature ranges. 
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Figure 4.3 (a, b) Temperature dependence of the linear thermal expansion of FeAl and Fe3Al. 
The solid line connects the results of calculations and the triangles represent the experimental 
data from [16]. 
(a) 
 
(b)  
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After calculating the thermal expansion of pure aluminides, we attempted to apply the same 
methodology for calculating the thermal expansion of Fe3Al with the addition of Mo and V. We 
considered only one possible concentration of these transition metal elements in Fe3Al, namely 
6.25% of the iron content substituted by these transition metal elements. Our computational 
supercell of Fe3Al DO3 structure had 16 basis atoms in the cubic lattice presented in the Figure 
3.1. The atom of Mo and later V atom was placed at FeI site, since this lattice site is the most 
energetically favorable according to our calculations in Chapter 3. Since our FP-LMTO 
calculations are very time-consuming, we did not study the effect of randomness of the additive 
distribution on the thermal expansion of the compound. 
The calculated lattice constants together with the elastic constants are presented in the Table 
4.4. This table shows that the iron substitution by either Mo or V leads to the lattice volume 
expansion. While in the case of Mo additive the relative change of the lattice parameter is in a 
good agreement with the experiment [17], the measurements show that vanadium substitution up 
to the 33% of the iron content results in a significant lattice contraction [17]. The atomic radius 
of vanadium is larger than that of iron, therefore, the observed contraction can be presumably 
referred to enhanced cohesion by the DO3–type ordering or, in other words, the V substitution 
 
Table 4.4 Elastic constants of Fe3Al with the addition of Mo and V. Lattice parameter a0 is in A, 
elastic constants are in GPa. 
 a0 C11 C12 C44 C12-C44 
Fe3Al 5.50 272 210 196 14 
(Fe0.917Mo0.083)3Al 5.58 325 196 148 48 
(Fe0.917V0.083)3Al 5.53 343 188 153 35 
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referred to enhanced cohesion by the DO3–type ordering or, in other words, the V substitution 
for iron may lead to the decrease of the number of 
the open-volume defects. However, in our FP-LMTO calculations we are using a perfect 
monocrystal model for the intermetallic compound and thus, it is impossible to test the previous 
statement within our methodology. 
The addition of Mo and V in Fe3Al produces the same effect on the elastic constants. 
While the value of C44 decreases after the substitution of these transition metals, both C11 and C12 
elastic constants significantly increase indicating the growing cohesion of the DO3 structure 
ordering. Another important feature is that the Caushi discrepancy, C12-C44, becomes smaller. 
This is related to the fact that the bonding between the atoms becomes more uniform in all 
directions. The third-order elastic constants are listed in the Table 4.5.  
 
 
Table 4.5 Calculated third-order elastic constants in GPa of Fe3Al with Mo and V 
additives. 
 C111 C121 C441 
Fe3Al -3907 -3149 -1899 
(Fe0.917Mo0.083)3Al -2840 -1580 -1130 
(Fe0.917V0.083)3Al -4490 -2720 -1245 
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The thermal expansion of Fe3Al with the addition of Mo and V elements is presented on 
Figure 4.4. As seen in this Figure, the addition of Mo decreases the thermal expansion of Fe3Al, 
while addition of V leads to a larger thermal expansion. However, the effect produced by both 
transition elements is relatively small and becomes noticeable only at elevated temperatures. 
Thus, at a temperature 1200K, the difference in linear thermal expansion of pure Fe3Al and with 
transition metal additives reaches ~15% that resides close to the border of the computational 
accuracy of our method. Since the computational error in determining elastic constants was about 
5% of their absolute value, the third-order elastic constants were calculated within 10% of the 
relative error. The same computational accuracy is expected in the thermal expansion 
calculation. One can conclude that more accurate computational approach is necessary to capture 
the effect of the transition metal additives on the thermal expansion of iron-aluminides. At the 
same time the addition of transition metal elements can lead to a substantial change in the 
phonon spectrum that makes the use of the Debye model inappropriate to these materials. An 
alternative ab initio based approach to thermal expansion studies is molecular dynamics 
simulations using many-body potentials. These computational results are presented in Chapter 5. 
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Figure 4.4 The effect of the Mo and V additives on the thermal expansion of Fe3Al. The solid 
line connects the calculated values of thermal expansion of pure Fe3Al. The circles represent the 
thermal expansion of (Fe0.917Mo0.083)3Al, and triangles denote (Fe0.917V0.083)3Al linear thermal 
expansion. 
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Chapter 5 
 Molecular dynamics simulation of thermal expansion of iron-
aluminides in the presence of additives 
 
5.1 Introduction 
 
Classical Molecular Dynamics (MD) simulation is a powerful and practical tool for 
studying thermodynamical properties of many-particle systems. It is especially valuable for 
calculation of thermal expansion at high temperatures. When the temperature of a crystal rises, 
the kinetic energy of the atoms grows and additional vibrational modes of the lattice are getting 
excited. At the same time the motion of the atoms ceases to be harmonic indicating that the 
Debye approximation is not applicable any more. When studying the behavior of the atomic 
system at high temperatures, it is necessary to consider all possible degrees of freedom of the 
atoms and there, MD provides an efficient computational technique for integrating the equations 
of motion. 
An important issue is the way the interatomic forces are calculated in the Molecular 
Dynamics algorithm. Since ab initio calculations are extremely time-consuming, many-body 
atomistic potentials are the ones most frequently used in these simulations. For iron-aluminides 
we found two parameterization schemes of the interatomic interaction in the literature. One of 
them was proposed by Besson et al [1]. The parameters of interaction between the atoms of the 
same type (Fe-Fe interaction, Al-Al) were designed to reproduce the selected bulk properties of 
pure materials measured experimentally. At the same time the parameters of interaction between 
 63
 
 
Fe and Al atoms were fitted into the elastic constants and vacancy formation energies of FeAl 
obtained from the first principles. Even though the majority of physical quantities calculated 
from these potentials are in a reasonably good agreement with the experiment, this way of 
calculating the interatomic potentials is not self-consistent, since depending on the type of the 
material the potentials were fitted either to experimental or computations. Therefore, we are 
looking for another parameterization scheme. 
Another approach was suggested by Wen-qing Zhang et al [2]. They used the lattice 
inversion method to calculate the vibrational entropies of ordered and disordered iron-
aluminides. The lattice inversion method does calculate the pair potential parameters analytically 
from the Rose universal equation of state [3]. The pair potentials have spherical symmetry and do 
not depend on the angles between the atoms in the lattice. The iron-aluminum compounds are 
known to have a strong directional bonding between the iron and aluminum atoms, but the pair 
potentials are not capable of reproducing this important property of iron-aluminides. At the same 
time, the parameters obtained from the lattice inversion method are by definition non-
transferable between the different structures of one and the same compound. That is particularly 
important for Fe3Al, since in this material a second-order phase transition from DO3 to B2 
structure takes place at 550C [4]. 
Our many-body atomistic potentials are based entirely on the first-principles calculations. 
They represent an effective tool for dynamic study of transition metal alloys and were previously 
successfully applied to nickel binary alloys [5] and NiAl compound [6]. Our model starts from a 
formal expansion of total energy provided by generalized pseudo-potential theory [7]. The form 
of the interatomic potential is chosen to be simple and flexible to include both FeAl B2 phase and 
Fe3Al DO3 phase into the fitting. The total energy of a crystal is expressed in terms of two- and 
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three-body interactions. More importantly, we have introduced a simple local variable function, 
which transforms a volume-dependent energy part into many-body interaction. The potential 
parameters were obtained by fitting the energy surfaces resulting from FP-LMTO calculations 
[8]. The energy surfaces were generated by various elastic deformations of FeAl and Fe3Al 
lattices. To test our potentials, we considered relative phase stability of DO3 and B2 phases, the 
formation energies of the defects and thermal expansion of elemental metals. After that we 
studied the dependence of thermal expansion of Fe3Al on different concentrations of 
Molybdenum and Vanadium. 
 
5.2 Methodology 
 
5.2.1 Molecular Dynamics  
 
Molecular dynamics is a popular simulation technique for studying thermodynamical 
properties of molecular and atomic systems. It is based on solving the classical equations of 
motion for a system of N particles interacting via potential V. These equations can be written as 
follows: 
iii frm =''               (5.1) 
where m i  designates the mass of atom i and 
Vf iri ∇−=                     (5.2) 
is the force acting on this atom. Also known as Newtonians equations, (5.1) represents merely a 
system of ordinary differential equations. A standard method of solving them is the finite 
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difference method. The general idea can be described as follows: for given atomic positions, 
velocities and other dynamical variables at time t, obtain the positions, velocities etc at a later 
time t+dt to a sufficient degree of accuracy. The equations are solved in the incremental fashion. 
The value of dt depends on which particular algorithm was used to solve the equations, but in 
any case it has to be significantly smaller than the relaxation time of the system. Among different 
methods available in literature, we have chosen a Gear predictor-corrector algorithm [9]. 
 If the classical trajectory of the atoms is continuous, then an estimate of the 
positions and velocities at time t+dt can be found from the Taylor expansion about time t: 
...)(
6
1)(
2
1)()( 32)( ++++=+ tbdttadttdtvtrr dttp
...)(
2
1)()( 2)( +++=+ tbdttdtatvv dttp
...)()()( ++=+ tdtbtaa dttp  
...)()( +=+ tbb dttp                                                          (5.3) 
The superscript “p” marks the predicted values, while r and v stand for a complete set of 
the positions and the velocities, a serves as an abbreviation for all the accelerations and b denotes 
all third-order time derivatives of r. Equations (5.3) provide a suitable way of calculating the 
atomic coordinates and their derivatives from one time step to the next. However, the generated 
trajectories will deviate from the true ones with time, unless we choose to ignore the equations of 
motion. These equations are included in the correction step. From the “predicted” coordinates, 
it’s possible to recalculate new atomic forces and hence, acquire the correct accelerations 
ac(t+dt). By comparing them with the predicted accelerations ap(t+dt), we get an estimate of the 
error in the prediction step: 
)()()( dttadttadtta pc +−+=+∆
       (5.4) 
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This error and the results from the predictor step are further used to obtain the new 
positions and the derivatives from the following equations: 
)()( 0)( dttactrcr pdtt +∆+=+
)()( 1)( dttactvcv pdtt +∆+=+
)()( 2)( dttactaca pdtt +∆+=+
)()( 3)( dttactbcb pdtt +∆+=+                                     (5.5) 
The corrected positions and velocities provide a better approximation of the true atomic 
trajectories. The choice of c0, c1, c2, c3 coefficients generally depends on the order of polynomial 
used in Taylor expansion. It also has to satisfy the conditions of optimum stability and accuracy 
of the trajectories. In our calculations we considered the fourth-order polynomial expansion in 
(5.1) while solving the equations of motion of the first-order. Thus, the coefficients in (5.3) had 
the following values: 
c0=3/8,    c1=1,    c2=3/4,    c3=1/6. 
By repeating the corrector steps an appropriate number of times, one will eventually 
arrive at the iterative solution of Newtonian equations at a time t+dt. However, in practice the 
most time-consuming part of molecular dynamics simulation is the evaluation of accelerations 
from the particle positions. Since this procedure is repeated at every corrector step, a large 
number of corrector iterations can become very time-consuming. Therefore, only one corrector 
step is usually carried out for each predictor step. 
Although, the MD algorithms are proven to be highly accurate and stable, it is 
unreasonable to expect that such an algorithm will dutifully generate the exact classical 
trajectory. For example, any two classical trajectories that are initially very close will eventually 
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diverge from one another with time. This is demonstrated in Figure 5.1. We considered the time-
dependence of the average distance in the configurational space between two trajectories that is 
defined as follows: 
20 |)()(|)/1(2 trtrNr ii −∑=∆  
where N is the number of particles, )(0 tri  is the position of ith atom in the reference 
simulation and )(tri  is the position of the same atom at the same time in the perturbed 
simulation. As seen in Figure 5.1, ∆r2 grows exponentially with time reaching the mean-square 
displacement of the atoms at approximately the 40th time step. However, working with the 
molecular dynamics, the calculation of exact trajectories is not the main goal. These simulations 
are usually designed to calculate the exact time-correlation functions and to generate states 
sampled from the microcanonical ensemble. The particle trajectories must stay on the 
appropriate constant-energy hypersurface in phase-space, otherwise correct ensemble averages 
will not be accumulated. Thus, a big emphasis has to be placed on energy and momentum 
conservation. In the Figure 5.2 the time-dependence of the average energy is represented for two 
trajectories which relative divergence was shown in the Figure 5.1. One can see that the two 
energy curves do coincide approaching with time some constant value. 
To calculate thermal expansion of iron-aluminides we considered NTP ensemble. A 
simple way of keeping the temperature of a crystal constant in MD is to rescale the velocities at 
each time step by a factor of T
T 0
, where T0 and T are the desired and the current 
temperatures, respectively. 
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Figure 5.1 Divergence of trajectories in molecular dynamics for Fe3Al at T=293K 
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Figure 5.2 Energy conservation during molecular dynamics for Fe3Al at T=293K The 
initial configurations of atoms are the same as in Fig.5.1. Two energy-curves do coincide. 
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This method is identical to solving a system of perturbed Newtonian equations of motion: 
iii mpr /=&                                                                                                 (5.6) 
iii pprfp ),(ξ−=& ,                                                                         (5.7) 
the quantity ξ(r,p) guaranties that temperature T remains constant. It is chosen so as perturb as 
little as possible the classical equations of motion and satisfies the following relationship:  
∑
∑
=
i
i
i
ii
p
fp
pr 2||
),(ξ .                                                                       (5.9) 
To control the pressure during the simulation we used an extended system method 
proposed by Andersen [10]. It is based on imitating the action of a piston with some mass 
assigned to it. The kinetic and potential energies of the piston depend on the volume of the 
system and the atomic positions can be represented in terms of scaled variables: 
iiii sVvsVr &3/13/1 , ==                                                               (5.10) 
Then the equations of motion can be obtained from the Lagrangian that includes both 
energies of atomic system and those of the piston: 
QPPV
VVismVifis
/)'(
,/
3
2)/( 3/1
−=
−=
&&
&&&
                                      (5.11) 
 The equations are solved using Gear predictor-corrector algorithm (Equations 5.3, 5.5) 
treating volume of the system as an external parameter. 
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5.2.2 Many-body atomistic potentials for iron-aluminides with the addition 
of transition metals  
 
There are a lot of different ways to parameterize the total energy of a crystal. To achieve 
computational efficiency required in MD simulations, we have chosen ab initio based many-
body atomistic potentials. In this method the interaction between the atoms is represented as a 
functional of the atomic configuration. The choice of this form depends on the physical 
properties of a crystal under consideration. In iron-aluminides the aluminum sp-electrons tend to 
get highly hybridized with the iron d-electrons that makes the bonding between the atoms to 
have both covalent and metallic features. Thus, we divide the total energy into the following 
three parts: many-body interaction energy, pair-potential and three-body interaction energy: 
∑∑∑
≠≠≠
++=
ikiji
ikij
ji
ij
i
ii prrVprVpeE
,,
3,32,21 }){,(}){(}){,(ρ (5.12) 
where {p1}, {p2} and {p3} are the parameters to be calculated by fitting. 
The first term on the right-hand side of the equation (5.12) is the energy esi of the ith atom 
as a function of the atomic density ρi and represents the many-body interaction that is typical for 
metallic crystals. In the metals the valence electrons are completely separated from their ion 
cores and form a merely uniform gas. Thus, each atom in a solid is interacting with the 
background electronic charge that is represented by the atomic density. This physical fact gave 
rise to Embedded Atom Methods (EAM) [11,12,13] and our many-body atomistic potentials 
belong to this big group. 
The atomic density of a pure metal with a given volume is defined as a relationship of  
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this volume to the volume of the equilibrium and it can be written as follows: 
                        (5.13) 
 
Here, on the right-hand side the summation is carried over all neighbor atoms of the i-th atom 
with the distance given by rij. Hence, the density function is a dimensionless variable and for a 
pure metal in a ground state it is equal to one. For a multi-component compound, the density 
becomes a local variable depending on the number of the nearest neighbors and their distances 
from the atom i. To determine the function ρi, we choose a reference lattice structure, then 
uniformly expand and contract the crystal lattice. The equilibrium volume is obtained from the 
first principle calculations. The following form of the function ξ(r) is found to be the simplest 
and the most flexible for fitting atomic densities of bcc, fcc and hcp structures simultaneously: 
(5.14) 
 
Together with fi there are six parameters for the density function for a given type of 
atoms. They can be determined from the fitting. We fit our parameters exclusively from the data 
obtained from FP-LMTO calculations. One of the main error sources in FP-LMTO method is 
due to the limited sampling of the Brillouin zone while integrating the energy eigenvalues. In 
order to minimize this systematic error, we considered the structures with the same symmetry for 
all pure metals and their compounds. Thus, we have chosen bcc structure for the reference, since 
the iron-aluminides structures, namely DO3 and B2, are bcc based. 
In practice, the values of the atomic density parameters depend on the cutoff distance of 
ρ(ri). To minimize this effect, the cutoff distance has to be situated in between the neighboring 
lattice shells. Unfortunately, the lattice constants of FeAl and Fe3Al are very different from the 
)( ijj
j
i
i
ei
i rf ∑+== ξ
ω
ωρ
)]exp()[exp()( ryrqrr k ηζξ −−−=
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lattice constants of pure Mo and V metals. Therefore, we have chosen cutoff distance to be 
dependent on the type of the atoms. The cutoff function has the same distance dependence: 
bc
bij
ijcutoff rr
rr
xxxxrF
−
−
=++−= ),631()1()( 23   ,                               (5.15) 
where rc is the cutoff distance and rb is the point, where cutoff function gets connected with the 
density function. Such a form of the cutoff function guarantees that the first and the second-order 
derivatives of )( ijcutof rF  are equal to zero at rb and rc, respectively. 
 
The values of the cutoff distances together with the obtained density parameters are listed 
in the Table 5.1 and Table 5.2 correspondingly. The density parameters were tested with respect 
to the small disturbance of the cutoff distance. 
 
Table 5.1 Cutoff distances in A for different atomic types. 
 Al Fe V Mo 
rb 5.10 5.10 5.30 5.70 
rc 5.20 5.20 5.40 5.80 
 
Table 5.2 Atomic density parameters found from the fitting of the relationship given by (5.12). 
The interatomic distances are scaled by re, were re is the bond length of the pure metals. The 
parameters are dimensionless. 
Type of Atom re, A f Q ζ K Y η 
Al 2.75 0.4034 55.85 2.826 0.303 0.967 2.828 
Fe 2.337 0.2264 53.76 2.844 0.953 0.969 2.830 
V 2.52 0.2358 54.13 2.844 0.908 0.969 2.830 
Mo 2.704 0.2443 54.33 2.844 0.853 0.969 2.830 
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The functional form of the density-dependent energy in (5.12) should be rich enough to 
describe all possible deformations of the system and therefore, we define this functional 
implicitly through its relationship to the uniform expansion energy curve E(ω): 
∑∑
≠≠≠
−−=⋅
ikiji
ikij
ji
ijisi prrVprVEpeN
,,
3,32,21 }){,(}){()(}){,( ωρ
  (5.15) 
where N is the total number of the atoms, ω is the volume of the crystal. Since during the 
uniform expansion the symmetry of the crystal is completely preserved, the distances rij between 
the atoms are the functions of the atomic density. The first term in (5.15) is the total energy 
variation for the volume expansion obtained from the first-principle calculations. We 
parameterize it in the following form: 
 
(5.17) 
 
In Table 5.3 we listed the calculated values of the parameters in (5.17). The pair-potentials in 
(5.12) we choose to have the following form: 
 
(5.18) 
For each pair of interacting atoms there are four parameters that depend on the atomic types. 
 
Table 5.3 Potential parameters for lattice expansion energy curve (5.17), for bcc structure. 
Atom e0(eV) e1(eV) E2(eV) α ωe(A3) 
Al -2.117 7.807 54.135 1.959 32.019 
Fe -0.822 19.177 98.666 1.639 19.651 
V -1.445 15.285 67.558 1.482 24.638 
Mo -1.544 27.565 143.90 1.621 30.439 
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For the same types of atoms the cutoff distance of the pair-potential is chosen the same as for the 
density function of atoms of that type. The interaction between the atoms of different types takes 
place only in the compounds, therefore, the cutoff distance was chosen to be in between fifth and 
sixth neighboring shells that results in taking into account up to 58 next-neighbors in B2 and DO3 
structures. This cutoff distance is equal to 5.20A and the distance of the cutoff function 
connection is 5.10A. The parameters for pair-interaction are given in Table 5.4. 
One can see that the density-dependent energy and the pair-potentials have a spherical 
symmetry. However, in covalent crystals the strength of the interatomic interaction depends 
strongly on the direction. To describe the angular dependence of the bonding we use the three-
body interaction. 
 
 
Table 5.4 Pair-potential parameters for expression given by (5.18), found by fitting FP-LMTO 
total energies for the compound with the lattice under deformations. 
 
Atom-atom φ0(eV) r0 (A) s1 s2 
Al-Al -0.13113 2.75 22.36 6.425 
Fe-Fe -0.5113 2.41 6.506 5.799 
Fe-Al -0.4024 2.45 8.620 6.300 
V-V -0.0492 2.52 8.821 6.300 
V-Al -0.9630 2.80 7.656 4.461 
V-Fe -0.1178 2.45 4.770 4.245 
Mo-Mo -0.1537 2.704 10.163 8.109 
Mo-Al -0.6157 2.800 8.7040 3.043 
Mo-Fe -0.0800 2.450 5.5092 5.100 
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Three-body interaction is given by: 
 
, (5.19) 
where rij, rik, are the radius vectors of the atoms j and k drawn from the ith atom as a center, ijkΘ  
is the angle between these radius vectors. The form of the radius-dependent part )(rwij  provides 
flexibility necessary for the fitting. This function can have a positive curvature or a negative one 
depending on the value of the parameter γij. The angular-dependent part of the function h(Θijk) is 
taken from the work of Besson et al [1]. It provides the convenience that three-body interaction is 
equal to zero in undistorted bcc based and fcc structures. Thus, V3 cancels out in expression 
(5.15) for the uniformly expanded structures that saves some of the computational time. We have 
chosen 3.50A to be a cutoff distance for three-body interaction energy. Three-body interaction 
parameters are listed in Table 5.4. 
While the parameters of the density-dependent part were found from the uniform 
expansion of pure materials, the pair-potential parameters and three-body interaction energy 
were found from the fitting the total energies of the iron-aluminides. In case of pure iron-
aluminides there are 18 parameters to be fitted, but when Mo or V additives are present in the 
compound this number increases to 36. To make our potentials working far from the equilibrium, 
we fitted the total energies of a crystal obtained from the FP-LMTO calculations under various 
deformations. 
Since we need these atomistic potentials to study the thermal properties of the iron-
aluminides, it is important for us to have a fair description of the elastic properties of these 
compounds as well as the information the anharmonicity rate of the lattice phonons. This 
explains our choice of the crystal deformations used in the fitting procedure that are: uniform  
∑
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Table 5.5 Three-body interaction parameters for use in the expression given by (5.19) found by 
fitting FP-LMTO total energies for distorted lattices. 
 Al-Al Fe-Fe Fe-Al V-V V-Al V-Fe Mo-Mo Mo-Al Mo-Fe
gij 0.6255 0.4943 1.8306 1.165 1.831 0.494 1.451 1.831 0.494 
γij 0.1661 0.0629 2.1530 1.298 2.153 0.063 0.6949 2.153 0.063 
 
expansion, volume conserving orthorombic strain and volume conserving monoclinic strain. 
These deformations provide a convenient way of calculating the elastic constants, as it was 
described in Chapter 4.2. To capture the anharmonic behavior of the phonons we performed 
these deformations at different volumes that provided us the information of how the elasticity of 
a crystal is changing with the expansion. The parameters were fitted, in a least-square sense, by 
anti-gradient decent method [14]. The comparison between obtained total energies and results of 
the fitting procedure are presented in Figures 5.3 (a,b). In Figure 5.3(a) the first 120 
deformations correspond to FeAl compound and the rest of them are related to deformations of 
Fe3Al. The notation U* in the bottom part of the graph indicates the uniform expansion of the 
compound, the notation c11c12* is used for the orthorhombic strain and by c44* we denoted the 
monoclinic strain. Since the two energy curves completely coincided in Figure 5.3(a), we 
showed a zoomed part of the curve in Figure 5.3(b). 
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Figure 5.3 (a) The results of the fitting procedure. 
98 99 100 101 102 103 104 105 106 107 108 
-4.242 
-4.24 
-4.238 
-4.236 
-4.234 
-4.232 
-4.23 
-4.228 
-4.226 
-4.224 
Th
e 
To
ta
l E
ne
rg
y,
 
eV
/a
to
m
 
Number of deformation
 
Figure 5.3 (b) The results of the fitting procedure. The circles represent the total energy of FeAl 
and Fe3Al calculated by FP-LMTO method. The triangles show the results of many-body 
atomistic potentials. 
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The most difficult part of the fitting was to obtain the pair-potential parameters that 
guarantee the total energy of a system to have an absolute minimum when the lattice is 
undistorted. The necessary condition of parameters to be stable is that the density-dependent 
energy is attractive and the pair-potentials are repulsive when distance between the atoms is 
shorter than the bonding length. If the condition is not satisfied the atoms will find such a 
configuration when some of the distances become extremely short while the others increase 
significantly, hence conserving the atomic density. In such a situation the increase of the density-
dependent part will not compensate for the decrease of the pair-interaction energy and therefore, 
the total energy of the distorted lattice will be smaller than that in the equilibrium. To make sure 
that the fitted parameters are stable, it is necessary to look at the location of minimum of the pair 
potentials. Obviously, the minimum of the function (5.18) satisfies the condition: 
0
21
21
0
)( r
ss
ssrr −=− . 
Therefore, we initiated the parameters fitting with fixed r0 equal to the bond length 
between the atoms at the reference structure and calculated s1, s2 that were at first set to satisfy 
s1~ s2. After minimizing the total energy mean-square deviation from FP-LMTO calculations, the 
parameters r0 were also relaxed. The obtained pair-potentials and 3-body interaction distance 
dependence is shown in Figures 5.4 and 5.5, respectively. 
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Figure 5.4 Distance-dependence of pair-potentials given by 5.17 
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Figure 5.5 Distance-dependence of 3-body term given by 5.19 
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5.3 Results 
5.3.1 Pure FeAl and Fe3Al 
 
a) Stability of the structure. The first test for obtained atomistic potentials was to examine 
the relative stability of several lattice structures of iron-aluminides. For FeAl, we compared the 
total energies of B2 and B32 crystallographic lattice structures. For Fe3Al, DO3 and L21 structures 
were considered. The primitive vectors together with the basis coordinates of these structures are 
given in the Table 5.6. The results of calculation are compared to ab initio calculations [15,16] 
and semi-empirical modified embedded method of Besson et al1 in Table 5.7.  
 
 
Table 5.6 Lattice vectors and basis of the selected lattice structures. The vectors are represented 
in Cartesian coordinates. The lattice constant is denoted by letter a. 
 Primitive vectors Basis vectors 
B2 A1 = a X 
A2 = a Y 
A3 = a Z 
B1 = 0                                              (Al) 
B3 = + ½ a X + ½ a Y + ½ a Z        (Fe) 
B32 A1 = ½ a Y + ½ a Z 
A2 = ½ a X + ½ a Z 
A3 = ½ a X + ½ a Y 
B3 = + 1/8 a X + 1/8 a Y + 1/8 a Z  (Al) 
B3 = - 1/8 a X - 1/8 a Y - 1/8 a Z     (Al) 
B3 = + 3/8 a X + 3/8 a Y + 3/8 a Z  (Fe) 
B3 = - 3/8 a X - 3/8 a Y - 3/8 a Z     (Fe) 
 
DO3 A1 = a Y + a Z 
A2 = a X + a Z 
A3 = a X + a Y 
B1 = 0                                              (Al) 
B2 = a X                                          (FeI) 
B3 = + ½ a X + ½ a Y + ½ a Z       (FeII) 
B4 = - ½ a X - ½ a Y - ½ a Z          (FeII) 
 
L21 A1 = a X 
A2 = a Y 
A3 = a Z 
B1 = 0                                              (Al) 
B2 = + ½ a X + ½ a Y                     (Fe) 
B3 = + ½ a X + ½ a Z                     (Fe) 
B4 = + ½ a Y + ½ a Z                     (Fe) 
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Table 5.7 Computed structural data for FeAl and Fe3Al within many-body atomistic potentials, 
ab initio calculations and semi-empirical method of Besson et al . 
a0, A   
Calc. Exp. a 
E0 ∆ E, 
Calc.  
∆ E,  
ab initio 
∆ E, Besson 
et al d 
B2 2.805 2.903 -4.25 FeAl 
B32   -3.77 
0.48 0.10 b 0.05 
DO3 5.505 5.780 -4.40 Fe3Al 
L12   -4.31 
0.09 0.071c 0.35 
 
a Reference 15 
b Reference 16 
c Reference 17 
d Reference 1 
 
For FeAl, the total energy of B2 structure is lower than the energy of B32 indicating that 
B2 is the ground-state structure of FeAl. For Fe3Al our potentials predict that it has DO3 structure 
in the ground state. These two results are in a good agreement with ab initio calculations and 
experiment. However, the relative energies of the different structures are not exactly the same 
with the results of ab initio calculations. There is a general difficulty in semi-empirical methods 
to obtain atomistic potentials that are utterly transferable from one lattice structure to another. 
However, calculating the thermal expansion one is considering the system to be close to the 
equilibrium. Therefore, the most important issue about the obtained atomistic potentials is the 
correctly determined ground-state structure for both FeAl and Fe3Al. 
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b) Point defects We calculated the point defect energies in FeAl and Fe3Al using the usual 
definition: 
perfectdefectdefect
f TETEE −+= µ (5.20) 
where TEdefect is the total energy of a supercell with a defect; TEperfect  is the total energy 
of a corresponding perfect supecell; µdefect is the chemical potential due to substituting original 
atom by the impurity, which is defined as the bulk energy per atom of elemental metal. 
The calculated energies of defects of FeAl and Fe3Al are presented. in Tables 5.8 and 5.9, 
respectively The results of ab initio calculations and available experimental data are provided for 
comparison. 
 
Table 5.8 Point defect energies (eV) for B2 FeAl. The subscript v stands for vacancy, the 
subscript a is used for anti-site defect. 
 Erelaxation Eformation Eformation, ab initio a Eformation, experiment b 
EvAl 0.85 4.70 4.00  
EvFe 0.60 3.42 0.97 0.70 
EaAl>Fe 1.15 2.43 1.04  
EaFe>Al 0.00 2.49 0.95  
 
a Reference 18 
b Reference 19 
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Table 5. 9 Point defect energies (eV) for DO3 Fe3Al.  The subscript v stands for vacancy, the 
subscript a is used for anti-site defect. 
 Erelaxation Erelaxation, ab initio a Eformation Eformation, ab initio a 
EvAl 1.00 0.60 4.01 5.80 
EvFeI 1.28 0.04 3.49 4.03 
EvFeII 1.54 0.65 3.39 2.35 
EaFe->Al 0.07 0.00 2.56 4.90 
EaAl->FeI 0.26 0.07 1.07 0.18 
EaAl->FeII 0.89 0.19 2.21 1.91 
 
a Reference 20 
 
Before analyzing the obtained results, we have to mention that the two models used for 
defects simulation in many-body atomistic potentials and ab initio methods considerably differ 
from each other. While in ab initio methods the atomic relaxation around the defect is allowed 
only within the prescribed symmetry, many-body atomistic potentials incorporated into the 
molecular dynamics take into account all possible atomic degrees of freedom. Therefore, the 
relaxation energies obtained by many-body atomistic potentials are generally higher than those 
calculated from the first-principles and therefore, the defect formation energies are lower.  
The defect formation energies for FeAl in Table 5.8 appear to be quite different from the 
results of ab initio calculations. The ab initio results [18] were obtained by mixed-basis pseudo-
potential method that is different from FP-LMTO method used in the atomistic potential fitting 
and what is more essential, using a different definition of the chemical potential in (5.20). 
However, the disagreement appears to be only in the absolute values of defect formation 
energies. The relative formation energies, which determine actual defects concentration, are in a 
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good agreement with ab initio calculations for both FeAl and Fe3Al. Here we briefly discuss the 
physical meaning of the defect formation energies. 
The smallest relaxation energy was obtained for Fe->Al anti-site defect for both FeAl and 
Fe3Al. Since these compounds get stabilized at the lattice constant insignificantly larger than the 
lattice constant of pure iron, the atomic displacements caused by Fe placed at Al site are 
negligibly small. When placing Al atom at Fe site, the relaxation energies significantly increase. 
The strongest relaxation ~1.54 eV corresponds to FeII vacancy in Fe3Al compound. 
The relationship between the defect formation energies in FeAl is found to be quite 
similar to the one in Fe3Al. In FeAl and Fe3Al the highest defect formation energy corresponds 
to Al vacancy that is in a good agreement with ab initio calculations. In both aluminides the 
obtained monovacancy formation energies are higher than the formation energies of anti-site 
defects. Judging from the values of formation energies, Al->Fe anti-site defect appears to be the 
most common in FeAl and Fe3Al compounds. This is not surprising, since substitution of all FeI 
sites in DO3 structure by Al atoms results in a formation of FeAl found in B2 structure, and such 
a second-order transition occurs in practice at 830K. In addition, the low anti-site defect 
formation energies explain FeAl normal <111>  slip behavior that was observed experimentally 
[21]. In B2 structure <111> partial slip necessarily brings together Fe and Al atoms that can 
easily interchange their lattice sites, while disturbing the lattice symmetry. 
Using the grand canonical formalism on a rigid lattice, we estimated the defect 
concentrations in FeAl and Fe3Al at their perfect stochiometry.  The obtained concentrations are 
found to be extremely lower than the one determined experimentally [22,23,24]. However, in our 
calculations we assumed that only point defects are present in the crystal and the defects are well 
separated from each other. It was shown by Fu et al that Fe divacancy binding energy in FeAl is 
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equal 0.57 eV meaning that there is a strong tendency of the vacancies clustering. The same is 
true for Fe3Al were the divacancy binding energy is equal to 1.2eV. Such vacancies can be 
annealed out to open structure defects such as dislocations, grain boundaries. This can explain 
the obtained disagreement between the calculated defect concentrations and those obtained 
experimentally. 
 
c) Elastic constants The elastic constants of FeAl and Fe3Al were fitted to ab initio 
calculations given in Table 4.1. Therefore, at zero temperature the calculated elastic constants 
within ab intio method and many-body atomistic potential are the same. As mentioned in 
Chapter 4, ab initio calculations do not include the relaxation of the atoms after putting the strain 
on the lattice as well as they neglect the effect of lattice vibrations present in the crystal at non-
zero temperatures. Using molecular dynamics technique we studied the effect of these two 
factors on elastic constants of FeAl and Fe3Al at room temperature. As seen from the results 
shown in Table 5.10 the elastic constants change around 15GPa that is indeed bigger than the  
 
Table 5.10 Elastic constants in GPa of FeAl and Fe3Al at different temperatures. 
 C11 C12 C44 
FeAl     0K 
293K 
Exp.a 
281 
275 
181 
140 
131 
114 
167 
154 
127 
Fe3Al    0K 
293K 
Exp.b  
272 
256 
171 
210 
216 
131 
196 
182 
132 
 
a Reference 25 
b Reference 26 
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change produced by the lattice vibrations included in the Debye model in Chapter 4. However, 
the calculated elastic constants are still significantly higher than the experimental values 
indicating the problem in LDA approximation of overestimating the bonding in transition metals. 
 
c) Phonon spectra of FeAl and Fe3Al.  In the quasi-harmonic approximation the phonon 
frequencies of a crystal can be found by solving the following secular equation: 
εεω )(2 kDM =
 ,    (5.21) 
where ωs are the phonon frequencies, ε is the phonon polarization vector and D(k) is the 
dynamical matrix of dimension 3Nx3N where that N is the number of atoms in the unit cell. Each 
element of the dynamical matrix represents a second derivative of the crystal total energy with 
respect to the atomic positions: 
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where indexes  α and β correspond to the number of the atom in the unit cell, indexes i 
and j represent the corresponding cartesian projection and the summation on then right-hand site 
of the equation is carried over all the unit cells with the translation vector R. The dynamical 
matrix elements were evaluated numerically as the first derivative of the forces βj with respect to 
the small displacements ε of the reference atom α along all possible directions i according to the 
equation: 
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where ε in general is less than 1% of the interatomic distance. To account for anharmonic effects 
the dynamical matrix was calculated at several values of ε.displacements. It was observed that 
the phonon frequencies do not depend on the amplitude of the atomic displacement. 
For pure iron-aluminides we calculated the phonon frequencies along the lines of the high 
symmetry in the Brillouin zone. The Brillouin zone for FeAl B2 structure and Fe3Al DO3 
structure are shown in Figures 5.6 (a,b), respectively (look at the next page). 
The obtained phonon frequencies of FeAl and Fe3Al are shown in Figure 5.7. For FeAl 
having two atoms per unit cell, there are six phonon modes, while in case of Fe3Al the number of 
the phonon modes increases to twelve. In the case of both iron-aluminides there is a high 
frequency part of phonon spectrum that originates primarily from the low-mass Al atoms and 
sharply separated the low-frequency pattern, which is the result of heavy-mass Fe atoms 
oscillations. 
 
      Gamma             M           R           Gamma     X        Gamma                  X           W                L           Gamma 
 
Figure 5.7 The phonon frequencies of FeAl ( on the left-hand side) and of Fe3Al (on the right-
hand side).
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Figure 5.6 The Brilloin zones of FeAl B2 and Fe3Al DO3 structures with the special k-points. 
The B2 structure has a cubic symmetry, while DO3 structure has fcc. 
(a) B2 
 
(b) DO3 
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d) Linear Thermal Expansion of FeAl and Fe3Al. The linear thermal expansions of pure 
iron-aluminides were calculated by two different methods: using the Debye model of a solid and 
by molecular dynamics simulation technique. The obtained results for FeAl and Fe3Al are shown 
in Figures 5.8 and 5.9, respectively. For both iron-aluminides we obtained a good agreement 
between MD simulations and the Debye model. The difference becomes noticeable only at high 
temperatures due to the unharmonic effects not included in the Debye model and the optical 
phonons substituted by the acoustical modes. For both FeAl and Fe3Al the thermal expansion 
obtained by MD simulations is lower than the thermal expansion calculated within the Debye 
model, since the contribution of the optical modes into the thermal expansion is generally 
smaller than the contribution of the acoustical modes. 
 For Fe3Al we obtained a pretty good agreement between theory and experiment up to the 
temperature 600K. At the temperature 830K a second-order transition from DO3 to B2 structure 
takes place which gradually starts at much lower temperatures. This explains the increasing 
divergence of calculated and experimental thermal expansion curves, since in our simulations we 
considered a crystal to be in a perfectly ordered DO3 structure. For FeAl the calculated thermal 
expansion is significantly lower than the one measured experimentally. Thus, at room 
temperature the calculated coefficient of thermal expansion (~11.7x10-6 K-1) differs ~32% from 
its experimental value (~17.3x10-6 K-1). One of the reasons for that lies in overestimating the 
elastic constants of iron-aluminides in the LDA approximation. 
The obtained coefficients of thermal expansion of FeAl and Fe3Al have very little 
temperature dependence that is in the agreement with the experiment. 
 90
 
 
Figure 5.8 Linear Thermal Expansion of FeAl. The solid line with the circles represents the 
results of MD simulation, the dashed line shows the thermal expansion obtained within the 
Debye model and triangles are used to denote the experimentally measured thermal expansion 
Ref.28. 
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Figure 5.9 Linear Thermal Expansion of Fe3Al. The solid line with the circles represents the 
results of MD simulation, the dashed line shows the thermal expansion obtained within the 
Debye model and triangles are used to denote the experimentally measured thermal expansion 
Ref.28. 
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5.3.2 Pure metals 
 Thermal expansion of elemental metals. To test our potentials, we calculated the thermal 
expansion of elemental metals using MD simulations. The comparison between the calculated 
linear thermal expansion of Fe, Al, Mo and V are presented in Figures 5.10 (a,b,c,d), 
respectively. For Fe and V we obtained a very good agreement for the temperature range 200-
400K. At temperatures close to zero the appeared disagreement is due to the quantum-
mechanical effects not included in MD calculations. The MD method is based on solving the 
classical equations of motion and therefore, at zero temperatures the atomic velocities are equal 
to zero. However, in a real crystal the atomic vibrations do not disappear even at zero 
temperature, because the uncertainty principle (∆x∆p≥h) requires localized ions to have a non-
vanishing momentum. This is why at close-to-zero temperatures experimentally measured 
thermal expansion is growing slower with temperature than the one calculated by MD method.  
The biggest disagreement of thermal expansion with the experiment was obtained for Al. 
The coefficient of thermal expansion of Al decreases with temperature indicating the instability 
of Al fcc structure. Since the energies of only Al bcc structure were included in fitting procedure 
of the atomistic potentials, the obtained parameters fail to describe fcc structure. However, we 
are most interested in the adequate description of Al bcc phase, since this is symmetry of Al 
presented in iron-aluminides. Unfortunately, there is no experimental data of aluminum thermal 
expansion in bcc phase. Thus, the test of Al parameters with respect to the thermal expansion 
was incomplete. 
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Figure 5.10 Linear Thermal Expansion of Fe, Al, Mo and V. The solid line with circles 
represents the results of MD calculations. The dashed line with triangles shows the experimental 
measurements from [27]. 
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5.3.3 Iron-aluminides with transition metal additives. 
 
To go beyond the calculation of thermal expansion of pure iron-aluminides, we 
considered the pseudo-binary alloys Fe1-xYxAl and (Fe1-xYx)3Al with small atomic percentages (x 
≤ 10%) of Y(V, Mo) atoms. 
Since for pure iron-aluminides the thermal expansion can be easily simulated using the 
Debye model, we decided to examine whether this approximation is valid for the iron-aluminides 
in the presence of additives. For this reason, we calculated linear thermal expansion of 
(Fe0.917V0.083) 3Al compound using the Debye model of a solid and by MD simulation. In order to 
avoid additional errors due to the deviation of atomistic potential results from those of ab initio 
calculation, we used many-body atomistic potentials for Debye model and MD as well. The 
comparison of the obtained results given in the Figure 5.11 clearly shows that the Debye model 
significantly overestimates the thermal expansion that prompts to question its validity in the case 
of additives. The existence of the defects in a crystal lattice destroys the symmetry and causes 
the spread of the phonon frequencies.  This phenomenon is shown in Figure 5.12. While for pure 
Fe3Al the phonon modes are localized having four noticeable picks at 3, 5,1 0 and 15 THz, for 
Fe3Al with 8.3% of Vanadium concentration the phonon frequency distribution significantly 
changes. Thus, the excitation of the optical modes requires much less energy now and the atomic 
oscillations become more disorganized resulting in the decrease of the thermal expansion. 
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Figure 5.11 Linear Thermal Expansion of  (Fe1-xVx) 3Al pseudo-binary alloy (x=8.3%). 
Comparison of MD simulation results with the thermal expansion calculated within the Debye 
model. 
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Figure 5.12 Calculated phonon density of states of Fe3Al (black line) and  (Fe1-xVx) 3Al 
withx=8.3%(redline). 
.  
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Our next step was to find the dependence of the coefficient of thermal expansion (CTE) 
of iron-aluminides on the additive concentration. Since in our previous ab initio calculations 
(Chapter 3) we determined that FeII sites energetically more favorable to be occupied by V and 
Mo atoms, the V and later Mo additives were randomly distributed among them. In order to 
confirm that additive distribution does not affect the thermal expansion, the calculations were 
repeated several times for each concentration. The CTEs, α , were calculated by fitting linear 
thermal expansion of the compounds to third-order polynomials and taking the derivatives: 



∂
∂
=
T
l
l 0
1
α
, 
where l0 is the lattice constant at room temperature. The temperature dependence of CTE 
is characterized by the higher than second-order derivatives of linear expansion with respect to 
the temperature and therefore, high accuracy is required in determining it. 
 The CTEs of Fe1-xVxAl pseudo-binary alloys with different concentration x are 
shown in Figure 5.13. One can see that CTE gradually decreases with the increase of Vanadium 
concentration. The effect of Vanadium addition on the CTE of Fe3Al, represented in Figure 5.14, 
is slightly different. Here, the temperature dependence of CTE becomes stronger with the 
addition of Vanadium. The effect of the transition metal additives on thermal expansion is a 
complicated process that results from the interplay of two factors: the modification of phonon 
spectrum and the change of the potential unharmonicity. Therefore, the temperature dependence 
of CTE can change its character with the increase of the additives. 
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Figure 5.13 CTE of  Fe1-xVxAl pseudo-binary alloys. The results of molecular dynamics 
simulation. 
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Figure 5.14 CTE of (Fe1-xVx)3Al pseudo-binary alloys. The results of molecular 
dynamics simulation.  
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Thus, when V is substituted for Fe and FeAl compound the calculated CTE appears to be 
temperature independent for all Vanadium concentrations except 4.3%. For Fe3Al the effect is 
opposite. For the concentrations 4.3 and 6.5% of Vanadium, the CTE is temperature 
independent. When Vanadium concentration reaches 8.3%, CTE starts to increase with the 
temperature indicating the rising anharmonicity of the interatomic potential. 
 To study the effect of Mo additives, we considered only one concentration of this 
transition metal in Fe3Al compound, namely 4.3% of Mo substituted for the Fe content. The 
calculated CTE, presented in the Figure 5.15, decreases with temperature indicating the 
structural instability of the compound. A similar effect of Mo addition was observed in nickel 
binary alloys [5]. 
 
Figure 5.15 CTE of (Fe1-xMox)3Al pseudo-binary alloys. The results of MD simulation. 
300 500 700 900 1100 1300 1500 
5.5 
6 
6.5 
7 
7.5 
8 
8.5 
9 
9.5 
T, K 
α
 ×
 1
0-
6  K
-1
  F e  A l  3  
x=4.3% 
 100
 
 
 
5.4 Conclusions 
 
We obtained ab initio based many-body atomistic potentials that correctly describe iron-
aluminum compounds at two different compositions: FeAl and Fe3Al. The calculated lattice 
parameters, defect formation energies, elastic constants, and thermal expasion are all consistent 
with ab initio calculations. The deviation of the elastic constants and, consequently, thermal 
expansion from the experimental results is mostly referred to the LDA overestimating the 
strength of the interatomic bonding. For pure iron-aluminides the calculated thermal expansion 
within the Debye model is found to be in a good agreement with molecular dynamics simulation. 
This fact confirms that the Debye model serves as an appropriate approximation for these 
intermetallic compounds. 
When the transition metal additives, V and Mo, are present in the iron-aluminum system, 
the symmetry of a crystal gets broken therefore strongly modifying the phonon spectrum of the 
material. Here, the Debye model is no longer applicable and we used MD simulation to study the 
dependence of the coefficient of thermal expansion (CTE) on the additive concentrations. We 
found that addition of V significantly decreases CTEs of both FeAl and Fe3Al, while at Mo 
concentration 4.3%, CTE of Fe3Al compound decreases with temperature indicating the 
appearance of instability of DO3 structure. 
The obtained many-body atomistic potentials can be further applied in studying the effect 
of Mo and V additives on the mechanical properties of iron-aluminides and simulation of the 
extended defects such as dislocations and grain-boundaries. 
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