Recent literature contains proposals for key predistribution schemes for sensor networks in which nodes are deployed in separate groups. In this article we consider the implications of group deployment for the connectivity and resilience of a key predistribution scheme. We propose a flexible scheme, based on the structure of a resolvable transversal design. We demonstrate that this scheme permits effective trade-offs between resilience, connectivity and storage requirements within a group-deployed environment as compared with other schemes in the literature, and show that group deployment can be used to increase network connectivity, without increasing storage requirements or sacrificing resilience.
INTRODUCTION
A sensor node is a battery operated device for measuring some physical quantity (such as temperature or humidity) that is capable of engaging in wireless communication. Such sensors are deployed to take measurements throughout a target area, whereupon they communicate with each other in order to transmit and process the collected data. The resulting ad hoc network is1 Group deployment may be used in order to improve the coverage of the target region by sensors, as it provides more control over the physical distribution of sensors. Alternatively, it may be a convenient way of carrying out the deployment: in the case where several vehicles are available for distributing sensors, they could be used to deliver sensors to different portions of the target area simultaneously. However, the main motivation for considering group deployment from the point of view of key distribution is the fact that the partial location knowledge it provides can be used in order to improve the connectivity of the network. In this article we consider how this information can best be exploited to achieve a KPS with the properties we desire.
The use of group deployment in a network has implications for the design of a KPS. In order to analyse fully the properties of a network in which a KPS is deployed, it is necessary to consider both the block graph, whose vertices are nodes, with pairs of nodes that share keys being joined by edges, and the physical graph, whose vertices are again nodes, but in this case they are joined by edges whenever they are within communication range after deployment (to use the terminology of Lee and Stinson [2008] ). These intersect to yield the key-sharing graph, whose edges represent pairs of nodes that can communicate securely after deployment as they are both within range and share keys. In the group deployment scenario, not only is the physical distribution of the nodes slightly different from that in the standard model, but there is also a degree of information about the physical graph, as the groups to which each node belongs are known before they are deployed. This information can be used to adjust the block graph in order to improve the properties of the resulting key-sharing graph.
In designing a KPS, we seek to achieve a network with good connectivity, but also good resilience: as the nodes operate unattended and lack tamperproof hardware, they are vulnerable to physical attack. Once an adversary extracts a key from a sensor node, then any further communication links that use the same key are no longer secure. As in Lee and Stinson [2008] , we model the extent to which a KPS can withstand an adversary that compromises a number of nodes by the quantity fail(s), which denotes the probability that a secure link between two uncompromised nodes becomes insecure after s nodes have been captured uniformly at random. The lower the value of fail(s) for each s, the more resilient the KPS. Thus an effective KPS is one that achieves a high level of connectivity, with small fail(s).
Group Deployment in the Literature
Several authors have proposed key predistribution schemes for sensor network environments that could be treated as examples of group deployment. These schemes can be considered to belong to one of three broad categories: those involving homogeneous networks, those in which there is additional knowledge 11:4
• K. M. Martin et al. of the groups' locations, and those designed for heterogeneous networks. We briefly survey these categories for the sake of completeness, although the rest of the article is exclusively concerned with the case of a homogeneous network in which there is no a priori knowledge of the groups' locations.
1.1.1 Standard-Model Schemes. One possible approach to key predistribution for group-deployed networks is to employ a standard-model KPS; however, we would expect their performance to be exceeded by that of schemes designed to take group deployment into account (cf. Section 4.2). Nevertheless, such schemes can be used as components in the construction of group-based KPSs; here we briefly describe some relevant examples.
Single Key. Perhaps the simplest example of a KPS is the scheme in which a single key is stored by each node in the network. This provides optimal connectivity and storage, but has poor resilience, as all communication links become insecure when a single node is captured.
Distinct Pairwise Keys. In this scheme, a unique key is assigned to each pair of nodes. This scheme has optimal resilience, since compromise of a node does not affect the security of any keys shared by uncompromised nodes. However, in a network with n nodes, it requires each node to store n − 1 keys, which is infeasible if n is large. [Eschenauer and Gligor 2002] . This scheme is a probabilistic KPS, with each node drawing m keys uniformly without replacement from some finite keypool K. The value of m and size of K can be chosen in order to ensure any pair of nodes have a certain probability of sharing a key. [Blom 1985; Blundo et al. 1992] . This scheme uses a symmetric bivariate polynomial over some finite field GF(q), that is, a polynomial P(x, y) ∈ GF(q) [x, y] with the property that P(i, j) = P( j, i) for all i, j ∈ GF(q). A node with ID i stores a share in P, consisting of the univariate polynomial f i (y) = P (i, y) . In order to communicate with node j, it computes the common key K ij = f i ( j) = f j (i); this process enables any two nodes to share a common key. If P has degree t, then each share consists of a degree t univariate polynomial; each node must then store the t + 1 coefficients of this polynomial. These are elements of GF(q), as are the pairwise keys that are established; thus, storing a degree t share requires as much space as storing t + 1 keys. If an adversary captures s nodes, where s ≤ t, then it does not learn any information about keys established between uncompromised nodes; however, if it captures t + 1 or more nodes then it can interpolate to compute the polynomial P and hence learn all the keys. [Lee and Stinson 2008] . Lee and Stinson [2008] propose a KPS that they refer to as a "linear scheme" based on a combinatorial structure known as a transversal design (see Section 3.2 for a precise definition), whose parameters can be chosen to vary the resilience, connectivity, and storage requirements of the KPS. They also describe how the resilience of the scheme can be increased by combining a transversal design with Blom's scheme to construct a KPS, which they term a "multiple space scheme". 1.1.2 Homogeneous Schemes. Liu et al. [ , 2008 explicity use the term "group-based key predistribution." They model group deployment of nodes by supposing the nodes in a group follow a Gaussian distribution about some mean position, with the mean positions of the groups distributed uniformly at random throughout a target area.
Eschenauer and Gligor's KPS

Blom's Scheme
Lee and Stinson's Transversal Design Based KPS
In their KPS, all pairs of nodes within a group can establish a key. The different groups are connected by means of keys distributed within cross groups, sets of nodes such that each cross group contains one node from each group, and such that every node is contained in precisely one group; the key distribution is thus based on a grid structure. The examples they give suggest they have in mind networks in which the number of nodes in a group is approximately the square root of the total number of nodes. Keys are distributed within each group and each cross group by means of either a distinct pairwise KPS, or an instance of Blom's scheme.
Group deployment in a homogeneous environment was also considered by Zhou et al. [2005] . In their scheme, nodes within each group are assigned distinct pairwise keys, and for every pair of groups there are t pairwise keys shared by one node from each of the groups.
1.1.3 Location-Aware Schemes. Group deployment has also appeared in the literature in the context of networks where the groups are deployed within regions consisting of regular polygons that tessellate the plane, and where the location of each group is known before deployment.
Schemes combining a square grid with polynomial-based key predistribution are discussed in Du et al. [2004] , Huang et al. [2004] , Liu and Ning [2003b] , Mao and Wu [2005] , and Yang and Xiao [2006] ; a square grid with random key predistribution was considered in Chun et al. [2007] , and the combination of a square grid with a scheme due to Lee and Stinson was considered in Simonova et al. [2006] . Papers describing the use of hexagonal grids with polynomial-based key predistribution include Canh et al. [2008] , Delgosha et al. [2007] , Fekri [2006, 2005] , Li et al. [2006a Li et al. [ , 2006b , Mao and Wu [2005] , Yu and Guan [2005] , and Zhou et al. [2005b] ; hexagonal grids combined with random key predistribution were analysed in Jaworski et al. [2009] . Polynomial-based key predistribution in triangular grids was proposed in Dai and Xu [2007] and Zhou et al. [2005a] .
1.1.4 Heterogeneous Schemes. Heterogeneous sensor networks in which each group contains at least one more capable node have also received some attention. Typically, the more powerful nodes are considered to act as cluster heads in the formation of a hierarchical network, with each lower level sensor node in a group communicating (either directly, or via other lower level nodes) with the relevant cluster head, which then communicates with a base station. Papers considering this model include Das and Sengupta [2008] , and Kotzanikolaou et al. [2008] .
Our Contributions
In this article, we study key predistribution for homogeneous WSNs with group deployment of nodes, as considered in the papers mentioned in Section 1.1.2. In terms of the degree of location control over the sensors in the network, this scenario falls in between that of the standard model schemes mentioned in Section 1.1.1 and those of Section 1.1.3 which rely on precise knowledge of the groups' locations. The amount of location knowledge used for a KPS has a strong impact on its efficiency, as it dictates the extent to which the block graph can be designed in response to the physical graph in order to control the resulting key-sharing graph. However, it also determines the environments in which a given scheme can be used, since a scheme that relies on detailed location knowledge cannot be employed for scenarios in which such knowledge is not available. Thus, while the schemes of Section 1.1.3 are unsuitable for the environment we consider in this article, we show it is possible for the knowledge that the nodes are deployed in groups to be exploited in the design of schemes that outperform the schemes of Section 1.1.1 in this environment.
The question of which properties are necessary for a KPS to perform well in a homogeneous environment with group deployment has not been as widely addressed in the literature as the analogous problem for the standard model or models with greater location control. Hence, we devote Section 2 of this article to an analysis of the properties desired of a KPS in this context. Section 2.1 focuses on connectivity requirements; in particular, we consider the desirability of balancing the connectivity between groups with that occurring within the groups, and examine how to vary the key sharing probabilities of a KPS in order to achieve this. Section 2.2 is devoted to an analysis of the requirements posed by groups of various sizes.
In Section 3, we propose a new KPS designed to suit a group-deployed environment. After observing certain limitations in a scheme due to Liu et al. [ , 2008 , we construct a more flexible scheme, motivated by the considerations of Section 2, which addresses these issues. Our scheme is based on transversal designs, as proposed for key predistribution in the standard model by Lee and Stinson [2008] . However, we require the additional property that the transversal designs be resolvable, and we exploit this property to match the structure of the design with the deployment of nodes into groups in order to achieve improved connectivity in the environment we are considering.
We analyze the behavior of our proposed scheme in Section 4, both in terms of the theoretical models we have established in Section 2, and through simulations. We illustrate how the use of group deployment can lead to enhanced connectivity in Section 4.1, and, in Section 4.2, we demonstrate the improved performance of our KPS relative to other comparable schemes from the literature. We conclude in Section 5 with a discussion of the attributes that make a KPS suitable for use with group deployment.
GROUP DEPLOYMENT IN HOMOGENEOUS WSNS
Of the possible WSN environments that involve group deployment, the one that is derived most immediately from the standard model is that in which the group to which each node belongs is known, but there is no knowledge of the groups' eventual locations prior to deployment. This might arise, for example, in a situation where nodes are distributed in batches from an aeroplane, or when more than one aircraft are used to deploy groups of nodes. The network formed after deployment is homogeneous, with all nodes having an equivalent role. In this respect, it does not differ from the standard model; in particular, the requirements that the resulting network be connected and resilient to node capture are the same. However, this alternative model of physical deployment has different implications for the way a KPS must be constructed in order to achieve these requirements. In this section, we consider some of these requirements, with a particular focus on connectivity, and we analyse how the desired patterns of connectivity can be achieved by adjusting the probabilities for nodes to share keys in a KPS.
Connectivity in a Homogeneous Environment
In a homogeneous network, we wish for any two nodes to be able to communicate with each other across the network (potentially using several intermediate hops). This is possible when the key-sharing graph is a connected graph; as in Lee and Stinson [2008] , we refer to this as the global connectivity of the network. (Alternatively, we may consider it satisfactory if a vast majority of the nodes lie in one connected component of the key-sharing graph.) In addition, we also wish to consider the local connectivity: the probability that neighboring nodes can communicate securely and efficiently. The global connectivity of a network is greatly affected by the physical topology, and thus it can be difficult to assess based on the properties of KPS. Local connectivity is a useful measure as it permits us to abstract away some of this dependence on the nodes' distribution, yet it still gives us a useful measure of the performance of a KPS, because a scheme with a high local connectivity is more likely to lead to a globally connected network. Two nodes that are within range can communicate securely if they share a common key. In addition, two neighboring nodes that do not share a key may be able to communicate securely with the assistance of an intermediate node that is within range of, and shares a key with, both of the nodes. This is referred to as a two-hop path. In designing a KPS, we would like to ensure that neighboring nodes have a high probability of being able to communicate securely either directly or via a two-hop path.
The preceding considerations apply equally in the standard model and the group deployment model. When using group deployment, however, there is the potential for the patterns of key sharing within a group, and between separate groups, to be quite different. Nevertheless, the groups arise simply as a feature of how the network is deployed; the network still forms a homogeneous whole, and we would like any two neighboring nodes to be able to communicate securely with high probability, regardless of whether they come from the same group, or from different groups. In order to avoid communication bottlenecks, or the risk that an entire group could become disconnected from the rest of the network, we would like to ensure that the probability of nodes from different groups being able to communicate securely is similar to that of nodes from within a group. We will refer to this as balanced local connectivity. In Section 2.1.1, we examine how to achieve balanced local connectivity by altering the key sharing probabilities between nodes from the same group, as compared to nodes from different groups.
2.1.1 Balancing the Two-Hop Connectivity. Consider a KPS for a group deployed network for which two nodes from the same group have a probability p of sharing a key, whereas nodes from different groups have probability q of sharing a key. We would like to know how p and q must be related in order for the network to achieve balanced local connectivity.
The probability that two neighboring nodes share a key directly is either p or q, depending on whether they are from the same group or from different groups. The probability that two neighboring nodes can communicate via a two-hop path depends on the nodes' physical distribution as well as p and q, as it depends on the number of additional nodes that lie in range of both of them. In order to avoid having to make assumptions about the specific distribution of the nodes, we suppose that a node A in some group G and a node B that is a neighbor of A have, on average, η common neighbors in G (where η depends on the physical graph). In particular, this implies that two neighboring nodes from the same group have η common neighbors, and two neighboring nodes from different groups have η common neighbors from each of the two groups. The parameter η was used in the standard model in Lee and Stinson [2008] , and provides a convenient way of modelling the typical behavior of the majority of the nodes. Fig. 1 . One-hop and two-hop paths between two nodes of the same group (left), and two nodes from different groups (right). White and black circles represent nodes from two different groups; edges are marked with the probability that the two corresponding nodes share a key.
share a key with a given node (as is the case for those based on combinatorial designs), this is not the case: if A and B are known to share a key, then the probability that B shares a key with C is (d − 1)/(N − 2), rather than d/(N − 1). However, for reasonably large values of the parameters d and N, such as would be required in practice, the probabilities computed under the assumption of independence give a very close approximation of the true values. Hence, this is a reasonable assumption that allows us to model the behaviour of KPSs in an abstract manner without requiring precise details of the properties of specific schemes.
LEMMA 2.1. If two nodes from one group are neighbors, then the probability that they can communicate securely via a one-hop or a two-hop path is
PROOF. Consider a pair of neighboring nodes from the same group, as shown in the diagram on the left in Figure 1 . The probability that they don't share a key is 1 − p. For each common neighbor, the probability that a two-hop path cannot be established through that neighbor can be approximated by 1 − p 2 . Thus, the probability that the nodes do not share a key and cannot communicate via a two-hop path is (1 − p)(1 − p 2 ) η ; the result then follows immediately.
LEMMA 2.2. If two nodes from different groups are neighbors, then the probability that they can communicate securely via a one-hop or a two-hop path is
PROOF. The diagram on the right in Figure 1 shows two neighboring nodes from different groups; the probability they do not share a key is 1 − q. These nodes have η common neighbors from each of their groups. For each such neighbor, the probability the nodes cannot communicate via a two-hop path through that neighbor is (1 − pq). Hence, the total probability they do not share a key and they cannot communicate via a two-hop path is (1 − q) (1 − pq) 2η . Therefore, the probability that they can communicate via a one-hop or two-hop path is 1
From this, we conclude that the probability that two nodes that are within range can communicate via a one-hop or two-hop path will be the same for all pairs of nodes that are within range precisely when
Figure 2 illustrates this relationship between p and q for various values of η. We see that for balanced connectivity, we require q to be slightly less than p. This is in contrast to key distribution in the standard model in which q necessarily equals p. Although nodes from different groups are less likely to be in communication range, when they do fall within range then they are likely to have more common neighbors that could be used to form a two-hop path; hence, the desired probability of being able to communicate securely can be obtained using a lower key-sharing probability.
Taking logarithms of both side of Eq. (1), we can express as a function of p and q the value of η that leads to balanced local connectivity: Figure 3 shows the relationship between values of η and q that ensure Eq. (2) is satisfied for various values of p. For fixed p, Eq. (2) expresses η as a function of q. This function has a vertical asymptote at q = 1 /p − 1 /p 2 − 1, is equal to zero when q = p, and is positive for all q between these bounds. Thus, for a given value of p, we know that balanced local connectivity can be achieved by taking some value of q between 1 /p − 1 /p 2 − 1 and p. A value, or range of possible values, for η, determines the appropriate q. Example 2.3. Consider a network in which the expected value of η is 7. Suppose we wish the probability for two neighboring nodes to communicate securely using a one-hop or two-hop path to be 0.98. This can be achieved in a balanced manner by using a KPS with p = 0.6 and q = 0.37.
Number of Groups Deployed
In a network with λ groups and a nodes in each group, the proportion of pairs of nodes that belong to the same group is (a−1) /(aλ−1), and the proportion of pairs of nodes from different groups is (λ−1)a /(aλ−1). The relative proportions of such pairs of nodes depend on the values of a and λ; in turn, this affects the number of in-group or cross-group keys that must be employed to achieve desired patterns of connectivity. In some scenarios, the number of groups to be deployed is determined by the application or by the available means of deployment, whereas in others it may be possible to choose the value of λ. In Section 4.1, we will see an example of how increasing the number of deployment groups can lead to an increase in network connectivity. However, increasing the number of groups is likely to increase the costs associated with deploying the nodes. In particular, the deployment of a large number of small groups is likely to be infeasible in most instances. Hence, the case where λ ≤ a is of the greatest practical interest, and so in Section 3 we restrict our attention to networks with n nodes deployed in λ groups, where λ ≤ √ n.
CONSTRUCTION OF KPSS FOR NETWORKS USING GROUP DEPLOYMENT
Having examined the properties required of KPSs in a group deployment context, we now consider how to construct KPSs with these properties. We begin by examining a construction due to Liu et al. [ , 2008 , and observe that its restricted set of parameters limits the extent to which its properties can be adapted as desired. We then discuss a more flexible approach that permits trade-offs between resilience and connectivity in networks of n nodes where the number λ of groups is at most √ n.
Limitations of Liu, Ning and Du's Group-Based KPS
A KPS for networks using group deployment was proposed by Liu et al. [ , 2008 . In their scheme they partition the set of nodes into cross groups, with each node lying in one cross group, and each cross group containing precisely one node from each group. They propose distributing keys within each group and each cross group by one of two methods:
-assigning a distinct key to each pair of nodes, -using Blom's scheme [Blom 1985; Blundo et al. 1992] .
Example 3.1. Consider a network of sixteen nodes, deployed in four groups of four nodes. We list an example of the keyrings of the nodes when distinct pairwise keys are used in the KPS of Liu et al.
There are 48 keys in total, each key is stored by two nodes, and each node stores six keys. Keys k 1 , k 2 through to k 24 are used for cross-group communication, keys k 25 , k 26 , . . . , k 48 are in-group keys. Any pair of keyrings in the same row, or in the same column, intersect in precisely one key.
The distinct-pairwise scheme is optimal from the point of view of resilience, but has large storage requirements. If Blom's scheme is used with polynomials of degree t, then nodes must store the equivalent of t + 1 keys, but all keys within a particular group or cross group are secure unless t + 1 or more nodes from that group/cross group are captured. This permits a trade-off between the storage requirements and the resilience of the scheme.
The connectivity of the scheme, however, is entirely determined by the number and size of the groups. When n 2 nodes are deployed in λ groups, the total number of pairs of nodes that share keys is λ
, and nodes within a group share a key with probability 1, while nodes from different groups share a key with probability λ /n 2 . In the case where the number of groups is small, this probability is very low. For example, Figure 4 shows the respective probabilities Fig. 4 . The probability that neighboring nodes from within a group or from different groups can communicate securely using the group-based scheme of Liu et al. [ , 2008 in a network of 16384 nodes deployed in λ groups, with η = 7.
that in-group neighbors and cross-group neighbors can communicate securely using a one-hop or a two-hop path in a network of 16384 nodes deployed in a varying number of groups. The values are calculated based on Lemmas 2.1 and 2.2. We see that the local connectivity is extremely far from balanced; even when the nodes are deployed in 128 groups the probability of secure communication between cross-group neighbors is only about 1 /9. This causes two substantial problems.
-The low probability of cross-group key sharing seriously affects the global connectivity as it carries with it an inherent risk that entire groups may become disconnected from the network. Furthermore, even where groups are connected, it is likely that bottlenecks in communication between groups will arise, with a small number of nodes forced to bear the brunt of the communication load between groups. -The fact that this scheme imposes 100% connectivity within each group causes problems when the number of groups is small, as it affects the performance of both of the proposed KPSs. The storage requirements of the distinct pairwise keys scheme become prohibitive when the size of each group is large. On the other hand, the resilience of the polynomial-based scheme is reduced if the number of groups is small: when an adversary captures a given number s ≥ t + 1 of nodes, the probability that there is some group to which at least t + 1 of them belong increases as the number of groups decreases. This inability to adjust the connectivity means that this scheme is ill-suited to the majority of networks that are deployed in a small number of groups. However, such networks are of arguably the greatest practical interest, as they provide an increased degree of knowledge/control of the nodes' eventual locations, with only a slight increase in the difficulty associated with deploying the nodes. In Section 3.2 we will consider the design of a KPS in which the connectivity can be more readily varied to suit application requirements.
Flexible Key Predistribution Using Transversal Designs
In the group-based scheme of Liu et al. [ , 2008 , the groups and crossgroups form a grid structure, with each node able to establish a key with precisely one node in each other group. Thus, when there are a nodes in a group, two nodes from distinct groups have probability 1 /a of sharing a key. We wish to generalise this grid structure in order to permit schemes where nodes from distinct groups have probability k /a of sharing a key, where k is a parameter that can be varied as desired. We can do this by using a resolvable transversal design.
Definition 3.2. [Colbourn and Dinitz 1996] A transversal design TD(k, n) consists of a set V of cardinality kn whose elements are known as points, a partition G of the points of V into k sets of size n known as groups, and a set B of k-subsets of V known as blocks, with the property that every pair of distinct points is contained in precisely one element of G ∪ B. A TD(k, n) is resolvable if the blocks can be partitioned into sets B 1 , B 2 , . . . , B s such that each point of the design is contained in exactly one block in each set. These sets are known as parallel classes.
It follows directly from the above definition that there are n 2 blocks, k points in each block, and each block intersects each group in precisely one point. (Note that these groups are unrelated to the groups in which the nodes are deployed; where confusion may arise we will refer to them as design groups and node groups, respectively.) There are n parallel classes, each containing n blocks; two parallel blocks do not have any points in common. For all prime powers n, such designs are known to exist for all integers k ≤ n.
THEOREM 3.3. Let n be a prime power, and let k be an integer with 2 ≤ k ≤ n. Then there exists a resolvable transversal design TD(k, n).
PROOF. We describe an explicit construction of a resolvable transversal design TD(k, n) where n is a prime power and 2 ≤ k ≤ n.
Let S be a set of k elements of the finite field GF(n). Let V be the set of ordered pairs of the form (x, y) where x ∈ S and y ∈ GF(n).
Define a partition G of V into k groups of points that agree in the first coordinate by setting G s = {(s, y)|y ∈ GF(n)} for each s ∈ S. Observe that |G s | = n for all s ∈ S.
Construct a set B of n 2 subsets of V that correspond to the ordered pairs [a, b] with a, b ∈ GF(n) by letting ab be the set of points ab = {(x, y) ∈ X|y = ax + b}.
•
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Two points (x 1 , y 1 ) and (x 2 , y 2 ) lie in a block ab if the equations
are satisfied; if x 1 = x 2 (i.e. if the points do not lie in the same group) then there exists a unique a, b ∈ GF(n) satisfying these equations. Thus, given any pair of points, there is either a unique group or a unique element of B that contains both of them. Hence, we conclude that (V, G, B) is in fact a transversal design.
For each a ∈ GF(n) we define a parallel class of n blocks B a = { ab |b ∈ GF(n)}. We observe that each point (x, y) lies on precisely one block of the class B a , namely the block ab with b = y − ax. Hence, this transversal design is resolvable.
Example 3.4. As an example, we list the design groups, and the blocks of two of the five parallel classes of a resolvable transversal design TD(3, 5). Such a design has fifteen points; we will label the points by the elements of the set {00, 01, 02, 03, 04, 10, 11, 12, 13, 14, 20, 21, 22, 23 It can be seen that each point occurs in exactly one group, and that each block has one point from each group. Furthermore, each point appears once in each of the two parallel classes, and if we consider any block from one of the parallel classes, the points it contains each lie in different blocks in the other class (i.e., any two blocks from the same class are disjoint, and blocks from different classes have at most one point in common).
The use of transversal designs for key predistribution was proposed by Lee and Stinson [2008] . In their scheme, the points of a transversal design are associated with keys and the blocks with nodes, with each node storing the keys corresponding to points contained in the associated block. This scheme does not require the design to be resolvable, although they suggest the use of the transversal designs TD(k, n) described above, which happen to be resolvable. In our scheme we will similarly associate blocks with nodes and points with keys; however, we will also exploit the resolvability of the design, making use of the parallel classes of blocks to assign nodes to node groups (see Table I ).
(We note that a brief summary of this scheme has been given in Martin [2009] , in the context of a survey of the role of combinatorial designs in constructing KPSs for WSNs.) We will now consider this assignment in detail, as well as the distribution of cross-group keys and in-group keys, before describing our scheme in full.
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• K. M. Martin et al. 3.2.1 Group Structure. Consider a network of n groups of nodes, with n nodes in each node group, for some prime power n. If the group-based KPS of Liu et al. [ , 2008 is applied to this network, then the nodes are also partitioned into n cross groups with n nodes each, and each cross group has one node in common with each node group. A resolvable TD(1, n), on the other hand, has n parallel classes, each containing n blocks; each block contains one point, and there are n points in total. Each point lies in precisely one block of each parallel class. This implies that we can associate the blocks of the design with the nodes of the network, so that the parallel classes of blocks correspond to node groups. By considering the set of blocks containing a given point to be a cross-group, we have recovered the grid structure used by Liu et al. [ , 2008 .
By replacing the TD(1, n) by a TD(k, n) for some 1 ≤ k ≤ n we introduce an extra parameter that allows us to increase the cross-group connectivity, at the cost of additional storage; each node is then contained in k cross groups, rather than just one. The structure of the resolvable transversal design implies that each node is contained in precisely k cross groups, each cross group contains at most one node from each group, and two cross groups have at most one node in common.
So far we have only considered the case where the number of groups λ is equal to the square root of the number of nodes in the network n 2 . However, we can also accommodate more general networks where λ is any divisor of n, by partitioning the n parallel classes of the TD(k, n) into λ disjoint sets S 1 , S 2 , . . . , S λ of n /λ parallel classes and letting the blocks in the parallel classes of each set S i be associated with the nodes of a node group.
3 When node groups are formed by merging parallel classes in this fashion, each cross group contains more than one node (in fact, precisely n /λ nodes) from each node group. This is necessary to enable connectivity to be maintained without adversely affecting the storage when the number of groups is small. This is because the size of the groups is inversely proportional to the number of groups and, if we were to require each cross group to intersect each node group in precisely one point, then the number of cross groups required to ensure each node can establish keys with a given proportion q of nodes in other groups would grow with the size of the group.
Cross-Group Keys.
In the basic version of Lee and Stinson's transversal-design-based KPS, a key is associated with each point, and nodes store keys corresponding to the points contained in their associated block. In our Resolvable TD Scheme, the points of the design will be associated with degree t instances of Blom's scheme. Thus, all pairs of nodes in a given cross group are able to establish keys, and the storage required is equivalent to k(t +1) keys per node.
3.2.3
In-Group Keys. In Section 3.1, we observed that the connectivity imposed by the techniques suggested by Liu et al. [ , 2008 for distributing keys within the groups causes problems when the sizes of the groups are large. Note that we use the shorthand "nodes sharing a key" to mean "nodes possessing shares in a common instance of Blom's scheme that allows them to establish a shared key".
In our Resolvable TD Scheme, we mitigate these difficulties by employing a separate polynomial-based scheme in each parallel class, so that neither storage nor resilience is adversely affected if parallel classes are merged to form large groups. Connectivity within a group is maintained by the fact that in the case where parallel classes are merged, the cross-group keys also provide connectivity between the parallel classes that belong to a given group. A further analysis of connectivity issues will be given in Sections 4.1 and 4.2.
Having motivated the various design elements of the Resolvable TD Scheme, we now describe it in full.
Scheme 3.5 (Resolvable TD Scheme). Given a prime power n, together with non-negative integers 1 ≤ k ≤ n, λ|n and 0 ≤ t < n 2 /λ − 1, we use a TD(k, n) to construct a KPS for a network of n 2 nodes deployed in λ groups G 1 , G 2 , . . . , G λ of size n 2 /λ as follows (1) Partition the parallel classes P 1 , P 2 , . . . , P n of the TD(k, n) into λ sets of n /λ parallel classes, denoted S 1 , S 2 , . . . , S λ . Each S i contains n 2 /λ blocks. (2) Associate each node with a block of the design, such that the nodes of group G i correspond to the blocks in the parallel classes contained in set S i . (3) Associate a degree t Blom's scheme with each point of the design, and assign shares in a given scheme to each node whose corresponding block contains the relevant point. (Note that resilience is maximised by taking t = n 2 /λ − 2, which is equivalent in terms of storage and resilience to assigning a distinct key to each pair of nodes involved in the scheme. As such it is never necessary to consider t ≥ n 2 /λ − 1.) (4) Associate a degree t Blom's scheme with each parallel class P i , for 1 ≤ i ≤ n, and assign shares in a given scheme to each node whose corresponding block is contained within that parallel class.
This scheme is essentially an instance of the multiple space scheme described by Lee and Stinson [2008] , but with the resolvability of the transversal design used to align the pattern of key sharing with the group structure of the network. It inherits the beneficial properties of this scheme; in particular, shared key discovery can be carried out without incurring communication overheads (see Lee and Stinson [2008] for details). Table I summarizes the correspondence between the components of the transversal design and the corresponding elements of the Resolvable TD Scheme.
Example 3.6. Suppose we use the TD(3, 5) of Example 3.4 and take t = 1 in the Resolvable TD Scheme to construct a KPS for 25 nodes deployed in 5 groups of 5 nodes, with each node storing the equivalent of 8 keys.
In this case, n /λ = 1, so each of the sets S i for i = 1, 2, . . . , 5 consists of a single parallel class of the design. Suppose the nodes in the first group have IDs l, m, r, s, t and the nodes in the second group have IDs u, v, w, x, y. If we denote the share that node l holds in the Blom's scheme associated with the point 00 by f 00 l , and the share that the node l holds in the Blom's scheme associated with the parallel class B i by f i l and so on, then the first two node groups consist of nodes possessing the following sets of shares:
. The KPSs constructed in the Resolvable TD Scheme have the following properties:
(1) Each node stores the equivalent of (k + 1)(t + 1) keys.
(2) For each instance of Blom's scheme, there are n nodes possessing shares in that scheme.
PROOF.
(1) Each block of a transversal design TD(k, n) contains k points, and is contained within one parallel class. Each node thus stores shares in k + 1 Blom's schemes, which requires equivalent storage to (k + 1)(t + 1) keys. (2) Each point of a TD(k, n) is contained in precisely n blocks, and each parallel class contains precisely n blocks, hence shares in each Blom's scheme are allocated to n nodes. (3) Two nodes from different node groups possess shares in a common Blom's scheme if their corresponding blocks intersect. As any given block contains k points of the design, each of which lie in n− 1 further blocks, this happens with probability
(4) Two nodes from the same group correspond to blocks from the same parallel class with probability (n−1) /( n 2 /λ−1), in which case they both possess shares in a common Blom's scheme. Otherwise, with probability ( n 2 /λ−n) /( n 2 /λ−1) their blocks are in different parallel classes, in which case they possess shares in a common scheme with probability k /n. Hence the overall probability that two nodes selected at random from the same group share a key is
We note that, for λ > 1, we have q < p.
(5) Each link, whether between nodes within a group, or from different groups, arises from two nodes possessing shares in a common Blom's scheme, in which n − 2 further nodes possess shares. Such a link fails if at least t + 1 nodes with shares in that scheme are captured; as nodes are captured without replacement, this occurs with the probability given in Eq. (3).
Thus, we see that the storage and resilience of the Resolvable TD Scheme depend on the values of the parameters λ, k, and t, and the connectivity depends on k and λ. In Section 4, we will see how the properties of the KPS vary as these parameters are altered.
ANALYSIS OF THE PERFORMANCE OF GROUP-BASED KPSS
In Section 3.2, we described the construction of a KPS for use in a groupdeployed environment (Resolvable TD Scheme), and discussed some of its basic properties (Theorem 3.7). We now proceed to give a more detailed analysis of the behavior of this scheme when it is used for key distribution in a groupdeployed network. In Section 4.1, we demonstrate the beneficial effect of group deployment on the network connectivity, by considering the use of the Resolvable TD Scheme when the number of groups varies, but the other parameters are fixed. In Section 4.2, we show that the Resolvable TD Scheme outperforms other schemes in the literature for various combinations of resilience, storage, and connectivity.
Improving Connectivity through the Use of Group Deployment
We consider a network of 16384 nodes whose keys are distributed according to the Resolvable TD Scheme, based on a TD(39, 128) and taking t = 0, and assuming that η = 7. In this KPS, the number of keys stored by each node (k+1), and the number of nodes that share each key (and hence the value of fail(s)) do not depend on the value of λ that is chosen, hence we can investigate how the connectivity varies when the storage and resilience are fixed. Combining the values of p and q given by Theorem 3.7 with the formulas in Lemmas 2.1 and 2.2 enables us to express the local connectivity in terms of the number of groups in which the nodes are deployed. Figure 5 shows the resulting probabilities when a TD(39, 128) is used to distribute keys to a network of 16384 nodes with η = 7.
We see that the local connectivity probabilities increase with the number of groups, and that there is a certain number of groups for which the local Fig. 5 . The probability that neighboring nodes from within a group or from different groups can communicate securely using a KPS based on a TD(39, 128) in a network of 16384 nodes deployed in λ groups, with η = 7.
connectivity is most closely balanced (for the parameters used in Figure 5 this number is 32). If the number of groups is increased beyond this point, however, both in-group and cross-group probabilities continue to increase, and the difference between them is not too large. Hence, from a connectivity point of view, it is better to choose a larger number of groups, although this must be traded off against the potential practical difficulties involved in deploying a larger number of groups.
Varying Connectivity and Resilience
Having seen how a varying number of groups affects the connectivity of the Resolvable TD Scheme, we now wish to examine further the relationship between the resilience and connectivity of this KPS and other schemes in the literature. We compare the Resolvable TD Scheme with that of Liu et al. [2008] , and also with Eschenauer and Gligor's scheme, both because of the seminal nature of this scheme and because the comparison provides a nice demonstration of the way in which group deployment can be exploited to give a more efficient distribution of keys. We note that the majority of group-based schemes in the literature either rely on the groups having a specific physical topology, or are designed for heterogeneous networks (see Section 1.1), and hence are not suitable for direct comparison with the Resolvable TD Scheme. Furthermore, the storage requirements of Zhou et al. [2005] are too high for it to be used in the network environments we are considering here.
We assume a network of 16384 nodes deployed in 16 groups of 1024 nodes each. In order to ensure a fair comparison between schemes, we consider several fixed values of the number of keys stored by each node (m), and the expected proportion of pairs of nodes that can establish a shared key, which we denote by Pr 1 . We observe that Pr 1 is equal to the expected number of edges in the block graph, divided by the number of distinct pairs of nodes in the network. For each combination of these parameters, we explore the connectivity of the KPS of Liu et al. [ , 2008 (LND), the Resolvable TD Scheme, and Eschenauer and Gligor's KPS (EG) . This is achieved by computing the in-group and cross-group key sharing probabilities p and q, then using the formulas from Lemmas 2.1 and 2.2 to estimate the probability 2hop i that neighboring nodes from the same group can communicate securely by either a one-hop or a two-hop path, and the probability 2hop c that neighboring nodes from different groups can similarly communicate securely. For the Resolvable TD Scheme based on a TD(k, n), we can compute Pr 1 for a network of n 2 nodes deployed in λ groups by
For LND, we have
and for EG with a key pool of size K we have
To provide a measure of global connectivity, we simulate the deployment of the nodes in a 500m × 500m target region in which the nodes of each group are deployed uniformly within a circle of radius 100m, with these circles being placed uniformly within the target region. Assuming that the nodes have a communication range of 6m we then estimate the mean size of the largest connected component of the network (E(M)), based on 100 trials. The results of these computations are shown in Table II . We examine the resilience of each scheme for various sets of parameters by plotting the value of fail(s) as s varies from 0 to 1000. The expression for fail(s) for the Resolvable TD Scheme is given in Eq. (3). When LND using polynomials of degree t is applied to a network of n 2 nodes deployed in λ groups, there are
in-group links that fail with probability
after the capture of s > t nodes, and
cross-group links that fail with probability 
In the case of EG, if n 2 nodes each store m keys from a pool of size K, then each key is shared by an average of n 2 m /K nodes. Thus for this scheme, we have
These expressions are plotted for various parameters in Figures 6(a) , 6(b) and 6(c).
Discussion of Connectivity Results.
When the value of Pr 1 is fixed the schemes have the same expected number of links, but their differing p and q values reflect a difference in how those links are distributed relative to the group structure of the network. Table II shows that for each combination of m and Pr 1 , the Resolvable TD Scheme achieves higher values of 2hop i and 2hop c than EG, and for Pr 1 ≈ 0.063 the two-hop values it obtains are significantly more balanced than those of LND. This suggests that the pattern of connectivity achieved by the Resolvable TD Scheme is better suited to the properties of a network with group deployment. The simulated networks had larger connected components on average when the Resolvable TD Scheme was used than when either of the other KPSs were employed, reinforcing this conclusion.
For a network of 16384 nodes in 16 groups, LND is constrained to Pr 1 = 0.0634. For this value of Pr 1 , each scheme gives rise to relatively small connected components, indicating that this value of Pr 1 is simply too low to permit these schemes to achieve adequate global connectivity for these network parameters. In particular, this suggests that LND is not a suitable KPS for use in this specific group-deployed environment. When parameters are chosen for the Resolvable TD Scheme or EG to allow higher values of Pr 1 , the observed sizes of the largest connected components increase accordingly. In fact, restricting mto be 32, or even 64, is relatively conservative. With larger storage, (or, e.g., if the nodes were to have a larger communication range) we would expected to be able to obtain higher levels of connectivity. Similarly, while the values of 2hop i and 2hop c can be observed to become more balanced as Pr 1 increases for both the Resolvable TD Scheme and EG, the precise extent of the balancing will vary if different values of η are considered.
Discussion of Resilience.
We see in Figure 6 (a) (where Pr 1 ≈ 0.063 and m = 32) that LND has the lowest value of fail(s) when s is small (due to the comparatively high degree of the polynomials it uses), but that fail(s) rapidly approaches 1 as s increases (due to the fact that large numbers of nodes have shares in each in-group polynomial). The value of fail(s) for the Resolvable TD Scheme is slightly higher until s ≈ 200, after which it is substantially lower, and it does not exceed the value obtained by EG until s is greater than 500. As the connectivity increases (Figures 6(b), 6(c) ), the behavior of fail(s) for the Resolvable TD Scheme gradually approaches that of EG. This is because the fixed storage is forcing the parameter t of the Resolvable TD Scheme to decrease; in the case where t = 0 we would expect the properties of the Resolvable TD Scheme and EG to be very similar, as reflected by Figure 6 (c). For given Pr 1 and m, if t > 0 we would expect fail(s) to be lower for the Resolvable TD Scheme when s is not too large; this is arguably the preferred behavior. When combined with the fact that the Resolvable TD Scheme can also achieve greater two-hop connectivity and better global connectivity for such parameters, this provides additional evidence of the benefits that can be obtained by exploiting group deployment of a network.
4.2.3
The Effect of Varying the Number of Groups. The comparisons that have been made so far have all been based on a network of 16348 nodes deployed in 16 groups, but the results can be extrapolated to give a qualitative comparison of how the three schemes will behave if the number of groups varies. If the number of groups is taken to be 128 (= √ 16384) then to ensure an equal value of PR 1 it is necessary to choose k = 1 for the Resolvable TD Scheme, which causes the two schemes to coincide exactly. As the number of groups decreases, the connectivity of LND becomes increasingly unbalanced, and its resilience will suffer, whereas the Resolvable TD Scheme maintains a greater degree of balance, so we would expect it to increasingly outperform LND.
CONCLUSION
We have seen that the use of group deployment can lead to better connectivity outcomes for a network, but that it is necessary to be able to adapt the connectivity and resilience properties of a KPS in order to fully exploit this advantage. The analysis of Section 4.2 has shown that the Resolvable TD Scheme proposed in Section 3.2 displays good resilience and connectivity in a group deployed environment, over a range of different parameters. To summarize: -The scheme is flexible, as it is possible to vary the number of nodes, number of groups, and the storage requirements over a practical range of parameters, and to trade connectivity and resilience against the storage requirements. -The fact that p > q not only leads to more balanced connectivity, it also increases the total number of secure links between neighboring nodes after deployment, since pairs of nodes from within a group are more likely to be neighbors than nodes from different groups. -Being a deterministic KPS, this scheme enjoys the corresponding benefits such as efficient shared-key discovery with no communication overheads (see Lee and Stinson [2008] for details.) The use of a transversal design leads to schemes with nice regular properties: two nodes share at most one key and the number of nodes sharing a key is constant, as is the number of keys stored by each node.
Several generalizations of the Resolvable TD Scheme are possible: For instance, the Blom's schemes could be replaced with other types of KPS (such as that of Eschenauer and Gligor [2002] ). It is an open question whether this could provide better results in specific network environments.
APPENDIX ACCURACY OF ASSUMPTIONS IN SECTION 2.1.1 WHEN APPLIED TO ESCHENAUER AND GLIGOR'S KPS
The model of two-hop connectivity of a KPS described in Section 2.1.1, is based on certain assumptions that allow us to abstract away from the specific details of a given scheme in order to obtain formulas that can be applied generally to indicate the expected behavior of KPSs for various parameters. Here we examine the accuracy of the formulas thus obtained when applied to Eschenauer and Gligor's KPS.
In order to derive Lemma 2.1 and 2.2, we have made the assumptions that for any three nodes A, B and C chosen uniformly at random, the probability that A and B share a key is independent of the probability that B and C share a key, and that for nodes A, B, C, and D chosen uniformly at random subject to the condition that A and B have no common key, the probability that there exists a secure two-hop path A-C-B is independent of the probability that there exists a secure two-hop path A-D-B. In the case of Eschenauer and Gligor's KPS, however, these probabilities really are independent, so this poses no problems. The one remaining assumption that must be examined is the fact that we approximate the probability that two nodes who don't share a key cannot establish a two-hop path through a given common neighbor by 1 − p 2 , where p is the probability that two nodes from the same group share a key. For Eschenauer and Gligor's scheme with keypool size K and keyring size m, this amounts to When we use these actual probabilities rather than the approximated ones to compute 2hop i (for the parameters considered in Table II 
