Identification of programs for computable functions from their graphs and identification of grammars (r. e. indices) for recursively enumerable languages from positive data are two extensively studied problems in the recursion theoretic framework of inductive inference.
Introduction
Recursive function theory provides a suitable framework for theoretical studies in machine learning. Identification in the limit of programs for computable functions from their graphs and identification in the limit of grammars (r. e. indices) for recursively enumerable languages from positive data are two extensively studied problems in this framework. We informally describe these problems.
A machine M is said to identify a computable function f in the limit just in case M, fed a graph of f , one ordered pair at a time, conjectures a sequence of computer programs that converges to a correct program for f . A collection of functions, S, is said to be identifiable just in case there exists a machine that identifies each function in S.
A machine M is said to identify a grammar 1 for a recursively enumerable language L just in case M, fed all (and only) the elements of L in any order, conjectures a sequence of grammars that converges to a correct grammar for L. A collection of languages, L, is said to be identifiable just in case there exists a machine that identifies each language in L. Studies about language identification turn out to be more complex than studies about function identification because the learning machine is only told about what is in the language (positive information) and is not told about what is not in the language (negative information). It should be noted that in the context of function identification, a machine can eventually determine if an ordered pair 1 By a grammar for an r.e. language, we mean an acceptor.
belongs or does not belong to the function.
Freivalds, Kinber, and Wiehagen [7] gave an interesting characterization of identifiable collections of functions in terms of 1-1 computable numberings. We first present some notation about computable numberings.
A computable numbering is a computable function of two arguments. Suppose ψ is a computable numbering. Then λx.ψ(i, x) is often denoted by ψ i . Intuitively, ψ i denotes the the partial function computed by ψ-program i or equivalently the i-th partial function in the numbering ψ.
A computable numbering ψ is said to be 1-1 just in case (∀i, j | i = j)[ψ i = ψ j ]. W ψ i denotes the domain of ψ i .
Freivalds, Kinber, and Wiehagen showed that only those collections of functions, S, are identifiable in the limit for which there exists a 1-1 computable numbering ψ and a discrimination function d such that (a) for each f ∈ S, the number of indices i such that ψ i = f is exactly one and (b) for each f ∈ S, there are only finitely many indices i such that f and ψ i agree on the first d(i) arguments.
A similar characterization, for language identification in the limit, has turned out to be difficult. In this paper a partial answer, informally described below, is provided.
A collection of r. e. languages, L, is identifiable in the limit just in case for some identifiable L ⊇ L, there exists a computable numbering ψ and a discrimination function d such that ψ satisfies the following requirements: The definition of the discrimination function d turns out to be somewhat more complex. Using similar techniques, we also give a characterization of language identification from additional information.
An important contribution of this paper is that the techniques introduced have been found to be useful in other investigations about language identification; for example, see [5, 15] .
As already acknowledged, the characterizations of language identification presented here were motivated by related results of Freivalds, Kinber, and Wiehagen [7] in the context of function identification. The only other characterization of language identification from positive data that we know appears in [14] . However, a number of characterizations have appeared in the literature for identification from positive data of indexed families of recursive languages; in particular we would like to direct the reader to the work of Angluin [1] , Kapur [16] , Lange and Zeugmann [18, 19] , Lange, Zeugmann, and Kapur [20] , Mukouchi, [22, 21] , and Mukouchi and Arikawa [23] .
We now proceed formally. In Section 2, we present some recursion theoretic notation and in Section 3, we present notions from inductive inference literature. Section 4 contains the main characterization result and Section 5 contains a characterization of language identification with additional information.
Notation
Any unexplained recursion theoretic notation is from [26] . The symbol N denotes the set of natural numbers, {0, 1, 2, 3, . . .}. The symbol N + denotes the set of positive natural numbers, {1, 2, 3, . . .}. Unless otherwise specified, a, b, i, j, k, l, m, n, r, s, t, x, y, z, with or without decorations 2 , range over N . The symbol N m denotes the set {x ∈ N | x ≤ m}. Symbols 2 Decorations are subscripts, superscripts and the like.
∅, ⊆, ⊂, ⊇, and ⊃ denote empty set, subset, proper subset, superset, and proper superset, respectively. The symbols B, C, D, S, X, with or without decorations, range over sets. We denote by D x the finite set whose canonical index is x [26] . According to this convention
The cardinality of a finite set S is denoted by card(S). The maximum and minimum of a set are denoted by max( ), min( ), respectively. By convention max(∅) = 0 and min(∅) = ∞.
For any set A, 2 A denotes the power set of A.
The symbols p, q range over partial recursive functions and the symbols c, d, f, g, range over total recursive functions. The set of all total recursive functions of one variable is denoted by R. For n ∈ N + , R n denotes the set of total recursive functions of n variables. For a partial recursive function p, domain(p) denotes the domain of p and range(p) denotes the range of p.
We write p(x)↓ just in case x ∈ domain(p), otherwise we write p(x)↑.
A language is a subset of N . L ranges over recursively enumerable (r.e.) languages. The collection of all r.e. languages is denoted by E. L and C, with or without decorations, range over subsets of E.
A programming system (also called computable numbering) is a partial computable function from N 2 to N . The symbol ψ ranges over computable numberings. In this paper, by numbering we mean computable numbering. We denote by ψ i , the partial function, λx.ψ(i, x). Thus ψ i denotes the partial function computed by the program with index i in the numbering ψ. Ψ denotes an arbitrary Blum complexity measure for ψ. We say that numbering ψ is reducible to numbering ψ (written ψ ≤ ψ ) iff there exists a recursive function h such that (∀i)
In this case we say that h witnesses that ψ ≤ ψ . An acceptable numbering (acceptable programming system) is a computable numbering to which every computable numbering can be reduced. The symbol ϕ denotes a standard acceptable programming system (also referred to as standard acceptable numbering) [25, 26] . W ψ i denotes the recursively enumerable set {x | x ∈ domain(ψ i )}. We say that i is a ψ-grammar for W ψ i . If i is a ϕ-grammar for L, then we sometimes just say that i is a grammar for L. W ψ i,s denotes the set {x | x ≤ s ∧ Ψ(x) ≤ s}.
For ease of notation, we may omit ϕ, the standard acceptable programming
denotes the minimal grammar for L in the ψ programming system. ·, · stands for an arbitrary, one to one, computable mapping from N 2 onto N . [26] .
Corresponding projection functions are π 1 and π 2 . (∀i, j ∈ N )[π 1 ( i, j ) = i and π 2 ( i, j ) = j and π 1 (x), π 2 (x) = x]. Similarly, i 1 , i 2 , . . . , i n denotes a computable one to one mapping from N n onto N . Remark : We sometimes abuse notation and write, . . . , S, . . . to mean . . . , x, . . . , where D x = S. This is for simplicity of presentation and it will be made clear when we resort to such an interpretation. 
Preliminaries
In this section, we briefly describe notions and results from formal language learning theory literature. We first introduce a notion that facilitates discussion about elements of a language being fed to a machine.
A sequence σ is a mapping from an initial segment of N into (N ∪ {#}). The content of a sequence σ, denoted content(σ), is the set of natural numbers in the range of σ. The length of σ, denoted by |σ|, is the number of elements in σ.
Intuitively, #'s represent pauses in the presentation of data. We let σ and τ , with or without decorations, range over finite sequences. For n ≤ |σ|, σ[n] denotes the finite initial segment of σ with length n. The result of concatenating τ onto the end of σ is denoted by σ τ . We say that σ ⊆ τ just in case σ is an initial segment of τ , that is, |σ| ≤ |τ | and σ = τ [|σ|] . SEQ denotes the set of all finite sequences. The set of all finite sequences of natural numbers and #'s, SEQ, can be coded onto N . This coding assigns a canonical index to each member of SEQ. We will abuse the notation somewhat, as a reference to σ will mean both the sequence and its canonical index.
Definition 1 A language learning machine computes a computable mapping from SEQ into N .
We let M, with or without decorations, range over learning machines.
A text is a mapping from N into (N ∪ {#}). The content of a text T , denoted content(T ), is the set of natural numbers in the range of
Intuitively, a text for a language is an enumeration or sequential presentation of all the objects in the language with the #'s representing pauses in the listing or presentation of such objects. For example, the only text for the empty language is just an infinite sequence of #'s.
We let T , with or without decorations, range over texts. T [n] denotes the finite initial sequence of T with length n. The reader should note that T [n] does not contain T (n), the
We next present Gold's [11] criteria for successful identification of languages. First, we spell out what it means for a learning machine on a text to converge in the limit.
Suppose M is a learning machine and T is a text.
In the above TxtEx stands for explanatory identification from texts. The notation in the above definition is from [6] . For a survey of work on Gold's paradigm of language identification, the reader is referred to [2, 24, 17, 4] .
Our results build on the notion of stabilizing and locking sequences for learning machines on languages and also employ the notions of order independent and rearrangement independent learning machines. We now present these notions.
We first define order independence (slightly differently from that in [3] ) and rearrangement independence.
Definition 3 (a) A learning machine M is order-independent just in case (∀ texts
(b) [9, 10] A learning machine M is rearrangement-independent just in case
We next describe the technical notions of stabilizing and locking sequences.
(b) [3, 24] σ is a TxtEx-locking sequence for M on L just in case σ is a TxtEx-stabilizing
We often refer to TxtEx-locking sequence by just locking sequence. The following lemma due to L. Blum and M. Blum is a useful tool for our purposes.
The following lemma due to M. Fulk relates order independence, rearrangement independence, and locking sequences.
Lemma 2 [9, 10] From any learning machine M one may effectively construct M such that all the following conditions hold.
If a collection of r.e. languages, L, is TxtEx-identified by a machine M, then using Lemma 2,
we can say without loss of generality that L is TxtEx-identified by a rearrangement independent and order independent machine M . Thus we will usually be dealing with rearrangement independent machines only, and often refer to a sequence σ by x, l (or, abusing notation slightly, as content(σ), l ) where D x = content(σ) and l = |σ|.
Lemma 1 states that if M TxtEx-identifies L, then there is a TxtEx-locking sequence for M on L. For rearrangement independent machines, we can thus define the least locking sequence as the least number x, l , such that D x , l is a locking sequence for M on L (note that D x , l represents the sequence σ such that D x = content(σ) and l = |σ|).
A Characterization of TxtEx
In this section we characterize TxtEx in terms of computable numberings.
Definition 7 ψ is effectively subdiscrete for L just in case the following conditions are satisfied.
5. ∃d ∈ R such that both 5a and 5b below hold:
Note that for the numbering ψ to be effectively subdiscrete, ψ is nearly 1-1 (it may contain more than one grammar for finite sets) 3 . The recursive function d acts as a discrimination function. Consider any L ∈ L − {∅}. At most finitely many grammars, j, in the ψ numbering
Note that grammar k from clause 5a, does satisfy this constraint. Intuitively, this means that
is not n L -partial consistent with L. Thus, in some sense, 3 In fact, Clause 3 in Definition 7 is included only to emphasize that the numbering is 1-1 for infinite languages.
's act as discriminating sets. To search for a ψ grammar for L ∈ L, d can be used to narrow down the search to finitely many grammars. We call the numbering effectively subdiscrete for this reason.
The following theorem shows that the classes TxtEx and Esd are exactly the same.
Proof. We first prove that L ∈ TxtEx ⇒ (∃ψ)[ψ is effectively subdiscrete for L]. For ease of presentation, we give a numbering, ψ, which may contain infinitely many grammars for ∅.
This numbering, ψ, can easily be modified to give a numbering, ψ , which contains only finitely many grammars for ∅. To see this, assume without loss of generality that card(L) is infinite.
We then construct a numbering ψ from ψ as follows. Consider an enumeration of grammars for the nonempty sets in C ψ , i 0 , i 1 , i 2 , i 3 , . . ., such that each ψ-grammar for a nonempty set appears exactly once. Let ψ j = ψ i j . Similarly, the discrimination function d presented below can also be suitably modified for the new numbering as
Suppose L ⊆ TxtEx(M), where M is rearrangement independent and order independent.
We further assume that for all σ such that content(σ) = ∅, W M(σ) = ∅. Note that if M, does not satisfy this property, then we can easily modify M to satisfy this property. In the sequel whenever finite sets, S, S m , S , . . . , appear in ·, ·, · , we will interpret them as canonical indices for S, S m , S , . . . .
We now describe the idea behind the construction of ψ. To construct ψ, we try to construct exactly one grammar for every language L ∈ TxtEx(M) (this is not fully successful). We would also like to ensure some properties for this grammar so that the discrimination function d can be constructed.
To associate one grammar with L ∈ TxtEx(M), we use the least locking sequence S, l for M on L. Note that for S, l to be a locking sequence for M on L, W M( S,l ) = L (this helps us determine the language L with which a sequence might be associated). In other words, we wish to associate S, l with W M( S,l ) , if S, l is the least locking sequence for M on W M( S,l ) .
Note however that it cannot be determined effectively if S, l is the least locking sequence for M on W M( S,l ) . Hence, we need to constrain the languages enumerated by grammars corresponding to S, l , such that S, l is not the least locking sequence for M on W M( S,l ) .
We address this problem in two ways based on the two reasons due to which S, l may not be the least locking sequence for M on W M( S,l ) .
First, there might be a smaller locking sequence for M on W M( S,l ) . For this reason we attach with each S, l which is the least locking sequence for M on W M( S,l ) , an "evidence" that smaller sequences are not locking sequences for M on W M( S,l ) . This is done by attaching the set
with S, l . Now, for any S , l < S, l , to prove that S , l is not a locking sequence for M on W M( S,l ) , we just need to check that either S ⊆ S m , or there exists an extension S , l of S , l such that S ⊆ W M( S,l ) , and M( S , l ) = M( S , l ). This check is r.e. in nature (and is done in Step (1c) in the construction of ψ below). This S m also helps in defining the discrimination function.
The other reason due to which S, l may not be the least locking sequence for M on W M( S,l ) is that S, l itself may not be a locking sequence for M on W M( S,l ) . Also, note that the attaching of S m with S, l additionally introduces the need for verifying that S m is indeed
These two issues are addressed in Step 2 of the construction of
then we make the grammar associated with S, S m , l , enumerate a finite language in Step 3.
In doing this we take care to satisfy clause 4 in the definition of effectively subdiscrete and also maintain certain other properties useful in describing the discrimination function, d.
Based on the above description, we define the following technical notion that facilitates the description of our proof. Suppose k = S, S m , l .
(a) We say that k is nice if (i) S, l is the least locking sequence for M on W M( S,l ) , and
We now define ψ as follows:
(Remark: In Step 1 below we attempt to check if i satisfies certain properties of being nice.
In
Step 2 we check for the remaining properties. If i is nice, then we enumerate W ϕ j (i.e., 
Remark: The above step checks that each S , l < S, l is not a locking sequence for
If any of the above conditions fails to hold, then let W ψ j = ∅.
Remark 
in which case go to Step 3.
Remark: In this
Step we have tried to check if S, l is indeed a locking sequence and if
Step 3 ]}.
Note: This step ensures that all nonempty W ψ k , such that the procedure for W ψ k reaches
Step 3 are finite and distinct.
End of definition of
Proof. Suppose L ∈ TxtEx(M). Suppose S, l is the least locking sequence for M on L and
i is nice. Now, since all the conditions checked in Step 1 hold and the procedure never leaves
Step 2,
Remark: Note that this claim implies property 1 in the definition of effective subdiscreteness.
Claim 2 Let X = {i | i is not nice and We Let n L = max(S m ). Let m 0 = max({max(S ) | S , l ≤ S, l }). We now show that there are only finitely many j such that j satisfies
This would prove the claim.
Clearly j satisfies at least one of the following: 
Hence there exists
If j satisfies (E), then at least one of the checks in Steps 1c and 1d in the construction of W ψ j will not succeed and, thus, W ψ j = ∅.
Since there are only finitely many j satisfying cases (A) or (B) we have that there are only finitely many j which satisfy 
Definition of M(T [n])
1. (Here the machine tries to find the j's which satisfy
However, since the machine does not know n L , this is not completely possible. So, for each guess s for n L , M collects j ≤ s which satisfy the above. We will show later that this suffices).
then Output c(j) for minimum such j.
else
Output c(j 0 ), where Proof. For any L ∈ L−{∅}, let n L be as in the definition of effective subdiscreteness. Suppose
T is a text for L. Let Candidates be the finite set of j's which satisfy
, and B n denote B constructed by M on
with L (since s ≥ n L ). Therefore, for all n ≥ s ≥ n 1 , B n s ⊆ Candidates. Thus, for all n ≥ n 1 ,
Let j 0 denote the grammar k, as claimed in clause 5a in the definition of effective subdiscreteness and let
Therefore, we have that, for all n ≥ max({n 3 , n 2 }), j 0 ∈ B n n 2 . Hence for all n ≥ max({n 3 , n 2 }),
It is easy to see that
We now consider the following two cases.
Case 1: L is infinite.
In this case j 0 is the only element in C, such that W ψ j 0 = L (by clause (2) in the definition of effective subdiscreteness).
Let n 5 be so large that
Let n 6 be so large that, (W
).
Clearly, such n 5 , n 6 exist. Now for n ≥ max({n 2 , n 3 , n 4 , n 5 , n 6 }) j 0 will be output at
Step 2 of the procedure for M on input
Case 2: L is finite.
. Now for sufficiently large n, M on input
, will output j 0 at Step 2 of the procedure. Hence, M TxtEx-identifies L.
From the two cases it follows that M TxtEx-identifies L − {∅}. 2
This proves Theorem 1.
A Characterization of TxtEx with Additional Information
The result of the previous section presented a characterization of language identification from positive data in terms of computable numberings. According to this characterization a collection of r.e. languages is identifiable if and only if there exists a computable numbering that has exactly one index for all the infinite languages in the class and finitely many indices for any finite language in the class, with the additional requirement that a suitable discrimination procedure exist. In this section we present a similar characterization for language identification from positive data in the presence of additional information, a notion more general than TxtExidentification. In Section 5.1, we describe this general notion and in Section 5.2, we present the characterization.
Identification with Additional Information
In TxtEx-identification, the only information provided to a learning agent is the positive data about the language. Motivated by the work of Freivalds and Wiehagen [8] in the context of function identification, Jain and Sharma [13] considered identification paradigms that allowed the learner to have knowledge of an upper bound on the minimal index grammar for the language being learned. See also [12] for another notion of additional information.
To formally consider this paradigm, it is technically expedient to treat learning machines as computing recursive functions of two arguments, viz., additional information and finite initial sequence of a text for the language being learned. From the context, it will be clear when we are discussing learning with additional information as opposed to learning without additional information.
Intuitively, machine M TxtBex-identifies a language L if M, fed b, an upper bound on the minimal grammar for L, and a text for L, converges in the limit to a grammar for L. If we further require that the grammar converged to in the limit be the same for any upper-bound, we get a new language identification paradigm described below.
We refer the reader to Jain and Sharma [13] for an extensive discussion of the two paradigms introduced above. Note that a counterpart of Lemmas 1 and 2 can easily be obtained for
TxtUniBex-identification.
The relationship between the paradigms introduced so far is summarized below (see [13] ).
To illustrate the techniques presented in the previous section we next give a characterization of TxtUniBex.
Characterization of TxtUniBex
We now introduce the notion of weak effectively subdiscrete numbering. This notion is used to characterize TxtUniBex.
Definition 11 ψ is weak effectively subdiscrete for L iff the following four conditions are satisfied.
This definition is similar to the definition of effective subdiscreteness. Here d, does not directly give a canonical index for a discriminating finite set. Intuitively, in this case, d gives a gammar for a set of numbers, at least one of which codes the discriminating finite set. Also note the restriction in clauses (2) and (3) to the languages in L. It should be noted that this notion is weaker than the notion of effectively subdiscrete because Clauses 1-3 in the definition hold only for the languages in the class and the discrimination function d does not directly give the canonical index for discriminating set.
Definition 12
(a) L is weak effectively subdiscrete ⇐⇒ (∃ψ)[ψ is weak effectively subdiscrete for L ].
(b) Wesd = {L ⊆ E | L is weak effectively subdiscrete }.
Theorem 2 TxtUniBex = Wesd.
Proof. The proof proceeds along similar lines as the proof of Theorem 1.
We first prove that L ∈ TxtUniBex⇒ (∃ψ)[ψ is weak effectively subdiscrete for L]. For ease of presenting the proof we give a numbering which may contain infinitely many grammars for ∅. This numbering can be modified to give a numbering which contains finite number of grammars for ∅, as explained in the proof of Theorem 1.
Suppose L ⊆ TxtUniBex(M), where M is rearrangement independent and order independent. We further assume that for all b, σ such that content(σ) = ∅, W M(b,σ) = ∅. Note that this can easily be ensured.
The proof of this theorem is quite similar to the proof of Theorem 1. An analogous definition of nice in this case needs introduction of the additional information. The construction of ψ is similar, except for taking care of this additional information. The construction of d is different, since not all the properties of ψ hold as before (since M only TxtUniBex-identifies L).
We now introduce a technical notion that facilitates the description of our proof. Suppose
(a) We say that k is nice iff (b) We say that k = S, S m , l, j is nice for L if k is nice and
We define ψ as follows (this is very similar to the corresponding ψ in proof of Theorem 1).
Definition of W ψ i
Let i = S, S m , l, j . Let m 0 = max({max(S ) | S , l ≤ S, l }).
Step 1 we attempt to check if i satisfies certain properties of being nice. In Step 2 we check for the remaining properties. If i is nice, then we enumerate W 
Check the following five conditions
Remark: The above step checks that S , l < S, l are not a locking sequence for M on W ϕ j , with additional information j.
If any one of the above conditions fail to hold, then let W ψ j = ∅.
Remark: Note that if the above conditions hold we can verify the fact. If we cannot verify whether or not a condition holds, then by default W ψ j will be empty.
Step 1e partially checks whether S, l is a locking sequence for M on W ϕ j , with additional information j -this part is needed for proving that the discrimination function d works.
Enumerate elements of
until it is found that one of the following conditions hold:
in which case go to 3.
Remark: In this step we have tried to check if S, l is indeed a locking sequence with additional information j and if S m = L ∩ N m 0 . Also note that W ψ i does not output any
Note: This step ensures that all W Proof of the fact that ψ satisfies clauses (1)- (3) of the definition of weak effective subdiscreteness follows along the same lines as the corresponding proofs in Theorem 1. Verification for clause (4) is different. 
Proof. Let i = S, S m , l, j . We will first show that if i is not nice, then either W (C) is equivalent to the conjunction of the following two conditions.
(C1) S, l is not a locking sequence for M on W ϕ j with additional information j.
(C2) There is a S , l < S, l which is a locking sequence for M on W ϕ j with additional information j.
If (A) holds, then either W If and when such a z 1 is found, let len = 2 * (i + card(W
and s be such that D s = W does (if ever), then go to Step 3.4. 3.3. Let x, z 2 be as found in Step 3.1.
Let s = s and Go to Step 3.
else Let z 0 = z 2 and Go to Step 2. We first show that d satisfies clause 4a in the definition of weak effective subdiscreteness.
= L (there exists one as shown in proof of Claim 6).
Consider the execution of the enumerator for W d(i L ,b) described above.
(a) Each execution of Step 2 increases the value of z 1 by at least 1.
(b) All executions of Step 2 are followed by execution of Step 3.
(c) Step 3 can be executed only finitely many times before Step 2 is executed again. 
, len must not be a locking sequence for M on L with additional information b for infinitely many z 1 . But this is not true for z 1 > n (since n > l and
, len is a locking sequence for M on L with additional
Let the last element in the order of enumeration of
Now, clause (4a) in the definition of weak effective subdiscreteness is satisfied by taking
Step 3.1. would succeed).
We now show that d satisfies clause (4b) in the definition of weak effective subdiscreteness. We now show that, only finitely many i can satisfy the following
This would prove the claim
This assumption is fine, since there are only finitely many
We will show that for such i, there does not exists a m,
Suppose by way of contradiction that, m, s Let n 1 ≥ n L be such that L ∩ N n L ⊆ content(T [n 1 ]). Hence, for all n ≥ r ≥ n 1 , j ∈ B n r implies that j ∈ Candidates. Therefore, for all n ≥ n 1 , B n ⊆ Candidates ∪ N n 1 . Let n 4 be such that for all n > n 4 , B n = C.
In this case j 0 is the only element in C such that W Clearly, such n 5 , n 6 exist. Now for n ≥ max({n 2 , n 3 , n 4 , n 5 , n 6 }), M with additional information b, on input T [n], will output j 0 . Therefore, M TxtUniBex- From the above two cases it follows that (L − {∅}) ∈ TxtUniBex(M). 2
This proves Theorem 2.
Summary
We characterized TxtEx and TxtUniBex. We summarize our results below.
We feel that one of the main contributions of this paper are the techniques developed to deal with language identification. As already noted, we have used these techniques in other investigations of language learning [5, 15] .
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