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Abstract 
Glucosinolates, and more specifically their hydrolysis products, are secondary metabolites 
present in Brassica crops that are important for plant defense from insects and pathogens.  In 
addition, these compounds have long been associated with anti-cancer activity in mammals 
through the induction of phase II detoxification enzymes, among other mechanisms.  For this 
reason, the improvement of anti-cancer activity through selective breeding of edible plants that 
produce glucosinolates, such as the Brassica, has gained in popularity as a breeding objective.  In 
this research we survey variation in glucosinolate and glucosinolate hydrolysis product profiles 
as well as anti-cancer activity in a range of Brassica crops in an attempt to identify differences, if 
any, in the underlying agents of anti-cancer activity in these crops.  Also, we have investigated 
how environmental effects and interactions between the environment and genetic background of 
the plant influence glucosinolates, their hydrolysis products, and anti-cancer activity in an 
attempt to better understand the feasibility of breeding for anti-cancer activity.  It was found that 
environmental effects on anti-cancer activity may be too great to allow for direct breeding for 
this trait.  However, the data suggest that breeding for individual GSs and GSHPs known to 
influence anti-cancer activity is feasible.  With this is in mind, predictive models were built using 
gene transcript abundance data for genes associated with the glucosinolate/myrosinase system in 
an attempt to predict final phytochemical phenotypes in broccoli.  It was found that models built 
using gene transcript abundance as predictors delivered satisfactory predictive ability for 
phytochemical phenotypes collected in the same growing season as the transcript abundance 
data, but that ability did not hold across growing seasons, at least in the two growing seasons 
associated with this study.  Lastly, we examined the effect of methyl jasmonate (MeJA) 
elicitation on the transcript levels of glucosinolate/myrosinase system genes in broccoli.  MeJA 
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treatment showed significant effects on transcript abundance for a number of the surveyed genes, 
although varietal and environmental effects also influenced transcriptional response to MeJA.  
Also, many genes showed positive and negative dosage responses in transcript abundance to 
increasing concentrations of MeJA within the cultivar Green Magic grown in 2010. 
  
 iv 
 
Acknowledgements 
I would like to acknowledge and thank my committee members for their help throughout my 
PhD dissertation research.  In particular, I would like to thank my advisor, Dr. John A. Juvik, for 
his mentorship and insight in the planning and completion of my research.  It was in his class 
that my interest in manipulating phytochemical profiles through breeding was first sparked.  
Also, I would like to express my gratitude to Dr. Elizabeth H. Jeffery for allowing the use of her 
laboratory facilities in the completion of my research and for her guidance and direction.  She 
has always pushed me to better understand the underlying mechanisms of phytochemical 
bioactivity, making me a better multi-disciplinary scientist.  I would also like to express my 
thanks to Drs. Steven C. Huber and Donald P. Briskin for their service on my committee and 
helpful and constructive suggestions.  I would like to also thank Dr. Mosbah M. Kushad.  Even 
though he was not able to serve on my final defense committee, he was instrumental in my 
studies and PhD research. 
Thank you to the members of the Juvik and Jeffery labs for their help and friendship.  Many 
people have been helpful in the completion of my research through their mentorship, assistance, 
and willingness for discussion.  Thank you to Drs. Hyoung Seok Kim and Kang Mo Ku for 
introducing me to Brassica research, particularly the glucosinolate/myrosinase plant defense 
system.  In particular, Dr. Kang Mo Ku was a great help in teaching me the analytical chemistry 
skills needed to complete my research, and Molly Black, of the Jeffery lab, was a great help in 
facilitating my research through her lab management.  Also, my lab members Dr. Won Byoung 
Chae, Dr. Justin Gifford, Alicia Gardner, Laura Chatham, and Michael Paulsmeyer, as well as 
the many undergraduate workers that have passed through our lab, were very helpful in their 
willingness to discuss research topics and help with anything I might need.  Lastly, I would like 
 v 
 
to thank a visiting researcher in our lab, Dr. Mario Lee, for his mentorship and advice.  Even 
though I was not one of his students, he treated me as though I was.   
Thank you to AgroFresh and the Department of Crop Sciences for the financial support 
necessary to complete this research, and thank you to Monsanto for the Fellowship that allowed 
me to pursue a higher education.  Finally, thank you to all of my family and friends outside of 
UIUC.  Your love and support was greatly appreciated, and the completion of this project and 
degree would not have been possible without it. 
 
  
 vi 
 
Table of Contents 
 
Chapter 1. Literature Review ........................................................................................................................ 1 
1.1 Rationale ....................................................................................................................................... 1 
1.2 Glucosinolates ............................................................................................................................... 2 
1.2.1 Biosynthesis ................................................................................................................................. 3 
1.2.2 Hydrolysis and aglycone rearrangement ..................................................................................... 7 
1.3 Cancer and chemoprotection ..................................................................................................... 11 
1.3.1 The influence of diet on cancer development ........................................................................... 12 
1.3.2 Glucosinolate hydrolysis products and their chemopreventive and anti-proliferative bioactivity
 ............................................................................................................................................................ 15 
1.3.3 Nrf2/Keap1/ARE signaling cascade ............................................................................................ 20 
1.3.4 Quantifying chemopreventive bioactivity.................................................................................. 21 
1.4 Jasmonates .................................................................................................................................. 21 
1.4.1 Jasmonic acid biosynthesis ........................................................................................................ 22 
1.4.2 Conversion of JA into methyl jasmonate and other jasmonates ............................................... 23 
1.4.3 Jasmonate signal perception ..................................................................................................... 24 
1.4.4 Methyl jasmonate response in Brassica and Arabidopsis.......................................................... 26 
1.5 Tables and Figures................................................................................................................................. 29 
Chapter 2. Survey of variation in chemopreventive bioactivity, glucosinolate, and glucosinolate 
hydrolysis product profiles in common Brassica crop species ................................................................... 39 
2.1 Abstract ............................................................................................................................................. 39 
2.2 Introduction ...................................................................................................................................... 39 
2.3 Materials and methods ..................................................................................................................... 42 
2.3.1 Cultivation of plant material ...................................................................................................... 42 
2.3.2 Determination of GS content ..................................................................................................... 44 
2.3.3 Determination of glucosinolate hydrolysis product profiles ..................................................... 45 
2.3.4 Determination of percent nitrile formation............................................................................... 46 
2.3.5 Quinone reductase induction potential (QRIP) assay ................................................................ 48 
2.3.6 Statistical analysis ...................................................................................................................... 49 
2.4 Results ............................................................................................................................................... 50 
2.4.1 Analysis of variance .................................................................................................................... 51 
 vii 
 
2.4.2 Correlation analysis .................................................................................................................... 58 
2.4.3 Percent nitrile formation ........................................................................................................... 63 
2.5 Discussion .......................................................................................................................................... 64 
2.5.1 Repeatability (H) in Brassica oleracea subspecies and variance partitioning between 
environmental, genetic, and GxE effects. ........................................................................................... 64 
2.5.2 Correlation analyses between environmental variables, GSs, GSHPs, and QRIP ...................... 70 
2.5.3 Nitrile formation activity ............................................................................................................ 79 
2.6 Tables and Figures............................................................................................................................. 83 
2.7 Supplemental Tables and Figures ................................................................................................... 113 
Chapter 3. Prediction of Glucosinolates and Hydrolysis Products Utilizing Glucosinolate/Myrosinase 
System Gene Transcript Abundance for the Improvement of Chemopreventive Bioactivity in Broccoli 
(Brassica oleracea var. italica) .................................................................................................................. 128 
3.1 Abstract ........................................................................................................................................... 128 
3.2 Introduction .................................................................................................................................... 129 
3.3 Materials and methods ................................................................................................................... 131 
3.3.1 Cultivation of plant material .................................................................................................... 131 
3.3.2 Determination of GS content ................................................................................................... 133 
3.3.3 Determination of glucosinolate hydrolysis product profiles ................................................... 134 
3.3.4 Quinone reductase induction potential (QRIP) assay .............................................................. 135 
3.3.5 RNA extraction, cDNA synthesis, and transcript expression profiling ..................................... 136 
3.3.6 Statistical analysis .................................................................................................................... 138 
3.4 Results ............................................................................................................................................. 139 
3.4.1 Analysis of variance .................................................................................................................. 139 
3.4.2 Correlation analyses ................................................................................................................. 139 
3.4.3 Predictive models ..................................................................................................................... 144 
3.5 Discussion ........................................................................................................................................ 144 
3.5.1 Analysis of variance .................................................................................................................. 144 
3.5.2 Correlation analyses ................................................................................................................. 146 
3.5.3 Predictive models for glucosinolates, their hydrolysis products, and nitrile formation activity
 .......................................................................................................................................................... 148 
3.6 Tables and Figures........................................................................................................................... 151 
3.7 Supplemental Tables and Figures ................................................................................................... 165 
 viii 
 
Chapter 4. Transcriptional response of glucosinolate biosynthetic and catabolic genes to MeJA 
treatment in broccoli (Brassica oleracea var. italica) ............................................................................... 173 
4.1 Abstract ........................................................................................................................................... 173 
4.2 Introduction .................................................................................................................................... 173 
4.3 Materials and Methods ................................................................................................................... 177 
4.3.1 Cultivation of plant material .................................................................................................... 177 
4.3.2 Glucosinolate and hydrolysis product quantification .............................................................. 177 
4.3.3 Determination of quinone reductase induction potential ....................................................... 178 
4.3.4 RNA extraction, cDNA synthesis, and transcript expression profiling ..................................... 178 
4.3.5 Statistical Analysis .................................................................................................................... 179 
4.4 Results ............................................................................................................................................. 180 
4.4.1 Analysis of variance .................................................................................................................. 180 
4.4.2 Changes in transcript abundance imposed by MeJA treatments ............................................ 182 
4.5 Discussion ........................................................................................................................................ 184 
4.5.1 Experiment 1 ............................................................................................................................ 184 
4.5.2 Experiment 2 ............................................................................................................................ 187 
4.6 Tables and Figures........................................................................................................................... 191 
4.7 Supplemental Tables and Figures ................................................................................................... 218 
Chapter 5. Summary and Future Perspectives ......................................................................................... 224 
References ................................................................................................................................................ 229 
 
 1 
 
Chapter 1. Literature Review 
1.1 Rationale 
The bioactivity of glucosinolates (GSs), and more specifically their hydrolysis products, has 
been well documented.  These secondary metabolites evolved in the order Brassicales as plant 
defense compounds with proven ability to deter or impede the colonization and growth of the 
herbivorous insects (1-3), fungi (4-6), bacteria (6-8), and even other plants (9-11).  However, the 
bioactivity of GSs is not limited to these kingdoms of life.  Many of these compounds have been 
shown to have bioactivity in mammalian systems as well (12-15), with epidemiological links to 
cancer chemoprevention in humans (16-20).  Unfortunately, not all GS hydrolysis products 
(GSHPs) are equal in terms of bioactivity against plant pests or in the induction of 
chemopreventive mechanisms in mammalian systems, with some GSHPs actually having 
negative or deleterious effects (13, 21).  Moreover, genetics, environmental conditions, and the 
interaction between the two can cause variation in levels of GSs and GSHPs between Brassica 
species, between subspecies within a species, between cultivars of the same subspecies, and even 
between members of the same cultivar grown under different conditions.  Because of this 
problem, a portion of this research was aimed at quantifying the proportion of variation caused 
by environmental and genetic factors in a variety of Brassica crop species and determining what 
effect that variation has on chemopreventive bioactivity. 
The order Brassicales contains a number of cultivated crop species, including those 
belonging to the Brassica genus (broccoli, cauliflower, kale, cabbage, collards, Brussels sprouts, 
kohlrabi, mustards, and canola, to name a few).  The diversity of crops that contain this class of 
plant defense compounds highlights the importance and potential impact of being able to 
manipulate their production through breeding, genetic manipulation, and/or stress elicitation.  
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The ability to manipulate GS and GSHP profiles in a given crop species could allow for 
improved production practices and health benefits from consumption of these crops.  However, 
the genetic control of these compounds has proven to be highly complex with several levels of 
regulation, including interaction with plant hormone pathways, due to their primary role in plant 
defense (22-27).  Because of this, it has become apparent that designing GS and GSHP profiles 
that suit humanity’s needs requires a deeper knowledge of the genes involved in the production 
and hydrolysis of GSs and their interaction with plant hormones, such as the stress elicitor 
methyl jasmonate (MeJA).  In an attempt to bridge a small portion of this knowledge gap, the 
later chapters of this research are directed towards exploring a portion of the transcriptome 
related to GS biosynthesis and hydrolysis of Brassica oleracea var. italica.  Firstly, we 
investigated the ability to use transcript expression measurements for prediction of observed GS 
and GSHP concentrations.  This was done in the hope of showing the utility of this approach for 
selective breeding.  If feasible, the savings of cost and time that could be achieved due to the 
relative ease of collecting transcriptomic data compared to GS and GSHP concentrations are 
substantial.  In addition, we explored the effects MeJA elicitation on the transcript abundance of 
GS metabolism genes in an attempt to better elucidate the interaction between the 
GS/myrosinase system and jasmonate-induced stress responses. 
1.2 Glucosinolates  
Glucosinolates (GSs) are a class of amino acid-derived, sulfur-rich secondary metabolites 
found in the order Brassicales, which includes the scientifically and economically important 
genera of Arabidopsis and Brassica (28, 29).  Glucosinolates are an extremely diverse class of 
secondary metabolites with earlier surveys reporting at least 120 naturally occurring GSs (30); 
the latest reviews show approximately 200 naturally occurring GSs with an additional 180 
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predicted GS structures yet to be identified in planta (31).  Glucosinolates are generally 
classified based on the structure of their precursor amino acid, with aliphatic, indole, and 
aromatic GSs derived from methionine, tryptophan, and phenylalanine/tyrosine, respectively, 
being the major classes found in the Brassica genus (32, 33).  Glucosinolates are ‘activated’ by a 
class of hydrolytic enzymes called myrosinases, which, for the most part (34, 35), are physically 
separated from GSs in intact cells (36-38).  Upon tissue disruption, the hydrolysis reaction 
mediated by myrosinase results in the formation of GS hydrolysis products (GSHPs), generally 
considered the bioactive component of this system.  These compounds are well known for their 
role in plant defense against herbivory and pathogens (2, 39-42).  But, perhaps more importantly 
to humans, they have also been associated with cancer chemoprevention (43, 44).  
1.2.1 Biosynthesis 
GS and GSHP profiles are extremely variable across the different Brassica crops as well as 
across cultivars within a given crop.  This fact makes it obvious that the contents of these profiles 
(i.e. the presence/absence of certain GSs, the ratios between different types of GSs, and the ratios 
between different types of GSHPs for a given GS) are dependent on several different and 
interacting factors.  To understand the complexity of these interactions, one must first understand 
the mechanisms by which GSs are synthesized and hydrolyzed, or broken down.  Glucosinolate 
biosynthesis starts with an amino acid precursor.  A specific GS can be classified into one of 
three categories based on the type of amino acid it is made from.  Aromatic (benzenic) GSs are 
derived from phenylalanine and tyrosine while indole GS biosynthesis uses tryptophan as a 
precursor.  The third classification of GSs, aliphatic GSs, has the most precursor amino acids: 
alanine, leucine, isoleucine, valine, and methionine, with methionine being the most important 
precursor in Brassica species.  In the process of GS biosynthesis, these precursor amino acids 
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undergo a variety of biosynthetic processes with some differences depending on the final GS 
product, but with common ties.  The general model for GS biosynthesis is (i) side chain 
elongation (for methionine and phenylalanine only), (ii) glucone (core glucosinolate structure) 
biosynthesis, and (iii) secondary modifications of the amino acid side chain (28-30). Variation in 
the many enzymatic steps involved in this general model lead to the more than 120 GSs known 
to exist in this order (Brassicales) of plants (Table 1.1; (30)).  Despite this diversity, within the 
Brassica genus, only approximately 16 GSs seem to be present in measurable abundance (Table 
1.2; reviewed by (45)) Although there are several types of GSs, there is a common structure 
(Figure 1.1;modified from (46)) that includes a β-thioglucose moiety, a (Z)-N-
hydroximinosulfate ester (sulfonated oxime moiety), and a variable side-chain (R) that is derived 
from one of the eight amino acid precursors listed above (28).  Glucosinolate biosynthesis is a 
complex process that is still not fully understood, but there has been some work done, mostly in 
Arabidopsis but also in some Brassica crops, to map and clone several of the genes involved in 
all three phases of the general model of GS biosynthesis (Figure 1.2; modified from (47)).   
During the first phase, side-chain elongation for methionine and phenylalanine, the main 
proteins involved are branched-chain amino acid aminotransferases (BCAT), methylthio-
alkylmalate synthases (MAM), isopropylmalate isomerases (IPMI), and isopropylmalate 
dehydrogenases (IPMDH).  The BCAT enzymes are responsible for the deamination of the 
amino acid at the beginning of the side-chain elongation cycle and the transamination of the GS 
precursor at the end of said cycle.  In Arabidopsis, studies have shown evidence that BCAT4 is, 
for the most part, responsible for the initial deamination while BCAT3 generally performs the 
transamination at the end of side-chain elongation, with the possibility of some overlapping 
activity (48, 49).  The MAM and IPMI genes are involved in the addition of methylene groups to 
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the side-chain.  The MAM genes, also known as the QTL locus GS-ELONG, are responsible for 
the condensation of acetyl-CoA with the amino acid derivative, or 2-oxo acid.  In the 
Arabidopsis genome, the three genes that make up this family (MAM1, MAM2, and MAM3) are 
situated in a cluster, indicating this gene family evolved from gene duplication and 
neofunctionalization (50).   In vitro studies in Arabidopsis have shown MAM1 to be able to 
perform the condensation reaction for up to three cycles, MAM2 can only perform the 
condensation for one cycle, and MAM3 can catalyze up to six condensation reaction cycles on a 
given aliphatic GS precursor side-chain (50-53).  After the condensation reaction, the IPMI 
genes come into play.  The IPMI gene products form a protein complex with a large (IPMI-
LSU1) and small (IPMI-SSU1, IPMI-SSU2, or IPMI-SSU3) subunit and perform the 
isomerization of the product from the condensation reaction.  These proteins also appear to play 
this role in leucine biosynthesis, with perhaps some specialization as to which SSU is active for a 
given biosynthetic pathway (54, 55).  Following isomerization, oxidative decarboxylation occurs, 
putatively performed by IPMDH1 due to its known role in leucine biosynthesis and strong co-
expression with genes for glucosinolate biosynthesis.  After decarboxylation, the elongated 2-
oxo acid can reenter the side-chain elongation cycle to have another methylene added on, or it 
can be transaminated and proceed on to the second phase of GS biosynthesis, assembly of the 
core structure (28, 55-57). 
Construction of the core glucosinolate structure starts with an amino acid precursor, or in the 
case of methionine and phenylalanine-derived glucosinolates, the output of the side-chain 
elongation phase is the starting substrate.  As first described in Arabidopsis, the first step is the 
conversion of the amino acid, or chain elongated amino acid, to an aldoxime by the CYP79 
family of P450 cytochromes.  Different members of this gene family have variable affinity for 
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the different amino acid, or side-chain elongated amino acid, precursors (58-62).  Next, the 
aldoximes are oxidized by the CYP83 gene family of P450 cytochromes, resulting in an 
activated compound.  Again, different members of the gene family act on aldoximes of different 
amino acid sources with varying affinity (63-67).  The activated aldoxime may then undergo 
non-enzymatic conjugation with a sulfur donor resulting in S-alkyl-thiohydroximates, which are 
then converted to thiohydroximates by a C-S lyase called SUR1 (68).  An S-glucosylation is then 
catalyzed by the UGT74 family of glucosyltransferases, leading to the formation of 
desulfoglucosinolates (69, 70).  Finally, the indole desulfoglucosinolates are preferably sulfated 
by the sulfotransferase SOT16 while the aliphatic substrates tend to be sulfated by SOT17 and 
SOT18 (71), resulting in a fully formed GS.   
These GSs can then be subject to secondary modifications including oxygenations, 
hydroxylations, alkenylations, and benzoylations for aliphatic GSs or hydroxylations and 
methoxylations for indole GSs.  Because the secondary modifications are what most influence 
the bioactivity of a GS (2, 72), several QTL have been identified that appear to correspond with 
genes involved in this third phase of GS biosynthesis: GS-OX, GS-AOP, and GS-OH.  In 
Arabidopsis, the gene believed to be responsible for the GS-OX QTL is a flavin monooxygenase 
gene named FMOGS-OX1 (73), a member of a seemingly Brassicaceae-specific subclade of FMO 
genes that all perform an S-oxygenation reaction with aliphatic GSs, although with differing 
substrate specificities depending on side-chain length (74).  The name of the QTL GS-AOP is 
actually a collective name for two closely linked QTL, GS-ALK and GS-OHP.  The two genes 
believed to be responsible for GS-ALK and GS-OHP are AOP2 and AOP3, respectively.  These 
genes are 2-oxoglutarate-dependent dioxygenases, which have been shown in Arabidopsis to 
catalyze the conversion of S-oxygenated GSs to alkenyl GSs in the case of AOP2 and 
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hydroxyalkyl GSs in the case of AOP3 (75).  Finally, the GS-OH QTL is home to a gene given 
the same name encoding a 2-oxo acid-dependent dioxygenase.  This enzyme is known to be 
involved in the production of 2-hydroxybut-3-enyl GS, or progoitrin, via hydroxylation of the 
alkenyl output of AOP2 (76, 77).  Therefore, it is a primary candidate to be targeted for down-
regulation during breeding for specific GS profiles, as progoitrin can have adverse effects on 
livestock if it is in high amounts in the seed cake (the remnants from oil production) fed to the 
animals (78, 79).  Although there are other postulated enzymes involved in side-chain 
modification, this third phase of GS biosynthesis is by far the least elucidated.  Characterizing 
the genes involved in this pathway is the focus of much ongoing research due to the fact that 
most of the variation in bioactivity amongst GSs arises from differences in their side-chain 
modifications.  However, these are not the only variables that factor into the bioactive properties 
of a certain GS containing plant.  After all, the GS itself is not the active compound.  It is not 
until the GS is broken down, or hydrolyzed, that it is considered to be in its bioactive form. 
1.2.2 Hydrolysis and aglycone rearrangement 
GS hydrolysis is the process of cleaving the glycosidic linkage (Figure 1.1; (80)) by an 
enzyme called myrosinase (E.C. 3.2.3.147), resulting in a glucose molecule and an unstable 
thiohydroximate-O-sulfate, or the aglycone.  This reaction only occurs at a basal level in a 
healthy cell because of the compartmentalization that occurs with myrosinase and GSs.  
Although there have been slight differences observed in this compartmentalization, some general 
trends have started to become apparent.  Both myrosinase and GSs are localized to vacuoles, but 
in different cells.  Myrosinase appears to be expressed solely in cells termed myrosin cells, 
which are separate, but in close proximity to the cells that accumulate GSs in vacuoles within 
their cytoplasm (reviewed by (81)).  When the vacuolar contents of these two cell types come 
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into contact with each other and hydrolysis occurs, it is the unstable aglycone that rearranges into 
the bioactive compound, or GSHP (Figure 1.3; (45)) (28, 80).  This rearrangement is thought to 
spontaneously result in the formation of isothiocyanates (ITCs) in standard conditions, but 
factors such as pH, the presence/absence of certain cofactors, such as ferrous ions (Fe2+), and 
certain proteins known as specifier proteins influence the aglycone rearrangement, resulting in 
other GSHPs such as nitriles, epithionitriles and thiocyanates (80, 82, 83).  In GS-containing 
species, two of the major specifier proteins that can influence the rearrangement of GSHPs away 
from or in favor of the ITC form are epithiospecifier protein (ESP) and epithiospecifier modifier 
protein (ESM1), respectively (83-92).  
 ESP and ESM1 are two proteins that are believed to work in complex with, or in close 
proximity to, myrosinase.  The exact mechanism by which myrosinase and its specifier proteins 
interact is unclear, but there is evidence that the formation of nitriles relative to ITCs upon 
hydrolysis of a pool of GSs is partially dependent on the quantitative ratio of these two proteins 
(89).  ESP has been associated with epithionitrile and/or nitrile formation, depending on the GS 
substrate (84, 86-88, 91, 92).  It has been shown in ectopic expression assays with recombinant 
ESP from Arabidopsis, as well as from broccoli, that ESP activity shows a positive dose-
dependent relationship with Fe2+ concentration in regards to its measurable activity (86, 88, 91, 
92).  However, recent studies in Arabidopsis indicate that ESM1 acts antagonistically towards 
ESP, resulting in a decreased proportion of nitrile GSHPs and an increased proportion of ITC 
GSHPs during aliphatic, aromatic, and indole GS hydrolysis (89, 90).  Because of this 
antagonism on ESP, ESM1 activity has a large impact on the chemopreventive potential of 
Brassica vegetables.  Sulforaphane (SF), a potent inducer of chemopreventive bioactivity, is the 
ITC GSHP formed from glucoraphanin.  Therefore, increased ESM1 activity could help to create 
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more SF from the available glucoraphanin in a given vegetable (89), making the vegetable 
material hypothetically more chemopreventive.  An additional benefit of increasing ESM1 
activity is that ITCs in general, not just SF, tend to have more chemopreventive potential than 
their alternative nitrile GSHPs (93, 94).   
While ESP and ESM1 are the most likely targets of early breeding programs because of their 
effect on chemopreventive bioactivity, other types of specifier proteins exist as well.  
Specifically, two other classes of specifier proteins have been identified thus far: thiocyanate 
forming proteins (TFPs) and nitrile specifier proteins (NSPs).  The first discovered of these two 
groups of proteins are the TFPs.  These proteins have been found in the Brassicaceae plant 
species Lepidium sativum (95), Thlaspi arvense (96), and Alliaria petiolata (97), or garden cress, 
pennycress, and garlic mustard, respectively.   Despite their name, TFPs have been shown to 
support the formation of nitrile and epithionitrile GSHPs, as well as thiocyanates, depending on 
the GS substrate (95, 96).  In fact, the two TFPs that have been tested in controlled in vitro 
experiments thus far show different substrate specificities.  Three GSs, allyl-GS (sinigrin), 4-
methylthiobutyl-GS (glucoerucin), and benzyl-GS (glucotropaeolin), have the structural 
prerequisites to form carbocations, something that seems to be a necessity for the formation of 
thiocyanate GSHPs (98-101).  From these GSs, LsTFP forms an epithionitrile GSHP with 
sinigrin as the substrate, a nitrile with glucoerucin, and a thiocyanate with glucotropaeolin (95).   
On the other hand, TaTFP promotes the formation of both thiocyanate and epithionitrile GSHPs 
using sinigrin as substrate, although in approximately a three to one ratio of thiocyanate to 
epithionitrile.  But TaTFP promotes the formation of only nitriles with the other two GSs that 
have the ability to form thiocyanates, as well as the others that do not (96).  TFPs, unlike ESP, do 
not appear to be completely ferrous-ion dependent due to the finding that their activity is not 
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fully depressed by the addition of 10mM EDTA.  Although like ESP, TFP activity has also been 
shown to be amplified by the addition of Fe2+ (96).   
Finally, NSPs appear to be the ancestral genes from which other specifier proteins evolved, 
perhaps after duplication events (102). Several NSPs have been identified in Arabidopsis 
(AtNSP1 - 5).  The transcription rate of these genes has been shown to vary in Arabidopsis 
dependent on tissue as well as the NSP in question (81).  Moreover, there is evidence that these 
proteins also have differing dependencies on ferrous ions for performing the nitrile formation 
that might also depend on the substrate being hydrolyzed.  AtNSP1 and AtNSP2 have been 
shown to have nitrile forming activity, although at low levels, in the absence of ferrous ions with 
glucotropaeolin as substrate and supplemented myrosinase (81, 102).  However, it was also 
found that AtNSP2 directed no nitrile formation in the absence of ferrous ions using sinigrin as a 
substrate (81).  In contrast, AtNSP1 showed nitrile-forming capacity in the absence of ferrous 
ions for all substrates tested (glucotropaeolin, glucoerucin, and glucoraphanin) and at a much 
higher proportion of total GSHPs compared to that seen with AtNSP2 (81).  It should also be 
noted that although the hydrolysis of different substrates in the absence of ferrous ions resulted 
in variable proportions of nitriles as a percentage of total GSHPs, all substrates did show an 
increased proportion of nitriles, although at varying rates of increase, as ferrous ion 
concentration was augmented (81, 102). While it is unclear whether the differences observed in 
these studies are due to the method of the assay, the source of the myrosinase, the substrate used, 
or the NSP being tested, it is apparent that the interaction between ferrous ion concentration, 
substrate, specifier protein, and myrosinase type is another level of complexity in the 
glucosinolate/myrosinase system that requires further research. 
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1.3 Cancer and chemoprotection 
The concept of chemoprevention of cancer has been part of the scientific dialogue ever since 
the seminal review by Wattenberg (103) in which he described early in vivo experiments with 
compounds that displayed an ability to inhibit cancer formation in animal models.  To describe 
this observed result, he coined the term “chemoprophylaxis of carcinogenesis”, which has since 
evolved into “cancer chemoprevention” (104).  In the almost five decades since, the research of 
chemical compounds that can inhibit the formation of neoplasms (tumors) and/or aid in ridding 
the body of neoplastic cells, through apoptosis or other means, has been steadily increasing in 
popularity and promise.  
Among the compounds that have shown chemopreventive qualities are the GSHPs, 
particularly ITCs derived from aliphatic GS precursors and carbinols from indole GS precursors.  
Isothiocyanates, like SF and phenethyl ITC (PEITC), are associated with a number of 
chemopreventive mechanisms, such as: induction of cytoprotective proteins through the 
Keap1/Nrf2/ARE pathway, inhibition of proinflammatory responses through the regulation of 
the NFκB pathway, induction of cell cycle arrest and apoptosis, effects on heat shock proteins, 
and inhibition of angiogenesis and metastasis.  Inhibition of histone deacetylase (HDAC) 
enzymes by a number of ITC GSHPs, including SF and PEITC, has been implicated as at least 
one of the mechanisms responsible for the observed apoptotic properties of ITCs (105).  Of the 
several chemopreventive mechanisms of SF and PEITC, the best studied is probably their action 
on the Keap1/Nrf2/ARE pathway, which is discussed in more detail below.    
Carbinols, such as I3C and its dimer, diindolylmethane (DIM), have shown promise in 
promoting healthy estrogen metabolism, thereby having chemopreventive qualities for breast 
cancer (106).  Though a significant amount of research has been done on these and other 
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compounds from cruciferous vegetables, there is still much to be learned about the specific 
chemopreventive mechanisms and synergistic relationships of these compounds (107, 108).  As 
research continues, it seems likely that the list of chemopreventive qualities and knowledge of 
the complexity of the interactions in mammalian systems will continue to grow.   
1.3.1 The influence of diet on cancer development 
The twentieth century saw many great medical revolutions, from penicillin to the polio 
vaccine, which have led to a severe decline in the number and proportion of total deaths due to 
infectious disease in the U.S.  However, with this decrease came increases in death rates due to 
other chronic health problems, most notably heart disease and cancer (Figure 1.4; (109)).  The 
increased prevalence of these diseases has led to increased research into their causes and modes 
of prevention.  Likely due to knowledge gained from this research, mortality from heart disease 
has been on a steady decline since the 1970s (110).  In fact, cancer has surpassed heart disease as 
the leading cause of death in individuals between the ages of 40 and 79 (111).   For this reason, 
the treatment and causes of the various types of cancer are now a major focus of medical 
research. Specifically, understanding the causes of many cancers is of the utmost importance in 
accomplishing the goal of decreasing new cancer incidence.  It is known that there are certain 
genetic factors that can lead to increased risk for several types of cancer.  However, the effect of 
these genetic defects can only be attributed to 5-10% of total cancer incidence (112).  On the 
other hand, diet has been estimated to be associated with 30-35% of cancer cases (113).  Many 
studies have backed this result, showing positive associations between cancer rates and certain 
foods such as meat (red meat in particular), saturated fats, trans-fats, and eggs (114, 115).  
However, not all foods have a positive association with cancer risk.  Certain components of an 
individual’s diet, such as the level of consumption of vegetables, fruits, cereals, and olive oil as 
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well as a high ratio of monounsaturated to saturated lipids, can have a negative association with 
cancer risk (115).  In other words, there is evidence that certain foods and dietary choices can 
affect an individual’s risk for cancer (reviewed by (116)). 
The link between certain dietary components and lower cancer risk helps to corroborate the 
results of early research indicating that people who live in the Mediterranean, and more 
specifically, adhere to the classic Mediterranean diet, have a lower cancer incidence (115, 117, 
118) and mortality (119).  While there are many characteristics of the Mediterranean diet that 
have been shown to influence cancer rates, consumption of vegetables from the Brassica genus 
may be one of the contributing factors (120).  The cancer-preventative qualities associated with 
Brassica vegetables could be partially linked to the high levels of vitamin C, E, and other 
antioxidants found in these vegetables.  However, the general scientific consensus due to a 
number of epidemiological, in vitro, and in vivo studies is that the chemopreventive effects of 
Brassica vegetable consumption are primarily due to the presence of GSs, and more specifically, 
their GSHPs (19, 121).   
Although there has been significant evidence that a diet rich in GSHPs can have 
chemopreventive effects, this relationship often is not found to be significant in epidemiological 
studies.  A review by Higdon et al. (19) discusses this common observation.  The authors looked 
at several epidemiological studies for the four types of cancer with the highest mortality rates in 
the U.S.: lung, colorectal, breast, and prostate.   Though there are obvious differences between 
these cancers, there seemed to be some commonalities in the results of the different 
epidemiological studies.  For each type of cancer, the authors concluded that even though many 
small case-control studies found a significant inverse relationship between cruciferous vegetable 
intake and cancer rates, the larger prospective cohort studies often did not find the same 
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significant relationship.  There were a few exceptions to this generalization.  Some of the 
prospective cohort studies found significant inverse relationships, but usually in specific 
populations within the full data set of the study (17, 18, 122-124).  The different results between 
the two types of studies may be due to participation bias in case-control studies wherein control 
groups who choose to participate are more health conscious and have better eating habits 
compared to non-participating controls (125).  However, as the authors of the review indicate, 
the inconsistency of results may be due to a more complex relationship between cruciferous 
vegetable intake and cancer risk than what was previously thought. 
Although results of different epidemiological studies can often be contradictory, a review of 
87 case-control studies done prior to 1996 indicated that a majority (67%) show an inverse 
relationship between cancer risk and cruciferous vegetable consumption (16). Building on this, 
Jeffery and Keck (20) make the case that there is enough evidence to proceed with larger clinical 
trials testing the efficacy of purified SF, semi-purified SF, and/or whole broccoli for inducing 
detoxification enzyme activity.  The authors reviewed a number of epidemiological, in vitro, and 
in vivo studies examining the link between cruciferous vegetable intake, or bioactive GSHPs, and 
cancer.  In this article, all epidemiological studies reviewed showed a significant (p<0.05) 
decrease in cancer risk associated with cruciferous vegetable consumption for various types of 
cancer including: bladder (126), lung (127), lymphoma (128), prostate (129, 130), breast (131), 
kidney (132), and ovarian (133).  These results were further supported with a number of in vitro 
studies showing several anti-tumorigenic activities in various mammalian cancer cell types after 
treatment with SF, which is often considered to be the major source of chemopreventive 
bioactivity induction from cruciferous vegetables.  Also reported were several in vivo animal 
model studies showing decreased tumor growth, incidence, and/or multiplicity using broccoli, 
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SF, and ITCs as treatments.  Finally, several small clinical studies were reported that further 
corroborated the observed results in epidemiological, in vitro, and animal model studies 
described above.  These studies reported positive associations between broccoli or broccoli 
sprout consumption and several different biomarkers linked to efficacy of the treatment for 
inducing cellular detoxification mechanisms. 
The results of these studies suggest that the level of the chemopreventive effect of Brassica 
vegetables may depend on the interaction of several variables, including the level of 
consumption of other dietary factors (vitamins, lipids, other phytochemicals, etc.) (134) and the 
individual’s genotype/metabolism (127, 135-137).  But more importantly for this research, there 
is evidence that would suggest the GS and GS hydrolysis product (GSHP) profiles are also 
important variables in determining the chemopreventive effect of consuming a given Brassica 
vegetable (19). 
1.3.2 Glucosinolate hydrolysis products and their chemopreventive and anti-proliferative 
bioactivity 
In this area of study, being chemopreventive refers to the ability of a chemical compound, or 
mixture of compounds, to induce phase I and/or phase II detoxification enzymes in the human 
body.  These enzymes are often called biotransformation enzymes because, as a team, they are 
known to transform toxic xenobiotics into non-toxic forms that can be excreted from the body.  
In this process, phase I enzymes perform a variety of reactions that alter the lipophilic xenobiotic 
target compound in a way that allows it to react with phase II enzymes.  Phase II enzymes can 
directly act on some xenobiotics as well as perform conjugation reactions on the phase I 
products.  The product of the phase II reaction is more polar and can be readily excreted by the 
body either through passive or active transport.  Despite their role in detoxification, phase I 
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enzymes can also activate compounds known as procarcinogens.  When a procarcinogen reacts 
with a phase I enzyme, such as cytochrome (CYP) P450, the non-toxic procarcinogen is 
transformed into a toxic, carcinogenic substance.  On the other hand, phase II enzymes typically 
perform conjugation reactions that result in a compound that is more polar, and subsequently less 
toxic, than the non-conjugated form (94, 138, 139).  For this reason, compounds that induce only 
phase II enzymes are considered more beneficial, as there is little chance of negative effects.  
Compounds with this quality are known as monofunctional inducers, as opposed to bifunctional 
inducers that induce both phase I and II enzyme activity.  Sulforaphane, mentioned earlier as one 
of the most potent GSHP inducers of chemopreventive bioactivity, has been shown to be a 
monofunctional inducer (140). In fact, ITCs are generally considered to be monofunctional 
inducers (141).  Therefore, breeders can increase SF or other ITC levels in Brassica vegetables 
with little fear of affecting the safety of their consumption.  However, this may not be true for all 
GSs and GSHPs. While there is no real evidence showing negative effects from GS consumption 
in humans, this has been observed quite frequently in livestock who may eat Brassica forages as 
a major part of their diet.  The adverse symptoms seen in livestock from the consumption of high 
levels of GSs/GSHPs are often attributed to the consumption of goitrin, an oxazolidithione 
GSHP formed from the spontaneous cyclization of the ITC product of progoitrin hydrolysis 
(142).  However, goitrin may not be the only GSHP that causes negative health effects upon high 
doses.  Research has shown teratogenic effects of other GSHPs in murine models, most notably 
allyl ITC (AITC) from sinigrin, 1-cyano-2-hydroxy-3,4-epithiobutane (CETB) from progoitrin, 
and iberin from glucoiberin (143). The common symptoms seen in livestock often attributed to 
the overconsumption of GS/GSHPs are: slowed growth (144, 145), impaired movement and 
general disorientation (146, 147), impaired fertility (148, 149), and damage to the thyroid, 
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gastro-intestinal tract, and/or liver (150-153).  Because of what has been seen in animals, caution 
must be taken when manipulating GS and GSHP profiles.  Although it seems that some of the 
most bioactive GSHPs show beneficial health effects at the normally consumed dosages, 
breeders and food scientists should take care to screen for any negative health effects from GS 
and GSHP profile manipulation of agricultural products. 
Although there have been negative effects observed in livestock linked to high levels of GS 
and/or GSHP consumption, several GSHPs have displayed significant chemopreventive activity 
in a number of in vitro studies.  Sulforaphane has proven to either inhibit carcinogenesis or 
induce cancer cell growth arrest and apoptosis in several cell types including: breast (154), 
bladder (155), colon (156), ovary (157), blood (158), skin (159), and prostate cells (160).  The 
mechanism by which Sf accomplishes this task is not fully understood and probably not 
universal, but some of the known effects of SF treatment on cell metabolism include modulation 
of gene expression and alternative gene splicing (161).  There are also apparent interactions 
between SF and mechanisms that affect the activity of certain transcription factors, such as 
nuclear factor (erythroid-derived 2)-like 2, also known as NFE2L2 or Nrf2 (162). When 
activated, Nrf2 increases transcription rates of several detoxification enzymes, ultimately leading 
to cells that are less likely to develop neoplasia.  For the induction of apoptosis in prostate cancer 
cells, sulforaphane appears to increase the production of reactive oxygen species (ROS), 
initiating a cascade that results in a loss of mitochondrial membrane potential, and subsequently, 
apoptosis via the mitochondrial apoptosis pathway (163).  
Even though SF seems to have the higher chemopreventive bioactivity, there have been 
several other ITC GSHPs that display this trait as well.  A couple of the most notable of these are 
PEITC and AITC derived from phenethyl GS (gluconasturtiin) and allyl GS (sinigrin), 
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respectively.  PEITC, similar to SF, has been shown to cause apoptosis in prostate cancer cells 
via the mitochondrial apoptosis pathway as a result of perturbation of the ROS signaling 
mechanism and increased activation of caspases, enzymes known to be involved with apoptosis 
(164).  However, the mechanisms by which this induction occurs may be different from those 
resulting from SF treatment.  PEITC tends to have a stronger induction of apoptosis in human 
lung cancer cells compared to sulforaphane; however, the generation of ROS induced by PEITC 
is lower.  These unexpected results may be explained by the observation that PEITC has a higher 
binding affinity to cellular proteins such as tubulin compared to SF; the binding affinity of a 
given GSHP to the protein tubulin is highly correlated with a GSHP’s ability to induce apoptosis 
(165).  PEITC and AITC, along with SF, have also been shown to influence the activity of 
activator protein 1 (AP-1), a transcription factor known to be associated with the transcription of 
genes necessary for cell growth and division, via interaction with members of the mitogen-
activated protein kinase (MAPK) signaling pathway. Prostate cancer cells treated with these 
three GSHPs showed increased phosphorylation of proteins in the MAPK pathway, leading to 
increased AP-1 activity.  This increased AP-1 activity also correlated with a higher incidence of 
programmed cell death, or apoptosis (166). 
There are also some important indole GSHPs that have shown interesting chemopreventive 
and anti-proliferative bioactivity, particularly I3C and its dimer DIM, produced from 
glucobrassicin, and N-methoxyindole-3-carbinol (NI3C), from neoglucobrassicin.  I3C has been 
shown to induce apoptosis through many of the same mechanisms mentioned with SF, PEITC, 
and AITC.  Furthermore, this GSHP has shown high rates of chemoprevention for hormone-
related cancers such as cervical and breast cancer (167, 168).  One mechanism by which this may 
work is through the 2-hydroxylation of estradiol that is increased by the treatment of I3C in 
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animal models as well as humans (169), possibly due to increased CYP P450 abundance and 
activity (170).  A case-control study of 700 postmenopausal women not using hormone therapy, 
277 of which had invasive breast cancer, was recently performed to further elucidate the effects 
of different estrogens and estrogen metabolites on the development of breast cancer.   
Researchers measured the concentrations of 15 estrogens and estrogen metabolites, performed a 
multivariate analysis, and concluded that the ratio of 2-hydroxylated estrogen species to parent 
estrogens in a given individual was indeed negatively associated with risk of developing breast 
cancer (171).   
I3C and NI3C also cause cell-cycle arrest in colon cancer cells, although apparently 
through different mechanisms.  In one study, it was shown that NI3C is actually a stronger 
inhibitor of cellular proliferation than I3C (172). This may be related to the fact that NI3C alone 
increases the production of cyclin-dependent kinase (CDK) inhibitors, whereas prolonged 
treatment with both compounds will decrease production of CDKs and cyclins.  CDKs are 
involved in the regulation of cell cycle.  The differences in the effects of these two compounds 
on cellular machinery could also help to explain the observation that prostate cancer cells treated 
with I3C tend to accumulate in G0/G1 phase, while those treated with NI3C were more 
commonly arrested in G2/M phase (172). 
Despite the promising results with carbinols and carbinol derivatives, there are also some 
possible negative effects from consuming these compounds.  Firstly, as mentioned above, I3C 
and several of its derivatives have been shown to induce CYP P450 enzymes.  These phase I 
enzymes have been shown to activate procarcinogens, such as polycyclic aromatic hydrocarbons 
(PAHs).  Following reaction with CYP P450 enzymes, PAH diol epoxides may be produced.  
These compounds have the ability to bind DNA and form adducts, which can lead to mutations, 
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and subsequently, initiation of cancer (173).  Due to the induction of phase I enzymes by I3C, the 
chemopreventive quality of this compound is questionable.  This is reflected in results from in 
vitro studies with cell lines and in vivo studies using animal models.  A number of studies have 
shown I3C to inhibit cancer formation for a number of tissue types (170, 174-181).  However, 
several other studies have found I3C to promote cancer progression (182-188).  There appear to 
be differences in the response of cancerous cells to I3C treatment depending on the dosage of the 
treatment as well as the timing in relation to carcinogen exposure (182, 183). 
1.3.3 Nrf2/Keap1/ARE signaling cascade 
Regarding chemopreventive bioactivity induced by GS hydrolysis products (GSHPs), one 
mechanism that has been well described is the Keap-1/Nrf2/ARE signaling cascade present in 
mammalian cells (reviewed by (189, 190)).  In this signaling pathway, under basal conditions the 
transcription factor, Nrf2, is sequestered by Keap1 in the cytoplasm.  The generally accepted 
mechanism by which this occurs is that two Keap1 proteins, which are part of a larger Keap1-
Cul3-E3 ubiquitin ligase complex, bind to the ETGE and DLG motifs in the Neh2 domain of 
Nrf2 and promote polyubiquitination and subsequent proteasomal degradation of Nrf2 (191-
195).  However, when Keap1 reacts with any of a number of bioactive molecules, including SF, 
polyubiquitination can be impeded.  It is hypothesized that the cysteine residues of Keap1 can 
react with a number of electrophilic compounds.  The modification of the thiol groups of these 
cysteine residues is thought to alter the conformation of Keap1 (196-198).  This, in turn, causes 
the Keap1 dimer to release the DLG motif of Nrf2, which is suggested to prevent Nrf2 
polyubiquitination and degradation (192-194).  This proposed mechanism results in Keap1 
becoming saturated with Nrf2, allowing newly synthesized Nrf2 to be freely translocated to the 
nucleus. Once in the nucleus, Nrf2 forms a dimer with masculoaponeurotic fibrosarcoma (Maf) 
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proteins, allowing for the binding of the dimer to antioxidant response elements (AREs) in the 
promoter regions of a number of genes involved in cell metabolism and detoxification (199-202).  
These include genes involved in glutathione synthesis and conjugation, xenobiotic transporters, 
and other cytoprotective genes, such as NAD(P)H:quinone reductase 1 (NQO1), often called 
quinone reductase (QR) (reviewed by (14, 191)). 
1.3.4 Quantifying chemopreventive bioactivity 
Even though these GSHPs tend to have a multitude of different types of action, when 
breeding for increased chemopreventive bioactivity in Brassica vegetables we must have a 
relatively quick, reliable, and repeatable assay for measuring a given vegetable tissue’s level of 
chemopreventive potential.  As mentioned earlier, the ability to induce phase II enzymes is one 
of the most important attributes of GSHPs.  Increasing production of these enzymes will 
hypothetically allow your body to more efficiently clear carcinogens, before the induction of 
cancer can occur.  For this reason, the ability of a given GSHP or natural solution of GSHPs to 
induce QR, a phase II enzyme, has long been considered a reliable measure of chemopreventive 
potential (203, 204).  This assay is used because QR has been shown to be a representative 
biomarker of phase II enzymes, in that any compound that induces QR will more than likely 
induce other phase II enzymes (141, 205, 206).     
1.4 Jasmonates 
Jasmonic acid (JA) and its several derivative compounds, collectively called jasmonates, 
have been shown to play a part in the regulation of plant responses to both biotic and abiotic 
stress in many plant species (reviewed by (207-210)).  In particular, JA has been shown to be 
involved in developmental processes of every part of the plant life cycle ranging from seed 
germination to seed development on mature plants (209). Jasmonates are included in a class of 
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compounds called oxylipins, which are created from α-linolenic acid upon the substrate’s release 
from galactolipids of chloroplast membranes by lipases (208).   
1.4.1 Jasmonic acid biosynthesis 
The elucidation of the JA biosynthetic mechanism (Figure 1.5; (209)) has been a topic of 
research for over a decade.  This work has been reviewed several times by several authors (208-
216).  The following explanation of JA biosynthesis has been gleaned from those reviews, with 
the most attention paid to Wasternack and Hause (209) and Kombrink (210) because they are the 
most recent comprehensive reviews that could be found at this time.   
It is generally agreed upon that the lipase enzyme responsible for the release of α-linolenic 
acid falls into the phospholipase 1 (PLA1) class of lipases.  However, while several researchers 
have tried (217-221), no single PLA1 enzyme has been shown in Arabidopsis to be solely 
responsible for α-linolenic acid release.  In fact, there are strong indications that several PLA1 
lipases perform this role depending on the developmental stage and/or outside stimuli.  While 
still in the chloroplast, α-linolenic acid is oxygenated by one of several 13-lipoxygenase (LOX) 
enzymes to form S-13-hydroperoxyoctadecatrienoic acid (13-HPOT).  Next, 13-HPOT is 
converted to an allene oxide called 12,13-epoxyoctadecatrienoic acid (12,13 EOT) via a 13-
allene oxide synthase (13-AOS) enzyme.  And for the final biosynthetic step in the chloroplast, 
12,13 EOT is cyclized by allene oxide cyclase (AOC) to form cis-(+)-12-oxophytodienoic acid 
(cis-(+)-OPDA).  The final steps of JA biosynthesis occur in the peroxisome, where cis-(+)-
OPDA is translocated.   
Upon entering the peroxisome, cis-(+)-OPDA is converted to 3-oxo-2-(2-pentenyl)-
cyclopentane-1-octanoic acid (OPC-8) by an OPDA reductase (OPR) enzyme; OPR3 has been 
shown to fill this role in Arabidopsis (222, 223).  The next phase of JA biosynthesis is the 
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shortening of the octanoic acid side chain of OPC-8, which is accomplished by three rounds of 
peroxisomal β-oxidation (reviewed by (224)).  The first step of peroxisomal β-oxidation is that 
the carboxylic acid moiety is activated by an OPC-8:CoA ligase (OPCL).  In Arabidopsis, 
OPCL1 seems to be the main actor in this reaction, but opcl1 mutants are still able to produce 
lower levels of JA, indicating the involvement of other OPCLs (225, 226).  Following activation, 
the OPC-8-CoA molecule can be acted upon by members of acyl-CoA oxidase (ACX), 
multifunctional protein (MFP), and L-3-ketoacyl-CoA thiolase (KAT) gene families, in that 
sequential order.  First, ACX converts OPC-8-CoA into OPC-8-2-trans-enoyl-CoA via the 
removal of two hydrogens.  Then, MFP transfers an –OH group to OPC-8-2-trans-enoyl-CoA 
from H2O creating OPC-8-3-hydroxyacyl-CoA, and subsequently converts the newly added 
hydroxyl group to a ketone, resulting in OPC-8-3-ketoacyl-CoA.  Finally, KAT catalyzes the 
thiolytic cleavage of OPC-8-3-ketoacyl-CoA using another CoA molecule as a substrate, 
resulting in acyl CoA and an acetyl CoA molecule containing a hexanoic acid side chain in place 
of the octanoic side chain (OPC-6-CoA).  After two more cycles of β-oxidation, the resulting 
product is jasmonoyl-CoA, which is cleaved by a yet to be identified thioesterase (TE) to yield 
(+)-7-iso-JA.  Finally, this compound can be conjugated with isoleucine by jasmonoyl isoleucine 
conjugate synthase 1 (JAR1) to create JA-Ile, the form of JA that is generally considered most 
bioactive.  
1.4.2 Conversion of JA into methyl jasmonate and other jasmonates 
Besides the conjugation of JA with isoleucine, various other JA derivatives are produced by 
the plant from the JA precursor.  There are several other amino acid-JA conjugates including JA 
conjugated with leucine, valine, tyrosine, and tryptophan, to name a few (227-229).  In addition 
to the amino acid-JA conjugates, several other derivatives have been described (Figure 1.6; 
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(210)).  These include stereoisomers of JA, such as (+)-7-iso-JA [(3R, 7S)-JA] and (˗)JA [(3R, 
7R)-JA], as well as stereoisomers of JA-Ile, such as (+)-7-iso-JA-L-Ile [(3R, 7S)-JA-Ile] and 
(˗)JA-L-Ile [(3R, 7R)-JA-Ile].  Also, there are derivatives of JA and JA-Ile created through 
additional enzymatic steps, such as 12-OH-JA, 12-OH-JA-Ile, JA-glucosyl ester, JA-Ile-glucosyl 
ester, JA methyl ester (a.k.a methyl jasmonate), JA-Ile methyl ester, and cis-jasmone.  
Jasmonates produced as the result of further modification of JA or JA-Ile derivatives have also 
been described.  The jasmonate class of compounds is expected to continue to grow as new 
isolation techniques and analysis methods are developed and perfected (209, 210).   
It is still not fully determined if, and to what extent, these JA/JA-Ile derivatives have 
bioactivity, or if they are just storage forms of JA/JA-Ile that can be converted back to JA-Ile in 
quick response to a signal (230).  Pulldown experiments performed with the JA signal receptor 
protein, COI1 (explained in more detail below), have shown (+)-7-iso-JA-L-Ile to be the most 
bioactive of the jasmonates with other JA conjugates or derivatives showing limited or no 
activity (231).  Later work produced crystal structures of COI1-bound JA-Ile supporting that 
conclusion (232).    
1.4.3 Jasmonate signal perception 
The mechanism by which JA-Ile cues are perceived and how this results in transcriptomic 
changes has been well studied and described, although some questions still remain concerning 
the inclusiveness of the current model for all JA related signaling and response pathways.  The 
current model (Figure 1.7; (209)) describes the perception and signaling cascade related to 
bioactive JA-Ile ((+)-7-iso-JA-L-Ile).  This model involves JA-Ile binding as a ligand to a protein 
first identified as being essential for jasmonate-induced responses by Xie et al. (233) called 
coronatine insensitive 1 (COI1). COI1 is part of an E3 ubiquitin ligase complex known as 
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Skp1/Cullin/F-box (SCF).  In this model, COI1 is the F-box protein, which is responsible for 
ligand and target specificity.  S-phase kinase-associated protein 1 (Skp1) and Cullin form the 
scaffold of the complex complete with ring-box protein 1 (Rbx1) connected to Cullin and an E2-
ubiquitin conjugate bound to Rbx1 (209, 210).  The SCF complex was identified as part of the 
JA signaling mechanism only after the discovery of jasmonate-zim-domain (JAZ) proteins, 
which act as repressors of key jasmonate-response genes in the normal/basal state (234-237).   
The currently proposed general mechanism for JA-Ile perception and signaling is as follows: 
[1] JA-Ile acts as a ligand binding to COI1, which is the F-box protein of an E3 ubiquitin ligase 
SCF complex. [2] With the JA-Ile ligand bound, COI1 can interact and bind to JAZ proteins, the 
transcriptional repressors of jasmonate-responsive genes. [3] The binding of JAZ to COI1 targets 
JAZ for ubiquitination and subsequent degradation by a 26S proteasome, allowing for 
transcription of jasmonate-responsive genes (209, 210).  Proteasomal degradation via 
ubiquitination by the SCF complex is an example of the mechanistic similarities between 
hormone signaling pathways, including auxin, ethylene, and gibberellin (238-240).  Additional 
gene products, such as several classes of transcription factors, including some from other 
hormone signaling pathways (i.e. MYCs, MYBs, GLs), and JAZ co-repressors, such as novel 
interactor of JAZ (NINJA), topless (TPL) and mediator complex subunit 25 (MED25), have been 
reported to be involved in the jasmonate signaling cascade (reviewed by (209, 210, 238, 240)).  
As more is discovered about the molecular mechanisms of jasmonate response pathway, the 
complexity of plant-hormone interactions becomes apparent.  Researchers are just starting to 
decipher some of the cross-talk that occurs between the jasmonate-response and other hormone-
signaling and/or biosynthetic pathways (241-248).  
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While JA-Ile signal perception has been fairly well described, little is known about how 
methyl jasmonate (MeJA), the often utilized jasmonate response inducer, is perceived.  Pulldown 
and yeast two hybrid studies with COI1 and known JAZ proteins have not shown high binding 
affinity to MeJA, which leads to the hypothesis that MeJA is not a bioactive jasmonate species.  
However, some studies suggest that this may not be the whole picture; treatment with different 
jasmonates, including MeJA, causes phenotypic and transcriptomic responses often with distinct 
differences between jasmonate species (249-255).  This raises the question of how plants are 
perceiving MeJA to result in elicitation of classic JA responses.  Two plausible answers to that 
question are: [1] MeJA mediates interaction between COI1 and members of the JAZ family not 
tested thus far, or perhaps unidentified SCF substrates besides JAZ proteins (235) and/or [2] 
MeJA is converted back to JA, and JA is converted to bioactive JA-Ile by methyl jasmonate 
esterase (MJE; (256)) and JAR1, respectively (227).   
1.4.4 Methyl jasmonate response in Brassica and Arabidopsis 
Exogenous MeJA application has been shown to invoke production of several classes of 
secondary metabolite defense compounds in Brassica species (257) including GSs, with a larger 
increase often seen in indole GSs (23-27, 258-263).  Similar results have been seen in 
Arabidopsis (264).  The current understanding of this reaction to MeJA elicitation is that indole 
GSs, and some aliphatic and aromatic GSs, serve a role in the defense of the plant against insect 
and/or pathogen attacks.  The sensing of these attacks and subsequent response is often mediated, 
at least in part, by jasmonate signal transduction.  There are several lines of evidence for this 
including controlled insect feeding (1, 265, 266) or microbe inoculation (267, 268) studies, often 
comparing wild-type to mutant plants deficient in GS metabolism and/or jasmonate response 
induction (reviewed by (214)).  In addition, accumulation of GSs upon insect feeding in vivo and 
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transcriptional analysis that corroborates the connection of herbivory- and jasmonate-induced 
defense responses have been reported and are discussed in more detail below.  
The interaction between GS biosynthesis and biotic stressors has been well studied, but there 
is much that remains to be learned about the many levels of complexity in this interaction.  
Reports have shown varying responses in GS biosynthesis depending on several factors that 
include, but are not limited to, the type of biotic stressor and plant species.  While some studies 
have been performed concerning induction of GSs from pathogen attacks (7, 34, 267), the 
majority of work done has explored the relationship between GS biosynthesis and insect 
herbivory (reviewed by (269)).   
These studies have shown variable results in terms of the type(s) of GS(s) induced by 
herbivore attack as well as the magnitude of GS increase, but some trends have started to 
immerge.  In general, Textor and Gershenzon (269) have shown that the majority of controlled 
insect feeding studies result in significant increases in indole GSs, regardless of the type of insect 
herbivore.  Notably, much of indole GS accumulation post-herbivory tends to be in the form of 
side chain-modified indole GSs, such as neoglucobrassicin, 4-hydroxy-, and 4-methoxy-
glucobrassicin (270, 271).  Prior to herbivory, glucobrassicin tends to be the major indole GS, 
indicating that these modified indole GSs are important for herbivore defense (270).  The marked 
increase in indole GSs following herbivory is in agreement with several studies that produce a 
similar response using MeJA or JA elicitation in Brassica species (258, 259, 272-274). 
In addition to GS accumulation, studies have shown increases in GS-related gene 
transcription related to insect/pathogen attack and/or jasmonate elicitation.  Both specialist and 
generalist insect herbivores have been shown to induce transcription of genes in the jasmonate 
response pathway (275, 276).  Inoculation of coi1 mutant and WT Arabidopsis with Sclerotinia 
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sclerotiorum results in upregulation of several GS biosynthesis genes, some in a 
COI1/jasmonate-dependent manner (277).  Moreover, MeJA elicitation has been shown to 
enhance transcription of genes in sulfur metabolism (278) and GS biosynthesis (26, 279).  This 
evidence supports the conclusion that increases seen in GSs are at least partially a result of 
jasmonate response induction, perhaps among other mechanisms, caused by herbivore/pathogen 
attack.   
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1.5 Tables and Figures 
Table 1.1: List of the majority of known glucosinolates with their chemical and common names; 
(30). 
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Table 1.1 (continued) 
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Table 1.2: List of glucosinolates commonly found in different Brassica vegetables; (45) 
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Figure 1.1: Generic GS structure; modified from (46) 
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Figure 1.2. Aliphatic and indole GS metabolism in B. oleracea; modified from (47). 
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Figure 1.3: Hydrolysis of glucosinolates by myrosinase and their different hydrolysis products; 
(45).   
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Figure 1.4. Leading causes of death per 100,000 in 1900 and 2010 (109) 
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Figure 1.5: Jasmonate biosynthetic pathway; (209). 
 
 
  
 37 
 
Figure 1.6: Metabolism of JA and JA-Ile to other jasmonate species; (210). 
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Figure 1.7: Proposed perception mechanism of JA-Ile; (209). 
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Chapter 2. Survey of variation in chemopreventive bioactivity, glucosinolate, and 
glucosinolate hydrolysis product profiles in common Brassica crop species 
2.1 Abstract 
Glucosinolates and their hydrolysis products are important defense-related secondary 
metabolites present in Brassica crops.  In addition to plant defense, through the induction of 
phase II detoxification enzymes, among other mechanisms, these compounds have been 
associated with cancer prevention.  Because of this, the goal of improving anti-cancer activity of 
edible plants that produce glucosinolates, such as the Brassica, through selective breeding has 
gained in popularity.  In this research we survey variation in glucosinolates, their hydrolysis 
products, and anti-cancer activity in a range of Brassica crops.  Also, in an effort to better 
understand the viability of breeding for anti-cancer activity, we have investigated how 
environmental effects and interactions between the environment and genetic background 
influence glucosinolates, their hydrolysis products, and anti-cancer activity.  Our results showed 
that direct breeding for anti-cancer activity may be unsuccessful due to large environmental and 
GxE effects on this trait.  However, it is feasible that breeding for the individual components of 
anti-cancer activity, such as specific glucosinolates/hydrolysis products, is a worthwhile and 
achievable goal. 
2.2 Introduction 
Glucosinolates (GSs) are a diverse class of sulfur-rich secondary metabolites found in the 
order Brassicales (28, 29) with over 200 naturally occurring GSs reported (31).  These 
compounds are generally classified based on the structure of their precursor amino acid.  In the 
Brassica genus, the major classes of GSs are aliphatic, indole, and aromatic derived from 
methionine, tryptophan, and phenylalanine/tyrosine, respectively (32, 33).  A class of 
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thioglucosidases known as myrosinases ‘activate’ GSs by cleaving the glucose moiety (280).  
Myrosinases are generally separated from GSs in intact tissue (36-38), although some exceptions 
exist for pathogen-induced myrosinase-like enzymes (34, 35).  Upon tissue disruption, GSs are 
hydrolyzed by myrosinase resulting in an unstable aglycone that rearranges into one of several 
possible classes of hydrolysis products (GSHPs), which are generally considered the bioactive 
component of this system.  The effect of these GSHPs against biotic factors such as herbivory 
and pathogens has been well-documented (2, 39-42).  In addition, these compounds are 
important factors for human health, as several have been shown to have cancer chemopreventive 
bioactivity in cell lines and model organisms (43, 44).  
Among the GSHPs, ITCs derived from aliphatic GS precursors and carbinols from indole 
GS precursors have shown the most promise in terms of chemopreventive bioactivity.  
Isothiocyanates are linked to several chemopreventive mechanisms, such as: induction of 
cytoprotective proteins through the Keap1/Nrf2/ARE pathway, inhibition of proinflammatory 
responses through the NFκB pathway, induction of cell cycle arrest and apoptosis, effects on heat 
shock proteins, epigenetic effects through inhibition of histone deacetylase (HDAC) enzymes, 
and inhibition of angiogenesis and metastasis of tumors (105).  In addition, carbinol GSHPs, 
such as I3C and diindolylmethane (DIM), have been associated with the promotion of healthy 
estrogen metabolism and breast cancer chemoprevention (106).  While much is known about the 
chemopreventive capabilities of GSHPs, many of the various modes of action and synergies that 
exist amongst these and other xenobiotic compounds have yet to be elucidated (107, 108).   
Whereas research has shown the association of specific GSs and GSHPs with cancer 
chemoprevention in many in vitro studies, this does not easily translate into a realistic scenario 
for several reasons.  The first obvious reason is that humans do not ingest GSs and GSHPs in 
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purified forms.  When we eat Brassica vegetables, we are ingesting a complex mixture of GSs 
and GSHPs, among other phytochemicals.  The varying ratios of the components of that mixture 
may or may not have an effect on the response that is elicited in the cells of the person who has 
ingested the mixture.  Moreover, there is the inevitable interactive effect of the person’s genetic 
background with the GS and GSHP mixture that is sure to further complicate any attempt to 
draw generalizations about how these compounds affect us.  Lastly, the levels and ratios of GSs 
and GSHPs seem to be highly variable both within and between Brassica crop varieties.  While 
some preliminary experiments exist that look at variation in GSs within a certain Brassica crop 
species (281, 282), as well as some that looked at phase II enzyme induction in a limited number 
of Brassica crops (24, 26, 27, 283, 284), there has been little done to compare GS levels of crops 
from different Brassica species in the same experiment or compare those variable profiles with 
phase II enzyme induction potential. Phase II enzyme induction is considered to be among the 
most important chemopreventive mechanisms of GSs and their GSHPs.  Hypothetically, 
increasing phase II enzymatic activity allows for prevention of carcinogenesis through the 
increased ability to detoxify and excrete carcinogenic xenobiotics.  Because of this, a commonly 
used measure of chemopreventive ability for a compound or mixture of compounds is the ability 
to induce activity of quinone reductase (QR), a phase II enzyme (203, 204).  Induction of QR by 
a given compound has been shown to correlate with that compound’s ability to induce other 
phase II enzymes, making QR a reliable biomarker (141, 205, 206).      
In this experiment we attempt to quantify variation in GSs, their GSHPs, and QR 
induction potential (QRIP), both within and between species, of Brassica crops grown in a single 
location over two growing seasons.  While the Brassica crops surveyed are from five different 
species, we focused on Brassica oleracea due to the economic importance of those vegetable 
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crops in the U.S.  Correlation analyses were performed among GSs in an attempt to identify 
differences between species and subspecies within B. oleracea that may relate to regulatory or 
genetic differences. Also, we attempted to use correlations between glucosinolate profiles and 
chemopreventive bioactivity (i.e. QRIP) data to identify differences, if any, in the source of 
QRIP between Brassica species or Brassica oleracea subspecies.  It is the goal of this research to 
determine if breeding for increased chemopreventive quality in Brassica vegetables is a feasible 
goal through the examination of the variance and correlation structures of GSs, GSHPs, and 
QRIP. 
2.3 Materials and methods 
All chemicals and materials used in the completion of experimental procedures were 
purchased from Sigma-Aldrich (St. Louis, MO), unless otherwise stated. 
2.3.1 Cultivation of plant material 
Seeds for the various Brassica crops were obtained using the USDA Germplasm Resources 
Information Network (GRIN) database.  In addition, seed of several broccoli and three kale 
commercial varieties was purchased online or pulled from previous stocks in cold storage.  Also 
included in this study were two experimental broccoli varieties, a landrace called ‘Broccolette 
Neri E Cespuglio’ (BNC) and a doubled haploid line called VI-158, originally procured from Dr. 
Mark Farnham at the USDA-ARS U.S. Vegetable Laboratory in Charleston, South Carolina.  
Varieties selected from GRIN were chosen in an attempt to represent all geographical regions a 
given Brassica crop is grown.  Seeds for all Brassica crops were germinated in flats in the 
greenhouse facility at the University of Illinois at Champaign-Urbana filled with Sunshine® LC1 
professional soil mix (Sun Gro Horticulture, Vancouver, British Columbia, Canada) and were 
allowed to grow in the greenhouse for three weeks under a 25°C/15°C and 14hr/10hr day/night 
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temperature regime with supplemental lighting.  After three weeks, the flats were moved to 
raised beds outside in order to allow for acclimation to the outdoor environment before being 
transplanted into the field at the University of Illinois Vegetable Research Farm (40˚ 04′ 38.89″ 
N, 88˚ 14′ 26.18″ W).  Transplanting took place between July 6 and July 20 in 2012 and between 
July 2 and July 8 in 2013.  In 2012, varieties were grown in a randomized complete block design 
with three replicates. In 2013, plants were grown under the same conditions, but only a subset of 
the varieties were chosen to be grown again based on interesting QRIP data and/or GS profiles 
(Table 2.1).  All plants were supplied with supplemental water via aerial irrigation as needed in 
the first 30 days after transplanting.  Mechanical and hand weeding was done as needed.  Various 
weather factors were calculated using data from the Illinois State Water Survey (ISWS; 
http://www.isws.illinois.edu) Champaign, IL station.  Days to harvest (DTH) were calculated 
using the transplant date as day 0. Growing Degree Days (GDD) were calculated using the 
formula (Tempmax + Tempmin)/2-7.2 ºC with a ceiling on Tempmax of 29.4 ºC (285).  Average air 
temperature at harvest was calculated using the average air temperature data from the ISWS for 
the day of harvest.  All other weather variables (i.e. total solar radiation, total precipitation, total 
evaporation, and total precipitation – total evaporation (estimate of soil moisture)) were 
aggregated from daily data from the ISWS for the period of time from transplant to harvest. A 
visual representation of the weather of the two growing seasons is supplied in Supplemental 
Figure 2.1.  Data tables with weather data for the full population, B. oleracea, B. o. italica, and 
B. o. capitata are supplied in Supplemental Tables 2.1-2.4, respectively.  A slightly smaller 
subset of varieties was subjected to GSHP analysis, and therefore, environmental variables were 
recalculated for that population subset (full population and B. oleracea; Supplemental Tables 2.5 
& 2.6, respectively).  All varieties from B. o. italica and B. o. capitata were subjected to GSHP 
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analysis, so calculations of environmental variables did not change for those species. Insect 
damage ratings were taken approximately 30 days after transplanting (DATP) using a visual 
rating scale from 1-5, with 1 being minor damage and 5 being complete leaf skeletonization.  
Samples were harvested from the field only for rows that had at least five plants at harvestable 
maturity between the hours of 8AM and 11AM, weekly.  Collected samples consisted of an 
aliquot of the bulked harvested material of five plants from the center of the row.  Immediately 
following harvest, bulked samples from five plants were flash-frozen in liquid N2, and 
transported on dry ice from the field to -20ºC storage until those samples could be lyophilized.  
After freeze-drying, samples were ground to a fine powder with coffee grinders and stored at -
20ºC until needed for analyses.  Previous research has shown that freeze-drying does not affect 
glucosinolate content or hydrolysis, determined on the basis of sulforaphane formation (286) 
2.3.2 Determination of GS content  
Glucosinolates in lyophilized tissues were extracted and analyzed by high-performance 
liquid chromatography using a reverse phase C18 column as described by Kim and Juvik (23). 
Glucosinolates were desulfated with sulfatase solution in columns containing DEAE Sephadex 
A-25 resin, and eluted desulfo-GSs were separated on a HPLC system consisting of a DIONEX 
GP40 gradient pump, with a AD20 variable UV detector set at λ229 nm wavelength, auto-
sampler, all-guard ™ cartridge precolumn (Alltech, Lexington, Kentucky), and a Kromasil® C18 
HPLC column. The types of GSs in each sample were determined by comparison to GS profiles 
of already characterized material from previous experiments. Glucosinolates were quantified 
with benzyl GS (POS Pilot Plant Corp, Saskatoon, SK, Canada) as an internal standard using UV 
response factors for different types of GSs determined by Wathelet et al. (287). The 
identification of intact and desulfo-GS profiles were validated by LC-tandem MS using a Waters 
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32 Q-Tof Ultima spectrometer coupled to a Waters 1525 HPLC system and full scan LC-MS 
using a Finnigan LCQ Deca XP, respectively. Glucosinolates were validated using previously 
published molecular ion and fragmentation patterns of individual intact and desulfo-GSs (288, 
289). 
2.3.3 Determination of glucosinolate hydrolysis product profiles 
The extraction and analysis of GSHPs was carried out according to previously published 
methods with some modifications (290). Powder from harvested samples (75 mg) was suspended 
in 1.5 mL of Millipore-filtered ddH2O at RT in the absence of light for 24 h (to correspond with 
hydrolysis time for the QRIP assay) at room temperature in a sealed 2 mL microcentrifuge tube 
(Fisher Scientific) to facilitate GS hydrolysis by endogenous myrosinase. Slurries were then 
centrifuged at 12,000 × g for 5 minutes, and 700 µl of the supernatant was transferred into a new 
2 mL microcentrifuge tube. Butyl ITC was added as an internal standard to a final concentration 
of 30 µg/ml.  Dichloromethane (DCM) was then added to the tubes in equal volume to the 
hydrolysis extract plus internal standard (≈720 µl). Tubes were vortexed vigorously for two 
rounds, 30 seconds each, before being centrifuged for 2 min at 9,600 × g. The DCM layer (200 
µL) was transferred into a 250 µL spring insert (Fisher Scientific) in a 2 mL HPLC autosampler 
vial (Agilent, Santa Clara, CA, USA). Using an Agilent model 7683B series autosampler, 1 µL 
DCM extract was injected onto an Agilent 6890N gas chromatography system equipped with a 
single flame ionization detector (Agilent Technologies, Santa Clara, CA). Samples were 
separated using a 30 m x 0.32 mm J&W HP-5 capillary column (Agilent Technologies).  After 
an initial hold at 40 °C for 2 min, the oven temperature was increased by 10 °C/min to 260 °C 
and held for 10 min. Injector temperature was 200 °C; detector temperature was 280 °C. Helium 
carrier gas flow rate was 25 mL/min.  Standard compounds were purchased for 11 of the 13 
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GSHPs measured.  Commercial sources and abbreviations used for these compounds can be 
found in Supplemental Table 2.7.  Standard curves were calculated using Excel (Microsoft 
Corp.) with the intercept set to zero unless the tested concentration of 1 µL/mL resulted in a peak 
area of zero.  For those compounds that did show a peak area of zero at a concentration of 1 
µL/mL, intercepts were automatically calculated so as to not overestimate sample concentrations 
in the lower portion of the curve.  Standard curves for all tested compounds can be found in 
Supplemental Figure 2.2.  Sulforaphane nitrile (SFN) and 1-cyano-2,3-epithiopropane (CETP) 
concentrations were determined using relative response factors ((291); eq. 6) calculated with the 
use of the effective carbon number concept (292) and standard curves of sulforaphane (SF) and 
allyl ITC (AITC), respectively.  Verification of GSHPs for which no analytical standards were 
available was done with GC-MS using a 6890N GC coupled to an HP-5973N MS Detector and 
published mass/charge ratios (293, 294).  
2.3.4 Determination of percent nitrile formation  
Percent nitrile formation was measured for broccoli samples by examining the products 
formed from two endogenous GSs (glucoraphanin and gluconasturtiin) and two exogenous GSs 
(sinigrin and benzyl GS).  The assay consisted of the addition of 1.5 mL of Millipore-filtered 
ddH2O containing sinigrin and benzyl GS at 1mM concentrations (so as not to be limiting) to 75 
mg of freeze-dried broccoli tissue in a sealed 2 mL microcentrifuge tube (Fisher Scientific) 
followed by vortexing to suspend the broccoli powder.  Samples were incubated for one hour at 
RT in the absence of light to allow for GS hydrolysis by endogenous myrosinase.  Following 
incubation, slurries were centrifuged at 12,000 × g for 5 minutes, and 700 µl of the supernatant 
was transferred into a new 2 mL microcentrifuge tube. Butyl ITC was added as an internal 
standard to a final concentration of 30 µg/ml.  GSHP extraction was performed using both 
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dichloromethane (DCM) and hexane due to differences in extraction efficiency of different 
GSHPs with different solvents.  The extraction and quantification procedure consisted of DCM 
or hexane being added to the tubes containing the hydrolysis extract in equal volume to the 
hydrolysis extract plus internal standard (≈720 µl). Tubes were vortexed vigorously for two 
rounds, 30 seconds each, before being centrifuged for 2 min at 9,600 × g. The solvent layer (200 
µL) was transferred into a 250 µL spring insert (Fisher Scientific) in a 2 mL HPLC autosampler 
vial (Agilent, Santa Clara, CA, USA). Using an Agilent model 7683B series autosampler, 1 µL 
DCM or hexane extract was injected onto an Agilent 6890N gas chromatography system 
equipped with a single flame ionization detector (Agilent Technologies, Santa Clara, CA). 
Samples were separated using the same equipment and program described above.  Standard 
compounds were purchased for 6 of the 8 GSHPs measured.  Commercial sources for these 
compounds can be found in Supplemental Table 2.7.  Standard curves and quantification of SF 
and CETP were done as described above. The calculated percent nitrile formation from sinigrin 
hydrolysis only considers epithionitrile formation (influenced by epithiospecifier protein (ESP) 
activity) as only AITC and CETP were able to be quantified.  Allyl cyanide (ACN) could not be 
quantified due to interference between the solvent peak and the ACN peak.  All other 
glucosinolates tested produce only ITC and nitrile GSHPs.  The formation of nitriles is 
influenced by ESP activity as well as possible activity from nitrile specifier proteins (NSPs).  
Reported percent nitrile formation values for GSs added exogenously are from hexane 
extractions due to slightly better extraction efficiency with that solvent compared to DCM.  For 
endogenous GSs, reported values are from hexane extractions for gluconasturtiin and DCM 
extractions for glucoraphanin due to an inefficient GSHP extraction with the alternative solvent. 
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2.3.5 Quinone reductase induction potential (QRIP) assay 
Hepa1c1c7 murine hepatoma cells (ATCC, Manassas, VA) were grown in alpha-minimum 
essential medium (α-MEM), enriched with 10% heat and charcoal-inactivated fetal bovine 
serum, and maintained at 37 °C in 95% ambient air and 5% CO2. The cells were split every 3 
days with a split ratio of 7. Cells with 80-90% confluence were plated into 96-well plates (Costar 
3595, Corning Inc, Corning, NY), 1 × 104 cells per well, and incubated for 24 hours in antibiotic-
enriched medium (100 units/mL penicillin, 100 µg/mL streptomycin). The QRIPs of different 
Brassica vegetable hydrolysis extracts were determined by means of the QR assay (203). 
Hydrolysis extract samples were prepared via the incubation of 75 mg of freeze-dried Brassica 
vegetable tissue in 1.5 mL of Millipore-filtered ddH2O at RT in dark conditions for 24 hours.  
The cells were grown in 96-well plates for 24 hours and then exposed to the different hydrolysis 
extract samples (0.5% final concentration in 200μl α-MEM media) for 24 hours. Growth media 
and 1 µM sulforaphane were used as negative and positive controls, respectively. Treated cells 
were rinsed with phosphate buffer at pH 7.4, lysed with 50 µL 0.8% digitonin in 2 mM EDTA, 
and incubated with agitation at 100 rpm on an orbital shaker for 10 min at 37 °C. Following 
incubation, a 200-µL aliquot of mixed solution [74 mL of 25 mM Tris buffer; 50 mg of BSA; 0.5 
mL of 1.5% Tween-20 solution; 0.5 mL of cofactor solution (92.7%, 150 mM glucose-6-
phosphate; 6.15%, 4.5 mM NADP; 1.14%, 0.75 mM FAD in Tris buffer)]; 150 units of glucose-
6-phosphate dehydrogenase; 22.5 mg of MTT (3-(4,5-dimethylthiazo-2-yl)-2,5-
diphenyltetrazolium bromide); and 75 µL of 50 mM menadione in acetonitrile) was added into 
lysed cells. Readings were made at five time points, 50 seconds apart, using a µQuant microplate 
reader (Bio-Tek Instruments, Winooski, VT) at 610 nm. Immediately after completion of the 
readings, 50 µL of 0.3 mM dicumarol in 25 mM Tris buffer was added into each well, and the 
 49 
 
plate was read again (five time points, 50 seconds apart). Total protein content was measured 
using a BioRad assay (295). Final data for QRIP is expressed as the specific activity (nmol MTT 
reduced/mg/min) ratio of treated to negative control cells averaged across three analytical 
replicates for each sample.  Measurements for QRIP were normalized across plates using an 
adjustment based on the positive control measurement of a given plate.  Values were adjusted 
using the ratio of the positive control average of the plate to the positive control average across 
all plates, so that values from plates with lower than average positive control values were 
adjusted up and vice versa.  This was done in an attempt to remove some of the variation in 
QRIP measurements due to small differences in Hepa1c1c7 cell densities between plates. 
2.3.6 Statistical analysis  
Statistical analyses were conducted using the JMP 11 software (SAS institute Inc., Cary, 
NC).  ANOVA was performed to determine variance structures for individual GSs, GS classes, 
and QRIP in the full population, B. oleracea as a whole, and B. oleracea italica and capitata, 
individually. The general model for the ANOVA was: Y = E + R(E) + G + GxE + e with 
variance component terms for effects from the year (i.e. environment; E), replicate within 
environment (R(E)), genetic background (G), and the interaction between the two (G x E), plus 
residual (e).  F-tests of effect significance were only obtainable in JMP 11 using the Standard 
Least Squares (SLS) method with all effects as fixed.  For the GSs and QRIP, proportion of total 
variance was calculated manually using Sums of Squares (SS) from the all fixed effect SLS 
analyses and automatically with the all random effect Restricted Maximum Likelihood (REML) 
analyses bounded at zero.  The proportion of total variance attributed to fixed effects could not 
be properly estimated running a mixed model REML analysis in JMP 11.  Repeatability (H; 
analogous to broad-sense heritability for unrelated genotypes (296)) was calculated as: 
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Variance components were used directly from REML analyses and were calculated from SLS 
analyses using Mean Squares (MS) and the equations: 
 
 
Due to no large differences in calculated repeatability values between the SLS and REML 
analyses, only SLS analyses were done for the GSHP and percent nitrile formation data. 
Tukey’s Honestly Significant Difference (HSD) analyses and Student’s t-tests were performed 
using LS Means from fixed effect SLS analyses to determine significant differences in average 
GS levels and QRIP between Brassica species, subspecies within B. oleracea, and varieties 
within B. o. italica (broccoli) and B. o. capitata (cabbage).  Pearson’s correlation analyses with 
False Discovery Rate (FDR) adjustments of p-values (297) were performed for QRIP, specific 
GS, GS class, specific GSHP, GSHP class, and percent nitrile formation data.  
2.4 Results 
In 2012, samples from the marketable portions at harvest maturity were collected from 98 
varieties representing five Brassica species, 75 of which were from Brassica oleracea. Of these 
98 varieties, 46 were regrown in 2013 (Supplemental Table 2.8) based on 2012 GS and QRIP 
measurements (Supplemental Table 2.9) while still attempting to maintain species diversity and 
subspecies diversity within Brassica oleracea.  Varietal means made up of three biological 
replicates and two years of GS and QRIP data from those 46 varieties are reported in Table 2.1.  
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From the 46 varieties grown in both 2012 and 2013, 33 varieties were subjected to GSHP 
profiling (Supplemental Table 2.10), maintaining subspecies diversity in B. oleracea.  Samples 
from B. o. gongylodes were not subjected to GSHP analysis due to their low GS content. Varietal 
means for GSHP content following a 24 hour hydrolysis incubation made up of three biological 
replicates and two years of data from those 33 varieties (i.e. full population) are reported in Table 
2.2.  Due to the fact that GSHP data were only collected for a subset of the 46 varieties subjected 
to GS and QRIP profiling, analyses with GSHP data were done separately.  Reference to the ‘full 
population’ in the reporting or discussion of results from statistical analyses of GSHP data is 
referring to the 33 varieties chosen from the larger population of 46.   
2.4.1 Analysis of variance  
Residuals from ANOVA models for a number of individual GSs and GS classes were non-
normal according to Shapiro-Wilk tests (Supplemental Table 2.11), which has been reported as 
the most powerful normality test for data with n>30 (298).  Therefore, values for variables that 
failed normality tests were log10 transformed (Ylog10), and variance was reanalyzed. 
Transformation of the data improved the Shapiro-Wilk W score in most cases, but often still 
resulted in the rejection of the null hypothesis (Ho: residual distributions are normal). Despite 
failure of normality tests, many residual distributions appear normal using histograms, boxplots, 
and quantile-quantile plots; a sample of these plots are shown in Supplemental Figure 2.3.  In 
addition, ANOVA is known to be relatively robust to violations of the normality assumption 
(299). 
 52 
 
2.4.1.1 Full population 
2.4.1.1.1 GSs and QRIP 
The analysis of variance for the full population showed significant (p<0.05) variance 
component effects for all GSs, GS classes, and QRIP.  Results for both transformed and raw data 
are reported (Table 2.3).  The majority of significant variance effects were seen in variance 
components associated with genetics, namely ‘Species’, ‘Subspecies [Species]’, and ‘Variety 
[Species, Subspecies]’.  Only QRIP did not show significant (p<0.05) variance effects for the 
‘Variety [Species, Subspecies]’ variance component.  Environmental variance components 
showed significant effects on variance for several GSs and QRIP.  Significant ‘Year’ effects 
were seen for total aliphatic GSs and total indole GSs (p<0.05); glucobrassicin, total indolelog10 
and total GSs (p<0.01); gluconapin, glucobrassicinlog10, and QRIP (p<0.001). The largest ‘Year’ 
effect was seen for QRIP, accounting for 12.6% of the total variation.  Significant ‘Rep [Year]’ 
effects were only seen for a single GS, gluconapin (p<0.001).  Genotype by environment 
interaction (GxE) effects were significant for a number of GSs, GS classes, and QRIP.  The 
majority of significant variance effects were seen for the ‘Year*Species’ variance component, 
whereas the ‘Rep*Species [Year]’ variance component only showed a significant (p<0.001) 
effect on gluconapin variance.  The ‘Year*Species’ interaction had a significant variance effect 
on glucoiberinlog10, glucoraphaninlog10, sinigrinlog10, and gluconasturtiin (p<0.05); progoitrin, total 
aliphatic GSslog10 glucobrassicin, neoglucobrassicinlog10, and total indole GSs, total indole 
GSslog10, gluconasturtiinlog10, total GSslog10 (p<0.01); gluconapin, total aliphatic GSs, 
glucobrassicinlog10, total GSs, and QR activity (p<0.001). 
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2.4.1.1.2 GSHPs 
Due to the facts that log10 transformed values for GSs and GS classes were still considered 
non-normal according to the Shapiro-Wilk and ANOVA is known to be to violations of the 
assumption of normality (299), no transformations were conducted on the GSHP data.  The 
analysis of variance for the full populations showed significant (p<0.05) variance component 
effects for all GSHPs and GSHP classes (Table 2.4).  The majority of significant variance effects 
were seen in variance components associated with genetics, namely ‘Species’, ‘Subspecies 
[Species]’, and ‘Variety [Species, Subspecies]’.  Although, the proportion of variance attributed 
to ‘Variety [Species, Subspecies]’ was, in general, less than other genetic components and was 
not always significant (p<0.05).  Significant environmental effects were only seen for AITC 
(p<0.05 for ‘Year’ and p<0.001 for ‘Rep [Year]’), which also showed the strongest GxE effects 
(p<0.001 for both ‘Year*Species’ and Rep*Species [Year] effects).  Other GSHPs and GSHP 
classes that showed significant genotype by environment interaction (GxE) effects, specifically 
significant ‘Year*Species’ interaction effects, were 3-PPN and total ITCs (p<0.05); total GSHPs 
(p<0.01); and goitrin (p<0.001). 
2.4.1.2 Brassica oleracea 
2.4.1.2.1 GSs and QRIP 
 
The analysis of variance for the species, B. oleracea, again showed significant (p<0.05) 
variance component effects for a number of GSs and QRIP (Table 2.5).  Within the B. oleracea 
species, the majority of variance for GSs and QRIP was again attributed to genetic effects.  All 
GSs, GS classes, and QRIP showed highly significant p-values (p<0.001) for all variance 
components with one exception; the ‘Variety [Species, Subspecies]’ variance component was 
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significant at only p<0.01 for QRIP.  The narrowing of focus to B. oleracea resulted in more 
significant ‘Year’ effects, with QRIP being the most affected by ‘Year’ effects resulting in 5% of 
the total variation.  Significant ‘Year’ effects were seen for glucoraphanin, gluconapin, 
glucobrassicinlog10, and neoglucobrassicin (p<0.05); glucoraphaninlog10, sinigrinlog10, and 
glucobrassicin (p<0.01); glucoiberin, glucoiberinlog10, progoitrin, sinigrin, total aliphatic GSs, 
total aliphatic GSslog10, neoglucobrassicinlog10, total indole GSs, total indole GSslog10, 
gluconasturtiin, total GSs, total GSslog10, and QRIP (p<0.001).  ‘Year*Subspecies’ interaction 
effects were significant for a number of dependent variables, as was seen with ‘Year*Species’ 
effects in the full population.  Significant GxE (‘Year*Subspecies’) effects were seen for 
gluconapin, neoglucobrassicin, neoglucobrassicinlog10, and gluconasturtiinlog10 (p<0.05); 
progoitrinlog10, glucoraphanin, sinigrin, total aliphatic GSslog10, glucobrassicin, total indole GSs, 
and total GSslog10 (p<0.01); progoitrin, total aliphatic GSs, gluconasturtiin, total GSs, and QRIP 
(p<0.001).      
2.4.1.2.2 GSHPs 
For the analysis of variance of GSHPs and GSHP classes for the species B. oleracea, the 
majority of variance was again attributed to genetic effects (Table 2.6).  Significant (p<0.001) 
‘Subspecies’ effects were seen for all GSHPs and GSHP classes, while significant (p<0.01) 
‘Variety [Subspecies]’ were observed for all GSHPs and GSHP classes besides CETP, 4-PN, and 
PEITC.  Significant ‘Year’ effects were observed for more GSHPs in B. oleracea alone 
compared to the full population.  Specifically, significant ‘Year’ effects were seen for 3-B ITC 
(p<0.01); CETP, AITC, 3-PPN, and PEITC (p<0.001).  The narrowing of focus to B. oleracea 
also resulted in far more significant GxE (‘Year*Subspecies’) effects compared to the full 
population.  Significant GxE effects were seen for total nitriles (p<0.05); iberin and total GSHPs 
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(p<0.01); crambene, goitrin, SFN, SF, CETP, AITC, 3-B ITC, 3-PPN, PEITC, and total ITCs 
(p<0.001).  Only 4-PN did not show a significant GxE effect.  
2.4.1.3 Brassica oleracea sp.  
Two subspecies within B. oleracea, B. o. italica and B. o. capitata, were well replicated with 
seven and six varieties, respectively, grown over two years.  Therefore, these individual 
subspecies were subjected to ANOVA to determine differences, if any, in variance structures for 
the measured dependent variables. 
2.4.1.3.1 B. o. italica (broccoli) 
2.4.1.3.1.1 GSs and QRIP 
Analysis of variance for GSs and GS class data from B. o. italica showed similar results to 
that of B. oleracea as a whole and the full population, although with more variation being 
attributed to ‘Year’ and ‘Year*Variety’ effects for a number of dependent variables (Table 2.7).  
Genetic effects (i.e. ‘Variety’) still accounted for the majority of variation overall, but this was 
not the largest influence on variation for a number of dependent variables individually: namely 
sinigrin, sinigrinlog10, neoglucobrassicin, and QRIP.  Significant ‘Variety’ effects were seen for 
neoglucobrassicin and total GSs (p<0.05); glucoiberin, glucoraphaninlog10, total aliphaticslog10, 
total indole GSs, gluconasturtiin, and QRIP (p<0.01); glucoiberinlog10, progoitrin, glucoraphanin, 
total aliphatic GSs, glucobrassicin, and neoglucobrassicinlog10 (p<0.001).  Only sinigrin and 
sinigrinlog10 did not show significant ‘Variety’ effects.  QRIP was again most affected by ‘Year’, 
accounting for 45.7% (p<0.001) of the total observed variance.  A number of other dependent 
variables also showed significant variance effects for ‘Year’ including: glucoiberin, progoitrin, 
glucoraphanin, and total indole GSs (p<0.05); sinigrinlog10 and total aliphatic GSs (p<0.01); 
glucoraphaninlog10, total aliphatic GSslog10, neoglucobrassicin, neoglucobrassicinlog10, 
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gluconasturtiin, and total GSs (p<0.001).  Year*Variety variance effects were significant for 
glucobrassicin (p<0.05); glucoiberinlog10 and neoglucobrassicin (p<0.01); progoitrin, 
neoglucobrassicinlog10, and QRIP (p<0.001). 
2.4.1.3.1.2 GSHPs 
Broccoli samples only had measurable levels of three GSHPs, namely iberin, SF, and SFN, 
following a 24 hour hydrolysis incubation. Analysis of variance of these GSHPs as well as total 
ITCs and total GSHPs (Table 2.8) again showed highly significant (p<0.001) genetic effects, 
similar to the full population and B. oleracea data sets.  Significant ‘Year’ effects were observed 
for iberin (p<0.05); SFN, total ITCs, and total GSHPs (p<0.001).  Remarkably, ‘Year’ effects 
accounted for 43.1% of the total variation observed in SFN, compared to 23.6% attributed to 
genetic effects.  This seems to indicate that nitrile formation in broccoli is highly affected by 
environmental conditions.  Significant GxE effects were observed for all GSHPs and GSHP 
classes; iberin and SF (p<0.05); SFN (p<0.01); total ITCs and total GSHPs (p<0.001).  In 
addition to GSHP profiling, B. o. italica samples were also subjected to a nitrile formation assay 
using a one hour hydrolysis incubation.  This assay included the addition of two GSs (i.e. 
exogenous GSs) to the hydrolysis solution that are not present or only present in trace amounts in 
broccoli, benzyl GS and sinigrin.  Percent nitrile formation upon one hour of hydrolysis was 
calculated for these GSs as well as for the endogenous GSs, gluconasturtiin and glucoraphanin.  
Percent nitrile formation was also calculated for glucoraphanin from 24 hour hydrolysis GSHP 
data.   These data were subjected to ANOVA in the same manner as GSHP data (Table 2.8).  
Clear differences in genetic and GxE effects could be seen for percent nitrile formation between 
the exogenous and endogenous GSs.  Significant genotype and GxE effects were only observed 
for endogenous GSs with the percent nitrile from glucoraphanin hydrolysis following 24 hours of 
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incubation showing less significance (p<0.05) compared to glucoraphanin hydrolysis following a 
one hour incubation period (p<0.001) due to an increase in unexplained variance following 24 
hours of hydrolysis.  Percent nitrile formation from gluconasturtiin hydrolysis was also 
significantly affected by genetic (p<0.001) and GxE (p<0.01) effects.  Percent nitrile formation 
was significantly (p<0.01) affected by ‘Year’ effects for all dependent variables.  This 
corroborates the result seen with ANOVA of SFN content, which was also highly affected by 
‘Year’ effects. 
2.4.1.3.2 B. o. capitata (cabbage) 
2.4.1.3.2.1 GSs and QRIP 
Analysis of variance for B. o. capitata (Table 2.9) showed trends similar to variance 
structures for the full population, B. oleracea, and B. o. italica with the majority of variation 
being attributed to genetic effects.  ‘Variety’ had a significant influence on variation for all 
dependent variables: glucoiberin and QRIP (p<0.05); neoglucobrassicin and gluconasturtiinlog10 
(p<0.01); progoitrin, glucoraphanin, sinigrin, gluconapin, total aliphatic GSs, glucobrassicin, 
total indole GSs, gluconasturtiin, and total GSs (p<0.001). A major difference in variance 
structures for B. o. capitata from those observed for B. o. italica is a relative lack of variance 
contribution from environmental and GxE effects.  ‘Year*Variety’ variance effects were only 
significant (p<0.05) for QRIP, and ‘Year’ effects were significant (p<0.05) for glucoraphanin, 
total aliphatic GSs, gluconasturtiin, gluconasturtiinlog10, total GSs, and QRIP.    
2.4.1.3.2.2 GSHPs 
Cabbage samples had far more GSHP products at measurable levels following 24 hours of 
hydrolysis compared to broccoli.  ANOVA results still show, on average, the majority of 
variance contributed by genetic effects, although genetic effects were not significant for a 
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number of GSHPs, partially due to a large amount of unexplained variance (Table 2.10).  
Significant genetic effects were observed for iberin, 3-B ITC, and 3-PPN (p<0.01); goitrin, SF, 
total ITCs, and total GSHPs (p<0.001).  Significant environmental effects were detected for 
iberin, goitrin, and 4-PN (p<0.05); crambene, SF, and AITC (p<0.01); and 3-B ITC (p<0.001).  
Significant GxE effects were seen for SF and 3-B ITC (p<0.05); total ITCs and total GSHPs 
(p<0.01). 
2.4.2 Correlation analysis 
Results for all correlation analyses are reported only for correlations with FDR adjusted 
(297) p-values<0.01. 
2.4.2.1 Full population 
2.4.2.1.1 GSs and QRIP 
Environmental data showed significant correlations with a number of GSs, GS classes, and 
QRIP, although many were fairly weak in terms of Pearson’s r score (Table 2.11).    Slightly 
stronger correlations were seen between QRIP and weather data with the strongest being 
between QRIP and GDD (r = 0.381).  Correlations amongst GSs were stronger yet, on average.  
Some of the strongest correlations were seen between total aliphatic GSs and total GSs (r = 
0.936), glucobrassicin and total indoles (r = 0.912), sinigrin and total aliphatic GSs (r = 0.778), 
and sinigrin and total GSs (r = 0.676).  Sinigrin also shows fairly large negative correlations with 
total indoles (r = -0.33) and gluconasturtiin (r = -0.356).  Also, QRIP showed significant (p<0.01 
FDR adjusted) positive, although weak, correlations with several glucosinolates including 
glucoraphanin (r = 0.362), glucobrassicin (r = 0.252), glucoiberin (r = 0.204), and total indoles (r 
= 0.186). 
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2.4.2.1.2 GSHPs 
Environmental data showed significant but relatively weak correlations with a number of 
GSHPs and GSHP classes (Table 2.12).  One exception was CETP, which showed relatively 
high positive correlations with several environmental variables associated with the length of 
season, with the correlation between CETP and DTH being the highest (r = 0.493).  Similar 
trends, although less significant, were also seen with other nitrile GSHPs, SFN and 3-PPN, as 
well as total GSHPs.  CETP also showed a relatively strong negative correlation (r = -0.445) 
with average air temperature at harvest.  AITC content showed negative correlations with several 
environmental variables related to season length, which corresponds to the positive correlations 
seen with CETP.  This seems to indicate that increased season length leads to more nitrile or 
epithionitrile formation at the expense of ITC formation upon GS hydrolysis.  A number of 
significant correlations were observed between GSHPs and QRIP.  Positive correlations were 
detected between ITC GSHPs while nitrile GSHPs showed a negative correlation with the 
exception of SFN, probably due to SFN’s positive correlation with SF.  At first this may seem 
contradictory, as one would think SF and SFN would be negatively correlated.  However, in the 
scope of the Brassica accessions surveyed in this experiment, if a given accession contained 
more SF, it would also likely contain more SFN due to a higher quantity of the precursor GS, 
glucoraphanin. 
2.4.2.2 Brassica oleracea 
2.4.2.2.1 GSs and QRIP 
In B. oleracea, environmental data showed fewer significant correlations with GSs, GS 
classes, and QRIP compared to the full population (Table 2.13).  Gluconasturtiin appears to be 
the most affected by weather variables having a relatively strong positive correlation with GDD 
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(r = 0.469) and a slightly weaker negative correlation with precipitation – evaporation (r = -
0.327).  There were again several strong positive correlations between individual GSs and GS 
classes: glucobrassicin and total indoles (r = 0.978), total aliphatic GSs and total GSs (r = 0.872), 
gluconapin and total aliphatic GSs (r = 0.862), progoitrin and total aliphatic GSs (r = 0.757), 
progoitrin and total GSs (r = 0.711).  QRIP again showed several positive correlations with 
individual GSs and GS classes: glucoraphanin (r = 0.315), total indoles (r = 0.235), 
neoglucobrassicin (r = 0.232), total GSs (r = 0.225). 
2.4.2.2.2 GSHPs 
Correlation analyses for GSHPs from B. oleracea alone show similar trends to that of the 
full population (Table 2.14).  Environmental variables associated with season length again 
showed significant positive correlations with several nitrile GSHPs, with CETP having the 
strongest correlations.  In relation to this, average air temperature at harvest showed significant 
positive correlations with ITC GSHPs, AITC and 3-B ITC, and negative correlations with nitrile 
GSHPs, crambene, CETP, 3-PPN, and total nitriles.  Significant correlations between QRIP and 
GSHPs were fewer than with the full population analyses.  A significant positive correlation was 
only observed with SF, while significant negative correlations were seen for both SFN and 3-
PPN.   
2.4.2.3 B. o. italica (broccoli) 
2.4.2.3.1 GSs and QRIP 
A few significant correlations were observed between environmental data, GSs, and QRIP 
(Table 2.15).  Gluconasturtiin showed a significant negative correlation with precipitation – 
evaporation (r = -0.482).  In addition, QRIP was positively correlated with total precipitation (r = 
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0.717), precipitation – evaporation (r = 0.711), and total evaporation (r = 0.478), and negatively 
correlated with average air temperature at harvest (r = -0.506).  Individual GSs and GS classes 
showed several positive correlations amongst themselves, the most significant being: 
glucoraphanin and total aliphatic GSs (r = 0.98), glucobrassicin and total indoles (r = 0.856), and 
glucoiberin and total aliphatic GSs (r = 0.789).  Lastly, QRIP was negatively correlated with 
neoglucobrassicin (r = -0.5) and gluconasturtiin (r = -0.52). 
2.4.2.3.2 GSHPs 
Interestingly, results from correlation analyses between GSHPs and environmental variables 
are contradictory to what was observed with the full population and B. oleracea (Table 2.16).  
The variable DTH showed significant positive correlations with ITC GSHPs, iberin and SF, as 
well as total ITCs.  Also, SF and total ITCs showed significant negative correlations with 
average air temperature at harvest.  Also contrary to results with the full population and B. 
oleracea, average air temperature at harvest was negatively correlated with ITC-related 
dependent variables.  Correlations between environmental variables and nitrile formation activity 
indicate there may be some difference in the environmental regulation of nitrile formation 
between different endogenous GSs.  The calculated weather variable, ‘Precip. – Evap.’, an 
estimate of soil moisture levels at time of harvest, shows significant correlations that differ in 
direction between nitrile formation activity for gluconasturtiin and glucoraphanin at one hour of 
hydrolysis.  Nitrile formation from gluconasturtiin is significantly negatively correlated with 
‘Precip. – Evap’ while that of glucoraphanin is significantly positively correlated.  However, 
results for nitrile formation activity from glucoraphanin after 24 hours of hydrolysis incubation 
again show significant negative correlations with ‘Precip. – Evap.’, which is in agreement with 
the negative correlation seen between this environmental factor and SFN.  For QRIP, negative 
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correlations are seen with nitrile formation activity from benzyl GS and gluconasturtiin after one 
hour of hydrolysis, as well as with nitrile formation activity from glucoraphanin after 24 hours of 
hydrolysis, corresponding to the significant negative correlation with SFN.    
2.4.2.4 B. o. capitata (cabbage) 
2.4.2.4.1 GSs and QRIP 
Correlation analysis of GS and QRIP data for B. o. capitata produced few significant 
(p<0.01 FDR adjusted) correlations (Table 2.17).  Unlike correlation analyses of the full 
population, B. oleracea, and B. o. italica, there were no significant correlations between 
environmental variables and GSs, GS classes, or QRIP.  In addition, QRIP showed no significant 
correlations with individual GSs or GS classes.  Similar to correlation analyses of the full 
population, B. oleracea, and B. o. italica, several significant positive correlations were seen 
between individual GSs and GS classes including: glucobrassicin and total indole GSs (r = 
0.996), progoitrin and gluconapin (r = 0.949), sinigrin and total aliphatic GSs (r = 0.935), total 
aliphatic GSs and total GSs (r = 0.931), progoitrin and total aliphatic GSs (r = 0.886), progoitrin 
and total GSs (r = 0.874), sinigrin and progoitrin (r = 0.835), total indole GSs and total GSs (r = 
0.835), and glucobrassicin and total GSs (r = 0.83). 
2.4.2.4.2 GSHPs 
Like with the GS and QRIP analyses, far fewer significant correlations were observed within 
analyses of GSHP data for cabbage (Table 2.18).  However, significant negative correlations 
were observed between ITCs, specifically AITC and 3-B ITC, and a number of environmental 
variables as was seen in the full population and B. oleracea analyses.  ‘Precip. – Evap.’ showed 
significant negative correlations with these two ITC GSHPs, showing further evidence that 
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nitrile formation is influenced by soil moisture at harvest.  Highly significant positive 
correlations were also observed between goitrin and all measured GSs, besides glucoiberin and 
glucoraphanin.  This is likely due to the high positive correlations observed between progoitrin 
and all of these GSs in this crop (Table 2.17).  As for QRIP, only SF showed significant positive 
correlations for cabbage analyses.   
2.4.3 Percent nitrile formation 
Percent nitrile formation (Table 2.19), showed large differences between the exogenous and 
endogenous GSs tested in this study at one hour hydrolysis incubation.  Percent nitrile formation 
for exogenous GSs (benzyl GS and sinigrin) showed a range of 0-7.6% nitrile while endogenous 
GSs (gluconasturtiin and glucoraphanin) showed a range of 9-85.8% nitrile.  The effect of 
year/environment was also apparent, with significant (p<0.05) differences for percent nitrile 
formation between years for all GSs tested, according to Student’s t-tests.  Year effects were also 
apparent for the percent nitrile formed from endogenous GSs for individual varieties, with BNC 
and Marathon showing significant (p<0.05) differences between years for nitrile formation from 
gluconasturtiin, and Patron, Pirate, and Sultan showing significant (p<0.05) differences between 
years for nitrile formation from glucoraphanin, according to Tukey’s HSD analyses.  No 
significant year effects were observed for the percent nitrile formed from exogenous GSs within 
given varieties. 
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2.5 Discussion 
2.5.1 Repeatability (H) in Brassica oleracea subspecies and variance partitioning between 
environmental, genetic, and GxE effects. 
2.5.1.1 GSs and QRIP 
Because this experiment was only repeated over two years in one geographic location, 
interpretation of results must be constrained to that context.  However, some similarities with 
results from other research have been recognized and noted.  Analysis of variance of GSs and GS 
classes showed several interesting trends both for the SLS fixed effect analyses of individual GSs 
(Tables 2.3, 2.5, 2.7, & 2.9) and when those analyses were bulked into GS classes and population 
subsets for both SLS fixed effect analyses (Figure 2.1) and REML random effect analyses 
(Figure 2.2).  Among the GS classes, genetic factors accounted for the majority of variance in 
SLS analyses for almost every GS class in the full population and the subsets tested, with the one 
exception being total GSs in broccoli. Similar trends were seen in REML analyses, but with 
lower proportions of variance contributed to genetics in broccoli. These results indicate a high 
level of genetic control on glucosinolate production of every type in Brassica vegetable crops in 
general, which is similar to results found in a number of other studies (25, 284, 300-302).  
However, contrary to some previous studies (284, 301), but in agreement with others (25, 300), 
genetic variance components significantly influenced variance in indole GSs, particularly 
glucobrassicin (Tables 2.3, 2.5, 2.7, & 2.9).  As for differences in genetic control of GS 
production between subspecies, given the observed results in broccoli and cabbage (Figures 2.1 
& 2.2), it is likely to differ between Brassica crops when looked at more closely.  In this study, 
cabbage showed a larger average portion of total variance contributed to genetic effects for all 
GS classes compared to broccoli in both SLS and REML analyses.  In addition, F-tests from SLS 
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analyses tended to be more significant for genetic effects in cabbage compared to broccoli.  It is 
possible that the observed differences in genetic control of GS concentration are due to 
differences in the harvested tissue between broccoli and cabbage (i.e. floret and leaf tissue, 
respectively).  Different tissues are known to produce different GS profiles in cabbage (303) and 
broccoli (304), but no studies could be found at this time reporting differences between tissue 
types for the proportion of total variance contributed by genetic factors.  If these observed 
differences in genetic control of GS concentration are due to genetic differences between 
cabbage and broccoli, and are not artifacts of this experiment or due to differences in genetic 
regulation of GSs in different tissues, these results may indicate a source for novel GS-related 
gene alleles and/or promoter regions from cabbage that could be introgressed in backcross 
breeding programs for broccoli, the product of higher economic value in the U.S (305), in an 
effort to increase heritability of GS profiles.  However, it is possible that the different tissue 
types observed here (i.e. immature inflorescence and vegetative leaf tissue) respond to 
environmental cues differently.  It would make sense that flowering tissues are more responsive 
to environmental factors due to the importance of that portion of the plant life cycle.  In other 
words, it is possible that flowering tissues are inclined to respond more to environmental cues for 
GS variance as these tissues can less afford to be attacked by herbivores due to their importance 
in the context of plant life cycle.  Further work must be done to determine differences in 
proportion of the genetic control of GS variance in different tissues within these Brassica 
oleracea subspecies.    
Repeatability measurements were calculated for broccoli and cabbage with variance 
component estimates from both SLS and REML analyses (Table 2.20). The type of analysis had 
very little, if any, influence on the calculated repeatability measurement.  Analogous to the 
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results from the partitioning of variance, cabbage had higher repeatability measurements for all 
GSs and GS classes compared to broccoli.  This again indicates differences in the regulation of 
GS biosynthesis between the two crops, or possibly, between leaf tissue and floret tissue.  
ANOVA for QRIP showed a lower proportion of the total variance controlled by genetic 
factors across all analysis subsets compared to ANOVA of GS classes.  When comparing 
broccoli and cabbage, cabbage had a higher proportion of total variance in QRIP due to genetic 
effects, just as with GS classes.  However, to differing degrees depending on type of analysis 
(SLS/REML) and population subset, environment and GxE effects were also significant 
influences on total variation of QRIP.  The results observed in broccoli correspond to those seen 
by Ku et al. (25) and Farnham et al. (284).  These previous studies also attributed a large portion 
of variance in QRIP to environmental factors.  In this study, environmental factors accounted for 
47.9% and 27.3% of the total variance in broccoli QRIP for SLS and REML analyses, 
respectively.  In both cases, this was the largest contributing factor to QRIP variance (not 
considering the residual in the REML analysis).  Variance of QRIP associated with 
environmental factors in cabbage was far lower than broccoli, accounting for only 11.9% and 
8.8% of total variance for SLS and REML analyses, respectively. Tukey’s HSD analyses looking 
at differences in QRIP measurements across years in the different population subsets (Figure 2.3) 
illustrates the differences observed between the variance structures of broccoli (Figure 2.3; C) 
and cabbage (Figure 2.3; D).  Within this experiment, tested varieties of broccoli showed year 
effects that significantly separated the single season LS means of several varieties while this did 
not occur in cabbage varieties.   
Repeatability calculations for QRIP reflect the lesser degree of genetic contribution to total 
variance (Table 2.20) compared to GSs.  Values of 0.18 and 0.00 were calculated for cabbage 
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and broccoli, respectively.  The calculation of H = 0.00 for QRIP in broccoli was due to smaller 
MSG estimates relative to MSGE, resulting in σ2G estimates of zero (REML, bounded) and/or 
negative σ2G calculations (SLS).  These results, along with those from the partitioning of 
variance, indicate possible difficulty in breeding for increased QRIP through direct selection.  
Instead, if breeding for QRIP, it may be more beneficial to select for GSs known to have 
hydrolysis products that positively affect QRIP and also have high H values, such as glucoiberin 
(306) glucoraphanin (307), gluconasturtiin (308), and glucobrassicin (309).  Figure 2.4 shows LS 
means and letter groups from Tukey’s HSD analyses for the above-mentioned GSs while Figure 
2.5 shows results from the same analyses for QRIP.  These figures illustrate differences in 
varietal means among the broccoli and cabbage varieties tested as well as differences in 
subspecies means within Brassica oleracea for GSs that are known to have an effect on QRIP.  
According to these analyses, besides broccoli and cabbage, subspecies such as B. o. alboglabra 
(Chinese broccoli/gai-lan/kai-lan) and B. o. sabauda (Savoy cabbage) may be good sources for 
introgressions of GS-related gene alleles with positive impacts on QRIP in Brassica vegetable 
breeding programs.  Furthermore, several varieties within broccoli (‘BNC’, ‘Maximo’, and ‘VI-
158’) and cabbage (‘Baylo Lykorishko’, ‘Jotunka’, and ‘Kilis, Anatolia Local’) seem to be good 
candidates for breeding programs with the goal of increasing QRIP due to their high levels of at 
least one QRIP-related GS and relatively high QRIP values.   
There has been one documented case of introgressing chromosomal segments (containing at 
least one MYB28 homolog) from Brassica villosa into broccoli for the creation of Beneforté® 
broccoli.  This broccoli was reported to contain 2.5-3 times more glucoraphanin compared to the 
tested industry standard hybrids (310).  The breeding line created from the initial cross with B. 
villosa (428-11-69) was also shown to form a high proportion of ITCs compared to nitriles from 
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GS hydrolysis. The concentration of plant extract required to double QR activity (CD) from this 
line was 0.01 mg/ml compared to a CD of 0.84 mg/ml for Marathon extracts, the backcross 
parent in the creation of this line (311).  While the strategy of wide-cross introgressions has been 
shown to be effective in increasing GSs associated with QRIP, namely glucoraphanin, it is also 
very time consuming.  Although several factors may have delayed the timeline, there were 
fifteen years between the first report of the cross between B. oleracea and B. villosa (312) and 
the report of the release of Beneforté® broccoli (310).  It is known that crosses with species not 
adapted to agricultural production can have problems with linkage drag.  This requires several 
rounds of backcrossing to adapted varieties all while selecting for the retention of the trait of 
interest in each generation.  Crosses between adapted crop varieties of the same species will 
likely reduce the linkage drag and shorten the time from the initial cross to the development of 
elite hybrids or varieties.  However, it should be noted that these strategies are not mutually 
exclusive.  Introgressing chromosomal segments from agriculturally unadapted species into 
varieties and/or breeding lines that are already improved for production of GSs related to QRIP 
may allow for further improvement in chemopreventive bioactivity.   
2.5.1.2 GSHPs 
In order to aid discussion, the percent variance attributed to different effects for the different 
data sets discussed were averaged for GSHP precursors (Figure 2.6) and GSHP class (Figure 
2.7).  Variance in GSHPs from all GS precursors showed a high degree of genetic influence in all 
data sets, but particularly in the full population and B. oleracea, most likely due to the additional 
genetic variance effects included in those models.  This is related to the results seen in variance 
structures of the precursor GSs, as well as previous research that found a high degree of genetic 
control on GS content (25, 284, 300-302).  This pattern seems to also be present in broccoli, 
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although the ability to quantify only three GSHPs following a 24 hour hydrolysis incubation 
limits our ability to draw conclusions about GSHPs that may be present in broccoli hydrolysis 
extracts following shorter incubation times.  Many GSHPs are known to be volatile (313), 
particularly PEITC and AITC, created upon hydrolysis of gluconasturtiin and sinigrin (both 
present in our broccoli samples; Table 2.2), respectively.  These compounds have also been 
reported to have low water solubility compared to SF (314).  The potential loss of these 
hydrolysis products was considered, but it was decided to follow a 24 hour hydrolysis procedure 
so that quantified GSHPs could be correlated with previously collected QRIP data, the assay for 
which also followed a 24 hour hydrolysis.   
Variance structures of GSHPs created from cabbage tissue hydrolysis showed slightly less 
genetic control compared to broccoli.  In addition, the percent variance contributed by genetic 
effects was lower than that seen in the precursor aliphatic and aromatic GSs (Figure 2.1).  Lower 
genetic control of GSHP variance in cabbage may be contributed to the relatively high 
proportion of unexplained variance observed for ITCs, nitriles, and total GSHPs (Figure 2.7).  
Interestingly, when the data are separated in such a way by GSHP class, little difference is seen 
between total ITCs and total nitriles.  This is contradictory to what is observed in broccoli, which 
shows a large environmental effect on SFN (i.e. total nitrile) content.  These differences may be 
due to differences in the underlying genetics of the crops.  Alternatively, this could be due to 
differences in tissue type.  It is known that ITC and nitrile GSHPs are involved with complex 
interactions with insect herbivores, including being deterrents for generalists and attractants for 
parasitoids that may feed on specialists (2).  It is possible that due to the importance of floret 
tissue compared to leaf tissue in the life cycle of the plant, nitrile production could be heavily 
influenced by environmental cues, including perception of herbivory.   
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The observation of high environmental impact on SFN concentration in broccoli coincides 
with the low repeatability (H) seen for this GSHP (Table 2.21).  On the contrary, repeatability for 
both iberin and SF were very high (0.883 and 0.894, respectively).  This indicates the 
opportunity for successful breeding for these GSHPs in broccoli, both of which are known to 
induce QRIP.  Repeatability analysis of cabbage GSHPs showed high values for a number of 
GSHPs, with goitrin being the highest (0.948).  This is also highly desirable for a breeding 
program geared toward improved chemopreventive bioactivity of Brassica vegetables due to the 
anti-nutritional effects associated with goitrin (78, 79).   
2.5.2 Correlation analyses between environmental variables, GSs, GSHPs, and QRIP 
2.5.2.1 Correlations between the environment, GSs, and QRIP 
Our analyses showed several interesting correlations that, in some instances, were conserved 
across the different population subset analyses (Tables 2.11, 2.13, 2.15, & 2.17).  In terms of 
weather-related correlations, a larger number of significant correlations were seen in the full 
population, but with only two years of data, these correlations could be more related to overall 
year effects than the effect of the individual weather variable being correlated. The growing 
seasons of 2012 and 2013 were very different with respect to weather (Supplemental Figure 2.1).  
In 2012, seedlings were transplanted during a heat wave that negatively affected their 
establishment in the field.  This was compounded by a very cool, wet fall that increased the 
length of the growing season for a majority of the crop types.  The growing season in 2013 was 
more ideal with relatively mild temperatures and ample rainfall during the seedling establishment 
period, and average temperatures >60ºF well in to October.  Several weather variables calculated 
for the various population subsets  were largely influenced by these differences between growing 
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seasons, in particular ‘Days to Harvest’ (DTH), ‘Growing Degree Days’ (GDD), ‘Total Solar 
Radiation’, and ‘Total Precip.’ (Supplemental Tables 2.1-2.4).   
In agreement with Ku et al. (25), our experiment showed that GDD and accumulated solar 
radiation were significantly positively correlated with QRIP and a number of GSs (glucoiberin, 
glucobrassicin, and gluconasturtiin) in analysis of the full population (Table 2.11) and 
gluconasturtiin in analysis of B. oleracea data (Table 2.13).  A common finding in research 
concerning the effects of environmental conditions on GS content is that higher temperatures 
tend to be correlated with higher GS content in both field (315-317) and controlled experiments 
(318, 319).  Similar results were not observed in this experiment in terms of significant 
correlations, with the exception of a significant positive correlation between neoglucobrassicin 
and temperature at harvest in the B. oleracea analysis (Table 2.13).  However, in terms of LS 
means comparisons, the full population and all subsets analyzed showed the annual LS means for 
total GSs, total aliphatic GSs, total indole GSs, and average temperature at harvest were 
significantly higher in 2013 compared to 2012.  Total aromatic GSs (i.e. gluconasturtiin) was 
also significantly higher in 2013 for all analyses except for the full population.  Despite the 
higher GS contents seen in all population subsets in 2013, QRIP values were actually 
significantly lower in 2013 compared to 2012 for all tested population subsets besides cabbage 
(Supplemental Tables 2.1 – 2.4).  This result is a further indication that there are factors other 
than GSs influencing QRIP.     
One weather variable with significant correlations that is less influenced by overall year 
effects is ‘Precip. – Evap.’ (i.e. the growing season rain differential at time of harvest) because it 
is indicative of soil moisture at time of harvest independent of the length of the growing season.  
As a side note, ‘Precip./DTH’ (i.e. average daily precipitation during the growing season) was 
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also calculated and run in correlation analyses, but significant correlations were not unique from, 
and weaker than, those seen with ‘Precip. – Evap.’. A significant negative correlation between 
‘Precip. – Evap.’ and several GSs is observed in the correlation analysis of the full population 
(Table 2.11), B. oleracea (Table 2.13), and broccoli (Table 2.15).  To clarify, a negative 
correlation with this variable could be translated as dryer conditions (i.e. a more negative 
differential) being positively correlated with concentrations of these GSs or, alternatively, wetter 
conditions being negatively correlated with concentrations of these GSs.  While several GSs are 
negatively correlated with this variable in analyses for the full population, B. oleracea, and 
broccoli, gluconasturtiin seems to be most affected, as it is the only GS that shows a significant 
negative correlation in all three of these subset analyses.  These results may be related with those 
previously reported in canola wherein total GSs were found to decrease in seed cake after a 
certain threshold of post-anthesis moisture was met.  To clarify, the tested varieties of canola 
(Brassica napus) showed a curvilinear relationship with post-anthesis moisture so that total GSs 
increased up to approximately 140 mm of water, and started to decline as post-anthesis moisture 
increased past 140 mm (320).   
Moisture levels at harvest also seem to influence QRIP, although the specifics of this 
interaction are still unclear.  Contrary to Ku et al. (25), QRIP was positively correlated with 
‘Precip – Evap’ in analysis of broccoli data (Table 2.15), indicating that, for broccoli, QRIP was 
positively associated with soil moisture levels in our experiment.  There are several possible 
reasons for why these contradictory results were observed.  One possible reason for this 
discrepancy is that the differences in QRIP were influenced by a higher accumulation of 
compounds other than GSs that influence QRIP (204, 206, 321-323) in 2012 compared to 2013.  
As mentioned above, 2012 was a significantly longer growing season due to heat shock at 
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transplant and colder than average temperatures at time of harvest.  Also reported above, GDD 
and total solar radiation, two variables indicative of the length of the growing season, were 
positively correlated with QRIP in both the full population analysis of this experiment and Ku et 
al. (25).  Therefore, it may be that the relative length of the growing season, induced by lower 
temperatures or other reasons, is more influential on QRIP than soil moisture levels, possibly due 
to the accumulation of non-GS QR inducers.  In support of this, Ku et al. (257) reported GDD to 
be positively associated with total phenolic content.  Some phenolic compounds, such as several 
flavonols, have been associated with QRIP (324). Another possible explanation for lower QRIP 
values in 2013 despite higher overall GS content can be seen in a study done by Zhu and Loft 
(306) wherein they showed curvilinear relationships between QRIP and several GS/GSHP 
concentrations.  For example, optimal concentrations for QRIP for the hydrolysis products of 
glucoiberin (i.e. iberin and iberin nitrile) were reported to be 1 – 2.5 µg/ml with decreasing QRIP 
values as concentrations increased.  Similarly, QRIP values were maximized for the hydrolysis 
products of sinigrin, gluconapin, and glucoraphanin at 5, 5, and 10 µg/ml, respectively.  This 
indicates that more is not always better when it comes to GSs/GSHPs and their effect on QRIP. 
Yet a third possible explanation for the higher QRIP in 2012 despite lower total GS/GSHPs is the 
higher level of ITC GSHPs seen in 2012, although not always statistically significant 
(Supplemental Tables 2.3 – 2.6).  This will be examined in more detail in the discussion of 
percent nitrile formation results from broccoli tissue hydrolysis.  
2.5.2.2 Correlations among GSs and QRIP 
There were multiple significant (p <0.01; FDR adjusted) correlations among GSs and 
between GSs and QRIP.  Negative correlations were only seen in the analysis of the full 
population (Table 2.11).  Among these, negative correlations between sinigrin and a number of 
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GSs stand out.  Sinigrin is negatively correlated with progoitrin and glucoraphanin within the 
aliphatic GSs.  This negative correlation could perhaps be explained by the fact that sinigrin is a 
three carbon (3C) GS while glucoraphanin and progoitrin are four carbon (4C) GSs.  
Experiments in Arabidopsis and Brassica show that methylthio-alkylmalate synthase (MAM) 
gene homologs responsible for the length of the side-chain in aliphatic GSs, often referred to by 
the loci names GSL-PRO (3C GSs) and GSL-ELONG (4C GSs), can act simultaneously, so that 
plants can contain both 3C and 4C aliphatic GSs (325, 326).  While these studies may seem 
contrary to our results, the Arabidopsis ecotypes surveyed (326) showed a clear predilection 
toward either 3C or 4C aliphatic GSs. This shows that null or low activity alleles at either the 
GSL-ELONG or GSL-PRO loci, respectively, is a common occurrence that leads to negative 
correlations between 3C and 4C aliphatic GSs.  Another possible explanation for our results is 
that the negative correlation observed in this diverse population of Brassica crops could exist due 
to selection for or against the pungent sinigrin (3C) hydrolysis product, allyl isothiocyanate 
(AITC), during development of varieties or landraces for different crops.  For example, breeding 
programs for mustard crops would be more likely to select for the pungent GSHPs of sinigrin, 
while this aroma and flavor may be seen as unfavorable in other crops.  Results of this type of 
selection could explain negative associations between 3C and 4C aliphatic GSs seen in this 
survey of cultivated Brassica crops. 
Sinigrin and gluconapin are significantly positively correlated with total aliphatic GSs and 
total GSs in the full population (Table 2.11), B. oleracea (Table 2.13), and cabbage (Table 2.17).  
In addition, significant correlations were also observed between progoitrin and total aliphatic 
GSs as well as total GSs in B. oleracea and cabbage, but not in the full population or in broccoli 
(Table 2.15).  The significant correlations observed in our study are in agreement with 
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Kliebenstein et al. (326) who reported a positive association between AOP2 activity and total 
GSs in A. thaliana.  AOP2 is responsible for the alkenylations of glucoiberin (3C) and 
glucoraphanin (4C) to produce sinigrin (3C) and gluconapin (4C), respectively (75).  Therefore, 
this correlation between aliphatic/total GSs and sinigrin/gluconapin can be interpreted as a 
positive correlation between AOP2 activity and total GSs.  In addition, reports from QTL studies 
in A. thaliana show AOP2 (i.e. GS-ALK locus) to epistatically interact and perhaps regulate 
expression of other GS regulatory/biosynthesis loci, including MYB28 and MAM/GS-ELONG 
(327-331).  These studies support the conclusion that AOP2 activity influences overall flux 
through the aliphatic GS biosynthesis pathway in A. thaliana, and this regulation seems to be at 
least partially conserved in Brassica crop species.  Some evidence exists in results from Sotelo et 
al. (330) that AOP2 activity may also influence the indole GS pathway.  This can also be seen in 
our result of a significant positive correlation between progoitrin and glucobrassicin/total indole 
GSs in the full population, B. oleracea, and cabbage analyses.  Significant correlations were not 
seen in broccoli likely due to the apparent null or low function of AOP2 in the screened broccoli 
lines evidenced by the low accumulation, if any, of the downstream GSs gluconapin, sinigrin, 
and progoitrin (Table 2.1).   
Results from research that studied the effect of ectopic AOP2 expression recovery in A. 
thaliana ecotype Columbia, which has no endogenous AOP2 activity, showed approximately a 
two-fold increase in aliphatic glucosinolates after AOP2 activity was restored (328, 332).  
Contrarily, RNAi knockout of AOP2 expression in B. napus led to no apparent change in 
aliphatic and total GSs (calculated from published data in (333)).  This raises the question 
whether or not aliphatic and overall GS levels could be increased in broccoli by the addition of a 
functional AOP2 allele.  A functional AOP2 allele in a GS-OH negative background could 
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theoretically increase beneficial aliphatic GSs, such as glucoraphanin and glucoiberin, without 
increasing the anti-nutritional effects associated with large levels of progoitrin.  Despite having 
an apparent null or low functioning AOP2 allele, the broccoli varieties surveyed still contain 
respectable levels of total aliphatic GSs and total GSs.  However, these levels are significantly 
lower than the cabbage varieties surveyed (less than half total aliphatic GSs; Figure 2.8), which 
have increased AOP2 activity compared to broccoli apparent from the higher average levels of 
sinigrin, gluconapin, and progoitrin (Table 2.1).  It is possible that an extreme decrease in 
aliphatic and total GSs is not seen in broccoli compared to cabbage because AOP2 is still 
transcribed in broccoli (Chapters 3 & 4). It is unknown if these AOP2 transcripts are translated 
into proteins of null or low function, or if there is post-transcriptional regulation that results in a 
lack of translation of the AOP2 transcript.  Perhaps the transcription of AOP2 is enough to 
induce the positive regulatory effects this gene has been associated with. This is a question that 
should be addressed in future research. 
Correlations among the indole and aromatic GSs showed fewer interesting trends.  The 
indole GS, glucobrassicin, was, in general, the major indole product.  This is evident from the 
strong correlations between glucobrassicin and total indole GSs in all analysis subsets (Tables 
2.11, 2.13, 2.15, & 2.17).  However, Brassica rapa crops may be the exception to this, as the few 
accessions from the B. rapa crops surveyed showed higher neoglucobrassicin levels compared to 
glucobrassicin (Table 2.1).  This may be due to increased CYP81F4 activity, the enzyme 
putatively responsible for conversion of glucobrassicin to neoglucobrassicin (334) in B. rapa.  
Further work should be done to determine if B. rapa crops have higher transcription rates of 
CYP81F4 homologs compared to other Brassica crops and if transcription of these homologs (or 
a subset of the homologs) correlate with neoglucobrassicin content.  As for aromatic GSs, 
 77 
 
gluconasturtiin correlated with total GSs in B. oleracea (Table 2.13), broccoli (Table 2.15), and 
cabbage (Table 2.17) and at least one indole GS in all subset analyses.  Aromatic GSs, such as 
gluconasturtiin, are known to share at least a couple genes with the indole GS biosynthetic 
mechanism, namely genes involved in the core structure formation, CYP83B1 (335) and SOT16 
(336, 337).  The sharing of these biosynthetic genes may at least partially explain the correlation 
between these GS classes.  It is currently unknown whether or not these two pathways also share 
regulatory mechanisms. 
Correlations between QRIP and GSs are less consistent across analyses.  Glucoraphanin and 
total indole GSs are both significantly positively correlated with QRIP in the full population 
(Table 2.11) and B. oleracea (Table 2.13) analyses, but these positive correlations do not show 
up in analyses for broccoli (Table 2.15) or cabbage (Table 2.17). Weak positive correlations 
were still observed between these variables (data not shown) but the significance of those 
correlations was below the self-imposed 0.01 FDR-adjusted p-value threshold due to decreased 
degrees of freedom with the smaller data sets.  Significant positive correlations have been 
previously reported in broccoli between glucoraphanin and QRIP (284).  In the broccoli varieties 
surveyed in this experiment, only negative correlations with neoglucobrassicin and 
gluconasturtiin were significant.  These results are contrary to Ku et al. (25) that showed 
significant positive correlations between QRIP and gluconasturtiin as well as two 
neoglucobrassicin hydrolysis products.  Cabbage showed no significant correlations between 
QRIP and GSs.   Although only a few studies could be found at this time that correlate in planta 
concentrations of GSs with QRIP, the results appear inconsistent.  This is further evidence that 
breeding directly for QRIP may be difficult due to a wide variety of factors that influence QRIP 
that can be highly variable between years.   
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The variation imposed on QRIP by the environment is significant and requires further 
investigation.  QRIP appears to be a highly polygenic trait that, like yield, must be broken down 
into different components in order to improve efficiently.  Breeding for higher levels of 
individual GSs/GSHPs that have high heritabilities and positively affect QRIP in in vitro and in 
vivo studies is only one component in breeding for higher QRIP.  Other classes of compounds 
that affect QRIP, such as phenols and flavonoids, must be investigated to determine the impact 
of individual phenolic or flavonoid compounds on QRIP and the heritability of those compounds. 
Furthermore, it must be proven that these compounds can be increased without markedly 
decreasing the fitness and harvestable yield of the crop being manipulated.   
2.5.2.3 Correlation analyses with GSHPs   
An interesting pattern that emerged from our correlation analyses is that between 
environmental factors and GSHPs.  As discussed above, the growing seasons of 2012 and 2013 
were very different with respect to weather (Supplemental Figure 2.1).  Because only a subset of 
varieties was used for GSHP analysis, environmental variables were recalculated for the full 
population and B. oleracea for only the varieties used (Supplemental Tables 2.5 & 2.6).  Several 
environmental variables were largely influenced by these differences between growing seasons, 
in particular DTH, GDD, ‘Total Solar Radiation’, and ‘Total Precip.’.   
As reported above, in analyses for both the full population (Table 2.12) and B. oleracea 
(Table 2.14), a number of nitrile GSHPs showed positive correlations with variables related to 
the length of the season and a negative correlation with average air temperature at harvest.  This 
seems to indicate that if plants are harvested later in the growing season, and it is subsequently 
colder, the percent nitrile formed upon GS hydrolysis is increased.  This result seems 
contradictory to several reports that ITCs are in fact more potent protectants against fungal 
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and/or bacterial infection (4, 5, 330), which one would think would be more likely later in the 
growing season as temperatures decrease.  This counterintuitive observation may be at least 
partially explained by the observation that certain crops that naturally have a longer growing 
season, such as B. o. gemmifera (Brussels sprouts), have higher nitrile formation due to genetic 
effects and not environmental effects (Supplemental Table 2.6).  In agreement with the notion 
that nitrile formation would decrease with decreasing temperatures, correlation analyses of nitrile 
formation activity upon hydrolysis of broccoli tissue, as well as SFN, showed negative 
correlations with environmental variables associated with the length of the season (Table 2.16).  
The apparent contradiction in the response of nitrile formation activity to environmental factors 
between broccoli and B. oleracea as a whole should be further investigated to determine the 
validity of these results.  
There were a few significant correlations between QRIP and GSHPs, although relatively 
weak.  The GSHP that most often showed a significant positive correlation was SF, while nitrile 
GSHPs tended to show negative correlations.  This is in agreement with conventional knowledge 
that some of the more chemoprotective GSHPs are ITCs (338).  The negative correlations 
observed were likely due to the fact that those GSHPs are produced at the expense of ITCs.  
These results support the idea that if breeding for chemopreventive bioactivity, one important 
breeding goal would be to reduce the production of nitrile GSHPs.  There are a couple 
mechanisms by which this can be achieved, which are discussed in more detail below. 
2.5.3 Nitrile formation activity   
Nitrile formation is known to be affected by ESP and ESM1, with ESP influencing aglycone 
rearrangement toward nitrile formation and ESM1 contributing toward the blocking of ESP 
activity, resulting in increased ITC formation (88, 89, 339).  Therefore, it seems likely that the 
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changes in nitrile formation associated with environmental variables is likely at least partially 
due to changes in the abundance of these enzymes.  Significant year effects were observed for 
nitrile formation activity for all tested GSs (Table 2.19), with 2012 having lower percent nitrile 
formation for all tested GSs.  This corresponds to the observation discussed above that despite 
higher GS/GSHP concentrations in 2013, QRIP values were in fact higher, on average, in 2012.  
The higher QRIP values observed for 2012 may be attributed to higher ITC formation.  The 
percent nitrile formation assay was not performed for the remainder of surveyed Brassica species 
besides broccoli, so further experimentation is required to determine if the lower percent nitrile 
formation observed for broccoli grown in 2012 is also seen for other crops.  Correlation analyses 
indicate that environmental effects on nitrile formation may not be consistent across Brassica 
species, as many nitrile GSHPs positively correlated with environmental variables associated 
with season length in the full population (Table 2.12) and B. oleracea (Table 2.14) analyses. 
The significant year effects observed for percent nitrile formation is also an indicator of the 
importance of environmental cues on the abundance/activity of ESP and ESM1.  Ku et al. (26) 
reported increases in the transcription of both of these genes in response to MeJA treatment, an 
elicitor of JA responsive genes.  It is known that JA is involved in response to insect and microbe 
perception (214), both factors that are likely confounded with the environmental effects 
discussed in this report.  It is possible that the observed changes in percent nitrile formation in 
this experiment are due to changes in the plant in JA response, but there is also the possibility of 
redundant mechanisms that perceive day length, temperature changes, soil moisture, or other 
environmental factors that are associated with increased probabilities of pathogen or insect 
attack.  Further work must be done utilizing controlled environments where these factors can be 
manipulated to parse apart this complex interaction.  Understanding how genetic 
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backgrounds/varieties differentially respond to manipulations of these factors may eventually 
lead to characterization of the underlying genetic mechanisms responsible for the differences 
between varieties for nitrile formation in response to year effects observed in this experiment.   
Another interesting result observed in the study of nitrile formation in this experiment was 
the difference in percent nitrile observed for glucoraphanin hydrolysis with a one hour 
incubation and a 24 hour incubation period.  There are at least a couple possible explanations for 
this result.  The large decrease seen in percent nitrile after 24 hours of hydrolysis incubation 
compared to a one hour incubation could be due to a loss of SFN through volatilization, whereas 
SF is known to be very water soluble.  It is known that many GSHPs are volatile and not very 
water soluble, but no information could be found at this time on the volatility of SFN.  Another 
possible explanation is that each ESP protein is only able to influence the rearrangement of a 
finite number of aglycones to the corresponding nitrile GSHP, either due to depletion of 
cofactors, such as Fe2+ (83, 88), or physical limitations of the protein itself.  As incubation time is 
increased, endogenous Fe2+ and/or functional ESP may be depleted, resulting in a burst of nitrile 
formation early in the incubation and subsequent dilution of the nitrile by SF formation as 
incubation time increases.   
 In addition to significant year effects, there was also a large difference between the 
endogenous and exogenous GSs tested for the percent nitrile formed upon GS hydrolysis.  Nitrile 
formation activity for the exogenous GSs, benzyl GS and sinigrin, showed a range of 0-7.6% 
nitrile while the endogenous GSs, glucoraphanin and gluconasturtiin, showed a range of 9-85.8% 
nitrile following a one hour hydrolysis.  In addition, endogenous GSs showed a higher proportion 
of variance attributed to genetic factors, while exogenous GSs showed a larger unexplained 
variance affect (Figure 2.9).  The first possible explanation of these results is that the high 
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concentration of the exogenous GSs in the hydrolysis solution used resulted in occupancy of ESP 
or other nitrile forming proteins allowing for an increased chance of these GSs reacting with a 
free myrosinase.  The reaction of myrosinase with GSs in the absence of specifier proteins and 
Fe2+ has been shown to result in the creation of only ITCs (88).  Another conceivable explanation 
is the possibility of substrate specificity of ESP, or possibly other nitrile specifier proteins, for 
endogenous GSs.  Further work must be done to determine if either of the reasons hypothesized 
here for the observed discrepancy in nitrile formation between exogenous and endogenous GSs 
are valid. 
In conclusion, the variation imposed on nitrile formation activity by the environment is 
something that warrants further investigation.  Understanding the underlying mechanisms could 
lead to the ability to more effectively breed for increased QRIP via increasing ITC content.  On a 
related note, the differences in the direction of correlations for several GSHPs with weather 
variables between B. oleracea and broccoli alone is also something that requires further 
examination, perhaps through controlled growth chamber studies.  Lastly, the differences in 
percent nitrile formed from the endogenous versus the exogenous GSs tested is a very interesting 
prospect of further work.  Ectopic expression of ESPs from various Brassica crops with 
differences in endogenous GSs along with controlled ‘feeding’ of GSs that are endogenous and 
exogenous to those specific crops may help to answer the question of substrate specificity.  This 
should be done with several concentrations of both the endogenous and exogenous GSs to 
determine if starting concentration shows a large effect on the nitrile formation. 
 
 83 
 
2.6 Tables and Figures 
Table 2.1 Varietal means ± SD (µM/g DW) of GS content and QRIP for accessions grown in 2012 & 2013 
 
juncea longidens BUDAKALASZI FEKETE Hungary 531272 leaf 0.15 ± 0.17 0.00 ± 0.00 0.00 ± 0.00 76.83 ± 10.72 0.88 ± 0.21 77.87 ± 11.02 0.25 ± 0.06 0.13 ± 0.03 0.38 ± 0.09 0.00 ± 0.00 78.25 ± 11.08 1.43 ± 0.29
juncea multiceps Second Flat Mustard China 662732 leaf 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 61.96 ± 14.33 1.24 ± 0.43 63.20 ± 14.73 0.22 ± 0.05 0.08 ± 0.02 0.29 ± 0.05 0.13 ± 0.15 63.62 ± 14.86 1.21 ± 0.19
juncea napiformis Grey Leaf Root Mustard China 662736 leaf 0.10 ± 0.16 14.19 ± 3.47 0.31 ± 0.25 1.90 ± 2.06 5.04 ± 1.59 21.54 ± 6.12 1.71 ± 0.45 4.58 ± 0.98 6.29 ± 1.18 1.76 ± 0.47 29.59 ± 7.48 1.33 ± 0.12
juncea napiformis Grey Leaf Root Mustard China 662736 root 0.00 ± 0.00 8.79 ± 0.75 0.06 ± 0.10 0.16 ± 0.06 1.32 ± 0.26 10.33 ± 0.65 2.14 ± 0.28 0.96 ± 0.44 3.10 ± 0.58 1.84 ± 0.29 15.26 ± 0.46 1.35 ± 0.02
juncea rugosa Miike Giant Japan 662698 leaf 0.29 ± 0.18 0.07 ± 0.16 0.00 ± 0.00 34.12 ± 11.95 2.25 ± 1.09 36.74 ± 13.04 0.16 ± 0.05 0.18 ± 0.10 0.34 ± 0.12 0.33 ± 0.21 37.41 ± 13.30 1.33 ± 0.19
juncea rugosa Serifon Japan 662699 leaf 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 54.33 ± 3.78 1.90 ± 0.28 56.23 ± 4.04 0.16 ± 0.03 0.13 ± 0.03 0.29 ± 0.02 0.11 ± 0.13 56.64 ± 4.15 1.30 ± 0.21
juncea strumata Horned Mustard Japan 662697 leaf 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 38.24 ± 7.65 0.15 ± 0.22 38.39 ± 7.77 0.31 ± 0.20 0.14 ± 0.08 0.44 ± 0.20 0.45 ± 0.38 39.28 ± 8.09 1.22 ± 0.11
juncea strumata Swollen Stem Japan 662696 leaf 0.04 ± 0.09 0.00 ± 0.00 0.00 ± 0.00 42.29 ± 8.60 0.19 ± 0.15 42.51 ± 8.68 0.38 ± 0.12 0.07 ± 0.02 0.46 ± 0.12 0.55 ± 0.22 43.52 ± 8.73 1.21 ± 0.35
napus pabularia Red Russian US - leaf 0.00 ± 0.00 11.13 ± 1.13 1.39 ± 0.68 0.28 ± 0.12 1.62 ± 0.47 14.43 ± 1.06 6.14 ± 3.75 3.15 ± 0.95 9.29 ± 4.67 1.72 ± 0.38 25.44 ± 5.06 1.40 ± 0.23
napus pabularia Red Winter US - leaf 0.00 ± 0.00 10.96 ± 3.36 0.79 ± 0.73 0.07 ± 0.11 1.29 ± 0.83 13.11 ± 4.74 6.14 ± 3.92 3.40 ± 1.54 9.53 ± 5.31 2.20 ± 0.68 24.84 ± 3.57 1.40 ± 0.29
nigra - 114-0049-67 Spain 597829 leaf 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 4.14 ± 3.21 67.83 ± 25.66 71.97 ± 28.12 0.12 ± 0.07 0.13 ± 0.06 0.24 ± 0.05 0.14 ± 0.15 72.35 ± 28.26 1.37 ± 0.18
nigra - 77-1428 US 458981 leaf 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 47.76 ± 8.60 0.02 ± 0.06 47.79 ± 8.55 0.22 ± 0.03 0.07 ± 0.03 0.30 ± 0.06 0.19 ± 0.16 48.27 ± 8.68 1.37 ± 0.28
oleracea alboglabra 435900 Spain 435900 floret/stem 0.00 ± 0.00 6.53 ± 1.09 1.78 ± 0.57 0.26 ± 0.35 24.02 ± 5.91 32.60 ± 6.57 10.81 ± 2.84 2.26 ± 1.37 13.06 ± 2.31 1.25 ± 0.15 46.91 ± 7.55 1.65 ± 0.23
oleracea alboglabra Bhug-Gana Thailand 249556 floret/stem 1.14 ± 0.62 4.61 ± 3.96 3.29 ± 1.70 6.44 ± 1.71 30.10 ± 7.91 45.58 ± 11.55 0.60 ± 0.19 1.23 ± 0.79 1.83 ± 0.77 1.06 ± 0.31 48.47 ± 12.10 1.38 ± 0.20
oleracea alboglabra G 28307 China 662520 floret/stem 0.16 ± 0.19 3.83 ± 1.82 6.16 ± 1.23 0.58 ± 0.49 17.96 ± 4.78 28.69 ± 4.80 1.82 ± 0.65 2.62 ± 1.28 4.44 ± 1.84 0.99 ± 0.29 34.11 ± 6.52 1.59 ± 0.23
oleracea botrytis Perfection (De Massy) France 204782 floret/stem 1.23 ± 1.50 0.16 ± 0.39 0.13 ± 0.32 1.35 ± 1.85 0.08 ± 0.19 2.94 ± 4.20 1.77 ± 0.91 0.70 ± 0.74 2.46 ± 1.55 1.22 ± 0.82 6.63 ± 6.08 1.35 ± 0.37
oleracea botrytis Snow Ice S. Korea 508410 floret/stem 1.28 ± 0.48 0.00 ± 0.00 0.00 ± 0.00 1.02 ± 0.09 0.00 ± 0.00 2.30 ± 0.55 7.55 ± 2.16 2.13 ± 1.01 9.68 ± 3.01 0.95 ± 0.20 12.93 ± 3.53 1.60 ± 0.35
oleracea capitata 214148 India 214148 leaf 2.02 ± 0.46 1.15 ± 0.57 0.89 ± 0.34 3.27 ± 1.56 0.69 ± 0.32 8.02 ± 2.11 1.68 ± 0.51 0.18 ± 0.05 1.86 ± 0.53 1.41 ± 0.55 11.29 ± 2.24 1.40 ± 0.22
oleracea capitata 229747 Iran 229747 leaf 1.88 ± 1.01 0.57 ± 0.32 1.96 ± 1.40 1.29 ± 0.85 0.21 ± 0.12 5.92 ± 2.27 3.94 ± 2.37 0.49 ± 0.46 4.43 ± 2.78 0.98 ± 0.33 11.33 ± 4.77 1.66 ± 0.27
oleracea capitata Baylo Lykorishko Bulgaria 662573 leaf 0.46 ± 0.19 0.06 ± 0.10 4.13 ± 0.94 0.06 ± 0.09 0.00 ± 0.00 4.71 ± 0.89 4.71 ± 1.60 0.67 ± 0.33 5.38 ± 1.47 1.51 ± 0.27 11.59 ± 1.42 1.64 ± 0.20
oleracea capitata Jotunka Norway 330396 leaf 3.12 ± 2.48 0.86 ± 0.31 0.82 ± 0.35 3.70 ± 1.83 0.30 ± 0.08 8.80 ± 4.07 2.32 ± 0.88 0.64 ± 0.25 2.96 ± 0.97 1.11 ± 0.31 12.88 ± 4.24 1.65 ± 0.26
oleracea capitata Kilis, Anatolia Local US 344065 leaf 1.60 ± 1.00 5.34 ± 1.10 1.69 ± 0.81 8.21 ± 0.83 1.79 ± 0.55 18.62 ± 1.53 7.99 ± 0.74 1.01 ± 0.13 9.00 ± 0.66 2.25 ± 0.35 29.87 ± 1.77 1.83 ± 0.14
oleracea capitata Snow Resisting (Vilmorin) France 245023 leaf 2.54 ± 1.61 2.15 ± 1.49 1.19 ± 1.33 3.96 ± 1.60 0.94 ± 0.64 10.78 ± 3.93 6.48 ± 4.81 0.78 ± 0.62 7.26 ± 5.29 1.57 ± 0.50 19.61 ± 8.98 1.41 ± 0.36
oleracea gemmifera -1/57 Ireland 243050 leaf 2.25 ± 0.76 2.63 ± 1.12 0.88 ± 0.36 4.46 ± 1.31 1.13 ± 0.49 11.34 ± 3.34 10.88 ± 1.23 0.79 ± 0.38 11.68 ± 1.55 2.27 ± 0.74 25.28 ± 5.03 1.25 ± 0.18
oleracea gemmifera Jersey Austrailia 209942 leaf 1.57 ± 0.95 6.34 ± 4.14 1.05 ± 0.69 4.79 ± 2.05 1.39 ± 0.82 15.14 ± 7.56 11.11 ± 3.09 0.74 ± 0.50 11.85 ± 3.51 4.18 ± 1.52 31.18 ± 12.00 1.25 ± 0.45
oleracea gongylodes Early White Vienna US 662671 stem 0.06 ± 0.10 0.00 ± 0.00 0.03 ± 0.07 0.00 ± 0.00 0.00 ± 0.00 0.09 ± 0.15 0.32 ± 0.08 0.31 ± 0.12 0.63 ± 0.19 0.08 ± 0.10 0.81 ± 0.18 1.02 ± 0.50
oleracea gongylodes Roggli's Freiland Switzerland 188610 stem 0.32 ± 0.17 0.00 ± 0.00 0.37 ± 0.28 0.03 ± 0.04 0.00 ± 0.00 0.72 ± 0.37 0.33 ± 0.15 0.55 ± 0.24 0.89 ± 0.30 0.07 ± 0.07 1.68 ± 0.69 1.21 ± 0.30
oleracea gongylodes Weide Biata Poland 662560 stem 0.05 ± 0.06 0.01 ± 0.02 0.14 ± 0.01 0.04 ± 0.09 0.00 ± 0.00 0.24 ± 0.15 0.57 ± 0.07 0.27 ± 0.04 0.84 ± 0.07 0.04 ± 0.04 1.12 ± 0.20 0.93 ± 0.32
oleracea gongylodes White Vienna Netherlands 662563 stem 0.07 ± 0.08 0.00 ± 0.00 0.14 ± 0.03 0.04 ± 0.09 0.00 ± 0.00 0.25 ± 0.16 0.31 ± 0.15 0.31 ± 0.14 0.62 ± 0.16 0.05 ± 0.06 0.92 ± 0.28 0.89 ± 0.38
oleracea italica BNC US - floret/stem 0.63 ± 0.44 0.00 ± 0.00 7.20 ± 2.97 0.04 ± 0.09 0.00 ± 0.00 7.87 ± 3.28 3.91 ± 1.60 2.60 ± 0.88 6.51 ± 2.07 0.98 ± 0.34 15.35 ± 4.66 1.75 ± 0.29
oleracea italica Marathon US - floret/stem 0.43 ± 0.24 0.00 ± 0.00 2.35 ± 0.55 0.09 ± 0.15 0.00 ± 0.00 2.88 ± 0.85 2.70 ± 0.80 2.50 ± 1.97 5.20 ± 2.51 1.76 ± 0.96 9.84 ± 4.05 1.51 ± 0.40
oleracea italica Maximo US - floret/stem 0.00 ± 0.00 0.00 ± 0.00 2.36 ± 0.71 0.06 ± 0.10 0.00 ± 0.00 2.42 ± 0.76 4.11 ± 1.41 2.57 ± 2.19 6.68 ± 3.47 2.07 ± 1.03 11.17 ± 5.12 1.61 ± 0.41
oleracea italica Patron US - floret/stem 0.03 ± 0.08 0.00 ± 0.00 2.98 ± 1.19 0.29 ± 0.51 0.00 ± 0.00 3.30 ± 1.36 2.36 ± 0.79 2.62 ± 1.38 4.98 ± 1.70 1.37 ± 0.65 9.65 ± 3.48 1.76 ± 0.13
oleracea italica Pirate US - floret/stem 0.26 ± 0.63 0.18 ± 0.15 3.24 ± 2.66 0.11 ± 0.12 0.00 ± 0.00 3.79 ± 3.36 2.57 ± 0.82 0.88 ± 0.55 3.45 ± 1.16 0.97 ± 0.65 8.21 ± 3.86 1.60 ± 0.20
oleracea italica Sultan US - floret/stem 0.00 ± 0.00 0.03 ± 0.07 2.88 ± 1.36 0.06 ± 0.09 0.00 ± 0.00 2.96 ± 1.40 4.81 ± 1.92 2.74 ± 0.71 7.55 ± 2.45 1.29 ± 0.25 11.80 ± 2.38 1.72 ± 0.17
oleracea italica VI158 US - floret/stem 0.36 ± 0.41 0.26 ± 0.32 2.74 ± 1.16 0.25 ± 0.30 0.00 ± 0.00 3.61 ± 2.06 5.87 ± 1.62 2.58 ± 1.23 8.45 ± 1.43 0.85 ± 0.18 12.91 ± 3.19 1.57 ± 0.11
oleracea sabauda 3800005 Hungary 507856 leaf 4.67 ± 3.05 0.25 ± 0.20 0.20 ± 0.23 4.63 ± 2.84 0.00 ± 0.00 9.74 ± 6.20 6.07 ± 2.79 4.13 ± 2.98 10.20 ± 5.76 3.34 ± 0.42 23.28 ± 11.65 1.54 ± 0.28
oleracea sabauda Cavolo Verza Grosso Delle UK 662660 leaf 3.86 ± 2.00 0.30 ± 0.24 1.36 ± 0.93 1.54 ± 0.81 0.05 ± 0.11 7.10 ± 3.17 22.37 ± 7.95 3.27 ± 2.74 25.64 ± 10.42 3.48 ± 2.13 36.22 ± 11.69 1.52 ± 0.22
oleracea sabauda Late Drumhead Savoy Scotland 280068 leaf 3.00 ± 1.38 1.39 ± 0.82 2.39 ± 1.77 2.02 ± 0.62 0.22 ± 0.25 9.03 ± 1.84 19.82 ± 8.27 2.95 ± 2.78 22.77 ± 10.91 1.92 ± 0.58 33.72 ± 11.48 1.60 ± 0.45
oleracea sabauda Roi de L'hiver France 245022 leaf 1.43 ± 0.45 1.32 ± 0.46 1.80 ± 0.65 1.22 ± 0.53 0.63 ± 0.32 6.40 ± 1.30 11.85 ± 1.68 1.20 ± 0.79 13.05 ± 2.06 1.18 ± 0.27 20.64 ± 2.73 1.43 ± 0.32
oleracea sabellica Vates US 662768 leaf 0.57 ± 0.13 19.16 ± 4.02 1.50 ± 0.73 8.72 ± 2.02 8.94 ± 1.95 38.89 ± 7.94 12.09 ± 5.10 2.45 ± 0.99 14.54 ± 5.95 0.81 ± 0.17 54.24 ± 12.40 1.53 ± 0.20
oleracea viridis Dwarf Blue Curled Vates US - leaf 1.52 ± 0.35 0.00 ± 0.00 0.04 ± 0.09 1.05 ± 1.00 0.25 ± 0.61 2.85 ± 0.97 5.77 ± 3.10 0.75 ± 0.26 6.51 ± 3.31 0.33 ± 0.16 9.70 ± 3.08 1.33 ± 0.33
oleracea viridis No. 9809 Syria 181720 leaf 0.83 ± 0.35 0.57 ± 0.64 3.06 ± 1.57 0.28 ± 0.07 0.00 ± 0.00 4.73 ± 2.50 10.51 ± 5.24 2.04 ± 3.14 12.56 ± 7.86 1.69 ± 0.95 18.98 ± 9.98 1.71 ± 0.52
rapa chinensis Peng Pu Chang Chsai China 430484 leaf 0.06 ± 0.14 1.70 ± 0.50 0.03 ± 0.09 0.17 ± 0.32 7.47 ± 0.93 9.44 ± 1.07 0.55 ± 0.15 5.08 ± 1.01 5.63 ± 1.14 3.67 ± 0.51 18.73 ± 1.79 1.52 ± 0.20
rapa perviridis Okiyo F1 US 662627 leaf 0.27 ± 0.36 0.63 ± 0.40 0.22 ± 0.44 0.14 ± 0.22 15.26 ± 2.59 16.51 ± 2.24 0.49 ± 0.16 11.69 ± 1.74 12.18 ± 1.79 1.49 ± 0.26 30.18 ± 2.99 0.90 ± 0.38
rapa rapa Crawford US 662695 leaf 0.00 ± 0.00 0.73 ± 0.31 0.00 ± 0.00 0.04 ± 0.10 23.74 ± 3.62 24.51 ± 3.89 1.38 ± 0.30 4.55 ± 1.86 5.93 ± 2.13 1.42 ± 0.28 31.87 ± 5.88 1.07 ± 0.45
rapa rapa Crawford US 662695 root 0.00 ± 0.00 6.28 ± 2.16 0.00 ± 0.00 0.00 ± 0.00 5.68 ± 1.83 11.96 ± 2.90 0.97 ± 0.24 2.02 ± 0.32 2.98 ± 0.52 2.86 ± 0.53 17.80 ± 2.39 1.16 ± 0.49
rapa rapa Kuuziku Estonia 633172 leaf 0.04 ± 0.10 4.55 ± 1.73 0.15 ± 0.17 0.31 ± 0.40 1.18 ± 0.60 6.23 ± 2.43 2.37 ± 4.11 9.50 ± 6.54 11.88 ± 10.34 2.19 ± 1.40 20.30 ± 13.08 1.22 ± 0.32
rapa rapa Kuuziku Estonia 633172 root 0.00 ± 0.00 5.07 ± 1.14 0.05 ± 0.08 0.10 ± 0.15 0.99 ± 0.21 6.21 ± 1.38 2.34 ± 0.79 2.65 ± 0.38 5.00 ± 0.79 3.08 ± 0.39 14.28 ± 2.41 1.12 ± 0.47
TissueSpecies Subspecies Variety Country PI#
Aliphatic Indoles
Glucoiberin Progoitrin Glucoraphanin Sinigrin Gluconapin Total Aliphatics Glucobrassicin Neoglucobrassicin Total Indoles Gluconasturtiin Total GSs QRIP
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Table 2.2 Varietal means ± SD (µM/g DW) of GSHP content for all tested samples 
  
juncea multiceps Second Flat Mustard China 662732 leaf 0.04 ± 0.09 0.00 ± 0.00 0.23 ± 0.41 0.00 ± 0.00 0.04 ± 0.04 0.42 ± 0.48 1.43 ± 0.86 0.01 ± 0.01 0.00 ± 0.00 0.07 ± 0.05 0.01 ± 0.01 1.74 ± 0.69 0.51 ± 0.46 2.25 ± 0.99
juncea napiformis Grey Leaf Root Mustard China 662736 leaf 0.00 ± 0.00 1.26 ± 0.45 7.11 ± 1.08 0.00 ± 0.00 0.13 ± 0.12 0.04 ± 0.09 0.56 ± 0.78 0.03 ± 0.01 0.00 ± 0.00 0.74 ± 0.20 0.01 ± 0.00 7.80 ± 0.63 2.06 ± 0.50 9.86 ± 1.01
juncea napiformis Grey Leaf Root Mustard China 662736 root 0.00 ± 0.00 3.77 ± 0.91 7.88 ± 0.33 0.16 ± 0.28 0.80 ± 0.14 0.00 ± 0.00 0.00 ± 0.00 0.06 ± 0.02 0.00 ± 0.00 0.15 ± 0.11 0.02 ± 0.01 8.69 ± 0.20 4.14 ± 0.96 12.83 ± 0.76
juncea rugosa Serifon Japan 662699 leaf 0.01 ± 0.01 0.01 ± 0.03 0.15 ± 0.33 0.00 ± 0.00 0.06 ± 0.09 0.46 ± 0.27 1.20 ± 0.39 0.01 ± 0.01 0.00 ± 0.01 0.00 ± 0.00 0.01 ± 0.01 1.43 ± 0.24 0.48 ± 0.29 1.91 ± 0.44
juncea strumata Swollen Stem Japan 662696 leaf 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.07 ± 0.18 0.08 ± 0.12 0.82 ± 0.29 1.56 ± 0.60 0.02 ± 0.01 0.00 ± 0.00 0.08 ± 0.04 0.00 ± 0.00 1.63 ± 0.60 1.00 ± 0.45 2.63 ± 0.94
napus pabularia Red Russian US 0 leaf 0.03 ± 0.06 1.15 ± 0.55 5.95 ± 3.09 0.21 ± 0.24 1.07 ± 0.31 0.09 ± 0.23 1.07 ± 0.89 0.03 ± 0.02 0.00 ± 0.00 0.07 ± 0.06 0.00 ± 0.01 8.13 ± 3.32 1.56 ± 0.70 9.69 ± 3.89
nigra - 77-1428 US 458981 leaf 0.00 ± 0.00 0.00 ± 0.00 0.44 ± 0.63 0.00 ± 0.00 0.14 ± 0.19 0.78 ± 0.60 1.89 ± 1.19 0.01 ± 0.01 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 2.48 ± 0.66 0.79 ± 0.60 3.27 ± 1.15
oleracea alboglabra 435900 Spain 435900 floret/stem 0.04 ± 0.09 0.71 ± 0.36 2.63 ± 1.68 0.53 ± 0.02 1.81 ± 0.68 0.03 ± 0.08 0.17 ± 0.21 0.42 ± 0.09 0.50 ± 0.23 0.16 ± 0.09 0.01 ± 0.01 5.17 ± 2.30 1.85 ± 0.48 7.01 ± 2.66
oleracea alboglabra Bhug-Gana Thailand 249556 floret/stem 0.57 ± 0.34 0.65 ± 0.41 1.08 ± 0.66 0.59 ± 0.12 2.62 ± 1.75 0.99 ± 0.77 0.50 ± 0.41 0.44 ± 0.25 0.30 ± 0.30 0.07 ± 0.05 0.01 ± 0.01 5.07 ± 2.90 2.74 ± 1.04 7.81 ± 3.33
oleracea alboglabra G 28307 China 662520 floret/stem 0.37 ± 0.24 0.36 ± 0.27 1.81 ± 1.31 1.17 ± 0.89 7.32 ± 1.77 0.34 ± 0.37 0.13 ± 0.19 0.35 ± 0.09 0.37 ± 0.16 0.04 ± 0.04 0.00 ± 0.00 9.99 ± 2.41 2.25 ± 1.28 12.24 ± 2.61
oleracea botrytis Perfection (De Massy) France 204782 floret/stem 0.99 ± 1.83 0.01 ± 0.02 0.26 ± 0.41 0.03 ± 0.05 0.50 ± 0.55 1.05 ± 0.25 0.01 ± 0.02 0.02 ± 0.01 0.08 ± 0.09 0.00 ± 0.00 0.01 ± 0.01 1.85 ± 2.66 1.11 ± 0.23 2.96 ± 2.54
oleracea botrytis Snow Ice S. Korea 508410 floret/stem 0.83 ± 0.35 0.00 ± 0.00 0.17 ± 0.29 0.00 ± 0.00 0.14 ± 0.16 0.50 ± 0.32 0.05 ± 0.12 0.00 ± 0.01 0.00 ± 0.00 0.00 ± 0.00 0.01 ± 0.01 1.20 ± 0.57 0.50 ± 0.32 1.70 ± 0.67
oleracea capitata 214148 India 214148 leaf 2.72 ± 0.75 0.00 ± 0.00 0.81 ± 0.36 0.17 ± 0.15 2.49 ± 0.92 0.00 ± 0.00 0.04 ± 0.10 0.00 ± 0.01 0.15 ± 0.15 0.10 ± 0.06 0.00 ± 0.00 6.21 ± 1.35 0.27 ± 0.18 6.48 ± 1.47
oleracea capitata 229747 Iran 229747 leaf 3.19 ± 1.40 0.10 ± 0.24 0.70 ± 0.45 0.27 ± 0.18 5.66 ± 3.50 0.00 ± 0.00 0.20 ± 0.17 0.00 ± 0.00 0.15 ± 0.18 0.00 ± 0.00 0.00 ± 0.00 9.91 ± 4.70 0.37 ± 0.36 10.28 ± 4.78
oleracea capitata Baylo Lykorishko Bulgaria 662573 leaf 0.72 ± 0.47 0.16 ± 0.31 0.29 ± 0.29 0.33 ± 0.14 8.12 ± 2.89 0.00 ± 0.00 0.28 ± 0.29 0.01 ± 0.01 0.37 ± 0.10 0.00 ± 0.00 0.00 ± 0.00 9.78 ± 3.71 0.50 ± 0.43 10.27 ± 4.08
oleracea capitata Jotunka Norway 330396 leaf 3.35 ± 1.14 0.47 ± 0.71 0.69 ± 0.73 0.15 ± 0.13 2.23 ± 1.24 0.00 ± 0.00 0.54 ± 0.44 0.01 ± 0.01 0.15 ± 0.18 0.03 ± 0.04 0.00 ± 0.00 6.97 ± 3.04 0.65 ± 0.77 7.62 ± 3.31
oleracea capitata Kilis, Anatolia Local US 344065 leaf 3.40 ± 1.81 0.44 ± 0.51 4.87 ± 1.90 0.49 ± 0.25 5.60 ± 1.92 0.00 ± 0.00 0.51 ± 0.50 0.01 ± 0.01 0.26 ± 0.15 0.12 ± 0.09 0.00 ± 0.00 14.65 ± 2.80 1.05 ± 0.39 15.70 ± 3.03
oleracea capitata Snow Resisting (Vilmorin) France 245023 leaf 3.56 ± 2.07 0.05 ± 0.12 2.23 ± 1.54 0.27 ± 0.19 3.42 ± 2.93 0.00 ± 0.00 0.34 ± 0.30 0.01 ± 0.01 0.20 ± 0.16 0.15 ± 0.13 0.00 ± 0.00 9.75 ± 5.36 0.48 ± 0.30 10.23 ± 5.36
oleracea gemmifera -0.01754386 Ireland 243050 leaf 0.97 ± 0.89 1.19 ± 0.35 0.77 ± 0.87 0.94 ± 0.44 0.76 ± 0.79 5.42 ± 3.55 0.00 ± 0.00 0.06 ± 0.01 0.00 ± 0.00 0.36 ± 0.23 0.01 ± 0.01 2.51 ± 2.50 7.97 ± 4.31 10.48 ± 2.00
oleracea gemmifera Jersey Austrailia 209942 leaf 0.61 ± 0.28 2.05 ± 0.74 2.30 ± 3.10 0.85 ± 0.37 0.93 ± 0.49 5.53 ± 3.11 0.03 ± 0.06 0.06 ± 0.01 0.00 ± 0.00 0.79 ± 0.43 0.00 ± 0.01 3.88 ± 3.68 9.28 ± 4.20 13.16 ± 2.55
oleracea italica BNC US 0 floret/stem 0.65 ± 0.21 0.00 ± 0.00 0.00 ± 0.00 1.77 ± 1.10 10.83 ± 2.22 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 11.48 ± 2.31 1.77 ± 1.10 13.25 ± 2.23
oleracea italica Marathon US 0 floret/stem 0.36 ± 0.08 0.00 ± 0.00 0.00 ± 0.00 1.39 ± 0.35 4.36 ± 1.35 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 4.72 ± 1.38 1.39 ± 0.35 6.11 ± 1.27
oleracea italica Maximo US 0 floret/stem 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.77 ± 0.31 3.84 ± 0.65 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 3.84 ± 0.65 0.77 ± 0.31 4.61 ± 0.83
oleracea italica Patron US 0 floret/stem 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 1.17 ± 0.41 5.01 ± 1.60 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 5.01 ± 1.60 1.17 ± 0.41 6.18 ± 1.97
oleracea italica Pirate US 0 floret/stem 0.03 ± 0.08 0.00 ± 0.00 0.00 ± 0.00 0.98 ± 0.46 4.17 ± 0.63 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 4.20 ± 0.68 0.98 ± 0.46 5.19 ± 1.08
oleracea italica Sultan US 0 floret/stem 0.03 ± 0.06 0.00 ± 0.00 0.00 ± 0.00 1.01 ± 0.56 4.30 ± 1.13 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 4.33 ± 1.18 1.01 ± 0.56 5.34 ± 1.59
oleracea italica VI158 US 0 floret/stem 0.23 ± 0.30 0.00 ± 0.00 0.00 ± 0.00 1.00 ± 0.64 4.21 ± 1.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.01 ± 0.03 0.00 ± 0.00 4.44 ± 1.19 1.02 ± 0.67 5.46 ± 1.23
oleracea sabauda Late Drumhead Savoy Scotland 280068 leaf 4.88 ± 1.90 0.13 ± 0.31 1.53 ± 0.70 1.05 ± 0.66 5.80 ± 3.66 0.40 ± 0.52 0.00 ± 0.00 0.04 ± 0.02 0.00 ± 0.00 0.06 ± 0.09 0.01 ± 0.01 12.23 ± 2.92 1.67 ± 1.28 13.90 ± 3.64
oleracea sabauda Roi de L'hiver France 245022 leaf 2.29 ± 0.82 0.00 ± 0.00 1.35 ± 0.38 0.86 ± 0.22 4.89 ± 0.84 0.37 ± 0.41 0.00 ± 0.00 0.05 ± 0.00 0.00 ± 0.00 0.04 ± 0.04 0.01 ± 0.01 8.54 ± 1.30 1.32 ± 0.52 9.86 ± 1.35
oleracea sabellica Vates US 662768 leaf 0.53 ± 0.45 2.33 ± 0.95 16.49 ± 2.19 0.00 ± 0.00 1.39 ± 0.95 0.68 ± 0.59 0.38 ± 0.31 0.06 ± 0.02 0.00 ± 0.00 0.40 ± 0.41 0.01 ± 0.01 18.80 ± 2.71 3.47 ± 1.15 22.27 ± 2.90
oleracea viridis Dwarf Blue Curled Vates US 0 leaf 1.38 ± 0.55 0.00 ± 0.00 0.41 ± 0.61 0.00 ± 0.00 0.21 ± 0.13 0.05 ± 0.12 0.03 ± 0.08 0.02 ± 0.01 0.00 ± 0.00 0.01 ± 0.02 0.01 ± 0.01 2.03 ± 1.17 0.08 ± 0.14 2.11 ± 1.30
oleracea viridis No. 9809 Syria 181720 leaf 1.04 ± 0.24 0.13 ± 0.20 0.55 ± 0.33 0.65 ± 0.25 5.19 ± 1.58 0.00 ± 0.00 0.00 ± 0.00 0.03 ± 0.00 0.00 ± 0.01 0.00 ± 0.00 0.01 ± 0.01 6.80 ± 2.07 0.80 ± 0.33 7.61 ± 2.36
rapa rapa Crawford US 662695 leaf 0.06 ± 0.15 0.06 ± 0.15 0.62 ± 0.42 0.00 ± 0.00 0.19 ± 0.20 0.00 ± 0.00 0.00 ± 0.00 0.46 ± 0.25 0.02 ± 0.03 0.00 ± 0.01 0.00 ± 0.01 0.91 ± 0.53 0.53 ± 0.39 1.43 ± 0.49
rapa rapa Crawford US 662695 root 0.00 ± 0.00 2.99 ± 3.50 1.45 ± 1.60 0.00 ± 0.00 0.26 ± 0.21 0.00 ± 0.00 0.00 ± 0.00 0.39 ± 0.17 0.00 ± 0.00 0.29 ± 0.16 0.00 ± 0.01 1.72 ± 1.80 3.66 ± 3.50 5.38 ± 5.11
rapa rapa Kuuziku Estonia 633172 leaf 0.05 ± 0.09 0.72 ± 0.55 2.62 ± 0.85 0.07 ± 0.12 0.54 ± 0.35 0.00 ± 0.00 0.00 ± 0.00 0.03 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.01 ± 0.01 3.22 ± 1.24 0.82 ± 0.65 4.04 ± 1.62
rapa rapa Kuuziku Estonia 633172 root 0.00 ± 0.00 2.43 ± 1.01 2.16 ± 2.42 0.11 ± 0.12 0.52 ± 0.38 0.00 ± 0.00 0.00 ± 0.00 0.08 ± 0.09 0.03 ± 0.08 0.00 ± 0.01 0.01 ± 0.01 2.73 ± 2.77 2.62 ± 1.16 5.34 ± 1.97
Gluconapin Gluconasturtiin
Total GSHPs4-PN 3-B ITC 3-PPN PEITC Total ITCs Total NitrilesSFN SF CETP AITC
Glucoraphanin Sinigrin
Species Subspecies Variety Country PI#
Goitrin
Tissue
Iberin Crambene
Glucoiberin Progoitrin
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Table 2.3 ANOVA results from SLS analysis for GS and QRIP data presented as percent total 
variance for the full population
 
  
R
e
si
d
u
al
 (
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s)
df 222
Glucoiberin 0.1% 0.0% 14.2% *** 40.9% *** 14.0% *** 1.0% 0.5% 29.3%
Glucoiberin log10 0.0% 0.1% 36.0% *** 31.6% *** 15.3% *** 0.9% * 0.3% 15.8%
Progoitrin 0.1% 0.2% 17.3% *** 67.0% *** 3.7% *** 0.7% ** 0.4% 10.6%
Progoitrin log10 0.0% 0.0% 21.0% *** 60.2% *** 9.0% *** 0.1% 0.2% 9.4%
Glucoraphanin 0.0% 0.0% 13.7% *** 34.0% *** 29.5% *** 0.4% 0.3% 22.0%
Glucoraphanin log10 0.0% 0.3% 41.9% *** 31.7% *** 13.2% *** 0.7% * 0.6% 11.6%
Sinigrin 0.0% 0.1% 63.5% *** 25.5% *** 7.4% *** 0.1% 0.2% 3.3%
Sinigrin log10 0.0% 0.1% 36.5% *** 36.8% *** 12.0% *** 0.7% * 0.5% 13.5%
Gluconapin 0.7% *** 0.7% *** 27.0% *** 23.2% *** 36.6% *** 2.1% *** 1.7% *** 8.0%
Gluconapin log10 0.0% 0.1% 16.3% *** 59.3% *** 18.1% *** 0.1% 0.2% 5.8%
Total Aliphatic GSs 0.2% * 0.1% 52.9% *** 32.5% *** 4.8% *** 0.9% *** 0.7% 7.8%
Total Aliphatic GSs log10 0.0% 0.0% 24.9% *** 59.5% *** 7.5% *** 0.5% ** 0.1% 7.5%
Glucobrassicin 0.6% ** 0.1% 22.5% *** 40.3% *** 19.7% *** 1.2% ** 0.5% 15.0%
Glucobrassicin log10 0.5% *** 0.2% 46.3% *** 35.8% *** 9.1% *** 0.7% *** 0.8% * 6.6%
Neoglucobrassicin 0.1% 0.1% 33.8% *** 23.2% *** 9.9% *** 0.8% 1.7% 30.4%
Neoglucobrassicin log10 0.0% 0.0% 45.8% *** 32.0% *** 7.4% *** 1.1% ** 0.2% 13.4%
Total Indole GSs 0.6% * 0.1% 18.1% *** 38.0% *** 17.1% *** 1.6% ** 1.1% 23.3%
Total Indole GSs log10 0.2% ** 0.0% 47.9% *** 36.8% *** 7.7% *** 0.5% ** 0.3% 6.5%
Gluconasturtiin 0.0% 0.1% 21.1% *** 39.3% *** 15.0% *** 1.3% * 1.0% 22.2%
Gluconasturtiin log10 0.2% 0.6% 26.3% *** 50.9% *** 3.9% ** 1.1% ** 2.4% ** 14.5%
Total GSs 0.5% ** 0.1% 34.5% *** 42.5% *** 6.9% *** 1.2% *** 1.0% 13.3%
Total GSs log10 0.1% 0.0% 17.6% *** 68.5% *** 5.3% *** 0.5% ** 0.3% 7.7%
QRIP 12.6% *** 0.1% 5.1% *** 27.1% *** 7.7% 4.8% *** 0.6% 41.9%
*, **, *** Significant at P < 0.05, 0.01, and 0.001, respectively
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Table 2.4 ANOVA results from SLS analysis for GSHP data presented as percent total variance 
for the full population 
  
Precursor GS df 159
Glucoiberin Iberin 0.0% 0.0% 14.7% *** 48.8% *** 13.6% *** 0.3% 0.3% 22.3%
Crambene 0.0% 0.2% 9.7% *** 32.6% *** 1.7% 1.8% 2.1% 51.9%
Goitrin 0.2% 0.2% 6.0% *** 77.9% *** 5.0% *** 1.9% *** 1.1% 7.6%
SFN 0.0% 0.2% 13.9% *** 41.2% *** 12.2% *** 1.0% 0.3% 31.2%
SF 0.0% 0.0% 17.4% *** 26.5% *** 33.5% *** 0.1% 0.1% 22.4%
CETP 0.0% 0.1% 5.0% *** 68.6% *** 0.8% 0.5% 0.4% 24.5%
AITC 0.4% * 2.3% *** 51.0% *** 13.2% *** 2.0% 2.9% *** 14.0% *** 14.2%
4-PN 0.1% 0.2% 15.2% *** 49.1% *** 17.6% *** 0.3% 1.7% 15.9%
3-B ITC 0.0% 0.0% 4.2% *** 58.4% *** 7.6% ** 1.3% 0.3% 28.3%
3-PPN 0.3% 0.1% 2.8% ** 53.7% *** 8.2% ** 2.4% * 0.4% 32.1%
PEITC 0.1% 2.4% 2.8% 32.6% *** 5.8% 2.0% 5.8% 48.6%
Total ITCs 0.0% 0.2% 18.9% *** 44.9% *** 16.0% *** 1.1% * 0.8% 18.0%
Total Nitriles 0.0% 0.0% 3.6% *** 63.5% *** 1.7% 0.7% 0.7% 29.8%
Total GSHPs 0.1% 0.2% 20.6% *** 44.4% *** 15.3% *** 1.6% ** 1.0% 16.7%
*, **, *** Significant at P < 0.05, 0.01, and 0.001, respectively
Environment Genetics GxE
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Table 2.5 ANOVA results from SLS analysis for GS and QRIP data presented as percent total 
variance for B. oleracea
 
  
R
e
si
d
u
al
df 147
Glucoiberin 2.5% *** 1.4% 46.0% *** 16.3% *** 2.6% 31.2%
Glucoiberin log10 1.4% *** 0.4% 53.9% *** 25.6% *** 0.8% 18.0%
Progoitrin 1.4% *** 0.1% 82.1% *** 6.3% *** 3.2% *** 7.0%
Progoitrin log10 0.0% 0.3% 72.7% *** 14.3% *** 1.8% ** 10.9%
Glucoraphanin 0.6% * 0.6% 38.3% *** 34.6% *** 4.0% ** 22.0%
Glucoraphanin log10 0.8% ** 0.1% 61.8% *** 25.6% *** 0.4% 11.3%
Sinigrin 1.8% *** 0.4% 53.5% *** 30.9% *** 1.9% ** 11.5%
Sinigrin log10 0.9% ** 0.2% 62.0% *** 19.4% *** 1.4% 16.2%
Gluconapin 0.2% * 0.1% 89.5% *** 4.4% *** 0.6% * 5.3%
Gluconapin log10 0.0% 0.2% 83.0% *** 10.7% *** 0.3% 5.8%
Total Aliphatic GSs 1.7% *** 0.1% 83.0% *** 7.1% *** 1.8% *** 6.3%
Total Aliphatic GSs log10 0.9% *** 0.0% 81.1% *** 8.8% *** 1.2% ** 7.9%
Glucobrassicin 1.2% ** 0.5% 52.9% *** 26.2% *** 2.7% ** 16.4%
Glucobrassicin log10 0.4% * 0.6% 70.1% *** 19.6% *** 0.7% 8.8%
Neoglucobrassicin 1.6% * 0.0% 29.9% *** 25.2% *** 4.2% * 39.1%
Neoglucobrassicin log10 4.7% *** 0.2% 46.7% *** 18.9% *** 3.3% * 26.2%
Total Indole GSs 1.7% *** 0.4% 49.4% *** 23.2% *** 3.5% ** 21.9%
Total Indole GSs log10 1.1% *** 0.5% 67.9% *** 18.1% *** 0.7% 11.7%
Gluconasturtiin 2.3% *** 0.6% 49.2% *** 22.3% *** 5.9% *** 19.6%
Gluconasturtiin log10 0.2% 0.7% 76.5% *** 6.3% *** 2.0% * 14.3%
Total GSs 3.0% *** 0.1% 73.7% *** 9.9% *** 2.7% *** 10.7%
Total GSs log10 1.1% *** 0.2% 85.6% *** 6.0% *** 1.0% ** 6.2%
QRIP 5.0% *** 0.0% 32.9% *** 10.2% ** 21.0% *** 30.9%
*, **, *** Significant at P < 0.05, 0.01, and 0.001, respectively
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Table 2.6 ANOVA results from SLS analysis for GSHP data presented as percent total variance 
for B. oleracea 
 
  
Precursor GS df 133
Glucoiberin Iberin 0.5% 1.2% 56.2% *** 16.1% *** 4.0% ** 22.0%
Crambene 0.4% 0.9% 73.2% *** 5.5% ** 6.0% *** 13.9%
Goitrin 0.0% 0.3% 85.6% *** 6.1% *** 2.6% *** 5.4%
SFN 0.1% 0.5% 45.9% *** 14.5% *** 15.5% *** 23.5%
SF 0.0% 0.1% 32.1% *** 40.6% *** 5.2% *** 21.9%
CETP 1.5% *** 0.2% 71.7% *** 0.9% 20.8% *** 4.9%
AITC 5.0% *** 0.2% 33.9% *** 16.0% *** 11.4% *** 33.6%
4-PN 0.1% 0.5% 84.8% *** 1.1% 1.2% 12.2%
3-B ITC 1.6% ** 0.4% 60.6% *** 8.0% ** 6.4% *** 23.1%
3-PPN 4.8% *** 0.3% 54.8% *** 10.0% *** 12.5% *** 17.7%
PEITC 5.7% *** 2.4% 37.4% *** 4.8% 18.7% *** 31.0%
Total ITCs 0.2% 0.2% 54.6% *** 20.3% *** 5.0% *** 19.7%
Total Nitriles 0.2% 0.4% 60.8% *** 15.2% *** 2.9% * 20.5%
Total GSHPs 0.0% 0.2% 55.2% *** 21.0% *** 3.8% ** 19.8%
*, **, *** Significant at P < 0.05, 0.01, and 0.001, respectively
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Table 2.7 ANOVA results from SLS analysis for GS and QRIP data presented as percent total 
variance for B. o. italica 
 
  
Genetics
R
e
si
d
u
al
df 24
Glucoiberin 8.4% * 8.2% 34.8% ** 14.3% 34.4%
Glucoiberin log10 3.0% 4.2% 55.2% *** 19.2% ** 18.5%
Progoitrin 5.5% * 1.9% 39.6% *** 33.5% *** 19.5%
Glucoraphanin 9.0% * 4.3% 49.6% *** 8.6% 28.4%
Glucoraphanin log10 19.6% *** 2.9% 33.2% ** 14.4% 30.0%
Sinigrin 4.8% 6.5% 14.7% 21.3% 52.7%
Sinigrin log10 22.9% ** 1.4% 8.5% 17.5% 49.6%
Total Aliphatic GSs 11.5% ** 4.9% 43.7% *** 9.7% 30.2%
Total Aliphatic GSs log10 22.3% *** 3.3% 28.6% ** 15.3% 30.5%
Glucobrassicin 0.9% 3.4% 48.9% *** 20.4% * 26.4%
Neoglucobrassicin 18.3% *** 2.2% 18.4% * 31.1% ** 30.0%
Neoglucobrassicin log10 22.3% *** 0.8% 35.0% *** 26.6% *** 15.3%
Total Indole GSs 8.9% * 3.1% 37.2% ** 18.5% 32.3%
Gluconasturtiin 21.0% *** 1.2% 32.4% ** 16.7% 28.7%
Total GSs 22.3% *** 4.9% 27.4% * 13.0% 32.4%
QRIP 45.7% *** 2.2% 12.2% ** 28.9% *** 11.0%
*, **, *** Significant at P < 0.05, 0.01, and 0.001, respectively
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Table 2.8 ANOVA results from SLS analysis for GSHP data presented as percent total variance 
for B. o. italica 
 
  
df 16
Glucoiberin Iberin 2.6% * 3.5% 74.5% *** 8.7% * 10.7%
SFN 43.1% *** 1.8% 23.6% *** 17.8% ** 13.7%
SF 0.3% 2.4% 78.2% *** 8.3% * 10.8%
Total ITCs 10.6% *** 2.0% 41.9% *** 27.4% *** 18.1%
Total GSHPs 10.9% *** 2.4% 45.1% *** 27.8% *** 13.8%
% Nitrile (SN-1hr) 15.7% ** 9.1% 16.3% 19.0% 39.9%
% Nitrile (BG-1hr) 25.1% *** 9.1% 17.8% 7.3% 40.7%
% Nitrile (GN-1hr) 21.6% *** 0.8% 39.2% *** 19.9% ** 18.5%
% Nitrile (GR-1hr) 27.4% *** 1.8% 20.0% *** 42.4% *** 8.4%
% Nitrile (GR-24hr) 34.9% *** 7.8% 18.5% * 17.3% * 21.5%
*, **, *** Significant at P < 0.05, 0.01, and 0.001, respectively
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Table 2.9 ANOVA results from SLS analysis for GS and QRIP data presented as percent total 
variance for B. o. capitata 
 
  
R
e
si
d
u
al
df 20
Glucoiberin 3.5% 21.1% 30.8% * 6.2% 38.4%
Progoitrin 0.7% 2.7% 84.7% *** 0.7% 11.2%
Glucoraphanin 5.1% * 4.2% 62.4% *** 3.9% 24.4%
Sinigrin 1.2% 1.6% 82.8% *** 1.6% 12.8%
Gluconapin 0.3% 3.5% 75.3% *** 0.2% 20.7%
Total Aliphatic GSs 4.5% * 2.7% 76.8% *** 2.3% 13.7%
Glucobrassicin 3.2% 11.5% 51.6% *** 4.0% 29.7%
Neoglucobrassicin 4.9% 19.5% * 37.5% ** 4.5% 33.5%
Total Indole GSs 3.7% 12.4% 51.8% *** 3.7% 28.4%
Gluconasturtiin 8.2% * 4.1% 55.4% *** 3.0% 29.3%
Gluconasturtiin log10 9.0% * 3.9% 50.1% ** 3.2% 33.9%
Total GSs 5.6% * 5.0% 71.7% *** 3.1% 14.5%
QRIP 7.8% * 4.1% 30.2% * 24.7% * 33.2%
*, **, *** Significant at P < 0.05, 0.01, and 0.001, respectively
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Table 2.10 ANOVA results from SLS analysis for GSHP data presented as percent total variance 
for B. o. capitata 
 
 
  
Genetics
Precursor GS df 20
Glucoiberin Iberin 9.0% * 7.8% 37.1% ** 11.8% 34.2%
Crambene 18.0% ** 2.5% 20.9% 14.9% 43.8%
Goitrin 5.7% * 3.9% 72.2% *** 3.1% 15.1%
SFN 0.0% 3.0% 32.6% 13.7% 50.7%
SF 13.7% ** 1.2% 46.9% *** 15.4% * 22.7%
Sinigrin AITC 26.8% ** 1.0% 24.8% 8.6% 38.8%
4-PN 14.7% * 16.0% 8.8% 12.7% 47.7%
3-B ITC 34.0% *** 5.0% 24.2% ** 17.0% * 19.9%
Gluconasturtiin 3-PPN 0.2% 5.6% 45.6% ** 10.2% 38.4%
Total ITCs 2.3% 1.6% 49.4% *** 27.0% ** 19.8%
Total Nitriles 0.9% 1.6% 28.8% 23.5% 45.2%
Total GSHPs 2.4% 1.3% 51.4% *** 25.9% ** 19.1%
*, **, *** Significant at P < 0.05, 0.01, and 0.001, respectively
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Table 2.11 Pearson's correlation analysis for GS and QRIP data from the full population 
 
 
Glucoiberin Progoitrin Glucoraphanin Sinigrin Gluconapin Total Aliphatic GSs Glucobrassicin Neoglucobrassicin Total Indole GSs Gluconasturtiin Total GSs QRIP
DTH 0.226 -0.172 -0.225 0.189 0.222 -0.181 0.254
GDD (˚C) 0.310 -0.205 -0.243 0.266 0.185 0.275 -0.174 0.381
Total Solar Radiation (mJ/m2) 0.252 -0.194 -0.240 0.217 0.229 -0.188 0.348
Total Precip. (in.) 0.296
Total Evap. (in.) 0.187 -0.165 -0.207 0.168 0.162 -0.174 0.377
Precip. - Evap. -0.295 -0.234 -0.243 -0.225 -0.249
Avg. Air Temp @ Harvest (˚F)
Insect Damage Rating 1 (~30 DATP) -0.253 0.218 0.237 0.248
Glucoiberin -0.164 0.500 0.434 0.379 0.204
Progoitrin -0.162 0.197 0.234 0.265 0.208
Glucoraphanin -0.275 0.181 0.180 0.362
Sinigrin -0.275 0.778 -0.253 -0.284 -0.330 -0.356 0.676
Gluconapin 0.524 0.509
Total Aliphatic GSs -0.164 0.778 0.524 -0.212 -0.249 -0.289 0.936
Glucobrassicin 0.500 0.197 0.181 -0.253 -0.212 0.912 0.440 0.252
Neoglucobrassicin -0.284 -0.172 0.179 0.568 0.461
Total Indole GSs 0.434 0.234 0.180 -0.330 -0.249 0.912 0.568 0.561 0.186
Gluconasturtiin 0.379 0.265 -0.356 -0.289 0.440 0.461 0.561
Total GSs 0.208 0.676 0.509 0.936
QRIP 0.204 0.362 0.252 0.186
All reported values are significant at P < 0.01; FDR adjusted
Darker green indicates a Pearson's correlation coefficient closer to 1; Darker red indicates a Pearson's correlation coefficient closer to -1
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Table 2.12 Pearson's correlation analysis for GSHP data from the full population 
 
  
Iberin Goitrin SF AITC 3-B ITC PEITC Total ITCs Crambene CETP SFN 4-PN 3-PPN Total Nitriles Total GSHPs QRIP
DTH -0.267 0.493 0.201 0.284 0.216
GDD (˚C) 0.206 -0.284 0.377 0.272 0.204 0.304
Total Solar Radiation (mJ/m2) -0.282 0.389 0.206 0.198 0.211 0.275
Total Precip. (in.) 0.237
Total Evap. (in.) -0.261 0.288 0.204 0.318
Precip. - Evap. -0.238 -0.207 -0.232 -0.282
Avg. Air Temp @ Harvest (˚F) -0.445 -0.264
Insect Damage Rating 1 (~30 DATP) -0.233
Glucoiberin 0.801 0.257 0.213
Progoitrin 0.846 -0.228 0.215 0.388 0.564 -0.197 0.625 0.497 0.505
Glucoraphanin 0.800 -0.210 0.274 -0.216 0.356 -0.197 0.637 0.309 0.337
Sinigrin -0.331 0.712 -0.249 -0.293 -0.256 -0.273
Gluconapin 0.507 0.830
Total Aliphatics -0.207 -0.311 0.647 -0.277 0.287
Glucobrassicin 0.417 0.223 -0.252 0.313 0.319 0.252 0.238 0.400 0.208
Neoglucobrassicin -0.208
Total Indoles 0.295 0.233 -0.299 0.289 0.257 0.209 0.316
Gluconasturtiin -0.326 0.381 0.390 0.428 0.385 0.199
Total GSs 0.282 -0.269 0.542 -0.210 0.288 0.270
Iberin 0.260 0.221 0.324 -0.279 0.213 0.247
Goitrin 0.571 0.506 -0.243 0.408 0.411 0.596
SF 0.260 -0.238 0.263 -0.278 0.454 -0.261 -0.215 0.610 -0.239 0.340 0.443
AITC -0.238 -0.299
3-B ITC 0.221 0.263 0.247 0.372
PEITC 0.207 -0.278 0.197
Total ITCs 0.324 0.571 0.454 0.247 0.898 0.292
Crambene 0.506 -0.261 0.221 0.267 0.389 0.862 0.386 -0.246
CETP -0.215 0.221 0.539 0.211 0.202 -0.197
SFN -0.243 0.610 -0.299 0.201
4-PN 0.372 0.267 0.254
3-PPN 0.408 -0.239 0.389 0.539 0.434 0.378
Total Nitriles -0.279 0.411 -0.199 0.862 0.211 0.254 0.434 0.451
Total GSHPs 0.213 0.596 0.340 0.898 0.386 0.202 0.378 0.451
QRIP 0.247 0.443 0.292 -0.246 -0.197 0.201
All reported values are significant at P < 0.01; FDR adjusted
Darker green indicates a Pearson's correlation coefficient closer to 1; Darker red indicates a Pearson's correlation coefficient closer to -1
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Table 2.13 Pearson's correlation analysis for GS and QRIP data from B. oleracea 
 
  
  
Glucoiberin Progoitrin Glucoraphanin Sinigrin Gluconapin Total Aliphatics Glucobrassicin Neoglucobrassicin Total Indoles Gluconasturtiin Total GSs QRIP
DTH 0.337
GDD (˚C) 0.469
Total Solar Radiation (mJ/m2) 0.359
Total Precip. (in.) -0.238
Total Evap. (in.) 0.241
Precip. - Evap. -0.251 -0.259 -0.220 -0.327 -0.241
Avg. Air Temp @ Harvest (˚F) 0.215
Insect Damage Rating 1 (~30 DATP)
Glucoiberin 0.478 0.426 0.253 0.430 0.529 0.318
Progoitrin 0.650 0.444 0.757 0.276 0.256 0.711
Glucoraphanin 0.254 0.293 0.239 0.249 0.315
Sinigrin 0.478 0.650 0.270 0.646 0.240 0.222 0.341 0.625
Gluconapin 0.444 0.254 0.270 0.862 0.660
Total Aliphatic GSs 0.757 0.293 0.646 0.862 0.872
Glucobrassicin 0.426 0.276 0.240 0.461 0.978 0.543 0.616
Neoglucobrassicin 0.253 0.239 0.461 0.636 0.444 0.457 0.232
Total Indole GSs 0.430 0.256 0.222 0.978 0.636 0.576 0.643 0.235
Gluconasturtiin 0.529 0.341 0.543 0.444 0.576 0.456
Total GSs 0.318 0.711 0.249 0.625 0.660 0.872 0.616 0.457 0.643 0.456 0.225
QRIP 0.315 0.232 0.235 0.225
All reported values are significant at P < 0.01; FDR adjusted
Darker green indicates a Pearson's correlation coefficient closer to 1; Darker red indicates a Pearson's correlation coefficient closer to -1
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Table 2.14 Pearson's correlation analysis for GSHP data from B. oleracea 
 
  
Iberin Goitrin SF AITC 3-B ITC PEITC Total ITCs Crambene CETP SFN 4-PN 3-PPN Total Nitriles Total GSHPs QRIP
DTH 0.364 0.579 0.385 0.281
GDD (˚C) 0.245 0.466 0.289
Total Solar Radiation (mJ/m2) 0.294 0.476 0.308
Total Precip. (in.) -0.293 -0.262
Total Evap. (in.) 0.347
Precip. - Evap. -0.318
Avg. Air Temp @ Harvest (˚F) 0.309 0.299 -0.266 -0.503 -0.284 -0.251
Insect Damage Rating 1 (~30 DATP)
Glucoiberin 0.763 -0.245
Progoitrin 0.866 0.333 0.444 0.741 0.281 0.607 0.538 0.593
Glucoraphanin 0.744 0.249 0.535
Sinigrin 0.326 0.609 -0.282 0.475 0.333 0.555 0.347 -0.269 0.524 0.303 0.484
Gluconapin 0.333 0.595 0.250 0.906
Total Aliphatics 0.552 0.463 0.505 0.311 0.522 0.728 0.384 0.347 0.429
Glucobrassicin 0.311 0.306 0.448 0.296 0.251 0.382 0.306
Neoglucobrassicin 0.266
Total Indoles 0.286 0.436 0.252 0.327 0.279
Gluconasturtiin 0.350 0.595 0.570 0.272
Total GSs 0.579 0.362 0.375 0.349 0.329 0.565 0.245 0.611 0.491 0.358 0.487
Iberin 0.328 -0.257 -0.402
Goitrin 0.332 0.590 0.656 -0.256 0.353 0.420 0.613
SF -0.333 0.381 -0.282 -0.323 0.478 -0.272 0.341
AITC 0.328 0.332 0.476 0.262 -0.257
3-B ITC 0.476 0.540
PEITC -0.333
Total ITCs 0.590 0.381 0.262 0.253 -0.263 0.877
Crambene 0.656 -0.282 0.253 0.557 0.679 0.685 0.564
CETP -0.323 -0.263 0.557 0.699 0.441 -0.334
SFN -0.257 -0.256 0.478 -0.257
4-PN 0.540
3-PPN 0.353 -0.272 0.679 0.699 0.600 0.430
Total Nitriles -0.402 0.420 0.685 0.441 0.600 0.528
Total GSHPs 0.613 0.877 0.564 0.430 0.528
QRIP 0.341 -0.334 -0.250
All reported values are significant at P < 0.01; FDR adjusted
Darker green indicates a Pearson's correlation coefficient closer to 1; Darker red indicates a Pearson's correlation coefficient closer to -1
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Table 2.15 Pearson's correlation analysis for GS and QRIP data from B. o. italica 
 
  
 
  
Glucoiberin Progoitrin Glucoraphanin Sinigrin Gluconapin Total Aliphatics Glucobrassicin Neoglucobrassicin Total Indoles Gluconasturtiin Total GSs QRIP
DTH
GDD (˚C)
Total Solar Radiation (mJ/m2)
Total Precip. (in.) 0.717
Total Evap. (in.) 0.478
Precip. - Evap. -0.482 0.711
Avg. Air Temp @ Harvest (˚F) -0.506
Insect Damage Rating 1 (~30 DATP)
Glucoiberin 0.684 0.789 0.527
Progoitrin
Glucoraphanin 0.684 0.980 0.700
Sinigrin
Total Aliphatic GSs 0.789 0.980 0.715
Glucobrassicin 0.856 0.614
Neoglucobrassicin 0.775 0.680 0.649 -0.496
Total Indole GSs 0.856 0.775 0.769
Gluconasturtiin 0.680 0.509 -0.520
Total GSs 0.527 0.700 0.715 0.614 0.649 0.769 0.509
QRIP -0.500 -0.520
All reported values are significant at P < 0.01; FDR adjusted
Darker green indicates a Pearson's correlation coefficient closer to 1; Darker red indicates a Pearson's correlation coefficient closer to -1
Aliphatic GSs Indole GSs
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Table 2.16 Pearson's correlation analysis for GSHP data from B. o. italica 
 
  
Iberin SF Total ITCs SFN Total GSHPs QRIP % Nitrile (SN-1hr) % Nitrile (BG-1hr) % Nitrile (GN-1hr) % Nitrile (GR-1hr) % Nitrile (GR-24hr)
DTH 0.382 0.517 0.518 0.462 -0.431
GDD (˚C)
Total Solar Radiation (mJ/m2) 0.437 0.436 -0.451
Total Precip. (in.) -0.589 0.717 -0.433 -0.566 -0.614
Total Evap. (in.) 0.478 -0.577 -0.488
Precip. - Evap. -0.601 0.711 -0.430 -0.458 0.449 -0.568
Avg. Air Temp @ Harvest (˚F) -0.411 -0.410 -0.506 0.495
Insect Damage Rating 1 (~30 DATP)
Glucoiberin 0.624 0.432 0.406 0.527
Progoitrin
Glucoraphanin 0.482 0.690 0.688 0.407 0.704 0.475
Sinigrin
Gluconapin
Total Aliphatics 0.523 0.617 0.624 0.431 0.651 0.504
Glucobrassicin
Neoglucobrassicin -0.496
Total Indoles
Gluconasturtiin -0.520 -0.501
Total GSs 0.394 -0.423
Iberin 0.706 0.751 0.468 0.774 0.385
SF 0.706 0.998 0.977
Total ITCs 0.751 0.998 0.390 0.982
SFN 0.468 0.390 0.555 -0.410 0.673 0.622
Total GSHPs 0.774 0.977 0.982 0.555
QRIP -0.410 -0.402 -0.432 -0.540
% Nitrile (SN-1hr) 0.622 0.481
% Nitrile (BG-1hr) 0.385 0.673 -0.402 0.622 0.454
% Nitrile (GN-1hr) 0.384 -0.432
% Nitrile (GR-1hr)
% Nitrile (GR-24hr) 0.622 -0.540 0.481 0.454
All reported values are significant at P < 0.01; FDR adjusted
Darker green indicates a Pearson's correlation coefficient closer to 1; Darker red indicates a Pearson's correlation coefficient closer to -1
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Table 2.17 Pearson's correlation analysis for GS and QRIP data from B. o. capitata 
 
  
  
Glucoiberin Progoitrin Glucoraphanin Sinigrin Gluconapin Total Aliphatics Glucobrassicin Neoglucobrassicin Total Indoles Gluconasturtiin Total GSs QRIP
DTH
GDD (˚C)
Total Solar Radiation (mJ/m2)
Total Precip. (in.)
Total Evap. (in.)
Precip. - Evap.
Avg. Air Temp @ Harvest (˚F)
Insect Damage Rating 1 (~30 DATP)
Glucoiberin
Progoitrin 0.835 0.949 0.886 0.613 0.501 0.619 0.660 0.874
Glucoraphanin
Sinigrin 0.835 0.808 0.935 0.573 0.799
Gluconapin 0.949 0.808 0.832 0.620 0.780
Total Aliphatic GSs 0.886 0.935 0.832 0.573 0.579 0.657 0.931
Glucobrassicin 0.613 0.573 0.708 0.996 0.634 0.830
Neoglucobrassicin 0.501 0.708 0.766 0.650
Total Indole GSs 0.619 0.579 0.996 0.766 0.622 0.835
Gluconasturtiin 0.660 0.573 0.620 0.657 0.634 0.622 0.752
Total GSs 0.874 0.799 0.780 0.931 0.830 0.650 0.835 0.752
QRIP
All reported values are significant at P < 0.01; FDR adjusted
Darker green indicates a Pearson's correlation coefficient closer to 1; Darker red indicates a Pearson's correlation coefficient closer to -1
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Table 2.18 Pearson's correlation analysis for B. o. capitata 
 
  
Iberin Goitrin SF AITC 3-B ITC Total ITCs Crambene CETP SFN 4-PN 3-PPN Total Nitriles Total GSHPs QRIP
DTH
GDD (˚C)
Total Solar Radiation (mJ/m2)
Total Precip. (in.) -0.474 -0.497
Total Evap. (in.) -0.432
Precip. - Evap. -0.587 -0.464
Avg. Air Temp @ Harvest (˚F)
Insect Damage Rating 1 (~30 DATP)
Glucoiberin 0.681
Progoitrin 0.945 0.616
Glucoraphanin 0.832 0.523
Sinigrin 0.765 0.478
Gluconapin 0.890 0.747
Total Aliphatics 0.842 0.470 0.425
Glucobrassicin 0.635 0.446
Neoglucobrassicin 0.506 0.434 0.476
Total Indoles 0.639 0.464
Gluconasturtiin 0.671
Total GSs 0.855 0.459 0.489
Iberin
Goitrin 0.544
SF 0.527 0.580 0.468
AITC
3-B ITC 0.527
PEITC
Total ITCs 0.450 0.996
Crambene 0.459
CETP
SFN 0.580
4-PN 0.459
3-PPN 0.544
Total Nitriles 0.450 0.531
Total GSHPs 0.996 0.531
QRIP 0.468
All reported values are significant at P < 0.01; FDR adjusted
Darker green indicates a Pearson's correlation coefficient closer to 1; Darker red indicates a Pearson's correlation coefficient closer to -1
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Table 2.19 LS Means ± SE of nitrile formation activity for B. o. italica separated by year and species 
 
   
Variety Year
Avg. 
Harvest 
Date
2012 0.9% ± 0.6% b* 0.3% ± 0.3% b 20.5% ± 1.0% b 47.0% ± 1.8% b 2.7% ± 0.3% b
2013 3.6% ± 0.6% a 1.9% ± 2.8% a 28.6% ± 1.0% a 69.2% ± 1.8% a 5.1% ± 0.3% a
BNC 2012 11/2/2012 3.4% ± 1.6% a‡ 1.0% ± 0.7% a 16.5% ± 2.7% cde 62.4% ± 4.8% abcd 1.1% ± 0.8% c
BNC 2013 9/20/2013 2.1% ± 1.6% a 3.9% ± 0.7% a 38.2% ± 2.7% a 38.0% ± 4.8% def 4.5% ± 0.8% abc
Marathon 2012 10/7/2012 1.8% ± 1.6% a 0.4% ± 0.7% a 9.0% ± 2.7% e 43.0% ± 4.8% def 3.6% ± 0.8% bc
Marathon 2013 9/25/2013 7.0% ± 1.6% a 2.4% ± 0.7% a 23.1% ± 2.7% bcd 49.4% ± 4.8% cde 7.8% ± 0.8% a
Maximo 2012 10/5/2012 1.5% ± 1.6% a 0.3% ± 0.7% a 11.7% ± 2.7% de 69.3% ± 4.8% abc 3.0% ± 0.8% bc
Maximo 2013 10/4/2013 1.4% ± 1.6% a 2.1% ± 0.7% a 24.5% ± 2.7% abcd 81.2% ± 4.8% ab 3.6% ± 0.8% bc
Patron 2012 9/28/2012 0.0% ± 1.6% a 0.1% ± 0.7% a 21.8% ± 2.7% bcde 23.1% ± 4.8% f 4.0% ± 0.8% abc
Patron 2013 10/4/2013 3.9% ± 1.6% a 2.0% ± 0.7% a 23.5% ± 2.7% bcd 84.6% ± 4.8% ab 3.6% ± 0.8% bc
Pirate 2012 9/28/2012 0.0% ± 1.6% a 0.1% ± 0.7% a 30.3% ± 2.7% abc 29.2% ± 4.8% ef 2.7% ± 0.8% bc
Pirate 2013 9/20/2013 0.6% ± 1.6% a 0.6% ± 0.7% a 35.0% ± 2.7% ab 75.9% ± 4.8% ab 4.7% ± 0.8% abc
Sultan 2012 9/8/2012 0.0% ± 1.6% a 0.2% ± 0.7% a 25.7% ± 2.7% abc 41.6% ± 4.8% def 2.6% ± 0.8% bc
Sultan 2013 9/6/2013 7.6% ± 1.6% a 2.0% ± 0.7% a 29.0% ± 2.7% abc 85.8% ± 4.8% a 4.9% ± 0.8% abc
VI158 2012 9/15/2012 0.0% ± 1.6% a 0.4% ± 0.7% a 28.4% ± 2.7% abc 60.6% ± 4.8% bcd 2.1% ± 0.8% c
VI158 2013 9/15/2013 2.5% ± 1.6% a 1.5% ± 0.7% a 26.5% ± 2.7% abc 69.6% ± 4.8% abc 6.3% ± 0.8% ab
* Different letters indicate significantly different LS means based on Student's t-test (α  = 0.05)
‡ Different letters indicate significantly different LS means based on Tukey's HSD test (α = 0.05)
% Nitrile (SN)   
1hr
% Nitrile (BG)   
1hr
% Nitrile (GN)   
1hr
% Nitrile (GR)   
1hr
% Nitrile (GR)   
24hr
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Table 2.20 Repeatability/H2 measurements for GSs from B. o. capitata and italica 
 
  
  
Glucoiberin 0.718 0.589 Glucoiberin 0.710 0.589
Progoitrin 0.968 0.153 Progoitrin 0.972 0.155
Glucoraphanin 0.906 0.826 Glucoraphanin 0.910 0.826
Sinigrin 0.962 0.000 Sinigrin 0.967 0.000
Gluconapin 0.936 - Gluconapin 0.945 -
Total Aliphatic GSs 0.956 0.778 Total Aliphatic GSs 0.958 0.778
Glucobrassicin 0.865 0.582 Glucobrassicin 0.869 0.626
Neoglucobrassicin 0.798 0.000 Neoglucobrassicin 0.797 0.000
Total Indole GSs 0.871 0.502 Total Indole GSs 0.876 0.502
Gluconasturtiin 0.877 0.485 Gluconasturtiin 0.887 0.485
Total GSs 0.950 0.524 Total GSs 0.951 0.524
QRIP 0.182 0.000 QRIP 0.182 0.000
SLS (Fixed Effects) REML (Random Effects)
B. o. 
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B. o. 
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Table 2.21 Repeatability/H2 measurements for GSHPs from B. o. capitata and italica 
 
  
Glucoiberin Iberin 0.682 0.883
Crambene 0.288 -
Goitrin 0.948 -
SFN 0.580 0.247
SF 0.671 0.894
Sinigrin AITC 0.626 -
4-PN 0.000 -
3-B ITC 0.297 -
Gluconasturtiin 3-PPN 0.776 -
Total ITCs 0.454 0.345
Total Nitriles 0.184 -
Total GSHPs 0.496 0.384
B. o. 
capitata
B. o. 
italica
Progoitrin
Glucoraphanin
Gluconapin
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Figure 2.1 Pie charts summarizing the percent total variance from SLS analyses averaged for different GS classes and separated by 
population subset 
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Figure 2.2 Pie charts summarizing the percent total variance from REML analyses averaged for different GS classes and separated by 
population subset 
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Figure 2.3 Results from Tukey's HSD analysis of LS means looking at the differences in QRIP measurements between years and  
A: species (full population), B: subspecies (B. oleracea), C: variety (B. o. italica), and D: variety (B. o. capitata) 
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Figure 2.4 Results from Tukey's HSD analysis of LS means looking at the differences in GS 
levels (µM/g DW) averaged over years for glucoiberin, glucoraphanin, gluconasturtiin, and 
glucobrassicin among subspecies in B. oleracea as well as among varieties within B. o. italica & 
capitata  
  
  
Subspecies LS Mean Subspecies LS Mean
sabauda 3.24 alboglabra 3.74
capitata 1.93 italica 3.33
gemmifera 1.91 capitata 1.85
botrytis 1.26 viridis 1.55
viridis 1.18 sabellica 1.50
sabellica 0.57 sabauda 1.44
alboglabra 0.43 gemmifera 0.97
italica 0.34 gongylodes 0.17
gongylodes 0.13 botrytis 0.07
Variety LS Mean Variety LS Mean
Jotunka 3.12 Baylo Lykorishko 4.13
Snow Resisting (Vilmorin) 2.54 229747 1.96
214148 2.02 Kilis, Anatolia Local 1.69
229747 1.88 Snow Resisting (Vilmorin) 1.19
Kilis, Anatolia Local 1.60 214148 0.89
Baylo Lykorishko 0.46 Jotunka 0.82
Variety LS Mean Variety LS Mean
BNC 0.63 BNC 7.20
Marathon 0.43 Pirate 3.24
VI158 0.36 Patron 2.98
Pirate 0.26 Sultan 2.88
Patron 0.03 VI158 2.74
Sultan 0.00 Maximo 2.36
Maximo 0.00 Marathon 2.35
Subspecies LS Mean Subspecies LS Mean
gemmifera 3.22 sabauda 15.03
sabauda 2.48 sabellica 12.09
capitata 1.53 gemmifera 11.00
italica 1.42 viridis 8.14
alboglabra 1.10 capitata 4.86
botrytis 1.08 botrytis 4.66
viridis 1.01 alboglabra 4.41
sabellica 0.81 italica 3.92
gongylodes 0.06 gongylodes 0.38
Variety LS Mean Variety LS Mean
Kilis, Anatolia Local 2.25 Kilis, Anatolia Local 7.99
Snow Resisting (Vilmorin) 1.57 Snow Resisting (Vilmorin) 6.48
Baylo Lykorishko 1.51 Baylo Lykorishko 4.71
214148 1.41 229747 3.94
Jotunka 1.11 Jotunka 2.32
229747 0.98 214148 1.68
Variety LS Mean Variety LS Mean
Maximo 2.07 VI158 5.87
Marathon 1.76 Sultan 4.81
Patron 1.37 Maximo 4.11
Sultan 1.29 BNC 3.91
BNC 0.98 Marathon 2.70
Pirate 0.97 Pirate 2.57
VI158 0.85 Patron 2.36
B
. o
le
ra
ce
a
 v
ar
. c
a
p
it
a
ta
B
. o
le
ra
ce
a
 v
ar
. i
ta
lic
a
B
. o
le
ra
ce
a
Glucoiberin Glucoraphanin
Gluconasturtiin Glucobrassicin
B
. o
le
ra
ce
a
B
. o
le
ra
ce
a
 v
ar
. c
a
p
it
a
ta
B
. o
le
ra
ce
a
 v
ar
. i
ta
lic
a
Q
R
IP
LS
 M
e
an
s
A
AA AB ABA
AB
BC
C
Q
R
IP
 L
S 
M
ea
n
s
A
AB AB
AB
B
B
Q
R
IP
 L
S 
M
e
an
s
A A
AB
ABABAB
B
A
A
B BB
BC
BC
CC
A
B
B
B
B
B
A
B B
B B B B
A
AB
B
BC
CDD D D
E
A
A
AB
AB
B
B
A
AB
ABC ABC
BC C C
A
B BC
BCD
BCDE
CDEDE DEE
A
AB
AB
AB AB
B
A
AB
ABAB
BB
B
A
B
C CC
C
C
CD
D
A
AB
B
BB
B
A
AB AB AB
B B B
 108 
 
Figure 2.5 Results from Tukey's HSD analysis of LS means looking at the differences in QRIP 
levels (ratio treated to untreated cells) averaged over years among subspecies in B. oleracea as 
well as among varieties within B. o. italica & capitata 
  
  
Subspecies LS Mean
italica 1.69
capitata 1.61
alboglabra 1.54
sabellica 1.53
viridis 1.52
sabauda 1.52
botrytis 1.48
gemmifera 1.25
gongylodes 1.01
Variety LS Mean
Kilis, Anatolia Local 1.83
229747 1.66
Jotunka 1.65
Baylo Lykorishko 1.64
Snow Resisting (Vilmorin) 1.41
214148 1.40
Variety LS Mean
Patron 1.76
BNC 1.75
Sultan 1.72
Maximo 1.61
Pirate 1.60
VI158 1.57
Marathon 1.51
QRIP
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Figure 2.6 Pie charts summarizing the percent total variance from SLS analyses averaged for different GS precursors and separated by 
population subset 
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Figure 2.7 Pie charts summarizing the percent total variance from SLS analyses averaged for 
different GSHP classes and separated by population subset 
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Figure 2.8 Results from Tukey's HSD analysis of LS means looking at the differences in GS levels (µM/g DW) averaged over years 
among subspecies in B. oleracea as well as among varieties within B. o. italica & capitata 
   
Subspecies LS Mean
sabellica 38.89
alboglabra 35.62
gemmifera 13.24
capitata 9.97
sabauda 8.07
italica 3.89
viridis 3.79
botrytis 2.62
gongylodes 0.32
Variety LS Mean
sabellica 54.24
alboglabra 43.17
sabauda 28.46
gemmifera 28.23
capitata 17.05
viridis 14.34
italica 12.19
botrytis 9.78
gongylodes 1.13
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Figure 2.9 Pie charts summarizing the percent total variance from SLS analyses averaged for 
nitrile formation activity 
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2.7 Supplemental Tables and Figures 
Supplemental Table 2.1 LS Means ± SE of environmental, GS, and QRIP data for the full population separated by year and species 
 
 
 
  
Species Year
Avg. 
Harvest 
Date
2012 78.6 ± 1.5 a* 1037.9 ± 12.1 a 1533.6 ± 19.3 a 12.3 ± 0.2 a 13.5 ± 0.1 a -1.2 ± 0.2 a 58.4 ± 0.9 b 1.8 ± 0.1 a 28.4 ± 0.9 b 4.8 ± 0.5 b 1.3 ± 0.1 a 34.4 ± 1.1 b 1.55 ± 0.04 a
2013 51.8 ± 1.5 b 745.3 ± 12.0 b 1038.3 ± 19.1 b 3.9 ± 0.2 b 8.3 ± 0.1 b -4.4 ± 0.2 b 72.0 ± 0.9 a 1.2 ± 0.1 b 31.1 ± 0.9 a 6.4 ± 0.5 a 1.3 ± 0.1 a 38.8 ± 1.1 a 1.15 ± 0.04 b
juncea 2012 10/4/2012 78.1 ± 2.5 bc‡ 1006.8 ± 20.9 b 1481.4 ± 33.2 bc 12.0 ± 0.3 b 13.0 ± 0.2 bc -1.0 ± 0.3 a 57.4 ± 1.5 de 2.0 ± 0.1 a 50.6 ± 1.5 b 1.4 ± 0.9 d 0.6 ± 0.1 d 52.5 ± 1.9 b 1.46 ± 0.06 ab
juncea 2013 8/19/2013 44.7 ± 2.3 e 661.5 ± 18.6 d 919.3 ± 29.6 e 3.7 ± 0.3 d 7.4 ± 0.2 f -3.7 ± 0.2 c 71.7 ± 1.4 ab 1.4 ± 0.1 b 48.2 ± 1.3 b 1.3 ± 0.8 d 0.5 ± 0.1 d 50.0 ± 1.7 b 1.17 ± 0.05 c
napus 2012 9/15/2012 64.0 ± 4.4 cd 953.7 ± 36.1 bc 1348.9 ± 57.4 cd 10.5 ± 0.5 b 12.1 ± 0.4 cd -1.6 ± 0.5 ab 64.9 ± 2.7 bcd 1.0 ± 0.2 b 15.8 ± 2.6 c 5.7 ± 1.5 bcd 2.3 ± 0.3 ab 23.8 ± 3.2 cd 1.63 ± 0.11 ab
napus 2013 8/16/2013 41.0 ± 4.4 e 599.0 ± 36.1 d 837.4 ± 57.4 e 3.7 ± 0.5 cd 6.5 ± 0.4 f -2.8 ± 0.5 bc 68.9 ± 2.7 abc 1.0 ± 0.2 b 11.7 ± 2.6 c 13.1 ± 1.5 a 1.6 ± 0.3 abc 26.5 ± 3.2 cd 1.17 ± 0.11 bcd
nigra 2012 9/28/2012 77.0 ± 4.4 abc 1058.4 ± 36.1 ab 1536.5 ± 57.4 abc 12.0 ± 0.5 ab 13.6 ± 0.4 abc -1.6 ± 0.5 ab 59.0 ± 2.7 cde 2.3 ± 0.2 a 51.1 ± 2.6 b 0.3 ± 1.5 d 0.1 ± 0.3 d 51.5 ± 3.2 b 1.57 ± 0.11 ab
nigra 2013 8/31/2013 56.0 ± 4.4 de 826.3 ± 36.1 c 1147.5 ± 57.4 d 3.8 ± 0.5 cd 9.8 ± 0.4 e -6.0 ± 0.5 d 78.3 ± 2.7 a 1.2 ± 0.2 b 68.6 ± 2.6 a 0.3 ± 1.5 d 0.2 ± 0.3 d 69.1 ± 3.2 a 1.17 ± 0.11 bcd
oleracea 2012 10/5/2012 88.4 ± 1.2 a 1103.1 ± 10.1 a 1675.8 ± 16.1 a 13.5 ± 0.1 a 14.6 ± 0.1 a -1.1 ± 0.1 a 55.5 ± 0.7 e 1.1 ± 0.1 b 11.6 ± 0.7 c 7.8 ± 0.4 c 1.2 ± 0.1 c 20.6 ± 0.9 d 1.56 ± 0.03 a
oleracea 2013 9/15/2013 73.7 ± 1.2 c 1005.5 ± 9.9 b 1404.4 ± 15.8 c 4.8 ± 0.1 c 11.1 ± 0.1 de -6.3 ± 0.1 d 69.2 ± 0.7 b 1.1 ± 0.1 b 14.1 ± 0.7 c 9.8 ± 0.4 ab 1.6 ± 0.1 b 25.5 ± 0.9 c 1.36 ± 0.03 bc
rapa 2012 10/7/2012 85.8 ± 2.8 ab 634.2 ± 23.3 ab 1625.1 ± 37.0 ab 13.5 ± 0.3 a 14.1 ± 0.3 ab -0.6 ± 0.3 a 55.4 ± 1.7 de 2.4 ± 0.1 a 12.6 ± 1.7 c 8.6 ± 1.0 abc 2.5 ± 0.2 a 23.7 ± 2.1 cd 1.51 ± 0.07 ab
rapa 2013 8/21/2013 43.4 ± 2.8 e 1067.7 ± 23.3 d 883.1 ± 37.0 e 3.6 ± 0.3 cd 7.0 ± 0.3 f -3.4 ± 0.3 c 72.0 ± 1.7 ab 1.1 ± 0.1 b 12.8 ± 1.7 c 7.5 ± 1.0 abc 2.5 ± 0.2 a 22.9 ± 2.1 cd 0.87 ± 0.07 d
1 Rated on a 1-5 scale. Ratings taken approx. 30 days after transplanting
* Different letters indicate significantly different LS means based on Student's t-test (α = 0.05)
‡ Different letters indicate significantly different LS means based on Tukey's HSD test (α = 0.05)
DTH = days to harvest; GDD = growing degree days; GS = glucosinolate; QRIP = quinone reductase induction potential
Precip. - 
Evap. (in.)
DTH GDD (˚C)
Total Solar 
Radiation 
(MJ/m2)
Total 
Precip. 
(in.)
Total Evap. 
(in.)
QRIP
Avg. Air 
Temp @ 
Harvest (˚F)
Insect 
Damage 
Rating1
Total 
Aliphatic 
GSs      
(µM/g DW)
Total 
Indole GSs      
(µM/g DW)
Total 
Aromatic 
GSs   
(µM/g DW)
Total GSs 
(µM/g DW)
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Supplemental Table 2.2 LS Means ± SE of environmental, GS, and QRIP data for B. oleracea separated by year and species 
 
  
  
Subspecies Year
Avg. 
Harvest 
Date
2012 89.9 ± 0.7 a* 1124.1 ± 5.5 a 1706.6 ± 9.0 a 13.6 ± 0.1 a 14.9 ± 0.1 a -1.3 ± 0.1 a 55.8 ± 0.5 b 1.1 ± 0.0 a 11.1 ± 0.4 b 7.8 ± 0.4 b 1.2 ± 0.1 b 20.1 ± 0.7 b 1.56 ± 0.03 a
2013 72.5 ± 0.7 b 988.0 ± 5.5 b 1377.6 ± 9.0 b 4.7 ± 0.1 b 10.9 ± 0.1 b -6.1 ± 0.1 b 68.6 ± 0.5 a 1.1 ± 0.0 a 14.8 ± 0.4 a 9.9 ± 0.4 a 1.6 ± 0.1 a 26.3 ± 0.7 a 1.36 ± 0.03 b
alboglabra 2012 9/11/2012 65.1 ± 1.9 gh‡ 982.7 ± 14.9 f 1408.6 ± 24.6 g 10.4 ± 0.2 h 12.7 ± 0.2 d -2.4 ± 0.2 d 65.2 ± 1.3 def 1.1 ± 0.1 ab 32.6 ± 1.1 c 6.4 ± 1.2 de 1.1 ± 0.2 efg 40.0 ± 1.9 bc 1.57 ± 0.08 abcde
alboglabra 2013 9/3/2013 59.7 ± 1.9 hi 875.6 ± 14.9 g 1202.2 ± 24.6 h 3.8 ± 0.2 k 9.4 ± 0.2 g -5.7 ± 0.2 e 73.7 ± 1.3 abc 1.1 ± 0.1 ab 38.7 ± 1.1 ab 6.5 ± 1.2 d 1.1 ± 0.2 efg 46.3 ± 1.9 b 1.50 ± 0.08 bcdef
botrytis 2012 10/2/2012 88.0 ± 2.3 cd 1171.3 ± 18.2 b 1754.8 ± 30.1 cd 12.9 ± 0.3 de 15.5 ± 0.2 b -2.6 ± 0.2 d 59.8 ± 1.6 fgh 1.0 ± 0.1 ab 1.2 ± 1.4 hi 5.1 ± 1.5 de 0.7 ± 0.2 gh 7.0 ± 2.3 fg 1.69 ± 0.09 abcd
botrytis 2013 10/7/2013 93.5 ± 2.3 c 1160.6 ± 18.2 bc 1653.7 ± 30.1 cde 6.3 ± 0.3 j 12.6 ± 0.2 de -6.3 ± 0.2 e 58.6 ± 1.6 fgh 1.0 ± 0.1 ab 4.0 ± 1.4 fghi 7.1 ± 1.5 cde 1.5 ± 0.2 cdefg 12.6 ± 2.3 ef 1.27 ± 0.09 def
capitata 2012 9/24/2012 79.4 ± 1.3 de 1121.2 ± 10.5 bc 1640.9 ± 17.4 de 11.6 ± 0.2 fg 14.6 ± 0.1 b -3.0 ± 0.1 d 61.3 ± 0.9 fg 1.2 ± 0.1 ab 8.9 ± 0.8 ef 4.9 ± 0.9 de 1.4 ± 0.1 defg 15.2 ± 1.4 ef 1.54 ± 0.06 bcde
capitata 2013 9/16/2013 72.5 ± 1.3 fg 1047.9 ± 10.5 e 1432.8 ± 17.4 g 4.0 ± 0.2 k 11.3 ± 0.1 f -7.2 ± 0.1 fg 72.8 ± 0.9 bc 1.3 ± 0.1 ab 11.1 ± 0.8 e 6.2 ± 0.9 d 1.7 ± 0.1 cdef 19.0 ± 1.4 de 1.69 ± 0.06 abc
gemmifera 2012 11/14/2012 131.0 ± 2.3 a 1336.9 ± 18.2 a 2212.0 ± 30.1 a 18.2 ± 0.3 a 18.7 ± 0.2 a -0.5 ± 0.2 b 43.4 ± 1.6 i 1.7 ± 0.1 a 9.5 ± 1.4 efg 9.7 ± 1.5 bcd 2.3 ± 0.2 bcd 21.4 ± 2.3 de 1.38 ± 0.09 cdef
gemmifera 2013 11/8/2013 125.0 ± 2.3 a 1410.8 ± 18.2 a 2051.3 ± 30.1 b 8.9 ± 0.3 i 15.5 ± 0.2 b -6.6 ± 0.2 ef 44.5 ± 1.6 i 1.0 ± 0.1 ab 17.0 ± 1.4 d 13.9 ± 1.5 bc 4.2 ± 0.2 a 35.0 ± 2.3 c 1.12 ± 0.09 f
gongylodes 2012 11/2/2012 105.0 ± 1.6 b 1089.3 ± 12.9 cde 1754.4 ± 21.3 c 16.6 ± 0.2 b 14.7 ± 0.2 b 2.0 ± 0.1 a 41.3 ± 1.1 i 1.0 ± 0.1 b 0.3 ± 1.0 i 0.8 ± 1.1 e 0.1 ± 0.2 h 1.2 ± 1.6 g 1.35 ± 0.07 def
gongylodes 2013 8/31/2013 56.0 ± 1.6 i 826.3 ± 12.9 g 1147.5 ± 21.3 h 3.8 ± 0.2 k 9.8 ± 0.2 g -6.0 ± 0.1 e 78.3 ± 1.1 a 1.1 ± 0.1 ab 0.3 ± 1.0 i 0.7 ± 1.1 e 0.1 ± 0.2 h 1.1 ± 1.6 g 0.67 ± 0.07 g
italica 2012 9/30/2012 79.7 ± 1.2 de 1054.8 ± 9.7 e 1556.9 ± 16.1 ef 12.4 ± 0.2 ef 13.7 ± 0.1 c -1.3 ± 0.1 c 58.0 ± 0.8 gh 1.2 ± 0.1 ab 3.0 ± 0.8 hi 6.1 ± 0.9 d 1.1 ± 0.1 fg 10.2 ± 1.4 f 1.87 ± 0.06 a
italica 2013 9/22/2013 78.0 ± 1.2 ef 1110.4 ± 9.7 bcd 1517.2 ± 16.1 f 4.2 ± 0.2 k 11.8 ± 0.1 ef -7.6 ± 0.1 g 68.9 ± 0.8 cd 1.1 ± 0.1 ab 4.8 ± 0.6 gh 7.6 ± 0.7 d 1.8 ± 0.1 cde 14.2 ± 1.1 ef 1.51 ± 0.04 cde
sabauda 2012 10/12/2012 92.8 ± 1.6 c 1164.7 ± 12.9 b 1752.4 ± 21.3 c 14.0 ± 0.2 cd 15.2 ± 0.2 b -1.3 ± 0.1 bc 56.2 ± 1.1 h 1.1 ± 0.1 ab 7.6 ± 1.0 efg 14.3 ± 1.1 b 2.2 ± 0.2 bc 24.1 ± 1.6 d 1.40 ± 0.07 cdef
sabauda 2013 9/14/2013 70.8 ± 1.6 g 1035.2 ± 12.9 ef 1409.2 ± 21.3 g 3.9 ± 0.2 k 11.1 ± 0.2 f -7.2 ± 0.1 fg 73.7 ± 1.1 abc 1.6 ± 0.1 a 8.5 ± 1.0 efg 21.6 ± 1.1 a 2.7 ± 0.2 b 32.8 ± 1.6 c 1.64 ± 0.07 abcd
sabellica 2012 10/19/2012 98.0 ± 3.2 bc 1158.7 ± 25.7 bc 1789.3 ± 42.6 cd 15.0 ± 0.4 c 15.4 ± 0.3 b -0.4 ± 0.3 bc 54.7 ± 2.2 gh 1.0 ± 0.2 ab 31.7 ± 1.9 bc 11.9 ± 2.1 bcd 0.7 ± 0.3 efgh 44.3 ± 3.2 bc 1.35 ± 0.13 abcdef
sabellica 2013 8/31/2013 56.0 ± 3.2 hi 826.3 ± 25.7 g 1147.5 ± 42.6 h 3.8 ± 0.4 k 9.8 ± 0.3 g -6.0 ± 0.3 e 78.3 ± 2.2 ab 1.0 ± 0.2 ab 46.0 ± 1.9 a 17.2 ± 2.1 ab 0.9 ± 0.3 cdefgh 64.2 ± 3.2 a 1.71 ± 0.13 abcde
viridis 2012 9/18/2012 70.5 ± 2.3 efg 1037.3 ± 18.2 def 1489.9 ± 30.1 fg 11.0 ± 0.3 gh 13.4 ± 0.2 cd -2.4 ± 0.2 d 62.5 ± 1.6 efgh 1.0 ± 0.1 ab 5.0 ± 1.4 fghi 10.8 ± 1.5 bcd 1.4 ± 0.2 cdefg 17.2 ± 2.3 def 1.89 ± 0.09 ab
viridis 2013 8/16/2013 41.0 ± 2.3 j 599.0 ± 18.2 h 837.4 ± 30.1 i 3.7 ± 0.3 k 6.5 ± 0.2 h -2.8 ± 0.2 d 68.9 ± 1.6 bcde 1.0 ± 0.1 ab 2.6 ± 1.4 ghi 8.3 ± 1.5 bcd 0.6 ± 0.2 gh 11.5 ± 2.3 ef 1.16 ± 0.09 ef
1 Rated on a 1-5 scale. Ratings taken approx. 30 days after transplanting
* Different letters indicate significantly different LS means based on Student's t-test (α = 0.05)
‡ Different letters indicate significantly different LS means based on Tukey's HSD test (α = 0.05)
DTH = days to harvest; GDD = growing degree days; GS = glucosinolate; QRIP = quinone reductase induction potential
Precip. - 
Evap. (in.)
DTH GDD (˚C)
Total Solar 
Radiation 
(MJ/m2)
Total 
Precip. 
(in.)
Total 
Evap. (in.)
QRIP
Avg. Air 
Temp @ 
Harvest 
(˚F)
Insect 
Damage 
Rating1
Total 
Aliphatic 
GSs      
(µM/g DW)
Total 
Indole GSs      
(µM/g DW)
Total 
Aromatic 
GSs   
(µM/g DW)
Total GSs 
(µM/g DW)
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Supplemental Table 2.3 LS Means ± SE of environmental, GS, GSHP, and QRIP data for B. o. italica separated by year and species 
 
 
  
  
Variety Year
Avg. 
Harvest 
Date
2012 79.7 ± 0.4
a* 1054.8 ± 5.3 b 1556.9 ± 7.2 a 12.4 ± 0.03 a 13.7 ± 0.1 a -1.3 ± 0.03 a 58.0 ± 0.6 b 1.2 ± 0.1 a 3.0 ± 0.4 b 5.3 ± 0.4 b 1.0 ± 0.1 b 9.3 ± 0.7 b 6.8 ± 0.4 a 1.3 ± 0.1 a 8.2 ± 0.3 a 1.82 ± 0.03 a
2013 78.0 ± 0.4 b 1110.4 ± 5.3 a 1517.2 ± 7.2 b 4.2 ± 0.03 b 11.8 ± 0.1 b -7.6 ± 0.03 b 68.9 ± 0.6 a 1.1 ± 0.1 a 4.7 ± 0.4 a 6.9 ± 0.4 a 1.7 ± 0.1 a 13.3 ± 0.7 a 4.9 ± 0.4 b 1.1 ± 0.1 a 6.0 ± 0.3 b 1.47 ± 0.03 b
BNC 2012 11/2/2012 112.0 ± 1.2 a‡ 1206.5 ± 14.1 ab 1935.1 ± 18.9 a 17.0 ± 0.1 a 16.4 ± 0.1 a 0.7 ± 0.1 a 41.3 ± 1.5 e 1.0 ± 0.2 a 8.5 ± 1.1 a 6.5 ± 1.1 ab 1.1 ± 0.3 bc 16.1 ± 1.8 a 12.2 ± 0.9 a 0.8 ± 0.2 c 13.0 ± 0.9 a 2.00 ± 0.07 a
BNC 2013 9/20/2013 76.0 ± 1.2 de 1098.8 ± 14.1 cd 1483.1 ± 18.9 ef 4.2 ± 0.1 fg 11.7 ± 0.1 ef -7.5 ± 0.1 e 53.7 ± 1.5 a 1.0 ± 0.2 a 7.2 ± 1.1 ab 6.5 ± 1.1 ab 0.9 ± 0.3 c 14.6 ± 1.8 ab 5.8 ± 0.9 c 1.2 ± 0.2 bc 7.0 ± 0.9 bc 1.51 ± 0.07 bcde
Marathon 2012 10/7/2012 86.3 ± 1.2 bc 1116.0 ± 14.1 cd 1658.7 ± 18.9 bc 12.9 ± 0.1 b 14.5 ± 0.1 b -1.6 ± 0.1 b 57.8 ± 1.5 d 1.0 ± 0.2 a 2.2 ± 1.1 b 3.3 ± 1.1 ab 1.1 ± 0.3 bc 6.6 ± 1.8 ab 3.8 ± 0.9 c 0.9 ± 0.2 bc 4.7 ± 0.9 c 1.85 ± 0.07 ab
Marathon 2013 9/25/2013 81.0 ± 1.2 cd 1150.2 ± 14.1 bc 1572.9 ± 18.9 cde 4.2 ± 0.1 fg 11.7 ± 0.1 ef -7.5 ± 0.1 e 58.4 ± 1.5 ab 1.0 ± 0.2 a 3.6 ± 1.1 ab 7.1 ± 1.1 ab 2.5 ± 0.3 ab 13.1 ± 1.8 ab 3.7 ± 0.9 c 0.6 ± 0.2 c 4.4 ± 0.9 c 1.16 ± 0.07 e
Maximo 2012 10/5/2012 84.0 ± 1.2 bc 1113.2 ± 14.1 cd 1622.7 ± 18.9 bcd 12.9 ± 0.1 b 14.2 ± 0.1 bc -1.3 ± 0.1 b 58.4 ± 1.5 cd 1.0 ± 0.2 a 1.9 ± 1.1 b 4.3 ± 1.1 ab 1.4 ± 0.3 abc 7.6 ± 1.8 ab 3.5 ± 0.9 c 0.5 ± 0.2 c 4.1 ± 0.9 c 1.98 ± 0.07 a
Maximo 2013 10/4/2013 90.0 ± 1.2 b 1236.3 ± 14.1 a 1703.7 ± 18.9 b 4.6 ± 0.1 f 13.3 ± 0.1 d -8.7 ± 0.1 f 71.7 ± 1.5 a 1.0 ± 0.2 a 2.9 ± 1.1 ab 9.0 ± 1.1 a 2.7 ± 0.3 a 14.7 ± 1.8 ab 4.2 ± 0.9 c 0.5 ± 0.2 c 4.7 ± 0.9 c 1.24 ± 0.07 de
Patron 2012 9/28/2012 77.0 ± 1.2 de 1059.4 ± 14.1 d 1549.6 ± 18.9 de 11.6 ± 0.1 c 13.6 ± 0.1 cd -2.0 ± 0.1 c 64.9 ± 1.5 bcd 1.3 ± 0.2 a 2.6 ± 1.1 b 3.8 ± 1.1 ab 0.8 ± 0.3 c 7.3 ± 1.8 ab 10.8 ± 0.9 ab 2.8 ± 0.2 ab 13.5 ± 0.9 a 1.83 ± 0.07 ab
Patron 2013 10/4/2013 90.0 ± 1.2 b 1236.3 ± 14.1 a 1703.7 ± 18.9 b 4.6 ± 0.1 f 13.3 ± 0.1 d -8.7 ± 0.1 f 66.5 ± 1.5 a 1.7 ± 0.2 a 4.0 ± 1.1 ab 6.1 ± 1.1 ab 1.9 ± 0.3 abc 12.0 ± 1.8 ab 5.3 ± 0.9 c 1.1 ± 0.2 bc 6.4 ± 0.9 bc 1.69 ± 0.07 abc
Pirate 2012 9/28/2012 77.0 ± 1.2 de 1059.4 ± 14.1 d 1549.6 ± 18.9 de 11.6 ± 0.1 c 13.6 ± 0.1 cd -2.0 ± 0.1 c 65.9 ± 1.5 bcd 1.7 ± 0.2 a 1.9 ± 1.1 b 2.9 ± 1.1 b 0.6 ± 0.3 c 5.4 ± 1.8 b 4.2 ± 0.9 c 0.9 ± 0.2 bc 5.1 ± 0.9 c 1.73 ± 0.07 abc
Pirate 2013 9/20/2013 76.0 ± 1.2 de 1098.8 ± 14.1 cd 1483.1 ± 18.9 ef 4.2 ± 0.1 fg 11.7 ± 0.1 ef -7.5 ± 0.1 e 69.0 ± 1.5 a 1.0 ± 0.2 a 5.7 ± 1.1 ab 4.0 ± 1.1 ab 1.4 ± 0.3 abc 11.0 ± 1.8 ab 6.3 ± 0.9 bc 1.4 ± 0.2 bc 7.7 ± 0.9 bc 1.46 ± 0.07 cde
Sultan 2012 9/8/2012 57.3 ± 1.2 g 875.6 ± 14.1 f 1233.4 ± 18.9 i 9.9 ± 0.1 e 11.2 ± 0.1 f -1.3 ± 0.1 b 69.0 ± 1.5 a 1.0 ± 0.2 a 1.7 ± 1.1 b 8.8 ± 1.1 a 1.2 ± 0.3 bc 11.7 ± 1.8 ab 8.2 ± 0.9 abc 2.0 ± 0.2 ab 10.2 ± 0.9 ab 1.86 ± 0.07 ab
Sultan 2013 9/6/2013 62.0 ± 1.2 fg 910.3 ± 14.1 ef 1256.1 ± 18.9 hi 3.8 ± 0.1 g 9.8 ± 0.1 g -6.0 ± 0.1 d 66.5 ± 1.5 a 1.0 ± 0.2 a 4.2 ± 1.1 ab 6.3 ± 1.1 ab 1.4 ± 0.3 abc 11.9 ± 1.8 ab 4.7 ± 0.9 c 1.3 ± 0.2 bc 6.0 ± 0.9 bc 1.58 ± 0.07 bcd
VI158 2012 9/15/2012 64.0 ± 1.2 fg 953.7 ± 14.1 e 1348.9 ± 18.9 gh 10.5 ± 0.1 d 12.1 ± 0.1 e -1.6 ± 0.1 b 72.7 ± 1.5 abc 1.3 ± 0.2 a 1.8 ± 1.1 b 7.8 ± 1.1 ab 0.8 ± 0.3 c 10.4 ± 1.8 ab 5.1 ± 0.9 c 1.5 ± 0.2 bc 6.6 ± 0.9 bc 1.51 ± 0.07 bcde
VI158 2013 9/15/2013 71.3 ± 1.2 e 1042.2 ± 14.1 d 1417.4 ± 18.9 fg 4.0 ± 0.1 g 11.2 ± 0.1 f -7.2 ± 0.1 e 72.9 ± 1.5 a 1.3 ± 0.2 a 5.4 ± 1.1 ab 9.1 ± 1.1 a 0.9 ± 0.3 c 15.4 ± 1.8 a 4.7 ± 0.9 c 1.5 ± 0.2 bc 6.2 ± 0.9 bc 1.62 ± 0.07 bc
1 Rated on a 1-5 scale. Ratings taken approx. 30 days after transplanting
* Different letters indicate significantly different LS means based on Student's t-test (α = 0.05)
‡ Different letters indicate significantly different LS means based on Tukey's HSD test (α = 0.05)
DTH = days to harvest; GDD = growing degree days; GS = glucosinolate; ITC = isothiocyanate; GSHP = glucosinolate hydrolysis product; QRIP = quinone reductase induction potential
Precip. - 
Evap. (in.)
DTH GDD (˚C)
Total Solar 
Radiation 
(MJ/m2)
Total 
Precip. (in.)
Total Evap. 
(in.)
QRIP
Avg. Air 
Temp @ 
Harvest (˚F)
Insect 
Damage 
Rating1
Total 
Aliphatic 
GSs      
(µM/g DW)
Total 
Indole GSs      
(µM/g 
DW)
Total 
Aromatic 
GSs   
(µM/g DW)
Total GSs 
(µM/g DW)
Total ITCs
Total 
Nitriles
Total 
GSHPs
 116 
 
Supplemental Table 2.4 LS Means ± SE of environmental, GS, GSHP, and QRIP data for B. o. capitata separated by year and species 
 
   
  
Variety Year
Avg. 
Harvest 
Date
2012 79.4 ± 0.3 a* 1121.2 ± 2.7 a 1640.9 ± 2.9 a 11.6 ± 0.1 a 14.6 ± 0.02 a -3.0 ± 0.03 a 61.3 ± 0.02 b 1.2 ± 0.1 a 8.4 ± 0.6 b 4.5 ± 0.6 a 1.3 ± 0.1 b 14.2 ± 1.0 b 10.2 ± 0.6 a 0.6 ± 0.1 a 10.8 ± 0.6 a 1.52 ± 0.04 b
2013 72.5 ± 0.3 b 1047.9 ± 2.7 b 1432.8 ± 2.9 b 4.0 ± 0.1 b 11.3 ± 0.02 b -7.2 ± 0.03 b 72.8 ± 0.02 a 1.3 ± 0.1 a 10.6 ± 0.6 a 5.8 ± 0.6 a 1.6 ± 0.1 a 18.0 ± 1.0 a 8.9 ± 0.6 a 0.5 ± 0.1 a 9.4 ± 0.6 a 1.68 ± 0.04 a
214148 2012 9/5/2012 61.0 ± 0.7 e‡ 951.7 ± 6.7 e 1361.3 ± 7.0 e 9.7 ± 0.1 d 12.5 ± 0.1 e -2.7 ± 0.1 e 75.1 ± 0.1 b 1.3 ± 0.3 a 6.7 ± 1.5 bc 1.6 ± 1.4 c 1.1 ± 0.2 bc 9.4 ± 2.4 c 5.3 ± 1.5 d 0.2 ± 0.2 a 5.6 ± 2.4 ef 1.45 ± 0.12 ab
214148 2013 9/6/2013 62.0 ± 0.7 e 910.3 ± 6.7 f 1256.1 ± 7.0 f 3.8 ± 0.1 f 9.8 ± 0.1 h -6.0 ± 0.1 b 72.7 ± 0.1 c 1.3 ± 0.3 a 9.3 ± 1.5 bc 2.1 ± 1.4 bc 1.7 ± 0.2 abc 13.1 ± 2.4 bc 6.1 ± 1.5 cd 0.2 ± 0.2 a 6.3 ± 2.4 def 1.35 ± 0.12 ab
229747 2012 9/21/2012 77.0 ± 0.7 c 1120.9 ± 6.7 c 1630.9 ± 7.0 c 11.5 ± 0.1 c 14.6 ± 0.1 b -3.2 ± 0.1 c 60.2 ± 0.1 f 1.0 ± 0.3 a 5.2 ± 1.5 c 3.6 ± 1.4 abc 0.9 ± 0.2 c 9.6 ± 2.4 c 5.5 ± 1.5 d 0.5 ± 0.2 a 6.0 ± 2.4 ef 1.44 ± 0.12 ab
229747 2013 9/13/2013 69.0 ± 0.7 d 1013.9 ± 6.7 d 1384.5 ± 7.0 e 3.8 ± 0.1 f 10.9 ± 0.1 g -7.1 ± 0.1 f 76.1 ± 0.1 a 1.7 ± 0.3 a 6.7 ± 1.5 bc 5.3 ± 1.4 abc 1.1 ± 0.2 bc 13.1 ± 2.4 bc 5.1 ± 1.5 d 0.2 ± 0.2 a 5.3 ± 2.4 f 1.87 ± 0.12 a
Baylo Lykorishko 2012 10/5/2012 84.0 ± 0.7 b 1113.2 ± 6.7 c 1622.7 ± 7.0 c 12.9 ± 0.1 a 14.2 ± 0.1 c -1.3 ± 0.1 a 57.8 ± 0.1 h 1.0 ± 0.3 a 4.3 ± 1.5 c 5.5 ± 1.4 abc 1.5 ± 0.2 abc 11.3 ± 2.4 c 14.9 ± 1.5 a 1.2 ± 0.2 a 16.1 ± 2.4 a 1.75 ± 0.12 ab
Baylo Lykorishko 2013 9/13/2013 69.0 ± 0.7 d 1013.9 ± 6.7 d 1384.5 ± 7.0 e 3.8 ± 0.1 f 10.9 ± 0.1 g -7.1 ± 0.1 f 76.1 ± 0.1 a 1.0 ± 0.3 a 5.2 ± 1.5 c 5.3 ± 1.4 abc 1.5 ± 0.2 abc 11.9 ± 2.4 c 12.7 ± 1.5 abcd 0.8 ± 0.2 a 13.5 ± 2.4 abcde 1.53 ± 0.12 ab
Jotunka 2012 9/28/2012 84.0 ± 0.7 b 1174.5 ± 6.7 b 1735.3 ± 7.0 ab 11.8 ± 0.1 bc 15.4 ± 0.1 a -3.6 ± 0.1 d 58.4 ± 0.1 g 1.3 ± 0.3 a 7.5 ± 1.5 bc 2.5 ± 1.4 abc 1.0 ± 0.2 bc 10.9 ± 2.4 c 7.1 ± 1.5 bcd 0.3 ± 0.2 a 7.4 ± 2.4 bcdef 1.52 ± 0.12 ab
Jotunka 2013 9/13/2013 69.0 ± 0.7 d 1013.9 ± 6.7 d 1384.5 ± 7.0 e 3.8 ± 0.1 f 10.9 ± 0.1 g -7.1 ± 0.1 f 76.1 ± 0.1 a 1.3 ± 0.3 a 10.1 ± 1.5 bc 3.5 ± 1.4 abc 1.3 ± 0.2 abc 14.8 ± 2.4 bc 13.7 ± 1.5 abc 0.5 ± 0.2 a 14.2 ± 2.4 abcd 1.78 ± 0.12 ab
Kilis, Anatolia Local 2012 9/30/2012 86.3 ± 0.7 b 1192.4 ± 6.7 b 1759.6 ± 7.0 a 12.2 ± 0.1 b 15.6 ± 0.1 a -3.4 ± 0.1 cd 58.2 ± 0.1 g 1.3 ± 0.3 a 18.4 ± 1.5 a 8.6 ± 1.4 abc 2.1 ± 0.2 ab 29.1 ± 2.4 a 14.0 ± 1.5 ab 0.4 ± 0.2 a 14.4 ± 2.4 abc 1.82 ± 0.12 a
Kilis, Anatolia Local 2013 9/20/2013 76.0 ± 0.7 c 1098.8 ± 6.7 c 1483.1 ± 7.0 d 4.2 ± 0.1 ef 11.7 ± 0.1 f -7.5 ± 0.1 g 66.5 ± 0.1 e 1.0 ± 0.3 a 18.8 ± 1.5 a 9.4 ± 1.4 a 2.4 ± 0.2 a 30.6 ± 2.4 a 8.8 ± 1.5 abcd 1.1 ± 0.2 a 9.9 ± 2.4 abcdef 1.85 ± 0.12 a
Snow Resisting (Vilmorin) 2012 9/28/2012 84.0 ± 0.7 b 1174.5 ± 6.7 b 1735.3 ± 7.0 ab 11.8 ± 0.1 bc 15.4 ± 0.1 a -3.6 ± 0.1 d 58.4 ± 0.1 g 1.3 ± 0.3 a 8.2 ± 1.5 bc 5.3 ± 1.4 abc 1.4 ± 0.2 abc 14.8 ± 2.4 bc 14.4 ± 1.5 ab 0.9 ± 0.2 a 15.3 ± 2.4 ab 1.16 ± 0.12 b
Snow Resisting (Vilmorin) 2013 10/4/2013 90.0 ± 0.7 a 1236.3 ± 6.7 a 1703.7 ± 7.0 b 4.6 ± 0.1 e 13.3 ± 0.1 d -8.7 ± 0.1 h 69.0 ± 0.1 d 1.3 ± 0.3 a 13.4 ± 1.5 ab 9.2 ± 1.4 ab 1.8 ± 0.2 abc 24.4 ± 2.4 ab 6.9 ± 1.5 bcd 0.2 ± 0.2 a 7.1 ± 2.4 cdef 1.67 ± 0.12 ab
1 Rated on a 1-5 scale. Ratings taken approx. 30 days after transplanting
* Different letters indicate significantly different LS means based on Student's t-test (α = 0.05)
‡ Different letters indicate significantly different LS means based on Tukey's HSD test (α = 0.05)
DTH = days to harvest; GDD = growing degree days; GS = glucosinolate; ITC = isothiocyanate; GSHP = glucosinolate hydrolysis product; QRIP = quinone reductase induction potential
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Supplemental Table 2.5 LS Means ± SE of environmental, GSHP, and QRIP data for the full population separated by year and species 
 
  
 
  
Species Year
Avg. 
Harvest 
Date
2012 78.5 ± 1.7 a* 1058.9 ± 17.3 a 1560.4 ± 25.5 a 12.1 ± 0.2 a 13.8 ± 0.2 a -1.7 ± 0.2 a 59.1 ± 1.0 b 1.7 ± 0.1 a 4.9 ± 0.4 a 1.6 ± 0.3 a 6.5 ± 0.5 a 1.54 ± 0.05 a
2013 52.9 ± 1.7 b 759.7 ± 17.2 b 1058.7 ± 25.3 b 4.0 ± 0.2 b 8.5 ± 0.2 b -4.5 ± 0.2 b 71.8 ± 1.0 a 1.1 ± 0.1 b 4.5 ± 0.4 a 1.5 ± 0.3 a 6.0 ± 0.5 a 1.13 ± 0.05 b
juncea 2012 10/3/2012 75.3 ± 2.7 bc‡ 971.1 ± 27.1 bd 1424.6 ± 39.9 bc 11.9 ± 0.3 c 12.5 ± 0.3 b -0.6 ± 0.3 a 58.5 ± 1.5 cd 1.7 ± 0.1 bc 3.1 ± 0.7 c 1.1 ± 0.4 b 4.2 ± 0.7 c 1.41 ± 0.07 ab
juncea 2013 8/19/2013 42.6 ± 2.5 e 631.5 ± 24.9 f 875.5 ± 36.7 d 3.7 ± 0.3 e 6.9 ± 0.3 e -3.2 ± 0.3 cd 70.4 ± 1.4 ab 1.3 ± 0.1 bcd 3.4 ± 0.6 c 1.2 ± 0.4 b 4.6 ± 0.7 c 1.13 ± 0.07 b
napus 2012 9/15/2012 64.0 ± 5.4 bcd 953.7 ± 54.2 bcd 1348.9 ± 79.8 bc 10.5 ± 0.6 c 12.1 ± 0.6 bc -1.6 ± 0.7 abc 64.9 ± 3.0 abcd 1.0 ± 0.2 cd 10.3 ± 1.3 a 2.1 ± 0.8 ab 12.4 ± 1.5 ab 1.60 ± 0.15 ab
napus 2013 8/16/2013 41.0 ± 5.4 de 599.0 ± 54.2 ef 837.4 ± 79.8 d 3.7 ± 0.6 de 6.5 ± 0.6 e -2.8 ± 0.7 abcd 68.9 ± 3.0 abc 1.0 ± 0.2 cd 6.0 ± 1.3 abc 1.0 ± 0.8 ab 7.0 ± 1.5 abc 1.20 ± 0.15 abc
nigra 2012 9/21/2012 77.0 ± 5.4 abc 1120.9 ± 54.2 abc 1630.9 ± 79.8 ab 11.5 ± 0.6 bc 14.6 ± 0.6 ab -3.2 ± 0.7 bcde 60.2 ± 3.0 bcd 2.0 ± 0.2 ab 2.9 ± 1.3 bc 1.1 ± 0.8 ab 4.0 ± 1.5 c 1.61 ± 0.15 ab
nigra 2013 8/31/2013 56.0 ± 5.4 cde 826.3 ± 54.2 de 1147.5 ± 79.8 cd 3.8 ± 0.6 de 9.8 ± 0.6 cd -6.0 ± 0.7 ef 78.3 ± 3.0 a 1.3 ± 0.2 bcd 2.1 ± 1.3 c 0.4 ± 0.8 ab 2.5 ± 1.5 c 1.12 ± 0.15 abc
oleracea 2012 10/1/2012 85.1 ± 1.2 a 1096.8 ± 12.1 ac 1651.1 ± 17.8 a 13.0 ± 0.1 ab 14.5 ± 0.1 a -1.5 ± 0.1 ab 57.9 ± 0.7 d 1.1 ± 0.0 d 7.0 ± 0.3 ab 2.0 ± 0.2 ab 9.0 ± 0.3 b 1.57 ± 0.03 a
oleracea 2013 9/18/2013 76.5 ± 1.2 b 1028.9 ± 11.8 b 1440.8 ± 17.4 b 5.0 ± 0.1 d 11.2 ± 0.1 c -6.3 ± 0.1 f 67.7 ± 0.7 b 1.1 ± 0.0 d 8.1 ± 0.3 a 2.7 ± 0.2 a 10.7 ± 0.3 a 1.45 ± 0.03 a
rapa 2012 10/8/2012 91.0 ± 2.7 a 1151.8 ± 27.1 a 1746.6 ± 39.9 a 13.7 ± 0.3 a 15.2 ± 0.3 a -1.5 ± 0.3 ab 54.1 ± 1.5 d 2.5 ± 0.1 a 1.2 ± 0.7 c 1.6 ± 0.4 ab 2.8 ± 0.7 c 1.50 ± 0.07 a
rapa 2013 8/23/2013 48.5 ± 2.7 de 712.7 ± 27.1 ef 992.5 ± 39.9 d 3.7 ± 0.3 e 8.1 ± 0.3 de -4.4 ± 0.3 de 73.6 ± 1.5 a 1.0 ± 0.1 d 3.1 ± 0.7 c 2.2 ± 0.4 ab 5.3 ± 0.7 c 0.78 ± 0.07 c
1 Rated on a 1-5 scale. Ratings taken approx. 30 days after transplanting
* Different letters indicate significantly different LS means based on Student's t-test (α = 0.05)
‡ Different letters indicate significantly different LS means based on Tukey's HSD test (α = 0.05)
DTH = days to harvest; GDD = growing degree days; ITC = isothiocyanate; GSHP = glucosinolate hydrolysis product; QRIP = quinone reductase induction potential
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Supplemental Table 2.6 LS Means ± SE of environmental, GSHP, and QRIP data for B. oleracea separated by year and species 
 
  
  
Subspecies Year
Avg. 
Harvest 
Date
2012 87.5 ± 0.8 a* 1120.7 ± 6.8 a 1689.3 ± 11.2 a 13.2 ± 0.1 a 14.8 ± 0.1 a -1.6 ± 0.1 a 57.8 ± 0.6 b 1.2 ± 0.0 a 7.8 ± 0.3 a 1.1 ± 0.1 a 10.0 ± 0.4 a 1.55 ± 0.03 a
2013 74.0 ± 0.8 b 1001.5 ± 6.7 b 1397.9 ± 11.1 b 4.8 ± 0.1 b 10.9 ± 0.1 b -6.1 ± 0.1 b 67.9 ± 0.6 a 1.1 ± 0.0 a 7.4 ± 0.3 a 1.0 ± 0.1 a 9.8 ± 0.4 a 1.47 ± 0.03 a
alboglabra 2012 9/11/2012 65.1 ± 2.0 fg‡ 982.7 ± 16.3 f 1408.6 ± 26.9 c 10.4 ± 0.2 g 12.7 ± 0.2 c -2.4 ± 0.2 b 65.2 ± 1.4 bcd 1.1 ± 0.1 ab 5.2 ± 0.8 def 1.1 ± 0.2 cde 7.8 ± 1.4 cdef 1.57 ± 0.07 abcdef
alboglabra 2013 9/3/2013 59.7 ± 2.0 g 875.6 ± 16.3 g 1202.2 ± 26.9 d 3.8 ± 0.2 j 9.4 ± 0.2 f -5.7 ± 0.2 c 73.7 ± 1.4 a 1.1 ± 0.1 ab 8.3 ± 0.8 bcd 1.1 ± 0.2 cde 10.3 ± 0.8 bcd 1.50 ± 0.07 bcdefg
botrytis 2012 10/2/2012 88.0 ± 2.5 bc 1171.3 ± 20.0 b 1754.8 ± 32.9 b 12.9 ± 0.3 cd 15.5 ± 0.2 b -2.6 ± 0.2 b 59.8 ± 1.7 de 1.0 ± 0.1 b 0.6 ± 1.0 g 0.01 ± 0.2 f 1.5 ± 0.2 g 1.69 ± 0.09 abcde
botrytis 2013 10/7/2013 93.5 ± 2.5 b 1160.6 ± 20.0 b 1653.7 ± 33.0 b 6.3 ± 0.3 i 12.6 ± 0.2 c -6.3 ± 0.2 cd 58.6 ± 1.7 de 1.0 ± 0.1 b 2.4 ± 1.0 fg 0.02 ± 0.2 f 3.2 ± 1.0 fg 1.27 ± 0.09 efg
capitata 2012 9/24/2012 79.4 ± 1.4 cd 1121.2 ± 11.6 bc 1640.9 ± 19.0 b 11.6 ± 0.2 ef 14.6 ± 0.1 b -3.0 ± 0.1 b 61.3 ± 1.0 de 1.2 ± 0.1 ab 10.2 ± 0.6 b 0.6 ± 0.1 ef 10.8 ± 0.9 bc 1.52 ± 0.05 bcdef
capitata 2013 9/16/2013 72.5 ± 1.4 defg 1047.9 ± 11.6 ef 1432.8 ± 19.0 c 4.0 ± 0.2 j 11.3 ± 0.1 d -7.2 ± 0.1 e 72.8 ± 1.0 a 1.3 ± 0.1 ab 8.9 ± 0.6 bcd 0.5 ± 0.1 ef 9.4 ± 1.0 bcd 1.68 ± 0.05 abcd
gemmifera 2012 11/14/2012 131.0 ± 2.5 a 1336.9 ± 20.0 a 2212.0 ± 32.9 a 18.2 ± 0.3 a 18.7 ± 0.2 a -0.5 ± 0.2 a 43.4 ± 1.7 f 1.7 ± 0.1 a 5.7 ± 1.0 cdef 1.8 ± 0.2 bc 10.7 ± 1.2 bcd 1.38 ± 0.09 defg
gemmifera 2013 11/8/2013 125.0 ± 2.5 a 1410.8 ± 20.0 a 2051.3 ± 33.0 a 8.9 ± 0.3 h 15.5 ± 0.2 b -6.6 ± 0.2 cde 44.5 ± 1.7 f 1.0 ± 0.1 b 1.1 ± 1.0 fg 2.7 ± 0.2 ab 13.3 ± 0.7 b 1.12 ± 0.09 g
italica 2012 9/30/2012 76.9 ± 1.5 de 1021.9 ± 11.8 f 1513.1 ± 19.4 c 12.3 ± 0.2 de 13.3 ± 0.1 c -1.1 ± 0.1 a 59.2 ± 1.0 e 1.2 ± 0.1 ab 6.5 ± 0.6 cdef 1.3 ± 0.1 cde 7.9 ± 0.7 cdef 1.86 ± 0.05 a
italica 2013 9/22/2013 75.3 ± 1.2 de 1077.5 ± 9.4 cde 1473.4 ± 15.5 c 4.1 ± 0.1 j 11.5 ± 0.1 d -7.4 ± 0.1 e 70.1 ± 0.8 ab 1.1 ± 0.1 b 4.6 ± 0.5 ef 1.1 ± 0.1 d 5.7 ± 0.6 ef 1.51 ± 0.04 cdef
sabauda 2012 10/12/2012 91.0 ± 2.5 b 1136.0 ± 20.0 bcd 1706.0 ± 32.9 b 13.9 ± 0.3 bc 14.8 ± 0.2 b -0.9 ± 0.2 a 56.2 ± 1.7 e 1.2 ± 0.1 ab 11.3 ± 1.0 b 0.3 ± 0.2 ef 13.4 ± 1.7 b 1.19 ± 0.09 fg
sabauda 2013 9/14/2013 69.0 ± 2.5 efg 1013.9 ± 20.0 ef 1384.5 ± 33.0 c 3.8 ± 0.3 j 10.9 ± 0.2 de -7.1 ± 0.2 de 76.1 ± 1.7 a 1.0 ± 0.1 b 9.5 ± 1.0 bcd 0.04 ± 0.2 f 10.4 ± 0.6 bcd 1.84 ± 0.09 abc
sabellica 2012 10/19/2012 98.0 ± 3.5 b 1158.7 ± 28.3 bc 1789.3 ± 46.6 b 15.0 ± 0.4 b 15.4 ± 0.3 b -0.4 ± 0.3 a 54.7 ± 2.4 e 1.0 ± 0.2 ab 17.5 ± 1.4 a 3.2 ± 0.3 a 21.9 ± 2.6 a 1.35 ± 0.13 bcdefg
sabellica 2013 8/31/2013 56.0 ± 3.5 gh 826.3 ± 28.0 g 1147.5 ± 46.6 d 3.8 ± 0.4 j 9.8 ± 0.3 ef -6.0 ± 0.3 cd 78.3 ± 2.4 a 1.0 ± 0.2 ab 20.1 ± 1.4 a 2.4 ± 0.3 ab 22.7 ± 0.3 a 1.71 ± 0.13 abcdef
viridis 2012 9/18/2012 70.5 ± 2.5 defg 1037.3 ± 30.0 def 1489.9 ± 33.0 c 11.0 ± 0.3 fg 13.4 ± 0.2 c -2.4 ± 0.2 b 62.5 ± 1.7 cde 1.0 ± 0.1 b 5.6 ± 1.0 cdef 0.2 ± 0.2 f 6.2 ± 1.6 defg 1.89 ± 0.09 ab
viridis 2013 8/16/2013 41.0 ± 2.5 h 599.0 ± 20.0 h 837.4 ± 33.0 e 3.7 ± 0.3 j 6.5 ± 0.2 g -2.8 ± 0.2 b 68.9 ± 1.7 abc 1.0 ± 0.1 b 3.3 ± 1.0 efg 0.02 ± 0.2 f 3.5 ± 1.0 efg 1.16 ± 0.09 fg
1 Rated on a 1-5 scale. Ratings taken approx. 30 days after transplanting
* Different letters indicate significantly different LS means based on Student's t-test (α = 0.05)
‡ Different letters indicate significantly different LS means based on Tukey's HSD test (α = 0.05)
DTH = days to harvest; GDD = growing degree days; ITC = isothiocyanate; GSHP = glucosinolate hydrolysis product; QRIP = quinone reductase induction potential
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Supplemental Table 2.7 GSHPs, their precursors, abbreviations, and commercial sources 
 
   
Precursor GS GSHP Abbrev. Company
Glucoiberin Iberin/1-isothiocyanato-3-(methylsulfinyl)propane N/A LKT Laboratories
Progoitrin Goitrin/oxazolidine-2-thione (following cyclization) N/A Santa Cruz Biotech
Progoitrin Crambene/cyanohydroxy butene N/A Carbosynth
Glucoraphanin Sulforaphane/1-isothiocyanato-4-(methylsulfinyl)-butane SF Sigma-Aldrich
Glucoraphanin Sulforaphane nitrile/5-methylsulfinylpentanenitrile SFN N/A
Sinigrin Allyl isothiocyanate AITC Sigma-Aldrich
Sinigrin 1-cyano-2,3-epithiopropane CETP N/A
Gluconapin  3-butenyl isothiocyanate 3-B ITC Tokyo Chemical Industry UK Ltd.
Gluconapin 4-pentenenitrile 4-PN Sigma-Aldrich
Benzylglucosinolate Benzyl ITC BITC Sigma-Aldrich
Gluconasturtiin Phenethyl ITC PEITC Sigma-Aldrich
Gluconasturtiin 3-phenylpropionitrile 3-PPN Sigma-Aldrich
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Supplemental Table 2.8 Summary of the number of varieties grown in both 2012 and 2013 for 
each Brassica species and subspecies subjected to GS analysis    
       
            
 
  
Species Subspecies N Total
juncea longidens 1
juncea multiceps 1
juncea napiformis 1
juncea rugosa 2
juncea strumata 2
napus pabularia 2 2
nigra - 2 2
oleracea alboglabra 3
oleracea botrytis 2
oleracea capitata 6
oleracea gemmifera 2
oleracea gongylodes 4
oleracea italica 7
oleracea sabauda 4
oleracea sabellica 1
oleracea viridis 2
rapa chinensis 1
rapa perviridis 1
rapa rapa 2
7
31
4
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Supplemental Table 2.9 Varietal means ± SD (µM/g DW) of GS content for all accessions tested in 2012 
 
 
 
  
Species Subspecies Variety Country PI# Tissue
+ juncea longidens BUDAKALASZI FEKETE Hungary 531272 leaf 0.04 ± 0.02 0.00 ± 0.00 0.05 ± 0.08 35.85 ± 2.27 0.35 ± 0.06 36.28 ± 2.28 0.17 ± 0.06 0.01 ± 0.02 0.19 ± 0.08 0.03 ± 0.05 36.49 ± 2.26 1.49 ± 0.11
juncea multiceps Elephant Ear Green Mustard China 662731 leaf 0.26 ± 0.22 0.03 ± 0.03 0.01 ± 0.02 0.45 ± 0.07 0.00 ± 0.00 0.75 ± 0.32 5.36 ± 1.37 0.06 ± 0.04 5.41 ± 1.40 0.50 ± 0.11 6.66 ± 1.82 1.96 ± 0.62
+ juncea multiceps Second Flat Mustard China 662732 leaf 0.00 ± 0.00 0.02 ± 0.02 0.00 ± 0.00 35.96 ± 5.07 0.78 ± 0.14 36.76 ± 5.02 0.12 ± 0.04 0.06 ± 0.04 0.18 ± 0.01 0.41 ± 0.17 37.35 ± 5.13 1.35 ± 0.26
+ juncea napiformis Grey Leaf Root Mustard China 662736 root 0.01 ± 0.02 9.18 ± 0.93 0.13 ± 0.03 0.01 ± 0.01 3.40 ± 0.20 12.73 ± 1.14 0.91 ± 0.09 1.40 ± 0.34 2.31 ± 0.29 1.12 ± 0.18 16.15 ± 1.49 1.23 ± 0.11
+ juncea rugosa Miike Giant Japan 662698 leaf 0.15 ± 0.09 0.05 ± 0.03 0.01 ± 0.01 11.87 ± 0.26 1.01 ± 0.01 13.10 ± 0.37 0.14 ± 0.04 0.07 ± 0.04 0.20 ± 0.01 0.62 ± 0.12 13.93 ± 0.24 2.39 ± 0.98
+ juncea rugosa Serifon Japan 662699 leaf 0.00 ± 0.00 0.03 ± 0.03 0.00 ± 0.00 24.05 ± 2.59 1.43 ± 0.58 25.51 ± 3.14 0.13 ± 0.07 0.00 ± 0.00 0.13 ± 0.07 0.14 ± 0.03 25.78 ± 3.22 1.44 ± 0.08
+ juncea strumata Horned Mustard Japan 662697 leaf 0.05 ± 0.01 0.02 ± 0.01 0.00 ± 0.00 26.77 ± 2.16 0.17 ± 0.01 27.01 ± 2.18 0.32 ± 0.02 0.02 ± 0.00 0.34 ± 0.03 0.64 ± 0.08 28.00 ± 2.13 1.58 ± 0.13
+ juncea strumata Swollen Stem Japan 662696 leaf 0.02 ± 0.03 0.00 ± 0.00 0.01 ± 0.02 27.65 ± 3.63 0.17 ± 0.05 27.85 ± 3.69 0.33 ± 0.21 0.02 ± 0.04 0.36 ± 0.25 0.48 ± 0.35 28.69 ± 3.86 1.41 ± 0.05
+ napus pabularia Red Russian US - leaf 0.02 ± 0.02 9.17 ± 0.66 0.44 ± 0.06 0.07 ± 0.00 1.69 ± 0.53 11.38 ± 0.47 2.60 ± 0.58 1.96 ± 0.63 4.56 ± 1.21 1.34 ± 0.34 17.28 ± 1.90 1.11 ± 0.36
+ napus pabularia Red Winter US - leaf 0.01 ± 0.01 9.86 ± 2.30 0.70 ± 0.39 0.06 ± 0.01 1.62 ± 0.84 12.25 ± 2.81 2.25 ± 1.13 1.99 ± 0.95 4.24 ± 2.08 1.56 ± 0.23 18.05 ± 2.54 0.99 ± 0.39
napus rapifera BRA 1042/95 Poland 632742 root 0.01 ± 0.02 1.76 ± 0.92 0.09 ± 0.02 0.01 ± 0.01 0.35 ± 0.21 2.22 ± 1.09 0.58 ± 0.07 0.86 ± 0.09 1.45 ± 0.16 1.24 ± 0.17 4.91 ± 1.07 1.44 ± 0.79
napus rapifera CR 742/91 Germany 632737 leaf 0.00 ± 0.00 1.47 ± 0.46 0.04 ± 0.02 0.00 ± 0.00 0.10 ± 0.04 1.61 ± 0.52 1.53 ± 0.11 1.32 ± 0.12 2.85 ± 0.10 0.91 ± 0.30 5.37 ± 0.90 2.04 ± 0.37
napus rapifera CR 742/91 Germany 632737 root 0.00 ± 0.00 1.25 ± 0.35 0.08 ± 0.02 0.00 ± 0.00 0.19 ± 0.05 1.52 ± 0.42 0.41 ± 0.02 0.23 ± 0.08 0.64 ± 0.10 1.03 ± 0.33 3.19 ± 0.62 1.34 ± 0.21
napus rapifera Donnuvos Bal'ten Russia 263056 root 0.00 ± 0.01 2.78 ± 0.20 0.30 ± 0.11 0.06 ± 0.10 0.14 ± 0.03 3.28 ± 0.18 0.15 ± 0.01 0.10 ± 0.02 0.25 ± 0.03 2.73 ± 0.58 6.26 ± 0.61 1.83 ± 0.63
+ nigra - 114-0049-67 Spain 597829 leaf 0.05 ± 0.08 0.06 ± 0.11 0.01 ± 0.01 3.61 ± 1.97 54.49 ± 4.77 58.22 ± 3.89 0.15 ± 0.11 0.02 ± 0.01 0.17 ± 0.12 0.29 ± 0.16 58.68 ± 4.02 1.47 ± 0.26
+ nigra - 77-1428 US 458981 leaf 0.00 ± 0.00 0.01 ± 0.01 0.18 ± 0.03 51.02 ± 5.23 0.08 ± 0.02 51.30 ± 5.22 0.14 ± 0.02 0.03 ± 0.01 0.17 ± 0.02 0.17 ± 0.07 51.64 ± 5.25 1.64 ± 0.07
+ oleracea alboglabra 435900 Spain 435900 stem/floret 0.01 ± 0.01 1.57 ± 0.75 0.37 ± 0.13 0.03 ± 0.02 12.95 ± 8.23 14.92 ± 8.74 4.19 ± 1.66 1.74 ± 0.07 5.93 ± 1.72 0.72 ± 0.10 21.57 ± 7.25 2.18 ± 0.23
+ oleracea alboglabra Bhug-Gana Thailand 249556 stem/floret 0.38 ± 0.41 5.61 ± 6.10 1.81 ± 1.07 5.91 ± 2.32 29.39 ± 9.71 43.10 ± 10.73 0.67 ± 0.17 0.78 ± 0.36 1.45 ± 0.32 1.41 ± 0.16 45.96 ± 10.73 2.79 ± 0.31
+ oleracea alboglabra G 28307 China 662520 stem/floret 0.21 ± 0.19 1.36 ± 0.44 2.42 ± 2.14 0.79 ± 0.31 13.31 ± 3.84 18.10 ± 0.79 0.78 ± 0.16 1.81 ± 0.64 2.59 ± 0.79 0.68 ± 0.11 21.37 ± 1.45 3.17 ± 0.43
oleracea botrytis G 30014 Canada 662581 stem/floret 1.20 ± 0.75 0.12 ± 0.03 0.47 ± 0.66 0.87 ± 0.81 0.00 ± 0.00 2.66 ± 0.95 2.26 ± 0.59 0.78 ± 0.19 3.04 ± 0.78 0.83 ± 0.33 6.54 ± 1.90 2.25 ± 0.80
+ oleracea botrytis Perfection (De Massy) France 204782 stem/floret 0.20 ± 0.20 0.08 ± 0.03 0.02 ± 0.03 0.32 ± 0.16 0.04 ± 0.07 0.66 ± 0.21 1.15 ± 0.54 0.17 ± 0.17 1.33 ± 0.71 0.44 ± 0.05 2.42 ± 0.90 1.28 ± 0.19
oleracea botrytis Rachel Israel 390969 stem/floret 0.71 ± 0.18 0.11 ± 0.02 0.09 ± 0.05 0.74 ± 0.15 0.02 ± 0.02 1.67 ± 0.34 3.65 ± 0.33 0.14 ± 0.03 3.79 ± 0.30 0.58 ± 0.08 6.04 ± 0.20 1.90 ± 0.18
oleracea botrytis Romax Netherlands 373922 stem/floret 0.42 ± 0.39 0.15 ± 0.06 0.02 ± 0.02 3.19 ± 3.27 0.00 ± 0.00 3.78 ± 3.75 3.53 ± 1.45 1.43 ± 0.95 4.96 ± 2.27 0.97 ± 0.49 9.71 ± 6.25 2.11 ± 0.59
oleracea botrytis Sharpe's Shorts Austrailia 289696 stem/floret 0.65 ± 0.23 0.20 ± 0.11 0.06 ± 0.02 1.03 ± 0.26 0.00 ± 0.00 1.94 ± 0.63 1.11 ± 0.36 0.45 ± 0.01 1.56 ± 0.35 0.91 ± 0.31 4.41 ± 1.29 2.09 ± 0.81
+ oleracea botrytis Snow Ice S. Korea 508410 stem/floret 0.26 ± 0.17 0.04 ± 0.03 0.02 ± 0.02 0.38 ± 0.15 0.03 ± 0.03 0.72 ± 0.33 1.89 ± 0.65 0.14 ± 0.03 2.03 ± 0.66 0.29 ± 0.17 3.04 ± 1.16 1.61 ± 0.40
oleracea botrytis Terezopolis Brazil 441511 stem/floret 1.68 ± 0.42 0.32 ± 0.09 0.11 ± 0.01 3.00 ± 0.91 0.07 ± 0.01 5.18 ± 1.25 2.38 ± 1.80 0.21 ± 0.13 2.59 ± 1.92 1.57 ± 0.39 9.33 ± 3.31 1.94 ± 0.55
oleracea capitata 212080 Afghanistan 212080 leaf 0.85 ± 0.29 0.86 ± 0.46 0.63 ± 0.46 1.92 ± 0.23 0.41 ± 0.28 4.67 ± 1.29 1.94 ± 0.84 0.05 ± 0.04 1.99 ± 0.87 1.72 ± 0.29 8.38 ± 2.25 2.65 ± 0.88
+ oleracea capitata 214148 India 214148 leaf 1.12 ± 0.11 0.75 ± 0.37 0.60 ± 0.17 1.93 ± 0.55 0.43 ± 0.20 4.83 ± 1.23 1.53 ± 0.32 0.12 ± 0.06 1.64 ± 0.37 1.13 ± 0.38 7.60 ± 1.04 2.82 ± 0.06
+ oleracea capitata 229747 Iran 229747 leaf 1.40 ± 1.20 0.50 ± 0.24 0.94 ± 0.59 1.43 ± 1.25 0.19 ± 0.10 4.47 ± 2.15 3.29 ± 1.44 0.19 ± 0.11 3.48 ± 1.55 0.86 ± 0.25 8.81 ± 3.58 2.92 ± 0.40
+ oleracea capitata Baylo Lykorishko Bulgaria 662573 leaf 0.07 ± 0.03 0.11 ± 0.06 0.93 ± 0.53 0.00 ± 0.00 0.09 ± 0.09 1.20 ± 0.42 1.91 ± 0.44 0.10 ± 0.02 2.01 ± 0.41 1.24 ± 0.52 4.44 ± 1.03 3.33 ± 0.56
oleracea capitata Bluegreen Winter Russia 343607 leaf 0.30 ± 0.20 0.72 ± 0.58 0.19 ± 0.04 1.18 ± 0.83 0.35 ± 0.27 2.74 ± 1.80 2.18 ± 1.48 0.39 ± 0.13 2.56 ± 1.51 0.99 ± 0.60 6.29 ± 3.60 2.31 ± 0.30
oleracea capitata Improved Cape Spitz S. Africa 414936 leaf 2.71 ± 0.47 0.07 ± 0.03 0.16 ± 0.05 1.42 ± 1.07 0.08 ± 0.13 4.43 ± 0.62 2.68 ± 0.68 0.13 ± 0.09 2.81 ± 0.73 1.61 ± 0.45 8.86 ± 1.49 2.29 ± 1.22
oleracea capitata January King Scotland 280067 leaf 0.92 ± 0.31 0.27 ± 0.09 0.62 ± 0.35 0.62 ± 0.08 0.17 ± 0.07 2.59 ± 0.60 3.43 ± 0.46 0.14 ± 0.08 3.57 ± 0.53 1.51 ± 0.24 7.67 ± 0.86 1.69 ± 0.74
oleracea capitata Jotunka Norway 330396 leaf 1.63 ± 0.55 0.28 ± 0.13 0.83 ± 0.95 2.26 ± 0.85 0.09 ± 0.03 5.09 ± 1.60 1.93 ± 1.10 0.12 ± 0.02 2.05 ± 1.12 0.72 ± 0.27 7.86 ± 2.85 3.24 ± 0.06
oleracea capitata Khralampli Thailand 249557 leaf 0.61 ± 0.26 0.39 ± 0.14 0.11 ± 0.06 2.04 ± 0.90 0.10 ± 0.04 3.25 ± 1.26 2.37 ± 2.33 0.11 ± 0.01 2.48 ± 2.34 1.17 ± 0.42 6.89 ± 1.67 1.96 ± 1.15
+ oleracea capitata Kilis, Anatolia Local US 344065 leaf 2.36 ± 2.34 2.59 ± 1.41 1.73 ± 0.31 2.24 ± 1.43 1.45 ± 1.07 10.36 ± 1.81 6.55 ± 2.35 0.32 ± 0.24 6.87 ± 2.60 2.63 ± 1.58 19.86 ± 5.93 2.54 ± 0.73
oleracea capitata Slava Holandu Czech Republic 250424 leaf 0.98 ± 0.14 0.40 ± 0.18 0.28 ± 0.02 2.05 ± 0.90 0.32 ± 0.09 4.03 ± 0.90 0.72 ± 0.24 0.12 ± 0.09 0.83 ± 0.31 0.89 ± 0.13 5.75 ± 0.72 2.27 ± 0.70
+ oleracea capitata Snow Resisting (Vilmorin) France 245023 leaf 1.42 ± 1.50 1.39 ± 1.41 0.41 ± 0.18 2.26 ± 1.19 0.79 ± 0.92 6.27 ± 3.18 7.33 ± 7.37 0.81 ± 0.69 8.14 ± 7.56 1.82 ± 1.21 16.23 ± 10.26 3.09 ± 0.13
oleracea capitata Stonehead Japan 372913 leaf 0.59 ± 0.29 0.39 ± 0.38 0.08 ± 0.06 3.24 ± 1.67 0.20 ± 0.22 4.49 ± 2.18 2.25 ± 1.06 0.24 ± 0.21 2.49 ± 1.26 1.12 ± 0.27 8.10 ± 3.12 2.09 ± 1.29
oleracea capitata Summer Best S. Korea 508412 leaf 0.41 ± 0.04 0.16 ± 0.07 0.07 ± 0.03 1.12 ± 0.59 0.08 ± 0.06 1.84 ± 0.74 1.66 ± 0.89 0.14 ± 0.05 1.80 ± 0.86 0.70 ± 0.31 4.35 ± 0.79 1.29 ± 0.46
oleracea capitata Utrecht UK 245001 leaf 0.94 ± 0.73 0.96 ± 1.04 1.26 ± 0.91 1.14 ± 0.92 0.72 ± 0.60 5.02 ± 2.55 1.37 ± 0.49 0.08 ± 0.05 1.45 ± 0.48 1.11 ± 0.09 7.58 ± 2.95 2.20 ± 0.55
oleracea capitata Zavadovski Kazakhstan 662641 leaf 1.33 ± 0.78 0.35 ± 0.43 1.69 ± 0.79 0.54 ± 0.55 0.28 ± 0.44 4.19 ± 2.08 1.78 ± 0.45 0.06 ± 0.05 1.84 ± 0.43 1.63 ± 0.29 7.66 ± 2.69 2.29 ± 0.63
oleracea capitata Zenith Netherlands 329202 leaf 0.16 ± 0.01 1.29 ± 0.52 1.56 ± 1.64 0.15 ± 0.21 0.52 ± 0.17 3.69 ± 2.17 4.82 ± 1.98 0.47 ± 0.41 5.29 ± 2.39 1.60 ± 0.34 10.57 ± 2.65 2.72 ± 0.71
oleracea capitata Zhonggan 8 China 518838 leaf 0.78 ± 0.37 1.02 ± 0.11 0.90 ± 0.39 1.06 ± 0.93 0.26 ± 0.02 4.02 ± 1.07 2.70 ± 0.74 0.12 ± 0.10 2.82 ± 0.71 0.58 ± 0.13 7.43 ± 0.76 1.79 ± 0.80
oleracea costata Couve Nabica Portugal 662700 leaf 0.01 ± 0.01 5.48 ± 0.93 0.12 ± 0.06 0.00 ± 0.00 3.11 ± 0.86 8.72 ± 1.68 3.88 ± 1.77 1.80 ± 1.19 5.68 ± 2.79 2.29 ± 0.50 16.68 ± 3.13 2.47 ± 0.75
oleracea costata Penca de Chaves Spain 662702 leaf 0.86 ± 0.54 0.28 ± 0.20 0.06 ± 0.05 1.37 ± 0.17 0.03 ± 0.03 2.60 ± 0.60 6.96 ± 4.06 1.67 ± 1.12 8.63 ± 5.18 1.19 ± 0.20 12.43 ± 4.85 2.55 ± 0.31
Indoles
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Supplemental Table 2.9 continued - Varietal means ± SD (µM/g DW) of GS content for all accessions tested in 2012 
  
  
Species Subspecies Variety Country PI# Tissue
oleracea gemmifera 249534 Spain 249534 leaf 0.41 ± 0.17 2.13 ± 0.93 0.37 ± 0.14 1.26 ± 0.66 0.82 ± 0.62 4.98 ± 1.89 11.12 ± 3.61 0.44 ± 0.07 11.56 ± 3.59 2.68 ± 0.90 19.22 ± 3.37 1.63 ± 0.48
+ oleracea gemmifera -1/57 Ireland 243050 leaf 1.48 ± 0.76 2.76 ± 1.04 0.47 ± 0.14 4.70 ± 1.88 1.32 ± 0.51 10.73 ± 4.23 12.07 ± 3.58 0.53 ± 0.16 12.59 ± 3.73 1.99 ± 0.92 25.32 ± 8.79 2.27 ± 0.63
oleracea gemmifera Covent Garden Kenya 385957 leaf 0.32 ± 0.30 0.95 ± 0.33 0.12 ± 0.11 1.64 ± 0.53 0.44 ± 0.23 3.47 ± 0.08 5.75 ± 0.60 0.47 ± 0.13 6.22 ± 0.73 1.06 ± 0.10 10.75 ± 0.71 1.82 ± 0.69
+ oleracea gemmifera Jersey Austrailia 209942 leaf 0.24 ± 0.05 4.91 ± 2.25 0.17 ± 0.13 3.67 ± 0.91 1.61 ± 1.02 10.60 ± 2.77 8.00 ± 1.04 0.32 ± 0.27 8.32 ± 1.31 2.09 ± 0.38 21.02 ± 3.16 1.84 ± 0.22
oleracea gemmifera Lerchenzunger Russia 343675 leaf 1.36 ± 1.34 0.36 ± 0.18 0.25 ± 0.25 1.30 ± 0.42 0.05 ± 0.06 3.31 ± 1.82 7.89 ± 1.81 0.60 ± 0.37 8.49 ± 2.18 0.65 ± 0.08 12.45 ± 1.11 2.56 ± 0.22
oleracea gemmifera Roem Van Kloosterburen Netherlands 312902 leaf 0.47 ± 0.16 2.29 ± 0.31 0.40 ± 0.10 1.23 ± 0.31 0.93 ± 0.13 5.32 ± 0.90 11.21 ± 2.75 0.32 ± 0.22 11.53 ± 2.63 2.00 ± 0.11 18.85 ± 3.00 1.74 ± 0.15
oleracea gemmifera Yates Darkcrop UK 365189 leaf 0.40 ± 0.13 1.14 ± 0.32 0.27 ± 0.13 1.04 ± 0.37 0.54 ± 0.27 3.38 ± 0.94 8.53 ± 2.98 0.12 ± 0.06 8.65 ± 3.04 1.99 ± 0.47 14.02 ± 3.67 2.09 ± 0.43
+ oleracea gongylodes Early White Vienna US 662671 stem 0.23 ± 0.16 0.02 ± 0.02 0.32 ± 0.18 0.01 ± 0.01 0.02 ± 0.03 0.59 ± 0.34 0.52 ± 0.19 0.46 ± 0.12 0.98 ± 0.23 0.31 ± 0.06 1.88 ± 0.63 1.26 ± 0.26
+ oleracea gongylodes Roggli's Freiland Switzerland 188610 stem 0.32 ± 0.10 0.03 ± 0.02 0.52 ± 0.30 0.01 ± 0.01 0.02 ± 0.03 0.89 ± 0.44 0.50 ± 0.07 0.59 ± 0.23 1.08 ± 0.27 0.18 ± 0.07 2.16 ± 0.77 1.37 ± 0.27
+ oleracea gongylodes Weide Biata Poland 662560 stem 0.47 ± 0.34 0.07 ± 0.07 0.68 ± 0.54 0.01 ± 0.00 0.02 ± 0.02 1.25 ± 0.82 0.45 ± 0.17 0.27 ± 0.19 0.72 ± 0.26 0.18 ± 0.08 2.15 ± 1.07 1.22 ± 0.12
+ oleracea gongylodes White Vienna Netherlands 662563 stem 0.39 ± 0.40 0.02 ± 0.02 0.31 ± 0.20 0.01 ± 0.01 0.05 ± 0.07 0.78 ± 0.54 0.35 ± 0.14 0.16 ± 0.17 0.51 ± 0.10 0.21 ± 0.03 1.50 ± 0.47 1.10 ± 0.64
oleracea italica Arcadia US - stem/floret 0.22 ± 0.14 0.71 ± 0.05 2.16 ± 0.85 0.10 ± 0.01 0.22 ± 0.04 3.39 ± 0.96 2.15 ± 0.43 2.06 ± 0.32 4.21 ± 0.73 0.87 ± 0.16 8.47 ± 1.66 2.04 ± 0.48
oleracea italica Avenger US - stem/floret 0.22 ± 0.12 0.01 ± 0.01 1.71 ± 1.14 0.00 ± 0.00 0.00 ± 0.00 1.94 ± 1.28 2.87 ± 0.65 0.69 ± 0.12 3.56 ± 0.72 1.36 ± 0.22 6.86 ± 2.18 2.36 ± 0.65
oleracea italica Big Sur F1 US 662786 stem/floret 0.14 ± 0.10 0.02 ± 0.01 0.49 ± 0.42 0.00 ± 0.00 0.15 ± 0.27 0.81 ± 0.35 2.13 ± 0.75 3.76 ± 2.63 5.89 ± 3.37 1.01 ± 0.04 7.70 ± 3.38 2.49 ± 0.38
+ oleracea italica BNC US - stem/floret 0.31 ± 0.10 0.05 ± 0.02 3.09 ± 0.77 0.09 ± 0.15 0.00 ± 0.00 3.55 ± 0.72 3.80 ± 1.62 1.92 ± 0.76 5.72 ± 1.97 0.83 ± 0.15 10.09 ± 1.43 2.84 ± 0.48
oleracea italica Broccoli Grande Precoce Italy 662712 stem/floret 0.28 ± 0.22 0.06 ± 0.04 1.19 ± 0.56 0.00 ± 0.00 0.00 ± 0.00 1.53 ± 0.59 1.44 ± 0.62 1.72 ± 0.94 3.16 ± 1.41 1.02 ± 0.26 5.70 ± 1.71 2.46 ± 0.65
oleracea italica Broccoli Neri Italy 662531 stem/floret 0.60 ± 0.99 0.01 ± 0.02 0.65 ± 0.81 0.00 ± 0.00 0.03 ± 0.03 1.29 ± 1.85 2.15 ± 0.66 1.63 ± 0.44 3.78 ± 1.00 0.46 ± 0.27 5.54 ± 2.87 2.18 ± 0.10
oleracea italica Buccaneer US - stem/floret 0.00 ± 0.00 0.06 ± 0.05 1.47 ± 0.32 0.00 ± 0.00 0.00 ± 0.00 1.53 ± 0.30 3.19 ± 0.67 1.44 ± 0.45 4.63 ± 1.11 0.87 ± 0.22 7.03 ± 1.05 3.32 ± 0.53
oleracea italica Cavolo Broccolo Precoce Italy 662711 stem/floret 1.28 ± 0.89 0.04 ± 0.05 0.10 ± 0.07 0.49 ± 0.19 0.00 ± 0.00 1.91 ± 0.90 5.44 ± 3.85 2.64 ± 2.34 8.07 ± 6.19 0.84 ± 0.59 10.82 ± 7.48 1.80 ± 1.29
oleracea italica Green Gold US - stem/floret 0.11 ± 0.01 0.13 ± 0.02 0.55 ± 0.19 0.01 ± 0.01 0.04 ± 0.02 0.83 ± 0.19 2.16 ± 0.57 1.76 ± 0.79 3.92 ± 1.27 1.51 ± 0.60 6.26 ± 1.68 1.85 ± 0.10
+ oleracea italica Marathon US - stem/floret 0.18 ± 0.10 0.03 ± 0.03 1.50 ± 0.81 0.00 ± 0.00 0.00 ± 0.00 1.71 ± 0.94 3.07 ± 0.42 1.57 ± 0.55 4.64 ± 0.92 1.25 ± 0.18 7.61 ± 1.15 2.86 ± 0.54
+ oleracea italica Maximo US - stem/floret 0.00 ± 0.00 0.02 ± 0.03 1.01 ± 0.88 0.00 ± 0.00 0.00 ± 0.00 1.03 ± 0.91 4.25 ± 1.01 1.65 ± 0.54 5.90 ± 1.53 1.53 ± 0.63 8.46 ± 3.00 2.70 ± 0.90
+ oleracea italica Patron US - stem/floret 0.00 ± 0.00 0.02 ± 0.01 1.35 ± 0.45 0.00 ± 0.00 0.00 ± 0.00 1.37 ± 0.45 2.22 ± 0.90 1.52 ± 0.76 3.74 ± 1.66 0.75 ± 0.17 5.86 ± 1.88 2.67 ± 0.18
+ oleracea italica Pirate US - stem/floret 0.01 ± 0.02 0.26 ± 0.10 0.75 ± 0.23 0.00 ± 0.00 0.04 ± 0.04 1.07 ± 0.36 2.58 ± 0.92 0.33 ± 0.19 2.91 ± 1.04 0.50 ± 0.09 4.48 ± 0.89 2.65 ± 0.95
oleracea italica Romano Italy 231210 stem/floret 0.55 ± 0.54 0.02 ± 0.03 0.64 ± 0.27 0.00 ± 0.00 0.02 ± 0.03 1.24 ± 0.72 1.96 ± 0.19 0.34 ± 0.11 2.30 ± 0.22 0.71 ± 0.20 4.24 ± 0.85 2.38 ± 0.78
oleracea italica SU003 US - stem/floret 0.03 ± 0.04 0.08 ± 0.05 1.99 ± 0.63 0.00 ± 0.00 0.01 ± 0.03 2.13 ± 0.66 4.48 ± 0.26 1.26 ± 0.30 5.73 ± 0.10 1.50 ± 0.19 9.36 ± 0.65 2.42 ± 0.61
+ oleracea italica Sultan US - stem/floret 0.03 ± 0.05 0.06 ± 0.02 0.85 ± 0.25 0.00 ± 0.00 0.02 ± 0.03 0.95 ± 0.25 4.86 ± 1.36 2.47 ± 0.73 7.33 ± 2.08 0.82 ± 0.07 9.10 ± 2.26 2.66 ± 0.66
+ oleracea italica VI158 US - stem/floret 0.01 ± 0.01 0.02 ± 0.01 1.34 ± 0.67 0.00 ± 0.00 0.03 ± 0.04 1.40 ± 0.63 3.75 ± 0.47 3.08 ± 0.86 6.83 ± 1.09 0.66 ± 0.14 8.89 ± 1.06 2.99 ± 0.65
oleracea italica Xmas Purple Sprouting UK 662672 stem/floret 2.72 ± 0.08 ± 0.39 ± 1.08 ± 0.00 ± 4.27 ± 8.50 ± 1.10 ± 9.60 ± 1.80 ± 15.67 ± 2.08 ±
+ oleracea sabauda 3800005 Hungary 507856 leaf 0.77 ± 0.27 0.87 ± 0.64 0.26 ± 0.25 2.55 ± 0.77 0.34 ± 0.22 4.78 ± 0.18 11.05 ± 8.88 2.02 ± 2.08 13.07 ± 10.95 2.54 ± 1.43 20.39 ± 12.13 1.85 ± 0.21
oleracea sabauda Cavolo da Fiore Miscuglio Italy 662701 leaf 1.37 ± 0.18 0.63 ± 0.11 0.77 ± 0.33 0.88 ± 0.14 0.23 ± 0.20 3.89 ± 0.26 2.49 ± 0.49 0.15 ± 0.06 2.64 ± 0.53 0.78 ± 0.04 7.31 ± 0.83 2.77 ± 0.36
+ oleracea sabauda Cavolo Verza Grosso Delle UK 662660 leaf 2.33 ± 1.06 0.21 ± 0.08 0.64 ± 0.39 0.91 ± 0.14 0.09 ± 0.04 4.18 ± 1.29 8.87 ± 5.87 0.50 ± 0.29 9.37 ± 6.16 1.68 ± 0.81 15.23 ± 8.14 3.01 ± 0.89
oleracea sabauda De Lorient Netherlands 246081 leaf 2.16 ± 1.55 0.47 ± 0.53 0.21 ± 0.22 2.47 ± 0.90 0.16 ± 0.17 5.47 ± 3.34 4.12 ± 3.06 0.15 ± 0.15 4.27 ± 3.20 1.00 ± 0.62 10.74 ± 6.77 2.38 ± 1.14
+ oleracea sabauda Late Drumhead Savoy Scotland 280068 leaf 1.44 ± 1.25 1.91 ± 1.00 1.71 ± 1.82 1.62 ± 0.80 0.30 ± 0.26 6.98 ± 2.05 12.44 ± 1.99 1.18 ± 1.47 13.62 ± 1.22 1.25 ± 0.39 21.84 ± 3.32 2.83 ± 0.15
+ oleracea sabauda Roi de L'hiver France 245022 leaf 1.34 ± 0.55 1.46 ± 0.43 1.74 ± 0.37 1.16 ± 0.77 0.66 ± 0.24 6.35 ± 1.83 13.53 ± 2.73 0.63 ± 0.06 14.16 ± 2.70 1.76 ± 0.28 22.27 ± 4.75 1.40 ± 0.25
+ oleracea sabellica Vates US 662768 leaf 0.03 ± 0.02 18.34 ± 3.83 0.15 ± 0.03 6.04 ± 1.84 4.62 ± 0.69 29.17 ± 5.97 7.00 ± 0.40 0.45 ± 0.08 7.45 ± 0.48 1.40 ± 0.18 38.03 ± 6.24 1.38 ± 0.07
oleracea viridis - Iran 143351 leaf 0.10 ± 0.08 0.99 ± 0.46 2.42 ± 1.80 0.06 ± 0.11 0.16 ± 0.12 3.72 ± 2.15 14.85 ± 1.86 0.74 ± 0.65 15.59 ± 2.49 1.63 ± 0.04 20.94 ± 4.19 1.14 ± 0.23
oleracea viridis - US 204563 leaf 0.18 ± 0.06 1.38 ± 0.21 0.87 ± 0.06 0.39 ± 0.07 0.20 ± 0.03 3.01 ± 0.28 10.97 ± 3.39 0.38 ± 0.23 11.35 ± 3.55 1.32 ± 0.17 15.68 ± 3.50 1.42 ± 0.18
+ oleracea viridis Dwarf Blue Curled Vates US - leaf 0.34 ± 0.14 0.27 ± 0.13 0.03 ± 0.02 0.53 ± 0.13 0.10 ± 0.05 1.26 ± 0.39 4.02 ± 0.92 0.34 ± 0.07 4.36 ± 0.97 0.33 ± 0.08 5.95 ± 1.42 1.01 ± 0.28
oleracea viridis Fodroslevelu Takarmanykel Hungary 320915 leaf 0.56 ± 0.42 0.29 ± 0.21 0.35 ± 0.21 0.54 ± 0.54 0.17 ± 0.10 1.90 ± 1.47 6.78 ± 2.84 0.32 ± 0.09 7.10 ± 2.82 0.67 ± 0.32 9.66 ± 3.12 0.88 ± 0.31
oleracea viridis No. 7078 Turkey 171531 leaf 0.54 ± 0.93 1.20 ± 0.82 2.26 ± 3.53 0.18 ± 0.28 0.67 ± 0.56 4.85 ± 5.37 3.22 ± 2.58 0.13 ± 0.20 3.35 ± 2.71 0.49 ± 0.53 8.69 ± 8.39 1.45 ± 0.54
+ oleracea viridis No. 9809 Syria 181720 leaf 0.51 ± 0.49 1.07 ± 0.23 1.84 ± 1.75 0.19 ± 0.06 0.10 ± 0.06 3.70 ± 2.28 12.20 ± 1.47 2.92 ± 3.25 15.11 ± 4.55 2.32 ± 0.76 21.13 ± 3.99 1.47 ± 0.73
oleracea viridis Penca da Chaves Portugal 662840 leaf 1.24 ± 0.18 0.74 ± 1.07 0.09 ± 0.08 2.57 ± 0.05 0.06 ± 0.10 4.69 ± 1.05 4.82 ± 0.98 1.15 ± 0.26 5.97 ± 0.91 1.36 ± 0.30 12.02 ± 1.22 1.20 ± 0.12
oleracea viridis Shetland UK 662667 leaf 0.33 ± 0.44 4.39 ± 2.59 1.32 ± 1.28 0.58 ± 0.18 1.23 ± 0.91 7.84 ± 4.14 4.66 ± 2.18 1.64 ± 1.54 6.30 ± 3.10 0.50 ± 0.25 14.64 ± 7.38 1.30 ± 0.12
oleracea viridis Sukuma Wiki Kenya 385959 leaf 0.25 ± 0.30 0.13 ± 0.05 0.12 ± 0.20 5.46 ± 1.89 0.08 ± 0.12 6.04 ± 1.70 7.26 ± 1.38 0.07 ± 0.09 7.33 ± 1.41 0.33 ± 0.14 13.70 ± 2.86 1.89 ± 0.53
rapa chinensis Mei Quing Choi F1 Japan 662677 leaf 0.01 ± 0.01 1.02 ± 0.13 0.01 ± 0.02 0.10 ± 0.15 6.23 ± 2.05 7.37 ± 2.04 0.53 ± 0.20 2.89 ± 1.15 3.42 ± 1.10 3.51 ± 0.57 14.30 ± 2.56 1.44 ± 0.26
+ rapa chinensis Peng Pu Chang Chsai China 430484 leaf 0.00 ± 0.00 1.17 ± 0.45 0.02 ± 0.03 0.08 ± 0.10 10.90 ± 3.99 12.17 ± 4.08 0.58 ± 0.15 6.82 ± 1.87 7.39 ± 2.01 2.48 ± 0.98 22.04 ± 4.97 2.02 ± 0.51
rapa parachinensis Nylon Taiwan 662682 leaf 0.03 ± 0.02 0.79 ± 0.20 0.04 ± 0.03 0.20 ± 0.22 0.74 ± 0.40 1.80 ± 0.73 0.30 ± 0.06 0.50 ± 0.05 0.80 ± 0.04 0.73 ± 0.31 3.33 ± 0.49 1.48 ± 0.47
rapa pekinensis G 30451 US 662621 leaf 0.00 ± 0.00 0.90 ± 0.42 0.01 ± 0.01 0.02 ± 0.04 0.43 ± 0.47 1.36 ± 0.87 0.92 ± 0.27 6.55 ± 2.80 7.47 ± 2.93 8.02 ± 0.37 16.85 ± 2.75 2.25 ± 0.94
rapa pekinensis G 30786 Japan 662676 leaf 0.00 ± 0.00 0.72 ± 0.06 0.01 ± 0.02 0.00 ± 0.00 0.19 ± 0.10 0.92 ± 0.17 0.84 ± 0.17 3.80 ± 1.40 4.64 ± 1.44 5.92 ± 1.22 11.48 ± 2.13 1.54 ± 0.42
+ rapa perviridis Okiyo F1 US 662627 leaf 0.01 ± 0.02 0.61 ± 0.33 0.01 ± 0.02 0.09 ± 0.16 14.51 ± 1.43 15.24 ± 1.79 0.80 ± 0.13 3.67 ± 1.24 4.46 ± 1.32 2.33 ± 0.28 22.03 ± 3.23 1.12 ± 0.19
+ rapa rapa Crawford US 662695 leaf 0.04 ± 0.02 1.11 ± 0.35 0.03 ± 0.01 0.03 ± 0.01 12.72 ± 3.52 13.92 ± 3.84 1.80 ± 0.22 8.84 ± 2.54 10.64 ± 2.76 1.18 ± 0.35 25.74 ± 3.38 1.99 ± 0.44
+ rapa rapa Crawford US 662695 root 0.00 ± 0.00 1.17 ± 0.70 0.05 ± 0.03 0.00 ± 0.00 5.76 ± 4.34 6.97 ± 5.06 1.40 ± 0.53 4.59 ± 0.62 5.99 ± 1.13 5.91 ± 0.80 18.87 ± 5.75 1.24 ± 0.27
+ rapa rapa Kuuziku Estonia 633172 leaf 0.00 ± 0.00 4.18 ± 1.07 0.08 ± 0.04 0.09 ± 0.07 0.49 ± 0.22 4.84 ± 1.11 3.72 ± 3.00 14.43 ± 2.32 18.15 ± 5.21 2.21 ± 0.85 25.20 ± 5.35 2.20 ± 0.39
+ rapa rapa Kuuziku Estonia 633172 root 0.02 ± 0.01 3.66 ± 1.39 0.17 ± 0.10 0.02 ± 0.01 0.30 ± 0.15 4.17 ± 1.59 0.70 ± 0.09 1.42 ± 0.45 2.12 ± 0.47 3.17 ± 0.24 9.46 ± 1.51 1.52 ± 0.64
rapa trilocularis K-41 Pakistan 426420 leaf 0.00 ± 0.00 0.40 ± 0.05 0.02 ± 0.02 0.13 ± 0.04 66.98 ± 22.62 67.52 ± 22.52 0.74 ± 0.62 0.42 ± 0.14 1.15 ± 0.76 0.21 ± 0.15 68.88 ± 21.61 1.70 ± 0.02
Aliphatics Indoles
Glucoiberin Progoitrin Glucoraphanin Sinigrin Gluconapin Total Aliphatics Glucobrassicin Neoglucobrassicin Total Indoles Gluconasturtiin Total GS QRIP
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Supplemental Table 2.10 Summary of the number of varieties grown in both 2012 and 2013 for 
each Brassica species and subspecies subjected to GSHP analysis 
 
  
Species Subspecies N Total
juncea multiceps 1
juncea napiformis 1
juncea rugosa 1
juncea strumata 1
napus pabularia 1 1
nigra - 1 1
oleracea alboglabra 3
oleracea botrytis 2
oleracea capitata 6
oleracea gemmifera 2
oleracea italica 7
oleracea sabauda 2
oleracea sabellica 1
oleracea viridis 2
rapa rapa 2 2
4
25
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Supplemental Table 2.11 Shapiro-Wilk normality tests for A) full population, B) B. oleracea    
C) B. o. italica D) B. o. capitata 
  
 
Variable Variable
Glucoiberin 0.8049 *** Glucoiberin 0.8625 ***
Glucoiberin log10 0.9427 *** Glucoiberin log10 0.9443 ***
Progoitrin 0.8125 *** Progoitrin 0.7109 ***
Progoitrin log10 0.895 *** Progoitrin log10 0.9683 ***
Glucoraphanin 0.8211 *** Glucoraphanin 0.8428 ***
Glucoraphanin log10 0.9314 *** Glucoraphanin log10 0.8818 ***
Sinigrin 0.6456 *** Sinigrin 0.9343 ***
Sinigrin log10 0.9666 *** Sinigrin log10 0.9702 ***
Gluconapin 0.6218 *** Gluconapin 0.5195 ***
Gluconapin log10 0.837 *** Gluconapin log10 0.7712 ***
Total Aliphatic GSs 0.8852 *** Total Aliphatic GSs 0.869 ***
Total Aliphatic GSs log10 0.9289 *** Total Aliphatic GSs log10 0.9267 ***
Glucobrassicin 0.7906 *** Glucobrassicin 0.8932 ***
Glucobrassicin log10 0.9781 *** Glucobrassicin log10 0.9864
Neoglucobrassicin 0.7642 *** Neoglucobrassicin 0.8473 ***
Neoglucobrassicin log10 0.9851 ** Neoglucobrassicin log10 0.983 *
Total Indole GSs 0.784 *** Total Indole GSs 0.8685 ***
Total Indole GSs log10 0.9824 ** Total Indole GSs log10 0.9826 *
Gluconasturtiin 0.9008 *** Gluconasturtiin 0.8631 ***
Gluconasturtiin log10 0.9471 *** Gluconasturtiin log10 0.925 ***
Total GSs 0.95 *** Total GSs 0.9316 ***
Total GSs log10 0.9756 *** Total GSs log10 0.9784 ***
QRIP 0.9967 QRIP 0.9937
Variable Variable
Glucoiberin 0.9062 ** Glucoiberin 0.9778
Glucoiberin log10 0.9502 Progoitrin 0.9822
Progoitrin 0.8622 *** Glucoraphanin 0.9732
Progoitrin log10 0.8508 *** Sinigrin 0.9553
Glucoraphanin 0.9052 ** Gluconapin 0.9801
Glucoraphanin log10 0.9613 Total Aliphatic GSs 0.968
Sinigrin 0.8397 *** Glucobrassicin 0.9683
Sinigrin log10 0.9647 Neoglucobrassicin 0.9727
Total Aliphatics 0.9368 * Total Indole GSs 0.9675
Total Aliphatics log10 0.9597 Gluconasturtiin 0.9278 *
Glucobrassicin 0.9856 Gluconasturtiin log10 0.9556
Neoglucobrassicin 0.939 * Total GSs 0.9861
Neoglucobrassicin log10 0.954 QRIP 0.9756
Total Indole GSs 0.9788
Gluconasturtiin 0.9668
Total GSs 0.9834
QRIP 0.9778
*, **, *** Significant at P < 0.05, 0.01, and 0.001, respectively
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Supplemental Figure 2.1 Graphical representation of weather related data for the 2012 and 2013 
growing seasons 
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Supplemental Figure 2.2 Standard curves for all available analytical standard compounds 
 
   
RT Area RT Area RT Area RT Area RT Area RT Area RT Area RT Area RT Area RT Area RT Area
1 2.141 9.782 - 0 - 0 7.719 5.037 8.084 7.299 11.494 9.356 14.583 6.632 15.986 6.101 - 0 - 0 - 0
5 2.133 81.696 4.643 48.089 6.845 34.082 7.710 60.504 8.075 62.071 11.489 85.079 14.581 63.450 15.984 62.217 16.849 20.593 17.848 28.625 19.558 18.183
10 2.135 152.768 4.640 101.503 6.849 92.034 7.708 118.177 8.073 127.960 11.490 210.914 14.582 144.780 15.985 161.790 16.870 59.236 17.848 78.770 19.547 60.809
20 2.138 327.903 4.643 197.960 6.864 172.477 7.709 240.026 8.074 269.911 11.494 400.309 14.586 268.269 15.989 265.491 16.897 120.762 17.857 141.944 19.556 132.665
40 2.157 861.340 4.665 528.453 6.897 349.184 7.721 648.741 8.085 602.246 11.509 1009.360 14.595 722.438 16.000 724.142 16.944 288.169 17.881 341.846 19.580 333.797
Avg. RT 2.141 4.648 6.864 7.713 8.078 11.495 14.585 15.989 16.890 17.859 19.560
Standard curves and raw data for GSHPs for which analytical standards could be purchased.  The Y-axis represents peak area while the X-axis represents concentration in µg/mL. RT = Retention time; abbreviations for all GSHPs can be 
found in Supplementary Table 1.
3-PPN BITC PEITC Goitrin Iberin SF
Conc. (µg/ml)
4-PN AITC Crambene 3-B-1 ITC Butyl ITC
y = 20.206x
R² = 0.9754
y = 13.43x - 28.93
R² = 0.9859
y = 8.9219x - 6.0581
R² = 0.9986
y = 15.164x
R² = 0.9728
y = 14.621x
R² = 0.9942
y = 23.953x
R² = 0.9828
y = 16.949x
R² = 0.9752
y = 17.032x
R² = 0.9749
y = 7.425x - 15.108
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Supplemental Figure 2.3 Sample of ANOVA residual distributions from the full population analysis fit to a normal curve with box 
plots and quantile-quantile plots 
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Chapter 3. Prediction of Glucosinolates and Hydrolysis Products Utilizing 
Glucosinolate/Myrosinase System Gene Transcript Abundance for the Improvement of 
Chemopreventive Bioactivity in Broccoli (Brassica oleracea var. italica)  
3.1 Abstract 
Due to the importance of glucosinolates and their hydrolysis products in human nutrition as 
well as insect and pathogen defense, the manipulation of these secondary metabolites has 
become a major breeding objective for Brassica crops.  Towards this goal, in this research we 
attempt to determine the feasibility of using predictive models built from gene transcription data 
of genes associated with the glucosinolate/myrosinase system for the prediction of final 
concentrations of glucosinolates and glucosinolate hydrolysis products in broccoli.  Also, we 
investigate the correlation structure of these glucosinolate/myrosinase system genes amongst 
themselves as well as with glucosinolates and their hydrolysis products.  We have found several 
interesting correlations in transcript abundance amongst these genes as well as between these 
genes and measured phytochemical phenotypes, some expected and some not.  Among the 
correlations reported, environmental variables associated with season length showed significant 
negative correlations with transcript abundance for a number of glucosinolate core structure 
formation genes.  Also, transcript abundance of the aliphatic side chain modification genes 
showed different correlation patterns, indicating differential transcriptional control.  In addition, 
we have shown that useful predictive models can be built with gene transcript abundance data for 
predicting within the same season, but predictive ability is severely decreased when attempting 
to use models built from one year’s transcript abundance data to predict phytochemical 
concentrations from another year. 
 129 
 
3.2 Introduction 
Due to their importance in human health and plant defense, the study of secondary 
metabolites in crop plants has been growing in popularity as new technologies have allowed for 
their accurate quantification.  Among these, glucosinolates (GSs) are a class sulfur-rich 
secondary metabolites derived from amino acids and found in the order Brassicales (28, 29).  
This diverse group of secondary metabolites is known to have over 200 naturally occurring 
members, with almost as many additional predicted to exist (31).   There are three major classes 
of GSs in the Brassica genus; aliphatic, indole, and aromatic GSs are derived from methionine, 
tryptophan, and phenylalanine/tyrosine, respectively (32, 33).  Glucosinolates are generally 
considered inert and are separated in intact cells from the enzymes that act upon them called 
myrosinases (36-38).  Although, upon tissue disruption, the hydrolysis reaction mediated by 
myrosinases result in the production of GS hydrolysis products (GSHPs).  The primary function 
of these compounds is in plant defense against herbivory and pathogens (2, 39-42).  However, 
beyond plant protection, these compounds have also been shown to exhibit cancer 
chemopreventive qualities through a number of mechanisms (43, 44, 340).  
If breeding for increased chemopreventive activity in Brassica vegetables through the 
manipulation of GS and GSHP profiles, the ability to induce phase II enzymes is considered one 
of the most important factors contributing to chemopreventive bioactivity.  It is hypothesized that 
increasing phase II enzyme activity will subsequently reduce the body’s exposure to xenobiotic 
carcinogens due to an increased rate of detoxification and excretion.  Increasing production of 
these enzymes will hypothetically allow your body to more efficiently clear carcinogens from 
your body, before carcinogenesis occurs.  Because of this, chemopreventive potential of a given 
compound or mixture of compounds is often quantified as induction of quinone reductase (QR), 
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a phase II enzyme (203, 204).  The usefulness of QR as a biomarker for phase II enzyme 
induction was established by research showing a strong correlation between QR induction and 
that of other phase II enzymes (141, 205, 206).     
One method for increasing the throughput of a breeding program for increased 
chemopreventive bioactivity would be the use of transcriptomic data to predict levels of 
individual GSs or GSHPs associated with QRIP.  In order to do this, predictive models must be 
built that can incorporate transcript abundance data as independent variables in the models.  One 
problem that exists with this approach is that the number of genes associated with GS 
metabolism for which transcript abundance could be quantified (predictors/independent 
variables) is very large, and ideally, the number of biological samples needed to build said 
models (response/dependent variables) would be as small as possible in order to minimize 
resources expended on phytochemical profiling.  This n<p conundrum is a classic problem with 
building predictive models from –omics data due to the relatively cheap cost of producing more 
genome-, transcriptome-, and/or metabolome-derived data compared to increasing the number of 
samples for which those data are collected.  Two model building methods that try to circumvent 
this problem are forward stepwise regression and partial least squares (PLS) regression (341, 
342).   
Stepwise regression attempts to solve the n<p problem by starting with zero terms in the 
model and adding one at a time based on the most significant p-values from F-tests until some 
stopping rule is reached.  Common stopping rules include the minimization of the Bayesian 
Information Criterion (BIC) or minimization of the corrected Akaike’s Information Criterion 
(AICc) (343).  The stopping rule of minimum AICc was chosen for this study as it has been 
shown to select the more parsimonious model (344), which is important if we are attempting to 
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minimize the set of genes for which transcript abundance must be quantified.  In addition to the 
stepwise regression method, we have elected to use k-fold cross validation wherein the data set is 
broken into k subsets, a model is fit to k-1 subsets (training sets) and the final subset is used as 
the validation set.  This is repeated so that each of the k partitions is used as a validation set.  The 
resulting model is the model with the lowest average AICc from all of the k partitions.  
PLS regression with leave-one-out cross validation was also used in this experiment to fit 
predictive models for GSs and GSHPs using transcript abundance data.  Leave-one-out cross 
validation is similar to k-fold cross validation when k = n. This method is different from stepwise 
regression in that it uses linear combinations of all explanatory variables organized into factors.  
The optimum number of factors for PLS regression was decided by maximizing ‘Van der Voet’s 
T2’ statistic (345).  Regression coefficients were then extracted from the final set of factors to be 
used with raw data.  PLS regression is a commonly used method when n<p (342) and when there 
is multicollinearity among the predictor variables (346).  In addition, it is often useful for the 
selection of biomarkers from –omics data (347). 
In this experiment, these two predictive model building methods were compared for their 
ability to explain variance in the dependent variable (i.e. R2) and the robustness of predictive 
ability for a given model across years.  In addition, we investigate sources of variance for the 
transcript abundance of GS/myrosinase genes as well as correlations between transcript 
abundance, environmental factors, and phytochemical phenotypes. 
3.3 Materials and methods 
3.3.1 Cultivation of plant material 
Seeds for commercial broccoli varieties Marathon, Maximo, Patron, Pirate and Sultan were 
purchased online or pulled from previous stocks in cold storage. Also included in this study were 
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two experimental broccoli varieties, a landrace called ‘Broccolette Neri E Cespuglio’ (BNC) and 
a dihaploid called VI-158, originally procured by Dr. Mark Farnham at the USDA-ARS U.S. 
Vegetable Laboratory in Charleston, South Carolina.  Seeds for all broccoli varieties were 
germinated in flats in the greenhouse facility at the University of Illinois at Champaign-Urbana 
filled with Sunshine® LC1 professional soil mix (Sun Gro Horticulture, Vancouver, British 
Columbia, Canada) and were allowed to grow in the greenhouse for three weeks under a 
25°C/15°C and 14hr/10hr day/night temperature regime with supplemental lighting.  After three 
weeks, the flats were moved to raised beds outside in order to allow for acclimation to the 
outdoor environment before being transplanted into the field at the University of Illinois 
Vegetable Research Farm (40˚ 04′ 38.89″ N, 88˚ 14′ 26.18″ W).  Transplanting took place 
between July 6 and July 20 in 2012 and between July 2 and July 8 in 2013.  In 2012 and 2013, 
varieties were grown in a randomized complete block design with three replicates. All plants 
were supplied with supplemental water via aerial irrigation as needed in the first 30 days after 
transplanting.  Mechanical and hand weeding was done as needed.  Various weather factors were 
calculated using data from the Illinois State Water Survey (http://www.isws.illinois.edu) 
Champaign, IL station.  Growing Degree Days (GDD) were calculated using the formula 
(Tempmax + Tempmin)/2-7.2 ºC with a ceiling on Tempmax of 29.4 ºC (285).  A visual 
representation of the weather of the two growing seasons is supplied in Chapter 2.  A data table 
with weather data for the broccoli varieties grown is supplied in Supplemental Table 3.1.  Insect 
damage ratings were taken approximately 30 days after transplanting (DATP) using a visual 
rating scale from 1-5, with 1 being minor damage and 5 being complete leaf skeletonization.  
Insect damage ratings were also taken approximately 60 DATP in 2013 only.  Samples were 
harvested from the field only for rows that had at least five plants at harvestable maturity 
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between the hours of 8AM and 11AM, weekly.  Collected samples consisted of an aliquot of the 
bulked harvested material of five plants from the center of the row. Immediately following 
harvest, bulked samples from five plants were flash-frozen in liquid N2, and transported on dry 
ice from the field to -20ºC storage until those samples could be lyophilized.  After freeze-drying, 
samples were ground to a fine powder with coffee grinders and stored at -20ºC until needed for 
analyses.  Previous research has shown that freeze-drying does not affect glucosinolate content 
or hydrolysis, determined on the basis of sulforaphane formation (286) 
3.3.2 Determination of GS content  
Glucosinolate data used in this experiment were previously reported in Chapter 2 and is 
summarized in Supplemental Table 3.2.  Glucosinolates in lyophilized tissues were extracted and 
analyzed by high-performance liquid chromatography using a reverse phase C18 column as 
described by Kim and Juvik (23). Glucosinolates were desulfated with sulfatase solution (Sigma-
Aldrich, St. Louis, MO) in columns containing DEAE Sephadex A-25 resin (Sigma-Aldrich, St. 
Louis, MO), and eluted desulfo-GSs were separated on a HPLC system consisting of a DIONEX 
GP40 gradient pump, with a AD20 variable UV detector set at λ229 nm wavelength, auto-
sampler, all-guard ™ cartridge precolumn (Alltech, Lexington, Kentucky), and a LiChospher® 
100 RP-18 column (Merck, Darmstadt, Germany). The types of GSs in each sample were 
determined by comparison to GS profiles of already characterized material from previous 
experiments. Glucosinolates were quantified with benzyl GS (POS Pilot Plant Corp, Saskatoon, 
SK, Canada) as an internal standard using UV response factors for different types of GSs 
determined by Wathelet (287). The identification of intact and desulfo-GS profiles were 
validated by LC-tandem MS using a Waters 32 Q-Tof  Ultima spectrometer coupled to a Waters 
1525 HPLC system and full scan LC-MS using a Finnigan LCQ Deca XP, respectively. The 
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molecular ion and fragmentation patterns of individual intact and desulfo-GSs were matched 
with the literature in order to validate identified GSs (288, 289). 
3.3.3 Determination of glucosinolate hydrolysis product profiles 
Glucosinolate hydrolysis product and nitrile formation data used in this experiment were 
previously reported in Chapter 2 and is summarized in Supplemental Table 3.2.  The extraction 
and analysis of GSHPs was carried out according to previously published methods with some 
modifications (290). Broccoli floret powder (75 mg) was suspended in 1.5 mL of Millipore-
filtered ddH2O at RT in the absence of light for 24 h (to correspond with hydrolysis time for 
quinone reductase induction potential assay) at room temperature in a sealed 2 mL 
microcentrifuge tube (Fisher Scientific) to facilitate GS hydrolysis by endogenous myrosinase. 
Slurries were then centrifuged at 12,000 × g for 5 minutes, and 700 µl of the supernatant was 
transferred into a new 2 mL microcentrifuge tube. Butyl ITC was added as an internal standard 
to a final concentration of 30 µg/ml.  Dichloromethane (DCM) was then added to the tubes in 
equal volume to the hydrolysis extract plus internal standard (≈720 µl). Tubes were vortexed 
vigorously for two rounds, 30 seconds each, before being centrifuged for 2 min at 9,600 × g. The 
DCM layer (200 µL) was transferred into a 250 µL spring insert (Fisher Scientific) in a 2 mL 
HPLC autosampler vial (Agilent, Santa Clara, CA, USA). Using an Agilent model 7683B series 
autosampler, 1 µL DCM extract was injected onto an Agilent 6890N gas chromatography system 
equipped with a single flame ionization detector (Agilent Technologies, Santa Clara, CA). 
Samples were separated using a 30 m x 0.32 mm J&W HP-5 capillary column (Agilent 
Technologies).  After an initial hold at 40 °C for 2 min, the oven temperature was increased by 
10 °C/min to 260 °C and held for 10 min. Injector temperature was 200 °C; detector temperature 
was 280 °C. Helium carrier gas flow rate was 25 mL/min.  Standard compounds were purchased 
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for 11 of the 13 GSHPs measured.  Commercial sources and abbreviations for these compounds 
can be found in Chapter 2.  Standard curves were calculated using Excel (Microsoft Corp.) with 
the intercept set to zero unless the tested concentration of 1 µL/mL resulted in a peak area of 
zero.  Standard curves for all tested compounds were previously presented (Chapter 2).   
Sulforaphane nitrile (SFN) and 1-cyano-2,3-epithiopropane (CETP) concentrations were 
determined using relative response factors ((291); eq. 6) calculated with the use of the effective 
carbon number concept (292) and standard curves of sulforaphane (SF) and allyl ITC (AITC), 
respectively.  Verification of GSHPs for which no analytical standards were available was done 
with GC-MS using a 6890N GC coupled to an HP-5973N MS Detector and published 
mass/charge ratios (293, 294). 
3.3.4 Quinone reductase induction potential (QRIP) assay 
QRIP data used in this experiment were previously reported in Chapter 2 and is summarized 
in Supplemental Table 3.2.  Hepa1c1c7 murine hepatoma cells were grown in alpha-minimum 
essential medium (αMEM), enriched with 10% heat and charcoal-inactivated fetal bovine serum, 
and maintained at 37 °C in 95% ambient air and 5% CO2. The cells were split every 3 days with 
a split ratio of 7. Cells with 80-90% confluence were plated into 96-well plates (Costar 3595, 
Corning Inc, Corning, NY), 1 × 104 cells per well, and incubated for 24 hours in antibiotic-
enriched medium (100 units/mL penicillin, 100 µg/mL streptomycin). The QRIPs of different 
Brassica vegetable hydrolysis extracts were determined by means of the QR assay (203). 
Hydrolysis extract samples were prepared via the incubation of 75 mg of freeze-dried Brassica 
vegetable tissue in 1.5 mL of Millipore-filtered ddH2O at RT in dark conditions for 24 hours.  
The cells were grown in 96-well plates for 24 hours and then exposed to the different hydrolysis 
extract samples (0.5% final concentration in 200μl MEM media) for 24 hours.  Growth media 
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and 1 µM sulforaphane were used as negative and positive controls, respectively. Treated cells 
were rinsed with phosphate buffer at pH 7.4, lysed with 50 µL 0.8% digitonin in 2 mM EDTA, 
and incubated with agitation at 100 rpm on an orbital shaker for 10 min at 37 °C. A 200-µL 
aliquot of mixed solution [74 mL of 25 mM Tris buffer; 50 mg of BSA; 0.5 mL of 1.5% Tween-
20 solution; 0.5 mL of cofactor solution (92.7%, 150 mM glucose-6-phosphate; 6.15%, 4.5 mM 
NADP; 1.14%, 0.75 mM FAD in Tris buffer)]; 150 units of glucose-6-phosphate dehydrogenase; 
22.5 mg of MTT (3-(4,5-dimethylthiazo-2-yl)-2,5-diphenyltetrazolium bromide); and 75 µL of 
50 mM menadione in acetonitrile) was added into lysed cells. Readings were made at five time 
points, 50 seconds apart, using a µQuant microplate reader (Bio-Tek Instruments, Winooski, VT) 
at 610 nm. Immediately after completion of the readings, 50 µL of 0.3 mM dicumarol in 25 mM 
Tris buffer was added into each well, and the plate was read again (five time points, 50 seconds 
apart). Total protein content was measured using a BioRad assay (295). Final data for QRIP are 
expressed as the specific activity (nmol MTT reduced/mg/min) ratio of treated to negative 
control cells averaged across three analytical replicates for each sample.  Measurements for 
QRIP were normalized across plates using an adjustment based on the positive control 
measurement of a given plate.  Values were adjusted using the ratio of the positive control 
average of the plate to the positive control average across all plates, so that values from plates 
with lower than average positive control values were adjusted up and vice versa.  This was done 
in an attempt to remove some of the variation in QRIP measurements due to small differences in 
Hepa1c1c7 cell densities between plates. 
 
3.3.5 RNA extraction, cDNA synthesis, and transcript expression profiling 
Total RNA was extracted from all samples with the use of an RNeasy Mini Kit (QIAGEN, 
Valencia, CA, USA) according to the manufacturer’s instructions.  RNA quality was verified 
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using an Agilent 2100 Bioanalyzer (Agilent Technologies, Santa Clara, CA, USA) and was 
quantified using a NanoDrop 3300 spectrophotometer (Thermo Scientific, Waltham, MA, USA).  
First-strand cDNA synthesis was performed with one μg of the total RNA using Superscript™ 
III First-Strand Synthesis SuperMix for qRT-PCR (Invitrogen, Carlsbad, CA, USA).  Following 
synthesis, cDNA was diluted to 1/10 original concentration for use in all further analyses.  Genes 
were chosen for transcript profiling based on their importance in GS metabolism (see Figure 
1.3).  Primers were designed using Primer Express software (Applied Biosystems, Foster City, 
CA, USA) from cDNA sequences published on Bolbase with annotations from Liu et al. (47) 
with the exception of primers for AOP2, which were created from a cDNA sequence obtained 
from NCBI due to unavailability of AOP2 cDNA sequence on Bolbase.  Some additional cDNA 
sequences were used for primer creation based on BLAST bit-score for similarity to annotated A. 
thaliana sequences.  Endogenous control genes were chosen based on Brulle et al. (348). Primer 
amplification efficiency and specificity was tested with the use of Power SYBR® Green RT-PCR 
Master Mix (QIAGEN) and an ABI 7900HT Fast Real-Time PCR System (Applied Biosystems) 
according to the manufacturer’s instructions.  Primers amplification efficiency was tested using a 
5-fold serial dilution of bulk cDNA from all samples with the highest concentration being 
already 1/10 diluted from the original cDNA synthesis.  Primer specificity was verified through 
dissociation curve analysis.  The final list of primers can be found in Supplemental Table 3.3.  
Following primer validation, cDNA samples and primers were submitted to the Roy J. Carver 
Biotechnology Center (UIUC, Urbana, IL, USA) for final transcript expression profiling using a 
Fluidigm Dynamic Array and Biomark HD high throughput amplification system (Fluidigm, 
South San Francisco, CA, USA) following 12 cycles of pre-amplification.  Transcript 
quantification was done using the relative standard curves produced from the bulk cDNA serial 
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dilutions used for primer amplification efficiency testing.  Data were adjusted for each of the 
three endogenous control genes separately using the free Fluidigm Real-Time PCR Analysis 
software.  Averages of the adjusted relative transcript quantities from each endogenous control 
were further normalized by the first sample in the data set for each gene, so that the relative 
transcript quantity for each gene is equal to 1 for the first sample (i.e. the first replicate of BNC 
grown in 2012).  
3.3.6 Statistical analysis 
All statistical analyses were done using JMP 11 software.  Gene transcript relative quantities 
were Z-transformed for all analyses.  To understand differences, if any, in variance component 
effects between genes, ANOVA was applied using the general model: Y = E + R(E) + G + GxE 
+ e with variance component terms for effects from the year (i.e. environment; E), replicate 
within environment (R(E)), variety/genetic background (G), the interaction between the year and 
variety (G x E), plus residual (e).  F-tests of effect significance were only obtainable in JMP 11 
using the Standard Least Squares (SLS) method with all effects as fixed.  Proportion of total 
variance was calculated manually using Sums of Squares (SS) from the all fixed effect SLS 
analyses.  Data were subjected to Pearson’s correlation analyses with previously published 
weather, GS, GSHP, and QRIP data (Chapter 2).  Z-transformed relative transcript quantities 
were also used to build predictive models for GS and GSHP values using both the partial least 
squares (PLS) with the leave-one-out cross validation method and the stepwise regression with k-
fold cross validation method.  For k-fold cross validation analyses, k-values of 5 and 10 were 
used (349) with forward selection and the minimum corrected Akaike’s information criterion 
(AICc) stopping rule.  Three iterations were run for each k. Predictive ability of a given model 
was determined based on the k-fold R2 values, which is an average of the validation set R2 for 
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each of the k folds. Reported k-fold R2 values are averages from the three iterations for each of 
the two k-values used.  PLS models were chosen based on maximizing ‘Van der Voet’s T2’ 
statistic (van der Voet, 1994).  Leave-one-out cross validation was used for PLS regression. 
3.4 Results 
3.4.1 Analysis of variance 
A number of significant (p<0.05) effects were observed for environmental, genetic, and GxE 
effects in the analysis of variance of relative gene transcript abundance data (Table 3.1).  In 
general, the largest proportion of explained variance was attributed to genetic and GxE factors.  
Some of the genes with the largest proportion of transcript abundance variance credited to 
genetic factors were the aliphatic transcription factors MYB28.1 (53.3%) and MYB28.1 
(76.6%); aliphatic chain elongation genes IPMI-SSU2 (73.0%) and IPMDH1 (63.3%); aliphatic 
side chain modification gene FMO GS-OX2 (55.0%); and specifier proteins ESP1 (75.8%) and 
ESP2 (50.0%).  Significant (p<0.05) ‘Year’ effects were also observed for variance in transcript 
abundance for a number of genes.  Some of the largest proportions of total variance due to ‘Year’ 
effects were seen for the aliphatic core structure formation gene CYP79F1 (26.7%); aliphatic 
side chain modification genes FMO GS-OX5.1 (24.6%), FMO GS-OX5.2 (20.5%), and GS-OH 
(19.2%); and myrosinases TGG1.1 (18.2%) and TGG1.2 (26.7%).  Significant ‘Rep [Year]’ 
effects were only seen for transcript abundance of one gene, GGP1 (8.0%; p<0.05), indicating 
that transcription of this gene may be sensitive to micro-environmental changes. 
3.4.2 Correlation analyses 
Results of correlation analyses are reported only for correlations with FDR adjusted (297) p-
values < 0.01.   
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3.4.2.1 Environmental factors 
A number of significant correlations were seen between gene transcript abundance and 
environmental factors (Table 3.2).  Upon examination of the correlation analysis results, a couple 
significant patterns emerge.  First, transcript abundance for a number of core structure formation 
genes was negatively associated with environmental variables associated with the length of the 
growing season, specifically, SOT17, CYP79B2, SOT16, GGP1, and UGT74B1.  CYP79B2 and 
SOT16 also showed significant positive correlations with air temperature at harvest.  A similar 
result was observed for the aliphatic GS side chain modification gene, GS-OH, with negative 
correlations between this gene and environmental factors related to growing season length and a 
positive correlation with air temperature at harvest.  The indole GS side chain modification gene 
CYP81F4 also displayed a negative correlation with environmental factors associated with 
season length.  Interestingly, the myrosinase TGG1.2 and the specifier protein ESP2 showed 
opposite patterns to the above reported GS biosynthesis genes with positive correlations between 
transcript abundance of these genes and environmental factors associated with season length and 
negative correlations with average air temperature at harvest.  Transcript abundance of these 
genes also showed a significant positive correlation with ‘Precip. – Evap.’, an environmental 
variable associated with soil moisture levels at harvest.  This positive correlation was also seen 
for the aliphatic side chain modification gene FMO GS-OX5.1.   
3.4.2.2 Glucosinolates 
Several significant correlations were seen between gene transcript abundance and GS levels, 
with the majority being in the aliphatic GSs (Table 3.3).  The aliphatic GSs, glucoiberin and 
glucoraphanin, as well as total aliphatic GSs were significantly positively correlated with the 
aliphatic transcription factors, MYB28.1 and MYB28.2; the aliphatic chain elongation genes 
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BCAT4, IPMI-SSU2, and IPMDH1; the aliphatic core structure formation genes CYP79F1 and 
UGT74C1; and the aliphatic side chain modification gene GS-OH.  In addition, glucoraphanin 
and total aliphatic GSs were positively correlated with the specifier proteins ESP1 and ESP2.  
Progoitrin, another aliphatic GS, was significantly positively correlated with the aliphatic core 
structure formation gene, UGT74C1, the aliphatic side chain modification gene, GS-OH, and the 
myrosinase-associated protein (MAP), MVP1.  Only one significant correlation was observed 
between gene transcript abundance and indole GSs, specifically a negative correlation between 
neoglucobrassicin and BCAT3.  Total GSs showed positive correlations with gene transcript 
abundance for all of the genes that associated with aliphatic GS levels.  Also, significant negative 
correlations were seen between total GSs and the aliphatic side chain modification gene, FMO 
GS-OX5.2, and the myrosinase TGG1.1. 
3.4.2.3 Glucosinolate hydrolysis products 
All measurable GSHPs, as well as total GSHPs, showed significant positive correlations 
with transcript abundance of all the genes that positively associated with their precursor GSs 
(Table 3.4).  Some novel correlations were seen with iberin that were not present for the 
precursor GS.  Specifically, significant negative correlations were observed between iberin 
content and the aliphatic side chain modification gene, FMO GS-OX5.2; the indole side chain 
modification gene, CYP81F4; the indole-associated myrosinase-like protein, PEN2; and the 
putative myrosinase binding protein, MBP2.  SF, total ITCs, and total GSHPs showed significant 
negative correlations with the indole side chain modification gene, CYP81F1.  SFN exhibited a 
significant positive correlation with the aliphatic side chain modification gene, GS-OH.  
Interestingly, QRIP was not correlated with any GS biosynthesis genes.  However, positive 
correlations were observed with the myrosinase TGG1.2 and the specifier protein, ESP2.  Nitrile 
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formation activity was also significantly correlated with transcript abundance for a number of 
genes.  Unexpectedly, correlations with nitrile formation from the exogenous GS, benzyl GS, 
were most numerous and were similar to those seen for aliphatic GSs and their GSHPs.  Nitrile 
formation from gluconasturtiin shared some of those positive correlations, namely with the 
aliphatic core structure formation genes, CYP79F1 and UGT74C1, and the aliphatic side chain 
modification gene, GS-OH.  Nitrile formation from gluconasturtiin also was negatively 
correlated with the myrosinase, TGG1.1, while a positive correlation was seen between this gene 
and nitrile formation from glucoraphanin, as well as TGG1.2.  Nitrile formation from 
glucoraphanin also showed a significant positive correlation with the aliphatic side-chain 
modification gene, FMO GS-OX5.2, which was negatively correlated with nitrile formation from 
benzyl GS.     
3.4.2.4 Glucosinolate/myrosinase system gene transcript abundance 
There were a large amount of significant correlations, surprisingly all positive, amongst the 
genes surveyed in this experiment for their transcript abundance (Table 3.5).  For this reason, we 
will only discuss the major trends observed.  The first interesting trend seen in the correlation 
analyses among the surveyed genes is that of the different significant correlations between the 
aliphatic transcription factors.  The MYB28 homologues, MYB28.1 and MYB28.2, showed 
similar significant correlations, indicating a great deal of overlapping transcriptional regulation 
imposed by these genes.  However, the other MYB transcription factor, MYB29, showed mostly 
unique significant correlations from the MYB28 homologues.  There were a couple cases of 
shared significant positive correlations, namely for the aliphatic chain elongation gene, IPMDH1, 
and the specifier protein, ESP2.  Even though these transcription factors are generally associated 
with aliphatic GSs, a number of significant correlations were observed for indole associated 
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genes, specifically the indole side chain modification genes, CYP81F2, CYP81F3, and IGMT1; 
and the indole associated myrosinase-like protein, PYK10.  MYB29 also showed significant 
positive correlations with transcript abundance of the myrosinase, TGG2, and the specifier 
proteins, ESM1, NSP1, and NSP2, whereas the MYB28 homologues did not.  The MAM genes, 
MAM1/2 and MAM3, which are known to be responsible for the chain length of aliphatic GSs, 
also showed some strong positive correlations with the indole side chain modification genes.  In 
fact, the correlations seen between these indole side chain modification genes and the MAM 
genes were stronger than the correlations between these genes and MYB29.  Similar patterns can 
be seen throughout the correlation analyses of the surveyed gene set, with strong correlations 
between indole and aliphatic associated genes, indicating a high degree of shared transcriptional 
regulation between these pathways.  The aliphatic side chain modification genes show 
differential correlation patterns, indicating different pathways of transcriptional regulation and 
several levels of transcriptional control for this part of the pathway.  This is true even amongst 
the FMO GS-OX5 homologues surveyed, showing possible neo- or subfunctionalization 
amongst these genes.  Transcription of the indole side chain modification genes surveyed seems 
to be more universally regulated, with the exception of CYP81F4.  Transcript abundance of this 
gene shows a unique correlation pattern from the other CYP81 family members surveyed, as 
well as IGMT1.  Looking at the myrosinases, MAPs, and MBPs, several different patterns 
emerge.  The indole-associated myrosinase-like proteins seem to classify into two groups.  
Correlation patterns seen for PEN2 was unique from that of PYK10.  The PYK10 pattern is 
similar to that observed for the myrosinases, TGG1.1 and TGG2; the specifier proteins, ESM1, 
NSP1, and NSP2; and the MBP, MBP2.  The myrosinase TGG1 homologue, TGG1.2, is strongly 
correlated with TGG1.1, but also shows some unique significant correlations with the aliphatic 
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chain elongation gene, IPMI-SSU3, and the specifier protein, ESP1.  And finally, the MAP, 
MVP1, seems to display its own unique correlation pattern distinct from other surveyed genes in 
this group. 
3.4.3 Predictive models 
Results from the tests of predictive models for biochemical phenotypes built from relative 
gene transcript abundance data showed some positive results when using the full data set (Table 
3.6), but predictive ability seemed to break down markedly when using models built from one 
year’s data to predict measured biochemical phenotypes of the opposite year (Table 3.7).  Using 
all data, both model building methods showed a good predictive ability for the GSs progoitrin 
(R2 = 0.83-0.92), neoglucobrassicin (R2 = 0.88-0.92), and gluconasturtiin (R2 = 0.81-0.88), as 
well as for nitrile formation from gluconasturtiin (R2 = 0.82-0.90). PLS models tended to have 
better predictive ability across years when using models built from 2012 data to predict 2013 
biochemical phenotypes, although R2 values were not extremely high (R2 = 0.38 – 0.58).  Figures 
illustrating the relative size and direction of regression coefficients for each model can be found 
in Supplemental Tables 3.4 – 3.6. 
3.5 Discussion 
3.5.1 Analysis of variance 
For purposes of discussion, analysis of variance results from gene transcript abundance data 
were averaged for different gene classes across GS class pathways (Figure 3.1) and within GS 
class pathways (Figures 3.2 & 3.3).  When looking at the percent variation contributed by 
different variance components averaged for either biosynthesis or catabolism genes, variance in 
transcription of biosynthesis genes seems to be slightly more associated with genetic factors and 
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less associated with GxE and environmental factors compared to catabolism genes.  Although the 
difference is relatively small, this may indicate that the transcription of catabolism genes is more 
responsive to perception of environmental cues.  It is known that ITC and nitrile GSHPs are 
involved in complex interactions with insect herbivores, including being deterrents for 
generalists and attractants for parasitoids that may feed on specialists, respectively (2).  Also, 
there are several reports that ITCs are potent protectants against fungal and/or bacterial infection 
(4, 5, 330) Therefore, it makes sense that transcription of genes controlling the production of 
GSHPs and ratios of ITCs to nitriles would be more responsive to environmental cues compared 
to genes responsible for the production of the precursor GSs.  Of the catabolism genes, 
myrosinases appear to be the most influenced by environmental variance effects (19.8%), while 
myrosinase-like proteins are most influenced by GxE interaction effects (27%).  This indicates 
that response of myrosinase transcription to environmental factors is relatively fixed in this set of 
broccoli varieties, whereas there is variation for response to environmental cues for myrosinase-
like proteins.   
Upon examination of the variance structures of biosynthetic genes broken down by GS 
pathway, genes associated with aliphatic GS biosynthesis showed a much higher degree of 
genetic control compared to genes in the indole biosynthetic pathway (Figure 3.2).  This is a 
promising result for the perspective of breeding for increases in certain aliphatic GSs that are 
associated with chemoprevention, such as glucoraphanin.  Within the catabolism gene classes 
(Figure 3.3), the specifiers, MBPs, and MAPs as a group showed a relatively high degree of 
genetic control (31.2%), although there was also a similar amount of variance contributed by 
GxE effects (20.2%).  However, upon closer examination of individual genes (Table 3.1), we see 
the ESPs have a high degree of genetic control (ESP1 = 75.8%; ESP2 = 50.0%).  This is another 
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exciting prospect for the goal of breeding for chemopreventive bioactivity.  If transcription of 
these genes are influenced to a high degree by genetics, we can effectively breed for lower 
expression, leading to a higher proportion of ITC formation upon tissue hydrolysis.  It is well 
known that some of the more chemoprotective GSHPs are ITCs (338).  
3.5.2 Correlation analyses 
3.5.2.1 Correlations between transcript abundance and environmental variables 
In terms of weather-related correlations, a larger number of significant correlations were 
seen, but with only two years of data, these correlations could be more related to overall year 
effects than the effect of the individual weather variable being correlated. The growing seasons 
of 2012 and 2013 were very different with respect to weather (Supplemental Figure 2.1).  These 
differences are discussed in more detail in Chapter 2.   Several weather variables calculated were 
influenced by differences in growing seasons, in particular ‘Days to Harvest’ (DTH), ‘Growing 
Degree Days’ (GDD), ‘Total Solar Radiation’, and ‘Total Precip.’ (Supplemental Table 3.1).  
The majority of significant correlations seen between gene transcript abundance and 
environmental variables were within the core structure formation genes (Table 3.2).  This 
corresponds to the observation that these genes also showed a high degree of variance due to 
GxE factors, and to a lesser degree, environmental factors (Table 3.1).  In general, these genes 
seem to decrease in transcription rate as the growing season increases.  This is in contradiction to 
the observation that GS catabolism genes, TGG1.2 and ESP2, seem to increase their transcription 
rates with the length of the growing season.  This response may be explained by the transition to 
flowering that is starting to occur at the time of harvest.  If the growing season is extended, it 
may be evolutionarily beneficial to put out flowers, and ultimately seeds, as soon as possible.  
Therefore, the plant responds by decreasing GS biosynthesis so that more resources can be put 
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towards production of flowering tissues.  The increase in transcription of catabolism related 
genes may be a counter-measure to allow for quick hydrolysis of intact GSs that are already 
stored away in tissues in the hope of delivering a more toxic dose of GSHPs to any insect that 
might cause herbivory damage. 
3.5.2.2 Correlations between transcript abundance, glucosinolates, and their hydrolysis 
products 
Most of the correlations between gene transcript abundance and GSs (Table 3.3) and GSHPs 
(Table 3.4) were not unexpected.  However, there were a few surprises.  First, the fact that GS-
OH transcription was positively correlated with all aliphatic GSs is interesting (Table 3.3).  This 
gene is responsible for the final biosynthetic step of the 4-C aliphatic biosynthetic pathway 
which catalyzes the production of progoitrin from the precursor gluconapin.  However, these 
samples showed only trace amounts of progoitrin and no detectable gluconapin (Chapter 2). One 
possible explanation for this observation is that GS-OH transcription is expressed at similar 
levels to the other aliphatic GS biosynthesis genes, which is supported by the high degree of 
positive correlation of GS-OH with a number of other aliphatic biosynthesis genes and the 
transcription factors MYB28.1 and MYB28.2.   However, the gene responsible for the 
production of gluconapin from glucoraphanin, AOP2, may result in a protein of limited 
enzymatic function.  Therefore, any glucoraphanin that is successfully converted to gluconapin is 
quickly converted to progoitrin due to the abundance of free GS-OH.  
Another unexpected correlation that was observed was a negative correlation between SF 
and the indole side chain modification gene, CYP81F1 (Table 3.4).  This may be somehow 
related to the complex interactions between biotic factors, such as insects and microbes, and the 
glucosinolate/myrosinase system mentioned above (2, 4, 5, 330, 350).  Cross-talk between the 
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indole pathway and GSHP hydrolysis specifiers that would influence the ratio of ITCs to nitriles 
upon tissue disruption is conceivable.  This is further corroborated by the strong correlations 
seen between transcript abundance of indole side chain modification genes and several of the 
specifier protein genes surveyed (Table 3.5).  To our knowledge, no reports have yet shown NSP 
enzymatic activity in Brassica oleracea, but our results show that the genes are at least 
expressed.  If these transcripts are successfully translated, this could explain the negative 
correlation observed between CYP81F1 and SF. 
Finally, there are a couple unexpected correlations observed between GSHPs and GS 
catabolism genes.  The ESP genes investigated showed significant positive correlations with both 
iberin and SF content, even though ESP is known to influence aglycone rearrangement towards 
nitrile formation.  Another seemingly counterintuitive result is the positive correlation between 
TGG1 homologues and nitrile formation from glucoraphanin.  The reaction of myrosinase with 
GSs in the absence of specifier proteins has been shown to result in the creation of mostly ITCs 
(88).  Therefore, one would think that increasing myrosinase transcription would also increase 
ITC (or decrease nitrile) formation, but that is not the correlation we see.  These results make it 
clear that there is still much to learn about the transcriptional regulation of GS catabolism genes, 
as well as the possible post-transcriptional regulation that may be responsible for these counter-
intuitive results.   
3.5.3 Predictive models for glucosinolates, their hydrolysis products, and nitrile formation 
activity 
The use of both PLS with leave-one-out cross validation and stepwise regression with k-fold 
cross-validation and minimum AICc stopping rule for predictive model building appear to show 
promising results for predicting phytochemical phenotypes from relative gene transcript 
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abundance data.  This is especially true when using the full data set (Table 3.6).  High R2 values 
were seen with models for all phytochemical phenotypes with the stepwise regression method, 
but this did not always hold true in the PLS models.  However, the PLS models seem to have 
better predictive ability across years, at least in the context of this experiment (Table 3.7).  With 
that said, the predictive ability of PLS models was relatively good when using models built from 
2012 gene transcription data for predicting 2013 phytochemical phenotypes, but this was not true 
for models built with 2013 data for predicting 2012 phytochemical phenotypes.  This may be due 
to the large difference in environmental conditions in 2012 and 2013, and may be overcome with 
a larger data set from more years/environments.  One drawback of the PLS model building 
procedure is that sometimes significant factors explaining variation in dependent variables 
cannot be found, as was seen for glucobrassicin using all data and with a number of 
phytochemical phenotypes using individual year data.   
Even though predictive ability across years with this limited data set is not always great, 
there is still the opportunity to use this method for breeding programs.  It is feasible that this 
method could be used for selection advancement within years when breeding for phytochemical 
phenotypes associated with chemopreventive bioactivity.  For example, in a breeding population, 
relative gene transcript abundance and phytochemical data could be collected for a subset of the 
population.  The number of samples subjected to such analyses in this experiment was 42.  
Therefore, it seems possible that a similar number of samples, or maybe slightly more to increase 
power of the analyses, could be used to build predictive models in a breeding program.  The 
addition of more genes than the 45 surveyed for transcript abundance in this experiment may 
also improve the predictive ability of these models.  Meanwhile, tissue collected from the 
remainder of the population could be subjected to transcript quantification.  The predictive 
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models built from the population subset could be applied to the transcript abundance data for the 
whole population.  Using predicted phytochemical phenotype values, the breeder could make 
his/her selections.  This method may slightly decrease selection efficiency compared to making 
selections on actual phytochemical profiling data, but it would allow for much higher throughput 
and lower cost per genotype due to the time and costs associated with the phytochemical 
profiling procedures. 
In conclusion, this experiment has shown that relative gene transcript abundance data for 
genes associated with the glucosinolate/myrosinase system do provide reliable indicators of final 
phytochemical phenotypes.  In addition, the analysis of variance of the transcript abundance of 
these genes shows there is promise for the genetic manipulation of transcription rates through 
breeding.  Finally, while many of the correlations seen between transcript abundance data and 
phytochemical phenotypes were to be expected, there were also many that were confounding.  
This may be an indicator of a lack of inclusion of all the genes responsible for the observed 
phytochemical phenotypes, or possibly, post-transcriptional regulation that should be further 
investigated. 
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3.6 Tables and Figures 
Table 3.1 ANOVA results from SLS analysis presented as percent total variance for the full 
population 
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df 24
MYB28.1 2.74 7.6% ** 2.5% 53.3% *** 20.8% ** 15.8%
MYB28.2 4.17 2.1% 0.7% 76.6% *** 5.8% 14.8%
MYB29 8.11 8.0% * 1.6% 17.6% 30.7% * 42.0%
MAM1/2 7.38 7.0% 3.5% 13.8% 17.6% 58.1%
MAM3 7.33 6.0% 3.1% 12.4% 16.7% 61.7%
IPMI-LSU1 -0.15 0.0% 4.0% 14.8% 34.4% * 46.8%
IPMI-SSU2 3.96 0.8% 3.6% 73.0% *** 1.0% 21.7%
IPMI-SSU3 0.76 15.6% ** 7.0% 20.6% 16.7% 40.1%
IPMDH1 5.55 0.7% 3.5% 63.3% *** 6.9% 25.5%
IPMDH2 0.94 9.7% ** 0.5% 47.7% *** 18.4% * 23.7%
BCAT3 3.25 6.5% 4.3% 20.4% 29.7% * 39.2%
BCAT4 4.07 9.4% * 2.9% 44.8% ** 7.7% 35.2%
CYP79F1 3.30 26.7% *** 1.7% 44.3% *** 8.1% 19.3%
UGT74C1 3.16 7.5% * 1.1% 42.2% ** 22.0% * 27.2%
SOT17 3.37 2.8% 4.8% 39.4% *** 36.5% *** 16.5%
SOT18 4.74 3.2% 5.6% 26.3% * 23.3% 41.7%
CYP79B2 9.84 4.3% 8.3% 39.5% *** 21.5% * 26.4%
CYP79B3 6.77 5.2% 2.7% 22.0% 24.4% 45.7%
SOT16 1.66 4.4% * 7.0% 31.5% *** 39.7% *** 17.4%
GGP1 0.99 2.2% 8.0% * 42.2% *** 33.6% *** 13.9%
SUR1 8.64 8.8% 4.3% 12.4% 16.0% 58.5%
UGT74B1 3.13 0.6% 5.3% 33.5% ** 31.0% ** 29.6%
FMO GS-OX2 3.61 3.4% 3.6% 55.0% *** 15.2% * 22.7%
FMO GS-OX5.1 9.00 24.6% ** 2.4% 12.1% 12.3% 48.6%
FMO GS-OX5.2 4.81 20.5% *** 1.7% 34.5% ** 16.4% 26.8%
AOP2 6.23 7.5% 2.1% 19.3% 25.4% 45.7%
GS-OH 2.19 19.2% *** 2.6% 38.6% *** 18.4% * 21.2%
CYP81F1 4.60 0.0% 1.7% 34.3% ** 38.3% *** 25.7%
CYP81F2 8.49 4.4% 4.3% 11.2% 15.7% 64.4%
CYP81F3 8.82 5.7% 4.2% 11.9% 14.0% 64.2%
CYP81F4 4.69 1.0% 3.8% 43.3% ** 18.3% 33.6%
IGMT1 6.52 4.3% 3.7% 8.5% 21.6% 62.0%
TGG1.1 6.73 18.2% ** 1.1% 24.1% * 18.2% 38.3%
TGG1.2 1.19 26.7% *** 1.9% 23.0% ** 25.5% ** 22.9%
TGG2 9.68 4.2% 7.3% 14.1% 13.8% 60.6%
PYK10 10.72 6.1% 6.6% 16.7% 12.8% 57.8%
PEN2 3.36 3.0% 5.2% 34.8% *** 37.1% *** 19.9%
ESP1 0.08 3.1% ** 0.7% 75.8% *** 13.5% *** 6.9%
ESP2 2.52 12.7% *** 0.8% 50.0% *** 28.4% *** 8.1%
ESM1 9.17 7.4% 3.0% 11.7% 18.1% 59.8%
NSP1 8.90 4.3% 6.2% 12.8% 13.5% 63.2%
NSP2 8.43 5.1% 4.4% 11.9% 14.7% 63.8%
PEN3 2.56 4.1% 12.0% 21.0% * 31.1% ** 31.8%
MVP1 -0.24 8.8% ** 2.9% 31.4% *** 35.5% *** 21.4%
MBP2 5.99 6.5% 2.4% 24.6% 17.8% 48.6%
*, **, *** Significant at P < 0.05, 0.01, and 0.001, respectively
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Table 3.2 Pearson's correlation analysis for relative gene transcript abundance and weather data 
 
  
  
DTH GDD (˚C)
Total Solar 
Radiation 
(mJ/m2)
Total 
Precip. (in.)
Total 
Evap. 
(in.)
Precip. - 
Evap.
Avg. Air 
Temp @ 
Harvest (˚F)
Insect Damage 
Rating 1         (~30 
DATP)
MYB28.1
MYB28.2
MYB29 0.390
BCAT4
MAM1/2
MAM3
IPMI-LSU1
IPMI-SSU2
IPMI-SSU3 0.425
IPMDH1
IPMDH2
BCAT3
CYP79F1 -0.416
UGT74C1
SOT17 -0.452 -0.504 -0.461
SOT18 -0.389
CYP79B2 -0.457 -0.458 -0.496 0.472
CYP79B3
SOT16 -0.476 -0.483 -0.508 0.466
GGP1 -0.414 -0.431 -0.391
SUR1
UGT74B1 -0.525 -0.530 -0.544 -0.480
FMO GS-OX2
FMO GS-OX5.1 0.440
FMO GS-OX5.2
AOP2
GS-OH -0.428 -0.464 -0.544 0.392
CYP81F1
CYP81F2
CYP81F3
CYP81F4 -0.480 -0.447 -0.457
IGMT1
PEN2
PYK10
PEN3
TGG1.1
TGG1.2 0.583 0.460 0.541 -0.578
TGG2
ESP1
ESP2 0.528 0.453 0.585 0.534 0.505 -0.613
ESM1
NSP1
NSP2
MVP1 0.435
MBP2
All reported values are significant at P < 0.01; FDR adjusted
Darker green indicates a Pearson's correlation coefficient closer to 1; Darker red indicates a Pearson's correlation coefficient closer to -1
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Table 3.3 Pearson's correlation analysis for relative gene transcript abundance and GSs 
 
  
  
Glucoiberin Progoitrin Glucoraphanin Total Aliphatics Glucobrassicin Neoglucobrassicin Total Indoles Gluconasturtiin Total GSs
MYB28.1 0.421 0.601 0.573 0.400
MYB28.2 0.504 0.696 0.686 0.493
MYB29
BCAT4 0.622 0.630 0.648 0.464
MAM1/2
MAM3
IPMI-LSU1
IPMI-SSU2 0.601 0.683 0.671 0.440
IPMI-SSU3
IPMDH1 0.553 0.535 0.558 0.454
IPMDH2
BCAT3 -0.445
CYP79F1 0.698 0.695 0.731 0.593
UGT74C1 0.568 0.449 0.533 0.586 0.426
SOT17
SOT18
CYP79B2
CYP79B3
SOT16
GGP1
SUR1
UGT74B1
FMO GS-OX2
FMO GS-OX5.1
FMO GS-OX5.2 -0.427
AOP2
GS-OH 0.549 0.448 0.498 0.556 0.457
CYP81F1
CYP81F2
CYP81F3
CYP81F4
IGMT1
PEN2
PYK10
PEN3
TGG1.1 -0.458
TGG1.2
TGG2
ESP1 0.482 0.446
ESP2 0.423 0.404
ESM1
NSP1
NSP2
MVP1 0.682
MBP2
All reported values are significant at P < 0.01; FDR adjusted
Darker green indicates a Pearson's correlation coefficient closer to 1; Darker red indicates a Pearson's correlation coefficient closer to -1
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Table 3.4 Pearson's correlation analysis for relative gene transcript abundance and GSHPs, 
QRIP, and nitrile formation activity 
 
  
  
Iberin SF Total ITCs SFN Total GSHPs QRIP
% Nitrile 
(GR-24hr)
% Nitrile 
(GR-1hr)
% Nitrile 
(GN-1hr)
% Nitrile 
(SN-1hr)
% Nitrile 
(BG-1hr)
MYB28.1 0.526 0.570 0.580 0.645 0.655 0.696
MYB28.2 0.682 0.747 0.760 0.480 0.784 0.482
MYB29
BCAT4 0.617 0.517 0.539 0.594 0.608 0.785
MAM1/2
MAM3
IPMI-LSU1
IPMI-SSU2 0.674 0.642 0.661 0.464 0.691 0.624
IPMI-SSU3
IPMDH1 0.687 0.510 0.540 0.413 0.571 0.482
IPMDH2
BCAT3
CYP79F1 0.629 0.480 0.506 0.718 0.603 0.447 0.788
UGT74C1 0.473 0.512 0.438 0.446 0.547
SOT17
SOT18
CYP79B2
CYP79B3
UGT74B1 0.430
SOT16
GGP1
SUR1
FMO GS-OX2
FMO GS-OX5.1
FMO GS-OX5.2 -0.467 0.478 -0.386
AOP2
GS-OH 0.402 0.574 0.538 0.539
CYP81F1 -0.462 -0.453 -0.435
CYP81F2
CYP81F3
CYP81F4 -0.384
IGMT1
PEN2 -0.446
PYK10
PEN3
TGG1.1 0.444 -0.422
TGG1.2 0.398 0.426
TGG2
ESP1 0.449 0.632 0.630 0.639
ESP2 0.557 0.585 0.597 0.507 0.430
ESM1
NSP1
NSP2
MVP1
MBP2 0.413
All reported values are significant at P < 0.01; FDR adjusted
Darker green indicates a Pearson's correlation coefficient closer to 1; Darker red indicates a Pearson's correlation coefficient closer to -1
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Table 3.5 Pearson's correlation analysis for relative gene transcript abundance  
 
  
  
MYB28.1 MYB28.2 MYB29 BCAT4 MAM1/2 MAM3 IPMI-LSU1 IPMI-SSU2 IPMI-SSU3 IPMDH1 IPMDH2 BCAT3
MYB28.1 0.807 0.863 0.836 0.603
MYB28.2 0.807 0.833 0.833 0.778
MYB29 0.665 0.642 0.615 0.479
BCAT4 0.863 0.833 0.881 0.743
MAM1/2 0.665 0.991 0.588
MAM3 0.642 0.991 0.597
IPMI-LSU1 0.775 0.745
IPMI-SSU2 0.836 0.833 0.881 0.762
IPMI-SSU3 0.775 0.740 0.540
IPMDH1 0.603 0.778 0.615 0.743 0.762
IPMDH2 0.745 0.740
BCAT3 0.479 0.588 0.597 0.540
CYP79F1 0.826 0.803 0.916 0.807 0.691
UGT74C1 0.684 0.802 0.788 0.639 0.695
SOT17
SOT18 0.477 0.471 0.502 0.538 0.516 0.486
CYP79B2
CYP79B3 0.795 0.830 0.728
SOT16
UGT74B1
GGP1 0.476 0.469
SUR1 0.628 0.992 0.988 0.554
FMO GS-OX2 0.521
FMO GS-OX5.1 0.533 0.778 0.781
FMO GS-OX5.2 0.653 0.567 0.623
AOP2 0.690 0.854 0.868 0.536 0.665
GS-OH 0.657 0.709 0.725 0.585 0.590
CYP81F1 0.673 0.673 0.684
CYP81F2 0.614 0.972 0.976 0.553
CYP81F3 0.638 0.984 0.984 0.568
CYP81F4 0.458 0.485
IGMT1 0.499 0.841 0.857 0.581
PEN2
PYK10 0.495 0.748 0.770
PEN3
TGG1.1 0.768 0.766 0.647
TGG1.2 0.608
TGG2 0.469 0.769 0.825 0.651
ESP1 0.586 0.698 0.526 0.559 0.518
ESP2 0.484 0.580 0.462 0.544
ESM1 0.599 0.971 0.983 0.570
NSP1 0.505 0.841 0.887 0.646
NSP2 0.608 0.916 0.924 0.471
MVP1 0.641 0.489
MBP2 0.487 0.495 0.530 0.464 0.515
All reported values are significant at P < 0.01; FDR adjusted
Darker green indicates a Pearson's correlation coefficient closer to 1; Darker red indicates a Pearson's correlation coefficient closer to -1
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Table 3.5 cont. Pearson's correlation analysis for relative gene transcript abundance  
 
  
CYP79F1 UGT74C1 SOT17 SOT18 CYP79B2 CYP79B3 SOT16 GGP1 SUR1 UGT74B1
MYB28.1 0.826 0.684
MYB28.2 0.803 0.802 0.477
MYB29 0.628
BCAT4 0.916 0.788 0.471
MAM1/2 0.502 0.795 0.992
MAM3 0.538 0.830 0.988
IPMI-LSU1 0.476
IPMI-SSU2 0.807 0.639
IPMI-SSU3 0.469
IPMDH1 0.691 0.695 0.516
IPMDH2
BCAT3 0.486 0.728 0.554
CYP79F1 0.798
UGT74C1 0.798 0.747 0.782
SOT17 0.770 0.835 0.667
SOT18 0.747 0.675 0.484 0.837
CYP79B2 0.770 0.841 0.664
CYP79B3 0.675 0.802 0.483
SOT16 0.835 0.841 0.568
UGT74B1 0.782 0.837 0.483 0.608
GGP1 0.667 0.664 0.568 0.608
SUR1 0.484 0.802
FMO GS-OX2
FMO GS-OX5.1 0.662 0.825
FMO GS-OX5.2 0.654 0.598 0.470
AOP2 0.656 0.745 0.836
GS-OH 0.770 0.932 0.790 0.784
CYP81F1 0.516 0.746 0.673
CYP81F2 0.522 0.781 0.960
CYP81F3 0.489 0.789 0.972
CYP81F4 0.641 0.567 0.651 0.704 0.556 0.577 0.471 0.534
IGMT1 0.569 0.800 0.845
PEN2 0.575 0.539 0.691
PYK10 0.547 0.661 0.739
PEN3 0.718 0.635 0.574 0.534
TGG1.1 0.731 0.774
TGG1.2
TGG2 0.538 0.773 0.763
ESP1 0.453
ESP2
ESM1 0.568 0.842 0.982
NSP1 0.534 0.811 0.833
NSP2 0.499 0.696 0.911
MVP1 0.492 0.576
MBP2 0.506 0.463
All reported values are significant at P < 0.01; FDR adjusted
Darker green indicates a Pearson's correlation coefficient closer to 1; Darker red indicates a Pearson's correlation coefficient closer to -1
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Core Structure Formation
A
lip
h
at
ic
Si
d
e 
C
h
ai
n
 M
o
d
if
ic
at
io
n
In
d
o
le
In
d
o
le
M
yr
o
si
n
as
es
, M
A
P
s,
 &
 M
B
P
s
A
lip
h
at
ic
TF
s
A
lip
h
at
ic
A
lip
h
at
ic
 G
S 
C
h
ai
n
 
El
o
n
ga
ti
o
n
A
lip
h
at
ic
C
o
re
 S
tr
u
ct
u
re
 F
o
rm
at
io
n
B
o
th
B
o
th
Indole
 157 
 
Table 3.5 cont. Pearson's correlation analysis for relative gene transcript abundance  
 
  
  
FMO GS-OX2 FMO GS-OX5.1 FMO GS-OX5.2 AOP2 GS-OH CYP81F1 CYP81F2 CYP81F3 CYP81F4 IGMT1
MYB28.1 0.657
MYB28.2 0.709
MYB29 0.533 0.690 0.614 0.638 0.499
BCAT4 0.725
MAM1/2 0.778 0.854 0.673 0.972 0.984 0.458 0.841
MAM3 0.781 0.868 0.673 0.976 0.984 0.485 0.857
IPMI-LSU1 0.521
IPMI-SSU2 0.585
IPMI-SSU3 0.653
IPMDH1 0.536 0.590
IPMDH2 0.567
BCAT3 0.623 0.665 0.684 0.553 0.568 0.581
CYP79F1 0.770
UGT74C1 0.932
SOT17 0.641
SOT18 0.656 0.790 0.516 0.522 0.489 0.567 0.569
CYP79B2 0.651
CYP79B3 0.662 0.654 0.745 0.746 0.781 0.789 0.704 0.800
SOT16 0.556
UGT74B1 0.470 0.784 0.534
GGP1 0.598 0.577
SUR1 0.825 0.836 0.673 0.960 0.972 0.471 0.845
FMO GS-OX2
FMO GS-OX5.1 0.701 0.466 0.706 0.722 0.460 0.694
FMO GS-OX5.2 0.472
AOP2 0.701 0.569 0.862 0.842 0.704
GS-OH
CYP81F1 0.466 0.472 0.569 0.602 0.636 0.501 0.728
CYP81F2 0.706 0.862 0.602 0.994 0.839
CYP81F3 0.722 0.842 0.636 0.994 0.458 0.852
CYP81F4 0.460 0.501 0.458 0.699
IGMT1 0.694 0.704 0.728 0.839 0.852 0.699
PEN2 0.465 0.631 0.542
PYK10 0.650 0.706 0.521 0.729 0.729 0.470 0.704
PEN3 0.525
TGG1.1 0.632 0.662 0.684 0.551 0.733 0.751 0.677
TGG1.2 0.538
TGG2 0.530 0.762 0.531 0.780 0.779 0.717
ESP1
ESP2
ESM1 0.844 0.882 0.651 0.948 0.949 0.488 0.837
NSP1 0.576 0.784 0.561 0.866 0.867 0.475 0.793
NSP2 0.720 0.803 0.572 0.917 0.919 0.793
MVP1 0.552
MBP2 0.597 0.592 0.549 0.459
All reported values are significant at P < 0.01; FDR adjusted
Darker green indicates a Pearson's correlation coefficient closer to 1; Darker red indicates a Pearson's correlation coefficient closer to -1
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Table 3.5 cont. Pearson's correlation analysis for relative gene transcript abundance  
 
  
  
PEN2 PYK10 PEN3 TGG1.1 TGG1.2 TGG2 ESP1 ESP2 ESM1 NSP1 NSP2 MVP1 MBP2
MYB28.1 0.586
MYB28.2 0.698 0.484
MYB29 0.495 0.469 0.580 0.599 0.505 0.608
BCAT4 0.526 0.487
MAM1/2 0.748 0.768 0.769 0.971 0.841 0.916 0.495
MAM3 0.770 0.766 0.825 0.983 0.887 0.924 0.530
IPMI-LSU1 0.641
IPMI-SSU2 0.559 0.464
IPMI-SSU3 0.608
IPMDH1 0.518 0.544 0.515
IPMDH2 0.489
BCAT3 0.647 0.651 0.570 0.646 0.471
CYP79F1
UGT74C1
SOT17 0.575 0.718
SOT18 0.547 0.538 0.568 0.534 0.499 0.506
CYP79B2 0.539 0.635 0.492
CYP79B3 0.661 0.731 0.773 0.842 0.811 0.696
SOT16 0.574 0.576
GGP1 0.691 0.534
SUR1 0.739 0.774 0.763 0.982 0.833 0.911 0.463
UGT74B1
FMO GS-OX2
FMO GS-OX5.1 0.650 0.632 0.530 0.844 0.576 0.720
FMO GS-OX5.2 0.465 0.662 0.538
AOP2 0.706 0.684 0.762 0.882 0.784 0.803 0.597
GS-OH
CYP81F1 0.521 0.551 0.531 0.651 0.561 0.572 0.552
CYP81F2 0.729 0.733 0.780 0.948 0.866 0.917 0.592
CYP81F3 0.729 0.751 0.779 0.949 0.867 0.919 0.549
CYP81F4 0.631 0.470 0.525 0.488 0.475
IGMT1 0.542 0.704 0.677 0.717 0.837 0.793 0.793 0.459
PEN2 0.660
PYK10 0.721 0.779 0.740 0.808 0.555
PEN3 0.660
TGG1.1 0.689 0.618 0.767 0.677 0.564
TGG1.2 0.689 0.618
TGG2 0.721 0.618 0.801 0.975 0.774 0.546
ESP1 0.618
ESP2
ESM1 0.779 0.767 0.801 0.855 0.906 0.515
NSP1 0.740 0.677 0.975 0.855 0.831 0.559
NSP2 0.808 0.564 0.774 0.906 0.831 0.566
MVP1
MBP2 0.555 0.546 0.515 0.559 0.566
All reported values are significant at P < 0.01; FDR adjusted
Darker green indicates a Pearson's correlation coefficient closer to 1; Darker red indicates a Pearson's correlation coefficient closer to -1
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Table 3.6 Summary of PLS, PLS (VIP), and stepwise k-fold cross validated models for the full 
data set 
 
  
  
f p R2 f p R2 p R
2
K=5 R
2
K=10 R
2
Glucoiberin 1 46 0.47 2 17 0.51 4 0.389 0.533 0.62
Progoitrin 3 46 0.83 7 26 0.90 12 0.708 0.801 0.92
Glucoraphanin 1 46 0.55 1 16 0.54 4 0.389 0.389 0.57
Total Aliphatics 1 46 0.57 1 16 0.55 3 0.497 0.508 0.61
Glucobrassicin 0 - - 0 - - 10 0.205 0.326 0.72
Neoglucobrassicin 6 46 0.90 7 38 0.92 13 0.432 0.62 0.88
Total Indoles 1 46 0.22 1 28 0.21 8 0.534 0.553 0.71
Aromatic Gluconasturtiin 8 46 0.88 7 42 0.85 8 0.704 0.733 0.81
Total GSs 1 46 0.42 1 24 0.44 10 0.583 0.549 0.76
Nitrile Sulforaphane Nitrile 2 46 0.58 9 18 0.81 16 0.718 0.747 0.89
Iberin 10 46 0.90 10 25 0.90 11 0.688 0.701 0.85
Sulforaphane 1 46 0.56 2 20 0.64 10 0.786 0.807 0.89
Total ITCs 1 46 0.59 2 20 0.66 9 0.793 0.794 0.89
Total GSHPs 1 46 0.62 1 20 0.63 13 0.729 0.663 0.91
% Nitrile (SN-1hr) 2 46 0.27 2 32 0.25 11 0.52 0.557 0.77
% Nitrile (BG-1hr) 2 46 0.29 8 17 0.57 5 0.561 0.6 0.79
% Nitrile (GN-1hr) 9 46 0.87 9 37 0.82 17 0.278 0.441 0.90
% Nitrile (GR-1hr) 5 46 0.69 7 35 0.71 9 0.405 0.531 0.68
% Nitrile (GR-24hr) 2 46 0.44 1 25 0.35 15 0.141 0.095 0.85
f = number of factors; p = the number of predictor/independent variables used in the model; R2 = R
2 for 
'Actual x Predicted' plots using all data; R2K=n = R
2 k-fold for n=5 or 10
All Data (K-fold CV)
N
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Table 3.7 Summary of PLS, PLS (VIP), and stepwise k-fold cross validated models for individual years 
 
 
  
f p R
2
T R
2
V f p R
2
T R
2
V p R
2
K=5 R
2
K=10 R
2
V f p R
2
T R
2
V f p R
2
T R
2
V p R
2
K=5 R
2
K=10 R
2
V
Glucoiberin 2 46 0.791 0.255 2 20 0.794 0.245 8 0.679 0.749 0.109 1 46 0.444 0.040 1 22 0.446 0.087 9 0.716 0.661 0.045
Progoitrin 5 46 0.920 0.502 3 35 0.784 0.538 10 0.546 0.953 0.498 3 46 0.929 0.007 6 22 0.964 0.021 6 0.893 0.903 0.043
Glucoraphanin 1 46 0.688 0.382 1 20 0.693 0.385 6 0.877 0.901 0.256 1 46 0.580 0.070 2 17 0.698 0.019 2 0.570 0.550 0.096
Total Aliphatics 1 46 0.661 0.380 1 20 0.688 0.398 6 0.845 0.845 0.297 1 46 0.600 0.024 1 17 0.542 0.399 11 0.908 0.917 0.455
Glucobrassicin 0 N/A N/A N/A 0 N/A N/A N/A 8 0.624 0.700 0.269 1 46 0.545 0.044 1 26 0.565 0.017 7 0.670 0.670 0.046
Neoglucobrassicin 0 N/A N/A N/A 0 N/A N/A N/A 5 0.410 0.306 0.055 11 46 0.995 0.159 8 32 0.971 0.153 7 0.799 0.849 0.200
Total Indoles 0 N/A N/A N/A 0 N/A N/A N/A 10 0.304 0.754 0.041 0 N/A N/A N/A 0 N/A N/A N/A 9 0.466 0.366 0.017
Aromatic Gluconasturtiin 0 N/A N/A N/A 0 N/A N/A N/A 2 -0.142 0.007 0.014 1 46 0.479 0.004 5 29 0.909 0.054 11 0.933 0.932 0.014
Total GSs 1 46 0.527 0.068 1 23 0.559 0.072 4 0.469 0.507 0.103 1 46 0.464 0.036 1 26 0.482 0.015 5 0.505 0.489 0.033
Nitrile Sulforaphane Nitrile 0 N/A N/A N/A 0 N/A N/A N/A 2 0.271 0.252 0.410 1 46 0.650 0.090 12 18 0.992 0.030 6 0.706 0.725 0.077
Iberin 2 46 0.750 0.472 2 22 0.749 0.447 7 0.771 0.776 0.189 3 46 0.790 0.451 2 24 0.757 0.417 3 0.602 0.618 0.467
Sulforaphane 1 46 0.696 0.449 1 20 0.698 0.453 7 0.706 0.752 0.124 8 46 0.975 0.190 5 27 0.950 0.289 6 0.875 0.795 0.114
Total ITCs 1 46 0.702 0.499 1 20 0.706 0.502 7 0.644 0.756 0.122 0 N/A N/A N/A 0 N/A N/A N/A 5 0.543 0.711 0.132
Total GSHPs 1 46 0.689 0.573 1 20 0.687 0.579 7 0.762 0.805 0.015 1 46 0.651 0.656 9 19 0.976 0.155 10 0.896 0.963 0.143
% Nitrile (SN-1hr) 0 N/A N/A N/A 0 N/A N/A N/A 5 0.011 0.104 0.021 0 N/A N/A N/A 0 N/A N/A N/A 3 0.066 0.101 0.032
% Nitrile (BG-1hr) 6 46 0.958 0.005 2 23 0.791 0.028 6 0.910 0.901 0.137 0 N/A N/A N/A 0 N/A N/A N/A 9 0.837 0.836 0.241
% Nitrile (GN-1hr) 0 N/A N/A N/A 0 N/A N/A N/A 8 0.559 0.647 0.080 1 46 0.600 0.003 1 21 0.548 0.001 10 0.496 0.602 0.144
% Nitrile (GR-1hr) 3 46 0.805 0.160 2 23 0.792 0.142 5 0.765 0.790 0.157 1 46 0.515 0.503 2 26 0.603 0.620 4 0.480 0.512 0.587
% Nitrile (GR-24hr) 2 46 0.650 0.006 4 25 0.814 0.006 4 0.593 0.612 0.000 0 N/A N/A N/A 0 N/A N/A N/A 3 0.072 0.148 0.013
Aliphatic
Indole
Y
f = number of factors; p = the number of predictor/independent variables used in the model; R2T = training set R
2; R2V = validation set (opposite year) R
2; R2K=n = R
2 k-fold for n=5 or 10; N/A 
indicates an inability to create a model; green highlights indicate R2 values > 0.38; red highlights indicate R2 values above the 0.38 threshold that were actually due to large negative 
correlations (Supplemental Figure 3.1)
2012 (K-fold CV) 2013 (K-fold CV)2013 (PLS) 2013 VIP (PLS)2012 VIP (PLS)2012 (PLS)
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Figure 3.1 Pie charts summarizing the percent total variance from SLS analyses for relative gene 
transcript data separated by gene class 
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Figure 3.1 cont. Pie charts summarizing the percent total variance from SLS analyses for relative 
gene transcript data separated by gene class 
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Figure 3.2 Pie charts summarizing the percent total variance from SLS analyses for relative gene transcript data averaged for different 
biosynthesis gene classes and separated by GS biosynthesis pathway 
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Figure 3.3 Pie charts summarizing the percent total variance from SLS analyses for relative gene transcript data averaged for different 
catabolism gene classes and separated by GS biosynthesis pathway 
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3.7 Supplemental Tables and Figures 
Supplemental Table 3.1 LS Means ± SE of environmental data for B. o. italica separated by year and species 
 
 
  
Variety Year
Avg. 
Harvest 
Date
2012 79.7 ± 0.4
a* 1054.8 ± 5.3 b 1556.9 ± 7.2 a 12.4 ± 0.03 a 13.7 ± 0.1 a -1.3 ± 0.03 a 58.0 ± 0.6 b 1.2 ± 0.1 a -
2013 78.0 ± 0.4 b 1110.4 ± 5.3 a 1517.2 ± 7.2 b 4.2 ± 0.03 b 11.8 ± 0.1 b -7.6 ± 0.03 b 68.9 ± 0.6 a 1.1 ± 0.1 a 1.1 ± 0.1 a
BNC 2012 11/2/2012 112.0 ± 1.2 a‡ 1206.5 ± 14.1 ab 1935.1 ± 18.9 a 17.0 ± 0.1 a 16.4 ± 0.1 a 0.7 ± 0.1 a 41.3 ± 1.5 e 1.0 ± 0.2 a -
BNC 2013 9/20/2013 76.0 ± 1.2 de 1098.8 ± 14.1 cd 1483.1 ± 18.9 ef 4.2 ± 0.1 fg 11.7 ± 0.1 ef -7.5 ± 0.1 e 53.7 ± 1.5 a 1.0 ± 0.2 a 1.0 ± 0.3 c
Marathon 2012 10/7/2012 86.3 ± 1.2 bc 1116.0 ± 14.1 cd 1658.7 ± 18.9 bc 12.9 ± 0.1 b 14.5 ± 0.1 b -1.6 ± 0.1 b 57.8 ± 1.5 d 1.0 ± 0.2 a -
Marathon 2013 9/25/2013 81.0 ± 1.2 cd 1150.2 ± 14.1 bc 1572.9 ± 18.9 cde 4.2 ± 0.1 fg 11.7 ± 0.1 ef -7.5 ± 0.1 e 58.4 ± 1.5 ab 1.0 ± 0.2 a 2.7 ± 0.3 ab
Maximo 2012 10/5/2012 84.0 ± 1.2 bc 1113.2 ± 14.1 cd 1622.7 ± 18.9 bcd 12.9 ± 0.1 b 14.2 ± 0.1 bc -1.3 ± 0.1 b 58.4 ± 1.5 cd 1.0 ± 0.2 a -
Maximo 2013 10/4/2013 90.0 ± 1.2 b 1236.3 ± 14.1 a 1703.7 ± 18.9 b 4.6 ± 0.1 f 13.3 ± 0.1 d -8.7 ± 0.1 f 71.7 ± 1.5 a 1.0 ± 0.2 a 2.3 ± 0.3 abc
Patron 2012 9/28/2012 77.0 ± 1.2 de 1059.4 ± 14.1 d 1549.6 ± 18.9 de 11.6 ± 0.1 c 13.6 ± 0.1 cd -2.0 ± 0.1 c 64.9 ± 1.5 bcd 1.3 ± 0.2 a -
Patron 2013 10/4/2013 90.0 ± 1.2 b 1236.3 ± 14.1 a 1703.7 ± 18.9 b 4.6 ± 0.1 f 13.3 ± 0.1 d -8.7 ± 0.1 f 66.5 ± 1.5 a 1.7 ± 0.2 a 2.3 ± 0.3 abc
Pirate 2012 9/28/2012 77.0 ± 1.2 de 1059.4 ± 14.1 d 1549.6 ± 18.9 de 11.6 ± 0.1 c 13.6 ± 0.1 cd -2.0 ± 0.1 c 65.9 ± 1.5 bcd 1.7 ± 0.2 a -
Pirate 2013 9/20/2013 76.0 ± 1.2 de 1098.8 ± 14.1 cd 1483.1 ± 18.9 ef 4.2 ± 0.1 fg 11.7 ± 0.1 ef -7.5 ± 0.1 e 69.0 ± 1.5 a 1.0 ± 0.2 a 2.3 ± 0.3 abc
Sultan 2012 9/8/2012 57.3 ± 1.2 g 875.6 ± 14.1 f 1233.4 ± 18.9 i 9.9 ± 0.1 e 11.2 ± 0.1 f -1.3 ± 0.1 b 69.0 ± 1.5 a 1.0 ± 0.2 a -
Sultan 2013 9/6/2013 62.0 ± 1.2 fg 910.3 ± 14.1 ef 1256.1 ± 18.9 hi 3.8 ± 0.1 g 9.8 ± 0.1 g -6.0 ± 0.1 d 66.5 ± 1.5 a 1.0 ± 0.2 a 1.7 ± 0.3 bc
VI158 2012 9/15/2012 64.0 ± 1.2 fg 953.7 ± 14.1 e 1348.9 ± 18.9 gh 10.5 ± 0.1 d 12.1 ± 0.1 e -1.6 ± 0.1 b 72.7 ± 1.5 abc 1.3 ± 0.2 a -
VI158 2013 9/15/2013 71.3 ± 1.2 e 1042.2 ± 14.1 d 1417.4 ± 18.9 fg 4.0 ± 0.1 g 11.2 ± 0.1 f -7.2 ± 0.1 e 72.9 ± 1.5 a 1.3 ± 0.2 a 3.3 ± 0.3 a
1 Rated on a 1-5 scale. Ratings taken approx. 30 days after transplanting
2 
Rated on a 1-5 scale. Ratings taken approx. 60 days after transplanting
* Different letters indicate significantly different LS means based on Student's t-test (α = 0.05)
‡ Different letters indicate significantly different LS means based on Tukey's HSD test (α = 0.05)
Insect 
Damage 
Rating2
Avg. Air 
Temp @ 
Harvest (˚F)
Insect 
Damage 
Rating1
Precip. - 
Evap. (in.)
DTH GDD (˚C)
Total Solar 
Radiation 
(MJ/m2)
Total 
Precip. (in.)
Total Evap. 
(in.)
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Supplemental Table 3.2 LS Means ± SE of GS class, GSHP class, nitrile formation, & QRIP data for B. o. italica separated by year and species 
 
  
  
Variety Year
Avg. 
Harvest 
Date
2012 3.0 ± 0.4
b* 5.3 ± 0.4 b 1.0 ± 0.1 b 9.3 ± 0.7 b 6.8 ± 0.4 a 1.3 ± 0.1 a 8.2 ± 0.3 a 0.9% ± 0.6% b 0.3% ± 0.3% b 20.5% ± 1.0% b 47.0% ± 1.8% b 2.7% ± 0.3%
b 1.82 ± 0.03 a
2013 4.7 ± 0.4 a 6.9 ± 0.4 a 1.7 ± 0.1 a 13.3 ± 0.7 a 4.9 ± 0.4 b 1.1 ± 0.1 a 6.0 ± 0.3 b 3.6% ± 0.6% a 1.9% ± 2.8% a 28.6% ± 1.0% a 69.2% ± 1.8% a 5.1% ± 0.3% a 1.47 ± 0.03 b
BNC 2012 11/2/2012 8.5 ± 1.1 a‡ 6.5 ± 1.1 ab 1.1 ± 0.3 bc 16.1 ± 1.8 a 12.2 ± 0.9 a 0.8 ± 0.2 c 13.0 ± 0.9 a 3.4% ± 1.6% a 1.0% ± 0.7% a 16.5% ± 2.7% cde 62.4% ± 4.8% abcd 1.1% ± 0.8% c 2.00 ± 0.07 a
BNC 2013 9/20/2013 7.2 ± 1.1 ab 6.5 ± 1.1 ab 0.9 ± 0.3 c 14.6 ± 1.8 ab 5.8 ± 0.9 c 1.2 ± 0.2 bc 7.0 ± 0.9 bc 2.1% ± 1.6% a 3.9% ± 0.7% a 38.2% ± 2.7% a 38.0% ± 4.8% def 4.5% ± 0.8% abc 1.51 ± 0.07 bcde
Marathon 2012 10/7/2012 2.2 ± 1.1 b 3.3 ± 1.1 ab 1.1 ± 0.3 bc 6.6 ± 1.8 ab 3.8 ± 0.9 c 0.9 ± 0.2 bc 4.7 ± 0.9 c 1.8% ± 1.6% a 0.4% ± 0.7% a 9.0% ± 2.7% e 43.0% ± 4.8% def 3.6% ± 0.8% bc 1.85 ± 0.07 ab
Marathon 2013 9/25/2013 3.6 ± 1.1 ab 7.1 ± 1.1 ab 2.5 ± 0.3 ab 13.1 ± 1.8 ab 3.7 ± 0.9 c 0.6 ± 0.2 c 4.4 ± 0.9 c 7.0% ± 1.6% a 2.4% ± 0.7% a 23.1% ± 2.7% bcd 49.4% ± 4.8% cde 7.8% ± 0.8% a 1.16 ± 0.07 e
Maximo 2012 10/5/2012 1.9 ± 1.1 b 4.3 ± 1.1 ab 1.4 ± 0.3 abc 7.6 ± 1.8 ab 3.5 ± 0.9 c 0.5 ± 0.2 c 4.1 ± 0.9 c 1.5% ± 1.6% a 0.3% ± 0.7% a 11.7% ± 2.7% de 69.3% ± 4.8% abc 3.0% ± 0.8% bc 1.98 ± 0.07 a
Maximo 2013 10/4/2013 2.9 ± 1.1 ab 9.0 ± 1.1 a 2.7 ± 0.3 a 14.7 ± 1.8 ab 4.2 ± 0.9 c 0.5 ± 0.2 c 4.7 ± 0.9 c 1.4% ± 1.6% a 2.1% ± 0.7% a 24.5% ± 2.7% abcd 81.2% ± 4.8% ab 3.6% ± 0.8% bc 1.24 ± 0.07 de
Patron 2012 9/28/2012 2.6 ± 1.1 b 3.8 ± 1.1 ab 0.8 ± 0.3 c 7.3 ± 1.8 ab 10.8 ± 0.9 ab 2.8 ± 0.2 ab 13.5 ± 0.9 a 0.0% ± 1.6% a 0.1% ± 0.7% a 21.8% ± 2.7% bcde 23.1% ± 4.8% f 4.0% ± 0.8% abc 1.83 ± 0.07 ab
Patron 2013 10/4/2013 4.0 ± 1.1 ab 6.1 ± 1.1 ab 1.9 ± 0.3 abc 12.0 ± 1.8 ab 5.3 ± 0.9 c 1.1 ± 0.2 bc 6.4 ± 0.9 bc 3.9% ± 1.6% a 2.0% ± 0.7% a 23.5% ± 2.7% bcd 84.6% ± 4.8% ab 3.6% ± 0.8% bc 1.69 ± 0.07 abc
Pirate 2012 9/28/2012 1.9 ± 1.1 b 2.9 ± 1.1 b 0.6 ± 0.3 c 5.4 ± 1.8 b 4.2 ± 0.9 c 0.9 ± 0.2 bc 5.1 ± 0.9 c 0.0% ± 1.6% a 0.1% ± 0.7% a 30.3% ± 2.7% abc 29.2% ± 4.8% ef 2.7% ± 0.8% bc 1.73 ± 0.07 abc
Pirate 2013 9/20/2013 5.7 ± 1.1 ab 4.0 ± 1.1 ab 1.4 ± 0.3 abc 11.0 ± 1.8 ab 6.3 ± 0.9 bc 1.4 ± 0.2 bc 7.7 ± 0.9 bc 0.6% ± 1.6% a 0.6% ± 0.7% a 35.0% ± 2.7% ab 75.9% ± 4.8% ab 4.7% ± 0.8% abc 1.46 ± 0.07 cde
Sultan 2012 9/8/2012 1.7 ± 1.1 b 8.8 ± 1.1 a 1.2 ± 0.3 bc 11.7 ± 1.8 ab 8.2 ± 0.9 abc 2.0 ± 0.2 ab 10.2 ± 0.9 ab 0.0% ± 1.6% a 0.2% ± 0.7% a 25.7% ± 2.7% abc 41.6% ± 4.8% def 2.6% ± 0.8% bc 1.86 ± 0.07 ab
Sultan 2013 9/6/2013 4.2 ± 1.1 ab 6.3 ± 1.1 ab 1.4 ± 0.3 abc 11.9 ± 1.8 ab 4.7 ± 0.9 c 1.3 ± 0.2 bc 6.0 ± 0.9 bc 7.6% ± 1.6% a 2.0% ± 0.7% a 29.0% ± 2.7% abc 85.8% ± 4.8% a 4.9% ± 0.8% abc 1.58 ± 0.07 bcd
VI158 2012 9/15/2012 1.8 ± 1.1 b 7.8 ± 1.1 ab 0.8 ± 0.3 c 10.4 ± 1.8 ab 5.1 ± 0.9 c 1.5 ± 0.2 bc 6.6 ± 0.9 bc 0.0% ± 1.6% a 0.4% ± 0.7% a 28.4% ± 2.7% abc 60.6% ± 4.8% bcd 2.1% ± 0.8% c 1.51 ± 0.07 bcde
VI158 2013 9/15/2013 5.4 ± 1.1 ab 9.1 ± 1.1 a 0.9 ± 0.3 c 15.4 ± 1.8 a 4.7 ± 0.9 c 1.5 ± 0.2 bc 6.2 ± 0.9 bc 2.5% ± 1.6% a 1.5% ± 0.7% a 26.5% ± 2.7% abc 69.6% ± 4.8% abc 6.3% ± 0.8% ab 1.62 ± 0.07 bc
* Different letters indicate significantly different LS means based on Student's t-test (α = 0.05)
‡ Different letters indicate significantly different LS means based on Tukey's HSD test (α = 0.05)
Total 
Aliphatic 
GSs
Total 
Indole GSs
Total 
Aromatic 
GSs
Total GSs Total ITCs
Total 
Nitriles
Total 
GSHPs
QRIP
% Nitrile (GN)   
1hr
% Nitrile (GR)   
1hr
% Nitrile 
(GR)   24hr
% Nitrile 
(SN)   1hr
% Nitrile 
(BG)   1hr
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Supplemental Table 3.3 List of primers used for transcript abundance profiling (RT-qPCR) 
 
   
Primer 
Set Name
Gene Name Primer Name Sequence Start bp Stop bp Tm Avg. Tm Amplicon (bp)
Bol030974 F TCCCGAGAGGAAGTACAGTGTCT 1002 1024 58
Bol030974 R GAGATCCACATCTGCTGGAATG 1079 1058 58
Bol011711 F GGCTGACTACAACATCCAGAAAGA 168 191 58
Bol011711 R ATTAAAGACGGCTCGATGATACCT 248 225 58
Bol040381 F TGTGGCGATCGAGAGCAAT 72 90 59
Bol040381 R GAATGGCGCAGAAAAGAAGAA 139 119 58
Bol036286 F TCTGAGCAGATTCTCAATGAAGATG 241 265 59
Bol036286 R TCAGGGTAAAACGTTGTTTGGA 338 317 58
Bol007795 F CTCTTCCTCTTTCCTCGGGTTT 14 35 64
Bol007795 R TGCAACTCAAGGAACCTCTCTGA 88 66 66
Bol008849 F GCTTCCATGGGCAATATCATATC 151 173 58
Bol008849 R GACATGGAGGAGACAGTGTTGTAGA 226 202 58
Bol037823 F CTGGCATCTCCCCCAATG 16 33 58
Bol037823 R CATGTTAAGCCTGATCGGACAA 80 59 59
Bol004799 F GGTGGATGAAGAAACAGGTTACG 429 451 59
Bol004799 R CAAACCGCCTCGATGTCTCT 506 487 59
Bol038222 F GGTCAAAGCTCAATGCGTTGA 891 911 60
Bol038222 R CATTTCCGCAAGTGTCCATTC 972 952 59
Bol032767 F GATGAAATTAAACCCACCATTAAGGA 901 926 59
Bol032767 R GCCATGGCCCATTCGA 980 965 58
Bol039395 F TTCGACGACGCCACGAA 295 311 59
Bol039395 R CTCCACGTAAGGCACGAACTC 357 337 58
Bol026202v2 F CCCAAAGACAGGCACCACTT 255 274 59
Bol026202v2 R GGAATCGTCGAAGCGAGATC 327 308 58
Bol030757 F CCATCGCCACGCTTCCT 80 96 59
Bol030757 R CCGCCGTACTCGACGAAA 143 126 59
Bol010933v2 F CCGGAGCATCTGGATTAATAGC 53 74 59
Bol010933v2 R CACTTGTTTCTCCCGCTCAAA 135 115 59
Bol031353v2 F GAGCTTTGACTCCGCTATGGA 729 749 58
Bol031353v2 R TTTACTTGTAGCGCACGTTTCG 806 785 59
Bol028913 F CCGAGACATTCCGGCTATTC 1064 1083 58
Bol028913 R CATGTCCTCCGTCGGTCTTC 1128 1109 59
Bol026044 F TCTCCCACCAGGACCAACTC 87 106 59
Bol026044 R GGTGGACCGGCGGTTT 154 139 59
Bol028919 F CTCCTCACTCGCAACAGAATGT 243 264 58
Bol028919 R GGAAACAAGGGCGGTTTGAT 310 291 60
Bol032712v2 F TCCCTCTCCGCCTCACTCT 90 108 59
Bol032712v2 R GGTGGACGGGAGGTTTAATGA 154 134 60
Bol033373 F GCTTGTTGATGCTCTGTCATTGT 17 39 58
Bol033373 R TGGCGCCGAGCGTTAG 79 64 59
Bol017328v2 F GTGCCTACGAGAGGCTATTCAAC 628 650 58
Bol017328v2 R GCCGTAACATCTTTCATCAACCT 705 683 58
Bol019343v2 F AACCCCTTTTGTTACCCTCTATCA 189 212 58
Bol019343v2 R TGCGGTTCAAGAAACCTTCAT 265 245 58
Bol028319v2 F CGAACTCAACGCTACTGGTTACA 342 364 58
Bol028319v2 R TACTCCCCTGCTCCTCTTTCC 420 400 58
Bol030092 F CGCTTTTCGTGAAGAGTATCAAAC 614 637 58
Bol030092 R TTCATCCAATCTACGCCTTGATC 692 670 59
Bol006378 F CTACACGACTGCTACCGTCTATGG 921 944 59
Bol006378 R GGTTGTTGGTGGGACGTTTT 991 972 58
Bol039072v2 F TGTTTGGACATGCGGTTGTG 740 759 60
Bol039072v2 R CGTCCCTGGTCCCAAATG 828 811 58
Bol005067v2 F TCCGATGTTGAACCAGTTTGC 732 752 60
Bol005067v2 R CGAAGGATGGCGTTGTAGAAA 806 786 59
Primer sets created from cDNA sequences not included in Liu et al. (2014) annotations that were chosen based on BLAST bit-
score for similarity with A. thaliana  annotated sequences are indicated in bold
TGG1.2
TGG2
PEN2
ESP1
ESP2
ESM1
23v2
24v2
59 88
58 78
58.5 78
58.5
CYP81F1
CYP81F2
CYP81F3
CYP81F4
GS-OH
TGG1.1
CYP79B2
SOT16
SOT18
SOT17
FMO GS-
OX2
FMO GS-
OX5.1
22
16v2
17
18v2
19v2
20v2
21
10
11v2
12v2
13
14
15
7
8
9v2
Actin 2EC1
EC2
EC3
1
2
3
UBQ2
TBP1
MYB 28.1
MYB 28.2
MYB 29
MAM 1/2
MAM 3
CYP79F1
4
5
6
59.5 74
70
58 76
58.5 62
58 77
59 67
59.5 64
58.5 77
58.5 64
59 67
59 82
58.5 72
59 63
59.5 81
58.5 79
58.5 62
58 77
58 80
58 75
58.5 64
59 77
58.5 67
58.5 97
65 74
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Supplemental Table 3.3 cont. List of primers used for transcript abundance profiling (RT-qPCR) 
 
  
Primer 
Set Name
Gene Name Primer Name Sequence Start bp Stop bp Tm Avg. Tm Amplicon (bp)
Bol036931v2 F GTGTTGTTCGGAGGTGAGATAGC 535 557 59
Bol036931v2 R GCAAAAGTCCCTTCGATCAATT 611 590 58
Bol034775v2 F GAGGTGAGGTTGCGATGGAT 335 354 59
Bol034775v2 R CAAAGGTCCCACCGATCAAT 400 381 58
Bol040343 F TGTGGTGCCTGCCTTGGT 1396 1413 60
Bol040343 R TCGAGACACACACTTGAGGTTCA 1465 1443 59
Bol029979 F CAGCTGACAAAGCCACCATCT 281 301 59
Bol029979 R CCGGAGAGAGCGTTGGAA 353 336 58
Bol029441 F CGAGCCGCAGGAGAGAAAG 165 183 60
Bol029441 R TCTGGTCCGTGTCGATGTTG 235 216 59
Bol004236 F CAATCTCGTTCCAGGCAGATC 42 62 58
Bol004236 R GCGGCGCACCTTACTCTACA 107 88 60
Bol000668 F GCTGGAGAGGATAAAGCAAACC 985 1006 58
Bol000668 R CAAGCCCGTATTTCAGAAGCA 1054 1034 59
Bol037342 F CTCGGAACCTATCTCCGTCATC 98 119 59
Bol037342 R GGGAGGTTCCGCCATTG 172 156 58
Bol018130 F ACAGAAGATGGCCGGATTGT 241 260 58
Bol018130 R AAAGTCTGTTGGCACCCGATT 316 296 59
Bol030524v2 F TGGTTTCTCACAACACTCGAAGA 83 105 58
Bol030524v2 R GCGTAATGGAAAATCTACAGATGATG 177 152 59
Bol029775 F GCTCCCACGTCCCGTTT 477 493 58
Bol029775 R GCGAACCTCGAGACCACTGT 540 521 59
Bol005786 F CGACGGCCACGACTTCAT 114 131 59
Bol005786 R GCTTGAAGGATTCGGAGTATGC 184 163 59
Bol014127 F CACCATCCACGACGGTTTCT 177 196 59
Bol014127 R AAAACGTGGAGGGTCTTTGATC 243 222 58
Bol018073 F TTGACAAGTACGATGGTTTCGTTATT 170 195 59
Bol018073 R TCACATAGCTTAAGGATCCAAGGAT 251 227 58
Bol007030 F GGACCGGATGCTTCGTCTAC 261 280 58
Bol007030 R TCTCTCGCCCTTTCCAAACTT 330 310 59
Bol020661 F CGCAGCCTTCCCAATGG 105 121 60
Bol020661 R GCTTCGGCATAGAGAATGTCAA 173 152 58
Bol035149 F CGGGTCCGGAGGTAGGAA 564 581 59
Bol035149 R TCACGGCCGGTAAGCAA 628 612 58
Bol023070 F GAAACATTGGATCACTTTCAACGA 585 608 59
Bol023070 R TGGTGCTTTCTTGCCTACATCA 657 636 59
Bol021414v2 F CGAGCTCTCTGTGCCTTTCG 1347 1366 60
Bol021414v2 R CAGCTCTTGAGAAGCTCCATCTT 1442 1420 58
Bol035044v2 F GGGAGAAACTTGAGGAAGGTCAT 1682 1704 59
Bol035044v2 R ACCATACATCAACAGCCCCTTT 1773 1752 58
AY044425.1 F TGGGTGCAGACACTCCTCAA 279 298 59
AY044425.1 R CCCACTTCTCACTTCCTGGTTT 353 332 58
Bol031784v2 F CCGTCGCCGCGTTTAAC 1202 1218 60
Bol031784v2 R CACTTGACTTCCTTTAGGGATATGG 1284 1260 58
Bol029100 F AGCTACGCCGCGAATCAC 83 100 59
Bol029100 R ACCCAGAGACCTCCGATTTGT 149 129 59
76
58.5 65
NSP1
NSP2
25v2
26v2
58.5
Primer sets created from cDNA sequences not included in Liu et al. (2014) annotations that were chosen based on BLAST bit-
score for similarity with A. thaliana  annotated sequences are indicated in bold
58.5 74
58.5 75
58.5 63
59 70
58.5 66
58.5 81
58.5 69
68
58.5 72
58.5 94
69
58.5 64
59 72
59 66
58.5 91
58.5 74
59 95
59
27
59 82
59.5 70
59 65
58.5 69
59.5
28
29
30
31
32
33
44v2
45
34v2
35
36
37
38
39
IPMI-LSU1
IPMI-LSU2
IPMI-SSU3
IPMDH1
47v2
PYK10
IPMDH2
BCAT3
BCAT4
BAT5
SUR1
UGT74B1
PEN3
MBP2
AOP2
CYP79B3
48
40
41
42
43v2
FMO GS-OX5.2
UGT74C1
GGP1
IGMT1
IGMT2
MVP1
 169 
 
Supplemental Table 3.4 Heatmap of regression coefficients for the different predictive models indicating relative importance of a 
given gene in prediction of GS phytochemical phenotypes 
 
   
PLS PLS VIP K-Fold PLS PLS VIP K-Fold PLS PLS VIP K-Fold PLS PLS VIP K-Fold PLS PLS VIP K-Fold PLS PLS VIP K-Fold PLS PLS VIP K-Fold PLS PLS VIP K-Fold PLS PLS VIP K-Fold
Intercept N/A N/A
PS1-MYB28.1 N/A N/A
PS2-MYB28.2 N/A N/A
PS3-MYB29 N/A N/A
PS33-BCAT4 N/A N/A
PS4-MAM1/2 N/A N/A
PS5-MAM3 N/A N/A
PS27-IPMI-LSU1 N/A N/A
PS28-IPMI-SSU2 N/A N/A
PS29-IPMI-SSU3 N/A N/A
PS30-IPMDH1 N/A N/A
PS31-IPMDH2 N/A N/A
PS32-BCAT3 N/A N/A
PS6-CYP79F1 N/A N/A
PS7-CYP79B2 N/A N/A
PS47v2-CYP79B3 N/A N/A
PS38-GGP1 N/A N/A
PS35-SUR1 N/A N/A
PS36-UGT74B1 N/A N/A
PS37-UGT74C1 N/A N/A
PS8-SOT16 N/A N/A
PS10-SOT17 N/A N/A
PS9v2-SOT18 N/A N/A
PS11v2-FMO GS-OX2 N/A N/A
PS12v2-FMO GS-OX5.1 N/A N/A
PS48-FMO GS-OX5.2 N/A N/A
PS45-AOP2 N/A N/A
PS17-GS-OH N/A N/A
PS13-CYP81F1 N/A N/A
PS14-CYP81F2 N/A N/A
PS15-CYP81F3 N/A N/A
PS16v2-CYP81F4 N/A N/A
PS39-IGMT1 N/A N/A
PS18v2-TGG1.1 N/A N/A
PS19v2-TGG1.2 N/A N/A
PS20v2-TGG2 N/A N/A
PS21-PEN2 N/A N/A
PS43v2-PEN3 N/A N/A
PS42-PYK10 N/A N/A
PS22-ESP1 N/A N/A
PS23v2-ESP2 N/A N/A
PS24v2-ESM1 N/A N/A
PS25v2-NSP1 N/A N/A
PS26v2-NSP2 N/A N/A
PS41-MVP1 N/A N/A
PS44v2-MBP2 N/A N/A
Progoitrin Total Aliphatic GSs
Transcription 
Factors
Coefficient
Glucoiberin Glucoraphanin Glucobrassicin Neoglucobrassicin Total Indole GSs Gluconastutiin Total GSs
Relative weight and direction (positive/negative) of loadings is indicated by the shade of the color with darker red indicating more negative loadings and darker green indicating more positive loadings; N/A indicates an inability to create a model
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Supplemental Table 3.5 Heatmap of regression coefficients for the different predictive models 
indicating relative importance of a given gene in prediction of GSHP phytochemical phenotypes 
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Supplemental Table 3.6 Heatmap of regression coefficients for the different predictive models 
indicating relative importance of a given gene in prediction of nitrile formation phytochemical 
phenotypes 
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Supplemental Figure 3.1 Models that showed a high R2 due to large negative correlations 
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Chapter 4. Transcriptional response of glucosinolate biosynthetic and catabolic genes to 
MeJA treatment in broccoli (Brassica oleracea var. italica) 
4.1 Abstract 
Methyl jasmonate (MeJA) is often used as an elicitor of plant stress response for research 
purposes as well as for the goal of increasing anti-fungal, anti-bacterial, and anti-cancer activities 
of plant extracts.  In previous research done in this lab, exogenous MeJA application has been 
shown to increase glucosinolate content as well as proportion of ITC hydrolysis products 
(bioactive compounds) produced upon glucosinolate breakdown in broccoli.  Subsequently, 
increases in anti-cancer activity as measured by phase II enzyme induction has been also 
observed to increase with MeJA application.  In addition, it has also been shown that several 
glucosinolate, their hydrolysis products, and anti-cancer activity increase in a dose dependent 
manner with increasing concentrations of MeJA application.  In this experiment, we attempt to 
profile the transcriptional changes underlying the observed changes in glucosinolates, their 
hydrolysis products, and subsequently, anti-cancer activity upon MeJA elicitation.  We have 
found that many of the observed changes in glucosinolates and their hydrolysis products can be 
explained by observed changes in transcript abundance, although some results are contradictory 
to observed changes in glucosinolates.  Also, we show that transcription of several genes 
responds in a dose dependent manner, either positively or negatively, with increasing 
concentrations of MeJA sprays. 
4.2 Introduction 
The jasmonates are a class plant hormones made up of the precursor compound, jasmonic 
acid (JA), and its many derivatives.  These compounds have been shown to be involved in plant 
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response to abiotic and biotic stresses in a number of plant species (reviewed by (207-209).  In 
addition, JA has also been reported to be involved in plant development (209). Jasmonates are 
classified as oxylipins, which are derived from α-linolenic acid residues from chloroplast 
galactolipids (208).   
The JA biosynthetic mechanism is well characterized and has been reviewed a number times 
(208-216).  To summarize, α-linolenic acid is first released from the chloroplast membrane by 
lipases.  Following its release, α-linolenic acid acts as a substrate for the first of several steps of 
JA biosynthesis, which take place in the chloroplast.  After a number of biosynthetic steps in the 
chloroplast, cis-(+)-OPDA is produced.  This compound is then translocated to the peroxisome 
for further modification.  Three rounds of peroxisomal β-oxidation occur, producing (+)-7-iso-JA 
(i.e. JA).  This compound can be further modified to form a number of different conjugates.  In 
particular, the conjugation of JA with isoleucine (Ile) by jasmonoyl isoleucine conjugate 
synthase 1(JAR1) results in (+)-7-iso-JA-Ile (JA-Ile), the most bioactive form of JA.   
In addition to JA and JA conjugates like JA-Ile, there are several derivative compounds that 
are produced by the plant using either of these compounds as precursors (reviewed by (209, 
210).  Of these JA derivatives, methyl jasmonate (MeJA), the volatile ester of JA, is among the 
most researched for use in elicitation of plant defense responses.  The use of exogenous MeJA 
application as a plant stress response elicitor has shown promising results in a number of plant 
species in terms of increasing several types of bioactivity of plant extracts, including anti-fungal, 
anti-bacterial, and anti-cancer activities (351).  This has led to increased research on the 
compounds and underlying mechanisms responsible for these observed increases in bioactivities.   
In broccoli, MeJA has been shown to affect the accumulation of several glucosinolates 
(GSs), with the majority of the increased production being in the indole GSs (23, 25, 258, 263, 
 175 
 
352).  It is hypothesized that indole GSs, and some aliphatic and aromatic GSs, are important for 
plant defense against insect and/or pathogen attacks, which is connected to JA/MeJA elicitation.  
Jasmonate signal transduction is reportedly involved in the sensing of and response to such 
attacks with evidence from controlled insect feeding (1, 265, 266) and microbe inoculation (267, 
268) studies (reviewed by (214)).  Further evidence for the connection of GS production and 
jasmonate-induced defense responses include accumulation of GSs upon pathogen attack (7, 34, 
267) and insect feeding in vivo (reviewed by (269), as well as transcriptional analysis of JA and 
GS-related genes (275-277).   
In addition to roles in plant defense, the purified hydrolysis products of several GSs, 
particularly sulforaphane (SF) from the precursor glucoraphanin (4-methylsulphinylbutyl 
glucosinolate), have been shown to exhibit chemopreventive bioactivity in terms of suppressing 
a number of different cancer cell lines (reviewed by (45, 72)). One important mechanism for 
chemoprevention is the induction of expression and activity of phase II detoxification enzymes, 
such as quinone reductase (QR), which is mediated by the Keap1/Nrf2/ARE signaling cascade 
(reviewed by (14, 189-191)). 
QR induction potential (QRIP) is frequently used as a biomarker for the chemopreventive 
potential of a certain compound or plant extract due to its correlation with the induction of other 
ARE-mediated detoxification enzymes (204).  Detoxification of quinones via conversion to 
hydroquinones, which are considered non-toxic and can be more easily excreted from the body, 
is performed by QR (353-355).  In broccoli, Ku et al. (25) has shown exogenous, foliar MeJA 
treatments to have a positive effect on chemopreventive bioactivity as measured by QRIP. In 
addition, these MeJA treatments resulted in 152% and 318% increases in SF and phenethyl 
isothiocyanate (PEITC), respectively. This is despite only marginal increases for the precursor 
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glucosinolates of these ITCs, glucoraphanin (11%) and gluconasturtiin (59%), respectively. Also 
seen in this experiment was a significant increase in neoglucobrassicin (NGB; 248%), and its 
hydrolysis products, N-methoxyindole-3-carbinol (NI3C; 313%) and neoascorbigen (232%).  
The increase in QR activity following MeJA treatment may be partially due to increases in 
baseline GS concentration, but likely, the majority of the increases seen in QR activity come 
from increased formation of ITCs or ITC-derived compounds (SF, PEITC, and NI3C) upon 
glucosinolate hydrolysis in lieu of the less bioactive nitrile GSHPs from these glucosinolates, 
namely sulforaphane nitrile (SFN), 3-phenylpropionitrile (3-PN), and indole-3-acetonitrile 
(IAN), respectively. In this research, we attempt to track the transcriptional regulation imposed 
by MeJA treatments for three of the broccoli varieties reported in Ku et al. (25) to see if it can 
explain the observed changes in GS and GSHP profiles of MeJA treated broccoli.  Also, we 
investigate differences in MeJA treatment (250 µM) response among three different varieties in 
two separate growing seasons.  In another experiment conducted by Ku et al. (356) examining 
the dosage effect of MeJA sprays on the cultivar Green Magic grown in 2010, significant 
increases were reported in three GSs (glucoraphanin, gluconasturtiin, and neoglucobrassicin), 
their GSHPs (SF, PEITC, NI3C, and neoascorbigen), and QRIP.  Also, positive trends were seen 
for all GSs, GSHPs, and QRIP with increasing MeJA concentration.  In this report, we 
investigate the effect of three different MeJA treatment concentrations (62.5 µM, 125 µM, and 
500 µM) on the transcript abundance of genes associated with the GS/myrosinase system in an 
attempt to explain the observed changes in GSs, GSHPs, and subsequently, QRIP.   
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4.3 Materials and Methods 
4.3.1 Cultivation of plant material 
Experiment 1 - For the goal of investigating differential transcriptional MeJA responses 
across the varieties Green Magic, Imperial, and Gypsy, plant material was used from the 
previous study, Ku et al. (25), which profiled the MeJA response for GSs, GSHPs, and QRIP for 
the tested varieties. In brief, seeds were germinated in the greenhouse and transplanted to the 
field approximately 30 DAP in 2009 and 2010 at the University of Illinois Vegetable Farm.  
MeJA treatments (250 µM MeJA with 0.1% (v/v) Triton X-100) were applied four days prior to 
harvest.  Broccoli heads were harvested between Aug. 23 and Sept. 18 in 2009 and from Aug. 12 
to Sept. 12 in 2010. 
Experiment 2 - To investigate dosage effect of MeJA, Green Magic was cultivated as 
described above, but only in the 2010 growing season (356). Broccoli was treated with MeJA 
sprays at concentrations of 62.5, 125, and 500 µM with 0.1% (v/v) Triton X-100.  All broccoli 
was harvested between Aug. 12 and Sept. 12 in 2010. 
Immediately following harvest of both experiments, bulked samples from five plants were 
flash-frozen in liquid N2, and transported on dry ice from the field to -20ºC storage until those 
samples could be lyophilized.  After freeze-drying, samples were ground to a fine powder with 
coffee grinders and stored at -20ºC until used in analyses. 
4.3.2 Glucosinolate and hydrolysis product quantification 
Quantification of GSs and GSHPs was performed by and reported in Ku et al. (25, 356).  In 
short, GSs were quantified as desulfo-GSs with HPLC using previously published methods (301) 
and UV response factors (287).  Desulfo-GS profiles were validated by LC-tandem MS (288, 
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289).  GSHPs quantification followed a previously published protocol, with some modifications 
(357). A diagram showing indole GS hydrolysis is provided in Supplemental Figure 4.1. 
4.3.3 Determination of quinone reductase induction potential 
The QR induction potential (QRIP) of the plant samples was assayed according to Prochaska 
and Santamaria (203) and reported in Ku et al. (25, 356). 
4.3.4 RNA extraction, cDNA synthesis, and transcript expression profiling 
Total RNA was extracted from all samples with the use of an RNeasy Mini Kit (QIAGEN) 
according to the manufacturer’s instructions.  RNA quality was verified using an Agilent 2100 
Bioanalyzer (Agilent Technologies) and was quantified using a NanoDrop 3300 
spectrophotometer (Thermo Scientific, Waltham, MA).  First-strand cDNA synthesis was 
performed with one μg of the total RNA using Superscript™ III First-Strand Synthesis SuperMix 
for qRT-PCR (Invitrogen, Carlsbad, CA, USA).  Following synthesis, cDNA was diluted to 1/10 
original concentration for use in all further analyses.  Genes were chosen for transcript profiling 
based on their importance in GS metabolism (see Figure 1.3).  Primers were designed using 
Primer Express software (Applied Biosystems) from cDNA sequences published on Bolbase 
with annotations from Liu et al. (47).  Some additional cDNA sequences were used for primer 
creation based on BLAST bit-score for similarity to annotated A. thaliana sequences.  Primer 
amplification efficiency and specificity was tested with the use of Power SYBR® Green RT-PCR 
Master Mix (QIAGEN) and an ABI 7900HT Fast Real-Time PCR System (Applied Biosystems, 
Foster city, CA, USA) according to the manufacturer’s instructions.  The majority of primers 
used were from previous research (Chapter 3).  Endogenous control genes were chosen based 
upon experiments done by Brulle et al. (348). For new primers, amplification efficiency was 
tested using a 5-fold serial dilution of bulk cDNA from all samples with the highest 
 179 
 
concentration being already 1/10 diluted from the original cDNA synthesis.  Primer specificity 
was verified through dissociation curve analysis.  The final list of primers can be found in 
Supplemental Table 4.1.  Following primer validation, cDNA samples and primers were 
submitted to the Roy J. Carver Biotechnology Center (UIUC, Urbana, IL, USA) for final 
transcript expression profiling using a Fluidigm Dynamic Array and Biomark HD high 
throughput amplification system (Fluidigm, South San Francisco, CA, USA) following 12 cycles 
of pre-amplification. The free Fluidigm Real-Time PCR Analysis software was used to calculate 
∆Ct values for each of the three endogenous controls.  These values were averaged and used to 
determine average ∆∆Ct values for each control/MeJA treatment pair. 
4.3.5 Statistical Analysis 
All statistical analyses were done using JMP 11 software.  Relative expression ratios (fold 
change) of MeJA treated compared to control samples were calculated using the equation 2-∆∆Ct.  
For the survey of MeJA treatment effect on three varieties over two years, ∆Ct values were 
subjected to ANOVA using the model: Y = E + R(E) + G + GxE + T + TxE + TxG + TxGxE + e 
with variance component terms for effects from the year (i.e. environment; E), replicate within 
environment (R(E)), genetic background (G), the interaction between the two (G x E), MeJA 
treatment (T), two way interactions between the MeJA treatment and environment (TxE), MeJA 
treatment and genetic background (TxG), and the three way interaction between the MeJA 
treatment, genetic background, and environment (TxGxE), plus residual (e).  For the test of 
MeJA dosage response in Green Magic grown in 2010, ∆Ct values were subjected to ANOVA 
using the model: Y = E + T + e with variance component terms representing effects of the 
replicate, or micro-environmental variation (E), MeJA treatment (T), plus residual (e).  F-tests of 
effect significance were only obtainable in JMP 11 using the Standard Least Squares (SLS) 
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method with all effects as fixed.  Proportion of total variance was calculated manually using 
Sums of Squares (SS) from the all fixed effect SLS analyses.  Student’s t-tests and Tukey’s 
Honestly Significant Difference (HSD) tests were done using least squares (LS) means.   
4.4 Results 
GS and GSHP data are supplied in Supplemental Tables 4.2 and 4.3 for experiments 1 and 2, 
respectively.  Also supplied in Supplemental Table 4.4 is the ITC formation activity of 
endogenous GSs.  These data are previously published (25, 356). 
4.4.1 Analysis of variance 
4.4.1.1 Experiment 1 
A number of significant (p<0.05) effects were observed for environmental, genetic, and GxE 
effects in the analysis of variance of gene transcription data (Table 4.1).  While genetic and GxE 
factors were significant influences on transcript abundance for a number of genes, ‘Year’ effects 
were responsible for a majority of the observed variance in transcription for a number of genes.  
Some of the largest ‘Year’ effects were observed for the indole transcription factor, MYB122 
(62.4%); the aliphatic and indole core structure formation genes, CYP79F1 (70.3%) and 
CYP79B2 (56.7%), respectively; the specifier protein, ESP2 (65.3%); and the myrosinase 
binding protein, MBP2 (68.6%).  While ‘Year’ effects accounted for the majority of observed 
transcript variation for a number of genes, there were a couple genes that showed highly 
significant proportions of variance attributed to genetic effects.  In particular, the aliphatic chain 
elongation pathway gene, IPMI-SSU2 (74.4%), the aliphatic side chain modification gene, FMO 
GS-OX2 (85.2%); the myrosinase, TGG1.1 (52.7%); and the specifier protein, ESM1 (49.9%) 
was among the most influenced by genetic effects.  MeJA treatment, and the interaction between 
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that treatment and year, variety, and both of those factors, also showed several significant effects 
on transcript variance for a number of genes.  Some of the biggest ‘Treatment’ effects were seen 
for the aliphatic chain elongation pathway gene, BCAT4 (23.3%); the indole core structure 
formation gene, CYP79B3 (28.0%); and the indole side chain modification gene, CYP81F4 
(32.5%).  A couple large ‘Year*Treatment’ effects were also observed, specifically for the indole 
transcription factor, MYB34.2 (24.7%), and the indole side chain modification gene, CYP81F1 
(26.4%).  Far more variation in transcript level was attributed to ‘Variety*Treatment’ effects 
compared to ‘Year*Treatment’ effects, on average. Some of the largest ‘Year*Treatment’ effects 
were observed for aliphatic chain elongation gene, MAM1/2 (37.2%); the aliphatic core structure 
formation gene, SOT17 (29.1%); and the shared core structure formation gene, UGT74B1 
(33.2%).  The FMO GS-OX5 homologues showed large Year*Variety*Treatment effects, 
accounting for 29.3% and 17.1% of the transcript variance for FMO GS-OX5.1 and FMO GS-
OX5.2, respectively.   
4.4.1.2 Experiment 2 
This experiment consisted of only one variety tested in one year, so the ANOVA analyses 
had decidedly less power than that of experiment 2.  However, there were a few significant 
(p<0.05) micro-environmental and treatment effects observed for the variation of gene 
transcription (Table 4.2).  Significant micro-environmental (replicate) effects were seen for the 
indole transcription factor, MYB34.1 (80.9%; p<0.01); the aliphatic chain elongation pathway 
genes, IPMI-SSU2 (79.8%; p<0.05), IPMDH1 (58.3%; p<0.05), and IPMDH2 (69.6%; p<0.05); 
the shared core formation gene, GGP1 (62.7%; p<0.001); the aliphatic and indole side chain 
modification genes, GS-OH (73.1%; p<0.05) and CYP81F1 (74.4%; p<0.05); and the specifier 
protein, ESP2 (75.4%; p<0.05).  Significant treatment effects were seen for the aliphatic chain 
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elongation pathway genes BCAT4 (90.9%; p<0.001) and IPMDH1 (34.7%; p<0.05); the 
aliphatic core structure formation genes CYP79F1 (84.8%; p<0.01) and UGT74C1 (75.9%; 
p<0.05); the indole core structure formation gene CYP79B2 (60.8%; p<0.05); the shared core 
structure formation gene GGP1 (35.6%; p<0.05), and the indole side chain modification gene 
IGMT1 (90.2%; p<0.05). 
4.4.2 Changes in transcript abundance imposed by MeJA treatments 
4.4.2.1 Experiment 1 
Transcriptional changes imposed by MeJA treatments were very different in 2009 compared 
to 2010 (Figure 4.1).  In 2009, MeJA treatments increased transcription of some genes in all 
pathways, but when those changes were combined for the three varieties tested and by 
biosynthetic pathway, median fold changes were only slightly over 1 for genes that are shared 
between pathways and indole-associated genes.  However, in 2010 genes from both the aliphatic 
and indole pathways, as well as shared genes, showed median fold changes over 1 with the 
largest increase seen in indole-associated genes.  Splitting the data set again by variety (Figure 
4.2) shows a large difference in response between the three varieties tested.  The largest fold 
changes were seen for the variety Green Magic.  In accordance with the results from the bulk 
analysis of all three varieties, the highest median fold changes in gene transcription for Green 
Magic were seen in indole-associated genes in 2010.  However, the range of fold changes in 
Green Magic gene transcription was larger in 2009.  Transcriptional responses to MeJA 
treatment for the other two varieties were mixed.  In 2009, the median transcriptional fold 
change for Gypsy and Imperial was actually <1.  On the other hand, these varieties showed 
transcriptional responses similar to Green Magic (except for Gypsy aliphatic genes), although 
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less in magnitude.  Aliphatic GS associated genes in Gypsy actually showed down-regulation of 
transcription upon MeJA treatment in 2010. 
4.4.2.2 Experiment 2 
Experiment 2 explored the dosage response in gene transcript abundance to MeJA 
treatments for the variety Green Magic grown in 2010.  In this experiment, the largest dosage 
response was again observed in transcript abundance for genes associated with indole GSs 
(Figure 4.3).  A slight dosage response was also observed for transcript abundance of the genes 
shared by both the aliphatic and indole pathways.  Transcript abundance for some specific genes 
in the aliphatic pathway also showed a dosage response to MeJA treatment, but that response is 
less apparent when looking at all the genes as a whole.  For transcript abundance of aliphatic 
genes, the dosage response is clear for the first two MeJA treatments (62.5 µM and 125 µM), but 
the median fold change actually decreased slightly with the 500 µM MeJA treatment.  When 
looking closer at the aliphatic pathway (Figure 4.4), side chain modification genes showed the 
clearest dosage response in transcript abundance.  Aliphatic transcription factors also showed a 
lesser response.  The pattern seen in for aliphatic genes as a whole was observed for the chain 
elongation genes, with a slight dosage response for the first two MeJA treatments, and a decrease 
in mean transcript fold change with the 500 µM treatment.  As was observed for the indole genes 
as a whole, a dosage response in transcript abundance was detected for all gene groups besides 
GS breakdown (i.e. PEN2 and PYK10).  The largest response was seen for core formation genes, 
with a diminishing response in transcript abundance for side chain modification genes and 
transcription factors, respectively (Figure 4.5). 
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4.5 Discussion 
4.5.1 Experiment 1 
In order to aid the discussion, analysis of variance results from gene transcript abundance 
data were averaged for different gene classes within GS class pathways.  Looking at the variance 
structure of the transcription factors measured for their transcript abundance in this experiment 
(Figure 4.6), it is clear that MeJA treatment had a much larger effect on indole-associated 
transcription factors (20.8%) compared to those associated with the aliphatic pathway (9.8%).  
Within the GS biosynthesis pathway, relatively large variance effects (20.6% - 29.7%) were 
associated with MeJA treatment for all gene classes and GS pathways (Figure 4.7).  The largest 
treatment effects were observed in the side chain modification portion of the pathway with MeJA 
treatments responsible for 27.7% and 29.7% of the total variance in transcript abundance for 
these genes for the aliphatic and indole pathways, respectively.  Genes associated with GS 
catabolism exhibited less of a MeJA treatment effect (Figure 4.8).  Myrosinases showed the 
largest treatment effect, accounting for 25.3% of the total variance in transcript abundance.  
Indole-associated myrosinase-like proteins as well as specifiers, myrosinase binding proteins 
(MBPs), and myrosinase-associated proteins (MAPs) showed less of a treatment effect. 
In an attempt to explain the changes in GSs and GSHPs (Supplemental Table 4.2) observed 
by Ku et al. (25), we looked more closely at the MeJA treatment effect on transcript abundance 
of individual genes.  One observation made by Ku et al. was a significant increase in 
glucoraphanin following MeJA treatment for the cultivar Green Magic alone.  This may be 
partially explained upon closer examination of transcriptional changes imposed by MeJA on 
genes in the aliphatic biosynthetic pathway.   
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Looking at the chain elongation cycle (Figure 4.9), Green Magic often showed the highest 
increase in transcript abundance following MeJA treatment.  In fact, it was often the only variety 
to show positive transcriptional regulation from exogenous MeJA, with the largest increase 
observed for IPMDH1 (288%).  This difference in MeJA response between the varieties tested 
may partially explain why Green Magic was the only variety to show a significant increase in 
glucoraphanin content.  Another interesting observation from the transcription factors of the 
aliphatic pathway is the difference in MeJA-elicited transcriptional regulation between the two 
MYB28 homologues, with MYB28.1 showing increased transcription across varieties and the 
opposite response for MYB28.2.  A similar pattern to that seen in the chain elongation cycle can 
be seen in the core structure formation portion of the aliphatic biosynthetic pathway, with Green 
Magic often showing the largest, or only, positive transcriptional effect from MeJA treatment 
(Figure 4.10). 
Another observation from Ku et al. (25) was a significant decrease in gluconapin due to 
MeJA treatment when data were averaged both within years and across years.  Due to this 
observation, we would expect to see a decrease in transcription of AOP2, the gene responsible 
for conversion of glucoraphanin to gluconapin.  However, the opposite was observed (Figure 
4.11).  In general transcription of this gene was increased upon MeJA elicitation in 2009, and in 
2010, Green Magic showed a large increase with little change in the other two varieties.  Some 
of the observed increase in gluconapin may be due to the slight increase observed in the 
upstream GS, glucoraphanin.  Also, glucoerucin levels may have increased, although this is 
unknown due to an inability to quantify that GS at the time.  Yet another possibility is post-
transcriptional regulation of AOP2, meaning that the increase in transcription does not translate 
into an increase in functional protein.  
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The largest effect upon elicitation with MeJA in broccoli is often seen for indole GSs (23, 
25, 258, 263, 352). This was also observed by Ku et al. (25), with a large increase in 
neoglucobrassicin in both years and a significant increase in glucobrassicin in 2009, followed by 
an insignificant decrease in 2010.  Examination of the transcriptional changes in the indole 
pathway seem to explain these observed GS changes fairly well.  In the first step of the pathway, 
we see a large positive transcriptional response to MeJA treatment for both CYP79B2 and 
CYP79B3, with the largest increase in CYP79B3 in Green Magic (987%; Figure 4.12).  This 
gene appears to be particularly MeJA responsive across varieties, and is likely in large part 
responsible for the increase in indole GSs elicited by MeJA.   
To explain the differences in MeJA response between neoglucobrassicin and glucobrassicin, 
we must look closer at the gene in the side chain modification portion of the indole GS 
biosynthetic pathway (Figure 4.13).  The reasons for the large reported increase in 
neoglucobrassicin due to MeJA treatment can be seen in the changes in gene transcript levels.  
The synthesis of neoglucobrassicin starts with the conversion of glucobrassicin to 1-hydroxy 
glucobrassicin by the gene CYP81F4, followed by conversion of 1-hydroxy glucobrassicin to 
neoglucobrassicin by either IGMT1 or IGMT2.  Transcription of all three of these genes was up-
regulated by MeJA treatment with the largest increase again seen in Green Magic.   
Finally, it was reported that glucobrassicin was significantly increased in 2009, but 
decreased (not statistically significant) in 2010 by MeJA treatment.  This pattern can also be seen 
in the transcript abundance data.  In 2009, transcription of CYP81F1, the gene responsible for the 
conversion of glucobrassicin to 4-hydroxy glucobrassicin, was decreased, while in 2010 it was 
increased (Figure 4.13).  The decrease in transcription in 2009 would likely result in a lower 
level of flux through that portion of the pathway, resulting in more glucobrassicin, whereas the 
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increased transcription seen in 2010 would likely increase flux, resulting in less glucobrassicin 
precursor.  Levels of 4-hydroxy glucobrassicin and 4-methoxy glucobrassicin, the GSs 
downstream from glucobrassicin in that portion of the side chain modification pathway, were not 
reported.   
One final observation made by Ku et al. (25) was the increased conversion of endogenous 
GSs to ITC GSHPs (Supplemental Table 4.4).  Again, changes in transcript levels of GS 
catabolism genes appear to at least partially explain this observed change (Figure 4.14).  In this 
portion of the pathway, ESM1 transcription was increased by MeJA treatments.  This gene is 
known to impede activity of ESP, a protein whose activity results in increased nitrile formation 
(88), and influence the rearrangement of GS aglycones to the ITC product upon hydrolysis by 
myrosinase (89, 339).  In Green Magic, expression of the myrosinases TGG1.1 and TGG1.2 
were also increased by 318% and 147%, respectively.  This result may have also influenced 
increased ITC formation as it has been shown that hydrolysis of GSs by myrosinase in the 
absence of specifier proteins leads to a majority of GSHPs being of the ITC classification (88). 
4.5.2 Experiment 2 
Analysis of variance results from gene transcript abundance data were again averaged for 
different gene classes within GS class pathways.  Results from bulked ANOVA analyses for 
experiment 2 show similar patterns to that of experiment 1.  Firstly, indole transcription factors 
showed a larger proportion of total variance in transcript abundance compared to aliphatic 
transcription factors (Figure 4.15).  Also, within the GS biosynthesis genes, indole GS side chain 
modification genes showed the largest response to MeJA treatments, which accounted for 49% 
of the total variance in transcript abundance for these genes (Figure 4.16).  In the GS catabolism 
genes (Figure 4.17), the myrosinases again showed a large proportion of total variance due to 
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MeJA treatments (35.5%).  Unlike experiment 1, myrosinase-like genes showed a proportion of 
total variance in transcript abundance due to MeJA treatments similar to that of myrosinase 
genes (35.9%). 
As mentioned in the results, a number of gene classes, both in the aliphatic and indole 
pathways, showed positive dosage effects with increasing concentrations of MeJA (Figures 4.4 
& 4.5).  However, to further investigate these responses, we must look at individual genes.  In 
the aliphatic transcription factors (Figure 4.18), we see a positive dosage effect in one of the 
MYB28 homologues, MYB28.1.  However, MYB28.2 was upregulated with the 62.5 µM MeJA 
treatment, but then there was a slightly negative dosage effect in with the higher concentration 
MeJA treatments.  MYB29 transcription showed the largest positive dosage effect with 
increasing MeJA concentration, although also with increasing variance.  BCAT4, a gene in the 
chain elongation pathway of aliphatic GSs, showed a positive dosage effect with the 62.5 µM 
and 125 µM MeJA treatments, but no further increase was seen in transcription with the 500 µM 
MeJA (Figure 4.19). In the core structure formation portion of the pathway, CYP79F1 
transcription was significantly increased with the 62.5 µM MeJA treatment, but a negative 
dosage effect was observed with increasing MeJA treatments (Figure 4.19).  And finally, in the 
side chain modification portion of the aliphatic GS pathway, AOP2 and FMO GS-OX5.1 both 
showed increases in transcript abundance with increasing MeJA treatments, although also with 
increasing variance (Figure 4.20).  The increases in FMO GS-OX5.1 support the increase 
observed by Ku et al. (356) in glucoraphanin (Supplemental Table 4.3).  However, as in 
experiment 1, the increases in AOP2 were not mirrored by increases in gluconapin.   
For the indole GS biosynthetic pathway, the genes responsible for the initial conversion of 
tryptophan to indole-3-acetaldoxime are CYP79B2 and CYP79B3.  These genes both showed 
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positive transcriptional responses to MeJA treatment, although that response peaked at 125 µM 
MeJA for CYP79B2.  On the other hand, CYP79B3 showed a strong positive dosage response to 
increasing MeJA treatments (Figure 4.21).  In the side chain modification portion of the indole 
pathway, variable transcriptional responses were observed (Figure 4.22).  CYP81F1 showed a 
peak MeJA response in transcription at 125 µM, although this was not a large increase.  This 
variable response corresponds to the results seen in experiment 1, where this gene was down-
regulated in 2009, but up-regulated in 2010. 
Gene associated with GS hydrolysis also showed variable responses to increasing MeJA 
treatments.  The indole-associated myrosinase-like gene PEN2 showed a positive dosage 
response to increasing MeJA concentration (Figure 4.23).  PEN2 transcription was initially 
decreased with the application of 62.5 µM MeJA, followed by a positive dosage response 
resulting in a mean transcriptional increase of ≈40% with the 500 µM MeJA treatment.  
Myrosinases responded inconsistently to increasing MeJA concentrations (Figure 4.24).  TGG1.1 
showed a relatively consistent 2-fold increase across MeJA treatments, but its homologue, 
TGG1.2, only showed a slight transcriptional increase with the 500 µM MeJA treatment.  TGG2 
expression was increased initially, but decreased with the highest MeJA concentration.  These 
overall increases in myrosinase gene expression, although variable, may partially explain the 
observed increases in several ITC GSHPs reported by Ku et al. (356).  This increase in ITCs can 
also be partly explained by the large dosage effect seen in ESM1 transcription (Figure 4.25), 
while increases in the transcript abundance of ESP genes were negligible, and NSP transcription 
was slightly down-regulated in the first two MeJA treatments. 
In conclusion, MeJA treatments have a definite observable effect on transcription of genes 
associated with the GS/myrosinase system.  Many of these transcriptional changes can help to 
 190 
 
explain the observed changes in GSs and GSHPs.  However, some are contrary to what is 
observed (AOP2).  There is always the possibility of post-transcriptional modifications occurring 
that are further regulating the final protein abundance/activity.  In experiment 2, we see how 
different concentrations of MeJA can affect transcription of a number of genes in the 
GS/myrosinase system.  Sometimes clear positive dosage responses are observed, but other times 
those responses are negative.  And yet in other cases, the response is parabolic, with an initial 
increase in transcription followed by a decrease.  Future work will determine if similar 
transcriptional response patterns to MeJA treatment are observed across genetic backgrounds 
(varieties) and environments.  We see from experiment 1 that responses to MeJA treatment can 
be greatly affected by year and variety.  However, this variation in varietal responses indicates 
the ability to affectively breed for desirable GS responses to MeJA treatment.  Furthermore, the 
dosage of that treatment could possibly be further optimized to elicit the desired response in GS 
and GSHP profiles, and subsequently chemopreventive bioactivity.  
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4.6 Tables and Figures 
Table 4.1 ANOVA results from SLS analysis presented as percent total variance for experiment 
1 
 
 
  
R
e
si
d
u
al
 
df 20
MYB28.1 3.9 / 3.9 3.8 / 3.8 34.2% *** 10.5% 22.2% *** 5.8% 0.3% 1.2% 1.1% 2.2% 22.2%
MYB28.2 4.3 / 4.1 4.7 / 4.7 33.8% *** 4.0% 12.9% * 5.7% 10.1% * 1.3% 2.7% 0.2% 29.3%
MYB29 8.0 / 7.8 8.0 / 8.1 27.4% *** 3.8% 24.4% ** 7.8% 0.8% 0.1% 7.4% 2.1% 26.1%
MYB34.1 2.3 / 2.2 1.8 / 1.8 40.4% *** 2.5% 12.8% ** 12.4% ** 3.9% * 6.2% * 3.6% 1.1% 17.2%
MYB34.2 3.5 / 3.6 3.3 / 3.1 2.3% 0.6% 23.8% ** 9.1% * 9.4% * 24.7% *** 3.7% 1.8% 24.6%
MYB122 5.0 / 5.3 5.5 / 5.6 62.4% *** 0.2% 7.1% 4.3% 0.7% 1.4% 3.3% 2.5% 18.0%
BCAT4 3.3 / 3.2 1.6 / 1.9 42.2% *** 7.1% * 1.0% 9.3% ** 23.3% *** 0.2% 7.5% ** 0.1% 9.4%
MAM1/2 6.8 / 6.8 6.4 / 6.4 0.1% 2.4% 17.4% *** 13.2% ** 3.6% * 8.8% ** 37.2% *** 2.4% 14.9%
IPMI-LSU1 -2.7 / -2.7 -2.6 / -2.6 7.4% * 17.0% 8.6% 19.1% ** 4.0% 10.5% ** 0.0% 1.2% 32.0%
IPMI-SSU2 3.4 / 4.3 3.7 / 4.0 7.1% *** 6.2% * 74.4% *** 0.2% 0.5% 1.9% * 0.8% 1.6% 7.3%
IPMI-SSU3 1.3 / 1.3 1.6 / 1.4 21.9% *** 13.6% ** 11.0% ** 5.6% * 0.2% 1.8% 21.7% *** 10.5% ** 13.5%
IPMDH1 3.7 / 4.0 3.3 / 3.5 10.7% ** 8.7% 5.4% 17.8% ** 4.8% 2.3% 19.9% ** 6.2% 24.2%
IPMDH2 -0.3 / -0.3 -0.3 / -0.3 31.6% *** 7.3% 10.8% * 3.4% 0.2% 0.9% 12.6% * 7.9% 25.5%
BCAT3 3.7 / 3.8 4.1 / 4.0 12.8% ** 8.9% 13.1% * 21.4% ** 3.4% 1.3% 9.6% 0.9% 28.7%
CYP79F1 2.5 / 2.2 1.8 / 2.0 70.3% *** 2.5% 5.6% * 1.2% 0.4% 0.7% 1.3% 5.3% * 12.6%
UGT74C1 2.2 / 2.1 1.5 / 1.7 35.2% *** 10.9% * 6.6% * 12.7% ** 3.3% 0.1% 13.6% ** 1.0% 16.5%
SOT17 2.1 / 2.0 1.7 / 1.4 1.8% 10.9% * 12.5% ** 8.2% * 12.0% ** 3.6% 29.1% *** 3.2% 18.7%
SOT18 2.7 / 2.9 2.8 / 2.8 31.9% *** 6.2% 6.0% 9.5% 0.4% 0.3% 5.4% 2.6% 37.7%
CYP79B2 7.4 / 7.5 5.6 / 6.4 56.7% *** 4.0% 2.1% 4.0% 7.7% * 0.2% 6.0% 2.0% 17.2%
CYP79B3 7.4 / 7.8 6.3 / 6.2 1.1% 4.2% 7.0% 17.5% * 28.0% *** 4.1% 3.1% 2.3% 32.8%
SOT16 -0.3 / -0.2 -0.5 / -0.4 36.1% *** 8.8% 6.6% 16.7% ** 0.6% 0.4% 9.4% * 0.8% 20.5%
GGP1 -0.3 / -0.2 -0.7 / -0.6 19.1% *** 1.3% 47.1% *** 8.1% ** 5.7% ** 5.0% * 0.2% 1.1% 12.4%
UGT74B1 3.1 / 3.3 3.0 / 3.0 1.7% 14.3% * 1.9% 19.0% ** 2.8% 0.5% 33.2% *** 7.2% * 19.4%
FMO GS-OX2 3.3 / 4.0 1.9 / 3.4 4.0% *** 0.9% 85.2% *** 3.9% *** 0.1% 1.3% ** 1.6% * 0.6% 2.5%
FMO GS-OX5.1 9.3 / 9.3 8.8 / 8.8 2.2% 9.6% 2.0% 22.2% ** 7.1% * 11.2% ** 3.7% 29.3% *** 12.7%
FMO GS-OX5.2 5.8 / 5.8 6.2 / 6.0 15.0% ** 4.2% 1.2% 9.4% * 1.7% 4.2% 19.3% ** 17.1% ** 28.0%
AOP2 5.9 / 5.9 5.4 / 5.3 18.2% ** 2.5% 16.7% * 10.7% * 6.0% 2.6% 4.3% 10.0% * 29.1%
GS-OH 0.0 / 0.0 -0.5 / -0.4 38.1% *** 10.7% 4.1% 9.3% * 6.5% * 1.0% 8.8% * 2.1% 19.4%
CYP81F1 2.3 / 2.4 2.3 / 2.3 3.1% 5.3% 35.0% *** 4.0% 1.5% 26.4% *** 1.3% 2.1% 21.5%
CYP81F4 5.4 / 5.4 4.3 / 4.2 4.4% 3.6% 3.2% 22.0% *** 32.5% *** 1.8% 9.9% * 1.7% 21.0%
IGMT1 6.1 / 5.9 5.3 / 5.3 15.4% ** 9.3% 6.4% 20.5% ** 7.9% * 0.7% 15.6% ** 0.2% 23.9%
IGMT2 7.7 / 7.9 7.0 / 7.2 1.4% 5.9% 8.8% 35.5% ** 6.3% 0.9% 4.6% 5.3% 31.2%
TGG1.1 5.9 / 6.2 5.6 / 5.5 3.1% 6.4% 52.7% *** 7.0% * 7.0% * 0.0% 1.6% 1.4% 20.8%
TGG1.2 1.9 / 2.0 1.2 / 1.3 0.1% 7.1% 0.0% 17.1% * 15.6% ** 0.0% 16.1% * 8.9% 35.1%
TGG2 10.1 / 10.1 9.6 / 9.1 NDa ND ND ND ND ND ND ND ND
PYK10 9.3 / 9.5 9.6 / 9.5 ND ND ND ND ND ND ND ND ND
PEN2 2.9 / 3.1 3.0 / 2.8 5.3% 7.9% 14.8% * 13.4% 1.5% 2.7% 10.8% 1.8% 41.8%
PEN3 3.2 / 3.2 3.1 / 3.1 19.9% ** 7.8% 1.0% 19.9% ** 0.3% 0.1% 15.7% * 2.4% 33.0%
ESP1 -3.1 / -3.2 -3.5 / -3.3 35.3% *** 2.5% 21.0% *** 4.3% 0.6% 8.7% ** 6.0% * 4.7% 16.9%
ESP2 0.1 / 0.4 0.2 / 0.5 65.3% *** 2.0% 2.7% 1.6% 0.1% 0.4% 0.8% 9.2% * 17.9%
ESM1 8.6 / 8.6 7.8 / 7.8 4.9% * 1.2% 49.9% *** 13.2% ** 3.0% 1.7% 9.4% * 0.3% 16.5%
NSP1 8.9 / 9.1 9.0 / 8.9 1.1% 7.3% 24.4% ** 11.2% 1.3% 0.1% 6.4% 14.8% * 33.4%
MVP1 -3.2 / -3.4 -3.3 / -3.3 55.0% *** 2.9% 7.1% 0.3% 0.5% 0.6% 4.2% 3.8% 25.6%
MBP2 5.6 / 5.9 5.2 / 5.3 68.6% *** 4.6% 4.9% * 0.8% 7.0% ** 1.1% 1.5% 1.7% 9.8%
*, **, *** Significant at P < 0.05, 0.01, and 0.001, respectively
a Low gene expression in at least one variety in at least one year led to a loss of DF and a subsequent inability to properly calculate ANOVA
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Table 4.2 ANOVA results from SLS analysis presented as percent total variance for experiment 
2 
 
R
e
si
d
u
al
 
df 6
MYB28.1 25.4% 5.6% 69.0%
MYB28.2 68.8% 4.4% 26.8%
MYB29 14.2% 4.3% 81.5%
MYB34.1 60.7% 22.2% 17.1%
MYB34.2 80.9% ** 12.4% 6.7%
MYB122 22.0% 41.9% 36.1%
BCAT4 5.5% 90.9% *** 3.6%
MAM1/2 59.8% 18.7% 21.4%
IPMI-LSU1 74.2% 8.8% 17.0%
IPMI-SSU2 79.8% * 12.6% 7.7%
IPMI-SSU3 43.7% 44.7% 11.5%
IPMDH1 58.3% * 34.7% * 7.0%
IPMDH2 69.6% * 17.6% 12.7%
BCAT3 12.3% 39.2% 48.6%
CYP79F1 7.4% 84.8% ** 7.8%
UGT74C1 13.9% 75.9% * 10.2%
SOT17 36.8% 35.0% 28.1%
SOT18 51.1% 35.9% 13.1%
CYP79B2 31.5% 60.8% * 7.7%
CYP79B3 55.4% 32.7% 11.9%
SOT16 51.4% 29.1% 19.6%
GGP1 62.7% *** 35.6% ** 1.7%
UGT74B1 38.1% 35.3% 26.6%
FMO GS-OX2 11.4% 72.4% 16.2%
FMO GS-OX5.1 6.6% 3.8% 89.6%
FMO GS-OX5.2 37.5% 13.5% 49.0%
AOP2 10.2% 33.4% 56.4%
GS-OH 73.1% * 18.0% 8.9%
CYP81F1 74.4% * 18.7% 6.9%
CYP81F4 48.4% 26.3% 25.3%
IGMT1 0.2% 90.2% * 9.6%
IGMT2 24.8% 60.7% 14.5%
TGG1.1 7.2% 64.3% 28.6%
TGG1.2 42.8% 14.2% 43.0%
TGG2 15.0% 27.9% 57.0%
PYK10 15.8% 65.9% 18.3%
PEN2 61.1% 15.7% 23.2%
PEN3 41.6% 26.2% 32.1%
ESP1 34.6% 55.1% 10.3%
ESP2 75.4% * 12.6% 12.0%
ESM1 16.1% 30.2% 53.7%
NSP1 32.7% 15.3% 52.1%
MVP1 47.3% 24.5% 28.2%
MBP2 8.0% 17.1% 75.0%
*, **, *** Significant at P < 0.05, 0.01, and 0.001, respectively
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Figure 4.1 Box plots of fold change values imposed by MeJA treatments (250 µM) for GS related genes separated by year and pathway 
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Figure 4.2 Box plots of fold change values imposed by MeJA treatments (250 µM) for GS 
related genes separated by year, pathway, and variety 
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Figure 4.3 Box plots of fold change values imposed by MeJA treatments for GS related genes separated by treatment and pathway 
 
 
 196 
 
Figure 4.4 Histograms of fold change values imposed by MeJA treatments for aliphatic GS related genes separated by treatment and 
gene group 
 
 
  
* Indicates significantly different LS means compared to the control group based on Tukey's HSD test (α = 0.05)
Error bars indicate SE of the mean
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Figure 4.5 Histograms of fold change values imposed by MeJA treatments for indole GS related genes separated by treatment and 
gene group 
 
 
  
* Indicates significantly different LS means compared to the control group based on Tukey's HSD test (α = 0.05)
Error bars indicate SE of the mean
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Figure 4.6 Pie charts summarizing the percent total variance from SLS analyses for relative gene transcript data averaged for different 
transcription factors and separated by GS biosynthesis pathway from experiment 1 
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Figure 4.7 Pie charts summarizing the percent total variance from SLS analyses for relative gene transcript data averaged for different 
biosynthesis gene classes and separated by GS biosynthesis pathway from experiment 1 
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Figure 4.8 Pie charts summarizing the percent total variance from SLS analyses for relative gene transcript data averaged for different 
catabolism gene classes and separated by GS catabolism pathway from experiment 1 
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Figure 4.9 Diagrammatic depiction of transcriptional regulation imposed by MeJA treatments (250 µM) on genes in the chain elongation 
portion of the aliphatic GS biosynthetic pathway 
 
 
  
Green arrows = Green Magic; blue arrows = Gypsy; purple arrows = Imperial
Reported values are averages from both 2009 and 2010, unless otherwise indicated.
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Figure 4.10 Diagrammatic depiction of transcriptional regulation imposed by MeJA treatments (250 µM) on genes in the core structure 
formation portion of the aliphatic GS biosynthetic pathway 
 
Green arrows = Green Magic; blue arrows = Gypsy; purple arrows = Imperial
Reported values are averages from both 2009 and 2010, unless otherwise indicated.
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Figure 4.11 Diagrammatic depiction of transcriptional regulation imposed by MeJA treatments (250 µM) on genes in the side-chain 
modification portion of the aliphatic GS biosynthetic pathway 
 
 
Green arrows = Green Magic; blue arrows = Gypsy; purple arrows = Imperial
Reported values are averages from both 2009 and 2010, unless otherwise indicated.
Glucoibervirin
Glucoiberin
Sinigrin
n = 1n = 2
Glucoerucin
Glucoraphanin
Gluconapin
Progoitrin
FMO GS-OX2
FMO GS-OX5.1
FMO GS-OX5.2
AOP2
GS-OH
4
5
%
1
1
0
%
7
5
%
2009
2
8
8
%
1
0
%
1
7
%
9
9
%
8
1
%
2
%
1
7
5
%
3
4
%
3
6
%
FMO GS-OX2
FMO GS-OX5.1
FMO GS-OX5.2
AOP2
2010
Aliphatic GSs
 204 
 
Figure 4.12 Diagrammatic depiction of transcriptional regulation imposed by MeJA treatments (250 µM) on genes in the core structure 
formation portion of the indole GS biosynthetic pathway 
 
Green arrows = Green Magic; blue arrows = Gypsy; purple arrows = Imperial
Reported values are averages from both 2009 and 2010, unless otherwise indicated.
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Figure 4.13 Diagrammatic depiction of transcriptional regulation imposed by MeJA treatments (250 µM) on genes in the side chain 
modification portion of the indole GS biosynthetic pathway 
 
 
Green arrows = Green Magic; blue arrows = Gypsy; purple arrows = Imperial
Reported values are averages from both 2009 and 2010, unless otherwise indicated.
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Figure 4.14 Diagrammatic depiction of transcriptional regulation imposed by MeJA treatments (250 µM) on genes involved in GS 
catabolism 
 
 
  
Green arrows = Green Magic; blue arrows = Gypsy; purple arrows = Imperial
Reported values are averages from both 2009 and 2010, unless otherwise indicated.
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Figure 4.15 Pie charts summarizing the percent total variance from SLS analyses for relative gene transcript data for transcription 
factors separated by GS biosynthesis pathway from experiment 2 
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Figure 4.16 Pie charts summarizing the percent total variance from SLS analyses for relative gene transcript data separated by 
biosynthesis gene class and GS biosynthesis pathway from experiment 2 
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Figure 4.17 Pie charts summarizing the percent total variance from SLS analyses for relative gene transcript data separated by 
catabolism gene class and GS catabolism pathway from experiment 2 
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Figure 4.18 Histograms of fold change values imposed by MeJA treatments for aliphatic GS transcription factors separated by 
treatment and gene group 
 
* Indicates significantly different LS means compared to the control group based on Tukey's HSD test (α = 0.05)
Error bars indicate SE of the mean
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Figure 4.19 Histograms of fold change values imposed by MeJA treatments for aliphatic GS biosynthesis genes separated by treatment 
and gene group 
 
* Indicates significantly different LS means compared to the control group based on Tukey's HSD test (α = 0.05)
Error bars indicate SE of the mean
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Figure 4.20 Histograms of fold change values imposed by MeJA treatments for aliphatic GS side chain modification genes separated 
by treatment and gene group 
 
 
* Indicates significantly different LS means compared to the control group based on Tukey's HSD test (α = 0.05)
Error bars indicate SE of the mean
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Figure 4.21 Histograms of fold change values imposed by MeJA treatments for indole GS biosynthesis genes separated by treatment 
and gene group 
 
 
* Indicates significantly different LS means compared to the control group based on Tukey's HSD test (α = 0.05)
Error bars indicate SE of the mean
Fo
ld
 C
h
an
ge *
 214 
 
Figure 4.22 Histograms of fold change values imposed by MeJA treatments for indole GS side chain modification genes separated by 
treatment and gene group 
 
  
* Indicates significantly different LS means compared to the control group based on Tukey's HSD test (α = 0.05)
Error bars indicate SE of the mean
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Figure 4.23 Histogram of fold change values imposed by MeJA treatments for PEN2, an indole-associated myrosinase-like gene, 
separated by treatment and gene group 
 
 
  
* Indicates significantly different LS means compared to the control group based on Tukey's HSD test (α = 0.05)
Error bars indicate SE of the mean
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Figure 4.24 Histograms of fold change values imposed by MeJA treatments for myrosinase genes separated by treatment and gene 
group 
 
 
  
* Indicates significantly different LS means compared to the control group based on Tukey's HSD test (α = 0.05)
Error bars indicate SE of the mean
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Figure 4.25 Histograms of fold change values imposed by MeJA treatments for specifier genes separated by treatment and gene group 
 
 
* Indicates significantly different LS means compared to the control group based on Tukey's HSD test (α = 0.05)
Error bars indicate SE of the mean
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4.7 Supplemental Tables and Figures 
Supplemental Table 4.1 List of primers used for transcript abundance profiling (RT-qPCR) 
 
  
Primer Set 
Name
Gene Name Primer Name Sequence Start bp Stop bp Tm Avg. Tm Amplicon (bp)
Bol030974 F TCCCGAGAGGAAGTACAGTGTCT 1002 1024 58
Bol030974 R GAGATCCACATCTGCTGGAATG 1079 1058 58
Bol040381 F TGTGGCGATCGAGAGCAAT 72 90 59
Bol040381 R GAATGGCGCAGAAAAGAAGAA 139 119 58
Bol013385 F TGAACTCTACGCAGCATTTGATC 1629 1652 58
Bol013385 R TGGCACACCTGATTGCATATC 1700 1721 58
Bol036286 F TCTGAGCAGATTCTCAATGAAGATG 241 265 59
Bol036286 R TCAGGGTAAAACGTTGTTTGGA 338 317 58
Bol007795 F CTCTTCCTCTTTCCTCGGGTTT 14 35 64
Bol007795 R TGCAACTCAAGGAACCTCTCTGA 88 66 66
Bol008849 F GCTTCCATGGGCAATATCATATC 151 173 58
Bol008849 R GACATGGAGGAGACAGTGTTGTAGA 226 202 58
Bol037823 F CTGGCATCTCCCCCAATG 16 33 58
Bol037823 R CATGTTAAGCCTGATCGGACAA 80 59 59
Bol038222 F GGTCAAAGCTCAATGCGTTGA 891 911 60
Bol038222 R CATTTCCGCAAGTGTCCATTC 972 952 59
Bol032767 F GATGAAATTAAACCCACCATTAAGGA 901 926 59
Bol032767 R GCCATGGCCCATTCGA 980 965 58
Bol039395 F TTCGACGACGCCACGAA 295 311 59
Bol039395 R CTCCACGTAAGGCACGAACTC 357 337 58
Bol026202v2 F CCCAAAGACAGGCACCACTT 255 274 59
Bol026202v2 R GGAATCGTCGAAGCGAGATC 327 308 58
Bol030757 F CCATCGCCACGCTTCCT 80 96 59
Bol030757 R CCGCCGTACTCGACGAAA 143 126 59
Bol010933v2 F CCGGAGCATCTGGATTAATAGC 53 74 59
Bol010933v2 R CACTTGTTTCTCCCGCTCAAA 135 115 59
Bol031353v2 F GAGCTTTGACTCCGCTATGGA 729 749 58
Bol031353v2 R TTTACTTGTAGCGCACGTTTCG 806 785 59
Bol028913 F CCGAGACATTCCGGCTATTC 1064 1083 58
Bol028913 R CATGTCCTCCGTCGGTCTTC 1128 1109 59
Bol032712v2 F TCCCTCTCCGCCTCACTCT 90 108 59
Bol032712v2 R GGTGGACGGGAGGTTTAATGA 154 134 60
Bol033373 F GCTTGTTGATGCTCTGTCATTGT 17 39 58
Bol033373 R TGGCGCCGAGCGTTAG 79 64 59
Bol017328v2 F GTGCCTACGAGAGGCTATTCAAC 628 650 58
Bol017328v2 R GCCGTAACATCTTTCATCAACCT 705 683 58
Bol019343v2 F AACCCCTTTTGTTACCCTCTATCA 189 212 58
Bol019343v2 R TGCGGTTCAAGAAACCTTCAT 265 245 58
Bol028319v2 F CGAACTCAACGCTACTGGTTACA 342 364 58
Bol028319v2 R TACTCCCCTGCTCCTCTTTCC 420 400 58
Bol030092 F CGCTTTTCGTGAAGAGTATCAAAC 614 637 58
Bol030092 R TTCATCCAATCTACGCCTTGATC 692 670 59
Bol006378 F CTACACGACTGCTACCGTCTATGG 921 944 59
Bol006378 R GGTTGTTGGTGGGACGTTTT 991 972 58
Bol039072v2 F TGTTTGGACATGCGGTTGTG 740 759 60
Bol039072v2 R CGTCCCTGGTCCCAAATG 828 811 58
22 ESP1 58.5 70
23v2 ESP2 59 88
Primer sets created from cDNA sequences not included in Liu et al. (2014) annotations that were chosen based on BLAST bit-score 
for similarity with A. thaliana  annotated sequences are indicated in bold
58 71EC4.2 SAND1
20v2 TGG2 58 78
21 PEN2 58.5 78
16v2 CYP81F4 59.5 64
17 GS-OH 58.5 62
18v2 TGG1.1 58 77
19v2 TGG1.2 58 76
10 SOT17 59 63
11v2
FMO GS-
OX2
59 82
12v2
FMO GS-
OX5.1
58.5 77
13 CYP81F1 58.5 64
6 CYP79F1 59.5 81
7 CYP79B2 58.5 79
8 SOT16 58.5 62
9v2 SOT18 58.5 72
EC1 Actin 2 58 77
4 MAM 1/2 58.5 64
2 MYB 28.2 65 74
3 MYB 29 58 75
EC3 TBP1 58.5 67
1 MYB 28.1 58.5 97
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Supplemental Table 4.1 cont. List of primers used for transcript abundance profiling (RT-qPCR) 
 
 
Primer 
Set Name
Gene Name Primer Name Sequence Start bp Stop bp Tm Avg. Tm Amplicon (bp)
Bol005067v2 F TCCGATGTTGAACCAGTTTGC 732 752 60
Bol005067v2 R CGAAGGATGGCGTTGTAGAAA 806 786 59
Bol036931v2 F GTGTTGTTCGGAGGTGAGATAGC 535 557 59
Bol036931v2 R GCAAAAGTCCCTTCGATCAATT 611 590 58
Bol040343 F TGTGGTGCCTGCCTTGGT 1396 1413 60
Bol040343 R TCGAGACACACACTTGAGGTTCA 1465 1443 59
Bol029979 F CAGCTGACAAAGCCACCATCT 281 301 59
Bol029979 R CCGGAGAGAGCGTTGGAA 353 336 58
Bol029441 F CGAGCCGCAGGAGAGAAAG 165 183 60
Bol029441 R TCTGGTCCGTGTCGATGTTG 235 216 59
Bol004236 F CAATCTCGTTCCAGGCAGATC 42 62 58
Bol004236 R GCGGCGCACCTTACTCTACA 107 88 60
Bol000668 F GCTGGAGAGGATAAAGCAAACC 985 1006 58
Bol000668 R CAAGCCCGTATTTCAGAAGCA 1054 1034 59
Bol037342 F CTCGGAACCTATCTCCGTCATC 98 119 59
Bol037342 R GGGAGGTTCCGCCATTG 172 156 58
Bol018130 F ACAGAAGATGGCCGGATTGT 241 260 58
Bol018130 R AAAGTCTGTTGGCACCCGATT 316 296 59
Bol030524v2 F TGGTTTCTCACAACACTCGAAGA 83 105 58
Bol030524v2 R GCGTAATGGAAAATCTACAGATGATG 177 152 59
Bol005786 F CGACGGCCACGACTTCAT 114 131 59
Bol005786 R GCTTGAAGGATTCGGAGTATGC 184 163 59
Bol014127 F CACCATCCACGACGGTTTCT 177 196 59
Bol014127 R AAAACGTGGAGGGTCTTTGATC 243 222 58
Bol018073 F TTGACAAGTACGATGGTTTCGTTATT 170 195 59
Bol018073 R TCACATAGCTTAAGGATCCAAGGAT 251 227 58
Bol007030 F GGACCGGATGCTTCGTCTAC 261 280 58
Bol007030 R TCTCTCGCCCTTTCCAAACTT 330 310 59
Bol020661 F CGCAGCCTTCCCAATGG 105 121 60
Bol020661 R GCTTCGGCATAGAGAATGTCAA 173 152 58
Bol035149 F CGGGTCCGGAGGTAGGAA 564 581 59
Bol035149 R TCACGGCCGGTAAGCAA 628 612 58
Bol023070 F GAAACATTGGATCACTTTCAACGA 585 608 59
Bol023070 R TGGTGCTTTCTTGCCTACATCA 657 636 59
Bol021414v2 F CGAGCTCTCTGTGCCTTTCG 1347 1366 60
Bol021414v2 R CAGCTCTTGAGAAGCTCCATCTT 1442 1420 58
Bol035044v2 F GGGAGAAACTTGAGGAAGGTCAT 1682 1704 59
Bol035044v2 R ACCATACATCAACAGCCCCTTT 1773 1752 58
AY044425.1 F TGGGTGCAGACACTCCTCAA 279 298 59
AY044425.1 R CCCACTTCTCACTTCCTGGTTT 353 332 58
Bol031784v2 F CCGTCGCCGCGTTTAAC 1202 1218 60
Bol031784v2 R CACTTGACTTCCTTTAGGGATATGG 1284 1260 58
Bol029100 F AGCTACGCCGCGAATCAC 83 100 59
Bol029100 R ACCCAGAGACCTCCGATTTGT 149 129 59
Bol017062v3 F TGAAGGTGGATGGCGTACTCT 99 120 58
Bol017062v3 R GCCCATCTCAGCCTACAACTCT 195 173 58
Bol007760 F GCTCAAACCGGTGGCAAA 582 600 59
Bol007760 R CGTCAAGATCATCGGAGAAAGA 671 649 58
Bol026204 F CTTCCCGACAAAGCTGGACT 155 175 58
Bol026204 R TTGGCTAAACTCACCACGCT 253 223 58
24v2 ESM1 59.5 74
25v2 NSP1
28 IPMI-LSU2 58.5 72
29 IPMI-SSU3
58.5 76
30 IPMDH1 59 65
59.5 70
27 IPMI-LSU1 59.5 69
32 BCAT3 58.5 74
33 BCAT4
31 IPMDH2 58.5 69
36 UGT74B1 59 70
37 UGT74C1
58.5 75
38 GGP1 58.5 81
58.5 66
34v2 BAT5 58.5 94
42
39 IGMT1 58.5 69
40 IGMT2 59 68
41 MVP1 58.5 64
PYK10 59 72
66
58 96
58.5 89
43v2 PEN3 59 95
Primer sets created from cDNA sequences not included in Liu et al. (2014) annotations that were chosen based on BLAST 
bit-score for similarity with A. thaliana  annotated sequences are indicated in bold
49v3
50
51
MYB34.1
MYB34.2
MYB122
44v2 MBP2 58.5 91
45 AOP2 58.5 74
58 98
47v2 CYP79B3 59 82
48
FMO GS-
OX5.2
59
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Supplemental Table 4.2 GS, GSHP, and QRIP data from Ku et al. (25) 
 
  
 
  
Variety Year Treatment
Control 4.00 ± 1.86 1.08 ± 0.31 1.90 ± 1.47 1.68 ± 0.71 0.40 ± 0.22 2.67 ± 0.77 0.25 ± 0.12 2.88 ± 1.43 0.68 ± 0.34 0.95 ± 0.75 1.63 ± 0.95 13.6 ± 3.85 3.20 ± 0.64
MeJA 4.42 ± 2.01* 1.64 ± 0.60* 1.24 ± 0.88* 2.68 ± 1.12* 1.27 ± 0.55* 2.64 ± 1.01 0.32 ± 0.13* 10.0 ± 3.71* 2.13 ± 1.08* 2.21 ± 1.65* 4.34 ± 2.36* 21.5 ± 6.43* 3.53 ± 0.82*
2009 Control 3.67 ± 0.64 1.08 ± 0.28 0.80 ± 0.39 1.37 ± 0.55 0.41 ± 0.23 2.90 ± 0.66 0.26 ± 0.14 1.98 ± 1.02 0.65 ± 0.31 0.31 ± 0.13 0.96 ± 0.41 11.2 ± 2.20 2.65 ± 0.40
2009 MeJA 4.01 ± 1.19 1.22 ± 0.47* 0.57 ± 0.47* 2.41 ± 1.25* 1.42 ± 0.57* 3.28 ± 1.00* 0.34 ± 0.17* 10.8 ± 3.98* 1.85 ± 1.21* 0.90 ± 0.48* 2.74 ± 0.99* 21.5 ± 6.70* 2.83 ± 0.45*
2010 Control 4.32 ± 2.59 1.15 ± 0.34 3.00 ± 1.31 1.99 ± 0.73 0.38 ± 0.22 2.43 ± 0.83 0.24 ± 0.09 3.79 ± 1.21 0.71 ± 0.40 1.59 ± 0.53 2.29 ± 1.30 16.0 ± 3.70 3.75 ± 0.31
2010 MeJA 4.83 ± 2.57 1.88 ± 0.66* 1.91 ± 0.64* 2.96 ± 0.93* 1.11 ± 0.50* 1.99 ± 0.48 0.30 ± 0.08* 9.30 ± 3.38* 2.41 ± 0.87* 3.53 ± 1.30* 5.95 ± 1.90* 21.4 ± 6.40* 4.23 ± 0.25*
Green Magic 2009 Control 4.36 ± 0.16 1.07 ± 0.21 1.22 ± 0.37 1.11 ± 0.02 0.54 ± 0.04 2.91 ± 0.53 0.21 ± 0.03 3.06 ± 0.62 0.76 ± 0.11 0.36 ± 0.05 1.11 ± 0.17 13.8 ± 1.61 2.81 ± 0.24
Green Magic 2009 MeJA 4.25 ± 1.28 1.40 ± 0.11 0.85 ± 0.10 1.92 ± 0.11* 1.25 ± 0.18* 2.45 ± 0.17 0.26 ± 0.04 11.7 ± 0.55* 2.00 ± 0.30* 1.55 ± 0.23* 3.55 ± 0.53* 22.3 ± 1.24* 3.06 ± 0.09
Green Magic 2010 Control 1.82 ± 0.35 0.50 ± 0.08 1.91 ± 0.39 1.24 ± 0.01 0.30 ± 0.02 2.41 ± 0.28 0.23 ± 0.03 3.63 ± 0.09 0.55 ± 0.08 1.31 ± 0.08 1.86 ± 0.28 11.6 ± 0.97 3.32 ± 0.10
Green Magic 2010 MeJA 2.76 ± 0.42* 1.04 ± 0.09* 1.30 ± 0.04 2.19 ± 0.18* 0.58 ± 0.08* 1.94 ± 0.37 0.27 ± 0.04 10.7 ± 2.12* 2.33 ± 0.35* 5.17 ± 0.35* 7.50 ± 1.13* 19.6 ± 2.11* 3.86 ± 0.24*
Imperial 2009 Control 3.64 ± 1.01 1.16 ± 0.13 0.80 ± 0.22 1.60 ± 0.10 0.45 ± 0.21 3.44 ± 0.22 0.23 ± 0.03 2.02 ± 0.40 0.45 ± 0.07 0.21 ± 0.03 0.65 ± 0.10 11.5 ± 1.40 2.80 ± 0.01
Imperial 2009 MeJA 2.67 ± 0.61 1.02 ± 0.14 0.16 ± 0.06* 2.22 ± 0.77 1.44 ± 0.52* 3.09 ± 1.16 0.46 ± 0.16 12.2 ± 4.56* 1.59 ± 0.56* 0.98 ± 0.34* 2.56 ± 0.90* 20.4 ± 7.09 2.95 ± 0.09*
Imperial 2010 Control 4.54 ± 1.08 1.63 ± 0.41 3.64 ± 0.71 1.67 ± 0.19 0.23 ± 0.06 2.54 ± 0.17 0.16 ± 0.02 3.01 ± 0.23 0.42 ± 0.06 1.19 ± 0.06 1.60 ± 0.24 15.5 ± 1.03 3.75 ± 0.13
Imperial 2010 MeJA 6.07 ± 0.88 2.47 ± 0.32* 1.92 ± 0.30* 3.69 ± 0.52* 1.42 ± 0.19* 1.90 ± 0.42 0.30 ± 0.05* 11.7 ± 2.86* 3.29 ± 0.49* 4.29 ± 0.49* 7.59 ± 1.14* 25.4 ± 4.46* 4.31 ± 0.09*
Gypsy 2009 Control 3.94 ± 0.26 1.16 ± 0.18 0.34 ± 0.04 1.18 ± 0.38 0.23 ± 0.20 1.96 ± 0.62 0.21 ± 0.03 2.56 ± 1.34 0.86 ± 0.13 0.23 ± 0.04 1.09 ± 0.16 10.3 ± 2.46 2.47 ± 0.06
Gypsy 2009 MeJA 4.57 ± 1.30 1.25 ± 0.12 0.32 ± 0.16 2.21 ± 0.93 0.86 ± 0.40* 2.51 ± 1.06 0.26 ± 0.04 10.7 ± 2.90* 1.75 ± 0.61* 0.69 ± 0.10* 2.44 ± 0.37* 20.6 ± 6.38 2.83 ± 0.08*
Gypsy 2010 Control 8.70 ± 1.03 0.66 ± 0.30 2.79 ± 0.92 1.71 ± 0.21 0.23 ± 0.08 1.37 ± 0.19 0.17 ± 0.03 2.65 ± 0.15 0.40 ± 0.06 1.16 ± 0.06 1.56 ± 0.23 19.9 ± 1.93 3.74 ± 0.21
Gypsy 2010 MeJA 8.99 ± 0.85 3.08 ± 0.09* 2.16 ± 0.37 3.55 ± 0.88* 1.54 ± 0.71* 1.71 ± 0.22 0.20 ± 0.03 11.6 ± 1.38* 3.23 ± 0.49* 2.93 ± 0.49* 6.16 ± 0.92* 29.4 ± 4.08* 4.36 ± 0.07*
* indicates significant difference (P < 0.05) between MeJA treated and control plants according to Student's t-tests
‡ Hydrolysis products are indicated in bold following their precursor glucosinolate
PEITC= phenethyl isothiocyanate; I3C=indole-3-carbinol; NeoGB=neoglucobrassicin; NI3C=N-methoxyindole-3-carbinol; NeoASG=neoascorbigen; Total GS=total glucosinolates, including presented glucosinolates in table and glucoiberin, progoitrin, and 
gluconapin; QRIP=quinone reductase induction potential (specific activity ratio of broccoli extract treated cells to non-treated cells) . Mean ± SD (n=3).
Total GSNI3C + NeoASGNeoASGNI3CNeoGB QRIPGlucoraphanin Sulforaphane‡ Gluconasturtiin I3CGlucobrassicinPEITCGluconapin
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Supplemental Table 4.3 GS, GSHP, and QRIP data from Ku et al. (356)  
 
  
MeJA 
Treatment 
(µM)
0 2.05 b 0.75 b 1.28 d 0.28 b 4.53 d 2.09 c 1.37 b 2.21 b
62.5 2.23 ab 1.12 a 2.48 c 0.28 b 10.9 c 4.07 bc 1.97 b 2.45 ab
125 2.26 a 1.20 a 2.94 b 0.29 b 14.25 b 4.84 b 3.22 a 2.59 ab
500 2.42 a 1.36 a 3.43 a 0.34 a 20.2 b 5.61 a 3.56 a 2.81 a
‡ Hydrolysis products are indicated in bold following their precursor glucosinolate
GRA = glucoraphanin; SF = sulforaphane; GNS = gluconasturtiin; PEITC= phenethyl isothiocyanate; 
NeoGB=neoglucobrassicin; NI3C=N-methoxyindole-3-carbinol; NeoASG=neoascorbigen; QRIP=quinone reductase 
induction potential (specific activity ratio of broccoli extract treated cells to non-treated cells) . Means reported (n=3).
* indicates significant difference (P < 0.05) between MeJA treated and control plants according to Student's t-tests
Different letters within a column indicate significant differences based on Fisher's LSD multiple comparison test 
(p<0.05)
GRA SF‡ GNS PEITC NeoGB NI3C NeoASG QRIP
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Supplemental Table 4.4 Isothiocyanate formation activity data from Ku et al. (25) 
  
 
 
  
Variety Year Treatment
Control 30.7 ± 11.5 27.8 ± 19.9
MeJA 35.5 ± 12.4* 50.8 ± 19.2*
2009 Control 29.1 ± 6.5 36.2 ± 24.7
2009 MeJA 30.3 ± 10.1 64.6 ± 15.5*
2010 Control 32.2 ± 13.6 19.3 ± 7.4
2010 MeJA 40.7 ± 10.4* 36.9 ± 10.5*
Green Magic 2009 Control 32 ± 5.1 48.6 ± 4.3
Green Magic 2009 MeJA 25.1 ± 10.3 64.9 ± 7.6*
Green Magic 2010 Control 27.6 ± 5.7 24.3 ± 1.2
Green Magic 2010 MeJA 18.2 ± 10.6 26.3 ± 2
Imperial 2009 Control 31.9 ± 11.6 28.3 ± 13.3
Imperial 2009 MeJA 38 ± 6 64.9 ± 4.4*
Imperial 2010 Control 35.9 ± 6 14 ± 5.6
Imperial 2010 MeJA 40.8 ± 8.3 38.6 ± 1.9*
Gypsy 2009 Control 29.4 ± 4 65.5 ± 32.6
Gypsy 2009 MeJA 27.4 ± 11.5 76.4 ± 14
Gypsy 2010 Control 7.6 ± 3.4 13.7 ± 5.5
Gypsy 2010 MeJA 34.2 ± 3.7* 42.1 ± 14.3*
% ITC (GRA) % ITC (GNT)
* indicates significant difference (P < 0.05) between MeJA treated and 
control plants according to Student's t-tests
ITC=isothiocyanate, GRA=glucoraphanin, GNT=gluconasturtiin
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Supplemental Figure 4.1 Illustration of the hydrolysis process of indole GSs from Agerbirk et al., 
(358) 
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Chapter 5. Summary and Future Perspectives 
Glucosinolates and their GSHPs are important secondary metabolites in the Brassica genus 
for a number of reasons.  Their involvement in plant defense is important for agronomic reasons; 
but more importantly to this research, the ability to induce chemopreventive mechanisms 
possessed by a number of these compounds has the potential to benefit human health through 
decreasing cancer incidence and aggressiveness.  Previous research has shown that the 
hydrolysis products of certain GSs, such as sulforaphane from glucoraphanin, tend to have more 
induction potential for a number of different chemopreventive mechanisms, including increasing 
activity of QR, a biomarker for phase II enzyme induction.  Moreover, of the many possible 
GSHPs that can form upon the hydrolysis of a single GS, ITCs are generally considered to be the 
most bioactive in terms of chemoprevention.  For these reasons, the ability to perform targeted 
manipulation of GS and GSHP profiles is a major goal in Brassica breeding.  In addition to 
breeding, the increase of GSs through pre-harvest application of stress-response hormones, such 
as MeJA, has been previously examined in a number of GS-containing crops.  The objectives of 
this research were two-fold.  First, we wanted to explore the feasibility of breeding directly for 
chemopreventive bioactivity in Brassica crops, with a concentration in B. oleracea.  Second, we 
wished to characterize important genes whose transcript abundance is associated with variation 
in GS and GSHP profiles in broccoli and determine how transcription of those genes was 
affected by MeJA treatment. 
The objective of our first study was to quantify variation in GSs, GSHPs, and QRIP in 
Brassica crops from five different species across two growing seasons.  In this experiment, we 
focused on the B. oleracea crops due to their economic importance in the U.S.  Our findings 
from this experiment showed a large proportion of the variance in GSs and GSHPs attributed to 
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genetic effects, such as species, subspecies within species, and/or variety within a subspecies 
within a species.  However, this observation did not hold true for QRIP, with much lower 
proportions of total variance being contributed by genetic effects in the full population and every 
subset tested.  This was also reflected in the repeatability analysis performed on GS, GSHP, and 
QRIP data from B. o. italica (broccoli) and B. o. capitata (cabbage).  Results from this analysis 
showed high repeatability estimates for a number GSs and GSHPs associated with QRIP, but 
repeatability for QRIP itself was extremely low in comparison.  This indicates that breeding 
directly for QRIP may be difficult due to large environmental and GxE effects.  Although, with 
high repeatability estimates for a number of GSs and GSHPs associated with QRIP, focusing on 
these in a breeding program may be an effective strategy for increasing QRIP.  Also reported 
from this experiment was the difference in variance structures and GS/GSHP repeatability 
estimates between broccoli and cabbage.  Further experimentation will help to determine if these 
observed differences in variance structures and GS/GSHP repeatability estimates are due to 
genetic differences between the crops and/or differences between the tissue types harvested for 
each crop. 
In this project, we also investigated the percent nitrile formed in hydrolyzed broccoli tissue 
from a one hour hydrolysis incubation for two endogenous GSs and two that were added to the 
hydrolysis reaction medium exogenously.  In addition to a significant growing season effect, 
large differences were observed in the percent nitrile formed between the endogenous and 
exogenous GSs tested, with endogenous GSs showing a larger proportion of nitrile GSHPs.  Two 
hypotheses were proposed to explain this difference.  First, the lower percent nitrile formation 
from exogenous GSs may be attributed to the high concentrations used in the hydrolysis.  This 
may have led to an occupation of the proteins that influence GSHP formation towards the nitrile 
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(ESPs and possibly NSPs) and a larger amount of hydrolysis reactions occurring with free 
myrosinase, which is known to form ITC GSHPs with little or no nitriles.  The second 
hypothesized explanation is that the proteins that promote nitrile GSHP formation have evolved 
to more readily react with endogenous GSs, leading to more efficient nitrile formation.  Further 
research is required to determine if either of these hypotheses explain the observed differences in 
percent nitrile formation from the endogenous and exogenous GSs tested in this experiment. 
The main objective of our second study was to build predictive models from transcript 
abundance data from broccoli for a number of genes associated with the GS/myrosinase system 
in an effort to predict GS and GSHP concentrations.  Our results show that predictive models can 
be successfully built for prediction of GS and GSHP concentrations within a given growing 
season, but those models often were not useful for prediction across seasons.  This lack of model 
robustness may be due to environmental effects, a lack of inclusion of all genes influencing the 
phytochemical phenotype, and/or the relatively small sample size used in this experiment.  
Despite these limitations, it is conceivable that a predictive model procedure similar to that used 
in this experiment could be used in a breeding program.  In short, phytochemical data could be 
collected for a subset of the breeding population, while transcript abundance data could be 
collected for the entire population.  The models could be built with data from the subset 
subjected to phytochemical analysis and used to create predicted phytochemical profiles for the 
remainder of the population.  Selections could then be made using the predicted phytochemical 
profiles, significantly reducing the cost of breeding for these phytochemical phenotypes.   
Finally, the main objective of our third experiment was to determine if the changes in GSs 
and GSHPs due to MeJA treatment observed in previous experiments conducted by our lab could 
be explained by changes in transcript abundance of genes associated with the GS/myrosinase 
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system.  Our results showed that the changes observed in GSs and GSHPs following MeJA 
treatment were largely reflected in the changes in transcript abundance of genes associated with 
those GSs and/or GSHPs.  However, there was one exception to this.  Transcript abundance of 
AOP2, a gene associated with the conversion of glucoraphanin and glucoiberin to gluconapin 
and sinigrin, respectively, was increased upon MeJA treatment despite the observed decrease in 
gluconapin.  This may indicate possible post-transcriptional regulation acting on AOP2 gene 
transcripts.  Further work with proteomics tools may help to explain these contradictory results.  
Also seen in this experiment was a large differences between tested varieties for their 
transcriptional response to MeJA treatment.  Among the varieties tested, Green Magic showed 
the largest MeJA response in transcript abundance for a number of genes.  This variability in 
response between the tested varieties indicates that it may be possible to selectively breed for 
MeJA response, in addition to increasing baseline levels of GSs and GSHPs.  Also, results from 
this experiment show that transcript abundance of several of the tested genes increased in a dose 
dependent manner, while transcript abundance of others initially increased and then decreased 
with increasing MeJA concentrations.  This may be indicative of a need to optimize MeJA 
treatment concentration in order to elicit the desired response in GS and GSHP profiles.   
To conclude, the research conducted for this dissertation have shown that breeding for 
individual GSs and GSHPs that influence QRIP is a more promising future avenue compared to 
breeding directly for QRIP.  Furthermore, the use of predictive models built from transcript 
abundance data may aid in breeding programs aimed at increasing these GSs and GSHPs.  It is 
yet to be determined if breeding for these phytochemical traits in agronomically adapted 
breeding populations is a better strategy than introgression of chromosomal segments associated 
with these phytochemical traits from wild, related species, as was done with Beneforté® broccoli.  
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However, due to the time associated with the chromosomal introgression method, as well as the 
possibility of yield drag, it seems that the strategy of increasing the phytochemicals in adapted 
varieties may be a promising future direction.  Lastly, MeJA treatment effects on GSs and 
GSHPs can largely be explained by changes in transcript abundance, although with some major 
exceptions (AOP2) that require future research.  Moreover, based on the results from our 
experiments, it may be possible to breed for MeJA response in addition to increasing baseline GS 
and GSHP levels.  This would allow for farmers to apply MeJA a few days prior to harvest in 
order to further increase the chemopreventive potential of his/her crop with little concern of yield 
drag. Future research must be done to determine the extent of variation that exists in MeJA 
treatment response in a given Brassica crop, as well as the optimal concentration of MeJA 
treatment in order to produce the desired response in GS and GSHP profiles. 
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