This document describes the methods and presents tabulated data of the Fe-isotopic measurements.
Secondary ion mass spectrometry
The methodology used for Fe isotope measurement of pyrite on the Cameca IMS1280 SIMS instrument (Nordsim facility, Stockholm) closely flows that described by Whitehouse and Fedo (2007) but with minor changes to the primary beam size and transmission parameters that are additionally detailed here. A -13 kV O 2 -primary beam was projected through a 100 µm primary aperture to yield a ca. 10 µm analytical spot on the sample with ca. 2 nA beam current. Secondary ions were extracted at +10 kV using high transmission mode optics (160x field magnification, with an image field of ca. 30 µm in a 5000 µm field aperture). The species 54 Fe + and 56 Fe + were measured simultaneously in two Faraday detectors on the IMS1280 multicollector array. In order to monitor any potential isobaric interference on 54 Fe from 54 Cr, 52 Cr + was also measured in an ion counting electron multiplier; no significant counts were detected from the pyrites in this study. All detectors were operated at a mass resolution (M/ΔM) of 2560. A recently installed NMR field sensor locked the magnetic field with high precision, permitting a wider entrance slit (120 µm) than used by Whitehouse and Fedo (2007) ; as a result, secondary ion count rates and internal precisions Virtasalo et al., page 2 were comparable despite the smaller primary beam utilized in this study. All analyses were performed in fully automated chain sequences with pre-sputtering for 90 seconds to remove the Au coating over an area of ca. 25 x 25 µm followed by centering of the secondary beam in the field aperture to account for the effects of small surface relief. Each analysis consisted of 16 cycles of 4 second integrations.
Fe-isotope data were acquired over four sessions, each of which comprised the unknown targets interspersed regularly with analyses of the primary reference, Balmat pyrite, δ 56 Fe = -0.40 ± 0.04 ‰, 2σ) and the monitor, Isua pyrite 248474 (δ 56 Fe = +0.94 ± 0.25 ‰, 2σ, both quoted values are based on duplicate MC-ICP-MS measurements reported by Whitehouse and Fedo, 2007) . The
Balmat measurements in each session were used to determine a small linear drift correction (if necessary) and external reproducibility for each session, the latter ranging between +0.11 and +0.13 ‰ (1σ). Overall uncertainty on individual analyses include this component propagated together with internal uncertainties. Twenty-four analyses of the Isua reference over the four sessions yielded a weighted average δ 56 Fe of +0.89 ± 0.07 ‰ (2σ standard error), within error of the value determined by MC-ICP-MS and a SIMS determined δ 56 Fe of +0.95 ± 0.10 ‰ (2σ, n = 8) reported
by Whitehouse and Fedo (2007) .
Fe-isotope ratios determined by SIMS have been noted to suffer bias if the analysed spot area significantly overlaps other mineral phases, even if these are not Fe-bearing (Whitehouse and Fedo, 2007) . The dataset presented in Table DR5 has been filtered to include only data with count rates on 56 Fe in excess of 50% of the average count rate on the standard during a given analytical session.
For clarity, the full dataset is plotted in Figure DR1 , which shows a very prominent trend to exceedingly high (and clearly unrealistic) δ 56 Fe values below the samp/std count rate ratio of ~0.5.
Above this ratio, no clear trend is visible and the relatively wide spread of data is taken to reflect modification of δ 56 Fe values by redox and microbial processes as discussed in the article. 
Post analytical spot documentation
The spot locations were documented after analysis using reflected light microscopy. These images are shown in Figure DR2 (Puck1 = sample at 130-127 cm, Puck2 = sample at 110-107 cm). Partial misses and spots with low count rates were excluded from further analysis.
Statistical analysis
Statistical analyses were carried out using IBM SPSS Statistics 19 software. 
