Abstract: An indirect simulation-optimization model framework with enhanced computational efficiency and risk-based decision-making capability was developed to determine optimal total maximum daily load (TMDL) allocation under uncertainty. To convert the traditional direct simulation-optimization model into our indirect equivalent model framework, we proposed a two-step strategy: (1) application of interval regression equations derived by a Bayesian recursive regression tree (BRRT v2) algorithm, which approximates the original hydrodynamic and water-quality simulation models and accurately quantifies the inherent nonlinear relationship between nutrient load reductions and the credible interval of algal biomass with a given confidence interval; and (2) incorporation of the calibrated interval regression equations into an uncertain optimization framework, which is further converted to our indirect equivalent framework by the enhanced-interval linear programming (EILP) method and provides approximate-optimal solutions at various risk levels. The proposed strategy was applied to the Swift Creek Reservoir's nutrient TMDL allocation (Chesterfield County, VA) to identify the minimum
Introduction
Section 303(d) of the 1972 Clean Water Act requires the development of total maximum daily load (TMDL) to restore impaired water bodies [1] . TMDL refers to the maximum loading rates of a pollutant that a water body receives to ensure compliance with water-quality standards and allocates pollutant loadings among point and nonpoint sources at different risk levels [1, 2] . In most TMDL allocation analyses, load reduction scenarios are generated through trial-and-error (TAE) simulation [2] , which involves repeatedly running process-oriented simulation models to derive the pollutant loadings to meet water-quality standards and allocation criteria in the water body [3, 4] . However, the TAE simulation method does not necessarily generate the most cost-effective and reliable load allocations [5] . To increase the financial and technical feasibility of implementation, the U.S. Environmental Protection Agency [1] suggested that process-oriented simulation models could be directly integrated into an optimization framework to develop optimal TMDL allocations at the least cost while risk must be identified. Either traditional nonlinear optimization or modern heuristic global search algorithms can be applied in the direct simulation-optimization model (SOM) framework [6] [7] [8] [9] [10] [11] [12] [13] ; however, this direct SOM approach is rarely applied in practice, primarily due to the prohibitive computational cost and the neglect of uncertainties in both simulation modeling and the optimization process [7, 14] .
Most of the input parameters and model structures in both simulation and optimization procedures are uncertain, which affects the decision-making process [15] . The SOM framework under uncertainty can be grouped into four broad categories: namely stochastic optimization models, fuzzy optimization models, interval optimization models and hybrids of the above three model types [15] [16] [17] [18] [19] . However, the increasing data requirements for specifying probability density or parameter membership functions have become a big challenge for TMDL allocations [7, 14] . Even when many data are available, the computational algorithms for stochastic or fuzzy optimization models, such as nonlinear programming (NP) or modern heuristic global searches, may face complex or nonlinear problems [19, 20] . For example, traditional NP algorithms, including both gradient and non-gradient based ones, were limited to local optima upon solving the aforementioned SOM framework [11, 21] . Although heuristic global search algorithms, including genetic algorithms, evolutionary algorithms and simulated annealing, are capable of surpassing the local optima limitations, their applications in the optimization of TMDL allocation are still restricted by their extremely high computational cost [18, 22] .
To mitigate the above problems, the interval linear programming (ILP) model [16] , which does not require probability density or membership function, could be a potential alternative to stochastic or fuzzy optimization models. Based on Huang's cluster analysis [16] , Zhou et al. [23] proposed a modified interval linear programming (MILP) model to establish strict mathematical relationships between decision variables and uncertain constraint coefficients, which also provides sufficient conditions to obtain an absolutely feasible solution space. Zhou et al. [19] further defined a new uncertainty type, the enhanced-interval number, and developed an enhanced-interval linear programming (EILP) model, as well as a computationally-efficient solution algorithm, which provides insight into both extreme and non-extreme tradeoffs between system benefits and the different risk levels of constraint violations due to parametric uncertainties in the objective functions and constraints [15, 18] .
Several functional approximators have been developed for building the response function of water quality to pollutant loadings and to overcome the computation bottleneck associated with direct SOM applications. This indirect SOM framework, in place of complex process-oriented models, incorporates an approximation function into an optimization model for searching optimal TMDL allocations [7, 8, 24] . Generally, the framework with the approximation function needs to be sufficiently generalized to achieve optimal or approximate-optimal solutions of the original direct SOM system. This means that the regression tree model [25] , the response surface [14] or the artificial neural network (ANN) [22] should truly capture the underlying functional form of the simulation model rather than just the training data used to calibrate the models. Although the ANN approach is one powerful platform for developing an approximation function, it has not yet been shown to provide explicit expressions of nonlinear stressor-response relationships and effectively quantify uncertainties in dynamic water body systems. Recently, the Bayesian recursive regression tree Version 2 (BRRT v2) model was developed for rapidly capturing the nonlinear stressor-response relationship of general aquatic systems [26] , generating a series of interval linear regression equations that covered the pertinent ranges of stressors and responses reflected in the original nonlinear simulation model. Given its computational efficiency, predictive accuracy and capability of explicitly quantifying uncertainty in previous works [26] , the BRRT v2 may be employed as a surrogate for a simulation model in an indirect SOM framework by replacing the process-oriented simulation model with interval linear regression equations.
The purpose of this paper is to propose an indirect SOM framework by integrating the BRRT v2 and EILP models for risk-based optimal TMDL allocation, which guarantees the approximate-optimal solutions with relatively low computational cost and to provide extreme and non-extreme tradeoff analysis for risk-based decision making. The risk-based optimal TMDL allocation aims to determine the optimal required pollutant removal rates from point and nonpoint sources to ensure compliance with water-quality standards under different risk levels. Using the real-world case study in the Swift Creek Reservoir watershed (Chesterfield County, VA), we compared the performance of the proposed BRRT-EILP model with the direct simulation-optimization model, stochastic simulation and TAE approaches in terms of computational efficiency and risk-based decision-making capability for TMDL allocation under uncertainty.
Materials and Methods

BRRT-EILP Model
The combined BRRT-EILP model consists of two critical components: (i) the simulation model for predicting nonlinear responses to pollutant removal rates among all pollution sources; and (ii) the optimization model for achieving the optimal pollutant removal rates under uncertainty [1] . A general direct SOM model framework under uncertainty was developed to minimize load reductions as follows: Y is the user-specified water-quality criteria, or objective function. All parameters above are also defined as interval numbers due to the systematic uncertainty propagated from sampling collection, water quality model (i.e., structure and parameters), and coefficients in the optimization model [27, 28] . Based on the experience of TMDL in the United States [1] , the objective function Z ± is usually defined as an acceptable measure of economic efficiency, reliability and equity. When detailed cost information is not available, minimizing load reduction could be used as an alternative to maximize the economic efficiency, since we would at least expect increased system costs for a given pollution source following increased load reduction [2] . The objective function used in this study was eventually used to determine the required minimum total load reductions; the system constraints in Equation (1) were to bring a watershed system in compliance with water-quality criteria
When replacing complex process-oriented models with an approximation function, Equation (1) is transferred to an indirect SOM framework. This framework integrates the BRRT-derived interval linear regressions into an EILP optimization process (defined as the BRRT-EILP model):
where i indicates the i-th interval linear regression equations, (2), an EILP algorithm was used to achieve the optimal TMDL allocation under uncertainty, which also provided both extreme and non-extreme tradeoffs between the benefits of TMDL allocation and the diverse risk levels violating the constraints. The detailed methodology of the BRRT v2 and EILP models can be found in Zhou et al. [19, 26] or in supplementary information, Text S1 and S2.
Application to the Swift Creek Reservoir Watershed
The Swift Creek Reservoir (SCR) Watershed is located in the Chesterfield County, VA, the United Sates ) from eight sub-watersheds [28] .
A hydrodynamic and water-quality model, CE-QUAL-W2 v3.1, was developed to represent such stressor-response relationships from 1998-2000 [28] . Previously, a nutrient TMDL allocation for the SCR watershed was developed through a stochastic simulation method by stochastically changing the pollutant removal rates among nonpoint sources from the eight sub-watersheds [15, 18, 28] . In our study, we applied the proposed BRRT-EILP model to determine optimal nutrient TMDL allocation under uncertainty for the SCR watershed. The goal of such TMDL allocation was to identify the critical load reductions from the eight sub-watersheds for the maintenance of summer (June-September) maxima of vertically averaged chlorophyll-a (Chl-a) concentrations at the reservoir outlet (defined as
Chl-a criteria. According to Equations (1) and (2), the minimum total load reduction model for inorganic phosphorus and nitrogen for the SCR watershed could be formulated as follows:
, ,
where i represents the index of interval linear regression equations generated by the calibrated BRRT model, i = 1,2,…,I, I = 107, j is the index of the sub-watershed, j = 1,2,…,J, J = 8, k is the index of the compliance point, k = 1,2,…,K, K = 1 (reservoir outlet), and l is the index of the pollutant, l = 1, L, L = 2 (inorganic phosphorus and nitrogen). Z ± is the total load reduction of inorganic phosphorus from the eight sub-watersheds when φ = 1 or the total load reduction of inorganic nitrogen from the eight sub-watersheds when φ = 0.
jl ω is the weight for pollutant l from sub-watershed j that accounted for the relative difficulty or cost of the load reduction; whereas jl ω was assumed to be equal to 1.0 for all of the sub-watersheds, since no cost information from the previous best management practices (BMPs) implementation was available. jl x ± is the pollutant removal rate for pollutant l from sub-watershed j, calculated as the difference between baseline loadings ( Carolina water-quality standards and other references [28, 29] . Three Chl-a criteria scenarios had been set as [12, 15] , [13, 15] and [14, 15] μg/L; max l x is the maximum removal level of the BMPs' performance for pollutant l, which was set at 80% according to the American Society of Civil Engineers' (ASCE) national BMP database; was set as zero, indicating that no nutrient load was removed; 
Algorithmic Processes
In order to explain our model in a logical and comprehensive way, we simply introduced the algorithmic processes of the BRRT-EILP model for determining optimal TMDL allocation under uncertainty.
Step 1: Generate the pollutant removal rates for pollution sources and simulate their responses at the compliance points using the water quality model, which results in a stressor-response dataset;
Step 2: Derive the interval linear regression equations by the BRRT v2 based on the stressor-response dataset ( Figure 2) ;
Step 3: Formulate the minimum load reduction model (Equation (3)) under uncertainty by integrating interval linear regression equations into the EILP model;
Step ; n is the number of xj;
Step 5: Formulate the extra constraints ( j
k + 2,…, n; see supplementary information, Text S2, Equations (S14b), (S14c) and (S15)) to ensure that the optimal pollutant removal rates opt x ± are absolutely feasible;
Step 
Step 7: Generate a set of pollutant removal rates or TMDL allocations under different risk levels according to the obtained optimal solutions opt
± , and opt ± X . Analysis of these alternatives could allow acquiring both extreme and non-extreme TMDL allocations [15] . Based on these optimal reductions under different Chl-a criteria levels (i.e., 12, 13, 14, 15 μg/L), vertically-averaged Chl-a concentrations at the reservoir outlet were further simulated and verified by CE-QUAL-W2 v3.1. The results in Figure S2 indicated that the maximum Chl-a concentrations of all optimal solutions were almost identical to the simulation results, which further confirmed the predictive accuracy of BRRT-derived interval linear regression equations. 
Discussion
The optimal results in Table 2 suggest that the Swift Creek sub-watershed contributes more than 3/4 to the total nitrogen load reductions under different scenarios, though its per-area nitrogen loading ranked third from bottom (Table 1) . Nevertheless, low per-area nitrogen loading does not mean that the nitrogen concentrations at the outlet of Swift Creek are lower than the other sub-watersheds. Actually, both nitrogen concentrations in this sub-watershed are highest within the simulation period [28] compared to the others. Such worse water quality is primarily caused by the urban pollution sources, such as domestic sewage and urban storm water, rather than the agricultural pollution source loss via surface runoff [28] . Additionally, both the nitrogen and phosphorous load reductions are required largely in the Swift Creek sub-watershed. Such a result is determined through the optimization processes by the BRRT-EILP model, which assigns a higher pollutant removal rate to the sub-watershed where the Chl-a concentration is more sensitive to the increase of load reductions. We believe that the large load reductions of both pollutants are reasonable when only considering the efficiency criteria in the optimization process, as there exists a synergy between nitrogen and phosphorous load reductions within wastewater treatment plants (WWTPs). When decision makers are interested in knowing the optimal TMDL allocation in cases where the total cost is to be minimized or the equitability among stakeholders is met, the objective functions and the associated constraints can be easily revised.
The computational cost of the BRRT-EILP model was significantly lower than that of conventional global optimization algorithms, such as genetic algorithms, evolutionary algorithms and simulated annealing ( Table 3 ). The major computation time for the BRRT-EILP method was in the generation of the stressor-response dataset for calibrating and verifying the linear regression equations, which approximately took 2000 min, as it takes around 1 min for an Intel ® Core™ 2 Duo 2.4-GHz computer (CPU T8300) to complete one CE-QUAL-W2 model run. Other than that, the calibration and verification of the BRRT model takes only about 5 min, and finding the optimal solution of the BRRT-EILP model for three scenarios with 16 decision variables takes less than 1 min. Taken together, the total computational time taken to find out the approximate optimal solutions was only about 33 h. In contrast, running a traditional direct SOM framework using a GA approach might require several days (e.g., if a population size of 50 is used and the model is iterated for 300 generations, it takes over 10 days to obtain a solution) [11] . More time would be required to increase the chances of obtaining globally-approximate optimal solutions, because multiple GA runs would need to be executed for the same problem [21, 22] . Moreover, the computation efficiency of the proposed BRRT-EILP model can be significantly higher than that of the traditional direct SOM approach when Equation (3) is used to evaluate solutions for different objective functions, water-quality criteria or system constraints. For example, assume that decision makers are interested in the optimal TMDL allocation in cases where the total cost, rather than the total reduction level, is to be minimized, or when water quality targets for dissolved oxygen are also considered, or when they are interested in achieving compliance at more than one location. In such cases, traditional direct SOM would involve re-running the stochastic search algorithm, which is very inefficient and can be computationally prohibitive if many scenarios need to be analyzed. In contrast, the BRRT-EILP model would require less than 1 min to compute such a new scenario, since it is not necessary to repeat the time-consuming data generation process required for BRRT calibration/verification in the scenario analysis stage. The advantage of applying the BRRT-EILP model in place of stochastic simulation and TAE methods for TMDL development can be demonstrated by comparing the allocations resulting from each of the methods. First, 4000 scenarios were generated by randomly changing the inorganic nitrogen or inorganic phosphorus removal rates (no more than 80%) from eight sub-watersheds. The alternative where the sum of load reductions is minimum is eventually selected as the best allocation. Figure 3 shows that the alternatives of 3.6, 3.3, 2.6 and 2.4 × 10 3 tonnes were identified as feasible inorganic nitrogen load reductions to meet Chl-a maximum criteria of 12, 13, 14 and 15 μg/L, respectively. Additionally, alternatives of 0.74, 0.50, 0.44 and 0.43 × 10 3 tonnes were identified as feasible load reductions for inorganic phosphorus. Second, a TAE analysis of inorganic nitrogen or phosphorus load reduction was conducted by iteratively reducing loads using different reduction ratios for different sub-watersheds. In this case, we first implemented the load reductions for the three sub-watersheds (Direct Runoff (1)- (3)) closest to the outlet until a certain pre-specified maximum achievable reduction ratio was reached and then reduced loads from the five upstream sub-watersheds until compliance with Chl-a criteria was achieved in the three scenarios. The minimum load reductions identified by the TAE method (4.3-5.7 × 10 3 tonnes for inorganic nitrogen, 0.62-0.91 × 10 3 tonnes for phosphorus inorganic) are much larger than those of the BRRT-EILP method. Figures 3-5 show the minimum load reductions and pollution removal levels of the BRRT-EILP model compared to those of the two kinds of feasible alternatives generated by stochastic simulation and TAE methods. Specifically, the minimum inorganic phosphorus load reductions derived by the BRRT-EILP model were 7.0%, 14%, 4.8% and 5.9% less than those of the best stochastic simulation (SS) alternatives when the Chl-a criteria were levels below 12, 13, 14 and 15 μg/L, respectively (Figure 3a) . The SS method required reducing inorganic phosphorus loads in all eight of the sub-watersheds, while the BRRT-EILP model required reductions in no more than five sub-watersheds (Figure 4) . The reductions of inorganic nitrogen loads required by the BRRT-EILP solutions were 31%, 32%, 23% and 23% less than those of the best SS alternatives (Figure 3b) . Additionally, the BRRT-EILP solutions only required inorganic nitrogen pollution removal in Swift Creek, Dry-Ashbrook Creek and Direct Runoff (1), while the removal rates of best SS alternatives required reductions greater than 0.3 in Sub-watersheds 1, 4, 5 and 8 ( Figure 5 ). The plausible explanation for such sub-watershed selection by BRRT-EILP model is that the summer maximum vertically-averaged Chl-a concentration is more sensitive to load reductions in the selected sub-watersheds than the others. Another possible explanation is that the SS method uses random search, rather than the heuristic search applied by the BRRT-EILP model. In addition, the BRRT-EILP solutions were superior to those of the TAE method, since the latter ignores the difference in the sensitivity of Chl-a concentration to a unit of incremental load reduction across different sub-watersheds, while the BRRT-EILP model could rapidly identify critical sub-watersheds, resulting in the approximately most effective and reliable TMDL allocation. Therefore, the BRRT-EILP model may provide a new framework for updating the current TMDL allocation paradigm. Although the risk level could not be completely quantified, since the probability density functions of all enhanced-interval numbers were not easy to determine, the three decision alternatives with their qualitative risk levels for violating constraints represented a series of system performances of load reductions for decision makers who have a diverse tolerance of risk levels. The optimized annual inorganic nitrogen and phosphorous load reductions could be further translated as the allowable nutrient TMDL equivalent, including individual waste load allocations (WLAs) for point sources and load allocations (LAs) for nonpoint sources. Although the permit condition in this study is written to ensure attainment of these load allocations as annual averages, it may be translated into ordinary discharge limitations with the associated risk levels. First, we suggest determining the potential load reduction by assessing the effectiveness of supporting additional BMPs for agriculture, followed by the assignment of different risk levels to account for the uncertainties of the optimal results. The sum of the WLAs needed to meet the TMDL is then calculated: ∑WLAs = TMDL − LAs. The next step is to translate WLAs into permits as discharge limitations. According to the USEPA guidelines [30] , discharge limitations may be expressed either as numerical restrictions for continuous discharges or as average weekly and average monthly discharge limitations for WWTPs and as daily maximums and monthly averages for other dischargers, which is an additional step that can be taken in the future.
Conclusions
In this study, we developed a BRRT-EILP model to serve as an indirect SOM framework for risk-based optimal TMDL allocation. The proposed method was applied to the real-world case of the SCR watershed, and the results indicated that the BRRT-EILP model is computationally efficient and capable of risk-based decision making for TMDL allocation under uncertainty. The main conclusions are that:
(i) The interval linear regression equations derived from the BRRT approach accurately approximated the nonlinear stressor-response relationships represented in a sophisticated water quality model. The resulting BRRT-EILP optimization framework derived from interval linear regression equations could serve as an efficient decision support tool that overcomes the computational bottleneck from traditional direct SOM framework.
(ii) The BRRT-EILP model can be efficiently solved and easily acquire approximate optimal solutions at various risk levels. Furthermore, the solutions obtained from BRRT-EILP model could significantly improve TMDL allocations and the associated tradeoff analysis compared to the ones obtained by traditional stochastic simulation and TAE approaches.
(iii) Although the BRRT-EILP model was first proposed for nutrient TMDL allocation to mitigate harmful algal blooms in a reservoir, recent studies suggest that this model and its solution algorithm could also possibly be applied to new critical problems, like hypoxia [5, 31] and heavy metals in other nonlinear aquatic systems under uncertainty. In particular, the objective function Equation (2a) could
