Introduction
The purpose of this paper is to suggest, analyze and assess a new supervised machinelearning algorithm for Time Series (TS) prediction with Fuzzy Transition Relationships Matrix (FTRM). Examining a training dataset with a sliding window of size k, the new method calculates a cumulative k-dimensional fuzzy matrix of transition dependencies (training period).
Then, in the second test period, using the new model, for each k consecutive elements from the test dataset, the next output value is obtained. The proposed algorithm is verified on a stock index benchmarking dataset. Comparative analysis of obtained prognostic values demonstrates that the new FTRM model is a feasible and flexible alternative to other Fuzzy Time Series (FTS) prediction models.
Time series analysis and forecasting are of particular importance in economics, engineering, biology, medicine, meteorology and a number of other fields. Regarding the complex and volatile nature of market prices, classical statistical methods, such as classification and regression, are poor choices in building an adequate model for non-linear stock exchanges. A major disadvantage of statistical models is that they cannot reveal hidden patterns of variations between price values.
The term "fuzzy time series" was coined by S o n g and C h i s s o m [25] . Nowadays it includes various approaches and algorithms for forecasting fuzzy time series. Fuzzy sets approaches have been successfully implemented in various research domains [9-13, 16-24, 27] . Logically, they are successfully implemented in time series modeling [14] .
In their seminal works, S o n g and C h i s s o m [25, 26] build several predictive methods based on fuzzy relations between every two consecutive observations. Replacing complicated max-min composition operations from [26] with simplified arithmetic operations, C h e n [2] suggests a more efficient method. Yu [28] adjusted the lengths of intervals with the use of a dynamic approach -distribution and optimization technique.
In the last decade, intelligent methods such as Artificial Neural Networks (ANN), Genetic Algorithms (GA) and Principal Component Analysis (PCA) are finding an increasing application to solve the task of fuzzy forecasting of time series [7, 8, 15] . C h a n g, W e i and C h e n g [1] propose a hybrid Adaptive Network-based Fuzzy Inference System (ANFIS) model that employs AR and volatility to solve stock price forecast problems. C h e n g et al. [4] model implements the Ordered Weighted Averaging (OWA) operator to fuse high-order data into the aggregated values of single attributes and an ANFIS procedure for forecasting stock price. Chen and Jian propose a PSA-based algorithm to get the optimal partition of the intervals in the Universe Of Discourse (UOD) of the main factor TAIEX and to discover the optimal partition of intervals in the UOD of the Secondary Factor (SF), where SF ∈ {Dow Jones, NASDAQ, M1B}. Based on the proposed PSA-based algorithm, constructed two-factor second-order fuzzy-trend logical relationship groups, and similarity measures between the subscripts of fuzzy sets, they create a new method for predicting the TAIEX and the NTD/USD exchange rates [3] .
Meanwhile, improvements in information technologies and falling prices of integrated circuits made it possible to combine classical probability methods with modern fuzzy data processing algorithms. Research continues and involves more advanced forms of fuzzy numbers such as neutrosophic sets [5, 6] . H. G u a n, S. G u a n and A. Z h a o [5] present new mechanisms for fuzzy neutrosophic logical relation representation and similarity measure to forecast time series fluctuation.
The short review of literature regarding fuzzy time series prediction shows that there is no common model or algorithm that solves this problem. Adoption of fuzzy methods with machine learning will help stock, bonds, derivatives, and forex traders to increase the accuracy and reliability of their decisions. This work develops and validates a new supervised fuzzy model, which performance is equal or exceeds that of previous forecasting methods, due to precisely selected UOD intervals.
The remaining part of this paper is organized as follows. Section 2 briefly introduces the basic concepts of FTS and transition relationships between consecutive time periods. Section 3 presents the peculiarities of the new fuzzy time series forecasting method. Section 4 analyses the empirical results obtained by using different prediction models. The last section concludes the paper.
Preliminaries
Definition 1 [15] . Let = { 1 , 2 , … , } be a fuzzy set in the universe of discourse . Definition 4. Let
, and ( ) = { ( )1 , ( )2 , … , ( ) } denote the FFTS ( − ), … , ( − 2), ( − 1) and ( ). In order to uncover the dependence in price change between periods − , . . . , − 2, − 1, and , we calculate the mutual relation between ( − ) , … , ( −2) , ( −1) and ( ) , summing the products obtained using the following formulas:
for each k successive periods in the training set. Here the indices i,…,op number is k. After normalization of the last k-dimensional matrix of fuzzy Type-1 numbers, we get final FTRM.
FFTS-FTRM algorithm
The new FFTS prediction method consists of several main parts: time series data fuzzification, new FTRM model establishment, a model-based FFTS output prediction and finally, defuzzifications of predicted fuzzy time series values into crisp ones. A flowchart of the new algorithm is depicted in Fig. 1 . A detailed step-by-step description of new algorithms can be found below:
Step 1. Enter the time series elements ( ), = 2, 3, … , .
Step 2. Calculate the differences between every two adjacent periods ( ), = 2, 3, … , . After that, determine the number of intervals g and calculate the boundaries of each interval L. Let g = 7 and = { 1 , 2 , … , 7 }. Then define seven levels of fuzziness as follows: 1 = (−∞, 2 Step 3. Convert the differences ( ) into their corresponding triangular fuzzy numbers ( ), = 2, 3, … , , in a given universe of discourse U. The membership degree of each index value is defined as follows: Step 4. Let FTRM be a fuzzy relationship matrix between each k successive FFTS elements. In case of = 2, FTRM is a two-dimensional array of fuzzy numbers with l rows and l columns. Let the first dimension of the matrix correspond to the first factor ( − 1), and the second dimension -to the second factor ( − 2). Let denote ( − 2), ( − 1) and ( ) from FFTS with fuzzy numbers = { 1 , 2 , … , }, = { 1 , 2 , … , }, and = { 1 , 2 , … , }. To determine the output change over time periods − 2, − 1 and , compute the relationship between , and by the next formula: (5) Δ = * * . Add Δ matrix to the current FTRM state according to Equation (3). Repeat Equation (5) and Equation (3) for = 4, 5, … , . Normalize the final FTRM x .
Step 5. To forecast next value multiply FTRМ and k previous periods values ( − ) , … , ( −2) , ( −1) and ( ) . In case of k = 2 the equation is: (6) FTRM = FTRM * * By using contraction, we convert the result FTRM into a Type-1 fuzzy number:
Step 6. Defuzzify ̂( ) into ′ ( ), the forecasting value of future fluctuation ( ). Calculate the predicted ′( + 1) value by using the following formulae: (8) ′( + 1) = ( ) + ′( ).
Repeat
Step 5 and Step 6 for each element in the test dataset.
Step 7. In order to assess prediction performance, calculate the differences between forecasted actual values. Apply one of the widely used indicator in time series models evaluations -Root of the Mean Squared Error (RMSE), defined as follows:
An example training and test function pseudocode of the new forecasting FTRM method is shown in Figs 2 and 3. Step 2. In order to define the universe of discourse, we calculate the number of intervals, so all of them contain approximately the same number of observations and obtain that g = 7. Then we compute the intervals' boundaries: Table A1 .
Step 4. According to the new algorithm description, we generate the FTRM and in our experiment = 2. Table 1 . To compare the performance of different FTS methods for prediction we calculate RMSE for forecasting the TAIEX 1999 (Table 2) . H u a r n g and Y u [8] 109
H s i e h, H s i a o and Y e h [7] 86
C h a n g, W e i and C h e n g [1] 100
C h e n g et al. [4] 103
C h e n and J i a n [3] 99
Jia, Z h a o and G u a n [15] 99.12
H. G u a n, S. G u a n and A. Z h a o [5] 99.03 FTRM method 94.11
Though one of others methods, Hsieh, H s i a o and Y e h [7] , has a better result, however, it relies on a computationally intensive programming algorithm (wavelet transformation, regression-correlation selection, neural network training, and artificial bee colony optimization). Our method is relatively simple, but flexible and feasible.
Conclusions
In this work, a model-based and adaptive fuzzy time series algorithm for k-th order forecasting is presented. The machine learning technique enables the efficient training of a model by using hidden statistical dependencies. The robustness of the new algorithm was proven by univariate TAIEX prediction with window size equal to two. Our experiments have shown that the new FTRM method achieves better performance than existing fuzzy prediction models with only one exception.
This study shows that the problem of price index prediction can be solved successfully utilizing the concept of fuzzy time series and a fuzzy matrix of transition relations. The paper demonstrates the application of a type-1 model with a nine-point scale (no influence, very low, low, medium, high, very high, absolutely high) for the TAIEX index dataset. According to the experiments conducted, the number of intervals and their boundaries directly affect prognosis quality. Best results are obtained when all intervals contain the same or approximately equal number of instances. The accuracy of the proposed FTPM predictive method is comparable or superior to that of the existing FTS models;
Our plans about future research include experiment with other input transformation operations (square root, cube root, ln, log) and multivariate input data, check the accuracy of the new model by predicting the prices of other stock indices, and establish the relevance and performance of the model for other types of data (production planning, quality control, marketing, finance).
Appendix A 
