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 It is widely accepted that the structure of a protein and its motions are critical for a protein’s 
function, and that protein functions are usually accompanied by highly specific conformational 
changes. However, in many cases it is still unclear how the details of motion relate to a protein’s 
functionality and especially what causes conformational changes, despite having a significant 
number of proteins with multiple experimentally determined conformations. Here we investigate 
the conformational changes in proteins by collecting ensembles of different conformations of the 
same protein structure and simulate the application of external forces originating from exothermic 
chemical reactions such as ATP hydrolysis or the forces arising upon physical impact of ligands 
when they bind. External forces are applied to a structure in a novel approach of introducing 
directed forces at single residues as well as the Metropolis Monte Carlo simulation where more 
randomness is introduced. Both of these types of simulations are conducted within the framework 
of elastic network models.  
 By applying single iterative forces to single residues, our approach shows that the forces 
able to drive the conformation to the known final structure are usually highly directional in nature. 
Our simulations also reveal that external forces can push a conformation to the known target form 
by pushing on only a few residues, and that such residues are sequentially conserved, indicating 
their functional importance. During the Metropolis Monte Carlo simulations, we observe the that 
forces enable a protein structure to overcome energy barriers in moving towards the known final 
form, and for all structures studied, the final state reached is within less than 3.8Å from the known 
final conformation, in terms of root-mean-square-deviation, and usually substantially closer. We 
also generate energy landscapes to investigate conformational transition pathways. The landscapes 
 xiii 
are generated by computing the free energies interpolated from known experimental structures and 
extracting the dominant motions in terms of their principal component. The generated energy 
landscapes agree with the concept that native structures usually fall within low energy basins. We 
project the conformational transition pathways generated by Metropolis Monte Carlo simulations 
















CHAPTER 1. INTRODUCTION 
1.1 General Introduction 
Conformational changes in proteins play a vital role in most important biological processes. 
Protein functions including catalysis, regulation, transportation and binding all depend on protein 
structure topologies as well as specific conformational changes. Thus, it is important to understand 
the details of protein structures as well as the mechanism causing protein conformational changes. 
Many protein structures have been captured in multiple conformations of the same or related 
proteins [1, 2]. Some of these can be large, i.e., more than 10 Å changes in terms of root-mean-
square-deviations of all atom positions.  But what actually causes these protein structures to 
undergo these conformational changes? The detailed mechanism surprisingly is presently 
unknown. 
 Computational approaches to this problem are of significant importance since so far 
experimental methods are not able to fully capture the pathways for these conformational changes. 
Many scientists have devoted significant effort to the study of the mechanisms of these transitions 
[3-14], and yet their origin still remains completely unknown.  
Computational simulation approaches for studying the changes in protein conformations 
include molecular dynamics (MD) [15, 16] normal mode analysis [17, 18], along with the 
simplified version elastic network model (ENM) [19-21] and recently ways to bridge between 
normal modes and elastic models [22], Monte Carlo sampling [23] and interpolation of between 
the coordinates of experimental structures [24-27]. MD simulations have proven useful for treating 
even large complex systems, and its many versions of such simulations and force fields are coming 
to a consensus [28]. However, MD simulations of complex systems are computationally 




usually can take days or even weeks to finish. On the other hand, Elastic Network Models (ENMs), 
are capable of showing the large dominant domain motions of the structures with relatively little 
computational cost [29-37]. The computation times for ENMs of typical proteins are usually in the 
range of minutes. ENMs thus are particularly useful for understanding the functional motions of 
large protein systems. The results produced from ENMs have also been validated against MD 
simulations of complex systems [36, 37], principal component (PCs) analysis from protein 
structure ensembles [33], and comparisons against crystallographic [38-40] temperature factors. 
Coarse-graining has been essential approach for the comprehension of the large dominant motions 
in protein structures. Studies by our group [41-43] and other groups [38-40, 44-46] have been 
successful in showing that both PCs from experimental structures and ENMs are capable of 
representing the dominant motions as well as the flexibility of large, complicated biomolecular 
systems in fast and convenient ways. In addition, specifically for their use in the present project it 
is also simple to calculate the responses of such biomolecular systems to external forces within the 
ENMs [47], which is the main focus of this dissertation. Alternatively, the effects of external forces 
could have been computed from conventional molecular dynamics. 
There is a significant information gap in knowledge in the understanding of cellular and 
molecular events regarding to the role of forces exerted or involved in important biological 
processes. Many groups of researchers are studying cell mechanics [48-50]; however, some 
essential information is still missing about how to understand their mechanisms at the molecular 
level. This is particularly important as we are beginning to understand the details of the higher 
level of cell organization, e.g. the recent study of the parking ramp structure in endoplasmic 




In the simplest terms, the forces that take place between cells or molecules is a vector to either 
push or pull and can originate from:  
1. derivatives along the energy landscape, i.e. completely passive forces 
2. new physical interactions e.g. binding of ligands 
3. chemical reactions for ballistic, directional forces, e.g.,ATP hydrolysis.  
 
The first most commonly considered type of force is general and taken as the negative slope of the 
energy landscape, for example, the forces that push a structure downhill to the local potential 
minima, following along the shape of the energy landscape. The second type of force (allosteric) 
refers to the physical interaction between an effector and a structure at one or multiple site which 
then propagates allosterically through the system, and which plays a vital regulatory role in a 
system’s functional cycle. The third type of force could originate from exothermic chemical 
reactions e.g. ATP hydrolysis or other type of chemical reaction and could release specific 
directional and ballistic forces. We hypothesize that some physical interactions between 
molecules (such as ligand binding) and chemical reactions (such as ATP hydrolysis) can release 
highly directed forces that can cause protein structures to undergo large conformational 
changes in very direct ways that differ substantially from the pathways derived from usual 
molecular dynamics simulations.  
 It is well understood that a protein structure, for the sake of efficiency, follows only a 
limited number of prescribed pathways during its lifetime, and that such pathways can be 
categorized by a limited number of functionally characteristic motions. Our group had previously 
calculated the pathways for conformational transitions but had not studied the impacts of external 




coarse-grained energies and entropies [52-54] provided a unique and unprecedented view of 
coarse-grained protein energy landscapes. These improvements in understanding protein 
conformational transition pathways come from understanding the limitations imposed by the 
energy landscapes, reflecting the structural details. In this dissertation, we start our research of 
protein transition pathways by applying forces to coarse-grained protein models using ENMs and 
comparing the pathways obtained against experimental structures or inspecting their trajectories 
along the energy landscape. In all the cases studied in this dissertation, we have at least two 
experimental structures of the same protein – at least one structure before the impact event (ligand 
binding or chemical reaction) and at least one structure after the impacting event. These structures 
serve as the starting and end point of our research. This will permit the derivation of the specific 
directions that could be driving the known conformational transition. We will examine the 
origination site for the forces and learn whether they are in fact the easiest site for protein structures 
to successfully undergo known conformational changes. In this way we will learn the detailed 
ways in which such forces originating in chemical reactions can drive a structure from its known 
starting point to its end point.  
 We will also analyze the transition pathways of these conformational changes from the 
perspective of the specific energy landscape, which contains significant information about the 
nature of the protein structure and its likely pathways [55-70]. When viewed from the energy 
landscape, the experimental structures usually lie in low energy neighborhoods. The method used 
in this study can also be used to generate intermediate protein structures along the pathway, which 
are hard to determine experimentally because their free energies are high and hence occur with 
low probability. We can begin to understand the details of these transitions from one low energy 




the challenge is to determine what the forces are that drive the transition, and then what the 
transition pathway is. In this dissertation a wide range of protein structures are studied, and the 























CHAPTER 2. SIMULATION OF CONFORMATIONAL CHANGES FROM ITERATIVE 
FORCE APPLICATION TO DRIVE THE CONFORMATIONAL TRANSITION IN 
GLUTAMINE BINDING PROTEIN 
 
2.1 Abstract 
 Proteins usually must undergo conformational changes to perform their biological 
functions. There are several hundred pairs of different structures of the same protein in different 
conformations. However, usually neither the detailed mechanism nor the individual steps along 
the transition pathway are known. Ligand binding and chemical reactions are among the most 
common sources of specific forces in biomolecular systems. Here we examine the transition 
pathway of glutamine binding protein, whose open form and closed are separated by  7.96 Å 
RMSD. We utilize coarse-grained elastic network models (ENMs) in this study to follow the 
effects of specific forces on the structure. Forces are applied iteratively at each residue to attempt 
to drive the conformation changes needed to make a transition in both directions (open -> closed 
and closed -> open). In this way, we identify the more effective points and directions for 
application of forces.  We also compare against sequence conservation scores for each residue to 
learn whether critical residues for the conformational changes are also sequentially conserved.  
2.2 Introduction 
 Conformational changes, or dynamics, play an important role in the relationships between 
protein structure and function. The same protein structure can often be seen in different 
conformations. It is thus important to understand the mechanisms and pathways of such changes 
in order to understand how proteins function. There are over 200 pairs of  protein structures in 




there is virtually no information about what causes or about the pathways for these conformation 
changes. In some previous studies we and others have observed that the conformational transition 
from an open form to a closed form can occur more spontaneously than the opposite transition, . 
These studies included both the open form and the closed form in the structure ensembles, and the 
methods included elastic network models [12, 13, 71-74] and molecular dynamics [75, 76]. 
However, the transition from the other direction (from closed form to open form) is much more 
difficult to achieve. Transitions in this direction usually require the breaking of energetically 
favorable interactions, and a detailed mechanism is usually a challenge to determine. We 
hypothesize that physical forces when the bound ligand leaving the protein structure, or the forces 
generated from exothermic reactions are likely to be the driving forces for such conformational 
changes. We further hypothesize that these forces are highly directional, meaning at each binding 
site, only forces within a limited range of specific angles are capable of pushing the conformation 
towards the open form. In this chapter we specifically analyze these hypothetical forces applied at 
the binding site of glutamine binding protein with the aim of learning whether such forces are 
capable of driving the structure to its open form.  
2.3 Methods 
2.3.1 Dataset 
 There are 2 glutamine binding protein structures available in Protein Data Bank. The open 
form, 1GGG [77] was determined by X-ray diffraction at a resolution of 2.3 Å. The closed form, 
1WDN [78] was also determined by X-ray diffraction and has a resolution of 1.9 Å. This 226 
residue protein is ellipsoidal with two globular domains with approximate dimensions of 52 Å×40 
Å×35 Å. In the closed structure the glutamine ligand is bound in the cleft between the two domains 




Asp157, Arg75, Lys115, Gly119 and His156.  The glutamine binding protein exhibits a large-scale 
motion of the two globular domains upon ligand binding. In our study we have chosen to align 
these two structures at the hinge region that connects the two globular domains – residue 86-89 
and 182-184. After alignment, the root-mean-square-deviation (RMSD) between the open form 
and closed experimentally determined structures is 7.96Å. 
 
2.3.2 Coarse-graining 
Coarse-graining is a way to represent the topology of a structure while reducing the number 
of degrees of freedom. It is much less computationally expensive and challenging in simulations 
after the fine atomic details of the systems are eliminated. Many popular and widely-used methods 
in protein structure studies use atomic models, e.g. Molecular Dynamics (MD) simulations for 
protein folding and structure function relationships, Monte Carlo (MC) simulations for structural 
sampling, etc. These methods require significantly more computation power and the simulations 
take significantly more time to complete. Modelling protein structure movements in a coarse-
grained way requires less computation power, and offers researchers the ability to model with 
efficiency, iterate and easily comprehend the outcome, while still be able to offer a reasonably 
high accuracy. There are many coarse-grained model options available such as the one-bead model, 
two-bead model, Go model, and harmonic network [79]. The one-bead model is simplest to build 
and is often used to model the movements to protein structures when atomic MD simulations are 
beyond the scope in terms of computation or time. In the one bead model, the C of each amino 
acid from the protein structure is selected as the bead in the model. All the beads are then connected 
with strings in the model and all further atomic details of the protein structure are ignored. In all 








Figure 2. 1 Example of coarse-graining in protein structure modeling. HIV protease is shown. A) All 
heavy atoms (C (green), M (blue) and O (red), B) one bead model with C selected as the one bead for each 
residue. shown as magenta spheres, C) elastic network model with springs connecting all close beads. C 
are shown as magenta spheres and strings are shown as blue lines.   
 
2.3.3 Elastic Network Models (ENM) 
 An ENM is built by first coarse-graining the protein structures to keep C atoms only, and 
then connect the C  atoms that are closer than a certain cutoff distance. The strings are considered 
to be identical harmonic springs for all interactions within the system. For most proteins, there is 
little sensitivity to the exact cutoff values, and cutoff values are selected between 12 to 15 
Angstroms (Å); here a cutoff value of 12 Å is used in most models unless otherwise noted. Previous 
studies showed that the choice of cutoff values does not impact the global motions extracted from 
the ENM significantly when performing normal mode analysis (NMA) [80, 81]. The adoption of 
cutoff value between 12 to 15 Å is also validated because ENMs built with this range of cutoff 
value provides the best agreement between the histograms of vibrational fluctuations and X-ray 
crystallographic temperature factors [71]. In all studies presented in this dissertation, the force 







 The Anisotropy Network Models (ANM) discussed in this section provides all of the 
details about the ANM methods utilized in the following chapters. After the protein structure is 
coarse-grained with C atoms connected with springs based on a predetermined cutoff value, the 
protein structure is then represented as an elastic network of interacting beads connected with 
identical springs. For this ANM, the potential energy V is calculated as the sum over all the 
interacting pairs of C atom pairs shown in Equation 2.1 
                                                         𝑉 = (
𝛾
2
)∆𝑅𝑇Γ𝑅                                                                    (2.1) 
where 𝛾 is the spring constant, ∆𝑅 is the N-dimensional vector whose elements are the fluctuation 
vectors ∆𝑅𝑖 of the individual residues. Γ is the Kirchhoff matrix of contacts, that has a value of 1 
when the pair of nodes are closer together than cutoff value and 0 otherwise.  Cut off value is 
usually set between 12 and 15 Å. The overall potential energy is the sum of harmonic potentials 
between all interacting nodes and the potential of a structure with N pairwise interactions can be 
calculated in matrix notation shown in Equation 2.2  
                                                                          V = (
𝛾
2
)DH𝐷𝑇                                                            (2.2) 
where energy V is a function of the square of the displacement vectors D of each node in the 
structure,  γ is the identical spring constant for all closely interacting points in the network 
determined by cutoff value 𝑅𝑐 and H is the Hessian matrix containing the second derivatives of 
the energy with respect to each of the coordinates x, y, z. For a structure with n geometric points, 
the Hessian matrix contains n ×  n super-elements each of size 3 ×  3. The (𝑖, 𝑗)𝑡ℎ element of 























]                                                (2.3) 
where  𝑉 is the harmonic potential between node i and j, and  𝑋𝑖, 𝑌𝑖, 𝑍𝑖 represents the position 
Cartesian coordinates of node i. Therefore, the Hessian matrix is the second derivatives of the 
potential energy with respect to the mass-weighted atomic Cartesian coordinates and can be further 
decomposed as shown in Equation 2.4  
                                                                           𝐻 = 𝑀 Λ 𝑀𝑇                                                            (2.4) 
where  Λ is a diagonal matrix comprised of the eigenvalues with the individual eigenvectors 
forming the columns of the matrix 𝑀. Given a topology with n nodes, the first 6 normal modes 
obtained with this decomposition are rigid body translations and rotations of the system, the 
number of other normal modes that describe the motion of the system is equal to 3n – 6. These 
normal modes represent vectors of each node of the system, and each vector describes the 
direction and magnitude of fluctuation of each node with the corresponding frequencies specified 
by the eigenvalues. These normal modes are ordered by the eigenvalues which ranges from low 
frequency to high frequency modes. The cutoff values 𝑅𝑐 used range from 10 to 15 Å, which has 
been validated and adopted previously in other studies of ENMs [33, 71].  
 
2.3.4 Linear Response Theory 
 Linear response theory can be used to calculate the response from an ENM when an 
external force is introduced. Given a classic coarse-grained ENM, where residues are represented 




harmonic spring, when there is no external forces applied to the system, the equilibrium condition 
for each residue is for zero forces, as defined by Equation 2.5 
                                                                     𝑏∆𝑓𝑖 = 0                                                                (2.5) 
where b is a 3 × m coefficient matrix in which the direction cosines of each force representing the 
residue-residue interaction and ∆𝑓𝑖 is a m × 1 column vector of forces applied to the bond between 
two interacting residues. To generalize Equation 2.5 to the whole system of N nodes and M 
interactions, we then get 
                                                                              𝐵∆𝑓𝑖 = 0                                                                (2.6) 
where B is the 3N × M direction cosine matrix which can be generated from the topology of the 
native structure with a specified cutoff value 𝑅𝑐 and similarly, ∆𝑓𝑖 is a M × 1 column vector of 
residue-residue interacting forces. When an external force is introduced into the system, the 
equilibrium condition for the system is that the summation of the residue-residue interaction forces 
must equal to the external forces, as shown in Equation 2.7  
                                                                      𝐵3𝑁×𝑀∆𝑓𝑀×1 =  ∆𝐹3𝑁×1                                               (2.7) 
where  ∆𝐹3𝑁×1 is a column vector representing the external forces introduced into the system. With 
the external forces applied, each residue within the system is moved by a displacement vector ∆𝑅, 
which is also a 3𝑁 ×  1 column vector, with every consecutive 3 items in the vector representing 
the displacements of each residue along the x, y, z axis, respectively. The bond distance changes 
between any two residues by the amount of ∆𝑟 are correspond to the positional displacements ∆𝑅, 
as shown in Equation 2.8 [82] 
                                                  𝐵𝑀×3𝑁




 Within the ENM, each residue is connected to other residues within the cutoff value 𝑅𝑐 by 
linear elastic springs, and the residue interaction forces ∆f are related to the changes in the contact 
distances ∆r through Hooke’s law [83] as in Equation 2.9 
                                                                       𝐾𝑀×𝑀∆𝑟𝑀×1 =  ∆𝑓𝑀×1                                                (2.9) 
where the coefficient K is an M × M diagonal matrix. Rearranging Equations 2.7 – 2.9 gives 
Equation 2.10 
                                                                         BK𝐵𝑇∆𝑅 = ∆𝐹                                                        (2.10) 
where  ∆𝐹 is a column vector which represents the external forces being applied on the individual 
residues. The matrix BK𝐵𝑇 is equivalent to the Hessian [71] and its inverse matrix has six zero 
eigenvalues corresponding to the first six normal modes with zero frequencies that represent the 
global translational and rotational degrees of freedom of the system.  The elements of the inverse 
of the Hessian matrix are 
                                                                     G = 𝐻−1                                                             (2.11) 
where G is an M ×  M matrix in where the 𝑖𝑗𝑡ℎ  element is the 3 ×  3 matrix of correlations 
between the x, y, z components of the fluctuations ∆𝑅𝑖 and ∆𝑅𝑗, of residue i and j, respectively, as 
shown in Equation 2.12.  
                                                     𝐺𝑖𝑗 = [
⟨∆𝑋𝑖∆𝑋𝑗⟩ ⟨∆𝑋𝑖∆𝑌𝑗⟩    ⟨∆𝑋𝑖∆𝑍𝑗⟩ 
⟨∆𝑌𝑖∆𝑋𝑗⟩ ⟨∆𝑌𝑖∆𝑌𝑗⟩    ⟨∆𝑌𝑖∆𝑍𝑗⟩
⟨∆𝑍𝑖∆𝑋𝑗⟩     ⟨∆𝑍𝑖∆𝑌𝑗⟩    ⟨∆𝑍𝑖∆𝑍𝑗⟩
]                                (2.12)          
 
2.3.5 ENM based external force application 
 From the coarse-grained ENM discussed above, we can infer the displacement vector in 
response to an external force introduced in an ENM. It is built upon the Hessian matrix and 
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Or, in short, the displacement vector can be calculated by Equation 2.14 
                                                                      𝐺𝑖  ∙ 𝐹𝑖 =  ∆𝑅𝑖                                                         (2.14) 
The matrix G is formed from elements 𝑔𝑙𝑚, where l, m = 𝑥𝑗 , 𝑦𝑗 , 𝑧𝑗, with j the residue index and 
j ∈  {1, 2,⋯ , 𝑁}. 𝑔𝑙𝑚 is the second order partial differential of total energy with respect to 
directions. The 3N ×  1 vector 𝐹𝑖 is the external force vector which is applied to residue i and its 
magnitude and direction are specified by (∆𝐹𝑥
𝑖 , ∆𝐹𝑦
𝑖 , ∆𝐹𝑧
𝑖). ∆𝑅𝑖 is a 3N × 1 column vector which 
represents the displacement at each residue including both magnitude and direction after the 
force is applied at residue i.  
 
2.3.6 Iterative force application in ENM 
 In order to test the hypothesis that highly directed external forces at specific sites can lead 
directly to some of the large observed conformational changes, we have developed a method to 
iteratively apply external forces at one residue and observe whether the protein structure moves 
closer to a target conformation. Since a large and sudden force could potentially disrupt the local 
structure or even rupture the entire network, we choose to apply small incremental external forces 
at each residue iteratively. In theory this ensures that the nodes within protein structure maintain 




with the response vector projected into the structure from the previous step, and as the impacts of 
the forces are propagated through the structure, this allows new bonds (springs) to form as residues 
move nearer together than the cutoff value 𝑅𝑐 and old bonds can likewise break as residues move 
further away than the cutoff value 𝑅𝑐.  
 As we apply iterative small forces on the protein structure, in order to measure the progress 
of the conformational change as well as to characterize whether the force is moving the structure 
in the desired direction (closer to the target conformation), the response structure is then re-aligned 
at the same region. In the case of the glutamine binding protein, after each perturbation, the 
structure is re-aligned again at the hinge site that connects the two domains: residue 86-89 and 
182-184. To measure the performance of each perturbation, we developed two measurement 
methods.  
1. Overlap-based measurement. The score for each perturbation can be measured by the 
quantity 




                                                    (2.15) 
where O𝑗 is the overlap after an external force is applied at residue j, ∆𝑅𝑗 is the 3N ×  1 
response vector obtained from Equation 2.13 which represents the displacement at each 
residue including both magnitude and direction after the force is applied at residue j. ∆𝐷 is 
also a 3N ×  1 structural difference vector, calculated by subtracting the target structure’s 
coordinates from the original structure’s coordinates. 
2. Root-mean-square-deviation RMSD-based measurement. The calculation of RMSD is 
shown in Equation 2.16 









where N is the total number of nodes in the model, i is the index among all N nodes, and 𝛿  
is the distance between a pair of corresponding equivalent 𝑖𝑡ℎ nodes, in this case the present 
structure and the target end point. The one-dimensional vector of the response structure is 
computed by adding the one-dimensional vector of the initial form and the response vector, 
as  
                                                               𝑉𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 =  𝑉𝑖𝑛𝑖𝑡𝑖𝑎𝑙 + ∆𝑅                                      (2.17) 
where 𝑉𝑖𝑛𝑖𝑡𝑖𝑎𝑙 is the original one-dimensional vector and  𝑉𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒  is the final response 
one-dimensional vector. 
 
2.3.7 Finding key residues 
We define key residues as residues in the protein structure where by applying external 
forces, it is possible to change the starting protein structure to the target structure over the course 
of the simulation, determined by specifying that the final protein structure’s RMSD from the target 
structure is less than 20% of the original RMSD between the starting structure and the target 
structure. In the case of glutamine binding protein, since the initial RMSD is 7.96Å, then a residue 
becomes a key residue if by applying external forces iteratively at that residue, glutamine binding 
protein moves to an RMSD of  less against the target structure.    
We develop the following algorithm in order to walk through all the residues within the 
protein structure and identify all of the key residues: 
1. Start from the experimental known structure and the target structure, aligned at a 
relatively static location through the conformational transition pathway, in the case of 
glutamine binding protein, the structures are aligned at the hinge site that connects the 




2. Select the first residue of the starting structure as the residue of interest.  
3. Apply external forces to the residue of interest. Forces are hypothetically applied in at 
least 1,000 random directions, and the potential structure movement of the base 
structure is recorded and overlap to the target structure is calculated.  
4. Select only the external force that produces the highest overlap from step 3, apply a 
small force in this direction, calculate the response structure, structurally realign at the 
same location mentioned in step 1, then calculate the RMSD against the target structure.  
5. Examine the overlap and RSMD change in step 3 and 4. If and only if the largest 
possible overlap obtained from step 3 is larger than 0.1 and the RMSD decrease 
obtained from step 4 is larger than 0.05Å, then the current force at the residue of interest 
is accepted and considered to be on the conformational transition pathway. We then 
update the current response structure to become the new base structure, repeat from 
step 3 with the same residue of interest.  Otherwise, we consider the best result has 
been achieved at the current result, we record the lowest RMSD possible at the current 
residue, then select the next residue as the residue of interest, repeat from step 3 until 
the lowest possible RMSDs are calculated for all residues within the structure.  
 
Figure 2.2 shows a flowchart of this algorithm and how we iterate through every residue 
within the structure applying external forces in all directions and the recording the structure’s 
responses. We are then able to identify key nodes where lowest RMSD with the target structure is 






Figure 2. 2 Flowchart of the algorithm developed to calculate the lowest RMSD with the target 
structure obtained from each residue.  
 
2.3.8 Internal distance changes within ENM 
 We also compute the mean square internal distance changes, which is informative about 
the internal conformational changes in the structure. We use the displacements of the positions of 
each node in the ENM to compute the internal distance changes. The mean square change in the 
internal distance can be written as shown in Equation 2.18 




2⟩ − 2 ∙  ⟨∆𝑅𝑖 ∙  ∆𝑅𝑗⟩                           (2.18) 
which can be obtained from the inverse of the Hessian matrix, as  
                                      ⟨(∆𝑅𝑖 − ∆𝑅𝑗)
2
⟩ =  (3𝑘𝐵𝑇/𝛾)  ∙  [𝐻𝑖𝑖
−1 + 𝐻𝑗𝑗
−1 − 2𝐻𝑖𝑗
−1]                       (2.19) 
where  𝑘𝐵 is the Boltzmann constant, T is the temperature in Kelvin, 𝛾 is the spring constants used 




2.3.9 Comparison to multi-sequence alignment conservation scores 
 We compare the residues that are identified to yield the best results, by applying external 
forces the structure is able to move closer to the target structure against conservation scores from 
multi-sequence alignments. We hypothesize that the residues with better results are functionally 
important for the structure’s conformational change pathway and thus would be more strongly 
conserved.  
 The conservation scores of each residue is computed by ConSurf [84] and the conservation 
scores are calculated based on the evolutionary relations among the protein and its homologs and 
the probability of residue replacement as reflected in amino acid substitution matrices [85, 86]. 
Once the conservation score of each residue is calculated, we perform a z test to test to see if it is 
statistically significant. Thus we can learn whether the residues where the structure moved furthest 
along the conformational transition pathway are more evolutionally conserved [87]. Calculation 
of the z score is from Equation 2.20 
                                                                z =  
<𝐶𝑆>𝑘𝑒𝑦− <𝐶𝑆>𝑎𝑙𝑙
𝜎𝑟𝑎𝑛𝑑
                                                          (2.20) 
where  𝑧 is z score, CS is conservation score, key and all denotes the mean conservation scores of 
key residues and all residues, respectively. 𝜎𝑟𝑎𝑛𝑑 is the square root of the variation of the average 
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]                                          (2.21) 
where {𝑋1, 𝑋2,⋯ 𝑋𝑁} is a randomly selected subset of {𝐶𝑆1, 𝐶𝑆2,⋯ 𝐶𝑆𝑁}.  






Glutamine binding protein exhibits a large-scale motion between the two globular domains 
upon ligand binding. To start our investigation, the open form and the closed form of glutamine 
binding protein are first aligned at the hinge area connecting the two globular domains (residues 
86-89 and 182-184).  The root-mean-square-deviation (RMSD) between the two structures is 
7.96Å. Figure 2.3 demonstrates the overall shape and conformational pathway of glutamine 




Figure 2. 3 Structure alignment and the domain motions of conformational changes in glutamine 
binding protein. A) The root-mean-square-deviation (RMSD) between glutamine binding protein’s open 
conformation and the closed conformation is 7.96 Å. Glutamine binding protein exhibits a large-scale 
motion of the two globular domains upon ligand binding. The open form of glutamine binding protein is 
colored in pink and the closed form is colored in blue. The two conformations are structurally aligned at 
the hinge that connects the two domains (residue 86-89 and 182-184). B) The open conformation of 
glutamine binding protein is colored in pink; displacement vectors are drawn as blue arrows that indicate 
the moving direction and relative magnitude of change required at each residue to transition to closed form.    
 
Here, we utilize the conventional cutoff model of ENM described in section2.3.3, where a 
structure is coarse-grained to C atoms only and the only parameter is the cutoff value , any nodes 





have the same spring constant.  Figure 2.4 illustrates ENM with all the connected springs shown 
in magenta sticks, the illustrated cutoff value is set to 10Å. 
 
 
Figure 2. 4 Illustration of ENM for the closed form of glutamine binding protein, with springs 
connecting all C1 atoms located at 10Å or less.  
 
After an ENM has been built for a conformation, the impact of external forces on the 
conformation is investigated. We are interested to know whether certain residues are more critical 
in the conformational transition pathway, meaning the same forces would move the structure 
further along the conformation pathway when they are applied on certain residues, as well as 
learning the directionality of these most effective forces. Previous studies by Ikeguchi [88], Atilgan 
[47] and Gerek [89] have pointed out that protein structures respond to forces applied to individual 
residues in the nucleotide-binding regions with conformational changes. According to Duttmann, 
the responses are sensitive to where the forces are applied[90]. Therefore, the direction of forces 




investigations we examine the directions of forces on certain residues in glutamine binding protein. 
For all residues in glutamine binding protein, at each residue, we apply 1,000 external forces in 
random directions, we then apply the most effective force and calculate the response structure. We 
then compare the overlap between the structural response vector and the initial structural difference 
vector, which is the dot product between these two  vectors, where N is the number of residues. 
The details of the calculation are given in Equation 2.15. We choose 1,000 external forces at each 
residue because we have also tested with 500, 2,000 and 10,000 random directions and 1,000 
appeared to be a sufficiently large enough sample to cover all directions while still maintaining 
computational efficiency. We find that for most residues where an overlap above0.8 is possible, 
there are very specific directions that yield good overlap. If all the directions of random forces are 
shown as a sphere, the forces that yield overlap larger than 0.8 are typically concentrated in a small 
cone area. Figure 2.5 shows the direction of forces that yields overlaps larger than 0.8 when forces 
are applied at residue 149.  
We apply 1,000 external forces at random directions at each residue, and each time we record 
the response structure and calculate the overlap between the structural response vector and the 
initial structural difference vector. In this figure the gray arrows represent the less effective 
directions of forces applied at residue 149, and the directions for which an overlap larger than 0.8 
is obtained are colored in red. We observe the directions with overlaps larger than 0.8 form a highly 









Figure 2. 5 Strong biases in direction are seen for the most effective forces driving towards a target 
conformation. Example is shown for glutamine binding proteins when external forces are applied to 
residue 149.  
 
With the hypothesis of strong directionality validated, we move on to apply external forces to 
each residue iteratively to examine how far the external forces can push a conformation towards 
the target conformation. We perform this procedure in both directions (from both open to closed 
form and from closed to open form). The details of the procedure are: 
1. Coarse grain glutamine binding protein’s base structure 𝑆𝑏𝑎𝑠𝑒  and target structure 𝑆𝑡𝑎𝑟𝑔𝑒𝑡  
using their C atoms and compute the structural difference vector ∆S =  𝑆𝑡𝑎𝑟𝑔𝑒𝑡 − 𝑆𝑏𝑎𝑠𝑒 .  
2. Start from residue 1, applying iterative forces on each residue. 
3. We find a directional force from the 1,000 randomly directed forces that yields the highest 
overlap as shown in Equation 2.15. The force is then applied and the displacement vector 
∆R is recorded. 
4. Update the intermediate structure with the replacement vector calculated from the previous 




𝑆𝑡𝑎𝑟𝑔𝑒𝑡  at the same hinge area. Then calculate the root-mean-square-deviation decrease 
between S𝑖 and 𝑆𝑖−1. 
5. Examine the overlap and RMSD decease from step 3 and 4, if the overlap is smaller than 
0.1 and the RMSD decrease is smaller than 0.05, we consider the structure has converged, 
we then record the final RMSD with the target structure, then move on to the next residue 
and continue from step 3.  
 
We start by simulating the conformational transition pathway from open form to closed form 
of glutamine binding protein. We perform the procedure by adding iterative forces on each residue 
of glutamine binding protein and record the lowest RSMD achieved at each residue. We then flip 
the transition pathway to perform the same procedure on the transition pathway from closed form 
to open form. Figure 2.6 shows the lowest RSMD obtained by adding external forces iteratively at 
each residue.  
The original RMSD between the open form and closed form of glutamine binding protein 
is 7.96Å. We apply forces on each residue iteratively, and the transition is simulated in both 
directions (from open form to closed form and from closed form to open form). Lowest RMSD 
from closed to open form is shown in red, and lowest RMSD from open to closed is shown in 
black. The lowest RMSD achieved from open to closed form is 1.89Å and the lowest RMSD 
achieved from closed to open form is 2.92Å. For all residues, applying external forces more easily 







Figure 2. 6 Lowest RMSD achieved by applying external forces iteratively at each individual 
residue of glutamine binding protein. Note that the most effect point for applying a force to drive the 
structure from closed to open is at residue 149. 
 
From Figure 2.6 there are several aspects that are particularly interesting:  
1. When iterative external forces are applied, at all residues it is easier to move the structure 
from open form to closed form than the other way around because at all residues the lowest 
RMSD achieved from open form to closed form is lower than the other way around.  
2. The two curves are highly correlated, there is no residue where a relatively low RMSD is 
achieved in one direction but only a relatively high RMSD in the other direction.  
3. From open to closed form, low RMSDs are possible in significantly large numbers of 
residues compared with the transition from closed form to open form, where low RMSDs 





We next take a closer look at the transition pathway and the intermediate structures generated 
along the pathway. Figure 2.7 shows the transition pathway generated from closed form to open 
form when external forces are applied at residue 149, by superimposing the intermediate structures. 
This is the lowest RMSD possible (2.92Å) when simulating from closed form to open form. The 
starting point (closed form) of glutamine binding protein is colored in blue and the end point (open 
form) is colored in red, the intermediate structures generated during the simulation are colored in 
a blue to red spectrum. Both of the structure’s globular domains move towards the target structure 




Figure 2. 7 Conformational transition for glutamine binding protein when external forces are applied 
at residue 149, for the conformational transition from closed form to open form. This demonstrates 
the conformational changes observed during the simulation when external forces are added iteratively at 
residue 149. The conformational transition is shown with the closed form of glutamine binding protein in 
blue, the open form in red and intermediates in a blue to red spectrum. The structure moves close to the 





We then plot the pairwise displacement for the same transition (glutamine binding protein, 
from closed form to open form, with external forces are iteratively added on residue 149) in Figure 
2.8. Pairwise displacement is the length of the displacement vector of each residue. Similar to 
Figure 2.7, the original pairwise displacement is plotted in black, and the pairwise displacement is 
plotted in a blue to red spectrum where earlier steps are plotted in bluer colors. We can see from 
Figure 2.8 the two globular domains both move to the target displacement. The final RMSD of the 
simulated structure and the target structure is 2.92Å.   
 
 
Figure 2. 8 Pairwise displacement changes when external forces are added at residue 149, for the 
transition from closed form to open form of glutamine binding protein. This exhibits the pairwise 
displacement changes during the simulation when external forces are added iteratively at residue 149. Black 
curve is the pairwise displacement between the open form and the closed form. The colored curves are 
pairwise displacement changes during the simulation, with the simulation steps plotted in a blue to red 
spectrum. The structure moves very close to the open structure at the end of the simulation, with the 





 We are also interested to learn whether the key residues identified by our approach are also 
functionally important. We refer to key residues as the top 10 residues where the lowest RMSDs 
are achieved during this simulation. We use the protein structure’s conservation score from a 
multisequence alignment as studies have shown that a high conservation score at a residue is an 
important indicator of structural and/or functional importance [84, 91, 92]. We obtain the 
conservation scores for all residues of glutamine binding protein from the ConSurf server [93]. 
Figure 2.9 shows the spectrum of conservation scores of the glutamine binding protein.  
 
Figure 2. 9 Conservation score of residues in glutamine binding protein. This figure shows the 
conservation score of all residues in glutamine binding protein. Conservation scores can be an indicator of 
structural and/or functional importance. Conservation scores are obtained from ConSurf server[93]. 
Conservation scores are colored by a blue to red spectrum. Residues with higher conservation scores (more 
conserved) are colored in blue and residues with lower conservations scores (less conserved) are colored in 
red. Most conserved residues are located around the binding pocket, but there are also a few other residues 
on the outside of the two globular domains that are conserved. 
 
  We then pick the 10 key residues, residues where the lowest RMSDs are obtained from 




transitions from closed form to open form by iteratively adding forces are marked in figure 2.10. 
The 10 key residues are residues 59, 63, 82, 97, 100, 112, 125, 149, 158 and 180. The structure of 
glutamine binding protein is colored in magenta and the key residues are colored in blue.  
 
Figure 2. 10 Key residues identified from the simulation from closed form to open form in glutamine 
binding protein. Key residues are defined as the top 10 residues where the lowest RMSDs are achieved 
during the simulation. The identified key residues are residue 59, 63, 82, 97, 100, 112, 125, 149, 158 and 
180. Key residues are shown in blue. 
 
 Once we obtain the conservation scores of all residues within glutamine binding protein 
and the key residues identified where the lowest RMSDs are achieved from the closed to open 
form transition, we then calculate the z score to test if it is statistically significant that the key 
residues identified by our approach are also more conserved, thus confirming their importance. 
Similar z tests are done when the range of key residues is extended to 15% and 20%. The details 
about the calculation of z scores is given in Equations 2.20 and 2.21. Results for z scores and p 





Table 2. 1 Calculated z score and p value between conservation scores and key residues identified 
by transition pathway from open to closed form of glutamine binding protein. 
Key Residues z scores p value 
Top 10% -1.27 0.206 
Top 15% -1.76 0.079 
Top 20% -1.36 0.172 
 
Table 2. 2 Calculated z score and p value between conservations scores and key residues identified 
by transition pathway from closed to open form of glutamine binding protein. 
Key Residues z scores p value 
Top 10% -2.61 0.009 
Top 15% -2.65 0.008 
Top 20% -1.84 0.065 
 
 Even though the lowest RMSD obtained by perturbation examination from closed to open 
form are generally higher than the other direction, however, we examine the z score and observe 
for the top 10% and 15% key residues we can report with 99% confidence level that the same 
residues are more conserved, and thus functionally/structurally important, too. For the transition 
from open form to closed form, however, even though during the simulations the lowest RMSDs 
have reach the target structure resolution from force applications at quite a few residues, generally 
from the z test we can only report with 85% confidence that the key residues identified in this 
simulation are conserved. We believe this is due to the fact that for the open structure more residues 
are exposed and so it is easier to push the open structure towards the closed structure, thus 
satisfactory lowest RMSDs can be obtained by applying external forces to about 90 different 





 We applied external forces iteratively to residues in glutamine binding protein to 
investigate the conformational transitions. The results we achieve provide evidence that force 
propagation is likely to originate at the ligand binding site or at a chemical reaction site within a 
protein. We also reveal that the forces that drive a protein structure to its known target endpoint is 
highly directed by investigating the directions of external forces in our ENM based perturbation 
simulations. This novel approach used here to compute conformational changes by iteratively 
applying external forces at key residues such as ligand binding site lead to significant improvement 
in predicting the pathways of protein conformational changes and the related intermediate 
structures. The method also adds a new direction to the already stunning progress in the field of 
protein structure predictions. The comparison between key residues identified by the novel force 
application method with conservation scores obtained from multi-sequence alignment also 
provides more ways to identify functionally or structurally important residues within a protein 
structure. The work here makes computational contributions for advancing computational methods 
for studying protein conformational transitions and pathways. In related work we show that it is 
possible to build upon the methods developed make improvements to this method to reach even 
lower RMSDs by introducing randomness in the applied direction of external forces as well as 
using free energies in acceptance criteria in Monte Carlo simulations. These improvements will be 








CHAPTER 3. PROTEIN CONFORMATIONAL CHANGES FROM MONTE CARLO 
SIMULATION OF REPEATED FORCE APPLICATION ON THE ENERGY LANDSCAPE 
3.1 Abstract 
Applying external forces iteratively at single residues based on linear response theory and elastic 
network model (ENM) was shown to be effective in driving the protein structure from the known 
base (starting) structure to the known target (final) structure along the conformational transition 
pathway.  However, in some cases we also noted that it was not always so effective when 
simulating transitions from a closed protein structure to an open protein structure. Here we improve 
the force application method by applying them in a more random way in a Monte Carlo simulation, 
as well as allowing external forces to act on more than one residue. We further visualize the 
transition pathway on the energy landscapes constructed by performing principal component 
analysis and structural interpolations. Monte Carlo simulations were performed on glutamine 
binding protein, adenylate kinase and HIV protease. Adenylate kinase and HIV protease also have 
a large number of experimentally determined structures available, and these conformations are 
collected and summarized in our principal component analysis to identify the most important 
motions of these structures, and the results from the most important principal components are used 
for the interpolation and construction of the energy landscape. We also validate that these 
experimentally structure-derived motions captured by the principal components can be achieved 
by applying forces in specific directions. We adopt the landscape viewpoint and compute energy 
landscapes for the study of conformational transition pathways. We predict and confirm that the 
native structures fall in low energy regions and the energy landscape can be used to identify a 
transition pathway between two structural states of a protein. We demonstrate pathways for the 




these on the energy landscape. With Monte Carlo simulation, we are able to achieve closer 
approaches to target structures, specifically, 1.8, 1.9 and 1.2 RMSD from the open form during 
simulation from closed form to open form for glutamine binding protein, adenylate kinase and 
HIV protease, respectively. These final RMSDs closely match the level of resolution appropriate 
for these coarse-grained models.  
3.2 Introduction 
3.2.1 Metropolis Monte Carlo simulation 
External force application has been successful in explaining some conformational changes 
caused by chemical reactions such as ATP hydrolysis [94], ligand binding mechanisms [47, 88], 
and allosteric mechanisms [89] in recent studies. In Chapter 2, we developed an approach based 
on linear response theory and elastic network models (ENMs) to introduce small iterative external 
forces applied to single residues. We applied this to conformational transitions in both directions, 
from the open to the closed form and the closed to the open form. We have proposed possible 
conformational transition pathways and observed an increase in energy along the conformational 
transition pathways. However, that approach that we developed in Chapter 2 focuses on only one 
residue throughout the simulation and used strong biases towards the final conformation during 
each simulation step. In this chapter, we make generalize the approach from Chapter 2 by 
introducing randomness in both the direction of application of forces as well broadening where the 
force is applied. We also carry out a thorough analysis on the energies for all the intermediates on 
the transition pathways. We use Metropolis Monte Carlo for the simulations where the protein 
structure and the response structure’s energy is used to decide whether the response structure 
should be accepted or rejected during the simulation. We hypothesize that in this way, the 




applications, and the forces applied facilitate the structure to go over energy barriers to reach the 
target structure. The energy landscape is also constructed to display transition pathways.  
One particularly critical factor in simulations involving external forces in protein structures 
is the direction of the force that are applied. In this chapter we use a biased Monte Carlo (MC) 
simulation to introduce randomness in the selection of force directions during the simulation. MC 
is one of the generic types of sampling methods which are used to estimate values of mathematical 
functions such as evaluating integrals by using the use of random sampling [95-97]. The Monte 
Carlo method was first developed in the 1940s and 50s by researchers at Los Alamos working on 
nuclear weapons [98], the name of the method came from the code name at the time and it was 
named after the Monte Carlo Casino in Monaco [99]. Since then the Monte Carlo method has been 
widely accepted and used across multiple fields of science, and notably has been successful in 
modeling complex biomolecular systems such as protein structures [100] and membrane structures 
[101]. MC simulation has become a useful computational tool for molecular simulations s. There 
are several advantages of using Monte Carlo method in our simulation: 
1. MC can sample equilibrium conformations independently of time. 
2. MC only requires energies and not their derivatives. 
3. MC can explore conformational space broadly. 
While MC simulations offer great flexibility in choosing random steps in which the system evolves, 
we choose to use Metropolis Monte Carlo (MMC) simulation, which is an improved version of 
MC simulation which is a significantly more efficient method of data sampling [102] than fully 
random sampling. The steps in MMC allows the intermediates’ energies along the transition 
pathway to go primarily downhill but also allows the pathway to go uphill occasionally to 




MMC simulation accepts all structures that move downhill in energy and only accepts s structure 
with a calculated probability when the calculated structure has an increased energy.  
 
3.2.2 Principal component analysis 
 Proteins in multiple conformations that undergo significant conformational changes have 
been reported for many years. There are more than 200 cases available in Protein Data Bank (PDB) 
[1] where the same protein has multiple conformations reported. T The database of 
macromolecular motions also contains more than 100 cases of large scale conformational changes, 
providing for each case the  PDB ids and the characterization of the domain motions [103]. 
 One of the most straightforward and common methods for the analysis of protein transition 
pathways is the extraction of protein motions through principal component analysis (PCA). PCA 
is a dimensionality reduction method based on covariance analysis [104-106]. In the field of 
biomolecular studies, PCA has been popularized by the Jernigan and Bahar labs, and others to 
study protein dynamics. PCA is a method used to capture the variations in the dataset for easy 
exploration and visualization. PCA transforms the original space of correlated positions within a 
set of structures into a greatly reduced space of the most important variations. These are called 
principle components (PCs). Through PCA, a complex system’s variance can be captured and 
analyzed by a much smaller subset of PCs [107], which reduces the system’s complexity while 
maintaining most of the system’s characteristics. Currently PCA is the most common and widely 
accepted method to extract characteristic protein motions from a set of protein structures.  It has 
also been used to extract and analyze the dominant motions from molecular dynamics (MD) 
simulations [108-110]. It has also been used to classify calculated structures in NMR ensembles 




PCA has also been successfully used to analyze the protein motions and extract the dominant 
modes of domain motions of HIV-1 protease by transforming the original high-dimensional 
representation of protein motions into a lower dimensional representation from a large set of 
structures [112]. Others have shown that PCs from experimental structure sets capture the most 
dominant motions of proteins and that these also correspond closely to the normal modes from 
elastic network models (ENMs) [38, 42]. It has also been shown that the PCs extracted from 
experimental structures align with essential dynamics from molecular dynamics (MD) simulations 
[113].  
 Multiple computational tools have been developed recently that make it straightforward to 
perform PCA, notably, libraries including Scikit-learn [114], Bio3d [115], ProDy [116], Weka 
[117] and MAVENs [43]. In this chapter, we collect sets of structures of adenylate kinase (ADK) 
and HIV-1 protease first and perform PCA on the collected structures. We then demonstrate that 
these experimental structure-derived motions can be driven by adding external forces through 
MMC simulation. PCA is also utilized to interpolate and calculate the details of the energy 
landscape.  
  
3.2.3 Energy landscapes 
 A energy landscape (EL) refers to the mapping of a range of possible conformations of 
protein structures for a single protein in a system represented by their corresponding free energies 
[118]. ELs have been widely accepted and utilized in recent years in protein structure studies [119-
121]. Even though theoretically proteins can exist in infinite number of conformations on its 
energy landscape, in reality proteins fold into 3D structures that only have the lowest possible 




late 1980s to understand protein folding through the work of Ken Dill in 1985 [122], followed by 
Byrngelson and Wolynes in 1987 [123], among others. The key takeaway from the study of EL 
and protein folding is that the folded protein resides at the lowest point on the EL, which looks 
roughly like a funnel [118, 120]. Figure 3.1 shows the representation of the “rugged funnel” [123] 
for folded proteins on their energy landscapes [122]. 
 
Figure 3. 1 Representation of the “rugged funnel” for folded protein structures on the energy 
landscape. A) A tunnel landscape in protein folding [123].  B) Representation of energy landscape of 
protein folding, with the minima representing the protein in its folded state [122].  
 
Recent papers on EL of biomolecular systems have opened up a new perspective in terms 
of understanding the functions and states of complex biomolecules, which is “the next revolution 
in physiochemical biology” [124]. ELs have also revealed that most of the experimentally 
determined structures reside in clusters on the energy map [125]. 
 ELs have often been used to characterize protein dynamics because of the ability to 
describe complex relationships among structure, enthalpy and entropy in proteins. Entropy () 
measures how many microstates are available for a system to sample, while enthalpy () measures 
the thermodynamic potential for a system [126]. The energy of a protein structure conformation 
can be calculated as  




where is the energy of the conformation, is enthalpy, is entropy and is temperature measured in 
degrees Kelvin. Energy landscapes can then be used to study protein conformational changes from 
the perspective of free energetics, and this has even been proposed  as a second revolution in 
molecular biology for understanding protein functions and its dynamics [124].  Several different 
methods have been developed to construct the energy landscape of a protein structure. Some 
researchers collect protein dynamics information given a 3D protein structure and perform MD 
simulation or MC simulation, then compute the energy of the conformations generated during the 
simulation to construct the landscape. These methods have proven to be effective and have 
provided meaningful insights into protein dynamics [127-133]. However, these methods also 
require intensive computational power and performing such simulations can be quite time-
consuming.  We value and learn from these studies and compute similar protein energy landscapes 
to study protein conformational changes from the perspective of energy. We hypothesize that the 
experimentally determined structures reside in low energy regions on the energy landscape, and 
that conformational transition pathways overcome energy barriers to connect among these low 
energy areas. Forces applied to proteins may be key drivers to overcome these barriers on the 
landscapes. In this chapter, we propose a new method of combining PCs from experimentally 
determined structures with our previously successful energy estimates [133] to construct a energy 
landscape. The constructed energy landscape is then used in our MMC simulations to learn about 
the effects of applying forces.  
 
3.2.4 Knowledge-based potentials 
 Vibrational entropy has previously been computed based on the frequencies of the normal 




measure [53]. Recent methods for calculating entropy have evolved to include adaptive integration 
and the hypothetical scanning molecular dynamics method [135]. Our group recently developed a 
new method for calculating knowledge-based entropies using amino acid contact changes within 
a dataset of pairs of conformations of 167 diverse proteins, we extract information about the 
frequencies of amino acid contact changes during protein conformational changes [136]. This 
method is analogous to how the frequencies of amino acid contacts have been used from large 
datasets of diverse protein structures are used to calculate knowledge-based potential functions: 
the patterns of contact changes between amino acids provide information about the entropies in 
protein structures by indicating which types of residue interacting pairs are more likely to fluctuate 
or even break. Entropies in protein structures can be then inferred and calculated from amino acid 
contact patterns and the change in such patterns. Thus the energy of a protein conformation can be 
calculated by combining the optimized empirical four-body potentials [54] with the new 
knowledge-based entropies. 
Now we are able to calculate the knowledge-based energies for all experimentally 
determined structures if their 3D coordinates are available. However, since most experimentally 
determined structures cluster and reside in regions of energy space with low free energies, there 
are usually not sufficient numbers of conformations available between the clusters to directly base 
a meaningful energy landscape on experimental structures. In this chapter we will also interpolate 
conformations on the energy landscape along the directions of most important PCs. We can then 
interpolate and calculate energies for both experimentally determined structures and the 
interpolated structures to place them on an energy landscape [137]. The generated landscape 
contains sufficient information to indicate possible transition pathways between two 






 There are 2 glutamine binding protein structures available in Protein Data Bank. The open 
form, 1GGG [77] was determined by X-ray diffraction with a resolution of 2.3 Å. The closed form, 
1WDN [78] was also determined by X-ray diffraction at a resolution of 1.9 Å. It contains 226 
residues. The structure of glutamine binding protein is ellipsoidal with two globular domains and 
is approximately 52 Å×40 Å×35 Å in size. In the closed structure the glutamine ligand is bound in 
the cleft between the two domains and is stabilized by hydrogen bonds and ionic interactions with 
Asp10, Gly68, Thr70, Ala67, Asp157, Arg75, Lys115, Gly119 and His156. We use these two 
glutamine binding protein structures as the starting base and target structures in the MMC 
simulation.  
 Adenylate kinase (ADK) from Escherichia coli is an enzyme that catalyzes the following 
reaction. 
𝑀𝑔+2 ∗ 𝐴𝑇𝑃 + 𝐴𝑀𝑃 → 𝑀𝑔+2 ∗ 𝐴𝐷𝑃 + 𝐴𝐷𝑃 
ADK is comprised of three domains: CORE, NMP and LID. The CORE domain is largely 
preserved during catalysis whereas the domains of NMP and LID execute large amplitude motions 
to configure the active site for substrate binding and dissemble it for product release [138-141]. In 
the PDB, most ADK structures have both chain A and chain B in the PDB file while some have 
only one chain.  Here, we obtain 63 ADK structures from PDB and separate chain A and chain B 
as two conformations. This gives us 105 structures in total. However, as will be discussed in 3.3.2, 
principal component analysis requires all samples within the dataset to have the same number of 
residues, so chains with missing residues will perturb the computations. Exception is made for 




we remove the structures with gaps in the sequence and the final dataset contains 63 conformations. 
The PDB IDs of these conformations are 1ake, 1ank, 1e4v, 1e4y, 2eck, 2eu8, 2oo7, 2ori, 2osb, 
2qaj, 3dl0, 3hpq, 3hpr, 3x2s, 4ake, 4jzk, 4mkf, 4pzl, 4qbh, 4qbi, 4tyq, 4x8l, 4x8o, 1s3g, 1zin, 1zio, 
1zip, 2p3s, 2xb4, 3dkv, 3fb4, 3l0p, 3l0s, 4k46, 4mkg, 4mkh, 4qbf, 4x8h, 4x8m, 4qbg. Each 
conformation contains 216 residues and multiple structure alignment is performed by using 
MUSTANG [142].  
 HIV-1 protease in a retroviral aspartyl protease responsible for cleaving newly synthesized 
polyproteins to produce mature proteins in the infectious HIV virion. It has two symmetrical 
identical chains; each chain containing 99 residues. Each chain of HIV-1 protease contains three 
domains: flap domain (residues 33-62), core domain (residues 10-32 and 63-85) and terminal 
domain (residues 1-4 and 96-99). The active site is composed of the three sequential residues D25-
T26-G27 from both monomer units and the protein functions only in the dimeric form [143]. Given 
the proteins importance as a primary target of HIV therapy, more than 300 structures are available 
in Protein Data Bank. It has been extensively studied, especially in the field of molecular dynamics 
[144-148]. Previous work from our lab has shown that the motions predicted by ENM agree well 
with the motions extracted from the principal motions extracted from experimental structures and 
intermediates from molecular dynamic simulations [42]. Our lab has also constructed an energy 
landscape for HIV-1 protease in a recent study [137], we use the same set of 304 structures to 
conduct our research into the effects of applying forces.  
  
3.3.2 Principal component analysis 
 Principal component analysis (PCA) is utilized in this chapter to extract the dominant 




the number of structures in the ensemble and p is 3 times of number of residues in each structure 
(the data being the 3D Cartesian coordinates) [112]. Each row in the coordinate matrix X represents 
the C coordinates in a sequential array of length 3N with N being the number of residues in each 
structure. Each row can be written as  
                                                            𝑅 = (𝑥𝑘1, 𝑦𝑘1, 𝑧𝑘1 , … , 𝑥𝑘𝑁, 𝑦𝑘𝑁, 𝑧𝑘𝑁)                                     (3.2) 
where R is a row in the coordinate matrix X and x, y, z are the Cartesian coordinates of each 
residue in the structure. Thus, the elements of the covariance matrix C can be calculated from 
                                        𝑐𝑖𝑗 =  ⟨(𝑥𝑘𝑖 − ⟨𝑥𝑖⟩)  ∙ (𝑥𝑘𝑗 − ⟨𝑥𝑗⟩)⟩, (𝑖, 𝑗 = 1,2,3⋯ ,3𝑁)                      (3.3) 
where  𝑥𝑘𝑗 refers to the value of the 𝑖
𝑡ℎ variable for the 𝑘𝑡ℎ structure in the coordinate matrix X, 
⟨𝑥𝑖⟩ is the mean of the 𝑖
𝑡ℎ variable. The covariance matrix C can be decomposed as 𝐶 = 𝑃Λ𝑃𝑇, 
where matrix P is comprised of eigenvectors that represent the principal components (PCs) and 
the eigenvalues are the elements of the diagonal matrix Λ. The eigenvalues are sorted in descending 
order and each eigenvalue is directly proportional to the percentage of variance it captures in the 
corresponding PC. Figure 3.2 illustrates an example of PCA of multi-dimensional data (different 
types of whole milk samples) and how PCA transforms the dataset from the original coordinate 
system to a new coordinate system which captures the most variance in the dataset based on 
covariance analysis. Data points that belong to different groups can be easily clustered on any 2 of 







Figure 3. 2 Illustration of principal component analysis (PCA). This is an example of PCA of multi-
dimensional data (different types of whole milk samples) and demonstrates how PCA transforms the dataset 
from the original coordinate system to a new coordinate system which captures most of the variance in the 
dataset based on covariance analysis. Data points that belong to different groups can be easily clustered on 
any 2 of the first 3 dominant PCs (first 3 PCs that explain most of the variance) [149]. 
 
3.3.3 Knowledge-based potentials 
 Knowledge-based potentials are used in this Chapter to estimate the energy of protein 
conformations. The energy is calculated as an optimized linear combination of three knowledge-
based statistical potential functions: the four-body sequential potential [45], the four-body non-
sequential potential [52], and the short-range potential [150]. In this chapter the calculation of 
knowledge-based potentials is carried out as 
                      𝑉𝑜𝑝𝑡 = 𝑉4−𝑏𝑜𝑑𝑦 𝑠𝑒𝑞 + 0.28 ×  𝑉4−𝑏𝑜𝑑𝑦 𝑛𝑜𝑛−𝑠𝑒𝑞 + 0.22 ×  𝑉𝑠ℎ𝑜𝑟𝑡 𝑟𝑎𝑛𝑔𝑒                  (3.4) 
where  𝑉𝑜𝑝𝑡 is the knowledge-based potentials used in this chapter, 𝑉4−𝑏𝑜𝑑𝑦 𝑠𝑒𝑞  is the four-body 
sequential potential, 𝑉4−𝑏𝑜𝑑𝑦 𝑛𝑜𝑛−𝑠𝑒𝑞  is the four-body non-sequential potential, and 𝑉𝑠ℎ𝑜𝑟𝑡 𝑟𝑎𝑛𝑔𝑒  is 
the short-range potential. The weights used in Equation 3.4 for four-body sequential potential (0.28) 




of the best decoys from homology modeling targets of CASP8 to their corresponding native 
structures using particle swarm optimization (PSO) [151-153]. More information about the 
calculation and fitting of the weights can be found in previous work of the Jernigan lab [151].  
 
3.3.4 Metropolis Monte Carlo Simulation 
 We introduce randomness into the selection of the external force directions by using 
Metropolis Monte Carlo (MMC) simulation. The Metropolis decision criterion uses the energy of 
the newly generated conformation in step 𝑖, and the energy is then compared with the energy 
recorded at the previous step 𝑖 − 1. The probability of whether step 𝑖 should be accepted is shown 
in Equation 3.4:  
                                                         𝑝 =  {
1,                 𝐺𝑛 ≤ 𝐺𝑛−1 
   𝑒−
𝐺𝑛 − 𝐺𝑛−1
𝑘𝑇 ,       𝐺𝑛 > 𝐺𝑛−1            
                                (3.5) 
where 𝑝 is the probability of whether a new response structure should be accepted at step 𝑛 of the 
MMC simulation.  𝐺𝑛 is the energy of the new response structure at step 𝑛, 𝐺𝑛−1 is the energy of 
the conformation already accepted at the previous step 𝑛 − 1. 𝑘 is the Boltzmann constant and 𝑇 
is the temperature in degrees Kelvin, both of which are constants during the simulation. Equation 
3.5 yields a probability 𝑝 where 0 < 𝑝 ≤ 1. During the MMC simulation a random number 𝑞 is 
generated, where 0 < 𝑞 ≤ 1, if for one step 𝑞 ≥ 𝑝, we then accept the new response structure, 
otherwise the response structure is rejected since the energy increase from step 𝑖 − 1 to step 𝑖 is 
unfavorable, and the simulation continues with another external force in a new random directions 
is considered to start from step 𝑖 − 1. Equation 3.5 allows all downhill steps in terms of energy to 
be accepted while uphill steps are those uphill cases are only accepted depending on the energy 





Figure 3. 3 Flowchart representation of Metropolis Monte Carlo (MMC) Simulation. A random 
residue is first selected to add force to. A response intermediate structure is calculated via linear response 
theory and elastic network model which has been discussed in Chapter 2. .We then evaluate the energy of 
the newly generated intermediate structure and apply the Metropolis decision criterion specified in Equation 
3.5 to calculate the probability of accepting the intermediate structure. An intermediate structure that is 
lower in energy compared with the previous step is always accepted, an intermediate structure that is higher 
in energy is accepted with a probability calculated from Equation 3.5. The higher the energy jump, the 
lower the probability for the new structure to be accepted.  
 
 In our MMC simulation, a random node is first selected where force will be applied. A 
response intermediate is calculated via linear response theory using an elastic network model that 
was discussed in Chapter 2, we then evaluate the energy of the newly generated intermediate 
structure. We then use the Metropolis decision criterion specified in Equation 3.5 to calculate the 
probability of accepting the intermediate structure. An intermediate structure that is lower in 
energy compared with the previous step is always accepted, but an intermediate structure that is 




beginning of the procedure regardless of acceptance or rejection of the current step. Figure 3.3 
shows the flow chart for the MMC simulation.  
 
3.3.5 Computation of entropy from elastic network model  
 A detailed introduction of elastic network model (ENM), including Gaussian network 
model (GNM), and Anisotropic network model (ANM) can be found in Chapter 2.3.3. As an 
extension to Chapter 2, this chapter mainly discusses the calculation of entropies from elastic 
network models.  
 ENMs have proven to be successful in capturing the most important global motions in 
protein structures [33], iso it is reasonable to expect he  ENMs to be effective in capturing entropies 
of these structures. In ENM, protein structures are commonly coarse-grained to single amino acid 
beads, with harmonic strings connecting all beads within a cutoff value (See Chapter 2.3.2 and 
2.3.3). The Gaussian network model (GNM) is the simplest form of ENM, which was developed 
by Bahar and Haliloglu to describe vibrational fluctuations of a structure [154]. The GNM stiffness 
matrix (Kirchhoff Matrix ) describes how resistant a bead is to deformation within the context of 
the whole structural system while the bead is restrained by the harmonic spring interactions with 
other beads. Therefore, a deformation exerted on the system with a certain amount of energy (, a 
scaling factor for energy values in molecular systems.) will determine how far each point will be 
displaced. The Jernigan lab’s previous work used vibrational entropies based on the frequencies 
of the normal modes [134], but we found significant improvements by instead utilizing the mean 
square fluctuations computed from ENM as a direct measure of entropy [53]. To compute GNM 
entropies, the mean square fluctuations from ENM are used as a direct measure of entropy, from 








where 𝑄𝑖  is the 𝑖
𝑡ℎ normal mode vector, 𝜆 is the corresponding square frequency, Γ is the system’s 
Hessian matrix, and Γ−1 is the Hessian matrix’s pseudo-inverse.  
 
3.3.6 Energy and the construction of energy landscape 
  As mentioned regarding Equation 3.1, energy is calculated as  ∆𝐸 − 𝑇 ∙ ∆𝑆, where ∆𝐸 is 
enthalpy, ∆𝑆 is entropy and 𝑇 is temperature measured in units of degrees Kelvin. We simply state 
that  
                                                                     ∆𝐺 =  ∆𝐸 − ∆𝑆                                                       (3.7) 
by combining the four-body potential with the ENM entropy. We sum up the sequential four-body 
potential, the non-sequential four-body potential, and the short-range potential with weights of 1, 
0.28 and 0.22, respectively [53], which were determined to yield the best selectivity for 
conformations..  
 The experimental structures can be used directly for computing the energies; however, 
since most experimentally determined structures reside in low energy areas, the available 
structures are not distributed evenly over PC space. This can be overcome by distorting an 
experimental structure in the direction of the predominant PC vectors. We choose the one crystal 
structure that has the lowest average RMSD with all other crystal structures as the reference 
structure and interpolate intermediate conformations in the directions of the two predominant PCs. 
The combination of four-body potentials for these coarse-grained landscape conformations can be 
computed from  our Knowledge-Based Potential Server as energy, which includes the sequential 
four-body potential, the non-sequential four-body potential, and the short-range potential.  
Entropies for these intermediate conformations can be computed directly from GNMs. For 




PC1 and PC2 to obtain a resulting 3N-dimensional structure. To achieve this, we select the 
reference structure by computing the pairwise RMSD among all experimental structures and 
choose the one that has the smallest RMSD sum over all other structures.  The coordinates of the 
reference structure (𝑅0) in the 3N-dimensional space are defined as 𝑅01 ×3𝑁, where N is the total 
number of residues in the structure, while in the 2D PC1-PC2 space its coordinate is denoted as 
(𝑅0𝑥 , 𝑅0𝑦). The 3N-dimensional coordinates 𝑅1×3𝑁 of a representative conformation R on the 2D 
PC space grid at position (𝑅𝑥, 𝑅𝑦) are obtained from Equation 3.8.  
                              𝑅1 × 3𝑁 = 𝑅01×3𝑁 + (𝑅𝑥 − 𝑅0𝑥) × 𝑒1 + (𝑅𝑦 − 𝑅0𝑦) × 𝑒2                       (3.8) 
where 𝑒1 and 𝑒2 are the eigenvectors corresponding to PC1 and PC2.  
 After interpolating the 3N-dimensional coordinates of all in conformations in the 2D PC 
space, the energy of each interpolated conformation is evaluated for all conformations on the 2D 
PC space. From Equation 3.1, we calculate the energy for construction of the energy landscape as 
∆𝐺 =  ∆𝐸 − 𝑇 ∙ ∆𝑆 by combining the knowledge-based potential with the GNM-based entropies.  
  
3.3.7 Sampling along other principal components 
 The projection of the mean centered data onto the most important principal components 
PC1 and PC2 specifies the coordinates in the 2PCs coordinate system for each experimental 
structure in the PCA dataset. However, this dimensional-reduction projection does not contain any 
information about the other PCs, which can also contribute to the variations in the structure 
ensemble. We have further refined this method to take the less import PCs into account to include 
the effects of these PCs on the PC1-PC2 energy landscape. We sample each conformation taken 
from the gird point on the 2D landscape that is transformed into a 3N-dimensional coordinate 




negative directions with a scaling ranges from -50 to 50 and a stride of 5. We include also  the 
stride of zero, which indicates that the current conformation on the PC1-PC2 space to include it in 
the sample. The sampled conformations can be calculated as shown in Equation 3.9. 
                                                            𝑉𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔 = 𝑉𝑖𝑗 + 5𝑘 ×  𝑃𝐶3                                          (3.9) 
where  𝑉𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔  is the current 3𝑁 ×  1  sampled conformation vector,  𝑉𝑖𝑗  is the 3𝑁 ×  1 
conformation vector on the 𝑖𝑡ℎ row and 𝑗𝑡ℎ column in the PC1-PC2 space, k is the current iteration 
which ranges from -10 to 10 in our sampling procedure, and PC3 is the third most dominant PC 
which is a 3𝑁 ×  1 column vector. The larger the range, the better the sampling would be. 
However, this takes extra computational time and a compromise range may be considered. As for 
the stride, 5 is quite rough and the smaller the stride, the better should be the sampling results. 
However, it is still possible to find the conformation with minimal energy. Therefore, 21 
conformations are sampled along PC3 for each 3N-dimensional conformation by adding up PC3 
vectors multiplied by the scaling amount. The potentials and entropies are computed with the 
optimized weights assigned in Equation 3.4, and we select one conformation from the sampled 
structures along PC3 that has the minimum energy. Sampling along PC4 and the higher order, less 
important PCs follows the same procedure. In the results section shown below, the energy 
landscapes are sampled to the 5th PC. 
 
3.3 Results 
 We apply external forces randomly to glutamine binding protein, adenylate kinase (ADK) 
and HIV-1 protease, to obtain intermediate structures and are able to successfully delineate the 
conformational transition pathways for all 3 cases. The projected pathway on the constructed 




 We introduce randomness in the selection of residues during the simulation. During each 
step, we randomly select a residue within 5Å of the ligand, and the final direction of the force is 
selected as the one that moves the structure most effectively towards the target structure. We then 
calculate the response structure, evaluate the response structure’s energy using a Boltzmann factor 
(a combination of knowledge-based potentials and entropies with optimized weights assigned, 
described in section 3.3.6), and apply the Monte Carlo Metropolis (MMC) criterion described in 
Equation 3.5 to decide whether the response structure should be accepted or rejected. If the 
response structure is accepted, we will then use the response structure as the base structure, 
structurally realign it with the target structure to remove the effects of any rigid body motions, and 
continue our simulation; if the response structure is rejected, we will repeat the process of selecting 
random residues to apply forces. In order to test for convergence if the simulations cannot reach 
structures closer to the target form, we measure the RMSD between the response form and the 
target form, if the RMSD decrease at each step is smaller than 0.01Å, we consider the simulation 
to have converged. By doing this we find the resulting structures are significantly closer to the 
target form. Figure 3.4 shows illustrates the state of only one step during the MMC simulation of 





Figure 3. 4 Illustration of the Metropolis Monte Carlo (MMC) simulation of glutamine binding 
protein. This demonstrates one step of the MMC simulation of glutamine binding protein from closed form 
to open form. The base structure (closed form) is shown in magenta, the target structure (open form) is 
shown in light gray, the ligand (glutamine) is shown as sticks, the direction of the force is shown in a blue 
vector. The yellow sphere is centered at the ligand and has a radius of 5Å, during each step in the MMC 
simulation, one of the residues within the sphere is selected and the force that moves the structure most 
effectively towards the target structure is applied at that residue. The response structure is then calculated, 
and its energy calculated. We then use the MMC criterion discussed in section 3.3.6 to decide whether the 
response structure should be accepted or rejected. If the response structure is accepted, it is structurally 
realigned with the target structure to remove any rigid body motions, and the simulation continues with the 
updated response structure as the new base structure. If the response structure is rejected, we continue the 
simulation using the previously accepted structure.  
 
 During our simulations in Chapter 2 we were able to reach from the open form to the closed 
form as near to the target as the structure’s resolution (below 2Å), but the lowest RMSD possible 
from closed form to open form was only 3.5Å. Therefore, we will focus on the conformational 
transition pathway from closed form to open form in this chapter. We are interested to see whether 
we can move the structure further along the conformational transition pathway by introducing 
randomness in the directions and sites of application of external forces with the Monte Carlo 
selection based on the shapes of energy landscapes. We perform the MMC simulation with 




2. We simulate from the closed form to the open form, the ligand glutamine being included during 
the simulation and the two conformations are structurally aligned at the hinge area that connects 
the two globular domains of glutamine binding protein, residue 86-89 and 182-18. Figure 3.5 
shows the RMSD change and the energy change during the simulation.  
 
Figure 3. 5 RMSD and energy change in an MMC simulation of glutamine binding protein from 
closed form to open form.  A) The decrease in RMSD over the Monte Carlo simulations between the 
conformational intermediates in response to force application and selection to reach the targeted open form. 
MMC simulation starts at step 1 with the RMSD equal to the difference between the starting closed form 
and the target open form (7.96Å) and ends at step 600 with an RMSD value of 1.81Å between the final 
response state and the target form. B) Values of four body energy for each step recorded for intermediates 
during the MMC simulation. The MMC criterion guides the intermediate structures’ energy to go 
downwards but also allows the intermediates to overcome energy barriers during simulation.  
 
 The overall RMSD decreases faster at the beginning stages of simulation from step 1 to 
step 80, and then the decreases slowly downward after step 130. The RMSD at the final step during 
the simulation shown in Figure 3.5 is 1.81Å, which is a significant improvement compared with 




(2.92Å).  It is worth noting that during our simulation it is allowed to continue to step 2000 to 
ensure that the intermediate structures can potentially undergo sufficient steps to reach its target 
form due to the fact that we do not have any prior knowledge of how long it will take the closed 
form to reach the target form. The magnitude of forces is set to be the same (1) as in Chapter 2 to 
ensure consistency, as well as to allow the intermediates to change slowly. During our simulation 
we do not use the RMSD threshold as a stopping point, instead we allow the simulation to continue 
2000 steps. After it has completed, we review the conformational changes during all steps and 
notice that the RMSD barely changes after step 600 and the energy changes upwards and 
downwards randomly without no clear pattern, so we truncate Figure 3.5 to show only the 
simulation steps that we believe are informative.  In Figure 3.5 (B) we see the intermediate 
structures first go downwards in terms of energy in steps 1-100, then moves uphill from step 101 
to 155, presumably to overcome an energy barrier and then begins sampling a set of conformations 
with somewhat lower energies. With MMC, we are able to move the closed form of glutamine 
binding protein closer to the target form and generate intermediate structures that are more realistic 
during this simulation in comparison with the more limited simulation in Chapter 2.  
 We then move on to examine the closed to open form transition of adenylate kinase (ADK).  
ADK consists of three domains: CORE, NMP and LID. The CORE domain is largely preserved 
during catalysis whereas the domains of NMP and LID execute large amplitude motions to 
reconfigure the active site for substrate binding and then dissemble it for product release [138-
141]. The LID domain is taken as residues 118-160, the NMP domain as residues 30-67, and the 
CORE domain as residues 1-29, 68-117 and 161-214. During the transition between the open form 
and closed form, the CORE domain mostly remains rigid and both the NMP domain and the LID 




between LID and CORE domain, and the angles between NMP and CORE domains. The NMP-
CORE angle is measured by the angle between the centers of mass of three segments within ADK: 
I90-G100, L115-V125 and L35-A55, based on atoms. Similarly, the LID-CORE domain is 
measured by the angle between the centers of mass of segments L115-V125, I179-E185 AND 
V125-L153, based on  atoms [155]. Figure 3.6 shows both the NMP-CORE angle and the LID-
CORE angle in ADK.  
 
Figure 3. 6 Illustration of conformational changes in adenylate kinase (ADK), with the closed form 
on the left and the open form on the right.  The NMP-CORE angle is measured by the angle between the 
centers of mass of three segments within ADK: I90-G100, L115-V125 and L35-A55, based on  atoms. 
Similarly, the LID-CORE domain is measured by the angle between the centers of mass of segments L115-
V125, I179-E185 AND V125-L153, based on  atoms. Here the CORE domain is colored gray, LID domain 
green and NMP domain blue. The angle between magenta vectors is used to define NMP-CORE angle and 
the angle between orange vectors is used to define LID-CORE domain. The closed form of ADK is shown 
on the left and the open form is shown on the right. ADK undergoes large conformational changes between 
the open form and the closed form. The conformational transition is usually measured by the LID-CORE 
and NMP-CORE angles, which measure the openness between the CORE domain and LID/NMP domains.  
 
We perform the MMC simulation with the conformational transition from the closed form 
to the open form of ADK. The ligand ATP is included in the simulation, residues within 5Å of 
ATP are randomly selected, and then the direction of the force that moves the structure closest 




the response structure’s energy. We then use the Metropolis criterion discussed in section 3.3.4 to 
decide whether the response structure should be accepted or rejected.  
 
Figure 3. 7 Overall RMSD, energy and domain-wise RMSD change in an MMC simulation of the 
transition from closed to open forms of ADK.  A) The decrease of RMSD between the conformational 
intermediates in response to MC force application and the target form. MMC simulation starts at step 1 
with the RMSD equal to the difference between the starting closed form and the target open form (7.02Å) 
and ends at step 300 with an RMSD value of 3.81Å between the final response state and the target form.  
B) Empirical energy changes for each step for intermediates of the MMC simulation. The values of the 
energies are scaled in order to set the minimum value of energy equals zero with a unit of 𝑘𝐽 / (̊𝐾 ∙ 𝑚𝑜𝑙).  
C) The changes in RMSD between the conformational intermediates and the target form for each of the 
three domains of ADK. The RMSD decreases from 11.92Å to 3.85Å for the LID domain shown in the 
green line, the RMSD decreases from 10.89Å to 5.98Å in the NMP domain as plotted in red and the RMSD 




Figure 3.7 shows the overall RMSD decrease between each generated structure and the 
target form, the energy change during the simulation, as well as the RMSD change between all of 
the simulated structures and the target structure for the NMP, LID, and CORE domain separately. 
 
Figure 3. 8 Differences in positions of residues in the initial-target structure pair and in the initial-
final structure pair of ADK. The displacements for each corresponding residue in the initial-target pair 
are shown in black. The displacements for the pairwise residues in the initial-final pair, i.e. final response 
conformation after all the iterations of Metropolis Monte Carlo simulation, are colored red. The two 
displacement vectors are shown together for all residues and the y-axis is the displacement value in units 
of Ångstrom. The Pearson correlation between the two curves is 0.91. 
The overall RMSD decrease between the conformational intermediates and the target form 
in response to MC force application is steadily decreasing during the simulation, decreasing from 
7.02Å from the first step to 3.81Å in the last step. The starting structure first moves uphill with 
increased energy, presumably to overcome a barrier and then begins sampling a set of 
conformations with somewhat lower energies. In Figure 3.8, We also exhibit the displacements of 
each residue for the superimposed initial-target pair (black) and the initial-final pair (red). It can 
be seen that the two displacement profiles overlap closely throughout the structure. The two lines 




force application, we can presume that this domain remains quite rigid during the transition and 
does not undergo any significantly large conformational changes. When the RMSD reaches 3.81Å, 
the Pearson correlation coefficient of the two root-mean-square-displacement vectors is 0.91. 
 We also record the LID-CORE angle and NMP-CORE angle along the conformational 
transition pathway. Previous studies by Bahar [72], Kidera [156] and Woolf [155] have all reported 
that ADK goes through different transition pathways between the transitions from open form to 
closed form and in the reverse direction. When moving from open form to closed form, the LID 
domain closes first followed by the closure of the NMP domain. However, when moving from the 
closed form to the open form, both domains will open roughly at the same rate. We perform MMC 
simulation for ADK in both transition directions and observe the same pattern of domain 
movement order in our simulations. The NMP-CORE angle and LID-CORE angle from our 
simulations are shown in Figure 3.9. The NMP-CORE angle and LID-CORE angle results from 
Bahar [72] are also included as a comparison. The findings from our MMC simulations agree well 
with this other study. 
Principal component analysis (PCA) is performed in order to construct the energy 
landscape of ADK. We retrieve 63 ADK structures from the PDB and treat the separate chains A 
and B as two conformations. This gives us a total of 105 structures. However, PCA requires all 
samples within the dataset to have the same number of residues, so chains with are problematic. 
Exceptions are made for those structures having missing residues only at the beginning or end of 
the sequence. Therefore, we remove those structures having gaps in the structure and end up with 







Figure 3. 9 Changes in LID-CORE and NMP-CORE angles during MMC transition simulations of 
ADK.  MMC simulations are performed for both the closed form to open form transition and the open form 
to closed form transition. A) X axis shows the NMP-CORE angle and Y axis shows the LID-CORE angle. 
The initial open and closed form of ADK are shown as black stars, the transition pathway from open form 
to closed form is in blue and the transition pathway from closed to open is in green. Dots are used to plot 
the intermediate structures generated during the MMC simulation. Arrows are used to indicate the direction 
of the transition pathway. During the transition from open form to closed form, the LID domain closes first, 
followed by the closure of the NMP domain, indicated by a sharp decrease in the LID-CORE angle first, 
followed by the decrease in the NMP-CORE angle. However, during the transition from the closed form to 
the open form, both LID and NMP domains open simultaneously, indicated by the increase in both the LID-
CORE angle and NMP-CORE angle.  B) LID-CORE angle and NMP-CORE angle changes reported by 
Bahar [72], using coMD, a method combining molecular dynamics and ENM, the transition pathway from 
open form to closed form is colored in blue and the transition pathway from closed form to open form is 
colored in green. Similar to what we find, the LID domain closes first followed by the closure of NMP 
domain in the transition from open form to closed form, and both the LID domain and NMP domain open 
simultaneously in the transition from closed form to open form.  
 
 Since the global motions of ADK are mainly the opening and closing of LID and NMP 
domain, we find that PC1 clearly captures this motion as the most dominant PC, which explains 
81.5% of the variance. PC2 captures the twisting motion of the LID domain, which explains 9.2% 
of the variance. We localize the structures on the PC1-PC2 space by adding PC vectors to closely 
approximate the experimental structures. We then evaluate the energy of interpolated structures 





are projected onto this PC space as well. Figure 3.10 shows the generated energy landscape for 
ADK. The experimental structures used to perform the PCA are shown as white stars and the 
intermediate structures generated by MMC are drawn as magenta dots. The energy landscape is is 
described by the blue to red spectrum shown in contours, where blue is for low energy and red is 
for high energy, according to the scale on the right side of Fig. 3.10.   
 
Figure 3. 10  Energy landscape constructed by sampling conformations in the PC1-PC2 space and 
conformational transition pathway from closed to open forms generated by Metropolis Monte Carlo 
simulation of adenylate kinase (ADK).  The starting conformation is labeled “Initial” and the end 
conformation is labeled “Target” on the landscape. This energy landscape is created by computing energies 
for every interpolated landscape conformation constructed for the linear combination of PC1 and PC2. The 
energy is defined as a weighted combination of four-body potential, the non-sequential four-body potential, 
and short-range potential with weights of 1, 0.28 and 0.22, respectively. The energy landscape is shown in 
a blue to red spectrum, where blue is low energy and red is high energy. Calculated energies are in units of 
𝑘𝐽 / (𝐾 ∙ 𝑚𝑜𝑙). Experimental structures are projected onto the PC space and shown as white stars. The closed 
structures are located at the upper left side and the open structures are located at the left bottom side. 
Intermediate structures generated by the MMC simulation on the pathway from closed form to open form 
are shown as magenta dots. The experimental structures outside of the closed form and open form clusters 





 We also perform MMC simulations for HIV-1 protease from closed form to open form. 
The active site of HIV-1 protease is comprised of D25-T26-G27 amino acids from both monomeric 
units, and the protein functions only in the dimeric form [143]. Ligand is included during the 
simulation, residues within 5Å of the ligand are randomly selected, and then the direction of the 
force that moves the structure closest towards the target structure is selected. The response 
structure is then calculated, and we evaluate the response structure’s energy. We then use the 
Metropolis criterion discussed in section 3.3.4 to decide if the response structure should be 
accepted or rejected. Figure 3.11 shows the overall RMSD decrease between all intermediate 
structures and the target form and the energy change during the simulation.  
 
Figure 3. 11 Overall RMSD and energy change in an MMC simulation of the force-driven closed to 
open transition of HIV-1 protease. A) The decrease in RMSD between the conformational intermediates 
in response to MC force application and the target form. MMC simulation starts at step 1 with the RMSD 
equal to the difference between the starting closed form and the target open form (2.42Å) and ends at step 
45 with an RMSD value of 1.75Å between the final response state and the target form.  B) Energy change 
for each step for intermediates during the MMC simulation. The values of the free energies are scaled in 
order to set the minimum value of energy equal to zero.  
 






Figure 3. 12 Energy landscape constructed by sampling of conformations in the PC1-PC2 space and 
conformational transition pathway generated by Metropolis Monte Carlo simulation of HIV-1 
protease in both directions.  The energy landscape is created by computing energies for every interpolated 
landscape conformation constructed as the linear combination of PC1 and PC2. Energy is defined as a 
weighted combination of four-body potential, the non-sequential four-body potential, and short-range 
potential with weights of 1, 0.28 and 0.22, respectively. The energy landscape is shown in a blue to red 
spectrum, where blue is low energy and red is high energy. Calculated energies are in units of 𝑘𝐽 / (𝐾 ∙ 𝑚𝑜𝑙). 
Experimental structures are projected onto the PC space and shown as black stars. The transition pathway 
from open form to closed form is shown in black hexagons and the transition pathway from closed form to 
open form is shown in red hexagons. It can be seen that most of the experimental structures reside in low 
energy areas, with the transition pathway also passing mostly through low energy areas.  
 
We use the same set of 304 structures as previously used by our group [42] and perform 
PCA. The first two PCs capture 30% and 21% of the total variance, respectively. PC1 is an opening 
and closing motion of the flaps resulting in significant changes to the ligand binding space and 
PC2 is a twisting motion of the flaps. We then interpolate structures in this PC1-PC2 space by 
adding PC vectors to the closest experimental structure available on the PC space. We then 
calculate the energies for interpolated structures in the PC space to generate the energy landscape. 




spectrum with blue being the lower energies and red being higher energies. The experimental 
structures are plotted using black stars. The transition pathway from open form to closed form is 
shown in black hexagons and the transition pathway from closed form to open form is shown in 
red hexagons. It can be seen that most of the experimental structures. We also project the 
intermediate structures generated by MMC, and it can be seen that the projected pathway passes 
mostly through low energy parts as well. 
3.4 Conclusions 
The studies in this chapter have shown that the conformational changes between known 
experimental structures can be driven by applied forces. In Chapter 2 we demonstrated that the 
external forces that can drive a protein conformation towards a known end state at a single residue 
are highly directional and can drive the transition near its end point. In this chapter we have shown 
that by adding external forces to other residues around the binding pocket in glutamine binding 
protein, we can generate well-defined intermediate conformations as well as better reach the final 
targeted conformation. In this chapter, by adding forces at residues around the binding site in a 
Metropolis Monte Carlo simulation, we are able to reach a final state that is nearer to the target 
structure for the closed to open form transition in the glutamine binding protein. The final states 
fit well into their corresponding target forms. Similar Metropolis Monte Carlo simulations have 
been carried out for adenylate kinase and HIV-1 protease, and for both cases we are able to reach 
a final state that are only 3.8Å and 1.2Å away from the known end state, respectively, in terms of 
root-mean-square-deviation. Both of these simulations are carried out for the transition from closed 
form to open form, which has proven to be the more difficult direction. In the Metropolis Monte 
Carlo simulations, the transitional pathways generally follow downhill steps in terms of energy, 




pathway, and these forces help to pass over the energy barriers. The energy landscapes constructed 
in this chapter find almost all experimental structures in low energy regions, which validates the 
notion that most crystal structures tend to adopt low energy conformations, as well as confirms the 
correctness of the energy functions. We collect ensembles of the same protein structure and extract 
the most dominant motions through principal component analysis, then interpolate structures onto 
the principal component space. Energy landscape are then calculated for all interpolated and 
extrapolated structures along the two most dominant principal components. The obtained energy 
landscape is also informative to suggest possible conformational transition pathways between the 

























CHAPTER 4. DIRECTIONAL FORCE ORIGINATING FROM ATP HYDROLYSIS DRIVES 
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Protein functional mechanisms usually require conformational changes, and often there are known 
structures for the different conformational states. However, usually neither the origin of the driving 
force nor the underlying pathways for these conformational transitions are known. Exothermic 
chemical reactions may be an important source of forces that drive conformational changes. Here 
we investigate this type of force originating from ATP hydrolysis in the chaperonin GroEL, by 
applying forces originating from the chemical reaction. Specifically, we apply directed forces to 
drive the GroEL conformational changes and learn that there is a highly specific direction for 
applied forces to drive the closed form to the open form. For this purpose, we utilize coarse-grained 
elastic network models. Principal component analysis on 34 GroEL experimental structures yields 
the most important motions, and these are used in structural interpolation for the construction of a 
coarse-grained free energy landscape. In addition, we investigate a more random application of 
forces with a Monte Carlo method and demonstrate pathways for the closed-open conformational 
transition in both directions by computing trajectories that are shown upon the energy landscape. 
Initial RMSD between the open and closed forms of the subunit is 14.7 Å and final forms from 
our simulations reach an average RMSD of 3.6 Å from the target forms, closely matching the level 





Conformational transitions between multiple forms of a protein play an important role in the 
relationship between structure and function. Comprehending conformational transitions is critical 
for understanding biological mechanisms, such as those of protein machines. Although a large 
number of protein structures have been determined by X-ray crystallography to have multiple 
conformations (1, 2), there is still little information about what causes these transitions (3). In 
many previous investigations, we and others have observed that the transitions from open to closed 
forms can occur either spontaneously or upon ligand binding and have reported that both forms 
are included within the conformational ensembles sampled by using elastic network models 
(ENMs) (4–9), molecular dynamics (10, 11) or Principal Component Analysis (PCA) of sets of  
experimental structures (12–15). However, transitions in the opposite direction (from closed to 
open forms) are more difficult to achieve. These transitions usually entail breaking energetically 
favorable interactions, and exactly how this occurs has been difficult to determine. The underlying 
drivers for such conformational transitions are unclear. Here we specifically investigate how 
highly directed forces originating from the site of ATP hydrolysis, an exothermic reaction, can 
cause the closed form to open for the GroEL chaperonin protein. One can propose that the active 
agent for these ballistic forces might be the leaving phosphate group. 
Free energy landscapes (FEL) have come into common usage in the protein folding field 
(16–18), and are extremely useful for the investigation of conformational changes (19, 20). A FEL 
is a mapping of all available conformations for a protein onto their corresponding free energies 
(21). Free energy maps reveal that clusters of experimental structures often occur around regions 
of local free energy minima (22). Protein dynamics is also described with FELs (23), which can 




energy (ΔG) of a conformation ΔG =  ΔE –  TΔS is the difference between the enthalpy (ΔE) and 
the entropy (ΔS) scaled by temperature T. FELs can be used to study protein conformational 
transitions, and this has even been proposed as a second revolution in molecular biology for 
understanding protein functions (24). These are useful for the present study; and in particular we 
utilize a coarse-grained FEL to consider transition pathways.  We assume that the native protein 
crystal structures lie in low energy wells. For this purpose we utilize empirical statistical potentials 
and entropies that we have long developed (see S3 in the Supporting Material).  
 Exothermic chemical reactions, especially ATP hydrolysis, can produce driving forces 
(“active” forces) for some protein conformational transitions (25–29). In single molecule studies, 
forces are applied and their effects on molecular structure are observed (30). Most of the forces 
that have been investigated so far are those arising either from Brownian motions (31) or from 
derivatives of potential functions (“passive” forces). Another example of specific “active” force 
might be the mechanical action of an arm of a protein moving with acceleration to impact other 
molecules with a large force (“hammer-like”). Strongly exothermic chemical reactions can give 
rise to driving forces having specific directionality (32), such as the expulsion of products from an 
enzyme active site. The rigidity of a typical enzyme active site means that the products are 
naturally expelled in directions away from the active site in a directional way. Protein 
conformational transitions are essential for the mechanistic investigations of chemical reactions 
(33). Here we begin investigations of “molecular ballistics” which may directly cause some protein 
conformational transitions, based on the ballistics trajectories of the chemical products of 
exothermic reactions. 
It is straightforward to apply forces to a protein structure. In recent years there have been 




of  linear response theory (LRT) to reveal how proteins change their conformation upon ligand 
binding (34). In their study, the Hessian for computing linear force response is built from both 
molecular dynamics (MD) and ENMs. The Atilgans developed the perturbation response scanning 
(PRS) method to study the ligand binding mechanism of ferric binding protein (35). Zheng and 
Tekpinar used a similar method to identify the key residues in protein dynamics (36). Gerek and 
Ozkan utilized PRS to study allostery in PDZ domains (37). PRS results can be derived either from 
MD simulations or from coarse-grained ENMs. Due to their simple nature, coarse-grained elastic 
network approaches have proven to be more computationally efficient compared to atomistic MD 
simulations (38), and are nonetheless able to capture most of a structure’s important motions.  
This is the approach we use here to study the molecular chaperonin GroEL. Allostery is 
crucial for understanding the mechanisms of molecular machines. It is likely that the actions of 
most machines are driven by conformational changes due to binding and hydrolysis and that the 
cooperativity within the structure is responsible for its coordinated allosteric movements (39). 
GroEL has been shown to display positive cooperativity within the ring (40), however, the detailed 
mechanism for such cooperativity remains unknown. In the final section of our study, we show 
briefly results of preliminary assessments of the cooperativity of GroEL subunits by Metropolis 
Monte-Carlo (MMC) force application on a complete ring structure, but most of the present work 
focuses on the cooperativity within a single subunit of GroEL. Our approach of applying forces to 
the elastic network model of GroEL has two steps: 1) determining the direction that are most 
effective for applying a single force to effect the conformational transition at the ATP hydrolysis 
site and 2) a Monte Carlo simulation where the forces are applied in random directions around the 





Materials and Methods 
Dataset 
We collected 34 intact crystal structures of GroEL from the Protein Data Bank (PDB). 
Table S1 displays a detailed description of this dataset. Structures bound with different ligands 
distinguish themselves in different conformational states. We have chosen 1KP8 and 1AON as the 
characteristic closed (tense) and open (relaxed) forms. The structure ensemble for PCA consists of 
38 subunits (See Supporting Information S1). The individual subunits and their domains in the 
context of the entire GroEL complex are shown in Fig. S1. Structures are trimmed slightly to have 
identical sequence lengths and residues at each position, where the subunits were aligned with 
MUSTANG (41). 
Coarse-grained Elastic Network Models 
To model protein structures using Anisotropic Network Model (ANM), we coarse-grain them by 
representing each residue by only its Cα atom. An elastic network is built by placing springs 
between any two Cα atoms that are within a cutoff distance and the springs are treated as being 
harmonic for all interactions. In our study, we use mixed coarse-grained Elastic Network Models. 
The interesting part in the structure around the ATP is described in atomic detail with each atom 
representing an elastic node. We have used a cutoff distance to define the connections between 
two coarse-grained nodes as 12 Å. We use 𝐶𝛼 atoms only to represent the low-resolution parts in 
the structure. The cutoff distance for the atomic nodes is 5 Å. Springs connecting the atomic and 
coarse-grained nodes are defined with a cutoff distance 7.75 Å (the geometric mean of cutoffs for 





ENM Based Force Application 
Our force application approach utilizes the Hessian Matrix computed for the ANM and generates 
a displacement vector in response to an external force perturbation vector based on LRT. This 
displacement vector is given by:  
                                       𝐺𝑖 ∙ 𝐹𝑖 = ∆𝑅𝑖                    (1)  



















































































































In the matrix G, 𝑔𝑙𝑚  is an element which for 𝑙, 𝑚 = 𝑥𝑗 , 𝑦𝑗 , 𝑧𝑗 , 𝑗 ∈ {1,… , 𝑁} denotes the 
second order partial differential of energy with respect to direction. The 3𝑁 × 1 vector ∆𝐹𝑖 is the 




𝑖), and ∆𝑅𝑖 is the resulting 3𝑁 × 1 displacement response vector 
from the force applied to residue i. We apply small iterative forces on the structure to avoid extreme 
changes and realign each resulting structure to its previous state on the invariant part to eliminate 
rigid body motions; this provides the internal structural response. The response vector difference 
is computed by subtracting the previous structure positions from the new response structure 
positions. The force iteration is continued until the RMSD from the target structure converges and 




overall RMSD, correlation of residue-wise RMSD and mean square error, to evaluate the response 
structure after iterating the force perturbations, to select the most favorable force direction for a 
structure to move towards the target structure. 
Metropolis Monte Carlo Method in Force Application 
We integrate the MMC method into our force application approach. In our MMC force application, 
a random node is first selected to add force to. A response intermediate is obtained by force 
application, and its free energy is evaluated. The Metropolis decision criterion uses the free energy 
of the newly generated state n in comparison with the free energy of the previous state n-1 and 
uses the acceptance probability in Eq. 2 to determine whether to accept or reject the new 
conformation n: 
𝑝 = {




) ,               𝐺𝑛 > 𝐺𝑛−1
     (2) 
where 𝑝 is the probability for accepting the newly generated conformation in a MMC simulation, 
𝐺𝑛 is the free energy of the newly deformed conformation in the new state n, 𝐺𝑛−1 is the free 
energy of the conformation in previous state n-1, 𝑘  is the Boltzmann constant and 𝑇  is the 
temperature. The free energy is computed as described in Supporting Information S3. The 
probability computed from the Metropolis criterion is then compared with a random number in the 
range [0, 1]. If the random number is smaller than the acceptance probability p, we accept the new 
state n. Otherwise the new state n is rejected since the energy increasing from state n-1 to state n 
is unfavorable. The downhill steps in free energy are always accepted while uphill steps are only 
accepted with a certain probability based on the Metropolis criterion. Steps are updated regardless 




Principal Component Analysis 
We perform PCA, a dimension reduction method on the aligned structure ensemble and extract 
most important directions of structural variation for the construction of the free energy landscape.  
Free Energy and Construction of Landscape 
The potential energy of a structure is estimated from Eq.3 as an optimized linear combination of 
three knowledge-based potentials as in our previous work (42). 
𝑉𝑜𝑝𝑡 = 1 ∗ 𝑉4−𝑏𝑜𝑑𝑦 𝑠𝑒𝑞 + 0.28 ∗ 𝑉4−𝑏𝑜𝑑𝑦 𝑛𝑜𝑛−𝑠𝑒𝑞 + 0.22 ∗ 𝑉𝑠ℎ𝑜𝑟𝑡 𝑟𝑎𝑛𝑔𝑒   (3) 
where the weights for each of the potentials in the equation were obtained by minimizing the 
RMSD of best decoys from homology modeling targets of CASP8 to their corresponding native 
structures using particle swarm optimization (PSO) (43–45). We estimate the entropies with our 
newly developed knowledge-based method to compute the entropy (see further details in 
Supporting Information S3). The free energy landscape is constructed by a structural interpolation 
approach, i.e., weighted-contributed method (WCM) and PCs. Free energy of each conformation 
interpolated by the WCM method is evaluated on the 2D PC space and the space can be visualized 
as a contour plot (see further details in Supporting Information S6). 
Results and Discussion 
ATP hydrolysis is a chemical reaction in which chemical energy is stored and transported in ATP 
and released upon hydrolysis. Since this reaction is exothermic and releases around 7.3 kcal mol-1 
(46), the energy released by this reaction may drive large conformational changes and propagate 
forces through a structure and even beyond. Our scenario is to apply force at the reaction site where 
the released phosphate group can itself be the agent for force application. Our Monte Carlo 




forces directly in the first stage as well as more randomly by using MMC, we can obtain 
intermediate conformations and can suggest conformational transition pathways. The trajectories 
projected onto an energy landscape are informative about how the protein conformations change.  
 
Extent of GroEL conformational transition by application of a single directed force  
Our study focuses on GroEL (47) and we utilize mixed coarse-grained ENMs that we developed 
earlier (48) to investigate the collective dynamics of proteins described by a combination of 
atomistic (high-resolution) and coarse-grained (low-resolution) regions (See Fig. 4.1A and 
Supporting Information S7).  A structural difference vector is computed by taking the coordinate 
differences between the closed and open form of GroEL (shown as arrows in Fig. 4.1B).  
 
 
Figure 4. 1 GroEL subunit elastic network model and structural difference between the closed and 
open form. A) Elastic network model of the GroEL subunit; ATP is represented with each atom as a node, 
with cutoff distance 8 Å to connect pairs of the atomic nodes. Amino acid residues are represented as lower-
resolution nodes by using only their Cα atoms, with a cutoff distance 12 Å to define the placement of springs. 
The cutoff between the atomic and coarse-grained nodes is the geometric mean of the two cutoff distances 
(9.8 Å). B) Structural difference vector for GroEL between the closed and open states is shown. The closed 
form is displayed in blue and the open form is in pink. The gray arrows are the structural difference vectors 
between the corresponding residue pairs in the two conformations. The ATP is bound in the equatorial 





In the first step we investigate forces from all directions (Fig. 2A, Fig. S2) and find a cone 
of forces of a limited range of angles that yield high overlaps between the response displacement 
and the experimental displacement vectors shown in Fig. 2B, which demonstrates that a highly 
directed force can indeed drive the closed form in a direction toward the open form (See Fig. 2 and 
Supporting Information S7). Small forces are applied iteratively originating from the γ-phosphate 
(leaving phosphate group of ATP) in the starting closed form with a force direction that yields 
maximum overlap at each iteration step. The process is stopped when the RMSD of an intermediate 
response from the target structure no longer decreases. Over the course of 10 iterative steps, the 
RMSD decreases from 14.7 Å to 7.7 Å. The mean overlap of response displacements with the 
experimental structure difference for these 10 iterations is 0.82. The Pearson Correlation of the 
residue-wise RMSD between initial and target conformations and that of initial-finial response 
states is 0.9. Figure 2C shows the optimized four-body potentials of the conformational transition 
intermediates from closed form to open form by these force applications. By simply applying 
forces at the ATP hydrolysis phosphate group we reach approximately halfway through the 














Figure 4. 2 Applying forces only at the ATP hydrolysis site. (A) Overlaps of the conformational change 
with the difference vectors shown in Fig. 1B. (B) The range of angles showing the highest overlaps. (C) 
Potential energies of transition intermediates after iteratively applying forces on a closed GroEL subunit. 
Force application starts from frame 1 and ends at frame 10. Optimized knowledge-based four-body potential 
is computed for each frame and the potential mostly increases during the transition from the closed form 
(frame 1, in blue) to the open form (frame 11, in red). The middle structure includes multiple conformations 
as the transition progresses from the initial closed blue form to the open red form. Dashed line represents 
change remaining to reach the target open form. 
Applying random forces in the vicinity of hydrolysis by Metropolis Monte Carlo  
This procedure introduces more randomness in the force directions than in the procedure described 
just above. In each MMC step, the nodes for force applications near the ATP binding site and the 
force directions are randomly chosen and the final selection of force direction at each step is biased 
to choose the direction having maximum overlap between the structure-difference vectors and the 
response vectors. A Boltzmann factor of the free energy is used in the Metropolis criterion to 
decide whether to accept or reject the new conformation following each new conformation 
generated during the simulation. After this MMC simulation, the RMSD between response 
intermediates and target form is evaluated. Figure 3A shows the monotonic decrease in overall 
RMSD over the simulation whereas Fig. 3B shows the changes in free energy, where the extent of 
randomness introduced can be judged. And, in Fig. 3C the changes in RMSD of the separate 






Figure 4. 3 Changes in RMSD and free energy during an MMC simulation from the closed to the 
open structure of GroEL. A) Decrease in RMSD between conformational intermediates (in response to 
MMC force application) and the target form. Force application starts at frame 1 with RMSD equal to the 
difference between the starting closed form and the target open form (14.7 Å), and ends at frame 176 with 
an RMSD of 3.9 Å between the final response form and the target form. B) Free energy values (scaled) 
increase overall but exhibit significant fluctuations over the course of the simulation.  Shown are the free 
energies for each frame of the MMC simulation. The starting closed conformation’s free energy is set to 
zero. Notably, unlike the energies shown in Fig. 2C, these free energies do decrease somewhat as the system 
approaches the open form. C) The changes in RMSD for each of the three domains of GroEL. The RMSD 
decreases from 23.9 Å to 4.4 Å for the apical domain shown in open circles which is the curve with the 
widest range of values, while for the intermediate domain the RMSD decreases by only 1.2 Å (solid middle 
line) and the equatorial domain the RMSD actually increases slightly by 0.8 Å (dotted line, bottom). 
 
The overall RMSD decreases faster at the beginning stage of simulation from frame 1 to 
frame 80, and then decreases more slowly after frame 100. The RMSD of the response structure 
from the target open form at the final step of simulation is 3.9 Å. It is worth noting that up to 2000 
simulation steps are permitted to ensure that the conformation has sufficient steps to reach its 
targeted form, because the iterative forces are small. After inspection of the trajectory and the 
movie from initial to target form, it is seen that most snapshots after 200 steps do not contribute 
significantly to the overall transition. Instead, the structure undergoes local motions with subtle 
changes for some residues and domains that are not as important as the earlier steps, and also the 
free energy randomly increases and decreases without any clear pattern.   In terms of the final 




bond length between and is fixed at 3.8 Å. Since we use a coarse-grained protein structure 
comprised of only atoms, the overall RMSD achievable with the MMC force application 
simulation could be expected to reach approximately this value; and indeed this is what has been 
achieved.  In Fig. 3B, the starting structure first moves uphill with increasing free energy, 
presumably to overcome a barrier and then begins sampling a set of conformations with somewhat 
lower free energies. Figure 3C shows the RMSD decrease for each of the three GroEL domains 
during the simulation. The largest changes take place in the apical domain. The apical domain 
contains a large number of hydrophobic binding sites for unfolded protein substrates that undergo 
large conformational changes. The RMSD value in the equatorial domain increases only slightly, 
showing that it can be viewed as the invariant domain of the system. The intermediate domain that 
mainly functions as a linker between the apical and equatorial domains has a relatively small 
number of residues; and hence the small decrease in RMSD is reasonable. The RMSD converges 
and stops decreasing after a certain step, at which point the simulation is stopped.  
Figure 4A shows the displacements of each residue for the superimposed experimental 
initial-target and the simulation initial-final pairs, and it can be seen that the two displacement 
profiles overlap extremely closely throughout the structure, and especially well for residues 200-
350, which are residues with the largest changes in the apical domain of the GroEL subunit. When 
the RMSD reaches 3.9 Å, the Pearson Correlation coefficient of the two root mean square 
displacement vectors is 0.99, and the mean of the absolute difference of the two vectors is 1.5 Å. 
We also compute residue-wise differences between the two displacement vectors, and the values 
for each residue are mapped onto the structure (Fig. 4B). The mean of the residue-by-residue 




intermediate domain and the topmost part of the apical domain. The mean square error of 
displacements is 6.1 Å2. 
 
Figure 4. 4 Pairwise displacements of residues for the experimental initial-target structure pair and 
the simulated initial-final structure pair. A) Residue-wise displacements between each pair of 
corresponding residues in the initial-target (black) pair and the initial-final (red) pair, i.e. final response 
conformation at the end of the MMC closed to open transition simulation. B) Difference of residue-wise 
displacements in Part (A). The residue-by-residue absolute displacement difference is computed for each 
residue in the subunit structure and the values are color coded blue-white-red (blue = low, red = high).  
Transition pathways on the free energy landscape  
To construct the FEL in PC space, we perform PCA based on the 38 GroEL subunits aligned by 
MUSTANG (Fig. S4). PC1 is distinctively dominant; it captures 94.5% of the variance and almost 
completely accounts for the open to closed transition while PC2 captures 3.9% of the variance. 
PC3 and PC4 include only 0.52% and 0.41% of the variance. We also report the overlap of the 
PCs and normal modes from ENM describing the closed-to-open transition (Table S2). The crystal 
structures used for the PCA are projected onto the 2D PC1-PC2 space, with their corresponding 
PC scores specifying the coordinates (See the white circles projected onto the PC1-PC2 space in 
Fig. 5). By deforming a representative structure along a PC vector, we can visualize the motions 




the dataset. While this free energy landscape has been constructed by interpolating between 
structures with the Weighted Contribution Method (WCM) (see Supporting Information S6); we 
can also perform structural interpolation by combining PCs by an alternative method (see 
Supporting Information S5 and Fig. S5). For the result shown in Fig. 5, we perform structural 
interpolation in PC1-PC2 space by computing the coordinates of each grid-point on the PC space 
using DIW-LV (Distance-Inverse-Weight and Linear-Varying) surface function (refer to 
Supporting Information S6 for details) and compute free energies by combining sequential four-
body, non-sequential four-body, short-range potentials (Fig. S6A-C) and knowledge-based 
entropies (Fig. S6D). The high-dimensional surface can be visualized by projecting onto 3D space 
with combinations of the first three PCs (Fig. S7). 
Our results agree well with the findings reported in previous studies. In Chennubhotla’s 
study (49, 50), PC1 captures 94.5% of the variance, and the ANM analysis demonstrated that mode 
1 captures more than 80% of the variance. Our conformational transition pathways following PC1 
and PC2 have high overlaps with the low frequency normal modes (see Supporting Information 
S8) conforms to their findings that the ability of the structure to move toward its alternative 
functional form naturally results from this high overlap. 
The steps of the simulations are also shown in Fig. 4.5. Forces are iteratively applied to 
each intermediate response structure in MMC simulations, and these simulations were repeated 
three times for the closed to open direction and the open to closed direction. Each of the response 
intermediate conformations from the MMC simulations are projected onto the energy landscape, 
showing a transition trajectory as a series of points. We observe that PC1 provides a distinct 
separation between the closed and open forms, and the two clusters lie at the end of a low free 




PC2, however they nonetheless also lie in relatively low free energy regions. The result 
corresponds well with the concept that native structures generally adopt low free energy states. 
 
Figure 4. 5 The projection of the directions of MMC simulation pathways and the GroEL 
experimental structures onto the free energy landscape along PC1 and PC2. The white open circles on 
the landscape are the projections of the 38 subunits from crystal structures onto the PC space. Structures at 
the upper right are closed and at the upper left are open. Free energies (in kcal/mol) are computed for all 
interpolated conformations as well as for the individual experimental structures along PC1 and PC2, which 
are color-coded (red = high, blue = low) and visualized as a contour plot. The magenta open circles are the 
two end states. The transition trajectories from open to closed move progressively from left to right, shown 
as white dots, while those from closed to open form progress from right to left, shown as red dots. These 
two pathways are also shown in Movies S3 and S4. 
For the open to closed transition, the transition starts from the open state in the left cluster 
and reaches the closed state at the upper right side of the landscape by moving along PC2 near the 
end of the trajectory. A similar observation is made for the closed to open transition where the 
closed state on the right side of the landscape first moves along PC1 before a final traversal along 
PC2. Comparing the groups of three individual trajectories, the transition band formed by three 
trajectories for closed to open transition shows the greater variability along PC2. This can be 





whereas the open state is less uniquely defined and is usually higher in energy. Although on the 
2D PC space there are many outliers around the open state, the final RMSD reached is below 4 Å, 
which is an excellent final RMSD for a protein having more than 500 residues. While the multiple 
trajectories show some variability, the trend of the conformational changes is similar. The final 
average RMSDs achieved after 300 MMC steps in the 3 runs for open to closed and closed to open 
transitions are 3.3 Å and 3.9 Å (see Movies S3 and S4). We further compare the transition 
intermediate differences with ENM modes and find that the low frequency normal modes have the 
highest overlap with the structural change vector from two consecutive steps in the simulation for 
either transition direction (see Supporting Information S8, Fig. S8 and Fig. S9). 
In the earlier investigation of GroEL dynamics using ENMs by Bahar and coworkers (51),  
they used Adaptive ANM with a similar Metropolis Monte Carlo scheme. In their adaptive ANM 
method, both ends are energy minima and the procedure initiates ANM trajectories from both ends 
to generate intermediate conformers (the energy of which will be naturally higher than that of the 
two end points). Our free energy landscape computed here shows two energy minima that includes 
most experimental structures, which confirms the assumption of Bahar’s group in their previous 
study. What is different here is that our study focuses on the impact of molecular forces as drivers 
of conformational change. 
Cooperativity of GroEL subunits in the MMC force application simulation  
Studies on the single subunit extracted from the ring may shed light on the dynamics of the 
single subunit when embedded in the ring assembly since the overlap values between the softest 
modes of the subunits in isolation and when they are part of the complex are high. In addition, we 
also carried out a MMC simulation for a ring of GroEL, consisting of 7 identical subunits in their 




subunit has an RMSD of 14.7 Å from its corresponding open form.  Forces are applied to the single 
subunit A at its ATP binding pocket, mimicking the effect of ATP hydrolysis on subunit A to push 
it toward its target open form. We observe that the RMSD of subunit A drops to 7.7 Å, in close 
agreement with the result of force application to a single subunit. In addition, there are strong 
effects on the neighboring subunit - the RMSDs of the two neighboring subunits B and G (two 
neighbors of subunit A) demonstrate a cooperative effect, with a decrease to 12.6 Å and 11.7 Å, 
respectively. Our result indicates that by pushing subunit A to its open conformation, its two 
neighboring subunits begin opening as well, suggesting a significant positive cooperativity. 
Propagated effects diminish as you look further around the ring with subunits D and E showing 
even small increases in RMSD. We anticipate that future investigations would yield further 
information about this. 
 
 
Figure 4. 6 Cooperativity in a 7-subunit GroEL ring in an MMC simulation. Forces are applied only 
to subunit A, and changes are observed throughout the ring. The seven subunits are colored based on the 
final RMSD of the subunits from their corresponding open conformation in Å. Opening of subunit A in 
response to the applied forces causes both of its close neighboring subunits G and B to partially open, 






Our work has provided evidence that force propagation is likely to originate at the reaction site in 
exothermic chemical reactions. We have shown that the experimental structure-derived motions 
of the GroEL subunit captured by the principal components can be driven by explicit forces 
originating from the site of hydrolysis of the ATP. Elastic network based force application reveals 
strongly preferred directions for the forces that can drive GroEL toward its known targeted end 
point. By adding forces on the leaving phosphate group directly, we are able to generate defined 
intermediate conformations in response to forces and obtain a transition pathway for 
conformational changes. By applying forces on GroEL at randomly selected residues near the 
phosphate group using MMC simulations, we are able to reach a final state that is close to the 
experimental state for both the open-to-closed and the opposite closed-to-open transitions. In our 
MMC simulations, the transition pathway follows a series of downhill steps with a small fraction 
of uphill steps to pass over energy barriers and moves from one low free energy valley to another. 
Free energy landscapes developed in our work are also informative in suggesting possible 
conformational transition pathways, suggesting that pathways for both directions proceed along 
the dominant PC1, before finally making the smaller adjustments along PC2. Our study on the ring 
structure of GroEL introduces the problem of cooperativity around the ring, showing that effects 
propagate around the ring with the largest effects causing similar but smaller changes in the 
neighbors with smaller effect in the next-nearest neighbors.  
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CHAPTER 5. DISTRIBUTIONS OF EXPERIMENTAL PROTEIN STRUCTURES ON 
COARSE-GRAINED FREE ENERGY LANDSCAPES 
 
Kannan Sankar, Jie Liu, Yuan Wang, Robert L. Jernigan 




Predicting conformational changes of proteins is needed in order to fully comprehend 
functional mechanisms. With the large number of available structures in sets of related proteins, 
it is now possible to directly visualize the clusters of conformations and their conformational 
transitions through the use of principal component analysis.  The most striking observation 
about the distributions of the structures along the principal components is their highly non-
uniform distributions.  In this work, we use principal component analysis of experimental 
structures of 50 diverse proteins to extract the most important directions of their motions, 
sample structures along these directions and estimate their free energy landscapes by 
combining knowledge-based potentials and entropy computed from elastic network models. 
When these resulting motions are visualized upon their coarse-grained free energy landscapes, 
the basis for conformational pathways becomes readily apparent.  Using three well-studied 
proteins, T4 lysozyme, serum albumin and sarco-endoplasmic reticular Ca2+ ATPase, as 
examples, we show that such free energy landscapes of conformational changes provide 
meaningful insights into the functional dynamics and suggest transition pathways between 
different conformational states. As a further example, we also show that Monte Carlo 
simulations on the coarse-grained landscape of HIV-1 protease can directly yield pathways for 





Proteins are often regarded as the work force of cells, and understanding their actions requires 
an understanding of their dynamics.  Experimental protein structures, whether determined by X-
ray crystallography, NMR spectroscopy or by high resolution cryo-electron microscopy,1,2 shed 
light about the structure and function of diverse proteins. However the structures individually only 
provide a static snapshot of the protein. But collectively, multiple structure determinations of the 
same or closely related proteins can inform us directly about its dynamics.  Even mutants, it is now 
being realized, have structures and motions falling primarily along the same limited dynamics 
pathways.3,4 Wolynes, Onuchic and Dill5–14 have all pointed out the importance of understanding 
the energy landscapes. Understanding the dynamic distributions of the different structures and 
their energetics upon the landscape is a crucial step in understanding structure-function 
relationship in proteins. Recently, Nussinov and Wolynes15 have pointed out how useful it is to 
interpret biomolecular function within the framework of energy landscapes and can help to explain 
diverse phenomena ranging from the effects of ligand binding16 to the effects of mutations17–19 on 
protein stability.  
Predicting dynamics information, given the 3D structure of a protein, has been a topic of a 
huge body of research. Molecular dynamics20,21 and Monte-Carlo methods22,23 are the most 
commonly employed techniques for extracting such dynamics information. Despite their proven 
success, these methods remain computationally intensive and limited in the time-scales that can 
be thoroughly investigated. On the other hand, coarse-grained (CG) methods such as those used in 
the elastic network models (ENMs) offer a convenient and quick alternative to all-atom models. 
Coarse-grained ENMs successfully model the dynamics of most proteins, even though the 




springs. The most popular ENMs are the Gaussian network model (GNM)24 and the anisotropic 
network model (ANM).25  In addition to being able to accurately predict residue position 
fluctuations, the low-frequency modes predicted by ENMs often capture the functionally relevant 
conformational changes evident in multiple crystal structures, for a wide variety of proteins26,27 
including even the largest molecular structures such as viral capsids28 and ribosome.29–32 
The number of available structures in the protein databank (PDB)33 has been growing 
exponentially. While there is remarkable diversity in the variety of type of structures in the PDB, 
many of them are indeed structures of the same protein or its close homologs and many more 
belong to the same protein fold. These multiple structures of the same or closely similar proteins 
in many cases provide an excellent sampling of the possible conformational states, analogous to 
what one would obtain from simulations such as molecular dynamics (MD) or Monte-Carlo. 
Previous works have shown the close correspondences between motions inherent in sets of 
structures in the PDB and motions extracted from analysis of MD trajectories34 or predicted 
motions from theoretical models.35–37 Surprisingly, little effort is being made to systematically 
explore the conformational space by using the different structures of the same protein already 
available in the PDB. 
Given a set of structures (either experimental or those generated from MD simulations), 
perhaps the most common method of extracting useful dynamics information is principal 
component analysis (PCA),38,39 and when applied to protein samples generated from MD termed 
essential dynamics.40 PCA is a statistical method based on covariance analysis, which can 
transform high dimensional data from the original space of correlated variables into a highly 




to reduce the dimensionality, most of a system’s variance will usually be captured by a small subset 
of the PCs. This is one of the primary advantages of performing PCA - that it greatly reduces the 
dimensionality of the dynamics space (originally of the order of number of residues) to a few 
dominant motions of the protein. PCA has been applied extensively to analyze trajectory data from 
MD simulations to find a protein’s essential motions.41,42 
Earlier, Howe43 used PCA to classify structures in NMR ensembles automatically, according 
to the correlated structural variations, and the results have shown that two different representations 
of the protein structure, the Cα coordinate matrix and the Cα-Cα distance matrix, gave equivalent 
results and permitted the identification of structural differences between conformations. Teodoro 
et al.44 applied PCA to a dataset composed of many conformations of HIV-1 protease and found 
that PCA transformed the original high-dimensional representation of protein motions into a low-
dimensional one that provides the dominant protein motions. PCA has also been employed to 
characterize diverse biomolecular phenomena such as protein folding pathways from MD 
simulations,45–47 the mechanism of prion action,48 and others.  
Recent studies have also shown that the most important motions (PCs) extracted from sets of 
experimental structures correspond well to the modes predicted by using coarse-grained models 
such as elastic network models.35–37 Software to perform PCA on sets of protein structures is 
currently supported by software packages such as Maven49 from our lab, ProDy50 from the Bahar 
group as well as Bio3d51 from Grant. 
PCs involved in the largest scale motions are often associated with the functional mechanism 
of a protein52 and thus also provide a convenient reduced coordinate system upon which to 




protein folding.45  Even though the energy landscape of a protein can be rugged and high 
dimensional,53 using the PCs as coordinates for the landscapes can usually reveal the dominant 
low energy regions and pathways for conformational changes.47 There have also been recent 
attempts to use PCA for internal coordinates54 rather than Cartesian coordinates to construct free-
energy landscapes.55–57 Free energies along the PCs are traditionally calculated from the negative 
logarithm of the probability distribution function of structures along each PC46 as  where  is the 
Boltzmann constant, T the temperature and  the joint probability density function of structures 
along a pair of PCs,  and . But this assumes that the simulation samples the entire conformational 
space accessible to the protein, which is not necessarily true. A more accurate picture of the energy 
landscape can be obtained if the conformational space (at least along the most significant directions 
of motion) is explicitly sampled and the relative energies of structures in different regions of the 
landscape can be computed. Here, we propose a new method of combining the PCs from sets of 
experimental structures with our previously successful free energy estimates58 to construct the free 
energy landscapes of a group of 50 well studied proteins. 
The free energy of a system is defined as measures of the energy and entropy of the system. 
Given the difficulties in computing interaction energies for proteins by using first principles, the 
empirical statistical or knowledge-based potentials have emerged as a convenient method to 
estimate potential energies of proteins. They have been tested out extensively at the CASP (Critical 
Assessment of Structure Prediction) competitions,59 and have proven themselves to be superior to 
other types of potentials. Knowledge-based potentials are calculated based on the preference of 
amino acid contacts between different residues in a database of known structures under the 
assumption that the global free energy minimum is the native structure of the protein. Pairwise 




subsequently developed and extended by Miyazawa and Jernigan61,62 and Sippl.63 Since then, with 
increased availability of structures in the PDB, many different two-body potentials have been 
developed and have found applicability for a variety of protein problems ranging from protein 
tertiary structure prediction64,65 and protein-protein interaction prediction66–68 to protein 
design.69,70  
The dense packing of residues in globular proteins means that two-body potentials are likely 
not sufficient to capture the 3-dimensional cooperative nature of multiple interactions,71–73 and it 
has been suggested that higher-body potentials are necessary for tasks like protein structure 
prediction. To address this, three-body74 and four-body potentials75 have been developed. Our own 
four body potentials76,77 capture the cooperative nature of interactions among amino acid residues 
in addition to incorporating differences between buried and exposed residues and the interactions 
between backbone and side chains. In addition, we have also developed an optimized potential 
function78 combining the long-range four body potentials with short-range potentials.79 This 
optimized potential when combined with entropy measures obtained from coarse-grained 
computational methods such as the elastic network models (ENMs)58,80 can provide estimates of 
free energy that have already proven to be extremely powerful in identifying native protein-protein 
complexes from sets of docked poses.58 We therefore combine information about preferred 
directions of motions from PCs with free energy information to present coarse-grained free energy 
landscapes for proteins.  These show the pathways for the limited conformational changes 
described by the set of dominant motions. 
The paper is organized as follows: First we discuss how to collect a dataset of proteins for this 
type of analysis and how to construct free energy landscape for these proteins by combining 




landscapes of three well known proteins and discuss how the energy landscapes can be interpreted 
in the context of the motions extracted from each dataset. As a further step, we also show how 
Monte-Carlo simulations on these coarse-grained free energy landscapes can provide transition 
pathways for force-driven conformational changes in proteins. 
Theory and Methods 
Datasets 
The PDB33 provides a clustering of all the chains by using CD-HIT81,82 at different levels of 
specified sequence similarity. In order to identify all the structures which are highly similar to one 
another in the PDB, we have utilized clusters obtained at 95% sequence similarity cutoff, from the 
PDB (as of Nov 2014). In other words, all protein chains in each cluster are at least 95% identical 
in sequence to each other. After obtaining these clusters, only monomeric proteins were retained 
for the analysis. However, with more careful alignment of oligomers, this methodology can handle 
multimeric proteins as well. Each of the members of these sets are aligned using the multiple 
structural alignment tool MUSTANG83 and the alignment is manually edited to remove any 
obvious mismatches or indels. Proteins within each set often have stretches of residues lacking 
position coordinate information (resulting in gaps in the alignment), and these structures have been 
removed from the sets. Guided by the multiple structural alignment (MSA), the PDB files of the 
structures are processed using our own Perl scripts to retain only residues present in all the 
structures within each set (i.e. not including positions having gaps in the MSA). Care is taken so 
as not to include any structures having gaps in the middle of the protein. This processed dataset of 
the position coordinates for each residue in the set of proteins constitutes the data used to perform 





Principal Component Analysis (PCA) 
The dataset for PCA, 𝚵𝑛 × 𝑝 is the matrix of position coordinates (x, y, and z) of the C
α atoms 
in an aligned set of proteins for n structures each having the total number of variables, 𝑝 = 3𝑁 
where 𝑁  is the number of residues in each structure. Then the 𝑝 × 𝑝  dimensional variance-
covariance matrix 𝑪 has elements  
𝑐𝑖𝑗 = ∑ (𝜉𝑘𝑖 − 𝜉?̅?)(𝜉𝑘𝑗 − 𝜉?̅?)/(𝑛 − 1)
𝑛
𝑘=1     ∀ 1 ≤ 𝑖, 𝑗 ≤ 3𝑁                        (1) 
Each diagonal term is the variance of each position coordinate and the cross diagonal terms are the 
covariances. Here, 𝜉𝑘𝑖 refers to the value of the 𝑖
𝑡ℎ variable (x, y, or z) for the 𝑘𝑡ℎ structure in the 
dataset 𝚵𝑛 × 𝑝  and 𝜉?̅?  refers to the mean of the 𝑖
𝑡ℎ  variable. The covariance matrix 𝑪  can be 
decomposed as 𝑪 = 𝑬∆𝑬𝑇 where the columns of 𝑬 are the eigenvectors 𝒆𝑘  ∀ 1 ≤ 𝑘 ≤ 3𝑁, which 
are the linearly independent, orthogonal vectors along directions of the variations in the data and 
the eigenvalues are the elements of the diagonal matrix ∆. The eigenvalues are sorted in order, and 
each eigenvalue is directly proportional to the amount of the variance it captures. The projections 
of the points on each eigenvector are called the principal components (PCs) and are obtained as 
columns of the matrix 𝑷𝑛×3𝑁 = 𝚵𝑛×3𝑁 × 𝑬3𝑁×3𝑁 . The PC scores are calculated as projections of 
the mean centered data onto the PCs, obtained as columns of the matrix  𝑷𝑛×3𝑁 =
(𝝃 − (1⃗ 𝑝×1 × 𝝃
𝑇
)) × 𝑬3𝑁×3𝑁 where 𝝃
𝑇
is the transpose of the mean vector of position coordinates. 
The 𝑖𝑡ℎ row of the matrix 𝑷 correspondingly gives the PC scores of structure 𝑖 in the dataset. 
 
Knowledge based potential functions 
The potential energies for the structures are estimated as an optimized linear combination of 




non-sequential potential77 and short-range potentials;79 as in our previous work.58 Four-body refers 
to close groups of four amino acids that can interact. 
𝑉𝑜𝑝𝑡 = 𝑉4−𝑏𝑜𝑑𝑦 𝑠𝑒𝑞 + 0.28 ∗ 𝑉4−𝑏𝑜𝑑𝑦 𝑛𝑜𝑛−𝑠𝑒𝑞 + 0.22 ∗ 𝑉𝑠ℎ𝑜𝑟𝑡 𝑟𝑎𝑛𝑔𝑒                    (2) 
The weights for the four-body sequential and four-body non-sequential potential terms were 
obtained previously78 by minimizing the RMSD of best decoys from homology modeling targets 
of CASP885 to their corresponding native structures using particle swarm optimization (PSO) .86 
Please refer to our previous work78 for more details about how the weights for each potential terms 
were optimized. 
Structural Entropy Evaluation 
In order to obtain a reliable measure of the entropy of a system, we resort to coarse-grained 
models of protein dynamics referred to as elastic network models (ENMs) .24,25,87,88 In ENMs, the 
molecules are represented using bead-spring models in a simplified manner (for the coarse-grained 
cases usually the beads are the Cα atoms of proteins, i.e., one bead per residue, which is what has 
been used here) and are assumed to interact with only the physically close beads (within a specified 
distance cutoff, taken here as 7 Å). Here we specifically use the Gaussian network model (GNM)24 
in which the equilibrium fluctuations of the beads are assumed to be isotropic and normally 
distributed. The spring stiffness (𝛾) between all the beads is assumed to be the same (𝛾 = 1). The 
potential energy of the system is then simply proportional to the sum of squares of displacements 
of all the beads from their equilibrium positions.. Mean square fluctuations of the Cα atoms 
computed from the GNM (obtained as diagonal elements of the pseudoinverse of the connectivity 
or Kirchoff matrix) have been shown to agree well with the experimental temperature factors for 




structures35,89. The entropies for the structures are directly computed as the sum of mean square 
fluctuations of all the Cα atoms58 as computed with the GNM: 




𝑇)𝑁𝑖=2                                                       (3) 
where 𝑁 is the number of residues in the structure, 𝑀𝑖 is the 𝑖
𝑡ℎ mode vector from the GNM, 𝜆 the 
corresponding square frequency, Γ  the system’s Kirchoff or connectivity matrix, and Γ-1 its 
pseudo-inverse.  
Construction of energy landscapes 
The first few eigenvectors from PCA capture the most important directions of motions from 
the set of structures, and these provide convenient coordinates for constructing free energy 
landscapes. By using the PC vectors, representative structures can be sampled along the first few 
eigenvectors under the assumption of linearity provided the conformational changes are not huge. 
The distribution of structures along the PC axes (the mean-centered projections of the structures 
onto the eigenvectors) indicates the similarities and dissimilarities between the various structures 
in the dataset. Usually there are clusters within the dataset, by viewing their distribution. 
In order to obtain a free energy landscape, we choose to focus on the most important motions, 
along the PC1-PC2 coordinates, considered as grid points.  Consider a dataset of (x, y, z) 
coordinates, Ξ𝑛 × 3𝑁  of 𝑛 structures with 𝑁  residues each. Performing PCA on this dataset as 
described above yields 3𝑁 eigenvectors 𝒆𝑘  ∀ 1 ≤ 𝑘 ≤ 3𝑁. For this study, we consider only the 
first two eigenvectors (𝒆1 and 𝒆2) which capture the largest fraction of the variance in the data of 
any pair of such coordinates. Representative structures ware sampled uniformly at equally spaced 
points along the PC1 and PC2 directions to give yield a rectangular grid where the extrema of the 




coordinates of each representative structure on the grid are obtained relative to the coordinates of 
a central structure (closest to the origin) on the grid, 𝑅0. The 3D coordinates 𝑹1×3𝑁 of a structure 
𝑅 on the PC1-PC2 grid at position (𝑅𝑖 , 𝑅𝑗) are obtained as 
𝑹1×3𝑁 = 𝑹0 + (𝑅𝑖 − 𝑅0𝑖) × 𝒆1 + (𝑅𝑗 − 𝑅0𝑗) × 𝒆2                               (4) 
where (𝑅0𝑖 , 𝑅0𝑗) are the PC1-PC2 scores of the central structure on the PC grid and 𝒆1 and 𝒆2 are 
the eigen vectors corresponding to PC1 and PC2. 
The free energy of a representative structure is measured as 
     𝛥𝐺 =  𝛥𝑉 –  𝑎𝛥𝑆                                                                                     (5) 
where the energy contribution 𝛥𝑉 is obtained from 𝑉𝑜𝑝𝑡 (as in Eq. 2) and the entropy contribution 
𝛥𝑆 is obtained from the GNM fluctuations (Eq. 3). The value of a cannot be determined universally 
for all proteins because the entropy term depends on various factors such as the size of the protein. 
The value of a is taken to be a variable and is optimized for each protein as the value that places 
the largest number of structures in lowest energy regions of the landscape, as discussed in the 
Results section.  
Once the free energies for each of the representative structures is computed, the values are 
visualized as a contour along the PC1-PC2 coordinate space and the contour plot is colored 
spectrally according to the order VIBGYOR (with violet corresponding to regions of lowest energy 
and red corresponding to regions of highest energy). The experimental structures are plotted in this 
space on top of the contours. Usually the experimental structures fall into lower free energy regions 
of such a contour plot, subject to some uncertainties arising from additional conformational 




Generation of a Transition Path between Two Structures on the Free Energy Landscape 
In order to show an example of how to obtain the transition pathway between two different 
forms of a protein we have chosen to perform force applications using Monte-Carlo simulations 
on HIV-1 protease.  This approach builds on the Hessian matrix computed from coarse-grained 
ANM and generates a displacement vector in response to an external force perturbation vector 
based on linear response theory,90,91 to relate the response behavior to the equilibrium fluctuations 
in the unperturbed state. This displacement vector can be represented as: 
Γ𝑖
−1 ∙ 𝐹𝑖 = ∆𝑅𝑖                                                                                 (6) 
where the matrix Γ−1 is equivalent to the inverse Hessian and 𝐹 is the external force vector applied 
on residue 𝑖 with component directions (𝐹𝑥, 𝐹𝑦, 𝐹𝑧) , and ∆𝑅𝑖  is the displacement vector in 
Cartesian coordinates for residue i. 
We have developed a pipeline (unpublished) to perform randomly directed force perturbations 
at sites where exothermic events occur. To understand the conformational changes in HIV-1 
protease, where the binding process itself is exothermic92,93 we have added forces on the residues 
close to the flaps, where the major conformational changes take place. Any extremely large forces 
that could rupture bonds would clearly fall outside the range of linear responses, so we apply small 
iterative forces. In this way, we will avoid large disruptions, but permit new contacts between two 
nodes to form during a transition. We use a Metropolis Monte Carlo approach,94 which follows a 
series of steps (deformations) that are mostly downhill on the energy landscape, but with 
occasional uphill steps . Instead of accepting all steps during a simulation, we accept some and 
reject others using the Metropolis decision criterion.  We have integrated this Monte Carlo (MC) 




The Metropolis decision criterion uses only the four-body potential energy of the newly 
generated state 𝑚 in comparison with the four-body energy of the previous state: 
𝑝 = {




) ,               𝑉𝑚 > 𝑉𝑚−1
                                                (7) 
 
where 𝑝 is the probability for accepting the newly generated structure in the MC simulation. 𝑉𝑚 is 
the four-body energy of the newly deformed structure, 𝑉𝑚−1 the four-body energy of the previous 
structure, 𝑘 the Boltzmann constant and 𝑇 the temperature. In other words, any newly generated 
conformation lower in energy than the previous conformation will always be accepted while the 
probability of accepting a newly generated conformation is lower if the newly generated 
conformation has a four-body energy higher than at the previous step. 
Results 
Distribution of crystal structures in low energy regions of the landscape 
One of the principal aims of this study is to learn whether the crystal structures are located in 
low free energy regions of the landscape. If the experimentally determined structures do reside in 
the low free energy regions on the landscape, this supports the conformational selection point of 
view for the protein under study. In other words, we can assume that the protein is in a state of 
dynamic inter-conversion between the conformations corresponding to the low free energy regions 
and different trigger events such as binding of a ligand, introduction of a mutation or a chemical 
reaction may shift the equilibrium in favor of some slightly different conformations. 
In order to test this hypothesis, we choose 50 proteins of interest (selected on the basis of 
having at least 45 experimental structures). Next, we construct the free energy landscape for the 




along the first two pairs of PCs on an equally spaced rectangular grid. It is difficult to specify a 
good metric for the extent to which the experimental structures lie in low free energy regions. In 
order to address this question, we consider 21 free energy percentiles of the grid points closest to 
experimental structures on the free energy landscape. If we expect the free energy of grid points 
near crystal structures to lie predominantly in low energy regions of the entire landscape, we would 
expect higher free energy percentiles to be closer in value to the lowest free energy on the grid, 
𝐺𝑚𝑖𝑛. For this, we compute the normalized energy difference 𝛿𝑖 from 𝐺𝑚𝑖𝑛 for each percentile 




, 𝑖 ∈ {0,5,10,… .100}                                           (8) 
We then plot the percentile rank 𝑖 against the normalized energy difference of each percentile 
value, 𝛿𝑖 ∀ 𝑖 ∈ {0,5,10,… .100} (Eq. 8). This plot can be considered analogous to the receiver 
operating characteristic (ROC) curve used in machine learning: for higher percentile rank 𝑖 
corresponding to lower 𝛿𝑖, the curve is shown in Fig. 5.1a. As in the ROC, we can use the area 
under the curve (AUC) as a measure of the tendency for experimental structures to lie in low 
energy regions. Higher AUC values mean that the energies of the experimental structures with 
respect to the entire landscape grid are lower. For each of the 50 sets of proteins, AUC values were 
calculated for different values of the entropy weight ‘a’ from Eq. 5 to find an optimal value for a. 
Fig. 1a shows the plot of percentile rank 𝑖   vs 𝛿𝑖  curve for sarco-endoplasmic reticular Ca2+ 
ATPase. The optimum value of a obtained is 1.35 with an AUC (red curve) of 0.84 vs. 0.81 (blue 





Figure 5. 1 Measures of the distribution of the experimental structures in the low free energy regions 
of the landscapes. (a) Plot of percentile rank 𝒊/𝟏𝟎𝟎 against the normalized free energy difference 𝜹𝒊 from 
the lowest free energy in grid for sarco-endoplasmic reticular Ca2+ ATPase (SERCA). Without including 
the entropy term, the area under the curve (AUC) is 0.81 (thin line) while for the entropy weight 𝒂 = 𝟏. 𝟑𝟓, 
the AUC increases to 0.84 (thick line). (b) Plot of AUC (sorted) for optimal weight of the entropy term for 
all 50 proteins investigated in this study. The AUC for 43 out of 50 cases is above 0.5 suggesting that the 
crystal structures are located in lower energy regions of the free-energy landscape.  
Supplementary Table S284 shows the maximum AUC values and the corresponding optimal 
values of a for all 50 proteins under study. If the crystal structures were not found to be 
preferentially located in low energy regions of the landscape, then the curve would be close to the 
diagonal from the origin which would result in an AUC of 0.5. In our dataset we find that 43/50 
proteins (86%) show an AUC above 0.5 (Fig. 5.1b). Interestingly, for a number of proteins, 
including the entropy term does not improve the AUC; whereas for some, it does improve the 
behavior significantly. We hypothesize that for at least the cases which improve in AUC when the 
entropy term is included; there is a significant entropic contribution to the conformational change. 
In the following sections, we discuss in detail the energy landscapes derived from the sets of 
experimental structures for three well studied proteins: lysozyme, serum albumin and sarco-




Case Study I: T4 Lysozyme 
Lysozyme is an enzyme found in various plants and animals and is primarily used as a first 
line of defense against bacteria. In humans, it is found in many bodily secretions including saliva, 
tears, mucus and milk as well as the secondary (granulocyte specific) granules of neutrophils and 
serves as a part of the innate immune system. It causes bacterial lysis by hydrolyzing the 1,4-β-
glycosidic linkages between the N-acetyl muramic acid (NAM) and N-acetyl D-glucosamine 
(NAG) residues in peptidoglycan cell walls of bacteria.95 Several types of lysozymes have been 
identified in diverse organisms, but the most important classes of lysozymes are the chicken-type 
(C-type), virus type (V-type) and goose type (G-type). 
Discovered by Fleming in 1922,96,97 lysozyme was not only one of the first proteins whose 3D 
structure was solved using X-ray crystallography98,99 but also a first protein for which a detailed 
catalytic mechanism was proposed. Since then, more than 1500 structures of different members of 
the lysozyme superfamily have been determined using X-crystallography and NMR spectroscopy. 
After filtering structures with missing residues and outliers, we obtain 218 structures for human 
lysozyme (C-type), 183 structures for T4 lysozyme (V-type) and 586 structures for hen egg-white 
lysozyme (C-type). Here we discuss results for the set of T4 lysozyme structures. The crystal 
structure100 of the T4L protein (162 residues) shows that it is comprised of two domains, the N-
terminal domain (residues 15-65), and the C-terminal domain (residues 80-162) connected by an 
inter-domain helix (residues 66-80) with a deep cleft between them where the peptidoglycan 
backbone of the bacterial cell wall binds. PCA on the set of 183 T4 lysozyme structures results in 
the first three PCs capturing an unusually high fraction of the variance in the first three PCs, with 
78%, 5% and 2% of the total variance, respectively (Fig. 5.2a). Both PC1 (Fig. 5.2c) and PC2 (Fig. 




other and a twisting of the domains (refer to Supplementary Movies S1 and S2 for animations of 
the PCs84). The difference between the two PCs is that the motions are at an angle of approximately 
900 relative to one another. The hinge-bending motion between the two domains in T4L has 
previously been well documented as an intrinsic property of T4L based on experimental structures 
of various mutants.101–103 This motion was also reported from MD simulations104–106 and shown to 
be highly similar to the principal motions extracted from a set of crystal structures.105 In addition, 
this motion was also characterized extensively in both hen-egg white107 and human lysozymes108 
using normal mode analysis. The hinge-bending motion of the domains has been considered to be 
the functional motion for the entry of substrate and the release of products. 
Upon projecting the structures onto the PCs (mean centered projections, also referred to as PC 
scores), it can be seen that most of the structures fall into a low energy cluster located at low values 
of PC1. The free energy landscape (as discussed in Methods) along PC1-PC2 is shown in Fig. 2b. 
These are the structures where the two domains are ‘closed’ with respect to one another and 
correspond to a conformation with bound ligand where the protein can be considered ‘closed’. On 
the other hand, the ‘open’ forms of T4L are scattered along PC2 for a range of higher values in 
PC1. This is quite different from what we have observed for many other proteins where there are 
tighter clusters of open and closed forms. This broader unusual distribution possibly suggests that 
the two hinge motions may be coupled to each other and that at higher values of PC1, the structures 
can be sampled uniformly along each of the two PCs. The AUC was 0.69 suggesting that the 





Figure 5. 2 Bacteriophage T4 lysozyme. (a) Percentage of variance captured by the first 10 PCs from a 
set of 183 T4 lysozyme structures. (b&c) Visualization of PC1 and PC2 on the protein structure (thick black 
arrows) as a combination of hinge-bending and twisting motions of the N-term domain (blue) with respect 
to the C-term domain (red). (d) Energy Landscape of human lysozyme along the PC1-PC2 coordinates 
(entropy weight 𝒂 = 0). Crystal structures are denoted by white hexagons. The large cluster at lower values 
of PC1 corresponds to closed structures whereas the open structures are more broadly scattered along PC1 
and PC2. 
Case Study I: Human Serum Albumin (HSA) 
Serum albumin (HSA) is the most abundant blood protein in mammals and is essential for 
maintaining the proper osmotic balance between body fluids inside blood vessels and tissues109. It 
is also the primary carrier of many hydrophobic molecules110 in the blood such as steroids, fatty 
acids, thyroid hormones and hemin and also transports certain metal ions like Cu2+ and Ca2+. 




into three domains:111 domain I (residues1-195), domain II (residues196-383) and domain III (384-
585), which are homologous in both sequence and structure but arranged in an asymmetric fashion. 
Each of these domains can be divided into subdomains A and B where the subdomains IA,IB and 
IIA can be thought of as forming a head for the molecule with IIB,IIIA and IIIB forming a tail111 
giving the protein overall a heart shape.110 
The versatility of serum albumin to bind diverse water insoluble ligands ranging from fatty 
acids to metal ions is attributed to the diverse binding sites present on its domains. There are at 
least six major sites where ligand association occurs. Of the various ligand binding sites, the one 
on subdomain IIIA is the most active and preferentially accommodates several ligands 112. The 
primary binding sites for fatty acids and bilirubin are IIA and IIIA with their pockets located in 
similar regions containing hydrophobic side chains and gated by two helices A-h5 and A-h6. It is 
believed that the binding ability of these pockets is due to the strategic positioning of W214, K199 
and Y411 which limit accessibility to solvent109,110. In addition, since IIA and IIIA share a common 
interface, the binding of ligands to one of the domains can affect the conformation and binding 
ability of the other. 
We perform extensive analysis on a set of 99 structures of HSA for the stretch of residues 5-
558 with no gaps. PCA on this set results in PC1, PC2 and PC3 capturing 85%, 7% and 2% of the 
total variance respectively (Fig. 5.3a). In PC1, domain I rotates as a single unit relative to domain 
III providing access to the ligand binding pocket within subdomain IIIA (Fig. 5.3c). PC2 involves 
a motion of subdomain IIIB relative to subdomain IB, providing access to the ligand binding site 
on IB. In addition, PC2 also involves a breathing motion of the helices A-h5 and A-h6 of 




It is worth noting that both PC1 and PC2 are motions involved in restricting access to the crucial 
IIIA binding pocket (see animations of the PCs in Supplementary Movies S3 and S484).  
 
Figure 5. 3 Human serum albumin (HSA). (a) Percentage of variance captured by the first 10 PCs from 
the set of 99 HSA structures. (b) Visualization of PC1 on the protein structure - Domain I (red+magenta) 
rotates and moves away from domain III (blue+cyan) providing access to the ligand binding site on 
subdomain IIIA (cyan). (c) Visualization of PC2 – subdomain IIIB (blue) moves away from subdomain IB 
(red) providing access to its ligand binding site. In addition, the two helices governing access to the binding 
site on subdomain IIIA (cyan) open and close in a breathing motion. (d) Energy Landscape of HSA along 
PC1-PC2 (entropy weight 𝒂 = 0). Crystal structures are denoted by white hexagons. The two largest clusters 
are clearly located in lowest energy regions (see free energy scale on the right-hand side, from blue 
favorable to red unfavorable). 
PC1 and PC2 separate the set of 99 structures into three primary clusters (Fig. 3b), with one 
cluster at high values of PC1 corresponding to structures with the domain I rotated and open to 




values of PC2 (structures with domain III closed and blocking access to the IB binding site) and a 
third cluster at low values of PC1 and low values of PC2 (representing structures with domain III 
open). We construct the free energy landscape for this set of proteins and obtain an AUC of 0.77 
suggesting that a majority of the crystal structures fall into the minima of the free energy landscape. 
In addition, the landscape also clearly shows possible low energy transition paths between the 
different clusters. 
Case Study III: Sarco-endoplasmic reticular Ca2+ ATPase (SERCA) 
SERCA is a Ca2+ ATPase found on membranes of the sarcoplasmic reticulum (SR) in muscle 
cells. The primary function of SERCA is the reuptake of Ca2+ ions (an active transport process) 
from the cytosol of muscle cells into the lumen of the SR (for internal storage of Ca2+) during 
muscle relaxation using energy derived from ATP hydrolysis. In other words, it is essential for 
maintaining a proper concentration of Ca2+ in the cytosol of muscle cells. There are several 
isoforms of SERCA encoded by three different genes which were reviewed in detail by Misquitta 
et al.113  
Early on, site–directed mutagenesis114–117 and cryo-electron microscopy118 have elucidated 
extensive information about the structure and function of the various domains of the protein. The 
994 residue protein is an integral membrane protein consisting of a large head on the cytoplasmic 
side, a small flexible stalk and a transmembrane (TM) domain comprised of 10 TM helices and 
associated loops in the lumen of the SR. A crystal structure119 of the SERCA1a isoform (most 
abundant form) from rabbit fast-twitch skeletal muscle revealed that the cytoplasmic head consists 
of three domains: domain A (actuator) involved in the gating mechanism regulating the binding 
and release of Ca2+, domain N (nucleotide-binding) that binds ATP and ADP; and domain P 




reaction. A transport mechanism has been described120 in the form of a cycle to consist of two 
main conformations E1 and E2 where the E1 (open) conformation has high affinity for Ca2+ and 
binds it from the cytoplasm whereas the E2 (closed) conformation has low affinity for Ca2+ and 
releases it into the SR lumen. The transition from E1 to E2 proceeds through the phosphorylated 
states E1P and E2P and involves large conformational rearrangements and rotation of the N and 
A domains. 
Several structures of SERCA are available from the PDB that sample multiple conformational 
states of the transport cycle which makes its analysis by PCA worthwhile. We compiled a dataset 
of 63 structures of rabbit SERCA1a and performed PCA on this set, which results in the PCs 1-3 
capturing ~57%, 27% and 11% of the total variance respectively (Fig. 5.4a). PC1 when visualized 
appears as a twisting motion of the actuator and nucleotide-binding domains whereas PC2 
corresponds to a hinge-bending motion of the actuator and nucleotide-binding domains toward 
each other (Fig. 4c,d). Since the A-domain is linked to three helices of the TM domain through 
highly flexible linkers, it has been suggested previously that the rotation of the A domain could 
play a key role in the rearrangement of helices that open the gate to release Ca2+ into the lumen121 
(see Supplementary Movies S5 and S6 for animations of the PCs84).  
When the structures are projected onto PC1 and PC2, they distinctly separate into two major 
clusters: one cluster at low values of PC1 and PC2 corresponding to E2 (closed) structures and 
another at high values of PC1 and PC2 corresponding to E1 (open) structures. Two minor clusters 
are also observed at high values of PC1 and low values of PC2, and these correspond to structures 
where the A and N domains have rotated, but a hinge-bending motion between the two domains 




optimum weight for the entropy term obtained is 1.35 corresponding to an AUC of 0.84, again 
suggesting that most of the crystal structures fall into low energy regions of the energy landscape.  
 
Figure 5. 4 Sarco-endoplasmic reticular Ca2+ ATPase (SERCA). (a) Percentage of variance captured by 
the first 10 PCs from the set of 63 SERCA structures. (b) Visualization of PC1 – twisting motion of the N 
(green) and A (red) domains against each other whereas the TM domain (gray) remains relatively rigid (c) 
Visualization of PC2 as an opening-closing motion of the N and A-domains towards each other. (d) Free 
energy landscape of the molecule along PC1-PC2 (entropy weight 𝒂 = 1.35). Crystal structures are denoted 
by white hexagons.  
One interesting feature of this landscape which makes it different from the other proteins 
investigated in this study is that the low energy basins corresponding to clusters do not seem to be 
connected to each other through any obvious low free energy paths. This can be understood by 




energy in the form of ATP. This further shows that these coarse-grained free energy landscapes 
are powerful enough to identify high energy barriers that cannot be crossed without significant 
additional energy (e.g. ATP or GTP driven mechanisms in proteins). 
Predicting the transition pathway between the open and closed forms of HIV-1 protease 
When there are two or more distinct conformations for a protein, it becomes important to 
understand how the protein passes between these conformations. For example, many proteins have 
a ‘closed’ conformation after they bind their ligands and an ‘open’ conformation when they have 
released the ligands. Using the intensely studied protein HIV-1 protease as an example, we show 
that transition paths between the open and closed conformations can be predicted by using the free 
energy landscapes.  
HIV-1 protease is a retroviral aspartyl protease responsible for cleaving newly synthesized 
polyproteins to produce mature proteins in the infectious HIV virion. The protein is composed of 
two symmetrical identical subunits (each 99 residues long).122 Each monomer consists of three 
domains: a flap domain (residues 33-62), a core domain (10-32 and 63-85) and a terminal domain 
(1-4 and 96-99). The active site is composed of the D25-T26-G27 amino acid triad from both the 
monomeric units and the protein functions only in the dimeric form.  
Given its importance as a primary target for HIV therapy, more than 300 structures of this 
protein have been solved using X-ray crystallography in complex with diverse ligands. In addition, 
this protein has been a subject of extensive study by computational simulations, especially 
molecular dynamics.123–127 Previous work35 from our lab has shown that the principal motions 
extracted from sets of X-ray and NMR structures or snapshots from MD simulations of the protein 
agree well with the motions predicted by ANM. Crystal structures of mutants as well as MD 




assumed to open up, allowing for the binding of substrate and the release of products. Here, we 
discuss the transition between the open and closed forms within the context of free-energy 
landscapes generated using a set of 304 experimental structures of the protein. 
 
Figure 5. 5 Predicted conformational transition pathway for HIV-1 protease.(a) Percentage of variance 
captured by the first 10 PCs from the set of 304 HIV-1 protease structures. (b) Visualization of PC1 – 
Opening and closing of the flap domains (red) against the core domain (blue). The terminal domain is 
shown in green. (c) Visualization of PC2 – Twisting motion of the flaps (red) (d) Free Energy Landscape 
of the molecule along PC1-PC2 (entropy weight 𝒂 = 1.3). Crystal structures are denoted by black hexagons 
while intermediate structures along the predicted transition pathway are shown as magenta diamonds. The 
predicted transition pathway follows a relatively low-energy path on the landscape along a diagonal path 





The PCs obtained from a set of 304 structures are shown in Fig. 5.5. The first three PCs capture 
30%, 21% and 7% of the total variance respectively (Fig 5.5a). PC1 is an opening and closing 
motion of the flaps resulting in significant changes for the ligand binding space (Fig. 5.5c). PC2 
(Fig. 5.5d) is a twisting motion of the flaps (see animations in Supplementary Movies S7 and S884). 
When the intermediate structures along the transition pathway (discussed in methods section F) 
are projected onto the free energy landscape (Fig 5.5b) from the set of structures, it can be seen 
that they fall on a relatively low free energy path between the two conformations. There are a few 
energy barriers which the protein crosses to reach the final state, but most interestingly the 
transition path passes through the regions of the landscape where experimental structures are 
located. Recall that in this Monte Carlo simulation only energies, and not entropies have been 
considered in making the decisions for the steps taken, so the path when plotted on the free energy 
surface does not follow the lowest free energy path. This suggests that the free energy landscapes 
obtained by the use of this method can guide the probable transition pathways between structures. 
Conclusions 
In this work, we have exploited the availability of multiple structures for groups of closely 
related proteins in the PDB to understand conformational changes in the context of their free 
energy landscapes constructed by combining knowledge based potential functions with entropy 
terms from elastic network models. By using principal components as a suitable coordinate system 
for landscape construction, we have been able to map out the free energetics of conformational 
changes along the most important directions of motion for several proteins. It has been found that 
most of the crystal structures tend to lie in regions of relatively low free energies. However, we 




not yet been observed. In principle, for cases such as these it may be possible to pursue these 
analyses to suggest mutants that would occupy these lower free energies regions.  
Further investigations are required to establish with certainty whether the conformational 
changes from higher order less important principal components affect in any significant way the 
free energy landscapes. The cases where the first few principal components are dominant should 
be the most reliable cases, but approximations to account for the effects of some higher order, less 
important motions can be developed in future studies. 
Our analysis also sheds light on the two contrasting views about conformational changes in 
proteins: the conformational selection hypothesis or induced fit. According to the conformational 
selection hypothesis, proteins exist in equilibrium among their different conformations and a 
trigger (such as a binding event) causes a shift in the equilibrium towards one of the states. This 
can be contrasted with the induced-fit hypothesis where the protein is assumed to exist in one 
conformation only and where a triggering event such as binding induces a change in conformation 
of the protein. We find from our analysis of a set of 50 proteins that most of the crystal structures 
do occur in regions of relatively low free energy on coarse-grained landscapes. With the exception 
of a few cases (e.g. T4 lysozyme), the structures are clustered along the PC coordinate and each of 
these clusters can be considered to represent a conformation of the protein. Further, the clusters 
seem to occupy a low free energy basin within the conformational space and are often connected 
to each other through narrow low free energy paths (which suggest possible transition paths 
between the conformations), as can be seen from the landscapes of T4 lysozyme, serum albumin 
or HIV-1 protease. However in a few cases (e.g. SERCA), the clusters are separated from each 
other by high energy barriers. These can be considered to represent cases which require extra 




which is not considered in our calculations.  In a nutshell, our analysis seems to suggest that such 
coarse-grained free energy landscapes can be used to shed light on the extent to which 
conformational selection or induced fit is operative in a system. 
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CHAPTER 6. SUMMARY AND CONCLUSIONS 
6.1 General Discussion 
 This dissertation has explored the effects of external forces in driving large protein 
conformational transitions and has developed pathways for several of these transitions by utilizing 
elastic network models (ENMs). The calculated conformational transition pathways have been 
generated by applying iterative external forces on single and multiple residues in Metropolis Monte 
Carlo (MMC) simulations.  The pathways have further been studied and analyzed by projecting 
them onto coarse-grained energy landscapes. Principal component analysis is used to extract the 
most dominant motions from sets of experimental protein structures, and these is used to construct 
energy landscapes, by interpolation and extrapolation. Normal modes from ENMs are also used to 
compare MMC transition pathways.   
 In Chapter 2 we applied external forces iteratively at single residues to test the effects of 
forces in conformational transitions. Our method reveals that there are individual strong directions 
for force application that can drive the conformation relatively closer to the known endpoint (target 
structure), and results provide strong evidence that the large conformational changes observed as 
separate experimental structures can be caused by highly directional forces, which are viewed to 
be ballistic, active forces originating from exothermic chemical reactions or physical impacts with 
ligands upon binding. The RMSD decrease from open form to the closed form reach about the 
same level as the structure’s resolution, however, the RMSD decrease for transitions from a closed 
form to a open form only reaches about halfway. Besides, this approach does not consider forces 
that would yield smaller gains for local refinement. Moreover, this method also does not consider 
the energies of the conformational changes during the transition so unrealistic conformations are 




(MMC) simulation to take energy into consideration, as well as additional randomness to the 
location of force application and their directions during the simulation. During these MMC 
simulations the forces are added to residues that are close to the ligand or chemical reaction. After 
a response structure is calculated at each iteration, we adopt the change in the Boltzmann factor of 
the energy as a Metropolis criterion to decide whether to accept a new conformation or reject it 
during each simulation step. During each step, any response structure that is lower in energy is 
automatically accepted, while the Metropolis criterion is used to calculate the probability of 
accepting or rejecting a response structure if the energy of the response structure increases. The 
higher the energy increase, the lower is the probability of that conformation being accepted. This 
occasional acceptance of unfavorable energetic conformations permits the transition pathway to 
traverse energy barriers along the pathway as well as mostly following low energy areas on the 
energy landscape. MMC simulations are capable of generating low energy pathways and are 
capable of driving conformations to much closer to the desired transition target. We have 
performed MMC simulations for glutamine binding protein, adenylate kinase (ADK) and HIV-1 
protease. For all 3 structures, we achieve excellent results in the simulations of the conformation 
transition pathways. In simulations in both directions (open to closed form vice versa), we are able 
to reach the RMSD to the final target in the simulation within a range similar or below the 
experimental target’s resolution. In the study of ADK, we also observe a specific order of opening 
and closing of  the LID and AMP domains during the conformation changes – the LID domain 
closes first followed by the closure of AMP domain when ADK closes, however, the two domains 
open simultaneously when transitioning from the closed form to the open form. This finding agrees 





6.2 Recommendations for Future Research  
 The approach to add forces iteratively has been relatively successful in simulating 
transition pathways as well as identifying residues that are important for force application to 
achieve such conformation transition pathways. This method can provide guidance in identifying 
key residues where the conformation can move most efficiently along the transition pathway.  
 In this dissertation MMC simulation is used to simulate conformational transitions for 
glutamine binding protein, adenylate kinase, HIV-1 protease and GroEL with excellent results. 
This innovative approach can be used to test the conformational changes in other complex 
biomolecular systems. There are more than 200 protein structures with large conformational 
differences, this method could be helpful in understanding in particular the origin of the transitions. 
We also have collected experimental structures and used principal component analysis to 
interpolate and extrapolate structures on the most dominant PC space to construct energy 
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APPENDIX. PYANM A PYMOL PLUGIN FOR ANM CREATION AND VISUALIZATION 
 
A.1 Introduction 
Elastic Network Models (ENM) have been successful in reproducing fluctuations for 
proteins around native conformations. ENM is a coarse-grained method for modeling protein 
dynamics, meaning in general in ENM each residue is represented by one bead, usually its alpha 
Carbon atom. These beads are then connected by elastic springs if the distance between two beads 
falls below a cutoff value (usually within the range of 7 to 15 Å) [71].  
PyANM has been developed as a cross-platform Pymol Plugin to allow users to build and 
visualize Anisotropic Network Models, a member of the ENM family. Users don’t need to read or 
compile any code to be able to build an ANM and even visualize the structure’s most dominant 
motions predicted by ANM. The plugin is open-source, and can be downloaded directly at: 
https://github.com/Pymol-Scripts/Pymol-script-repo/blob/master/plugins/pyanm.py.  
 This plugin allows users to draw arrows or make movies based on calculated mode 
motions, to draw all springs used to build the ANM within the protein, to color the protein based 
on its Mean Square Fluctuations (MSF) calculated from ANM and to export data from ANM for 
further processing. PyANM also allows users to change the colors and scales (sizes) for movies or 
arrows generated by PyANM for better visualization. 
A.2 Dependencies and installation 
   
• PyANM requires Numerical Python (NumPy) to do all the matrix calculations. If you wish 
to use PyANM but don't have NumPy on your machine, please follow the download and 
build instructions here. If you will be using PyANM on a Windows machine, installing a 




“import numpy” inside Pymol and if you don't see any error messages, you now have 
NumPy ready for Pymol! 
• Having SciPy might improve the computation time it requires to build a model when 
using PyANM but it is not required. 
• PyANM has only been tested for Pymol 1.1 and higher, and it might not work with any 
earlier version of Pymol. 
To install PyANM, Download pyanm.py from this page: https://github.com/Pymol-
Scripts/Pymol-script-repo/blob/master/plugins/pyanm.py,  save it on your system, then go to 
Pymol-->Plugin-->Manage Plugins-->Install..., select the file you have just downloaded and then 
restart Pymol. Things might be different depending on your specific Pymol version and your local 
system but should be fairly similar. 
After a successful installation, go to Pymol-->Plugin and you will see PyANM, click on 





Figure A. 1 User interface of PyMol Plugin PyANM, a plugin designed to help users build and 
visualize ANM easily within PyMol.  
 
A.3 Using It 
 
A.3.1 Structure handling 
• Type the name of your protein structure under 'Select Structure', this could either be a valid 
4-letter PDB (Protein Data Bank) ID or the name of an object you have already loaded into 
Pymol. 




• If the check box 'Use only Alpha Carbons' is checked, even if you have chosen an all-atom 
structure, PyANM will coarse-grain the structure for you and use only the alpha carbon 
atoms. Otherwise PyANM will build an all-atom ANM if an all-atom structure is used. 
• If the check box 'Include HETATMs' is checked, PyANM will also include atoms from the 
PDB whose records start with HETATM. 
 
A.3.2 ANM parameters 
• So far there are two ANMs available for you to choose in PyANM : the cutoff model as 
described here [71] and the Parameter Free Model described here [157], where spring 
constants are adjusted based on the distance between two residues and all residues (atoms) 
interact. 
• If you choose to use Cutoff Model, you will be able to choose your desired cutoff value. The 
default value is 12 angstroms, but any value between 7 angstroms to 15 angstroms is usually 
OK. 
 
A.3.3 Build ANM 
 Once you have selected the structure you wish to use as well as the model and its 
parameters, you should be able to build the ANM simply by clicking 'Build ANM'.  A window 
will pop up telling you that your ANM was built successfully once the calculation has finished. 





A.3.4 Show springs 
After building your ANM, you will be able to visualize all the springs in Pymol by simply 
clicking 'Show Springs' in PyANM. 
See Figure A.2 for a demonstration of all springs for HIV Protease (PDB ID: 1T3R) using 
a cutoff model with cutoff value set at 12 angstroms. 
 
Figure A. 2 Demonstration of PyANM plugin to show all springs when building an ANM with HIV-
1 Protease (PDB ID: 1T3R). The cutoff value was set to 12 angstroms.   
 
A.3.5 Color by mean square fluctuations (MSFs) 
One can also calculate the Mean Square Fluctuations (MSF) with all the modes calculated 
by ANM. ANM has been successful in getting high correlations between its calculated MSFs and 




calculated MSFs just like Pymol can color a structure by its B-factors. Here the spectrum is from 
blue to red from low values to high values. 
Figure A.3 shows the same HIV-1 protease in figure A.2 colored by its calculated MSFs. 
 
Figure A. 3 HIV-1 protease (PDB ID: 1T3R) colored by mean square fluctuations (MSF), rendered 
by PyANM.  Residues with high MSFs are colored in red while residues with low MSFs are colored in 
blue.  
 
A.3.6 Make movies 
You will be able to make harmonic fluctuation movies for different modes when you click 
'Make Movies' after building your ANM. A dialogue will pop up asking for the desired modes you 
wish to make movies for. Modes are sorted with an ascending frequencies and the first 6 rigid-





A.3.6 Draw arrows 
Instead of making movies for different modes, you can also draw arrows for each residue 
for different modes. Each arrow's direction will point to the direction where the residue will move 
and each arrow's length will indicate the moving scale for each residue. 
Figure A.4 shows the arrows for mode 2 of HIV protease produced by PyANM. 
 
Figure A. 4 Arrows demonstrating residue movement directions and magnitudes rendered by 
PyANM.   The demonstration structure is HIV-1 protease (PDB ID: 1T3R), with the structure colored in 
pink and the arrows demonstrating their movements in blue.  
 
A.3.6 Export data 
This will allow you to save data calculated from PyANM to your local system for future 
processing. You can choose to save eigenvalues (frequencies for modes), eigenvectors (modes), 






A.3.7 Control panel 
This is where PyANM allows you to change the scales (sizes) of the movies (arrows) or 
change the colors of the arrows (The color of movie objects can simply be changed the same was 
as  you change colors for other objects in Pymol). You can either predefine scales (sizes) or colors 
thata you would like before building your ANM or you could change these settings after you have 
made movies or arrows and these changes will happen in real-time. 
You could also select what attributes you would like to export to your local system inside 
the control panel. These data will be written as text files and Numpy-ready for future processing. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
