In this paper, we study almost periodic logistic delay differential equations. The existence and module of almost periodic solutions are investigated. In particular, we extend some results of Seifert in [G. Seifert, Almost periodic solutions of certain differential equations with piecewise constant delays and almost periodic time dependence, J. Differential Equations 164 (2000) 
Introduction
In this paper, we study the dynamics of logistic delay differential equations of the forṁ
N(t) = N(t) a(t) − b(t)f N [t] , N >0,
where [·] denotes the greatest integer function, f (x) is continuously differentiable for x > 0, f (0) = 0, f (x) > 0 for x > 0, and a(t) and b(t) are positive almost periodic functions. For the special case of b ≡ 1, the existence, uniqueness, and asymptotic stability of an almost periodic solution of (1) have been shown by G. Seifert [14] . In the present paper, we will show that not only do Seifert's results hold for general b, but also the modules of almost periodic solutions can be characterized. We further solve an open problem of Seifert. In [14] , Seifert showed E-mail address: ryuan@bnu.edu.cn. that if a is τ -periodic with being positive irrational, then (1) does not have a τ -periodic solution. We will show in this case that a quasi-periodic solution with frequencies (1, 1/τ ) actually exists. Our approach differs from that of Seifert by using approximation theory and properties of quasi-periodic functions.
Equation (1) has the structure of continuous dynamical systems in intervals of unit length and combines the properties of differential and difference equations. This system, referred to as a hybrid system, has been used to model a growth process where part of growth rate is continuous and the feedback control is discontinuous (see [1, 3, 6, 7, [14] [15] [16] [17] [18] [19] [20] [21] and its references therein). Recently, the existence of almost periodic solutions for differential equations with piecewise constant argument (in short, EPCA) has been studied (see [14, [16] [17] [18] [19] [20] for details). But, no result on module containment of the almost periodic solutions of EPCA is known previously in [14, [16] [17] [18] [19] [20] , although the module containments of almost periodic solutions for ODEs and FDEs have been extensively investigated (e.g., see [2, 4, 5, 10, 13] ). We note that due to the piecewise constant in (1) , the module containment result in this paper does not follow from those for ODEs and FDEs.
The present paper is organized as follows. In Section 1 we review some properties of almost periodic functions and sequences. We state our Main Theorem in Section 2. Quasi-periodic cases will be discussed in Section 3. The proof of the module containment result will be given in Section 4.
Almost periodic functions/sequences
Assume that ω 1 , ω 2 , . . . , ω r ∈ R. We denote ω = (ω 1 where {t} = t − [t] and C(R) denotes the set of continuous functions defined on R. It is easy to see that GQP(1, ω) is a linear space on R (or C). Clearly, if φ ∈ QP(ω), then φ ∈ GQP(1, ω), since we can write
where φ k (s) = φ k e i2π k,ω s , which implies that GQP(1, ω) is not empty. We define
Clearly, · G is a norm on GQP (1, ω) . Set
Every sequence in QP(ω; Z) can be seen as that of a function in QP(ω) with values taken at integer points t = n ∈ Z. We define φ = k |φ k |, ∀φ ∈ QP(ω; Z). It is easy to prove that (QP(ω; Z), · ) is a Banach space.
It should be pointed out that the statement of Lemma 2 in [17] should be changed to the above Lemma 1. The proof of Lemma 1 is almost similar to that of Lemma 2 in [17] , but we would like to give its proof for the reader's convenience.
Proof. Since h has a Taylor expansion on (−d, d), h can be written in the form
It follows that for each positive integer l,
Thus, we have
It is easily shown that
This completes the proof. 2
Definition 1. [8] [9] [10] [11] [12] A function f : R → R is called an almost periodic function introduced by Bohr, if it is continuous and, for any > 0, the -translation set of f ,
is a relative dense set on R (i.e., there exists l > 0, such that for any a ∈ R, [a,
Some properties of almost periodic functions can be found in [8] [9] [10] [11] [12] . It is well known that for every almost periodic function f (t), the mean value
exists. In addition, the limit
exists uniformly with respect to a ∈ R. Let {λ j } denote the set of all real numbers such that
It is well known that the set of numbers {λ j } in the above formula is countable. With each almost periodic function f we associate the Fourier series
where a k = a(λ k ; f ). The elements a k are called the Fourier coefficients and the numbers λ k the Fourier exponents of f . Denote by σ b (f ) the set of all Fourier exponents {λ k } of f , which is called the spectrum of f . The set { N 1 n j λ j } for all integers N and integers n j is called the module of f , denoted by mod(f ), which is the least additive subgroup of the integral numbers containing the Fourier exponents of f .
A finite or countable set of real numbers β 1 , β 2 , . . . , β n , . . . is said to be rationally independent, if the equality r 1 β 1 + r 2 β 2 + · · · + r n β n = 0 (r 1 , . . . , r n are rational and n is an arbitrary natural number) implies that all of r 1 , r 2 , . . . , r n are zero. A finite or countable set of rationally independent real numbers β 1 ). This definition is virtually given by Bogoliubov. If we denote by P, QP, AP the set of periodic functions, quasiperiodic functions, almost periodic functions, respectively, it is well known that the following relation holds:
and every element of the module of a function in QP is a linear combination with integer coefficients of only finitely many frequencies, whereas in Bohr's theory any denumerable set of real numbers is admitted for the frequencies. Clearly, if ω 1 , . . . , ω r are rationally independent, then each function in QP(ω) is quasi-periodic with frequencies (ω 1 , . . . , ω r ).
Approximation Theorem. [8, 9, 11, 12] For every continuous almost periodic function f : R → R and for every > 0 there is a trigonometric polynomial
where b ν, is the product of a(λ ν, ; f ) and certain positive numbers (depending on and λ ν, ).
Clearly, σ b (
, which means that −λ k is also a Fourier exponent of f if λ k is a Fourier exponent of f . The approximation theorem tells us that if P k (t) = Definition 2. [8, 9] A sequence g := {g(n)} n∈Z is called an almost periodic sequence, if for any > 0, there exists l = l( ) ∈ N with the property that for any a ∈ Z there is τ ∈ Z satisfying a τ < a + l and
Lemma 3. [9] Suppose f : R → R is an almost periodic function, then the sequence {f (n) | n ∈ Z} is an almost periodic sequence.
We introduce some notations for convenience. Suppose
. . , θ r and Lebesgue integrable. The set of such functions is denoted by L(T r ), where
, we have the Fourier expansion (see [22] for details) as
where the Fourier coefficients are given by
The statement of the Main Theorem
Since the concept of almost periodic functions is in terms of functions on R, it is suggested that one should find a solution of Eq. (1) on R, and not just on R + 0 . Following [7] , we say that a function N : R → R is a solution of Eq. (1) if the following conditions are satisfied:
(ii) the derivativeṄ(t) of N(t) exists everywhere, with the possible exception of the point n (n ∈ Z), where one-sided derivatives exist;
Since the standard definition of a sequence is that it is a function on Z + or Z + 0 , we also use the term "extended sequence" to mean a function on Z as in [14] . We denote by ES the set of extended sequences, and by BES the set of bounded extended sequences, respectively.
We note that if N(t) solves (1) for k < t < k + 1, k ∈ Z, then by direct integration and the continuity requirement for solutions of (1) we get easily that
We would first like to discuss (2).
Lemma 4. Let φ : BES → BES be defined by φ(x) = y where
and
is also an almost periodic sequence.
Furthermore, suppose that a(t), b(t) ∈ QP(ω) and f : R → R has a Taylor expansion on
(−d, d), d > 0. Then (ii) if x is in QP(ω; Z) with x < d, φ(x) is also in QP(ω; Z).
Remark 1. It is not needed that ω is rationally independent in Lemma 4(ii).
Proof of Lemma 4. If b(t) = 1, conclusion (i) has been shown in [14] . It should be pointed out that the statement of Lemma 3 in [17] should be changed to the above mentioned conclusion (ii). The following proof is essentially similar to those in [14, 17] . We give the proof for the reader's convenience.
(i) It is easy to see that for any real-valued continuous function w(u) on R, the function w(x) : BES → BES defined by {w(x k ); k ∈ Z} maps almost periodic sequences into almost periodic sequences. It is easily proved that if a(t) and b(t) are almost periodic functions, then 
, since e u has a Taylor expansion on R. Therefore, we got that
Lemma 5. For any two positive constants
Proof. This lemma is a modified version of [14, Lemma 2] . This proof is essentially similar to that in [14] . We give the proof for the reader's convenience. For each b, 0 < b < This completes the proof. 2
From the above proof, we have the following. 
Proof. Setting
we have 
This completes the proof. 2 Proof. This lemma is a modified version of [14, Lemma 3] . It should be explained that the statement of Lemma 5 in [17] should be changed to the above mentioned conclusion (ii). The following proof is essentially similar to those in [14, 17] . We give the proof for the reader's convenience. Set
Clearly if (H3) holds, it also holds with a M replaced by a M + δ, δ > 0, and sufficiently small. Therefore, it follows that
where
Now let x = {x k ; k ∈ Z} and y = {y k ; k ∈ Z} such that
It follows that φ is a contraction on Σ(b 0 , B 0 ) and has a unique fixed pointx = {x k ; k ∈ Z} ∈ Σ(b 0 , B 0 ). This completes conclusion (i). Conclusion (ii) can similarly been obtained. 2 Remark 2. We provide the above assumptions (H1)-(H3) for our convenience. It should be said that assumptions (H1)-(H3) in the above mentioned Lemma 6 are essentially the same as assumptions (H1)-(H2) in [14, 17] . Taking f (x) = x, then 0 = 1 = 1. Let a(t) and b(t) be any almost periodic functions such that 4 5 a(t) 1 and 
Corollary 2. Let hypotheses (H1)-(H3) hold. If a(t) and b(t) are quasi-periodic functions with frequencies ω, then Eq. (1) possesses a unique quasi-periodic solution N * (t) with the module containment mod(N
* ) ⊂ mod(a, b) + {2kπ | k ∈ Z},
(t + τ ) = a(t), b(t + τ ) = b(t), t ∈ R, the module containment would imply that Eq. (1) will have a unique periodic solution with asymptotical stability.
The Main Theorem implies that the cardinal number of the basic frequencies of an almost periodic solution could be much more than that of an almost periodic scalar EPCA, but the same as that of almost periodic scalar ODE according to Cartwright's results [4, 5] . This also shows the difference between EPCA and ODE. This difference appears through the piecewise constant argument.
Proof of the Main Theorem. This proof will be divided into two parts. The first part is the following, which shows the existence of an almost periodic solution. The second part will be put in Section 4, which concerns the module containment. Let x * ∈ (b 0 , B 0 ) be the unique fixed point of Lemma 6 and x * = {x * k ; k ∈ Z}. Let t ∈ R and
Since x * is a fixed point of φ, it follows that
and so N * (k 0 + 1) = x * k 0 +1 . Since this holds for any t ∈ R, N * (t) solves (1) on R and is such that N * (k) = x * k , k ∈ Z. We first show that N * (t) is almost periodic. Since {x * k }, a(t) and b(t) are almost periodic and f (u) is continuous, it follows that {f (x * k )} is almost periodic and they are bounded, i.e., there exists M > 0 such that
For any > 0, set δ > 0 such that
It follows from the almost periodicity that T ({x
. Therefore,
. From the definition, we know that N * (t) is almost periodic.
Next we show that N(t) − N * (t) → 0 as t → ∞, where N(t) is any (positive ) solution of (1).
Since N * (k) b 0 , k ∈ N, and N * (t) solves (1) on R, we have
which implies that
Similarly, we can argue that N(t) b 0 for t k 0 . We can also now show, as in the proof of Lemma 6 that for some δ > 0,
It is easy to show that |N(t)− N * (t)| → 0 as t → ∞. The above part of the proof can essentially be found in [14] . We give its details for the reader's convenience. Up to now, the existence, uniqueness, and asymptotic behavior of almost periodic solutions have been shown so that these results can be used. It remains to show the module containment. The discussion for the module containment will be put in Section 4. 2
Quasi-periodic cases
In order to discuss the module containment for almost periodic solutions, we would first like to show a result for the quasi-periodic case. Remark 3. Theorem 1 will be used in the proof of the Main Theorem in Section 4. Because the proof of the Main Theorem in Section 2 is incomplete, i.e., the module containment is not proved, Corollary 2 of the Main Theorem cannot be used to show Theorem 1. Therefore, Theorem 1 will have to be proved directly.
Theorem 1. Let hypotheses (H1)-(H3) hold. Assume that a(t), b(t)
Proof of Theorem 1. Let x * = {x * k ; k ∈ Z} ∈ Σ(b 0 , B 0 , ω) be the unique fixed point of Lemma 6. We define
As in the proof of the Main Theorem in Section 2, we know that N * (t) is continuous and solves (1) on R. It remains to show that N * (t) is quasi-periodic.
Since a(t), b(t) ∈ QP(ω), we have 
We have a similar representation for b(t).
The series <m,ω> =0 is convergent by using the fact that the norm of the function
is bounded. Since x * ∈ QP(ω; Z), N * (k) = x * k can be written in the form 
and j → 0 as j → ∞.
Since a(t) and b(t) are almost periodic, the Approximation Theorem implies that there exist trigonometric polynomials a j (t) = 
We consider the following equations:
Then for sufficiently large j (without loss of generality, for all j ), we have 
Without loss of generality, we can assume
It follows from Corollary 1 that conclusion (ii) holds. Clearly, a j (t), b j (t) ∈ QP(Λ j ) and f j (u) has a Taylor expansion on [−B 0 , B 0 ]. It is known from Lemma 4 that conclusion (i) holds. Since
it is easily seen from the representations of ψ j and φ, respectively, that conclusion (iii) holds. 2
Since a j (t) → a(t) and b j (t) → b(t) as j → ∞ uniformly on R and hypothesis (H3), we can assume, without loss of generality, (H3) holds for a j (t), b j (t), ∀j , i.e.,
Lemma 8. Let hypotheses (H1)-(H3) hold. Then
is a contraction, and so has a unique fixed point
(ii) x * j → x * as j → ∞, where x * is the unique fixed point of φ defined as in Lemma 6.
Proof. From the proof of Lemma 6, we know that there exists a constant δ > 0 independent of j such that
It follows that ψ j is a uniform contraction with respect to the parameters j and so has a unique fixed point x * j = {x * j,k ; k ∈ Z} in Σ(b 0 , B 0 ,Λ j ). Since ψ j → φ as j → ∞ uniformly on {x = {x k }; b 0 x k B 0 , k ∈ Z}, it follows that the unique fixed point is continuous with respect to the parameter and x * j → x * as j → ∞. and so N * j (k 0 + 1) = x * j,k 0 +1 . Since this holds for any t ∈ R, N * j (t) solves (6 j ) on R and is such that N * j (k) = x * j,k , k ∈ Z, which implies that N * j (t) is continuous on R. m l λ l ; ∀m l ∈ Z + {2kπ | k ∈ Z}, which implies that lim j →∞ mod(N * j (t)) ⊂ mod(a(t), b(t)) + {2kπ}, here we use the superior limit of sets. From (8) and Lemma 8, it Therefore, we have mod(N * (t)) ⊂ mod(a(t), b(t)) + {2kπ | k ∈ Z}.
