Motivation: Modern genomic data sets often involve multiple data-layers (e.g., sequence, gene expression), each of which itself can be high-dimensional. The biological 23 processes underlying these data-layers can lead to intricate multivariate association patterns. 24
these sets, that is / = $ 1 : 1 = 1 = ∑ 6 16 * 68& + and 0 = $ 1 : 1 = 1 = 106 ∑ 6 16 -68& + , for all real-valued vectors 1 = $ 1& , … , 1* + and 1 = $ 1& , … , 1* +. 107
For each vector 1 ∈ / , one can estimate the proportion of variance that can be explained 108 by linear regression on 0 using a model of the form 109
For cases where q is large, the proportion of variance of 1 that can be explained by 111 regression on / ( @ A ( ) can be estimated by regarding both and as Gaussian independent 112 random variables, ~G 0, J ( K and, ~( 0, N ( ). Upon appropriate scaling of the columns 113 of X, @ A ( = P Q R P Q R SP T R can be interpreted as the proportion of variance of the phenotype that could 114 be explained by regression on the features included in X. The variance parameters involved 115 ( J ( and N ( ) can be estimated using Bayesian or Likelihood methods (e.g., restricted maximum 116 likelihood, REML, Patterson and Thompson 1971) . 117
In the preceding paragraph we describe how one can estimate the proportion of variance 118 of a vector in / ( 1 ) that can be explained by regression on the linear span of W. Our goal is 119 to generalize this to all vectors in / . However, / contains an infinite number of vectors; 120 therefore, some approximation is needed. 121
Perhaps the most natural approach for estimating the proportion of variance of vectors in 122 / that can be explained by regression in 0 consists of regressing each of the columns of X 123 on W. Such an analysis would produce a sequence of R 2 estimates U @ V ( , @ R ( , … , @ W ( X, and the 124 average R 2 , ( = Z& ∑ @ A ( * 18&
Since / is infinite, one we cannot exhaustively estimate @ A ( for all vectors in / . However, 138 we can 'explore' the linear span of the output set by generating random vectors in / of the 139 form 1 = 1 , where 1 is sampled from some distribution. This can be repeated for a large 140 number of vectors in / to produce a sequence of estimates { @ A ( }, and the resulting sequence 141 can be used to estimate the average proportion of variance explained as well as other features 142 of the distribution of the sequence. The method is summarized in Box 1. Importantly, if 1 and 143 1^ are independent, so will be 1 and 1^. 144 145 146 147
In Box 1 we did not specify how the 1 are generated. One possibility is to sample these 148 coefficients from distributions with support in * (e.g., p-variate Gaussian). Alternatively, one 149 could sample sparse vectors of coefficients from finite mixtures with a point of mass at zero. 150
The possibility of using different process for generating random vectors in / gives the MC-151 ANOVA a great deal of flexibility-we will further explore that flexibility in greater detail in 152 the case studies presented further below. 153 154
Method 2: Regression using orthogonal basis (Eigen-ANOVA) 155
An orthogonal basis for the row-space of X can be obtained from the singular-value 156 decomposition of = / / / , where / and / are the left-and right-singular vectors of 157 X respectively, and / is a diagonal matrix with the singular values of X in the diagonal. Both 158
Box 1. Monte Carlo Analysis of Variance (MC-ANOVA)
(1) Draw a random vector 1 from a proper multivariate distribution
(2) Form the linear combination 1 = 1 (3) Estimate the proportion of variance of 1 ( @ A ( ) using a random effects model (expression [1]) with variance parameters estimated using either Bayesian or likelihood-type methods.
(4) Repeat 1-3 for a large number of times.
(5) Obtain a global R 2 estimate by averaging the @ A ( 's in the sequence.
method estimates the proportion of variance of each of the left-singular vectors of X that can 161 be explained by regression on W, and produces a global R 2 estimate using a weighted sum of 162 the R 2 estimated for each singular vector (Box 2). 163 164 165 166 3 Results
167
In this section we first present results from simulations designed to detect bias on estimates 168 derived from each of the methods, and to compare the bias of the proposed methods with that 169 of the PLS-a method commonly used in multivariate-high-dimensional regressions. 170
Statistical properties assessed via simulations Box 2. Eigen-ANOVA
(1) Generate an orthogonal basis for / ; for instance, compute the singular-value decomposition of = / / / where / / = and / / = are orthonormal basis for the row-and column-space of X respectively, and / = { f } is a diagonal matrix with the singular values of in its diagonal.
(2) Regress each of the left-singular vectors on 0 using a linear model such as that in expression [1] with f = 1 , and estimate the proportion of variance of each vector that can be explained by regression on 0 , h i ( .
(3) Estimate the global proportion of variance of vectors in / that can be explained by regression on 0 using ( =
validation-we choose the number of components that maximized prediction accuracy. The R-183 squared was then computed for each feature using the entire data set, and an overall R-squared 184 was obtained by averaging the R-squared obtained for each of the columns of X. The 185 implementation can be found in File S1. 186 187
Simulation 1 188
In our first simulation we use the genotypes of the wheat data set as the input set: The Monte Carlo method estimated the proportion of variance of X explained by W without 201 any noticeable bias (Table 1) . However, the regression of the eigenvectors of X on W produced 202 estimates that, in some scenarios, were downwardly biased. The presence of bias was evident 203 in scenarios where the true proportion of variance of X explained by W was greater than 0.5. 204
Further inspection of the results for individual MC replicates suggested that the bias of the 205 Eigen-ANOVA method was likely due to a relatively large number of 'corner' solutions (zero 206 estimated proportion of variance) which were common for high-order eigenvectors (i.e., those 207 with small eigenvalue)-we illustrate this in an analysis of multi-omic cancer data further below. 208
The R 2 estimates obtained with PLS also had noticeable biases which, in most scenarios, were 209 larger in absolute value than the bias estimates obtained with Eigen-ANOVA. 
Simulation 2 222
We designed a second simulation to consider the case where one of the sets (X) was included 223 in the other set (W). We achieved this as follows: 224 -We set X to be a matrix containing a subset of the wheat genotypes. Specifically, we 225 sampled at random 128 (10%), 256 (20%), 640 (50%), 895 (70%) or 1151 (90%) of the 226 available diversity arrays technology (DArT) markers and formed with those genotypes our X 227 matrix. 228 -Subsequently, W=[X,Z], was formed by combining in a single matrix the columns of X 229 and a matrix (Z) whose entries were filled with iid draws from standard normal distributions. 230
The columns of X and W were all centered and scaled to unit variance; therefore, the proportion 231 of variance of W that can be explained by X equals the ratio of the number of columns of W 232 that are shared with X. On the other hand, since / ∈ 0 , the true proportion of variance of X 233 explained by W was always 1. 234
235
In our second simulation study the MC-ANOVA method rendered nearly unbiased estimates 237 of the proportion of variance of one set explained by the other (Table 2) . However, the Eigen-238 ANOVA method and the PLS produced noticeable biases. In most cases, both methods were 239 downwardly biased; however, the PLS had an upward bias in a few scenarios. 240 241 245 We used the MC-ANOVA and Eigen-ANOVA to quantify the proportion of variance explained 246 in two experimental data sets. The first data set contains a set of ultra-high-density (UHD, 247 1million+SNPs) SNPs derived from a combination of whole-genome sequencing (WGS) and 248 imputation, and a set of (in-silico created) low-density SNP panels. We use this data set to 249 assess the proportion of variance of UHD genotypes that can be captured and predicted using 250 low-density SNP sets. The second data set involved three omic-layers (GE, ME, and copy-251 number-variants, CNV) of female breast cancer tumors. We used this data set to assess the 252 proportion of variance at one omic that can be explained by another omic. 253
Applications to experimental data

genotypes and low-density SNP sets in chicken genomes 256
The continued reduction of genotyping and sequencing costs has led to a sustained increase in 257 the number of loci that can be genotyped. In 
Quantifying the effect of trait-complexity 317
In the previous application in the MC methods we drew random effect vectors that had weights 318 (drawn from a normal distribution) on all the SNPs of the UHD set. However, for any trait, the 319 vast majority of variants in the genome are expected to have no effect. The number of variants 320 affecting any trait could vary from very few (simple traits) to hundreds or thousands (complex 321 traits). Therefore, to explore the effect of the trait architecture on the distribution of the 322 proportion of genetic variance of those traits that could be captured by low-density SNP panels, 323 we repeated the previous analyses using random vectors that had q (with q=5,10,50,500) non-324 zero weights -the set of SNPs with non-zero weight were randomly sampled from the UHD-325 genotypes, and the weights of those SNPs were iid normal. 326
The estimated proportion of variance explained by regression on lower-density SNP panels 327 were, on average, the same across "trait-architectures" (Figure 2) . However, the dispersion 328 about the estimated means was, as expected, much larger for simple traits. For "complex traits" 329 with 500 "causal variants" the proportion of variance explained by regression on 10K or more 330 SNPs was greater than 95% for all MC replicates. However, for simpler traits (e.g., 5 'causal 331 variants') we had some random vectors with proportion of variance explained smaller than 0.8. 332 using ComBat (Lazar et al. 2013 ). After applying the steps described above, the data set used 364 in the analyses consisted of the (log-transformed) expression of 20,319 genes, 11,552 CVN-365 sites and ME intensity at 28,241 ME CpG islands.
results. However, in cases involving high R 2 (CNV~ME, CNV~GE, GE~ME and ME~GE) the 378 Eigen-ANOVA method gave R 2 estimates that were lower than those of the MC method. This 379 pattern is consistent with what we observed in the simulation and in the analyses of chicken 380 genomes. 381 382   Table 3 . Proportion of variance of one omic explained by regression of the omic in each row 383 on the omic in each column obtained with MC-ANOVA (Eigen-ANOVA). biological processes underlying these data can lead to complex dependencies between data-410 layers. MANOVA can be used to quantify the proportion of variance explained in multivariate 411 settings. However, MANOVA is based on least-squares projections which are not-well suited 412 for analysis of high-dimensional data. Reduced-rank regression methods (e.g. PLS, CCA) and 413 penalized regressions (e.g., Lasso-type methods) can be used to confront the problems 414 emerging when the number of features exceed sample size (p>>n). However, these methods 415 are not adequate for estimation of proportion of variance explained, because they rely on 416 regularization decisions (e.g., choosing the number of dimensions, or selecting a penalization 417 parameter that controls sparsity) which are often based on cross-validation procedures that are 418 not well-suited for inferences. 419
To overcome the limitations of existing methods, we developed two procedures to estimate 420 the proportion of variance explained in settings where both the input and output sets are high-421
dimensional. The proposed approach uses random effects Gaussian models to estimate the 422 proportion of variance of (independent) vectors in the linear span of an output set (X) that can 423 be explained by regression on an input set (W). The resulting R 2 estimate is a weighted average 424 of the R 2 values obtained for independent vectors. We considered two approaches to generate 425 independent vectors in the linear span of the output set: The first one (MC-ANOVA) is a Monte 426 Carlo method that uses randomly generated (independent) vectors in the linear span of the 427 output set. The second one (Eigen-ANOVA) uses an orthogonal basis for the linear span of X. 428
The two proposed methods have four important features: (i) Both methods can be used to 429 perform analysis of variance when both explanatory and dependent data are high-dimensional; 430 (ii) Estimates are entirely based on the likelihood function and there is no need to make 431 regularization decisions (number of dimensions, penalty parameters). (iii) For any pair of 432 information sets, the analysis of variance is not necessarily symmetric; therefore, the approach 433 accommodates cases where the proportion of variance of W explained by X is not equal than 434 the reciprocal. (iv) Finally, in addition to producing an R 2 estimate, the proposed methods can 435 shed light on important aspects of the underlying association patterns (e.g., decomposition of 436 the global R 2 on eigen-vector specific R 2 's, distribution of R 2 over possible vectors in the linear 437 span of the output set). 438 magnitude, with those of the PLS regression. Therefore, for estimation of proportion of 444 variance explained we recommend using MC-ANOVA. 445
The MC-ANOVA has clear computational advantages relative to Eigen-ANOVA and PLS 446 because this method can render relatively accurate estimates of R 2 based on a few hundreds of 447 random vectors. Therefore, the number of regressions that one may need to perform can be 448 much smaller than with PLS and the Eigen-ANOVA. 449
Consistent with our simulation results, the analyses of experimental data showed that in 450 problems involving a high R 2 the Eigen-ANOVA method yielded lower estimates of the 451 proportion of variance explained than those obtained with the MC-ANOVA (e.g., see Figure 1  452 and Table 3 ). Inspection of the results of the Eigen-ANOVA for individual eigenvectors 453 suggests that the downward bias of the method may originate from corner solutions (zero-454 estimates of R 2 ) for eigenvectors associated with small eigenvalues. Therefore, if the only goal 455 is to estimate the proportion of variance of one set explained by another set, we recommend 456 using the MC-ANOVA method. 457
The Eigen-ANOVA method yields R 2 -values for each of the eigenvectors of the output set. 458
This information can help elucidate whether global patterns (e.g., those associated with the top-459 eigenvectors) in one information set can be predicted from information contained in another 460 information set. For instance, our analysis of the multi-omic breast cancer revealed that the 461 patterns described in the top-eigenvectors derived from GE and ME are very similar; therefore, 462 one should not expect big differences in tumor classifications that are based on the top-463 eigenvectors derived from either set. Interestingly, we found that in the analyses of omic data 464 the R 2 of individual eigenvectors showed a very sharp phase transition, suggesting that 465 eigenvectors associated with intermediate and small eigenvalues may describe omic-specific 466 patterns, or perhaps measurement error associated to each of the techniques. 467
The MC-ANOVA method can be used to characterize the distribution the R 2 estimates 468 across vectors in the linear span of the output set. We used this feature to study the effect of 469 the trait-architecture; on the distribution of the R 2 estimates. Our results indicate that while the 470 average R 2 does not depend on the distribution of the coefficients used to form random vectors 471 (i.e., the ′ ), the dispersion of the distribution is highly dependent on the process used to number of vectors have a larger dispersion in the distribution of the R 2 , compared to the 474 dispersion observed when the random vectors have non-zero weights for all the basis in the 475 linear span. 476
An important feature of the methods proposed in this study is that the R 2 measure is not 477 symmetric, in contrast to CCA. Our simulation study shows that if the underlying patterns are 478 non-symmetric (e.g., when one of the linear spaces is a subspace of the other) the proposed 479 estimation methods (in particular the MC-ANOVA) can detect the lack of symmetry very well 480 (see Table 2 ). Interestingly, our analysis of multi-omic data from breast cancer patients 481 exhibited cases where R 2 was rather symmetric (e.g., the regression ME~GE and the regression 482 ME~GE) and others that were highly asymmetric (e.g., CNV~GE and GE~CNV). The 483 asymmetric cases suggest that almost all the variability in CNV can be predicted from GE (and 484 ME as well); however, only a fraction of the GE variance can be explained by differences in 485 CNV patters. This result is consistent with the hypothesis that most CNV have an impact on 486 GE, but GE is also affected by factors other than CNV (e.g., methylation, environmental 487 effects). 488
In conclusion: We developed two methods for estimating the proportion of variance 489 explained in problems in which both the input and output sets are high-dimensional. The MC-490 ANOVA method provided nearly unbiased estimates across a range of simulation scenarios. In 491 addition to providing estimates of proportion of variance explained, the two methods can yield 492
