Abstract. We use the newly developed Kelvin's method of images [7, 8] to show existence of a unique cosine family generated by a restriction of the Laplace operator in C[0, 1], that preserves the first two moments. We characterize the domain of its generator by specifying its boundary conditions. Also, we show that it enjoys inherent symmetry properties, and in particular that it leaves the subspaces of odd and even functions invariant. Furthermore, we provide information on long-time behavior of the related semigroup.
Introduction
While evolution equations on domains are usually equipped with boundary conditions, these can be partially or completely replaced by integral conditions almost without changes when it comes to relevant issues like wellposedness and spectral asymptotics. This has been first observed by J.R. Cannon 50 years ago [10] , his seminal investigations having been generalized and applied by several authors ever since. Depending on the considered model, certain integral conditions have in fact a clear physical meaning (like conservation of mass) which can actually be expected by real-world systems.
A semigroup-theoretical study of diffusion and wave equations associated with one-dimensional Laplace operators equipped with integral conditions has recently been commenced in [20] , where an abstract framework for studying such problems has been proposed. In particular, it was shown there that the requirement that the first two moments (i.e., both moments of order 0 and 1) vanish, leads to well-posed wave and diffusion equations in the space of H −1 (T )-distributions of zero average, where H −1 (T ) is the dual space of
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H 1 (T ) := {f ∈ H 1 (0, 1) : f (0) = f (1)}. Moreover, spectral properties and long time behavior of the related solutions has been studied.
In this paper, we present an alternative approach to such problems. Namely, using Lord Kelvin's method of images, shown recently to be a useful tool for proving generation theorems in [7, 8] , we construct, in a quite explicit way, a cosine family in C[0, 1], generated by a restriction of the Laplace operator and preserving the first two moments. As it turns out, the domain of this cosine family's generator is the space of twice continuously differentiable functions f ∈ C[0, 1] satisfying the boundary conditions
Moreover, we show that among the semigroups generated by various realizations of the Laplace operator in C[0, 1] there is only one that preserves the first two moments: this is the semigroup with boundary conditions (1.1).
Of course, by the Weierstrass formula, this implies that the same is true for cosine families: among cosine families generated by one-dimensional Laplace operator in C[0, 1], there is but one that preserves the first two moments. These results, contained in the main Section 2, complement those of [7, 11, 22] , where quite explicit formulae for the cosine family generated by the second derivative had been found in the case of local Robin and WentzellRobin boundary conditions. They may also be compared with an explicit solution found for a problem investigated in [18] , where other, related boundary conditions were discussed.
One of the advantages of the Lord Kelvin's method of images is that often it provides an explicit form for the searched-for semigroup or cosine family. In our case this explicit form, referred to as the abstract Kelvin formula, involves an extensionf of a member f of C[0, 1] to the whole of R, see (2.4). Unfortunately,f must be calculated iteratively, and no closedform is available. Nevertheless, analysis of such extensions gives some insight into the nature of the moments-preserving cosine family, and exhibits its inherent symmetry properties. In Section 3, we show that extensions of even (odd) functions about 1 2 are even (odd). This implies that the cosine family leaves the subspaces of odd and even functions invariant. Interestingly, the moments-preserving cosine family, as restricted to the space of even functions is the same as the cosine family generated by the Laplace operator with Neumann boundary conditions. Moreover, 'the odd part' of the cosine family is isometrically isomorphic to the cosine family with Robin boundary condition investigated previously in [8] .
Our final section is devoted to asymptotic behavior of the momentspreserving semigroup. It is clear from the Weierstrass formula that since the moments-preserving cosine family may be decomposed into its even and odd parts, the same is true for the semigroup. Additionally, the limit behavior of the even part, associated with the Neumann Laplace operator, is well known: in the limit, trajectories homogenize and become constant. The odd part is slightly more complicated: the related physical (or biological: see [8, 17] ) process involves particles diffusing freely in the open unit interval with constant inflow of particles through the boundary x = 1 and outflow of particles through the boundary x = 0. This suggest that in the limit the distribution of particles should stabilize. This hypothesis can be proved by Hilbert space methods: The main result of Section 4 (see formula (4.5)) states that as t → ∞ the trajectory of the moments-preserving semigroup converges to a linear combination of f 0 = 1 [0,1] (related to the even part) and of f 1 ∈ C[0, 1], given by f 1 (x) = 12x−6, (related to the odd part) with coefficients in the combination being moments (about 0) of the trajectory's starting point.
Moments-preserving cosine families in C[0, 1]: a generation theorem
Let C[0, 1] be the Banach space of continuous functions on the unit interval, and C(R) be the Fréchet space of continuous functions on R with topology of almost uniform convergence. In what follows we think of real-valued functions, but this is merely to fix attention; the same analysis can be performed in the space of complex functions, as well. Let (C(t)) t∈R be the basic cosine family in C(R) given by the D'Alembert formula,
Also, let F i denote the moment of order i about 0, i.e., let it be the linear functional on C[0, 1] defined by
With an abuse of notation, we will denote by F i also the linear functional on C(R) defined by
Clearly, F i is continuous both on C[0, 1] and C(R) for all i ∈ N.
In the theory of semigroups of linear operators and the related theory of cosine families, Lord Kelvin's method of images can be thought of as a way of constructing families of operators generated by an operator with a boundary condition by means of families generated by the same operator in a larger space, where no boundary conditions are imposed (cf. [7, 8] ). In our particular context, the method boils down to constructing a cosine family
where 'mp' stands for 'moments-preserving' and, more importantly,f ∈ C(R) is a certain extension of f , chosen in such a way that (C mp (t)) t∈R preserves both F 0 and F 1 . To be more specific: Given f ∈ C[0, 1], we are looking for anf :
Existence of such an extension is secured by Proposition 2.2, later on. We note that if (b) holds, then (c) may be expressed equivalently as follows:
(a − x)f (x) dx, and a ∈ R is fixed. In other words, preservation of the first two moments about 0 is equivalent to preservation of the first two moments about any real number.
For the proof of Proposition 2.2, we need the following lemma.
Moreover,
Proof. For λ ∈ R, the Bielecki-type norm [5, 13] f λ = sup
is equivalent to the original supremum norm. In particular, C[0, 1] with · λ is a Banach space. We take λ > 2 and consider T mapping
Then, for any f 1 , f 2 ∈ C[0, 1],
Hence, by the Banach fixed point theorem, there exists a unique f such that f = T f , i.e., (2.5) is satisfied. Moreover, a simple calculation shows that f given by (2.6) satisfies (2.5).
Proposition 2.2. For f ∈ C[0, 1], an extensionf that fulfills conditions (a)-(c), listed above, exists and is uniquely determined.
Proof.
Step 1. It suffices to find for all n ∈ N functions g n , h n : [0, 1] → R related tof as follows:
Since in accordance with (a) we wantf to be continuous (and in fact welldefined at x ∈ Z), these functions must satisfy compatibility conditions:
Step 2. Condition (b) is satisfied if and only if
does not depend on t ∈ [0, ∞). This holds if
Writing t = n + x where n ∈ N, x ∈ [0, 1], we check that this is equivalent to
Similarly, (c) holds if and only if for all t ≥ 0,
This is satisfied if and only if
i.e., if and only if
In other words, (c) holds if and only if
Step 3. Plugging h n+1 = g n + h n − g n+1 into (2.11), we see that (b) and (c) are equivalent to (2.10) coupled with
By Lemma 2.1, g n+1 is uniquely determined by the pair (g n , h n ), and by (2.10) so is h n+1 . Moreover, by (2.6),
where r n is the right-hand side of (2.12), the second equality follows by integration by parts, and
Combining this with (2.10), we obtain the recurrence
where
allowing to calculate all g n , h n 's recursively.
Step 4. We need to check the compatibility conditions. To this end, we claim that
For n = 0, all the three quantities involved here are zero, since
Hence, if (2.15) holds for some n, then it holds for n + 1, as well, completing the proof of the claim. Using (2.13) and (2.15), we obtain h n+1 (0) = 1 0 d n (y) dy + g n (0) = h n (1), and g n+1 (0) = − 1 0 d n (y) dy + h n (0) = g n (1), i.e., both compatibility conditions are satisfied. In other words,f can now be defined by (2.7) and (2.9)-(2.13), and is indeed a continuous function. Because its restriction to [0, 1] is clearly f , condition (a) is satisfied. Also, as we have seen,f is uniquely determined by conditions (a), (b), and (c).
The functionf : R → R defined in accordance with the rules (2.7), (2.9) and (2.13) is called the integral extension of f .
The extension operator
is continuous. Our analysis shows in particular that if (2.4) is to define a moments-preserving cosine family, then Ef is necessarily given by (2.7), (2.9), and (2.13). In Theorems 2.5-2.6, later on, we show that (2.4) indeed defines a cosine family with the prescribed properties; and that among all cosine families in C[0, 1] generated by a realization of the Laplace operator, that defined by (2.4) is the only one that preserves the first two moments.
Let D denote the set of twice continuously differentiable functions f : [0, 1] → R satisfying (1.1) or equivalently
Then its integral extension Ef is twice continuously differentiable on (−1, 2).
Proof. Since by assumption and (2.13) with n = 0 the integral extension is twice continuously differentiable in the intervals (−1, 0), (0, 1) and (1, 2), we need to check that the left-hand and right-hand derivatives of first and second orders agree at 0 and 1; this is the case when
(2.17) We will prove merely conditions pertaining to g's, the proof related to h's being similar. Using (2.13), we see that g
(1). We can finally relate the property of preserving the moments of order 0 and 1 with the boundary conditions (1.1).
Theorem 2.5. The abstract Kelvin formula (2.4) defines a strongly continuous cosine family (C mp (t)) t∈R on C[0, 1]. This family preserves both functionals F 0 and F 1 , i.e.,
The generator A of (C mp (t)) t∈R is given by
By (2.13), a pair (g n+1 , h n+1 ) is obtained from (g n , h n ) by means of a bounded linear operator mapping C[0, 1] × C[0, 1] into itself. Since for any t, RC(t)Ef depends merely on the finite number of such pairs, it follows that C mp (t) is a bounded linear operator in C[0, 1]. That the operators C mp (t) preserve functionals F 0 and F 1 is clear by Proposition 2.2.
Fix f ∈ C[0, 1] and s ∈ R. Clearly, C(s)Ef extends RC(s)Ef and, by the cosine equation for C and the definition of Ef , we have
By uniqueness of integral extensions, this shows that C(s)Ef is the integral extension of RC(s)Ef :
Using this and the cosine equation for C, we check that
i.e., that C mp is a cosine family. This family is strongly continuous, i.e., we have lim t→0 RC(t)Ef = f for all f ∈ C[0, 1], since Ef , as restricted to any compact interval, is a uniformly continuous function, and on [0, 1] it coincides with f.
Turning to the characterization of the generator: Lemma 2.4 and the Taylor formula imply that for f ∈ D,
the limit is uniform in x ∈ [0, 1] sincef ′′ is uniformly continuous in any compact subinterval of (−1, 2). By (2.19) this proves that f belongs to D(A) and we have Af = f ′′ . Finally, we check that there is a λ > 0 such that for all g ∈ C[0, 1] there exists f ∈ D such that λf − f ′′ = g. Since λ − A is injective for some large λ and its range is C[0, 1], this will show that D cannot be a proper subset of D(A) (see e.g. [6] p. 267).
The general solution to this ordinary differential equation is
Such an f satisfies (1.1) if and only if C 1 and C 2 satisfy the following system of equations:
The (unique) choice of such C 1 and C 2 is possible, since the determinant of this linear system equals 4
Recapitulating the results of this section, we see in particular that requiring that a cosine family generated by a one-dimensional Laplace operator preserves the functionals (2.2) is (at least in the context of Kelvin's method of images) equivalent to assuming the boundary conditions (1.1). In other words, there is a unique cosine family of the form (2.4) (with continuous extension operator E) that preserves both functionals F 0 and F 1 : this is the cosine family generated by A, the one-dimensional Laplace operator with boundary conditions (1.1).
However, (2.16) suggests a stronger result. Before presenting it, we recall (see, e.g., [3, proof of Theorem 3.14.17] or [16, Theorem 8.7] ), that if (Cos(t)) t∈R is a strongly continuous cosine family in a Banach space X, then the abstract Weierstrass formula 20) coupled with S(0) = Id X (identity operator in X), defines a strongly continuous semigroup (S(t)) t≥0 with the generator equal to the generator of the cosine family.
Theorem 2.6. Among all semigroups generated by one-dimensional Laplace operators in C[0, 1], there is only one that preserves the moments of order 0 and 1, and this is the semigroup with domain given by boundary conditions (2.16), i.e. the one given by the Weierstrass formula applied to the cosine family (2.4).
Proof. Let e tAp t≥0
be a moments-preserving semigroup generated by a onedimensional Laplace operator in C[0, 1], and let f ∈ D(A p ). It suffices to show that f satisfies the boundary conditions (2.16). Consider
The scalar-valued functions u i are differentiable with u ′ i (t) = F i (A p e tAp f ) = 0, the last equality following from the fact that the semigroup preserves the moments. Taking t = 0 and noting that A p f = f ′′ , we obtain (2.16).
It goes without saying that this proposition implies uniqueness of the moments-preserving cosine family as well: by Weierstrass formula, if a cosine family preserves the moments, then so does the corresponding semigroup. Since there is only one moments-preserving semigroup, there can be no more cosine families.
Remark 2.7. The argument used in the proof of Theorem 2.6 shows that, if a semigroup or a cosine family generated by a realization of the Laplace operator preserves the moment of order i, then for f in the domain of the generator we have
Using the identity
which holds for all i ≥ 1 and all f ∈ C 1 [0, 1], we check that (2.21) holds if and only if
A big question is of course if the requirement that two moments, say F i and F j (i = j), are preserved, determines a cosine family or a semigroup generated by a Laplace operator. A generation theorem for semigroups related to moments and
respectively. Recall that each f ∈ C[0, 1] is a sum f = f odd + f even of its odd and even parts (defined by
respectively), and this representation is unique. Moreover, the maps f → f even and f → f odd are projections of norm one onto C even [0, 1] and C odd [0, 1], respectively. We can introduce in the same way the spaces C odd (R) and C even (R) of all continuous functions on R that are, respectively, asymmetric and symmetric about 1 2 . (Observe that C odd (R) and C even (R) are in general not asymmetric and symmetric about 0, hence they are not odd or even, respectively, in the usual sense.) Symmetries hidden in (2.13) allow reducing analysis to the subspaces C odd [0, 1] and C even [0, 1], treated separately. We begin with the following observation, where (f n ) n∈N , (g n ) n∈N are the function families introduced in the proof of Proposition 2.2. 
We proceed by induction. For n = 0 the claim is true by definition. Suppose (3.1) holds for some n ∈ N. Then d n = 0, and ψ n introduced in (2.13) vanishes. Hence, the latter formula implies h n+1 = g n = f and g n+1 = h n = f . Therefore,f is even:
Since by assumption g 0 + h 0 = 0, (3.2) can be deduced from (2.10) by induction. Hence,f (x + n) = g n (x) = −h n (x) = −f (1 − (x + n)), n ∈ N, x ∈ [0, 1]. This completes the proof. The generator A 1 of (C mp (t)) t∈R restricted to C odd [0, 1] is given by A 1 f = f ′′ with domain composed of twice continuously differentiable odd functions satisfying f ′ (0) = −2f (0). (c) Denoting by (C A0 (t)) t∈R and (C A1 (t)) t∈R the cosine family (C mp (t)) t∈R as restricted to the subspaces C even [0, 1] and C odd [0, 1], respectively, we have 
4). The characterization of the generator is also proved as in (a). (c) is an immediate consequence of (a) and (b).
It is perhaps worth noting that (3.1) implies that for f ∈ C even [0, 1], f is periodic with period 1:f (x + 1) = f (x), x ∈ R. Hence, C mp (t + 1)f = C mp (t)f . In contrast, behavior of (C mp (t)) t∈R as restricted to C odd [0, 1] is not so evident: in particular, it is even unclear if the cosine family is bounded on this subspace.
Let us take a closer look at the even part of the moments-preserving cosine family. The generator A 0 of this part, described in Proposition 3.2 (a), has a natural extension to a densely defined operator in C[0, 1], which by an abuse of notation we denote A 0 again, given by
This is of course a very-well known object, the one-dimensional Neumann Laplacian: the generator of a cosine family in C[0, 1], which we denote again (C A0 (t)) t∈R , and of the related Feller semigroup of the Brownian motion with two reflecting barriers at 0 and 1. The cosine family generated by A 0 is given by the abstract Kelvin formula (2.4) withf denoting the unique extension of f whose graph is symmetric about 0 and 1 (see [23, pp. 21-13] , cf. also [15, pp. 340-342] , where the case of the related semigroup is covered). Since for f ∈ C even [0, 1], this extension coincides with the integral extension (see Lemma 3.1, and Figure 1 ), the cosine families (C A0 (t)) t∈R and (C mp (t)) t∈R coincide on C even [0, 1]. In particular, C A0 (t) leaves C even [0, 1] invariant for all t ∈ R, and we obtain the following, somewhat unexpected corollary.
Corollary 3.3. For f ∈ C even [0, 1], the first two moments are preserved along the trajectory t → C A0 (t)f of the cosine family (C A0 (t)) t∈R generated by the Neumann Laplacian.
Similarly, A 1 , the generator of the odd part, can be naturally extended to the following densely defined operator in C[0, 1]:
This operator generates a cosine family in C[0, 1] (see the main theorem in [24] or in [11] ), denoted again (C A1 (t)) t∈R . The latter cosine family is given by the abstract Kelvin formula, where the integral extension is replaced bỹ f given for x ∈ [−1, 2] by (see [11, Lemma 3 .1])
It follows that the graph off (as restricted to the interval [−1, 2]) is asymmetric about The analysis presented above provides a slightly different meaning for (3.3). While in Proposition 3.2 (c), (C A0 (t)) t∈R and (C A1 (t)) t∈R were interpreted as the cosine families being restrictions of (C mp (t)) t∈R to the subspaces of even and odd functions, respectively, now we have proved that they can also be seen as the cosine families defined on the whole of C[0, 1]. Moreover, we obtain the following analogue of Corollary 3.3.
Corollary 3.4. For f ∈ C odd [0, 1], the first two moments are preserved along the trajectory t → C A1 (t)f of the cosine family (C A1 (t)) t∈R .
In this context, formula (3.3) may be expressed by saying that the cosine family C mp is a direct sum of two moments-preserving cosine families acting in the subspaces of even and odd functions, respectively. Our final result in this section, presented below, says that the summands in (3.3) are uniquely determined (when restricted to the related subspaces); we state the result in the more general context of semigroups, since it implies the corresponding statement for cosine families by the Weierstrass formula. (b) The proof is analogous to (a) and we omit it; note that, in fact, any cosine family in C odd [0, 1] preserves the moment of order zero, for
The statement on automatic preservation of the first moment in point (a) may seem surprising at a first glance. It becomes clear, however, once we note that
the latter relation being a direct consequence of
Asymptotic behavior of the related semigroup
Let e tA t≥0
be the moments-preserving semigroup generated by the operator A defined in (2.18); in this section we provide information on asymptotic behavior of this semigroup.
Let e tA0 t≥0
and e tA1 t≥0
denote the semigroups generated by the operators A 0 and A 1 , respectively, described in Proposition 3. , and by (3.3), we have
It is well-known that (see e.g., the general homogenization theorem of Conway, Hoff and Smoller [12] 
In fact, there is a positive constant ǫ > 0 such that
By (4.1), this implies existence of the limit of the even part of the semigroup e tA t≥0
:
Hence, it remains to determine the limit of the odd part in order to determine the long-time behavior of the whole system. We begin by noting that C odd [0, 1] is isometrically isomorphic to C 0 (0, 1], the space of continuous functions on [0, 1] vanishing at x = 0. The isomorphism is given by
with inverse given by 
D(B
The strongly-continuous semigroup generated by B 1 , and the related cosine family, were already considered in [8] , even in the context of Lord Kelvin's method of images. This semigroup describes chaotic movement of particles in the interval [0, 1] with constant inflow of particles from the boundary at x = 1 and outflow at the boundary x = 0 (see [8, 17] ). As it turns out, the rates of inflow and outflow are so tuned here that in the limit a nontrivial equilibrium is attained. Now, the null space of B 1 is the linear span of h(x) = x and this suggests that the odd part converges to a scalar multiple of I −1 h(x) = 1 − 2x. Since the odd part preserves F 1 , and
, it will be convenient to work with f 1 defined by
which is normalized so that F 1 f 1 = 1. To recapitulate, our aim is to show lim t→∞ e tA f = P f (4.5) 6) i.e., that in the limit the moments-preserving semigroup forgets the shape of the initial value and remembers merely its first two moments about 0: note that 
thanks to the inequality of Schwarz and Young. Now, the hermitian matrix A has eigenvalues 0 and −2, hence
Taking ǫ ∈ (0, (2) A direct computation shows that 0 is an eigenvalue ofÃ and the null space ofÃ is a 2-dimensional space (which has (f 0 , f 1 ) as an orthogonal basis, where f 0 , f 1 are defined in (4.2) and (4.4)). Using the result recently obtained in [4] we will show thatÃ has no strictly positive eigenvalues. A special case of [4, Thm. 1] states that the number of strictly positive eigenvalues of the second derivative with boundary conditions of the form (4.7) agrees with the number of strictly positive eigenvalues of the matrix AB * + BM 0 B * , where A and B are the matrices that appear in (4.7) and M 0 is defined in accordance with [4, eq. (5) ]. Since in our case the latter matrix happens to be equal to A, AB * + BM 0 B * = 2A and this matrix has eigenvalues 0 and −2. It follows thatÃ has no strictly positive eigenvalues. In particular, 0 is the spectral bound ofÃ. The remaining assertion follows from the general spectral theory of self-adjoint operators with compact resolvent. We have already observed that f 0 and f 1 , defined in (4.2) and (4.4), treated as members of L 2 (0, 1), form an orthogonal basis of the null space of A with f 0 L 2 = 1 and f 1 2 L 2 = 12. Also,
so that, for f ∈ L 2 (0, 1), the operator P defined in (4.6) coincides with the projection on the null space ofÃ.
In view of the above results, we are finally in the position to prove that the semigroup (e tA ) t≥0 converges, exponentially and in norm, towards a rank-2 projection. In particular, it is bounded. Theorem 4.3. The semigroup (e tA ) t≥0 generated by A converges towards a rank-2 projection. More precisely, for all ǫ > 0 such that −ǫ is strictly larger than the second largest eigenvalue of A there is M = M (ǫ) such that e tA − P L(C[0,1]) ≤ M e −ǫt , t ≥ 0, (4.11) where P is defined in (4.6).
Proof. It follows from the spectral theorem for self-adjoint operators that each eigenvalue ofÃ is a simple pole of the resolvent ofÃ. Now, in view of the results in [14, § IV.2.b] the spectra of A andÃ agree and the resolvent of A is simply the restriction to C[0, 1] of the resolvent ofÃ. Furthermore, since the resolvent (· −Ã) −1 ofÃ has at each eigenvalue λ a first order pole, i.e., the spectral projection associated with λ has 1-dimensional range, see [14, p. 246] , so does the resolvent of A. In other words, each eigenvalue of A is a simple pole of the resolvent of A. In particular, 0 is a simple pole of A −1 whose residue is exactly the rank-2 projection on ker(A), i.e., the operator P . Now, a special case of the assertion of [14, Cor. V.3.3] states that because 0 is a dominant eigenvalue (as in our case, since 0 is the spectral bound and an eigenvalue of A) of the generator of an eventually compact semigroup (ours is even immediately compact, by Lemma 4.2), and because 0 is also a first order pole of the resolvent of A, the semigroup converges towards the associated residue P in the way described in equation (4.11) .
