Abstract. Matsumoto, Saito, and Matoba recently proposed the Walsh figure of merit (WAFOM), which is a computable criterion for quasi-Monte Carlo point sets using digital nets. Several algorithms have been proposed for finding low-WAFOM point sets. In the existing algorithms, the number of points is fixed in advance, but extensible point sets are preferred in some applications. In this paper, we propose a random search algorithm for extensible low-WAFOM point sets. For this, we introduce a method that uses lookup tables to compute WAFOM faster. Numerical results show that our extensible low-WAFOM point sets are comparable with Niederreiter-Xing sequences for some low-dimensional and smooth test functions.
Introduction
For a Riemann integrable function f : [0, 1) s → R, we consider the integral [0,1) s f (x)dx and its approximation by quasi-Monte Carlo integration,
where the point set P := {x 0 , . . . , x N−1 } ⊂ [0, 1) s is deterministically chosen and N denotes the cardinality of P. Several criteria for P have been proposed, such as the t-value of a digital net related to the star discrepancy [6, 18, 19, 26] and dyadic diaphony [12] . Recently, Matsumoto, Saito, and Matoba [16] proposed the Walsh figure of merit (WAFOM), which is a computable criterion for digital nets P. This criterion is based on Dick's error bound to ensure higher-order convergence than classical quasiMonte Carlo sets for very smooth functions [3, 4, 7] and requires O(nsN) arithmetic operations, where n is the number of digits of precision. Thus, WAFOM is expected to be applied to a wide range of design and assessment for P. Generally speaking, random search is easier than a mathematical construction. In coding theory, low-density
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parity-check (LDPC) codes, which are based on random search, have been significantly successful. Matsumoto et al. [16] proposed sequential generators, which are a special subclass of digital nets and only require O(nN) steps for each computation of WAFOM, and obtained low-WAFOM point sets by random search in this class. Harase [11] proposed a search algorithm for point sets whose t-value and WAFOM are both small by using random linear scrambling [14] so as to be effective for a wide range of function classes. However, in these frameworks, the number of points N has to be fixed in advance. Extensible point sets, which are point sets with the property that the number of points may be increased while retaining the existing points, are preferred in some applications because N can be increased without discarding previous function evaluations.
The aim of this paper is to give a search algorithm for extensible low-WAFOM point sets based on general digital nets in the same spirit as those mentioned above. For this, we introduce a method that uses lookup tables to compute WAFOM values, which requires O(sN) steps. Numerical experiments confirm that our extensible low-WAFOM point sets are comparable with (or even slightly superior to) NiederreiterXing sequences [32] for some low-dimensional smooth functions.
The rest of this paper is organized as follows. In Section 2, we briefly recall the notation of digital nets and WAFOM to be used in later sections. Section 3 is devoted to our main results: an acceleration method that uses lookup tables to compute WAFOM and a search algorithm for obtaining extensible low-WAFOM point sets. In Section 4, we report comparisons between our extensible low-WAFOM point sets and other quasiMonte Carlo point sets (e.g., Sobol' [28] and Niederreiter-Xing [32] sequences) for the Genz test function package [8, 9] .
Notation

Digital nets
Let s and n be positive integers. Let F 2 := {0, 1} be the two-element field, and let V := M s,n (F 2 ) the set of (s × n)-matrices with coefficients in F 2 . Thus, x ∈ V denotes a matrix x := (x i, j ) 1≤i≤s,1≤ j≤n with x i, j ∈ F 2 . We identify
Note that n is the number of digits of precision.
To construct P := {x 0 , x 1 , . . ., x 2 m −1 }, we use the following construction scheme called a digital net (see [7] and [19] 
where t represents the transpose, and set
Throughout this paper, we assume that P is a digital net, so P ⊂ V is an F 2 -linear subspace of V . Note that the first
The quality of the point sets is determined by the generating matrices.
Walsh figure of merit (WAFOM)
Matsumoto et al. [16] recently proposed the Walsh figure of merit (WAFOM) as a computable criterion for digital nets P. Based on Dick's (Koksma-Hlawka type) inequality for integration errors [3, 4] , WAFOM has the potential to achieve higher-order convergence than O(N −1 ) for function classes with very high smoothness (so-called nsmooth functions). More recently, Yoshiki [34] gave a more explicit error bound than Dick's by using the dyadic difference. Thus, throughout this paper, we adopt Yoshiki's new result and consider the same setting as in [11] (with some abuse of notation). Following [11, 15, 16] , we briefly recall WAFOM.
For a Riemann integrable function
. This is the average value of f over I x . Under Lipschitz continuity of f , it was shown in [16] that the discretization error between f and f n on I x is negligible if n is large enough (e.g., when n ≥ 30). Thus, for f :
s → R and large n, we may assume that 
where || f || ∞ is the infinity norm of f , and
s . The value WAFOM(P) is a quality criterion for the digital net P and is called the Walsh figure of merit (WAFOM) of P. Inequality (2.1) claims that digital nets with smaller WAFOM(P) values have better performance. Therefore, we want to find P for which WAFOM(P) is small. This value can be obtained using the following formula:
Thus, WAFOM(P) is computable in O(nsN) arithmetic operations, where x := (x i, j ) ∈ P and N = |P|. We refer the reader to [16] and [15, Section 2] for details. In the next section, we search for extensible low-WAFOM point sets by means of random search.
A search for extensible low-WAFOM point sets
Acceleration using lookup tables
To search for a low-WAFOM point set P, it is crucial to compute (2.2) as fast as possible. Matsumoto et al. [16] restricted the search-space to a special subclass of digital nets, called sequential generators, and reduced the complexity to O(nN) arithmetic operations for computing WAFOM(P) for each P. However, for general digital nets, we need O(nsN) steps for the naïve method in (2.2). In this subsection, we propose the use of lookup tables as another direction of acceleration. For simplicity, we assume without loss of generality that q is a positive integer that divides n, e.g., n = 30 and q = 3. We consider the i-th row vector
We split x (i) into q equal segments, and set l := n/q. Thus,
c is viewed as an integer from 0, 1, . . . , 2 l−1 . For each c = 1, . . . , q, we construct the following lookup tables in advance:
where each e j ∈ F 2 is given by the binary expansion e = ∑ l j=1 e j 2 l− j . The products
c ]. Thus, we obtain the following proposition.
Proposition 3.1. If we use the above lookup tables, then (2.2) is computable in O(sN) arithmetic operations, where the hidden constant depends on q. In other words, our method decreases the number of multiplications by a factor of 1/l.
For increasing speed, we recommend selecting a small q such that the corresponding tables made by (3.1) are included in cache memory. (We also recommend using q 1-dimensional arrays rather than a 2-dimensional array as lookup tables.) To show the effectiveness of our approach, we conduct experiments comparing the naïve method and our lookup-table method. We set (n, q) = (30, 3) and generate the first 2 25 points P of the Niederreiter-Xing sequences implemented by Pirsic [25] with Gray code order [2] . We measure the CPU time for computing WAFOM values for s = 4, 6, 8, . . . , 16. The experiments are conducted on a 64-bit Intel Core i7-3770 3.90 GHz CPU. Our codes are implemented in C and compiled by the GCC compiler with the -O3 optimization flag on a Linux operating system. As shown in the second and third rows of Table 1 , in each case, our method runs over 30 times faster than the naïve method. By using the lookup tables, we also have the advantages that the arithmetic operations and the conditional branches in (2.2) are avoided.
Ohori and Yoshiki [22] recently gave a fast and simple method for computing a good approximation of WAFOM that was originally proposed in [16] . In summary, WAFOM(P) is well-approximated by the QMC-error of the function f (x) = exp(−2 ∑ s i=1 x i ) (see Remark 2 in [15] ). We implement their method on the above platform, and record the CPU times in the last row of Table 1 . Our lookup table method is still faster than the approximation method when s is small. This is possibly because the calculation of exp(x) is much slower than multiplication on some platforms. We note that these timings strongly depend on the CPU (see, for example, Chapter 3.7 in [24] ). For randomized digital nets, no corresponding approximation method is known. See Remark 3.2 for details. 
A heuristic algorithm for searching for extensible low-WAFOM point sets
To obtain an extensible point set P d := {x 0 , . . ., To ensure the uniformity of each 1-dimensional projection, we generate c
This property ensures that each 1-dimensional projection is optimal form the view point of the t-value of the (t, m, s)-net (that is, the t-value is 0). See [7, 19] for details. We compare our methods with the existing methods including the sequential generators from [16] . From now on, we set n = 32. We search for sequential generators in the same way as Matsumoto et al. [16] . For this, we conduct 7000 random searches for (n, s) = (32, 5). Conversely, for our methods, we set (n, m, s) = (32, 25, 5) and search for column vectors using M = 7000 trials and M = 100000 trials. We also compute WAFOM values for the Sobol' [13] and Niederreiter-Xing [25] sequences. Figure 1 shows the WAFOM values for these point sets for d = 8, . . . , 25. Note that the sequential generators do not possess extensibility. For M = 7000 trials, our extensible low-WAFOM point sets are slightly better than the point sets constructed from sequential generators for large d. This is possibly because Matsumoto-Saito-Matoba sequential generators have a somewhat restricted parameter space.
Remark 3.2.
In terms of the Walsh coefficients of f , Goda, Ohori, Suzuki, and Yoshiki [10] proposed a quality criterion W (P) for randomized quasi-Monte Carlo integration using digitally shifted digital nets. This criterion is called the Walsh figure of merit for root mean square error, which satisfies a Koksma-Hlawka type inequality on the root mean square error. The computable formula for W (P) is given by
Our search algorithm is also applicable here by replacing 2 −( j+1) in (2.2) with 2 −2( j+1) .
At present, an efficient approximation of W (P), such as that mentioned in Section 3.1, is not known. Thus, our lookup table method seems to be a good option in the case of randomization by digital shifts as well.
Remark 3.3. Suzuki [29] gave an explicit mathematical construction of low-WAFOM point sets using Niederreiter-Xing sequences and Dick's interlacing construction [3, 4] for a fixed size N = 2 m . A mathematical construction of extensible low-WAFOM point sets is an open problem.
Numerical experiments
We evaluate the following four methods:
(a) Extensible low-WAFOM point sets for M = 100000 (using the procedure in the previous section);
(b) Matsumoto-Saito-Matoba sequential generators [16] (using the procedure in the previous section);
(c) Niederreiter-Xing sequences [32] implemented by Pirsic [25] ;
(d) Sobol' sequences with good two-dimensional projections [13] . For point sets (a)-(d), the WAFOM values are plotted in Figure 1 in the previous section. We use the following six different types of test function from the Genz package [8, 9] defined over [0, 1) s :
Oscillatory:
We can obtain the exact value I( f j ) := [0,1) s f j dx analytically, so such families have been used as test functions [20, 25, 27] and analyzed from a theoretical point of view [23] . The different test integrands are obtained by changing a = (a 1 , . . . , a s ) and u = (u 1 , . . ., u s ). The parameter a affects the degree of difficulty, and the parameter u acts as a shift parameter. We generate a and u as uniform random vectors in [0, 1] s , and a is renormalized to satisfy
where h j depends on the family f j . This condition determines the difficulty of integration, as the difficulty of computing the integral I( f j ) increases when h j increases.
In this way, we obtain a function f j for each test family in dimension s and make 20 quantitative examples of f j by changing a and u. For any sample size |P| = 2 d and any family f j , we compute the median of the relative errors (on a log 10 scale) For non-smooth functions, these point sets seem to be more effective than our simple low-WAFOM point sets, which do not consider the t-values (except for 1-dimensional projections). See, for example, Table 1 in [11] . This tendency coincides with the experimental results in [15] . Harase [11] gave a search algorithm for quasi-Monte Carlo point sets with both small WAFOM values and t-values using random linear scrambling [14] to improve the rates of convergence for smooth functions while being robust for non-smooth functions. However, his point sets do not have the property of extensibility.
When the dimension s is high, our extensible low-WAFOM points are inferior to the Niederreter-Xing sequences with the exceptions of f 1 and f 3 . Although we conducted experiments with s = 10, it seems to be difficult to obtain good point sets by simple random search for high dimensions. (Theoretically, the smallest value of log(WAFOM(
, so the rate of convergence tends to be worse when s is large, see [17, 31, 33] .) A breakthrough in high-dimensional integration is to take into account importance of variates, known as weights. Suzuki [30] recently studied an infinitely differentiable function space with certain weights for which WAFOM (with weights) works well, and showed a sufficient condition for very fast convergence (called accelerating convergence with strong tractability) when the weights decay sufficiently quickly. Research on an efficient approximation of WAFOM with weights (called WAFOM with derivation sensitivity parameter) is also reported [21, 22] . We refer the reader to a recent survey for details [15] .
Conclusions
We have proposed a random search algorithm for extensible low-WAFOM point sets in terms of digital nets. The key to our algorithm is determining the columns of generating matrices, inductively. We also introduce a lookup-table method to compute WAFOM faster. The point sets obtained have almost the same level of accuracy as Matsumoto-Saito-Matoba non-extensible point sets for numerical integration, and are comparable with (or even slightly superior to) Niederreiter-Xing sequences for some low-dimensional functions with high smoothness. 
