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SUMMARY 
The purpose of this study was to determine the importance of personality 
as a predictor of academic success for MBA students using a sample of 
94 first year MBA students. The test battery consisted of a Mathematical 
proficiency test, a Computer proficiency test, a Case Study and a 
personality questionnaire, the Occupational Personality Questionnaire 
32n. The criteria measured were an overall performance score as well as 
four first year first semester subjects. With the aid of correlations and 
regression calculations, it was determined that the proficiency tests 
explained the greatest proportion of the variance of success in overall 
performance as well as in each of the subjects. It was, however, also 
determined that personality added value to the selection process. 
Consequently, it was concluded that, in support of the hypothesis posed, 
certain aspects of personality make an important contribution to 
academic performance, particularly when it can be theoretically linked to 
behaviour. 
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CHAPTER 1 
BACKGROUND AND PROBLEM STATEMENT 
1.1. PSYCHOLOGICAL TESTING 
According to Robbins (1993), psychology is a science that seeks to 
measure, explain and sometimes change the behaviour of people and 
involves the studying and attempting to understand individual behaviour. 
It is the systematic and objective study of certain phenomena in order to 
formulate rules and laws that explain the complexity of human behaviour. 
Industrial psychology involves the application of psychological knowledge 
in the workplace. The field stresses the need to increase the knowledge 
base on how and why people behave as they do at work and the need to 
apply this knowledge to better meet the needs of employees and 
employers (llgen, 1994). Industrial psychology includes both scientific 
and professional concerns. Its scientific aspect is rooted in research that 
provides the knowledge that is prerequisite for any practical application. 
Such knowledge can be applied by organisations to minimise some of the 
human problems that may exist within the organisation. Even if the 
emphasis is on the professional aspect, the practice still needs to be 
firmly rooted in psychological research (McCormick & llgen, 1985). 
According to McCormick and llgen (1985, p.4), "it is a mistaken 
assumption that theory and practice must remain separate." A practical 
problem can be addressed through research based on a specific theory. 
In fact, a theory is a hypothesis or a group of hypotheses proven in 
practice to produce correct results. 
The modern organisation and academic institutions are pressurised by 
major economic, social and political changes. It is, therefore, imperative 
that all resources, especially the human resource, are planned, utilised, 
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developed and maintained. Particularly in the light of the shortage of 
skilled labour in South Africa, human resources should be optimally 
utilised to improve productivity (Wheeler, 1993). Consequently, is it 
essential that methods exist to quantify human behaviour. 
Psychological measurement involves the development of methods and 
techniques to quantify human behaviour. According to the Joint 
Committee on the Standards for Educational and Psychological Testing 
of the American Educational Research Association, the American 
Psychological Association and the National Council on Measurement in 
Education (AERA, APA & NCME, 1999), educational and psychological 
testing and assessment represents one of the most important 
contributions of behavioural science to our society. According to Wiesner 
(1991) it results in more informed and objective decision making as it 
enables the tester to compare individuals, determine functional 
relationships and the presence of a specific characteristic, make a 
diagnosis as well as predict certain actions. 
The phenomenal growth of psychological testing during the twentieth 
century called for an increasing sense of professional responsibility on 
the part of testers (Anastasi, 1966). Although not all tests are well 
developed and not all testing practices are beneficial, there exists 
extensive evidence for the effectiveness of well-constructed tests, which 
have been validated for their intended use (AERA, APA & NCME, 1999). 
The validity of a test relates to the degree to which the specific test 
measures what it set out to measure (Sambell, McDowell & Brown, 
1997). It involves the appropriateness, usefulness and meaningfulness of 
specific decisions made from test scores (Society for Industrial 
Psychology [Psyssa], 1998). This also includes fairness. A valid test is 
not necessarily being used fairly. Fairness, according to the Society for 
Industrial Psychology, is a social rather than a psychometric concept and 
has no single meaning. It refers to ethical questions about how a test is 
used. It is, therefore, essential for psychologists and practitioners to 
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proactively establish the validity and fairness of their selection procedures 
(Wheeler, 1993). 
In the South African environment, the issue of test validation and fairness 
has become the focal thought surrounding psychological measurement. 
1.2 PSYCHOLOGICAL MEASUREMENT IN SOUTH AFRICA 
South Africa is in a transition process towards an equitable socio-political 
dispensation. It is, therefore, only natural that questions about the 
practice of psychological testing should be raised. According to Owen 
(1998) there is a common perception that South African psychologists 
were largely responsible for developing instruments that were used to 
screen out certain sections of the population from further education. It is 
argued that these measurement instruments are a Western invention, 
culturally bound and biased against certain groups (Owen, 1998). 
Matters of test validation and fairness is, for this reason, emerging as an 
increasingly contentious and controversial point of concern in South 
Africa (Wheeler, 1993). Gender, race and age will be the primary factors 
against which fairness will be measured (Psyssa, 1998). The 
Employment Equity Act 55 (8) of 1998 states: 
"Psychological testing and other similar assessments of an employee are 
prohibited unless the test or assessment being used-
( a) has been scientifically shown to be valid and reliable; 
(b) can be applied fairly to all employees; and 
(c) is not biased against any employee or group." 
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• Measurement and Affirmative Action 
As the demise of apartheid drew nearer, there was a general realisation 
that previously disadvantaged groups (defined by the Employment Equity 
Act as Black people, defined as Africans, Coloureds and Indians, women 
and people with disabilities) were extremely underrepresented in higher 
level jobs and post-secondary education (Claassen, 1998; Holburn, 1991; 
Moerdyk, 1989). This gave rise to the implementation of affirmative 
action. 
Affirmative action can mean many things (Sonn, 1993). Albie Sachs 
(cited in Human, 1993, p.1) stated: 
''Affirmative action in the South African context has extremely broad 
connotations, touching, as apartheid did and still does, on every area of 
life ... affirmative action covers all purposive activity designed to eliminate 
the effects of apartheid and to create a society where everyone has the 
same chance to get on in life." 
Affirmative action needs to address the removal of all forms of 
discrimination and all obstacles to equality of opportunity (Nkuhlu, 1993). 
Nkuhlu (1993) stresses, however, that under no circumstances may 
individuals be selected because of their skin colour and should it be 
solely based on performance. 
Employers and tertiary institutions are, therefore, required to take 
affirmative action as a means of creating greater employment equity while 
still maintaining high standards and quality. This validates the use of 
valid and fair selection and development procedures with no adverse 
impact. Failure to do so will result in employers and tertiary institutions 
being unable to meet affirmative action pressures from both the 
government and trade unions. 
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This forces organisations to ensure the implementation of equity policies 
and the use of reliable and valid assessment instruments. This is also 
applicable for the selection of students for admission to tertiary 
institutions. South Africa has to give urgent attention to the more 
effective use of its available human resources in order to reach and 
maintain the tempo required for healthy economic growth. This places 
increasing pressure on all the educational institutions in South Africa 
(Marais, 1988). According to Du Plessis (1988), there is a growing need 
for greater diversity in the tertiary education structure in South Africa. It 
is, therefore, essential for any tertiary institution to ensure that the 
assessment instruments they use, allow for the inclusion of more 
students from designated groups while still maintaining a high standard of 
education. 
1.3 SELECTION FOR HIGHER EDUCATION 
One of the most important and challenging problems faced by tertiary 
institutions seems to be that of the accurate prediction of future success 
of students in academic courses. This is becoming more important every 
day as the world is advancing industrially and technologically and the 
demand for highly skilled human resources is consequently on the 
increase in order to ensure organisational efficiency (Bhatnagar, 1968). 
Organisational efficiency is directly related with the extent to which 
organisational goals are realised. The goals of any organisation can only 
be reached through the effective utilisation of human resources (Hartley, 
1992). The strength of the available labour market lies with the human 
resources provided by tertiary institutions. Tertiary training, therefore, 
plays a very important role in the optimal development of the human 
resources of a country. In the light of the high costs involved in tertiary 
training, it is important to correctly identify academic potential 
(Huysamen, 1998). 
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Tertiary institutions are confronted with the controversial issue 
surrounding admission requirements for prospective students that ensure 
academic success (Swanepoel, 1998). The rapid change in the political 
climate in South Africa leads to a mass inflow of students to tertiary 
institutions. According to De Villiers (1997) the number of students, 
especially Black students, with university exemption increases every 
year. In this changing political climate with the emphasis on individual 
rights, a fair and equitable selection technique is a priority. A valid and 
reliable selection procedure for the prediction of academic success would 
restrict personal failure and save money for both the student and 
institution (Swanepoel, 1998). 
The rationale for using measurement instruments in selecting students is 
that the instruments can help institutions to identify competent students 
for admission. If a well-developed, reliable and valid test is used, the best 
performers on the test can be expected to be the better performers on the 
course. 
The problem of selection at tertiary institutions is more difficult than that of 
the selection of employees as differentiation is far less significant in a 
more selected group (Moller, 1965). The fact that, in spite of selection on 
the basis of cognitive factors, the failure rate is still high resulted in the 
shifting of attention to non-cognitive factors which may influence 
university achievement. In this context previous research clearly indicated 
that non-cognitive factors play a pertinent role in the academic situation 
(Moller, 1965). 
Personality as a non-cognitive factor, plays an important role in the way a 
student experiences and interprets his/her environment. Many people 
believes that failing students lack intelligence, while the fact is that many 
failing students do have sufficient intelligence, but are unable to progress 
because of certain personality inadequacies (Bhatnagar, 1968). It is, 
therefore, seen as necessary to include a personality questionnaire in a 
selection battery for prospective students. 
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1.4 PERSONALITY ASSESSMENT 
"It is surely true that no two people are ever alike. It is equally true that in 
certain ways all people are the same. This seeming paradox is the 
vessel that contains the concept of personality" (Phares, 1988, p.3). 
Personality refers to the characteristics that define an individual and 
determine that person's interaction with the environment. It refers to 
those characteristics that distinguish one person from another (Nunnally, 
1978). There is no other area in psychology that encompasses as broad 
a topic as personality does (Gatewood & Field, 1990). 
There are various approaches to personality. In some of these 
approaches the emphasis falls on its organisational capacity, in others it 
falls on the unique character and totality of the concept. Each approach 
contributes to the discovery of the full truth on personality (Engelbrecht, 
1972). The emphasis of this study is on the uniqueness of each 
individual person. People vary in their behaviour, while still containing 
some similarities. Despite variations in behaviour, there are certain 
behaviours that will be difficult for some individuals to adopt. It would, 
therefore, be difficult for some persons to adopt the desired personality 
for the specific activities required of them (Saville, Holdsworth, Nyfield, 
Cramp & Mabey, 1994 ). This would form the rationale for assessing the 
personality of students enrolling for post-graduate education. The stress 
and demand placed on such students would require a certain type of 
personality to be successful in the completion of the course. 
Various researchers found strong relationships between personality and 
performance in an educational environment. Rothstein, Paunonen, Rush 
and King (1994) found that academic success correlated strongly with 
energy and drive, while Botha (1971) found that high scores on neurotic 
behaviour and extroversion have a negative influence on academic 
performance. Astington (1960) found in his investigation of the 
relationship between personality and academic achievement that 
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perseverance, independence, emotional stability and more introvert 
characteristics are important for success. The research of Capretta 
(1963) indicated that flexible thinking is related to success. Bhatnagar 
(1968) demonstrated that the personality dimensions of achievement, 
autonomy, intraception, succourance, dominance, nurturance, endurance 
and aggression correlate positively with academic achievement while 
deference, affiliation and abasement correlated negatively. 
1.5 PROBLEM STATEMENT 
The rapid technological advancement as well as the changing political 
environment in South Africa placed new demands on the educational 
structures of the country as the need and demand for highly skilled 
human resources increased. The tertiary institutions not only have to 
ensure that they select quality students with a better chance for success 
than those not selected, they also need to make sure that they meet the 
affirmative action requirements as stipulated in the Employment Equity 
Act. According to Wheeler (1993), the history of apartheid with its 
resultant effects of unequal opportunities for the different ethnic groups 
widened the cultural distance between Whites and Blacks in South Africa. 
''To the extent that these vast differences in the availability of cognitively 
stimulating opportunities are reflected in test scores, any interpretation of 
psychometric test data in South Africa which overlooks the possibility of 
differences between ethnic or socio-economic groups is likely to be 
ignoring a significant moderator variable" (Wheeler, 1993, p.2). 
It is evident from literature on factors related to academic achievement 
that the importance of intelligence as predictor of academic achievement 
reduces as a person advances to tertiary education (Rademeyer & 
Schepers, 1998). It is, therefore, necessary to focus more attention on 
the non-cognitive factors involved in academic success and to include 
measurements of this nature in the selection battery. For this reason, it 
was considered important to investigate the role of personality in 
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predicting potentially successful candidates for the Masters of Business 
Administration course at a South African tertiary institution. 
1.6 GOAL 
Based on the above-mentioned background, problem statement, and 
research question, the aim of the study is to evaluate whether personality 
is a valid predictor of success at the MBA course. This includes the 
determination of those personality dimensions that are important for 
success on the MBA course. The knowledge obtained from this analysis 
can be used positively by way of developing a personality profile that 
could be used in the selection of future candidates for the MBA course. 
• Specific goals 
The specific goals for this study include firstly a literature study and 
detailed description of the influence of personality on academic success. 
Secondly, the degree of variance for academic success that is explained 
by personality, in relation to the whole test battery, will be investigated for 
the sample of MBA candidates. 
1.7 RESEARCH METHOD 
The research will be divided into two phases. Phase one will consist of a 
literature review of the most relevant concepts involved in the study. 
Theories will be presented in an integrated fashion and will serve as the 
background to the empirical analysis. 
Phase two will contain the empirical analysis involving a non-
experimental field-setting research design. 
9 
1.8 CHAPTER OUTLINE 
Chapters 2 and 3 will contain a review of the relevant literature on 
selection as applied to tertiary institutions and personality and its relation 
to academic achievement. Chapters 4 and 5 will contain the methods 
used during the study and the results obtained through the integration of 
relevant theory and research. Chapter 6 will cover the implications and 
final conclusion of the study. 
1.9 CONCLUSION 
Chapter 1 served as an orientation for the reader towards the problem 
and background of the research study. Attention was given to the goals, 
methodology and programme according to which the research will take 
place. 
As part of the theoretical basis for the empirical research, Chapter 2 is 
dedicated to the process of selecting students for tertiary training. 
Complex issues relating to the implications of mass enrolment versus 
access control in the higher education system are discussed by looking at 
the experiences of other countries and their application of these 
experiences to the South African circumstances. Selection methods for 
admission are discussed in the realm of the two categories, cognitive 
factors, which include intellectual ability, and previous academic 
achievement, and non-cognitive factors, which include socio-economic 
circumstances and personality. 
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CHAPTER2 
SELECTION FOR TERTIARY TRAINING 
South Africa's prosperity depends upon the development of a strong, 
autonomous and vibrant educational system. Primary and secondary 
education are of great importance, but without a strong system of higher 
education, other educational sectors will be impoverished. The quality in 
teaching and research should be preserved and developed as South 
Africa will not be able to engage in the increasingly technologically 
orientated modern world economy, and will be impoverished (Saunders, 
1992). 
According to Saunders (1992) fewer than 5% of the population of most 
countries attended universities in the 1950s. During the 1980s this figure 
increased to over 20% in most industrialised countries and in the United 
States to over 50%. "By the end of the 1960s, higher education faced 
crises in many countries as a consequence of rapid growth in response to 
increasing student numbers, student unrest, problems in university 
government, faculty development, student admission and research policy 
and funding" (Saunders, 1992, p.iii). This marked the end of an era as 
tertiary education in Europe shifted from elite to mass education and in 
the United States from mass to universal access to higher education. 
This transition process in tertiary education, however, did not lower the 
standards of excellence in the first world countries. One of the methods 
used to ensure that the high standards were maintained was through a 
very selective access policy (Saunders, 1992). Saunders (1992), 
however, believes that this ensured that higher education remained the 
privilege of an elite few with admission requirements reinforcing 
stratification of the members of different social classes entering. 
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In contrast, African countries enrolled students in numbers beyond which 
the system and individual institutions could cope. This resulted in a 
catastrophic deterioration in quality and decline in standards (Saunders, 
1992, p.iv). In several countries the situation reached a crisis, 
characterised by increased enrolment, declining funding and the 
consequent deterioration of infrastructural, teaching and research 
facilities (Saunders, 1992). This has resulted in a general deterioration in 
the intellectual environment of the universities (Ngara, 1995). In many of 
these countries, the higher education system is now no longer well suited 
to the requirements for development (Saunders, 1992). 
For this reason it is important that South Africa acknowledges the 
implications of mass enrolment versus access control in the higher 
education system. It is crucial that the balance between the degree of 
· access to higher ed.ucation and the achievement of quality is underlined. 
''The experience of sub-Saharan Africa, and indeed the rest of the world, 
underlines how essential it is to have adequate entrance requirements for 
university admission if quality is to be achieved" (Saunders, 1992, p. 76). 
No one gains from including students that have no chance of successfully 
completing their studies. People that argue that it is worth including any 
student without a chance of passing ignores the cost in subsidy, the cost 
to the student and the marginal costs to other students in terms of 
facilities and lecturers available. However, restricting student admission 
on the other hand has the possibility of eliminating potentially successful 
students (Zietsman & Gering, 1985). This implies that a careful balance 
has to be struck between both alternatives. 
2.1 TERTIARY EDUCATION IN SOUTH AFRICA 
In 1970 work opportunities in South Africa's formal sector for persons with 
high level positions were approximately 9%. This figure increased in 
1985 to 14% and was expected to increase further to 16% in 1995. De 
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Villiers (1997) reported that it was predicted that the demand for high 
level human resources would, in the period 1985 to 1995, increase with 
3.3% per annum in relation to the expected 1.6% growth in the total 
economically active population. The latest available figures from Stats 
SA (Census 1996) indicate that the total employed economically active 
population is approximately 3.6 million while the Human Sciences 
Research Council's Register of Graduates 1999 indicates that only a total 
of 547 825 are graduated (http://www.labour.gov.za/docs/ 
legislation/eea/stats ). 
South Africa, thus, has to give attention to the effective utilisation of its 
human resources in order to ensure healthy economic growth. This 
places increasing pressure on all the educational institutions in South 
Africa (Marais, 1988). 
Ngara (1995, p.165) recommends that the current state of affairs in South 
African universities be viewed against the backdrop of socio-economic 
inequalities created by apartheid, "a system that inevitably gave rise to 
political struggles and social upheavals resulting in major dislocation of 
the education process." The disruption of the education system as a 
result of this unstable political climate has taken its toll on learners and 
educational institutions. 
South African universities are beset with a variety of problems as the 
country tries to redress the past unjust and unfair practices. South 
African universities are expected to perform functions as institutions of 
higher education that have the potential to intervene meaningfully in 
national reconstruction and in the development process (Ngara, 1995). 
The primary challenge facing higher education in South Africa as it enters 
a new political dispensation, is how it is going to cope with the increased 
access to higher education together with a decrease in financial 
assistance (Fourie, 1990). In 1985 the university student population 
comprised 73% of the total student population in the tertiary sector in 
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South Africa. Professor Booysen of the Natal University estimated in the 
late 80s that if the total student population of 9 per 1000 is to be 
maintained, the number of African students have to be increased with 
888% and the number of Coloured students with 38%. The total of the 
White and Asian student population has to be decreased with 38% and 
63%, respectively. 
This increase in student population is a trend occurring world wide and 
the extent thereof is presented in Table 1 (figures supplied by UNESCO 
as in Du Plessis, 1988). 
Table 1 Increase in student population world wide 
Region Increase 1960-1980 (%) 
Developed countries 214 
Developing countries 
Africa 
Latin-America 
South Asia 
523 
709 
831 
411 
In Table 2 the demographic projections for university students for the year 
2010 are presented. The 1985 census statistics are given in the second 
column (Committee of University Principals [CUP], 1987). 
Table 2 Demographic projections for 2010 
Population Group 
Asians 
Coloureds 
Whites 
Africans 
2010 Projections 
1.2 million 
4.2 million 
5.5 million 
53.3 million 
1985 Census Statistics 
0.8 million 
2.9 million 
4.8 million 
25.9 million 
One possible option to accommodate the increasing student numbers will 
be to build more universities. Du Plessis (1988) predicts that the number 
of universities would have to double within the next twenty years to 
accommodate all the students. This is, however, unpractical as this 
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would put a financial burden on the country that it cannot afford at this 
stage (Retief, 1990). 
Another burden on tertiary institutions is the growing cost of tertiary 
education while there is a constant decrease in financial support from 
state subsidies. Watson (1988) calculated that in some African countries 
80 children could complete primary training for the same cost than one 
student in university. This growth in the cost involved in university 
education is a world wide trend to which South Africa is no exception. 
Even a country such as Britain with its elitist selection approach to 
university admission where relatively few persons per 1000 population go 
to university in contrast to other developed countries, has to cut costs 
with regard to its university training. Despite an increase in students 
since 1980, personnel at the universities were cut with 12%. It was 
expected that British universities would further decrease its staff numbers 
with 7000 in the near future (Du Plessis, 1988). 
Research and post-graduate training is also in a bad state. The 
Committee of University Principals (1988) reported that there are 
international dissatisfaction with the performance of both students and 
supervisors at post-graduate level. In a study done by Ngara (1995), it 
was shown that 14 out of the 17 universities that participated in the study 
did not have prescribed programmes for post-graduate training. "Some 
even went to the extent of having 'unwritten' rules about admission 
requirements with no limit on the period of registration of students" 
(Ngara, 1995, p.169). 
The increased flow of students together with a decrease in government 
subsidies and a shortage of high level human resources in industry force 
tertiary institutions to utilise some form of a formal selection process 
(Fourie, 1990). Retief (1990) suggests a more selective admission 
process. A valid and reliable selection method will not only prevent 
personal failure and financial savings, but will also bring about more 
direction and effectiveness in advanced studies. 
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2.2 SELECTION 
Anastasi (1976) defines selection as the process by which it is decided 
whether or not to admit a student to college, to hire a job applicant, to 
promote or place an employee. Selection decisions involve the prediction 
of a person's success in a specific job or an academic course (Anastasi, 
1976; Cronje, Du Toit, Mol & Van Reenen, 1997). Selection is, therefore, 
the process of choosing from a group of applicants those individuals that 
seem to be the most likely to succeed (Caruth, Noe Ill & Mondy, 1988; 
Latham & Wexley, 1982; Lipsett, Rodgers & Kentner, 1964 ). 
Selection decisions are usually made when there are more applicants 
than openings. These openings may involve jobs, opportunities for 
promotion or a place on an educational course. The purpose of selection 
is, therefore, to distinguish applicants who are likely to succeed from 
those who are less likely to succeed or who will fail (Holburn, 1991 ). In 
terms of tertiary success, prediction is aimed at the identification of 
applicants with sufficient potential to complete their studies successfully 
(Louw, 1992). 
Individuals vary widely on many types of performance, including 
personality, abilities and skills. It is a widely acknowledged fact that there 
are vast differences in the human qualities that individuals possess, both 
on the inter- and intra-personal level. Given these differences, selection 
programmes comprise a critical component of personnel decisions or 
decisions relating to training. The basic rationale of selection 
programmes is to capitalise on these differences by selecting those 
candidates which possess the greatest amount of qualities as judged 
important for success in a job or on a training course (Wheeler, 1993). 
As most organisations strive to optimise work efficiency or success rates, 
it is most important to look at these individual differences on the relevant 
dimensions when selecting applicants. Selection focuses directly on 
individual differences. It is fundamental to selection that all people are 
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not equal when it comes to work efficiency and effectiveness (Holburn, 
1991 ). 
Basic to the selection process, is the assumption that variation along 
some measurable qualities of the individual is related to variation along a 
performance dimension. This assumption underlies the importance of 
determining the fit between the individual and the job or training. The 
greater the fit between the performance dimension and the human 
qualities, the better the person will be able to adapt to admission or the 
training (Wheeler, 1993). 
The selection process, therefore, forces the institution to assess its 
present success rate in selection, the favourableness of the selection 
ratio for the available openings, the predictive ability of the proposed 
selection procedures and the cost of adding additional predictive 
information. Thereafter it must weigh the alternatives and make a 
decision (Cascio, 1987). 
In the tertiary environment, many role players are affected by and 
concerned with the selection process. However, people have different 
expectations of selection as they have different priorities linked to the 
outcome. University authorities may want selection requirements to be 
sufficiently flexible to allow manpower and equity projections to be met, 
while lecturers want to find students who are capable of succeeding in the 
course. As a result of this difference in expectations, the same selection 
mechanism is unlikely to be ideal for those involved. Decisions about 
priorities are not right or wrong, but represent judgements resulting from a 
series of trade-offs in relation to a system as a whole (Bennett & 
Wakeford, 1983). 
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2.2.1 Selection Methods 
Selection involves any procedures that are used in obtaining and 
integrating information in order to make a recommendation or final 
decision which may influence the status of an individual or an evaluated 
person (Psyssa, 1998). The most commonly used selection methods to 
determine the measurable individual qualities include previous academic 
achievement, interviews and psychometric testing. Previous academic 
achievement such as matric results is identified as a very important 
predictor of academic success. This can be understood as an individual 
with a high intellectual ability, motivation and drive will have already 
distinguished themselves from other individuals. 
Besides previous academic achievement, interviewing is the most widely 
used selection method and is seen by many as the most important 
selection technique. Interviews, however, vary considerably in terms of 
the number of people involved, the degree to which an interview is 
structured and the qualities measured. For an interview to provide useful 
information, careful planning is necessary to ensure that all interviewers 
are aware of its purpose and the qualities being measured (Bennett & 
Wakeford, 1983). 
Psychometric tests include tests such as intelligence, ability, personality, 
interest and motivation. Hartigan and Wigdor (1989) state that 
psychometric tests are at best moderately good predictors of 
performance as human performance is far too complex to expect 
anything approaching perfect prediction. They point out, however, that 
there are a number of advantages associated with the use of good tests, 
for example: 
• The results are not dependent upon the views of the person doing the 
selection, as the questions all have specific answers. 
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• Provided that the tests are run properly, each candidate will attempt 
the same questions, in the same time and under the same conditions 
as all the other candidates. 
• Tests measure a specific area of ability. 
• Tests should be valid, which means that success on the test will be a 
reliable indicator of success (Bray, 1991 ). 
2.2.2 Validity and the Selection Process 
The underlying assumption of any selection procedure is that the 
procedures used can predict the relevant behavioural requirements for 
the position or training course. Van Den Berg (1996, p.97) states it 
metaphorically. 'Test users who do not beforehand investigate the validity 
of tests which they are using are almost like people who do not ensure 
beforehand that the trains on which they are embarking will go in the 
directions which they intend to go and whether the trains will stop at the 
stations where they intend to get off." 
The evaluation of any assessment procedure is thus based on the fact 
that sufficient evidence can be found that the procedures used are 
relevant to the position or training requirements concerned (Psyssa, 
1998). Therefore, no matter how carefully the measuring instrument has 
been constructed or how high a reliability coefficient it may have, if it does 
not measure what it is supposed to measure in the applied setting, it does 
not fulfil its aims and is worthless or even dangerous to the user. 
Validity always refers to the degree to which empirical evidence and 
theoretical rationales support the adequacy and appropriateness of 
interpretations and actions based on test scores. Score interpretations 
and proposed score-based inferences should, to the extent possible, be 
viewed as testable inferences, that is, as theoretically based hypothesis 
supported by empirical evidence (Messick, 1988). The property 
measured by a test should, therefore, fit into a theoretical framework. An 
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investigation to establish test validity should involve empirical work, which 
can be meaningfully associated with a theoretical framework (Van Den 
Berg, 1996). Messick (1988, p.4) states it clearly: " ... , test validation 
embraces all of the experimental, statistical, and philosophical means by 
which hypothesis and scientific theories are evaluated." 
Methods of selection should be evaluated in terms of predictive validity 
with respect to job or academic performance. In other words, selection 
criteria should be job or course-related and not simply reflect 
assumptions about what is required (Human, 1993). The use of a 
specific assessment instrument should be validated and not the 
instrument itself (Swanepoel, 1998). 
Predictive validity indicates whether the assessment instrument can be 
effectively applied to predict future behaviour. An instrument with a high 
predictive validity would, therefore, improve the decision making process 
(Swanepoel, 1998). The question to be answered is: Can the 
measurement instrument predict future behaviour as measured by the 
criterion data (Gatewood & Field, 1990)? 
Bennett and Wakeford (1983) make a very important point by saying 
selection cannot offset the shortcomings of a curriculum. Selection can 
support what a training course is trying to achieve, but cannot remedy 
inappropriate training. 
Bennett and Wakeford (1983) provide a valuable feedback system that 
can be used in selection. They explain it with the help of a diagram as 
presented in Figure 1. 
Figure 1 represents a predictive validity study to determine if the 
hypothesis of academic achievement is confirmed or denied. In order to 
evaluate a selection process, there must be clarity and agreement about 
the focus of selection - for example, obtaining information about certain 
personal attributes. Thereafter it should be determined what kind of 
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information it will indicate if the purpose is being achieved. If it is 
determined, after the evaluation process, that the selection process is not 
selecting students with the desired characteristics, the selection methods 
should be reviewed. 
I Identify institution priorities 
Develop selection strategies appropriate to 
..... 
~ 
the situation which support these policies 
+ 
Implement strategy by obtaining relevant 
information from candidates on desired 
characteristics using a variety of methods 
+ 
Identify measures of performance during 
training which reflect these characteristics 
+ 
I Obtain measures of performance I 
+ 
Compare information obtained during 
selection with subsequent performance 
.... 
... 
Figure 1 A Feedback system for selection 
(Bennett & Wakeford, 1983) 
Modify as 
necessary 
~ii< 
It should be clear that selection and prediction are not synonymous. To 
assume that they are is a fallacy, as it implies that there is stability in the 
policies and practices of institutions, which there is not. To the extent that 
such stability is lacking, prediction must be inaccurate and a source of 
error in selecting students must be built in. If it would have been possible 
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to obtain perfect selection, the probability would still remain that some 
students, all perfectly selected, would still drop out or be failed in their 
finals (Miller, 1970). 
The validity of psychometric assessment instruments can be presented in 
the following way. Schmidt and Hunter (as cited in Saville et al, 1995), 
after a meta-analytical study stretching 85 years, came up with the 
following validity ladder: 
High 
Validity coefficients 
Low 
Figure 2 Validity Ladder (Saville et al, 1995) 
Assessment Centres 
Ability Tests 
Personality Questionnaires 
Group Activities 
Biodata 
In-trays 
Interviews 
Graphology 
Astrology 
There is a dilemma that a meta-analysis of validity coefficients does not 
show personality questionnaires to have very high empirical validities to 
match their popularity. It has, however, been pointed out that much of 
this research was conducted on the old clinical instruments and not the 
modern more occupationally related questionnaires (Saville et al, 1995). 
Validity is seen as the most important consideration in the use of 
assessment procedures. The primacy of validity is enshrined in 
professional standards and reaffirmed in many books and articles on 
assessment (Crooks, Kane & Cohen, 1996). 
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2.2.3 Fairness in Selection and Affirmative Action 
"Meeting the aspirations of diverse cultural and social groups for a fair 
share of access to national resources is the equity issue of the 1990s" 
(Court, 1994, p.10). 
The Society for Industrial Psychology in the Guidelines for the Validation 
and Use of Assessment Procedures for the Workplace (1998) states that 
fairness refers to ethical questions about how a test is used. Ethical 
issues involve moral, legal, philosophical and practical ideas (Jensen, 
1984 ). Against this context it is understandable that persons from 
different groups (e.g. gender, age, culture) may differ about what 
constitutes fair or unfair actions to them or their groups (Jensen, 1984 ). 
"Since fairness is a social-political concept that reflects the point of view 
of the beholder, no statistical standard has won universal acceptance. 
The debate over fairness has been with the profession for at least 20 
years and will probably continue indefinitely" (Barrett, 1998, p.106). 
Fairness is the total of all the variables that play a role in the final 
selection decision. 
Higher education determines access to employment and status, which 
makes it an object of competition. Court (1994) feels that in an era of 
democratic transformation, universities have to make an effort to ensure 
that the composition of their students is an approximate representation of 
the population groups in society. 
There are two primary ethical perspectives regarding fairness in selection 
in higher education. The first is the utility perspective in terms of which 
the tertiary institution concentrates on optimum performance and selects 
the candidates most likely to succeed. The second perspective involves 
an argument that tertiary institutions have an ethical obligation to rectify 
manifested inequalities within the South African society. These are the 
inequalities that historically caused certain groups to be disadvantaged. 
In terms of affirmative action an institution may, in contrast to the utility 
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principle, deliberately accept a larger proportion of the previously 
disadvantaged group. Thomas Sowell warns in a publication, Preferential 
Policies, that "if the less fortunate are to be helped the task will be 
infinitely more difficult than lowering admission standards in higher 
education to achieve statistical representation. Moreover, the struggle 
will not be the kind of struggle between groups, or between good and evil, 
but instead a harder, slower and less glamorous struggle between the 
inherent requirements of quality education and the habits, attitudes and 
beliefs of people who have not had to deal with such requirements 
before" (Louw, 1992, p.64 ). 
Therefore, to decide on admission requirements and selection methods 
and the fairness of these requirements, it has firstly to be decided 
whether fairness means that the same admission requirements and 
selection methods should be applied to all or whether it means that the 
university population should be proportionally representative of the 
different population groups. In the USA certain universities lowered their 
admission requirements in an effort to gain proportional 
representativeness. Of the students that were admitted on these 
grounds, only 7% of the African, 4% of the Spanish and 16% of the White 
students obtained their degrees within 5 years (Du Plessis, 1988). Thus, 
it can be seen that poorly designed strategies for the improvement of 
equity in tertiary institutions could lead to a decline in the quality of the 
system (File, 1994 ). 
Affirmative action has acquired a bad name from experiences elsewhere 
in the world. It is associated with the lowering of standards and the 
advancement of some groups at the expense of others. Ramphele 
(1994) acknowledges that some affirmative action programmes do 
contain some of the mentioned features, but says that they are generally 
driven by guilt and political expediency rather than a genuine commitment 
to equity. The focus should be on equity rather than affirmative action: 
the latter remains a strategy to the former. This would minimise a pursuit 
of short sighted affirmative action policies. 
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It is clear from the reviewed literature that equality in tertiary institutions 
should be strived towards, but not at the expense of quality and 
standards. As File (1994, p.20) rightly wrote "concerns about inequality 
should, therefore, be balanced by concerns for economic development 
and by concerns for the quality of the programmes offered by tertiary 
institutions." 
In the name of fairness in selection, an appeal was made in South Africa 
to terminate the use of all psychometric instruments. This appeal was the 
result of the fact that previously disadvantaged groups who are 
underrepresented at tertiary level tend to obtain lower scores on these 
psychometric instruments. The solution is, however, not in the 
termination of psychometric tests, as this can lead to a selection 
procedure that is even more biased as the tests (Huysamen, 1994 ). 
Meta-analytic studies show that the validity of tests is as good or better 
than that of any alternative selection procedure (Hakel, 1989). 
It is very important that moderator variables such as education, race, 
language, gender, age, etc. be included in the predictive validity analysis 
in order to analyse the fairness issue with regard to these sub-groups. 
Lecturers, students, decision-makers in tertiary education and the general 
public will be pleased if one objective, valid and fair selection testing can 
be found. However, if role players are asked to define the concepts 
fairness, validity and objectivity in relation to university admission, it is 
often found that there is a wide spectrum of definitions, not only between 
different universities but also between role players within the same 
university. This describes the nature and complexity of selection for the 
purpose of admission to tertiary education (Du Plessis, 1988). 
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2.3 SELECTION AND TERTIARY ACADEMIC SUCCESS 
In an analysis of the number of students that were successful in their 
studies at various South African autonomic residential universities during 
1982, it was indicated that only approximately two thirds of the students 
were successful in obtaining a first degree or diploma, even if it took them 
a few years longer than the minimum time frame (Fourie, 1990). It is, 
therefore, evident that effective selection measures need to be in place in 
order to ensure that those students are selected who are the most likely 
to succeed. 
The chronological history of the research involving the prediction of 
academic achievement and the factors that distinguish between 
successful and unsuccessful studies, can be divided into three 
approaches (Botha, 1971 ): 
• The earliest research used intellectual and ability tests as predictors. 
A shift in emphasis, however, took place as it was discovered that 
some of the students performed better or worse than originally 
predicted. 
• To explain this variance in academic achievement, researchers 
studied the role of non-cognitive or personality characteristics. 
• More recently, the interaction between the students' personality 
characteristics and their social environment are investigated. 
It is evident that selection methods for admission can basically be 
described in the realm of two categories: cognitive and non-cognitive. 
Although Messick (1996) quite rightly feels that such a distinction is an 
unfortunate misnomer as non-cognitive processes usually involve 
important cognitive components, the two will be discussed as separate 
categories for the purpose of this study. It should, however, be kept in 
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mind that the view of Messick is acknowledged in that ''the distinction 
between cognitive and non-cognitive processes is not categorical, but 
one of degree in the relative balance between intellective and other 
personality determinants of individual differences. Thus, this cognitive 
versus non-cognitive contrast must be immediately qualified - with the 
insistence that the label 'cognitive' does not imply only cognitive and 'non-
cognitive' does not imply the absence of cognition" (Messick, 1996, p.3). 
2.3.1 Measurement of Cognitive Factors 
Cognitive factors include intelligence, academic achievement and 
achievement test scores (Bhatnagar, 1968). Previous academic 
achievement is world wide recognised as the best predictor of success in 
tertiary education. According to Du Plessis (1988) this is obvious as 
other factors influencing academic achievement such as motivation, IQ, 
study habits and attitudes, creativity, etc. already played a role in 
previous achievements. 
Achievement in matric is identified as the single best indicator of tertiary 
academic achievement for first year students. The predictive function of 
scholastic achievement, however, diminishes to the point of virtually 
disappearing for students that progress to the second year and to post 
graduate courses (Louw, 1992). Older students gained experience and 
their motivation for training changed. These students form a separate 
category with regard to admission requirements and academic 
achievement (Du Plessis, 1988). 
Miller (1970) feels that selecting post-graduate students solely on the 
scores obtained in their graduate studies are not so relevant as it has 
been held to be. Wright (cited in Miller, 1970) traced the progress of 176 
graduate students in the United States for eleven years. Of the 115 
candidates that enrolled in 1950 for a Masters degree, 46 did not receive 
their degree by 1961, compared to 58 who had and 11 others who 
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already obtained a doctorate. As a result of this study, Wright stated that 
intellectual ability, including high grades as under-graduate, was not 
significantly related to the acquiring of a post-graduate degree. 
According to Fourie (1990), South African research indicates that 
academic performance is significantly influenced by psychological factors 
and that approximately 53% of academic achievement can be explained 
as a result of factors such as intelligence, aptitude, interest, motivation, 
health, study habits, emotional stability, willingness to take responsibility, 
and adaptability to challenging situations. Humans differ in many other 
ways other than academic ability. These characteristics will clearly have 
relevance to a person's performance (Bennett & Wakeford, 1983). 
There is a variety of instruments that can be used in the selection process 
to identify these differences. Purpose-built tests are designed to predict 
performance in the specific field in which the training is going to take 
place. They are usually very expensive to develop and few institutions 
can afford them. Standardised ability tests are used to measure 
performance in specific areas such as vocabulary, reading 
comprehension and arithmetic. According to Bennett and Wakeford 
(1983) these tests can be very useful. Students entering a training 
course may have difficulty in coping with the language of instruction, 
which may lead to a high failure rate in the course. In such situations, a 
vocabulary test could be administered and students required to obtain a 
minimum score before being admitted. 
Intelligence tests are another method that can be used in selection. A 
definite relationship exists between intelligence and academic 
performance as intelligence greatly influences the nature and quality of 
academic performance (De Villiers, 1997). German psychologists used 
association, memory and reaction time as early as 1880 as probable 
predictors of success (Botha, 1971 ). 
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However, the development and use of IQ tests have been subject to 
critique as intelligence tests have found to add little predictive value when 
combined with other selection methods (Bennett & Wakeford, 1983). 
Vernon (cited in Mischel, 1996, p.15) recommends that the notion of 
intelligence as a definite entity that simply matures as a person grows 
older, needs to be abandoned. Rademeyer and Schepers (1998) found 
that the correlation between intelligence and academic achievement 
decreases progressively from primary to tertiary education as there is 
greater homogeneity in the sample groups with regard to intelligence. 
Marais (1988) determined that 38. 7% of first year university dropouts at 
the Rand Afrikaans University had an IQ of 120 and higher and that 
10.6% even had an IQ of 130 or higher. Du Toit (cited in Smit, 1971) 
performed a study at the University of Stellenbosch on first year students 
where he found that in the IQ group of 130+, only 4% obtained an 
average of 80% at the end of their first year while the average of 4% were 
lower than 40%. A high IQ is therefore not a guarantee for academic 
success (Smit, 1971 ). 
It is evident from the mentioned literature that the influence of scholastic 
achievement, ability and intelligence are not sufficient to successfully 
predict academic success in advanced studies. Intellectual variables can 
operate effectively only when personality functions are properly integrated 
(Sinha, 1970). 
2.3.2 Measurement of Non-Cognitive Factors 
"Students who succeed academically, do not do so in an intellectual 
vacuum, rather they do so while contending and interacting with other 
non-intellectual circumstances - personal and social" (Flaherty & Reutzel, 
1965, p.409). 
The primary requirement for academic achievement is intellectually 
based. Without intellectual capacity a student will not be able to obtain 
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academic success even if all other non-intellectual factors are present 
(Engelbrecht, 1972). The underlying idea with regard to the predictive 
possibilities of non-cognitive factors is that some students will be better 
able to utilise their specific abilities in their studies as a result of certain 
personality aspects (Botha, 1971 ). 
Personality assessment as part of the non-cognitive category, is regarded 
by some as a useful predictor of academic achievement. Jacobs and 
Baratta (1989) stated that personality questionnaires assess candidates' 
behavioural predisposition and characteristic responses to situations. 
The logic underlying these instruments assumes that candidates who 
possess certain characteristics will better fit the job or be more successful 
on the training course. In contrast to cognitive tests, that profile a job or 
training course in terms of required abilities or knowledge, these 
questionnaires describe the course in terms of desired personal 
attributes. 
Centi (1962) is of the opinion that tertiary institutions cannot ignore the 
influence of personality and motivational factors on achievement. The 
body of evidence relating to personality and academic achievement 
supports the positive relationship between the two variables. 
Other non-cognitive factors not related to personality involve background 
and biographical information. According to Moller (1965) there is ample 
studies that indicate a relation between age and academic success. The 
general conclusion is that younger students perform better than older 
students in the same academic group. With regard to gender, various 
authors found that women tend to be better performers than men (Moller, 
1965). Extra curricular activities are also said to influence academic 
performance. Moller (1965) states that various studies in this regard 
showed that participation in extra curricular activities has a positive 
relationship with academic achievement. This is especially true for 
organised activities such as debate societies, study groups, etc. 
Participation in sport related activities, however, is related to poorer 
30 
academic performance. Duff and Siegel (1960) found in a study of the 
correlation between academic success and biographical information an 
inverse relationship between the effective use of academic ability and the 
participation in physical, social and sexual activities. 
2.4 CONCLUSION 
In Chapter 2 a report was delivered on the literature study with regard to 
the selection in higher education. The situation in tertiary institutions 
world wide and specifically in South Africa was discussed. Selection as a 
way of minimising failure rates and the resulting cost implications was 
also discussed. 
From the literature study, it was determined that cognitive as well as non-
cognitive factors contribute to academic success. The contribution of 
cognitive factors to academic success is well known and widely accepted. 
Non-cognitive factors, however, supplement cognitive factors to a great 
extent. Some students will be better able to utilise their specific abilities 
in their studies as a result of certain personality aspects. 
In Chapter 3, personality as a non-cognitive factor in predicting academic 
achievement, especially as a student in business administration, will be 
discussed as a theoretical basis for the empirical analysis. 
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CHAPTER3 
PERSONALITY 
The way in which a person acts and behaves in certain situations as well 
as his/her willingness to do certain tasks is related to personality 
disposition. Personality plays an important role in the goal orientation as 
well as the social and personal adaptability of the individual. This makes 
personality a very important factor in career choice and therefore field of 
study (Lessing, 1997). 
3.1 DEFINING PERSONALITY 
The term personality comes from the Latin word "persona" that means "as 
one appears to others" (Lessing, 1997, p.2). Personality is a term 
commonly used in everyday life. Statements such as "Joan has a great 
personality" or "Ronan has no personality" are often heard. These 
statements imply that Joan is outgoing, lively and fun to be around, 
consistently distinctive from other people in socially pleasing ways. 
Ronan rarely expresses himself and is shy, consistently distinctive from 
other people in socially unpleasing ways (McMartin, 1995). 
Personality psychologists would agree with one implication of these lay 
personality descriptions and that is that personality refers to the 
distinctive characteristics of a person that consistently manifest 
themselves in different situations. Wherever you meet Joan, you will 
expect her to be joyful and lively, and wherever you meet Ronan, you 
would expect him to be reserved and quiet. This implies that Joan and 
Ronan has distinct differences in their personalities. Although other 
people are also fun to be around, Joan stands out in this dimension, and 
other people are also quiet and reserved, but Ronan stands out in this 
dimension (McMartin, 1995). 
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In the industrial psychology it is attempted to identify those distinct 
characteristics of the individual that consistently distinguish him/her from 
other people in order to identify the person most likely to succeed in a 
certain situation. 
There are as many definitions of personality as there are authors. The 
only aspect the different authors agree on is that it is very difficult to 
define personality. Hall & Lindzey (cited in Mayer & Sutton, 1996, p.4) 
feel that "no substantive definition of personality can be applied with any 
generality." Staub (1980) agrees and states that the term personality is 
difficult to define in a precise manner. There is as yet no one universally 
accepted definition of personality (Ewen, 1998). However, in order to get 
a general impression on the concept personality, a few descriptions of 
personality are cited. 
The psychology dictionary describes personality as an integrated and 
dynamic organisation of an individual's psychological, social, moral and 
physical characteristics as it appears in interaction with the environment 
as well as other people (Plug, Meyer, Louw & Gouws, 1986). Personality 
can, therefore, be seen as the sum total of all mental, physical, social and 
psychological characteristics of an individual (Lessing, 1997). Personality 
is a potential force that is active in every behaviour manifestation and 
influences every facet of human behaviour (Engelbrecht, 1970). 
Pervin (1970, p.78) states that ''personality represents those structural 
and dynamic properties of an individual or individuals as they reflect 
themselves in characteristic responses to situations." Plotnik (1999) 
defines personality as a combination of long-lasting and distinctive 
behaviours, motives and emotions that embody how an individual reacts 
and adapts to other people and situations. Both these authors see 
personality in relation to the individual and their responses to a situation. 
Cattell (1950) also relates the person with a situation and defines 
personality as that which permits a prediction of what an individual will do 
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in a specific situation. Wilde (1977) operationalises this definition through 
the basic equation of B = F(O,S), where B represents behaviour, 0 the 
organism and S the situation. 
Myers (1998) states that personality is the characteristic pattern of 
thinking, feeling and acting of an individual. Ewen (1998, p.3) defines 
personality as the "important, relatively stable characteristics within the 
individual that account for consistent patterns of behaviour. Aspects of 
personality may be observable or unobservable, and conscious or 
unconscious." The unobservable aspects of personality include thoughts, 
memories and dreams, while the observable aspects include for example 
overt reactions. Ewen (1998) also feels that some aspects of personality 
are concealed within the individual (unconscious) and others are well 
within your awareness (conscious). 
Many psychologists define personality as originating within the individual. 
Allport (cited in Ewen, 1998, p.1) puts it this way: "Of course the 
impression we make on others, and their response to us are important 
factors in the development of our personalities .. .But what about the 
solitary hermit ... or Robinson Crusoe before the advent of his man 
Friday? Do these isolates lack personality because they have no effect 
on others? My view is that such exceptional creatures have personal 
qualities that are no less fascinating than those of men living in human 
society ... and that we must have something inside our skins that 
constitutes our true nature." 
Allport (1961, p.28) defines personality as " ... the dynamic organisation 
within the individual of those psychophysical systems that determine the 
individual's unique adjustments to the environment." Eysenck and 
Eysenck (1985) argue that this definition of Allport is a very valuable 
summary of the many uses of personality in many different contexts. 
They, however, do not follow him in their definition but uses a definition 
that is more widely accepted by psychologists concerned with this field. 
They see personality as a stable and enduring organisation of a person's 
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character, temperament, intellect, and physique, which determines his 
unique alignment to the environment. They further describe character as 
a system of conative behaviour, temperament as affective behaviour, 
intellect as cognitive behaviour and physique as bodily configuration and 
neuroendoctrine endowment. They feel that this definition counters the 
doctrine of specificity. 
It can be seen from the above-mentioned descriptions of the nature of 
personality that personality primarily involves two features, those aspects 
originating within the individual and those that are related to the 
environment. 
lvancevich and Matteson (1993, p.98) feel that regardless of how 
personality is defined, certain principles are generally accepted among 
psychologists. These include: 
• Personality is a whole. The individual would otherwise have no 
meaning. 
• Personality is organised into patterns that are observable and 
measurable. 
• Although personality has a biological basis, its specific development is 
a product of social and cultural environments. 
• Personality has superficial aspects, such as attitudes toward being a 
team leader. It also has a deeper core, such as sentiments about 
authority. 
• Personality involves both common and unique characteristics. Every 
person is different from every other person in some respects and 
similar to other persons in other respects. 
lvancevich and Matteson (1993) point out that personality is so 
interrelated with perceptions, attitudes, learning and motivation that any 
analysis of behaviour is incomplete unless personality is considered. 
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3.2 DETERMINANTS OF PERSONALITY 
Researchers originally believed that an individual's personality was the 
result of heritage. Later research, however, showed that personality 
composition is the product of heritage as well as environmental factors. 
The establishment of a personality is as a result of the interaction 
between temperament and the environment (Lessing, 1997). 
Allport (1961) believes that the individual also plays an important role in 
his/her personality development. He feels that the person has a degree 
of freedom in which his/her values, interests and goals are also 
determinants of his personality. 
Personality as such is not inherited, but rather certain predispositions to 
develop in a certain direction. Inherited characteristics are the basis on 
which the structure of personality is built. Personality is acquired through 
the repetition of behaviour and the satisfaction that is derived from this 
behaviour. The formation of an identity is only possible if there is 
interaction between the person self, other people, objects and ideas 
(Lessing, 1997). 
There are various factors that contribute to the development of an 
individual's personality. These factors include heritage, culture and social 
influences. Smit and de J Cronje (1992, p.286) schematically present the 
factors that contribute to the formation of personality as in Figure 3. 
The culture in which a person grows up as well as the family that 
introduces the person to that culture, play an important part in the 
formation of the personality of that individual (Smit & de J Cronje, 1992). 
The values that receive the approval of the parents are supported and 
promoted and vice versa (Lessing, 1997). 
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Figure 3 Factors contributing to the development of personality 
It can therefore be seen that personality is a unique and complex 
construct that influences how a person performs and handle life 
situations. 
3.3 THEORIES OF PERSONALITY 
"Experiment without theory is blind; 
theory without experiment is lame." 
Kant (cited in Myers, 1988, p.420) 
The study of personality is of continuing interest to psychologists as it has 
become bound up with theories of the development of character. We 
commonly seek to understand our own actions and behaviours and those 
of other people by delving into past histories. We also try to predict future 
behaviour on the basis of current consistencies. In both cases, a theory 
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of personality is formulated that is sufficiently detailed to enable the 
specification of the essential character of an individual (Barnes, 1981 ). 
A theory of personality is an attempt to explain how personalities develop 
and why they differ (Plotnik, 1999). The theory in which an industrial 
psychologist works, influences the interpretation of the problems that 
require assessment and the selection of specific procedures and criteria. 
The theory dictates the choice of data, of procedures and of the criteria 
evaluating it (Mischel, 1996). 
Personality psychology stands at the crossroads of theoretical traditions 
that, although identified with other sub-fields of psychology (for example 
clinical or cognitive psychology) have come to define the field of 
personality psychology. According to Mayer and Sutton (1996) these 
theoretical traditions are the psychoanalytical, humanistic, cognitive and 
learning and trait theories. 
3.3.1 Psychoanalytical Theory 
The psychoanalytical theory of Siegmund Freud theorises that personality 
arises from a conflict between the aggressive and pleasure-seeking 
biological impulses of humans and the social restraints against them. He 
felt that personality results from people's different efforts to resolve this 
basic conflict by expressing these impulses in ways that bring satisfaction 
without also bringing guilt or punishment (Myers, 1998). Freud expressed 
the belief that much of personality is unconscious and cannot be called to 
consciousness on demand. Nothing in the human psyche happens by 
chance as all mental behaviour is determined by prior causes (Ewen, 
1998). Freud was convinced that personality forms during the first few 
years of human life (Myers, 1998). 
Although Freud's ideas about personality have been enormously 
influential, recent studies contradict many of Freud's specific ideas. 
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Crews (cited in Myers 1998, p.427) states that "studies have begun to 
converge toward a verdict ... : there is literally nothing to be said for the 
entire Freudian system." Myers (1998) feels that the most serious 
problem with Freud's theory is that it offers backward looking 
explanations of any characteristic and fails to predict such behaviour or 
traits. Cattell (1977) feels that Freud's original theories had good syntax 
and much honesty of empirical reference. The problem was however that 
in any metric sense it could not be determined whether they were right or 
wrong. Barnes (1981) also feels that Freud's ideas are bizarre to most 
people and they are difficult to validate scientifically. 
As a result of these problems with Freud's theory, several prominent 
personality theorists that started out as Freudians, developed constructs 
significantly different from Freud's. They abandoned psychoanalysis and 
developed their own, Nao-Freudian constructs. Henry Murray, one of the 
Nao-Freudian theorists, was still devoted to the unconscious. He, 
however, developed a taxonomy of twenty human needs, one of which is 
the need for achievement. The personality projective test, Thematic 
Apperception Test, was developed by Murray from this perspective 
(Ewen, 1998). 
3.3.2 Humanistic Theory 
Another theory of personality involves a humanistic perspective. This 
theory was led by Abraham Maslow and Carl Rogers and emphasised the 
growth potential of healthy people. The humanistic perspective was born 
out of dissatisfaction with the psychoanalytical perspective with its base 
on the motives of "sick" people and rejects the biological determinism and 
irrational, unconscious forces of Freud's theory (Myers, 1998; Plotnik, 
1999). The view of humanistic psychologists emphasises the mental 
health of an individual and his/her ability to rise above his surroundings 
(Lessing, 1997). Humanistic theorists view an individual as a whole, 
beyond encapsulation by test scores (Myers, 1998). It emphasises the 
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capacity of humans for personal growth, development of potential and the 
freedom to choose your own destiny (Plotnik, 1999). Researchers 
outside the humanistic tradition borrowed the idea that a person's sense 
of self is at the centre of his/her personality from this theory (Myers, 
1998). 
Myers (1998, p.443) feels that the same thing about Freud can also be 
said about humanistic theorists and that is ''that their impact has been 
pervasive." Their ideas had an influence on areas such as education, 
child-rearing and management. It, however, also set off a backlash of 
criticism. Critics of this theory felt that the concepts are vague and 
subjective. It was also argued that the individualism encouraged by 
humanistic psychology might promote selfishness and an erosion of 
moral restraints. Another criticism is the theory's failure to appreciate the 
reality of people's capacity for evil. Even within the humanistic 
psychology itself there is. debate over whether people are basically good 
(Myers, 1998). 
3.3.3 Social-Cognitive Theory 
The social-cognitive theory applies principles of learning, thinking and 
social influence and emphasises the importance of external events. 
Followers of this theory believe that an individual learns many of his/her 
behaviours either through conditioning or by observing others and 
modelling after their behaviours (Myers, 1998). Personality, according to 
this theory, is shaped by three forces; environmental conditions, 
cognitive-personal factors and behaviour. These forces interact to 
influence how a person evaluates, interprets, organises and applies 
information (Plotnik, 1999). 
One criticism against the social-cognitive theory is that it focuses so much 
on the situation that it does not appreciate the contribution of an 
individual's inner traits (Myers, 1998). 
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3.3.4 Trait Theory 
The trait theorists search for identifiable patterns of behaviour that 
describe basic personality dimensions rather than explaining hidden 
personality dynamics. Allport theorised that personality could be 
explained in terms of identifiable behaviour patterns and was concerned 
with describing rather than explaining individual traits (Myers, 1998). A 
trait refers to the differences between the behaviour of two or more 
individuals on a defined dimension (Mischel, 1996). According to Plotnik 
(1999), the trait theory involves analysing the structure of personality by 
measuring, identifying and classifying similarities as well as differences in 
personality characteristics. 
Trait theorists assume that specific traits are common to many people, 
but vary in amount and can be inferred by measuring their behavioural 
indicators. It is assumed that traits are relatively stable and exert 
generalised effects on behaviour (Mischel, 1996). Allport, however, did 
not claim that a shy person acts so on every occasion. They may be 
more outgoing in a favourable environment, for example with family or a 
close friend. He states that ''behavior may become atypical because of 
changes in the environment, pressures from other people, or internal 
conflicts, so no trait theory can be sound unless it allows for, and 
accounts for, the variability of a person's conduct." Traits are extremely 
important as they guide the many constant aspects of a person's 
personality (Ewen, 1998, p.112). It is, therefore, necessary, to analyse 
personalities in traits for closer investigation. 
Eysenck (1970) did not stop at the point of trait identification, but went 
one step further. He argued that it does not make sense· to identify 
patterns of response that can be summarised under traits and then 
invoke the operation of that trait to account for personality function. Trait 
identification is the first step in the process of theory building. The 
second step should be to determine the relation between the different 
traits. These relations form dimensions that Eysenck called either 
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supraordinate, types or second-order factors. These factors should have 
theoretical meaningfulness by enabling the personality researchers to 
generate and test predictions about behaviours not already associated 
with the initial traits (Mayer & Sutton, 1996). 
For people to be compared and contrasted, it is necessary to identify a 
number of key dimensions on which useful comparisons can be made. 
This can be accomplished by a factor analysis or a correlation between a 
variety of measures of actual behaviour and questionnaire responses 
from a large number of individuals. The factors that emerge from this 
analysis are then considered as key personality dimensions and can be 
ascribed to some sort of everyday descriptive label (Barnes, 1981 ). 
According to Mischel (1996) the basic assumptions in the trait theory are: 
• Personality is made up of certain definite attributes 
• Particular traits are common to many people, vary in amount and can 
be inferred by measuring their behavioural indicators 
• Traits are relatively stable and exert fairly generalised effects on 
behaviour. 
Research on traits has been guided by a cumulative quantitative 
measurement model. In such a model trait indicators are related 
additively to the inferred underlying disposition. For example, the more 
submissive behaviour an individual displays, as by endorsing more 
submissive content on an inventory, the stronger the underlying trait of 
submissiveness (Mischel, 1996). 
For industrial psychology, the value of the trait theory lies in that it allows 
for the objective study and assessment of personality. Personality can 
now be defined as predictable behaviour and personality and job profiles 
can be compared (Bergh & Theron, 1992). 
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For the purpose of this study personality is seen from the perspective of 
the trait theory. Subsequently, the structure of personality is discussed 
as measurable traits. 
3.4 STRUCTURE OF PERSONALITY 
The early work in the structure of personality revolved around attempts to 
identify and label characteristics that describe an individual's behaviour, 
that is traits. Efforts to isolate these traits have been hindered in the past, 
as there are so many. According to Robbins (1993) and Plotnik (1999), 
as much as 17 953 traits were identified by Allport in the 1930's. It is 
impossible to predict behaviour when such a large number of traits must 
be taken into account. Attention was, therefore, directed towards 
reducing these thousands of traits to a more manageable number. 
Eysenck identified three dimensions of personality that he asserts 
represent the fundamental natural structure of personality that he called 
supertraits. These three dimensions are bipolar and include introversion-
extraversion (E), neuroticism (N) and psychoticism (P). For extraverts 
and introverts, neurotic and stable behaviour take different forms. 
Extraverts who are high in neuroticism are more likely to be touchy, 
aggressive, restless and excitable. Introverts who are high in neuroticism 
will tend to be moody, anxious and pessimistic. Extraverts who are more 
stable are typically carefree, easygoing and sociable, while introverts who 
are more stable are more calm, even-tempered and controlled (Ewen, 
1998). 
Many researchers believe that Eysenck's dimensions are important, but 
that they do not describe the whole personality. An expanded version of 
Eysenck's three dimensions was developed. These dimensions are 
commonly known as the "Big Five". Some believe that if an instrument 
measures only five dimensions, it gives as much information as there is 
about a person's personality (McMartin, 1995; Ewen, 1998; Myers, 1998). 
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These five dimensions are presented in Table 3 (cited in Myers 1998, 
p.432). 
Table 3 Personality as presented by the big five 
Dimension Description 
Emotional Stability Calm vs anxious 
Extraversion 
Openness 
Agreeableness 
Secure vs insecure 
Self-satisfied vs self-pitying 
Sociable vs retiring 
Fun-loving vs sober 
Affectionate vs reserved 
Imaginative vs practical 
Preference for variety vs preference for routine 
Independent vs conforming 
Soft-hearted vs ruthless 
Trusting vs suspicious 
Helpful vs uncooperative 
Conscientiousness Organised vs disorganised 
Careful vs careless 
Disciplined vs impulsive 
Most trait descriptions are consistent with the Big Five. There are other 
authors that added dimensions in order to get a more refined description 
of personality. 
Cattell, one of the most prominent trait theorists, identified 171 different 
traits. He later reduced the number to 35 and with the aid of factor 
analysis identified sixteen primary bipolar personality traits (Lundin, 
1974). The traits included: 
• Reservedness vs Warm-heartedness 
• Low intelligence vs High intelligence 
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• Ego Weakness vs Higher Ego Strength 
• Submissiveness vs Dominance 
• Desurgency vs Surgency 
• Low Superego Strength vs High Superego Strength 
• Shyness vs Social Boldness 
• Tough-Mindedness vs Tender-Mindedness 
• Trusting vs Suspecting 
• Practical vs Imaginative 
• Naivete vs Shrewdness 
• Self-Assuredness vs Guilt Proneness 
• Conservatism vs Radicalism 
• Group Dependency vs Self-Sufficiency 
• Low Self-Sentiment Integration vs High Strength of Self-Sentiment 
• Low Ergic Tension vs High Ergic Tension 
He also identified broader second-order scales, which included 
lntroversion-Extraversion, Anxiety-Dynamic Integration, Tough Poise, 
Independence and Sociopathy (Taljaard & Prinsloo, 1996). 
Another model for the structure of personality is provided by Saville, 
Holdsworth, Nyfield, Cramp and Mabey (1994) in their Occupational 
Personality Questionnaire and is used in this study. They developed this 
questionnaire on the basis of 30 and later 32 personality dimensions. An 
eclectic approach was adopted using personality traits proposed by 
Eysenck, Cattell, Murray, Hersey and Blanchard and other management 
theorists. According to Baron (1996, p.21) these dimensions of 
personality were developed to provide "a comprehensive, detailed 
description of personality likely to be relevant in an occupational 
context ..... Much empirical work was done in identifying the 30 traits which 
were eventually included ... " These 30 personality dimensions were 
derived from extensive literature surveys, repertory grid analysis and 
critical incident techniques (Saville et al, 1994 ). Factor analysis was 
utilised to help understand the underlying structures within this 
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personality model and not to determine them (Baron, 1996). These 30 
personality dimensions that were later expanded to 32 include for 
example, persuasive, controlling, outspoken, tough minded, etc. 
Through factor analysis, the "Big Five" can also be extracted from these 
32 scales (Matthews & Stanton, 1994). Baron (1996, p.23), however, felt 
that "it would be much graver if an important construct, necessary to 
understanding behaviour, had been omitted." 
3.5 PERSONALITY ASSESSMENT 
Personality assessment is the process of gathering and organising 
information about individuals in the expectation that this information will 
lead to a better understanding of the person. By understanding the 
personality of other people, the industrial psychologist would be able to 
make predictions about the future behaviour of an individual. Among the 
possible predictions is the probability of success in a tertiary institution 
(Lanyon & Goodstein, 1997). 
A manager or industrial psychologist must have a strong belief in the 
power of traits to predict behaviour. If not, it would not be necessary to 
test and interview prospective employees or students. If it was believed 
that situations determined behaviour, it would be appropriate to select 
individuals at random and structure the situation properly (Robbins, 
1993). 
In general, personality is assessed for two reasons, firstly to assist in the 
understanding of the behaviour of an individual and secondly for research 
and theory building to advance the general knowledge of human 
behaviour (Lanyon & Goodstein, 1997). 
The major use of personality assessment instruments in professional 
psychology is the assessment of the individual. The aim is to come to 
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some decision about a future course of action of an individual or to 
predict future behaviour (Lanyon & Goodstein, 1997). 
3.5.1 The Empirical Approach 
One of the first references to empirical procedures for the identification, 
description and measurement of personality was made by Galton in 1884. 
He stated that "character ought to be measured by carefully recorded 
acts, representative of the usual conduct ... We want lists of facts, every 
one of which may be separately verified, valued and revalued, and the 
whole accurately summed. It is the statistics of each man's conduct in 
small every-day affairs, that will probably be found to give the simplest 
and most precise measure of this character'' (Wilde, 1977, p. 70). 
In the empirical approach to personality assessment the industrial 
psychologist administers a personality questionnaire, for example the 
Occupational Personality Questionnaire as used in this study, and 
compares the obtained results with previous empirical research findings 
to make a prediction as to the probability of success or failure of the 
individual in a specific course of action, for example, post-graduate 
studies. In this approach it is not necessary to know why there is a 
connection between high scores on the personality questionnaire and the 
specific behaviour. Lanyon and Goodstein (1997) argue that it is 
sufficient to know that such a relationship reliably exist. 
It is important to know the limiting conditions of this empirically derived 
relationship, that is, to know the particular groups of individuals and kinds 
of behaviour this group holds and the circumstances under which it might 
break down. If, however, it is presumed that this information is available, 
it can be used for prediction or decision making about a specific 
individual. 
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Lanyon and Goodstein (1997) present the empirical approach 
schematically as follows: 
Information from 
assessment procedures 
.... 
... 
Previous empirical Decision about the 
---~ findings individual 
Figure 4 The empirical approach 
Depending on factors such as the size of the relationship between the 
predictor and the criterion, the representativeness of the original empirical 
data and the similarity of the current criterion, the industrial psychologist 
will be more or less correct in the prediction or decision. "Because, there 
is a small number of steps and inferences between the data and the 
decision, and it is not difficult to make periodic checks of accuracy of the 
previously reported relationship, the probability of serious error is not 
great" (Lanyon & Goodstein, 1997, p.32). 
The empirical approach to assessment involves a basic assumption of 
interpersonal behaviour consistency. This means that there are 
consistent patterns of behaviour that transcend situations and can be 
tapped and used for understanding particular individuals and people in 
general. The understanding and prediction of individual behaviour is not 
so much based on an assessment of underlying personality as on an 
analysis of the actual behaviour and the context in which the behaviour 
occurs (Lanyon & Goodstein, 1997). 
The procedure of using the empirical relationships between assessment 
results and behaviours to support the utility of an abstract, generalised 
construct, introduces the concept of construct validity (Lanyon & 
Goodstein, 1997). The construct of a measurement instrument generally 
refers to the concept, attribute or quality being assessed by that 
instrument. When a person is being assessed we believe that the 
instrument gives an indication of how that person measures on the 
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construct involved. The question is: Does the instrument really measure 
the construct we think it does? Construct validity is central to truly 
understand what the measurement instrument is actually measuring 
(Gatewood & Field, 1990). It demonstrates that certain constructs 
account to some extent for a person's performance on the instrument 
(Lemke & Wiersma, 1976). 
Messick (1988, p.22) explains that construct validity is in essence "the 
evidence and rationales supporting the trustworthiness of score 
interpretation in terms of explanatory concepts that account for both test 
performance and score relationships with other variables." 
3.5.2 Methods of Assessment 
Personality tests as measurement instruments of non-cognitive factors, 
can, according to Taljaard and Prinsloo (1996), be divided into two 
categories, namely measurement by questionnaire techniques and by 
projective techniques. 
Scientifically developed questionnaires consist of a number of questions 
or items which are tested and selected in such a way that a high degree 
of reliability, factorial pureness and at least construct validity are 
obtained. A projective test uses unstructured, ambiguous or multivalued 
stimulus material. The respondent does not know the aim of the stimulus 
and are required to project his/her own meanings into the stimulus 
(Taljaard & Prinsloo, 1996). 
Early personality questionnaires and inventories arose in the wake of the 
successful measurement of intelligence. Interest in self-description or 
self-report as a method of personality assessment was stimulated during 
the First World War by Woodworth's Psychoneurotic Inventory which was 
developed to detect soldiers who would be likely to break down under 
wartime stress. This questionnaire was not used extensively, but it was 
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the forerunner of the many other self-report instruments. This method 
was valuable as a condensed, simplified and economic alternative to 
interviewing all subjects individually (Mischel, 1976). 
Assessment techniques derived from trait concepts do not reveal the 
hidden personality dynamics. Rather, these tests or questionnaires 
profile an individual's behaviour pattern (Myers, 1998). Self-report 
questionnaires consist of specific written statements that require 
individuals to indicate whether the statements do or do not apply to them. 
These questionnaires are considered to be highly structured and 
objective as they use very specific questions and require very specific 
answers. Self-report questionnaires are very popular and widely used 
because they obtain a considerable amount of personal information in a 
structured way so that the results of different individuals can be compared 
(Plotnik, 1999). 
There are criticisms against using self-report questionnaires (Wilde, 
1977). Some of these are: 
• People do not know themselves well enough to give truthful answers. 
• Many real life situations cannot be represented by verbal 
questionnaire items. 
• People are able to falsify their responses. 
• People give different answers to the same items. 
Wilde (1977), however, states that there is a sufficiently firm empirical 
basis for the use of self-report questionnaires a method to identify, 
describe and measure personality traits. 
3.6 PERSONALITY AND ACADEMIC ACHIEVEMENT 
"If academic achievement is considered to be part of the total behaviour, 
human personality must be an important dimension in determining 
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scholastic success" (Bhatnagar, 1968, p.9). One of the primary factors 
related to academic performance is, therefore, personality. Rothstein, 
Paunonen, Rush and King (1994) say that it is only logical that 
personality should be important as personal strivings towards excellence, 
and high levels of achievement should affect academic performance. It 
has also been observed that certain personality factors prevent students 
from utilising their inner resources and prevent them from performing to 
potential capacity. They feel that researchers have often alluded to such 
motivational variables in the description of over- and underachievers. It is 
also reasonable for researchers to assume that other personality factors 
play a role in determining academic performance. To the extent that the 
evaluation of performance is influenced by characteristic modes of 
behaviour such as perseverance, conscientiousness, talkativeness, etc. 
individual differences in specific personality attributes justifiably can be 
hypothesised to be related to academic success (Rothstein, et al, 1994). 
This raises the question as to what the personality factors associated with 
academic performance are (Bhatnagar, 1968). If this is known it would 
be possible to refine the selection process for MBA students thereby 
saving the individual student as well as the institution considerable 
distress and financial loss. 
Predicting academic performance with personality variables is somewhat 
of a contentious issue (Rothstein, Paunonen, Rush & King, 1994). 
Various authors found that poor academic performance of intellectually 
gifted students can be ascribed to personality factors (Bhatnagar, 1968; 
- Du Toit, 1973; Engelbrecht, 1972; Flaherty & Reutzel, 1965; Holland & 
Astin, 1962; Hudson, 1963; Lessing, 1997; Roth & Meyersburg, 1963). 
Gous (1990) quotes in his article on student potential various research 
findings that supports the influence of personality and environmental 
factors in tertiary success. There are, however, authors that did not find a 
significant relationship between academic achievement and personality 
(Gouws, 1957; Van Zyl, 1960). A possible reason for these contradictory 
findings may lie in the influence of intellectual ability (Smit, 1971 ). As 
Messick (1996) has been quoted earlier in this chapter, non-cognitive 
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does not imply the absence of cognition. Goodstein and Heilburn (1962) 
also stated that the general ability level of the students influences the size 
of the correlation between academic success and personality factors. 
There are various research studies that ascribe certain personality 
dimensions to academic achievement. Most of these studies, however, 
involve either school children or undergraduate students. There are very 
few similar studies performed on post-graduates and MBA students. The 
evidence linking personality with academic achievement, however, 
relates mostly to school and undergraduate performance. Personality 
variables have been researched less often as predictors of post graduate 
success (Rothstein et al, 1994 ). 
Boyer and Sedlacek (1988) found that different non-cognitive variables 
were important predictors of academic achievement. These variables 
included realistic self-appraisal, leadership experience and long-range 
goals. D'Heurle, Mellinger and Haggard (cited in Engelbrecht, 1972) 
identified in a study on gifted children that a greater awareness of 
responsibility, conscientiousness, persistence, a drive for achievement, 
emotional control, positive interpersonal relationships as well as anxiety 
and introversion can be attributed to academic success. Botha ( 1971) 
found in his study on university students that successful students are 
more self-contained, quiet, emotional and sensitive. Goff and Ackermann 
(1992) found significant correlations between the university grade point 
average of students and conscientiousness. 
Butcher, Ainsworth and Nesbitt (1963) found in a study conducted on 
samples from two different countries that personality attributes such as 
conscientiousness and self-sufficiency correlate positively with academic 
achievement. Barrett (1957) found that students that are successful 
academically has generally more insight in the nature of their problems 
and attempt more constructive methods in trying to solve it. Gelso and 
Rowell (1967) show significant differences in the sense of responsibility 
and interpersonal relationships between students that discontinue their 
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studies and those that are successful. Du Toit (1973) found in a study 
involving first year students that most of the personality dimensions as 
measured by the 16 Personality Factor Questionnaire had a positive 
relationship with academic achievement. 
Lum (1960, p.113) determined that academic drive differentiates between 
the female over- and underachiever in college. The underachiever tends 
to become easily discouraged with long and difficult assignments. It was 
also found that "a little anxiety may well be the sine qua non of academic 
success." Successful students have a stronger motivation for studying 
and tend to be more self-confident and have a great capacity for working 
under pressure. 
Bhatnagar (1968) determined in a study on male students that 
achievement, autonomy (or independence), intraception (otherwise 
known as empathy), succourance, dominance, nurturance, endurance 
and aggression are positively correlated with academic achievement. In 
this study Bhatnagar found that of the fifteen personality needs related to 
academic performance, eight have been found to correlate positively and 
three negatively (deference, affiliation, abasement). He feels that this 
strongly proofs that personality needs do contribute to students' academic 
achievement. 
Boyer and Sedlacek (1988), Botha (1971 ), Butcher, Ainsworth and 
Nesbitt (1963), Cattell, Sealy and Sweney (1966), Gowan (1960), Holland 
(1960), Krige (1970), Moller (1965) and Wolfe and Johnson (1995) found 
that persistence, superego, play, socialisation, affectotimia, responsibility, 
social presence, emotionally sensitive, surgent, control, confidence, 
independence, conformity, conscientiousness, neouroticism and 
introversion are effective non-intellectual predictors of academic success. 
In most of the research studies performed on the correlation between 
personality and academic achievement the personality factors that 
consistently had a strong positive correlation are introversion, 
53 
conscientiousness and anxiety. The correlation with introversion is 
theoretically explained by Engelbrecht (1972) in that the introvert 
personality has more time for study, as the extravert is more involved in 
social activities. This relation can, however, be more complicated as it 
may be linked with the student's value system with regard to the 
importance of academic study. 
The relation between academic performance and conscientiousness is 
clear as it is important for a student who wants to be successful to rigidly 
keep to deadlines and persevere in the academic tasks that need to be 
completed. Anxiety relates to the intensity from motivation to action and 
is the anticipation that one may fail and the increased emotional stress 
associated with it. A low level of anxiety leads to an increase 
performance until the optimal level of anxiety for a specific task is 
exceeded after which reactions become less flexible and a regression 
towards simpler cognitive thought structures takes place (Krige, 1970). 
Rothstein, et al (1995) cite two studies performed on post-graduate 
students by Wiggens and by Hirschberg and Itkin where both indicated, 
consistent with the above literature, that personality scales of 
achievement and conscientiousness were highly predictive of graduate 
school success. Rothstein, et al (1995) performed a study on students 
enrolled in a MBA programme and found that achievement, dominance 
and low succorance correlated positively. They also divided the criterion 
data into written work and classroom performance. Achievement and low 
succorance correlated significantly with both the written work and 
classroom performance. Dominance and exhibition correlated only with 
classroom performance. The "Big Five" factors of personality were also 
included in this study as predictors. It was, however, found that they 
were only marginally useful as predictors. Rothstein, et al (1995, p.526) 
concluded that factors of personality computed as composites of 
individual traits might be useful in describing the structure of personality, 
but are not the optimal predictors of specific criteria. "Better predictors 
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might be one or more individual traits from either the same or different 
factors." 
Steinberg and Shapiro (1982) investigated gender differences of MBA 
students. They concluded that in general both male and female students 
with managerial aspirations scored very high on many of the traits that 
are perceived as being necessary for management, that is dominance, 
responsibility, achievement and self-assurance. It is, therefore, also 
necessary to investigate the managerial skills which form an integral part 
of the MBA student's future. 
In the light of the above literature Rothstein et al (1995, p.517) rightly 
state that ''to the extent that evaluations of performance in a program are 
influenced by characteristic modes of behavior such as perseverance, 
conscientiousness, talkativeness, dominance, and so forth, individual 
differences in specific personality traits justifiably can be hypothesised to 
be related to ... success." 
3.7 MANAGERIAL SKILLS 
In most occupations the career path leads to a managerial position with 
unique demands and complexities. According to Slabbert (1987, p.1) 
management involves ''the process of getting things done with and 
through other people - the process of setting objectives, organising 
resources to attain these predetermined objectives, and then evaluating 
the results for the purpose of determining future action, all working with 
and through people in the organisation." Slabbert ( 1987), therefore, feels 
that the manager has to have interpersonal, planning, organising and 
controlling skills and most important must be trained in using those skills. 
Hersey, Blanchard and Johnson (1996) agreed and added that the 
achievement of organisational goals through leadership is management. 
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Management skill can be defined as a developed or acquired ability that 
enables an individual to become a competent manager. This involves the 
effective use of managerial knowledge in practice (Slabbert, 1987). 
Burack and Mathys (1983) divided aspects related to effective 
management into two categories. The first is the functional aspects of 
management that include planning, decision making, organising 
resources and control. The second is the behavioural aspects of 
management that includes motivation, leadership, informal groups and 
communication. They also identified new management perspectives that 
involve dealing with change, creativity, work and work design and career 
planning. 
Holt (1993), Cronje et al (1997) and Robbins (1993) identified four 
functions of management that included planning, organising, leading and 
controlling. 
The role of the manager is presented schematically in Figure 5. 
Relative greater role Relative greater role Relative greater role 
emphasis among top-level emphasis among middle emphasis among lower-
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Lead Disseminator Disturbance handler 
Liaison with others Spokesperson Resource allocator 
.______ Negotiator 
Figure 5 Role of the manager 
Hersey et al (1996) also identify four management functions but include 
motivation instead of leadership - planning, controlling, organising and 
motivating. 
Whetten and Cameron (1991 ), Slabbert (1987), Rothstein, Paunonen, 
Rush and King (1995), Hersey et al (1996), Holt (1993), Cronje et al 
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(1997) and Robbins (1993) identified managerial skills consistent with the 
dimensions Saville et al (1993) identified as behavioural scales in the 
OPQ. 
3.8 HYPOTHESIS 
On the basis of the conceptual and empirical relations noted in the 
literature overview, the following hypothesis are formulated for this study: 
Personality is an important predictor of academic success for MBA 
students. 
3.9 CONCLUSION 
In Chapter 3 the concept of personality was defined and the theories of 
personality were briefly reported on. Different methods of personality 
assessment were investigated and the empirical approach as 
assessment theory was discussed. Personality traits in its relation to 
managerial skills and academic performance were identified. The 
literature study showed a significant relationship between personality and 
academic performance. 
In Chapter 4, the literature as discussed in the previous chapters, will be 
used as basis for the empirical research. 
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CHAPTER4 
RESEARCH METHODOLOGY AND DESIGN 
4.1 SAMPLE 
The sample consisted of 181 applicants that were tested for admission to 
a MBA programme at a Graduate School based at a South African 
university. A group of 110 students was admitted to the programme on 
the basis of a selection procedure containing a case study, proficiency 
tests and a personality questionnaire (described in section 4.3). 
The case study was used as a first hurdle in the selection process. 
Candidates had to obtain a final score of 60 per cent for the study to be 
taken into account for further consideration. 
The proficiency tests consisted of a Mathematics and Computer test. 
Students who passed the first hurdle, the case study, and obtained at 
least 40 per cent on the Mathematics test, were selected for the MBA 
programme. However, there were seven students included in this 
database that obtained scores lower than the minimum required score, 
but were admitted to the programme on their very high scores for the 
case study. The Computer test was not used to select candidates, but 
was utilised to identify further training needs in computer skills. 
The personality questionnaire, the Occupational Personality 
Questionnaire 32n (OPQ32n), was not used in the selection decision, but 
was included in the selection battery to determine the contribution of 
personality as a success factor in higher education with the possibility of 
including it in future selection decisions. 
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In an effort to determine the feasibility of the present study with a sample 
size of 110, a power analysis was performed on the sample. It was 
determined that for a sample size of 110, there is a 56% chance to obtain 
significant correlation coefficients of 0.20 and higher where p ~ 0.05 
(Cohen & Cohen, 1983). 
The MBA programme makes provision for modular as well as part-time 
enrolment. The students are called upon to fulfil the same requirements 
for both options and are taught and advised by the same lecturers. The 
part-time course allows for the students to attend evening classes while 
the modular course requires two weeks in a year full time class 
attendance. 
4.2 DESIGN 
Research design as defined in Mouton and Marais (1992) ensures that 
the research goal is in line with certain practical considerations and 
limitations. The present study used a non-experimental, field-setting, 
predictive validity design for evaluating the criterion-related validity of the 
predictors and the development of a personality profile of those 
individuals who would be most likely to succeed on the MBA programme. 
The candidates applying for the MBA course will be tested and assessed. 
When the first semester of the course is completed, predictive validity will 
be established by performing a regression analysis on the course results 
and the psychometric test results. The effects of third variables will also 
be evaluated and where it is found to be significant controlled for to avoid 
spuriousness (Wheeler, 1993). 
The problem is, therefore, in relation to the whole selection battery, to 
determine the extent to which the personality questionnaire adds value to 
the selection process. 
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Wheeler (1993) illustrates the relationship between the predictor and 
criterion variables used as well as the third variables in the research 
study. 
Predictor Variables 
Occupational Personality 
Questionnaire 
Mathematics Proficiency 
Test 
Computer Proficiency 
Test 
Case Study 
Third Variables 
Criterion Variables 
Average MBA Results 
Figure 6 Schematic representation of the relationship between the 
predictor, criterion and third variables as adapted from Wheeler (1993, 
p.54). 
4.3 PREDICTOR VARIABLES 
The predictor variables included the Occupational Personality 
Questionnaire 32n, a case study and two proficiency tests (Mathematics 
and Computer). 
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4.3.1 The Occupational Personality Questionnaire 32n (OPQ 32n) 
(a) Description of the OPQ32n 
The Occupational Personality Questionnaire 32 (OPQ32) is a personality 
questionnaire that describes 32 dimensions of people's typical behaviour 
at work. This questionnaire is particularly appropriate for use with 
professional and managerial groups, although it deals with personality 
characteristics important to a wide variety of roles (Saville et al, 1999). 
The structure of the OPQ includes three broad domains, Relationships 
with People, Thinking Style, and Feelings and Emotions that can be 
subdivided into 32 dimensions as follows (Saville et al, 1999, p.4-63) (see 
Annexure A for descriptions on each of the mentioned 32 scales): 
Relationships with People Thinking Styles Feelings and Emotions 
+ Influence 
Persuasive 
Controlling 
Outspoken 
Independent 
Minded 
~ f' + i ~,. ~ i Sociability Empathy Analysis Creativity & Structure Emotion 
Change 
Outgoing Modest Data Rationale Conventional Forward Relaxed 
Thinking 
Affiliative Democratic Evaluative Conceptual Detail Worrying 
Conscious 
Socially Caring Behavioural Innovative Conscientious Tough Minded 
Confident 
Variety Rule Following Optimistic 
Seeking 
Adaptable Trusting 
Emotionally 
Controlled 
Figure 7 Dimensions of the Occupational Personality Questionnaire 32 
The OPQ32n is normative questionnaire, that is, the questionnaire asks 
respondents to rate each item on a 1 to 5 scale, ranging from Strongly 
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~ 
Dynamism 
Vigorous 
Competitive 
Achieving 
Decisive 
Disagree (1) through to Strongly Agree (5). The questionnaire consists of 
230 statements and the majority of candidates complete the 
questionnaire in approximately 35 minutes (Saville et al, 1999). 
The OPQ32n can be completed and scored on a computer or it can be 
completed using a booklet and paper answer sheet, which can either be 
scanned and scored by computer or scored by hand. 
In evaluating the technical characteristics of a measurement instrument, 
two features are of great importance: reliability and validity (Cascio, 
1987). 
(b) Reliability of the OPQ32n 
The reliability of a test refers to the extent to which a test accurately and 
consistently measures in repeated administrations (Owen, 1996). It, 
therefore, refers to an instrument's freedom from unsystematic errors of 
measurement (Cascio, 1987). 
According to Guilford (1965, p.438), there is no simple way of looking at 
statistical figures and telling whether they stand for any real values or 
"whether they have been pulled out of a hat." He states that some 
samples of measurements actually approach a chance condition, while 
others are not exactly chance conditions, but there is a strong element of 
chance involved in them. Guilford (1965) states further that conclusions 
that are derived from statistical results might differ considerably 
depending upon how reliable the measurement instruments are. The 
reliability of an instrument, therefore, merits considerable attention. If you 
cannot measure a specific attribute consistently, you cannot consistently 
relate it to other variables. Thus, reliability is a necessary, but not only 
condition for validity (Brown, 1983). 
There are three primary methods of estimating reliability - test-retest, 
parallel form and internal consistency reliability. Test-retest reliability is 
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the result of administering the same questionnaire on separate occasions 
to the same individuals and correlating the results. Parallel reliability 
correlates the results of two parallel forms of the questionnaire (Saville et 
al, 1999). 
Internal consistency reliability is derived from a single administration of a 
test by splitting the test statistically into two equivalent halves. If the test 
is internally consistent, then any one item should be equivalent to any 
other item (Cascio, 1987). The Cronbach's coefficient alpha is one 
method of assessing internal consistency reliability and is considered as 
a very stringent test of reliability (Saville et al, 1999). 
According to Saville et al (1993), the Cronbach alpha reliability 
coefficients of personality questionnaires should lie in the range of 0.60 to 
0.80. Very high coefficient alphas can be too narrow in their focus and 
therefore lack bandwidth. This has the effect of reducing the validity for 
measuring broad personality traits. If the coefficient alpha drop below 
0.60 the margin of error becomes larger. 
Brown (1983) explains the relationship between reliability and validity by 
way of a schematic representation. 
s/ s? 
(a) 
s/ s? 
(b) 
s/ 
(c) 
s/ 
(d) 
Figure 8 Relationship between reliability and validity (Brown, 1983) 
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Consider each rectangle to represent the observed variance of score on a 
measurement instrument. Both instruments (a) and (b) are reliable 
measures (Si2), but (a) is also valid (Sv2) and (b) less valid. Instruments 
(c) and (d) are less reliable with different degrees of validity. Instrument 
(c) is less reliable than (b), but the validity of (c) is higher. 
Saville et al (1999) reports in the OPQ32 manual the internal 
consistencies of the OPQ32n scales for the trialing group. This group 
consisted of 505 students from a variety of academic institutions in the 
United Kingdom. The reliabilities ranged from 0.90 to 0.70, with a median 
of 0.84. 
The coefficient alphas of the selected MBA students are presented in 
Table 4 below. 
Table 4 Cronbach's coefficient alpha for the OPQ32n 
OPQ32n scales MBA Students 
Mean SD Coefficient Alpha 
Persuasive 23.72 4.65 0.80 
Controlling 25.93 3.27 0.80 
Outspoken 25.13 4.07 0.74 
Independent Minded 21.51 4.60 0.74 
Outgoing 21.83 5.49 0.89 
Affiliative 22.94 5.45 0.84 
Socially Confident 23.20 4.50 0.81 
Modest 17.48 4.52 0.84 
Democratic 26.93 4.35 0.78 
Caring 26.62 4.43 0.74 
Data Rationale 25.84 3.77 0.78 
Evaluative 27.61 2.96 0.58 
Behavioural 27.90 4.39 0.85 
Conventional 15.56 4.85 0.81 
Conceptual 25.18 4.70 0.79 
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Table 4 Cronbach's coefficient alpha for the OPQ32n (continue) 
OPQ32n scales MBA Students 
Mean SD Coefficient Alpha 
Innovative 24.99 4.09 0.82 
Variety Seeking 27.43 4.22 0.71 
Adaptable 22.30 4.72 0.81 
Forward Thinking 26.19 4.02 0.85 
Detail Conscious 25.45 5.90 0.85 
Conscientious 26.90 3.59 0.72 
Rule Following 19.14 4.86 0.87 
Relaxed 23.46 4.81 0.86 
Worrying 19.79 5.35 0.91 
Tough Minded 20.94 5.15 0.87 
Optimistic 29.95 4.90 0.86 
Trusting 22.02 5.39 0.85 
Emotionally Controlled 20.05 4.44 0.81 
Vigorous 29.28 4.30 0.84 
Competitive 18.43 4.71 0.85 
Achieving 30.65 3.25 0.65 
Decisive 19.35 4.28 0.79 
The coefficient alphas of the students are high and range from 0.58 to 
0.91. Twenty-one of the coefficient alphas are higher than 0.80, nine fall 
between 0.70 and 0.79 and two below 0.69. 
If compared to a sample from the General British Population as reported 
in the OPQ32n manual, it can be seen that the means and coefficient 
alphas of the MBA students follow the same pattern and compare well 
with that of the British General Population. The MBA students, however, 
scored more than one standard deviation higher on the Data Rational, 
Evaluative, Variety Seeking, Optimistic and Achieving scales. They also 
scored more than one standard deviation lower than the British sample 
on Conventional. These differences can be expected, as the MBA 
students are a selected group that already distinguished themselves from 
the general population. 
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The coefficient alphas of the General British Population that consisted of 
mostly White European individuals with qualifications ranging from no 
formal qualifications to a degree, range from 0.65 to 0.87 with a median 
of 0.79. This indicates a high internal consistency reliability for the 
OPQ32n for this sample. 
(c) Validity of the OPQ32n 
The validity of a test is traditionally seen as the extent to which the 
specific test measures what it is supposed to measure. Validity is a 
matter of degree rather than an all-or-none property and it is an unending 
process (Nunnally, 1978). It can thus be seen that validity is a complex 
and highly relative concept. If the question is asked if a test is valid, the 
answer should be in the form of another question, "/s it valid for what?" 
(Guilford, 1965). 
i) Construct Validity of the OPQ32n 
Gatewood and Field (1990) state that construct validity is central to truly 
understand what the measurement instrument is actually measuring. It 
demonstrates that certain constructs account to some extent for a 
person's performance on the instrument (Lemke & Wiersma, 1976). 
One of the methods for obtaining construct validity can be through a 
factor analysis. Saville et al (1999, p.11) report a factor analytical study 
where a number of different approaches were used which all gave similar 
results. This study extracted five factors that explained 48% of the total 
variance in the dataset. Table 5 presents the factor loadings in the 
rotated (principal components extraction, oblimum rotation) factor matrix. 
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Table 5 Pattern matrix for OPQ32n factor analysis (n = 2028) 
OPQ32n scale 
1 
Outgoing 0.77 
Emotionally Controlled ·0.72 
Modest -0.68 
Outspoken 0.54 
Affiliative 0.53 
Persuasive 0.40 
Controlling 0.35 
Caring 
Democratic 
Competitive 
Trusting 
Independent Minded 
Decisive 
Detail Conscious 
Conscientious 
Vigorous 
Forward Thinking 
Evaluative 
Data Rationale 
2 
-0.38 
0.46 
0.69 
0.67 
-0.53 
0.51 
-0.42 
-0.40 
Factor 
3 
0.34 
0.78 
0.71 
0.53 
0.52 
0.52 
0.50 
4 5 
0.31 
-0.34 
0.44 
Achieving 0.47 0.32 
Big 5 label 
Extraversion 
Agreeableness 
Conscientiousness 
--iou9il-nlfindecf- ------ ------- ----- ------------ -------------- -- -:o~69- ------- ---------------------------- --------
Relaxed -0.69 
Worrying 0.62 Neuroticism 
Socially Confident 0.45 -0.48 
Optimistic 0.32 -0.45 
Social Desirability 0.31 -0.35 
--c-onver1iiona_1 _ ------------------------ -- -- --------------------------------:o~·ff---------------------------------
Variety Seeking 0.68 
Conceptual 
Innovative 
Rule Following 
Behavioural 
Adaptable 
Loadings below 0.30 were omitted 
0.31 
0.47 
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0.42 
0.39 
0.68 
0.53 
-0.52 
0.50 
0.46 
Openness to 
experience 
The Big Five of personality, extraversion, agreeableness, neuroticism and 
openness to experience come out very clear in the factor analysis. 
Saville et al (1999) state that there is currently a debate surrounding the 
nature of conscientiousness and the extent to which it encompasses an 
element of drive. Some of the OPQ32n scales have had only moderate 
loadings on any of the factors as they fall outside the Big Five model 
(Persuasiveness, Controlling and Independent Minded). 
ii) Criterion-related validity of the OPQ32n 
Criterion-related validity involves the relationship between the 
measurement instrument and job performance. It is the process of 
comparing scores obtained on the measurement instrument with one or 
more of the external variables considered to provide a direct measure of 
the behaviour in question (Salvendy & Seymore, 1973). Ghiselli ( 1964) 
describes it as an objective and quantitative way of determining the 
extent of the relationship between predictor scores and criterion scores. 
Saville et al (1999) report validity coefficients on the OPQ32n in the form 
of a retrospective study. In this study a sample used to determine the 
predictive validity of the OPQ Concept Model 4.2 (an earlier version of the 
OPQ32), was revisited at the end of 1998 and asked to complete the 
OPQ32n. The sample consisted of 292 human resource professionals 
who were assessed on 16 generic management competencies. The 
rating consisted of one item per competency on a 9-point frequency rating 
scale. 92 People of the original sample agreed and their scores were 
related back to the performance data collected some two years earlier. 
These validity coefficients are presented in Table 6. The scales that were 
. hypothesised to correlate with the management competencies are 
reported in normal font and other scales that also obtained significant 
correlations in italic. Only correlation coefficients with a p < 0.05 were 
reported. 
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Table 6 Correlations between competency ratings and OPQ32n 
scores 
Management Competency 
Planning & Organising 
Quality Orientation 
Specialist Knowledge 
OPQ32n scales 
Forward thinking (0.29**), Detail conscious (0.31 **), 
Conscientious (0.37**), Conceptual (-0.31**), Rule 
following (0.26**) 
Conscientious (0.29**), Forward thinking (0.39*) 
Evaluative (0.33**), Innovative (0.31 **), Outspoken 
(0.34**) 
Problem Solving & Analysis Evaluative (0.33**), Forward thinking (0.40**) 
Oral Communication Adaptable (0.23*), Behavioural (0.22**) 
Commercial Awareness Competitive (0.25*), Achieving (0.34**), Adaptable 
(0.36**), Forward thinking (0.28**) 
Creativity & Innovation Innovative (0.32**), Adaptable (0.26*), Tough minded 
(0.20*) 
Action Orientation Controlling (0.33**), Innovative (0.28**) 
Strategic Conceptual (0.23*), Forward thinking (0.28**) 
Interpersonal Sensitivity Affiliative (0.22*) 
Personal Motivation Achieving (0.25*), Forward thinking (0.33**) 
* Significant at 5% level 
** Significant at 1 % level 
Overall it seems clear that the OPQ32n makes a strong contribution to 
predicting job performance through individual competency areas. 
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4.3.2 Case study 
The case study used by the university for selection in the current study 
was written by the Department of Management Studies and Labour 
Relations, University of Auckland, Australia, and serves as a first hurdle 
in the selection process. The case study takes on the form of a group 
exercise and the participants had two hours to complete the exercise by 
answering three questions related to the study. They were assessed by 
observers and rated on a 10-point scale on each of the following 
dimensions: 
• Insight into organisation: This dimension measures the individual's 
insight into how business organisations operate and the factors 
influencing success and failure. 
• Contribution to group: This dimension measures if the individual 
participates fluently and spontaneously in the group discussions and 
also if he/she is able to state his/her own views confidently. 
• Decision making: This dimension measures if the individual makes an 
optimum contribution to decision making in the group and if he/she 
provides understandable and clear information leading to systematic 
decision making. 
• Interpretation: This dimension measures the individual's ability to 
interpret the situation and make the necessary conclusions. 
There are no reported reliability figures or validity studies on this case 
study. 
In Table 7, the descriptive statistics of the MBA students for the case 
study are reported. 
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Table 7 Descriptive statistics for the case study 
Test Mean SD Min Max 
Total Case Study 28.31 4.68 18 39 
Insight 7.15 1.31 4 10 
Contribution 6.99 1.37 4 10 
Decision-making 7.09 1.25 4 10 
Interpretation 7.08 1.24 4 9 
It is evident from the results presented in Table 7 that the students were 
selected for the MBA course on the basis of their performance on the 
case study. The means for the sample are above the cut-off score used 
in the selection process. This causes a restriction of range, especially for 
the case study, which may influence the effect of the correlation with the 
criterion measures. 
4.3.3 Proficiency Tests 
The university uses two tests to measure the proficiency of the 
candidates in two fields: 
(a) Mathematics Test 
The mathematics test is an in-house developed test with the purpose of 
assessing the candidate's general proficiency with figures. The items of 
the test consist of mathematical problems presented to the candidates in 
a verbal format. The candidates have 30 minutes to complete 13 
problems and report their answers in a multiple choice format. 
There are no reliability figures or validity studies reported on this test. 
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(b) Computer Test 
This test measures the candidate's basic proficiency with a computer and 
with MS Office programmes. 
There are no reliability figures or validity studies reported on this test. 
In Table 8, the descriptive statistics for MBA students on the proficiency 
tests are presented. 
Table 8 Descriptive statistics for the proficiency tests and case study 
Test Mean SD Min Max 
Mathematics Test 
Computer Test 
66.55 
75.13 
18.82 
16.87 
31 
20 
100 
95 
The students obtained high scores on both the proficiency tests as a 
result of it being used as a second hurdle in the selection process with a 
cut-off score of 40%. Only 7 candidates (as explained previously) 
obtained scores of lower than 40% with more than half of the candidates 
achieving scores of above 80% on the Computer test (52.11 % ) "and 
above 62% on the Mathematics test (50.00%). 
4.4 CRITERION VARIABLES 
Most psychologists agree that performance is multi-dimensional in nature 
and that the measurement thereof requires multi-dimensionality in the 
criteria. This raises the question whether the various criterion measures 
should be combined or used separately (Cascio, 1991 ). 
Cascio (1991) and Wheeler (1993) indicate that both methods are 
legitimate depending on the purpose for which it is going to be used. 
Cascio (1991) also states that when it is used for research purposes, the 
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emphasis is on the understanding of the relationship between the 
predictors and the separate criterion dimensions. 
For this study it was decided to use both the separate criterion measures 
(subject results) and a composite score. 
The criterion consisted of the final first semester results for four subjects. 
4.4.1 Management Accounting 
Management accounting involves basic accounting principles in business. 
• Prepare cost schedule; 
• Record the flow of costs; 
• Analyse and use behaviour in decision making; 
• Compute the break-even point and the margin of safety; 
• Prepare a budget; and 
• Prepare an income statement. 
4.4.2 Foundations of Business 
Foundations of business involves the analysing and application of 
different management approaches to suit the organisation and to aid the 
effectiveness of decision making. It also equips students to analyse the 
South African economy by using general economic objectives and 
principles. Students are informed on the corporate sphere in which a 
business operates and how to apply the relevant principles of the 
common law as well as the principles of the Companies Act of 1973 and 
the Close Corporations Act of 1984 to the operation of the enterprise. 
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4.4.3 Logistics Management 
Logistics management involves change management and leadership and 
the impact of culture on the organisation as well as the organisation and 
management of a multi-national corporation. 
4.4.4. Organisational Behaviour 
Organisational behaviour involves the application of a systems approach, 
interactional skills, conflict resolution, management of diversity and 
organisational development in South African organisations. 
4.4.5 Overall Performance 
The grade point average (GPA) of the students could not be calculated as 
some students performed poorly on their work assignments and were not 
allowed to write the examination for that specific subject. A percentage 
obtained for that subject were, therefore, not available. These students' 
scores were included in the calculations as if they failed that specific 
subject. 
The overall performance was, therefore, calculated by multiplying the 
number of subjects taken by each student with the amount of subjects 
passed or failed (min = 0, max = 16). 
The scores for the criteria as reported in this study were obtained by 
measuring the root knowledge of the students on each of the four 
subjects by way of a 3 hour written examination. The insight of the 
students on the content of these subjects and their practical ability in 
applying the obtained knowledge were not measured in the final first 
semester results. This could inhibit the performance of the personality 
questionnaire in predicting academic success, as there are no measure 
of behaviour incorporated in the criteria. 
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There are no reliability or validity figures reported on the criteria. The 
final first semester examinations were, however, compiled and scored by 
subject matter experts which provide content validity to the criteria. 
Table 9 presents the descriptive statistics on the criterion measures. A 
test of significance was performed on the different subjects to determine if 
there is a significant difference in the performance of the part time and 
modular students. This would provide a basis for combining the results of 
the two courses to obtain a composite score for each subject. 
Table 9 Descriptive statistics for the criteria 
Criteria Part Time Modular Ttest 
Mean SD n Mean SD n 
Management Accounting 65.56 13.51 34 67.71 15.51 45 0.65 
Foundations of Business 65.90 4.86 29 65.88 5.93 40 0.24 
Logistics Management 57.30 5.55 37 61.08 6.80 53 2.91** 
Organisation Behaviour 62.21 4.65 38 67.06 6.37 52 3.98** 
** p<0.01 
The data in Table 9 indicates that there is not a significant difference in 
means between the part time and modular groups on Management 
Accounting and Foundations of Business. There is, however, a 
significant difference in means between the part time and modular groups 
on Logistics Management (t = 2.91, p < 0.001) and Organisation 
Behaviour (t = 3.98, p < 0.001 ). The reported mean scores for these two 
subjects indicate that, on average, the part time students tended to 
achieve lower scores on the subjects. They have scored between a half 
to three quarters of a standard deviation less than their modular 
counterparts. 
As a result of the very small sample sizes and the fact that the difference 
in scores between the two groups are less than one standard deviation 
on Logistics Management and Organisation Behaviour, it was decided to 
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group the part time and modular courses together to obtain a composite 
score for each subject. The results are presented in Table 10 below. 
Table 10 Descriptive statistics for composite criteria 
Criteria Mean SD N 
Management Accounting 66.78 14.63 79 
Foundations of Business 65.88 5.47 69 
Logistics Management 59.52 6.56 90 
Organisation Behaviour 65.01 6.17 90 
Overall score 14.03 3.14 93 
4.5 THIRD VARIABLES 
Cascio ( 1991) states that in research, differential predictability is often 
observed. Differential predictability exists when the relationship between 
the predictor and criterion varies as a function of a third or extraneous 
variable (Cascio, 1991; Kerlinger, 1986). These third variables do not 
necessarily have any direct relationship with the predictor or criterion. 
They do not increase the size of the obtained predictor/criterion 
correlations, but have a moderated effect on this relationship by 
identifying subgroups for which the selection measures are most useful. 
Kerlinger (1986) states that one means of controlling for the moderator 
variable is to build it into the research design as an independent variable. 
For example, if ethnicity was to be controlled in the research, it should be 
added as a third variable to the design. 
According to Cascio (1991) it is common practice to assess the effects of 
biographical variables in moderating the relationship between predictor 
and criterion variables. Gender, race and age will be the primary factors 
against which fairness will be measured in South Africa (Psyssa, 1998). 
For this reason, it was deemed necessary to study the effect of gender, 
ethnicity and age on the predictor/criterion relationship. 
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4.6 STATISTICAL ANALYSIS 
4.6.1 Multivariate Assumption Testing 
Kerlinger (1986) states that the most important form of statistical analysis 
is multivariate analysis and that it is the most powerful and appropriate for 
scientific behavioural research. 
Wheeler (1993, p.63) states that prior to conducting multivariate analysis, 
it is important that the assumptions underlying these techniques be 
considered. She identifies linearity of the dependent variables with the 
independent variables, reliability of the measures and low multicollinearity 
between the independent variables as the basic assumptions underlying 
the multivariate techniques. 
To address the problem of third variables, the relationship between each 
relevant third variable and the different criterion variables is examined, 
and if significant, controlled for statistically. 
The intercorrelation of both the predictors and criteria is examined to 
determine the extent of the linearity between the variables. Afterwards, 
the predictors and criterion are correlated with each other. 
Multiple regression was used to determine the significance and weight of 
the contribution of the different predictors as well as the contribution of 
certain biographical characteristics in predicting job success. 
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4. 7 CONCLUSION 
The methodological approach as described in this chapter, was seen as 
adequate for the hypothesis that personality contributes significantly to 
the academic performance of MBA students. 
With this research design and hypothesis in mind, the results as obtained 
for the present study are presented in Chapter 5. 
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CHAPTERS 
RESULTS 
5.1 SAMPLE DESCRIPTION 
A group of 110 students was selected for the MBA programme on the 
basis of the selection procedure as discussed in Chapter 4. Of these 
students 16 discontinued their studies during the first semester. This 
reduced the sample to 94 students that went through the selection 
process at the end of 1999 and wrote the first semester examinations 
during the first half of 2000. 
The sample of 94 students consisted of 7 4 males and 20 females. 54 of 
the students were White and 40 of the students were Black (The 
composition of the Black group is in line with the Employment Equity Act 
of 1998 and includes Coloureds, Asians and Africans). The age of the 
group ranged from 24 to 51 with a mean age of 33.23 (sd = 6.05). The 
language of the students included Afrikaans, English and African 
languages. Most of the group, however, reported that English was their 
second language (79) while only 15 of the students' first language was 
English. The educational background of the students ranged from a 
Bachelor's or equivalent degree to a Doctorate and included various 
different disciplines, including Public Administration, Engineering, Medical 
Sciences, Social Sciences, Law and Accounting. 
A group of 54 students was enrolled in the modular programme while 40 
of the students were enrolled in the part-time programme. 
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5.2 INFLUENCE OF THIRD VARIABLES 
Wheeler (1993) states that, although significant correlation coefficients 
can be found, the possible influence of third variables should be 
investigated because it may be that this relationship with the third 
variables could really be responsible for any significant correlation 
coefficients obtained. 
In Tables 11 and 12 the biographical variables were correlated with the 
predictors as well as criterion measures to identify any significant 
relationships. A debate exists around the use of correlation method for 
determining the relationship between continuous and dichotomised 
variables as used in this study, e.g. Male vs. Female and Black vs. White. 
Howell (1992, p.267) state that "we can proceed as usual to calculate the 
Pearson coefficient (r), although we will label it the point-biserial 
coefficient (rpb). Thus, algebraically, rpb = r, where one variable is 
dichotomous and the other is roughly continues and more or less 
normally distributed in arrays." Guilford (1965, p.322) confirms this and 
states that if there are only two class intervals and they were treated as 
genuine categories, a product-moment r could be computed with 
Pearson's basic formula. He further says that the result would be a point-
biserial r. "Computer programs for giving Pearson r's from score data 
automatically yield point-biserial r's between continuous and 
dichotomised variables." 
It seems, therefore, that the Pearson Product Moment correlation method 
can be used, but that the characteristics of the data have to be taken into 
account when interpreting the correlation coefficient. 
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Table 11 Correlation between predictors and biographical variables 
Variables R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 
~·I Age 0.08 -0.11 0.14 0.06 -0.27* -0.22* 0.12 -0.12 -0.01 0.00 ~v:Y , •.;~ 
Gender 
" 
-0.16 -0.10 -0.06 -0.10 0.01 -0.01 0.05 0.09 0.03 0.06 
Ethnicity -0.04 0.14 -0.19 0.04 -0.05 -0.07 -0.04 0.19 -0.21* -0.26* 
Language 0.03 -0.13 -0.04 -0.07 0.13 0.09 -0.01 -0.02 0.03 0.01 
Work Experience 0.29* -0.02 0.11 -0.09 -0.13 -0.02 0.09 -0.06 0.03 0.14 
Variables T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 
Age 0.00 0.04 0.04 -0.02 0.00 0.08 0.04 -0.06 0.14 -0.06 
Gender -0.33** 0.10 0.10 0.03 -0.15 -0.17 -0.15 0.03 0.09 0.20 
Ethnicity -0.21* 0.10 0.01 0.01 0.09 0.15 -0.01 -0.06 0.12 -0.06 
Language -0.12 0.01 0.00 -0.09 0.03 0.02 0.10 -0.10 -0.05 -0.09 
Work Experience -0.06 -0.10 -0.02 -0.10 0.09 0.13 0.18 0.01 0.16 -0.17 
* Significant at 5% level 
** Significant at 1 % level 
See Annexure A for the variable descriptions 
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Table 11 Correlation between predictors and biographical variables (continue) 
Variables T11 T12 F1 F2 F3 F4 F5 F6 F7 F8 
Age 0.13 -0.07 0.04 -0.06 0.03 0.04 0.12 -0.09 0.01 0.07 
Gender 0.14 0.11 -0.27 0.19 -0.14 -0.21* -0.25* -0.09 0.09 -0.03 
Ethnicity 0.02 -0.01 -0.14 0.05 -0.07 -0.05 -0.17 0.07 0.05 0.09 
Language -0.07 0.00 -0.13 0.03 0.12 0.02 0.17 -0.08 0.07 -0.15 
Work Experience 0.05 0.09 -0.02 0.02 0.07 0.03 0.07 -0.10 -0.13 -0.08 
Variables F9 F10 Mathematics Computer Case Study 
Test Test 
Age -0.05 0.02 -0.21 -0.24* 0.10 
Gender 0.00 -0.10 -0.17 0.04 0.10 
Ethnicity 0.05 0.35** 0.31** 0.37** 0.06 
Language -0.08 0.16 0.23* 0.11 0.24* 
Work Experience -0.10 0.03 -0.12 -0.05 -0.07 
* Significant at 5% level 
** Significant at 1 % level 
82 
The correlation coefficients in Table 11 indicate that there is mainly one 
biographical variable that may have a moderator effect on the relationship 
between the predictors and the criterion measures, i.e. ethnicity. These 
significant relationships are mainly with the proficiency tests, which 
supports the research done by Saville et al (1999) where it was 
concluded that the occupational relevance of the OPQ32n content 
ensured that people from different cultural backgrounds can relate to the 
questions in a similar manner. 
Ethnic origin (Black 0, White 1) correlated moderately with only four of the 
32 personality dimensions, i.e. Democratic (r = -0.21, p < 0.05) and 
Caring (r = -0.26, p < 0.05) as well as with Data Rationale (r = -0.21, p < 
0.05) and Decisive (r = 0.35, p < 0.01 ). Ethnicity also correlated 
significantly with the Mathematics (r = 0.31, p < 0.01) and Computer 
Tests (r = 0.37, p < 0.01 ). This may be due to the gap in the educational 
background of the Black and White groups. 
Table 12 Correlation between the criteria and biographical variables 
Variables Management Foundations Logistics Organisation Overall 
Accounting of Business Management Behaviour Performance 
Age -0.25* -0.09 
Sex 0.01 0.09 
Ethnicity 0.24* 0.33** 
Language 0.02 0.13 
Work -0.30* -0.04 
experience 
* Significant at 5% level 
** Significant at 1 % level 
-0.24* 
0.04 
0.55** 
0.20 
-0.04 
-0.16 
0.24* 
0.45** 
0.30** 
-0.07 
-0.20 
0.06 
0.37** 
0.00 
-0.16 
It seems from Table 12 that ethnicity is a significant moderator variable 
that should be controlled for statistically in further analysis. 
In Tables 11 and 12 it can be seen that ethnicity showed significant 
relationships with both the predictors and criteria. To address this 
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problem, ethnicity should be controlled for statistically to reduce the 
potential effects thereof on the predictor-criterion relationship. 
Tables 13 to 22 reflect the results where the effects of ethnicity were 
considered through hierarchical regression by calculating and evaluating 
the R-square increase or decrease when all the predictors and thereafter 
the third variable, ethnicity, were entered into the regression. 
5.2.1 Third Variable Effects (Ethnicity} when Overall Performance is 
regressed on predictors 
Table 13 Multiple regression results for Overall Performance 
regressed on the total battery and ethnicity 
Multiple R Multiple R- R-square p-level 
square Change 
All predictors 0.70 0.4849 
Ethnicity 0.71 0.4974 0.0125 0.37 
Table 13 illustrates that ethnicity did not make a significant contribution to 
the regression. 
Table 14 
Regression 
Residual 
Analysis of variance regression coefficients 
Sums of 
Squares 
289.85 
292.85 
Mean 
Squares 
8.05 
8.87 
F 
0.91 
P-level 
0.61 
The absence of a significant relationship in Table 13 is confirmed in Table 
14 in that no significant difference was detected between the slopes or 
intercepts of the ethnic groups (F = 0.91, p < 0.61 ). Consequently, it is 
not necessary to control for ethnicity statistically when the predictors are 
regressed on the overall performance. 
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5.2.2 Third Variable Effects (Ethnicity) when Management 
Accounting is regressed on predictors 
Table 15 Multiple regression results for Management Accounting on 
the total battery and ethnicity 
Multiple R Multiple R- R-square p-level 
Square Change 
Predictors 0.95 0.9106 
Ethnicity 0.96 0.9129 0.0023 0.68 
Table 15 illustrates that ethnicity did not make a significant contribution to 
the regression. 
Table 16 
Regression 
Residual 
Analysis of variance regression coefficients 
Sums of 
Squares 
6343.44 
604.99 
Mean Squares F 
176.21 
86.43 
2.04 
p-level 
0.16 
The absence of a significant relationship in Table 15 is confirmed in Table 
16 in that no significant difference was detected between the slopes or 
intercepts of the ethnic groups (F = 2.04, p < 0.16). Consequently, it is 
not necessary to control for ethnicity statistically when the predictors are 
regressed on the overall performance. 
5.2.3 Third Variable Effects (Ethnicity) when Foundations of 
Business is regressed on predictors 
Table 17 Multiple regression results for Foundations of Business on 
the total battery and ethnicity 
Multiple R Multiple R- R-square p-level 
Square Change 
Predictors 0.89 0.7955 
Ethnic o.8.g 0.7987 0.0032 0.7456 
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Table 17 illustrates that ethnicity did not make a significant contribution to 
the regression. 
Table 18 
Regression 
Residual 
Analysis of variance regression coefficients 
Sums of 
Squares 
1177.12 
296.60 
Mean Squares F 
32.70 
42.37 
0.77 
p-level 
0.72 
The absence of a significant relationship in Table 17 is confirmed in Table 
18 in that no significant difference was detected between the slopes or 
intercepts of the ethnic groups (F = 0.77, p < 0.72). Consequently, it is 
not necessary to control for ethnicity statistically when the predictors are 
regressed on the overall performance. 
5.2.4 Third Variable Effects (Ethnicity) when Logistics Management 
is regressed on predictors 
Table 19 Multiple regression results for Logistics Management on the 
total battery and ethnicity 
Multiple R Multiple R R-square p-level 
Square Change 
Predictors 0.88 0.7757 
Ethnicity 0.89 0.7997 0.0240 0.39 
Table 19 illustrates that ethnicity did not make a significant contribution to 
the regression. 
Table 20 
Regression 
Residual 
Analysis of variance regression coefficients 
Sums of 
Squares 
1327.33 
332.40 
Mean Squares F 
36.87 
47.49 
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0.78 
p-level 
0.72 
The absence of a significant relationship in Table 19 is confirmed in Table 
20 in that no significant difference was detected between the slopes or 
intercepts of the ethnic groups (F = 0.78, p < 0.72). Consequently, it is 
not necessary to control for ethnicity statistically when the predictors are 
regressed on the overall performance. 
5.2.5 Third Variable Effects (Ethnicity) when Organisation 
Behaviour is regressed on predictors 
Table 21 
Predictors 
Ethnicity 
Multiple regression results for Organisation Behaviour on 
the total battery and ethnicity 
Multiple R Multiple R- R-square 
0.89 
0.91 
Square Change 
0.7893 
0.8361 0.0468 
p-level 
0.2005 
Table 21 illustrates that ethnicity did not make a significant contribution to 
the regression. 
Table 22 
Regression 
Residual 
Analysis of variance regression coefficients 
Sums of 
Squares 
1480.57 
290.23 
Mean 
Squares 
41.13 
41.46 
F 
0.99 
p-level 
0.56 
The absence of a significant relationship in Table 21 is confirmed in Table 
22 in that no significant difference was detected between the slopes or 
intercepts of the ethnic groups (F = 0.78, p < 0.72). 
Consequently, it is not necessary to control for ethnicity statistically when 
the predictors are regressed on any of the criteria. 
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5.3 MULTIVARIATE ANALYSES 
Pearson correlation coefficients were computed to assess the degree of 
multicollinearity between the predictor variables. Annexure B presents 
the intercorrelation between the predictor variables. The correlation 
coefficients between the OPQ, Mathematics Test, Computer Test and 
Case Study do not exceed 0.80 (p < 0.05 and p < 0.01 ). All the 
predictors were, therefore, deemed multicollinear and could enter in the 
multivariate analysis (Lewis-Beck, 1980). 
The Mathematics Test correlated significantly (p < 0.05) with the 
personality scale Emotionally Controlled and with the Computer Test. 
This correlation between the Mathematics and Computer Tests can be 
ascribed to the shared reasoning and logic properties. The Computer 
Test correlate negatively with the personality scale Outspoken and 
positively with Conventional. 
The dimensions measured by the case study correlated high with each 
other (r < 0.70) and very high with the case study total. This can be 
expected since the different dimensions of the case study are all included 
in the total score. These high correlation coefficients make a case for 
only including the case study total in further analysis. 
Table 23 Inter-correlation between the criterion measures 
Variables 1 2 3 4 5 
Management Accounting 1.00 
Foundations of Business 0.31** 1.00 
n = 62 
Logistics Management 0.31** 0.40** 1.00 
n = 75 n = 67 
Organisation Behaviour 0.36** 0.33** 0.61** 1.00 
n = 76 n = 66 n = 86 
Overall Performance 0.47** 0.21 0.47** 0.34** 1.00 
n = 79 n = 79 n = 89 n = 89 
** Significant at 1 % level 
88 
Moderate to high correlation coefficients are found as a result of the 
shared reasoning and logical properties between the subjects as well as 
the cognitive nature of the criteria. 
In Table 24 the predictors were correlated with the criteria to determine if 
any significant correlations exist between the tests and the MBA results. 
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Table 24 Correlation between the predictors and the criteria 
Variables R1 R2 RJ R4 R5 R6 R7 RS R9 R10 
Management Accounting -0.10 0.09 -0.05 -0.14 0.13 0.26* -0.20 0.06 -0.02 -0.16 
Foundations of Business -0.15 -0.14 -0.14 -0.13 0.02 0.01 -0.23 0.19 -0.02 -0.19 
Logistics Management 0.04 0.20 -0.15 0.02 -0.02 0.12 -0.04 0.29** 0.07 -0.11 
Organisational Behaviour 0.01 0.09 -0.22* -0.02 -0.09 0.05 -0.15 0.30** 0.10 -0.03 
Overall Performance -0.08 0.14 -0.04 -0.04 0.06 0.13 -0.10 0.13 -0.12 -0.04 
Variables T1 T2 T3 T4 T5 T6 T7 TS T9 T10 
Management Accounting 0.25* 0.03 -0.08 -0.06 0.03 0.07 -0.02 0.03 0.14 0.02 
Foundations of Business 0.09 -0.02 -0.03 0.04 -0.07 -0.06 0.02 0.03 0.09 0.02 
Logistics Management 0.02 0.20 0.10 -0.03 0.23* 0.19 0.14 0.02 0.21 0.06 
Organisational Behaviour -0.14 0.17 0.10 -0.06 0.11 0.12 0.05 0.04 0.20 -0.06 
Overall Performance 0.11 0.21* -0.10 -0.05 0.00 0.15 0.04 -0.04 0.12 0.00 
* Significant at 5% level 
** Significant at 1 % level 
See Annexure A for variable descriptions 
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Table 24 Correlation between the predictors and the criteria (continue) 
Variables T11 T12 F1 F2 F3 F4 F5 F6 F7 F8 
Management Accounting -0.15 -0.17 -0.01 -0.09 -0.07 0.11 -0.03 0.03 -0.09 0.02 
Foundations of Business 0.06 -0.05 -0.19 0.26* 0.01 -0.15 -0.14 -0.02 0.03 0.06 
Logistics Management 0.03 -0.19 -0.14 0.07 0.05 0.08 0.00 0.18 0.16 0.06 
Organisational Behaviour 0.06 -0.06 -0.15 0.13 -0.13 0.00 0.02 0.14 0.16 -0.02 
Overall Performance -0.11 -0.14 -0.02 0.00 -0.09 0.06 0.01 0.03 -0.04 0.07 
Variables F9 F10 Mathematics Test Computer Test Case Study 
Management Accounting 0.09 0.17 0.41** 0.32* 0.07 
Foundations of Business 0.16 0.06 0.37** 0.51** -0.15 
Logistics Management 0.16 0.28** 0.55** 0.29* 0.01 
Organisational Behaviour -0.08 0:03 0.38** 0.35** 0.03 
Overall Performance 0.13 0.22* 0.49** 0.15 0.13 
* Significant at 5% level 
** Significant at 1 % level 
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From Table 24 it can be seen that there are no significant correlation 
coefficients between the case study and the criteria. 
The significant correlation coefficients between the personality 
questionnaire and the overall performance are limited. It correlated 
significantly with only two personality scales, Evaluative (r = 0.21, p < 
0.05) and Decisive (r = 0.22, p < 0.05). More significant correlation 
coefficients were found between the personality questionnaire and the 
separate subjects. The significant relationships are as follows: 
Management Accounting correlated with Affiliative (r -= 0.26, p < 0.05) 
and Data Rationale (r = 0.25, p < 0.05); Foundations of Business 
correlated with Worrying (r = 0.26, p < 0.05); Logistics Management 
correlated with Modest (r = 0.29, p < 0.01 ), Conceptual (r = 0.23, p < 
0.05) and Decisive (r -= 0.28, p < 0.01 ); Organisation Behaviour 
correlated with Outspoken (r = -0.22, p < 0.05) and Modest (r = 0.30, p < 
0.01). 
It should, however, be noted that there are correlation coefficients, 
although not significant, that follow a particular pattern in the size and 
direction of their relation to the criteria. This can be ascribed to the effect 
of the sample size restriction and lack of power in the current sample. 
For example, Social Confidence (R7) presents itself consistently in a 
negative relationship towards all the criteria. This confirms studies by for 
example Engelbrecht (1971 ), that there is a positive relationship between 
a more introvert and neurotic type personality and academic 
performance. 
The reported correlation coefficients support the literature in that 
performance is multi-dimensional in nature and that the measurement 
thereof requires multi-dimensionality in the criteria (Cascio, 1989). 
In the case of the Mathematics and Computer Test, the correlation 
coefficients indicate significant relationships with almost all of the criteria. 
The Mathematics test correlated with Management Accounting (r = 0.41, 
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p < 0.01 ), Foundations of Business (r = 0.37, p < 0.01 ), Logistics 
Management (r = 0.55, p < 0.01 ), Organisation Behaviour (r = 0.38, p < 
0.01) and overall performance (r = 0.49, p < 0.01 ). 
The Computer Test correlated significantly with the separate subjects but 
not with the overall performance, i.e. Management Accounting (r = 0.32, p 
< 0.05), Foundations of Business (r = 0.51, p < 0.01 ), Logistics 
Management (r = 0.29, p < 0.05) and Organisation Behaviour (r = 0.35, p 
< 0.01). 
The correlation coefficients obtained between the proficiency tests and 
the criteria support the hypothesis that the criteria are measures of root 
knowledge and that it would, therefore, have high correlation coefficients 
with the proficiency tests. 
5.4 REGRESSION ANALYSIS 
To determine predictive validity, regression analyses· were done using 
overall performance as well as the separate subjects as dependent 
variables. Predictors that were used were the OPQ32n, the proficiency 
tests as well as the case study total. This was done to determine the 
optimal formula that would explain the most variance of the respective 
criteria. 
A multiple forward selection procedure (mean substitution) was used and 
variables that met the criteria of F > 1.00 were included in regression. 
In Tables 25 to 29 below, the overall performance of the students as well 
as the separate semester subjects were each regressed on the total 
selection battery. 
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Table 25 Overall performance regressed (stepwise) on all the 
predictors 
Variable Parameter Estimate Multiple R2 P value 
Intercept 5.78 0.1622 
Mathematics 0.07 0.20 0.0001 
Evaluative 0.17 0.22 0.1369 
Behavioural -0.12 0.24 0.0982 
Decisive 0.10 0.26 0.1546 
Forward Thinking 0.17 0.27 0.0454 
Tough Minded -0.12 0.29 0.0462 
Conscientious -0.13 0.31 0.1432 
Case Study 0.08 0.32 0.2216 
In Table 25, the regression was conducted with the total selection battery. 
It seems that the Mathematics test and the personality dimensions -
Forward Thinking and Tough Minded - showed the greatest contribution 
(p < 0.05) and explained 32% of the variance of overall performance. No 
other predictors met the criteria for inclusion. 
In Tables 26 to 29 below, the separate semester subjects were each 
regressed on the total selection battery. 
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Table 26 Management Accounting regressed on the total selection 
battery 
Variable Parameter Multiple R2 P value 
Estimate 
Intercept 99.94 0.0001 
Mathematics Test 0.20 0.13 0.0123 
Affiliative 0.84 0.17 0.0012 
Socially Confident -1.18 0.21 0.0008 
Worrying -1.28 0.25 0.0002 
Forward Thinking 1.03 0.27 0.0036 
Conventional -0.75 0.29 0.0141 
Computer Test 0.16 0.32 0.0826 
Innovative -0.33 0.34 0.4433 
Competitive 0.46 0.37 0.0983 
Relaxed -0.48 0.38 0.1403 
Independent Minded -0.41 0.40 0.1637 
Tough Minded -0.38 0.40 0.1466 
Evaluative -0.96 0.42 0.0647 
Trusting -0.22 0.43 0.3492 
Data Rationale 0.50 0.43 0.1732 
Modest 0.37 0.44 0.2341 
In Table 26, it can be seen that the Mathematics test and the personality 
dimensions - Affiliative, Socially Confident, Worrying, Forward Thinking 
and Conventional - and the Computer test showed the greatest 
contribution (p < 0.05) and explained 29% of the variance of performance 
on Management Accounting. 
In Table 27 the subject Foundations of Business was regressed on the 
total selection battery. A total of 45% of the variance of performance on 
Foundations of Business can be explained. The adjusted R2 was 
reported to be 0.33. No other predictors met the criteria for inclusion. 
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Table 27 Foundations of Business regressed on the total selection 
battery 
Variable Parameter Multiple R2 P value 
Estimate 
Intercept 56.78 0.0000 
Computer Test 0.10 0.14 0.0014 
Worrying 0.08 0.18 0.4210 
Mathematics Test 0.08 0.21 0.0032 
Case Study -0.31 0.23 0.0035 
Optimistic -0.24 0.25 0.0182 
Achieving 0.34 0.28 0.0328 
Tough Minded 0.12 0.30 0.2218 
Emotionally Controlled -0.19 0.33 0.1332 
Competitive 0.27 0.35 0.0078 
Modest 0.16 0.37 0.1701 
Controlling -0.38 0.39 0.0390 
Outgoing 0.18 0.39 0.0768 
Conscientious 0.20 0.41 0.1293 
Persuasive -0.17 0.42 0.1140 
Conventional -0.12 0.43 0.2134 
Forward Thinking 0.18 0.44 0.1618 
Evaluative -0.17 0.45 0.2957 
In Table. 27, it can be seen that the Computer and Mathematics tests, 
case study and the personality dimensions - Worrying, Optimistic, 
Achieving, Competitive and Controlling - showed the greatest 
contribution (p < 0.05). 
In Table 28 Logistics Management was regressed on the total selection 
battery. 
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Table 28 Logistics Management regressed on the total selection 
battery 
Variable Parameter Multiple R2 P value 
Estimate 
Intercept 36.49 0.0022 
Mathematics Test 0.14 0.21 0.0001 
Vigorous 0.15 0.27 0.3041 
Forward Thinking 0.12 0.32 0.5051 
Decisive 0.16 0.35 0.2977 
Modest 0.22 0.38 0.1278 
Competitive 0.15 0.39 0.2947 
Outspoken -0.42 0.40 0.0160 
Rule Following -0.23 0.42 0.0929 
Affiliative 0.42 0.43 0.0035 
Outgoing -0.33 0.44 0.0319 
Conceptual 0.23 0.45 0.1098 
Optimistic -0.24 0.46 0.0956 
Controlling 0.30 0.48 0.1938 
Caring -0.34 0.49 0.0256 
Variety Seeking 0.24 0.50 0.1377 
Socially Confident 0.18 0.50 0.2763 
Relaxed -0.17 0.51 0.2022 
Detail Conscious 0.12 0.52 0.2933 
Democratic 0.20 0.53 0.1978 
Adaptable -0.14 0.53 0.2789 
In Table 28, it can be seen that the Mathematics test and the personality 
dimensions - Outspoken, Affiliative, Outgoing and Caring - showed the 
greatest contribution (p < 0.05). A total of 53% of the variance of 
performance on Logistics Management can be explained through the 
selection battery. The adjusted R2 was reported to be 0.41. 
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Table 29 Organisation Behaviour regressed on the total selection 
battery 
Variable Parameter Multiple R2 Pvalue 
Estimate 
Intercept 41.90 0.0000 
Mathematics Test 0.14 0.13 0.0000 
Modest 0.07 0.19 0.6173 
Forward Thinking 0.45 0.22 0.0041 
Tough Minded -0.20 0.27 0.0516 
Vigorous 0.46 0.31 0.0013 
Achieving -0.47 0.37 0.0163 
Data Rationale -0.42 0.39 0.0102 
Computer Test 0.10 0.40 0.0101 
Competitive 0.28 0.42 0.0210 
Affiliative 0.29 0.43 0.0187 
Socially Confident -0.14 0.45 0.3312 
Conventional -0.25 0.46 0.0466 
Rule Following 0.18 0.47 0.1475 
Democratic 0.21 0.48 0.1264 
Outgoing -0.20 0.50 0.1397 
In Table 29, it can be seen that the Mathematics test and the personality 
dimensions - Forward Thinking, Vigorous, Achieving, Data Rationale, 
Competitive, Affiliative and Conventional - as well as the Computer Test 
showed the greatest contribution (p < 0.05). A total of 50% of the 
variance of performance on Organisation Behaviour can be explained 
through the selection battery. The adjusted R2 was reported to be 0.40. 
Throughout the regression analyses, it can be seen that the Mathematics 
Test contribute significantly to all the criteria and explains on average 
18% of success on the MBA course. 
In order to determine the specific contribution of personality above that of 
the proficiency tests and the case study, a hierarchical regression was 
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performed by calculating and evaluating the R-square increase or 
decrease when the proficiency tests and case study (Step 1) and 
thereafter the personality questionnaire (Step 2) were entered into the 
regression. Only the personality dimensions that met the criteria of F = 
1.00 as in Tables 25 - 29 were included in the hierarchical regression. 
This was done on the overall performance as well as each subject 
separately. 
Table 30 
Step 1 
Step2 
Multiple regression results for overall performance on the 
total battery 
Multiple R 
0.21 
0.32 
Multiple R 
Square 
0.04 
0.11 
R-square 
Change 
0.06 
p-level 
0.86 
In Table 30 it can be seen that the OPQ32n affected an R-square change 
of 0.06 (p = 0.86). 
Table 31 Multiple regression results for Management Accounting on 
the total battery 
Multiple R Multiple R R-square p-level 
Square Change 
Step 1 0.41 0.17 
Step2 0.83 0.69 0.52 0.01 
In Table 31 the OPQ32n affected an R-square change of 0.52. This is a 
considerable increase in the R2 for Management Accounting when the 
OPQ32n was entered into the regression where p = 0.01. 
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Table 32 Multiple regression results for Foundations of Business on 
the total battery 
Multiple R Multiple R R-square p-level 
Square Change 
Step 1 0.52 0.27 
Step2 0.81 0.66 0.39 0.03 
In Table 32 the OPQ32n affected an R-square change of 0.39. This 
caused an increase in the R2 for Foundations of Business with p = 0.03 
when the OPQ32n was entered into the regression. 
Table 33 Multiple regression results for Logistics Management on the 
total battery 
Multiple R Multiple R R-square p-level 
Square Change 
Step 1 0.44 0.20 
Step2 0.83 0.69 0.49 0.11 
In Table 33 the OPQ32n affected an R-square change of 0.49. Although 
the p level is p = 0.11, there still is an increase in the R2 for Logistics 
Management when the OPQ32n was entered into the regression. 
Table 34 Multiple regression results for Organisational Behaviour on 
the total battery 
Multiple R Multiple R R-square p-level 
Square Change 
Step 1 0.45 0.20 
Step2 0.76 0.58 0.38 0.08 
In Table 34 the OPQ32n affected an R-square change of 0.38. Although 
p = 0.08, there still is an increase in the R2 for Organisational Behaviour 
when the OPQ32n was entered into the regression. 
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The greatest changes in R-square where p < 0.05 were for Management 
Accounting and Foundations of Business. Although not all the R-square 
increases obtained a p < 0.05, probably due to the small sample sizes 
and the nature of the criteria involved, it can be seen that personality did 
make a valuable contribution to the regression. 
5.5 CONCLUSION 
Drawing from the relevant theoretical concepts outlined in the literature 
review in the Chapters 2 and 3, the interpretation and implications of the 
results as presented in this chapter, together with the limitations of the 
study and the final conclusions will be discussed in Chapter 6. 
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CHAPTER6 
DISCUSSION AND CONCLUSION 
The aim of this study was to determine the validity of personality in 
predicting success as a MBA student. In addressing this aim, the results 
of the study will be discussed as follows: firstly, consideration will be 
given to the predictor and criterion descriptive statistics and correlations 
and secondly, to the overall predictive validity of personality against the 
total selection battery used in the selection process. Thereafter, the 
implications and limitations of this study will be highlighted and the 
relevant conclusions drawn. 
6.1 DISCUSSION OF THE DESCRIPTIVE STATISTICS 
The descriptive statistics of the MBA students on the OPQ32n indicated 
that the group scored more than one standard deviation higher on the 
Data Rationale, Evaluative, Variety Seeking, Optimistic and Achieving 
scales than the General British population as reported in the OPQ32 
manual. This may indicate that the MBA students is a more selected 
group that, through personality characteristics such as a need to achieve, 
an optimistic attitude and a propensity for working with numbers, 
succeeded in obtaining tertiary qualifications up to post-graduate level. 
With regard to the proficiency tests and the case study, the group mostly 
performed above average. This is due to the fact that the students were 
selected on their achievement on the case study and the Mathematics 
Tests. The high scores on the Computer Test can be explained through 
the high significant correlation between this test and the Mathematics test 
(r = 0.42, p < 0.01 ). 
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The descriptive statistics with regard to the criterion data reveals that the 
students performed above average on the course. The minimum scores 
obtained on the subjects indicate that on only two subjects did the 
students acquire scores below 45%. For Management Accounting 8 
students scored below 45% and on Logistics Management only one 
student scored below 45%. This had an influence on the correlation with 
the predictors, as the size of the correlation is dependent upon the 
variability of measured values in the correlated sample. The greater the 
variability, the higher the correlation will be (Guilford, 1965). 
6.2 INFLUENCE OF THIRD VARIABLES 
The influence of third variables was investigated by performing a 
correlation analysis between the third variables and the predictors and 
criteria. The biographical variables age, gender and ethnicity were seen 
as possible moderator variables and were correlated with the predictors. 
Very few significant correlation coefficients were found between the 
biographical variables and the personality questionnaire. This is in line 
with other studies on personality differences between groups where very 
few differences were reported. 
When correlated with the proficiency tests, ethnicity, however, correlated 
significantly with both the Mathematics and Computer tests. This can 
possibly be ascribed to the difference in the background of the students 
from the previously advantaged and disadvantaged tertiary institutions. 
The general level of academic standards in the previously disadvantaged 
institutions were lower than that of the advantaged institutions and the 
combination of the different tertiary institutions will not immediately 
eliminate such problems. 
The moderator variables were also correlated with the criteria. Ethnicity 
correlated moderately to highly with all the subjects as well as overall 
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performance. This urged for further analysis to determine if ethnicity 
should be controlled for statistically in further analysis. 
The effects of ethnicity were thus investigated by calculating the R-square 
increase or decrease when all the predictors and thereafter ethnicity were 
entered into a hierarchical regression analysis. This was done on all the 
subjects separately as well as on overall performance. The results 
indicated that ethnicity did not make a significant contribution. 
6.3 DISCUSSION OF THE OVERALL PREDICTIVE VALIDITY 
Although the results as presented in Chapter 5 can be seen as spurious 
due to the inherent limitations in both the predictors and the criteria, it 
deserves some attention as it may serve as a basis for future research. 
The correlation coefficients between the predictors and overall 
performance indicate that the Mathematics test and the personality 
dimensions Evaluative and Decisive are important factors in predicting 
overall performance. This is confirmed in the regression analysis when 
overall performance is regressed on all the predictors. Mathematics 
contributed significantly to the regression and the personality dimensions 
Evaluative, Behavioural, Decisive, Forward Thinking, Tough Minded and 
Conscientious were entered into the regression. 
Mathematics has the highest correlation and weight in the regression with 
overall performance (r = 0.49 and p < 0.01 ). This finding confirms the 
literature as discussed in previous chapters in that cognitive ability is a 
very important factor in predicting academic success. The validity ladder 
of Schmidt and Hunter (cited in Saville et al, 1995) indicates that the 
validity coefficient of ability tests is higher than that of personality 
questionnaires, which implies that the correlation between ability and 
performance will be higher than that between personality and 
performance. 
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The high correlation between the Mathematics test and the criteria can 
also be ascribed to the fact that the criteria are measures knowledge and, 
therefore, relate to cognitive ability. This results in a strong relationship 
between the Mathematics test, which is a measure of cognitive ability, 
and the criteria. Since the criteria do not include any measure of 
behavioural skill and application of knowledge in practice, it is expected 
that the validity of the proficiency tests would be higher than that of the 
personality questionnaire. 
In the study of Rothstein et al ( 1994) involving MBA students, written 
performance and classroom performance, as separate components of 
overall grade point average, were used as criteria. Correlations between 
the written work and personality proved to be very low. A stronger 
relationship between classroom performance, which is evaluated on the 
basis of demonstrating behavioural skills such as communicating and 
influencing others, and personality was found than with the written 
performance. The personality traits achievement, dominance and 
exhibitionism were found to predict classroom success while no 
personality variable was selected as a significant predictor of written 
performance. Rothstein et al (1994, p.528) concluded, consistent with 
the findings in the present study, that 'ihe relative contributions of 
cognitive abilities and personality factors to academic success depend on 
the criterion of performance and may favour personality variables when 
personality styles of expression and characteristic modes of behaviour 
play a role in performance." 
In accordance with Slabbert's (1987, p.1) definition of management the 
personality dimensions Evaluative, Decisive, Behavioural and Forward 
Thinking are important for effective management. This is also consistent 
with the functional and behavioural aspects of management as outlined 
by Burack and Mathys (1983) as well as Holt (1993), Cronje et al (1997) 
and Robbins (1993). 
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The personality dimensions that correlated with overall performance also 
have a direct link to the success factors for academic performance as 
presented by D'Heurle, Mellinger and Haggard (cited in Engelbrecht, 
1972) and Goff and Ackermann (1992). Consistent with this, Barrett 
(1957) found that students that are successful academically generally 
have more insight in the nature of their problems and attempt more 
constructive methods in trying to solve it. 
The correlation coefficients between the personality dimensions as 
measured by the OPQ and overall performance are generally low and 
only a few significant positive correlation coefficients were apparent. 
These low correlation coefficients between the personality questionnaire 
and the criterion can be ascribed to the nature of the overall criterion. It is 
generally agreed in literature that performance is multi-dimensional in 
nature and cannot be acceptably predicted if presented in only one score. 
One individual will not be equally strong on all behavioural dimensions 
and a single score reduces this variation in the criterion. Cascio (1987) 
states that the emphasis in research should be on the understanding of 
the relationship between the predictors and separate criterion 
dimensions. With this in mind, the separate semester subjects' 
relationship with the predictors was investigated. 
The first subject, Management Accounting, correlated significantly 
positive with the Mathematics test, the Computer test and the personality 
scales Affiliative and Data Rational. The personality dimensions Socially 
Confident, Worrying and Forward Thinking were, in addition to the 
dimensions as displayed in the correlation, entered into the regression as 
variables that contributed significantly to the regression equation. These 
personality dimensions support the findings of Lum (1960) and Krige 
(1970) in that students who are more self confident and experience a 
certain amount of anxiety perform better academically for these 
characteristics act as motivators to achieve. 
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Management Accounting involves basic accounting principles in business 
as well as the ability to analyse and use behaviour in decision making 
and the correlation with the proficiency tests and the specific personality 
dimensions was to be expected. The results indicate, consistent with the 
subject description that a person who performs well in management 
accounting likes to work with statistics and mathematical problems and 
enjoys being able to quantify. 
Foundations of Business, the second of the subjects, correlated 
significantly positive with the Mathematics test, the Computer test and the 
personality scale Worrying. In addition to this, the Case study as well as 
the personality dimensions Optimistic, Achieving, Competitive and 
Controlling made a significant contribution to the regression equation if 
Foundations of Business is regressed on all the predictors. These 
findings are in accordance with Holt (1993), Cronje et al (1997) and 
Robbins' (1993) managerial competencies as well as the non-cognitive 
variables important for academic performance of Boyer and Sedlacek 
(1988). 
Foundations of Business involves the analysing and application of 
different management approaches to aid the effectiveness of decision 
making and equips students to analyse the South African economy by 
using general economic objectives and principles. The strong proficiency 
for Mathematics and Computers required for this subject (as indicated 
through the correlation as well as the regression) aids the students in the 
demands placed on numerical and analytical skills required for this 
subject. The personality dimensions that contributed significantly in 
explaining success in this subject indicate that persons who tend to feel 
nervous before important occasions and worries when things go wrong 
but still have a positive attitude and expects that things will turn out well 
eventually will be more successful. 
The third subject, Logistics Management, correlated significantly with the 
Mathematics and Computer tests and the personality dimensions Modest, 
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Conceptual and Decisive. In addition, the personality dimensions 
Outspoken, Affiliative, Outgoing and Caring made a significant 
contribution to the regression equation. This is consistent with the 
identified managerial competencies that were identified as important by 
Holt (1993) and Robbins (1993). 
Logistics Management involves change and culture management as well 
as leadership. This places demands on a person's ability to be decisive 
and to work with people. This statement is supported by the mentioned 
personality dimensions and a person successful in this subject would 
more than likely be able to freely express his/her feelings, be interested in 
theories and abstract concepts and be able to make fast decisions. 
The fourth and last subject, Organisational Behaviour, correlates 
positively significant with the Mathematics and Computer test as well as 
the personality dimension Modest. It also correlates negatively with the 
personality dimension Outspoken. The personality scales Forward 
Thinking, (-) Tough Minded, Vigorous, (-) Achieving, (-) Data Rationale, 
Competitive, Affiliative and (-) Conventional made a significant 
contribution to the regression equation. The relationship between the 
scales that had a positive relationship with the criterion and those with a 
negative relationship is consistent with international studies on the 
relationships between the different OPQ32 scales (Saville et al, 1999). 
Organisational Behaviour involves interactional skills, conflict resolution, 
management of diversity and organisational development. The 
personality scales as obtained in the correlation and regression indicate 
that a person who is successful in this subject is modest and keeps quiet 
about achievements and holds back from criticising others. He/she takes 
a long-term view, sets goals for the future and thrives on activity, 
especially competition. 
There were several personality dimensions that appeared more than 
once in the analysis of the different criteria. Decisive, Forward Thinking, 
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Affiliative, Worrying, Competitive and Modest seem to present 
themselves more than once. 
The paradox nature of personality presents itself in this study. Kriek & 
Saville (1995) explain in a paper presented on an international 
conference that personality strengths can become weaknesses as it is 
frequently found that attributes which lead to success in one aspect of the 
job may present a problem in another area of the same job. The same 
phenomenon was found when predicting achievement in the different 
subjects. A positive correlation was found between Tough Minded and 
Overall Performance, whereas a negative correlation was found with 
Organisational Behaviour. Data Rationale correlated positively with 
Overall Performance and Management Accounting, but negative with 
Organisational Behaviour. Achieving correlated positive with Foundations 
of Business and Outspoken with Logistics Management, but negative with 
Organisational Behaviour. 
In summary, the personality dimensions that appeared important in the 
academic success of MBA students, are Controlling, Outspoken, 
Outgoing, Affiliative, Socially Confident, Modest, Caring, Data Rationale, 
Evaluative, Behavioural, Conventional, Conceptual, Forward Thinking, 
Conscientious, Worrying, Tough Minded, Optimistic, Vigorous, 
Competitive, Achieving and Decisive. 
These findings support and confirm the authors as cited in the literature 
study (Boyer and Sedlacek (1988), Botha (1971 ), Butcher, Ainsworth and 
Nesbitt (1963), Cattell, Sealy and Sweney (1966), Gowan (1960), Holland 
(1960), Krige (1970), Moller (1965) and Wolfe and Johnson (1995)) in the 
identified personality dimensions that contribute to academic success -
affectotimia, responsibility, emotionally sensitive, control, confidence, 
independence, conformity, conscientiousness, neouroticism and 
introversion are effective non-intellectual predictors of academic success 
- as well as effective management. 
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6.4 IMPLICATIONS OF THE PRESENT RESEARCH 
The primary implication of this study is that it contributes to the limited 
available research on personality and post-graduate academic success. 
Consequently, the findings contribute to the refining of a selection battery 
that would more accurately predict candidates that will be successful on 
the MBA course as well as in a managerial position after the completion 
thereof. This would limit the cost implications for both the tertiary 
institution as well as the student involved and would also reduce the 
psychological trauma if a student does not succeed. 
The limitations of this study should, however, be taken into account when 
interpreting and utilising the results. It is recommended that the results 
be used in conjunction with other research and that a follow-up study be 
performed to determine the behavioural skills important for effective 
management in the working environment. These behavioural skills 
should then be included in a personality profile to be used for the 
selection of MBA students. 
6.5 LIMITATIONS OF THE PRESENT RESEARCH 
The first major limitation associated with this study is the small sample 
size. Due to natural circumstances of elimination, the group of 110 
students that were admitted to the programme were reduced to only 94 
as 16 discontinued their studies in the first semester. Other students 
either failed to obtain admission to the examination for all their subjects or 
discontinued a specific subject, reducing the sample for some subjects to 
only 69. 
According to Kerlinger (1986), statistics calculated from large samples 
are more accurate than those calculated from small samples. In an 
example used by Kerlinger involving ability scores, it can clearly be seen 
that the means of the sample consisting of 20 candidates differed more 
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from the population mean than did the means of the sample consisting of 
80 candidates. This study, however, involved ability tests whereas the 
general opinion exists that for a validity study involving personality 
questionnaires, the sample size must be far greater. 
As previously mentioned, due to students discontinuing their studies, the 
original sample size of 110 were reduced to a total 94. The sample size 
for this study range from 69 for the separate subjects to 94 for the overall 
score. Unfortunately, as explained previously, it is not feasible to use 
only an overall score as criteria. However, for the purpose of a power of 
significance test, only the sample size for the overall score was used. 
The power of significance test performed, indicated that for a sample size 
of 94, there is only a 49% chance to obtain significant correlation 
coefficients of 0.20 and higher where p:::; 0.05 (Cohen & Cohen, 1983). 
The second limitation associated with this study involves restriction of 
range. Guilford (1965, p.341) states that the coefficient of validity in a 
restricted group is almost invariably smaller than it would be in an 
unrestricted group. He states that 'the size of r is vefY much dependent 
upon the variability of measured values used in the correlated sample." 
This implies that the greater the variability, the higher the correlation will 
be, everything else being equal. From Table 24 in Chapter 5 it can be 
seen that there are no significant correlation coefficients between the 
case study and the criteria. This was a result of the restriction of range 
caused by using the case study as a first hurdle in the selection process 
thereby restricting the group to very selected candidates. 
The dimensions measured by the case study are behavioural in nature 
and the restriction of variance in the selected sample had a strong impact 
on the variance of the personality questionnaire. 
In this study the sample group of MBA students represented a higher 
segment of the general student population from which the selection was 
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to be made for future admission. The validity of the assessment 
instruments used could be estimated only for this segment of restriction of 
range. It is, however, the validity of the total tested population that was 
important to know, for it is this validity that indicates the full selective 
value of the assessment instruments. As Guilford (1965, p.342) further. 
states: 'The coefficient of validity in a restricted group is almost invariably 
smaller than what it would have been in an unrestricted group." This is 
true for both the ability and personality instruments used. 
In other studies performed on post-graduate students such as Rothstein 
et.al. ( 1994 ), the influence of restriction of range was confirmed as it was 
stated that if the sample had been more representative of a general 
population, the variables (especially the achievement scale) might have 
shown greater degrees of association with performance. 
It is recommended that this study be repeated with a larger sample size 
that would eliminate some of the limitations of the present study 
associated with the small sample size. 
6.6 RECOMMENDATION AND FINAL CONCLUSION 
In this study it was determined that personality did make a valuable 
contribution to the prediction of the overall success of students on the 
MBA course. Due to certain limitations associated with this study, the 
real extent of the relationship of the personality questionnaire above that 
of the other measurements with the criteria could not be determined. 
Considering the findings reported in this study, the following conclusions 
are warranted: 
Firstly, mathematical and computer proficiency make important 
contributions to student success in overall performance as well as in each 
first year semester subject as included in this study. Although the 
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students were selected on the basis of their performance in the 
Mathematics proficiency test that resulted in restriction of range, the 
correlation coefficients were consistently higher than 0.30 with p < 0.01. 
Secondly, it was determined that personality dimensions also make an 
important contribution to academic performance, particularly when certain 
aspects can be theoretically linked to behaviour. 
It is, therefore, recommended that a selection battery be utilised that 
includes a measure of personality. The current selection model with the 
case study as a first hurdle and the proficiency tests as further selection 
methods should be maintained. Personality adds value to the selection 
process and the personality questionnaire should be added to the battery. 
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ANNEXUREA 
The structure of the OPQ includes three broad domains, Relationships with 
People, Thinking Style, and Feelings and Emotions that can be subdivided into 
32 dimensions as follows (Saville et al, 1999, pp.4-63): 
Relationships with People 
Persuasive (R1) 
This scale concerns how much people enjoy selling, negotiating and winning 
others over to their points of view. 
Controlling (R2) 
This scale concerns how much people like taking charge of others, managing, 
directing and telling people what to do. 
Outspoken (R3) 
This scale is concerned with how freely people express their opinions, disagree 
with and criticise others. 
Independent Minded (R4) 
This scale is concerned with how prepared people are to follow their own 
approach and disregard majority decisions. 
Outgoing (R5) 
This scale concerns how lively and animated people are in groups, how talkative 
they are and how much they enjoy attention. 
Affiliative (R6) 
This scale concerns how much people need the company of others and how 
inclined they are to want close ties and friendships. 
Socially Confident (R7) 
This scale concerns how comfortable people feel in the company of others, 
particularly strangers, and how at ease they feel in formal situations. 
Modest (RS) 
This scale concerns the extent to which one is reserved about personal 
achievements and inclined not to talk about oneself. 
Democratic (R9) 
This scale concerns how consultative people are and how much they favour 
participation in discussions and decision making. 
Caring (R10) 
This scale concerns how prepared people are to listen to others problems and 
how sympathetic and considerate people are towards others as well as how 
helpful and supportive they are. 
Thinking Styles 
Data Rational (T1) 
This scale concerns how much people enjoy working with numbers and facts, 
enjoys analysing statistical information and make decisions based on facts and 
figures. 
Evaluative (T2) 
This scale concerns how critically people evaluate information, look for potential 
limitations and focus upon errors. 
Behavioural (T3) 
This scale concerns how much people tries to understand motives and behaviour 
and enjoy analysing people. 
Conventional (T4) 
This scale is concerned with how much people prefer well established methods 
and favour a more conventional approach. 
Conceptual (TS) 
This scale describes how interested people are in theories and how much they 
enjoy discussing abstract concepts. 
Innovative (T6) 
This scale concerns how much people feel that they generate new ideas and 
original solutions to problems and enjoy being creative. 
Variety Seeking (T7) 
This scale is concerned with how much a person prefers variety, tries out new 
things, likes changes to regular routine, can become bored by repetitive work. 
Adaptable (TS) 
This scale is concerned with how much a person changes his/her behaviour to 
suit a situation and adapts his/her approach to different people. 
Forward Thinking (T9) 
This scale is concerned with whether a person takes a long-term view, sets goals 
for the future and is more likely to take a strategic perspective. 
Detail Conscious (T10) 
This scale is concerned with how much a person focuses on detail, likes to be 
methodical, organised and systematic and becomes occupied with detail. 
Conscientious (T11) 
This scale is concerned with how much a person focuses on getting things 
finished and persists until the job is done. 
Rule Following (T12) 
This scale is concerned with how much a person follows rules and regulations, 
prefers clear guidelines and finds it difficult to break rules. 
Feelings and Emotions 
Relaxed (F1) 
This scale concerns itself with how easy a person finds it to relax and to what 
extend he/she is calm and untroubled. 
Worrying (F2) 
This scale concerns itself with the extent to which a person feels nervous before 
important occasions and worries about things going wrong. 
Tough Minded (F3) 
This scale concerns itself with the extend to which a person can ignore insults 
and to which he/she is insensitive to personal criticism. 
Optimistic (F4) 
This scales concerns itself with to what extent a person expects things to turn out 
well, looks to be the positive aspects of a situation and has an optimistic view of 
the future. 
Trusting (F5) 
This scale concerns itself with the extent to which a person trusts people, sees 
others as reliable and honest and believes what others say. 
Emotionally Controlled (F6) 
This scale concerns itself with the extent to which a person can conceal feelings 
from others and rarely displays emotions. 
Vigorous (F7) 
This scale concerns itself with how much a person thrives on activity, likes to be 
busy and enjoys having a lot to do. 
Competitive (FB) 
This scale concerns itself with a person's need to win, how much he/she enjoys 
competitive activities and dislikes losing. 
Achieving (F9) 
This scale concerns itself with the extent to which a person is ambitious and 
career-centred and likes to work to demanding goals and targets. 
Decisive (F10) 
This scale is concerned with the extent to which a person makes fast decisions, 
reaches conclusions quickly and is less cautious. 
Social Desirability (SOE) 
This scale measures if a person has been concerned with making a good 
impression in completing the personality questionnaire. 
--
STAT. Correlations (all. sta) 
BASIC Marked correlations are significant at p < .05000 
STATS 
Variable Rl R2 R3 R4 RS R6 R7 RB R9 RlO 
Rl 1.0000 .2072* .2737* -.0074 .3975* .1883 .4512* -.1947 .1811 .1224 
N=94 N=94* N=94* N=94 N=94* N=94 N=94* N=94 N=94 N=94 
P= --- p=.045* p=.008* p=.944 p=.000* p=.069 p=.000* p=.060 p=.081 p=.240 
R2 .2072* 1. 0000 .3284* .1695 .4003* .1480 .3145* -.1689 .1478 .0811 
N=94* N=94 N=94* N=94 N=94* N=94 N=94* N=94 N=94 N=94 
p=.045* P= --- p=.001* p=.102 p=.000* p=.155 p=.002* p=.104 p=.155 p=.437 
R3 .2737* .3284* 1.0000 .2404* .3442* .1816 .2825* -.2702* .1616 .0153 
N=94* N=94* N=94 N=94* N=94* N=94 N=94* N=94* N=94 N=94 
p=.008* p=.001* P= --- p=.020* p=.001* p=.080 p=.006* p=.008* p=.120 p=.884 
R4 -.0074 .1695 .2404* 1.0000 -.1514 -.2604* -.0456 -.0356 -.2442* -.0826 
N=94 N=94 N=94* N=94 N=94 N=94* N=94 N=94 N=94* N=94 
p=.944 p=.102 p=.020* p= --- p=.145 p=.011* p=.663 p=.733 p=.018* p=.428 
RS .3975* .4003* .3442* -.1514 1.0000 .5794* .5162* -.1677 .0734 .1655 
N=94* N=94* N=94* N=94 N=94 N=94* N=94* N=94 N=94 N=94 
p=.000* p=.000* p=.001* p= .145 p= --- p=.000* p=.000* p=.106 p=.482 p=. 111 
R6 .1883 .1480 .1816 -.2604* .5794* 1.0000 .2568* -.2224* .0801 .2106* 
N=94 N=94 N=94 N=94* N=94* N=94 N=94* N=94* N=94 N=94* 
p=.069 p=.155 p=.080 p=.011* p=.000* p= --- p=.012* p=.031* p=.443 p=.042* 
R7 .4512* .3145* .2825* -.0456 .5162* .2568* 1.0000 -.1481 .1224 .3730* 
N=94* N=94* N=94* N=94 N=94* N=94* N=94 N=94 N=94 N=94* 
p=.000* p=.002* p=.006* p=.663 p=.000* p=.012* P= --- p=.154 p=.240 p=.000* 
RB -.1947 -.1689 -.2702* -.0356 -.1677 -.2224* -.1481 1.0000 .1254 .1129 
N=94 N=94 N=94* N=94 N=94 N=94* N=94 N=94 N=94 N=94 
p=.060 p=.104 p=.008* p=.733 p=.106 p=.031* p=.154 p= --- p=.228 p=.279 
R9 .1811 .1478 .1616 -.2442* .0734 .0801 .1224 .1254 1.0000 .2500* 
N=94 N=94 N=94 N=94* N=94 N=94 N=94 N=94 N=94 N=94* 
p=.081 p=.155 p=.120 p=.018* p=.482 p=.443 p=.240 p=.228 p= --- p=.015* 
RlO .1224 . 0811 .0153 -.0826 .1655 .2106* .3730* .1129 .2500* 1.0000 
STAT. Correlations (all. sta) 
BASIC Marked correlations are significant at p < .osooo 
STATS 
Variable Rl R2 R3 R4 RS R6 R7 RB R9 RlO 
N=94 N=94 N=94 N=94 N=94 N=94* N=94* N=94 N=94* N=94 
p=.240 p=.437 p=.BB4 p=.42B P= .111 p=.042* p=.000* p=.279 p=.OlS* P= ---
Tl -.0634 .1B99 .0427 -.OS47 - . 0414 .2136* -.0990 -.311S* .0807 -.0346 
N=94 N=94 N=94 N=94 N=94 N=94* N=94 N=94* N=94 N=94 
p=.S44 p=.067 p=.683 p=.600 p=.692 p=.039* p=.342 p=.002* p=.439 p=.740 
T2 .17S8 .2078* .2301* .0433 .0720 .1471 -.0093 .0447 .2059* .1772 
N=94 N=94* N=94* N=94 N=94 N=94 N=94 N=94 N=94* N=94 
p=.090 p=.044* p=.026* p=.678 p=.491 p=.1S7 p=.929 p=.668 p=.047* p=.088 
T3 .1567 .0780 .1714 .1093 .osss .0787 .2383* .1694 .4489* .4176* 
N=94 N=94 N=94 N=94 N=94 N=94 N=94* N=94 N=94* N=94* 
p=.131 p=.4SS p=.099 p=. 29S p=.59S p=.451 p=.021* p=.103 p=.000* p=.000* 
T4 -.1471 -.2079* -.3S82* -.2162* -.2362* -.0165 -.1611 -.007S .0372 -.1310 
N=94 N=94* N=94* N=94* N=94* N=94 N=94 N=94 N=94 N=94 
p=.1S7 p=.044* p=.000* p=.036* p=.022* p=.874 p=.121 p=.943 p=.722 p=.208 
TS .2736* .2810* .2606* .20S8* .1104 -.OS9S .1972 .1389 .2201* .0220 
N=94* N=94* N=94* N=94* N=94 N=94 N=94 N=94 N=94* N=94 
p=.008* p=.006* p=.011* p=.047* p=.290 p=.569 p=.0S7 p=.182 p=.033* p=.834 
T6 .3743* .3271* .4061* .3238* .2329* .1718 .2630* -.0806 .1023 .lOOB 
N=94* N=94* N=94* N=94* N=94* N=94 N=94* N=94 N=94 N=94 
p=.000* p=.001* p=.000* p=.001* p=.024* p=.09B p=.010* p=.440 p=.327 p=.334 
T7 .2641* .2602* .3390* .2S01* .2346* .1724 .3427* . 0016 -.OOS9 .2739* 
N=94* N=94* N=94* N=94* N=94* N=94 N=94* N=94 N=94 N=94* 
p=.010* p=.011* p=.001* p=.OlS* p=.023* p=.097 p=.001* p=.9B8 p=.9SS p=.OOB* 
TB .2SSO* -.0744 - . OB71 -.0467 .0169 .073S - .1190 .0199 .0661 -.09BO 
N=94* N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 
STAT. Correlations (all. sta) 
BASIC Marked correlations are significant at p < .05000 
STATS 
Variable Rl R2 R3 R4 RS R6 R7 R8 R9 RlO 
p=.013* p=.476 p=.404 p=.655 p=.871 p=.481 p=.253 p=.849 p=.527 p=.347 
T9 .1394 .2610* .1194 -.1355 -.0234 .0864 .1264 .0907 .4508* .0513 
N=94 N=94* N=94 N=94 N=94 N=94 N=94 N=94 N=94* N=94 
p=.180 p=.011* p=.252 p=.193 p=.823 p=.407 p=. 225 p=. 385 p=.000* p=.623 
TlO -.1339 .1559 .0750 -.0026 -.0517 .0049 .0225 .1027 .1506 .1540 
N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 
p=.198 p=.133 p=.472 p=.981 p=.620 p=.963 p=.830 p=.325 p=.147 p=.138 
Tll .1475 .1652 .0362 -.0094 -.1106 -.0289 .2040* .0042 .2424* .1467 
N=94 N=94 N=94 N=94 N=94 N=94 N=94* N=94 N=94* N=94 
p=.156 p=.112 p=. 729 p=.929 p=.288 p=.782 p=.049* p=.968 p=.019* p=.158 
Tl2 -.2489* -.2002 -.3636* -.2435* -.2253* -.0926 -.1830 .0136 .0010 -.0575 
N=94* N=94 N=94* N=94* N=94* N=94 N=94 N=94 N=94 N=94 
p=.016* p=.053 p=.000* p=.018* p=.029* p=.375 p=.078 p=.897 p=.992 p=.582 
Fl .1645 .2371* .3134* -.0257 .1863 .2513* .3269* -.2459* .0958 .1427 
N=94 N=94* N=94* N=94 N=94 N=94* N=94* N=94* N=94 N=94 
p=. 113 p=.021* p=.002* p=.806 p=.072 p=.015* p=.001* p=.017* p=.358 p=.170 
F2 -.2964* -.1893 -.3452* -.1831 -.2618* -.0830 -.5066* .2244* -.0196 -.1310 
N=94* N=94 N=94* N=94 N=94* N=94 N=94* N=94* N=94 N=94 
p=.004* p=.068 p=.001* p=.077 p=.011* p=.426 p=.000* p=.030* p=.851 p=.208 
F3 .0541 .0373 .2445* -.0018 .1708 .0301 .2476* .0950 .1559 -.0912 
N=94 N=94 N=94* N=94 N=94 N=94 N=94* N=94 N=94 N=94 
p=.605 p=.721 p=.018* p=.986 p=.100 p=.773 p=.016* p=.362 p=.134 p=.382 
F4 .2883* .4125* .1777 .0265 .2610* .3017* .3811* -.1763 .0982 .0769 
N=94* N=94* N=94 N=94 N=94* N=94* N=94* N=94 N=94 N=94 
p=.005* p=.000* p=.087 p=.800 p=.011* p=.003* p=.000* p=.089 p=.346 p=.462 
STAT. Correlations (all. sta) 
BASIC Marked correlations are significant at p < .05000 
STATS 
Variable Rl R2 R3 R4 R5 R6 R7 RB R9 RlO 
F5 .0944 .1709 .1068 .0104 .1496 .1524 .1939 -.1655 .1641 .1199 
N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 
p=.366 p=.100 p=.306 p=.921 p=.150 p=.143 p=.061 p=. 111 p=.114 p=.250 
F6 -.3198* .0069 -.4197* .0575 -.3490* -.3929* - . 1115 .3968* -.0354 -.0121 
N=94* N=94 N=94* N=94 N=94* N=94* N=94 N=94* N=94 N=94 
p=.002* p=.947 p=.000* p=.582 p=.001* p=.000* p=.285 p=.000* p=.734 p=.908 
F7 .1254 .2434* .0827 .0579 .1404 .0360 .2777* .1599 .0264 .2246* 
N=94 N=94* N=94 N=94 N=94 N=94 N=94* N=94 N=94 N=94* 
p=.228 p=.018* p=.428 p=.579 p=.177 p=.730 p=.007* p=.124 p=.801 p=.030* 
F8 .0925 .3121* -.0388 .1472 .0707 -.1171 .0518 -.2249* -.2582* -.2301* 
N=94 N=94* N=94 N=94 N=94 N=94 N=94 N=94* N=94* N=94* 
p=.375 p=.002* p=.710 p=.157 p=.498 p=.261 p=.620 p=.029* p=.012* p=.026* 
F9 .1297 .4986* .2428* .0323 .2447* .1732 .1848 -.1554 .0972 .0242 
N=94 N=94* N=94* N=94 N=94* N=94 N=94 N=94 N=94 N=94 
p=. 213 p=.000* p=.018* p=.757 p=.017* p=.095 p=.075 p=.135 p=.351 p=.817 
FlO .2129* .2648* .0880 .1107 .2156* .2003 .1682 -.1069 -.3081* -.1816 
N=94* N=94* N=94 N=94 N=94* N=94 N=94 N=94 N=94* N=94 
p=.039* p=.010* p=.399 p=.288 p=.037* p=.053 p=.105 p=.305 p=.003* p=.080 
MATHS -.0496 .0909 -.1111 .0484 .0323 .0667 -.1969 .1690 -.0612 -.1283 
N=86 N=86 N=86 N=86 N=86 N=86 N=86 N=86 N=86 N=86 
p=.650 p=.405 p=.308 p=.658 p=.768 p=.542 p=.069 p=.120 p=.576 p=.239 
COMPUTER -.1717 -.0125 -.2600* .0073 -.0493 -.0344 -.1699 .1445 -.1476 -.1674 
N=71 N=71 N=71* N=71 N=71 N=71 N=71 N=71 N=71 N=71 
p=.152 p=.917 p=.029* p=.952 p=.683 p=.776 p=.157 p=.229 p=.219 p=.163 
CINSIGHT -.0216 .2016 .0810 -.0072 .2418* .0229 .0858 .1614 .0779 - .1493 
N=87 N=87 N=87 N=87 N=87* N=87 N=87 N=87 N=87 N=87 
STAT. Correlations (all. sta) 
BASIC Marked correlations are significant at p < .05000 
STATS 
Variable Rl R2 R3 R4 RS R6 R7 R8 R9 RlO 
p=.843 p=.061 p=.456 p=.947 p=.024* p=.833 p=.429 p=.135 p=.473 p=.168 
CCONTRIB -.1241 .1810 .1031 .0560 .2019 -.0615 .0988 .1180 .0076 -.0169 
N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 
p=.252 p=.093 p=.342 p=.607 p=.061 p=.572 p=.363 p=.276 p=.944 p=.877 
CDECISIO -.0382 .2465* .0359 -.0085 .2380* .0186 .1291 .1303 .0514 -.0065 
N=87 N=87* N=87 N=87 N=87* N=87 N=87 N=87 N=87 N=87 
p=.725 p=.021* p=.741 p=.938 p=.026* p=.864 p=.234 p=.229 p=.637 p=.952 
CINTERPR -.2086 .0405 .0916 .0800 .1600 .0242 .0133 .1488 -.0916 -.0304 
N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 
p=.052 p=.710 p=.399 p=.461 p=.139 p=.824 p=.903 p=.169 p=.399 p=.780 
CASETOT -.1075 .1870 .0854 .0327 .2330* .0008 .0917 .1538 .0133 -.0544 
N=87 N=87 N=87 N=87 N=87* N=87 N=87 N=87 N=87 N=87 
p=.322 p=.083 p=.432 p=.764 p=.030* p=.994 p=.398 p=.155 p=.903 p=.617 
STAT. Correlations (all. sta) 
BASIC Marked correlations are significant at p < .05000 
STATS 
Variable Tl T2 T3 T4 TS T6 T7 TB T9 TlO 
Rl -.0634 .1758 .1567 - .1471 .2736* .3743* .2641* .2550* .1394 -.1339 
N=94 N=94 N=94 N=94 N=94* N=94* N=94* N=94* N=94 N=94 
p=.544 p=.090 p=.131 p=.157 p=.008* p=.000* p=.010* p=.013* p=.180 p=.198 
R2 .1899 .2078* .0780 -.2079* .2810* .3271* .2602* -.0744 .2610* .1559 
N=94 N=94* N=94 N=94* N=94* N=94* N=94* N=94 N=94* N=94 
p=.067 p=.044* p=.455 p=.044* p=.006* p=.001* p=.011* p=.476 p=.011* p=.133 
STAT. Correlations (all. sta) 
BASIC Marked correlations are significant at p < .osooo 
STATS 
Variable Tl T2 T3 T4 TS T6 T7 TB T9 TlO 
R3 .0427 .2301* .1714 -.3S82* .2606* .4061* .3390* -.0871 .1194 .07SO 
N=94 N=94* N=94 N=94* N=94* N=94* N=94* N=94 N=94 N=94 
p=.683 p=.026* p=.099 p=.000* p=.011* p=.000* p=.001* p=.404 p=.2S2 p=.472 
R4 -.OS47 .0433 .1093 -.2162* .20S8* .3238* .2S01* -.0467 -.13SS -.0026 
N=94 N=94 N=94 N=94* N=94* N=94* N=94* N=94 N=94 N=l34 
p=.600 p=.678 p=.29S p=.036* p=.047* p=.001* p=.OlS* p=.6SS p=.193 p=.981 
RS - . 0414 . 0720 .osss -.2362* .1104 .2329* .2346* .0169 -.0234 -.OS17 
N=94 N=94 N=94 N=94* N=94 N=94* N=94* N=94 N=94 N=94 
p=.692 p=.491 p=.S9S p=.022* p=.290 p=.024* p=.023* p=.871 p=.823 p=.620 
R6 .2136* .1471 .0787 -.016S -.OS9S .1718 .1724 .073S .0864 .0049 
N=94* N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 
p=.039* p=.1S7 p=.4Sl p=.874 p=.S69 p=.098 p=.097 p=.481 p=.407 p=.963 
R7 -.0990 -.0093 .2383* - .1611 .1972 .2630* .3427* - .1190 .1264 .022S 
N=94 N=94 N=94* N=94 N=94 N=94* N=94* N=94 N=94 N=94 
p=.342 p=.929 p=.021* p=.121 p=.OS7 p=.010* p=.001* p=.2S3 p=.22S p=.830 
RS -.311S* .0447 .1694 -.007S .1389 -.0806 .0016 .0199 .0907 .1027 
N=94* N=94 N=94 N=94 N==94 N=94 N==94 N==94 N==94 N==94 
p==.002* p=.668 p==.103 p==.943 p==.182 p==.440 p==.988 p=.849 p=. 3 BS p=. 32S 
R9 .0807 .20S9* .4489* .0372 .2201* .1023 -.OOS9 .0661 .4S08* .1S06 
N==94 N=94* N=94* N==94 N=94* N==94 N==94 N=94 N=94* N==94 
p=.439 p==.047* p=.000* p=. 722 p==.033* p=.327 p==.9SS p=.S27 p=.000* p==.147 
RlO -.0346 .1772 .4176* -.1310 .0220 .1008 .2739* -.0980 .OS13 .1S40 
N=94 N=94 N=94* N==94 N=94 N=94 N=94* N==94 N=94 N=94 
p=.740 p=.088 p==.000* p==.208 p=.834 p==.334 p=.008* p==.347 p=.623 p= .138 
Tl 1.0000 .2219* -.040S .2044* -.0681 .OS02 -.0228 -.1431 .1249 .10S7 
N==94 N=94* N=94 N==94* N=94 N=94 N=94 N=94 N=94 N=94 
STAT. Correlations (all. sta) 
BASIC Marked correlations are significant at p < .osooo 
STATS 
Variable Tl T2 T3 T4 TS T6 T7 TB T9 TlO 
p= --- p=.032* p=.698 p=.048* p=.Sl4 p=.631 p=.828 p=.169 p=.231 p=.310 
T2 .2219* 1.0000 .3799* -.02S6 .1427 .4211* .OS67 .0316 .322B* .3303* 
N=94* N=94 N=94* N=94 N=94 N=94* N=94 N=94 N=94* N=94* 
p=.032* p= --- p=.000* p=.B07 p=.170 p=.000* p=.SBB p=.762 p=.002* p=.001* 
T3 -.040S .3799* 1. 0000 -.097B .3277* .309S* .112S .0429 .2001 .14Sl 
N=94 N=94* N=94 N=94 N=94* N=94* N=94 N=94 N=94 N=94 
p=.69B p=.000* P= --- p=.34B p=.001* p=.002* p=.2BO p=.6B2 p=.OS3 p=.163 
T4 .2044* -.02S6 -.097B 1.0000 -.3316* -.4423* -.SS96* -.09S3 .OS23 .2637* 
N=94* N=94 N=94 N=94 N=94* N=94* N=94* N=94 N=94 N=94* 
p=.048* p=.B07 p=.34B p= --- p=.001* p=.000* p=.000* p=.361 p=.617 p=.010* 
TS -.06Bl .1427 .3277* -.3316* 1.0000 .4249* .2190* .OS91 .32S9* -.10B7 
N=94 N=94 N=94* N=94* N=94 N=94* N=94* N=94 N=94* N=94 
p=.Sl4 p=.170 p=.001* p=.001* p= --- p=.000* p=.034* p=.S71 p=.001* p=.297 
T6 .OS02 .4211* .309S* -.4423* .4249* 1.0000 .383S* .OS32 .1343 -.1367 
N=94 N=94* N=94* N=94* N=94* N=94 N=94* N=94 N=94 N=94 
p=.631 p=.000* p=.002* p=.000* p=.000* P= --- p=.000* p=. 611 p=.197 p=.189 
T7 -.022B .OS67 .112S -.SS96* .2190* .3B3S* 1.0000 .0947 -.osos -.1421 
N=94 N=94 N=94 N=94* N=94* N=94* N=94 N=94 N=94 N=94 
p=.B2B p=.SBB p=.280 p=.000* p=.034* p=.000* P= --- p=.364 p=.629 p=.172 
TB -.1431 . 0316 .0429 -.09S3 .OS91 .OS32 .0947 1.0000 -.2163* -.2462* 
N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94* N=94* 
p=.169 p=.762 p=.6B2 p=.361 p=.S71 p=.611 p=. 364 p= --- p=.036* p=.017* 
T9 .1249 .3228* .2001 .OS23 .32S9* .1343 -.osos -.2163* 1.0000 .3S31* 
N=94 N=94* N=94 N=94 N=94* N=94 N=94 N=94* N=94 N=94* 
p=.231 p=.002* p=.0S3 p=.617 p=.001* p=.197 p=.629 p=.036* P= --- p=.000* 
STAT. Correlations (all. sta) 
BASIC Marked correlations are significant at p < .05000 
STATS 
Variable Tl T2 T3 T4 TS T6 T7 TB T9 TlO 
TlO .1057 .3303* .1451 .2637* -.1087 -.1367 -.1421 -.2462* .3531* 1. 0000 
N=94 N=94* N=94 N=94* N=94 N=94 N=94 N=94* N=94* N=94 
p=.310 p=.001* p=.163 p=.010* p=.297 p=.189 p=.172 p=.017* p=.000* p= ---
Tll .0689 .2497* .1461 .1150 .1114 . 0014 .0575 -.0155 .3429* .3455* 
N=94 N=94* N=94 N=94 N=94 N=94 N=94 N=94 N=94* N=94* 
p=.510 p=.015* p=.160 p=.270 p=.285 p=.989 p=.582 p=.882 p=.001* p=.001* 
T12 .1157 -.0695 -.1807 .4651* -.2939* -.3547* -.4155* -.2941* -.0025 .1726 
N=94 N=94 N=94 N=94* N=94* N=94* N=94* N=94* N=94 N=94 
p=.267 p=.506 p=.081 p=.000* p=.004* p=.000* p=.000* p=.004* p=.981 p=.096 
Fl .1910 .0679 .0235 -.0471 .1304 .2016 .2374* -.1407 .2363* .1946 
N=94 N=94 N=94 N=94 N=94 N=94 N=94* N=94 N=94* N=94 
p=.065 p=.515 p=.822 p=.652 p=.210 p=.051 p=.021* p=.176 p=.022* p=.060 
F2 -.0204 -.1044 -.0877 .0597 -.1257 -.3495* -.2646* .1243 .0184 -.1059 
N=94 N=94 N=94 N=94 N=94 N=94* N=94* N=94 N=94 N=94 
p=.846 p=. 317 p=.401 p=.567 p=.227 p=.001* p=.010* p=.233 p=.860 p=.310 
F3 -.0055 - .1174 -.0758 .0651 .1261 .1343 .1077 -.2682* .2239* .1417 
N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94* N=94* N=94 
p=.958 p=.260 p=.468 p=.533 p=.226 p=.197 p=.301 p=.009* p=.030* p=.173 
F4 .1893 .0215 . 0117 -.2180* .2789* .2861* .3102* .0295 .2084* -.1133 
N=94 N=94 N=94 N=94* N=94* N=94* N=94* N=94 N=94* N=94 
p=.068 p=.837 p=. 911 p=.035* p=.006* p=.005* p=.002* P=. 778 p=.044* p=.277 
FS .0600 -.1978 -.0326 -.1696 .1315 .1080 .2037* .1352 .0420 -.1806 
N=94 N=94 N=94 N=94 N=94 N=94 N=94* N=94 N=94 N=94 
p=.565 p=.056 p=.755 p=.102 p=.207 p=.300 p=.049* p=.194 p=.688 p=.082 
F6 -.1293 -.1056 -.0956 .2146* -.0514 -.1676 -.0919 -.1368 .0073 .1984 
N=94 N=94 N=94 N=94* N=94 N=94 N=94 N=94 N=94 N=94 
STAT. Correlations (all. sta) 
BASIC Marked correlations are significant at p < .05000 
STATS 
Variable Tl T2 T3 T4 TS T6 T7 T8 T9 TlO 
p=.214 p=.311 p=.359 p=.038* p=.622 p=.106 p=.378 p=.189 p=.945 p=.055 
F7 -.0132 .3227* .2891* -.1826 .2010 .1824 .2565* -.0184 .0305 .1919 
N=94 N=94* N=94* N=94 N=94 N=94 N=94* N=94 N=94 N=94 
p=.900 p=.002* p=.005* p=.078 p=.052 p=.079 p=.013* p=.860 p=.771 p=.064 
F8 .1543 -.0813 -.2778* -.1185 -.1104 .0774 -.0239 .0417 -.1306 -.0050 
N=94 N=94 N=94* N=94 N=94 N=94 N=94 N=94 N=94 N=94 
p=.138 p=.436 p=.007* p=.255 p=.289 p=.458 p=.819 p=.690 p=.210 p=.962 
F9 .2970* .3258* .0971 -.1526 .2008 .2527* .2264* -.0591 .2995* .3193* 
N=94* N=94* N=94 N=94 N=94 N=94* N=94* N=94 N=94* N=94* 
p=.004* p=.001* p=.352 p=.142 p=.052 p=.014* p=.028* p=.571 p=.003* p=.002* 
FlO -.0305 . 0492 -.0747 -.2310* .1212 .2938* .2553* .0634 -.0739 -.2095* 
N=94 N=94 N=94 N=94* N=94 N=94* N=94* N=94 N=94 N=94* 
p=.771 p=.638 p=.474 p=.025* p=.245 p=.004* p=.013* p=.544 p=.479 p=.043* 
MATHS .1645 .1288 -.0438 .1373 .0603 .2009 .0408 .0513 -.0458 - . 1177 
N=86 N=86 N=86 N=86 N=86 N=86 N=86 N=86 N=86 N=86 
p=.130 p=.237 p=.689 p=.208 p=.582 p=.064 p=.709 p=.639 p=.676 p=.280 
COMPUTER .1556 -.0423 .0541 .2463* -.0776 . 0145 -.0503 .0652 .0461 -.0661 
N=71 N=71 N=71 N=71* N=71 N=71 N=71 N=71 N=71 N=71 
p=.195 p=.726 p=.654 p=.038* p=.520 p=.905 p=.677 p=.589 p=.703 p=.584 
CINSIGHT -.0757 .0541 -.0339 -.0666 .0895 .1266 -.0340 -.1249 .1257 .0097 
N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 
p=.486 p=.619 p=.756 p=.540 p=.409 p=.243 p=.755 p=.249 p=.246 p=.929 
CCONTRIB -.1098 .0404 -.0746 -.0678 -.0202 .0281 .0471 -.0838 .0589 .0368 
N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 
p=.312 p=. 710 p=.492 p=.533 p=.853 p=.796 p=.665 p=.440 p=.588 p=.735 
STAT. Correlations (all. sta) 
BASIC Marked correlations are significant at p < .05000 
STATS 
Variable Tl T2 T3 T4 TS T6 T7 TB T9 TlO 
CDECISIO -.0691 .0251 -.0080 -.1105 .0255 .0437 .0149 -.0320 .1046 .0290 
N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 
p=.525 p=.818 p=.941 p=.308 p=.814 p=.688 p=.891 p=.769 p=.335 p=.790 
CINTERPR -.1130 -.0089 -.1234 -.0595 .0568 .1025 -.0086 -.1081 .0033 -.0158 
N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 
p=.297 p=.935 p=.255 p=.584 p=.601 p=.345 p=.937 p=.319 p=.976 p=.885 
CASE TOT -.1013 .0306 -.0652 -.0849 .0408 .0816 .0062 -.0949 .0813 .0171 
N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 
p=.351 p=.778 p=.548 p=.434 p=.707 p=.452 p=.954 p=.382 p=.454 p=.875 
STAT. Correlations (all.sta) 
BASIC Marked correlations are significant at p < .05000 
STATS 
variable Tll Tl2 Fl F2 F3 F4 F5 F6 F7 F8 
Rl .1475 -.2489* .1645 -.2964* .0541 .2883* .0944 -.3198* .1254 . 0925 
N=94 N=94* N=94 N=94* N=94 N=94* N=94 N=94* N=94 N=94 
p=.156 p=.016* p= .113 p=.004* p=.605 p=.005* p=.366 p=.002* p=.228 p=.375 
R2 .1652 -.2002 .2371* -.1893 .0373 .4125* .1709 .0069 .2434* .3121* 
N=94 N=94 N=94* N=94 N=94 N=94* N=94 N=94 N=94* N=94* 
p= .112 p=.053 p=.021* p=.068 p=. 721 p=.000* p=.100 p=.947 p=.018* p=.002* 
R3 .0362 -.3636* .3134* -.3452* .2445* .1777 .1068 -.4197* .0827 -.0388 
N=94 N=94* N=94* N=94* N=94* N=94 N=94 N=94* N=94 N=94 
p=. 729 p=.000* p=.002* p=.001* p=.018* p=.087 p=. 3 06 p=.000* p=.428 p=.710 
R4 -.0094 -.2435* -.0257 - .1831 -.0018 .0265 .0104 .0575 .0579 .1472 
N=94 N=94* N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 
STAT. Correlations (all.sta) 
BASIC Marked correlations are significant at p < .05000 
STATS 
Variable Tll Tl2 Fl F2 F3 F4 FS F6 F7 F8 
p=.929 p=.018* p=.806 p=.077 p=.986 p=.800 p=.921 p=.582 p=.579 p=.157 
RS - . 1106 -.2253* .1863 -.2618* .1708 .2610* .1496 -.3490* .1404 .0707 
N=94 N=94* N=94 N=94* N=94 N=94* N=94 N=94* N=94 N=94 
p=.288 p=.029* p=.072 p=.011* p=.100 p=.011* p=.150 p=.001* p=.177 p=.498 
R6 -.0289 -.0926 .2513* -.0830 .0301 .3017* .1524 -.3929* .0360 -.1171 
N=94 N=94 N=94* N=94 N=94 N=94* N=94 N=94* N=94 N=94 
p=.782 p=.375 p=.015* p=.426 p=.773 p=.003* p=.143 p=.000* p=.730 p=.261 
R7 .2040* -.1830 .3269* -.5066* .2476* .3811* .1939 - .1115 .2777* .0518 
N=94* N=94 N=94* N=94* N=94* N=94* N=94 N=94 N=94* N=94 
p=.049* p=.078 p=.001* p=.000* p=.016* p=.000* p=.061 p=.285 p=.007* p=.620 
RB .0042 .0136 -.2459* .2244* .0950 -.1763 -.1655 .3968* .1599 -.2249* 
N=94 N=94 N=94* N=94* N=94 N=94 N=94 N=94* N=94 N=94* 
p=.968 p=.897 p=.017* p=.030* p=.362 p=.089 p= .111 p=.000* p=.124 p=.029* 
R9 .2424* .0010 .0958 -.0196 .1559 .0982 .1641 -.0354 .0264 -.2582* 
N=94* N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94* 
p=.019* p=.992 p=.358 p=.851 p=.134 p=.346 p=.114 p=.734 p=.801 p=.012* 
RlO .1467 -.0575 .1427 -.1310 -.0912 .0769 .1199 -.0121 .2246* -.2301* 
N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94* N=94* 
p=.158 p=.582 p=.170 p=.208 p=.382 p=.462 p=.250 p=.908 p=.030* p=.026* 
Tl .0689 .1157 .1910 -.0204 -.0055 .1893 .0600 -.1293 -.0132 .1543 
N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 
p=.510 p=. 267 p=.065 p=.846 p=.958 p=.068 p=.565 p=.214 p=.900 P= .138 
T2 .2497* -.0695 .0679 -.1044 - . 1174 .0215 -.1978 -.1056 .3227* -.0813 
N=94* N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94* N=94 
p=.015* p=.506 p=.515 p=.317 p=.260 p=.837 p=.056 p=. 311 p=.002* p=.436 
STAT. Correlations (all. sta) 
BASIC Marked correlations are significant at p < .05000 
STATS 
Variable Tll T12 Fl F2 F3 F4 FS F6 F7 F8 
T3 .1461 -.1807 .0235 -.0877 -.0758 .0117 -.0326 -.0956 .2891* -.2778* 
N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94* N=94* 
p=.160 p=.081 p=.822 p=.401 p=.468 p=. 911 p=.755 p=.359 p=.005* p=.007* 
T4 .1150 .4651* -.0471 .0597 .0651 -.2180* -.1696 .2146* -.1826 -.1185 
N=94 N=94* N=94 N=94 N=94 N=94* N=94 N=94* N=94 N=94 
p=.270 p=.000* p=.652 p=.567 p=.533 p=.035* p=.102 p=.038* p=.078 p=.255 
TS .1114 -.2939* .1304 -.1257 .1261 .2789* .1315 -.0514 .2010 -.1104 
N=94 N=94* N=94 N=94 N=94 N=94* N=94 N=94 N=94 N=94 
p=.285 p=.004* p=.210 p=.227 p=.226 p=.006* p=.207 p=.622 p=.052 p=.289 
T6 .0014 -.3547* .2016 -.3495* .1343 .2861* .1080 -.1676 .1824 .0774 
N=94 N=94* N=94 N=94* N=94 N=94* N=94 N=94 N=94 N=94 
p=.989 p=.000* p=.051 p=.001* p=.197 p=.005* p=. 300 p=.106 p=.079 p=.458 
T7 .0575 -.4155* .2374* -.2646* .1077 .3102* .2037* -.0919 .2565* -.0239 
N=94 N=94* N=94* N=94* N=94 N=94* N=94* N=94 N=94* N=94 
p=.582 p=.000* p=.021* p=.010* p=.301 p=.002* p=.049* p=.378 p=.013* p=.819 
TB -.0155 -.2941* -.1407 .1243 -.2682* .0295 .1352 -.1368 -.0184 .0417 
N=94 N=94* N=94 N=94 N=94* N=94 N=94 N=94 N=94 N=94 
p=.882 p=.004* p=.176 p=.233 p=.009* p=.778 p=.194 p=.189 p=.860 p=.690 
T9 .3429* -.0025 .2363* .0184 .2239* .2084* .0420 .0073 .0305 -.1306 
N=94* N=94 N=94* N=94 N=94* N=94* N=94 N=94 N=94 N=94 
p=.001* p=.981 p=.022* p=.860 p=.030* p=.044* p=.688 p=.945 p=.771 p=. 210 
TlO .3455* .1726 .1946 -.1059 .1417 -.1133 -.1806 .1984 .1919 -.0050 
N=94* N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 
p=.001* p=.096 p=.060 p=.310 p=.173 p=.277 p=.082 p=.055 p=.064 p=.962 
Tll 1.0000 .0464 .0718 .0118 -.1307 -.0076 -.0094 -.0733 .2476* .0075 
N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94* N=94 
STAT. Correlations (all. sta) 
BASIC Marked correlations are significant at p < .05000 
STATS 
Variable Tll Tl2 Fl F2 F3 F4 F5 F6 F7 F8 
p= --- p=.657 p=.492 p=.910 p=. 209 p=.942 p=.929 p=.483 p=.016* p=.943 
T12 .0464 1.0000 -.0865 .1500 .0012 -.2557* -.1513 .1222 - . 1124 -.0877 
N=94 N=94 N=94 N=94 N=94 N=94* N=94 N=94 N=94 N=94 
p=.657 P= --- p=.407 p=.149 p=. 991 p=.013* p=.145 p=.241 p=.281 p=.400 
Fl .0718 -.0865 1.0000 -.5407* .2655* .3116* .1752 .0124 .0058 -.1037 
N=94 N=94 N=94 N=94* N=94* N=94* N=94 N=94 N=94 N=94 
p=.492 p=.407 p= --- p=.000* p=.010* p=.002* p=.091 p=.905 p=.956 p=.320 
F2 . 0118 .1500 -.5407* 1.0000 -.2964* -.1332 -.0685 -.0651 -.1584 .0561 
N=94 N=94 N=94* N=94 N=94* N=94 N=94 N=94 N=94 N=94 
p=.910 p=.149 p=.000* P= --- p=.004* p=. 201 p=.512 p=.533 p=.127 p=. 591 
F3 -.1307 .0012 .2655* -.2964* 1.0000 .2601* .2020 .1844 .0066 -.0219 
N=94 N=94 N=94* N=94* N=94 N=94* N=94 N=94 N=94 N=94 
p=.209 p=.991 p=.010* p=.004* p= --- p=.011* p=.051 p=.075 p=.949 p=.834 
F4 -.0076 -.2557* .3116* -.1332 .2601* 1.0000 .3849* -.0473 .0909 .1618 
N=94 N=94* N=94* N=94 N=94* N=94 N=94* N=94 N=94 N=94 
p=.942 p=.013* p=.002* p=.201 p=.011* p= --- p=.000* p=.651 p=.384 p= .119 
F5 -.0094 -.1513 .1752 -.0685 .2020 .3849* 1.0000 -.0868 -.0680 .1027 
N=94 N=94 N=94 N=94 N=94 N=94* N=94 N=94 N=94 N=94 
p=.929 p= .145 p=.091 p=.512 p=.051 p=.000* p= --- p=.406 p=.515 p=.324 
F6 -.0733 .1222 .0124 -.0651 .1844 -.0473 -.0868 1. 0000 -.0025 -.0788 
N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 
p=.483 p=.241 p=.905 p=.533 p=.075 p=.651 p=.406 P= --- p=.981 p=.450 
F7 .2476* - .1124 .0058 -.1584 .0066 .0909 -.0680 -.0025 1.0000 .0318 
N=94* N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 
p=.016* p=.281 p=.956 p=.127 p=.949 p=.384 p=.515 p=.981 P= --- p=.761 
STAT. Correlations (all. sta) 
BASIC Marked correlations are significant at p < .05000 
STATS 
Variable Tll T12 Fl F2 F3 F4 F5 F6 F7 F8 
F8 .0075 -.0877 -.1037 .0561 -.0219 .1618 .1027 -.0788 . 0318 1.0000 
N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 
p=.943 p=.400 p=.320 p=.591 p=.834 p= .119 p=.324 p=.450 p=.761 P= ---
F9 .1929 -.1026 .2315* -.0223 .0417 .3097* . 0140 -.0188 .3850* .0803 
N=94 N=94 N=94* N=94 N=94 N=94* N=94 N=94 N=94* N=94 
p=.062 p=.325 p=.025* p=.831 p=.690 p=.002* p=.894 p=.857 p=.000* p=.442 
FlO -.0713 -.1924 .0250 -.1392 - . 0160 .1171 .0728 -.1541 .1713 .1578 
N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 N=94 
p=.495 p=.063 p=. 811 p=.181 p=.878 p=.261 p=.485 p=.138 p=.099 p=.129 
MATHS -.1859 -.1424 -.1259 .0020 .0654 .1385 .0747 .2420* -.1710 -.0629 
N=86 N=86 N=86 N=86 N=86 N=86 N=86 N=86* N=86 N=86 
p=.087 p=.191 p=.248 p=.985 p=.550 p=.203 p=.494 p=.025* p=.115 p=.565 
COMPUTER -.0565 -.1003 -.1445 .0912 -.0378 -.0129 .0090 .1542 -.0065 -.1986 
N=71 N=71 N=71 N=71 N=71 N=71 N=71 N=71 N=71 N=71 
p=.640 p=.405 p=.229 p=.449 p=.754 p=.915 p=.940 p=.199 p=.957 p=.097 
CINSIGHT .0650 .0031 -.0693 -.0371 .2667* .0179 .1883 -.0720 .0114 .1132 
N=87 N=87 N=87 N=87 N=87* N=87 N=87 N=87 N=87 N=87 
p=.550 p=.977 p=.524 p=.733 p=.013* p=.869 p=.081 p=.508 p=.917 p=.296 
CCONTRIB - . 035.6 -.1036 -.0460 -.0841 .1742 .0028 .1583 -.0435 -.0084 .1428 
N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 
p=.743 p=.340 p=.672 p=.439 p=.107 p=.980 p= .143 p=.689 p=.938 p=.187 
CDECISIO .0042 -.0530 -.0640 -.0209 .2048 .0125 .2000 -.0073 .0666 .1901 
N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 
p=.969 p=.626 p=.556 p=.847 p=.057 p=.908 p=.063 p=.946 p=.540 p=.078 
CINTERPR -.0242 -.0593 -.0370 -.0484 .1576 -.0768 .2004 -.1259 -.0296 .0380 
N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 N=87 
STAT. Correlations (all. sta) 
BASIC Marked correlations are significant at p < .05000 
STATS 
Variable Tll T12 Fl F2 F3 F4 FS F6 F7 F8 
p=.824 p=.586 p=.734 p=.656 p=.145 p=.480 p=.063 p=.245 p=.786 p=. 726 
CASE TOT .0020 -.0595 -.0598 -.0525 .2215* -.0114 .2064 - . 0672 .0122 .1357 
N=87 N=87 N=87 N=87 N=87* N=87 N=87 N=87 N=87 N=87 
p=.985 p=.584 p=.582 p=.629 p=.039* p=.917 p=.055 p=.537 p=. 911 p=.210 
STAT. Correlations (all. sta) 
BASIC Marked correlations are significant at p < .05000 
STATS 
Variable F9 FlO MATHS COMPUTER CINSIGHT CCONTRIB CDECISIO CINTERPR CASE TOT 
Rl .1297 . 2129* -.0496 -.1717 -.0216 -.1241 -.0382 -.2086 -.1075 
N=94 N=94* N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=. 213 p=.039* p=.650 p=.152 p=.843 p=.252 p=.725 p=.052 p=.322 
R2 .4986* .2648* .0909 -.0125 .2016 .1810 .2465* .0405 .1870 
N=94* N=94* N=86 N=71 N=87 N=87 N=87* N=87 N=87 
p=.000* p=.010* p=.405 p=.917 p=.061 p=.093 p=.021* p=. 710 p=.083 
R3 .2428* .0880 -.1111 -.2600* .0810 .1031 .0359 .0916 .0854 
N=94* N=94 N=86 N=71* N=87 N=87 N=87 N=87 N=87 
p=.018* p=.399 p=.308 p=.029* p=.456 p=.342 p=.741 p=.399 p=.432 
R4 .0323 .1107 .0484 .0073 -.0072 .0560 -.0085 .0800 .0327 
N=94 N=94 N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=.757 p=.288 p=.658 p=.952 p=.947 p=.607 p=.938 p=.461 p=.764 
RS .2447* .2156* .0323 -.0493 .2418* .2019 .2380* .1600 .2330* 
N=94* N=94* N=86 N=71 N=87* N=87 N=87* N=87 N=87* 
p=.017* p=.037* p=.768 p=.683 p=.024* p=.061 p=.026* p=.139 p=.030* 
STAT. Correlations (all. sta) 
BASIC Marked correlations are significant at p < .05000 
STATS 
Variable F9 FlO MATHS COMPUTER CINSIGHT CCONTRIB CDECISIO CINTERPR CASETOT 
R6 .1732 .2003 .0667 -.0344 .0229 -.0615 .0186 .0242 .0008 
N=94 N=94 N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=.095 p=.053 p=.542 p=.776 p=.833 p=.572 p=.864 p=.824 p=.994 
R7 .1848 .1682 -.1969 -.1699 .0858 .0988 .1291 .0133 .0917 
N=94 N=94 N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=.075 p=.105 p=.069 p=.157 p=.429 p=.363 p=.234 p=.903 p=.398 
R8 -.1554 -.1069 .1690 .1445 .1614 .1180 .1303 .1488 .1538 
N=94 N=94 N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=.135 p=.305 p=.120 p=.229 p=.135 p=.276 p=.229 p=.169 p=.155 
R9 .0972 -.3081* -.0612 -.1476 .0779 .0076 .0514 -.0916 .0133 
N=94 N=94* N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=.351 p=.003* p=.576 p=.219 p=.473 p=.944 p=.637 p=.399 p=.903 
RlO .0242 -.1816 -.1283 -.1674 -.1493 -.0169 -.0065 -.0304 -.0544 
N=94 N=94 N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=.817 p=.080 p=.239 p=.163 p=.168 p=.877 p=.952 p=.780 p=.617 
Tl .2970* -.0305 .1645 .1556 -.0757 -.1098 -.0691 -.1130 -.1013 
N=94* N=94 N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=.004* p=.771 p=.130 p=.195 p=.486 p=. 312 p=.525 p=.297 p=.351 
T2 .3258* .0492 .1288 -.0423 .0541 .0404 .0251 -.0089 .0306 
N=94* N=94 N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=.001* p=.638 p=.237 p=.726 p=.619 p=. 710 p=.818 p=.935 p=. 778 
T3 .0971 -.0747 -.0438 .0541 -.0339 -.0746 -.0080 -.1234 -.0652 
N=94 N=94 N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=.352 p=.474 p=.689 p=.654 p=.756 p= .492 p=.941 p=.255 p=.548 
T4 -.1526 -.2310* .1373 .2463* -.0666 -.0678 - . ll05 -.0595 -.0849 
N=94 N=94* N=86 N=71* N=87 N=87 N=87 N=87 N=87 
STAT. Correlations (all. sta) 
BASIC Marked correlations are significant at p < .05000 
STATS 
Variable F9 FlO MATHS COMPUTER CINSIGHT CCONTRIB CDECISIO CINTERPR CASETOT 
p= .142 p=.025* p=.208 p=.038* p=.540 p=.533 p=.308 p=.584 p=.434 
TS .2008 .1212 .0603 -.0776 .0895 -.0202 .0255 .0568 .0408 
N=94 N=94 N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=.052 p=.245 p=.582 p=.520 p=.409 p=.853 p=.814 p=.601 p=.707 
T6 .2527* .2938* .2009 . 0145 .1266 .0281 .0437 .1025 .0816 
N=94* N=94* N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=.014* p=.004* p=.064 p=.905 p=.243 p=.796 p=.688 p=.345 p=.452 
T7 .2264* .2553* .0408 -.0503 -.0340 .0471 .0149 -.0086 .0062 
N=94* N=94* N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=.028* p=.013* p=.709 p=.677 p=.755 p=.665 p=.891 p=.937 p=.954 
TS -.0591 .0634 .0513 .0652 -.1249 -.0838 -.0320 -.1081 -.0949 
N=94 N=94 N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=.571 p=.544 p=.639 p=.589 p=.249 p=.440 p=.769 p=.319 p=.382 
T9 .2995* -.0739 -.0458 .0461 .1257 .0589 .1046 .0033 .0813 
N=94* N=94 N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=.003* p=.479 p=.676 p=.703 p=.246 p=.588 p=.335 p=.976 p=.454 
TlO .3193* -.2095* -.1177 -.0661 .0097 .0368 . 0290 -.0158 .0171 
N=94* N=94* N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=.002* p=.043* p=.280 p=.584 p=.929 p=.735 p=.790 p=.885 p=.875 
Tll .1929 -.0713 -.1859 -.0565 .0650 -.0356 .0042 -.0242 .0020 
N=94 N=94 N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=.062 p=.495 p=.087 p=.640 p=.550 p=.743 p=.969 p=.824 p=.985 
T12 -.1026 -.1924 -.1424 -.1003 .0031 -.1036 -.0530 -.0593 -.0595 
N=94 N=94 N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=.325 p=.063 p=.191 p=.405 p=.977 p=.340 p=.626 p=.586 p=.584 
STAT. Correlations (all. sta) 
BASIC Marked correlations are significant at p < .05000 
STATS 
Variable F9 FlO MATHS COMPUTER CINSIGHT CCONTRIB CDECISIO CINTERPR CASETOT 
Fl .2315* .0250 -.1259 -.1445 -.0693 -.0460 -.0640 -.0370 -.0598 
N=94* N=94 N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=.025* p=. 811 p=.248 p=.229 p=.524 p=.672 p=.556 p=.734 p=.582 
F2 -.0223 -.1392 .0020 .0912 -.0371 -.0841 -.0209 -.0484 -.0525 
N=94 N=94 N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=.831 p=.181 p=.985 p=.449 p=.733 p=.439 p=.847 p=.656 p=.629 
F3 . 0417 -.0160 .0654 -.0378 .2667* .1742 .2048 .1576 .2215* 
N=94 N=94 N=86 N=71 N=87* N=87 N=87 N=87 N=87* 
p=.690 p=.878 p=.550 p=.754 p=.013* p=.107 p=.057 p=.145 p=.039* 
F4 .3097* .1171 .1385 -.0129 .0179 .0028 .0125 -.0768 -.0114 
N=94* N=94 N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=.002* p=.261 p=.203 p=.915 p=.869 p=.980 p=.908 p=.480 p=.917 
F5 .0140 . 0728 .0747 .0090 .1883 .1583 .2000 .2004 .2064 
N=94 N=94 N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=. 894 p=.485 p=.494 p=.940 p=.081 p=.143 p=.063 p=.063 p=.055 
F6 -.0188 -.1541 .2420* .1542 -.0720 -.0435 -.0073 -.1259 -.0672 
N=94 N=94 N=86* N=71 N=87 N=87 N=87 N=87 N=87 
p=.857 p=.138 p=.025* p=.199 p=.508 p=.689 p=.946 p=.245 p=.537 
F7 .3850* .1713 -.1710 -.0065 .0114 -.0084 .0666 -.0296 .0122 
N=94* N=94 N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=.000* p=.099 p= .115 p=.957 p=.917 p=.938 p=.540 p=.786 p=. 911 
F8 .0803 .1578 -.0629 -.1986 .1132 .1428 .1901 .0380 .1357 
N=94 N=94 N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=.442 p=.129 p=.565 p=.097 p=.296 p=.187 p=.078 P=. 726 p=.210 
F9 1.0000 .2301* .0532 .0121 .0211 -.0264 .0253 -.0181 .0008 
N=94 N=94* N=86 N=71 N=87 N=87 N=87 N=87 N=87 
STAT. Correlations (all. sta) 
BASIC Marked correlations are significant at p < .05000 
STATS 
Variable F9 FlO MATHS COMPUTER CINSIGHT CCONTRIB CDECISIO CINTERPR CASETOT 
p= --- p=.026* p=.627 p=.920 p=.846 p=.808 p=.816 p=.868 p=.994 
FlO .2301* 1.0000 .1667 .0450 .0987 -.0244 .0755 .0966 .0673 
N=94* N=94 N=86 N=71 N=87 N=87 N=87 N=87 N=87 
p=.026* p= --- p=.125 p=.710 p=.363 p=.823 p=.487 p=.374 p=.535 
MATHS .0532 .1667 1.0000 .4178* .0428 . 0134 .0002 .0244 . 0218 
N=86 N=86 N=86 N=71* N=86 N=86 N=86 N=86 N=86 
p=.627 p=.125 p= --- p=.000* p=.696 p=.902 p=.998 p=.823 p=.842 
COMPUTER .0121 .0450 .4178* 1.0000 .1136 .0930 -.0032 .0432 .0673 
N=71 N=71 N=71* N=71 N=71 N=71 N=71 N=71 N=71 
p=.920 p=.710 p=.000* P= --- p=.345 p=.440 p=.979 p=.721 p=.577 
CINSIGHT .0211 .0987 .0428 .1136 1.0000 .7664* .7744* .7274* .9009* 
N=87 N=87 N=86 N=71 N=87 N=87* N=87* N=87* N=87* 
p=.846 p=. 363 p=.696 p=.345 p= --- p=.000* p=.000* p=.000* p=0.00* 
CCONTRIB -.0264 -.0244 .0134 .0930 .7664* 1.0000 .8394* .7360* .9255* 
N=87 N=87 N=86 N=71 N=87* N=87 N=87* N=87* N=87* 
p=.808 p=.823 p=.902 p=.440 p=.000* p= --- p=.000* p=.000* p=0.00* 
CDECISIO .0253 .0755 .0002 -.0032 .7744* .8394* 1.0000 .6986* .9197* 
N=87 N=87 N=86 N=71 N=87* N=87* N=87 N=87* N=87* 
p=.816 p=.487 p=.998 p=.979 p=.000* p=.000* p= --- p=.000* p=0.00* 
CINTERPR -.0181 .0966 .0244 .0432 .7274* .7360* .6986* 1.0000 .8710* 
N=87 N=87 N=86 N=71 N=87* N=87* N=87* N=87 N=87* 
p=.868 p=.374 p=.823 p=.721 p=.000* p=.000* p=.000* p= --- p=.000* 
CASETOT .0008 .0673 .0218 .0673 .9009* .9255* .9197* .8710* 1.0000 
N=87 N=87 N=86 N=71 N=87* N=87* N=87* N=87* N=87 
p=.994 p=.535 p=.842 p=.577 p=0.00* p=0.00* p=0.00* p=.000* p= ---
