Variable Shift SDD: A More Succinct Sentential Decision Diagram by Nakamura, Kengo et al.
Variable Shift SDD: A More Succinct Sentential
Decision Diagram
Kengo Nakamura
NTT Communication Science Laboratories, Kyoto, Japan
kengo.nakamura.dx@hco.ntt.co.jp
Shuhei Denzumi
Graduate School of Information Science and Technology, The University of Tokyo, Tokyo, Japan
denzumi@mist.i.u-tokyo.ac.jp
Masaaki Nishino
NTT Communication Science Laboratories, Kyoto, Japan
masaaki.nishino.uh@hco.ntt.co.jp
Abstract
The Sentential Decision Diagram (SDD) is a tractable representation of Boolean functions that
subsumes the famous Ordered Binary Decision Diagram (OBDD) as a strict subset. SDDs are
attracting much attention because they are more succinct than OBDDs, as well as having canonical
forms and supporting many useful queries and transformations such as model counting and Apply
operation. In this paper, we propose a more succinct variant of SDD named Variable Shift SDD
(VS-SDD). The key idea is to create a unique representation for Boolean functions that are equivalent
under a specific variable substitution. We show that VS-SDDs are never larger than SDDs and there
are cases in which the size of a VS-SDD is exponentially smaller than that of an SDD. Moreover,
despite such succinctness, we show that numerous basic operations that are supported in polytime
with SDD are also supported in polytime with VS-SDD. Experiments confirm that VS-SDDs are
significantly more succinct than SDDs when applied to classical planning instances, where inherent
symmetry exists.
2012 ACM Subject Classification Theory of computation → Data structures design and analysis;
Computing methodologies → Knowledge representation and reasoning
Keywords and phrases Boolean function, Data structure, Sentential decision diagram
1 Introduction
The succinct representations of a Boolean function have long been studied in the computer
science community. Among them, the Ordered Binary Decision Diagram (OBDD) [5] has
been used as a prominent tool in various applications. An OBDD represents a Boolean
function as a directed acyclic graph (DAG). The reason for the popularity of OBDDs is
that it can often represent a Boolean function very succinctly while supporting many useful
queries and transformations in polytime with respect to the compilation size.
In the last few years, the Sentential Decision Diagram (SDD) [9], which is also a DAG
representation, has also attracted attention [26, 22]. SDDs have a tighter bound on the
compilation size than OBDDs [9], and there are cases in which the use of SDDs can make
the size exponentially smaller than OBDDs [3]. In addition, SDDs also support a number
of queries and transformations in polytime. Among them, the most important polytime
operation is the Apply operation, which takes two SDDs representing two Boolean functions
f, g and binary operator ◦, such as conjunction (∧) and disjunction (∨), and returns the
SDD representing the Boolean function f ◦ g. This operation is fundamental in computing
an arbitrary Boolean function into an SDD, as well as in proving the polytime solvability of
various important and useful operations.
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2 Variable Shift SDD
One of the reasons why OBDDs and SDDs, as well as many other such DAG representa-
tions, can express a Boolean function succinctly is that they share identical substructures that
represent the equivalent Boolean function; they represent a Boolean function by recursively
decomposing it into subfunctions that can also be represented as DAGs. If a decomposition
generates equivalent subfunctions, we do not need to have multiple DAGs, and thus more
succinctly represent the original Boolean function. Since the effectiveness of such representa-
tions depend on the DAG size, representations that are more succinct while still supporting
useful operations are always in demand.
In this paper, we propose a new SDD-based structure named Variable Shift SDD (VS-
SDD); it can even more succinctly represent Boolean functions, while supporting polytime
Apply operations. The key idea is to extend the condition for sharing DAGs. While an
SDD can share DAGs representing identical Boolean functions, a VS-SDD can share DAGs
representing Boolean functions that are equivalent under a specific variable substitution. For
example, consider two Boolean functions f = A ∧B and g = C ∧D defined over variables
A,B,C,D. An SDD cannot share DAGs representing f and g since they are not equivalent.
On the other hand, VS-SDD can share them since f and g are equivalent under the variable
substitution that exchanges A with C and B with D. Such Boolean functions appear in a
wide range of situations. One typical example is modeling time-evolving systems; such as, we
want to find a sequence of assignments of variables x1, . . . ,xT over timestamps t = 1, . . . , T
such that every xt satisfies the condition that h(xt) = true. Such a sequence is modeled
as Boolean function f(X1, . . . ,XT ) = h(1)(X1) ∧ · · · ∧ h(T )(XT ), where h(t) is h(X) defined
over Xt. Since all h(t)(Xt) are equivalent under variable substitutions, it is highly possible
that VS-SDD can yield more succinct representations.
Technically, these advantages of VS-SDD are obtained by introducing the indirect spe-
cification of depending variables. Every SDD is associated with a set of variables that the
corresponding Boolean function depends on. In SDD, such set of variables are represented
by IDs, where each set of variables has a unique ID. On the other hand, VS-SDD represents
such sets of variables by storing the difference of IDs. This allows the sharing of the Boolean
functions that are equivalent under specific types of variable substitutions.
Our main results are as follows:
VS-SDDs are never larger their SDDs equivalents. Moreover, there is a class of Boolean
functions for which VS-SDDs are exponentially smaller than SDDs.
VS-SDD supports polytime Apply. Moreover, the queries and transformations listed in
[10] that SDDs support in polytime are also supported in polytime by VS-SDDs.
We experimentally confirm that when applied to classical planning instances, VS-SDDs
are significantly smaller than SDDs.
To summarize, VS-SDDs incur no additional overhead over SDDs while being potentially
much smaller than SDDs.
The rest of this paper is organized as follows. Sect. 2 reviews related works. Sect. 3 gives
the preliminaries. Sect. 4 introduces SDD, on which our proposed structure is based. Sect. 5
describes the formal definition of the equivalence relation we want to share, the definition
of VS-SDD, and the relation between them. Sect. 6 examines the properties of VS-SDDs.
Sect. 7 deals with the operations on VS-SDDs, especially Apply. Sect. 8 mentions some
implementation details that ensure that VS-SDDs suffer no overhead penalty relative to
SDDs. Sect. 9 provides experiments and their results, and Sect. 10 gives concluding remarks.
K. Nakamura, S. Denzumi, and M. Nishino 3
2 Related Works
There have been studies that attempt to share the substructures that represent the “equivalent”
Boolean functions up to a conversion. For OBDDs, the most famous among them are
complement edges and attributed edges [18, 20]. For example, with complement edges, we
can share the substructures representing the equivalent Boolean functions up to taking a
negation. However, this study does not focus on the solvability of the operations in the
compressed form. Actually, some Apply operations cannot be performed in a compressed
form. After that, the differential BDD [1], especially ↑∆BDD, was proposed to share
equivalent Boolean functions up to the shifting of variables, that is, given the total order
of the variables, shift them uniformly to share isomorphic substructures. This structure
supports operations like Apply, but its complexity depends on the number of variables, which
means that this operation is not supported in polytime of the compilation size. With regard
to other representations, Sym-DDG/FBDD [2], based on DDG [12] and FBDD [13], can share
equivalent functions up to variable substitution. Since their method adopts a permutation of
variables, it can, in principle, treat any variable substitution. However, Sym-DDG/FBDD
fails to support some important operations such as conditioning and Apply. With regard to
these previous works, VS-SDD differs in three points. First, to the best of our knowledge,
VS-SDD is the first attempt to extend the equivalence relationships of an SDD. We should
note that VS-SDD is not obtained by a straightforward application of the techniques invented
for OBDDs. Second, VS-SDD has theoretical guarantees on its size. Last, it supports the
flexible polytime Apply operation.
3 Preliminaries
We use an uppercase letter (e.g., X) to represent a variable and a lowercase letter (e.g., x)
to denote its assignment (either true or false). A bold uppercase letter (e.g., X) represents a
set of variables and a bold lowercase letter (e.g., x) denotes its assignment. Boolean function
f(X) is a function that maps each assignment of X to either true or false. The conditioning
of f on instantiation X, written f |x, is the subfunction that results from setting variables X
to their values in x. We say f essentially depends on variable X iff f |X 6= f |¬X. We take
f(Z) to mean that f can only essentially depend on variables in Z. A trivial function maps
all its inputs to 0 (denoted false) or maps all to 1 (denoted true).
Consider an ordered full binary tree. For two nodes u,w in it, we say w is a left descendant
(resp. right descendant) of u if w is a (not necessarily proper) descendant of the left (resp. right)
child of u.
4 Sentential Decision Diagrams
First, we introduce SDD. It is a data structure that can represent a Boolean function as a
directed acyclic graph (DAG) like OBDD.
Let f be a Boolean function and X,Y be non-intersecting sets of variables. The (X,Y)-
decomposition of f is f =
∨n
i=1[pi(X) ∧ si(Y)], where pi(X) and si(Y) are Boolean func-
tions. Here p1, . . . , pn are called primes and s1, . . . , sn are called subs. We denote (X,Y)-
decomposition as {(p1, s1), . . . , (pn, sn)}, where n is the size of the decomposition. The pair
(pi, si) is called an element. An (X,Y)-decomposition is called X-partition iff pi ∧ pj = false
for all i 6= j, ∨ni=1 pi = true, and pi 6= false for all i. If si 6= sj for all i 6= j, the partition
is called compressed. It is known that a function f(X,Y) has exactly one compressed
X-partition (see Theorem 3 of [9]).
4 Variable Shift SDD
(a) 1
2 5
3
B
4
A
6
D
7
C
(b)
C > ¬B
1
B ¬A ¬B⊥
2
B A ¬B⊥
2
D C ¬D⊥
5
(c)
6 > ¬2
1
1 ¬2 ¬1 ⊥
1
1 2 ¬1 ⊥
1
1 2 ¬1 ⊥
4
(d)
6 > ¬2
1
1 ¬2 ¬1 ⊥
1
1 2 ¬1 ⊥
1 4
Figure 1 (a) An example of a vtree. (b) The SDD of f = (A ∧ B) ∨ (B ∧ C) ∨ (C ∧ D) that
respects the vtree of (a). (c)(d) The VS-SDD of f = (A ∧B) ∨ (B ∧ C) ∨ (C ∧D) given the vtree
(a) with offset 1. Here (d) is the more reduced form than (c).
An SDD decomposes a Boolean function by recursively applying X-partitions. The
structure of partitions is determined by an ordered full binary tree called the vtree; its
leaves have a one-to-one correspondence with variables. Here, each internal node partitions
the variables into those in the left subtree (X) and those in the right subtree (Y). For
example, the vtree in Fig. 1(a) shows the recursive partition of variables A,B,C,D. The
root node represents the partition of variables to {A,B}, {C,D}, while the left child of the
root represents the partition {A}, {B}. SDD implements X-partitions by following these
recursive partitions of variables.
Let 〈·〉 be a mapping from an SDD to a Boolean function (i.e., the semantics of SDD).
The SDD is defined recursively as follows.
I Definition 1. The following α is an SDD that respects vtree node v.
(constant) α = > or α = ⊥. Semantics: 〈>〉 = true and 〈⊥〉 = false.
(literal) α = X or α = ¬X, and v is a leaf node with variable X. Semantics: 〈X〉 = X
and 〈¬X〉 = ¬X.
(decomposition) α = {(p1, s1), . . . , (pn, sn)}, and v is an internal node. Here each pi is an
SDD respecting a left descendant node of v, each si is an SDD respecting a right descendant
node of v, and 〈p1〉, . . . , 〈pn〉 form a partition. Semantics: 〈α〉 =
∨n
i=1[〈pi〉 ∧ 〈si〉].
The size of α (denoted by |α|) is defined as the sum of the sizes of all its decompositions.
Given the vtree of Fig. 1(a), Fig. 1(b) depicts an SDD that respects the vtree node labeled
1 and represents f = (A ∧ B) ∨ (B ∧ C) ∨ (C ∧D). At the top level, f is decomposed as
[(¬A ∧B) ∧ C] ∨ [(A ∧B)] ∨ [¬B ∧ (C ∧D)]. This is the compressed {A,B}-partition since
primes ¬A ∧ B, A ∧ B and ¬B satisfy the condition for {A,B}-partition and subs are all
different. Here each circle represents a decomposition node, and the number inside each
circle indicates the respecting vtree node ID. The size of the SDD is 9.
There are two classes of canonical SDDs. We say a class of SDDs is canonical iff, given a
vtree, for any Boolean function f , there is exactly one SDD in this class that represents f .
Here we consider only reduced SDDs, i.e. the SDDs such that the identical substructures are
fully merged.
I Definition 2. We say SDD α is compressed iff all partitions in α are compressed. We say
α is trimmed iff it does not have decompositions of the form {(>, β)} and {(β,>), (¬β,⊥)},
and lightly trimmed iff it does not have decompositions of the form {(>,>)} and {(>,⊥)}.
We say α is normalized iff for each decomposition that respects vtree node w, its primes
respect the left child of w and its subs respect the right child of w.
I Theorem 3 ([9]). Compressed and trimmed SDDs are canonical. Also, compressed, lightly
trimmed, and normalized SDDs are canonical.
The key property of SDDs is that they support the polytime Apply operation, which
takes, given vtree v, two SDDs α, β and binary operation ◦, and computes a new SDD that
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represents 〈α〉 ◦ 〈β〉 in O(|α||β|) time. Using Apply, we can compile an arbitrary Boolean
function into an SDD.
5 Variable Shift Sentential Decision Diagrams
We now introduce our more succinct variant of SDD, named variable shift SDD (VS-SDD).
As mentioned above, an SDD expresses a Boolean function succinctly by sharing equivalent
substructures that represent the same Boolean subfunction. The motivation to introduce
VS-SDD is, in addition to this, to share substructures that represent equivalent Boolean
functions under a particular variable substitution.
First, we briefly describe the idea by using an intuitive example. Let us consider
two Boolean functions f = X1 ∧ X2 and g = X3 ∧ X4 defined over variables X1, . . . , X4.
Apparently, f and g are not equivalent, but they are equivalent if we exchange X1 with X3
and X2 with X4. We formally define this equivalency of Boolean functions below.
I Definition 4. We say two Boolean functions f , g defined over X are substitution-equivalent
with permutation pi if f(X1 = x1, . . . , XM = xM ) = g(X1 = xpi(1), . . . , XM = xpi(M)) for any
assignment x, where M = |X| and pi : {1, . . . ,M} 7→ {1, . . . ,M} is a bijection.
In the above example, f and g are substitution equivalent with pi satisfying pi(3) = 1
and pi(4) = 2. For i = 1, 2, this permutation is defined by simply adding constant to an
input, i.e., pi(i) = i+ c (i = 1, 2) where the constant c = 2. This result implies that a class of
substitution-equivalent functions can be represented as the pair of a base representation and
constant value c. VS-SDD exploits this idea.
5.1 Definition of the structure
Now we consider the structure and semantics of VS-SDD. VS-SDD shares many properties
with SDDs; it is defined with a vtree and a DAG structure representing recursive X-partitions
following the vtree. VS-SDD has two main differences from SDD. First, it associates every
vtree node with an integer ID and it considers some mathematical operations over them.
We use ID(v) to represent the ID associated with vtree node v, and ID−1(i) to represent
the vtree node that corresponds to ID i. In the following, we assume that integer IDs of
vtree nodes are assigned following a preorder traversal of the vtree. The IDs assigned to the
vtree in Fig. 1(a) satisfy this condition. Second, while SDD represents a Boolean function
as a node of a DAG, VS-SDD represents a Boolean function as a pair (α, k) of node α in a
DAG and integer k. We say α is the VS-SDD structure and k is its offset. We use 〈α, k〉 as a
mapping from VS-SDD (α, k) to the corresponding Boolean function.
I Definition 5. Given vtree v, the following (α, k) is a VS-SDD.
(constant) α = > or α = ⊥. Semantics: 〈>, ·〉 = true and 〈⊥, ·〉 = false.
(literal) α = v or α = ¬v, and ID−1(k) is a leaf vtree node. Semantics: 〈v, k〉 = l(ID−1(k))
and 〈¬v, k〉 = ¬l(ID−1(k)), where l(v) is a variable corresponding to vtree node v.
(decomposition) α = {([p1, d1], [s1, e1]), . . . , ([pn, dn], [sn, en])}, and ID−1(k) is an internal
node of v. Here each pi is a VS-SDD structure and di is an integer such that ID−1(di +k)
is a left descendant vtree node of ID−1(k). Similarly, each si is a VS-SDD structure
and ei is integer such that ID−1(ei + k) is a right descendant node of ID−1(k) and
Boolean functions 〈p1, d1 + k〉, . . . , 〈pn, dn + k〉 form a partition. Semantics: 〈α, k〉 =∨n
i=1(〈pi, di + k〉 ∧ 〈si, ei + k〉).
The size of α (denoted by |α|) is defined as the sum of the sizes of all decompositions.
6 Variable Shift SDD
Given the vtree of Fig. 1(a), Fig. 1(c)-(d) depict the VS-SDDs representing f = (A ∧
B) ∨ (B ∧ C) ∨ (C ∧D), where Fig. 1(d) is a further reduced form created by sharing the
identical substructures in Fig. 1(c). Here the offset is written in the circle of the root node.
Every prime [pi, di] is drawn as an arrow to structure pi annotated with di, except for the
following cases. If pi = v (resp. ¬v), it is drawn as simply di (resp. ¬di). If pi is either of >
or ⊥, it is represented by pi itself, since the value of di has no effect on the semantics. Subs
[si, ei] are treated in the same way.
We first give an interpretation of VS-SDD. By comparing the SDD in Fig. 1(b) with the
VS-SDD in Fig. 1(c) having the same structure, we find they differ only in the labels of nodes
and edges. Actually, we can construct the SDD of Fig. 1(b) from the VS-SDD in Fig. 1(c) in
the following way. Let Pα be a path from the root to VS-SDD structure α and DPα be the
sum of the offset and edge values appearing along the path. Then, ID−1(DPα) is the vtree
node that the corresponding SDD node respects. For example, the leftmost child of the root
node in the VS-SDD in Fig. 1(c) has offset value 6. The sum of offset values for this node is
1 + 6 = 7 and ID−1(DPα) corresponds to the leaf vtree node having variable C. In this way,
VS-SDD can be seen as an SDD variant that employs an indirect way of representing the
respecting vtree nodes.
5.2 Substitution-equivalency in VS-SDDs
Next we show how substitution-equivalent functions are shared in VS-SDD. In Fig. 1(d), we
should observe that the bottom-right node (say β) represents two substitution-equivalent
functions A ∧ B and C ∧D. There are two different paths (say P1 and P2) from the root
to β, and they correspond to different offset values DP1 = 1 + 1 = 2 and DP2 = 1 + 4 = 5.
Therefore, β is used in two VS-SDDs (β, 2) and (β, 5) and they correspond to A∧B and C∧D,
respectively. In this way, substitution-equivalent functions are represented by VS-SDDs with
the same structure and different offsets.
Now we proceed to the formal description. Let u,w be isomorphic subtrees of vtree v, X
be the set of variables corresponding to the leaves of v, andM be the number of variables. We
consider permutation piu,w : {1, . . . ,M} 7→ {1, . . . ,M} that preserves the relation between u
and w. That is, let Xi and Xj be the variables associated with leaf nodes u′ in u and w′ in
w, respectively. We assume that u′ and w′ are associated through the graph isomorphism
between u and w. Then piu,w is the bijection satisfying piu,w(j) = i for every pair of Xi and
Xj corresponding to the leaf nodes of u and w. If u and w are isomorphic and we employ
preorder IDs, then the difference in IDs of corresponding nodes of u and w is unique. We
call this the shift between u,w and denote it as δ. For example, in the vtree in Fig. 1(a),
two child nodes of the root node represent isomorphic vtrees. In these vtrees δ = 3 for every
corresponding node pair.
I Theorem 6. Let f, g be Boolean functions that essentially depend on isomorphic vtrees u
and w (resp.), where u and w are nodes in the entire vtree v. If f and g are substitution-
equivalent with piu,w then the compressed and trimmed VS-SDDs (α, k) and (β, `) representing
f and g satisfies α = β and ` = k + δ.
Proof. The Boolean function 〈α, k+ δ〉 is the one wherein every appearance of every variable
l(ID−1(i)) in 〈α, k〉 is replaced with l(ID−1(i+ δ)). It is equivalent to 〈β, `〉. J
It is possible that there exist two VS-SDDs (α, k) and (β, `) where α = β but vtrees
ID−1(k) and ID−1(`) are not isomorphic. In such case, we do not share their structure. In
other words, we share the identical structures only when for the offsets k and `, ID−1(k)
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and ID−1(`) are isomorphic. We call this the identical vtree rule. The VS-SDD in Fig. 1(d)
satisfies this rule. Such rule is unique to VS-SDDs, since in SDDs all identical structures are
fully merged (i.e. reduced). This rule is crucial for guaranteeing some attractive properties
of VS-SDDs introduced in later sections.
6 Properties of VS-SDD
We show here some basic VS-SDD properties. First, we prove the canonicity of some classes
of VS-SDD. Then we give proofs on VS-SDD size.
6.1 Canonicity
We say a class of VS-SDD is canonical iff, given a vtree, for any Boolean function f , there is
exactly one VS-SDD in this class representing f . We first introduce two classes of VS-SDDs,
both have counterparts in SDDs.
I Definition 7. We say VS-SDD (α, k) is compressed iff for each VS-SDD (β, `) appearing
in (α, k) where β is a decomposition, it forms compressed X-partition. We say a VS-
SDD (α, k) is trimmed if it contains no decompositions with form of {([>, ·], [β, d])} and
{([β, d], [>, ·]), ([¬β, d], [⊥, ·])}. We also say VS-SDD is lightly trimmed if it contains no
decompositions with form of {([>, ·], [>, ·])} and {([>, ·], [⊥, ·])}. We say VS-SDD (α, k) is
normalized iff for each VS-SDD (β, `) appearing in (α, k) where β is a decomposition, every
prime [pi, di] ensures that ID−1(di + `) is the left child of vtree node ID−1(`) and every sub
[si, ei] ensures that ID−1(ei + `) is the right child of vtree node ID−1(`).
The proof of canonicity is almost identical to that for SDDs. We first introduce some
concepts and notations. We use (α, k) ≡ (β, `) to represent that the corresponding Boolean
functions are identical.
I Definition 8. A Boolean function f essentially depends on vtree node v if f is not trivial
and f is a deepest node that includes all variables that f essentially depends on.
I Lemma 9 ([9]). A non-trivial function essentially depends on exactly one vtree node.
I Lemma 10. Let (α, k) be a trimmed and compressed VS-SDD. If (α, k) ≡ false, then
α = ⊥. If (α, k) ≡ true, then α = >. Otherwise, ID−1(k) always equals to the vtree node v
that 〈α, k〉 essentially depends on.
The above lemma suggests that compressed and trimmed VS-SDDs can be partitioned
into groups depending on the offset. We can prove the canonicity by exploiting this fact.
I Theorem 11. Compressed and trimmed VS-SDDs with the same vtree, v, are canonical.
Also, compressed, lightly trimmed, and normalized VS-SDDs with the same vtree,v, are
canonical.
Proof. Here we give the proof for the case of compressed and trimmed VS-SDDs. The proof
for compressed, lightly trimmed and normalized SDDs can be constructed in a similar way.
If two compressed SDDs (α, k) and (β, `) satisfy (α, k) = (β, `), then (α, k) ≡ (β, `)
from the definition. Suppose 〈α, k〉 = 〈β, `〉 and let f = 〈α, k〉 = 〈β, `〉. If f = true, then
α = β = > and they are canonical. Similarly, if f = false, then α = β = ⊥.
Next we consider the case of f being non-trivial. From Lemma 10, ID−1(k) = w = ID−1(`)
where w is the vtree node that f essentially depends on. Suppose w is a leaf, then VS-
SDDs must be literals and hence (α, k) = (β, `). Suppose now that w is internal and
8 Variable Shift SDD
(a)
X1 X2
X3 X4 X5 X6
X7
X8
X9
X10
X11
X12
X13
X14
(b) v1(X) =
X1 X2
vj(X) =
vj−1(Y) vj−1(Z)
X1 X2
Figure 2 (a) A complete binary tree with variable-labeled edges. (b) The recursive structure of
vtree vj(X). Here X1 and X2 indicate the first and second (resp.) variables of X.
that the theorem holds for VS-SDDs whose offsets correspond to descendant nodes of
ID−1(k). Let wl and wr be the left and the right subtree of w, respectively. Let X
be variables in wl, Y be variables in wr, α = {([p1, d1], [s1, e1]), . . . , ([pn, dn], [sn, en])}
and β = {([q1, b1], [r1, c1]), . . . , ([qm, bm], [rm, cm])}. By the definition, offsets di + k and
bj + ` correspond to vtree nodes in wl and offsets ei + k and cj + ` correspond to vtree
nodes in wr. Since compressed X-partitions {(〈p1, d1〉, 〈s1, e1〉), . . . , (〈pn, dn〉, 〈sn, en〉)} and
{(〈q1, b1〉, 〈r1, c1〉), . . . , (〈qm, bm〉, 〈rm, cm〉)} are identical (see Theorem 3 of [9]), n = m and
there is a one-to-one ≡-correspondence between the primes and subs. From the inductive
hypothesis, this means there is a one-to-one =-correspondence between the primes and subs.
This implies α = β and thus (α, k) = (β, `). J
6.2 About the Size: Exponential Compression
We here compare VS-SDD size with SDD size. First of all, we observe that VS-SDD is always
smaller than SDDs since it is made by sharing substitution-equivalent nodes in SDDs and no
other size changes occur.
I Proposition 12. For any SDD α defined with vtree v, there exists a VS-SDD whose size
is not larger than |α|.
We turn our focus to the best compression ratio of the VS-SDD. Since a vtree has M
leaves whereM is the number of variables, a vtree might have at mostM isomorphic subtrees.
Thus the lower bound of VS-SDD size is 1/M of SDD when we employ the identical vtree
rule. Here we prove that there is a series of functions that almost achieves this compression
ratio asymptotically.
I Theorem 13. There exists a sequence of Boolean functions f1, f2, . . . such that fj uses
O(2j) variables, the size of a compressed SDD representing fj is Ω(2j) with any vtree, and
that of a compressed VS-SDD representing fj is O(j) with a particular vtree.
The compression ratio isO(j/2j) = O(logM/M). Theorem 13 makes a stronger statement,
because “any” vtree can be considered for SDD.
One of the sequences satisfying Theorem 13 is as follows:
fj(X) = (¬X1 ∨ ¬X2) ∧
∧2j−2
i=1
(
(¬Xi ∨ ¬X2i+1) ∧ (¬Xi ∨ ¬X2i+2) ∧ (¬X2i+1 ∨ ¬X2i+2)
)
.
By considering a complete binary tree like Fig. 2(a), we observe that fj(x) = true iff the
edges whose corresponding variables are set to true constitute a matching.
We outline the proof here; details are given in the Appendix. Since the first part of
Theorem 13 can easily be proved, we refer to the second part. We define vtree vj(X) in a
recursive manner as shown in Fig. 2(b). Here Y includes the variables corresponding to the
edges below X1 when considering the complete binary tree as in Fig. 2(a) (namely X3, X4, . . .)
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Algorithm 1 Apply(α, β, k, ◦), which computes a VS-SDD representing 〈α, k〉 ◦ 〈β, k〉 for two
normalized VS-SDDs (α, k), (β, k) and a binary operator ◦.
Cache(·, ·, ·) = nil initially. Expand(α) returns {([>, ·], [>, ·])} if α = >; {([>, ·], [⊥, ·])} if α = ⊥; else
α. UniqueD(γ) returns > if γ = {([>, ·], [>, ·])}; ⊥ if γ = {([>, ·], [⊥, ·])}; else the unique VS-SDD
with elements γ.
1: if α and β are either of >,⊥,v,¬v then
2: return the pair of corresponding value and offset.
3: else if Cache(α, β, ◦) 6= nil then
4: λ← Cache(α, β, ◦)
5: return (λ, k)
6: else
7: γ ← {}
8: for all elements ([pi, d], [si, e]) in Expand(α) do
9: for all elements ([qj , d], [rj , e]) in Expand(β) do
10: (p, `p)← Apply(pi, qj , d+ k, ◦)
11: if (p, `p) is consistent then
12: (s, `s)← Apply(si, rj , e+ k, ◦)
13: add element ([p, `p − k], [s, `s − k]) to γ
14: λ← UniqueD(γ), Cache(α, β, ◦)← λ
15: return (λ, k)
and Z includes those corresponding to the edges below X2 (X5, X6, . . .). Now we decompose
fj(X) with respect to vj(X) by using fj−1(Y), fj−1(Z) and some other subfunctions. We
then use the fact that fj−1(Y) and fj−1(Z) are substitution-equivalent with pivj−1(Y),vj−1(Z).
By repetitively applying this argument, we observe that by decomposing fj with respect to vj ,
the SDD of fj has 2i nodes that represent fj−i(·), which all represent substitution-equivalent
functions, and thus the VS-SDD reduces the size exponentially.
7 Operations of VS-SDD
The most important property of VS-SDDs is that they support numerous key operations in
polytime. We focus here on the important queries and transformations shown in [10]. Most
of these operations are based on Apply. Apply takes, given a vtree, two VS-SDDs (α, k),
(β, `) and binary operation ◦ such as ∨ (disjunction), ∧ (conjunction) and ⊕ (exclusive-or),
and returns a VS-SDD of 〈α, k〉 ◦ 〈β, `〉. By repeating Apply operations, we can flexibly
construct VS-SDDs representing various Boolean functions.
To simplify the explanation of Apply, we assume that VS-SDDs are normalized and
thus have the same offset value k. Given two normalized VS-SDDs (α, k), (β, k), Alg. 1
provides pseudocode for the function Apply(α, β, k, ◦). The mechanism behind the Apply
computation of VS-SDDs is as follows. Let f, g be Boolean functions with the same variable
set, and suppose that f is X-partitioned as f =
∨n
i=1[pi(X) ∧ si(Y)] and g is also X-
partitioned (with the same X) as g =
∨m
j=1[qj(X) ∧ rj(Y)]. Then, f ◦ g can be expressed as∨n
i=1
∨m
j=1[(pi(X)∧qj(X))∧(si(Y)◦rj(Y))], where (pi(X)∧qj(X))∧(pi′(X)∧qj′(X)) = false
for (i, j) 6= (i′, j′) and ∨ni=1∨mj=1(pi(X)∧ qj(X)) = true. Thus, computing pi ∧ qj and si ◦ rj
for each (i, j) pair and ignoring the pairs such that pi ∧ qj = false yields the X-partition of
f ◦ g. Alg. 1 follows this recursive definition.
I Proposition 14. Apply(α, β, k, ◦) runs in O(|α||β|) time.
The above result is the same as in the case of Apply for SDDs. The key to achieving
this result is that we use Cache without using offset k as a key. We use the fact that if
a pair of functions f(X), f ′(Y) and g(X), g′(Y), where X and Y are non-overlapping,
are substitution-equivalent with permutation pi, then the composed functions f ◦ g and
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Table 1 List of supported (a) queries and (b) transformations for SDDs (S), VS-SDDs (V),
compressed SDDs (S(C)) and compressed VS-SDDs (V(C)). X indicates the existence of a polytime
algorithm, while • indicates such polytime algorithm is shown to be impossible.
(a) Query S V S(C) V(C)
CO consistency X X X X
VA validity X X X X
CE clausal entailment X X X X
IM implicant check X X X X
EQ equivalence check X X X X
CT model counting X X X X
SE sentential entailment X X X X
ME model enumeration X X X X
(b) Transformation S V S(C) V(C)
∧C conjunction • • • •
∧BC bounded conjunction X X • •
∨C disjunction • • • •
∨BC bounded disjunction X X • •
¬C negation X X X X
CD conditioning X X • •
FO forgetting • • • •
SFO singleton forgetting X X • •
f ′ ◦ g′ are also substitution-equivalent with the same permutation pi. For example, let
f = A ∧B, f ′ = C ∧D, g = ¬A and g′ = ¬C, in which f and f ′, and g and g′ (resp.) are
substitution-equivalent with permutation piID−1(2),ID−1(5) defined with the vtree in Fig. 1(a).
Then f∨g = ¬A∨B and f ′∨g′ = ¬C∨D are also substitution-equivalent with piID−1(2),ID−1(5).
This means the results of Apply(α, β, k, ◦) with different k are all substitution-equivalent.
Therefore, we can reuse the result obtained with different offsets.
If VS-SDDs are trimmed, we can also define Apply operations for them. While similar
to the case for trimmed SDDs, the Apply for trimmed VS-SDDs are more complicated
than that of normalized VS-SDDs since we have to take different operations depending
on the combination of offset values of input VS-SDDs. However, the complexity of Apply
for trimmed VS-SDDs is also O(|α||β|). We detail the Apply for trimmed VS-SDDs in the
Appendix B.
Note that even if two VS-SDDs are compressed, the resulting VS-SDD cannot be assumed
to be compressed since the same sub may appear. It is said in [4] that there is a case in
which compression makes an SDD exponentially larger, and thus a similar statement holds
for VS-SDDs. Therefore, if we oblige the output to be compressed, Prop. 14 does not hold.
Note that during Apply, compression can be performed by taking the disjunction of primes
when the same subs emerge.
By extensively using Prop. 14 with some other algorithms, it can be shown that the
various important queries and transformations in [10] can be performed in polytime. The
proof is in the Appendix.
I Proposition 15. The results in Table 1 hold.
Note that some applications, e.g. probabilistic inference [25, 10], need weighted model
counting, where each variable has a weight. Though this cannot be performed in O(|α|) time
for VS-SDD α, it can be performed at least as fast as is possible by using the corresponding
SDD, by preparing, for each node, as many counters as the number of unified nodes in the
original SDD. Moreover, if the weights of variables are the same for the same vtree structures,
we can share counters, which speeds up the computation.
8 Implementation
We should address implementation in order to ensure space-efficiency. One suspects that
even if VS-SDD size is never larger than SDD size, the memory usage may increase because
we store the information of respecting vtree node ids in the edges of a diagram (differentially)
instead of in the nodes. This is true if VS-SDDs are implemented as is.
However, a small modification avoids this problem. First, for a normalized VS-SDD, we
simply ignore the differences of vtree node ids attached to the edges. Even so, we can recover
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(a)
C > ¬B
1
B ¬A ¬B⊥
2
B A ¬B⊥
2
D C ¬D⊥
5
(b)
6 > ¬2
1
1 ¬2 ¬1 ⊥
1
1 2 ¬1 ⊥
1 4
(c)
C > ¬B
1
B ¬A ¬B⊥
2
B A ¬B⊥
2 5
Figure 3 (a)(b) An SDD and a VS-SDD that are the same as Fig. 1. (c) The example of the
representation of VS-SDD (b) using original SDD structure (a). The dashed arrow indicates a
pointer to the representative node.
the respecting vtree node because if an SDD node respects vtree v, its primes respect the
left child of v and its subs respect the right child of v. Second, for a general VS-SDD, we
just reuse the structure of the original SDD. Among the SDD nodes that are merged into
one in the VS-SDD structure, we just leave one representative (e.g. the one with the smallest
respecting vtree node id). Then each of the other nodes has a pointer to the representative
node instead of storing the prime-sub pairs. An example of such a structure is drawn in
Fig. 3(c). Here the dashed arrow indicates a pointer to the representative node described
above. Since each decomposition node has at least one prime-sub pair that typically uses
two pointers, replacing it by single pointer will never increase memory usage. Working with
such a structure does not violate any properties about VS-SDDs, including the operations
described above.
9 Evaluation
We use some benchmarks of Boolean functions to evaluate how our approach reduces the
size of an SDD. we compile a CNF into an SDD with the dynamic vtree search [7] and then
compare the sizes yielded by the SDD and its VS form (VS-SDD). To compile a CNF, we use
the SDD package version 2.0 [8] with a balanced initial vtree. Here note that we use for both
SDD and VS-SDD the same vtree, which is searched to suit for SDD. All the experiments
are conducted on a 64-bit macOS (High Sierra) machine with 2.5 GHz Intel Core i7 CPU (1
thread) and 16 GB RAM.
Here we focus on the planning CNF dataset that was used in the experiment of Sym-
DDG [2]. The planning problem naturally exhibits symmetries, e.g. see [23]. Given time
horizon T , this data represents a deterministic planning problem with varying initial and goal
states. Here we can choose an action from a fixed action set for each time point, and a plan
for this problem is a time series of actions for t = 0, . . . , T − 1 that leads from the initial state
to the goal state. For more details, see [2]. We use the planning problems that were also used
in the experiment of Sym-DDG: “blocks-2”, “bomb-5-1”, “comm-5-2”, “emptyroom-4/8”,
and “safe-5/30”, with varying time horizons T = 3, 5, 7, 10.
The next focus is on the benchmarks with apparent symmetries. The first one is the
N -queens problem, that is, given an N ×N chessboard, place N queens such that no two
queens attack each other. We assign a variable to each square in the chessboard, and
consider a Boolean function that evaluates true iff the true variables constitute one answer
for this problem. This problem is used as a benchmark in Zero-suppressed BDD and other
DD studies [19, 6]. The second one is enumerating matchings of grid graphs. Subgraph
enumeration with decision diagrams has several applications; see [16] and [21]. Here the
grid graph is often used as a benchmark [15], because it is closely related to self-avoiding
walk [17], and subgraph enumeration becomes much harder for larger grids despite their
simplicity. We can observe that both the chessboard and the grid have line symmetries and
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Table 2 Results for experiments. The “S” column represents SDD size, “V” represents VS-SDD
size, and “ratio” indicates the ratio of VS-SDD size compared to SDD size.
Problem #vars S V ratio
blocks-2_t3 248 8811 7057 80.1%
blocks-2_t5 406 31861 28858 90.6%
bomb-5-1_t3 348 3798 2278 60.0%
bomb-5-1_t5 564 6327 3960 62.6%
bomb-5-1_t7 780 11212 7287 65.0%
bomb-5-1_t10 1104 16514 10426 63.1%
comm-5-2_t3 488 20584 18033 87.6%
emptyroom-4_t3 116 1822 1146 62.9%
emptyroom-4_t5 188 3090 1885 61.0%
emptyroom-4_t7 260 5073 3001 59.2%
emptyroom-4_t10 368 106737 103417 96.8%
emptyroom-8_t3 244 10511 8549 81.3%
safe-5_t3 54 567 441 77.8%
safe-5_t5 86 898 640 71.2%
safe-5_t7 118 1710 1314 76.8%
safe-5_t10 166 2506 1756 70.1%
safe-30_t3 304 5476 4067 74.3%
safe-30_t5 486 8710 6328 72.7%
safe-30_t7 668 14449 10371 71.8%
safe-30_t10 941 23469 17421 74.2%
8-Queens 64 2222 1624 73.1%
9-Queens 81 5559 4767 85.8%
10-Queens 100 10351 9159 88.5%
11-Queens 121 30611 28876 94.3%
Matching-6x6 60 13091 12671 96.8%
Matching-8x8 112 98200 97103 98.8%
Matching-6x18 192 36228 34241 94.5%
point symmetry. Again we exploit dynamic vtree search implemented in the SDD package.
Table 2 shows the results of our experiments. The “S” column represents SDD size, “V”
represents VS-SDD size, and “ratio” indicates the ratio of VS-SDD size compared to SDD size.
Here the problems in which the SDD compilation took more than 10 minutes are omitted.
For planning problems, the suffix “_tn” stands for T = n, and for matching problems, the
suffix indicates the grid size. It is observed that for many planning problems, the VS-SDD
reduces the size to around 60% to 80% of the original SDD. We observe that for these cases,
many nodes representing substitution-equivalent functions are found among the bottom
nodes of the original SDD, which yields the substantial size decrease. These compression
ratios are competitive to, and for some cases better than, that of the Sym-DDG [2] compared
to the DDG. For the N -queens problems, still better compression ratios are achieved except
for N = 11. However, for matching enumeration problems, the effect of variable shift is
relatively small. One reason is the asymmetry of primes and subs, that is, primes must form
a partition while subs do not have such a limitation. The success in planning datasets may
be explained as follows. The dynamic vtree search typically gathers variables with strong
dependence locally to achieve succinctness. For planning problems, the variables with near
time points are gathered, which captures the symmetric nature of the problem.
10 Conclusion
We proposed a variable shift SDD (VS-SDD), a more succinct variant of SDD that is obtained
by changing the way in which respecting vtree nodes are indicated. VS-SDD keeps the two
important properties of SDDs, the canonicity and the support of many useful operations.
The size of a VS-SDD is always smaller than or equal to that of an SDD, and there are cases
where the VS-SDD is exponentially smaller than the SDD. Experiments show that our idea
effectively captures the symmetries of Boolean functions, which leads to succinct compilation.
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A Appendix: Detailed Proofs
Proof of Theorem 13. The first part can be proved by the following general claim.
B Claim 16. Let f(X) be a Boolean function such that for any variable Xi in X, the
conditioned functions f |Xi=true and f |Xi=false are different. Then any SDD representing f
has size Ω(M), where M is the number of variables in X. This holds for any vtree.
Proof. We prove that for any variable Xi in X, the SDD of f contains at least either Xi or
¬Xi (as a literal SDD). If this holds, there are at least m literals in the SDD of f and thus
at least dM/2e prime-sub pairs, which suggests that its size is at least dM/2e = Ω(M).
Suppose the SDD of f does not contain Xi and ¬Xi. Recall the definition (semantics) of
SDD. By recursively applying the definition of 〈·〉, we obtain an expression of f by using
conjunctions, disjunctions, and literals. If the SDD does not contain Xi and ¬Xi, this
expression also does not contain Xi. This means that f |Xi=true and f |Xi=false are equivalent,
since the assignment of Xi is not mentioned in f . This contradicts the condition, thus the
SDD contains at least one of Xi and ¬Xi. C
Now we refer to the second part. We use the vtree vj(X) explained in the main article
and drawn in Fig. 2(b). We give a proof by inductively showing that functions fj(X),¬fj(X),
f ′j(X) and ¬f ′j(X) can be represented with O(j) size VS-SDDs, where f ′j(X) = ¬X1 ∧¬X2 ∧
fj(X).
If j ≤ 2, then the size of VS-SDDs representing fj(X),¬fj(X), f ′j(X) and ¬f ′j(X) are
constant. If j ≥ 3, then the ({X1} ∪Y)-partition of fj(X) defined with vtree node vj(X)
becomes((
X1 ∧ f ′j−1(Y)
)
∧
(
¬X2 ∧ fj−1(Z)
))
∨((
¬X1 ∧ fj−1(Y)
)
∧
(
(X2 ∧ f ′j−1(Z)) ∨ (¬X2 ∧ fj−1(Z))
))
∨((
(X1 ∧ ¬f ′j−1(Y)) ∨ (¬X1 ∧ ¬fj−1(Y))
)
∧ false
)
.
The prime of the first element X1 ∧ f ′j−1(Y) becomes true iff the corresponding edges form
a matching in the left half of the binary tree having edges X1, X3, X4, . . . and X1 = true.
The prime of the second element ¬X1 ∧ fj−1(Y) becomes true iff the selected edges form a
matching in the left half tree and X1 = false. The prime of the third element becomes true
iff the selected edges do not form a matching in the left half tree. The above partition is
compressed since fj−1(Z) 6= false and f ′j−1(Z) 6= false. If we were to depict this decomposition
as an SDD, it would look like Fig. 4. The point is that pairs of fj−1(Y) and fj−1(Z), and
f ′j−1(Y) and f ′j−1(Z) are substitution-equivalent with pivj−1(Y),vj−1(Z), and thus the VS-SDD
representation prepares only one node for fj−1 and f ′j−1 (see Fig. 4). Therefore, the size of
the VS-SDD representing fj(X) equals the sum of sizes of VS-SDDs representing fj−1(Y),
f ′j−1(Y), and ¬f ′j−1(Y) plus a constant. Similarly, f ′j(X) can be decomposed as((
¬X1 ∧ fj−1(Y)
)
∧
(
¬X2 ∧ fj−1(Z)
))
∨
((
(X1 ∧ true) ∨ (¬X1 ∧ ¬fj−1(Y))
)
∧ false
)
.
Here fj−1(Y) and fj−1(Z) are substitution-equivalent with pivj−1(Y),vj−1(Z) and thus the size
of a VS-SDD representing f ′i(X) equals the size of the VS-SDD representing fj−1(Y) plus a
constant. The ({X1}∪Y)-partitions of ¬fj(X) and ¬f ′i(X) are represented in almost the same
way. Therefore, from the inductive hypothesis, VS-SDDs representing fj(X), f ′j(X),¬fj(X)
and ¬f ′j(X) have O(j) size. J
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⊥
fj(X)
X1 ¬X1⊥ X1 ⊥ ¬X1 X1 ¬X1 X2 ⊥ ¬X2 X2 ¬X2
f ′j−1(Y) fj−1(Y) ¬f ′j−1(Y) ¬fj−1(Y) fj−1(Z) f ′j−1(Z)
Figure 4 The recursive structure of the compressed SDD of fj(X) respecting vj(X) in Fig. 2(b).
Dashed lines indicate that the nodes on both ends represents substitution-equivalent functions. Here
X1 and X2 indicate the first and second (resp.) variables of X.
Algorithm 2 Count(α, k), which computes the model count of the Boolean function 〈α, k〉.
Input: A decomposition VS-SDD (α, k).
Output: The model count of the Boolean function 〈α, k〉.
1: if Cache(α) 6= nil then
2: return Cache(α)
3: else
4: w ← ID−1(k)
5: r ← 0
6: for all elements ([pi, di], [si, ei]) in α do
7: if pi = ⊥ then np ← 0
8: else if pi = > then np ← 2L(wl) {wl is the left child of w}
9: else if pi ∈ {v,¬v} then np ← 2L(wl)−1
10: else np ← Count(pi, k + di) · 2L(wl)−L(ID−1(k+di))
11: if si = ⊥ then ns ← 0
12: else if si = > then ns ← 2L(wr) {wr is the right child of w}
13: else if si ∈ {v,¬v} then ns ← 2L(wr)−1
14: else ns ← Count(si, k + ei) · 2L(wr)−L(ID−1(k+ei))
15: r ← r + npns
16: return Cache(α)← r
Proof of Prop. 15. First, we consider the queries in Table 1(a). The first concern is the
polytime solvability of model counting, i.e. CT. The model count of Boolean function f is the
number of satisfying assignments of f . Model counting, also known as #SAT, is applicable
to wider research areas, e.g. network reliability estimation [11]. For SDD α, model count
can be performed with O(|α|) time dynamic programming. Similarly, we can show that the
model count of the function represented by a VS-SDD (α, k) can be computed by dynamic
programming that runs in O(|α|) time. The pseudocode for model counting with VS-SDD is
shown in Alg. 2. The key is that substitution-equivalent Boolean functions have the same
model count.
ME can also be solved by an algorithm similar to CT. For SE, we are given two VS-SDDs
(α, k) and (β, `), and check whether 〈α, k〉 implies 〈β, `〉 or not. This can be solved by the
algorithm shown in [24]. That is, we take the conjunction 〈α, k〉 ∧ 〈β, `〉, and then perform
model counting. If the model count of this conjunction equals that of 〈α, k〉, we can say
〈α, k〉 implies 〈β, `〉. Since conjunction and model counting can be performed in polytime for
VS-SDDs, SE can also be solved in polytime. Note that even for compressed VS-SDDs that
do not support ∧BC, the procedure described above can be performed in polytime because
during this procedure the conjunction VS-SDD is not obliged to be compressed, since it is
only used for model counting. EQ, CO, VA, IM, and CE can be solved by SE.
We next consider the transformations in Table 1(b). First, the negation ¬C of a
VS-SDD (α, k) can be computed by taking exclusive-or with >, which can be done in
O(|α| · 1) = O(|α|) time and thus VS-SDDs support polytime ¬C. Note that this procedure
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Algorithm 3 Cond(α, k, S), which performs a conditioning of (α, k) with the literals in S.
Input: A VS-SDD (α, k), and a set of literals S.
Output: A VS-SDD structure of the Boolean function obtained by conditioning 〈α, kα〉 with the
literals in S.
1: if v(ID−1(k)) does not contain variables appearing in S then
2: return α
3: else if Cache(α, k) 6= nil then
4: return Cache(α, k)
5: else
6: if α ∈ {>,⊥} then return α
7: else if (α = v and l(ID−1(k)) ∈ S) or (α = ¬v and ¬l(ID−1(k)) ∈ S) then return >
8: else if (α = v and ¬l(ID−1(k)) ∈ S) or (α = ¬v and l(ID−1(k)) ∈ S) then return ⊥
9: γ ← {}
10: for all elements ([pi, dpi ], [si, dsi ]) in α do
11: add element ([Cond(pi, k + dpi , S), dpi ], [Cond(si, k + dsi , S), dsi ]) to γ
12: if UniqTable(e(ID−1(k)), γ) = nil then
13: UniqTable(e(ID−1(k))), γ)← CreateNewNode(γ)
14: return Cache(α, k)← UniqTable(e(ID−1(k)), γ)
produces a compressed VS-SDD if α is also compressed since if si 6= sj for all i 6= j, ¬si 6= ¬sj
for all i 6= j. Therefore compressed VS-SDDs also support polytime ¬C.
The negative results for VS-SDDs and compressed VS-SDDs in Table 1(b) can be proved
in a similar manner as those of SDDs and compressed SDDs in [4]. Thereafter, we focus on
uncompressed VS-SDDs.
Positive results for ∧BC and ∨BC are exactly as stated in Prop. 14. For CD, given
VS-SDD (α, k) and term S (a conjunction of literals), we return a VS-SDD representing
〈α, k〉|S , where f |S is the Boolean function obtained by replacing each occurrence of Xi in
f with true if S contains Xi, or with false if S contains ¬Xi. We follow the procedure for
conditioning in an uncompressed SDD as detailed in the full version of [4].
Conditioning may unpack a VS-SDD node to at most (|S| + 1) nodes if we apply
the identical vtree rule, and we can perform conditioning in O(|S||α|) time, which is still
polynomial with regard to |S| and |α|. Thus VS-SDDs support polytime CD. The pseudocode
for conditioning on VS-SDD is written in Alg. 3. The support for SFO follows from the
support for CD and ∨BC. J
B Appendix: The Apply Operation for Trimmed VS-SDDs
In this appendix, we detail the Apply operation for trimmed VS-SDDs. The simplicity of
the Apply for normalized VS-SDDs is due to the fact that we can assume that the offsets
of two VS-SDDs are always equal. For trimmed VS-SDDs, this assumption does not hold
and thus we should consider the case that the offsets of two VS-SDDs are different. Now
the Apply operation takes five arguments Apply(α, β, kα, kβ , ◦) to compute the VS-SDD of
〈α, kα〉 ◦ 〈β, kβ〉.
To deal with the case kα 6= kβ , we should consider the expansion at vtree node w.
Let Z and W be the variables corresponding to the left and right (resp.) descendant
leaves of w. Then, we can make the Z-partition of the function Hl(Z,W) := hl(Z) as
[hl(Z) ∧ true] ∨ [(¬hl(Z)) ∧ false] (called left expansion). We can also make the Z-partition
of the function Hr(Z,W) := hr(W) as [true∧ hr(W)] (called right expansion). By following
this, we can form a decomposition of a VS-SDD (α, kα) at the ancestor vtree node of ID−1(kα)
(β can also be handled in the same way). If kα 6= kβ , we expand either or both of (α, kα)
and (β, kβ) at the lowest common ancestor (LCA) node of ID−1(kα) and ID−1(kβ) to make
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X-partition with the same X. Note that for SDDs, Apply is also based on the following
mechanism.
The Apply(α, β, kα, kβ , ◦) procedure can be classified into five cases depending on the
relation of kα and kβ . The full pseudocode for the VS-SDDs’ Apply is given in Alg. 4. Here
for the simplicity, the offsets of constants are considered as 0, and ID−1(0) is considered as a
right descendant of any other vtree node. Note that the cases that (α, kα) and (β, kβ) are
exchanged can be handled in the same manner. Let w be the LCA of ID−1(kα) and ID−1(kβ).
Then the returned offset is ID(w), unless otherwise specified.
(1) If both (α, kα) and (β, kβ) are constants, either one is a constant and the other is a literal,
or both are literals with kα = kβ , then the returned VS-SDD structure is α ◦ β, which is
either constant or literal. For example, > ∧ v = v and v⊕ v = ⊥. The returned offset is
0 if α ◦ β is a constant, and max{kα, kβ} otherwise.
(2) If kα = kβ , then ID(w) = kα = kβ . Let (λi,j , kλi,j ) be the returned VS-SDD of
Apply(pi, qj , kα + dpi , kβ + dqj ,∧) and (µi,j , kµi,j ) be that of Apply(si, rj , kα + dsi , kβ +
drj , ◦), where ([pi, dpi ], [si, dsi ]) ∈ α and ([qj , dqj ], [rj , drj ]) ∈ β. The resultant VS-SDD
structure is {([λi,j ,max{kλi,j − ID(w), 0}], [µi,j ,max{kµi,j − ID(w), 0}]) | i, j}. Note that
max{·, 0} deals with the case that λi,j or µi,j is a constant.
(3) If ID−1(kα) is a left descendant of ID−1(kβ), then ID(w) = kβ . Here α is left expanded to
α′ = {([α, 0], [>, 0]), ([¬α, 0], [⊥, 0])}, and the same computation as case (2) runs except
that α is replaced with α′.
(4) If ID−1(kα) is a right descendant of ID−1(kβ), then ID(w) = kβ . Here α is right expanded
to α′ = {([>, 0], [α, 0])}, and the same computation as case (2) runs except that α is
replaced with α′.
(5) If ID−1(kα) and ID−1(kβ) are left and right descendants of w (resp.), α is left expanded
to α′, β is right expanded to β′, and the same computation as case (2) runs except that
α and β are replaced with α′ and β′ (resp.)
Here we analyze the time complexity of the Apply algorithm. Now for each (γ, δ, kγ , kδ, ◦),
the cost of the Apply call other than the recursion is bounded by O(tγtδ) where tγ and tδ
are the decomposition sizes of γ and δ (resp.), and there are at most O(M) candidates for
each of the offsets kγ , kδ. Here cases (3) and (5) must deal with the negation of a VS-SDD
node, but this only increases the complexity by a constant factor; the details are described
later. However, it seems that the overall cost of Apply(α, β, kα, kβ , ◦) can only be bounded
by O(
∑
γ∈α
∑
δ∈β tγtδ) ·O(M2) = O(M2|α||β|), which is not a polytime of |α| and |β|. Note
that the Apply described above needs LCA indexing [14] of a vtree, which needs O(M)
preprocessing time where M is the number of variables1.
However, we can omit some “isomorphic” computations with VS-SDDs, as described in
the main article before Prop. 14. More formally, the key is the following lemma. From now,
for two vtree nodes u,w in the vtree v, u ∼ w means that the subtree rooted at u and that
rooted at w are isomorphic.
I Lemma 17. Given vtree v, and two VS-SDD structures α, β, we consider nodes γ ∈ α and
δ ∈ β. Let kγ , k′γ be the possible offsets of γ and kδ, k′δ be those of δ. Let w be the LCA of
ID−1(kγ) and ID−1(kδ) and w′ be that of ID−1(k′γ) and ID−1(k′δ). Then if (I) γ ∈ {>,⊥} or
kγ − ID(w) = k′γ − ID(w′), (II) δ ∈ {>,⊥} or kδ − ID(w) = k′δ − ID(w′), and (III) w ∼ w′,
Apply(γ, δ, kγ , kδ, . . .) and Apply(γ, δ, k′γ , k′δ, . . .) result in an identical structure.
1 The Apply of (trimmed) SDDs also needs such LCA indexing. Typically, the same vtree is repetitively
used many times, and so such LCA indexing is considered to be just a preprocessing step for SDDs’
Apply in [9]. Therefore, we also consider this cost as a preprocessing step for VS-SDDs’ Apply.
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Proof. The proof is by the induction of the depths of w and w′ in v (note that since
w ∼ w′, w and w′ have the same depth). The base case is that w and w′ are both leaves or
ID(w) = ID(w′) = 0, which corresponds to case (1) and thus holds trivially.
The step case is that w and w′ are internal nodes. First, we deal with the case kγ =
kδ = ID−1(w), which corresponds to case (2). Then from conditions (I) and (II), k′γ = k′δ =
ID−1(w′), which also corresponds to case (2). Let (λi,j , kλi,j ) = Apply(pi, qj , kγ + dpi , kδ +
dqj ,∧), (µi,j , kµi,j ) = Apply(si, rj , kγ+dsi , kδ+drj , ◦) and let (λ′i,j , kλ′i,j ) = Apply(pi, qj , k′γ+
dpi , k
′
δ +dqj ,∧), (µ′i,j , kµ′i,j ) = Apply(si, rj , k′γ +dsi , k′δ +drj , ◦), where ([pi, dpi ], [si, dsi ]) ∈ γ,
([qj , dqj ], [rj , drj ]) ∈ δ. Then Apply(γ, δ, kγ , kδ, ◦) and Apply(γ, δ, k′γ , k′δ, ◦) are
({([λi,j ,max{kλi,j − ID(w), 0}], [µi,j ,max{kµi,j − ID(w), 0}]) | i, j}, ID(w)) and
({([λ′i,j ,max{kλ′i,j − ID(w′), 0}], [µ′i,j ,max{kµ′i,j − ID(w′), 0}]) | i, j}, ID(w′)),
respectively. Since w ∼ w′ (this suggests the topologies of the subtrees rooted at w and w′ are
identical), ID−1(kλi,j ) = LCA(ID−1(kα+dpi), ID−1(kβ+dqj )) and ID−1(kλ′i,j ) = LCA(ID
−1(k′α+
dpi), ID−1(k′β + dqj )) satisfies ID−1(kλi,j ) ∼ ID−1(kλ′i,j ) and kλi,j − ID(w) = kλ′i,j − ID(w′).
Thus we can use the induction hypothesis for (λi,j , kλi,j ) and (λ′i,j , kλ′i,j ): λi,j and λ
′
i,j
result in an identical structure. Similarly, µi,j and µ′i,j result in an identical structure and
kµi,j − ID(w) = kµ′i,j − ID(w′). Therefore Apply(γ, δ, kγ , kδ, ◦) and Apply(γ, δ, k′γ , k′δ, ◦) also
result in an identical structure.
The other cases ((3), (4) and (5)) can be treated in almost the same way. Note that case
(4) involves the case in which γ, γ′ are constants but δ, δ′ are non-constants. In this case,
w = ID−1(kδ), w′ = ID−1(k′δ) and consequently the same argument holds. J
Now the pseudocode of the Apply of VS-SDDs can be written as Alg. 4. Here the Boolean
variables fα and fβ are additionally included in the arguments of Apply, because in the
left expansion (appearing in cases (3) and (5)) the negation of a VS-SDD node should be
considered. Here we stress that this only increases the computational cost by a constant
factor, and thus the asymptotical complexity does not change. Note that such handlings of
negation should also be needed for the SDDs’ Apply.
Now we explain the pseudocode. Here for simplicity, the offset of the constant VS-SDDs
is considered to be always 0. Lines 1–2 deal with constants and literals with negation flag;
for them, the negation can be easily handled, e.g. (α, fα) = (¬v, true) is converted into
(v, false). Lines 3–4 specify the offset of the constants to 0. Line 5 computes the LCA, w,
of ID−1(kα) and ID−1(kβ), which can be computed in O(1) time with O(M) preprocessing
for the vtree [14], and Lines 6–7 compute the differences of vtree node ids corresponding to
conditions (I) and (II) in Lemma 17. Note that in Line 6, if (α, kα) is constant, i.e. kα = 0,
then eα = 0, and otherwise eα = kα−ID(w). Lines 8–11 correspond to case (1). For example,
> ∧ v = v and v⊕ v = ⊥. Lines 12–13 are important: since when fixing (α, β, fα, fβ), if eα,
eβ and e(w) = arg min{ID(u) | u ∼ w} are equal, then the resultant structures are identical
due to Lemma 17, the computation cache is called, and if already computed the computed
result is returned with offset ID(w). If not computed, (α, kα) and (β, kβ) are left or right
expanded if needed (see Alg. 5). That is, if ID−1(kα) is a left (resp. right) descendant of
w then (α, kα) is left (resp. right) expanded in Line 14. The expansion of β (Line 15) is
conducted in the same way. After that, the node representing 〈α, kα〉 ◦ 〈β, kβ〉 is recursively
computed in Lines 17–22. Here the formula max{·, 0} in Line 22 deals with the case the
computed p (or s) is a constant. In Line 20, it is checked if the computed prime p is false. If
p = false, the corresponding sub is not computed since such (p, s) pair does not constitute
an X-partition. Such checking can be performed via the Consistent algorithm described
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Algorithm 4 Apply(α, β, kα, kβ , fα, fβ , ◦), which computes a VS-SDD representing 〈α, kα〉◦〈β, kβ〉
for two VS-SDDs (α, kα), (β, kβ) and a binary operator ◦.
Input: VS-SDDs (α, kα), (β, kβ), Boolean values fα, fβ , a binary operator ◦.
Output: A VS-SDD representing 〈α, kα〉 ◦ 〈β, kβ〉. If fα = true (fβ = true), 〈α, kα〉 (〈β, kβ〉) is
replaced by ¬〈α, kα〉 (¬〈β, kβ〉). If the output VS-SDD structure is either > or ⊥, the output
offset is 0.
1: if α ∈ {>,⊥,v,¬v} and fα = true then α← ¬α, fα ← false
2: if β ∈ {>,⊥,v,¬v} and fβ = true then β ← ¬β, fβ ← false
3: if α ∈ {>,⊥} then kα ← 0
4: if β ∈ {>,⊥} then kβ ← 0
5: w ← LCA(ID−1(kα), ID−1(kβ))
6: eα ← max{kα − ID(w), 0}
7: eβ ← max{kβ − ID(w), 0}
8: if α, β ∈ {>,⊥,v,¬v} and (kα = 0 or kβ = 0 or kα = kβ) then
9: γ ← α ◦ β {This computation must result in >,⊥,v or ¬v}
10: if γ ∈ {>,⊥} then return (γ, 0)
11: else return (γ,max{kα, kβ})
12: else if ConvTable(α, β, fα, fβ , eα, eβ , e(w), ◦) 6= nil then
13: return (ConvTable(α, β, fα, fβ , eα, eβ , e(w), ◦), ID(w))
14: α′ ← Expand(α, fα, kα, w)
15: β′ ← Expand(β, fβ , kβ , w)
16: γ ← {}
17: for all elements ([pi, dpi ], [si, dsi ], fpi , fsi) in α′ do
18: for all elements ([qj , dqj ], [rj , drj ], fqj , frj ) in β′ do
19: (p, kp)← Apply(pi, qj , kα + dpi , kβ + dqj , fpi , fqj ,∧)
20: if Consistent(p) then
21: (s, ks)← Apply(si, rj , kα + dsi , kβ + drj , fsi , frj , ◦)
22: add element ([p,max{kp − ID(w), 0}], [s,max{ks − ID(w), 0}]) to γ
23: if UniqTable(e(w), γ) = nil then
24: UniqTable(e(w), γ)← CreateNewNode(γ)
25: return ConvTable(α, β, fα, fβ , eα, eβ , e(w), ◦)← UniqTable(e(ID−1(j)), γ)
Algorithm 5 Expand(α, f, k, w), which expands VS-SDD (α, k) at the level of vtree node w and
returns the structure.
1: if k = ID(w) then
2: return {([pi, dpi ], [si, dsi ], false, fα) | ([pi, dpi ], [si, dsi ]) ∈ α}
3: else if k < ID(wr) and k 6= 0 then {wr is the right child of w}
4: return {([α, 0], [>, 0], f, false), ([α, 0], [⊥, 0],¬f, false)} {left expansion}
5: else
6: return {([>, 0], [α, 0], false, f)} {right expansion}
in Alg. 6. It runs in time linear to the size of its decomposition (other than the recursion),
and thus with the power of cache (Cache(·) in Alg. 6), the total cost of calling Consistent
is bounded linear to the resultant structure of Apply, which does not incur an increase on
the time complexity of Apply. The hash UniqTable returns the output node if an identical
substructure satisfying the identical vtree rule is already constructed. If not yet constructed,
the decomposition node with γ is generated in Line 24.
Using Lemma 17, the time complexity can be proved as follows.
Proof of Prop. 14 for trimmed VS-SDDs. Since the cost of computations involving > and
⊥ is absorbed in other costs, we consider that among literals and decomposition nodes. For
literals (v and ¬v) or decomposition nodes λ, let tλ be the size of decomposition (here
tv = t¬v = 0) and Tλ be the number of incoming edges of λ (here for the root VS-SDD
node r, let Tr = 1). Then we observe that
∑
γ∈α tγ = |α| and
∑
γ∈α Tγ = O(|α|), and
as is the case with β. Now we analyze the total cost of all calls Apply(γ, δ, kγ , kδ, . . .)
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Algorithm 6 Consistent(α), which decides whether the Boolean function that the VS-SDD α
represents is not false.
Input: VS-SDD α.
Output: false if the Boolean function α represents is false, or true otherwise.
1: if α = ⊥ then
2: return false
3: else if α ∈ {>,v,¬v} then
4: return true
5: else if Cache(α) 6= nil then
6: return Cache(α)
7: else
8: for all elements ([pi, dpi ], [si, dsi ]) in α do
9: if Consistent(pi) and Consistent(qi) then
10: return Cache(α)← true
11: return Cache(α)← false
(other than the recursion) for fixed γ ∈ α and δ ∈ β (but varying kγ and kδ) when calling
Apply(α, β, kα, kβ , false, false, ◦) at the top level. Let wγ = ID−1(kγ) and wδ = ID−1(kδ).
Then there are multiple possibilities for wγ and wδ as described above. However, from the
identical vtree rule, the candidates of wγ are all equivalent up to the relation ∼, and as is
the case with wδ. Now we divide the pair of the candidates of (wγ , wδ) into four cases.
(i) wγ = wδ. This corresponds to case (2). For this case, it takes O(tγtδ) time to compute
if Line 13 is not executed. Note that if Line 13 is executed, the cost of this Apply call
is absorbed in that of the preceding Apply call. Since in this case wγ = wδ = w and the
candidates of wγ are equivalent up to ∼, the conditions (I)–(III) of Lemma 17 are satisfied
among the candidates of wγ = wδ, and thus in this case we need to proceed after Line 14
only once. Therefore, the total cost of this type of computation for fixed γ and δ is bounded
by O(tγtδ).
(ii) wγ is a (proper) descendant of wδ. This corresponds to cases (3) and (4). For this
case, it takes O(tδ) time per one call if Line 13 is not executed, since γ is expanded to a
decomposition of constant size. If γ is the root node of α, it is trivial that Apply(γ, δ, . . .) is
called only a constant number of times, since kγ = kα, and among many candidates of kδ,
the condition wδ is an ancestor of wγ uniquely determines kδ. Otherwise, let λ be one of the
parent nodes of γ (i.e. nodes such that the decomposition has [γ, d∗] as a prime or a sub).
Now consider the case Apply(λ, ·, kλ, ·, . . .) precedes Apply(γ, δ, kγ , kδ, . . .), i.e. the situation
the edge directed from λ to γ is traversed. Then we claim the following.
B Claim 18. wλ := ID−1(kλ) is a proper ancestor of wδ.
Proof. Suppose wλ is a (not necessarily proper) descendant of wδ. Then, Apply(λ, δ, kλ, kδ, . . .)
should be called before Apply(γ, . . .), and since the decomposition of δ is processed in this
call (i.e. δ is not expanded), Apply(γ, δ, kγ , kδ, . . .) is not called. Suppose wλ is neither an
ancestor nor a descendant of wδ. Then, since ID−1(kγ) is a descendant of wλ, it is also
neither an ancestor nor a descendant of wδ, which contradicts the assumption. C
For all candidates of wλ, the relative position of wγ compared to wλ (i.e. kγ − kλ) is
always equal to the difference dpi or dsi . Moreover, since all candidates of wλ are equivalent
up to ∼, and wδ is a descendant of wλ and an ancestor of wγ , the relative position of wδ
compared to wλ (i.e. kδ − kλ) is also always equal. Thus kγ − kδ = kγ − ID(w) is always
equal, which satisfies condition (I) of Lemma 17. Therefore, we need to proceed after Line
14 only once given that the call Apply(λ, ·, kλ, ·, . . .) precedes. Since γ has Tγ parents, the
total cost of this type of computation for fixed γ and δ is bounded by O(Tγtδ).
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(iii) wδ is a descendant of wγ . By reversing the argument of (ii), the total cost of this
type of computation for fixed γ and δ is bounded by O(tγTδ).
(iv) wγ and wδ have no ancestor-descendant relation. This corresponds to case (5). Even
if Line 13 is not executed, it takes only constant time (other than the recursion) since both
γ and δ are expanded to constant size decompositions. If γ and δ are root nodes of α and
β, respectively, Apply(γ, δ, . . .) is called only once, since kγ = kα and kδ = kβ . Otherwise,
there must be a preceding Apply call. The preceding Apply call does not fall into case (iv),
because once case (5) occurs, successive computations must involve constants. Thus, the
cost of this Apply call is absorbed in that of the preceding Apply call.
Now the total cost of Apply(α, β, kα, kβ , false, false, ◦) is
∑
γ∈α
∑
δ∈β O(tγtδ + Tγtδ +
tγTδ) = O(|α||β|), which proves Prop. 14. J
