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Maximin型の目的函数を持つナ ップサック問題について
飯 田 浩 志
概 要
本稿では,maximin型の 目的函数を持つ,二 つのナ ップサ ック問題を概観
する.一 つはナ ップサック配分問題,も うひとつはmax-minO-1ナップサ ッ
ク問題である.後者は前者の拡張であ り,後者の前者からの具体的な構成法に
も言及する.
Abstract
Inthispaperwegiveanoverviewoftwoknapsackproblemswithmax-
imintypeobjectivefunction,onetheknapsacksharingproblemandthe
otherthemax-minO-1knapsackproblem.Thelatterisanextensionofthe
former,andwealsogiveaconcreteconstructionofthelatterwiththefor-
mer.
キ ー ワ ー ド:組 合 せ 最 適 化(combinatorialoptimization);0-1ナッ プ サ ッ ク 問
題(0-1knapsackproblem);ナッ プ サ ッ ク 配 分 問 題(knapsack
sharingproblem);max-minO-1ナッ プ サ ッ ク 問 題(max-min
O-1knapsackproblem)
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1は じめに
古典的な組合せ最適化問題である0-1ナップサ ック問題(以 下,簡 単の為
KPという)は,1970年代か ら盛 んに研 究されて きた.KPは,唯 一の制約条
件 しか持たない整数計画問題の形 をしてお り,一見容易に解 き得るように思え
るが,実 はNP困 難な問題であることは良 く知られている.さ て,KPで は,
価値 と重量なる二つの属性を持つい くつかの項(品物)と,それ らを運ぶ為のナ
ップサ ックが与えられる.但 し,ナ ップサ ックには重量制限があり,すべての
項を運べる訳ではない.こ の制約の下,そ の価値の総和を最大にする項の組合
せを見つけることが,KPの 目的である.KPは,次 のように定式化される:
(KP)最 大 化
制約条件
Σ 解 ゴ
ゴ∈N
ΣW」X」 ≦6
ノ∈N
C」∈{0,1},ゴ∈N.
本稿 を通 じて,N:={1,2,_,nlであり,〃が項数を示す ものとする.吻,Wyを
それぞれ,項ブ(∈N)の価値,重量と呼ぶ.cはナップサックの重量制限を示 し,
0-1変数 勿が,項 ブの選択(吻=1)/非選択(錫=0)を示す.KPで は,選 択可能
な項のみを対象 とす る為に,す べ ての項ブの重量についてWy≦cを,先 に述
べたように,問 題自体 を意味あるものにする為 に Σブ∈lvWj>cを前提 とする
のが通例である.KPの詳細 については,例 えば,MartelloandToth[5]を参
照 されたい.
このKPに 拡張を施 した問題 は,数 多 く存在する.そ の特殊 な場合 として
KPを含むが故 に,KPを拡張 した問題はすべてNP困 難であ り,一般に容易 に
は解 き得ない.本 稿で は,KPの拡張の中で も特 に,特 徴的なmaximin型の
目的函数(あ る集合の中の最小値を最大化する)を 持つ二つのナップサック問
題に焦点を当て,こ れまでに公刊 された文献をもとに,そ れらを概観する.一
つはナップサ ック配分問題,も うひとつはmax-minO-1ナップサ ック問題で
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ある.後者は前者の拡張であ り,後者の前者からの具体的な構成法にも言及す
る.
2ナ ップサ ック配分問題
本 節 では,ナ ップサ ック配分 問題(KnapsackSharingProblem,以下KSP
とい う)を 紹介 する.KSPは,次 の式 で与 え られる:
(KSP)最大 化
制約条件
minΣ ,P」X,
1≦k≦7ゴ ∈…Nk
ΣW」X」 ≦c
ゴ∈N
.r・」 ∈{0,1},ブ ∈N
ア
uNk=瓦Nk∩Nl=e,k≠1.
k=1
(1)
(2)
(3)
(4)
KSPで は,KPの 定義 に加 えて,〈4):項の集 合Nを,rヶ の排 他的 な クラス に
分割 す る.そ の上 で,(1):選択 した項 の価 値 の和 をク ラス ご とに算出 し,そ の
中の最小値 を最大化 す る,と い う点 がKPの 拡張 となってい る.実 際,r=1,
i.e.クラス が唯一 の時,KSPはKPに 一一ikする.こ こでは簡単 の為,c及 びす
べ ての 勿,吻 は正 の整 数 と仮定す る.
例1.500円玉一つ持って,学食に行 くとする(c=500).各品 目ブは,赤,緑,
黄 の食品群 に分け られてお り,そ の指数は勿 であるとす る.但 し,各 品
目は唯一つの群 にのみ属するとする.ま た,各 品目には値段 吻 円も与 え
られている.こ こで,500円以内で選択 した品 目から算出した三つの指数
それぞれの合計の内,最 小 のものを最大にするのがKSPである.大 雑把
に言えば,ど れか一つの群の指数の合計のみが突出しても最適解にはな り
得 ない.バ ランス良く品目を選び,赤,緑,黄 全体を底上げするのが肝要
である.
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Qui・.KSP(1)一(4)で,Σ:。、minブ∈疏 吻>cの 時,最 適値 はい くらになるか?
一般に,分枝限定法を適用するにあたって,線 形緩和問題(連 続緩和問題 と
もい う)を解 くことの重要性 は,論 をまたないだろう.KSPの線形緩和問題,
即ち,0-1条件(3)を0≦η≦1に 緩めた問題は,如何 にして解けばよいのであ
ろうか.以 下では,Yamadaetal[8]に沿って,KSPの線形緩和問題への解法
を概説する.以 降,KSPの線形緩和問題をC(KSP),その最適値を2で示す.
まず,各 クラス κについて次の問題を定義する:
最 大 化
制約条件
Σ 鋼 ゴ
ゴ∈Nk
ΣW」X」 ≦ck
ゴ∈隔
0≦vノ ≦三1,ブ ∈Nk.
(5)
問題(5)の最 適値 を,重 量 制限ckに 依 存 す る とい う意味 で,訪(ck)と書 く.
以 下,勝 手 な ク ラス んに属 す る 二 つ の項 ゴ,ブ∈照 につ い て,ゴ<ブ な らば
鳶/吻 ≧ 勿/吻 が成 立 して いる もの と仮 定 す る.こ の仮 定 の下 で は,問 題(5)
の最適値,即 ち,良 く知 られ たDantzigの上 界(Dantzig[1])は,即座 に求
まる事 に注意 されたい.
今,五:=min1≦底 。Σブ∈N、動 と置 く.容 易 に分 か る よ うに,KSPの 最適 値
は,こ の 五を越 えない.こ こで,各 ク ラス んにつ いて,ン(・)=ガ を満 たす重
量 評(p)を 考 え た 時,即 ち,ノ(τ ん例)=ラ(1≦k≦r)と し た 時:
Σ ζ.〆 ⑳ ≦6で あ る な ら,PがC(KSP)の 最適 値 とな る;Σ1-、r%)>cの
時,明 らか に 乏く ガで あ り,ま た,最 適 値 乏を与 える各 クラスへ の重量 配 分
(Ei,i2,_,iつについて,次 が成立す る.
ノ(Ek)=2,k=1,2,_,r
??
???
?
(6)
(7)
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直観的に言えば,(6):あるクラスで価値の総和が2よ り大きいならば,そ の差
を与える重量分だけ,す べてのクラスに配分 し直 して底上げを行なうことで,
また,(7):各クラスに配分 し終った後の重量に余 りがあれば,そ の分だけ再配
分し,結 局どち らの場合 に於いても,最適値 を2よ り大 きくできてしまう.こ
の(6)一(7)を満たす2を線形時間で求める解法 については,Kunoetal[4]にあ
る.以 上で,KSPの線形緩和問題の最適値が求まる.KSPへ分枝限定法 を適
用するにあたっての詳細,即 ち,初 期暫定値(解)の求め方,分 枝変数の選択等
は,[8]を参照されたい.
さて,従 来の分枝限定法 と線形緩和問題 による枠組以外 に,KSPの最適値
を求める術はない ものだろうか.本 節の残 りでは,[8]の後半で提案された効
率的なKSPの最適値の求め方を,少 し詳 しく解説する.
以降,KSPの最適値をz*で示す.まずはじめに,任意の整数g≧0に ついて,
z*≧zと
Σlb」xブ ≧z,k=1,2,…,ノ
ゴeNk
2]w」x」≦6
ゴ∈…N
C」∈{0,1},ブ∈1>
(8)
が実行可 能解 を持つ(feasible)ことは同値 で ある事 に注 意す る.何 となれ ば:
ノ≧gな らば,z*の最 適性 か ら,(8)は少 な くとも一つ の実 行可 能解,即 ち,
Z*を与 え る解 を持つ;逆 に,(8)が実行 可 能解 を持 ち且 つz*<gな らば,z*の
最適性 に反 す る.以 降,(8)が実行可能解 を持つ時 のzを,到 達可能(attainable)
と呼ぶ.明 らか に,到 達 可 能 なzの 最 大 値 がz*を与 え る.以 下,任 意 の整
数z≧0の 到達可 能性 を判 定す る方法 を示す.
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まず,各 クラス んごとに次の問題を定義する:
最 小 化
制約条件
Σ"両
ノ∈Nk
ΣPゴxゴ ≧z
ブ∈砺
」C」∈{0,1},ブ ∈N,.
(9)
この問題(9)の最適値 を評(z)と書 く.換 言すれば,ク ラスkに ついて,価 値
の和をz以上 に保つ為の最小の重量和が評(g)である.こ こに,zの到達可能
性は次 と同値である.
プ
Σc*k(2)≦c
k=1
つまり,`を各クラスに,そ の価値の和をz以上に保つ為の最小の重量和分だ
け配分可能であれば,zは到達可能である.ま た,(9)でヵ:=1一乃 とおけば,
(9)は
最 大 化
制約条件
Σ ωゴッゴー Σ ωノ
ゴ∈Nkゴ ∈ハrk
Σ 鯛 ≦Σ為一2
ゴ∈Nkゴ ∈Nk
巧 ∈{0,1},ブ∈N,
な るKPに な るので,(9)の上/下 界 は苦労 な く求 ま る(例 えば,Martelloand
Toth[6]の第2節 参 照).こ こで,各 クラスkそ れ ぞれについ て求 めた(9)の上
界 評(z),下界gk(2)について:Σ1.、Ek(z)≦cであれば2は 到 達可能 であ り,
Σ:一、gk(Z)>Cであ れ ば到 達不 可能 であ る と言 え る;ど ち らで もな い場 合,
残 念 なが ら各 クラス それ ぞれ につ いて,与 え られたzを 入 れた(9)をexactに
解かねばならない.尤 も,Σ 益、評(z)>c(〆<r)になった時点で打ち切 って
構わない.以 上により,任意の整数g≧0の到達可能性が判定可能であること
が示された.
さて,到 達可能/到達不可能な二つの組{2L,ZR}(2L+1<ZR)を考える.ま
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ず,C(KSP)の最適値2に ついて,「訓 は到達不可能であるとし,2Rの初期値
とする1.次に,何 らかの形で到達可能な2Lを得たとする.こ の時,任 意の整
数2≧0の到達可能性は上記の事から判定可能であるので,二 分探索によって
KSPの最適値を求める事が出来 る.ZLの初期値2等,詳 しくは[8]を参照 され
たい.
3Max-minO-1ナ ッ プサ ック問 題
本 節 で は,max-minO-1ナップサ ック問 題(max-minO-lknapsackprob-
1em,以下MNKと い う)を 紹 介す る.KPで は項 の価 値 勿 は恒 久 的であ った
が,未 来 に対 して複数 の局 面(シ ナ リオ)を 設定 し,項 そ れぞれの各局面 下で
異 な る価値 を考慮 す るのがMNKで ある.MNKは,Yu[9]に よって提 案 され
た.[9]では,分 枝 限定法+最 良優 先探索 による解法 も,合 わせ て提 案 されて
いる.MNKは,次 の式 で与 え られ る1
(MNK)最 大 化
制約条件
聖嚥 醐
ΣW」X」 ≦c
j∈N
xノ∈{0,1},ノ∈N,
(10)
(11)
働
こ こに,Sは シナ リオ の集合 であ る.各 項 ブ∈Nは 重 量Wjを 持 ち,シ ナ リオ
s∈Sの下で価値 培 を持 つ.加 えて,す べ ての 培 及び 吻 は正 で ある と して一
般性 を失 わない.ま た,lSl=1,i.e.シナ リオが唯一 つ の時,MNKはKPに
1注:[8]では,乏を9Rの初期値 としているが,ZR-ZL=1をループの終端条件
としている事等か ら,鞭 の整数性 を仮定 しているはずである。 よってここでは,乏
で はな く1訓とした.「刻=2の 時,ii?]は到達可能 となる可能性のある事に注意 された
い.ま た[8]で,手続 きBinary-Searchのループ処理の前 に,ZR一範 ≦1を見るべ き
であろう.
2[8]に従ってZLの初期値 を計算するの と,ZL:=0として二分探索 をいきな り
始めるのと,実 際には どちらが速いだろうか?
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一致する.目 的函数 働 の意味する所は,す べてのシナリオでそれぞれ計算 し
た中での最小の価値の総和 を最大にする項の選択 を求めよ,ということである.
大雑把に言えば,KSPと同様,あるシナリオに於ける価値の総和が突出 しても,
最適解 にはなり得 ない.
例2.項 数5,二 つ の シ ナ リオ か ら な る 簡 単 な例 を掲 げ て お く.各 項
ブ∈{1,2,_,5}につ き,重 量Wj及 び シナ リオs∈{1,2}の下 で の価 値 拶 は
次の よ うに与 え られる とす る:
ブ 12 3 4 5
祝ケ 337 84 30 99
1"
y 1622 12 73 106
2"
ブ 39101 4 34 94
加 えて,重 量 制 限c=126とす る.例 えば,選 択{1,3,4}はナ ップサ ック
に入 り,vl+v§+遍=101>77・=vi+v§+vZより,そ の最 小 の価 値 の総和
は77で あ る.選 択{1,2,3}は,最小 の価 値 の総 和 が50で あ るので,な
お悪 い.こ の例で は最適値 は122であ り,そ れ を与 える最適解 は{1,51で
ある.
先 の例1で,一 つ の品 目が唯一つ の食品群(赤,緑,黄)に のみ属す る と
い うの は,現 実 にそ ぐわない.各 品 目につい て,赤,緑,黄 三つ の群 それ
ぞれ に指数 を持たせ る ことが よ り好 ま しいが,こ れ はMNKを 用い れば定
式化 で きる.つ ま り,赤,緑,黄 それぞれの群 を一つの シナ リオ とす れば
良い.
さて,前 節で も言及 したように,一般にナ ップサ ック問題に分枝限定法を適
用するにあたっては,元 の問題及びその部分問題(分 岐の過程で現れる,あ る
項の組の選択/非選択を決定する事により,対象 とする項数を少な くした問題)
の線形緩和問題 を解いて上界 を求めるのが常道であるが,MNKの 線形緩和間
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題 の最適値 は,KPに 対す るDantzigの上界の ように容易 に求 ま りそ う もない.
実 は,[9]では,線 形緩 和 では な くsurrogate緩和 が用 い られ てい る.MNKの
surrogate緩和 問題 は,[9]で示 された ように,KPと して書 ける:
ZU(μ)=maxΣ 汐ノ(μ)・X」,V」(μ)=Σμ。拶
Xゴ ∈NS∈S
制約条件 Σ 鵬 動
ゴ∈N
(13)
μ、≧o(s∈s),Σ μ。=1
s∈s
x,∈{0,1},ブ∈N.
緩和 問題 ⑯ に関 しては,如 何 に して 御(μ)を小 さ ぐす る ように,乗 数ベ ク ト
ル(μ,)。∈sを決 め るかが本 質で ある.[9]では,劣 勾配(subgradient)法を用
いて,そ の繰 り返 し処 理の過程 で乗数ベ ク トルを徐 々に強化 してい く手続 きが
提 案 されて い る.そ の手続 きか ら出力 され るMNKの 上/下界 は非常 にtightで
あ り,特 筆 に値す る.ま た,乗 数ベ ク トル(μ、),∈sにつ いて Σ、∈sμ、=1を仮
定す れば,ラ グ ラ ンジュ緩和 か らも ⑯ と同一の式 を導 ける ことを付 言 してお
く(lida[2],p.5参照).
加 えて,MNKへ のgreedy法の適 用 に関す る記述 が,[2]にあ る.KPに 対
しては,greedy法はか な り良 い下 界 を与 え る こ とが知 られ てい るが,MNK
に対 して良好 な結果 は得 られてい ない([2]のTable2と[9]のTable皿中 の2L
を比較 された い).こ れ は,KPの 勿/〃ブに相 当す るよ うな,MNKに 於 け る項
の重要 度 一efficiency一を示 す尺 度 を与 え得 ない事 に起 因す る と思 われ る.さ
らに,⑬ の乗数 ベ ク トルの決 め方 に関す る一 考察が,Iida[3]にあ る.残 念 な
が ら,[9]で提案 された それ ら程tightな上/下界 を得 るまでには至 っていない.
話か わって,こ れ は[9]にも少 し言及 され ている ことだが,例1,2か らも分
か る よう に,MNKはKSPの 拡 張 と考 える事 が 出来 る.以 下 で は,KSPか ら
MNKを 具体 的に構 成 して み よ う.KSP(1)一(4)からMNK㈲ 一働 を次 の よう
に構 成す る:
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Sニ{1,2,_,r}
房一{駕:盤
即ち,KSPの一クラスをMNKの 一シナ リオに対応 させ るのである.あ るク
ラス∫に属する項 ブ(∈ハ馨)は,対応するシナリオ∫でのみ価値勿 を持つとする.
この時,KSPの目的函数は
恕 黒鍋 一鯉/～諦+馳}一 躯癖 賜
であ り,確 かにMNKの目的函数 として書ける.以 上の事か ら,KSPをMNK
の枠組で解 く事が可能 となる.しか し,KSPは既に高速に解ける問題であり,
MNKと して解 くメリッ トは無いであろう.
以上,KSPからMNKへ の変換 を与えたが,も しこの逆変換 を与えること
が出来れば,MNKを解 くのに有望な枠組 となるであろう事は想像に難 くない.
MNKか らKSPへの変換,即 ち,情 報量のよ り少ない方への変換 など存在 し
ない と決めつけるのは早計である.実 際,KPの 拡張であるcollapsingknap-
sackproblem(CKP)から へ の変換 を定義 し,KPの枠組でCKPを解 いた
例 もある(Pferschyetal[7コ).
4お わりに
本稿 では,0-1ナップサ ック問題の数あ る拡張の中で も特 に,特 徴 的な
maximin型の目的函数 を持つ二つのナ ップサ ック問題を概観 した.一 方の
KSPは非常に良 く研究されてお り,n=10000,r=10程度のかなり大規模な問
題で も,実 用時間以内に解ける事が示 されてい る.他 方,MNKはn=60,
IS1=30までの実績 しかな く,よ り大規模な問題をより速 く解 ける可能性を秘
めているもの と思われる.と は言え,本 文中で述べたように,こ の問題の提案
者 自身によって提案された上/下界は非常 に強力であ り,こ れを打ち破るのは
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至難の技であろう.と まれ,MNKに 関 しては今後の発展が期待 されるところ
で ある.無 論,KSPの 研 究 も終 った訳で はない.
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