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CAPITOLO 1. LO STUDIO HBSC
In questo capitolo verrà presentato lo studio HBSC ( Health Behaviour in School-aged Children),
le  metodologie  utilizzate,  le  finalità  e  le  tamatiche  indagate.  Sarà  poi  descritto,  brevemente,  il
motivo  per  cui   risulta  essere  importante  l'indagine  su ragazzi  in  età  scolare.  Il  lavoro  prende
origine, infatti, dai dati raccolti dai ricercatori di tale studio nella regione Valle d'Aosta.
1.1. Introduzione
Lo studio HBSC (Health Behaviour in School-aged Children, Comportamenti collegati alla salute in
ragazzi  di  età  scolare),  è  uno  studio  multicentrico  internazionale  svolto  in  collaborazione  con
l'Ufficio  Regionale  dell’Organizzazione  Mondiale  della  Sanità  per  l'Europa.  Questo  mira  ad
indagare molteplici  aspetti  della  vita  di  ragazzi  in  età  11,  13,  15 anni,  focalizzando la  propria
attenzione sulla salute, intesa in senso ampio e non solo come salute fisica, aumentando così la
comprensione sui fattori e sui processi che possono influenzarla.
Il  progetto HBSC si è  inserito  con uno studio basato sulla statistica  in un ambito  più
comunemente studiato in modo psicologico. La presenza di solidi dati quantitativi permette di avere
una base salda da cui partire con analisi di tipo psicologico e sociale per agire direttamente sul
campo o per sviluppare solide teorie sull'argomento.
Il progetto HBSC è stato promosso nel 1982 da Inghilterra, Finlandia e Norvegia e oggi
conta  43  paesi  partecipanti.  All'indagine  2010  hanno,  infatti,  partecipato  43  paesi:  Finlandia,
Norvegia, Austria, Belgio (francese), Ungheria, Israele, Scozia, Spagna, Svezia, Svizzera, Galles,
Danimarca,  Canada,  Lettonia,  Polonia,  Belgio  (fiammingo),  Repubblica  Ceca,  Estonia,  Francia,
Germania,  Groenlandia,  Lituania,  Russia,  Repubblica  Slovacca,  Inghilterra,  Grecia,  Portogallo,
Repubblica di  Irlanda,  USA, Macedonia,  Paesi  Bassi,  Italia,  Croazia,  Malta,  Slovenia,  Ucraina,
Bulgaria, Islanda, Lussemburgo, Romania, Turchia, Albania, Armenia. (www.Hbsc.org)
L'Italia è entrata a far parte attivamente di questo studio nel 2000.  
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FIGURA 1.1. Mappa dei paesi partecipanti allo studio HBSC per anno d'entrata
1.2. Finalità
L’obiettivo principale è quello di aumentare la comprensione di quei fattori e di quei processi che
possono  determinare  degli  effetti  sulla  salute  e  conseguentemente  sul  benessere  e  su  alcuni
atteggiamenti degli adolescenti. Bisogna porre però un'attenzione particolare al concetto di  salute,
questa infatti deve essere considerata nella sua accezione più ampia,  comprendente non solo gli
aspetti  fisici,  ma  anche  quelli  sociali  ed  emozionali,  considerandola,  quindi,  come una  risorsa
fondamentale per tutti gli aspetti della vita quotidiana. Infatti la salute è il risultato di atteggiamenti
e comportamenti individuali e di variabili sociali, ambientali, economiche e sanitarie, dove l’aspetto
sanitario interagisce solo per una piccola parte; diventa pertanto necessario vedere la salute dei
giovani in un contesto più ampio e condiviso. Tale concetto sottintende l’adozione di un approccio
multidisciplinare per la comprensione dei meccanismi di determinazione dello stato di salute, che
tenga conto sia della sua multifattorialità, sia della interrelazione tra le diverse dimensioni che la
compongono (Currie et alii, 2010).
La ricerca sulla salute dei ragazzi e sui fattori che la influenzano è essenziale per lo sviluppo
di  attività  di  educazione  sanitaria  efficaci  e  può  contribuire  alla  promozione  ed  attuazione  di
politiche  sociali  che  indirizzino  verso  l’adozione  di  comportamenti  positivi  e  scoraggi
comportamenti a rischio. Per queste ragioni la ricerca deve considerare sia le dimensioni positive
della salute, come la scuola, la famiglia e i pari, così come eventuali comportamenti o fattori di
rischio  conosciuti,  quali  l'assunzione  di  alcol,  di  fumo  e  il  gambling.  Al  fine  di  comprendere
pienamente i fattori che influenzano la salute e i comportamenti ad essa collegati nella popolazione
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adolescente,  è fondamentale esplorare sia il  contesto relazionale all’interno della  famiglia  e del
gruppo di pari, sia la condizione socio-economica nella quale crescono i giovani. La comprensione
di tali fattori è anche indirizzata a creare una solida base teorica che tracci una linea guida per
decisioni  future  in  situazioni  analoghe.  Fondamentale  è  anche  il  compito  di  monitorare  e
confrontare i livelli di indicatori nei vari paesi così da poter, unendo dati reltivi alle caratteristiche di
questi, comprendere a fondo come le caratteristiche macro del paese influenzino a livello micro gli
individui. Gli utilizzatori dei risultati ottenuti non sono solamente il mondo accademico e i policy
maker,  ma  più  ampliamente  i  media  e  il  grande  pubblico  in  genere,  in  modo  da  favorire  una
crescente attenzione sui risultati ottenuti e sugli eventuali problemi rilevati.     
 
1.3. Popolazione obiettivo e  Tematiche indagate
La popolazione obiettivo dello studio HBSC sono i ragazzi e le  ragazze in età scolare (11, 13 e 15
anni). Questa fascia di età rappresenta l’inizio dell’adolescenza, una fase di forti cambiamenti, nella
quale si  prendono importati  decisioni  che influenzeranno fortemente il  prosieguo della  vita. Le
tematiche toccate dallo studio risultano essere molteplici,  esse però possono essere suddivise in
quattro aree (www.hbsc.com)  :
• Comportamenti legati alla salute: in quest'area vengono approfonditi comportamenti che il
campione assume e che influenzano la sfera della salute fisica sia nel bene che nel male. In
essa troviamo domande  sull'igiene orale quotidiana, sul consumo di cibo (frutta, verdura,
bibite  zuccherate,  dolciumi  ecc.),  su  comportamenti  a  rischio  quali  rapporti  sessuali,
consumo di alcol,  di  sigarette,  di  cannabis,  sull'  attività  fisica e  sedentarietà  e  infine su
infortuni e violenza (bullismo agito e subito). 
• Risorse Individuali e Sociali:  cioè quelle risorse che possono influire positivamente   sui
livelli di salute presente e futura.  Le domande hanno lo scopo d'indagare l'immagine del
corpo  percepita  dal  soggetto,  le  capacità  utili  alla  salute  (autostima,  problem-solving,
gestione dello stress, ecc.), la composizione del nucleo famigliare, il rapporto che l'individuo
ha con gli altri  negli ambiti della propria vita (famiglia, amici, compagni e insegnanti) e la
gestione del tempo libero.      
• Conseguenze in termine di Salute:  I risultati  evidenti  nello stato di salute dell'individuo,
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dovuti  all'assunzione  di  determinati  comportamenti  o  al  presentarsi  di  determinate
situazioni. Le domande sono quindi volte ad indagare le condizioni di salute unitamente alla
presenza di evenuali  sintomi,  l'indice di massa corporeo (tramite le domande sul peso e
altezza), la qualità della  vita,  lo stress dovuto al  carico di lavoro scolastico,   l'eventuale
presenza di malattie croniche e l'assunzione di farmaci.
• Fattori  Socio-Culturali:  l'insieme  degli  elementi  che  caratterizzano  l'ambiente  sociale  e
culturale in cui l'individuo è inserito. Le domande indagano le condizioni socio-ecnomiche
della famiglia d'origine (titolo di studio dei genitori, livello di consumi, numero di macchine
possedute ecc) e l'ambiente abitativo e urbano in cui l'individuo si muove.
1.4. Motivi per lo studio dell'adolescenza
L'Organizzazione  Mondiale  della  Sanità  definisce  l'adolescenza  come  "quel  periodo  della  vita
dell'individuo  il  cui  inizio  coincide  con  la  comparsa  dei  primi  segni  morfo-funzionali  e/o
psicosociali di maturazione puberale e il cui termine sopravanza la conclusione della pubertà stessa
identificandosi con l'arresto dell'accrescimento somatico vale a dire con la conclusione di quella che
comunemente viene definita l'età evolutiva" (www.oms.int). L'adolescenza risulta quindi una fase di
transizione dallo stato infantile a quello adulto. Normalmente si parla di adolescenza per il periodo
che va dagli 11 ai 18 anni, ma di fatto i limiti non sono definiti strettamente e possono variare da un
individuo ad un altro,  di  fatto l'indagine,  mirando ad età comprese tra 11 e 15 anni,  prende in
considerazione  la  prima adolescenza.  E'  proprio  nella  definizione  di  adolescenza  come fase  di
transizione che si riconosce l'importanza dello studio di questo periodo della vita, in essa infatti si
lasciano alle spalle i comportamenti tipicamente fanciulleschi per assumere gradualmente quelli che
caratterizzeranno l'individuo adulto. Si determinano, quindi, in questa fase gli atteggiamenti che
verranno adottati  in età adulta (Blos, 1966). Di conseguenza lo studio dei comportamenti  degli
adolescenti risulta essere utile nella previsione di un futuro prossimo, quando gli individui studiati
raggiungeranno lo stato di maturità ed entreranno a tutti gli effetti nella società.        
Altro aspetto che bisogna considerare nello studio dell'adolescenza è l'incostanza e i forti
cambi  d'umore  che  ne  derivano  "I giovani  hanno  forti  passioni  e  tendono  a  soddisfarle
indiscriminatamente  [...]  sono mutevoli  e  incostanti  nei  loro  desideri,  che  sono violenti  finchè
durano, ma che presto scompaiono. Essi amano troppo e odiano troppo e fanno lo stesso in ogni
altra  cosa"  (Aristotele,  IV a.C.),  i  dati  rilevati  devono quindi  essere  filtrati  poichè  nel  periodo
adolescenziale spesso è tutto nero o tutto bianco, si tralascia quindi una scala di grigi che risulta di
                                                                                                                                                  4    
importanza critica  a  livello  di  studio.  Agire  su ragazzi  di  questa  età  tramite  politiche giovanili
adeguate,  che  il  tipo  di  studio  intrapreso  in  questo  lavoro  può  indirizzare,  risulta  quindi
fondamentale per indicare la via da percorrere: è infatti un obbligo morale della generazione attuale
quello di partecipare attivamente e al meglio nella formazione di coloro che un domani formeranno
e reggeranno la società.
1.5. Metodologia di ricerca
La  raccolta  dei  dati  avviene  ogni  quattro  anni.  Lo strumento  utilizzato  per  la  questa  è  un
questionario autocompilato somministrato ai ragazzi di 11, 13 e 15 anni, nelle classi campionate
delle scuole e degli istituti. Il campionamento viene effettuato per classi e non per individui tramite
un campionamento a grappolo (cluster),  ciò implica che a tutti  i  componenti  della  classe verrà
distribuito il questionario (Kuntsche et alii, 2009). Questo è composto da una parte comune e da un
numero  variabile  di  sezioni  di  approfondimento  facoltative  che  ogni  paese  partecipante  può
scegliere di utilizzare in relazione a particolari interessi di ricerca a livello nazionale. Viene inoltre
utilizzato un protocollo comune in tutti i paesi che viene discusso e aggiornato dal gruppo di ricerca
internazionale.  Questo descrive le modalità di  svolgimento dell’indagine, fornisce le indicazioni
circa le regole da seguire e le procedure di codifica dei dati raccolti. Tale protocollo è la condizione
necessaria utile a garantire il confronto tra i risultati dei diversi paesi partecipanti all’indagine, sia
sulla trasversalità che sulla longitudinalità dell’indagine. Ogni paese partecipante si fa carico della
produzione,  distribuzione e raccolta  dei  questionari  e  della  successiva imputazione dei  dati.  La
pulizia e la codifica dei dati raccolti viene, invece, effettuata a livello centrale trasversalmente per
tutti i paesi.                                                                                                          
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CAPITOLO 2. CASO DI STUDIO: L'INDAGINE HBSC IN VALLE D'AOSTA
In questo capitolo si andrà dapprima ad introdurre il caso di studio, le motivazioni da cui prende
origine, gli obiettivi che si pone e le modalità adottate nella raccolta dati. Si scenderà, poi, nello
specifico descrivendo il campione ottenuto, le variabili d'interesse e le operazioni iniziali di pulitura
e ricodifica che hanno portato ad avere un unico dataset , sul quale impostare il lavoro successivo.
2.1. Presentazione e motivazioni
La  Regione  autonoma  Valle  d’Aosta  ha  aderito  nel  2009  allo  studio  internazionale  Health
Behaviour in School-aged Children, e ha sviluppato attorno ad esso un programma incentrato sulla
salute  dei  giovani  in  età  scolare.  I  dati  dello  studio  HBSC   permettono  di  avere  un  quadro
complessivo sullo stato di salute e sugli stili di vita dei giovani  e rappresentano un passo in avanti
del  sistema  socio–sanitario  regionale  valdostano  verso  il  processo  di  confronto  con  realtà  ed
esperienze di altri sistemi sanitari e sociali dell’Europa e degli Stati Uniti. Poter disporre di dati
regionali che interessano una fascia d’età tra 11 e 15 anni costituisce un importante strumento di
pianificazione  e  sviluppo  di  politiche  per  la  salute,  viene  inoltre  offerta  agli  amministratori  la
possibilità  di  verificare se le azioni intraprese hanno sortito gli  effetti  desiderati  (HBSC group,
2011).
L' analisi si è sviluppata parallelamente su due fronti:
• Il primo su cui il mio stage si è basato e che ha come committente la regione Valle d'Aosta,
aveva  l'obiettivo  di  fornire  un  quadro  complessivo  dello  stato  di  salute  dei  giovani
valdostani. Ciò ha implicato un'analisi dei trend temporali presenti nelle numerose variabili
rilevate  e  una  più  approfondita  analisi  condotta  con  modelli  di  regressione  lineare  per
individuare  la popolazione che risulta più a rischio nei diversi aspetti indagati e i fattori che
più influenzano la variabile indipendente. Tale obiettivo si inserisce nella più ampia finalità
di contribuire alla costruzione in modo integrato di politiche giovanili strutturate sui reali
bisogni dei giovani, legati al loro contesto di vita, dove la scuola rappresenta sicuramente un
ambito di lavoro importante. Tale lavoro di stage comprendeva  266 variabili d'interesse
rilevate tramite il questionario.
• Il secondo ha come principale obiettivo un'indagine approfondita di pochi aspetti che sono
stati ritenuti interessanti (lo stress dovuto al carico scolastico, il bullismo subito, la dieta e la
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percezione della propria salute). Tale indagine utilizza i Generalized Mixed Effect Model, i
quali permettono un livello d'indagine più approfondito. Essi infatti permettono di gestire la
dipendenza dei dati raccolti, essendo questi raccolti tramite un campionamento delle classi e
non dei singoli individui. 
In questo lavoro verranno approfonditi i metodi utilizzati per l'analisi dei dati, analizzando
anche le possibili interpretazioni dei risultati ottenuti. Non verranno fornite, però, analisi di tutte le
variabili rilevate, utili per fini psicologici e di azione sul campo delle politiche giovanili ma meno
per i fini metodologici di questo lavoro. 
2.2. Il questionario
Lo strumento utilizzato per la raccolta delle informazioni è un questionario elaborato dal gruppo 
di ricerca multidisciplinare e internazionale all'interno dello studio HBSC, parzialmente integrato da
alcune domande relative a fumo, alcol e nel 2014 gambling (gioco d'azzardo) inserite su iniziativa
del gruppo nazionale di coordinamento. Il questionario comprende sei sezioni (Currie et alii, 2010)
riguardanti: 
• dati anagrafici (età, sesso, struttura famigliare); 
• classe sociale (occupazione e livello di istruzione dei genitori); 
• indicatori di benessere percepito (stato di salute e di benessere); 
• autostima (valutazione del proprio aspetto fisico e del grado di accettazione di sé); 
• rete di sostegno socio-affettivo (rapporto con i genitori, i coetanei, l’ambiente scolastico); 
• comportamenti  collegati  alla  salute  (attività  fisica e  tempo libero,  abitudini  alimentari  e
igiene orale, alcol e fumo). 
In esse sono inserite le 266 variabili oggetto d'indagine. Ai quindicenni è stato inoltre somministrato
un questionario contenente domande relative all’uso di sostanze stupefacenti e al comportamento
sessuale.  Il  questionario  è  stato  precedentemente  validato  dal  gruppo  di  ricerca,  è  quindi  uno
strumento verificato atto a misurare le variabili oggetto d'indagine. Tale processo di validazione
consiste  nell'esaminazione  dei  vari item  da  parte  di  esperti  nel  settore  indagato,  tale  processo
talvolta precede una fase di verifica del questionario in piccola scala. I questionari sono anonimi e
auto-compilati dai ragazzi. Questi sono stati somministrati nelle scuole degli insegnanti, che hanno
ricevuto informazioni opportune sulle procedure da seguire. Inoltre è stata effettuata una  raccolta
dei  dati  relativi  all’istituto  scolastico  di  afferenza  del  campione  di  ragazzi  con  l’obiettivo  di
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migliorare l’analisi e la comprensione dei dati raccolti sui giovani studenti. 
2.3. Il campionamento
La procedura di campionamento ha seguito le linee guida tracciate a livello internazionale con 
l’obiettivo di selezionare un campione regionale rappresentativo della popolazione nelle fasce di età
considerate. Per la selezione dei soggetti è stato utilizzato un campionamento a grappolo (cluster) in
cui l’unità di campionamento primaria è costituita dalla classe scolastica, selezionata secondo un 
procedimento sistematico dalla lista completa e ordinata alfabeticamente delle scuole, pubbliche e 
private,  presenti  sul  territorio valdostano.  Le classi  sono state  stratificate  sulla  base del  livello,
distinguendo scuole medie inferiori e superiori. (HBSC Group, 2011)
2.4. Descrizione del campione
In questo paragrafo vengono presentate le principali caratteristiche del campione esaminato. 
Complessivamente sono state selezionate 216 classi, 119 per l'anno d'indagine 2010 e 97 per l'anno
2014. In totale i questionari completati ricevuti sono stati 3777, di cui 2043 per l'anno 2010 e 1734
per il 2014. E' utile sottolineare che la percentuale di rispondenza  per classe è del 100%, questo  è
un importante indicatore di processo, una percentuale molto alta oltre a garantire la rappresentatività
del campione dimostra l’efficacia delle fasi preparatorie dell’indagine. In tabella 2.1 è riportata la
distribuzione per genere, età  e anno d'indagine del campione oggetto di analisi. I dati sono poi stati
riportati nei grafici 2.1. Il campione sembra stabile prendendo in considerazione solamente l'anno
d'indagine, il genere e l'età , ci sono invece differenze in distribuzione di genere per i quindicenni
(46,05% i maschi) e gli undicenni (53,98% i maschi nel 2014). Tali differenze  non sembrano però
risultare un problema a livello d'indagine per quanto riguarda la rappresentatività del campione.
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TABELLA 2.1. Distribuzione del campione per anno d'indagine, età e genere
FIGURA 2.1.1.  Distribuzione del campione per genere ed anno d'indagine, n=3777
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Maschile % femminile % totale %
2010 1044 51,10 999 48,90 2043 54,09
2014 874 50,40 860 49,60 1734 45,91
TOTALE 1918 50,78 1859 49,22 3777 100,00
INDAGINE 2010 Maschile % femminile % totale %
11 352 52,62 317 47,38 669 32,75
13 379 52,79 339 47,21 718 35,14
15 313 47,71 343 52,29 656 32,11
TOTALE 1044 51,10 999 48,90 2043 100,00
INDAGINE 2010 Maschile % femminile % totale %
11 333 55,50 267 44,50 600 34,60
13 312 50,90 301 49,10 613 35,35
15 229 43,95 292 56,05 521 30,05
TOTALE 874 50,40 860 49,60 1734 100,00
entrambe      Maschile % femminile % totale %
11 685 53,98 584 46,02 1269 33,60
13 691 51,92 640 48,08 1331 35,24
15 542 46,05 635 53,95 1177 31,16
TOTALE 1918 50,78 1859 49,22 3777 100,00
FIGURA 2.1.2.  Distribuzione del campione per età ed anno d'indagine, n=3777
Altre due variabili,  che risultano essere importanti  per indagare la struttura del campione,  sono
l'area  geografica  dove  è  situata  la  scuola,  rilevata  per  coloro  che  frequentano le  scuole  medie
inferiori,  e  la  tipologia  di  scuola  media  superiore.  Queste  influenzano  notevolmente  gli
atteggiamenti assunti dai giovani, come vedremo in seguito.
Per quanto riguarda l'area geografica si hanno quattro modalità: Aosta, Periferia d'Aosta, Valle
Centrale e Valli Laterali, per la distribuzione si veda il grafico 2.2 e la tabella 2.2. Non si notano
particolari  differenze  se  non  un  lieve  spostamento  da  periferia  a  centro  città.  Specifichiamo
comunque  che  queste  variabili  non  hanno  alcun  significato  a  livello  di  migrazione  della
popolazione, infatti esse sono determinate dal campionamento.
TABELLA 2.2. Distribuzione dell'area geografica in cui è situata la scuola media inferiore e anno
d'indagine
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Aosta % periferia % valle % valli % totale
Aosta centrale laterali
2010 422 30,43 478 34,46 311 22,42 176 12,69 1387
2014 389 32,07 399 32,89 262 21,6 163 13,44 1213
TOTALE 811 31,19 877 33,73 573 22,04 339 13,04 2600
FIGURA 2.2. Distribuzione dell'area geografica in cui è situata la scuola media inferiore e anno
d'indagine, n=2600
Per quanto riguarda la tipologia di scuola media superiore e la sua locazione  si hanno tre  modalità:
Liceo Aosta, Tecnico/Professionale Aosta e Tecnico/Professionale Valli. Tale distinzione è dovuta
dall'assenza di licei nelle valli.  Per la distribuzione si veda la figura 2.3 e la tabella 2.3.
TABELLA 2.3. Distribuzione della tipologia di scuola media superiore e anno d'indagine
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Liceo % Tecnico/Prof. % Tecnico/Prof. % totale
Aosta Aosta Valli
2010 281 42,84 209 31,86 166 25,3 656
2014 276 52,98 128 24,57 117 22,46 521
TOTALE 557 47,32 337 28,63 283 24,04 1177
FIGURA 2.3. Distribuzione della tipologia di scuola media superiore e anno d'indagine, n=1177
2.5. Variabili misurate
Possiamo  distinguere  le  variabili  misurate  in  due  categorie,  quelle  che  noi  nei  processi  di
regressione  successivi  utilizzeremo  come  variabili  dipendenti,  e  quelle  che  useremo  come
indipendenti e quindi come regressori.
2.5.1. Variabili dipendenti
In questa sede mi limiterò ad indagare quattro variabili, che risultano essere interessanti nell'analisi
statistica che svilupperò nei prossimi capitoli, trascurerò quindi le definizioni delle altre centinaia di
variabili rilevate. 
Questo paragrafo servirà dunque ad introdurre le quattro variabili  d'  interesse,  fornendo le
distribuzioni. Su tutte le distribuzioni verranno evidenziate quelle con l'anno d'indagine.  
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2.5.1.1. Stress dovuto al lavoro scolastico
"Quanto ti senti "stressato" da tutto il lavoro che devi fare per la scuola?"
□ Per niente.
□ Un po'.
□ Abbastanza.
□ Molto.
Recentemente si è molto parlato dello stress dovuto alla  pressione scolastica, in questa letteratura si
inserisce il lavoro dello psicologo Torsheim, il quale ha dimostrato che questa variabile è fortemente
correlata con problemi di salute nel periodo della prima adolescenza (Torsheim & Wold, 2001). Si
nota  una  forte  inversione  di  tendenza  dal  2010  al  2014,  le  prime  modalità  infatti  risultano
fortemente superiori nel 2010 (+6,41% la prima, +9,06% la seconda), tale superiorità viene però
compensata nelle due modalità successive (-5,41% la terza, -10,06 la quarta). I rispondenti sono in
totale 3761 con una percentuale di risposta del 99,58%.
TABELLA 2.4.  Distribuzione Stress dovuto al lavoro scolastico e anno d'indagine.
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Modalità 1 % Modalità 2 % Modalità 3 % Modalità 4 % totale
per niente un po' abbastanza molto
2010 259 12,76 944 46,53 531 26,17 295 14,54 2029
2014 110 6,35 649 37,47 547 31,58 426 24,60 1732
TOTALE 369 9,81 1593 42,36 1078 28,66 721 19,17 3761
FIGURA 2.4.  Distribuzione Stress dovuto al lavoro scolastico e anno d'indagine, Stress dovuto al
lavoro scolastico e età, Stress dovuto al lavoro scolastico e genere, n=3761
Si nota una forte differenza nella distribuzione stress ed età, sembra infatti che al crescere dell'età  la
percentuale di rispondenti si sposti verso le modalità corrispondenti ad uno stress maggiore.
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Nella  distribuzione  per  genere  non  sembrano  esserci,  invece,  sostanziali  differenze,  tranne
nell'ultima  modalità  dove  risulta  esserci  una  percentuale  più  alta   (2,7% di  differenza)  per  le
ragazze.
2.5.1.2. Dieta
"In questo periodo sei a dieta o stai facendo qualcosa per dimagrire?"
□ No, il mio peso è quello giusto.
□ No, ma dovrei perdere qualche chilo.
□ No, perchè dovrei mettere su qualche chilo
□ Si.
Questa domanda unisce due aspetti di indagine fondamentali: la percezione del proprio corpo, e
l'assunzione di precauzioni se la visione di questo risulta negativa. In tali aspetti si uniscono quindi
due popolazioni a rischio potenziale, coloro che si vedono inadatti pur non essendolo, e coloro che
pur essendo sovrappeso non prendono seriamente la cosa non assumendo una dieta equilibrata.
Come vedremo tali dati subiscono una forte asimmetria per genere ed età. Ciò ci permette di
identificare una popolazione a  cui  si  possono indirizzare una formazione all'alimentazione.  Nel
2014 si nota un aumento di quasi il 5% di coloro che rispondono essere in dieta, tale aumento viene
bilanciato  da  una  diminuzione  di  coloro  che  affermano  di  non  aver  bisogno  di  una  dieta.  I
rispondenti sono in totale 3759 con una percentuale di risposta del 99,52%.
TABELLA 2.5.  Distribuzione dieta  ed  anno d'indagine
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modalità % m odalità % m odalità % modalità % totale
1 2 3 4
2010 1100 54,16 448 22,06 229 11,28 254 12,51 2031
2014 857 49,59 394 22,80 176 10,19 301 17,42 1728
TOTALE 1957 52,06 842 22,40 405 10,77 555 14,76 3759
FIGURA 2.4.  Distribuzione dieta ed anno d'indagine, dieta ed età, dieta e genere, n=3759
Si nota una  differenza nella  distribuzione stress  ed età  ,  sembra infatti  che i  giovani  d'età  11
adottino  meno le modalità 2 e 4 ma di più la modalità 1, in generale sembra che all'aumentare
dell'età diminuisca la percentuale di chi sente il proprio peso come "giusto" e che aumentino coloro
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che sono in dieta. Per quanto riguarda la distribuzione di genere, sembra che più  maschi si sentano
adatti  per  quanto  riguarda  il  peso,  è  anche  maggiore  la  percentuale  di  coloro  che  vorrebbero
ingrassare, tali differenze vengono equilibrate con una percentuale maggiore per le ragazze nelle
modalità 2 e 4.
2.5.1.3. Percezione della propria Salute
"Diresti che la tua salute è... ?"
□ Eccellente.
□ Buona.
□ Discreta.
□ Scadente.
Questa domanda sulla percezione del proprio stato di salute è importante, non solo perché riflette lo
stato di salute soggettivo, ma è anche correlato, come dimostrano numerosi studi, con indicatori di
salute più oggettivi, quali mortalità e morbosità, poiché generalmente, soprattutto tra gli adulti, chi
si sente peggio tende ad avere effettivamente una ridotta aspettativa di vita  (Idler, 1997; Burstroem
& Fredlund, 2001). 
Nel 2014 si nota una diminuzione di circa il 3,5% di coloro che rispondono di aver Buona
salute, tale diminuzione è compensata a favore delle modalità Eccellente (+1,95%) e dalla modalità
Discreta(+1,45%). I rispondenti sono in totale 3766 con una percentuale di risposta del 99,71%.
TABELLA 2.6.  Distribuzione salute  ed  anno d'indagine
                                                                                                                                                  17    
Modalità 1 % Modalità 2 % Modalità 3 % Modalità 4 % totale
Eccellente Buona Discreta Scadente
2010 659 32,35 1185 58,17 172 8,44 21 1,03 2037
2014 593 34,30 948 54,83 171 9,89 17 0,98 1729
TOTALE 1252 33,24 2133 56,64 343 9,11 38 1,01 3766
FIGURA 2.6.  Distribuzione dieta  ed  anno d'indagine, dieta ed età, dieta e genere, n=3766
Dalla distribuzione per età si può notare che le differenze interessano solamente le modalità 1 e 3,
coloro che hanno risposto "Eccellente" diminuiscono col crescere dell'età, tali differenze sono 
bilanciate da coloro che rispondono "Discreta" che aumentano con l'aumentare del tempo.
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Dalla  distribuzione di genere si evince una diversa distribuzione nelle prime tre modalità, di più
sono i maschi che hanno risposto la prima modalità, meno invece le due successive.   
2.5.1.4. Bullismo Subito
"Quante volte hai subito atti di bullismo a scuola nell'ultimo paio di mesi?"
□ Non sono mai stato oggetto di atti di bullismo nell'ultimo paio di mesi.
□ Una volta o due.
□ 2 o 3 volte al mese.
□ Una volta alla settimana circa.
□ più volte alla settimana.
Tale domanda viene preceduta da una definizione dello psicologo Dan Olweus: "Diciamo che uno
studente è oggetto di bullismo quando un altro  studente, o gruppo di studenti, gli fa qualcosa di
cattivo e spiacevole. Si tratta anche di bullismo quando uno studente, viene ripetutamente stuzzicato
in un modo che non gli piace, oppure quando viene escluso apposta. NON è bullismo quando due
studenti, che hanno più o meno la stessa forza o potenza, litigano o si picchiano. NON è nemmeno
bullismo  quando  uno  studente  viene  stuzzicato  in  modo  amichevole  e  per  scherzo"  .  Tale
definizione serve allo studente  per essere critico e saper distinguere, in modo autonomo, quale sia
un atto di bullismo e quale non lo è (Olweus, 1980)
Il bullismo, sia quello subito che quello agito, ha effetti a lungo termine sull'individuo. Le
vittime  di   atti  di  bullismo  subiscono  un'  ampia  gamma  di  problemi,  come  la  mancanza  di
adattamento alle situazioni, sensazione di inadeguatezza, problemi psicosomatici, ansia e talvolta
depressione (Sanità Roma, 2010). Tale dato risulta quindi fondamentale nell'indagare il fenomeno
del bullismo, per effettuare campagne di prevenzione e comprendere quali sono le popolazioni più a
rischio. 
Questa domanda affianca domande sulla modalità di  bullismo subito e la partecipazione
attiva ad atti  di  bullismo,  tale  gruppo di  domande permette  di  avere un quadro completo sulle
dinamiche di questo fenomeno.
Nel 2014 si nota una diminuzione del 6,10% di coloro che rispondono di non aver subito
bullismo nell'ultimo paio di mesi, tale diminuzione è compensata a favore delle altre modalità che
aumentano tutte in modo piuttosto netto. I rispondenti sono in totale 3745 con una percentuale di
risposta del 99,15%, piuttosto alta vista la difficoltà di trattare questo argomento sensibile.
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TABELLA 2.7. Distribuzione bullismo subito  ed  anno d'indagine
FIGURA 2.7. Distribuzione bullismo subito  ed  anno d'indagine, bullismo subito  ed  età, bullismo
subito  e genere, n=3745
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m odalità % m odalità % m odalità % m odalità % m odalità % totale
1 2 3 4 5
2010 1811 89,34 157 7,75 19 0,94 13 0,64 27 1,33 2027
2014 1430 83,24 186 10,83 42 2,44 30 1,75 30 1,75 1718
TOTALE 3241 86,54 343 9,16 61 1,63 43 1,15 57 1,52 3745
Dalla distribuzione per età si evince che una differenza è presente solamente nei quindicenni, essi
hanno  scelto  infatti  più  frequentemente  la  modalità  1  ("Non  sono mai  stato  oggetto  di  atti  di
bullismo nell'ultimo paio di mesi") e  meno frequentemente la 2 ("Una volta o due").
Dalla distribuzione di genere si può notare deboli differenze nelle prime due modalità, così come
per i quindicenni anche se con differenze meno marcate, le ragazze hanno più frequentemente la
modalità 1 e meno la 2.
2.5.2. Variabili  indipendenti
Le  variabili  indipendenti  possono  essere  a  loro  volta  distinte  in  due  gruppi:  quelle  inserite
direttamente da coloro che hanno raccolto i dati e quelle rilevate dal questionario compilato.
Nel primo gruppo si trova la variabile identificativa dell'individuo (Variabile BATCH) composta da
un codice indicante tutte le informazioni sulla scuola, la classe e la data in cui si è effettuata la
somministrazione del questionario. Da essa è stato quindi possibile ottenere tre variabili distinte:
l'identificatore dell'individuo, della scuola e della classe, intesa come gruppo di studenti.
La variabile classe  che sarà oggetto d'indagine per l'utilizzo dei Generalized Linear Mixed Effect
Model ha 216 livelli distinti, nei due anni d'indagine.
Nel secondo  gruppo oltre alle variabili già esaminate sul capitolo struttura del campione,
quindi  Anno d'Indagine,  Genere,  Età,  Area  geografica  e  Scuola  Superiore,  é  presente  anche la
viriabile FAS (Family Affluence Scale). Queste saranno utilizzate come regressori e grazie ad esse si
potrà indagare quali sono i sottoinsiemi di popolazione più a rischio, investendo così in politiche
giovanili mirate alla popolazione che più spesso assume determinati atteggiamenti dannosi, o non
presenta  atteggiamenti  utili  al  mantenimento  della  salute  individuale.  Il  FAS è  un  indicatore
sviluppato e validato nello studio HBSC (Boyce et alii, 2006), il quale include quattro indicatori del
benessere familiare. I quattro indicatori sono: il numero di macchine che la famiglia possiede, il
numero di computer che la famiglia possiede, le camere da letto non condivise presenti nella casa di
residenza e il tempo passato in vacanza negli ultimi 12 mesi.  Il punteggio ottenuto nelle varie
risposte viene, quindi, sommato per ottenere l'indice  (compreso tra 0 e 9) ,  tale indice viene diviso
in tre modalità: un FAS basso (tra 0 e 2) corrisponde a famiglie a rischio povertà, un FAS medio (tra
3  e  5)  corrisponde ad  un livello  medio  di  benessere  familiare,  infine  un  FAS alto  (tra  6  e  9)
corrisponde ad un elevato livello di benessere economico. (Lenzi et alii, 2012). Nella Tabella 2.8 e
nella Figura 2.8 viene rappresentata la distribuzione per FAS.
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TABELLA 2.8. Distribuzione FAS ed anno d'indagine.
FIGURA 2.8. Distribuzione FAS ed anno d'indagine, n=3719
Sembra esserci dal 2010 al 2014 uno spostamento dalla modalità corrispondente ad un FAS basso
alla modalità corrispondente al FAS medio.
2.6. Il dataset
Sono  stati  forniti  due  dataset  differenti,  uno  corrispondente  all'indagine  2010,  il  secondo
corrispondente a quella 2014. Questi presentavano variabili comuni derivanti dalle domande che nei
due questionari 2010 e 2014 risultavano identiche, variabili completamente presenti in uno solo dei
due anni d'indagine e variabili che miravano ad indagare lo stesso fenomeno, ma con domande
leggermente differenti nelle richieste o nelle modalità. Per risolvere i problemi derivanti da queste
ultime  variabili  si  è  chiesto  aiuto  di  esperti  nel  settore  presso  il  dipartimento  di  Psicologia
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FAS % FAS % FAS % totale
basso medio alto
2010 159 7,93 733 36,56 1113 55,51 2005
2014 61 3,56 738 43,06 915 53,38 1714
TOTALE 220 5,92 1471 39,55 2028 54,53 3719
dell'Università  di  Padova i  quali  hanno definito quali  dovessero essere accorpate sotto  un'unica
variabile e quali avrebbero dovuto rimanere distinte.
2.7. Operazioni preliminari
I due dataset necessitavano di una pulitura e di una rinominazione delle variabili, per matcharli era
infatti  fondamentale  far corrispondere ad ogni variabile un nome univoco.Si è  effettuata  questa
operazione  tramite  una  completa  ricodifica  delle  variabili.  Per  rendere  chiara  tale  ricodifica,  il
dataset è stato diviso in 16 diverse sezioni codificate con una sigla iniziale e numerando le singole
variabili della sezione.
 Queste sono le sezioni individuate:
• Informazioni principali (genere, data di nascita, classe, lingua, peso, altezza) 
• Specifiche  sulla  famiglia  (paese  di  origine  dei  genitori,  item  per  il  calcolo  del  FAS,
benessere percepito)
• Abitudini Alimentarie, Igiene  Orale, Attività Fisica (tale sezione comprende domande sul
consumo di vari cibi e bevande, la frequenza in cui l'individuo si lava i denti e la frrequenza
di differenti tipi di attività fisica)
• Rischio Fumo (comprendente domande su frequenza, età d'inizio)
• Rischio Alcol (comprendente domande sulla tipologia, la frequenza e l'ubriachezza)
• Rischio Cannabis (solo 15enni) (comprendente domande su frequenza, età d'inizio)
• Rischio  Gambling  (solo  15enni  per  l'anno 2014) (Comprendente  diverse  domande sugli
atteggiamenti assunti tipicamente da un giocatore d'azzardo)
• Domande  inerenti  alla  Scuola  (relazione  tra  compagni,  con  i  professori,  percezione
rendimento, stress dovuto al lavoro scolastico ecc.)
• Tempo Libero (comprendenti domande sulle ore e sui vari impegni che possono essere parte
della vita di una ragazzo: associazioni sportive, culturali, religiose, giovanili, volontariato e
Organizzazioni politiche) 
• Salute  (comprendente  domande  sulla  percezione  della  propria  salute,  frequenza  di  vari
sintomi, frequenza di assunzione farmaci)
• Salute  Sessuale  (comprendente  domande  sul  primo  rapporto,  i  metodi  contraccettivi
utilizzati, età prime Mestruazioni per le ragazze)
• Bullismo  Subito,  Agito  e  Violenza  in  genere  (comprendente  domande  sulle  diverse
metodologie di Bullismo, Frequenza, Infortuni e frequenza in cui l'individuo si è azzuffato,
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picchiato)
• Comunicazione Familiare e con i coetanei (comprendente domande su quanto risulta facile
la  comunicazione  con  i  diversi  membri  della  famiglia  e  con  gli  amici,  e  varie  sulla
percezione dei meccanismi sociali in cui l'individuo è inserito)
• Uscite con gli amici, utilizzo della tecnologia (comprendente domande sulla frequenza e sui
vari dipositivi utilizzati)
• Domande  sull'importanza  nella  vita  di  alcuni  aspetti  significativi  (tempo  libero,  scuola,
indipendenza, immaginazione, tolleranza ecc)
• Zona Abitativa (comprendente domande sul rapporto che si ha con la propria zona abitativa
come: sicurezza, percezione, rapporto con i vicini di casa e strutture)
 
Il  prodotto  finito,  dopo  questa  operazione,  è  un  dataset  avente  383  colonne  e  3777  righe,
corrispondenti  ad  altrettanti  individui.  Da  questo  dataset  si  sono  effettuate  delle  operazioni  di
pulitura, con l'inserimento della codifica  di dato mancante ove le risposte non fossero pertinenti. Si
nota inoltre che non c'è nessun individuo da eliminare totalmente dall'indagine, poichè tutti hanno
risposto in modo più o meno esaustivo al questionario.
2.8. Software Utilizzato
Il software utilizzato è R  ( R Core Team, 2015). Questo è un'ambiente di sviluppo specifico per
l'analisi statistica dei dati che utilizza un linguaggio di  programazione.  Tutte le analisi statistiche
inserite in questo lavoro sono, quindi, prodotte tramite software sopra citato, come pure i grafici. R
si è rilevato particolarmente versatile nelle analisi statistiche e grafiche.
In particolare sono stati utilizzati i pacchetti:
• lme4 (Bates, Maechler, Bolker and Walker, 2014). Esso è stato utilizzato per quanto riguarda
l'applicazione dei Generalized Linear Effects Models. 
• Effects (Fox, 2003). Questo pacchetto è stato utilizzato per la rappresentazione grafica degli
effetti stimati delle varie variabili inserite nei modelli. 
• Lattice  (Sarkar,  2008).  Utilizzato  per  la  rappresentazione  grafica  nella  sezione  di  tipo
descrittivo.
• Gdata  (  Gregory,  Warnes,  Bolker,  Gorjanc,  Grothendieck, Korosec,  Lumley,  MacQueen,
Magnusson, Rogers and others, 2014).  Utilizzato per la gestione del database e nella fase di
pulizia.
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• Foreign ( R Core Team, 2015). Utilizzato per l'importazione del database da Spss (SPSS C. ,
1990).
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CAPITOLO 3. I GENERALIZED MIXED EFFECTS MODELS
In questo capitolo verranno introdotti dapprima i Linear Mixed Effects Models per poi passare ad
una trattazione più specifica. Verrà poi descritta la regressione logistica come caso specifico dei
Generalized  Linear  Models,  per  poi  passare  ad  una  trattazione  dei  Generalized  Mixed  Effects
Models.  Il  capitolo  si  conclude  con  i  metodi  utilizzati  nella  scelta  del  modello  statistico  più
plausibile.
3.1. Introduzione ai Mixed Effects Models 
I  Mixed  Effects  Models  (McCullagh  and  Nelder,  1989),  conosciuti  anche  come  modelli  di
regressione multilevel o modelli gerarchici, sono una classe di modelli statistici che permettono di
studiare a fondo strutture di dati caratterizzate da elevata complessità. 
Il  principale  punto  di  forza  dei  Mixed  Effects  Models  è  quello  di  poter  considerare
simultaneamente tutti i fattori che contribuiscono alla comprensione dei dati raccolti, e non solo,
come avviene nei modelli lineari, dei fattori fissi. Il loro utilizzo che  fu inizialmente riservato alle
discipline statistiche, ha recentemente suscitato un crescente interesse in svariati ambiti di ricerca
come le scienze psicologiche, mediche, sociali. 
Oltre  ai  tradizionali  fattori  fissi  presenti  nei  modelli  lineari  (LMs)  o  nei  modelli  lineari
generalizzati (GLMs), i cui livelli sono fissati dallo sperimentatore, i mixed models permettono di
studiare i cosiddetti fattori random, i cui livelli sono campionati casualmente dalla popolazione, in
modo da massimizzare  l’informazione  disponibile.  Tali  modelli  dovrebbero  essere  utilizzati,  ad
esempio,  quando  i  dati  presentano  una  struttura  gerarchica  o,  come  nel  nostro  caso,  sono
raggruppati in cluster e viene utilizzato un campionamento a due stadi che implica la dipendenza tra
le  osservazioni  appartenenti  allo  stesso gruppo (Weiss,  2005).  La grande flessibilità  dei  Mixed
Effects  Models  permette,  quindi,  di  gestire  in  modo  unitario  diverse  situazioni,  difficilmente
affrontabili attraverso tecniche statistiche classiche, quali la presenza di gerarchie nelle variabili
rilevate, le strutture di dipendenza locale delle osservazioni, la presenza di osservazioni anomale o
un’elevata  variabilità  individuale.  Con l'utilizzo  di  questo  tipo  di  modelli  la varianza   residua,
tradizionalmente  considerata  fonte di  errore,  puo essere valutata  e  modellata  fornendo preziose
informazioni al ricercatore (Molenberghs & Verbeke, 2006).
Per  comprendere  l'importanza  dei  mixed  model  si  cita  Julian  Faraway,  professore  di
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statistica  all'università  inglese  di  Bath:  "Grouped  data  arise  in  almost  all  areas  of  statistical
application.  [...]  More  complex  dataset  have  a  hierarchical  or  nested  structure  or  include
longitudinal  or  spatial  elements.  All  such  data  share  the  common  feature  of  correlation  of
observation within the same group and so analyses that assume independence of observations will
inappropriate.  The  use  of  random e ects  is  one  common  and  convenient  way to  model  suchﬀ
grouping structure".
Un ulteriore vantaggio dei Mixed Effects Models da aggiungere a quelli da sopra citati è la
possibilità di adattamento di questi modelli a dataset sbilanciati dove non ogni individuo presenta lo
stesso numero di osservazioni oppure non vengono ripetute osservazioni sugli stessi individui. Tale
situazione è  tipica di  rilevazioni reali  come sono gli  studi  non sperimentali  ma osservazionali
(Hedeker & Gibbons, 2006).
Essi presentano però alcune  problematicità,  viene infatti assunto che la distribuzione della
variabile risposta sia normale (ipotesi di normalità), ma spesso, come nel nostro caso, non si ha a
che fare con variabili di questa natura. Talvolta è possibile trasformare la variabile risposta in una
nuova variabile con distribuzione normale, però tale metodo non risulta sempre applicabile. Negli
altri  casi  è  possibile  utilizzare una tipologia di  modelli  che permette  una più ampia gamma di
applicazioni: i Generalized Mixed Effects Models.  
Poichè i mixed effects models sono tuttora una campo di ricerca molto attivo esistono alcuni
problemi non ancora risolti rigurado ad essi. Tra questi il più importante è il dibattito sui gradi di
libertà da assegnare agli effetti fissi.
FIGURA 3.1. Rappresentazione dei modelli lineari e dei mixed effects models
Come esplicitato nella Figura 3.1 i Generalized Mixed Effects Models (GLMMs) si comportano nei
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confronti dei Linear Mixed Effects Models (LMMs)  nello stesso modo  in cui i Generalized Linear
Models (GLMs) si comportano con i  Linear Models (LMs).   Di fatto i  GLMMs mantengono i
vantaggi dei linear mixed models unendoli con quelli dei GLMs.  Con essi quindi si possono gestire
le diverse situazioni gestibili con i Linear Mixed Effects Models ma con variabili dipendenti che
possono essere  differenti  dalle  quantitative  distribuite  normalmente.  Essi  permettono  di  gestire
variabili dipendenti di qualsiasi tipo,  ad esempio  quantitative, discrete, qualitative politomiche o
dicotomiche (Baayen et alii, 2008). Verranno utilizzati nel proseguio di questo lavoro, applicandoli
a variabili dipendenti dicotomiche.
3.2. I Linear Mixed Effect Models (LMMs)
Supponiamo di avere un dataset formato da n soggetti divisi in r gruppi. Il dataset sarà quindi diviso
in tre differenti sezioni: la prima indica la lista dei soggetti, la seconda il gruppo d-esimo in cui essi
sono inseriti e la terza contiene le variabili yi rilevate nel soggetto i-esimo, di queste una sarà quella
dipendente, altre invece saranno utilizzate come regressori. La seconda sezione contiene quelli che
saranno utilizzati come effetti random da cui verranno calcolate le intercette per gruppo, la terza
invece presenta gli effetti fissi e la variabile dipendente. Quest'ultima sezione verrà utilizzata per il
calcolo dell'intercetta comune a tutti gli individui calcolata dagli item e degli effetti delle variabili
indipendenti rilevate.  Formalmente il dataset è descritto da:
Dove yij  è la risposta del soggetto i all'item j, essa sarà la variabile dipendente. Xij  è una matrice
formata da una colonna di uno iniziale seguita dalle colonne rappresentanti varianze e covarianze
dei fattori, questa è moltiplicata ad un vettore dei coefficienti β, il risultato di tale moltiplicazione è
un vettore identico per ogni combinazione di soggetti e item. I prossimi due termini dell'equazione
servono a rendere la previsione del modello più precisa. Per  prima cosa esaminiamo la struttura
degli effetti random per gruppo di soggetti. La matrice Si nella formula è una copia della matrice
Xij, essa moltiplica un vettore  si   specificato per l'insieme i-esimo così da modificare l'intercetta
adattandola al singolo gruppo. Ancora più dettagliato sarà utilizzare gli effetti random dei singoli
item, ciò è ottenuto tramite l'utilizzo della moltiplicazione matriciale Wjwj . Dove Wj è ancora una
copia di  Xij e il vettore wj specifica l'aggiustamento prodotto sull'intercetta della popolazione per
calibrare il valore atteso associato con il j-esimo item. L'ultimo elemento dell'equazione è il vettore
degli  errori.  Le  due  componenti  W e  S possono  essere  combinate  in  una  sola  matrice  che
solitamente prende il nome di Z e i vettori s e z possono essere combinati in un singolo vettore b,
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ottenendo quindi la formula generale dei Linear Mixed Effects Models :
La componente random è distribuita come una normale di media 0 e varianza ignota. Verrà ora
presentata la specificazione formale del Linear Mixed Effects Models:
Dove  ∑  è la matrice di varianza e covarianza relative  per gli effetti random nel senso che è la
varianza di b relativa a σ2. La specificazione di varianza e covarianza è uno strumento importante
per  la  specificazione  della  non  indipendenza  del  modello.  Si  noti  che  b  e  ε sono  considerati
indipendenti ed entrambi distribuiti come una normale multivariata. 
Quando uno di questi modelli è adattato ad un dataset, la stima dei parametri si rivolge a due
differenti parti: da una parte i coefficienti degli effetti fissi e dall'altra la deviazione standard e la
correlazione  per  gli  effetti  random.  I  valori  individuali  di  adattamento  formati  da  intercette  e
coefficienti angolari sono calcolati una volta che i parametri degli effetti random sono stati calcolati.
(Baayen et alii, 2008 )
3.3. Generalized Linear Model (GLMs) : il caso della regressione logistica
Prima di passare alla trattazione dei Generalized Mixed Effect Model si tratta, brevemente, il caso
della regressione logistica.
Nelle fasi preliminari alla specificazione del modello, che verranno esaminate nel capitolo
successivo, è presente la scelta del generalized linear model che meglio si adatta ai dati. Questo
modello verrà poi confrontato con il Generalized Mixed Effects Model più plausibile così da poter
verificare  l'utilità  dell'effetto  random  inserito  nel  secondo.  Tale  analisi  utilizza  il  caso  della
regressione logistica, quindi con variabile dipendente distribuita in modo binomiale. Le variabili
dipendenti  sono  state  infatti  rese  binarie  tramite  un'operazione  di  dicotomizzazione  che  verrà
trattata al paragrafo 4.2.
Si assuma di avere  d insiemi di osservazioni binarie indipendenti costituiti ciascuno da ni
prove caratterizzate da una comune probabilità di successo  πi   con i=1,....,d. Le osservazioni sono
sintetizzate da d osservazioni binomiali indipendenti y1,.....yd con Yi  ~ Bi(ni ,πi  ), con πi   probabilità
di  successo  che  possono  variare  da  insieme  ad  insieme.  Se  l'informazione  disponibile  per  la
generica binomiale  è  (yi,  xi1,.....,  xiq),   dove xir   è il  valore della  r-esima variabile  indipendente
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concomitante nell'i-esimo insieme di osservazioni binarie. Il modello di regressione logistica è una
descrizione della dipendenza del logaritmo dalla quota (log odds)  η(πi  ) dal valore delle variabili
concomitanti. Il logaritmo della quota è:
η(π)=log π
(1−π)
Il  modello  associato  a  questa  struttura  di  dati  non  può  essere  definito  con  un'equazione  di
regressione lineare in quanto il valore di Yi non può assumere un valore da meno infinito a più
infinito, bensì deve essere interno all'insieme [0,1], poichè probabilità.
Si ricorre pertanto alla trasformazione logistica 
dove xβ=β0+ β1 xi1+....+ βq xiq. In  modo da specificare il modello di regressione logistica utilizzando
l'equazione:
Nella figura 3.2 vengono visualizzate le principali differenze tra la  regressione logistica e quella
lineare.
FIGURA 3.2. Differenze tra regressione lineare e regressione logistica 
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I parametri possono essere stimati con il metodo della massima verosimiglianza, assumendo che
ciascuna  variabile  casuale  segua  una  distribuzione  bernoulliana.   La  stima  si  ottiene  quindi
massimizzando la log verosimiglianza, che in questo caso risulta essere:
l (β)=∑
i=1
d
{y
i
xβ−n
i
log(1+exβ)}
Le  equazioni  generate  dalla  massimizzazione  della  log  verosimiglianza  non  sono  lineari  nei
parametri e quindi non ammettono soluzione esplicita. Le stime dei coefficienti si ottengono quindi
utilizzando procedure numeriche iterative.  Esse risultano immediate utilizzando il software R
(Pace & Salvan, 2001).
3.3.1. Script di regressione logistica con R
In questo paragrafo verranno riportati alcuni script di R, questi vengono usati per l'applicazione dei
generalized linear model, per avere le stime dei parametri e per confrontare i vari modelli applicati
agli stessi dati. Innanzitutto viene creato un dataset con la variabile dipendente e con le variabili
indipendenti che, secondo le ipotesi del ricercatore, vanno inserite nel modello. Da esso vengono
eliminati gli individui che presentano dati mancanti. Tali operazioni si effettuano con i comandi:
dmdieta=data.frame(dieta=d$dieta,tempo=d$tempoc,genere=d$generec,eta=d$etac,fas=d$F
AS)
dmdieta=na.exclude(dmdieta)
Si è preso come esempio il dataset creato per la trattazione della variabile dipendente dieta, creata
rendendo binaria la variabile politomica relativa alla dieta (vedi paragrafo 4.1 per l'operazione di
dicotomizzazione). Avendo ora un dataset utilizzabile si può creare il modello completo tramite il
comando:
mdieta1=glm(dieta~tempo*genere*eta*fas,family="binomial",data=dmdieta)
Con cui  si  specifica  che  si  vogliono utilizzare  tutte  le  variabili  scritte  e  tutte  le  loro  possibili
interazioni (Ricci, 2006). Lo stesso modello può essere scritto in altri due modi:
mdieta1=glm(dieta~(tempo+genere+eta+fas)^4,family="binomial",data=dmdieta)
Con cui si dice di prendere le interazioni fino all'ordine 4 (in questo caso tutte).
mdieta1=glm(dieta~tempo+genere+eta+fas+tempo:genere+tempo:eta+tempo:fas+genere:e
ta+genere:fas+eta:fas, family="binomial",data=dmdieta)
Con cui si selezionano, scrivendole, le variabili e le interazioni che si vuole inserire nel modello.
Da qui  seguirà  un analisi  che eliminerà alcune variabili  indipendenti  fino a  giungere al
modello con BIC (Bayesian Information Criterion) (Schwarz, 1978) minore e quindi al modello più
plausibile. Comandi utili per questa fase sono:
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• anova(mdieta1,test="Chisq")   Il  quale  restituisce  l'analisi  della  varianza  del  modello
tramite un test basato sulla distribuzione chi quadro (Fox & Weisberg, 2010)
• BIC(mdieta1)  Il quale restituisce il BIC.
3.4. I Generalized Mixed Effects Models (GLMMs)
L'idea che sta dietro ai Generalized Mixed Effects Models (GLMMs)  è quella di incorporare gli
effetti random nel predittore lineare di un GLM. Questo semplice ma fondamentale cambiamento
permette  di adattare  la  correlazione ad un ampia classe di  modelli  per  dati  distribuiti  in  modo
diverso dalla normale (Wolfinger & O'connell, 1993). Questa nozione viene ora formalizzata con la
seguente definizione di un GLMMs:
(McCulloch, 2003)
In  questa  definizione  sono  specificati  i  comuni  ingredienti  di  un  GLMs.  Per  prima  cosa  la
distribuzione di Yi  è data da                       , (tale distribuzione nel caso poi analizzato assumerà la
forma di  una logistica)  con effetto  random dato  da  u.  In secondo luogo una funzione link  (di
collegamento) è applicata alla media condizionata di Yi  dato  u per ottenere il predittore lineare
condizionato. Infine, il predittore lineare si assume sia composto da due componenti, la parte degli
effetti fissi, descritta da          e la parte degli effetti random, descritta da         . Una variabile di tipo
random è  distribuita  come una normale di  media  zero  e  varianza  ignota.  In  questo modello  si
assume che la correlazione sia completamente descritta dall'effetto random, non in tutti i casi ciò è
vero.
3.4.1. Inferenza con i GLMMs
Verrà ora analizzata l'inferenza con i GLMMs basata sulla massima verosimiglianza.  In generale la
valutazione  della  massima  verosimiglianza  basata  sull'assunzione  di  normalità  è  relativamente
standard per i  LMMs lo stesso vale per molti  GLMs, per esempio la regressione logistica o la
Poisson.  Per  i  GLMMs  la  valutazione  della  verosimiglianza  può  essere  difficile.  Ad  esempio
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considerando una regressione logistica per dati binari (come nel caso di studio) , la verosimiglianza
prende la forma:
Dove l'integrazione è di dimensione pari alla dimensione di u. Per alcuni casi, per esempio nel caso
di intercette random, l'espressione viene ridotta ad un prodotto di un integrale ad una dimensione,
ma nella maggioranza dei casi ciò non è valido. Se fossero presenti effetti random crossed, quindi
con la presenza simultanea di più di una variabile random, l'integrazione diventerebbe rapidamente
inimmaginabile con l'utilizzo di mezzi numerici standard (Baayen et alii, 2008).
3.4.2 Script della regressione con i Generalized Mixed Effects Models con R
In questo paragrafo verrà riportato un script di R, questo viene usato per  applicare i Generalized
Mixed Effects Models. Innanzitutto viene creato un dataset con la variabile dipendente e con le
variabili indipendenti che, secondo le ipotesi del ricercatore, vanno inserite nel modello, ad esse si
unirà l'effetto random che per noi è la classe.  Dopo aver creato il  dataset, bisogna includere la
libreria lme4 tramite il comando:
library(lme4)
L'inclusione di questa libreria permetterà di generare il modello completo con il comando:
mixdieta1=glmer(dieta~tempo*genere*eta*fas+(1|classe),family="binomial",data=dmdieta)
Con  cui  si  specifica  che  si  vogliono  utilizzare  tutte  le  variabili  scritte,  tutte  le  loro  possibili
interazioni e  l'effetto  random classe (Bliese,  2006).  In tale  comando è necessario specificare la
distribuzione della variabile dipendente tramite il comando family ad essa può essere associata con
il comando link  la funzione di legame, link appunto, desiderata.il programma R ha comunque i
seguenti default.
TABELLA 3.1. Default del comando link
Seguirà di poi un'analisi che eliminerà alcune variabili indipendenti fino a giungere al modello con
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family default
gaussian identity
binomial logit
poisson logit
Gamma inverse
BIC minore e quindi al modello più plausibile. Possono essere utili alcuni comandi per estrarre gli
effetti random o gli effetti fissi dal modello, questi sono:
• ranef(mixstress2)  Il quale estrae gli effetti random.
• fixef(mixstress2)  Il quale permette di estrarre gli effetti fissi.
3.5. Metodo di selezione del modello statistico
Per  selezionare  il  modello  statistico  che  risulta  più  plausibile  viene  utilizzato  il  criterio  di
informazione Bayesiano, BIC (Bayesian Information Criterion) (Schwarz, 1978). Tale criterio cerca
di superare l'inconveniente dato da una tendenza alla sovraparametrizzazione del criterio di Akaike,
AIC (Akaike  Information  Criterion)  ( Akaike,  1973).  Dato  un  modello  Mi  ,  il  BIC(  Mi)  viene
calcolato  come                                   
BIC (M )= 2p log(n)−2log L( θ̂
( p )
; y) ≃−2log P( y∣M )
BIC corrisponde ad una penalizzazione della log-verosimiglianza profilo con −p log n.
Il modello che meglio si adatta ai dati risulta, quindi, quello a cui corrisponde il minimo BIC. Il
criterio del minimo BIC risulta essere consistente, ma per numerosità non troppo elevate esso tende
a penalizzare eccessivamente il modello con più parametri. (Pace & Salvan, 2001). 
Il  BIC ha però  un vantaggio  molto importante,  quello  di  poter  confrontare  modelli  non
annidati, purchè essi condividano lo stesso modello nullo, tale proprietà ci servira nel confronto tra
generalized mixed effects models e generalized linear models. (Lunardon, 2008)
Talvolta nelle analisi che seguiranno, le indicazioni fornite dal AIC e dal BIC discorderanno,
in  questi  casi  che  possono essere  considerati  limite,  si  prediligerà  l'uso  del  BIC.  Se  invece  le
differenze tra BIC sono trascurabili, e quindi secondo il criterio di informazione Bayesiano i due
modelli  sono  equivalenti,  si andrà  ad anlizare le differenze  presenti  nell'AIC,  per poi scegliere il
modello che verrà utilizzato per successive analisi. 
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CAPITOLO 4: APPLICAZIONE DEI MODELLI
In questo capitolo verrà,  per prima cosa,  trattata  l'operazione di  dicotomizzazione alle  variabili
dipendenti, la quale si è resa necessaria per il proseguio dell'analisi. Verranno, poi, applicati ai dati i
modelli precedentemente descritti, si procederà quindi a scegliere quale di questi meglio si adatta.
Seguirà un'analisi critica dei risultati ottenuti, specificando quale delle variabili indipendenti risulta
utile  nel  specificazione.  A questa  analisi  seguirà  una  breve  trattazione  dei  risultati  a  livello
psicologico che si possono trarre.
4.1. Operazione di ricodifica delle variabili dipendenti
Per rendere più comprensibile e semplice l'analisi dei dati e  applicabili i modelli specificati nel
precente  capitolo,  si  è  scelto  di  trasformare  le  variabili  dipendenti,  tramite  un'operazione  di
dicotomizzazione,  da variabili  politomiche si passerà quindi a variabili  binarie.  Tale operazione
comporta però una perdita d'informazione,  unendo infatti  più modalità si  perde la visione della
distribuzione di esse. Per eseguire questa operazione si è chiesta una consulenza psicologica ad
esperti dei vari fenomeni presso il Dipartimento di Psicologia dell' Università di Padova, questo è
infatti  un  passaggio  spesso  usato  nel  campo  psicologico,  il  quale  tende  ad  estremizzare  le
differenze. Si sono quindi definiti i  cut off che rendono le variabili  d'interesse dicotomiche. Le
variabili e le modalità risultanti da questa operazione sono: 
"Quanto ti senti "stressato" da tutto il lavoro che devi fare per la scuola?"
□ Per niente, Un po', Abbastanza. → modalità 0.
□ Molto.→ modalità 1.
Tale suddivisione mira a distinguere coloro che vivono in uno stato opprimente di stress dovuto al
carico di lavoro scolastico, da coloro che possono subire uno stress in forma più o meno lieve.
"In questo periodo sei a dieta o stai facendo qualcosa per dimagrire?"
□ No, il mio peso e quello giusto, No, ma dovrei perdere qualche chilo, No, perche dovrei mettere
su qualche chilo→ modalità 0.
□ Si.→ modalità 1.
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Tale suddivisione mira a distinguere coloro che sono attualmente in dieta da coloro che non lo sono,
tralasciando così l'intenzione di mettersi a dieta e la motivazione di questa intenzione.
 "Diresti che la tua salute è... ?"
□ Eccellente, Buona → modalità 0.
□ Discreta, Scadente → modalità 1.
Tale suddivisione ha l'obiettivo di definire due gruppi differenti, quelli che hanno una percezione
positiva della propria salute e quelli che ce l'hanno negativa o parzialmente negativa.
 "Quante volte hai subito atti di bullismo a scuola nell'ultimo paio di mesi?"
□ Non sono mai stato oggetto di atti di bullismo nell'ultimo paio di mesi → modalità 0.
□ Una volta o due, 2 o 3 volte al mese, Una volta alla settimana circa, piu volte alla settimana→
modalità 1.
Tale suddivisione mira a distinguere coloro che hanno subito bullismo da coloro che non l'hanno
subito.
4.2. Applicazione dei Generalized Mixed Effects Models
In  questo  paragrafo  verranno applicati  alle  quattro  variabili  d'interesse  dapprima  i  Generalized
Linear  Models,  per  poi  passare  all'utilizzo  dei  Generalized  Mixed Effects  Models.  L'approccio
scelto per trovare il modello più plausibile è quello semi confermativo. Tale processo  si sviluppa in
modo sequenziale partendo dal  modello detto full, cioè il modello che presenta tutte le possibili
variabili ed interazioni, fino ad arrivare ad un modello che dati gli indici BIC e AIC possa essere il
più  plausibile.  Il  modello  full  viene  definito  a  priori  utilizzando  le  variabili  indipendenti
precedentemente descritte. Visto il numero delle variabili e delle interazioni non verranno riportati
tutti i passaggi, ci si limiterà a quelli finali.
4.2.1. Stress dovuto al lavoro scolastico
Solo per questa variabile verranno sviluppati anche due casi paralleli a quello principale. Si andrà
infatti ad analizzare oltre alle variabili anno d'indagine, età, genere e FAS , se  area geografica della
scuola media inferiore e tipologia e area geografica della scuola media superiore influiscono sul
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risultato e se sono adatte ad essere inserite nel modello. Ciò comporterà una divisione del dataset
principale  in  due  distinti,  comprendenti  il  primo solo  gli  individui  frequentati  le  scuole  medie
inferiori e il secondo gli individui frequentanti le scuole superiori.
4.2.1.1. Selezione del modello: caso principale
Come  fase  preliminare  si  sono  calcolati  i  modelli  lineari  generalizzati  che  hanno  BIC  e  AIC
migliori, quindi i modelli più plausibili. Questi saranno utili per comprendere se l'effetto Random
dovuto all classe è significativo o meno. Si è scelto di utilizzare il modello "mstress5" che ha come
variabile dipendente lo stress dovuto al carico di lavoro scolastico e come variabili indipendenti il
tempo, il genere, il fas e le interazioni tra tempo e genere e tra genere ed età . Tale modello presenta
infatti il BIC più basso, ed è quindi considerato il più adeguato alla descrizione dei dati.
Ora verranno analizzate le differenze tra quattro modelli ottenuti per esclusione dal modello
completo,  con  tutte  le  interazioni,  che  risultano  essere  quelli  più  plausibili.  In  questo  gruppo
sceglieremo quindi il modello migliore. Tali modelli hanno tutti come variabile dipendente lo stress
e come effetto Random la classe. Essi sono:
• "mixstress1" con effetti fissi  il  tempo, il genere,  l'età,  il  fas e le interazioni tra tempo e
genere e genere ed età.
• "mixstress2" con effetti fissi il tempo, il genere, l'età e le interazioni tra tempo e genere e tra
genere ed età.
• "mixstress3"con effetti fissi il tempo, il genere, l'età  e con la sola interazioni tra genere ed
età.
• "mixstress4" con effetti fissi il tempo, il genere e l'età.
Verranno ora confrontati  i due indicatori BIC e AIC nella tabella 4.1.
TABELLA 4.1. Modello, BIC e AIC: Stress
Dalla tabella sembra che i due modelli più adeguati siano i modelli "mixstress2"  e "mixstress3" che
differiscono solo per l'interazione tempo: genere. Le indicazioni fornite su di essi da AIC e BIC
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MODELLO BIC AIC
mstress3 3530,12 3430,58
mstress5 3497,25 3435,04
mixstress1 3478,95 3410,52
mixstress2 3465,10 3409,12
mixstress3 3463,99 3414,23
mixstress4 3482,83 3445,51
sono  discordanti,  il  BIC  risulta  essere  minore  in  "mixstress2",  l'AIC  in  "mixstress3".  Pur
prediligendo l'indicazione fornita dal BIC, in questo caso si è voluto approfondire l'analisi poichè i
valori  dell'indicatore trovati  sono molto vicini  tra  loro.  Viene quindi  utilizzata  l'anova utile  nel
confronto tra essi. La Tabella 4.3 riportata i risultati di tale analisi che sembra prediligere la scelta
del modello "mixstress2".  In ogni caso risulta essere rilevante l'utilizzo della componente Random,
si nota infatti un netto miglioramento nei due indicatori utilizzati aggiungendola. Come prevedibile,
quindi, la classe in cui si è inseriti influisce sullo stress causato dal lavoro scolastico, e l'utilizzo dei
Generalized Mixed Model è  stato profiquo.  Nella Tabella  4.2 vengono riportati  gli  intervalli  di
confidenza di livello 0,95 per le variabili inserite nel modello assieme alle specifiche dell'effetto
random classe,  da  questa  si  nota  che  l'effetto  random classe  risulta  essere  significativo  poichè
l'intervallo di confidenza non comprende lo 0. Si noti che l'ntervallo di confidenza si basa sulla
deviazione standard dell'effetto random. Per quanto riguarda gli altri parametri essi risultano tutti
significativi  tranne quelli  corrispondenti  all'età,  i  quali  vanno però inseriti  per  la  loro presenza
nell'interazione a due. Con la tabella 4.4 e le Figure 4.1 verranno invece esplorati gli effetti stimati
per  ciascuna  variabile  inserita  nel  modello  prescelto.  Nelle  Figure  4.1  le  barre  rosse  verticali
indicano un livello di confidenza pari a 0,95, con una tale numerosità campionaria esse risultano
essere sufficientemente  strette,  ciò  rende l'interpretazione  dell'analisi  più  dettagliata  visto  che è
possibile cogliere differenze minori. Si noti inoltre che i grafici sono fatti in modo che tali intervalli
siano simmetrici, ciò in realtà non è vero ma è solo un effetto dei grafici prodotti con alterazioni
della scala.
TABELLA 4.2. Intervalli di confidenza per le variabili inserite nel modello e specifiche dell'effetto
random
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Random effects:
 Groups    Name    Variance  Std.Dev.
 classe (Intercept) 0,2192   0,4682  
Number of obs: 3718, groups:  classe, 
216
variabile: 2.5% 97.5%
Anno 2014 0,2015 0,7615
Femmina -1,4984 -0,6240
Età 13 -0,2446 0,4287
Età 15 -0,0380 0,6618
Femmina : età 13 0,4777 1,4246
Femmina : età 15 0,9841 1,9437
Anno 2014 : femmina 0,1296 0,8534
Eff Random Classe 0,3395 0,5999
TABELLA 4.3. Analisi della varianza per il confronto tra "mixstress3" e "mixstress2"
TABELLA 4.4. Stime degli effetti delle variabili indipendenti
FIGURA 4.1.1.  Effetto del tempo sullo stress 
FIGURA 4.1.2.  Effetto del genere sullo stress
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Intercetta Anno 2014 Femmina Età 13 Età 15
-1,9812 0,4801 -1,0545 0,0904 0,3100 0,9466 1,4589 0,4903
Femmina : 
età 13
Femmina : 
età 15
Anno 2014: 
Femmina
           Df    AIC     BIC    logLik   deviance  Chisq Chi  Df  Pr(>Chisq)   
Mixstress3  8   3414,2  3464,0  -1699,1   3398,2                            
Mixstress2  9   3409,1  3465,1  -1695,6   3391,1   7,1145      1   0,007646
FIGURA 4.1.3.  Effetto dell'età sullo stress 
FIGURA 4.1.4.  Effetto dell'interazione tra genere ed età  sullo stress
 FIGURA 4.1.5.  Effetto dell'interazione tra anno d'indagine e genere  sullo stress 
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FIGURA 4.1.6.  Effetto della classe sullo stress 
Le Figure 4.1 possono essere utilizzate per indagare l'effetto delle varie variabili significative sullo
stress dovuto al lavoro scolastico. In particolare si evince che :
• è presente un aumento significativo dello stress tra l'anno 2010 e l'anno 2014, tale aumento
si aggira attorno al 10%.
• Il genere non influenza significativamente, si noti però che è indispensabile inserirlo per la
sua presenza nell'interazione inserita nel modello.
•  L'età influenza significativamente lo stress, all'aumentare dell'età lo stress infatti cresce.
Tale effetto  non è però dovuto ad entrambi i  generi, si  può notare infatti  che il  genere
maschile resta pressochè costante con l'aumentare dell'età, quello femminile aumenta invece
significativamente partendo da una percentuale più bassa di quella maschile, inferiore al
10% per le undicenni,  per arrivare ad una più alta che si attesta sul 30% per le quindicenni.
• L'interazione tra anno d'indagine e genere risulta d'interesse,  essa infatti  evidenzia come
l'aumento dal 2010 al 2014 dello stress non è dovuto ad entrambi i generi, allo stesso modo,
le ragazze infatti presentano una crescita più accentuata che le porta ad una percentuale più
alta di quella maschile nel 2014, percentuale vicina al 25%, quando nel 2010 avevano una
percentuale più bassa di questi, vicina all'11%.
• Non sembra influire invece la variabile FAS, essendo essa una buona approssimazione del
benessere  economico  familiare,  possiamo  concludere  che  il  benessere  economico  non
influenza lo stress percepito causato dalla mole di studio.
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• L'effetto random classe influenza fortemente, come pronosticabile, la frequenza dello stress
dovuto al lavoro scolastico, si noti infatti l'intervallo di confidenza dell'effetto random nella
Tabella 4.3. Le differenze delle intercette dalla media sono comprese quasi totalmente tra
-0,5 e +0,5. Esse inoltre sembrano avere una distribuzione ben approssimata da una normale
con media 0.
4.2.1.2. Selezione del modello: caso con l'area geografica della scuola media inferiore
In questo paragrafo verranno utilizzati solo i dati provenienti da ragazzi iscritti alle scuole medie
inferiori, la variabili area geografica infatti è rilevata solo in questa popolazione. Da ciò deriva che
la variabile età avrà solamente le modalità 11 e 13 anni. Vengono riportate nella Tabella 4.5  i
risultati dell'analisi della varianza del modello lineare "mstress4" che ha come variabili indipendenti
l'anno d'indagine, il genere, l'età, l'area geografica e l'interazione tra genere ed età, e come variabile
dipendente lo stress dovuto al carico di lavoro scolastico .
TABELLA 4.5. Analisi della varianza per il modello scelto
Ci si limita a riportare la tabella 4.2 la quale è eloquente nel affermare la non significatività della
variabile area geografica.  Sono state comunque effettuate le opportune analisi utilizzando anche i
Generalized Mixed Model ed esse confermano che l'area geografica dove la scuola media inferiore
è  locata  non influenza lo  stress  dovuto  al  carico di  lavoro scolastico.  Tale  risultato è  un buon
indicatore da restituire alla regione Valle d'Aosta, a quanto sembra, almeno per quanto riguarda la
localizzazione della scuola, l'insegnamento sembra non avere differenze significative. Risulta quindi
avere livelli comuni di difficoltà percepita dai ragazzi. Bisogna però notare che la stessa cosa non
vale all'interno delle classi. 
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           Df Dev Resid. Df Resid.  Dev     Pr(>Chi)    
Tempo       1   34,314      2554     2163,0   <0,001 
Genere      1    2,850      2553     2160,2   0,09137   
Eta         1   15,444      2552     2144,7   <0,001
Fas         2    3,190      2550     2141,5   0,20287    
Areageo     1    0,492      2549     2141,0   0,48324    
genere:eta  1   15,244      2548     2125,8   <0,001 
4.2.1.3. selezione del  modello:  caso con la  tipologia  e la  area geografica della  scuola
media superiore
In questo paragrafo verranno utilizzati solo i dati provenienti da ragazzi iscritti alle scuole medie
superiori,  la variabile scuola superiore che descrive la tipologia e l'area geografica della scuola
frequentata, infatti è rilevata solo in questa popolazione. Da ciò deriva che la variabile età non ha
senso di essere inserita nel modello, infatti ha una sola modalità, quella corrispondente all'età 15.
Per prima cosa viene trovato il modello lineare generalizzato che meglio si adatta ai dati. Questo
risulta  essere  "mstresssup5"  il  quale  ha  come  variabile  dipendente  lo  stress  e  come  variabili
indipendenti l'anno d' indagine, il  genere, la scuola superiore e l'interazione tra tempo e genere.
Questa  scelta  fa  già  presupporre  una  significatività  della  variabile  scuola  superiore,  che
verificheremo con  l'utilizzo  dei  Generalized  Mixed  Effects  Models.  Ora  verranno  analizzate  le
differenze tra tre  modelli ottenuti per esclusione dal modello completo, con tutte le interazioni, che
risultano essere quelli più plausibili. In questo gruppo sceglieremo quindi il modello migliore. Tali
modelli hanno tutti come variabile dipendente lo stress e come effetto Random la classe. Essi sono:
• "mixstresssup1"  con  variabili  indipendenti  l'anno  d'indagine,  il  genere,  il  fas,  la  scuola
superiore e con le interazioni tra tempo e genere e tra fas e scuola superiore. 
• "mixstresssup2"  con  variabili  indipendenti  l'anno  d'indagine,  il  genere,   il  fas,la  scuola
superiore e con le interazioni tra tempo e genere. 
• "mixstresssup3"con variabili indipendenti l'anno d'indagine, il genere,la scuola superiore e
con le interazioni tra tempo e genere. 
Verranno ora confrontati BIC e AIC nella Tabella 4.3.
TABELLA 4.6. Modello, BIC e AIC
Visti i risultati ottenuti e considerato il fatto che l'AIC tende a preferire modelli sovraparametrizzati,
la  scelta  cade  sul  modello  "mixstresssup3"  quello  cioè  con  le  variabili  tempo,  genere,  scuola
superiore  e  l'interazione  tra  tempo  e  genere.  Oltre  alla  significatività  dell'effetto  random  è
interessante notare quella della variabile scuola superiore. Lo stress percepito, come pronosticabile,
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MODELLO BIC AIC
mstressup5 1303,82 1273,47
mixstresssup1 1322,67 1256,92
mixstresssup2 1304,75 1259,23
mixstresssup3 1296,97 1261,56
è quindi influenzato dalla tipologia di scuola. Nella Tabella 4.7 vengono riportati gli intervalli di
confidenza di livello 0,95 per le variabili inserite nel modello e le specifiche dell'effetto random
classe, si noti che avendo una numerosità campionaria di circa un terzo di quella precedentemente
utilizzata, gli intervalli rissultano più ampi e vanno a comprendere lo zero nellee variabili genere e
anno d'indagine, che però risultano essere inserite nel modello più plausibile. Nella Tabella 4.8 e
nelle  Figure  4.3  verranno  esplorati  invece  gli  effetti  stimati  per  ciascuna  variabile  inserita  nel
modello prescelto. 
TABELLA 4.7 Intervalli di confidenza per le variabili inserite nel modello e specifiche dell'effetto
random
TABELLA 4.8. Stime degli effetti delle variabili indipendenti
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Random effects:
 Groups Name        Variance Std.Dev.
 classe (Intercept) 0,2604   0,5103  
Number of obs: 1162, groups:  classe, 
74
    Intercetta    Anno 2014     Femmina   Tecn/prof Aosta   Tecn/prof Valli 
     -1,1557        0,2056      0,1546        -0,6208           -0,8752
variabile: 2.5% 97.5%
Anno 2014 -0,3173 0,7269
Femmina -0,2808 0,5918
tecn/prof Aosta -1,0815 -0,1724
tecn/prof Valli -1,3665 -0,4052
Anno2014: Femmina 0,2682 1,4931
Effetto Random Classe 0,3039 0,7251
      Anno 2014: Femmina
.          0,8769
FIGURA 4.3.1. Effetto del tempo sullo stress
FIGURA 4.3.2. Effetto del genere sullo stress
FIGURA 4.3.3.  Effetto della scuola superiore  sullo stress
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FIGURA 4.3.4. Effetto dell'interazione genere e tempo sullo stress
FIGURA 4.3.5.  Effetto della classe sullo stress 
I  grafici  presenti  nelle  Figure  4.3 possono essere  utilizzati  per  indagare  l'effetto  delle  variabili
significative sullo stress dovuto al lavoro scolastico. In particolare si evince che tra i quindicenni:
• è presente un aumento significativo dello stress tra l'anno 2010 e l'anno 2014 passando da
poco inferiore a 20%  nel 2010 a superiore al 30%  nel 2014.
• In generale il genere femminile è significativamente più stressato di quello maschile di circa
il 10%.
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• L'effetto della scuola superiore è significativo: coloro che appartengono alla modalità 1,
liceali,  sono  significativamente  più  stressati  di  coloro  che  appartengono  alle  altre  due
modalità, le quali non hanno differenze significative tra loro.
• Il passaggio dall'anno 2010 e 2014 non  ha influito significativamente sul genere maschile il
quale si può dire stabile nei due anni d'indagine, mentre per il genere femminile c'è un forte
aumento,  significativo,  dello  stress,  tale  aumento porta  le  ragazze quindicenni  ad essere
stressate per circa il 42%.
• L'effetto random  classe influenza fortemente, come pronosticabile la frequenza dello stress
dovuto al lavoro scolastico. Le differenze delle intercette dalla media sono comprese quasi
totalmente tra -0,5 e +0,5. Tale distribuzione viene assunta normale, come vediamo dalla
Figura  4.3.5  questa  approssimazione  potrebbe  essere  ragionevole,  nonostante  la
distribuzione  osservata  risulti  avere  qualche  scostamento  evidente   dalla  funzione  di
ripartizione di una normale. 
4.2.2. Salute percepita 
Nei modelli riguardanti la variabile salute percepita viene inserita anche la variabile indipendente
che indaga l'attività fisica, questa scelta mira ad indagare se l'attività fisica influisce sensibilmente
sulla salute percepita dall'individuo. Viene ora esaminata la domanda riguardante l'attività fisica.
Questa è preceduta dalla definizione di attività fisica: "Attività fisica è una qualsiasi attività che fa
aumentare il battito del cuore e può lasciarti senza fiato. Si può fare attività fisica facendo sport,
nell'ambito di attività scolastiche, giocando con gli amici, o andando a scuola a piedi. Altri esempi
di attività fisica sono: correre, fare una camminata a passo veloce, andare sui pattini, in bicicletta,
ballare,  andare  in  skate-board,  nuotare,  giocare  a  calcio,  pallacanestro,  football,  fare  surf.  Per
rispondere alla prossima domanda somma tutto il tempo che impieghi per fare attività fisica ogni
giorno."
"Negli ULTIMI 7 GIORNI, quanti giorni hai fatto attività fisica per un totale di almeno 60 MINUTI
al giorno?"
□ 0 giorni   □ 1  □ 2  □ 3  □ 4  □ 5  □ 6  □ 7giorni
Il grafico 4.4 mostra la distribuzione dell'età fisica complessivamente per i due anni d'indagine. Si
nota che la distribuzione è fortemente diversificata con un andamento a campana   con moda 3 e
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media 3,35 giorni a settimana.
FIGURA 4.4. Distribuzione dell'attività fisica, n=3767
Come  fase  preliminare  si  sono  calcolati  i  modelli  lineari  generalizzati  che  hanno  BIC  e  AIC
migliori, quindi i modelli più plausibili. Questi saranno utili per comprendere se l'effetto Random
dovuto all classe è significativo o meno. Abbiamo ottenuto che il modello lineare che meglio si
adatta ai dati è "msalute6" quello cioè con variabile dipendente la salute e variabili indipendenti il
tempo, il genere, l'età e l'attività fisica. In realtà il tempo non risulta essere significativo, ma si è
deciso di lasciarlo nel modello poichè esso è importante per un'analisi di trend, obiettivo pricipale
del mio stage.
Verranno ora analizzate  le  differenze  tra  quattro modelli,  ottenuti  tramite  esclusione  dal
modello  completo,  con tutte  le  interazioni,  che  risultano essere  quelli  più  plausibili.  In  questo
gruppo verrà scelto quindi il modello migliore. Tali modelli hanno tutti come variabile dipendente la
salute percepita e come variabile Random la classe. Essi sono:
• "mixsalute1" con variabili  indipendenti  l'anno d'indagine,  il  genere,  l'età,  il  fas,  l'attività
fisica e con le interazioni tra genere ed età e genere e fas.
• "mixsalute2" con variabili  indipendenti  l'anno d'indagine,  il  genere,  l'età,  il  fas,  l'attività
fisica e con le interazioni tra genere ed età.
• "mixsalute3" con variabili indipendenti l'anno d'indagine, il genere, l'età, il fas e l'attività
fisica.
• "mixsalute4" con variabili indipendenti l'anno d'indagine, il genere, l'età e l'attività fisica.
Verranno ora confrontati  i valori di BIC e AIC nella Tabella 4.4.
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TABELLA 4.9. Modello, BIC e AIC
Visti  i  risultati  ottenuti  e  considerato  il  fatto  che  l'AIC  tende  a  preferire  modelli
sovraparametrizzati, la scelta cade sul modello senza la variabile random, "msalute6", quello cioè
con le variabili  tempo, genere,  età e attività fisica.  L'assenza della variabile classe nel modello
prescelto indica un'assenza di significatività di questa, ciò comporta che non esiste un'influenza
della classe in cui l'individuo è inserito sulla percezione della salute di questo. Verrà comunque
utilizzato il modello "mixsalute4" nelle analisi successive per porre un'attenzione particolare sulla
struttura  dei  dati,  che  presentano  una  gerarchia  data  dalla  variabile  classe,  seppure  questa  non
influenzi  significativamente  il  modello.  Nella  Tabella  4.10  vengono  riportati  gli  intervalli  di
confidenza di livello 0,95 per le variabili e le specifiche dell'effetto random classe, da questa si può
notare  che  l'effetto  random non risulta  essere  significativamente  diverso  da  0 che  viene  infatti
compreso nell'intervallo di confidenza. Per quanto riguarda le altre variabili risultano essere tutte
significative  tranne due  eccezioni,  quelle  corrispondenti  all'anno 2014 e  all'attività  fisica  di  un
giorno a settimana, si noti però che gli intervalli di confidenza contengono sono piuttosto spostati
dallo 0 pur contenendolo, ciò giustifica la scelta del modello "mixsalute4". Nella Tabella 4.11 e
nelle  Figure  4.4  verranno  esplorati  invece  gli  effetti  stimati  per  ciascuna  variabile  inserita  nel
modello scelto.
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MODELLO BIC AIC
msalute6 2424,49 2349,92
mixsalute1 2456,12 2342,95
mixsalute2 2445,62 2338,05
mixsalute3 2437,61 2339,97
mixsalute4 2431,90 2351,11
TABELLA  4.10.  Intervalli  di  confidenza  per  le  variabili  inserite  nel  modello e  specifiche
dell'effetto random
TABELLA 4.11. Stime degli effetti delle variabili indipendenti 
FIGURA 4.4.1.  Effetto del tempo sulla salute percepita
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(Intercept)   anno 2014     Femmina      Età 13       Età 15      attfisica 1 
 -2,0859       0,1896       0,4212       0,3826       0,5367       -0,3387 
 Attfisica 2  attfisica 3  attfisica 4  attfisica 5  attfisica 6  attfisica 7 
  -0,5876       -1,0386      -0,8851      -1,2825      -1,0673      -1,4068 
variabile: 2.5% 97.5%
Anno 2014 -0,0388 0,4194
Femmina 0,1925 0,6525
Età 13 0,0869 0,6801
Età 15 0,2444 0,8345
Attività fisica 1 giorno -0,7247 0,0528
Attività fisica 2 giorno -0,9798 -0,1906
Attività fisica 3 giorno -1,4542 -0,6230
Attività fisica 4 giorno -1,3156 -0,4564
Attività fisica 5 giorno -1,8164 -0,7737
Attività fisica 6 giorno -1,6540 -0,5192
Attività fisica 7 giorno -1,9908 -0,8613
Effetto Random Classe 0,0000 0,4517
Random effects:
 Groups Name        Variance Std.Dev.
 classe (Intercept) 0,05672  0,2382  
Number of obs: 3694, groups:  classe, 
216
FIGURA 4.4.2.  Effetto dell'età sulla salute percepita
FIGURA 4.4.3.  Effetto del genere sulla salute percepita
FIGURA 4.4.4. Effetto dell'attività fisica sulla salute percepita
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FIGURA 4.4.5.  Effetto della classe sulla salute percepita
Le Figure 4.4  possono essere utilizzate per indagare l'effetto delle varie variabili significative sulla
percezione della salute. In particolare si evince:
• non è presente un aumento significativo della percentuale di coloro che si dichiarano con
salute discreta o scadente dall'anno 2010 all'anno 2014.
• In generale il genere femminile ha una percentuale maggiore rispetto al genere maschile.
• L'età risulta imporante nel modello: all'aumentare dell'età sempre più ragazzi percepiscono
la propria salute in maniera non positiva.
• Particolarmente chiaro risulta l'effetto dell'attività fisica sulla percezione della propria salute.
Infatti coloro che si fanno attività fisica per più giorni a settimana tendono a rispondere
meno frequentemente in modo non positivo alla  domanda sulla percezione della  propria
salute.
• Come  pronosticabile  la  salute  non  è  significativamente  influenzata  dalla  classe  di
appartenenza.  Si  nota  infatti  dalla  Tabella  4.10 che l'intervallo  di  confidenza  dell'effetto
random contiene lo 0, indicatore di non significatività dell'effetto.
4.2.3. Bullismo subito
Viene ora esaminato il caso con variabile dipendente il bullismo subito. 
             Come fase preliminare si sono calcolati i modelli lineari generalizzatiche hanno BIC e AIC
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migliori,  quindi i modelli  più plausibili.  Abbiamo ottenuto che il  modello lineare che meglio si
adatta ai dati è "msbullismo5" quello cioè con variabile dipendente il bullismo subito e variabili
indipendenti l'anno d'indagine, il genere, l'età e le interazioni tra anno d'indagine e genere e tra
genere ed età. 
Verranno ora analizzate le differenze tra quattro modelli,  ottenuti  tramite esclusione dal
modello completo,  con tutte le interazioni,   che risultano essere quelli  più plausibili.  In questo
gruppo verrà scelto quindi il modello migliore. Tali modelli hanno tutti come variabile dipendente il
bullismo subito e come variabile Random la classe. Essi sono:
• "mixsbullismo1"  con  variabili  indipendenti  l'anno  d'indagine,  il  genere,  l'età  e  con  le
interazioni tra anno d'indagine e genere, tra genere ed età e tra anno d'indagine ed età .
• "mixsbullismo2"  con  variabili  indipendenti  l'anno  d'indagine,  il  genere,  l'età  e  con  le
interazioni tra anno d'indagine e genere e tra genere ed età.
• "mixsbullismo3"  con  variabili  indipendenti  l'anno  d'indagine,  il  genere,  l'età  e  con  le
interazioni tra anno d'indagine e genere.
• "mixsbullismo4" con variabili indipendenti l'anno d'indagine, il genere, l'età.
Verranno ora confrontati  i valori di BIC e AIC nella Tabella 4.4.
TABELLA 4.12. Modello, BIC e AIC
Visti i risultati ottenuti riportati nella tebella 4.5 risultano esserci due modelli quasi equivalenti per
BIC, il  modello "mixsbullismo2" e il  modello "mixsbullismo3",  i  quali  differiscono per la  sola
interazione tra genere ed età. Viene quindi utilizzato l'indicatore AIC per la scelta del modello che
verrà  utilizzato  nelle  analisi  successive.  Il  modello scelto  risulta  quindi  essere  "mixbullismo2".
Nella  Tabella  4.13  vengono  riportati  gli  intervalli  di  confidenza  di  livello  0,95  e  le  specifiche
dell'effetto random classe, nella Tabella 4.14 e nelle Figure 4.5 verranno esplorati invece gli effetti
stimati per ciascuna variabile inserita nel modello scelto. Si può affermare vista anche la Tabella
4.13 che l'effetto random è significativo, l'intervallo infatti non comprende lo 0, gli altri parametri
sono  tutti  significativi  tranne  l'interazione  tra  genere  femminile  ed  età  15,  è  possibile  inoltre
discutere della significatività della variabile tempo 2014 il cui intervallo di confidenza contiene lo 0
anche se piuttosto spostato verso il segno positivo, il confronto tra BIC afferma però che il modello
                                                                                                                                                  53    
MODELLO BIC AIC
msbullismo5 2847,85 2789,04
mixsbullismo1 2849,18 2780,83
mixsbullismo2 2842,97 2787,06
mixsbullismo3 2842,76 2799,27
mixsbullismo4 2846,09 2808,81
più plausibile risulta essere quello che mantiene il tempo.
TABELLA 4.13.Intervalli di confidenza per le variabili inserite nel modello e specifiche dell'effetto
random
TABELLA 4.14. Stime degli effetti delle variabili indipendenti
FIGURA 4.5.1.  Effetto del tempo sul bullismo subito
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   Intercetta   Anno 2014     femmina       eta 13       eta 15 
    -1,4837       0,2263      -1,0622       -0,4481      -0,9331        
    Anno 2014: femmina      Femmina:eta 13         Femmina:eta 15 
      0,7286           0,8023         -0,0966 
Random effects:
 Groups Name        Variance Std.Dev.
 classe (Intercept) 0,194    0,4404  
Number of obs: 3690, groups:  classe, 
216
variabile: 2.5% 97.5%
Anno 2014 -0,0642 0,5148
Femmina -1,4797 -0,6580
Età 13 -0,7772 -0,1232
Età 15 -1,3274 -0,5546
Femmina : età 13 0,3578 1,2525
Femmina : età 15 -0,6862 0,4870
Anno 2014 : femmina 0,3200 1,1432
Eff Random Classe 0,2745 0,5981
FIGURA 4.5.2.  Effetto del genere sul bullismo subito
FIGURA 4.5.3.  Effetto dell'età sul bullismo subito
FIGURA 4.5.4.  Effetto dell'interazione tra anno d'indagine e genere  sul bullismo subito
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FIGURA 4.5.5.  Effetto dell'interazione tra genere ed età  sul bullismo subito
FIGURA 4.5.6.  Effetto della classe sul bullismo subito
Le Figure 4.5  possono essere utilizzate per indagare l'effetto delle varie variabili significative sul
fenomeno del bullismo, in particolare del bullismo subito. Si evince che:
• è presente un aumento significativo della percentuale di coloro che dichiarano di aver subito
bullismo dal 2010 al 2014.
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• In generale il genere femminile ha una percentuale minore rispetto al genere maschile.
• L'età  risulta  imporante  nel  modello:  le  età  11  e  13  anni,  corrispondenti  a  coloro  che
frequentano le scuole medie inferiori, sembrano non avere differenze significative rispetto al
fenomeno analizzato, un notevole abbassamento della percentuale di coloro cheha dichiarato
di aver subito atti di bullismo risulta esserci per l'età 15.
• Mentre  per  il  genere  maschile  si  nota  un  costante  seppur  lento  abbassamento  della
percentuale con l'avanzare delle classi d'età, nel genere femminile questo non avviene e anzi
la percentuale più alta di bullismo subito è presente all'età 13, questa poi si abbassa di molto
nell'età 15.
• Di particolare interesse risulta essere l'effetto dell'interazione tra anno d'indagine e genere.
L'aumento  di  coloro  che  dichiarano  di  aver  subito  attidi  bullismo  aumenta  in  modo
significativo  solo  nel  genere  femminile.  L'aumento  generale  del  fenomeno  che  si  è
evidenziato  in  precedenza  è  quindi  dovuto  in  gran  parte  al  solo  genere  femminile.  E'
evidente inoltre che nel 2014 la percentuale di coloro che subiscono bullismo per genere non
presenta  livelli  differenti.  Il  genere  femminile  ha  raggiunto  quindi  una  percentuale  non
significativamente  diversa da quella del genere maschile.
• L'effetto  random   classe  influenza  fortemente  il  bullismo  subito.  Le  differenze  delle
intercette dalla media sono comprese totalmente tra -0,4 e +0,5. La distribuzione può essere
approssimata da una normale con media zero anche se  le classi che hanno intercetta minore
di zero sono in numero maggiore delle classi che l'hanno maggiore di zero, che hanno quindi
intercette generalmente in valore assoluto maggiore. 
4.2.3. Dieta
Viene ora esaminato il caso con variabile dipendente la dieta.  
Come fase preliminare si sono calcolati i modelli lineari generalizzati che hanno BIC e AIC
migliori,  quindi i modelli  più plausibili.  Abbiamo ottenuto che il  modello lineare che meglio si
adatta ai dati è "mdieta3",  quello cioè con variabile dipendente la dieta e variabili  indipendenti
l'anno d'indagine, il genere, l'età, il fas e le interazioni tra anno d'indagine e genere e tra genere ed
età. 
Verranno ora analizzate  le  differenze  tra  quattro  modelli,  ottenuti  tramite  esclusione  dal
modello  completo,  con tutte  le  interazioni,  che  risultano essere  quelli  più  plausibili.  In  questo
gruppo verrà scelto quindi il modello migliore. Tali modelli hanno tutti come variabile dipendente la
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dieta e come variabile Random la classe. Essi sono:
• "mixdieta1" con effetti fissi l'anno d'indagine, il genere, l'età, il fas e con le interazioni tra
anno d'indagine e genere, tra genere ed età .
• "mixdieta2" con effetti fissi l'anno d'indagine, il genere, l'età e con le interazioni tra anno
d'indagine e genere, tra genere ed età .
• "mixdieta3" con effetti fissi l'anno d'indagine, il genere, l'età e con le interazioni tra anno
d'indagine e genere.
• "mixdieta4" con effetti fissi l'anno d'indagine, il genere ed età.
• "mixdieta5" con effetti fissi l'anno d'indagine, il genere.
Verranno ora confrontati  i valori di BIC e AIC nella Tabella 4.6.
TABELLA 4.15. Modello, BIC e AIC
Visti i risultati ottenuti riportati nella tebella 4.15 la scelta cade sul modello "mixdieta4", il quale
verrà  utilizzato  nelle  analisi  successive.  Nella  Tabella  4.16  vengono  riportati  gli  intervalli  di
confidenza di livello 0,95 per le variabili inserite nel modello e le specifiche dell'effetto random
classe  da  questa  si  può  dedurre  che  l'effetto  random è  significativo,  così  come  anche  le  altre
variabili.  Nella  Tabella  4.17 e  nelle  Figure 4.6  verranno esplorati  invece  gli  effetti  stimati  per
ciascuna variabile inserita nel modello scelto.
TABELLA  4.16.  Intervalli  di  confidenza  per  le  variabili  inserite  nel  modello e  specifiche
dell'effetto random
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MODELLO BIC AIC
mdieta3 3089,00 3011,68
mixdieta1 3080,01 3923,92
mixdieta2 3064,64 3008,74
mixdieta3 3054,53 3011,05
mixdieta4 3051,54 3014,27
mixdieta5 3052,91 3028,06
Random effects:
 Groups Name        Variance Std.Dev.
 classe (Intercept) 0,1072   0,3274  
Number of obs: 3683, groups:  classe, 
216
variabile: 2.5% 97.5%
Anno 2014 0,1976 0,6138
Femmina 0,4398 0,8246
Età 13 -0,0058 0,5217
Età 15 0,3060 0,8265
Effetto Random Classe 0,1160 0,4841
TABELLA 4.17. Stime degli effetti delle variabili indipendenti
FIGURA 4.6.1.  Effetto del tempo sulla dieta
FIGURA 4.6.2.  Effetto del genere sulla dieta
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   intercetta    Anno 2014     Femmina       Età 13      Età 15 
    -2,6214        0,4051       0,6311       0,2572      0,5654 
FIGURA 4.6.3.  Effetto dell'età  sulla dieta
FIGURA 4.6.4.  Effetto della classe sulla dieta
Le  Figure  4.6   possono  essere  utilizzate  per  indagare  l'effetto  delle  variabili  significative  sul
fenomeno della dieta. Da esse si evince dalle  che:
• è presente un aumento significativo della percentuale di coloro che dichiarano di essere a
dieta dal 2010 al 2014, in particolare tale aumento si aggira attorno al 5%.
• In generale  il  genere femminile ha una percentuale  di circa il  7%  maggiore rispetto  al
genere maschile.
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• L'età risulta imporante nel modello: all'aumentare dell'età aumentano anche coloro che sono
a dieta,  si  passa da un circa 11% per  gli  undicenni  fino a  giungere al  quasi  18% per  i
quindicenni.
• Importante  è  anche  l'utilizzo  dell'effetto  Random classe.  Contrariamente  alle  aspettative
iniziali,  la  classe influenza significativamente la  percentuale  di  individui  che è  in dieta.
L'influenza dell'ambiente scolastico in cui si è quindi forte anche in aspetti della vita non
propriamente legati con esso, come appunto la dieta. Dalla Figura 4.6.4 si può notare che le
differenze delle intercette dalla media sono comprese totalmente tra -0,2 e +0,3.
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CONCLUSIONI
I  risultati  ottenuti  con  questo  lavoro  sembrano  essere  utili  per  una  pianificazione  di  politica
giovanile  nella  regione  Valle  d'Aosta,  metodologie  come quelle  utilizzate  nel  presente  possono
essere guida per i policy maker e replicate in ambiti più macro, il gruppo di ricerca HBSC ha quindi
aperto una strada che potrà essere ampiamente percorsa.
In particolar modo l'utilizzo di modelli di nascita recente, come i Generalized Mixed Effects
Models  è  stata  profiqua  nel  gestire  la  dipendenza  delle  informazioni  e  nel  perfezionare  le
indicazioni già fornite dal semplice utilizzo dei Generalized Linear Models. L'utilizzo di questi non
è sempre stato semplice infatti, come già detto, essi sono un ambito di studio ancora incompleto con
parecchie problematiche legate alla gestione dell'inferenza. Per evitare di incorrere in questo tipo di
problematiche che sono risultate talvolta anche computazionali, legate al programma R, si è deciso
di fornire gli intervalli di confidenza per i parametri così da poter analizzare, seppur non in modo
del tutto rigoroso, anche l'effetto random classe, che altrimenti sarebbe stato escluso da un'eventuale
analisi  Anova sulla  significatività  dei  parametri.  Tale  scelta  di  analisi  ha comunque validato le
ipotesi fatte con il confronto del BIC dei modelli. 
Per quanto riguarda la scelta dei modelli si è scelto di prediligere il criterio di informazione
Bayesiano  poichè  la  numerosità  campionaria  permetteva  di  scegliere  di  inserire  nel  modello
solamente quegli effetti che risultavano fortemente osservati. Nel confronto tra BIC ci si è dovuti
scontrare con l'utilizzo di due pacchetti  statistici  di  R diversi  (gdata  per i  GLMs e lme4 per  i
GLMMs) che avrebbero potuto utilizzare formule differenti nel calcolo del BIC. Questi però sono
risultati  confrontabili poichè i modelli condividono lo stesso modello nullo, come dimostrabile con
l'utilizzo della teoria. 
Le analisi effettuate sulle numerose variabili oggetto d'interesse, anche al di fuori di questo
lavoro, sembrano indicare una buona risposta delle variabili indipendenti con la sola eccezione della
variabile FAS, destinata all'approssimazione della situazione economica familiare. Questa risulta
infatti non essere mai significativa nei modelli osservati ed inoltre la sua distribuzione per anno è
curiosa.  Nel  quadriennio  2010-2014 è  noto,  infatti,  che  la  situazione  economica  delle  famiglie
italiane in generale è peggiorata, mentre le indicazioni fornite dal FAS vanno in direzione inversa.
Analizzando più approfonditamente i  motivi per il  quale esso non risulta essere utile in questo
lavoro si è compreso che questi possono essere determinati da due principali fattori d'errore: 
• per prima cosa due domande che determinano il FAS risultano essere differenti nei due anni.
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Nel 2010 le domande risultano essere infatti "Negli ultimi 12 mesi, quante volte sei andato
in vacanza ? (con la tua famiglia, per es. vacanze studio all’estero)" e "Quanti computer
possiede la tua famiglia?" . Mentre nel 2014 " Quante volte tu e la tua famiglia siete andati
fuori  dall'italia lo  scorso anno?" e "Quanti  computer possiede la tua famiglia? (inclusi
portatili  e  tablets  ed  escluse  console  portatili  e  smartphone)".  Facile  è  comprendere  la
grande differenza intrinseca nelle domande.
• In secondo luogo domande sulla tecnologia si scontrano con il progresso e sulla facilità di
possedere più oggetti tecnologici visto che il loro costo nel quadriennio si è ridotto.
Tali considerazioni non vogliono, comunque, costituire una critica al metodo di costruzione del
questionario,  bensì  specificare  la  possibile  inefficacia  di  utilizzo  di  tale  variabile  con  dati
provenienti da due anni d'indagine diversi. C'è anche da considerare la possibilità che il FAS non
determini modificazioni sull'atteggiamento degli adolescenti e che le scelte siano dettate da fattori
che non riguardano la sfera economica (Elgar et alii,2015). 
Per  quanto  riguarda  l'analisi  delle  variabili  d'interesse  si  sono  ottenuti  diversi  risultati  di
spessore  anche  in  previsione  di  un'utilizzo  per  l'attuazione  di  politiche  giovanili.  Per  tre  delle
quattro variabili analizzate in questo lavoro risulta essere significativo l'aumento della percentuale
dal 2010 al 2014 di individui che presentano le caratteristiche indagate, questi dati risultano essere
preoccupanti visto che le variabili oggetto d'indagine sono la frequenza del bullismo subito, della
dieta e lo stress causato dal lavoro scolastico. Questi aumenti risultano essere considerevoli con
valori che vanno dal 5%  fino a raggiungere l'11% nello stress. Di particolare interesse è anche la
tendenza di concentrare questi aumenti in una porzione ben delimitata della popolazione che viene
riconosciuta come popolazione a rischio sia per i livelli raggiunti, sia per i forti aumenti osservati.
Le popolazioni a rischio riconosciute sono: le ragazze di 15 anni per lo stress causato dal lavoro
scolastico, le ragazze nell'età 11 e 13 per il bullismo subito che raggiungono i maschi per frequenza
osservata in una variabile che tipicamente risulta avere nei maschi frequenze molto maggiori, e le
ragazze  di  15 anni  per  quanto  riguarda  la  frequanza  di  attuazione  della  dieta.  Tali  conclusioni
visualizzano con precisione la popolazione su cui è più utile agire tramite strategie di prevenzione. 
Sono stati inoltre ottenuti risultati che vanno al di là della pura pianificazione politica. Esempi
di questi sono i comportamenti che assumono i giovani nel confronto della percezione della propria
salute  con  indicazione  precise  su  quanto  l'attività  fisica  possa  migliorare  la  probabilità  di  non
percepire  la  propria  salute  cagionevole,  e  sulla  significatività  dell'effetto  random  classe  nella
variabile dieta, sintomo che la classe e le persone con cui si è più a contatto influenzino anche
variabili  derivanti  da  scelte  personali,  le  quali  non  dovrebbero  essere  influenzate  dal
comportamento degli altri. 
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