In [3] , the author gave characterizations for a simple ring to have a cyclic extension, which generalizes the case of division ring extension treated by S. A. Amitsur in [1] , while in [4] , he studied as a generalized notion of a simple ring extension having a sigle commutative generator, a polynomial extension1) of a simple ring as well as relationships between a cyclic extension and a Galois extension which is polynomial extension.
Proof. (a) Since
$\rho_{i}=1$ , we have $D_{i}=I_{y_{i}}|S$ . Then, $s(D_{i}D_{j}-D_{j}D_{i})=$ $s(y_{i}y_{j}-y_{j}y_{i})-(y_{i}y_{j}-y_{j}y_{i})s=st_{ij}-t_{ij}s(s\in S)$ by the latter half condition of (4) . Proof. Let $V$ be a division ring. We show that $R=RxS$ for each $x\in R\backslash S$ . Let $r=\sum y_{e^{e}}^{\nu}y_{e^{\underline{e}}\overline{1}^{1}}^{\nu}\cdots y_{1^{1}}^{\nu}s_{\nu_{e}\cdots\nu_{1}}(s_{\nu_{e}\cdots\nu_{1}}\in S)$ be the shortest non zero relation relative to the representation by $\{y_{e^{e}}^{\nu}y_{e^{\underline{e}}\overline{1}^{1}}^{\nu}\cdots y_{1}^{v} ; 0\leqq\nu_{i}\leqq m_{i}-1\}$ in the element of $RxS$. Then we may assume that $r\in RxS\backslash S$ (otherwise, $r\in S$ implies $R=$ $RrS=RxS)$. Noting here $sr=\sum y_{e^{e}}^{v}y_{e^{e}-\overline{1}^{1}}^{\nu}\cdots y_{1^{1}}^{\nu}s\rho_{e^{e}}^{\nu}\ldots\rho_{1^{1}}^{\nu}s_{\nu_{\epsilon}\cdots\nu_{1}}$ $(s\in S)$ is contained in $RxS$, we may set $r=y_{e}^{\alpha_{t}}y_{e^{\underline{e}}\overline{1}^{1}}^{\alpha}\cdots y_{1}^{\alpha}+\sum y_{e^{e}}^{\mu}y_{e\overline{1}^{1}}^{\mu_{\underline{e}}}\cdots y_{1}^{\mu_{1}}s_{\mu_{e}\cdots\mu_{1}}$ since $S\rho_{e^{e}}^{\alpha}\rho_{e^{\underline{e}}\overline{I}^{1}}^{\alpha}\cdots\rho_{1}^{a_{1}}sS$ $=SsS=S$ for each $s(\neq 0)\in S$ . Then $(y_{e^{e}}^{a}y_{e^{\underline{e}}\overline{1}^{1}}^{\alpha}\cdots y_{1}^{a_{1}})^{-1}r=1+\sum y_{e^{ee}}^{u\alpha}y_{e^{\underline{e}}\overline{1}^{1}}^{\mu-\alpha_{e-1}}\cdots$ $y_{1^{1}}^{\mu-\alpha_{\mathfrak{l}}}t_{\mu_{e}-\alpha_{r}\cdots\mu_{1}-\alpha_{1}}\in RxS(t_{\mu_{e_{-e}^{\alpha\cdots\mu_{1}-\alpha_{1}}}}\in S)$ . Since Proof. (a) Since $(sy_{i})\sigma=s(y_{i}\sigma)$ for each $\sigma\in \mathfrak{G}(R/S)$ and $s\in S,$ $y\sigma-y\in V$ $=Z$ . Hence $y_{l}\sigma=y_{t}+s_{i\sigma},$ $s_{i\sigma}\in Z$ . Thus we may assume that $y_{t}\sigma=y_{i}+1(e.g$ .
take $y_{i}s_{i\sigma}^{-1}$ ). If $y_{i}^{p}=\Sigma_{j=0}^{p-I}y_{l}^{j}s_{j}^{(i)}(s_{j}^{(i)}\in S)$ , then $(y_{i}+1)^{p}=\Sigma_{k=0}^{p}(_{k}^{p})y_{i}^{k}=y_{i}^{p}+\Sigma_{k\propto 0}^{p-1}$ $(_{k}^{p})y_{i}^{k}=\Sigma_{k=0}^{a-1}y((pk)+s_{k}^{(i)})=y_{i}^{p}\sigma=(\Sigma_{j=0}^{p-1}y_{i}^{j}s_{j}^{(i)})\sigma=\Sigma_{j=0}^{p-1}(\Sigma_{k\subset 0}^{j}(jk)y_{i}^{k}s_{j}^{(i)}D_{i}^{j-k})$ .
From those, we can see that $p+s_{p-1}^{(i)}=s_{p-1}^{(i)}$ , where it follows a contradiction $p=0$ .
(b) Let $R/S$ be G-regular for some G. If $\sigma(\neq 1)\in \mathfrak{G}$ , then as is shown in the proof of (a), $y_{i}\sigma=y_{i}+v_{i\sigma}(v_{i\sigma}(\neq 0)\in V)$ , and we may assume $y_{i}\sigma^{k}\neq y_{i}$ for each $0<k<p^{f}$ where $p^{j}$ is the order of $\sigma$ . Then $y_{i}\sigma^{pj}=y_{i}+T_{pj}(v_{i\sigma} ; \sigma)=y_{i}$ shows that $\#(\mathfrak{G}|V)=p^{e}$ and hence $V=C$. Thus $R=S\otimes {}_{z}C$ and $J(\mathfrak{G}|C, C)$ $=Z$ shows that $C/Z$ is a $p^{e}$ -dimensional Galois extension. The converse is evident.
The following is a slight generalization of Jacobson's Theorem. Theorem 1.2. Let $R$ be an n-dimensional right e-polynomial simple ring over S. Assume $n=2^{e},$ $\chi(S)\neq 2$ and $t_{ij}=0$ for each $i,j$ . If $[S:Z]$ is finite, the $R/S$ is weakly Galois with respect to an abelian group $\mathfrak{G}$ such that $\#\mathfrak{G}=2^{e}$ . In particular, if $R$ is a division ring, then $R/S$ is abelian.
Proof. Since $S(1)/S$ is a right quadratic extension for each $\pi$ , we may assume that $y_{1}^{2}\in S$ , and $S(1)/S$ is a Galois extension with respect to $\tau_{1}$ such that $y_{1}s\tau_{1}=-y_{1}s$ by [4. Corollary 4. 1] . Let $\sigma_{i}$ be an extension of $\tau_{i}$ such that $y_{i}s\sigma_{i}=y_{i}s\tau_{i}$ and $y_{j}s\sigma_{i}=y_{j}s$ if $i\neq j$ . Then $\sigma_{i}$ is an automorphism in $R$ since $t_{ij}=0$ , and $J(\sigma_{i}, R)=S[y_{1}, \cdots,\acute{y}_{i}, \cdots, y_{e}]$ . If we set $\mathfrak{G}$ , the group generated by $\sigma_{1},$ $\sigma_{2},$ $\cdots,\sigma_{e}$ , then $\mathfrak{G}=(\sigma_{1})\times(\sigma_{2})\times\cdots\times(\sigma_{e})$ and $J(\mathfrak{G}, R)=S$ . If $R$ is a division ring, then so is $V$ , and hence the above fact shows that $R/S$ is an abelian extension with respect to G. \S 2. Construction of polynomial rings, $e$ -polynomial simple ring extension.
Let $(t_{ij})$ be an $exe$ matrix with entries in $S$ such that $t_{ij}=-t_{ji},$ $t_{ii}=0$ and let $D_{1},$ $D_{2},$ $\cdots,D_{e}$ be derivations in $S$ satisfying $[D_{i}, D_{j}]=I_{t_{ij}}$ and $t_{ij}D_{k}$ $+t_{jk}D_{i}+t_{ki}D_{j}=0$ . Further, by $S[\mathfrak{X}_{n(e)}]$ we denote { $\sum X_{e^{e}}^{\nu}X_{e^{\underline{e}}\overline{1}^{1}}^{\nu}\cdots X_{1^{1}}^{\nu}s_{\nu\cdots\nu_{I}}$ ; $s_{\nu\cdots\nu_{1}}$ $\in S\}$ , the set of all polynomials with e-indeterminates and the coefficients in $S$ (the coefficients written on the right hand and $X_{i}$ means $X_{\pi(i)}$ ). We define in $S[\mathfrak{X}_{\pi(e)}]$ the following multiplication rule and functions $E_{j},$ $j=1,2,$ $\cdots,$ $e$ . Next, we shall show that $(X_{j}^{q}fX_{j})E_{e}=(X_{j}^{q}fE_{e})X_{j}+(X_{j}^{q}f)(X_{j}E_{e})$ for each (1) $sX_{e^{e}}^{\nu}X_{e^{\underline{e}}\overline{1}^{1}}^{\nu}\cdots X_{1^{1}}^{\nu}=X_{e^{e}}^{\nu}X_{e^{\underline{e}}\overline{1}^{1}}^{\nu}\cdots X_{1^{1}}^{\nu}(s\rho_{e^{e}}^{\nu}\rho_{e^{e}-\overline{1}^{1}}^{\nu} \rho_{1}^{\nu})$ , (2) $(X_{i^{l}}^{\nu}X_{i^{l}\overline{1}^{1}}^{\nu}\cdots X_{1^{1}}^{\nu}s)P_{j}=(X_{i}s_{ij})^{\nu_{i}}(X_{i-1}s_{i-1j})^{\nu_{i-1}}\cdots(X_{1}s_{1j})^{\nu_{1}}s\rho_{j}$ , Firstly, we shall prove that
by the latter conditions on 
These facts show that $M$ is a two-sided ideal if and only if (1) and (2) Proof. (a) Since $E_{j}=I_{x_{j}}|S[\mathfrak{X}_{\pi(e)} ; \mathfrak{D}_{n(e)}]$ , the assertion is clear.
. If we note that $(LN_{v}(s_{ij} : \rho))^{-1}=RN_{\nu}(s_{jl} ; \rho_{i})$ , the condition (2) of Lemma 2. 1 (b) yields at once $M_{k}P_{j}\subseteqq M_{k}$ .
By Lemma 2.2, we can see that each $E_{j}$ (resp. $P_{j}$ ) induces a derivation (resp. homomorphism) in
where $x_{i}$ is the residue class of $X_{i}$ modulo $M_{k}$ .
We denote by $E_{j}$ (resp. $P_{j}$ ), these induced derivation (resp. homomorphism) again.
Then $S[x_{1},x_{2}, \cdots, x_{k}][X_{k+1} ; E_{k\dashv 1}]=\{\sum_{\nu}X_{k+1}^{\nu}f_{\nu} ;f_{\nu}\in S[x_{1},x_{2}, \cdots,x_{k}]\}$ (resp. $S[x_{1},x_{2},$ $\cdots,x_{k}][X_{k+1}$ ; $P_{k+1}]$ ) can be regarded as an associative ring by the rule $fX_{k+1}=X_{k+1}f+fE_{k+1}$ (resp. $fX_{k+1}=X_{k+1}fP_{k+1}$)) for each $f\in S$ $[x_{1},x_{2}, \cdots,x_{k}]$ . Further, when this is the case, each polynomial $f_{k+1}(X_{k+1})$ given in Lemma 2. 1 can be considered as a polynomial in
where $w_{k}$ is the residue class of
, and let
where $\overline{w}_{k}$ is the residue class of $w_{k}$ modulo 
In following we shall give necessary and sufficient conditions for a simple ring to have an e-polynomial simple ring extension of dimension $n=\Gamma^{e}Im_{i}i\subset 1$ $m_{i}>1$ . such that $t_{ij}=-t_{ji},$ $t_{ii}=0$ and $(s_{\nu}^{(i)})1\times m_{i}$ matrices $(i=1,2, \cdots, e)$ satisfying
simple ring extension such that $D_{i}=0$ and $t_{ij}=0$ , it is necessary and sufficient that there exist automorphisms $\rho_{1},$ $\rho_{2},$ $\cdots,$ $\rho_{e}$ in $S,$ $(s_{ij})$ an $e\times e$ matrix with entries in
Proof. By proposition 2. 1, (1) and (2) are equivalent with the existence of a polynomial ring $S[\mathfrak{X}_{e} ; \mathfrak{D}_{e}]$ . Let $M=(f_{1}(X_{1}),f_{2}(X_{2}),$ $\cdots,f_{e}(X_{e})S[\mathfrak{X}_{e} ; \mathfrak{D}_{e}]$ .
Then (3) and (4) imply the fact that each $f_{i}(X_{l})$ is central. Hence $M$ is a two-sided ideal. Now, by (5) satisfies (1) and (2) 
and $x_{j}(x_{i}^{m_{i}}+\Sigma_{\nu=0}^{m_{i}-1}x_{i}^{\nu}s_{\nu}^{(i)})=(x_{i}^{m_{i}}+\Sigma_{\nu=0}^{m_{i}-1}x_{i}^{\nu}s_{\nu}^{(i)})x_{j}$ imply (3) and (4) for each $1\times m_{i}$ matrix $(s_{\nu}^{(i)})$ . Finally (5) is an immediate consequence of (3) of the definition of an e-polynomial simple ring extension and Lemma 2. 3.
(b) Sufficiency is clear from the proof of (a). Conversely, let $R=S$ $[x_{1},x_{2}, \cdots,x_{e}]$ be an $n=T^{e}Tm_{i}(m_{i}>1)$ -dimensional e-polynomial simple ring
with $sx_{i}=x_{i}s\rho_{i}$ and $x_{i}x_{j}=x_{j}x_{i}s_{ij}$ , then each $\tilde{x}_{i}^{-1}|S=\rho_{i}$ , $x_{i}^{-1}x_{j}^{-1}x_{i}x_{j}=s_{ij}$ satisfies conditions (1) and (2 . Let $(\sigma_{j}^{*})_{\cap}(\sigma_{1}^{*}, \sigma_{2}^{*}, \cdots,\sigma_{j-1}^{*})\ni\sigma^{*}=\sigma_{j}^{*k}$ . Then $y_{j}a^{*}=y_{j}+k=y_{j}\sigma_{1}^{*a_{1}}\sigma_{2}^{*\alpha_{2}}\cdots a_{j-1}^{*\alpha_{j-1}}=y_{j}$ show that $a^{*}=1$ . Consequently, we have $\mathfrak{G}^{*}$ , the group generated by $a_{1}^{*},$ $a_{2}^{*},$ $\cdots,$ $\sigma_{e}^{*}$ , is an abelian group of order $p$ such that the direct product of $\sigma_{1}^{*},$ $\sigma_{2}^{ . Hence conditions (3) and (4) are satisfied. Finally, if we note that $V$ is a field [Theorem 5 of [5] ], each intermediate ring of $R/S$ is simple [Lemma 1.4 of [7] ]. Hence $X_{i}^{\mathfrak{p}}-s_{i}$ is s.w-irreducible. Let $\varphi^{*}$ be the map defined by $\sum x_{e^{e}}^{\nu}x_{e^{\underline{e}}\overline{1}}^{\nu}\cdots x_{1}^{\nu_{1}}s_{\nu_{e}\cdots\nu_{1}}\rightarrow\sum y_{e^{C}}^{\nu}y_{e^{\underline{e}}\overline{1}^{1}}^{\nu}\cdots y_{1^{1}}^{v}s_{\nu_{e}\cdots\nu_{1}}$ of $R=S[x_{1},x_{2}, \cdots,x_{e}]$ to $R^{*}=$ $S[y_{1}, y_{2}, \cdots, y_{e}]$ , then it is clear that $\varphi^{*}$ is an S-isomrophism of $R$ to $R^{*}$ satisfying $\varphi^{*}\sigma_{i}^{*}=\sigma_{\dot{l}}\varphi^{*}$ . . We shall give a necessary and sufficient condition for $T/S$ can be regularly embedded in $R/S$ where $R/S$ is a $p^{f+m+k_{-}}$ dimensional abelian extension with respect to $\mathfrak{G}=(\sigma_{1})\times(a_{2})\times\cdots x(a_{m})x(a_{m+1})$ The map $\varphi^{*}:$ $\sum X_{e^{e}}^{\nu}\cdots X_{1^{1}}^{\nu}t_{\nu_{e}\cdots v_{1}}\rightarrow\sum y_{e^{e}}^{\nu}\cdots y_{1}^{\nu,}t_{\nu_{e}\cdots\nu_{1}}(t_{\nu_{e}\cdots\nu_{1}}\in T)$ is a T-isomorphism of $R^{*}$ onto $R$ satisfying $\varphi^{*}\sigma_{i}=\sigma_{i}^{*}\varphi^{*}$ Combining Corollary 3.3 with Theorem 3.2, we can easily obtain Corollary 3.5. Let $T/S$ be a p-dimensional abelian division ring extension of $\chi(S)=p$ with respect to $\mathfrak{H}=(\tau_{1})x(\tau_{2})\times\cdots x(\tau_{m})$ such that $\#\tau_{i}=p^{f_{i}}$ .
In order that $T/S$ can be regularly embedded in a $p^{r+k+m}$ -dimensional abelian division ring extension such that $k\geqq-m$ , it is necessary and sufficient that there exist derivations $D_{1},D_{2},$ $\cdots,D_{m+k}$ in $T,$ $(t_{ij})$ an $(m+k)\times(m+k)$ matrix with entries in $T,$ $(t_{i})$ a $1\times(m+k)$ matrix with entries in $T$ satisfying the (x_{i}^{-1}x_{j}^{-1}x_{i}x_{j})(x_{j}^{-1}x_{i}^{-1}x_{k}^{-1}x_{i}x_{k}x_{j})(x_{j}^{-1}x_{k}^{-1}x_{j}x_{k} )=x_{i}^{-1}x_{j}^{-1}x_{\lambda;}^{-1}x_{i}x_{j}x_{k}$ . On ther other hand, $(s_{jk}\rho_{i})s_{ik}(s_{ij}\rho_{k})=(x_{i}^{-1}x_{j}^{-1}x_{k}^{-1}x_{j}x_{k}x_{i})(x_{i}^{-1}x_{k}^{-1}x_{i}x_{k})$ $ (x_{k}^{-1}x_{i}^{-1}x_{j}^{-1}x_{i}x_{j}x_{k})=(x_{i}^{-1}x_{j}^{-1}x_{k}^{-1}x_{j}x_{i}x_{k})(x_{k}^{-1}x_{i}^{-1}x_{j}^{-1}x_{i}x_{j}x_{k} )=x_{i}^{-1}x_{j}^{-1}x_{k}^{-1}x_{i}x_{j}x_{k}$ . Thus there holds (2) . The condition (6) Finally, we shall deal with the regular embedding problem of Kummer case.
Lemma 4. 1. Let $T$ be a q-dimensional simple ring extension over $S$ such that $T$ is $T_{l}S_{r}$ -irreducible and $ V_{T}(T)\ni\zeta$ , and let $R$ be an n-dimensional Kummer extension over T. Then $R$ is $R_{l}S_{r}$ -irreducible $\iota f$ and only $\iota\beta V$ is a division ring.
Proof. Let $R=T[x, \cdots,x_{e}],$ $x_{i}^{n_{i}}\in T$ , and let $V$ be a division ring. We shall show that $R=RxS$ for each $x\in R\backslash S$ . Let $y=\sum x_{e^{e}}^{\nu}x_{e^{\underline{e}}\overline{1}^{1}}^{\nu}\cdots x_{1}^{\nu_{1}}s_{\nu_{e}\cdots v_{1}}$ be the element which is the shortest non zero relation contained in $RxS$ . Then, without loss of generality, we may assume that $y\in R\backslash S$ . Since $T$ is $T_{l}S_{r^{-}}$ irreducible and each $x_{i}$ is regular, we may assume that the constant term of $y$ is 1. Thus $sy-ys=0$ , thst is, $R=RyS=RxS$. The converse is clear.
In what follow, we assume that $T$ is a q-dimensional abelian extension over Proof. Firstly by condition (5) shows that $\sigma_{j}^{\star}\sigma_{k}^{*}$ $=\sigma_{k}^{*}\sigma_{j}^{*}$ . Let $\sigma^{*}\in(\sigma_{i}^{*})_{\cap}(a_{1}^{*}, a_{2}^{*}, \cdots, \sigma_{i-1}^{*})$ . Then $\sigma^{*}=\sigma_{i}^{*\alpha_{l}}=\sigma_{1}^{*a_{1}}\sigma_{2}^{*\alpha_{2}}\cdots\sigma_{i-1}^{*a_{i-1}}$ and Finally, since $V$ is a division ring, $T_{l}S_{r}$ -irreducibility of $T$ yields at once the condition (6) by Lemma 4. 1 in $T[\mathfrak{X}_{m+k} ; \mathfrak{P}_{m+k}]$ where $X_{i}P_{j}=X_{i}s_{ij}$ and $S|P_{j}=\rho_{j}$ .
The condition (6) 
