This article presents the implementation of several variance reduction techniques that dramatically improve the simulation efficiency of ion chamber dose and perturbation factor calculations. The cavity user code for the EGSnrc Monte Carlo code system is extended by photon cross-section enhancement ͑XCSE͒, an intermediate phase-space storage ͑IPSS͒ technique, and a correlated sampling ͑CS͒ scheme. XCSE increases the density of photon interaction sites inside and in the vicinity of the chamber and results-in combination with a Russian Roulette game for electrons that cannot reach the cavity volume-in an increased efficiency of up to a factor of 350 for calculating dose in a Farmer type chamber placed at 10 cm depth in a water phantom. In combination with the IPSS and CS techniques, the efficiency for the calculation of the central electrode perturbation factor P cel can be increased by up to three orders of magnitude for a single chamber location and by nearly four orders of magnitude when considering the P cel variation with depth or with distance from the central axis in a large field photon beam. The intermediate storage of the phase-space properties of particles entering a volume that contains many possible chamber locations leads to efficiency improvements by a factor larger than 500 when computing a profile of chamber doses in the field of a linear accelerator photon beam. All techniques are combined in a new EGSnrc user code egs_chamber. Optimum settings for the variance reduction parameters are investigated and are reported for a Farmer type ion chamber. A few example calculations illustrating the capabilities of the egs_chamber code are presented.
I. INTRODUCTION
Current dosimetry protocols 1,2 for high energy photon and electron beams in radiation therapy are based on standards of absorbed dose to water and require several correction factors to obtain the dose to a reference point in water from the chamber reading. Recent studies based on Monte Carlo simulations under reference conditions show the need for further investigation of ion chamber behavior in high energy photon and electron beams. [3] [4] [5] [6] Only a few publications have presented Monte Carlo simulations of ion chambers under nonreference conditions. For example, Kawrakow 7 calculated photon depth dose curves including various ion chamber geometries for an investigation of the effective point of measurement. Other authors used ion chamber models to study their response under nonreference conditions [8] [9] [10] [11] [12] or included them in the process of characterizing Monte Carlo models of treatment heads to match measurements. 13, 14 These studies show that the varying response of an ion chamber inside the field of a linear accelerator makes the inclusion of an appropriate chamber model necessary for a detailed comparisons between calculations and measurements, both when commissioning the beams and also for quality assurance measurements under nonreference conditions. The main problem when directly comparing Monte Carlo computed cavity doses to measurements, or when performing simulations to obtain ion chamber correction factors, is the extremely long computation time. For instance, the investigation of Kawrakow 7 required thousands of hours of CPU time. For matching measured and simulated dose distributions of treatment head simulations Sheikh-Bagheri and Rogers 15 recommend profiles of large fields. The investigations of Dohm et al. 11 and Tonkopi et al. 14 demonstrate that the chamber response changes with distance from the central axis and should therefore be taken into account when comparing simulations to measurements. A Monte Carlo calculation of ion chamber ionization profiles in large fields is prohibitively long with existing tools thus making the inclusion of chamber response in the beam commissioning process impractical. This is easy to understand considering that the probability of an incident photon depositing energy in a small air volume within a 40ϫ 40 cm 2 field is exceedingly small.
The purpose of this article is to present a combination of variance reduction techniques that dramatically improves the efficiency of ion chamber simulations. Starting from the EGSnrc 16, 17 user code cavity, 18 photon cross section enhancement ͑see Sec. II B͒, intermediate phase-space storage of the properties of particles entering user defined regions ͑Sec. II C͒, and correlated sampling ͑Sec. II C͒ are combined into a new EGSnrc user code called egs_chamber. The EGSnrc system is selected as the basis for radiation transport because its suitability for ion chamber simulations has been comprehensively established. 16, [19] [20] [21] [22] [23] [24] 12 The egs_chamber code is tested for a series of typical ion chamber dosimetry situations described in Sec. III and results are given in Sec. IV.
II. VARIANCE REDUCTION TECHNIQUES FOR ION CHAMBER CALCULATIONS
A general metric of the efficiency of a Monte Carlo simulation is given by the following relationship:
In the equation above, T is the CPU time needed for the calculation of a quantity of interest with the estimated statistical uncertainty . Any technique which leads to an increase of without introducing a systematic error in the calculation is referred to as a variance reduction technique ͑VRT͒. In this study the quantity of interest is the dose to the cavity of an ion chamber. Before describing the techniques implemented in egs_chamber, the photon splitting scheme combined with range-based Russian Roulette, already available in cavity and until now the most efficient way of computing the dose to the cavity of an ion chamber in a phantom, is briefly discussed.
II.A. Photon splitting and Russian Roulette for electrons
The cavity user code is part of the current EGSnrc distribution and permits the calculation of cavity dose for any geometry describing an ion chamber. It uses the EGSnrc C + + class library known as egspp, 18 which allows flexible modeling of geometries and particle sources in a simulation using the EGSnrc Monte Carlo code system. 16, 17 The user code itself is written in C + + and is connected to the original EGSnrc backend, which is programmed in the MORTRAN language, 17 and takes care of the involved transport physics. The code is equipped with two powerful variance reduction techniques, namely photon splitting and an electron rangebased Russian Roulette scheme. Photon splitting was introduced by Kawrakow and Fippel 25 and found to increase the efficiency of external photon beam dose calculations for radiotherapy by up to a factor of 5. It is suitable for ion chamber calculations as well, and as a result it has been implemented in the EGSnrc user codes CAVRZnrc ͑Ref. 26͒ and cavity. The basic idea is to split a photon into N s subphotons with a uniform distribution of interaction sites along the initial direction. The weights of the split photons are adjusted to w 0 / N s , with w 0 denoting the original weight of the incident photon. The splitting number N s is defined by the user and can be selected to yield the best efficiency. For more details the reader is referred to Refs. 25-27. The range-based Russian Roulette is an advanced technique for terminating electrons whose energy is too small to reach the cavity of the ion chamber and thus cannot contribute to the chamber dose directly. Whenever an electron is about to take a step, its residual range in the medium with the lowest restricted stopping power present in the simulation geometry is evaluated. If this range is less than the smallest distance between the electron and an elementary, user defined geometry surrounding the cavity, the electron is subjected to a Russian Roulette game with a user defined survival probability of 1 / N r , N r Ͼ 1. If the electron survives the game, it carries a statistical weight increased by a factor of N r . These high weight electrons, often referred to as fat electrons, may generate high weight or fat photons in radiative events ͑bremsstrahlung, electron impact ionization and, for positrons, annihilation͒. Such radiative interactions are therefore split N r times to avoid fat photons reaching the cavity and causing large statistical fluctuations. Note that the rangebased Russian Roulette is only applied to nonfat electrons. This technique achieves a similar effect to the commonly used range rejection but avoids the approximation of neglecting potential photons set in motion by the rejected electrons and is thus a true VRT.
Although the above described techniques lead to an improved efficiency, the calculation of perturbation factors and the calculation of ion chamber dose at more than one position inside a phantom is extremely time consuming. The goal of photon splitting is to increase the density of interactions throughout the whole simulation geometry. However, in typical setups, the ion chamber and the water volume surrounding the chamber, where electrons contributing directly to the cavity dose are generated, cover only a small fraction of the overall geometry. This implies that most electrons will be terminated immediately via Russian Roulette after being set in motion in a split photon interaction ͑i.e., the time spent on simulating photon interactions that create electrons not contributing to the cavity dose is wasted͒. Hence, cavity is extended by various techniques for the special case of ion chambers inside a phantom, as described in the following sections. The changes made to the cavity code led to a new EGSnrc user code called egs_chamber.
II.B. Photon cross-section enhancement "XCSE…
The mean free path length ͑mfp͒ of MeV photons in water can be larger than typical phantom dimensions. For example, a 10 MeV photon has a mfp of 45 cm while a phantom for absolute dosimetry purposes is usually 30ϫ 30ϫ 30 cm 3 . The basic idea of XCSE is to increase the photon cross section ⌺ by a free parameter b Ͼ 1 thus decreasing the mfp. The result is comparable to the photon splitting mentioned above, namely to generate more electrons along the path of a photon. This technique can be found in the CAVRZnrc and DOSRZnrc user codes of the EGSnrc system and is reimple-mented in the egs_chamber code with some extensions. Generally, XCSE leads to an increased density of photon interaction sites by introducing a fictitious photon interaction, which leaves the direction and energy of the incident photon unchanged. The fictitious interaction cross section is taken to be ͑b −1͒⌺ so that the total photon cross section ⌺ tot that includes the real interaction ⌺ and the fictitious interaction ͑b −1͒⌺ is
When a photon arrives at an interaction site, it is split into a portion that undergoes a real interaction and a portion that performs a fictitious interaction ͑i.e., a noninteracting portion͒. The interacting portion is simply the ratio of the real cross section ⌺ to the total cross section ⌺ tot , i.e., given by 1 / b. The noninteracting portion is ͑b −1͒⌺ / ⌺ tot =1−1/ b. The interacting photon will set in motion electrons and/or scattered photons all carrying a statistical weight of w 0 / b, with w 0 being the statistical weight of the incident photon. One can then play a Russian Roulette game with a survival probability of 1 / b for scattered photons and 1 − 1 / b for the noninteracting portion of the incident photon so that all surviving photons carry again the initial weight w 0 . In practice, it is sufficient to generate a single random number r between zero and unity and keep scattered photons if r Յ 1 / b or the initial photon if r Ͼ 1 / b. The result of all this is that the number of electrons set in motion by the incident photons is increased by a factor of b while the number of transported photons remains the same. The advantage of XCSE compared to photon splitting is that one can have a position dependent enhancement factor b, with b being set by the user on a regionby-region basis in the egs_chamber implementation. Figure 1 illustrates the XCSE technique by showing the interaction sites of ϳ500 photons incident on a water phantom with a small region of XCSE within the phantom. Because in the egs_chamber implementation individual regions of a phantom can be equipped with different XCSE factors b i , electrons of different statistical weight will be set in motion in the different regions of the geometry. To avoid fluctuations in weight, which may compromise the statistics of the cavity dose, electrons are handled in a special way. When an electron leaves a region, the XCSE factor b 2 of the new region is compared to the XCSE factor b 1 of the current region. If b 2 Ͼ b 1 , the electron is split into b 2 / b 1 copies, each carrying a fraction of b 1 / b 2 of the initial weight, and each copy is transported separately. If b 2 Ͻ b 1 , then the electron is subjected to a Russian Roulette game with a survival probability of b 2 / b 1 , and the weight of surviving electrons is increased by b 1 / b 2 . In this way all electrons moving in a region with a XCSE factor of b have a statistical weight of w 0 / b, irrespective of whether they were set in motion in this region or entered from another region with a different XCSE.
As with photon splitting, XCSE can be combined with range-based Russian Roulette. The egs_chamber implementation of this technique works in exactly the same way as described in the previous section. The only egs_chamber specific detail is that fat electrons are excluded from the splitting or Russian Roulette when moving between regions with different XCSE factors. This is of no consequence for the ion chamber dose because fat electrons per definition can never enter the cavity.
In practical applications the XCSE technique is employed by using large XCSE factors in and around the chamber geometry. This is accomplished by surrounding the chamber geometry with one or more extra regions, called "shells" in what follows, which can easily be defined with the egspp geometry library. The parameter that can be adjusted for optimum efficiency are the XCSE factors and the size and shape of shells. Investigations of optimum simulation parameters for a few typical cases are given in Sec. IV.
II.C. Intermediate phase-space storage "IPSS… and correlated sampling "CS…
When one wants to calculate a depth dose curve or a profile inside a water phantom using a real ion chamber model, each position of the chamber must be simulated separately. On the other hand, only a small fraction of the overall geometry changes from one position to another. To avoid a full, "brute force" recalculation in all parts of the phantom, one can introduce an artificial volume, which surrounds all possible chamber positions needed for the depth dose curve or profile as tightly as possible. The phase space ͑i.e., particle type, energy, position, direction, statistical weight, and possibly additional user defined particle properties͒ of all particles that enter the artificial volume can be stored and the particle transport terminated immediately. The stored phase space can then be used as a source for all single chamber calculations at the different locations inside the phantom. In the egs_chamber implementation the user defines a "base geometry" which consists of the phantom and the artificial volume for IPSS. All ion chamber positions are described by separate simulation geometries that include the phantom but not the artificial IPSS volume. The transport is started from FIG. 1. Two-dimensional representation of photon interaction sites ͑dots͒ inside a water filled geometry. The image is generated during a simulation using the XCSE technique. The geometry includes a small region where the photon cross section is increased by a factor of 512, while the surrounding uses the unscaled cross sections. The size of the box is 1 ϫ 1 ϫ 1 cm 3 and the geometry is irradiated by a 6 MeV photon beam.
the common simulation source in the base geometry and stops at the artificial IPSS boundary. Subsequently, the particle transport is performed in all simulation geometries describing different chamber locations and dose to the cavity is calculated in a normal fashion. A comparable technique was introduced by Chibani for the GEPTS code. 13 In egs_chamber an "on-the-fly" method is used, i.e., phasespace information is stored in memory to omit the use of phase space files as known from, e.g., BEAM simulations 28, 29 thus avoiding the relatively slow speed of hard disk access and all other disadvantages associated with the use of phasespace files. 30 It is worth noting that due to the flexibility of the egspp library, arbitrary IPSS volumes can be defined, including horizontal or vertical rectilinear tubes needed for profile or depth dose curve calculations. Figure 2 illustrates the use of IPSS and XCSE. Also shown is a necessary, special handling of electrons to combine IPSS with the XCSE technique efficiently. The surrounding geometry and the ion chamber itself are equipped with a shell of phantom material of enhanced cross section and both shells overlap. If an electron from the phase space does not start inside the XCSE region of an ion chamber geometry, a Russian Roulette game is applied with a survival probability of the inverse XCSE factor. In this way, large numbers of electrons are only transported around the cavity for each chamber locations.
The idea to simulate only the changing fraction of a geometry can also be applied to the calculation of perturbation factors. For example, the calculation of the central electrode correction factor P cel requires two simulations, one with the central electrode present and one without it. A correlated sampling scheme for the calculation of perturbation factors is therefore implemented in egs_chamber, which stores the random number generator state besides the phase-space mentioned above, whenever a particle enters a set of user defined geometry regions. These regions define the part that differs from one geometry to another. The statistical uncertainty of the dose ratio is evaluated taking into account the correlation of the two dose values brought about by using the same particles in both geometries and enhanced by employing the same random number sequence. This technique was introduced for ion chamber calculations by Ma and Nahum 31 and more details can be found in their article, as well as in a more recent study by Buckley et al. 3 In the egs_chamber implementation the correlated sampling can be applied to calculate more than one perturbation factor and/or one or more perturbation factors at different chamber locations in a single run. The subsequent simulations of all geometries representing different ion chamber constructions ͑e.g., full chamber geometry, chamber without electrode, chamber without central electrode and without wall, etc.͒ start at the boundary of the user defined regions. For example, if one wants to compute the wall and central electrode perturbation factors of a cylindrical chamber in a single run, the transport will start at the boundary of regions defining the wall, even for the calculation of P cel . The ability to recreate the exact random number sequence from the stored data ensures that the particle transport up to the region of the central electrode is exactly the same for both simulations necessary for determining P cel . Thus, the correlation between both doses is maximized, although some time is wasted by simulating particle tracks in some parts of the geometry twice.
III. TEST GEOMETRIES
To test the new egs_chamber user code, both in terms of the correctness of the implementation and in terms of efficiency gain, several test calculations are run. The results are compared to simulations without any variance reduction techniques as well as to the results of simulations using photon splitting and range-based Russian Roulette with the original cavity code, which has been extensively benchmarked. In addition, these test calculations are used to determine optimum settings of the various variance reduction parameters in typical cases relevant for ion chamber simulations.
In a first simple simulation geometry, small spheres of different radii and material at 10 cm depth inside a 30ϫ 30 ϫ 30 cm 3 water phantom are used to evaluate the XCSE technique. The spheres are surrounded by a spherical shell of varying thickness made of water. The photon cross section is increased by the same amount in the sphere and in the surrounding shell. The water phantom is irradiated by a divergent 10ϫ 10 cm 2 photon beam with a source-surfacedistance ͑SSD͒ of 100 cm and a published 6 MeV medical linear accelerator spectrum by Mohan et al. 32 In a second simulation, dose and the P cel perturbation factor are calculated for a simple cylindrical NE2571 Farmer type ion chamber model inside a 50ϫ 50ϫ 50 cm 3 water phantom at 10 cm depth for various beam qualities using 32 MV spectra and a 60 Co spectrum. 33 All simulations are for a 10ϫ 10 cm 2 field size and SSD= 100 cm. The chamber model has a 0.64 cm diameter and 2.4 cm length cavity and   FIG. 2 . Illustration of the combination of the IPSS and XCSE techniques for the simulation of two ion chamber positions inside a phantom. In the left base geometry photon tracks A and B are started from the simulation source. The IPSS volume ͑left͒ surrounds both ion chamber positions ͑middle, right͒. The IPSS volume ͑solid line box͒ in the base geometry is surrounded by a XCSE region ͑dashed line box͒. Each of the two chamber geometries has its own XCSE region that only partially overlaps with the XCSE region of the base geometry. The phase space of photons and electrons is stored and the transport is terminated as soon as the particles enter the IPSS region ͑left͒. The phase space is used for both ion chamber positions as a particle source. Electrons must survive a Russian Roulette game, if they do not start inside the XCSE region of the respective ion chamber geometry. In this illustration no IPSS electrons originating from photon A survive the game for the first chamber position ͑middle͒ and no IPSS electrons from photon B survive for the second ͑right͒.
includes a 2.06 cm long aluminum central electrode with a diameter of 0.1 cm. The wall is made of graphite with 0.061 g / cm 2 thickness. In these simulations CS, IPSS, and XCSE are employed by defining an additional cylindrical shell of water around the chamber.
In a final simulation setup the chamber dose and perturbation factors are calculated for the Farmer chamber model as a function of depth along the central beam axis and as a function of distance from the central axis at 10 cm depth. A full BEAMnrc ͑Refs. 28 and 29͒ treatment-head simulation employing the DBS technique 34 ͑with the BEAMnrc accelerator compiled as a shared library, see Ref. 29͒ serves as a particle source. The simulated beam is the 6 MV beam from the NRC Elekta Precise linac. Geometry specifications and parameters of the electrons incident on the bremsstrahlung target are the same as those used by Kawrakow 7 and Tonkopi et al. 14 The depth ionization curve is calculated for a 10 ϫ 10 cm 2 field at SSD= 100 cm, the profile for a 10 ϫ 10 cm 2 , and a 40ϫ 40 cm 2 field, also at a SSD of 100 cm. For these calculations, XCSE, CS, and IPSS at a surface enclosing all chamber positions described by a box are used. The simulations for the ion chamber include the calculation of dose to the cavity and the calculation of the perturbation factors P cel and P wall in one run. The variance reduction parameters are adjusted for best dose efficiency ͑see Sec. IV and Table I͒. For the calculations along depth the dose to the ion chamber is compared with dose in small water volumes from the study of Kawrakow. 7 Default EGSnrc transport parameters are used in all egs_chamber and cavity simulations and the particle production threshold and transport energies are AE= ECUT = 521 keV and AP= PCUT= 10 keV.
IV. RESULTS

IV.A. Verification
All techniques implemented in the egs_chamber code are true variance reduction techniques, i.e., they do not modify the results of the simulations compared to calculations without variance reduction techniques. However, their combination is quite complex and therefore a thorough investigation of the correctness of the implementation is required. In addition to the test cases reported here, many other calculations were run and the results compared to cavity calculations using photon splitting and, in some selected cases, to cavity and egs_chamber simulations not using any variance reduction techniques. Note that calculations without VRT usually require exceedingly long simulation times thus making it impossible in practice to simulate all test cases studied. In most cases agreement within the combined statistical uncertainties was observed, which were generally of the order of 0.1%. In situations where differences of more than one standard deviation were found ͑this is expected in approximately one out of three cases͒, the simulations were rerun to much lower uncertainties until an agreement of 0.05% or better between the simulations was seen. Figure 3 shows the relative efficiency of the simulation as a function of the XCSE factor for the computation of dose in a 0.5 cm radius spherical water cavity placed at 10 cm depth in a water phantom. Each curve represents a simulation geometry with a different spherical shell thickness surrounding the cavity. Two observations can be made from the figure. First, the efficiency increases with increasing XCSE factor and reaches a peak due to the larger probability that source photons contribute to the chamber dose. Further increasing the XCSE factor results in a decrease of efficiency due to the longer simulation time required while no extra information is gathered from the additional electrons generated by the same set of photons. Second, the efficiency increases with the thickness of the surrounding region reaching a maximum at 1 cm, beyond which it drops with increasing thickness. The thicker the shell, the more secondary electrons are set in motion in the regions of increased cross section. As Fig. 3 indicates, optimum values for the XCSE factor and for the size of the shell exist, which lead to a gain in efficiency of about a factor 130 for this type of simulation. This is about a factor of 7 more efficient than using the cavity photon splitting technique with an optimum splitting number.
IV.B. Efficiency gain by XCSE
The optimum XCSE factor depends on the size and material of the cavity. In Fig. 4 efficiency results are shown for simulations with different sizes of the sphere. Furthermore, the material inside the sphere is changed from water to air in one of the simulation geometries. The figure indicates that the gain in efficiency increases with decreasing cavity volume. This is expected because the probability of a dose deposition per initial source photon decreases with decreasing sphere size. Hence, a local increase in photon interaction density leads to more secondary electrons that deliver dose. The same applies for a small air-filled spherical cavity of 0.25 cm radius, where the probability for dose deposition is even smaller. In this case the peak efficiency is about a factor of 650 better compared to simulations without variance reduction techniques. For comparison, the efficiency for the cavity photon splitting technique with optimum splitting number lies at roughly a factor of 16 in this case.
The above results point out the need for individual optimization procedure for different simulation setups. This procedure includes two steps:
• The ion chamber model is equipped with an extra region, leading to a shell of different size in all dimensions, filled with phantom material. The maximum shell thickness that one needs to consider is given by the range of maximum energy electrons set in motion by the incident photon beam. • For various shell thicknesses, the XCSE factor is changed and applied to all regions of the ion chamber geometry and the extra region. Efficiency of the dose calculation is determined using Eq. ͑1͒ and short simulation runs. As Figs. 3 and 4 indicate, and as will be shown in the next section, for the investigated cases a shell thickness of 1 cm is appropriate most of the time.
Considering that the optimum shell thickness is related to the average range of electrons set in motion by the photons, a shell thickness comparable to the depth of maximum dose is also a good starting point. In principle, one could define several shells around the cavity with a XCSE factor gradually increasing from unity toward the maximum XCSE factor used in the cavity and in the first surrounding shell. The efficiency of calculations with more than one shells were tested for varying shell numbers and strategies of increasing the XCSE factors. Although slightly better efficiency ͑ϳ10%͒ could be obtained in some of the simulations, it was deemed that this small increase of efficiency is not worth pursuing given the increased complexity of geometry definition and the much more difficult process of obtaining optimum XCSE factors and shell thicknesses. Thus, in all subsequent simulations reported here a single enhancement region around the chamber is used.
IV.C. Ion chambers under reference conditions
In the previous section it was shown that a large efficiency gain can be achieved with the use of the XCSE technique. For the simulations of the NE2571 ion chamber in a water phantom, the surrounding cylindrical shell and XCSE factor are adjusted to deliver the best efficiency as described above. In Fig. 5 the relative efficiency for the calculation of dose to the cavity is shown as a function of the beam quality specified as %dd͑10͒. The efficiency gain drops with increasing energy but is significantly higher than using the cavity photon splitting technique even at the highest investigated energy of 25 MeV by roughly a factor of 3.5. Table I summarizes the parameters delivering best efficiency in this situation. In general, the XCSE factors are larger for lower energies.
When calculating perturbation factors and using the correlated sampling technique, the optimum parameters differ from those when just calculating cavity dose. Best efficiency for perturbation factors is achieved with thinner shells and higher XCSE factors as seen in Table I . The relative efficiency for the P cel calculations varies with a slight energy dependence between 3800 for 60 Co and 3000 for the 25 MeV photon beam. In Fig. 6 the efficiency is shown for the calculation of perturbation factors as a function of beam quality. The extreme gain in efficiency when calculating P cel accord- ing to Eq. ͑1͒ of Ref. 3 can be explained by the high correlation of single dose depositions, which is increased drastically by the XCSE technique.
The central electrode perturbation factor P cel for the NE2571 chamber obtained in this study is compared to the values published by Buckley et al. 3 for several photon beam spectra in Table II . The value for each beam quality could be calculated in 3-6 h on a single Opteron 1.8 GHz 244 CPU using the egs_chamber code. Generally there is a very good agreement with the Buckley et al. 3 results, although in some cases one observes a statistically significant difference between the results for a parallel beam ͑used by Buckley et al. 3 ͒ and a point source. The optimum XCSE parameters and shell thicknesses given in Table I are specific for a NE2571 Farmer chamber. These should apply for chambers of similar dimensions, but an individual selection for ion chambers of different shapes and sizes might be necessary for optimum efficiency, following the procedure outlined in the previous section.
IV.D. Ion chambers under nonreference conditions
The most realistic but challenging situation is the calculation of ion chamber doses and perturbation factors when a realistic beam source is included in the simulation. Here we present results for the NRC ELEKTA linear accelerator treatment head modeled with a BEAMnrc shared library serving as a source of particles for egs_chamber calculations of dose and perturbation factors along depth on the beam axis ͑40 chamber locations͒ and in a profile at 10 cm depth with 30 chamber locations ͑10ϫ 10 cm 2 field size͒ and 24 points ͑40ϫ 40 cm 2 ͒ inside the phantom. In Fig. 7 the results for calculations along depth are shown. The complete simulation took 100 h of CPU time on a single 1.8 GHz Opteron CPU when dose and perturbation factors were computed in one run. Note that in this case the simulation in three different geometries ͑real chamber, chamber without a central electrode, and a bare air cavity͒ for each chamber location is required. If one is interested in the chamber dose only, the calculation time decreases by roughly 60%, and an efficiency gain of a factor of 530 compared to a simulation without any variance reduction techniques is achieved. The relative statistical uncertainties are 0.1% or less for water doses and 0.2% or less for chamber doses, so the error bars are not visible on the plot scale used in Fig. 7 . The depth axis for the cavity dose corresponds to the geometrical midpoint of the chamber which makes the shift in the effective point of measurement visible in the buildup region when comparing to the dose in a small volume of water. The perturbation factors shown in the same figure reveal a nonconstant behavior as a function of depth. The influence of the chamber wall and central electrode increases with depth beyond the depth of maximum dose, with P wall slightly increasing ͑ϳ + 0.5% change between 2 and 30 cm depth͒ and P cel slightly decreasing ͑ϳ−0.2% change͒. This variation is presumably caused by the increased fraction of scattered photons at larger depths. The strongest depth dependence of the perturbation factors is observed in the buildup region where there is strong charged particle disequilibrium. Figure 8 shows dose and perturbation factor profiles at 10 cm depth for two different field sizes. The simulations took 120͑10ϫ 10 cm 2 ͒ and 160͑40ϫ 40 cm 2 ͒ hours on a single 1.8 GHz CPU. As mentioned for the depth dose before, the simulation time can be decreased by about 60% when only the dose to the chamber is calculated. The statistical uncer- Results for the simulation in a water phantom including a model of the NE2571 ion chamber and using a complete treatment head simulation of an ELEKTA 6MV machine. Shown is the relative dose in the ion chamber ͑boxes͒ along depth ͑left axis͒. For comparison the dose to a small volume of water is also depicted. The distribution of chamber positions is denser in the region of the dose maximum. The calculated perturbation factors P cel and P wall are shown for the corresponding points ͑right axis͒. 11 up to ϳ0.5% change in perturbation factors is observed near the edge inside the field, although the variation of P wall with distance from the central axis is less than the one reported in Ref. 11 . The variation of perturbation factors can be explained by the change of the photon spectrum with distance from the central axis. It is worth noting that P wall and P cel in the 40ϫ 40 cm 2 field are quite different from those in the 10ϫ 10 cm 2 field, again presumably because of the much higher treatment head and phantom scatter present in the larger field, although the product P cel · P wall only changes by +0.16%.
A complete discussion of all effects described above on the response of an ion chamber goes beyond the scope of this article and is left for future publications. Nevertheless, the results presented here show that for the same beam energy there is a non-negligible variation of perturbation factors with field size, depth, and distance from the central axis as indicated in previous publications. 7, 8, [11] [12] [13] [14] 
V. DISCUSSION AND CONCLUSION
The variance reduction techniques investigated here are not new and in fact they have been employed in one way or another in previous publications. The correlated sampling technique was proposed by Ma and Nahun 31 many years ago and was more recently implemented in an EGSnrc user code known as CSnrc by Buckley et al. 3 The intermediate storage of phase-space properties of particles entering a certain subvolume of a geometry was suggested by Chibani and Ma.
13
The cross-section enhancement technique itself has been available in the EGSnrc user codes DOSRZnrc and CAVRZnrc for years. The range-based Russian Roulette method was reported by Kawrakow 7 as an extension to the simpler but approximate range rejection technique and has been available in the cavity code since 2005. The novelty of the approach presented here consists of the unique combination of these techniques that results in a dramatic improvement of simulation efficiency when calculating perturbation factors and ion chamber doses ͑or dose to any volume that is small compared to the irradiated volume͒.
A gain in efficiency for a single cavity dose calculation of up to a factor of 650 compared to simulations without variance reduction techniques was observed for some of the test cases. The efficiency gain is even higher for the calculation of ion chamber perturbation factors and cavity doses at more than one location, reaching a factor of nearly 10 4 for the case of a profile of the P cel perturbation factor reported in Sec. IV D. The greatly improved perturbation factor calculation efficiency will permit more detailed investigations of the behavior of ionization chambers potentially leading to refinements in dosimetry protocols.
Although the calculation of complete depth ionization curves or profiles still requires a significant amount of computation, the time needed is no longer prohibitive with the techniques presented here. The Ionizing Radiation Standards Group is in the process of updating their computing cluster. Initial tests indicate that the profiles of chamber doses reported in Sec. IV D can be completed in less than 1 h on a modest cluster with 40 CPU cores, which costs approximately 20 000 Canadian dollars as of this writing. Note that the relative statistical uncertainties in these profiles are 0.2% or better. If the statistical uncertainties are increased to about 1%, which should be adequate for most beam commissioning simulations, the calculation could be done in a few minutes, or in less than 2 h on a single CPU core. Also note that these are calculations involving a complete treatment head simulation with BEAMnrc, not just the computation of the chamber doses in the phantom. Given these observations one can envision the inclusion of the ion chamber geometry in beam commissioning simulations thus avoiding the issue of varying chamber response in the buildup region of megavoltage photon beams or across profiles of large fields.
The egs_chamber code can also be very useful in nonreference situations involving heterogeneous geometries and/or intensity modulated photon radiation where reference condition perturbation factors do not apply. Being able to compute the dose to the ionization chamber in a modest amount of time will permit a direct comparison between simulations and measured ionization in such cases, shown to be of importance by, e.g., Capote et al. 10 In conclusion it is worth mentioning that the combination of variance reduction techniques presented here will be useful for any situation that involves the computation of dose ͑or other quantities such as particle fluence͒ in a relatively small volume, not just for ion chamber related calculations. Examples of such cases are all radiation treatments where the volume of the region of interest ͑target plus organs at risk͒ is small compared to the total irradiated volume. group for useful comments. The egs_chamber code will be included in one of the future releases of the EGSnrc system. 
