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In this paper, we present theoretical results on the statistical properties of stationary, homogeneous
and isotropic turbulence in incompressible flows in three dimensions. Within the framework of the
Non-Perturbative Renormalization Group, we derive a closed renormalization flow equation for a
generic n-point correlation (and response) function for large wave-numbers with respect to the
inverse integral scale. The closure is obtained from a controlled expansion and relies on extended
symmetries of the Navier-Stokes field theory. It yields the exact leading behavior of the flow equation
at large wave-numbers |~pi|, and for arbitrary time differences ti in the stationary state. Furthermore,
we obtain the form of the general solution of the corresponding fixed point equation, which yields the
analytical form of the leading wave-number and time dependence of n-point correlation functions,
for large wave-numbers and both for small ti and in the limit ti → ∞. At small ti, the leading
contribution at large wave-number is logarithmically equivalent to −α(εL)2/3|
∑
ti~pi|
2, where α is
a non universal constant, L the integral scale and ε the mean energy injection rate. For the 2-point
function, the (tp)2 dependence is known to originate from the sweeping effect. The derived formula
embodies the generalization of the effect of sweeping to n−point correlation functions. At large
wave-number and large ti, we show that the t
2
i dependence in the leading order contribution crosses
over to a |ti| dependence. The expression of the correlation functions in this regime was not derived
before, even for the 2-point function. Both predictions can be tested in direct numerical simulations
and in experiments.
I. INTRODUCTION
Correlations of the velocity are central objects in the
statistical theory of turbulence. We focus in this pa-
per on isotropic and homogeneous fully developed tur-
bulence in three-dimensional incompressible flows. A
common measure of spatial correlations is provided by
the structure functions Sn(r), which are the moments
of order n of equal-time longitudinal velocity increments
δu(r) = (~v(t, ~x)−~v(t, ~x+ ~r)) · rˆ. The structure functions
exhibit universal power-law behaviors Sn(r) ∼ rξn in the
inertial range of scales, that is in between the integral
scale L where energy is injected and the Kolmogorov scale
η where it is dissipated by molecular friction. Whereas
Komogorov theory (K41) [1] predicts linearly increasing
exponents ξn = n/3, experiments and direct numerical
simulations early evidenced systematic deviations to K41
scalings, which are hallmarks of multi-scaling, and inter-
mittency. The turbulent steady state appears as a critical
non-equilibrium (driven-dissipative) state, characterized
by non-standard scale invariance, which renders its study
particularly challenging.
Beyond equal-time statistics, the time dependence of
correlation functions is also of primary interest. The typ-
ical decorrelation time of the velocity, and also the be-
havior of the frequency energy spectrum, have early been
debated. Indeed, the results derived by direct applica-
tion of Kolmogorov original local similarity hypothesis
are in contradiction with results stemming from other
theoretical arguments taking into account the random
sweeping of small eddies by larger ones [2–4]. In par-
ticular, whereas the local similarity hypothesis predicts
an energy spectrum behaving as ω−2 for Eulerian veloc-
ities, the sweeping effect leads instead to the power law
ω−5/3. From the analysis of simple models of advection,
Kraichnan deduced that the sweeping effect should yield
for the two-point correlation function a Gaussian in the
variable tp where p is the wave-number and t the time
delay. This behavior has later been observed in many
numerical simulations [5–9] and also in experiments [10].
Kraichnan extended this analysis to the three-point cor-
relations in some specific time and wave-vector configu-
rations, but the general expression of the sweeping effect
for n-point correlation functions is not known. The Gaus-
sian in tp for the two-point function was also confirmed
in a Renormalisation Group (RG) study of Navier-Stokes
(NS) equation with an effective viscosity [11].
Because it is a source of breaking of scale-invariance,
the sweeping effect has hindered progress in applica-
tion of RG to turbulence. This effect, already recog-
nized by Kraichnan [12], was circumvented using quasi-
Lagrangian velocities in [13] and an extended form of the
Galilean symmetry in [14]. These lines of work allowed
both groups to obtain results on the equal-time statis-
tics of turbulence, in particular that there cannot be any
strictly perturbative correction to K41 scaling [15].
Recently, turbulence has been re-visited using an alter-
native formulation of the RG, based on Non-Perturbative
(also named functional) Renormalisation Group (NPRG)
techniques [9, 16, 17]. In this approach, a closed RG flow
equation for the two-point correlation function, which
is asymptotically exact in the limit of large wave num-
2bers, was obtained. At variance with standard closure
schemes, such as DIA (Direct-Interaction Approxima-
tion) [3, 12], or EDQNM (Eddy-Damped Quasi-Normal
Markovian approximation) [18], this approach does not
involve any uncontrolled truncation. It consists in an
expansion of the flow equation at large wave-numbers,
whose leading term can be computed exactly. The uni-
versal space- and time-dependent two-point correlation
function, obtained as the solution of the fixed-point equa-
tion, confirmed the Gaussian in the variable tp for small
time delays, in accordance with previous findings. But
in contrast with former approaches, in the NPRG frame-
work, this result was derived from the full NS equation
in a rigorous way, as the exact leading contribution at
large wave-numbers and small times.
In the present paper, we use the NPRG framework
to derive the generic space and time dependence of any
n−point generalized (velocity and response) correlation
function in a stationary homogeneous and isotropic tur-
bulent state in three dimensions. We obtain an analyti-
cal expression which is exact in the limit of large wave-
numbers (and for non-exceptional wave-vector configu-
rations), in both regimes of small and large time delays.
Such rigorous theoretical results are scarce in the context
of turbulence. The expression obtained for generalized n-
point correlation function G(n) explicitly breaks standard
scale invariance. The physical origin of this breaking is
identified as the sweeping effect at small time delays, but
takes a different form at large time delays, suggesting
a different mechanism at play. This calculation is per-
formed in the Eulerian framework. The leading term in
wave-numbers of logG(n), which is of order p2, is com-
puted exactly. The scaling of G(n) (the power-law part),
corresponds to a sub-leading term, of order log p, in this
expansion, and it is not captured exactly in the present
leading order calculation. As a consequence, this cal-
culation is not appropriate to determine intermittency
corrections to the scaling exponents ξn. This requires
the derivation of the sub-leading term in the expansion
in wave-numbers, which is left for future investigation.
The remainder of the paper is organized as follows.
The field theory and the NPRG formalism associated
with the forced NS equation are reviewed in Sec. II. The
symmetries of this field theory, in particular their ex-
tended forms, are recalled in Sec. III, with the corre-
sponding Ward identities. In Sec. IV, we derive the first
main result of the paper, which is the closed flow equation
for any generalized correlation functions, which is the ex-
act leading order contribution at large wave-numbers for
non-exceptional wave-vector configurations. In section
Sec. V, we study the solution of this equation for the 2-
point correlation function. We give its behavior for small
time delays, which was already obtained in [9], and fur-
ther derive its behavior at large time delays. In Sec. VI,
we derive the second main result of the paper, which
is the analytical form of the solution of the fixed point
equation for any correlation function, yielding the form
of its space and time dependence, in both the regimes of
small and of large time delays. We elaborate on possi-
ble tests of these predictions. Several technicalities and
calculations are detailed in the appendices.
II. NAVIER-STOKES FIELD THEORY AND
NPRG FORMALISM
Our starting point is the NS equation in the presence
of an external stirring force whose role is to maintain a
turbulent steady state:
∂t~v + ~v · ~∇~v = −1
ρ
~∇p+ ν∇2~v + ~f , (1)
where ν is the kinematic viscosity and ρ the density of the
fluid. The velocity field ~v, the pressure field p, and the
force ~f depend on the space-time coordinates x ≡ (t, ~x).
We focus on incompressible flows, satisfying
~∇ · ~v = 0 . (2)
We are interested in universal properties, which are the
properties characterizing all turbulent steady-states, that
do not depend on the precise details of the fluid or of
the forcing mechanism. To study universal properties,
one can conveniently consider a stochastic forcing and
average over its realisations. This forcing is chosen with
a Gaussian distribution of zero mean and variance
〈fα(t, ~x)fβ(t′, ~x ′)〉 = 2δαβδ(t− t′)NL-1(|~x− ~x ′|) , (3)
where 〈〉 denotes the ensemble average. This correlator
is local in time, to preserve Galilean invariance, and it
is concentrated, in Fourier space, on the inverse of the
integral scale L. Let us emphasize that at variance with
many perturbative RG studies, one does not need to im-
pose a power-law forcing whose role is to introduce a for-
mal expansion parameter ǫ. The profile NL-1 is a smooth
regular function (both in the IR and in the UV), rep-
resentative of the physical large-scale forcing. It can be
chosen diagonal in component space, without loss of gen-
erality, because of incompressibility.
The stochastic NS equation (1) can be represented as
a field theory following the standard Martin-Siggia-Rose-
Janssen-de Dominicis (MSRJD) response functional for-
malism [19–21], which yields the generating functional
[17]
Z[ ~J, ~¯J,K, K¯] =
∫
D[~v, p, ~¯v, p¯] e−S0[~v,~¯v,p,p¯]−∆S0[~v,~¯v]
×e
∫
x
{ ~J·~v+ ~¯J·~¯v+Kp+K¯p¯} , (4)
with notation
∫
x
≡ ∫ dd~xdt, and where ~J,K, ~¯J, K¯ are
the sources for the velocity, pressure and the associated
response fields. For completeness, a presentation of the
MSRJD response formalism and the mapping of the NS
equation to a field theory is detailed in Appendix A.
3Let us note that this standard derivation assumes ex-
istence and uniqueness of weak solutions of the three-
dimensional NS equations, which is actually questioned
mathematically in some cases, see e.g. [22] and related
comments in Appendix A. Generalized correlation func-
tions are obtained by taking functional derivatives of Z
with respect to the sources. The NS action, separated in
two parts for later purpose, is given by
S0[~v, ~¯v, p, p¯] =
∫
x
{
p¯(x) ∂αvα(x) + v¯α(x)
[
∂tvα(x)
− ν∇2vα(x) + vβ(x)∂βvα(x) + 1
ρ
∂αp(x)
]}
∆S0[~v, ~¯v] = −
∫
t,~x,~x′
v¯α(t, ~x)NL-1(|~x− ~x′|)v¯α(t, ~x′) .
(5)
This field theory can be studied using NPRG tech-
niques. The NPRG is a modern implementation of Wil-
son’s original idea of the RG [23], conceived to efficiently
average over fluctuations, even when they develop at all
scales, as in standard critical phenomena [24–26]. It is a
powerful method to compute the properties of strongly
correlated systems, which can reach high precision levels
[27, 28], and can yield fully non-perturbative results, at
equilibrium [29–31] and also for non-equilibrium systems
[32–36], restricting to a few classical statistical physics
applications. The NS field theory was studied using
NPRG methods in [17, 37, 38]. We here exploit the for-
malism constructed and expounded in details in [17]. In
summary, the selection of fluctuation modes is achieved
by replacing the quadratic term ∆S0 in (5) by a regula-
tor term ∆Sκ, which depends on a running wave-number
scale κ. This regulator term consists of two parts, which
can be interpreted respectively as an effective forcing and
an effective viscosity:
∆Sκ[~v, ~¯v] =−
∫
t,~x,~x′
v¯α(t, ~x)Nκ(|~x − ~x′|)v¯α(t, ~x′)
+
∫
t,~x,~x′
v¯α(t, ~x)Rκ(|~x− ~x′|)vα(t, ~x′) . (6)
The most important feature of Nκ and Rκ that will be
exploited in the following is that they rapidly vanish (typ-
ically exponentially) for wave-numbers large compared to
the RG scale κ
Rκ(~q) −−−−→|~q|≫κ 0 , Nκ(~q) −−−−→|~q|≫κ 0 . (7)
Another important property is that they are required to
regularize the flow at small wave-numbers (see [17, 24]).
In the presence of the regulator ∆Sκ, the generating
functional defined in (4) becomes scale dependent, and is
denoted Zκ. The average of the velocity (and response
velocity) fields can be obtained through derivatives of
Wκ = lnZκ, as
uα(x) = 〈vα(x)〉 = δWκ
δJα(x)
, u¯α(x) = 〈v¯α(x)〉 = δWκ
δJ¯α(x)
,
(and similarly for the pressure fields). Wκ is the generat-
ing functional of connected correlation functions, which
are the generalizations of cumulants for a field theory.
The average effective action Γκ (which is the generating
functional of one particle-irreducible (1-PI) correlation
functions, see [39]) is defined as the Legendre transform
of Wκ, up to the regulator term:
Γκ[~u, ~¯u, p, p¯] +Wκ[ ~J, ~¯J,K, K¯] =
∫
x
{
~J · ~v + ~¯J · ~¯v
+Kp+ K¯p¯
}
−
∫
t,~x,~x′
{
u¯αRκ uα − u¯αNκ u¯α
}
.
(8)
The flow of Γκ, which means the evolution of the latter
with the RG scale κ, is given by the Wetterich equation
[40]
∂κΓκ =
1
2
∫
x,y
∂κ[Rκ]ij(|x− y|)
[
Γ(2)κ +Rκ
]−1
ji
, (9)
where Γ
(2)
κ is the Hessian of Γκ and the regulator matrix
[Rκ] is defined as
[Rκ]ij = δ
2∆Sκ
δϕiδϕj
, (10)
with ϕi standing for any of the average velocity and pres-
sure fields uα, u¯α, p or p¯. The RG flow equation (9) is ex-
act. Its initial condition corresponds to the ‘microscopic’
model, which is the NS equation. The flow is hence ini-
tiated at a very large wave-number Λ at which the con-
tinuous description of the fluid dynamics in terms of NS
equation starts to be valid. At this scale, one can show
that ΓΛ identifies with the bare action ΓΛ = S, since no
fluctuation is yet incorporated. When κ → 0, the reg-
ulator is removed and one obtains the actual properties
of the model, when all fluctuations have been integrated
over. Eq. (9) provides the exact interpolation between
these two scales. In general, the functional partial dif-
ferential equation (9) cannot be solved exactly, and its
study requires some approximations.
In this work, we do not integrate the flow equation
(9) from given initial conditions, but rather search for
fixed-point solutions. Indeed, the turbulent steady-state
is known to exhibit some form of scale invariance in the
inertial range. For standard critical phenomena, scale in-
variance corresponds to fixed-points of the RG flow equa-
tions (which is explained in more details in Appendix B
for unfamiliar readers). Hence, we will restrain ourselves
to this particular class of solutions of (9). Fixed-point
solutions depend on κ only through the scaling of space-
time and of the fields. For usual critical phenomena, this
choice leads to scale invariance of Γκ for wave-numbers
much larger than κ. This is not the case for turbulence.
Indeed, the main result of the paper is the exact equa-
tion which replaces scale invariance for turbulence. It
is important to stress that, similarly to standard criti-
cal phenomena where there are finite-size corrections to
4scale invariance, there are also finite-size corrections to
this equation in turbulence, and hence to the leading be-
havior at large wave-numbers of the correlations func-
tions. In particular, these corrections, not captured by
the present analysis, determine the intermittency effects
at equal time, i.e. for the structure functions.
The regulator matrix (10) has only two non-vanishing
elements (see Eq. (6)), which are in the velocity sector.
As a consequence, one can show that the pressure sector
is decoupled, and furthermore that it is not renormalized
[17]. The flow equation (9) effectively reduces to the
space of velocity and response velocity fields only: that
is i, j = 1, 2 with ϕ1 = uα, ϕ2 = u¯α.
The results we present in the following are more con-
veniently expressed in terms of the connected correlation
functions (as was the case for the 2−point function in
[9]). Hence, our starting point is the exact flow equation
forWκ, (which is similar to the Polchinski equation [41]):
∂κWκ =− 1
2
∫
x,y
∂κ[Rκ]ij(x− y)
{ δ2Wκ
δji(x)δjj(y)
+
δWκ
δji(x)
δWκ
δjj(y)
}
, (11)
where as previously i, j = 1, 2 with j1 = Jα and j2 = J¯α.
Wκ and Γκ are the generating functionals of respec-
tively the connected and the 1-PI correlation functions.
This means that any connected (respectively 1-PI) gen-
eralized correlation functions can be obtained by tak-
ing functional derivatives of Wκ (respectively Γκ). As
a consequence, one can deduce the flow equation for a
generic connected n-point correlation and response func-
tion by taking the n corresponding functional derivatives
of Eq. (11). This yields an equation which is exact, but
which involves (n + 1) and (n + 2) functions, such that
one has to solve an infinite hierarchy of flow equations.
In most applications, this hierarchy is closed by simply
truncating higher-order vertices, or proposing an ansatz
for Γκ [24]. We show in the following that for NS, the
flow equation for a generic n-point function can be closed
using a controlled expansion in wave-numbers, without
resorting to uncontrolled truncations.
We finish this section by introducing some useful nota-
tion for the n-point functions. The n-point vertex (1-PI)
functions are defined as
Γ(n)α1...αn [x1, . . . ,xn;ϕ] =
δnΓκ
δϕα1 (x1) . . . δϕαn(xn)
, (12)
where αk stands for both the field index (1 or 2) and the
space component. They are the renormalized interactions
of the theory. Notice that in this definition, Γ
(n)
α1...αn is
still a functional of the fields, which is materialized by the
square brackets and the explicit ϕ dependency. Another
useful notation is Γ
(m,n)
α1...αn+m [x1, . . . ,xn+m;ϕ] where the
m first derivatives are with respect to uαk and the n last
with respect to u¯αk (αk being only the space component
in this notation). We indicate that a vertex function is
evaluated at zero fields using the notation
Γ(n)α1...αn(x1, . . . ,xn) ≡ Γ(n)α1...αn [x1, . . . ,xn;ϕ = 0] (13)
(and accordingly for Γ(m,n)). Furthermore, we de-
note by Γ˜
(n)
α1...αn(p1, . . . ,pn) the Fourier transform of
Γ
(n)
α1...αn(x1, . . . ,xn), with p ≡ (ω, ~p). Because of trans-
lational invariance in space and time, this Fourier trans-
form takes the form
Γ˜(n)α1...αn(p1, . . . ,pn) = (2π)
d+1δ
(∑
ωi
)
δd
(∑
~pi
)
× Γ¯(n)α1...αn(p1, . . . ,pn−1) , (14)
that is, the total momentum and frequency are conserved.
Finally, similar conventions are used for the generalized
connected correlation functions
G(n)α1...αn [x1, . . . ,xn; j] =
δnWκ
δjα1(x1) . . . δjαn(xn)
, (15)
or alternatively G
(m,n)
α1...αn+m [x1, . . . ,xn+m; j]. Ac-
cordingly, we define G
(n)
α1...αn(x1, . . . ,xn) and
G
(m,n)
α1...αn(x1, . . . ,xn) as the previous correlation functions
evaluated at zero field, and their Fourier transforms as
G˜(n)α1...αn(p1, . . . ,pn) = (2π)
d+1δ
(∑
ωi
)
δd
(∑
~pi
)
× G¯(n)α1...αn(p1, . . . ,pn−1) . (16)
The set of connected and 1-PI correlation functions are
inter-related. Indeed, any n-point connected correla-
tion function G(n) can be constructed as a sum of tree
diagrams whose vertices are the 1-PI functions Γ(k),
2 < k ≤ n and the edges the propagators G(2).
III. SYMMETRIES AND WARD IDENTITIES
The symmetries of the NS action (5) and the associ-
ated Ward identities are studied in details in [16, 17].
Besides the global symmetries, rotational, translational
and Galilean invariance, the NS action also possesses a
local-in-time, or time-gauged, form of Galilean symme-
try. This time-gauged Galilean symmetry, and the re-
lated Ward identities, are well-known in the context of
field theoretical studies of turbulence [14, 42–44]. It cor-
responds to the following field transformation
δvα(x) = −ǫ˙α(t) + ǫβ(t)∂βvα(x) , δp(x) = ǫβ(t)∂βp(x) ,
δv¯α(x) = ǫβ(t)∂β v¯α(x) , δp¯(x) = ǫβ(t)∂β p¯(x) ,
(17)
where ~ǫ(t) is an infinitesimal function of time, and ǫ˙α =
∂tǫα. The special case ~ǫ(t) ≡ ~ǫ corresponds to a trans-
lation in space and ~ǫ(t) ≡ ~ǫ t to the usual (non-gauged)
Galilean symmetry. This transformation is an extended
symmetry in the sense that the NS action is not strictly
5invariant under the transformation (17), but has a varia-
tion linear in the fields, and this can be exploited to derive
useful Ward identities, summarized in [16]. One proceeds
as follows. A functional Ward identity is obtained by ex-
plicitly performing the transformation (17) as a change
of variables in the functional integral (4), and noting that
the measure is left unchanged. This functional identity
reads for Γκ, (omitting pressure terms which play no role
in what follows, see [17] for the explicit treatment of the
pressure terms)∫
~x
{(
δαβ∂t + ∂βuα
)δΓκ
δuα
+ ∂β u¯α
δΓκ
δu¯α
}
= −
∫
~x
∂2t u¯β .
By taking functional derivatives of this identity with re-
spect to velocity and response velocity fields, and set-
ting the fields to zero, one can derive exact identities for
(1-PI) generalized correlation functions which reads (see
Appendix C):
Γ¯(m+1,n)αα1...αn+m(ω, ~p = 0,p1, . . . ,pn+m−1)
= −
n+m−1∑
k=1
pαk
ω
[
Γ¯(m,n)α1...αn+m(
k−1︷︸︸︷
pi , νk + ω, ~pk,
m+n−k−1︷︸︸︷
pj )
− Γ¯(m,n)α1...αn+m( pi︸︷︷︸
m+n−1
)
]
≡ Dα(ω)Γ¯(m,n)α1...αn+m(p1, . . . ,pn+m−1) . (18)
The operator Dα(ω) is hence a finite difference operator,
which successively shifts by ω all the frequencies of the
function on which it acts. The identities (18) exactly
relate an arbitrary (m+ 1, n)-point vertex function with
one vanishing wave-vector carried by a velocity field uα
to a lower-order (m,n)-point vertex function.
Another extended symmetry of the NS action, related
to a time-gauged shift in the response field sector, was
identified in [16]. It corresponds to the field transforma-
tion
δv¯α(x) = ǫ¯α(t) , δp¯(x) = vβ(x)ǫ¯β(t) . (19)
Writing that this change of variables leaves the functional
integral (4) unchanged leads to the following functional
Ward identity [16]:∫
~x
{δΓκ
δu¯β
+ uβ∂γuγ
}
=
∫
~x
∂tuβ . (20)
Taking functional derivatives with respect to velocity and
response velocity fields and evaluating at zero fields, one
can deduce again exact identities for vertex functions [17].
They give the expression of any Γ¯(m,n) with one vanishing
wave-vector carried by a response velocity, which reads
Γ¯(m,n)α1...αn+m(ω1, ~p1, . . . , ωm, ~pm, ωm+1, ~pm+1 =
~0, . . . ) = 0 ,
(21)
for all (m,n) except for the two lower-order ones which
keep their bare form:
Γ¯
(1,1)
αβ (ω, ~p =
~0) = iωδαβ,
Γ¯
(2,1)
αβγ (ω1, ~p1, ω2,−~p1) = ipα1 δβγ − ipβ1δαγ . (22)
Note that some identities that may be related to these
symmetries were derived within the quasi-Lagrangian
framework [45]. However, the underlying symmetry was
not identified. All these Ward identities are exploited in
the next section to achieve a closure of the flow equation
for a generic correlation function which corresponds to
the exact leading contribution in the limit of large wave-
numbers.
IV. FLOW EQUATION FOR GENERIC
CORRELATION FUNCTIONS
The aim of this section is to show that the flow equa-
tion for a generic generalized connected correlation func-
tion G¯(n) can be closed, i.e. expressed in terms of G¯(k)
with k ≤ n only, through a controlled expansion in the
limit of large wave-numbers with respect to the RG scale
κ, and for non-exceptional wave-vector configurations.
This derivation relies on two key ingredients. The first
ingredient is the Blaizot-Méndez-Wschebor (BMW) ap-
proximation [46], which consists, when external momenta
are large, in expanding the Γ(n) vertices in the flow equa-
tion in series of |~q|/|~pi| where ~q is the internal wave-vector
and ~pi is some external one. Accordingly, this approx-
imation becomes exact when all wave-vectors (and all
their partial sums) are large with respect to κ. This ap-
proximation relies on the presence of the regulator term
∂κRκ(~q) in the flow equation of G¯(n). As emphasized
with Eq. (7), this function rapidly vanishes for wave-
numbers larger than the RG scale κ. On the other hand,
the regulator ensures the analyticity of vertex functions
at any finite κ. In particular, if a vertex function in the
flow equation depends on external wave-vectors ~pi and
on the internal wave-vector ~q, then the latter is negligi-
ble in the limit of large wave-numbers |~pi| ≫ κ since it is
cut off by ∂κRκ to values |~q| . κ. As a consequence, this
wave-vector can be safely set to zero within the vertex
function because of the regularization [47].
The second key ingredient is the set of Ward identities
(18), (22) and (21), which exactly fixes the expression of
vertex functions with one vanishing wave-vector in terms
of lower-order ones. Hence, the principles of the deriva-
tion is to combine both ingredients to close the flow equa-
tion for any G¯(n). This can be successfully achieved be-
cause both the velocity sector and response velocity sec-
tor are constrained by respectively the extended Galilean
and extended shift symmetries.
Let us already emphasize a very unusual feature of the
flow equations obtained in this paper. The large wave-
number part of the flow equation (determined exactly
using the BMW framework) is not negligible compared
6to the rest of the flow. This behavior is referred to as non-
decoupling [9, 17]. It implies that the RG flow of the UV
modes depends on the IR ones. This is in sharp con-
trast with what occurs in standard critical phenomena,
where the large wave-number part of the flow equation
decouples from the small wave-number one, and this de-
coupling precisely entails standard scale invariance. On
the contrary, the non-decoupling induces a violation of
standard scale invariance, as manifest in the following.
The explicit derivation of the flow equation for a
generic function G¯(n) is detailed in Appendix D. The
starting point is the exact equation obtained by taking
n functional derivatives of Eq. (11) with respects to the
appropriate sources ji. One can first establish that only
the following contribution survives in its flow equation in
the limit of large wave-numbers and at zero fields:
∂κG¯
(n)
α1...αn(p1, . . . ,pn−1) =
1
2
∫
q
∂˜κG¯
(2,0)
µν (q)
×
[
δ2
δuµ(q)δuν(−q) G¯
(n)
α1...αn [p1, . . . ,pn−1; j]
]
ϕ=0
,
(23)
where the dependency of G¯(n) in u appears through the
implicit dependency j = j[ϕ] and with the differential
operator ∂˜κ defined as:
∂˜κ ≡ ∂κRκ δ
δRκ
+ ∂κNκ
δ
δNκ
. (24)
The second step is to show the following property: tak-
ing two functional derivatives with respect to a velocity
field uα(ω, ~q) carrying the internal wave-vector and eval-
uating at vanishing fields is equivalent in the limit of
large wave-numbers to applying twice the discrete oper-
ator Dα(ω) defined in (18). One then deduces that the
leading contribution of the flow equation for large wave-
numbers reads
∂κG¯
(n)
α1...αn(p1, . . . ,pn−1) =
d− 1
2d
∫
q
∂˜κC¯(̟, ~q)
×Dµ(̟)Dµ(−̟)G¯(n)α1...αn(p1, . . . ,pn−1) , (25)
where C¯ is the transverse part of the velocity-velocity cor-
relation function G¯
(2,0)
α1α2 . The flow equation for any gen-
eralized correlation function G¯(n) is hence closed, in the
sense that it does not depend any longer on higher-order
correlation functions. This closure is exact in the limit
of large wave-numbers, when the modulus of all wave-
vectors and of all their partial sums are large compared
to κ, which excludes exceptional configurations where a
partial sum vanishes. We emphasize that this closure
involves no arbitrary truncation or selection of certain
diagrams rather than others. Its rationale is to retain
only the leading order contribution in wave-number in the
flow equation, and this contribution is calculated exactly.
This constitutes the first central result of the paper. Note
that the second line in Eq. (25) does not depend on the
internal wave-vector ~q, and is only integrated over the
internal frequency ̟. This result generalizes a previous
result obtained in [17] for 2−point functions to generic
n−point connected functions. In the next sections, we
study some aspects of the solution of this flow equation
at the fixed point, and in particular the general form of
the space and time dependence of the correlation func-
tions.
V. SOLUTION FOR THE 2-POINT FUNCTIONS
The leading contribution of the flow equation for the
2-point functions in the limit of large wave-numbers was
already derived in [17]. In the notation of the present
paper, Eq. (25), it reads
∂κG¯
(2)
α1α2(p) =
d− 1
2d
∫
̟
Dµ(̟)Dµ(−̟)G¯(2)α1α2(p)
×
∫
~q
∂˜κC¯(̟, ~q) . (26)
This flow equation encompasses both the flow of the cor-
relation function and of the response function. Let us
denote C¯ and G¯ their respective transverse part, that
is G¯
(2,0)
µν (p) = P⊥µν(~p)C¯(p) and G¯
(1,1)
µν (p) = P⊥µν(~p)G¯(p),
where the transverse projector is defined by
P⊥µν(~p) = δµν −
pµpν
p2
. (27)
Let us focus on the flow equation for the transverse
velocity-velocity correlation function. Using the explicit
expression (18) for Dµ, one obtains:
κ∂κC¯(ω, ~p) = −2
3
p2
∫
̟
C¯(ω +̟, ~p)− C¯(ω, ~p)
̟2
Jκ(̟) ,
(28)
with Jκ(̟) ≡ −
∫
~q
∂˜κC¯(̟, ~q) given by
Jκ(̟) =− 2
∫
~q
{
κ∂κNκ(~q) |G¯(̟, ~q)|2
− κ∂κRκ(~q) C¯(̟, ~q)ℜ
[
G¯(̟, ~q)
]}
, (29)
(which coincides with the equations given in [9]). An
important feature of Eq. (28), already emphasized, is
the non-decoupling, which means that κ∂κC¯/C¯ does not
vanish in the limit of large wave-numbers |~p| ≫ κ. It
was shown in [17] that this property implies the vio-
lation of standard scale invariance. As a consequence,
the behavior of the correlation functions at t 6= 0 shows
non-standard scale invariance. On the other hand, at
equal times, that is once integrated over the external
frequency ω, the leading non-decoupling behavior can-
cels out (the r.h.s. of Eq. (28) vanishes when integrated
over ω). For equal-times quantities, any possible non-
decoupling must come from sub-leading terms at large
7wave-numbers. This implies in particular that intermit-
tency corrections to exponents of equal-time quantities,
such as the second order structure function, are absent
in the leading order behavior at large |~p|, i.e. not in-
cluded in these flow equations. This is made explicit in
the solution below.
In the next sections, we derive the solutions of the flow
equation (28) at the fixed point. It is convenient to first
perform the inverse Fourier transform on ω, which yields
κ∂κC(t, ~p) = −2
3
p2C(t, ~p)
∫
̟
cos(̟t)− 1
̟2
Jκ(̟) . (30)
The regimes of small t and large t are studied separatly
in the following.
A. Small time delays
The solution of Eq. (30) at the fixed point and in
the limit of small time delays (or equivalently large
frequencies) has been obtained in [9]. For small t,
(cos(̟t) − 1)/̟2 ∼ −t2/2 in the integrand. The gen-
eral solution of the resulting fixed-point equation, which
we index with the subscript ′S′ for ’short time’, follows:
log
[ CS(t, ~p)
ε2/3L11/3
]
= −αS(εL)2/3t2p2 − 11
3
log(pL)
+ FS(ε
1/3p2/3t) +O(pL) , (31)
where ε is the mean energy injection rate, L the integral
scale, αS a non-universal constant depending on the forc-
ing profile (see Appendix E), and FS is a regular func-
tion, universal up to a pre-factor. Note that we have
included explicitly in (31) sub-leading terms stemming
from the resolution of the fixed-point equation at lead-
ing order, although they are of the same order as the
error term O(pL). The reason is that they correspond
to Kolmogorov scaling solution, and facilitate the dis-
cussion of the result. Indeed, at equal-time, one recov-
ers from (31) the Kolmogorov prediction CS(t = 0, ~p) =
HS(0)ε
2/3p−11/3. However, these terms are only approx-
imate in this calculation. If the sub-leading terms in the
flow equation (30), neglected here, are non-decoupling,
then they will induce corrections (of order pL) to this
scaling, that is, intermittency corrections to the expo-
nent of the structure function. The calculation of the
sub-leading terms of (30) is left for future investigation.
On the other hand, at finite time delays t 6= 0, the
leading term in (31) explicitly breaks scale invariance.
Indeed, it does not depend on the scaling variable tpz,
where z is the dynamical exponent z = 2/3 for NS in
d = 3, and thus involves a scale L. This leading term con-
veys an effective exponent z = 1, which indicates signifi-
cant corrections to standard scale invariance. Its physical
origin is the sweeping effect, which is the random advec-
tion of small-scale velocities by large-scale eddies [4, 48–
52]. The typical time-scale appearing in the exponential
(31) is the sweeping time τS ∼ (εL)−1/3p−1 = 1/(urmsp).
One of its manifestation is that the spectrum measured in
frequency has the same exponent -5/3 as when measured
in wave-numbers. (We consider flows with zero mean ve-
locity, this is not related to Taylor’s hypothesis of frozen
turbulence).
The behavior (31) has been observed in many numer-
ical simulations of the NS equation [5–9] as well as in
experiments [10]. Indeed, in Fig. 1 of [5], and Fig. 5
of [7], a reasonable collapse is obtained for the quan-
tity R(t, p) = C(t, p)/C(0, p) as a function of p
∫
t urms
for different times and different values of wave-numbers
respectively, from simulations of decaying turbulence. In
Fig. 6 and 7 of [6], the collapse for the same quantity as a
function of time is qualitatively better when normalizing
by the sweeping time τS rather than the eddy turn-over
time τe ∼ 1/(ε1/3p2/3). In Fig. 7, the typical time scale
of R(t, p) is shown to scale linearly in p for large wave-
numbers. The same analysis is carried out in Fig. 4
of [8]. The time dependence of the two-point function is
explicitly tested in [9], where a Gaussian form of R(t, p)
in the variable urms p t is very accurately found in numer-
ical simulations. The Gaussian behavior and the linear
dependency in p of the decorrelation time of R(t, p) is
also found in acoustic scattering measurements, see Fig.
5 and 6 in [10]. As mentioned in the introduction, such
a Gaussian dependence in tp for large p and small t was
predicted early on by Kraichnan within the DIA approx-
imation [3], and later confirmed by RG approaches under
some assumptions on the effective viscosity [11].
Let us briefly mention another feature of the fixed
point solution of Eq. (28). It was shown in [9] that, un-
der some additional assumptions, taking the appropriate
t → 0 limit, this solution predicts for the kinetic energy
spectrum, a crossover from the p−5/3 decay in the inertial
range, to a stretched exponential decay in the dissipative
range, on the scale p2/3
E(~p) ∝ p−5/3 exp
[
−µp2/3
]
, (32)
with µ a non-universal constant. This prediction was
precisely confirmed in direct numerical simulation of NS
equation [9], and also observed in experiments on turbu-
lent swirling flows [53].
B. Large time delays
The flow equation (30) is valid for a large wave-number
p, but for an arbitrary time delay t. In this section, we
study the opposite limit of asymptotically large t, which
was not considered previously. As shown in Appendix E,
the flow equation (30) simplifies in the limit t≫ κ2/3 to
κ∂κC(t, ~p) =
Jκ(0)
3
|t| p2 C(t, ~p). (33)
As for the flow equation at small t, this equation can be
solved at the fixed point (see Appendix E). The solution,
8indexed by the subscript ’L’ for ’long’ time, reads
log
[ CL(t, ~p)
ε2/3L11/3
]
= −αLε1/3L4/3|t| p2 − 11
3
log(pL)
+ FL(ε
1/3k2/3t) +O(pL) , (34)
with αL a non-universal constant, and sub-leading terms
corresponding to Kolmogorov solution again included ex-
plicitly. To the best of our knowledge, this regime was
not predicted before. The corresponding time-scale in
the exponential is τL = (urmsLp
2)−1.
Interestingly, a similar crossover from the Gaussian in
tp at short time to a behavior exp(−|t|/τexp) at long times
was observed in [10]. However, in this paper, τexp ∝
(urms)
−1L, that is the p2 in τL is replaced by L−2. This
indicates that the crossover seen in the experiments is
dominated by the small wave-numbers, so it is likely to
differ from ours. One can compare the related time-scales
of these two crossovers. The crossover between the two
(short and long time) regimes occurs typically when the
exponents in the two exponentials are equal. For our
work, matching the exponents in (31) and (34) yields
τcross ∝ L. In the experimental paper, the crossover time
is given by τcross ∝ L2/p = L/(pL−1). Hence, at large
p ≫ L−1, this crossover time is shorter than the second
crossover, and may dominate over it.
VI. FORM OF THE SOLUTION FOR GENERIC
CORRELATION FUNCTIONS
In this section, we work out the general form of the
fixed point solution of the flow equation (25) for any
generalized n−point correlation functions. From equa-
tion (25), the first step is to perform the inverse Fourier
transform in frequency in order to get the flow equation
for the hybrid wave-vector and time correlation functions.
One obtains for the leading contribution of the flow equa-
tion at large wave-numbers
∂κG
(n)
α1...αn({ti, ~pi}) =
1
3
G(n)α1...αn({ti, ~pi})
×
∑
k,ℓ
~pk · ~pℓ
∫
̟
Jκ(̟)
ei̟(tk−tℓ) − ei̟tk − e−i̟tℓ + 1
̟2
.
(35)
The solution of the corresponding fixed-point equation
is derived in the following in both limits t → 0 and t →
∞.
A. Small time delays
For ti ≪ κ−2/3, the flow equation (35) simplifies to
(see Appendix E)(
∂κ − Iκ
3
|~pktk|2
)
G(n)α1...αn(t1, ~p1, · · · , tn−1, ~pn−1) = 0 ,
(36)
with Iκ =
∫
̟ Jκ(̟), and Jκ defined in Eq. (29), and with
Einstein summation convention. The corresponding fixed
point equation can be solved exactly, leaving as unknown
a scaling function of particular dimensionless variables.
Let us present this solution, which is derived in details
in Appendix E, and which reads
log
[
ε
m¯−m
3 L−dGG(n)S α1...αn(t1, ~p1, · · · , tn−1, ~pn−1)
]
= −αSε2/3L2/3 |tk~pk|2 − dG log(ρ1L)
+ F
(n)
S α1...αn
(
ε1/3ρ
2/3
1 t1,
~ρ1
ρ1
, · · · , ε1/3ρ2/31 tn−1,
~ρn−1
ρ1
)
+O(pmaxL) . (37)
In this expression, dG is the scaling dimension of G
(n)
(given in Appendix E), m (resp. m¯) is the number of
velocity (resp. response velocity) fields in this general-
ized correlation function, with m + m¯ = n, and αS is
the same non-universal constant as in Eq. (31). F
(n)
S
is a regular function of its arguments, which cannot be
determined by the fixed point equation alone, but re-
quires the integration of the full flow equation. As for the
two-point functions, sub-leading terms which correspond
to Kolmogorov scaling solution are included in this ex-
pression, although they are only approximate and could
receive corrections from the neglected O(pmaxL) terms.
The variables ~ρk are defined by ~pi = Rij~ρj where Rij is
a rotation matrix which has to be explicitly constructed
for each correlation function such that
~ρ1 =
tk~pk√
tℓtℓ
. (38)
Finally, pmax is the maximum amplitude of the ~pi and
their partial sums. This is the second main result of
this paper. It provides the leading time and wave-vector
dependence of any correlation functions, which is exact
in the regime of small time differences and large wave-
numbers. The combination of time and space appearing
in the exponential part of the expression (37) is |~pktk|2.
This combination breaks scale invariance and is the gen-
eralization to generic n-point correlation functions of the
Gaussian dependence in the variable (p t) for the 2−point
correlation function, which is related to the sweeping ef-
fect. This breaking yields the dependence on the integral
scale L of this leading term. Furthermore, in the range of
validity of this solution, one has p2/3t≪ p t L1/3. Hence,
because of the regularity of F
(n)
S , the leading time contri-
bution is due in this regime to the variable ~pktk, except
for exceptional configuration where ~pktk ≃ 0. The lead-
ing time-dependence of the correlation function hence
takes the form of a Gaussian
G
(n)
S ∼ e−αS(εL)
2/3|~pktk|2 . (39)
If wave-vectors are measured in units of η−1 as is usually
the case, the resulting typical time scale is the sweeping
time τs = η/urms = η/(εL)
1/3, which differs from the
Kolmogorov time τK = (ν/ε)
1/2.
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G
(n)
S α1...αn
({0, ~pi}) = ε
m−m¯
3 ρ−dG1
× expF (n)S α1...αn
({
0,
~ρi
ρ1
})
(40)
which corresponds to Kolmogorov-like solution : a power-
law behavior with a dimensional exponent times a scaling
function. However, our calculation shows that this is not
exact a priori, and is thus compatible with the existence
of intermittency corrections. Indeed, these terms can re-
ceive corrections from the neglected O(pmaxL) terms in
the flow equation. This terms could in particular modify
the exponent of the power-law, that is yield intermittency
correction to the structure functions. These corrections
should be given by the next order term in the flow equa-
tion, provided it does not to vanish at equal time. This
is work in progress.
We now specialize to the three-velocity correlation.
In the regime of small time differences and large wave-
numbers, we obtain
G
(3)
S αβγ(t1, ~p1, t2, ~p2) ∼ G
(3)
S αβγ(0, ~p1, 0, ~p2)
× exp
(
− αS(εL)2/3 |~p1t1 + ~p2t2|2
)
.
(41)
This prediction can be tested in direct numerical simula-
tions of the NS equation or in experiments. For example,
one can construct a scalar function from the 3-velocity
correlation, such as pα1G
(3,0)
ββα (~p1, t, ~p2, t), and measure its
dependence in the time difference t in the stationary
state. Normalizing the constructed function by its value
at t = 0, one should obtain a Gaussian dependence in
the variable |~p1 + ~p2| t.
B. Large time delays
We consider again the flow equation Eq. (35). In the
limit of large times, i.e. all times tk ≫ κ2/3 as well as
all differences (tk − tℓ) ≫ κ2/3, this equation simplifies
to (see Appendix E)
∂κG
(n)
α1...αn({ti, ~pi}) =
Jκ(0)
6
×
∑
k,ℓ
~pk · ~pℓ
(
|tk|+ |tℓ| − |tk − tℓ|
)
G¯(n)α1...αn({ti, ~pi}) .
(42)
We focus on the special case where all the time delays
are equal tk ≡ t for k = 1, . . . , n − 1. In this case, the
analytical solution of the corresponding fixed-point equa-
tion can be straightforwardly derived (see Appendix E).
One obtains, keeping again the sub-leading Kolmogorov
scaling terms,
log
[
ε
m¯−m
3 L−dGG(n)α1...αn(t, ~p1, · · · , ~pn−1)
]
= −αLε1/3L4/3 |t|
∣∣∣∑ ~pk∣∣∣2 − dG log(̺1L)
+ FL
(n)
α1...αn
(
̺
2/3
1 ε
1/3t,
~̺1
̺1
, · · · , ~̺n−1
̺1
)
+O(pmaxL) , (43)
where the variables ~̺k are obtained by a transformation
of the wave-vectors satisfying ~̺1 =
∑
~pk, which can
be explicitly constructed for each n. The example of
G(3) is explicitly given in Appendix E. The crossover,
evidenced for the two-point function, also emerges for
generic n-point functions. The quadratic dependence in
t in the exponential at small time delays is changed at
large time delays to a linear one. This regime, which we
believe was not predicted before, is the last result of the
paper.
VII. CONCLUSION AND PERSPECTIVES
In this paper, we have derived theoretical results re-
lated to the statistical properties of fully developed
isotropic and homogeneous turbulence in three dimen-
sions. The first result is a closed flow equation for any
generalized n-point correlation functions, encompassing
their space and time dependence. The closure we achieve,
which relies on the existence of extended symmetries of
the NS field theory, is based on an expansion at large
wave-numbers. In this work, we calculate exactly the
leading term in this expansion, for non-exceptional wave-
vector configurations (none of the partial sums of wave-
vectors vanish).
The second result is the analytical form of the fixed-
point solution of this equation both in the limit of small
and large time delays. The fixed point equation is ap-
propriate to describe the universal properties of station-
ary turbulence. At small time delays, we find that all
the correlation functions exhibit the same specific lead-
ing behavior ∝ exp(−α|∑ ti~pi|2), as a generalization of
the sweeping effect. We emphasize that the correlation
functions do not endow the usual dynamical scaling form
in terms of the scaling variables tpz, which indicates a
violation of standard scale invariance, and thus of K41
theory. At large time delays, we find a crossover to a
|∑ ~pi|2 |t| dependence in the exponential (for all time de-
lays equal). This also violates standard scale invariance,
but seems to originate from a different mechanism. All
these predictions can be tested in direct numerical simu-
lations or in experiments.
The outcome of our calculation is an analytical
expression of the correlation functions, which is asymp-
totically exact at large wave-numbers. However, this
expression does not include intermittency corrections
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to the exponents of the structure functions, since we
have shown that intermittency effects are not present for
equal-time quantities at leading order in wave-numbers.
The calculation of the sub-leading terms in the present
scheme, or using alternative approaches, combining a
suitable approximation for small wave-numbers (similar
to the ones developed e.g. in [17, 35, 54]) with the
present one, are required to compute structure functions
and determine the associated intermittency corrections
to their scaling exponents. This is left for future work.
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Appendix A: MSRJD response functional formalism
In order to use field theoretical techniques to study Navier-Stokes equation, one needs to formulate the associated
field theory. The MSRJD response functional formalism is a standard procedure to turn a classical Langevin equation
into a field theory. Thus, one usually considers, as done in Sec. II, a stochastic force (concentrated at the integral
scale) in the Navier-Stokes equation and then apply the MSRJD formalism. The stochastic nature of the forcing is
not expected to affect the properties of the turbulent flow at scales sufficiently smaller than the integral scale because
of universality.
Let us describe the MSRJD formalism considering a set of n generic stochastic fields Φi(x) defined through a set
of m stochastic partial differential equations with n constraints
∂tΦi = Fi(Φ) +Gij(Φ)ξj , 1 ≤ i ≤ m
Hi(Φ) = 0 , 1 ≤ i ≤ n (A1)
where the Fi, Gij and Hi are functions of the Φi and their spatial derivatives and the ξi are centered stationary
Gaussian fields of correlator Dij , that is, they satisfy for given fields ji〈
e
∫
x
jiξi
〉
= e
1
2
∫
x,x′
ji(x)Dij(x−x′)jj(x′) . (A2)
For the Navier-Stokes equation, one has respectively
Fα = −vβ∂βvα + ν∇2vα − ρ−1∂αp ,
Gαβ = δαβ ,
H = ∂αvα ,
Dαβ(x− x′) = 2 δαβ δ(t− t′)NL−1(|~x − ~x′|) . (A3)
In order to obtain the generating functional of the Φi, as well as their dynamical responses, one introduces linear
source terms j¯i, k¯i to the right-hand sides of equations (A1). The corresponding generalized generating functional
reads
Z[j, j¯, k¯] =
〈
e
∫
x
jiΦi
〉
j¯,k¯
, (A4)
where 〈·〉j¯,k¯ denotes a mean on the stochastic equation in the presence of the sources j¯i, k¯i. Let us now briefly explain
how Z can be expressed as a field theory. The first step is to write Z as a functional integral
Z[j, j¯, k¯] =
∫
D[φ]e
∫
x
jiφiδ[H(φ)− k¯] 〈δ[φ− Φξ]〉j¯ . (A5)
The integration measure D[·] and the functional Dirac delta δ[·] are to be understood as the formal continuum limit
of their discretized versions in space and time. Φξ is the weak solution of (A1) for a given ξ. The second step is to
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replace the constraint 〈δ[φ− Φξ]〉j¯ by the explicit equation of motion of Φ in the presence of the sources j¯i, which can
be written as F(·) = 0, with
Fi(x) = ∂tΦi − Fi(Φ)−Gij(Φ)ξj − j¯i . (A6)
Assume existence and unicity of weak solutions of (A1), one obtains
Z[j, j¯, k¯] =
∫
D[φ]e
∫
x
jiφiδ[H(φ)− k¯] 〈δ[F ]〉 × J . (A7)
with J the Jacobian of the transformation, J = | det ( δFi(x)δφj(x′))|, which depends on the choice of discretization of
(A1). In this work, we use the Itô convention, which amounts to have an explicit discretization scheme [55]. As a
consequence, J can be shown not to depend on the fields [56]. Note that the standard derivation of the MSRJD action
for NS implicitly assumes existence and unicity of weak solutions of the NS equations in three dimensions. This is a
delicate point from a mathematical point of view, and in fact uniqueness has been shown not to hold in some cases,
see e.g. [22]. However, the assumption underlying the MSRJD derivation is a little weaker than strict uniqueness,
since for a typical set of initial conditions, there may exist a set of velocity configurations spoiling unicity, as long as
they are of zero measure.
The last step is to use the Fourier representation of the functional Dirac deltas.
Z[j, j¯, k¯] =
∫
D[φ, φ¯, h¯]e
∫
x
jiφie−i
∫
x
h¯i(Hi−k¯i)
〈
e−i
∫
x
φ¯iFi
〉
=
∫
D[φ, φ¯, h¯]e
∫
x
{jiφi+ij¯iφ¯i+ik¯ih¯i}e−i
∫
x
h¯iHie−i
∫
x
φ¯i(∂tφi−Fi)
〈
ei
∫
x
φ¯iGijξj
〉
=
∫
D[φ, φ¯, h¯]e
∫
x
{jiφi+ij¯iφ¯i+ik¯ih¯i}e−S
with S = i
∫
x
{
φ¯i(x)
[
∂tφi(x) − Fi(x)
]
+ h¯iHi
}
+
1
2
∫
x,x′
(φ¯iGij)(x)Djk(x− x′)(Gkℓφ¯ℓ)(x′) , (A8)
using the property (A2) to compute the average value in the second line. Finally, one usually absorbs the complex i
in a redefinition of the response fields.
In the literature concerned with field theories for turbulence, it is more customary to integrate out the incom-
pressibility constraint. This allows one to get rid of the pressure fields at the price of having to deal with non-local
transverse projector for the velocity fields. Here, we choose to keep the pressure in the action. Although it doubles
the number of fields, one can easily show that the pressure sector of the action is not renormalized and keeps its bare
form [17]. As a consequence, it is very simple to handle. The final action for Navier Stokes reads
S[~v, ~¯v, p, p¯] =
∫
x
{
v¯α(x)
[
∂tvα(x) − ν∇2vα(x) + vβ(x)∂βvα(x) + 1
ρ
∂αp(x)
]
+ p¯(x) ∂αvα(x)
}
−
∫
t,~x,~x′
v¯α(t, ~x)NL-1(|~x − ~x′|)v¯α(t, ~x′) . (A9)
Appendix B: Renormalisation group flow equation and fixed point solution
In this work, we focus on fully developed turbulence, that is we assume a large separation between the Kolmogorov
scale related to the dissipation and the integral scale related to the forcing. We probe the system at wave-vectors in
the inertial range, that is far from both above-mentioned scales. As previously mentioned, turbulence is phenomeno-
logically known to exhibit some form of scale invariance in this regime. This suggests to use RG techniques to study
turbulence, and indeed, these techniques were first applied in this context back in the seventies [57, 58]. In this
appendix, we explain the link between scale invariance and fixed-point solutions of the RG flow equation. For this,
we follow the presentation of [59], and concentrate on the generating functional of cumulant, Wκ. For a generic out
of equilibrium field theory with regulator, the scale-dependent generating functional is
Zκ[j] = eWκ[J] =
∫
D[φ]e−S−∆Sκ+
∫
x
j·φ . (B1)
where φ is the 2n−component combined field and response of the theory, i.e. φ = (φ1, . . . φn, φ¯1, . . . φ¯n), and j is
the corresponding 2n−component source. In the field theory of Navier-Stokes, the fields and response fields are ~v, p
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and ~¯v, p¯ respectively. The regulator term ∆Sκ is quadratic in the fields, and depends explicitly on the scale κ, thus
breaking scale invariance. Without this term and for a critical theory (that is a theory whose parameters are at a
critical point), the generalized correlation functions of the theory are expected to exhibit scale invariance, at least
within a certain range of scales, which means that they are expected to be invariant under the following change of
variables:
φi(t, ~x)→ bhiφi(bzt, b~x) , (B2)
with hi, z the scaling exponents of the corresponding critical theory. To make this statement more formal, let us
perform this change of variable inside Zκ[j], and take the infinitesimal limit b = eǫ = 1 + ǫ+ o(ǫ). One obtains,
φi(t, ~x)→ φi(t, ~x) + ǫ δφi(t, ~x) + o(ǫ) ,
with δφi(t, ~x) = (hi + ~x · ∂~x + zt∂t)φi(t, ~x) , (B3)
and the corresponding variations of the action and of the regulator term follow as
S → S + ǫ δS + o(ǫ) ,
∆Sκ → ∆Sκ + ǫδ∆Sκ + o(ǫ) . (B4)
The jacobian of the change of variable is non-zero but it is constant in the fields so it does not play a role in the
correlation functions and it is omitted in the following. Identifying the terms of order ǫ, one obtains the following
equality:
〈δS〉 + 〈δ∆Sκ〉 =
∫
x
j · δ 〈φ〉 . (B5)
The form of ∆Sκ can be chosen such that δ∆Sκ = − dds∆Sκ, where s is the “RG-time” s ≡ ln (κ/Λ) [60]. Indeed, the
generic form of ∆Sκ is
∆Sκ = 1
2
∫
x,x′
Rijκ (x− x′)φi(x)φj(x′) , (B6)
and one can choose Rijκ (x − x′) = Rijκ rˆij
(
κ(~x − ~x′), κz(t − t′)) with Rijκ ∼ κ2d+2z−hi−hj , to enforce the previous
property. This means that, for this form of regulator, the variation due to dilatation of space-time and fields is equal
to the variation due to a dilatation of the renormalization scale. For NS, the regulators are Rκ and Nκ defined in
equation (6). For this property to hold, we require the following form for their Fourier transform:
Nκ(~p) ≡ Dκnˆ(~p/κ) and Rκ(~p) ≡ νκrˆ(~p/κ) . (B7)
with Dκ ∼ κd+z−2hv¯ and νκ ∼ κd+z−hv−hv¯ .
In the general setting, taking a s derivative of Eq. (B1) entails the identity ∂s 〈∆Sκ〉 = −∂sWκ [61]. Furthermore,
the averages of the fields can be expressed as the first functional derivatives of Wκ, such that (B5) can be written as
∂sWκ + 〈δS〉 =
∫
x
ji(hi + ~x · ∂~x + zt∂t) δWκ
δji(x)
. (B8)
The right-hand side (r.h.s.) of the above equation is the variation of Wκ in a dilatation and the left-hand side (l.h.s.)
is the breaking of the scale invariance, coming from the regulator and from the microscopic action respectively. Even
if the theory is invariant under dilatations (i.e. if δS = 0), the presence of the renormalization scale κ breaks scale
invariance. To see that a fixed point of the RG flow corresponds to scale invariance, one has to choose κ as the unit
of scale for space-time and the fields, and to introduce dimensionless quantities. Defining
Wκ[j] = Wˆκ[jˆ] , with jˆi(tˆ, ~ˆx) = κhi−d−zji(xˆ/κ, tˆ/κz) , (B9)
and replacing in (B8), one obtains that
∂sWˆκ = −〈δS〉 . (B10)
This equation shows that asking for a fixed point of Wˆκ is equivalent to asking for a critical phenomenon. For critical
phenomena, the scale invariance breaking term on the l.h.s. becomes sub-leading when κ is below the momentum
scale at which the system is probed.
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Within the NPRG framework, Γκ is analytic, so that the singularities ofWκ, the Legendre transform of Γκ, are well
controlled. Here, because of the regulators in the velocity and response velocity sector, the only infrared singularity
comes from the pressure sector and gives the transverse projectors in the correlation functions. This allows one to
approximate Wκ for κ 6= 0, contrary to the original generating functional W without regulator, using functional
Taylor expansions. The exact RG flow of Wκ is given by (11). This equation reads for the dimensionless generating
functional Wˆκ
∫
xˆ
jˆi(hi+~ˆx·∂~ˆx+ztˆ∂tˆ)
δWˆκ
δjˆi(xˆ)
= −∂sWˆκ− 1
2
∫
xˆ,yˆ
(2d+2z−hi−hj+~ˆx·∂~ˆx+ztˆ∂tˆ)rˆij(xˆ−yˆ)
{ δ2Wˆκ
δjˆi(xˆ)δjˆj(yˆ)
+
δWˆκ
δjˆi(xˆ)
δWˆκ
δjˆj(yˆ)
}
(B11)
In standard critical phenomena, both terms of the r.h.s. are sub-leading compared to the terms in the l.h.s.. On the
one hand, the first term is sub-leading by definition of critical phenomena through (B10). On the other hand, the
second term is sub-leading if the RG flow equation decouples the fast variables of the system from the slow ones.
This decoupling property is satisfied by the RG flows corresponding to equilibrium phase transitions for example, and
also to many critical phenomena out-of-equilibrium [33, 34, 62]. As a consequence, the correlation functions of these
systems exhibit scale invariance. However, in the field theory of Navier-Stokes, we show in this paper that while the
first term is sub-leading (that is, there is a fixed-point), the second term is not. This peculiar fact entails a breaking
of scale invariance for the correlation functions of turbulence.
Appendix C: Ward identity for extended Galilean invariance
In this appendix, we derive the general Ward identity associated with the extended Galilean symmetry for an
arbitrary vertex function Γ(m,n). We consider the functional Ward identity (18) derived in [16],
∫
~x
{(
δαβ∂t + ∂βuα
)δΓκ
δuα
+ ∂βu¯α
δΓκ
δu¯α
}
= −
∫
~x
∂2t u¯β ,
where the pressure terms are omitted since they give no contribution in the following derivation. Taking m functional
derivatives of this identity with respect to velocity fields uαi(xi) – i = 1, . . . ,m – and n with respect to response
velocity fields u¯αj (xj) – j = m, . . . ,m+ n –, and setting the fields to zero yields
∫
~x
{
∂tΓ
(m+1,n)
αα1...αm+n(x,x1,xm+n)−
m+n∑
k=1
δ(t− tk)δd(~x− ~xk)∂αΓ(m,n)α1...αm+n(
k−1︷︸︸︷
xi , x,
m+n−k︷︸︸︷
xj )
}
= 0 . (C1)
This identity can be expressed in Fourier space. It yields in terms of the Fourier transforms Γ˜(k,ℓ)
Γ˜(m+1,n)αα1...αn+m(ω, ~p = 0,p1, . . . ,pn+m) = −
n+m∑
k=1
pαk
ω
Γ˜(m,n)α1...αn+m(
k−1︷︸︸︷
pi , ωk + ω, ~pk,
m+n−k︷︸︸︷
pj ) . (C2)
The identity for the reduced Fourier transform Γ¯(m+1,n) straightforwardly follows from it. One obtains:
Γ¯(m+1,n)αα1...αn+m(ω, ~p = 0,p1, . . . ,pn+m−1) = −
n+m−1∑
k=1
pαk
ω
[
Γ¯(m,n)α1...αn+m(
k−1︷︸︸︷
pi , ωk + ω, ~pk,
m+n−1−k︷︸︸︷
pj )− Γ¯(m,n)α1...αn+m(
m+n−1︷︸︸︷
pi )
]
.
(C3)
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Appendix D: Derivation of a closed flow equation for any n-point correlation function
1. Flow equation for a generic n-point function
Let us derive the flow equation for a generic generalized n-point connected correlation function G¯(n). It is obtained
by taking n functional derivatives of (11) with respect to the sources jαk , k = 1, . . . , n, which yields
∂κG
(n)
α1...αn [x1, . . . ,xn; j] = −
1
2
∫
y1,y2
∂κ[Rκ]ij(y1 − y2)
{
G
(n+2)
ijα1...αn
[y1,y2,x1, . . . ,xn; j]
+
∑
({αk},{αℓ})
k+ℓ=n
G
(k+1)
i{αk}[y1, {xk}; j]G
(ℓ+1)
j{αℓ}[y2, {xℓ}; j]
}
. (D1)
In this equation, the indices stand for both the type of source ~J or ~¯J and the space component, and ({αk}, {αℓ})
indicates all the possible bipartitions of the n indices αi, and ({xk}, {xℓ}) the corresponding bipartition in coordinates.
Let us concentrate on the first line of (D1). One can write∫
y1,y2
∂κ[Rκ]ij(y1 − y2)G(n+2)ijα1...αn [y1,y2,x1, . . . ,xn; j] =
∫
y1,y2
∂κ[Rκ]ij(y1 − y2)
×
[∫
z1,z2
G
(2)
ki [z1,y1; j]G
(2)
ℓj [z2,y2; j]
δ2
δϕk(z1)δϕℓ(z2)
+
∫
z
G
(3)
ℓij [z,y1,y2; j]
δ
δϕℓ(z)
]
G(n)α1...αn [x1, . . . ,xn; j] . (D2)
The derivatives of G(n) with respect to ϕ must be understood as acting on G(n) viewed as a diagram constructed
from Γκ vertices. More precisely, G
(n) is the sum of all tree diagrams with vertices the Γ(k), k ≤ n and with edges the
propagator G(2), the latter satisfying
G
(2)
kℓ [x,y; j] =
δϕk(x)
δjℓ(y)
=
(
δj
δϕ
)−1
kℓ
(x,y) = [Γ(2) +Rκ]−1kℓ [x,y;ϕ], (D3)
using the property of the Legendre transform (8). Furthermore, introducing the differential operator
∂˜κ ≡ ∂κRκ δ
δRκ
+ ∂κNκ
δ
δNκ
, (D4)
and using the expression (D3), one has
∂˜κG
(2)
kℓ [z1, z2; j] = −
∫
y1,y2
∂κ[Rκ]ij(y1 − y2)G(2)ki [z1,y1; j]G(2)ℓj [z2,y2; j] , (D5)
which appears in the first term of the r.h.s. of (D2). On the other hand, the second term in the r.h.s. of (D2) vanishes
when the fields are set to zero, since it is proportional to the flow of the average velocity. Indeed, the functions G
(1)
i (x)
are the expectation values of the velocity fields and response velocities, which are zero at zero fields, and so are their
flow equations. The expression of their flow can be deduced by taking one derivative of (11) with respect to a field
and setting the fields to zero, which yields
∂κG
(1)
ℓ (z) = −
1
2
∫
y1,y2
∂κ[Rκ]ij(y1 − y2) , (D6)
omitting additional contribution proportional to G(1). By identification, one concludes that the second term in the
r.h.s. of Eq. (D2) vanishes when evaluated at zero fields. Gathering the previous expressions and setting the fields to
zero, the flow equation for G(n) may be rewritten as
∂κG
(n)
α1...αn(x1, . . . ,xn) =
1
2
∫
y1,y2
{
∂˜κG
(2)
kℓ (y1,y2)
[
δ2
δϕk(y1)δϕℓ(y2)
G(n)α1...αn [x1, . . . ,xn; j]
]
ϕ=0
+
∑
({αk},{αℓ})
k+ℓ=n
G
(k+1)
i{αk}(y1, {xk})∂κ[Rκ]ij(y1 − y2)G
(ℓ+1)
j{αℓ}(y2, {xℓ})
}
. (D7)
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This yields in Fourier space
∂κG¯
(n)
α1...αn(p1, . . . ,pn−1) =
1
2
∫
q
∂˜κG¯
(2)
kℓ (q)
[
δ2
δϕk(q)δϕℓ(−q)G¯
(n)
α1...αn [p1, . . . ,pn−1; j]
]
ϕ=0
− 1
2
∑
({αk},{αℓ})
k+ℓ=n
G¯
(k+1)
{αk}i({pk})∂κ[Rκ]ij(
∑
{pk})G¯(ℓ+1){αℓ}j({pℓ}) , (D8)
with the definition
∑{pk} =∑ki=1 pi and ∑{pk} +∑{pℓ} = 0 and where in the first line the Fourier transform is
meant after the functional derivatives[
δ2
δϕk(q)δϕℓ(−q) G¯
(n)
α1...αn [p1, . . . ,pn−1; j]
]
ϕ=0
≡ FT
(
δ2
δϕk(z1)δϕℓ(z2)
G(n)α1...αn [x1, . . . ,xn; j]
∣∣∣
ϕ=0
)
(q,−q,p1, . . .pn−1)
(D9)
with FT(. . . ) denoting the Fourier transform.
Let us now show thatthis flow equation can be closed at leading order at large wave-numbers, i.e. expressed in
terms of G¯(k) with k ≤ n only, using the Ward identities associated with the extended Galilean and extended shift
symmetries.
2. Limit of large wave-numbers
We focus on the flow equation (D8), and now consider the limit of large wave-numbers, which we define as all
external wave-numbers being large compared to the RG scale |~pi| ≫ κ, as well as all possible partial sums being large∑{pk} ≫ κ, which means that we exclude exceptional configurations where a partial sum vanishes. The following
proof relies on the presence of the (derivative of the) regulator term ∂κ[Rκ] in the flow equation (D8). The key
properties of this term are that, on the one hand, it rapidly tends to zero for wave-numbers greater that the RG scale,
Eq. (7), and on the other hand, it ensures the analyticity of all vertex functions at any finite κ.
Let us examine the two terms in the r.h.s. of (D8) in this limit. The second term is proportional to the regulator
evaluated at a sum of external wave-numbers
∑{pk} ≫ κ. Hence this term vanishes in the limit of large wave-numbers
and all the corresponding graphs are negligible. Thus only the first term survives in this limit.
For convenience, we now switch to the G˜(n) Fourier transforms, instead of the G¯(n). The flow equation of G˜(n)
reads
∂κG˜
(n)
α1...αn(p1, . . . ,pn) =
1
2
∫
q1,q2
∂˜κG˜
(2)
kℓ (−q1,−q2)
[
δ2
δϕk(q1)δϕℓ(q2)
G˜(n)α1...αn [p1, . . . ,pn; j]
]
ϕ=0
, (D10)
with the same notation as in Eq. (D9). Let us first show that only the derivatives with respect to the velocity fields,
i.e. ϕk = ϕℓ = uα, contribute in the limit of large wave-numbers.
a. Action of derivatives with respect to response velocity fields
Any connected correlation function G(n) can be expressed in terms of Γ(m) vertex functions, m = 3, . . . , n and
propagators G(2) as a sum of tree diagrams. This means that a ϕℓ(q) derivative, with q ≡ (̟, ~q), either acts on a
vertex functions or on a propagator. Let us consider the action of a response field u¯µ(q) on a vertex function Γ
(k,ℓ)
with k + ℓ = m:
δ
δu¯µ(q)
Γ˜(k,ℓ)α1...αk+ℓ [p1, . . . ,pk+ℓ;ϕ] = Γ˜
(k,ℓ+1)
α1...αkµ...αk+ℓ
[p1, . . . ,pk, ̟, ~q, . . . ,pk+ℓ;ϕ] , (D11)
with the same convention as in (D10). The wave-number |~q| carried by the u¯µ field is cut to values |~q| . κ by the
derivative of the regulator in the flow equation (D10). Hence it is negligible compared to the modulus of all external
wave vectors ~pi and all their possible partial sums, and can be safely set to zero in 1-PI vertex functions. This vertex
function then vanishes due to the Ward identity related to the time-gauged shift symmetry Eq. (21). One deduces
that in the limit of large wave-numbers
δ
δu¯µ(q)
Γ˜(k,ℓ)α1...αk+ℓ [p1, . . . ,pk+ℓ;ϕ]
∣∣∣
ϕ=0
=
|~pi|≫κ
Γ˜(k,ℓ+1)α1...αkµ...αk+ℓ(p1, . . . ,pk, ̟,
~0, . . . ,pk+ℓ) = 0 . (D12)
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We now consider the action of the response field u¯µ(q) on a propagator:
δ
δu¯µ(q)
G˜(2)α1α2 [p1,p2; j]
∣∣∣
ϕ=0
= −
∫
k1,k2
G˜
(2)
α1i
(p1,−k1)Γ˜(3)ijµ(k1,k2,q)G˜(2)jα2 (−k2,p2)
=
|~pi|≫κ
∫
k1,k2
G˜
(2,0)
α1i
(p1,−k1)
[
iki1δµj + ik
j
2δµi
]
)G˜
(2,0)
jα2
(−k2,p2)
= 0 . (D13)
Indeed, in the first line, there are three non-zero contributions, one proportional to Γ˜(1,2), one to Γ˜(0,3), and one
to Γ˜(2,1), with the ~q wave-vector carried by a response field. In the limit of large wave-numbers, one can set again
~q = 0, and both vertex functions are then fixed by a shift Ward identity. The identity (21) applies for Γ˜(1,2) and
Γ˜(0,3) so these contributions vanish, and the identity (22) applies for Γ˜(2,1), which corresponds to the second equality
in Eq. (D13). Then this contribution vanishes because of incompressibility (which implies that G(2) is transverse, so
that the contraction with the wave-vectors ~k1 and ~k2 is zero).
Let us now consider the action of the two derivatives in (D10) where at least one is a response velocity, where
again G˜(n) is considered as a sum of tree diagrams constructed with vertices Γ(m) and propagators. If each of the
derivatives δ/δu¯µ1(q1) and δ/δϕµ2(q2) acts on a different element of the diagram, then, when evaluated at zero fields,
the corresponding term vanishes because of Eqs. (D12) or (D13). Let us now examine the contributions where the
two derivatives act on the same element. If this element is a vertex function, then this term also vanishes because of
the shift symmetry at large wave-numbers
δ2
δu¯µ1(q1)δuµ2(q2)
Γ˜(k,ℓ)α1...αk+ℓ [p1, . . . ,pk+ℓ;ϕ]
∣∣∣
ϕ=0
=
|~pi|≫κ
Γ˜(k+1,ℓ+1)µ2α1...αkµ1...αk+ℓ(̟2,
~0,p1, . . . ,pk, ̟1,~0, . . . ,pk+ℓ) = 0 ,
(D14)
and similarly if ϕ is a response velocity. Finally, the same result holds if the two derivatives act on a propagator
δ2
δu¯µ1(q1)δϕµ2(q2)
G˜(2)α1α2 [p1,p2; j]
∣∣∣
ϕ=0
= −
∫
k1,k2
G˜
(2)
α1i
(p1,−k1)Γ˜(4)ijµ1µ2(k1,k2,q1,q2)G˜
(2)
jα2
(−k2,p2)
+
∫
ki
G˜
(2)
α1i
(p1,−k1)Γ˜(3)ijµ1 (k1,k2,q1)G˜
(2)
jk (−k2,−k3)Γ˜(3)kℓµ2(k3,k4,q2)G˜
(2)
ℓα2
(−k4,p2) + (µ1,q1)←→ (µ2,q2)
=
|~pi|≫κ
0 . (D15)
where the permutation 1 ↔ 2 applies only for the second line. The last identity is zero because the vertices Γ˜(4)ijµ1µ2
and Γ˜
(3)
ijµ1
vanish at large wave-numbers when setting ~q1 to zero because of the shift symmetry and incompressibility
as in Eq. (D13). One concludes that if at least one of the derivatives in (D10) is a response velocity, the corresponding
term vanishes. Thus, only the velocity fields ϕk(q) = uµ(q) contribute in Eq. (D10), that is
∂κG˜
(n)
α1...αn(p1, . . . ,pn) =
1
2
∫
q1,q2
∂˜κG˜
(2,0)
µ1µ2(−q1,−q2)
[
δ2
δuµ1(q1)δuµ2(q2)
G˜(n)α1...αn [p1, . . . ,pn; j]
]
ϕ=0
. (D16)
b. Action of one derivative with respect to a velocity field
The aim is now to show that this flow equation can be simply expressed in the limit of large wave-numbers in term
of the finite difference operator Dµ(̟) defined in Eq. (18). In fact, we establish below the following property:
(P ): taking a functional derivative with respect to uµ(q) with ~q = 0 is equivalent at zero fields to applying the
operator Dµ(̟).
In this section, we adopt the following notation for the frequencies: pi ≡ (~pi, ωi), qi ≡ (~qi, ̟i) and ki ≡ (~ki, νi), that
is ωi is an external frequency, ̟ is the frequency associated with a regulated wave-vector, and νi is used for other
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Γ(n)
p1
S˜
(n)
α1...αn(p1, . . . ,pn) =
. . .
FIG. 1. Diagrammatic representation of a star diagram.
internal frequencies. We first show that the property (P ) is true for G˜(2). One has
δ
δuµ(q)
G˜(2)α1α2 [p1,p2; j]
∣∣∣
ϕ=0
= −
∫
k1,k2
G˜
(2)
α1i
(p1,−k1)Γ(3)µij(q,k1,k2)G˜(2)jα2 (−k2,p2)
=
|~pi|≫κ
∫
k1,k2
G˜
(2)
α1i
(p1,−k1)
[kµ1
̟
Γ˜
(2)
ij (ν1 +̟,
~k1,k2) +
kµ2
̟
Γ˜
(2)
ij (k1, ν2 +̟,
~k2)
]
G˜
(2)
jα2
(−k2,p2)
=
∫
k1
kµ1
̟
G˜
(2)
α1i
(p1,−k1)δiα2δ(̟ + ν1 + ω2)δd(~k1 + ~p2) +
∫
k2
kµ2
̟
δjα1δ(̟ + ω1 + ν2)δ
d(~k2 + ~p1)G˜
(2)
jα2
(−k1,p2)
= −p
µ
1
̟
G˜(2)α1α2(ω1 +̟, ~p1,p2)−
pµ2
̟
G˜(2)α1α2(p1, ω2 +̟, ~p2)
≡ Dµ(̟)G˜(2)α1α2(p1,p2) . (D17)
In the second line, the limit of large wave-numbers is taken, such that the internal wave-vector ~q can be set to zero in
the 1-PI vertex functions Γ˜(3), and then the Ward identity (18) associated with time-gauged Galilean invariance is used.
As already mentioned, any connected correlation function G(n) can be expressed as a sum of trees whose vertices
are the Γ(m) vertex functions, m = 3, . . . , n and edges the propagators G(2). We will rely on this structure to prove
(P ). Let us first show that the property (P ) is verified for any “star” diagrams, which are depicted in Fig. 1. Let S
be such a star diagram,
S˜(n)α1...αn(p1, . . . ,pn) =
n∏
k=1
∫
{kk}
Γ˜
(n)
i1...in
(k1, . . . ,kn)G˜
(2)
ikαk
(−kk,pk) . (D18)
If the derivative with respect to uµ(q) acts on the vertex function, then in the limit of large wave-numbers, one has
δ
δuµ(q)
Γ˜(k,ℓ)α1...αk+ℓ [p1, . . . ,pk+ℓ;ϕ]
∣∣∣
ϕ=0
= Γ˜(k+1,ℓ)µα1...αk+ℓ(̟, ~q = 0,p1, . . . ,pk+ℓ)
= −
k+ℓ∑
j=1
pµj
̟
Γ˜(k,ℓ)α1...αk+ℓ(
j−1︷︸︸︷
pi , ωj +̟, ~pj ,
k+ℓ−j︷︸︸︷
pi )
≡ Dµ(̟)Γ˜(k,ℓ)α1...αk+ℓ(p1, . . . ,pk+ℓ) .
(D19)
On the other hand, the action of the derivative uµ(q) on a propagator is given by Eq. (D17). One hence obtains for
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Γ(n)
p1
δ
δuµ(q)
. . .
∣
∣
∣
∣
∣
ϕ=0
= Dµ(̟) Γ(n)
FIG. 2. Diagrammatic representation of the property (P ) on a star diagram.
T˜1
p1
T˜
(m1+m2)
α1...αm1+m2
(p1, . . . ,pm1+m2) =
. . .
Γ˜2 T˜2
pm1+1 . . .
FIG. 3. Decomposition of the diagram T˜ .
the derivative of S˜(n):
δ
δuµ(q)
S˜(n)α1...αn [p1, . . . ,pn; j]
∣∣∣
ϕ=0
=
n∑
ℓ=1
n∏
k=1
k 6=ℓ
∫
{kk}
G˜
(2)
ikαk
(−kk,pk)
[kµℓ
̟
G˜
(2)
iℓαℓ
(−νℓ +̟,−~kℓ,pℓ)
− p
µ
ℓ
̟
G˜
(2)
iℓαℓ
(−kℓ, ωℓ +̟, ~pℓ)
]
Γ˜
(n)
i1...in
(k1, . . . ,kn)−
n∏
k=1
∫
{kk}
G˜
(2)
ikαk
(−kk,pk)
n∑
ℓ=1
kµℓ
̟
Γ˜
(n)
i1...in
(. . . , νℓ +̟,~kℓ, . . . )
= −
n∑
ℓ=1
pµℓ
̟
n∏
k=1
k 6=ℓ
∫
{kk}
G˜
(2)
ikαk
(−kk,pk)G˜(2)iℓαℓ(−kℓ, ωℓ +̟, ~pℓ)Γ˜
(n)
i1...in
(k1, . . . ,kn)
≡ Dµ(̟)S˜(n)α1...αn(p1, . . . ,pn) , (D20)
noting that the two terms proportional to kµℓ cancel out by wave-vector and frequency conservation. This can be
checked explicit by making the change of variable νℓ +̟ → νℓ in the second term, which becomes equal to the first
term in square brackets. This cancellation is a consequence of the equality of the wave-vector and frequency exiting
G¯(2) with the ones entering the corresponding leg of Γ¯(n). Thus, the property (P ) is true for any star diagrams, which
is represented diagrammatically on Fig. 2.
Let us now prove by induction that (P ) holds for any tree diagram. Let n be a non-negative integer and let us
assume that (P ) holds for all diagrams whose number of external legs is equal or lower than n. Let us consider a
diagram with (n+ 1) external legs, denoted T˜ (n+1). If T˜ (n+1) is a star diagram, (P ) holds, otherwise there exist two
integers m1,m2 ≥ 2 such that m1 +m2 = n+ 1 and two diagrams T˜ (m1+1) and T˜ (m2+1) such that
T˜ (n+1)α1...αm1+m2 (p1, . . . ,pm1+m2) =
∫
{kk}
T˜ (m1+1)α1...αm1j1(p1, . . . ,pm1 ,k1)Γ˜
(2)
j1j2
(−k1,−k2)
× T˜ (m2+1)j2αm1+1...αm1+m2 (k2,pm1+1, . . . ,pm1+m2)
≡
∫
{kk}
T˜1 Γ˜(2)j1j2(−k1,−k2) T˜2 , (D21)
where the last line defines the shorthand notations T˜1 and T˜2. This decomposition is represented diagrammatically
on Fig. 3. Since m1 + 1 ≤ n and m2 + 1 ≤ n, the property (P ) holds for both these diagrams. As a consequence,
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taking a derivative of T˜ (m1+m2) with respect to uµ(q) yields the following identity in the limit of large wave-numbers
δ
δuµ(q)
T˜ (m1+m2)α1...αm1+m2 [p1, . . . ,pm1+m2 ; j]
∣∣∣
ϕ=0
=
∫
{kk}
{
−
m1∑
k=1
pk
̟
T˜ (m1+1)α1...αm1 j1(. . . , ωk +̟, pk, . . . ,k1)Γ˜
(2)
j1j2
(−k1 − k2) T˜2
−
m2∑
k=m1+1
pk
̟
T˜1 Γ˜(2)j1j2(−k1 − k2)T˜
(m2+1)
j2αm1+1...αm1+m2
(k2, . . . , ωk +̟, pk, . . . )
− k
µ
1
̟
T˜ (m1+1)α1...αm1j1(p1, . . . ,pm1 , ν1 +̟,~k1)Γ˜
(2)
j1j2
(−k1 − k2) T˜2
− k
µ
2
̟
T˜1 Γ˜(2)j1,j2(−k1 − k2)T˜
(m2+1)
j2αm1+1...αm1+m2
(ν2 +̟,~k2,pm1+1, . . . ,pm1+m2)
+
kµ1
̟
T˜1 Γ˜(2)j1j2(−ν1 +̟,−~k1 − k2) T˜2 +
kµ2
̟
T˜1 Γ˜(2)j1j2(−k1,−ν2 +̟,−~k2) T˜2
}
≡ Dµ(̟)T˜ (m1+m2)α1...αm1+m2 (p1, . . . ,pm1+m2) . (D22)
Indeed, one can easily check by making the appropriate changes of variables on the shifted frequencies that the three
last lines of the first equality cancel out by wave-vector and frequency conservation. Furthermore, (P ) holds for n = 3
because the only tree diagram with three external legs is a star diagram. Hence, one can conclude by induction that
(P ) holds for any trees composing the G˜(n) and by extension for their sum. Thus, the property (P ) is true for any
connected correlation function in the limit of large wave-numbers.
c. Action of two derivatives with respect to velocity fields
Let us then show that this property remains true when applying two derivatives. The key feature of the operator
Dµ(̟) that underlies the property (P ) is that it distributes as a functional derivative, as long as the object on which
the operator acts satisfies wave-vector and frequency conservation, that is symbolically
Dµ(̟)[F1F2] = [Dµ(̟)F1]F2 + F1[Dµ(̟)F2] . (D23)
The non-trivial aspect of this equality is that on the l.h.s., the operator only acts on the external wave-vectors of the
product, whereas on the r.h.s., each operator acts on all the wave-vectors of each functions, including the internal
ones, but these contributions cancel out because of wave-vector conservation, as in the previous calculations.
Let us denote T˜ (n)α1···αn(p1, · · · ,pn) one of the trees composing a given correlation function G˜(n) with n external
wave-vectors and frequencies (of zero sum), and {Ei}, i = 1, . . . ,m all the elements (vertex function or propagator)
composing T˜ (n):
T˜ (n)α1···αn(p1, · · · ,pn) =
∫
qintern
m∏
k=1
Ek[{qk}] , (D24)
where {qk} denotes all the wave-vectors and frequencies attached to the element Ek (internal or external) such that
when two elements are glued together by a common leg, the respective sums of the ingoing frequencies and wave-vectors
carried by the corresponding legs are zero and the integration is only on internal wave-vectors and frequencies.
The property (P ) amounts to have
Dµ(̟)
∫
qintern
m∏
k=1
Ek[{qk}] =
∫
qintern
m∑
k=1
m∏
i=1
i6=k
Ei[{qi}]Dµ(̟)Ek[{qk}] . (D25)
We now show that this property can be generalized to two derivatives. The two functional derivatives acting on T˜ (n)
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can be expressed as
δ2
δuµ1(q1)δuµ2(q2)
∫
qintern
m∏
k=1
Ek[{qk}]
∣∣∣
ϕ=0
=
∫
qintern
m∑
i=1
m∑
j=1
j 6=i
m∏
k=1
k 6=i
k 6=j
Ek[{qk}]
(
δ
δuµ1(q1)
Ei[{ki}]
)(
δ
δuµ2(q2)
Ej[{kj}]
)
+
∫
qintern
m∑
i=1
m∏
k=1
k 6=i
Ek[{qk}]
(
δ2
δuµ1(q1)δuµ2(q2)
Ei[{ki}]
)
. (D26)
If each of the derivatives act on a different element, then, the property (P ) applies to both elements locally, and the
functional derivative can be replaced by a Dµ(̟) operator. If the two derivatives act on the same element, this is
also the case. Indeed, if the element is a vertex, one has in the limit of large wave-numbers
δ2
δuµ1(q1)δuµ2(q2)
Γ˜(k,ℓ)α1...αk+ℓ [p1, . . . ,pk+ℓ;ϕ]
∣∣∣
ϕ=0
=
|~pi|≫κ
Γ˜(k+2,ℓ)µ1µ2α1...αk+ℓ(̟1, ~q1 = 0, ̟2, ~q2 = 0,p1, . . . ,pk+ℓ)
=
k+ℓ∑
i=1
pµ1i
̟1
k+ℓ∑
j=1
pµ2j
̟2
Γ˜(k,ℓ)α1...αk+ℓ(· · · , ωi +̟1, ~pi, · · · , ωj +̟2, ~pj · · · )
≡ Dµ1(̟1)Dµ2(̟2)Γ˜(k,ℓ)α1...αk+ℓ(p1, . . . ,pk+ℓ) ,
(D27)
applying twice the Ward identity (18). If the element is a propagator, one obtains
δ2
δuµ1(q1)δuµ2(q2)
G˜(2)α1α2 [p1,p2; j]
∣∣∣
ϕ=0
= −
∫
k1,k2
G˜
(2)
α1i
(p1,−k1)Γ˜(4)ijµ1µ2(k1,k2,q1,q2)G˜
(2)
jα2
(−k2,p2)
+
∫
ki
G˜
(2)
α1i
(p1,−k1)Γ˜(3)ijµ1 (k1,k2,q1)G˜
(2)
jk (−k2,−k3)Γ˜(3)kℓµ2 (k3,k4,q2)G˜
(2)
ℓα2
(−k4,p2) + (µ1,q1)←→ (µ2,q2)
=
|~pi|≫κ
−
∫
k1,k2
G˜
(2)
α1i
(p1,−k1)
[kµ11 kµ21
̟1̟2
Γ˜
(2)
ij (ν1 +̟1 +̟2,
~k1,k2) +
kµ11 k
µ2
2
̟1̟2
Γ˜
(2)
ij (ν1 +̟1,
~k1, ν2 +̟2, ~k2)
+
kµ12 k
µ2
1
̟1̟2
Γ˜
(2)
ij (ν1 +̟2,
~k1, ν2 +̟1, ~k2) +
kµ12 k
µ2
2
̟1̟2
Γ˜
(2)
ij (k1, ν2 +̟1 +̟2,
~k2)
]
G˜
(2)
jα2
(−k2,p2)
+
∫
ki
G˜
(2)
α1i
(p1,−k1)
[kµ11
̟1
Γ˜
(2)
ij (ν1 +̟1,
~k1,k2) +
kµ12
̟1
Γ˜
(2)
ij (k1, ν2 +̟1,
~k2)
]
G˜
(2)
jk (−k2,−k3)
×
[kµ23
̟2
Γ˜
(2)
kℓ (ν3 +̟2,
~k3,k4) +
kµ24
̟2
Γ˜
(2)
kℓ (k3, ν4 +̟2,
~k4)
]
G˜
(2)
ℓα2
(−k4,p2) + (µ1,q1)←→ (µ2,q2)
=
pµ11 p
µ2
1
̟1̟2
G˜(2)α1α2(ω1 +̟1 +̟2, ~p1,p2) +
pµ11 p
µ2
2
̟1̟2
G˜(2)α1α2(ω1 +̟1, ~p1, ω2 +̟2, ~p2)
+
pµ12 p
µ2
2
̟1̟2
G˜(2)α1α2(p1, ω2 +̟1 +̟2, ~p2) +
pµ12 p
µ2
1
̟1̟2
G˜(2)α1α2(ω1 +̟2, ~p1, ω2 +̟1, ~p2)
= Dµ1(̟1)Dµ2(̟2)G˜(2)α1α2(p1,p2) . (D28)
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Thus, in the limit of large wave-numbers, one deduces that Eq. (D25) can be expressed as
δ2
δuµ1(q1)δuµ2(q2)
∫
qintern
m∏
k=1
Ek[{qk}]
∣∣∣
ϕ=0
=
∫
qintern
m∑
i=1
m∑
j=1
j 6=i
m∏
k=1
k 6=i
k 6=j
Ek[{qk}]
(
Dµ1(̟1)Ei[{qi}]
)(
Dµ2(̟2)Ej [{qj}]
)
+
∫
qintern
m∑
i=1
m∏
k=1
k 6=i
Ek[{qk}] (Dµ1(̟1)Dµ2 (̟2)Ei[{ki}])
=
∫
qintern
Dµ1(̟1)
m∑
j=1
m∏
k=1
k 6=j
Ek[{qk}]
(
Dµ2(̟2)Ej [{qj}]
)
= Dµ1(̟1)Dµ2(̟2)
∫
qintern
m∏
k=1
Ek[{qk}] , (D29)
where in the last two lines the property (D26) has been used since wave-vector and frequency conservation is satisfied
for each element Ei and also for the modified elements Dµ(̟)Ej with a frequency shift. One concludes that taking
two functional derivatives of G˜(n) is equivalent at large wave-numbers to applying twice the finite difference operator
D, such that the exact leading term of the flow equation for any correlation function can be expressed in a closed
form, and reads
∂κG¯
(n)
α1...αn(p1, . . . ,pn−1) =
1
2
∫
q
∂˜κG¯
(2,0)
µν (q)Dµ(̟)Dν(−̟)G¯(n)α1...αn(p1, . . . ,pn−1) . (D30)
Finally, let us explicitly use the transversality of the 2−point function. We note G¯(2,0)µν (q) = P⊥µν(~q)C¯κ(q,̟) where
the transverse projector is defined by P⊥µν(~q) = δµν − qµqν/q2 . The angular integration in ~q can be performed, using∫
~q qµqνf(q) =
δµν
d
∫
~q q
2f(q). One obtains as a final result that the leading contribution to the flow equation at large
wave-numbers is
∂κG¯
(n)
α1...αn(p1, . . . ,pn−1) =
d− 1
2d
∫
q
∂˜κC¯(̟, ~q)Dµ(̟)Dµ(−̟)G¯(n)α1...αn(p1, . . . ,pn−1) . (D31)
Because of the properties of the BMW approximation, the sub-leading contributions in this equation can be bounded
in the following way [28]
∂κG¯
(n) = ∂κG¯
(n)
∣∣∣
leading
+R(n) with R(n) = O
(
κ
pmin
)
∂κG¯
(n)
∣∣∣
leading
, (D32)
where pmin is the minimum of the moduli of the ~pi and of their partial sums, and ∂κG¯
(n)
∣∣∣
leading
is the r.h.s of Eq. (D31).
Appendix E: Solution of the fixed-point equations
The aim of this Appendix is to derive the solution of flow equation (D31) for n-point correlation functions at the
fixed point. To study the fixed point, one introduces dimensionless quantities, denoted by a hat symbol. Wave-
numbers are measured in units of κ, e.g. p = κpˆ. The dimensionless effective viscosity νκ and effective forcing Dκ are
defined, as in Appendix B, as
Nκ(~p) ≡ Dκnˆ(pˆ) and Rκ(~p) ≡ νκrˆ(pˆ) . (E1)
One deduces that times are measured in units of (κ2νκ)
−1. The coefficient Dκ is related to the mean energy injection
rate ε as
ε = 〈fα(t, ~x)vα(t, ~x)〉 = Dκκd (d− 1)
∫
ˆ̟ ,~ˆq
nˆ(qˆ)G¯(ωˆ, qˆ) ≡ Dκκdγ−1 , (E2)
using Janssen de Dominicis formalism to express the average value of a quantity linear in the forcing in term of the
response field (G¯ being the transverse part of the response function G¯(1,1)), and where γ is a non-universal number,
depending on the forcing profile through nˆ [17]. This allows one to express Dκ as
Dκ = εγκ
−d . (E3)
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The running coefficient νκ is expected to behave at the fixed point as a power-law νκ ∼ κ−4/3 in d = 3, where the
exponent is fixed by Galilean invariance [17]. One deduces that
νκ = νη−1(κη)
−4/3 ≃ νΛ(κη)−4/3 = ǫ1/3κ−4/3 , (E4)
assuming that the fixed-point is already attained at scale η−1 and neglecting the evolution of νκ between the micro-
scopic scale Λ and η−1. Hence we define dimensionless times as tˆ = ǫ1/3κ2/3t. The definitions of the dimensionless
velocity and response velocity fields then follow as
vα = (κ
d−2Dκν−1κ )
1/2vˆα = κ
−1/3ǫ1/3γ1/2 vˆα and v¯α = (κd+2νκD−1κ )
1/2 ˆ¯vα = κ
10/3ǫ−1/3γ−1/2 ˆ¯vα . (E5)
Let us finally define the dimensionless integral Jˆs through
Jκ(̟) = −
∫
~q
∂˜sC¯(̟, ~q) = γǫ
1/3κ−4/3Jˆs( ˆ̟ ) , (E6)
where s ≡ ln (κ/Λ) is the "RG time" introduced in Appendix B.
1. Solution of the fixed-point equation for the 2−point function for large time delays
In this section, we derive the fixed-point solution of Eq. (30) at large time delays. For this, let us write in Eq. (30)
Jκ as Jκ(̟) = (Jκ(̟)−Jκ(0))+Jκ(0). Since Jκ is a regular even function of ̟, the term F (̟) = (Jκ(̟)−Jκ(0))/̟2
is an analytic function of ̟. It follows that its Fourier transform
∫
cos(̟t)F (̟) decays exponentially in t, and its
integral
∫
F (̟) is a constant independent of t. At large t, the integral in (30) is thus dominated by the remaining
term which turns out to be of order t:
Jκ(0)
∫ ∞
−∞
d̟
2π
cos(̟t)− 1
̟2
= −Jκ(0)
2
|t|. (E7)
The flow equation Eq. (30) hence reduces in the limit t≫ κ2/3 to
κ∂κC(t, ~p) =
Jκ(0)
3
|t| p2 C(t, ~p). (E8)
Using Eq. (E5), the dimensionless 2-point correlation function Cˆs(tˆ, pˆ) can be defined as
Cκ(t, ~p) =
γǫ2/3
p11/3
Cˆs
(
yˆ = ǫ1/3 tp2/3, pˆ = p/κ
)
, (E9)
and one obtains the dimensionless flow equation
∂sCˆs(yˆ, pˆ)− pˆ∂pˆCˆs(yˆ, pˆ) = Jˆs(0)
3
γpˆ4/3 |yˆ|Cˆs(yˆ, pˆ) . (E10)
The fixed point corresponds to setting ∂sCˆs = 0 as explained in Appendix (B), and Jˆs(0)→ Jˆ∗, Cˆs(yˆ, pˆ) → Cˆ∗(yˆ, pˆ)
tend to fixed point quantities. The solution of the fixed-point equation is thus given by
log Cˆ∗(yˆ, pˆ) = −γJˆ∗
6
pˆ2|tˆ|+ Fˆ (yˆ) +O(pˆ) , (E11)
where Fˆ is a regular function of yˆ and the error term is calculated from Eq. (D32) (see below). The leading term
explicitly breaks scale invariance. Because of this violation, the fixed point solution explicitly depends on a scale
κ, when expressed in terms of the dimensionful variables. The physical correlation functions are obtained in the
limit κ → 0. Since the flow essentially stops when passing the inverse integral scale (the fixed point is attained
and by definition the dimensionless quantities stop evolving), the relevant scale is of the order of L−1. The physical
(dimensionful) solution, indexed by the subscript ’L’ for ’long’ time, is thus given by
log
[ CL(t, ~p)
ε2/3L11/3
]
= −αLε1/3L4/3|t| p2 − 11
3
log(pL) + FL(ε
1/3p2/3t) +O(pL) , (E12)
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with αL = Jˆ∗γ/6 a non-universal constant. Note that we have chosen to keep sub-leading terms in the solution,
although they are of the same order as the error, because they embody the Kolmogorov scaling solution:
CK(t, ~p) ∝ ε
2/3
p11/3
HK(ε
1/3p2/3t) (E13)
where HK = exp(FL) is a scaling function. However, as explained in the main text, this part is not calculated exactly,
and could receive corrections, which are O(pL), from the sub-leading terms in the flow equation, neglected here.
2. Solution of the fixed point equation for a n−point function
In this section, we determine the fixed point solution of the leading contribution to the flow equation (35) for the
hybrid time-wave-vector generalized n-point correlation function G(n), which reads
∂κG
(n)
α1...αn(t1, ~p1, · · · , tn−1, ~pn−1) =
1
3
G(n)α1...αn(t1, ~p1, · · · , tn−1, ~pn−1)
∑
k,ℓ
~pk·~pℓ
∫
̟
Jκ(̟)
ei̟(tk−tℓ) − ei̟tk − e−i̟tℓ + 1
̟2
.
(E14)
a. Small time delays
If one defines ti ≡ ǫ t˜i and let ǫ tend to zero, the integrals in the r.h.s. of Eq. (E14) are equivalent to ǫ2Iκt˜k t˜ℓ, where
Iκ ≡
∫
̟Jκ(̟):
lim
ǫ→0
1
ǫ2
∫
̟
Jκ(̟)
ei̟(tk−tℓ) − ei̟tk − e−i̟tℓ + 1
̟2
= Iκt˜k t˜ℓ . (E15)
Furthermore, it was shown in [17] that, because of the presence of the regulator, Jˆκ(̟) is dominated by frequencies of
order κ2/3, and that Iκ is finite. In the limit where all the time delays ti are small, the flow equation (E14) simplifies
to
∂κG
(n)
α1...αn(t1, ~p1, · · · , tn−1, ~pn−1) =
Iκ
3
|~pktk|2G(n)α1...αn(t1, ~p1, · · · , tn−1, ~pn−1) , (E16)
(using Einstein convention for repeated indices). In order to find a solution, we define a (n − 1) × (n − 1) rotation
matrix R, such that Ri1 = ti√tℓtℓ , and introduce new variables ~ρk such that ~pi = Rij~ρj . In particular ~ρ1 =
tk~pk√
tℓtℓ
and
the flow equation becomes
∂κG
(n)
α1...αn(t1, ~ρ1, · · · , tn−1, ~ρn−1) =
Iκ
3
tktk|~ρ1|2G¯(n)α1...αn(t1, ~ρ1, · · · , tn−1, ~ρn−1) . (E17)
To study the fixed point of this flow equation, we introduce the dimensionless variables ~ˆρi ≡ ~ρi/κ, and Iˆs ≡
γ−1ε−2/3κ2/3Iκ. According to Eq. (E5), the dimensionless n−point function can be defined as
Gˆ(n)α1...αn(tˆ1, ~ˆρ1, · · · , tˆn−1, ~ˆρn−1) ≡
(κ11/3
γε2/3
)m−m¯
2
κ
3
2 (m+m¯−2)G(n)α1...αn(t1, ~ρ1, · · · , tn−1, ~ρn−1) , (E18)
where m (resp. m¯) is the number of velocity (resp. response velocity) fields in the generalized correlation function
Gˆ(n), with m+ m¯ = n. We note dG = 3(m− 1)+ (m− m¯)/3 the scaling dimension of G(n), and we define αs = γIˆs/2
(which fixed point value α∗ ≡ αS is the coefficient appearing in (31)). The flow equation for Gˆ(n) then reads{
∂s − dG − ~ˆρi · ∂~ˆρi +
2
3
tˆi∂tˆi −
2
3
αs tˆk tˆk|~ˆρ1|2
}
Gˆ(n)α1...αn(tˆ1, ~ˆρ1, · · · , tˆn−1, ~ˆρn−1) = 0 . (E19)
In the following, hat symbols are omitted to alleviate notation. Let us remark that ~ρi · ∂~ρi only acts on the moduli of
the vectors ~ρi, so that if one introduces the polar decomposition ~ρi = ρi~ni, one has ~ρi · ∂~ρi = ρi∂ρi . Introducing the
scaling variables yi = ρ1
2/3ti, the flow equation further simplifies to{
∂s − dG − ρi∂ρi −
2
3
αs ykykρ
2/3
1
}
G(n)α1...αn(y1, ρ1, ~n1, · · · , yn−1, ρn−1, ~nn−1) = 0 . (E20)
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Let us consider RG scales s such that the fixed point is reached: αs has attained its fixed point value α∗, and the
explicit dependence in s (through ∂s) is zero. Denoting u1 ≡ ln ρ1, ui>1 ≡ ln ρ1 − ln ρi, the fixed point equation
becomes an ordinary differential equation{
− dG − ∂u1 −
2
3
α∗ ykyk e
2
3u1
}
G(n)α1...αn(y1, u1, ~n1, · · · , yn−1, un−1, ~nn−1) = 0 . (E21)
For this equation, the bound (D32) on the sub-leading contributions is given by
R(n) = O
(
κ
pmin
)
tktkρ
2
1G
(n) = O (κpmax)G(n) (E22)
The differential equation Eq. (E21) can be integrated, and yields
logG(n)α1...αn(y1, u1, ~n1, · · · , yn−1, un−1, ~nn−1) = −α∗ ykyk e
2
3u1−dGu1+F (n)α1...αn(y1, ~n1, · · · , yn−1, un−1, ~nn−1) . (E23)
In terms of the original dimensionful variables, one obtains
log
[
ε
m¯−m
3 L−dGG(n)α1...αn(t1, ~p1, · · · , tn−1, ~pn−1)
]
= −αSε2/3L2/3 tktk ρ21
−dG log(ρ1L) + FS (n)α1...αn
(
ρ
2/3
1 ε
1/3t1,
~ρ1
ρ1
, · · · , ρ2/31 ε1/3tn−1,
~ρn−1
ρ1
)
+O(pmaxL) ,
(E24)
where ~ρ1 =
tk~pk√
tℓtℓ
and the dimensionless constant γ has been absorbed in the function F
(n)
S . The error on the solution
can be simply deduced using Eq. (E22): it is bounded by a term of order pmaxL, where pmax is the maximum of the
amplitudes of the ~pi and of the partial sums. Note that again the Kolmogorov solution, which stems from standard
scale invariance, is included explicitly although it is of the same order as the neglected error terms. This part is not
calculated exactly since it could receive corrections from the neglected sub-leading terms in the flow equation. The
leading term in G¯(n) is a Gaussian in the variable |~pktk|, which explicitly breaks scale invariance. This breaking is
related to the sweeping effect, and expression (E24) provides its exact expression, as a generalization of the Gaussian
in tp for the two-point function. The constant αS is positive, see [17]. The vectors ~ρi are not given explicitly, except
for ~ρ1, but they can be constructed for any generalized correlation function.
For instance, in the case of G(3), one can use R ∝ ( t1 −t2t2 t1 ) as the rotation matrix from the ~ρi to the ~pi, so that
log
[
ε−1L−7G(3)αβγ(t1, ~p1, t2, ~p2)
]
= −αSε2/3L2/3 |~p1t1 + ~p2t2|2 − 7 log
(
L
|~p1t1 + ~p2t2|√
t21 + t
2
2
)
+ F
(3)
S αβγ
(
|~p1t1 + ~p2t2|
(t21 + t
2
2)
1/3
2/3
ε1/3t1,
~p1t1 + ~p2t2
|~p1t1 + ~p2t2| ,
|~p1t1 + ~p2t2|
(t21 + t
2
2)
1/3
2/3
ε1/3t2,
~p2t1 − ~p1t2
|~p1t1 + ~p2t2|
)
+O(pmaxL) . (E25)
A particular and interesting case corresponds to t1 = t2 = t. In this case, the expression (E25) simplifies to
log
[
ε−1L−7G(3)αβγ(t, ~p1, t, ~p2)
]
= −αSε2/3L2/3 t2 |~p1 + ~p2|2 +O(pmaxL) , (E26)
omitting the Kolmogorov terms. This simple prediction could be tested in numerical simulations of NS equation.
b. Large time delays
In this section, we derive the form of the fixed point solution for the flow equation (35) in the limit of large time
delays. In this limit, one can reiterate the calculation for the two-point function, writing Jκ(̟) = (Jκ(̟)− Jκ(0)) +
Jκ(0). The integrals of the type
∫
̟ e
i̟tF (̟) decay exponentially in t since F (̟) = (Jκ(̟)−Jκ(0))/̟2 is an analytic
function of ̟, while
∫
̟
F (̟) is a constant. Thus, the integral in (35) in dominated at large times by
Jκ(0)
∫
̟
ei̟(tk−tℓ) − ei̟tk − e−i̟tℓ + 1
̟2
= 4Jκ(0)
∫ ∞
−∞
d̟
2π
sin
(
̟tk
2
)
sin
(
̟tℓ
2
)
ei
̟
2 (tk−tℓ)
̟2
=
Jκ(0)
2
(
|tk|+ |tℓ| − |tk − tℓ|
)
. (E27)
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The flow equation Eq. (35) thus reads in the limit of large time delays ti ≫ κ2/3
∂κG
(n)
α1...αn({ti, ~pi}) =
Jκ(0)
6
∑
k,ℓ
~pk · ~pℓ
(
|tk|+ |tℓ| − |tk − tℓ|
)
G¯(n)α1...αn({ti , ~pi}) . (E28)
To give an important concrete example, let us focus on the special case where all time differences are equal ti ≡ t
for i = 1, · · · , n − 1. In this case, the solution can be simply derived. Introducing as previously a (n − 1) × (n − 1)
matrix R′, such that R′i1 = 1, one defines the variables ~̺k by ~pi = R′ij ~̺j with ~̺1 =
∑
k ~pk. The flow equation
becomes
∂κG
(n)
α1...αn(t, ~̺1, · · · , ~̺n−1) =
Jκ(0)
3
|~̺1|2 |t| G¯(n)α1...αn(t, ~̺1, · · · , ~̺n−1) . (E29)
To study the fixed-point, one switches to dimensionless variables as in the previous section and defines y = ̺
2/3
1 t, to
obtain the fixed point equation{
− dG − ̺i∂̺i −
J∗(0)
3
|~̺1|4/3 |y|
}
G(n)α1...αn(y, ̺1, ~n1, · · · , ̺n−1, ~nn−1) = 0 , (E30)
where hat symbols have been dropped. This equation can be integrated introducing u1 ≡ ln ̺1 and ui>1 ≡ ln ̺1−ln ̺i.
One obtains in terms of the original variables and including the sub-leading contributions corresponding to the
Kolmogorov part as previously
log
(
ε
m¯−m
3 L−dGG(n)α1...αn(t, ~p1, · · · , ~pn−1)
)
= −αLε1/3L4/3 |t| ̺21 − dG log(̺1L)
+ FL
(n)
α1...αn
(
̺
2/3
1 ε
1/3t,
~̺1
̺1
, · · · , ~̺n−1
̺1
)
+O(pmaxL) , (E31)
with ̺1 =
∑
k ~pk, and αL = γJˆ∗(0)/4. As in the previous section, the matrix R′ can be explicitly constructed for
each n. Note that in the more general case of ti ≡ t for i = 1, · · · , n′ and ti ≡ 0 for i = n′ + 1, · · · , n− 1, the above
procedure would also lead to a solution with R′ a n′ × n′ matrix leaving the pi for i = n′ + 1, · · · , n− 1 invariant.
As an example, let us specialize to the case of G(3). One can then use R′ = ( 1 −11 1 ) as the matrix from the ~ρi to
the ~pi, so that
log
(
ε−1L−7G(3)αβγ(t1, ~p1, t2, ~p2)
)
= −αLε1/3L4/3 |t| |~p1 + ~p2|2 − 7 log(|~p1 + ~p2|L)
+ FL
(3)
αβγ
(
|~p1 + ~p2|2/3 ε1/3t, ~p1 + ~p2|~p1 + ~p2| ,
~p2 − ~p1
|~p1 + ~p2|
)
+O(pmaxL) . (E32)
Again, the simple prediction
log
[
ε−1L−7G(3)αβγ(t, ~p1, t, ~p2)
]
= −αLε1/3L4/3 |t| |~p1 + ~p2|2 +O(pmaxL) , (E33)
could be tested in direct numerical simulations of NS equation.
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