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We study by simulation and theory how the addition of insulating spherical particles affects the
conductivity of fluids of conducting rods, modeled by spherocylinders. The electrical connections
are implemented as tunneling processes, leading to a more detailed and realistic description than a
discontinuous percolation approach. We find that the spheres enhance the tunneling conductivity
for a given concentration of rods and that the enhancement increases with rod concentration into
the regime where the conducting network is well established. By reformulating the network of rods
using a critical path analysis, we quantify the effect of depletion-induced attraction between the rods
due to the spheres. Furthermore, we show that our conductivity data are quantitatively reproduced
by an effective medium approximation, which explicitly relates the system tunneling conductance
to the structure of the rod–sphere fluid.
I. INTRODUCTION
Electrical conductivity in composite materials can be
achieved by embedding a network of conducting filler
particles in an insulating polymeric matrix. It is well
known that the conductivity of such dispersions can be
greatly enhanced by using filler particles with a large de-
gree of shape anisotropy, due to the increased excluded
volume effects associated with highly non-spherical par-
ticles [1, 2]. This enhancement in turn makes it possible
to reduce significantly the loading of conductor necessary
to establish an adequate level of electrical connectedness
for a given purpose [3–8].
A low filler concentration is often desirable in order
to preserve the optical and mechanical properties of the
host insulating medium. Therefore, the rationale behind
a large amount of experimental work done in the last
decade, with particular emphasis on carbon nanotube
(CNT) fillers dispersed in polymeric matrices, has been
to attain high conductivities with low filler concentra-
tion (see, for example, Refs. [9, 10] for comprehensive re-
views). With this goal in mind, elongated fillers with di-
ameters on the micron scale, such as stainless steel fibers
or metallized glass fibers were already being employed in
the early 1980s [8]. In nanocomposites, in addition to
CNTs, insulating polymers have also been loaded with
short conducting carbon fibers [11] and metal nanowires
[12, 13].
Recently it has been reported that the conductivity of
a CNT-based nanocomposite can be greatly enhanced at
a given concentration of CNTs by adding small quantities
of conductive latex depletants, which lead to attractive
depletion interactions between the CNTs [14]. Weak at-
tractive interactions induced by surfactant micelles have
also been shown to strongly enhance the dielectric con-
stant in dispersions of CNTs in aqueous solution [15].
On the theoretical side, by modeling fibrous fillers as
rigid cylinders, capped cylinders or spheroids, conductiv-
ity has usually been interpreted in terms of percolation
theory using both analytical [1, 2, 5, 16, 17] and numer-
ical [18–21] methods. In the percolation approach, the
filler particles are considered as being coated with a pen-
etrable contact shell, and connectivity between two parti-
cles is established at the point where their shells overlap.
The system becomes electrically conducting at the perco-
lation threshold φc, which is the critical volume fraction
of filler particles above which a system-spanning cluster
of interconnected fillers is always found. The calculated
values of φc are thus used to estimate the conductor–
insulator transition of real composites.
The theoretical studies mentioned above deal with dis-
persions of penetrable or impenetrable pure rod-like flu-
ids without taking into account further sources of interac-
tion. In the framework of percolation theory, the effects
of depletion interactions have been considered in Ref. [3],
where particle interactions are mediated by a square well
attractive potential and in Refs. [7, 14, 22], where hard
spherical depletant particles are added explicitly into the
insulating phase. This work has revealed an interplay
of opposing effects. On the one hand, depletion encour-
ages attraction between the surfaces of the rods, which
leads to a higher density of overlapping shells and a lower
percolation density. On the other hand, depletion also
enhances mutual alignment of neighboring rods, decreas-
ing the spatial extent of the clusters and tending to raise
the percolation threshold. However, the former effect has
been shown to be the stronger [22] and the net result of
depletion is to lower the density required for percolation.
Theoretical studies on the conductivity of networks of
attractive rods have so far concentrated on determining
the location of the percolation threshold for a particu-
lar choice of contact shell thickness. For a real com-
posite, however, the details of charge transport across
the network at filler concentrations above the conductor-
insulator transition are crucial. Motivated by the recent
reinterpretation of tunneling transport for composites
loaded with anisotropic particles in terms of a global tun-
neling network [23], we present here a numerical analysis
2FIG. 1. (Color online) Schematic representation of two sphe-
rocylinders. The position vector rij identifies the position of
the center of mass of rod j with respect to the center of mass
of rod i. uˆi and uˆj are unit vectors along the axes of rods i
and j, respectively. δij is the shortest distance between the
surfaces of the two rods.
of the conductivity of mixtures composed of conducting
spherocylinders and insulating spheres. We show that the
addition of a low concentration of spherical depletants
enhances the tunneling conductivity of the sub-system of
conducting rods with respect to the case without deple-
tants. The magnitude of this effect rises as the concen-
tration of rods is increased and continues to enhance the
conductivity in the regime where the conducting network
is well established, eventually falling off slightly at the
highest concentrations included in this work. By com-
puting the critical distance δc associated with the critical
path approximation for system conductivity, we observe
that the average of the relevant interparticle distance is
lowered by depletion, thereby favoring electronic trans-
port.
We also show that the numerical conductivity results
can be reproduced by applying an effective medium ap-
proximation, previously formulated for the case of spher-
ical fillers, here generalized to the case of fluids of con-
ducting spherocylinders. We find that the behavior of
the effective conductance and the effects of the depletant
particles can be fully understood in terms of an appropri-
ate pair distribution function dependent on the distance
between the cores of two spherocylinders.
II. MODEL AND SIMULATIONS
We model mixtures of conducting rod-like fillers and
insulating spherical depletants by a binary system com-
posed of Nr impenetrable spherocylinders of length L
and diameter D, and Ns hard spheres. Since in experi-
ments the depletant particles have diameters comparable
to those of CNTs [15], we set the sphere diameter equal
to D. We also require that the two species of particles
are mutually impenetrable. By representing the spheri-
cal depletants explicitly, rather than implicitly through
an effective potential, we ensure that all many-body ef-
fects are, by construction, included. The volume frac-
tions for spherocylinders and spheres dispersed in a cubic
box of edge L are, respectively, φr = ρrvr and φs = ρsvs.
Here, vr = (pi/6)D
3 + (pi/4)LD2 and vs = (pi/6)D
3 are
the volumes of one spherocylinder and one sphere, re-
spectively, while ρr = Nr/L
3 and ρs = Ns/L
3 are the
corresponding number densities. We simulate systems
of 1000 ≤ Nr ≤ 2888 sphereocylinders with L/D = 5
(L ≥ 3L) and 1000 ≤ Nr ≤ 2780 spherocylinders with
L/D = 10 (L ≥ 4L). Depending on φs, the number of
spheres ranges between Ns = 8500 and Ns = 3.2× 10
5.
To generate equilibrium dispersions of the mixture, we
start by introducing the rods and the spheres into the
periodic simulation cell by random sequential addition,
i.e., simply assigning a uniformly distributed random po-
sition and orientation to each particle in turn and accept-
ing any insertion that does not lead to an overlap with
particles that have been already placed. We test the
overlap between two spherocylinders i and j by comput-
ing the shortest distance dij between the two line seg-
ments coinciding with the axes of the spherocylinders
[24]. If dij is less than D, the two spherocylinders over-
lap. The shortest distance is computed by minimizing
|rij + λiuˆi − λjuˆj |
2 with respect to λi and λj in the
range −L/2 to L/2, where rij is the displacement vec-
tor between the two rod centers, and uˆi and uˆj are unit
vectors along the axes of rods i and j, respectively (see
Fig. 1). We then perform a standard Metropolis Monte
Carlo equilibration consisting of trial translational and
rotational moves for each rod and sphere. Given the sim-
ple hard core potential, trial moves that do not lead to
hard-core overlap of the particles are always accepted,
while moves that do generate overlaps are rejected. We
monitor any global alignment of the rods by means of the
nematic order parameter S which is the largest eigenvalue
of the tensor Q = (2Nr)
−1
∑Nr
i (3uˆiuˆi − 1), where 1 is
the identity matrix [25]. For the range of concentrations
of rods and spheres used in this study, S is always close
to zero, which indicates that the dispersions of sphero-
cylinders are isotropic.
In modeling the electron transfer between spherocylin-
ders, we neglect charging and Coulomb interaction ef-
fects and assume that the conductance gij between any
two spherocylinders i and j is given by single-electron
tunneling processes:
g(δij) = g0 exp
(
−
2δij
ξ
)
. (1)
Here, δij is a shorthand notation for δij = δij(rij ; uˆi, uˆj)
which is the minimal distance between the surfaces of
rods i and j, given their relative position and orienta-
tion vectors, as schematically illustrated in Fig. 1. The
tunneling decay length ξ depends on the electronic po-
tential barrier between two spherocylinders and its value
ranges from a fraction of a nanometer to a few nanome-
ters. In Eq. (1) we set the conductance prefactor g0 equal
to unity, so that the conductance between two touching
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FIG. 2. (Color online) The cumulative conductivity distri-
bution Pcond(σ) for systems of conducting spherocylinders of
aspect-ratio L/D = 5 and volume fraction φr = 0.135 mixed
with different concentrations φs of insulating spherical parti-
cles. The tunneling decay length is fixed at ξ/D = 0.2.
spherocylinders is g(0) = 1.
Equation (1) captures the dominant dependence of the
conductance between two rods on their relative positions
and orientations, i.e., the exponential decay as a func-
tion of the single distance of closest approach δij of the
rods. However, this simple formula neglects any explicit
dependence of the conductivity on the mutual alignment
of the rods. The relative orientation does not affect the
exponential dependence on δij , but strong alignment can
enhance the pre-exponential factor. This enhancement
becomes significant only when the centers of the two rods
are close and the angle between the two rods is small. A
detailed analysis of the pairwise conductivity of rods will
be the subject of a separate presentation [26].
III. NETWORK CONDUCTIVITY
To obtain the overall conductivity σ, we construct for
each realization of the system a conductance network
by assigning the tunneling conductances from Eq. (1)
to each pair of spherocylinders. The tunneling network
does not include the spheres, which are insulating. The
effect of the spheres on conductivity is indirect, through
the depletion forces that they induce between the sphe-
rocylinders.
Despite involving only the spherocylinders, the net-
work is composed ofNr(Nr−1)/2 tunneling bonds, which
renders the numerical solution of the overall conductivity
computationally demanding for the system sizes consid-
ered here. We therefore reduce the number of bonds, and
so the coordination number of each node, by eliminat-
ing from the network the tunneling conductances asso-
ciated with pairs of spherocylinders that are sufficiently
far apart not to contribute to the overall conductivity
[27, 28].
We solve the Kirchhoff equations of the reduced net-
work by combining exact numerical decimation with
a preconditioned conjugate gradient algorithm [29–32].
The decimation algorithm uses exact transformations to
eliminate nodes from the network and to update the con-
ductances adjacent to the eliminated nodes [29], as dis-
cussed in the Appendix. We iteratively decimate the
network starting from the nodes with the lowest coor-
dination number until a single conductance is left, whose
value coincides with the conductance of the original net-
work. For configurations such that the computational
time for the node decimation is too large, we switch to
the conjugate gradient method with Cholesky precondi-
tioning (see, e.g., Refs. [30, 31]) applied to the partially
decimated network. We have applied this procedure to
300 realizations of each system. For each equilibrium con-
figuration we obtain the conductivity from σ = GD/L,
where G is the conductance of the reduced network for
a unit voltage drop applied to two opposite faces of the
simulation box. From the sample of configurations at
a given combination of φr, φs, ξ/D, and L/D, we con-
struct the cumulative conductivity distribution function
Pcond(σ), which gives the probability of finding conduc-
tivities less than or equal to σ over all realizations. This
function is shown in Fig. 2 for three concentrations of
depletants with rods of aspect ratio L/D = 5, packing
fraction φr = 0.135, and tunneling length ξ/D = 0.2.
To compare conductivities at different concentrations
of spheres or rods, we concentrate on the conductivity σm
that marks the mid-point of the cumulative distribution,
Pcond(σm) = 1/2. σm increases with the concentration of
depletant spheres, as seen by comparing the results for
φs = 0, 0.1, and 0.2 shown in Fig. 2. This trend is con-
firmed in Fig. 3(a), where we show σm as a function of
the rod volume fraction φr for L/D = 5 and L/D = 10
and for different depletant concentrations φs. For a given
φs, the enhancement of σm is negligible at low rod con-
centrations φr , where small changes in the fluid structure
have little effect on network connectivity, and increases
with rod concentration as the network emerges. In this
regime, the increase is such that systems with L/D = 5
and φs = 0.2 have conductivities approaching those of
hard rods with L/D = 10 and no depletants. There is a
slight drop in the level of enhancement at the very largest
rod concentrations, since even a network of pure rods is
highly ramified at such density. For given densities of
both rods and spheres, the depletion-induced increase of
σm becomes stronger as the tunneling decay length de-
creases, as seen by comparing the results for ξ/D = 0.2
and 0.1 shown in Fig. 3(b).
We note that in our calculations we neglect any contri-
bution stemming from intrinsic conductivity σins of the
insulating matrix, which in real composites is small but fi-
nite at nonzero temperatures. The inclusion of σins would
prevent the conductivity of the composite system from
dropping to zero as φr → 0 by limiting its value at σins.
In this respect, the conductor-insulator transition point
can be estimated by the value of φr such that σm ≈ σins
[23, 28].
To explore the mechanism causing the conductivity en-
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FIG. 3. (Color online) Conductivity σm computed from the numerical solution of the tunneling network equations as a function
of the volume fraction φr of conducting spherocylinders and for different concentrations φs of insulating spheres. Results for
(a) ξ/D = 0.2 and L/D = 5, 10 and (b) L/D = 10 and ξ/D = 0.1, 0.2.
hancement highlighted in Fig. 3, we calculate the criti-
cal distance δc, which is defined as the smallest distance
such that the subnetwork of bonds satisfying δij ≤ δc
still spans the entire sample. The interest in evaluat-
ing δc stems from the observation of Ref. [33] that when
the values of the single conductances g(δij) vary over
many orders of magnitude, and so when the δij distances
span several multiples of the tunneling decay length ξ,
the network conductance is dominated by the character-
istic bond conductance g(δc) = g0 exp(−2δc/ξ). In this
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FIG. 4. (Color online) Critical distance δc as a function of
the volume fraction φr of spherocylinders with (a) L/D = 5
and (b) L/D = 10, and for different volume fractions φs of
the depletant spheres.
situation, the network conductivity is well estimated by
the critical path approximation (CPA) formula [33]:
σcpa = σ0 exp
(
−
2δc
ξ
)
, (2)
where σ0 is a slowly varying function of δc and can be
considered constant. Using this expression, we can repre-
sent the conductivity as a function of δc, thereby making
a connection with approaches based on percolation the-
ory. However, unlike the usual percolation approach of
imposing a fixed contact shell thickness, the CPA uses a
variable thickness whose value responds to the structure
of the fluid. It follows that Eq. (2) predicts through δc an
implicit dependence of the conductivity on the parame-
ters of the network of conducting particles, in contrast to
the usual percolation approach in which the information
on the fluid structure is contained only in the percolation
threshold φc.
We calculate δc following the method described in
Refs. [27, 28, 34, 35], which consists of constructing the
percolation probability Pperc(δ) from the values of the
percolation distance δ calculated for all realizations of the
system with a given combination of rod and sphere con-
centrations. From the condition Pperc(δc) = 1/2, which
provides a robust estimate of the critical distance [28], we
find that the effect of the depletant particles is to lower
δc compared to the case without depletants (φs = 0), as
shown in Figs. 4(a) and 4(b). Furthermore, this lowering
becomes asymptotically negligible as the concentration
of spherocylinders goes to zero.
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FIG. 5. (Color online) Conductivity values of Fig. 3 replot-
ted as a function of δc/D, where δc is the calculated critical
distance. The dashed lines are linear fits to Eq. (2). For all
cases the prefactor σ0 is 0.026.
The behavior of δc shown in Fig. 4 can be understood
in terms of the hard-core repulsion between rods and
spheres. When two spherocylinders approach closely, the
volume available to spheres increases, inducing an effec-
tive attraction between the spherocylinders. In this way,
percolation of the system of rods is established for shorter
distances compared to the case without spheres, thus re-
ducing δc.
By combining the results in Fig. 4 with the CPA for-
mula given in Eq. (2), we see that the lowering of δc in-
duced by the depletant spheres directly translates into a
corresponding enhancement of σcpa. By identifying σcpa
with σm, the depletion interaction effect thus explains
the enhancement of the sample conductivity shown in
Fig. 3. To test the accuracy of the CPA conductivity,
we plot in Fig. 5 the calculated ln(σm) values of Fig. 3
as a function of δc/D (symbols) and compare them with
Eq. (2) using σ0 = 0.026 (dashed lines), obtained from a
fit at low conductivity. The exponential behavior of σcpa
reproduces quantitatively the functional dependence of
σm for δc/D & 0.5, while the CPA becomes less accu-
rate as δc/D → 0. In general, the CPA is not expected
to reproduce correctly the tunneling conductivity when
δc . ξ since in this case the δij distances would not be
widely distributed with respect to ξ, as previously dis-
cussed. Although σm deviates from a simple exponential
function of δc at low δc, data for different aspect ratios
and depletant concentrations still collapse onto the same
curve for a given tunneling length ξ, as shown by the two
sets of data for different ξ/D in Fig. 5.
IV. EFFECTIVE-MEDIUM APPROXIMATION
An alternative approach to the CPA to describe tun-
neling transport in suspensions of conducting particles is
provided by the effective medium approximation (EMA)
applied to the network of tunneling conductances of
Eq. (1). In contrast to the CPA, the EMA approach
does not rely on the definition of a percolation quan-
tity such as δc, and applies also to systems with typical
inter-particle distances lower than the tunneling decay
length ξ. Furthermore, within the two-site approxima-
tion, the EMA explicitly relates the system conductance
to the pair distribution function of the conducting par-
ticles, thus emphasizing the role of the fluid structure in
tunneling transport.
We apply the EMA to the fluid of conducting rods
and spherical depletants following the method described
in Ref. [36], in which each pairwise conductance g(δij) in
the network of Nr spherocylinders is replaced by an effec-
tive conductance g¯ that is independent of δij . Requiring
equivalence between the average resistance of the origi-
nal tunneling network and that of the effective one, the
conductance g∗ = Nrg¯/2 between any two nodes of the
network is calculated from the solution of the following
equation:
1
Nr
〈
Nr∑
i=1
Nr∑
j 6=i
g(δij)
g∗ + g(δij)
〉
= 2, (3)
where the angular brackets indicate an ensemble average
over configurations. The two-point EMA conductance
g∗ is independent of the network size, and can thus be
regarded as a measure of the system conductivity. This
size independence is a consequence of the completeness
of the EMA network, in which all nodes are connected
with identical resistances [37].
Since the tunneling conductances depend only on the
distances δij between the spherocylinders, we recast
Eq. (3) in a form involving the probability function of the
distance between pairs of rods, Ppair(δ), which is readily
obtained by binning of δij during the simulations:
ρr
∫ ∞
0
dδ
Ppair(δ)
(g∗/g0) exp(2δ/ξ) + 1
= 2. (4)
The function Ppair(δ) in our mixture of hard-core par-
ticles is best visualized by normalizing it with respect to
the corresponding function Pid(δ) of ideal (fully penetra-
ble) spherocylinders at the same density. The resulting
quantity, ppair(δ) = Ppair(δ)/Pid(δ), coincides with the
average correlation function introduced in Ref. [38]. The
ideal distribution can be derived from
Pid(δ) = ρrSexc(δ),
where Sexc(δ) is the surface area of the orientationally
averaged excluded volume Vexc(δ) for two rods with cores
constrained to a fixed closest distance δ [38, 39]. Hence,
Sexc(δ) = dVexc(δ)/dδ, where [1]
Vexc(δ) =
4pi
3
(D + δ)3 + 2pi(D + δ)2L+
pi
2
(D + δ)L2.
60 1 2 3 4
0.0
0.5
1.0
1.5
2.0
2.5
3.0
 
 
p p
ai
r(
)
/D
 
s
 = 0
 
s
 = 0.1
FIG. 6. (Color online) The distribution function of distance δ
between the surfaces of pairs of spherocylinders relative to the
ideal case, ppair(δ), for aspect ratio L/D = 10 at φr = 0.14 as
a function of δ/D.
In Fig. 6 we show the numerical ppair(δ) =
Ppair(δ)/Pid(δ) averaged over 300 realizations for φr =
0.14, L/D = 10 with φs = 0 and 0.1. The effect of
the depletants is manifest in the increased oscillations of
ppair(δ) [22] for the case φs = 0.1, indicating a strong spa-
tial correlation due to the reduction of the interparticle
distances.
Using the measured Ppair(δ) to solve Eq. (4) numeri-
cally for g∗, we obtain the plots in Fig. 7. The increased
population of rods at short distances, induced by the
depletant spheres and highlighted in Fig. 6, promotes
tunneling processes at short distances, which result in
larger EMA conductances g∗ compared to the depletant-
free case. Figure 7 indeed shows g∗ values systematically
enhanced by the introduction of depletants for fixed φr
and L/D. Furthermore, the EMA results in Fig. 7 re-
produce accurately the conductivity behavior obtained
by the full numerical solution of the tunneling network
shown in Fig. 3.
V. CONCLUSIONS
Our simulation results show that the tunneling con-
ductivity of fluids of rods is systematically enhanced by
the addition of insulating spheres, even in the regime
where the conducting network is well established. The
mechanism of transport enhancement is the depletion ef-
fect of the spheres, which induces an effective attraction
between the conducting rods.
Previous work [3, 7, 14, 22] has already established
that the percolation threshold with an arbitrarily cho-
sen contact shell thickness is lowered by depletion attrac-
tion. However, we have taken the analysis further in the
present work in two ways. First, within the framework
of percolation theory, the critical path approximation not
0.00 0.05 0.10 0.15 0.20
10-8
10-7
10-6
10-5
10-4
10-3
10-2
10-1
 
 
g*
r
/D=0.2
L/D = 5
 
s
=0
 
s
=0.1
 
s
=0.2
L/D = 10
 
s
=0
 
s
=0.1
(a)
0.00 0.05 0.10 0.15
10-11
10-10
10-9
10-8
10-7
10-6
10-5
10-4
10-3
10-2
10-1
  
 
r
L/D=10
/D=0.2   
     
s
=0
     
s
=0.1
/D=0.1
     
s
=0
     
s
=0.1
(b)
FIG. 7. (Color online) Two-point EMA conductance g∗ ob-
tained from the numerical solution of Eq. (4) as a function of
φr and for different volume fractions φs of insulating spheres.
results for (a) ξ/D = 0.2 and L/D = 5, 10, and (b) L/D = 10
and ξ/D = 0.1, 0.2.
only shows and quantifies how the minimum distance re-
quired for a sub-system of rods to span the system de-
creases with increasing depletant concentration, but also
provides a good approximation to the conductivity over
a wide range of parameters, thus clarifying the role of de-
pletants through the reduction of the dominant tunneling
distances.
Second, moving on from approaches based on per-
colation theory, we were also able to reproduce the
simulation-based conductivity results by applying a sim-
ple effective medium approximation to the tunneling net-
work formed by the rods. Using the pair distribution
function for the distance of closest approach of the sphe-
rocylinders, computed from our simulations, we found
that the resulting effective conductance has the same
functional dependence on the system parameters as was
observed from the full calculation of the conductivity.
To conclude, let us comment on a possible extension of
our work. As pointed out in Sec. II, the model of electron
transfer of Eq. (1) neglects possible effects of mutual rod
alignment on the probability of tunneling between rods.
Although this approximation is valid for isotropic disper-
sions of rods, such as the ones considered in the present
work, for systems with a high degree of rod alignment
the dependence of tunneling on the relative rod orienta-
tion should be taken into consideration [26]. In partic-
ular, the tunneling conductance is expected to be larger
when the rods are aligned, and so it may compete with
the reduction of connectivity when the concentration of
depletants is sufficiently large to induce nematic order.
Further studies in this direction are computationally de-
manding, but would shed light on still unexplored issues.
B. N. acknowledges support by the Swiss National Sci-
ence Foundation (Grant No. 200020-135491).
7FIG. 8. Schematic illustration adapted from Ref. [32] of the
star-mesh transformation applied to a network with three ter-
minal nodes. The transformation acts by (i) removing the
internal node 1 and the conductances between the nodes 2, 3,
and 4, and (ii) inserting new conductances between the pairs
(2, 3), (2, 4), and (3, 4). The new conductance between 2 and
4 is added in parallel to the conductance g24 of the original
network.
Appendix A: Algorithm for decimation of
conductance networks
The decimation algorithm [29] is based on the star-
mesh transformation, well known in electrical circuit the-
ory, which eliminates one node from the network at the
price of inserting new conductances between certain re-
maining nodes. The new conductances are chosen as to
ensure electrical equivalence between the modified and
the original networks. If the node i is directly connected
to n other nodes through conductances gil, the trans-
formation eliminates the node i and inserts n(n − 1)/2
new conductances between each pair of the nodes which
were originally connected to i. If one such pair has node
indices j and k, the new conductance is
gjk =
gijgik∑
l gil
, (A1)
where the sum runs over all neighbors l of node i. If
the original network had pairs of neighbors already con-
nected, the new conductances are inserted in parallel to
the existing ones. An illustration of the star-mesh trans-
formation for n = 3 is shown in Fig. 8.
We decimate the network by sequentially applying the
star-mesh transformation to all nodes except those rep-
resenting the electrodes. Ideally, by iterative decimation,
the whole network is replaced by just one conductance
between the electrodes, which is the equivalent conduc-
tance of the network. However, for networks with high
degrees of coordination per node, as in systems with
large concentrations of rods, the decimation procedure
increases enormously the number of added conductances
as the nodes are eliminated, considerably increasing the
computational time. In this case, we implement the con-
jugate gradient method with Cholesky preconditioning
[30, 31], which performs better when applied to resistor
networks with large coordination numbers.
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