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The idea of the small world first put forth by Milgram in the 1960s shows empirically how people knowing reliably only
connections to their direct contacts can leverage their knowledge to perform an efficient global search, referred to as social
search, in surprisingly few steps. Later, it was established that social networks are often interconnected in such a way that
knowledge of all the edges enables a search in even a smaller number of step; such networks are often called small-world
networks. Yet, despite a diverse body of work on the social search and its efficiency, it has been unclear why nodes with limited
knowledge of just direct links are able to route efficiently. To probe this question, here we use a real location-based social
network, Gowalla, to emulate a synthetic social search task. The results demonstrate that the spatial distributions of friends,
and friends of friends (FoF) as well as the types of information utilized for search play a key role in effective social search. We
also establish that neither the ways nodes are embedded into space nor edges distributed among nodes are important for
social search efficiency. Moreover, we show that even very limited knowledge of friends of friends significantly improves social
search performance with gains growing most rapidly for small fractions of FoF knowledge.
Introduction
Social search has been well studied over the last 50 years. Briefly, the problem involves tasking a person with utilizing direct
social connections to attempt to reach a target person. While there is a diverse body of work which has been surveyed1, the
most familiar formulation is one used in the initial Milgram’s small world experiments2–4. Milgram’s work was notable for
being the first empirical social experiment in which individuals used only contacts with which they were on a first-name basis to
route a folder to a target person. We found the experiment to be an interesting framework and applied it towards a similar task,
an artificial social search run on a network built from an actual social network which contains explicit geographical information
about its members.
Network scientists have already calculated the distribution of the shortest path lengths between randomly selected pairs of
users in online social networking sites and confirmed that the majority of people are on average within six degrees of separation
(e.g., 4.7 in Facebook5, 3.7 in Myspace6, 4.1 in Twitter7, and so on8). The online social network we selected, Gowalla, is built
for location-based activities in which individuals “check in” at physical locations by broadcasting this information to their
Gowalla friends. We found that the social network of friendships cannot be described simply by the physical location of users
or co-location between them. This suggested that the network data9 was fairly diverse, which is a feature seen in real-world
networks in contexts such as economics10. More importantly, we also found that an important factor is how actual users in a
modern social network select and maintain links11.
A key feature in the success of small world experiments is that the networks produce surprisingly short paths between
randomly chosen pairs of nodes in them. These networks have been described in such terms as “small world” and “scale-free”12,
with more formal definitions involving the average distance, diameter, or the degree distribution Power Law exponent, γ13. In
these networks, either the number of edges must be very high or else localized clusters must be connected by nodes with edges
that bridge gaps between otherwise distant groups of nodes. The idea of bridges, and furthermore that they are in some capacity
“weak ties” has been suggested in literature14, and is the basis for our social search. In the context of a social search, there are
many ways we could define weak ties. Here, we consider a tie from a person to a friend weak if more than the average fraction
of friends of this friend are not directly friends of that person. Each node selecting the friend to whom to forward the folder
uses three individual criteria. The first criterion is the distance of the friend from the target. The second is the popularity of
the friend. The third one is the co-membership of the friend and the target in the same community. As discussed later, the
combined strategy uses all three criteria with various weights.
Gowalla’s social network contains information about friends of any given user. An analysis of spatial distribution of friends
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reveals that in the Gowalla social network about 35% of friends of an average user are located within a 160 km radius of that
user’s location15. This fraction decreases for friends of friends, but still a significant 20% of FoF are within the same radius.
However, for friends of friends of friends, and higher orders of friendship indirection, the fraction of such indirect friends
within the same distance drops below 5%. A recent analysis of online social interactions confirmed the general conclusion
about the spatial distribution of friends, but found that such distribution significantly differ inside and outside of metropolitan
areas16. A study of interactions with friends of friends was conducted on two groups of students of which one was affected by
Hurricane Ike, while the other was not17. Affected students were more likely to connect with friends of friends that were in
close proximity than the members of the other group, suggesting that in times of need, users reach beyond their circle of friends
to expend their knowledge base. These observations motivated us to also use each node’s knowledge of friends of friends to
measure the impact of this knowledge on social search.
To model the fact that a person is unlikely to know much about FoF of each particular friend, we represent a partial
knowledge of FoF for emulated social routing using parameter κ , which defines the maximum number of FoF known to
that person for each friend and in likely case that a friend has more than κ friends that are not direct friends of that person
the κ FoF known to that person are chosen uniformly randomly. Our first question here is how is a social search based on
rational protocols affected by changes to κ when routing decision are based on not only knowledge of friends, but also on
some knowledge of FoF. The second question is how node selection criteria perform individually and in combinations with
others as a metric for selecting next hop in social routing protocols. We find that the criteria used, the order of precedence of
criteria, and κ all meaningfully influence the behavior of social search. While we cannot directly establish what the underlying
mechanisms are, we can conclude that having at least partial knowledge of FoF plays a significant role in making social search
efficient. Finally, the third question we study is how the different distributions of (i) embedding of nodes into space, (ii) of
friends among nodes, and (iii) of embedding of friends in space impact social search efficiency. Surprisingly, we find that only
the distributions of friends among nodes and FoF in space impact efficiency of the social search.
Results
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Figure 1. Success rates with error bars collected from 100 experiments for each of the five selections of search weights. Each
rate is plotted as a function of the maximum number of FoF allowed to be known to a node for each of its friend. The error bars
show the standard error. Each selection of weights WD,WC,WP defined in Eq. 1 has been executed 100 times with different seeds
for random number generator for each of 100 distinct pairs of starting and target users with the condition that these nodes are at
least 500 km apart.
The biggest design decision in our social search experiment is choosing how a user selects the successor in the folder
forwarding chain of friends. Whenever a user receives a folder to forward, it computes a utility score Ui for every friend i,
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defined as:
Ui =WD ∗Dm+WC ∗Cm+WP ∗Pm (1)
where WD, WC, and WP are weights represented by real numbers in the range [0,1] with the additional constraint that
WD+WC +WP = 1.0. The metrics corresponding to these weights are: Dm, which denotes the distance between the locations of
node i and the target, Cm, which is a community metric defined by the size of the smallest social community to which both the
node i and the target belong, if such a community exists, and Pm, which denotes popularity of node i measured by its in-degree.
Then the user holding the folder sends it to the highest scoring friend. If the highest Ui was achieved by several friends, the user
resolves the tie by selecting randomly one of those friends.
We ran experiments using several configurations and examined the successful delivery rate in each case. Fig. 1 shows the
success rate as a function of the maximum number of friends of friends allowed to be known to each to a node for each of its
friends (κ ∈ [0,48]). The colored ranges indicate the standard error for each of the five configurations used in the experiments.
The first configuration, with all weights equal to 0, randomly chooses a friend for forwarding a folder. It is used as a baseline.
However, if κ > 0 then the routing checks if any of the κ FoF selected randomly to be known to the node is the target node. If
this is the case, the search then ends successfully by routing through the mutual friend of the user and the target, which, as
seen in the plot, increases the success rate quite significantly compared to pure random routing. The next three configurations
are those with the boundary values of weights, which are 1.0 for one metric, and 0.0 for the remaining two metrics. The fifth
configuration of WD =WC = 1/4,WD = 1/2 is the best performing configuration for the original search. We use these five
configuration to measure the impact of κ on the behavior of the system over broad range of search criteria. Starting with the
search without FoF knowledge (κ = 0), as κ increases, delivery rate improves, but this trend becomes less pronounced for larger
κ . With the optimal weights WD = 1/4,WC = 1/4,WP = 1/2 and κ = 12 the success rate of search is above 88%. However,
increasing κ over 12 barely improves the success rate.
Another important result is finding the impact of embedding of nodes into space and distribution of friends among nodes.
The second distribution decomposes into assigning of node degrees to nodes and placing friendship edges among the pairs of
nodes. First, we investigate how changing embedding of nodes and friends into space and distribution of edges to nodes affect
performance of social search. To efficiently deal with space distribution of nodes and their friends, we cover the contiguous US
territory (i.e., excluding Hawaii and Alaska) in an array of non-overlapping approximately equal-size rhomboids with sides of
70 km (for simplicity, we refer to them as squares below). Rhomboid sides are drawn along meridians and parallels, so it is
easy to translate geographical coordinates into a position in a rhomboid and vice versa. Initially, we cover the USA with 1,860
rhomboids, many of which have no Gowalla users inside them. Removing them leaves us with 850 rhomboids to process.
To quantify the impact of the distribution of Gowalla users over space on social routing, we use eight methods for embedding
nodes into space. The original Gowalla distribution is used as the baseline. The next method is random distribution which
assigns a location to each Gowalla user by uniformly randomly selecting a rhomboid and two orthogonal coordinates within it
for placement of that user. We generated 10 samples with this distribution. The last six distributions combine one of three
distributions of nodes to rhomboids with one of two methods for embedding individual nodes into the space of each rhomboid.
The first three are done according to exponential, normal and Zipf distributions, each with the mean of the rhomboid population
in the original data. The normal distribution uses the variance of rhomboid population in the original Gowalla network while
Zipf distribution starts with the largest Gowalla user population in a single rhomboid of 10,700, which yields the closest total
population to the total number of Gowalla users. Again, we generated 10 samples for each distribution. The first individual
node embedding is geographic, which places users in the given rhomboid using positions occupied by real users in the one
of the original rhomboids with user population close to that of the given one. The second one embeds the individual users
uniformly randomly into the rhomboid space. We generated 10 samples of each distribution resulting in 100 samples for each
cases of two-word label of the distribution.
To measure the influence of friendship distribution among nodes on the results, we use the following five methods for
assigning node degrees to Gowalla users. The first is the original friendships distribution used as benchmark. The second uses
the random distribution preserving degree/range of friends while randomizing friendships. To achieve that, each node swaps
edges with its neighbors in the same rhomboid with friends in the same range of distances to those nodes. The random uniform
friendship distribution generates Erdos-Renyi random graph which has the same node average degree as the original Gowalla
network does. We generate 10 samples of this distribution. The last two distributions assign each node a degree according to
the exponential and Power Law distributions with the mean degree of the original graph. In addition, the Power Law uses node
degree exponent γ = 1.49 of the original Gowalla graph, and the range of node degrees selected so the total number of nodes
matches closely the number of nodes in the original Gowalla network. Then the created degree sequences are used to generate
sample friendship graphs with these distributions. We generated 10 samples of each distribution resulting in 100 samples for
each case of the two-word label for the distributions listed on the X-axis. Each created sample is run 10 times and the results
are averaged.
3/11
The most important observations are discussed in the following two subsections.
Success rate and knowledge of FoF
Even with limited knowledge of FoF, the actual distribution of nodes did not really matter for the success rate of social search,
see Fig. 2(a). It is the distribution of friends that has a major impact on success rate. The highest success rate was achieved
with the original set of friendships, followed by the random friendship distribution preserving the degree and the ranges of
distances from friends of that node. The remaining three methods of embedding nodes into space followed but with the big
drop in the success rate. The inset in Fig. 2(a) shows a great drop in the overall success rates caused by nodes not having any
knowledge about friends of friends. The conclusion is that the spatial distributions of friends and FoF are important, while the
spatial distributions of nodes are not.
Path stretch and knowledge of FoF
The stretch of the shortest distance between nodes n1,n2 is defined as sn1,n2 =< d(n1,n2) > /ds(n1,n2) where < d > is the
average distance traveled and ds is the length of the shortest path. Hence, the closer the stretch is to 1 the better the routing is.
As Fig. 2(b) shows, stretch is the lowest for the original set of friends, and for the random friendship distribution preserving for
each node the degree and the ranges of distances from friends for that node. Stretch is not affected by the distribution of nodes,
but it is sensitive to the friendships assignment. For the remaining two types of friendships distribution, exponential and normal,
the stretch increases hugely.
As the inset in Fig. 2(b) shows, stretch with no knowledge of FoF behaves similar to the previous case of limited knowledge
of FoF. The only significant difference is that removal of FoF knowledge results in the overall increase in the number of hops
used for folder delivery between nodes, increasing stretch. The difference between various distributions of friends in this case
decreases. However, unlike in the case of success rates, stretch is impacted by the actual distribution of nodes in space.
Discussion
To visualize the network, the users’ geographic locations are displayed over U.S. map in Fig. 3. Since there are large
concentrations of users in metropolitan areas, we aggregated clusters of users into brown squares. To show the corresponding
correlations, Table 1 compares the network’s population centers to actual US metropolitan areas co-located in these geographical
areas.
No. Name Percentage ofUS population
Percentage of
Gowalla Users Differences
1 Baltimore-Washington DC 2.46 2.93 -0.47
2 Los Angeles 7.42 1.22 6.21
3 Dallas-Fort Worth 6.97 2.18 4.79
4 Austin and San Antonio 12.71 0.97 11.74
5 Seattle-Tacoma-Belly 2.06 1.17 0.89
6 New York City 4.25 6.30 -2.05
7 Boston 1.55 1.48 0.06
8 Houston 2.04 2.04 0.01
9 San Francisco and San Jose 7.75 1.44 6.31
10 Chicago 1.89 3.00 -1.12
11 Philadelphia 1.01 1.90 -0.89
12 Salt Lake City 1.14 0.36 0.78
13 Portland 1.19 0.74 0.46
14 Denver 1.35 0.88 0.47
15 Atlanta 1.60 1.98 -0.37
16 Oklahoma City 1.82 0.41 1.40
17 Orlando 2.77 0.73 2.04
Table 1. Percentages of Gowalla users and the populations of metropolitan areas in the United States. For the regions depicted
by brown squares in Fig. 3, we show the fraction of US population of Gowalla users located in each metropolitan area versus
actual fraction of the US population living in the same area.
From this data it is clear that the Gowalla network’s location distribution is similar to the actual US population distribution,
but that some areas in the Gowalla network are represented more heavily (e.g., Austin and San Antonio, San Francisco and
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(a) (b)
Figure 2. (a-b) show plots with varying node distributions over space and friendship edge distributions to nodes. Each spatial
distribution is plotted in different color and labeled in each sub-figure with a short name shown in italics below. The first one
denoted original is the original distribution of nodes over the U.S. contiguous territory. The second is random distribution using
the uniform random embedding of individual nodes into space. The first parts of the last six two-word labels denote the use of
exponential, normal and Zipf distributions to assign the number of users to each rhomboid covering the U.S. territory. The
second part of each label defines two individual ways of embedding the nodes assigned to each rhomboid to its space. The first
is geographic, which places users in the given rhomboid using positions occupied by real users in the one of the original
rhomboids with user population close to that of the given one. The uniform distribution embeds the individual users uniformly
randomly into the rhomboid space. The horizontal X-axis enumerates friendship distributions with the following labels. The
original friendships distribution is used as a benchmark. The random preserving degree/range friendship distribution preserves
for each node the degree and the ranges of distances from friends of that node. It is accomplished by swapping edges between
node neighbor residing in the same rhomboid and their two non-shared friends at the same range of distance from each of them.
The uniform random friendship distribution generates an Erdos-Renyi random graph with the average node degree of nodes of
the original graph. The last two distributions assign each node degree according to the it exponential and Power Law
distributions with the mean degree and Power Law degree exponent of the original graph. The so-created degree sequences are
used to generate sample friendship graphs with these distributions. (a) The plots show the success rates achieved using the
different combinations of node distributions and friendship distributions with friends of friends knowledge limited to 12
randomly chosen FoF for each friend of the node forwarding the folder. The inset shows the success rates achieved without this
knowledge. (b) The plots show the stretch yielded by different combinations of node distributions and friendships distributions
with friends of friends knowledge limited to 12 randomly chosen FoF for each friend of the node forwarding the folder. The
inset shows the stretch observed without this knowledge.
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Figure 3. Gowalla users’ locations inside and outside of metropolitan areas. Over 60% of the US Gowalla users are within 50
km from the centers of these areas, which matches well the actual fraction of population in metropolitan areas in the United
States. Brown squares represent aggregated metropolitan areas, each representing from 1% to 5% of the U.S. Gowalla users,
while green dots represent single locations of Gowalla users located outside of the metropolitan areas.
Figure 4. Trial starting and target locations in Gowalla. Circles represent the starting nodes, while squares represent the target
nodes. A circle and a square of the same color and number represent a pair of starting and target nodes for the desired path
which is symbolically shown as the same color straight line segment.
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San Jose) than their share of the U.S. population. In contrast, none of the metropolitan areas is similarly underrepresented.
This suggests that the Gowalla user base is concentrated in metropolitan areas, meaning there are more users with shared
geography, and thus likely more users with shared culture and some homogeneous attribute values. These similarities between
users likely decrease the probability that users know contacts that are in different population centers or users that reside outside
of such centers. Weak ties are defined here as the edges between a given node and its friends for whom a higher than average
fraction of friends are not directly friends of that node. The importance of such ties is high because they are the primary
means for “escaping” a population center and routing towards a target that has different attribute values (e.g., community
membership, geographic location) from the user currently making a routing decision. For example, Table 2 shows the fraction
of friendships and indirect friendships (FoF) whose geographical separation is within a given distance range as well as the
fraction of communities within a given average distance range of their members demonstrating that communities, friends and
FoF are each spread in unique way over space, providing complementary ways for finding targets.
Distance Range
(km)
Percentage of
Friends
Cumulative
Percentage
Percentage of
FoF
Cumulative
Percentage
Percentage of
Communities
Cumulative
Percentage
≤6.25 18.6 18.6 2.6 2.6 14.0 14.0
6.25 – 12.50 8.6 27.2 1.3 3.9 4.3 18.3
12.50 – 25.00 10.3 37.6 1.7 5.6 5.5 23.9
25.00 – 50.00 7.6 45.2 1.5 7.1 4.6 28.5
50.00 – 100.00 3.9 49.0 1.0 8.1 2.6 31.1
100.00 – 200.00 3.8 52.8 1.6 9.7 3.1 34.1
200.00 – 400.00 6.4 59.2 6.0 15.7 6.8 40.9
400.00 – 800.00 6.4 65.6 8.8 24.5 8.2 49.1
800.00 – 1600.00 11.8 77.4 23.8 48.3 17.2 66.4
1600.00 – 3200.00 14.8 92.2 36.4 84.7 23.3 89.7
3200.00 – 6400.00 7.5 99.8 14.2 98.9 10.0 99.7
Table 2. Distributions of fractions of friends, FoF and communities over the ranges of distances from nodes. The second and
third columns show friendship density by distance ranges. The second column shows the average density of friends at each
distance range, computed by taking the density in each range for each individual user’s immediate neighborhood (friends) and
then averaging the densities. The third column lists cumulative values from the second column. The fourth and fifth columns
similarly show FoF density by distance range. The fourth column shows average density of FoF at each distance range
averaged over all users having FoF at this distance range. The fifth column lists cumulative values from the fourth column. The
sixth and seventh columns show community density by distance range. The sixth column shows average density of members of
each individual user’s community at each distance range listed, averaged over all relevant communities. The seventh column
lists cumulative values from the sixth column.
Over half (52.8%) of friendships are within 200 km range from a user, the same distance constraint would not cover many
of the communities in the network (only 34.1% of them is covered) or FoF (only 9.7% of those is covered). On the other hand,
over half (50.6%) of FoF are within the far range, from 1,600 to 6,400 km, while for communities over half of their members
(55.5% exactly) is in the middle range from 200 km to 3,200 km. These statistics show that the three metrics for making
decision at a given node have complementary to each other information about the nodes at different ranges of distances from
that node. For example, the main difference between spatial distribution of friends and FoF is that only about 47.2% of friends
are located at the distance of 200 km or more.
It is important to ask how much we can expect people to know about friends of their friends, and what effect human
limitations on the extent of FoF knowledge has on search. The first problem is the sheer size of the sets of FoF. The average
Gowalla user has 12 friends, but 2,016 distinct friends of friends. We can address this concern by limiting to no more than 12 the
number of randomly chosen FoF whom the average person knows for each friend. This lowers the average number of friends of
friends that a person need to know to just 125.3. Fortunately, for each of the metrics used in search only partial knowledge about
any chosen FoF is needed. For distance, it is reasonable to expect that a person has at least partial knowledge of destinations
of travels or past residences of each friend, especially if they are distant or unusual places. Likewise for communities, it is
reasonable to assume that a person knows friends’ attributes such as profession, interests, hobbies, and thus can associate them
with appropriate community. In case of prominence, it is likely that a friend occasionally mentions some notable and prominent
friends, which the listener will remember more vividly than when ordinary friends are mentioned.
Such partial and fragmented knowledge about FoF allows person holding the folder to forward it to a friend whose partially
known friends have the best chance of reaching the target. We estimate that amount of the partial and fragmented knowledge
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about a friend of that friend is about 20 times smaller than the amount of information about the corresponding friend. With the
average of 12 FoF per friend, the amount of information needed for all FoF is thus less than that what is needed for all friends.
To understand how this partial knowledge of friends of friends improves search, we analyze its impact on search metrics.
We start with the distance. Let’s assume that the target, denoted as node t, is at the distance of r km from the node n currently
holding the folder. A ring centered at node n and defined by circles of radii of 3r/2 and r/2, respectively, has the area of 2pir2.
The circle center at node g of radius r/2 and area pir2/4 contains all nodes that are distant at most r/2 from the target and it
contains on average 1/8 of all nodes in the considered ring. A randomly chosen point in this circle has an average distance to
the target of r/3. Since the average number of friends for a node is 12, the cumulative fraction of friends counted from the most
distant ring to the closer ones to the node holding the folder has to be at least 66:67% in order to have at least on node inside the
circle around the target. Using Table 2, we find that this happens at the ring with an outer distance of 25 km and the expected
reduction of distance to the target in one step is just 500 km. However, even with knowledge of FoF limited to 12 randomly
chosen FoF per friend, the average number of FoF known to a node is 125.3. The average distance between the starting and
the target node is 1,880 km. At this distance, the target is in the next two last ring with inner radius of 1,600 km and outer
radius of 3,200 km which contains 36.4% of FoF, so on average 5.7 FoF nodes in the circle of 940 km from the target. Thus,
the expected distance of the closest FoF node to target is 210 km. It takes on average more than three steps to get so close to the
target using direct friends knowledge.
For the community metric we compute the average number of communities to which a node belongs, which is 1.0, of
communities that can be reached via friends, which is 6.8, and of communities reachable using FoF, that is 587. Even with the
knowledge of FoF limited to 12 randomly chosen FoF per each friend, the number of communities reachable by those FoF
is 47.4. Adjusting for two steps needed to access them, this enables the node to reach 3.5 times more communities than the
number of communities reachable in two steps using just friends.
In case of the prominence, we distinguish between prominent nodes, which are those whose node degrees rank at the top
1% of all nodes, and the non-prominent nodes that do not satisfy this condition. There are 758 prominent nodes in Gowalla
network, each with a degree of at least 122. We naturally exclude those nodes from analysis as they have a lot of friends so they
are unlikely to use FoF’s prominence for search. A non-prominent node has on average 9.2 direct friends of which 2.1 are
prominent and 2,016 FoF of which 188 are prominent. Even when knowledge of FoF is limited to 12 randomly chosen FoF for
each friend, each non-prominent node has 75.2 FoF of which 15.4 are prominent. Taking into account that it takes two steps to
reach FoF, this amounts to 3.5 times increase in knowledge of prominent nodes.
In summary, additional but partial and fragmented knowledge about one’s friends of friends extends the information base of
the node about connections beyond the direct links to the node’s friends. Such knowledge improves the user’s ability to identify
friends whose friends have information independent from that one held directly by the node’s friends. Furthermore, even a
small amount of this type of information in a small-world network is sufficient to have a significant positive effect on social
routing efficiency. Indeed, as discussed above, adding a fraction of information held about friends to keep partial knowledge of
FoF improves each metric used in search by a factor of 3.5. This demonstrates that learning even just a little extra information
about each friend’s connections increases the value of friendship for searching for people, expertise, and support.
Methods
The social network used here was originally collected for a study of the location-based social network Gowalla9. At the time
of collection, Gowalla was a global network with users primarily located in the United States and Sweden, and contained
154,557 users (nodes) and 1,139,110 friendships (edges) distributed according to the Power Law with node degree exponent,
γ ≈ 1.51. The large differences between numbers of Gowalla users and populations in countries outside of the United States
causes that here we analyze only data for users located in the US. To ensure connectivity, we only consider the giant component
of the analyzed network that comprises 75,690 users and 454,284 friendship edges, with the node Power Law degree exponent,
γ ≈ 1.49.
For each run of social routing emulation, we randomly uniformly select the starting user and the target user from the
network, and then execute a social search for up to 50 hops. In each hop, the current user with the imaginary folder selects one
friend as the next recipient of the folder, with the stipulation that no user who previously received the folder can be selected
again. The search ends successfully when the target receives the folder.
Let Dmax stands for the network diameter, Dcurrent be the distance from the node currently making a routing decision to
the target, and Di denotes the distance from node i to the target. Further, let Cmax be the largest number of users in any of the
communities shared between any two users, and Ci be the largest number of users in a community shared by the target node and
node i. If no community holds these two nodes together, then Ci is set to Cmax+1. Finally, let Pmax denote the binary logarithm
of the largest node degree in the network, and Pi be the binary logarithm of the degree of node i. Then, the partial scores in
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Eq. 1 are defined as follows:
Dm = max
(
0,
Dcurrent −Di
Dmax
)
(2)
Pm =
Pi
Pmax
(3)
Cm = 1− Ci−1Cmax (4)
All combinations of κ ∈ {0,3,6,12,24,28}, (WD,WC,WP) ∈ {(0,0,0),(1,0,0),(0,1,0),(0,1,0),(0,0,1),(1/4,1/4,1/2)}
define a set of computational experiments. For each of them, we select uniformly randomly 100 pairs of starting and targets
nodes under the condition that they are at least 1,000 km apart. A sample of 20 of such pairs is shown in Fig. 4, where the
starting node (circle) and the ending node (square) with the same color and number represent a path symbolically marked on the
map as a straight line segment of the same color. Each experiment is repeated 100 times and the results are averaged over those
repetitions. The FoF selection process is done according to the principle of coordinated execution18. Consequently, for a given
set of weights WD,WC,WP, every node selects the same FoF in each experiment repetition. The coordinated execution was also
used for experiments in which the same weights were used but with different κ values. As a result, each FoF set selected with
large κ value contains all FoF relationships selected with smaller κ values. In short, for the given graph, let F(κ) denote a set
of FoF selected with κ , and let κ1 ≤ κ2 hold, then F(κ1)⊆ F(κ2). This ensures fair comparison of results with different values
of κ .
References
1. Schnettler, S. A structured overview of 50 years of small-world research. Social Networks 31, 165–178 (2009).
2. Milgram, S. The small world problem. Psychology today 2, 60–67 (1967).
3. Travers, J. & Milgram, S. An experimental study of the small world problem. Sociometry 32, 425–443 (1969).
4. Korte, C. & Milgram, S. Acquaintance networks between racial groups: Application of the small world method. Journal of
personality and social psychology 15, 101 (1970).
5. Backstrom, L., Boldi, P., Rosa, M., Ugander, J. & Vigna, S. Four degrees of separation. In Proceedings of the 4th Annual
ACM Web Science Conference, 33–42 (ACM, 2012).
6. Ahn, Y.-Y., Han, S., Kwak, H., Moon, S. & Jeong, H. Analysis of topological characteristics of huge online social
networking services. In Proceedings of the 16th International Conference on World Wide Web, 835–844 (ACM, 2007).
7. Kwak, H., Lee, C., Park, H. & Moon, S. What is twitter, a social network or a news media? In Proceedings of the 19th
International Conference on World wide Web, 591–600 (ACM, 2010).
8. Mislove, A., Marcon, M., Gummadi, K. P., Druschel, P. & Bhattacharjee, B. Measurement and analysis of online social
networks. In Proceedings of the 7th ACM SIGCOMM Conference on Internet Measurement, 29–42 (ACM, 2007).
9. Nguyen, T. & Szymanski, B. K. Using location-based social networks to validate human mobility and relationships
models. In Advances in Social Networks Analysis and Mining (ASONAM), 2012 IEEE/ACM International Conference on,
1215–1221 (IEEE, 2012).
10. Eagle, N., Macy, M. & Claxton, R. Network diversity and economic development. Science 328, 1029–1031 (2010).
11. Dodds, P. S., Muhamad, R. & Watts, D. J. An experimental study of search in global social networks. science 301, 827–829
(2003).
12. Baraba´si, A.-L., Albert, R. & Jeong, H. Scale-free characteristics of random networks: the topology of the world-wide web.
Physica A: Statistical Mechanics and its Applications 281, 69–77 (2000).
13. Baraba´si, A.-L. Network Science (Cambridge University Press, 2016).
14. Granovetter, M. S. The strength of weak ties. American journal of sociology 78, 1360–1380 (1973).
15. Nguyen, T., Chen, M. & Szymanski, B. K. Analyzing the proximity and interactions of friends in communities in gowalla.
In 2013 IEEE 13th International Conference on Data Mining Workshops, 1036–1044 (IEEE, 2013).
16. Laniado, D., Volkovich, Y., Scellato, S., Mascolo, C. & Kaltenbrunner, A. The impact of geographic distance on online
social interactions. Information Systems Frontiers 20, 1203–1218 (2018).
17. Phan, T. Q. & Airoldi, E. M. A natural experiment of social network formation and dynamics. Proceedings of the National
Academy of Sciences 112, 6595–6600 (2015).
9/11
18. Jankowski, J., Szymanski, B. K., Kazienko, P., Radoslaw, M. & Brodka, P. Probing limits of information spread with
sequential seeding. Scientific Reports 8 (2018).
Acknowledgments
This work was partially supported by the Army Research Laboratory under Cooperative Agreement Number W911NF-09-2-
0053 (the ARL Network Science CTA) and the Office of Naval Research Contract N00014-15-1-2641. The content of this
paper does not necessarily reflect the position or policy of the U.S. Government, or ARL, no official endorsement should be
inferred or implied.
Author contributions statement
B.O.H, B.K.S and A.P. conceived the research, A.E., B.O.H, B.K.S. and M.Q. designed the experiments, A.E., B.O.H., B.K.S.,
and M.Q. implemented and ran the experiments. All authors participated in analyzing the results and writing and reviewing the
manuscript.
Competing Interests
The authors declare no competing interests.
Supplementary Information
Numerical Results for Success Rate and Stretch
In all experiments we used the optimal weights of WD=1/4,WC=1/4,WP=1/2.
Friendship distributions:
Node distributions Original Random
Exponential
geographic
Exponential
uniform
Normal
geographic
Normal
uniform
Zipf
geographic
Zipf
uniform
Original 88.25% 86.25% 83.25% 83.25% 85.20% 85.70% 84.70% 87.40%
Random
degree-preserving 56.80% 41.25% 45.67% 29.75% 34.60% 48.00% 53.00% 56.00%
Random
uniform 26.00% 25.30% 27.00% 28.60% 27.40% 26.60% 25.40% 28.00%
Random
exponential 22.20% 19.00% 17.40% 16.20% 18.60% 19.00% 20.00% 18.60%
Random
Power Law 14.00% 13.80% 15.00% 13.20% 13.40% 14.60% 13.00% 13.20%
Table 3. The numerical values for success rates achieved using different distributions of nodes (columns), and different
distributions of friendships (rows), while using friends of friends (FoF) knowledge limited for each friend to up to 12 FoF
selected randomly, if needed.
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Friendship distributions:
Node distributions Original Random
Exponential
geographic
Exponential
uniform
Normal
geographic
Normal
uniform
Zipf
geographic
Zipf
uniform
Original 72.60% 62.00% 45.25% 63.00% 60.30% 59.60% 66.00% 60.60%
Random
degree-preserving 52.60% 28.00% 40.00% 21.60% 25.30% 23.00% 49.70% 51.00%
Random
uniform 3.30% 2.10% 4.00% 2.60% 4.20% 3.20% 3.00% 3.80%
Random
exponential 3.00% 2.00% 1.40% 2.60% 2.20% 2.20% 2.80% 2.00%
Random
Power Law 1.40% 1.80% 1.60% 1.00% 2.00% 1.80% 1.40% 0.80%
Table 4. The success rates achieved using different distributions of nodes (columns), and different distributions of friendships
(the rows), while using no friends of friends knowledge.
Friendship distributions:
Node distributions Original Random
Exponential
geographic
Exponential
uniform
Normal
geographic
Normal
uniform
Zipf
geographic
Zipf
uniform
Original 1.99 2.02 1.98 1.90 1.94 1.89 1.89 2.00
Random
degree-preserving 3.35 4.31 4.46 4.16 4.44 4.11 3.65 3.05
Random
uniform 4.83 5.00 4.47 4.67 4.10 4.14 4.39 4.60
Random
exponential 5.81 4.60 5.30 5.27 5.04 5.09 5.59 5.50
Random
Power Law 6.26 6.22 5.46 5.42 4.84 5.28 5.33 5.28
Table 5. The stretch observed using different distributions of nodes (columns), and different distributions of friendships (the
rows), while using friends of friends knowledge for each friend to up to 12 FoF selected randomly, if needed.
Friendship distributions:
Node distributions Original Random
Exponential
geographic
Exponential
uniform
Normal
geographic
Normal
uniform
Zipf
geographic
Zipf
uniform
Original 2.26 2.51 2.57 2.50 2.32 2.59 2.53 2.43
Random
degree-preserving 3.82 5.03 4.27 4.55 5.05 3.38 4.17 3.11
Random
uniform 3.80 1.10 3.49 4.21 2.67 4.67 3.92 5.25
Random
exponential 3.34 3.29 3.64 6.80 5.18 7.04 6.18 2.29
Random
Power Law 5.83 3.02 2.73 4.42 5.90 6.10 4.32 2.95
Table 6. The stretch observed using different distributions of nodes (columns), and different distributions of friendships
(rows), while using no friends of friends knowledge.
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