Abstract Wavelet-based methods have been widely used for compression of remotely sensed images and data. Recently, second generation of wavelets which is based on a method called lifting has proven to be more effective than traditional wavelets as it provides lossless compression, lowers the memory usage, and is computationally faster. This study explores the literature related to applying second-generation wavelets for the compression of remote sensing data. Nevertheless, in order to compare the results of two wavelet types, some applications of traditional wavelets are also presented.
Introduction
Every day, remote sensors produce a huge amount of data of different types including hyperspectral and multispectral satellite images, aerial images, spectrometric data, and radar (radio detection and ranging) data. These enormous volumes of data are not suitable for efficient storage, transmission, and computer processing. Therefore, to reduce the required storage memory and facilitate transmission, the data need to be compressed. Widely used compression methods for remote sensing images that are described in the literature (Han and Fang 2008; Nichols et al. 2009; Qi et al. 2012 ) include differential pulse code modulation (DPCM), discrete cosine transforms (DCT), vector quantization (VQ), and wavelets.
In signal processing field Fourier transform is a wellknown method. It decomposes a signal into sinusoids. Fourier expansion only determines the frequencies present in a signal, without any time resolution. Wavelets overcome this limitation by adding a new dimension in the spectral analysis to work simultaneously with time and frequency (Chinarro et al. 2012) . A wavelet transform, like a Fourier transform, expands a signal but instead of using periodic smooth sine curves as basis it applies a set of functions called wavelets. The wavelet functions are non-smooth and non-periodic. They are scaled and translated versions of a single basic wavelet, the so-called mother wavelet. Classical wavelets that are translations and dilations of a mother wavelet are known as first-generation wavelets. Sweldens in 1996 introduced a new technique, the so-called lifting scheme, which became the basic tool of second-generation wavelets (SGWs). Most of first-generation wavelet families rely on the Fourier transform as a basic construction tool because translation and dilation become algebraic operations in the Fourier domain. SGWs are not necessarily translates and dilates of one fixed function and abandon the Fourier transform as a construction tool for wavelets (Sweldens 1998) .
In the literature, wavelets are widely used for processing of remote sensing data including different applications, such as classification (Guo and Qian 2008) , noise removal (Ebadi et al. 2013; Mao 2012; Shafri and Mather 2005) , compression (Kousalyadevi and Ramakrishnan 2012; Huang et al. 2012; Pradhan et al. 2006) , image fusion Yifan et al. 2009 ), vegetation studies (Zhou et al. 2008; Blackburn 2007; Kempeneers et al. 2005; Shafri and Yusof 2009) , and environmental studies like soil moisture retrieving from hyperspectral data (Peng et al. 2013) , evapotranspiration estimation (Tian et al. 2012) , glacier change assessment (Zhen et al. 2013) , the study of climate change cycles (Tieniu and Guangyong 2012) , streamflow changes (Miao et al. 2011) , rainfall variations (Zhu and Meng 2010) , and variations of the CO 2 flux (Cannata et al. 2010) .
In this review paper, the objective is to examine existing studies in the literature about compression of remote sensing data using SGWs along with presenting some applications of traditional wavelets to make a comparison between the two wavelet types. The rest of the paper is organized as follows: ''Wavelet transform'' provides a brief review of wavelet concept. ''Compression of aerial images using wavelets'', ''Compression of multispectral satellite images using wavelet techniques'', and ''Wavelet methods for the compression of hyperspectral data'' present some literatures related to wavelet compression for some categories of different data types, namely aerial images, multispectral images and hyperspectral data, respectively. Finally, a conclusion is drawn in ''Conclusion''.
Wavelet transform
Wavelet transforms with characteristics like multi-resolution analysis, compact support, and linearity are powerful tools for image compression. Having both spatial and spectral resolutions, wavelet is a well-fitted tool for separating spectral components (Gomez 2012) . Wavelet compression algorithms can be classified into two main groups. The difference between the groups lies in the type of entropy coding applied to the wavelet coefficients. Zero tree coding and context-based coding are two types of entropy coding. A context-based method has been used in Joint Photographic Experts Group (JPEG) 2000 image compression. The embedded zero tree wavelet (EZW) encoder and set partitioning in the hierarchical trees (SPI-HT) algorithm are the most familiar implementations of the zero tree approach (Motta et al. 2006) . The following section provides some basic mathematical concepts of the wavelet transform.
By definition, wavelet is a mathematical function with zero mean that is localized in both time and frequency (Huang et al. 2013) . Wavelet analysis uses a short-term duration wave, i.e., wavelet, as a kernel function in an integral transformation (Gomez 2012) . The continuous wavelet transform or CWT is the convolution of the input function or signal f t ð Þ with wavelet functions w s;s t ð Þ and is expressed by:
where s is the scale factor, s is the translation factor, and * refers to complex conjugation. The output is the series of coefficients c s; s ð Þ of f t ð Þ on the wavelet w s;s t ð Þ. Calculation of CWT involves the integral of infinite number of wavelets and results in highly redundant wavelet coefficients. For the majority of practical applications this redundancy is not desirable. Discrete wavelets that are generated by discretization of the wavelet functions are only scaled and translated in discrete steps and are not continuously scalable and translatable. The Mallat algorithm (Mallat 1989) , by combining the concept of traditional filter banks in signal processing and the wavelet bases provides a fast algorithm of decomposition-reconstruction for the discrete wavelet transform (Misiti et al. 2007) . Figure 1 shows the two-channel filter bank related to Mallat algorithm. The top part represents low-pass channel constructed by two low-pass filters, where h a is the decomposition low-pass filter and h s is the reconstruction low-pass filter. The lower branch is the high-pass channel including two high-pass filters, where g a is the decomposition high-pass filter and g s is the reconstruction high-pass filter.
The main property that is necessary for a filter bank is the property of perfect reconstruction. On the basis of a two-channel filter bank with perfect reconstruction property, Sweldens (1996) introduced a method called lifting scheme. The lifting scheme as the core function of the second-generation wavelets provides new solutions for perfect reconstruction condition and enables the construction of an infinite number of filters as follow:
The (Misiti et al. 2007) . By using the perfect reconstruction condition, polyphase technique, and Euclidean algorithm, any biorthogonal wavelet can be factorized into these elementary lifting steps. The analysis matrix acquired via polyphase method is given by formula 4.
where n is the number of lifting steps and k is the scaling constant unequal to zero that is applied for the purpose of normalization. Figure 2 shows the forward lifting wavelet transform. The inverse lifting transform is simply obtained by inverting each step of the forward transform. Lifting scheme as the basis function of SGWs has several interesting properties. By applying SGWs, image samples can be replaced with lifting coefficients in their respective memory locations (Liyakathunisa et al. 2009 ), so the calculation of wavelet transforms will occur inplace, more simply and faster (Sweldens 1998) . In addition, a lifting scheme can provide integer to integer wavelet transforms. The advantage of such transforms is that they map integers to integers, so they are invertible infinite arithmetic precision (i.e., they are reversible). A lifting scheme allows for the in-place implementation of wavelet transforms and reduces computation times and memory requirements significantly. Transforms of this type are efficient in handling of lossless coding, lower the computational complexity, and are extremely valuable for compression in systems that demand minimal memory usage (Adams and Kossentni 2000) . In the following sections, the applications of wavelet transforms for the compression of different remote sensing data types are presented.
Compression of aerial images using wavelets
An aerial remote sensing system comprises ground and aerial parts. In addition to the sensors and control systems, the aerial part has an image compression system, while the ground part includes an image decompression system (Sui et al. 2008a ). Compression and decompression systems are, thus, key technologies in remote sensing imagery systems. In aerial remote sensing, the collected data should be transmitted to the ground, in time, to control the aerial photography and flight route. Almost all aerial data are in the form of high resolution images with large data volumes, which present a challenge for data storage and transmission. In additon, in contrast to more usual images, aerial images have weaker correlation, higher entropy and dynamic range, higher cost and more concentrated histogram distribution; therefore, they need a fast and efficient compression technique. Moreover, the applied compression algorithm should be simple and offer high compression because onboard storage capacity is limited and aerial images have to be transmitted synchronously. Furthermore, because decoded images are used to control the aerial photography and flight route, the compression algorithms should have strong fault tolerance (Sui et al. 2008a ).
Most of traditional wavelets have filters with irrational number coefficients. Due to the lack of exact representation of the irrational numbers, the use of these wavelets for compression purposes introduces round-off or approximation errors in the process. These errors are subject to expand as the calculations progress and result in degrading the quality of the reconstructed data (Khan Wahid 2011) . Rational numbers are desirable to simplify the calculations on a digital computer and ensure the perfect reconstruction property of the filter bank which is not preserved in general (Fang-Fang et al. 2010) . Using the concept of lifting scheme, wavelet transform can be seen as a perfect reconstruction filter bank operation. So, it becomes possible to add some proper conditions, like vanishing moment constraints, to construct a biorthogonal wavelet filter bank with rational coefficients (Ephremidze et al. 2013 ).
Cohen-Daubechies-Feauveau (CDF) wavelets, as the first family of biorthogonal wavelets, are built based on Daubechies wavelet construction theory. The filter coefficients of the CDF wavelets can be calculated using linear algebra. Sui et al. (2008a) , to execute the lossy compression of aerial images, applied the lifting version of CDF 9/7 (Cohen-Daubechies-Feauveau 9/7) wavelet. They calculated the lifting coefficients of the CDF 9/7 and claimed that as these filter coefficients are irrational numbers they result in a lot of memory usage, long compression time, and increasingly complex hardware design. The transforms also need to be performed with infinite precision; however, it is impossible to achieve perfect inverse transforms due to the fact that the coefficients are floating. Therefore, they modified the CDF 9/7 coefficients (MCDF 9/7) and replaced them with simple numbers. Table 1 shows the filter coefficients before and after modification.
Then, they used SPIHT coding to quantize and code the wavelet coefficients after the wavelet transformation of aerial images. Their experiment showed that the algorithm improves compression efficiency significantly and satisfies the requirements of the aerial compression system in terms of operation time, storage, and hardware implementation. They found that the float operations of MCDF97 are 1/7 of those of CDF97, so it reduces the loads of float multiplication operations. The in-place characteristic makes the lifting wavelet transform an attractive algorithm for use in aerial compression systems where onboard storage space and memory is expensive and restricted.
Compression of multispectral satellite images using wavelet techniques
Regarding the compression of multispectral images, several wavelet compression methods have been applied in the literature. JPEG 2000 and JPEG, two commonly used data compression algorithms, are based on discrete wavelet transform (DWT) and DCT, respectively. JPEG 2000 is almost a new still image compression standard which has some good features, such as progressive transmission, region of interest (ROI) encoding, and error resilience (Motta et al. 2006) . JPEG 2000 is able to present both lossy and lossless compression methods. For achieving lossy compression, it applies CDF 9/7 wavelet transform which is irreversible. To provide lossless compression, JPEG 2000 applies the reversible version of the biorthogonal CDF 5/3 (Cohen-Daubechies-Feauveau 5/3) wavelet transform which is implemented by the integer lifting scheme. The coefficients of the integer wavelet transform do not need rounding and are able to perform perfect reconstruction with integer arithmetic (Motta et al. 2006) . So, JPEG 2000 is a supreme method for performing lossless compression. JPEG standard also provides both lossless and lossy compression but its typical usage is for lossy compression, so where the exact reconstruction of the data is required it should not be used. JPEG in comparison to JPEG 2000 has a simpler algorithm, but creates blocking artefacts at low bit rates, while JPEG 2000 provides better performance at low bit rates (Nichols et al. 2009 ).
A comparison between JPEG 2000 and JPEG performance for the compression of multispectral satellite images was performed by Nichols et al. (2009) . They discovered that the wavelet-based method performs better than the DCT method; in other words, JPEG 2000 delivers better performance than JPEG. Zabala and Pons (2013) applied JPEG 2000 and JPEG compression standards for lossy compression of multispectral remote sensing images and examined the influence of compression on digital classification of crop areas. They concluded that compared to JPEG method, the JPEG 2000 compression standard leads to less salt and pepper effects on the classification and the result is always visually better when the images are compressed.
A coder-decoder (codec) method for compression of remotely sensed images was proposed by Singh (1999) . This technique divides the image into blocks and then for each block computes the wavelet coefficients at the finest spatial resolution. It was found that a wavelet-based image compression technique runs well for very low bit rate image data at higher compression ratios and is, therefore, suitable for remote sensing applications, specifically to facilitate browsing.
Remote sensing images, in contrast to other still images, have complex textures and weak local correlation. Remote sensing images mostly contain rich directional features that can generally be approximated as linear edges. Twodimensional discrete wavelet transform (2D DWT) is able to exploit vertical and horizontal edges fully. However, high frequency coefficients have substantial energy in all sub-bands when there are weak edges in the image, causing poor compression efficiency. Moreover, at low bit rates quantization errors can produce irritating visual artefacts, such as the Gibbs' phenomenon. A way to avoid this problem is to adjust the transformation to the local oriented features of the image (Li and Wu 2008) .
A coding algorithm based on orientation adaptive wavelets (OAW) is proposed by Li and Wu (2008) . They claim that in contrast to conventional lifting schemes, their algorithm can be executed at the orientation, with a strong correlation of pixels, rather than always in a vertical or horizontal direction. In an experiment, they chose three remote sensing images including Quickbird, Satellite Pour l'Observation de la Terre (SPOT), and airborne visible/ infrared imaging spectrometer (AVIRIS) images to test their algorithm. Test results showed that the proposed algorithm provided much better performance than traditional lifting scheme in low bit compression. Li et al. (2011) suggested a method called two-dimensional oriented wavelet transform (2D OWT) for the compression of six images including natural images and multispectral satellite images (IKONOS and Quickbird). To compress natural images, they applied adaptive directional lifting (ADL) and weighted adaptive lifting (WAL) compression techniques in addition to the aforementioned method. They claimed that the proposed 2D OWT can perform integrative oriented transforms in an arbitrary direction and achieve a significant transform coding gain. Their experimental results show that the 2D OWT compression scheme outperforms JPEG 2000 for remote sensing images with high resolution and has significant subjective improvement. They also suggest that their method can be used for real-time remote sensing processing, as it has low computational cost. Hou et al. (2013) proposed two compression schemes based on directional lifting wavelet transform (DLWT) for compression of synthetic aperture radar (SAR) complex images. They found that two DLWT-based compression schemes significantly outperform DWT-based schemes in terms of higher peak signal-to-noise ratio (PSNR) and lower mean phase error (MPE). Moreover, DLWT with directional prediction achieves a higher clustering capability for complex SAR images than DWT.
After employing lifting wavelet transforms on satellite images, Han and Fang (2008) performed lossless compression using a DPCM method on low frequency subimages. For the compression of high frequency sub-images, they made use of improved EZW coding and an RLC (run length coding) method. The outcomes confirm that their method is simple, yet effective, and lowers the memory usage in the operation process.
Wavelet methods for the compression of hyperspectral data
Hyperspectral images, in contrast to multispectral images, use hundreds of spectral bands for the acquisition of data, e.g., 224 narrow spectral bands in AVIRIS images. Hyperspectral images are composed of series of images matched to hundreds of continuous spectral bands. These huge amounts of data slow down the data transmission and computer processing speeds. Thus, to reduce data volumes to a size appropriate for storage and transmission, compression is needed. Contrasting with natural images, hyperspectral images carry two types of correlation: spectral correlation and spatial correlation. Making the best use of these two kinds of correlation is the main key to building an efficient compression algorithm (Zhang and Liu 2007) .
Due to the high cost of acquiring hyperspectral images (Shafri et al. 2012) , decompressed images are required to have the same fine features as the original images. Therefore, lossless or close to lossless compression of hyperspectral images is preferred to prevent significant degradation of geophysical characteristics in images. However, lossless compression methods offer a low compression ratio. Wavelet transform can notably reduce the dimensionality of hyperspectral data, while preserving high-and low frequency spectral information at different decomposition scales, resulting in a much more effective performance (Peng et al. 2013) .
Lossless compression schemes using three-dimensional (3D) wavelet transforms have been employed by some researchers for the coding of hyperspectral images. By applying wavelet transforms in both spectral and spatial directions, these schemes exploit the high degree of spatial and spectral correlations found in hyperspectral images (Boettcher et al. 2007 ). Zhang and Liu (2007) proposed a lossless compression method based on a lifting wavelet transform to compress 3D hyperspectral images (AVIRIS). They applied an integer wavelet transform which is based on lifting scheme. They generated residual images of two adjacent bands in the wavelet domain and divided each of them into different classes. After that, for each class, context-based adaptive arithmetic coding is performed separately. They claim that using classification before compression offers the benefit of using both spectral and spatial correlation and also makes better use of the characteristics of arithmetic coding. They also compared three other encoding methods, namely multiband context-based adaptive lossless image coding (M-CALIC), 3D SPIHT, and asymmetric 3D SPIHT (A3D SPIHT), with the efficiency of their method. As an integer wavelet transform reduces computational complexity and is simple and efficient, they found their proposed method an efficient lossless compression algorithm for hyperspectral images.
Although lossless compression methods are generally preferred, sometimes not all the content of hyperspectral images is needed and the huge volumes of data are not convenient for storage and transfer. Thus, a compression method with a higher compression ratio and tolerable information loss is sometimes more practical. Pan et al. (2008) applied a combination of 3D fractal coding, 3D wavelet transforms and 3D SPIHT coding to achieve lossy compression of hyperspectral image data. As the pixel gray degree is integer, they employed a secondgeneration wavelet which can transform integer to integer and reduce quantitative errors. They used a lifted 9/7 biorthogonal wavelet to build the 2D DWT and added a lifted Haar wavelet transform to create a 3D wavelet transform. The outcome was a high ratio of compression with tolerable information loss.
The majority of wavelet compression applications in remote sensing, according to the literature, are related to the processing of hyperspectral images. In Song et al. (2009) , a multiscale geometric analysis method based on wavelet and uniform directional filter banks (WUDFB) is used for hyperspectral images. In 2004, Siala and BenazzaBenyahia presented a method of hyperspectral image compression involving the adoption of vector lifting schemes (VLS). Some other techniques proposed by researchers in the literature include a complex dual-tree discrete wavelet transform by Boettcher et al. (2007) , a 3D set-partitioned embedded block (3DSPECK) algorithm by Tang et al. (2003) , 3D integer wavelet transforms, 3D EZW and 3D SPIHT zero tree coding schemes by Huang et al. (2004) , and spectral pair-wise principal component analysis (PPCA) combined with spatial lifting by Verhoef (2001) . Table 2 presents a summary of the literature on the compression of remotely sensed data related to wavelet applications.
Conclusion
Although the first generation of wavelets provides good results for the compression of remote sensing data, they have some inherent limitations that second-generation wavelets overcome. A big family of traditional discrete wavelets is constructed based on Daubechies compactly supported wavelet construction theory. These wavelets have irrational filter coefficients which cause difficulty for wavelet applications on computer and embedded processor. Consequently, its implementation needs a lot of memory room, takes a long compression time and increases the complexity of hardware design. Lifting scheme by representing the wavelet transform as a perfect reconstruction filter bank makes it possible to add some conditions, i.e., vanishing moment constraints, to construct a biorthogonal wavelet filter bank with rational coefficients. Rational numbers are desirable to simplify the calculations on a digital computer and ensure the perfect reconstruction property of the filter bank which is not preserved in general. Integer wavelet transforms, performed by lifting wavelets, map integer to integer so they are invertible infinite arithmetic precision. The in-place implementation of lifting wavelet transform reduces the computation time and memory usage significantly. In general, in the literature there are various studies of applying SGWs in compression of remote sensing data with promising results. However, the literature on the use of SGWs for other remote sensing applications like classification, noise removal, and target detection is sparse and examining the ability of SGWs for these applications is suggested for future work. 
