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Zusammenfassung
In der vorliegenden Dissertation wird das 3-dimensionale, chiral symmetrische Gross-Neveu Mo-
dell untersucht. Diese niedrigdimensionale Quantenfeldtheorie beschreibt den Kontinuumslimes des
Niedrigenergiesektors bestimmter auf dem Gitter realisierter Modelle.
Die funktionale Renormierungsgruppe erlaubt es, auf nichtperturbative Art und Weise die physi-
kalischen Eigenschaften quantenmechanischer Vielteilchensysteme und Quantenfeldtheorien zu stu-
dieren. Den Startpunkt hierfu¨r stellt eine auf 1-Schleifen Niveau formal exakte Flussgleichung fu¨r
das erzeugende Funktional der 1-Teilchen irreduziblen Vertexfunktionen dar. Im Rahmen einer
Gradientenentwicklung - ideal fu¨r die Bestimmung der Infrarotasymptotik der impuls- und fre-
quenzabha¨ngigen Vertizes der Theorie – untersuchen wir das Regime starker Kopplung u¨ber den
formalen Limes unendlicher Flavorzahlen hinaus. Dieses Regime wird durch einen entsprechenden
Fixpunkt kontrolliert, der gleichzeitig eine kritische Mannigfaltigkeit definiert, welche wiederum
eine Phase masseloser von einer Phase massiver Dirac-Fermionen trennt. Der zugeho¨rige Quanten-
phasenu¨bergang ist von 2. Ordnung. Nach einer ersten Analyse der Theorie in rein fermionischer
Formulierung wird vermittels einer Hubbard-Stratonovich-Transformation zu einer partiell boson-
isierten Beschreibung u¨bergegangen. Innerhalb dieser bosonisierten Sprache werden universelle
kritische Exponenten mit hoher Genauigkeit und exzellenter U¨bereinstimmung mit bekannten Re-
sultaten aus 1/Nf-Entwicklungen und Monte Carlo Simulationen bestimmt, welche bezu¨glich ihrer
Gu¨ltigkeit bereits exisitierende Ergebnisse u¨bertreffen. u¨ber den Renormierungsgruppenfluss erhal-
ten wir tiefere Einblicke in die globale und auch lokale Struktur der kritischen Mannigfaltigkeit
und ebenso ein besseres Versta¨ndnis der relevanten Richtungen im Raum der Kopplungen, die hier
von der Gaußschen Klassifikation abweichen. Fu¨r das sogenannte “asymptotic safety” Szenario –
relevant fu¨r die Konstruktion einer echten Kontinuumstheorie – liefert das Gross-Neveu Modell ein
einfaches und intuitives Beispiel einer nichtperturbativ renormierbaren Quantenfeldtheorie.
Weiterhin untersuchen wir die Gross-Neveu Betafunktionen unter dem Einfluss endlicher Tem-
peratur. Wir bestimmen die kritische Temperatur fu¨r die Wiederherstellung der chiralen Symme-
trie, also dem “Schmelzen” des chiralen Kondensats. Der Phasenu¨bergang bei endlicher Temperatur
fa¨llt in die 2d Ising Universalita¨tsklasse. Daru¨ber hinaus nutzen wir die Flussgleichungen um eine
quantitative Aussage u¨ber die Unterdru¨ckung der sogenannten Ginzburg-Region mit einer erho¨hten
Flavor-Zahl zu erhalten.
Im letzten Teil der Dissertation betrachten wir die niedrigdimensionalen fermionischen Freiheits-
grade unter Minimalkopplung an ein externes Hintergrundmagnetfeld, welches uns zum Pha¨nomen
der magnetischen Katalyse fu¨hrt. Das a¨ußere Magnetfeld vera¨ndert bereits die Modenstruktur
der freien Dirac-Theorie zu relativistischen Landau-Niveaus. Hierdurch wird das System durch
dimensionelle Reduktion im Wesentlichen empfindlicher auf fluktuationsinduzierte Quanteneffekte.
Spontane Symmetriebrechung wird durch die Anwesenheit des externen Feldes fu¨r beliebige Kop-
plungssta¨rken induziert. Hier gewinnen wir die entsprechende Flussgleichung und ko¨nnen auf deren
Basis den Renormierungsgruppenmechanismus hinter magnetischer Katalyse verstehen. Mittels der
Flussgleichung bestimmen wir die Feldabha¨ngigkeit der dynamisch erzeugten spektralen Lu¨cke.
Low-Dimensional Chiral Physics: Gross-Neveu Universality and
Magnetic Catalysis
Abstract
In this thesis, we investigate the 3-dimensional, chirally symmetric Gross-Neveu model with func-
tional renormalization group methods. This low-dimensional quantum field theory describes the
continuum limit of the low-energy sector in certain lattice systems.
The functional renormalization group allows to study in a nonperturbative way the physical
properties of many-body systems and quantum field theories. The starting point is a formally exact
flow equation with 1-loop structure for the generating functional of 1-particle irreducible vertices.
Within a gradient expansion - tailor-made for extracting the infrared asymptotics of the momentum
and frequency dependent vertices of the theory - we study the strong-coupling fixed point of the
Gross-Neveu model even beyond the formal limit of infinite flavor number. This fixed point controls a
2nd order quantum phase transition from a massless phase to a phase with massive Dirac fermions.
After a first analysis of the purely fermionic theory, a Hubbard-Stratonovich transformation is
used to partially bosonize the theory. Within this bosonized description, we find universal critical
exponents that are in excellent quantitative agreement with available results from 1/Nf-expansions
and Monte Carlo simulations and are expected to improve upon earlier results. The renormalization
group flow allows us to gain insights into the global and local structure of the critical manifold within
given truncations and better understanding of the relevant directions in the space of couplings, which
in general do not coincide with the Gaußian classification. Within the framework of the so-called
“asymptotic safety”-scenario relevant for the construction of proper field theories, the fixed-point
theory could be determined exactly in the limit of infinite flavor number. Here, the Gross-Neveu
model yields a simple and intuitive example for how to define a nonperturbatively renormalizable
quantum field theory.
Going beyond the determination of critical exponents, we analyze the Gross-Neveu beta functions
at finite temperature. The critical temperature for the 2nd order phase transition within the 2d-
Ising universality class is determined as a function of the number of fermion species and we try to
quantitatively describe the suppression of the so-called Ginzburg region with the number of fermion
flavors.
Finally we analyze the minimal coupling of the fermionic degrees of freedom to a background
magnetic field that leads to the phenomenon of magnetic catalysis. The external magnetic field
modifies the mode structure of the free theory to relativistic Landau levels, enhancing the efficiency
of quantum fluctuations by dimensional reduction, thus leading to spontaneous symmetry breaking
even for subcritical values of the coupling. We identify the corresponding renormalization group
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Chapter 1
Why 3-dimensional Chiral Quantum
Field Theories?
Chiral theories of fermionic fields have a long history in the realm of quantum field theory. In
particle physics the quantum field theory called the standard model aims at a description of phys-
ical phenomena in 4-dimensional Minkowski spacetime in the energy range of1 10−9 eV to several
TeV [1, 2]. There chirality was implicitly introduced by the discovery of Dirac fermions as the
correct relativistic generalization of Pauli fermions. While the dynamics of the latter is governed
by a nonrelativistic Schro¨dinger equation with Zeeman coupling, Dirac postulated a matrix-valued
differential operator describing the spacetime propagation of relativistic fermions [3]. The necessity
of a relativistic generalization from 2-component objects to 4-component Dirac spinors is closely
tied to the representations of the Lorentz group. The elementary building blocks for a relativistic
theory of fermions respecting discrete spacetime and proper orthochronous Lorentz transformations
are two types of fields, the so-called left-handed and right-handed Weyl fermions, each yielding a
2-dimensional representation space of the Lorentz group. This “handedness” defines the notion
of chirality. A Dirac spinor is built as the direct sum of these two Weyl spinors. If we were to
describe noninteracting massless particles within such a relativistic theory, the two chiral species
would be oblivious of each other. In other words, in the massless case, chirality is a constant of
motion. As we move to the case of massive particles, however, the chiral species necessarily get
coupled and chirality is no longer preserved during the time evolution of the quantum system. In
the spirit of Noether’s theorem [4], there is indeed a continuous symmetry behind this conserved
quantity. Conventionally, this symmetry is referred to as chiral symmetry. It reflects the freedom
to rotate to a different basis in spinor space, without changing the handedness of the fields. In
this sense, we will call a theory invariant under such transformations chirally symmetric or simply
chiral. Intriguingly, in many physical models, this chiral symmetry can be broken dynamically by
fluctuations of fermionic quantum fields.
1Here we are referring to physical phenomena such as the Lamb-shift and particle collisions at LHC.
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The phenomenon of symmetry breaking is encountered in practically all branches of physics [5].
In statistical mechanics and quantum statistical mechanics spontaneous symmetry breaking is the
manifestation of a phase transition in the thermodynamic sense. The ground state of the system,
i.e., the state with the lowest energy, breaks a symmetry of the underlying Hamiltonian (classical
statistical mechanics) or Lagrangian (quantum statistical mechanics)2. This lack of ergodicity in
phase space is strictly achieved only in the thermodynamic limit. Phase transitions can occur both
at zero and finite temperature, albeit the mechanisms driving the transitions can be quite different
in the two cases: thermodynamic fluctuations in one, and quantum fluctuations in the other case.
In principle, if the partition function and thus the free energy of a given system is known, a phase
transition will reveal itself as a nonanalyticity in the free energy as a function of its microscopic
or macroscopic parameters (such as temperature) as the limit of an infinite number of degrees of
freedom is approached. In the modern classification, a phase transition of nth order corresponds to
a singular nth derivative of the free energy or an equivalent thermodynamic potential. The broken
symmetry of the ground state is in general accompanied by a finite expectation value of a so-called
order parameter. The order parameter can be used to distinguish the phase with broken symmetry,
often referred to as the ordered phase, from the symmetric phase, accordingly referred to as the
disordered phase, in the parameter space of the physical system. The precise nature of the order
parameter of course entails a lot of the physical properties of the system.
Of special interest are (quantum) phase transitions of 2nd order. Here, the nonanalyticity arises
in the 2nd derivatives of a thermodynamic potential. As the phase transition is approached by
varying a certain control parameter, the fluctuations of the order parameter become increasingly
long-ranged. The typical scales of correlations are quantified by the correlation length. Directly
at the phase transition, the correlation length diverges3. We can actually identify the inverse
correlation length with a mass for the order parameter fluctuations. The divergence of the correlation
length at the phase transition is thus equivalent to the appearance of massless excitations. Whether
massless excitations remain away from the phase transition within the ordered phase is a question
of the broken symmetry. Only in the case of a broken continuous symmetry, the existence of
massless Nambu-Goldstone modes is guaranteed. If a discrete symmetry is broken, no massless
modes persist away from the transition within the broken phase. Naturally, an ordered state without
the presence of Nambu-Goldstone modes is more robust with respect to changes in parameter space.
A phase transition of 2nd order is also characterized by a smoothly vanishing order parameter, as
the transition is approached from within the broken phase. A remarkable property of this type
of phase transition essentially defines the arena of so-called critical phenomena or in the case of
quantum many-body systems quantum critical phenomena. In the respective terminology, a 2nd
order phase transition is called a critical point. These critical points exhibit an astonishing scaling
2The prime difference in the description of classical and quantum statistical mechanics in a functional represen-
tation being, that while the classical partition function is evaluated for static configurations, the quantum partition
function is intrinsically taken over (imaginary) time-dependent configurations.
3At least in an infinitely extended system.
5behavior, that can be captured by generalized homogeneity relations of thermodynamic potentials
and correlation functions. These have direct impact on observable thermodynamic quantities and
susceptibilities. These relations reflect a kind of fractal structure of the critical state: the critical
fluctuations pervade the system on all length scales. Asymptotically close to such a thermodynamic
singularity, they obey power-laws as a function of the distance to the critical parameters of the
transition and are completely characterized by amplitudes and so-called critical exponents. It turns
out, that different sets of critical exponents define universality classes. This means that different
microscopic Hamiltonians/Lagrangians can be grouped together, if they feature a phase transition
which is characterized by the same set of critical exponents. The behavior of a particular system
close to its critical point is thus said to be universal, i.e., independent of its microscopic realization.
In the context of quantum field theories, universality is a key point in showing that it is possible
to define the field theory on all length scales. This is described in Weinberg’s so-called asymptotic
safety scenario [6–8].
It is an important and recurrent theme, that the degrees of freedom describing the low-energy
properties of a macroscopic statistical or quantum system can be drastically different from the
building blocks of a microscopic Hamiltonian/Lagrangian. In view of the above mentioned phe-
nomenon of phase transitions, it is clear that the order parameter and its fluctuations dominate the
system beyond length scales set by the value of the correlation length. Often a description in terms
of so-called Landau-Ginzburg-Wilson functionals containing the relevant operator content in the
renormalization group sense suffice for capturing the universal properties of the underlying system.
For instabilities in itinerant fermion systems, an analogous Hertz-Millis approach was devised [9, 10].
However, in the case of low-dimensional gapless fermionic systems, the typical situation is that by
the mediation of interactions, fermionic quantum fluctuations drive the system critical. It is also
customary to speak of dynamical symmetry breaking. Often, the derivation of an effective action
with only bosonic operator content by integrating out the fermions from the problem in one step is
hindered by infrared singularities in induced interaction vertices [11] of the fluctuating order param-
eter field. This can be traced back to the gapless nature of the fermionic degrees of freedom. In these
cases, the relevant operator content cannot be reduced to the subspace of bosonic fields describing
collective excitations, but the simultaneous renormalization group treatment of both bosonic and
fermionic degrees of freedom is compulsory. The appearing order parameter can be viewed as a
bound state of the fermionic constituents. The generation of order is then typically accompanied by
the generation of a gap in the fermionic single-particle spectrum. Even when the fermionic degrees
of freedom have become massive and their fluctuations decouple from the theory, the low-energy
long-distance properties can be captured by a reduction to a purely bosonic theory only in special
cases, as close to a finite temperature phase boundary.
The chiral Gross-Neveu model [12] with an arbitrary number of fermion flavors – the central subject
of investigation of this thesis – with its relatively simple field and operator content nevertheless
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(a) (b) (c) (d)
Figure 1.1: The left panel shows (a) the dispersion relation (kx, ky) of Bloch electrons as a function of
crystal momenta kx, ky as obtained from a tight-binding model defined on a honeycomb lattice. The blue
surface corresponds to the conduction, the red surface to the valence band. Also shown is (b) a contour
plot of the tight-binding dispersion in the Brillouin zone, clearly illustrating the linear touching points
(dark color) of the two bands. The right panel shows the (c) contour plots of the gap function of a planar
d-wave superconductor, where the gap vanishes along the dashed white lines, leading to linearly dispersing
states around the nodal points (white blobs) on the Fermi surface (blue line) shown in the rightmost part
(d).
features many intriguing properties of an interacting low-dimensional theory of Dirac fermions. It
is an ideal laboratory to study nonperturbative phenomena and the interplay of massless Dirac
fermions with dynamically generated collective fluctuations. In its ground state, it features a chiral
quantum phase transition to a phase with massive fermions and broken chiral symmetry tuned by
the strength of the fermionic self-interaction. We will show, that the model provides an instance
for the breakdown of a purely bosonic description akin to the Hertz-Millis philosophy. As a field
theory, it provides a clear example of how nonperturbative renormalizability and the asymptotic
safety scenario can be realized. This is closely tied to universality entailed by its chiral quantum
phase transition. Due to its clear structure, it can be studied under a variety of conditions, like
finite temperature and external electromagnetic fields. This further leads us to different patterns
of the important concept of dimensional reduction. With the advent of monolayer graphene as a
real laboratory material [13] and the as yet unclear origin of the unconventional behavior of high-
temperature superconductors in their normal state [14, 15] as well as the rapidly developing field
of topological band [16–18] and Mott insulators [19], the study of field theories of low-dimensional
Dirac fermions is far from being a purely academic exercise.
In the past 20 years it has become evident that in many planar condensed matter model systems
microscopically defined on a particular lattice, the low-energy physics can efficiently be described
in terms of Dirac fermions. The appearance of these “relativistic” degrees of freedom can be
understood by linearizing a given dispersion relation around a special set of points in the Brillouin
zone, where either a linear band-crossing is realized (Fig. 1.1, (a), (b)) or the single-particle gap
function vanishes at isolated points across a given Fermi surface (Fig. 1.1, (c), (d)).
The most prominent and well investigated example is probably the Hubbard model on the hon-
eycomb lattice [20, 21]. This model describing the hopping of fermions on a hexagonal lattice with
possible strong on-site and next-neighbor interactions serves as a minimal model for the electronic
correlations in monolayer graphene and similar systems. Once the naive continuum limit has been
7× · · · ×
︸ ︷︷ ︸
Nf -times + interactions
Figure 1.2: Schematic representation of the building blocks for effective Dirac-like models with chiral
symmetry and linear dispersion. Here we consider the generalized many-flavor case of Nf Dirac cones,
coupled by short-ranged interactions.
taken, one can expect a faithful representation of the low-energy sector by a quantum field the-
ory for Dirac fermions moving in three-dimensional spacetime (see Fig. 1.2 for illustration) in the
proximity to a second order quantum phase transition. The lattice symmetries of the Hubbard
model get replaced by an “emergent” Lorentz symmetry and the free part of the Dirac action is
invariant under continuous chiral transformations, reflecting a symmetry in the so-called valley and
sublattice quantum numbers. Spin takes the role of flavor with the two spin polarizations yielding
Nf = 2. The physical meaning of chiral symmetry in a low-energy field theory depends on the
microscopic realization of the model. Note that for the chiral symmetry to be realized, a reducible
4-component representation of the Dirac algebra is necessary, which can be formed from the direct
sum of two inequivalent 2-component representations. This asymptotic chiral symmetry is also
realized for example in d-wave superconductors [22, 23] or quantum spin-liquid phases [24, 25]. In
both cases, however, the underlying parent state is already assumed to break a specific symmetry,
in contrast to the case of the Hubbard model on the honeycomb lattice. Other instances where no
symmetry breaking is necessary are topological insulators, which support Dirac fermions as surface
states [16–18]. These systems can be shown to be lattice realizations of quantum anomalies known
from field theory, see e.g. [26] for the quantum anomalous Hall state and its relation to the three-
dimensional parity anomaly. Another fruitful arena for Dirac fermions are ultracold quantum gases
in optical lattices, where the band structure can be engineered by tuning the optical lattice [27]
to a honeycomb structure. The inclusion of artificial gauge flux by keeping the gas in a rotating
cylinder leads to Dirac fermions in the low-energy limit in the case of pi flux per unit cell for an
optical square lattice [28].
Once interactions are included in such a low-energy effective quantum field theory, we expect that
the chiral symmetry is spontaneously broken as soon as the associated coupling exceeds a critical
value. The fluctuation-driven interactions compatible with the symmetries determine the channel
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of the formation of a condensate, i.e., in which a finite expectation value of an order-parameter field
can take place. Quantum phase transitions falling into the Gross-Neveu universality class for two
fermion flavors Nf = 2 are for example the excitonic [29] and antiferromagnetic instabilities [30] in
graphite and graphene, respectively. The universal properties of secondary d- to d+is-wave pairing
transitions in nodal d-wave superconductors are also expected to be described by the Gross-Neveu
model [22, 23]. Chiral symmetry breaking is known to occur for all flavor numbers Nf [31], whereas
in models with continuous chiral symmetry and interactions in a vector-vector channel such as the
Thirring model [34], a chiral condensate is stable only up to a critical flavor number.
From such simple and minimalistic models of Gross-Neveu type, many insights can be gained. To
unravel the nonperturbative features of this interacting theory, in this thesis we employ functional
renormalization group methods as an alternative to lattice Monte Carlo simulations and functional
Dyson-Schwinger equations, which allow to treat the functional integral in a scale-resolved way,
properly handling potential singularities. To this end, in Chap. 2 we briefly review functional integral
quantization and the corresponding representations of quantum partition functions and introduce
the flow equation for the one-particle irreducible (1PI) renormalization group scheme. In Chap. 3,
we define the chiral Gross-Neveu model in three spacetime dimensions and present a symmetry
analysis, gearing us for an analysis of the full quantum model. Chap. 4 is devoted to an in-depth
study of the chiral quantum phase transition and the nonperturbative renormalizability featured
by the Gross-Neveu field theory. There we will compute universal critical exponents characterizing
the Gross-Neveu universality class in a flavor dependent way. It is natural to compare our results
with those obtained from mean-field theory and the 1/Nf-expansion. Bringing the Gross-Neveu
model in contact with a heat bath, in Chap. 5 we study the restoration of chiral symmetry by finite
temperature and quantify various regimes such as the Ginzburg region, where nontrivial scaling can
be observed. We address the suppression of the Ginzburg region with flavor number, which created
confusion on the nature of the critical theory of the finite temperature phase transition over several
years. The preceding symmetry analysis also included operators induced by the presence of external
electromagnetic fields. The phenomenon of magnetic catalysis will then be discussed in Chap. 6,
where we present our results for interacting Dirac fermions in the presence of a gauge background.
9The compilation of this work is solely due to the author. However, parts of this work have
been done in collaboration with colleagues from the research group on quantum field theory in Jena.
The analysis of Gross-Neveu symmetries in Chap. 3 has been included in the publication [32] done
together with Holger Gies. We have greatly profited from the experience and comments of Lukas
Janssen. The results on the Gross-Neveu universality class and its quantum phase transition (cf.
Sects. 4.2, 4.3 and 4.5) have been published in [31] in collaboration with Jens Braun and Holger Gies.
In cross-checking the validity of the analytic expressions of threshold functions (cf. Appendix A.6)
and the many-flavor phase diagram (cf. Sect. 5.2) I have been kindly supported by Jens Braun. The
results of Chap. 5 will appear in a forthcoming publication [33]. The results presented in Chap. 6
have been obtained in collaboration with Holger Gies and have been published in [32]. Numerical
evaluations have been performed with Mathematica 7.0 [35].
Chapter 2
Quantum Field Theory and the
Functional Renormalization Group
To formulate quantum field theories, quantum many-body systems and classical statistical models,
functional integrals have proved to be an extremely powerful and versatile tool. They allow both
for a perturbative definition and the investigation of nonperturbative effects. In this chapter, we
will collect the basics of the functional quantization of (Euclidean1) quantum field theories in their
ground-state and in thermal equilibrium (Sect. 2.1). With these prerequisites, we are in a position to
formulate a derivation of the renormalization group equation we will employ in this thesis (Sect. 2.2).
In Sect. 2.3, we shall briefly recall the notion of a renormalization group fixed point and the infrared
classification of directions in coupling space.
2.1 Functional Integral Quantization and Partition Func-
tions
The functional quantization of field theories and many-body systems relies on the construction
of suitable coherent states in (bosonic and fermionic) Fock space, where a coherent state is an
eigenstate of a field operator. In the case of fermions, these coherent states are parameterized by
variables taking values in a Grassmann algebra, while in the bosonic case, real or complex variables
come into play. By time-slicing procedures and insertions of (overcomplete) resolutions of the
identity in terms of coherent states, we obtain a functional integral representation for the vacuum-
to-vacuum amplitude and more generally the generating functional for vacuum correlation functions.
The appearance of products of fields at the same spacetime point necessitates ultraviolet (UV)
regularization. The functional renormalization group introduced below offers a nonperturbative
alternative to the definition of a field theory as the extrapolation to the continuum limit of lattice
regularization.
1For a short exposition of Wick rotation, cf. Appendix A.1.
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Generating Functionals for Correlators
Denoting the generating functional for vacuum correlators of a given theory by 〈0|0〉J , where J is
an external source, we obtain2 (with UV regularization indicated by the subscript Λ)




with the “superfield” variable Φ and corresponding source fields J defined in Appendix A.3. The field
variable Φ encodes both bosonic and fermionic degrees of freedom, and allows to treat both sectors
of a theory equally in a condensed and convenient notation. The brackets ( · , · ) are shorthand for
suitable contractions of generalized indices. The classical (Euclidean) action S[Φ] governs by the
variational principle the equations of motion of the classical theory to be quantized.
The time-ordered 2-point vacuum correlator (Green’s function) for field operators Φˆ(x) and
Φˆ(x′) at spacetime points x = (τ,x) and x′ = (τ ′,x′) is defined as














and T Φˆa(x)ΦˆTa′(x′) = Θ(τ − τ ′)Φa(x)ΦTa′(x′) ± Θ(τ ′ − τ)Φa′(x′)ΦTa (x) denotes the time ordering
operator for bosonic (+) and fermionic (−) components. We introduced the symbol ζa which
equals +1 for a labeling a bosonic field and −1 for a labeling a fermionic field. We collect this
statistical factor in a matrix ζ as ζa,a′ = ζaδa,a′ . Higher n-point functions are defined analogously.
The knowledge of all n-point functions amounts to a solution of the quantum field theory (in its
ground-state). They encode physical information about the propagation of quantum fluctuations
in spacetime, the excitation spectrum of the quantum theory under consideration, scattering cross
sections and lifetimes of quantum states and the dynamical or spontaneous breaking of symmetries.
All the n-point functions can be obtained by functional differentiation of the functional Z[J ]. Since
diagrammatically, the perturbative coefficients of Z[J ] still contain disconnected contributions, we
define the generating functional for connected correlators:




Obviously, the 1-point function or field expectation value is the first functional derivative (see





W [J ]. (2.4)
2Throughout this thesis, we set ~ = kB = c = 1.
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The second functional derivative yields the connected 2-point function










By a Legendre transform of W [J ] with respect to the source J , we arrive at yet another functional,
the so-called quantum effective action Γ[Φ], where




W [J ]. (2.6)
Diagrammatically, it is the generating functional for all 1PI vertex functions. For notational conve-
nience, we here denoted the expectation value of the field with the same symbol as the field variable
in the functional integral. Evaluated at constant field configurations3, we obtain the effective po-
tential U(Φ),
Γ[Φ]|Φ=const. = (2pi)dδ(0)U(Φ). (2.7)




Γ[Φ] = ζJ, (2.8)
for constant field configurations and vanishing sources, this reduces to a condition yielding the
extrema of the effective potential as a function of the variable Φ. Having a ground-state with a
finite expectation value in the bosonic sector signals symmetry breaking. By considering a resolution






















The quantum effective action can be shown to obey an integro-differential equation in functional
form,












By taking appropriate functional derivatives, one can derive so-called Dyson-Schwinger equations [36,
37] from Eq. (2.10). These provide another route into the nonperturbative realm of field theory and
many-body systems.
3Expectation values of spinor fields vanish due to their anticommuting Grassmann property.
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Finite Temperature Partition Functions
The formalism we have described up to now treats a field theory at zero temperature in its ground-
state. It is known, that by compactification of the time direction to a circle with circumference
β = 1/T , i.e, R × Rd−1 → S1 × Rd−1 (with T denoting absolute temperature), one can obtain
a functional integral representation of the grand-canonical partition function of a given quantum
system specified by a Hamiltonian Hˆ [38]:
Z(β, µ) = tr e−β(Hˆ−µQˆ) ≡
∫
DΦe−S[Φ], (2.11)
where now S[Φ] =
∫ β
0
dτL(Φ, ∂Φ) and µQ[Φ] was absorbed into the action, with the Lagrange
function L(Φ, ∂Φ). The chemical potential µ for the operator Qˆ (corresponding to a conserved
charge) is included here for simplicity, since otherwise the trace has to be performed in a subset of
Fock space. Of course, the case µ = 0 can then be investigated with the functional representation
Eq. (2.11). This provides us with the Matsubara formalism to compute observables of the field theory
in thermal equilibrium. Due to the trace operation, the field configurations entering Eq. (2.11) have
to be periodic in the time direction in the bosonic case, but antiperiodic in the fermionic case,
Φa(τ + β,x) = ζaΦa(τ,x). (2.12)




ωn = 2pin/β, bosonicνn = (2n+ 1)pi/β, fermionic forn ∈ Z. (2.13)
The considerations above made for T = 0 carry over completely to the case of finite temperature.
2.2 Flow-Equation for the Effective Average Action
As the full content of a quantum theory can be specified in terms of generating functionals for
correlation functions or vertices, we can more generally study the renormalization group behavior
of a generating functional. In this thesis, we will exclusively employ the one-particle irreducible
(1PI) renormalization group approach introduced by Wetterich [39]. In this section we briefly
summarize a derivation of the Wetterich equation and remind of the essentials of the functional
renormalization group in the 1PI scheme.
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One-Parameter Family of Quantum Field Theories
We deform the definition Z[J ] of the generating functional for vacuum correlators by inserting a




We thus arrive at a one-paramter family of generating functionals Zk[J ] with
Z[J ] → Zk[J ] ≡
∫
Λ




DΦ for the functional integration indicates ultraviolet (UV) regularization, and Λ is
the corresponding UV cutoff scale. In a componentwise momentum space representation4 we define
the regulator
Rk,a,a′(p, p
′) ≡ (2pi)dδ(p− p′)δa,a′Rk,a(p) (2.16)
to be diagonal in all indices5. For a meaningful deformation that will momentarily allow for an oper-
ational interpretation as a scale-dependent renormalization group transformation, the components
Rk,a(p) are required to fulfill the conditions
i. lim p2
k2
→0Rk,a(p) > 0, (2.17)
ii. lim k2
p2
→0Rk,a(p) = 0, (2.18)
iii. limΛ→∞ limk→ΛRk,a(p)→∞. (2.19)
Each theory is specified by the infrared (IR) cutoff scale k. The regularization procedure should
be compatible with the symmetries of the underlying classical theory. This guarantees, that all
symmetries of the classical theory are preserved. Besides this point, the precise form of the regulator
does not matter at this stage and will be specified eventually. The regulator matrix Rk essentially
damps out field modes with momenta p below the IR cutoff scale k. It thus can be understood
as a scale-dependent mass term, cf. Eq. (2.17), i.. The second condition Eq. (2.17), ii. ensures,
that in the limit k → 0, the generating functional approaches its undeformed definition. The third
condition Eq. (2.17), iii. will eventually allow to formulate an initial value problem, where the initial
condition is given by the classical action. Put differently, as k approaches the UV cutoff scale Λ,
the regulator renders the classical action to be the leading contribution to the functional integral.
4Actually, a representation which diagonalizes the bilinear part in the action is advisable. Here for simplicity of
the discussion we assume that this is achieved in a plane-wave basis.
5For each fermionic component, Rk,a(p) is thus a 2× 2 matrix in Nambu space.
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We now further define the scale-dependent generating functional for connected correlators,
Wk[J ] ≡ ln
∫
Λ
DΦe−S[Φ]− 12 (Φ,RkΦ)+(J,Φ). (2.20)
Field expectation values in the presence of sources are simply obtained from Wk[J ] by functional






where averaging is carried out according to
〈 · 〉k,J ≡ 1Zk[J ]
∫
Λ
DΦ ( · )e−S[Φ]− 12 (Φ,RkΦ)+(J,Φ). (2.22)
Flowing Effective Average Action
The scale dependent effective action is now defined as a modified Legendre transform with respect
to the source field J :
Γk[Φ] = (J,Φ)−Wk[J ]− 1
2
(Φ, RkΦ). (2.23)
The field expectation value Φ appears as the natural variable of the functional Γk[Φ] and for nota-
tional convenience we denote field averages with the same symbol as the integration variable in the
functional integral. We will stick to this convention if not stated otherwise. The source fields are
to be understood so as to cancel the k-dependence of the expectation value and thus acquire scale
dependence themselves, J → Jk. Taking derivatives on both sides with respect to the scale k in
Eq. (2.23), we arrive at the functional differential equation for the scale dependent effective action
Γk[Φ]. We start with




Wk[J ]|J=Jk , ∂kJk
)
. (2.24)
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We now perform a chain of manipulations for the scale derivative evaluated at some fixed source field
J (temporarily, let us explicitly distinguish between Φ as an integration variable and its expectation
value 〈Φ〉k,J):




































(〈Φ〉k,J , ∂kRk〈Φ〉k,J) . (2.25)
In going from the third to the fourth line the arising minus sign in the fermionic sector is again
absorbed into the right derivative acting on the k-dependent functional Wk[J ]. The last term in
Eq. (2.25) compensates for the disconnected subtraction yielding the connected 2-point correlation








































The Wetterich equation is a formally exact flow equation with 1-loop structure, which is technically
very convenient. For field theories, everything can be formulated directly in a continuum language.
The so-called “supertrace” STr{ · } ≡ Tr{ζ · } traces over all indices of the appearing expression and
is defined with a minus sign for the contributions from the fermionic sector of the theory. We also
moved from the linear scale derivative ∂k to the logarithmic renormalization group scale t ≡ ln kΛ .
Upon approaching the infrared, i.e., k → 0, the regulator insertion needs to vanish Eq. (2.17), ii.,
to make sure all fluctuating modes have been integrated out and Γk[Φ] approaches the full effective
action Γ[Φ], which governs the equations of motion of the field expectation value Φ.










and the choice for the regulator Rk determine
how modes are “integrated out”. In this thesis, we will assume Rk to be spectrally adjusted [40],
meaning it is a function of Γ
(2)
k [Φ0], with Φ0 a given background configuration. From Eq. (2.27) it is
obvious that Rk provides infrared regularization. The logarithmic scale derivative ∂tRk regularizes
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the ultraviolet behavior6 and together with the IR damping of Rk leads to “localization” of the
supertrace argument in momentum space. An infinitesimal renormalization group transformation
can thus be understood as a regularized momentum shell integration. By varying k, we can “scan”
for structures appearing at typical energy/momentum scales, determining the physical behavior
encoded in the full quantum effective action.
Moreover, at the initial high-energy scale Λ where the flow will be initiated, the flowing effective
action Γk[Φ] is supposed to match – at least approximately – the classical action S[Φ], realized
by requiring Eq. (2.17), iii.. This ensures that our rather arbitrary deformation in the Gaußian
integration measure is turned into a well defined initial value problem. A solution to Eq. (2.27) thus
provides a trajectory in the space of action functionals. In short, it interpolates between the bare
action S to be quantized, i.e., Γk→Λ → S and the full quantum effective action Γ = Γk→0, being the
generating functional of 1PI vertex functions. For reviews of the functional renormalization group
approach to quantum field theories and quantum many-body systems with emphasis on fermionic
problems, see [41–45] and particularly [46].
To proceed, we split Γ
(2)
k [Φ] into a field-independent part Γ¯
(2)
k and a field-dependent part Γ˜
(2)
k [Φ],
containing interaction vertices. We thus define the scale-dependent regularized inverse propagator
G−1k ≡ Γ¯(2)k +Rk. (2.28)
We thus obtain the decomposition
Γ
(2)
k [Φ] +Rk ≡ G−1k + Γ˜(2)k [Φ]. (2.29)
Note that the regulator Rk is contained in G
−1
k . Also, G
−1
k may still depend on some background
field configuration. If we now introduce the so-called “tilde” derivative ∂˜t, defined to act only on































In going from the first to the second line, we expanded the ln in powers of GkΓ˜
(2)
k [Φ]. Since this
equation for the functional Γk[Φ] cannot be solved in general, we need to find a suitable as well as
tractable parameterization, i.e., an ansatz for Γk[Φ] subject to initial and in general also to boundary
conditions, from which we can extract physical information about the quantum field theory under
consideration. Such an ansatz is referred to as a truncation.
6More generally, it provides a weighting function on the spectrum of Γ
(2)
k [Φ] with dominant support around and
below the scale k.
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Two notable ways to set up truncations in a systematic manner are the vertex and the gradient
expansion. In a vertex expansion, the flowing functional Γk[Φ] is expanded in all possible monomials
of the field Φ yielding flowing n-point functions (1PI vertices) as coefficients. However, only a finite
number of vertices is kept. This leads to a coupled hierarchy of flow equations for the vertex
functions. Typically, the interest lies in resolving frequency and/or momentum dependences. In a
gradient expansion – which we will employ below –, we order the operators kept in the truncation
according to the number of field derivatives. This type of truncation is tailor-made for extracting
universal properties from a field theory or many-body system. First of all, however, we have to








where gi,k is a (dimensionless) scale-dependent coupling parameterizing the given action, andOi[Φ, ∂Φ]
denotes an operator (where the index i follows some ordering principle) built from the field Φ
and its derivatives ∂Φ. In the space of couplings gi,k, the renormalization group now provides us
with a vector field β, summarizing the renormalization group beta functions for these couplings
(β)i = βgi,k(g1,k, g2,k, . . . ) ≡ ∂tgi,k. In general, this map of a quantum field theory to a flow in
coupling space allows to extract universal physical information from the fixed points and from the
associated manifolds controlling the flow toward the infrared.
Optimized Regulators
As to the choice of regulators, which are up to now only constrained by the conditions Eq. (2.17),
i. − iii., in Chap. 4 and Chap. 5 we will make use of so-called optimized regulators [47–49]. This








where the minimization is carried out over the spectrum of Γ
(2)
k [Φ] for some fixed reference config-
uration Φ. Thus, by maximizing the gap over the set of regulators, the flow is turned as regular as
possible, and convergence properties with respect to expansions in parameters entering Γ
(2)
k [Φ] are
improved. However, in certain situations (cf. Chap. 6), the evaluation of 1-loop integrals is easier
to perform for nonoptimized regulators, such as the Callan-Symanzik regulator.
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2.3 Fixed Points and Linearized Flows
Directly at a fixed point under renormalization group transformations as defined by Eq. (2.27), a
theory remains invariant with respect to variation of k, it is thus scale-invariant. Parameterizing
the effective average action Γk[Φ] as indicated above by a possibly infinite set of dimensionless
couplings gi,k, the Wetterich equation provides us with the flow of these couplings. A fixed point
gi,∗ in coupling space is then defined by
βi(g1,∗, g2,∗, ...) = 0, ∀ i. (2.33)
At a Gaußian fixed point, we have gj,∗ = 0, ∀ i. The fixed point is non-Gaußian, if at least one
















we encounter the stability matrix Bi
j , which we diagonalize
Bi
j V Ij = −ΘIV Ii , (2.35)
in terms of right-eigenvectors V Ii , enumerated by the index I. The eigenvalues yield the (negative)
critical exponents ΘI , providing us with a classification of physical parameters and more generally,
directions in coupling space. The solution of the coupling flow in the linearized fixed-point regime
is given by









where the integration constants CI define the initial conditions at a reference scale k0. The exis-
tence of the fixed-point thus guarantees scaling behavior, i.e., power-laws of physical observables
described by critical exponents. Critical exponents allow for the definition of universality classes.
All theories in theory space, whose behavior is controlled by a given fixed point, share the same
critical exponents, irrespective of their different microscopic definitions. This entails, of course, that
all theories in the same universality class feature the same scaling laws. In principle, different phys-
ical mechanisms can provide us with this kind of universality, which can elegantly be formulated
with renormalization group methods. In this thesis, we will encounter universality generated by
2nd order phase transitions, both of quantum and thermal type.
All eigendirections with ΘI < 0 are suppressed toward the IR and thus are irrelevant. All relevant
directions with ΘI > 0 increase toward the IR and thus determine the macroscopic physics. For the
marginal directions ΘI = 0, a linear stability analysis is not sufficient, and higher-order terms in
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the expansion about the fixed point have to be regarded, yielding logarithmic corrections to scaling
laws.
For the flow toward the IR, the linearized fixed-point flow Eq. (2.34) is generally not sufficient
and the full nonlinear beta functions have to be taken into account. Even the parameterization of the
effective action in terms of the same degrees of freedom in the UV and IR might be inappropriate,
for instance, if bound states or condensates appear in the IR. This is precisely the case in fermionic
models beyond criticality. Furthermore, the number of relevant and marginally-relevant directions
determines the total number of physical parameters a theory has to be equipped with, to detect
the universal features associated with a given fixed point. The theory is predictive if this number
is finite.
From the asymptotic safety point of view, which we will discuss in more detail in Chap. 4, we
desire a way to render a theory UV finite. This can be achieved, if the renormalization group
trajectory hits a fixed point in the UV. Then, the UV cutoff used for intermediate regularization
can safely be taken to infinity and the system approaches a scale-invariant state for k → Λ → ∞.
Again, for the theory to be predictive, the number of physical parameters required for specifying
the renormalization group trajectory needs to be finite.
Chapter 3
The 3-dimensional Gross-Neveu Model
In this chapter, we define the three-dimensional, chiral Gross-Neveu action and analyze its spacetime
and chiral symmetries. This corresponds to a “classical analysis”, i.e., quantum fluctuations are not
yet included. However, the investigation of symmetries prepares the study of the quantum model.
3.1 Definition of the Model
We consider the Gross-Neveu model [12] within functional integral quantization. The microscopic
degrees of freedom are represented by Grassmann-valued fields defined over three-dimensional Eu-
clidean spacetime1. The model depends on a single parameter which is the coupling constant g¯ with
mass dimension 2− d. That this statement is true beyond the inclusion of quantum fluctuations is
nontrivial! We will show this by analyzing the fixed-point structure of the model in Chap. 4. We
restrict our attention to 2 < d < 4. In d = 2, the model is asymptotically free and perturbatively
renormalizable, as the Gaußian fixed point is UV attractive. d = 4 will turn out to be a marginal
case, where the theory becomes “trivial”, i.e., noninteracting in the continuum limit, see Chap. 4
and [50]. The chiral symmetry of the model can be associated with a Z2 symmetry for the order
parameter. As we shall discuss below, the infrared regime of the theory is governed by dynamical
chiral symmetry breaking, provided the only parameter of the model, namely g¯, is adjusted accord-
ingly. To prepare our study of magnetic catalysis in Chap. 6, we also minimally couple the Dirac
fermions to a background gauge-potential that realizes the external magnetic field. The defining
local action to be quantized is given by
S[ψ¯j , ψj ,A] =
∫
x
L(ψ¯j , ψj , ∂µψ¯j , ∂µψj ,A) (3.1)
1For a brief review of Wick rotation in the functional integral for Grassmann-valued Dirac spinors, see Ap-
pendix A.1
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ddx is a shorthand for the integral over the d-dimensional Euclidean spacetime. Here,
/D[A] = γµ (∂µ − iqAµ(x)) , µ = 0, 1, 2, (3.3)
denotes the covariant derivative acting on the spinor fields with q the respective charge under the
Abelian U(1) gauge group. The fermionic fields ψ¯ and ψ are independent integration variables. For
a discussion of the “real” building blocks of a fermionic theory in Euclidean spacetime, see [51]. We
consider Nf different flavor species indexed by j = 1, . . . , Nf , but keep the flavor number arbitrary.
This model enjoys a global U(Nf) flavor symmetry. The canonical mass dimensions of the fields
are given by [ψ] = d−1
2
and [A] = d−2
2
. This renders the gauge charge a dimensionful quantity with
[q] = 4−d
2
. As mentioned in Chap. 1 we use a reducible four-component representation for the gamma
matrices in this work, i.e., dγ = 4 where dγ = tr14 denotes the dimension of the representation space
of the Dirac algebra and tr is the trace over spinor indices. In continuous dimensions 2 < d < 4, we
assume that a suitable analytic continuation for the Dirac structure exists, such that traces over the
algebraic structure yield analytic functions in d and dγ . Our choice for the 4×4 representation of the
Dirac algebra is the so-called chiral one. This of course fixes the chiral basis in spinor space, where




(1 + γ5) and ψR =
1
2
(1− γ5), respectively. Here, the γ5 matrix is in block-diagonal form.
The matrices are explicitly given by
γ0 = τ2 ⊗ τ3 , γ1 = τ2 ⊗ τ1 , γ2 = τ2 ⊗ τ2 (3.4)
and
γ3 = τ1 ⊗ τ0 , γ5 = τ3 ⊗ τ0 , γ35 ≡ iγ3γ5 (3.5)
Here, the {τi}’s denote the Pauli matrices which satisfy τiτj = δijτ0 + iijkτk, with i, j, k = 1, 2, 3
and τ0 = 12 is a 2× 2 unit matrix. The gamma matrices satisfy the anti-commutation relations
{γµ, γν} = 2δµν14 , (3.6)
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where µ, ν = 0, 1, 2. The matrices γ3 and γ5 anti-commute with all γµ, µ = 0, 1, 2. In this represen-
tation γ2, γ3, γ5 are symmetric and real, while γ0, γ1, γ35 are antisymmetric and purely imaginary
4× 4 matrices. One easily verifies the following identities
γ35γµγν = δµνγ35 + iµνσγσ, (3.7)
iγ5γµγν = iδµνγ5 + iµνσγ3γσ, (3.8)
iγ3γµγν = iδµνγ3 − iµνσγ5γσ, (3.9)
where the second and third line follow from the first one by left or right multiplication with an appro-
priate gamma matrix and making use of the Dirac algebra, and µνσ is the completely antisymmetric
tensor.
At zero magnetic field, B ≡ 0, the model depends on a single parameter [31], namely the
dimensionful coupling constant g¯ with mass dimension 2 − d describing the self-interaction of the
fermionic degrees of freedom. In the following we consider the interesting case g¯ > 0. In the
sense of statistical physics the coupling appears to correspond to an irrelevant operator within the
perturbative Gaußian classification. However, this naive scaling analysis does not yield the correct
picture for the infrared behavior of this model, as we will explain in detail in Chap. 4. From the point
of view of quantum field theory, the Gross-Neveu model provides an example of a nonperturbatively
renormalizable field theory [52], and the (ψ¯ψ)2 coupling becomes relevant near a non-Gaußian fixed
point [31] in the renormalization group sense.
3.2 Spacetime and Chiral Gross-Neveu Symmetries
While the construction of local operators that conform to Lorentz2 symmetry can be ensured by
taking products of operators and performing suitable contractions over tensor indices, the transfor-
mation properties under discrete spacetime symmetries require more work. In [34] explicit repre-
sentations for discrete spacetime transformations as realized on four-component spinor fields over
three dimensional Euclidean space were given as follows:
C : Cξ = 1
2
[(1 + ξ)γ2γ3 + i(1− ξ)γ2γ5] , (3.10)
P : Pζ = 1
2
[(1 + ζ)γ1γ3 + i(1− ζ)γ1γ5] , (3.11)
T : Tη = 1
2
[(1 + η)γ1 + i(1− η)γ2γ0] , (3.12)
where C, P, T denote charge conjugation, parity inversion and time reversal. To each transforma-
tion, there exists an associated unitary 4×4 matrix, which we denote by Cξ, Pζ and Tη, respectively.
2In this thesis we use the terms “Lorentzian” and “Euclidean” interchangeably. In any case, we build SO(3) or
SO(2, 1) invariant operators by forming contractions of their respective irreducible representations. For a discussion
of Wick rotation, see Appendix A.1. A proper discussion can be found in [51].
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Other possible conventions were given for example in [53]. However, we will stick to the definition
as displayed in Eqs. (3.10), (3.11) and (3.12). Concerning parity, it is worthwhile to mention that
in three spacetime dimensions, parity inversion is properly defined by (x0, x1, x2) 7→ (x0,−x1, x2),
i.e., only one of the spatial components is reversed. This is due to the fact, that in our case only
a single generator for rotations exists. The above definition ensures that parity inversion is not
an element of the connected component of rotations containing the identity. As can be seen in
Eqs. (3.10)-(3.12), there exists an entire family of realizations of discrete transformations depending
on pure phase variables ξ, ζ and η with unit modulus. We will simply set ξ = ζ = η = 1 in the
following and omit the subscripts on the transformation matrices. The realization of spacetime
transformations on spinor fields reads for charge conjugation
Cψ(x)C−1 = (ψ¯C)T , Cψ¯(x)C−1 = −(C†ψ(x))T , (3.13)
parity
Pψ(x)P−1 = Pψ(x˜), Pψ¯(x˜)P−1 = ψ¯(x˜)P †, (3.14)
and time-reversal
T ψ(x)T −1 = Tψ(xˆ), T ψ¯(x)T −1 = ψ¯(xˆ)T †. (3.15)
Here we follow the notation as given in [53], and define
x˜ = (x0,−x1, x2)T , xˆ = (−x0, x1, x2)T . (3.16)
Note that by virtue of T i T −1 = −i, time-reversal is an anti-unitary transformation. We will
consider a theory to be symmetric under C-, P- and T -transformations, if its Lagrangian density
obeys
CL(x)C−1 = L(x), (3.17)
PL(x)P−1 = L(x˜), (3.18)
T L(x)T −1 = L(xˆ), (3.19)
such that a simultaneous transformation acting on fields and coordinates leaves L invariant as a
function of spacetime coordinates.
The Gross-Neveu model as defined in Eq. (3.2) is symmetric under the discrete chiral transfor-
mation
ψ 7→ γ5ψ, ψ¯ 7→ −ψ¯γ5. (3.20)
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Since the composite operator ψ¯ψ transforms into −ψ¯ψ under this discrete chiral transformation,
a finite expectation value 〈ψ¯ψ〉 6= 0 in a given quantum state signals the breakdown of chiral
symmetry. In the following, we denote the discrete symmetry group by Z52 = {14, γ5}. However,
there exists also a continuous Abelian chiral symmetry, generated by γ35:
ψ 7→ eiϕγ35ψ, ψ¯ 7→ ψ¯e−iϕγ35 . (3.21)
It is easy to see that the element ei
pi
2
γ35 ∈ U35(1) combined with the nontrivial Z32 transformation
ψ 7→ γ3ψ, ψ¯ 7→ −ψ¯γ3 (3.22)
leads us back to the transformation Eq. (3.20). In this respect, the discrete Z32 does not yield
a new symmetry of the theory and we will henceforth choose Z52 and U
35(1) to define the chiral
symmetries of the three-dimensional Gross-Neveu model. In fact, taking tensor products of 1 and
γ35 with the generators of U(Nf), the flavor symmetry is enhanced to U(Nf)×U(Nf). The symmetry
breaking by 〈ψ¯ψ〉 6= 0 does not affect the flavor symmetry. It is perhaps worth mentioning that for
the free theory, i.e., g¯ = 0, the symmetry transformations act independently on all flavor species
j, j = 1, . . . , Nf . For finite couplings, however, all flavors are subject to a simultaneous chiral Z
5
2
transformation, as we expect from the symmetry-breaking pattern induced by the interaction term.
In the free case, i.e., for g¯ = 0, the model enjoys the usual continuous chiral symmetry of a chiral
Dirac theory. Due to the flavor structure, this can be shown to yield a U(2Nf) symmetry
3, which is
broken down to U(Nf)×U(Nf) by
∑Nf
j=1〈ψ¯jψj〉 6= 0 (which can in fact be realized in a magnetically
induced “quantum anomaly”, even for a free system, cf. Chap. 6).
To conclude this section, we summarize the properties of electromagnetic quantities under dis-
crete spacetime transformations. The gauge potential A transforms as
CAµ(x)C−1 = −Aµ(x), (3.23)
PAµ(x)P−1 = A˜µ(x˜), (3.24)
T Aµ(x)T −1 = −Aˆµ(xˆ), (3.25)
3This comes about by forming tensor products of the N2f generators of U(Nf) with the four generators 14, γ3, γ5
and γ35 of U(2), which yields an enlarged symmetry since flavor and chiral structure are independent. From another
point of view, the chiral structure appears as a part of the enlarged flavor structure. If a mass term ψ¯ψ is included,
γ3 and γ5 are “broken”, and the remaining symmetries are generated by the elements of the Lie algebras u(Nf)⊗ 14
and u(Nf)⊗ γ35. The resulting symmetry is compactly written as U(Nf)×U(Nf).
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where A˜ = (A0,−A1,A2)T and Aˆ = (−A0,A1,A2)T . The field-strength tensor Fµν = ∂µAν−∂νAµ
accordingly obeys
CFµν(x)C−1 = −Fµν(x), (3.26)
PFµν(x)P−1 = F˜µν(x˜), (3.27)
T Fµν(x)T −1 = −Fˆµν(xˆ). (3.28)
Here, by F˜µν and Fˆµν we denote matrices which result from plugging Eqs. (3.24) and (3.25) into the
definition of the field-strength tensor. The so-called dual “field-strength” Fµ ≡ 12µνσFνσ becomes
a pseudo-vector quantity in three dimensions. Thus, it behaves as
CFµ(x)C−1 = −Fµ(x), (3.29)
PFµ(x)P−1 = −F˜µ(x˜), (3.30)
T Fµ(x)T −1 = Fˆµ(xˆ). (3.31)
The simplest Lorentz, gauge and C-, P-, T -invariants that can be built from the field strength and
its dual are
F2µν and F 2µ . (3.32)
Since F 2µ =
1
2
F2µν there is only one linearly independent invariant.
3.3 Classification of Compatible Operators
Having collected the prerequisites to study all operators that are in principle compatible symmetry-
wise with the Lagrangian density Eq. (3.2), we will give an exhaustive classification on the level
of fermionic bilinears in Sect. 3.3.1 and then proceed to quartic fermionic terms including purely
magnetically induced operators in Sect. 3.3.2.
3.3.1 Bilinear Operators
Fermionic bilinears are the building blocks of an action for fermionic degrees of freedom. Terms
entering the quadratic part of the action define the inverse bare propagator of the theory. In our case
we need to contract both spinor and Lorentz indices to form an appropriate scalar quantity. But
due to the presence of the gauge background, we can as well use the gauge-invariant field strength
tensor and its dual to build Lorentz invariant fermion bilinears. We consider only those bilinears
which are Lorentz symmetric as a building block of the effective action. By use of Eqs. (3.13)-(3.15)
and Eqs. (3.20), (3.21) we obtain the behavior of a given bilinear under discrete spacetime and chiral
transformations. The results are collected in Tables 3.1, 3.2 and 3.3. For turning operators with
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vector or tensor structure into Lorentz invariant scalars, we contract as indicated above with Fµ or
Fµν . By virtue of the canonical mass dimension of the fermion fields [ψ] = d−12 the mass dimension of
a (nonderivative) fermion bilinear is [ψ¯ΓOψ] = d−1 with ΓS ∈ {1, γ3, γ5, γ35} (scalar/pseudo-scalar),





[γµ, γν ], µ, ν = 0, 1, 2, (3.33)
is the set of generators for (Euclidean) Lorentz transformations. For the contracted terms we
obtain [qFµ(ψ¯Γµψ)] = d + 1 and [qFµν(ψ¯Γµνψ)] = d + 1, since [Fµ] = [Fµν ] = d2 and [q] = 4−d2 .
Taking into account that the spacetime integral in a local action contributes [
∫
x
] = −d to the
total mass dimension of a given local operator, these operators naively correspond to irrelevant
directions in theory space. The charge q needs to be included in this consideration, since we are
interested in magnetically induced phenomena. We could also perform two contractions of qFµ
with an appropriate tensor structure. This would inevitably increase the mass dimension by 2
and render this term even more power-counting irrelevant compared to mass terms (with mass
dimension −1) and kinetic operators with mass dimension 0. However, from Tables 3.1-3.3, we see
that none of these bilinear operators containing the magnetic field is compatible with the symmetries
of the Gross-Neveu model. They cannot be generated during the RG flow in a continuous fashion.
Combinations like Fµν(ψ¯σµνψ) and Fµ(ψ¯γ35γµψ) conform to spacetime symmetries, but violate the
chiral symmetries of the Gross-Neveu action. Chirally invariant combinations containing two Fµ
fields are not even symmetric with respect to C, P and T .
To conclude, we would like to comment that each Fµ contraction with an appropriate vector














C P T Z52 U35(1)
(ψ¯ψ)(x) (ψ¯ψ)(x) (ψ¯ψ)(x˜) (ψ¯ψ)(xˆ) −(ψ¯ψ)(x) (ψ¯ψ)(x)
(ψ¯γ3ψ)(x) −(ψ¯γ3ψ)(x) −(ψ¯γ3ψ)(x˜) −(ψ¯γ3ψ)(xˆ) (ψ¯γ3ψ)(x) (ψ¯γ3e2iϕγ35ψ)(x)
(ψ¯γ5ψ)(x) (ψ¯γ5ψ)(x) (ψ¯γ5ψ)(x˜) −(ψ¯γ5ψ)(xˆ) −(ψ¯γ5ψ)(x) (ψ¯γ5e2iϕγ35ψ)(x)
(ψ¯γ35ψ)(x) (ψ¯γ35ψ)(x) −(ψ¯γ35ψ)(x˜) −(ψ¯γ35ψ)(xˆ) (ψ¯γ35ψ)(x) (ψ¯γ35ψ)(x)
Table 3.1: Classification of scalar/pseudo-scalar fermion bilinears (ψ¯ΓSψ)(x) according to their behavior
under discrete spacetime and chiral transformations.
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C P T Z52 U35(1)
(ψ¯γµψ)(x) −(ψ¯γµψ)(x) (ψ¯γ˜µψ)(x˜) −(ψ¯γˆµψ)(xˆ) (ψ¯γµψ)(x) (ψ¯γµψ)(x)
(ψ¯γ3γµψ)(x) −(ψ¯γ3γµψ)(x) −(ψ¯γ3γ˜µψ)(x˜) (ψ¯γ3γˆµψ)(xˆ) −(ψ¯γ3γµψ)(x) (ψ¯γ3γµe2iϕγ35ψ)(x)
(ψ¯γ5γµψ)(x) (ψ¯γ5γµψ)(x) (ψ¯γ5γ˜µψ)(x˜) (ψ¯γ5γˆµψ)(xˆ) (ψ¯γ5γµψ)(x) (ψ¯γ5γµe
2iϕγ35ψ)(x)
(ψ¯γ35γµψ)(x) −(ψ¯γ35γµψ)(x) −(ψ¯γ35γ˜µψ)(x˜) (ψ¯γ35γˆµψ)(xˆ) −(ψ¯γ35γµψ)(x) (ψ¯γ35γµψ)(x)
Table 3.2: Classification of vector/axial-vector fermion bilinears (ψ¯ΓV ψ)(x) according to their behavior
under discrete spacetime and chiral transformations. Here, we have defined γ˜ = (γ0,−γ1, γ2)T and γˆ =
(−γ0, γ1, γ2)T . The bilinear ψ¯γ35γµψ can be shown to be related to ψ¯σµνψ, cf. Eq. (3.7).
C P T Z52 U35(1)
(ψ¯σµνψ)(x) −(ψ¯σµνψ)(x) (ψ¯σ˜µνψ)(x˜) (ψ¯σˆµνψ)(xˆ) −(ψ¯σµνψ)(x) (ψ¯σµνψ)(x)
(ψ¯γ3σµνψ)(x) (ψ¯γ3σµνψ)(x) −(ψ¯γ3σ˜µνψ)(x˜) (ψ¯γ3σˆµνψ)(xˆ) (ψ¯γ3σµνψ)(x) (ψ¯γ3σµνe2iϕγ35ψ)(x)
(ψ¯γ5σµνψ)(x) −(ψ¯γ5σµνψ)(x) (ψ¯γ5σ˜µνψ)(x˜) (ψ¯γ5σˆµνψ)(x) −(ψ¯γ5σµνψ)(x) (ψ¯γ5σµνe2iϕγ35ψ)(x)
(ψ¯γ35σµνψ)(x) −(ψ¯γ35σµνψ)(x) −(ψ¯γ35σ˜µνψ)(x˜) (ψ¯γ35σˆµνψ)(xˆ) (ψ¯γ35σµνψ)(x) (ψ¯γ35σµνψ)(x)
Table 3.3: Classification of tensor/pseudo-tensor fermion bilinears (ψ¯ΓTψ)(x) according to their behavior
under discrete spacetime and chiral transformations. The matrices σ˜µν and σˆµν carry the same sign
structure as F˜µν and Fˆµν in Eq. (3.27) and (3.28), respectively. The bilinear ψ¯γ35σµνψ can be shown to
be equivalent to ψ¯γµψ, cf. Eq. (3.9). It also holds that ψ¯γ3/5σµνψ ∼ ψ¯γ5/3γµψ.
3.3.2 Quartic Operators





which obey the symmetries of the original Gross-Neveu action and have canonical mass dimension
[(ψ¯iΓXψi)(ψ¯jΓY ψj)] = 2d−2. In a next step, we analyze contributions with mass dimension 2d, i.e.,
quartic terms that include a contraction with a mass dimension 2 object. In principle, one could
also move to operators with higher mass dimension. But with increasing mass dimension our naive
expectation is that these operators become increasingly irrelevant for the IR behavior of the theory,
even near a non-Gaußian fixed point. Note that terms as captured by Eq. (3.38) are composed of
flavor singlets. Invariant sums of bilinears with off-diagonal flavor structure can be brought into
this singlet-singlet form by an appropriate Fierz transformation. The result is in general a sum
over several singlet-singlet contributions with different Lorentz structure. Since a discrete chiral
symmetry is less restrictive than continuous chiral symmetry, the number of allowed quartic terms
appears to be quite large. However, the requirement for invariance under the continuous U35(1)
symmetry remedies the situation somewhat. The allowed terms in the absence of a magnetic field





2 as well as the





2 where we have omitted all flavor
indices. Actually (ψ¯γ35γµψ)
2 and (ψ¯γ35σµνψ)













since they are simply linear combinations of the Dirac algebra basis elements. The remaining six
quartic terms are mutually independent. They parameterize the “Gross-Neveu theory space” with-
out an external magnetic field in the pointlike limit. It is interesting to note that a renormalization
group flow calculation in the pointlike limit does actually not make use of this full theory space, but
only reproduces the Gross-Neveu coupling in the derivative expansion. This might be accidental or
could point to a further hidden symmetry.
We now consider quartic fermionic terms that can be built by contracting once with qFµν or
qFµ. Due to the identities Eqs. (3.34)-(3.37), it is sufficient to consider contractions with qFµ only.






(ψ¯γ3ψ)(ψ¯γ5γµFµψ) + (ψ¯γ5ψ)(ψ¯γ3γµFµψ). (3.43)
Of course, a U35(1) invariant operator with fully contracted Lorentz indices squared is also compat-
ible with the Gross-Neveu symmetries, but has mass dimension larger or equal to 2d+2. One could
also consider functions of the invariant (qFµ)
2 times a bilinear squared. This, however, corresponds
to operators with arbitrarily high mass dimension. In Chap. 6 we show that starting from the naive
Gross-Neveu action Eq. (3.1), a term of the type Eq. (3.41) is indeed generated in an infinitesimal
renormalization group step.
Chapter 4
Gross-Neveu Universality and Chiral
Quantum Phase Transition
Our analysis of the three dimensional Gross-Neveu model is performed within the modern formula-
tion of the functional renormalization group. Employing a gradient expansion, we can immediately
access the fixed-point structure of the model and directly compute universal properties, such as
critical exponents. Fully analytic results for the fixed-point potential and all universal critical expo-
nents (within a given truncation) can be obtained in the so-called large-Nf limit, formally defined
by sending the number of fermion flavors to infinity.
As we mentioned at the end of Chap. 3, the Gross-Neveu Lagrangian includes a short-ranged
interaction vertex, which from the viewpoint of field theory renders the theory perturbatively non-
renormalizable. In seeking well defined continuum limits, i.e., true field theories, the requirement of
renormalizability can formally be verified and realized in perturbatively renormalizable theories in
a weak coupling expansion. Here, all free parameters of a model can be fixed to physical values and
the renormalized trajectory can be constructed order-by-order in a perturbative expansion. This
strategy can successfully be applied to theories that exist at least over a wide range of scales, but
still suffer from a maximum scale of UV extension, such as QED [54–57] or the standard model Higgs
sector [58–60]. If a theory is asymptotically free, i.e., if the point of vanishing coupling (Gaußian
fixed point) is a UV attractive fixed point, the perturbative construction can even be applied on all
scales, as in QCD. However, it has long been known that the conclusion about the perturbative non-
renormalizability in the case of the Gross-Neveu model in d = 3 is only an artifact of perturbative
quantization. By means of a Hubbard-Stratonovich transformation, the fermionic theory can be
partially bosonized1 such that an alternative expansion in terms of the inverse fermion flavor number
Nf can conveniently be formulated. The large-Nf expansion is thus built around the well understood
large-Nf limit. This expansion scheme turns out to be renormalizable to all orders, rather similar
to a small coupling expansion in a perturbatively renormalizable model [61–63]. This suggests the
1Here we speak of partial bosonization to emphasize the difference to fermionic models in 2-dimensional spacetime,
where bosonization refers to an equivalence of (local) fermionic and (nonlocal) bosonic operators.
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existence of an interacting Gross-Neveu model in d = 3, i.e., a model with an interacting continuum
limit. In the following we will reproduce these results with the functional renormalization group
and establish the Gross-Neveu model as a benchmark system for simple truncations. Indeed, one
may wonder whether this conclusion about the nonperturbative renormalizability of the model is
actually nontrivial after all: at a first glance the partially bosonized version of the Gross-Neveu
model appears to be identical to a Yukawa model. This in turn seems to suggest that the renor-
malizability in the large-Nf expansion may simply reflect the super-renormalizability of the d = 3
Yukawa model. In fact, four-fermi models in d = 4 are known to be related to Yukawa models near
the Gaußian fixed point [64, 65]. In the following, we will elucidate that this is, in fact, not the case
in 2 < d < 4. As we show below, also the renormalization group flow of the partially bosonized
formulation is controlled by a non-Gaußian fixed point. Similar observations have been made by
studying the scaling properties of corresponding lattice models toward the continuum limit [66, 67].
Renormalizability is often described as a seemingly technical cornerstone for the construction
of admissible models in particle physics. Renormalization fixes physical parameters of a model to
measured values of observable quantities. A prime physical meaning of renormalizability is the
capability of a model to provide an accurate description of a physical system over a wide range of
scales at which measurements can be performed. The set of physical parameters, say, couplings
or mass parameters etc., measured at different scales then define the renormalized trajectory in
theory space. If one demands for a specific model to provide a fundamental description of nature,
the model must be valid on all scales, in particular down to arbitrarily short-distance scales. The
renormalized trajectory then must exist on all scales without developing singularities. As already
hinted to above, renormalizability is by no means bound to a perturbative construction. Even though
reliable nonperturbative information might be difficult to obtain, the concept of renormalizability
and the existence of a renormalized trajectory on all scales can be formulated rather generally within
Weinberg’s asymptotic safety scenario [6]. Loosely speaking, asymptotic safety is the generalization
of asymptotic freedom at the Gaußian fixed point to the case of a non-Gaußian fixed point. As a
fixed point of the renormalization group by construction defines a point in parameter space where
the system becomes scale invariant, renormalization group trajectories that hit the fixed point
toward the ultraviolet (UV) can be extended to arbitrarily high energy/momentum scales, thereby
defining a fundamental theory, for reviews see [7, 8, 68–70]. All renormalization group trajectories
that would evolve into the fixed point as the renormalization scale is increased toward the UV span
the so-called critical surface2. The dimension of the critical surface is simply given by the number3
of IR relevant directions in theory space. If a theory lives on this hypersurface of fundamental
theories (that is, with a well defined continuum limit), the values of all couplings describing IR
irrelevant directions in theory space are fixed by the trajectory.
2Not to be confused with the critical manifold, which will appear shortly.
3In the case of quantum gravity, obtained by functionally quantizing an Einstein-Hilbert action, the dimension of
the critical surface was found to be 2 and increases only slightly in larger truncations.
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As fermionic models occur in many circumstances, for example as effective models for the many-
body physics of strongly correlated electron systems and low-energy descriptions of QCD, our anal-
ysis of the microscopic completeness of the Gross-Neveu model also provides a lesson for the func-
tional renormalization group treatment of such systems. Of course, model studies of fermionic
systems conventionally aim at long-range IR phenomena instead of short-distance UV behavior.
As will be detailed below, the non-Gaußian fixed-point facilitating microscopic completeness in the
Gross-Neveu model at the same time serves as a quantum critical point associated with a 2nd or-
der quantum phase transition toward a phase with broken discrete chiral symmetry. This phase
transition has been studied already with a variety of techniques [66, 67, 74–81].
This point of view is strongly motivated by the explicit construction of a nontrivial continuum
limit of a given quantum field theory and thus focuses on a special set of renormalization group
trajectories. Yet, from a statistical physics/condensed matter point of view, which we alluded to in
the introduction Chap. 1, it is perhaps more natural to argue in reverse. The continuum limit exists
due to a 2nd order quantum phase transition in a microscopic model. The microscopic system and
the quantum field theory differ in IR irrelevant directions. However, when the microscopic lattice
model is tuned exactly to criticality, it will approach the non-Gaußian fixed point as the flow evolves
toward the IR. A trajectory traced out by the model now lives on the critical manifold, i.e., the
basin of IR attraction. In this sense, all universal properties of the lattice model can be extracted
from the quantum field theory. Coming from a lattice model, there is, of course, no such thing as a
fundamental theory extending beyond the scales set by the lattice spacing. From a more pragmatic,
field theoretic perspective, any continuum model that shares the same universality class as defined
by a fixed point of an underlying (possibly, more fundamental) theory, will yield a good description
of the universal long-distance behavior of the deeper theory.
Our investigation of Gross-Neveu universality will start with the large-Nf limit in Sect. 4.1 after
partial bosonization. There we will obtain a first glance at the chiral quantum phase transition,
manifesting itself as a finite chiral condensate in the ground-state of the theory. It will also allow
us to shed some light on the relation to three-dimensional Yukawa theories through the composite
character of the bosonic field. In Sect. 4.2 we will analyze the beta function of the four-fermion
vertex in the pointlike limit. Moving to Sect. 4.3 we incorporate an effective momentum dependence
of the four-fermion vertex in the flow equations and show how corrections beyond the mean-field
approximation can be systematically taken into account. Equipped with this improved truncation,
we briefly investigate IR properties of both the broken and the symmetric ground-state in Sect. 4.4.
Finally, in Sect. 4.5 we analyze the fixed-point structure obtained from the bosonized truncation
and make contact with mean-field and 1/Nf results.
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4.1 Mean-Field Theory and 1/Nf-Expansion
To begin our analysis of the Gross-Neveu model, we will first study its large-Nf limit, where many
results become analytically available. For the Gross-Neveu model, chiral symmetry breaking is
known to occur in this limit. The dynamical symmetry breaking induced by fermionic quantum
fluctuations corresponds to a quantum phase transition, i.e., a phase transition occuring at zero
temperature. In such a transition, the ground-state of the system is restructured. The fermionic
single-particle spectrum obtains a gap, as illustrated schematically in Fig. 4.2. To observe the
transition, the Gross-Neveu model needs to be tuned to criticality. In fact, the breaking of chiral






where Z is the generating functional for ground state correlation functions evaluated at vanishing


















Dynamical symmetry breaking and the formation of a fermion condensate in the Gross-Neveu model
can conveniently be studied by introducing an auxiliary bosonic field σ into the functional integral
Eq. (4.1). Formulations of the Gross-Neveu model using partial bosonization can be employed to
study various aspects such as its ground-state phase structure and its phase diagram at finite tem-
perature and chemical potential [85–93]. Formally, we introduce this auxiliary field by multiplying

























which is known as a Hubbard-Stratonovich transformation [94, 95]. The judiciously chosen shift
in the integration variable precisely cancels the four-fermion term in the original fermionic action.
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Figure 4.1: Diagrammatic representation of the Hubbard-Stratonovich decoupling, Eq. (4.3). The interac-
tion between fermions is replaced by a boson exchange process.
where the partially bosonized action of the Gross-Neveu model reads as















The functional integral now includes integration measures for both fermionic and bosonic fields.
As the auxiliary bosonic field only occurs quadratically in the action, it can be integrated out
again. On the level of the action, this corresponds to replacing the bosonic field by its equation
of motion, Nfm¯
2σ = −ih¯∑Nfj=1 ψ¯jψj . The action then reduces to the original Gross-Neveu action.
The prefactor m¯2 = h¯
2
g¯
is understood as the bosonic mass. From the viewpoint of the Hubbard-
Stratonovich transformation, the Yukawa coupling h¯ is redundant as it can be scaled into the σ
field. Only the ratio h¯2/m¯2 has a physical meaning. In our formulation, the Yukawa coupling h¯
is implicitly understood to carry mass dimension [h¯] = 4−d
2
in order to deal with an auxiliary field
with mass dimension [σ] = d−2
2
. The mixed action Eq. (4.5) now contains only terms of order
Nf . Under a discrete chiral transformation Eq. (3.20) the σ field transforms as σ 7→ −σ. From a
phenomenological point of view σ can be considered as a bound state of fermions, σ ∼ ψ¯ψ. Thus, the
ground-state expectation value of σ is a proper order parameter for chiral symmetry breaking. Due
to the Hubbard-Stratonovich transformation, the Nf fermion flavors enter only bilinearly and can
be integrated out from the corresponding functional integral. The fermion determinant is equivalent












where Tr( · ) denotes a functional trace.
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Derivation of the Mean-Field Phase Diagram
Since all the different flavors couple to the flavor-singlet σ in the same way, each flavor sector pro-
duces the same contribution to the bosonic action. With σ being a proper quantum field depending
on spacetime coordinates, the fermionic trace-log is a highly nonlocal object and practically im-
possible to study analytically for arbitrary field configurations. Classical solutions of the action






correspond to the mean-field approximation. This neglects quantum fluctuations of the bosonic
field completely. To solve Eq. (4.7) for a general σ(x) still poses a formidable task. If we restrict
ourselves to homogeneous mean-field configurations σ = 〈σ〉 ≡ const., where within the mean-field





Here, U(σ) is the effective potential. In fact, in d = 2 inhomogeneous condensates have been
identified in some parts of the phase diagram at finite temperature and large values of the chemical
potential [89]. The status of inhomogeneous mean-field solutions for higher-dimensional fermionic
models is subject to ongoing work, see e. g. [96, 97]. A homogeneous ground state σ0 = const. is
















. Apparently this equation has a trivial solution, σ0 = 0. Moreover, nontrivial
solutions for σ0 can be found for suitably adjusted values of the four-fermion coupling g¯ = h¯
2/m¯2.
Since in d = 3 (d = 4) the right-hand side of Eq. (4.9) is linearly (quadratically) divergent, we











Thus, the fermions acquire a nonzero mass due to the spontaneous breakdown of chiral symmetry,
provided we choose m¯2/h¯2 < 2Λ/pi2. In terms of the four-fermion coupling, we can read off a critical
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Figure 4.2: Plots of the bosonic effective potential Eq. (4.12) (as a function of h¯σ) and schematic represen-
tation of the quantum phase transition on the level the fermionic single-particle spectrum. For subcritical
values, the system resides in the chirally symmetric phase and only trivial minima in the effective potential
occur associated with massless fermions (left). As the coupling exceeds its critical value, the chiral sym-
metry is broken dynamically and the fermions become massive with m¯f (right). The spectrum is changed
from linear dispersion E = ±|p| (left) defining a Dirac cone to E = ±
√
p2 + m¯2f , defining a hyperboloid
(right).
From the viewpoint of the partially bosonized theory, we find that the Yukawa coupling and the
boson mass are not independent parameters. For a fixed ratio h¯2/m¯2 > g¯c the IR physics remains
unchanged. Thus, the purely bosonic description of the theory in this approximation depends only
on a single parameter.


























see Fig. 4.2 for a plot in both the symmetric and the broken phase. The scheme dependence
is actually “hidden” in m¯f . Keeping m¯f fixed (since it is a physical observable), our particular




such that for different choices of Λ, we need to tune the bare parameter g(Λ) in order to keep the
dynamically generated fermion mass m¯f unaffected. Of course, using a regulator for only the spatial
momentum integrations, these results remain unchanged [98].
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Induced Bosonic Propagator
The fermionic loop, constituting the leading order contribution to the bosonic effective action in










where we assumed a symmetry broken ground state, i.e., m¯f 6= 0 and p2 = p20+ · · ·+ p2d−1 ≡ p20+p2,
with p = (px, py) denoting spatial momenta. Obviously, in the broken phase, the bosonic mass is





→ 0, we obtain the asymptotic behavior
G−1σ (p) ∝ p2, (4.14)












Thus Eq. (4.14) yields for the bosonic anomalous dimensions the large-Nf value ησ = 0 in the broken
phase. The result Eq. (4.15) as it stands is only valid at the critical point, since m¯f 6= 0 is essential
for the derivation of Eq. (4.13). Nevertheless, ησ = 1 is valid in the entire symmetric phase, as can
be inferred purely from dimensional analysis of the fermion loop for vanishing mass.






As a side remark, we would like to mention that the bosonic mass as extracted from the pole of
the propagator Eq. (4.13) and the definition of the mass in a derivative expansion, i.e., Z−1σ U
′′(σ)
(discussed in detail in Sect. 4.3 and Sect. 4.4), do not coincide, even at the level of the large-Nf
limit. This can easily be shown by obtaining Zσ = lim√p2→0 12d∆pG−1σ (p) (cf. Appendix A.4) from
Eq. (4.13) and taking the appropriate derivatives in Eq. (4.12) evaluated at the respective minimum.
We find m¯ ≡ Z−1σ U ′′(σ) =
√
3m¯f .
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Corrections to Critical Exponents in 1/Nf-Expansion
The critical exponents characterizing the quantum phase transition of the model (in d = 3), have
been computed to order 1/Nf in e.g. [66]
ν = 1 +
8
3Nfpi2
, δ = 2 +
8
Nfpi
, β = 1, γ = 1 +
8
Nfpi






Notation follows standard convention, where ν describes the divergence of the correlation length
as the critical point is approached, δ the response of the order parameter to an external source, β
describes the scaling of the order parameter with the detuning from the critical point, γ gives the
divergence of the order parameter susceptibility and ησ is the bosonic, while ηψ is the fermionic
anomalous dimension. These exponents indeed satisfy the following hyperscaling relations [66, 100]
2β + γ = dν, 2βδ − γ = dν, β = 1
2
ν(d− 2 + ησ), γ = ν(2 − ησ). (4.18)
One can infer from these equations, that only two of these exponents are independent. From [101–
103] we get the values of ν, ησ and ηψ to order 1/N
2
f



























In [75], ηψ was even given to order 1/N
3
f .
Some comments are in order on the chiral quantum phase transition discussed here in terms of
a 1/Nf-expansion. Obviously, the critical exponents depend on the number of fermion flavors. So
for each different flavor realization, we expect a different universality class. Even in the large-Nf
limit, the critical exponents do not yield O(1) (mean-field) exponents, as one might have expected
from a naive guess for the effective action controlling the order parameter field σ. These findings
indicate, that a Hertz-Millis approach [9–11] fails due to the presence of massless fermionic degrees
of freedom. The fermions are a relevant part of the critical theory. The failure of Hertz-Millis can
also be inferred from expanding the fermionic Tr ln( · ) in Eq. (4.6) – for massless fermions a highly
nonlocal object – which yields IR singularities in the induced bosonic vertices.
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4.2 Local Fermionic Truncation
We begin with a discussion of the fixed-point structure of the Gross-Neveu model as it becomes
apparent already in a very elementary approximation within a purely fermionic description. Let us
















where we allowed for a wave-function renormalization Zψ,k in the standard kinetic term for Dirac
fermions, and both Zψ,k and g¯k depend on the renormalization group scale k, as indicated by
the respective subscripts. The regularized fermionic propagator is thus given in momentum space
representation by
G+k (p, p












The argument of the regulator shape function rF (y) indicates we are employing so-called spectrally
adjusted regulators [40]. The simple ansatz Eq. (4.22) can be viewed as a derivative expansion of
the effective action, with the leading order defined by Zψ,k = const. This expansion can, in fact,
be associated with a potentially small expansion parameter in terms of the anomalous dimension
ηψ,k = −∂t lnZψ,k. Consequently, a running wave-function renormalization corresponds to a next-
to-leading order derivative expansion. Put differently, the wave-function renormalization or its
associated anomalous dimension captures the IR asymptotics of the momentum-dependent vertices.
In the limit k → 0, we can for example identify the dependence on the renormalization group scale k
in the flowing propagator with its momentum dependence, i.e., k '
√














where in the second line we assumed the anomalous dimension ηψ,k to be approximately constant
4
during the flow. The initial condition for the wave-function renormalization is Zψ,Λ = 1, such that
4Typically, ηψ,k will not be constant for k ∈ [0,Λ], but in a smaller interval k ∈ [0,Λ′], Λ′ < Λ. Splitting the
integration over the two intervals yields an additional prefactor in Eq. (4.24).
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Figure 4.3: Diagrammatic representation of the beta function Eqs. (4.27), (4.32). The ∂˜t derivative gener-
ates regulator insertions in the diagrams, see Appendix A.5.
the kinetic term is normalized at the ultraviolet scale Λ. With these identifications, the fermionic









Aside from higher derivative operators, further interaction channels on the four-fermi level and
higher-order interactions compatible with the symmetries discussed in Chap. 3 can be taken into
account. The role of such interactions will be discussed below.
Large-Nf Fixed-Point Structure
Let us start with an analysis of the fixed-point structure in the large-Nf limit. Inserting the ansatz
Eq. (4.22) into the flow equation Eq. (2.27) (with an empty bosonic sector), the flow of the dimen-










∂tgk = (d− 2 + 2ηψ,k)gk − 4dγvd lF1 (0) g2k, (4.27)
where v−1d = 2
d+1pid/2Γ(d/2). Here, we projected the full flow equation straightforwardly onto the
pointlike limit of the Gross-Neveu coupling. Interestingly, in the pointlike approximation, the flow
equation is closed and no further four-fermi couplings are generated (while in principle being allowed
by symmetry following our analysis in Chap. 3). See Fig. 4.3 for a diagrammatic representation of
the beta function. Contributions from further – possibly fluctuation-induced – interaction channels
as well as dependences on the Fierz basis [82–84] have been ignored for the sake of simplicity. The
constant lF1 (0) (see Appendix A.5) depends on the choice of the regulator and parameterizes the
regulator scheme dependence of the renormalization group flow. For instance, for a Litim regulator
of the form [47–49]
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we have lF1 (0) = 2/d. Alternatively, for a sharp cutoff, we find l
F
1 (0) = 1.
Apart from the Gaußian fixed point we find a second, albeit nontrivial fixed point for the coupling
gk, which is implicitly given by
g∗ =
d− 2 + 2 ηψ,∗
4dγvd lF1 (0)
, (4.29)
and the fermionic anomalous dimension ηψ,∗ in principle depends on g∗. By virtue of chiral symmetry
in the massless case and in the pointlike approximation, it can be shown that ηψ,k ≡ 0. At next-to-


















for the sharp cutoff. We find, that within the same cutoff scheme, the large-Nf beta function
reproduces the same value for the critical coupling as in the mean-field approach, cf. Eq. (4.11).
The regulator dependence of the fixed-point value exemplifies the nonuniversality of this quantity.
Nevertheless, the existence of the fixed point is a universal statement, as the regulator-dependent
constant lF1 (0) is a positive number for any regulator. In Fig. 4.4, we show a sketch of βgk = ∂tgk.
The arrows indicate the direction of the flow toward the infrared. The theory becomes trivial
(noninteracting) in the infrared regime for initial values gΛ < g∗. Choosing gΛ > g∗, the four-fermion
coupling increases rapidly toward the infrared and diverges eventually. The divergence of gk at a
finite renormalization group scale actually can be associated with the onset of chiral symmetry
breaking and the formation of a chiral condensate, reflecting the quantum phase transition. This
becomes more obvious in the bosonic formulation, which is discussed below in greater detail.
Fixed-Point Structure for Finite Nf
For finite Nf , the beta function of the scalar-scalar Gross-Neveu interaction is modified to














d− 2 + 2 ηψ,∗
4vd lF1 (0)
. (4.33)
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Statements about the existence of the fixed point remain valid for Nf ≥ 1. As Nf assumes smaller
values, the position of the fixed point shifts to the right on the gk-axis. Eq. (4.33) suggests something
interesting could happen forNf =
1
2
. Since we are working with the direct sum of two two-component
Weyl fermions, we can formally translate (Nf =
1
2
, dγ = 4) to a single Weyl fermion, specified by
(Nf = 1, dγ = 2). Chiral symmetry breaking is replaced by a parity breaking mechanism. Such a
Weyl Gross-Neveu model was discussed in [80]. There, the non-Gaußian fixed point can no longer be
found in the symmetric regime of the flow. Instead, it is shifted into the broken regime, reminiscent
of a bosonic Wilson-Fisher fixed point. A partially bosonized description is then compulsory.
In fact, the scale for a given IR observable O is set by the scale kc at which 1/gk → 0:
O ∼ k[O]c , (4.34)
where [O] is the mass dimension of the observable O. For gΛ < g∗, the coupling never diverges but
approaches zero. For gΛ > g∗, we find
kc ∝ Λ





by integrating the beta function from k = Λ to k = kc and linearizing around g∗. The critical










Relation (4.35) roughly determines how a given IR observable scales when the initial coupling gΛ is
varied.
As the initial condition gΛ being larger or smaller than g∗ distinguishes between two different
phases in the long-distance limit, the fixed point g∗ can be viewed as a quantum critical point
which divides the model into two physically different regimes. In our simple fermionic truncation
with only one coupling, the stability matrix boils down to a number, already represented by the
critical exponent of the coupling direction in this one-dimensional theory space, see Eq. (4.36). At
leading and next-to-leading order derivative expansion, where ηψ,k ≡ 0, the critical exponent is
positive for all d > 2, such that the Gross-Neveu coupling corresponds to a relevant coupling in the
renormalization group sense, being attracted by the non-Gaußian fixed point toward the UV.
Looking through Asymptotic Safety Goggles
In this simple truncation, this suggests that the Gross-Neveu model can be renormalized and ex-
tended as a fundamental theory over all scales on renormalization group trajectories that emanate
from the non-Gaußian fixed point. As there is only one relevant direction, only one physical param-
eter has to be fixed, say the value of the coupling at a UV scale, gΛ, in order to predict all physical
4.2. Local Fermionic Truncation 43
Figure 4.4: Sketch of the beta function of the four-fermion coupling. For gk ≥ g∗ the infrared regime of the
Gross-Neveu model is governed by chiral symmetry breaking (diverging fermionic interaction gk → ∞).
For gk < g∗ the model becomes a trivial (noninteracting) theory gk → 0 in the infrared.
quantities in the long-distance limit, assuming that we follow a trajectory on the critical surface. In
this simple truncation, the picture of a critical surface is a bit obscured, since no further irrelevant
directions appear. The interplay of critical surface and critical manifold will become apparent once
we move to a partially bosonized truncation.
It is instructive to compare these conclusions within the asymptotic safety language with stan-






= 2− d, (4.37)
in agreement with (minus) the naive power-counting dimension of the coupling. At leading-order
derivative expansion ηψ,k = 0 and for d > 2, the critical exponent is negative and the fixed point
thus infrared attractive5. A UV limit Λ → ∞ can only be taken if the renormalization group
trajectory emanates from the fixed point, but then the theory would be noninteracting on all
scales and therefore “trivial”. Within perturbation theory, the conclusion is that the Gross-Neveu
model is perturbatively nonrenormalizable. Note that this conclusion remains unchanged also if
the anomalous dimension is taken into account: within perturbation theory, ηψ,k = O(g2), such
that ηψ,∗ = 0 at the Gaußian fixed point, implying that standard power-counting can only be
modified logarithmically. Let us conclude with a word of caution on the derivative expansion in
the purely fermionic truncation: in this simple approximation, the fixed-point seems to exist with
similar properties in any dimension d > 2, in particular also in d = 4 and beyond. This conclusion
will change, once composite bosonic degrees of freedom are taken into account. Fluctuations of the
latter which are formed by fermionic interactions will remove the fixed point in the Gross-Neveu
model for d ≥ 4 such that no asymptotic safety scenario appears to exist for d ≥ 4 in this model. In
5For d = 2− ε with ε 1, the Gaußian fixed point turns UV attractive and the model is rendered asymptotically
free [12].
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the fermionic language, the bosonic degrees of freedom correspond to specific nonlocal interactions
or momentum structures in the fermionic vertices. These are not properly resolved in a derivative
expansion. As d = 4 is a marginal case, the conclusions for fermionic theories in d = 4 may depend
on the details of the interaction and the algebraic structure of a given model; for instance, an
asymptotic safety scenario in a standard-model-inspired field theory has been discussed in [71].
4.3 Local Boson-Fermion Truncation
Let us now discuss the fixed-point structure of the partially bosonized theory. A partially bosonized
description of the theory is appealing from a field-theoretical point of view, as it also forms the basis
for the expansion in 1/Nf for a large number of flavors. In addition, it allows us to systematically
resolve parts of the momentum dependence of the vertices by means of a derivative expansion.
As we shall see below, these two expansion schemes are not identical and should therefore not be
confused with each other. For our study we employ the following ansatz for the effective action:
















Zψ,kψ¯j i/∂ψj + ih¯kψ¯jσψj
}
, (4.38)
where we allow all couplings and wave-function renormalizations Zσ,ψ, Zψ,k to be scale dependent.
The contribution Uk(σ) is a flowing effective potential. In the following, we refer to an ansatz of
the form Eq. (4.38) as an LPA′ truncation. Pure LPA truncations neglect wave-function renor-
malizations, and typically also discard the nontrivial running of the Yukawa vertex. The effective
potential Uk(σ) contains the scale dependent bosonic mass m¯k, as well as self-interaction vertices of
the bosonic sector. Conventionally, the effective potential is expressed as a function of the invariant
ρ¯ = 1
2
σ2, which here reflects the discrete Z2 symmetry of the microscopic model. The effective action
Eq. (4.38) can be regarded as the action of a three-dimensional chiral Yukawa system. Analogous
















respectively. The kinetic term of the boson field adds a new aspect: it corresponds to a specific
momentum dependence in the scalar channel of the four-fermion coupling. As we shall see below,
this term and the associated wave-function renormalization receive contributions to leading order
in the large-Nf approximation. The large-Nf flow corresponds to the choice
Zσ,k→Λ → 0 , ∂tZσ,k 6= 0 ,
Zψ,k→Λ ≡ 1 , ∂tZψ,k ≡ 0 . (4.40)
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This exemplifies the difference between large-Nf and derivative expansion, as with this choice we
include next-to-leading order corrections in terms of a derivative expansion in the bosonic sector
but treat the fermionic sector in the leading-order approximation. The vanishing bosonic wave-
function renormalization at the UV scale Λ incorporates the compositeness of the σ field. At high
energy/momentum scales, the bosonic field is purely auxiliary and does not propagate. As we
saw in Sect. 4.1, fermionic fluctuations will induce a kinetic term. From our ansatz Eq. (4.38) we
see that a nonzero homogeneous expectation value for ih¯σ plays the role of a mass term for the
fermions. By expanding the effective action about the homogeneous background σ we anticipate
that condensation occurs only in the homogeneous channel. The quantum Yukawa model is matched
to the fermionic Gross-Neveu model by a suitable choice of initial conditions for Γk[{ψ¯j}, {ψj}, σ]
at the UV scale k = Λ. This correspondence is established by the choice
Zσ,k→Λ  1 , Zψ,k→Λ → 1 , Uk→Λ(ρ) = m¯2k→Λρ. (4.41)
Thus, the renormalized boson mass Z
− 1
2
σ,k m¯k at the UV cutoff Λ becomes much larger than Λ and






compositeness condition for the bosonic formulation can be considered as a locality condition at
the UV scale for the four-fermion coupling gk in the purely fermionic formulation of the model. We
will see later in Sect. 4.3, especially Fig. 4.7, that this condition can equivalently be realized with a
sufficiently large initial value of the Yukawa vertex. The flow equations for the effective potential as
well as the Yukawa vertex and the anomalous dimensions are obtained from the ansatz Eq. (4.38)
by the projection rules summarized in Appendix A.4. It is conventional and convenient to formulate












We then obtain the flow equations for the effective potential expressed as a function of the dimen-
sionless renormalized invariant ρ
∂tuk(ρ) = −duk(ρ) + (d− 2 + ησ,k)u′k(ρ)ρ










46 Chapter 4. Gross-Neveu Universality and Chiral Quantum Phase Transition
and the flow equation describing the running of the Yukawa vertex in the pointlike limit
∂th
2































k(ρ)] |ρ=κk ; ηψ,k, ησ,k). (4.45)


































k(ρ)] |ρ=κk ; ηψ,k, ησ,k). (4.47)
The threshold functions in Eqs. (4.44) and (4.45)-(4.48) depend on the details of the regulator
and are given in Appendix A.5. These functions essentially describe the threshold behavior of
regularized 1PI diagrams. This set of flow equations was obtained already in [80, 81]. There,
however, the contributions proportional to the Yukawa coupling arising in the broken regime were
not included. These contributions were, however, already considered in [72]. The terms 2h2kρ
and u′k(ρ) + 2ρu
′′
k(ρ) entering the threshold functions renormalizeing the effective potential can be
considered as “off-shell” mass terms for fermions and bosons, respectively. The remaining equations
are evaluated “on-shell”, at the minimum of the effective potential, denoted by κk.




uk|ρ=κk != 0. One obtains















Our computations are performed with an optimized regulator [47–49], for the fermionic fields see
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Figure 4.5: Diagrammatic representation of the beta functions contained in the truncation Eq. (4.38). Black
blobs denote the Yukawa vertex, solid and dashed lines regularized fermionic and bosonic propagators,
respectively. Gray triangles denote bosonic self-interactions ∝ U ′′′k (σ)|σ=σ0,k (cf. Appendix A.4), which
contribute only in the broken regime of the flow. The ∂˜t derivative generates regulator insertions in the
diagrams, see Appendix A.5.
Actually, Eq. (4.42) is to be understood as a partial differential equation (PDE) for the function
uk(ρ) in the variables t (or alternatively k) and ρ. We comment on the full solution of this PDE in
the Gross-Neveu case (at finite temperature) in Chap. 5. In [80], the full PDE coupled to the “on-
shell” differential equations Eqs. (4.45)-(4.48) was used to obtain critical exponents directly from
flows in the fixed-point regime. In the Sect. 4.5, the critical exponents will be obtained directly
from the linearized flow in the vicinity of the zeroes of the beta functions given above.
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Figure 4.6: Left panel: bosonic anomalous dimension ησ,k as a function of the logarithmic renormalization
group scale t for flavor numbers Nf = 1, 2, 4 in the broken phase. To evaluate the flow, we used the
parameters tIR = −10, Λ = 100 a.u., hΛ = 18.0 and mΛ ≡ λ2,Λ = 1.025, 1.294, 1.423. Here and throughout
this thesis, a.u. refers to “arbitrary unit” of mass dimension 1. The large value of the initial Yukawa
coupling helps realizing the compositeness condition Eq. (4.41), which is equivalent to λ2,Λ  1. This
immediately leads to the large initial values ησ,Λ & 2. The dashed red curves describe the flow in the
symmetric regime, while the solid red curves fall into the broken regime. Right panel: bosonic anomalous
dimension in the symmetric phase. We tuned the initial conditions from the flows in the broken phase to
mΛ = 1.125, 1.394, 1.523.
4.4 Vacuum Infrared Properties
Before we turn to an in-depth analysis of the fixed-point structure and the flavor dependence of
the Gross-Neveu critical exponents probing the UV region of the model, we shall evaluate the flows
Eqs. (4.44)-(4.48) for specific initial conditions fulfilling Eq. (4.41) and investigate the IR properties
as obtained from the renormalization-group evolution. From the mean-field picture Sect. 4.1 and
the behavior of the beta function of the Gross-Neveu coupling gk, we infer the existence of at least
two regions in the space of all couplings captured by our truncation. For suitable initial conditions,
symmetry breaking will occur and the flowing minimum κk will evolve to a nonzero value and we
observe a phase with massive Dirac fermions. Choosing initial conditions such that no symmetry
breaking is induced by quantum fluctuations will leave us with a gas of massless Dirac fermions.
IR Parameterization and Symmetry Breaking: Integrating the Flow toward the IR
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k(ρ)] |ρ=κk being the
dimensionless renormalized “on-shell” mass of the σ field, we find for κk = 0
m¯2k
Zσ,kk2
= [u′k(ρ) + 2ρu
′′
k(ρ)] |ρ=κk=0 = λ2,k. (4.52)
Higher coefficients for n > 2 describe the couplings of bosonic self-interaction operators in the









In the broken regime of the flow, the potential will be parametrized in a manner so as to incorporate







The dimensionless renormalized bosonic mass then becomes
[u′k(ρ) + 2ρu
′′
k(ρ)] |ρ=κk 6=0 = 2κkλ4,k. (4.55)
Since in any case the flow is initialized for high momentum scales in the symmetric regime, the
dimensionless renormalized fermion mass 2h2kκk vanishes for k ' Λ.
The scale dependence of the anomalous dimension ησ,k is shown in Fig. 4.6 for different flavor
realizations of the Gross-Neveu theory. While the fermionic anomalous dimension always evolves
to zero, corresponding to a canonical kinetic term for the fermion fields, the bosonic anomalous
dimension obeys ησ,k → 1 as k → 0 in the symmetric phase. In the large-Nf limit, this result was
anticipated by the IR asymptotic form of the induced bosonic propagator, cf. Eq. (4.15). In the
broken phase, ησ,k → 0 as k → 0, see Fig 4.6, as expected from Eq. (4.14). The dips ησ,k < 0 shortly
after the symmetry-breaking scale in the broken phase occurred for all initial values considered, but
did not seem to affect the flow in any pathological manner. This proves our ansatz Eq. (4.38) is
capable of properly describing the low-energy sector of the Gross-Neveu model. Furthermore, we
observe that for small momenta, the momentum structure of the propagator is impervious to the
specific choice of Nf .
Boson vs. Fermion Mass
For initial conditions that induce symmetry breaking at a critical scale kc, the renormalization
group evolution is computed first with the flow equations for κk = 0. At the critical scale, which in
the bosonized scheme is identified by λ2,k=kc = 0, the parameterization of the potential has to be
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nmax 2 3 4 5 6 7 8 9 10
m¯
m¯f
2.17096 2.38508 1.95631 1.94366 1.94291 1.94291 1.94307 1.94307 1.94304
m¯
m¯f
2.09115 1.77326 1.86327 1.84337 1.84802 1.84697 1.84721 1.84716 1.84717
Table 4.1: Truncation dependence of the mass ratio limNf→∞
m¯
m¯f
in the large-Nf limit for two different
initial conditions. For nmax > 7, the result of the numerical integration has pretty much converged. The





3) within a derivative expansion is about 10%
for hΛ = 18.0, mΛ ≡ λ2,Λ = 1.54 (first row) and 6% for hΛ = 6.0, mΛ ≡ λ2,Λ = 0.80 (second row). In both
cases we used tIR = −10 and Λ = 100 a.u. for the UV cutoff. The first set of initial conditions ensures
m¯f ' 1 a.u., while the second is tuned to m¯f ' 5 a.u..
changed from Eq. (4.51) to Eq. (4.54). Accordingly, upon entering the broken phase with κk 6= 0, the
flows for hk and ησ,k receive additional contributions due to the coupling of the bosonic fluctuations
to the homogeneous background formed by the chiral condensate. Off criticality, fermionic and
bosonic mass are interrelated, as we have seen from the pole structure of the large-Nf propagator.
For Nf → ∞, within a derivative expansion we should obtain m¯m¯f =
√
3, see Sect. 4.1. Here, the


















where the prefactor k restores the proper mass dimension. The IR scale kIR is typically chosen as
kIR = Λe
tIR , tIR = −10. This suffices to ensure for the given initial conditions a “freeze-out” of the
renormalization group flow in all dimensionful quantities. In Table 4.1, we show the convergence
properties of the mass ratio with increasing order of the polynomial truncation in the large-Nf limit
for two different initial conditions. Table 4.1 also demonstrates the sensitivity of the ratio to initial
conditions. The deviation from the result as obtained from large-Nf results within a derivative
expansion is 10% and 6%, respectively. The mass ratio is obviously equivalent to a relation between









The dependence of the mass ratio m¯
m¯f
on flavor number is given in Table 4.2 for nmax = 10.
Clearly, including fluctuations beyond infinite flavor number reduces the bosonic mass relative to
the dynamically generated fermion mass. The decrease of the mass ratio with smaller Nf can be
read as an increasingly stable bound state. We would like to stress that the mass definition in
a derivative expansion leads to a different value of the pole mass ratio as extracted from the full
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Nf 1 2 4 6 8 10 20 30 40
m¯
m¯f
1.16146 1.50483 1.70918 1.7762 1.81725 1.84816 1.92522 1.93985 1.93732
m¯
m¯f
1.12136 1.45273 1.6327 1.69795 1.7395 1.7709 1.83239 1.83538 1.82954
Table 4.2: Flavor dependence of the mass ratio m¯m¯f in a σ
20 ∝ ρ10 truncation (nmax = 10). The mass ratio
roughly saturates for Nf & 20 and slowly approaches its Nf →∞ value. We took the data for two different
sets of initial conditions, such that m¯f ' 1 a.u. (first row) and m¯f ' 5 a.u. (second row). In both cases we
used tIR = −10 and Λ = 100 a.u. for the UV cutoff. The mass ratio turns out to be rather sensitive to the
choice of initial conditions.
propagator Eq. (4.13). The sensitivity of the mass ratio to initial conditions might be related to the
polynomial approximation of the effective potential, which at the mean-field level behaves as ρ3/2.
4.5 Fixed Point Structure and GN3 Universality Classes
Finally, we are going to investigate the flavor dependent Gross-Neveu universality classes in the
partially bosonized language. Drawing on our results from Sect. 4.2, we anticipate that a possible
non-Gaußian fixed point occurs in the symmetric regime. Therefore, we only need to study the
renormalization group flow in the symmetric regime with vanishing vacuum expectation value for
the σ field, i.e., κk ≡ 0. The flow equation for the dimensionless effective potential is given by
Eq. (4.44). As before, we directly project onto the (dimensionless) bosonic mass parameter λ2,k and
the higher-order bosonic couplings λ2n,k.


























1,2 (0, λ2,k; ηψ,k, ησ,k) , . (4.61)
Large-Nf Fixed-Point Structure, Analytic Results
As we found a chiral quantum phase transition in the limit of infinite flavor number, it is worthwhile
to study the fixed-point structure on the basis of the renormalization group flow in the same limit.
This will at the same time provide a connection to the nonperturbative renormalizability of the
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Figure 4.7: Left panel: leading-order RG flow in the 1/Nf expansion for the partially bosonized Gross-
Neveu model in the (h2k, λ2,k) plane. The red line denotes the critical manifold of points drawn into the
fixed point toward the infrared, at the same time acting as a separatrix for symmetry-breaking (RI) and
symmetric initial conditions (RII). The blue line depicts the critical surface attracting the flow toward the
IR. The critical surface contains all trajectories that emanate from the non-Gaußian fixed point (NG-FP)
in the UV; its dimensionality equals the number of relevant directions and thus the number of physical
parameters to be fixed. The red dots denote the Gaußian Yukawa fixed point (GY-FP) and the non-
Gaußian fixed point, respectively. The arrows indicate the direction of flow toward the infrared. Right
panel: leading-order RG flow in the 1/Nf expansion for the partially bosonized Gross-Neveu model in the
(h2k, λ2,k) plane, additionally showing the analytic continuation in spacetime dimension d. Blue blobs show
the limit d → 4, while green blobs indicate d → 2 + . Approaching d = 4 from below yields a critical
manifold with finite slope in the (h2k, λ2,k) plane. Approaching d = 2 from above still yields a non-Gaußian
fixed point. For d→ 2− , one would arrive at an asymptotically free theory [12].
Gross-Neveu model beyond d = 2, which has been proved to all orders in the 1/Nf expansion. Our
set of flow equations for the partially bosonized Gross-Neveu model reduces to
∂tuk(ρ) = −duk + (d− 2 + ησ,k)u′k(ρ)ρ− 2dγvd l(F )d0 (2h2kρ; ηψ), (4.62)
∂th
2






4 (0; ηψ,k) , (4.64)
ηψ,k = 0. (4.65)
As the bosonic fluctuations carry no flavor number, we observe that 1PI diagrams with at least
one inner bosonic line decouple completely from the large-Nf renormalization group flow. As a
consequence, ησ,k is nonvanishing in leading order in the 1/Nf expansion, whereas the fermionic
anomalous dimension is zero.6
6It is worthwhile to emphasize, that the large-Nf counting is very different from scalar O(N) models, where the
the anomalous dimensions are zero to leading order at large Nf [99]. Also the structure of the potential equation is
very different, such that also the search for an exact solution requires a different strategy from that of O(N) models
[104], see below.
4.5. Fixed Point Structure and GN3 Universality Classes 53
The flow equations for the bosonic couplings are essentially driven by the fermion loop,
∂tλ2n,k =
(
n(d− 2 + ησ,k)− d
)













= 0 , ∂tλ2,k
!
= 0, . . . Of course, the Gaußian fixed point with all couplings
vanishing solves these fixed-point equations. As the renormalization group flows for the bosonic
couplings decouple in the large-Nf limit, a nontrivial fixed point requires h∗ 6= 0. This immediately
leads to
ησ,∗ = 4− d. (4.67)
Here, this tight relation between the dimensionality and the bosonic anomalous dimension here is
an artifact of the large-Nf expansion.
Similar sum rules are known for Yukawa theories with chiral symmetries [84]. Such a sum rule
for a corresponding fixed point is also responsible for the universality of the BCS-BEC crossover
in the broad resonance limit of ultracold fermi gases [105, 106]. In the present case, this fixes the







(8− 6d) . (4.68)
The fixed point is interacting for 2 < d < 4 and merges with the Gaußian fixed point in d = 4. The
fixed-point structure in the (h2k, λ2,k)-plane is depicted in Fig. 4.7, where we also include the fixed
points for analytic continuation to arbitrary d (keeping the chiral structure constant for simplicity,
i.e., dγ ≡ 4). From Fig. 4.7, we can readily see that the non-Gaußian fixed point forms the basin of
attraction (toward the IR) for all initial conditions falling onto the critical manifold. The critical
manifold at the same time acts as the separatrix for symmetry breaking and symmetric flows. The
critical surface, defined by the trajectories emanating from the fixed-point (again, toward the IR), is
indeed one-dimensional. A fact we will prove momentarily by a stability analysis of the non-Gaußian
fixed point. In asymptotic safety terms, the asymptotically safe trajectory can either fall into the
symmetric or the broken phase. Toward the UV, both hit the same non-Gaußian fixed point, but
of course cannot cross the barrier formed by the critical manifold.
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Figure 4.8: (Resummed) Fixed-point potential u∗(ρ) for d = 3 in the large-Nf limit (blue/solid), see
Eq. (4.70), and low-order polynomial approximations thereof ranging from ρ2 to ρ9 for small values of ρ
(dashed lines).
Thus, the fixed-point values for all bosonic vertices λ2n,k are nonvanishing. In a purely fermionic
formulation of the model, these higher bosonic self-interactions correspond to higher (nonlocal)
fermionic self-interactions. In any case, we find that the UV fixed-point theory in 2 < d < 4 for
Nf → ∞ is not identical to the action S[{ψ¯j}, {ψj}, σ], cf. Eq. (4.5), but involves infinitely many
operators.
It turns out that the alternating series for the full renormalized effective potential can be re-
summed and yields the Gaußian Hypergeometric function 2F1(a, b; c; z) (see e.g. [107]). In terms of
renormalized fields, the scale invariant fixed-point action then describes massless fermions coupled
to a scalar boson with a potential













This potential has a large-field asymptotic behavior ∝ ρ 32 , which agrees with our mean-field result
for the full effective potential Eq. (4.12) formulated in terms of the Z2-invariant ρ. The small-
field region is depicted in Fig. 4.8. The theory has predictive power, as the number of physical
parameters is determined by the number of renormalization group relevant directions corresponding
to the number of positive critical exponents. At the non-Gaußian fixed point in the large-Nf limit,





bh2,h2 0 · · ·
bh2,λ2 bλ2,λ2 0 · · ·
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Therefore only the main diagonal ofB enters into the stability analysis around the non-Gaußian fixed
point. The important nonvanishing entries bh2,h2 and bλ2n,λ2n turn out to be completely universal












= (n− 1)d− 2n + nησ,∗ = 2n− d, (4.73)
with 2n the number of external legs of the bosonic vertex λ2n,k. The characteristic polynomial





(−Θ− (2n− d)) . (4.74)
All large-Nf critical exponents are thus given by d − 4 and d − 2n. In d = 3 this boils down to
one positive critical exponent with value 1, i.e., one relevant direction, and infinitely many negative
critical exponents −1,−1,−3,−5,−7, . . . , corresponding to irrelevant directions. For the case of





(−Θ− (n(d− 2)− d)) . (4.75)
As expected, the critical exponents coincide with the mass dimension of the Yukawa coupling and
the bosonic couplings, reproducing simple perturbative power counting. In total, this yields three
relevant directions and one marginal direction. Note that the Gaußian fixed point found in the
purely fermionic flow in Sect. 4.2 translates into a diverging dimensionless renormalized boson mass
λ
1/2
2,k ∼ g−1/2k , corresponding to the region RII in Fig. 4.7.
Returning to the non-Gaußian fixed point, we can, of course, make contact with the purely
fermionic description and deduce the fixed point of the four-fermion coupling from the fixed point
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for the linear regulator which agrees with our findings in Sect. 4.2 (using the same regulator). In
























Using the linear regulator in Eq. (4.32), we observe that the flow equation for gk and h
2
k/λ2,k are
identical in the large-Nf limit. Recall that ηψ,k ≡ 0 in this limit.
Due to the equivalence of gk and h
2
k/λ2,k, the quantum critical point found in the purely fermionic
formulation is also present in our study of the partially bosonized theory for Nf →∞, as it should be
the case. As it can be seen from the scaling law Eq. (4.35), this quantum critical point is associated
with a vanishing boson mass, i.e., a diverging correlation length, in the long-distance limit.
Let us conclude our large-Nf analysis with a word of caution on the widely used so-called local
potential approximation (LPA) in which wave-function renormalizations are neglected. Typically,
also the nontrivial running of the Yukawa vertex is not included in such a truncation. If we had
ignored the running of the wave-function renormalization of the bosonic field in the present case,
the model would artificially depend on more than one physical parameter. To be more specific, let
us consider the mass spectrum of the theory in the regime with broken chiral symmetry and assume
that we have already fixed the mass of the fermions. Using the definition of the masses and the flow
equations of the couplings, we find that the (dimensionless) renormalized boson mass in the broken
regime can be written in terms of the (dimensionless) renormalized fermion mass mf :
m2k = 2λ4,kκk ∼ Z−1σ,kh2k(h2kκk) ∼ Z−1σ,kh2km2f,k. (4.78)
Neglecting the running of Zσ,k, i.e., Zσ,k ≡ const. as is done in the LPA, we observe that the boson
mass does not depend on a single physical parameter, as it should be, but on two parameters
independently, namely the fermion mass and the (only dimensionally running) Yukawa coupling.
By contrast, taking the running of Zσ,k ∼ h2k into account, the value of the boson mass is fixed
solely in terms of the fermion mass, in agreement with both our fixed-point analysis and the explicit
integration of the flows in Sect. 4.4. While this argument might be altered in d = 4 spacetime
dimensions where the Yukawa coupling is marginal, it is true for the Gross-Neveu model in any
dimension d in which the flow equation for Zσ,k is nonvanishing even at leading order in an expansion
in 1/Nf. Therefore the flow of Zσ,k has to be taken into account in a systematic and consistent
expansion of the flow equations in powers of 1/Nf. To be specific, for finite Nf the flow of the order
parameter potential (4.44) incorporates already fluctuations at next-to-leading order in 1/Nf due to
the presence of the bosonic loop. However, for a systematic and consistent study of the effects of
corrections beyond the large-Nf expansion the flow of Zσ,k, Zψ,k as well as of the Yukawa coupling
is crucial.
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Figure 4.9: Fixed-point values of bosonic and fermionic anomalous dimensions ησ,∗ and ηψ,∗ for Nf =
1, 2, 3, . . . , 100 in d = 3 (blue blobs) from a 22nd-order approximation. The red curves are the anomalous
dimensions to order 1/N2f , cf. Eq. (4.19).
Finite Nf Fixed-Point Structure, Numerical Results
Beyond the limit of large Nf , bosonic fluctuations begin to play a role. An immediate consequence
is that a new fixed point for h∗ = 0 arises for the flow of the effective potential for 2 < d < 4. This
fixed point of the purely bosonic theory is nothing but the Wilson-Fisher fixed point which describes
critical phenomena in the three-dimensional Ising universality class. The non-Gaußian fixed point
of the full Gross-Neveu system can now be understood as being sourced from the leading large-Nf
terms discussed above and the bosonic fluctuations inducing a Wilson-Fisher fixed point. Depending
on the value of Nf the non-Gaußian Gross-Neveu fixed point interpolates between the large-Nf fixed
point for Nf → ∞ and the Wilson-Fisher fixed point in the formal limit of Nf → 0. For the
latter, the functional renormalization group has already proved to be a useful quantitative tool for
describing nonperturbative critical phenomena, see e. g. Refs. [41, 109–114].
Let us repeat the preceding analysis, now using the full flow equations at next-to-leading order
derivative expansion, i.e., Eqs. (4.44), (4.45), (4.47), and (4.46). For all quantities of interest, such as
critical exponents and fixed-point values of couplings, a solution of the potential flow in a polynomial
expansion is sufficient, as suggested by our results obtained in the previous section. Confining our
numerical studies to d = 3, all figures are produced within a truncated expansion up to 22nd order
in σ (except for ν at Nf = 1, which is taken from a 18th order truncation); quantitative results are
derived from an expansion to the same order in σ. In the symmetric regime, a nontrivial fixed point
in the Yukawa coupling requires the following inequality to be satisfied,
d− 4 + 2ηψ,∗ + ησ,∗ < 0, for Nf <∞. (4.79)
This is because the second term of the Yukawa flow Eq. (4.45) is strictly positive for admissible
values of the anomalous dimensions ησ,k, ηψ,k . O(1). For instance, in d = 3, the sum of the
anomalous-dimension terms is always slightly smaller than 1, see Figs. 4.9. The inequality becomes
an equality in the large-Nf limit, see Eq. (4.67). The resulting fixed-point values for the Yukawa
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Figure 4.10: Left panel: Yukawa fixed-point values over Nf = 1, 2, 3, . . . , 100 in d = 3 from a 22nd-order
approximation. Right panel: Fixed-point potentials u∗(ρ) for Nf = 1, 2, 3, . . . , 100 in d = 3 also from a
22nd-order approximation. The large-Nf result is shown as a thick/blue line. Incidentally, for Nf = 0 the
potential approaches the Wilson-Fisher fixed-point potential with a nontrivial minimum near ρ ' 0.3 (not
shown).
coupling in d = 3 are depicted in Fig. 4.10. For increasing Nf, the fixed point quickly approaches its
large-Nf limit (4.68), whereas it tends to zero for small Nf leaving us with the Wilson-Fisher fixed
point of a pure scalar model. As the latter is known to exhibit a fixed-point potential in the broken
regime, i.e., with a nonvanishing expectation value of the scalar field σ, we expect such a fixed-point
potential featuring a nontrivial minimum to occur for small Nf. For all integer values of Nf ≥ 1
Dirac (four-component) fermions, we still observe fixed-point potentials in the symmetric regime,
in agreement with [80]. Nevertheless, the fixed point occurs in the broken regime for the model
with one two-component fermion (corresponding to Nf = 1/2 in our language) [80]. The fixed-point
potential in d = 3 for various values of Nf is plotted in Fig. 4.10 in a 22nd-order approximation.
Also the potential converges rapidly to the large-Nf result for increasing values of Nf. In Figs. 4.9,
we compare our numerical results (from a 22nd-order approximation) to the anomalous dimensions
obtained in a 1/Nf-expansion to order 1/N
2
f , cf. Eq. (4.19). We expect our results to improve upon
the results Eq. (4.19), since the flow equations effectively perform a resummation to all orders in
1/Nf.
Let us now turn to the leading universal critical exponents Θ1,2. The convergence of the poly-
nomial expansion of the potential is demonstrated in Tabs. 4.3 and 4.4, where the leading critical
exponents for Nf = 2 and Nf = 12 are listed for increasing truncation order. In each case, the lead-
ing exponents converge to a stable value. We observe a more rapid convergence for larger values
of Nf. The somewhat slower convergence for more scalar dominated models is familiar from pure
O(N) models. The correlation length exponent and the subleading critical exponents are plotted
as a function of Nf in Fig. 4.11. Table 4.5 lists the leading exponents for increasing number of Nf,
illustrating the approach to the analytical large-Nf results.
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2n Θ1 Θ2 Θ3 Θ4 Θ5 Θ6
4 0.9928 −0.8687 −1.5743 – – –
6 0.9766 −0.8743 −1.0624 −5.4313 – –
8 0.9831 −0.8721 −1.0790 −3.5622 −10.5959 –
10 0.9821 −0.8720 −1.0999 −3.4194 −6.8111 −17.4807
12 0.9819 −0.8723 −1.0897 −3.5628 −5.7949 −11.2156
14 0.9821 −0.8722 −1.0911 −3.5104 −6.0610 −8.6408
16 0.9820 −0.8722 −1.0920 −3.5062 −6.1190 −8.3598
18 0.9820 −0.8722 −1.0914 −3.5202 −5.9849 −8.9972
20 0.9821 −0.8722 −1.0915 −3.5132 −6.0516 −8.5869
22 0.9821 −0.8722 −1.0916 −3.5135 −6.0514 −8.5820
Table 4.3: Non-Gaußian critical exponents in d = 3 for increasing polynomial truncations for Nf = 2. The
results for the critical exponent Θ1 agree within the error bars with the result from Monte-Carlo (MC)
simulations [67], 1/Θ1MC = νMC ≈ 1.00(4).
2n Θ1 Θ2 Θ3 Θ4 Θ5 Θ6
4 0.9898 −0.9735 −1.0701 – – –
6 0.9903 −0.9735 −1.0489 −3.2583 – –
8 0.9903 −0.9735 −1.0507 −3.1714 −5.5889 –
10 0.9903 −0.9735 −1.0505 −3.1821 −5.3368 −8.1011
Table 4.4: Non-Gaußian critical exponents in d = 3 for increasing polynomial truncations for Nf = 12.
Nf Θ
1 Θ2 Θ3 Θ4 Θ5 Θ6
2 0.9821 −0.8722 −1.0916 −3.5135 −6.0514 −8.5820
4 0.9775 −0.9240 −1.1010 −3.3910 −5.7739 −8.2429
12 0.9903 −0.9735 −1.0506 −3.1810 −5.3665 −7.6004
50 0.9975 −0.9936 −1.0143 −3.0510 −5.1062 −7.1789
100 0.9987 −0.9968 −1.0073 −3.0263 −5.0550 −7.0934
∞ 1 −1 −1 −3 −5 −7
Table 4.5: Non-Gaußian critical exponents for various flavor numbers Nf in d = 3 in the ρ
11 truncation.
This approach is also visible in the anomalous dimension and the fixed-point values for the
coupling, see Tab. 4.6. Whereas the fixed-point couplings are nonuniversal (holding for the linear
regulator in this case), the anomalous dimensions are universal and illustrate the inequality (4.79).
We can compare our quantitative results for the leading critical exponent to other studies of
the chiral quantum phase transition in the Gross-Neveu model aiming at the long-distance physics,
noting that Θ1 is related to the correlation length exponent ν by ν = 1/Θ1. Together with the
bosonic anomalous dimension and corresponding scaling and hyperscaling relations Eq. (4.18), the
exponents δ, β, etc. of the phase transition are determined. Wherever comparable, our results agree
quantitatively with the functional renormalization group study of [80] where both a polynomial
expansion as well as a grid solution of the potential was used (note that our Nf counts four-
component fermions, whereas [80] uses two-component Weyl fermions). Moreover, the agreement
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Figure 4.11: Left panel: Correlation length exponent ν (related to the relevant critical exponent Θ1 by
ν = 1/Θ1) for Nf = 1, 2, 3, . . . , 100 in d = 3 from a 22nd-order approximation. The nonmonotonic behavior
for small Nf is expected, since ν has to approach ν = 1/Θ
1 ' 0.63 for Nf = 0 corresponding to a correlation
length exponent of the 3d Ising universality class. However, the value for Nf = 1 was taken from a σ
18
truncation due to numerical difficulties in higher truncations. The red curves are the results to order 1/N2f ,
cf. Eq. (4.19). Right panel: First subleading irrelevant critical exponent Θ2 for Nf = 1, 2, 3, . . . , 100 in
d = 3 from a 22nd-order approximation.
with results from other methods such as 1/Nf-expansions [75] and Monte Carlo simulations [66, 67]
is satisfactory, while we expect our results to improve upon those obtained in 1/Nf-expansions
due to the resummation implicit in the flow equations. Discrepancies are mainly visible only in
the anomalous dimensions for small Nf, a feature familiar from bosonic models. The polynomial
expansion of the potential converges somewhat slower for the special case Nf = 1, where our results
for the leading exponents are compatible with those of [80], but subleading exponents seem to
require a precise solution of the potential flow. It is worth mentioning, that for Nf = 1 the fixed-
point solutions seem more difficult to obtain. At first sight, additional relevant directions appear
for fixed-point solution. These, however, could be proven to be unstable with deformations of the
truncation, i.e., setting couplings not included in the truncation to arbitrary values different from
zero.
To summarize, the nonperturbative features of the Gross-Neveu model near criticality can be
well described by the functional renormalization group, as the model interpolates between two well-
accessible limits: the large-Nf limit for Nf → ∞ and the Wilson-Fisher fixed point in the Ising
universality class for Nf → 0. Our results suggest that the Gross-Neveu model has an interacting
non-Gaußian fixed point for all Nf > 0 and that the model depends on only a single parameter,
even when we take into account corrections beyond the large-Nf limit. Equivalently, with respect
to the construction of a continuum limit, the Gross-Neveu model in d = 3 is asymptotically safe for
all Nf > 0.
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Nf ησ,∗ ηψ,∗ h2∗ λ2,∗
2 0.7596 0.0320 4.5565 0.3956
4 0.8870 0.0138 5.2820 0.5846
12 0.9644 0.0041 5.7206 0.7263
50 0.9917 0.0009 5.8746 0.7822
100 0.9958 0.0005 5.8983 0.7911
∞ 1 0 5.9218 0.8
Table 4.6: Non-Gaußian fixed-point values of the universal anomalous dimensions for various flavor numbers
Nf in d = 3. The (nonuniversal) fixed-point couplings hold for the linear regulator. In Monte-Carlo (MC)
simulations [67] ηMCσ,∗ = 0.754(8) has been found for Nf = 4 two-component fermions (corresponding to
Nf = 2 in our language).
Discussion
We have used the functional renormalization group to describe the critical behavior of the Gross-
Neveu model in 2 < d < 4 dimensions. In agreement with many earlier results in the literature,
the model features a 2nd order chiral quantum phase transition. The non-Gaußian fixed point
controlling this transition at the same time facilitates nonperturbative renormalizability, providing
a simple fermionic example of asymptotic safety in Weinberg’s sense. The perturbative conclusion
about nonrenormalizability is a mere artifact of naive power-counting which is only justified near
the Gaußian fixed point.
Our work is amended by new results in the large-Nf limit, where the fixed-point potential as well
as all critical exponents can be computed analytically. Moreover, we have also provided finite Nf
results, demonstrating that the model interpolates between the large Nf limit and a purely bosonic
model in the 3d Ising universality class.
Some final comments are in order: the simple fermionic Gross-Neveu action is minimalistic in the
sense that it suffices to put the system into the right “Gross-Neveu universality class”. Comparing
the fermionic action with the fixed-point action in the partially bosonized version, we have to
conclude that the fixed-point action in the fermionic language is far more complicated than the
simple ansatz (4.22). In general, it will contain higher-order as well as nonlocal interaction terms.
The deviations from the simple Gross-Neveu structure, however, are irrelevant operators which do
not modify the predictive power of the Gross-Neveu model.
The simple Gross-Neveu action is also incomplete in the sense that it does not exhibit all possible
four-fermi terms compatible with the defining symmetries of the model as listed in Chap. 3. A more
complete renormalization group analysis thus has to include these terms possibly leading to the
appearance of further fixed-points, as is known for the Thirring model [34]. If so, this implies the
possible existence of a fermionic theory with a more interesting ground-state phase structure but
with the same defining symmetries as the Gross-Neveu model and containing it as a special case.
Chapter 5
Chiral Restoration at Finite
Temperature
As our preceding analysis of the fixed-point structure in Chap. 4 suggests, the Gross-Neveu model
does not feature a nonanalyticity as a function of flavor number, which is in stark contrast to the
behavior of the three-dimensional Thirring model [34] or QED3 [116] or even many-flavor QCD [115].
Therefore, it remains to study the mutual influence of flavor number and temperature on the melting
of the chiral condensate in a quantitative way. In this chapter we hence describe the construction
of a many-flavor phase diagram. For this phase diagram we consider different flavor realizations of
the Gross-Neveu model in thermal equilibrium with a heat bath characterized by a specific value
of temperature. Temperature here also acts as a probe to study the stability of the condensate as
a function of the number of flavor species. To achieve comparability between different microscopic
realizations of the Gross-Neveu model with varying flavor number, we choose bare parameters such
that the renormalized fermion masses in the symmetry broken T = 0 state of the theories are
identical. Actually, as we will see already at the mean-field level, the finite temperature phase
diagram is in a sense “universal”, since the Gross-Neveu field theory microscopically depends only
on a single scale/parameter.
As a byproduct, we can study the effects of finite temperature on the level of the flow equations.
As pointed out in Chap. 1 and Chap. 4, one could have naively expected that the quantum critical
point responsible for the zero temperature transition of the Gross-Neveu type with discrete chiral
symmetry breaking could be described by an O(1)-model with fields defined over three-dimensional
spacetime. This naive expectation related to the Hertz-Millis philosophy, however, is known to fail,
as discussed in Chap. 4. Instead, the quantum corrections from the fermion sector induce scaling
laws different from those obtained from a purely scalar model. Yet, as we increase temperature
to study the melting of the chiral condensate – which, of course, also takes place in the large-Nf
limit – the fermionic fluctuations become increasingly suppressed by acquiring an increasing thermal
mass. The restoration of chiral symmetry by finite temperature is always continuous for vanishing
chemical potential. Beyond the large-Nf limit, the collective bosonic fluctuations get suppressed
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as well by the same mechanism, except for the Matsubara zero mode, which does not exist for
fermionic degrees of freedom due to the antiperiodic boundary conditions in the (imaginary) time
direction. Thus, for certain temperatures, the Matsubara zero mode is expected to dominate the
IR physics of the model. In this respect, we can expect the finite temperature phase transition
to be well described by an O(1)-model in two spacetime dimensions. This process of dimensional
reduction can be studied in detail within the renormalization group framework.
As a starting point for the study of finite temperature effects in Sect. 5.1, we will analyze
the mean-field solutions of the Gross-Neveu model in the presence of a heat bath. We consider
the grand canonical quantum partition function, which as a further parameter includes a finite
chemical potential controlling the number of charges in the system. Equipped with an upper bound
on the critical temperature Tc from the limit Nf → ∞, in Sect. 5.2 we then move to finite flavor
numbers and present our results for the many-flavor phase diagram. A critical discussion of the
employed truncation is given. In Sec. 5.3, we finally show how the different flavor realizations of
the Gross-Neveu model display regions of varying width where Ising-scaling in the proximity to
the finite temperature transition is observable, i.e., the so-called Ginzburg region. To conclude, in
Sect. 5.4 we briefly touch upon the difficulty of treating the full effective potential beyond LPA
and the problem of including a finite chemical potential in a chirally symmetric theory in three
spacetime dimensions within our renormalization group approach. Although in principle desirable
from the point of view of QCD-inspired thermodynamics and condensed matter applications with
doping away from the Dirac point, one obstacle to obtaining a consistent set of flow equations for
Dirac fermions with finite chemical potential is the lack of a technically suitable regulator so far
which can achieve a well defined and manageable set of threshold functions, incorporating the effects
of a finite Fermi surface and its thermal excitations.
5.1 Mean-Field Phase Diagram
As discussed in Chap. 2, a field theory in thermal equilibrium can formally be described by compact-
ifying the Euclidean time direction τ to a circle with a circumference identical to the inverse absolute
temperature β = 1/T . Bosonic fields obey periodic, fermionic fields antiperiodic boundary condi-
tions in the time direction. As already explained, this leads to summations over two different sets
of discrete Matsubara frequencies for bosons (ωn = 2pin/β, n ∈ Z) and fermions (νn = (2n+1)pi/β,
n ∈ Z). A quantum partition function coupled to a heat bath with constraints on some conserved
charge describes the thermodynamics of a canonical ensemble. More convenient, however, is the
description of the grand canonical ensemble, which allows for fluctuations of the conserved charges,
i.e., they are only conserved on average.
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Grand-Canonical Partition Function
The quantum partition function can be elegantly formulated as a functional integral without con-
straints. The grand canonical ensemble, we will consider in the following, takes into account a finite
chemical potential µ ∈ R, which is conjugate to the number of conserved charges. These conserved
charges are obtained as the integrated densities associated with the Noether current derived from
invariance of the action under global U(1)-transformations. On a formal level, the chemical potential
can be included in the Lagrangian of the system by the substitution
γ0∂0 → γ0(∂0 + µ). (5.1)





























dd−1x for integration over x = (τ,x) ∈ S1 × Rd−1 was employed.
The above mentioned global phase transformations do not mix different flavor species in the Gross-
Neveu Lagrangian. So in principle we could generalize the partition function as Z(β, µ)→ Z(β, µj),
j = 1, . . . , Nf , with each flavor species having different average of its conserved U(1)-charge. Yet,
this generalization would spoil the global U(Nf) symmetry, which allows us to obtain exact results
in the limit Nf → ∞. So we shall deal with the degenerate case µi ≡ µj, ∀i, j = 1, . . . , Nf only.
In other words, we consider the grand canonical ensemble, where the total charge Q ≡∑Nfj=1Qj is
conserved on average.
The presence of the chemical potential in the bilinear part of the theory modifies the pole-
structure of the fermionic propagator in the complex frequency plane. In frequency-momentum
representation, it reads
G+(p) ≡ G+(νn,p) = −γ0(νn − iµ) + γ · p
(νn − iµ)2 + p2 , (5.4)
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where we have used the shorthand notation p = (νn,p). For
1 µ 6= 0, the frequency-summation
generates Fermi distributions, that cut off states beyond the so-called Fermi surface.2
The homogeneous mean-field solutions of the Gross-Neveu model have been studied extensively
in the literature [85–93]. For our goal to obtain the finite temperature many-flavor phase struc-
ture, the mean-field solution provides a good starting point to familiarize with the finite tempera-
ture physics. To study the large-Nf contribution to the partition function, we again decouple the
fermionic interaction by a Hubbard-Stratonovich transformation as in Sect. 4.1. Now, of course,
the spacetime measure is adapted to finite temperature and the σ field as a composite object built
from two fermionic fields fulfills periodic boundary conditions for bosonic statistics. We obtain the





with the boson-fermion action












i/∂ + ih¯σ + iµγ0
)
ψj . (5.6)
As in Chap. 4, the quadratic fermionic piece can be integrated out and gives rise to a trace-log
contribution −NfTr ln
[
i/∂ + ih¯σ + iµγ0
]
to the effective bosonic action S[σ]. In the limit Nf →∞,
only the stationary points in the exponent of Eq. (5.5) contribute.
Finite Temperature Mean-Field Solutions
For our presentation in this section, we mainly follow the seminal work [85] and expand upon
the results obtained there, as far as representations of the effective potential and its analyticity








We have again identified the classical homogeneous field configuration with the expectation value of
the quantum field, which is allowed at mean-field level as already explained in Sect. 4.1. U(β, µ; σ)
1With respect to condensed matter applications discussed in Chap. 1, the case µ = 0 refers to the particle-hole
symmetric situation of a half-filled band.
2Strictly speaking, a Fermi surface is sharply defined only in the limit T → 0. At finite temperature, the Fermi
distribution function smears out the Fermi surface and controls the thermal occupation.
66 Chapter 5. Chiral Restoration at Finite Temperature
denotes the effective potential at finite temperature and chemical potential. Upon performing the
Matsubara sum by contour integration we obtain [85, 86]

























If we assume a broken ground state at T = 0, µ = 0 with a finite mean-field value σ0 for the σ field,
we can perform also the spatial momentum integration and rearrange Eq. (5.8) into












Here, we have expressed the mean-field solutions σ and σ0 by the respective fermion masses m¯f =
h¯σ and m¯f,0 = h¯σ0 generated via mediation of the Yukawa coupling h¯. The fact that a cutoff
regularization is not necessary to integrate the finite temperature gap equation is explained by
trading the formally divergent contribution to Eq. (5.8) for a finite fermion mass3 m¯f,0. From
Chap. 4 we know that in three spacetime dimensions the fermion mass m¯f,0 as a physical observable
defines in a scheme-dependent way a pair (Λ, g¯(Λ)). Then, for a bare coupling g¯(Λ) chosen with
respect to a given UV cutoff Λ, the value of the dynamically generated fermion mass is independent
of a particular microscopic realization of the model. So all the scheme dependence is “hidden”
in m¯f,0. As expected, Eq. (5.10) shows that the nontrivial solutions for the order parameter will
decrease with temperature. Solutions of the self-consistency equation Eq. (5.10) can be easily found
numerically. The resulting phase diagram is depicted in Fig. 5.1. The dimensionful quantities
were normalized with respect to the dynamically generated fermion mass m¯f,0 at both vanishing
temperature and chemical potential. In the (T, µ)-plane, the chirally broken phase is separated from
the chirally symmetric phase by a line of 2nd order phase transitions. Only at T = 0, µ/m¯f,0 = 1 a
1st order transition occurs in the µ-direction. We will address this issue in a moment. The phase
boundary separating the ordered from the disordered phase can be obtained in closed form from










3To see this, it is convenient to change the integration variable from spatial momentum p to E ≡
√
p2 + h¯2σ2.












dE and removed the
cutoff. Performing the integration over E, one arrives at Eq. (5.10).
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Figure 5.1: Mean-field phase diagram of the Gross-Neveu model for finite temperature T and chemical
potential µ. All dimensionful quantities are normalized to the dynamically generated fermion mass m¯f,0
at T = 0, µ = 0. The phase diagram was obtained by solving Eq. (5.10) numerically on a 100 × 100 grid
in the (T, µ)-plane. The phase boundary (dashed white) can be obtained analytically, cf. Eq. (5.11). The
orange open disk marks the T = 0, µ = 0 state, whose tendency to form a chiral condensate for overcritical
couplings was extensively discussed in Chap. 4. Along the phase boundary, the vanishing of the chiral
condensate occurs continuously, except for the point T = 0, µ/m¯f,0 = 1 (marked by the violet open disk),
where in the µ-direction, the phase transition is discontinuous.
where we display the critical chemical potential as a function of the critical (inverse) temperature.
The mean-field result Eq. (5.11) explicitly reveals that the phase structure of the model is fixed in
terms of a single scale, namely the dynamically generated fermion mass m¯f,0 at T = 0 and µ = 0.
Due to the fixed-point structure exposed in Chap. 4, we know that the value m¯f,0 and g¯ are in a
one to one correspondence, at least for d = 3. Since the feature of one relevant direction persists
at finite Nf, we expect the many-flavor phase diagram to be constructed in the next section to be
“universal”.
The critical temperature at µ = 0 can be read off from Eq. (5.11) to be given by
Tc(µ = 0) =
m¯f,0
2 ln 2
' 0.72 m¯f,0. (5.12)
At T = 0, the critical chemical potential turns out to be
µc(T = 0) = m¯f,0. (5.13)
68 Chapter 5. Chiral Restoration at Finite Temperature
Note that the fermion mass at T = 0 remains constant as a function of the chemical potential until
it reaches its critical value Eq. (5.13), where it jumps to zero discontinuously.
Effective Potential at Mean-Field Level
At this level of approximation, one can obtain the full thermodynamic effective potential simply by
integrating the gap equation over the homogeneous field σ. Indeed [98, 117],




























































where const. is chosen such that U(β, µ; σ = 0) = 0. In Fig. 5.2 we plot the effective potential for
different values of temperature and chemical potential. It is interesting to investigate the structure of
the effective potential close to the 1st order transition. For µ→ µc(T = 0)− and T = 0, there appear
infinitely many degenerate solutions and the effective potential is flat4 for σ ∈ (−m¯f,0/h¯,+m¯f,0/h¯).
However, as temperature is switched on infinitesimally, the degeneracy is immediately lifted and
the effective potential obtains two minima. Expanding Eq. (5.14) at µ = 0 in powers of σ, we find
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(5.15)
We can immediately deduce const. = 3
2piβ3
ζ(3), which is nothing but −Tr ln i/∂ in three spacetime
dimensions with antiperiodic boundary conditions in the time direction, and ζ(x) denotes the Rie-
mann zeta function5. At the mean-field level, the effective potential at finite temperature is thus
analytic and stable in the order parameter σ around the origin in field space. Since only even powers
of σ appear it immediately follows that the effective potential as a function of the Z2 invariant ρ¯ is
also analytic at finite temperature. This is in contrast to the T = 0 solution, where we observe a
ρ¯3/2 dependence, see Chap. 4.
4The full effective potential should be convex in any case. The mean-field effective potential we consider here,
however, does not have to fulfill this condition. Once bosonic fluctuations are taken into account, convexity will be
restored.
5ζ(3) = 1.202057 . . . , cf. Ref. [107]
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Figure 5.2: Left panel: plots of the bosonic effective potential Eq. (5.14) (as a function of h¯σ) at mean-field
level for µ = 0 and different temperatures. Right panel: mean-field effective potential Eq. (5.14) at T = 0
for different values of the chemical potential. At µ = m¯f,0 there appear infinitely many degenerate solutions
in the interval σ ∈ (−m¯f,0/h¯,+m¯f,0/h¯). For any T > 0, this degeneracy is lifted. Increasing µ leads to a
1st order phase transition to the chirally symmetric phase.
Extracting Mean-Field Exponents
It is straightforward to extract the mean-field thermodynamic exponents6 β and α from the gap
equation Eq. (5.10) and the effective potential Eq. (5.14), Eq. (5.15). Adopting the usual con-
ventions, the β-exponent measures the decay of the order parameter as the critical temperature is
approached from T < Tc, 〈σ〉 ∝ |Tc − T |β. The exponent α measures the corresponding singularity
in the specific heat, C ∝ |Tc − T |α, where actually two exponents have to be defined for both sides
of the transition, T < Tc or T > Tc. The exponents defined to the left and right of Tc are indeed
identical due to scaling relations. Expanding Eq. (5.10) close to Tc(µ = 0) to second order in m¯f ,





Tc(µ = 0)− T , (5.16)
from which we can read off β = 1/2. An analogous expansion for µ 6= 0 suggests, that the
thermodynamic exponents are not influenced by finite chemical potential. Plugging the above result
into the formula for the effective potential U(β, µ = 0; σ), we arrive at the free energy f(β, µ = 0)
per flavor species and unit area. Expanding the thermal contribution of f(β, µ = 0) to fourth order7
in m¯f and differentiating twice with respect to temperature, the specific heat per unit area can be
found as [85]
c = −T ∂
2
∂T 2
f(1/T, µ = 0) ' 8(ln 2)
2
pi
T 2c (µ = 0). (5.17)
6Here, β should not be confused with the inverse absolute temperature. It should be clear from the context,
whether the symbol β is referring to one or the other.
7Second and third order contributions in m¯f to the thermal part cancel against the vacuum part. First and fourth
order both yield contributions ∝ (Tc(µ = 0)− T )2.
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Since the free energy vanishes in the symmetric phase, this implies α = 0, i.e., a jump in the specific
heat across the transition.
The two correlation exponents ν and ησ can be obtained from the bosonic propagator induced
by the thermal fermion loop, cf. Chap. 4, Eq. (4.13)). Focusing on the ω0-component for vanishing



























Where in the second step we approximated for β
√
q2t(1− t) + m¯2f  1. Identifying m¯σ = 2m¯f ∝
ξ−1, where ξ is the correlation length, ξ ∝ |Tc − T |−ν, we can read off ν = 12 . In the limit of
chiral restoration m¯f → 0, we additionally find ησ = 0. In the phase with restored chiral symmetry
(T > Tc), the propagator at ω0 becomes [85]




















Again we obtain ν = 1/2. The anomalous dimension ησ for the bosonic field vanishes, i.e., the IR
region dominated by the Matsubara zero mode is described by a canonical, two-dimensional field.
The exponents δ and γ, where δ describes the response of the order parameter to an external source
and γ the divergence of the susceptibility with respect to the external source, were derived originally
in [85] and also coincide with standard mean-field values. To conclude our review of the mean-field
theory, we collect the Gross-Neveu mean-field exponents at finite temperature:
α = 0, β =
1
2
, γ = 1, δ = 3, ν =
1
2
, ησ = 0. (5.20)
Note that these do not satisfy hyperscaling relations. We point out, that the above results fit our
expectations. At finite temperature close to the phase transition, the fermionic theory is dimen-
sionally reduced to a scalar O(1) model living in two space dimensions. Since bosonic fluctuations
are completely suppressed by the infinite flavor number, mean-field exponents are observed for the
finite-temperature melting of the chiral condensate. However, assuming continuity in Nf and in-
voking dimensional reduction and universality arguments, the finite temperature exponents should
be independent of the number of fermion flavors. This in turn would suggest mean-field exponents
Eq. (5.20) for all Nf . This clearly points us to an artifact of the Nf → ∞ limit. We will study
this issue in Sec. 5.3, where we corroborate our view, that for finite flavor number at the finite
temperature transition 2d Ising exponents should be observed.
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5.2 Many-Flavor Phase Diagram
In the previous section we presented the mean-field phase diagram of the three-dimensional Gross-
Neveu model at finite temperature and chemical potential. In the following, we will focus on finite
temperature and a finite number of fermion flavors. Of course, this requires to go beyond the
large-Nf approximation. Again, the functional renormalization group provides us with the means
to study the phase diagram and the restoration of chiral symmetry for arbitrary flavor number.
A detailed investigation at the full 1-loop level at finite temperature and chemical potential (in
the presence of a source term) for Nf = 1 can be found in [118–121]. A previous renormalization
group study of the (T, µ)-phase diagram was obtained in [93]. However, the resolution in the (T, µ)
plane was rather poor, possibly due to limited computational resources. Moreover, the employed
proper-time flows do not follow from an exact equation. What appears to be missing in the already
existing set of works on the Gross-Neveu phase diagram is a prediction for its many-flavor phase
diagram, displaying critical temperatures as a function of the flavor number. Here we employ the
functional renormalization group for the construction of a phase diagram in the (T,Nf)-plane. In
order to compare theories with different flavor numbers, the bare parameters of each theory will be
tuned, such that the dynamically generated fermion mass in the ground-state is equal for all Nf .
At the end of this section, we will briefly comment on the full effective potential and the inclusion
of a finite chemical potential into the flow equations presented here.
Finite Temperature Truncation
The starting point for our renormalization group calculation will be an ansatz for the effective
average action of the form




























dd−1x for finite temperature, as in the previous section. This truncation is of the
same order in a derivative expansion as in Chap. 4 and thus a so-called LPA′-truncation, taking into
account a running effective potential, anomalous dimensions and an nontrivially running Yukawa
vertex.
Let us add a word of caution on the choice of the kinetic terms. In principle, due to the presence
of a heat bath, the wave-function renormalizations should actually be split as Zσ,k → (Z‖σ,k, Z⊥σ,k)
and Zψ,k → (Z‖ψ,k, Z⊥ψ,k) multiplying the respective temporal (‖) and spatial (⊥) components. Such
an analysis has been performed in [108], albeit with a dimensionally reduced regulator. Since a
dimensionally reduced regulator breaks Lorentz symmetry already at high scales, the initial condi-
tions have to be tuned carefully to restore Lorentz symmetry at T = 0 for k → kIR. Here, we make
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an isotropic approximation Zσ,k ≡ Z‖σ,k = Z⊥σ,k and Zψ,k ≡ Z‖ψ,k = Z⊥ψ,k, additionally employing a
fully covariant regulator, not to spoil Lorentz invariance at the UV scale. The wave-function renor-
malizations Zσ,k and Zψ,k are then obtained by projecting onto the spatial components, avoiding
technicalities due to the discrete nature of Matsubara frequencies.
Since Γk[{ψ¯j}, {ψj}, σ] captures finite-temperature effects, the vertex functions will of course
also acquire a temperature dependence. To keep the notation clear, we do not write out the
dependence on T explicitly. With the usual projection rules for the effective potential and the
Yukawa vertex given in Appendix A.4, we can obtain the flow equations for the dimensionless
renormalized quantities uk(ρ), hk and the anomalous dimensions ησ,k, ηψ,k. Note, that in a consistent
gradient expansion [108], both bosonic and fermionic propagators happen to be evaluated at the
Matsubara frequencies of the opposite statistics in some regularized diagrams.
The diagrammatic representation of the beta functions is the same as displayed in Fig. 4.5.
Since the prime interest here lies in the investigation of restoration of chiral symmetry, the flow
needs to be continued into the broken regime. Formally, the flow equations are the same as in
Eqs. (4.44)-(4.46) if we take into account the additional dependence of threshold functions on the
dimensionless temperature parameter8 τ = 2piT
k
. The corresponding threshold functions for covariant
regulators [48] can be found in Appendix A.6.
The covariant optimized regulators lead to flat propagators, i.e., momentum derivatives of a
propagator function vanish. They also come with a further nice property: the finite temperature
and vacuum parts factorize. By the presence of the additional scale set by temperature T , the
evaluation of the corresponding 1-loop integrals is a bit more complicated than in the T = 0
case. We succeeded, however, in obtaining closed expressions for all but one threshold function.
Dealing with this last threshold function requires an approximation in terms of a Bessel function
expansion in the bosonic anomalous dimension. We have checked numerically, that the results for
the dynamically generated fermion mass with the full threshold function and for our approximation
yield a relative error of 10−5. This gives us confidence in our approximation and drastically reduces
computational time. For further technical details, we refer to Appendix A.6.
Numerical Results for the Many-Flavor Phase-Diagram
The evaluation of the flow equations is performed with a UV cutoff9 Λ = 100 a.u. in a σ4 ∝ ρ2
truncation. The stopping scale for the flow is as in Sect. 4.4 chosen as tIR = −10. The initial Yukawa
vertex is kept at hΛ = 18.0, to ensure compositeness. The bosonic mass is then tuned to ensure
a value m¯f,0 ' 1 a.u. for a specified flavor number. Further, we performed the same computations
also for initial conditions hΛ = 6.0 and a bare boson mass tuned to yield m¯f,0 ' 5 a.u.. In all cases
the initial conditions are close to the critical manifold.
8Not to be confused with the imaginary time variable.
9As mentioned in Chap. 4, we give numerical values of quantities with mass dimension 1 in “arbitrary units”
(a.u.). To convert to “physical” units, we express dimensionful quantities with respect to the dynamically generated
fermion mass at T = 0.
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Figure 5.3: Left panel: the Gross-Neveu many-flavor phase diagram as obtained in a σ4 ∝ ρ2 truncation.
For each scan along the temperature axis in the range T ∈ (0 a.u., 0.8 a.u.] with 185 data points, we tuned
the initial value of the dimensionless renormalized mass such that at T = 0 we obtain a fermion mass
m¯f,0 ' 1 a.u.. The Yukawa coupling is fixed to hΛ = 18.0. From our numerical evaluation of the large-
Nf flow equations at finite temperature, we obtain Tc(∞)/m¯f,0(∞) = 0.7439 (dashed white). The color
code gives the size of the normalized fermion mass. The phase boundary (white) is obtained by linear
interpolation. We performed temperature scans for flavors Nf = 1, 2, 3, . . . , 19 and Nf = 20, 30, . . . , 100
(only results up to Nf = 40 are shown). Right panel: the phase boundary obtained from our flow equations
(red corresponding to m¯f,0 ' 1 a.u. and hΛ = 18.0 and orange to m¯f,0 ' 5 a.u. and hΛ = 6.0) compared
to available results from proper-time renormalization group (PTRG, Nf = 12) [93] and Monte Carlo
simulations (MC, Nf = 4, 12) [122, 123] .
All dimensionful quantities are expressed with respect to the dynamically generated fermion mass
m¯f,0 at T = 0. This renders the different flavor realizations comparable with respect to their critical
temperatures. Moreover, therein lingers the particular aspect of universality in the many-flavor
phase diagram. As mentioned in the previous section, the Gross-Neveu field theory depends only
on a single parameter. Though temperature defines a further scale, the critical temperature can only
depend on the tuple (Nf, m¯f,0(Nf)), where we made the flavor dependence explicit. As illustrated
by the finite-temperature mean-field result, for dimensional reasons, Tc(Nf, m¯f,0(Nf)) ∝ m¯f,0(Nf),
such that the ratio Tc(Nf, m¯f,0(Nf))/m¯f,0(Nf) actually is a function of Nf only. This argument can
only be modified by irrelevant operators, allowing the cutoff scale Λ to “creep” back into the finite
temperature solution. With our initial conditions tuned close to the critical manifold, however, we
expect the Λ dependence to be negligible.
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To obtain Tc(Nf) for fixed Nf , we scan along the temperature axis with a resolution of 185 data
points in the (unscaled) intervals T ∈ (0 a.u., 0.8 a.u.] and T ∈ (0 a.u., 4.0 a.u.] for the two sets of
initial conditions. While the initial conditions are tuned to enter the broken regime at T = 0, for
increasing temperature the value of the chiral condensate is diminished and eventually the flow will
not enter the broken regime any longer. We identify the first flow where the system does not end
in the broken regime with the critical temperature Tc(Nf).
The numerical effort is rather small. We could easily increase the numerical precision of our
results. However, since in the large-Nf limit we find Tc(∞)/m¯f,0(∞) = 0.7439 with the first set of
initial conditions, with the exact result being Tc(∞)/m¯f,0(∞) = 0.7213, we obtain a relative devi-
ation of ∼ 3% within our truncation. Due to this error resulting from a combination of truncation
and possibly small numerical errors a higher level of numerical precision seems less important at
the current level of our truncation. We assume that this error check in the limit Nf → ∞ is also
indicative for the error size finite Nf.
Performing this procedure for Nf = 1, 2, 3, . . . , 19 and Nf = 20, 30, 40, . . . , 100, we obtain the
many-flavor phase diagram displayed in Fig. 5.3. The phase boundary for Nf = 20, . . . , 100 is well
described by a simple fit in 1/Nf to the large-Nf tail,
Tc(Nf)/m¯f,0(Nf) ' 0.72686− 1.55098/Nf. (5.22)
By fitting the values for Nf = 1, . . . , 19 the small Nf region with Nf = 2, . . . , 19 can be described
rather well by
Tc(Nf)/m¯f,0(Nf) ' 0.695994− 1.11289/Nf + 2.18236/N2f − 2.43492/N3f + 1.04127/N4f .(5.23)
The fits to our data are shown in Fig. 5.4.
The number of available results for Tc(Nf)/m¯f,0(Nf) in the literature is rather small. In Tab. 5.1
and Fig. 5.3 (right panel), we compare our phase boundary (FRG results) to proper-time flows
(PTRG) [93] (which do not follow from a formally exact flow equation) and predictions from Monte
Carlo simulations (MC) [122, 123]. Obviously, there is still room for improvement, especially in
view of comparing the predictions from different nonperturbative methods for the phase boundary.
Our results differ from MC and PTRG results by 6% − 8%, which is a quite sizable deviation. A
systematic discussion of the deviation to the MC results with respect to finite size effects and other
lattice artifacts seems not possible at the moment. We expect improvements on the FRG side by
including higher bosonic self-interactions. Further, we did not perform a regulator study, probing
the scheme dependence of our results. In extending our truncations, however, we meet an as yet
unresolved technical obstruction to be discussed in the following.
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Figure 5.4: Plot of our data (red points) and the fits Eq. (5.23) (black curve) for Nf = 1, . . . , 19 and
Eq. (5.22) (blue curve) for Nf = 20, 30, 40, . . . , 100. The large-Nf behavior can be well described by a 1/Nf













0.4868 0.5225 0.6622 0.5689 0.6204
Table 5.1: Comparison of our results (FRG) [33] for Tc(Nf) values to proper-time renormalization group
flows (PTRG) [93] and Monte Carlo simulations (MC) [122, 123].
Failure of σ6 and Higher Truncations and LPA
We have restricted our previously discussed analysis of the Gross-Neveu many-flavor phase diagram
to a σ4 truncation. For higher bosonic self-interactions included in the flow, we observe that at some
temperature below Tc(Nf), the flow develops certain pathologies that finally keep us from integrating
the flow in a sensible manner toward the IR. We scrutinized the different contributions to the flow –
especially for the flow of the σ6 vertex itself. It appears, that for a certain temperature contributions,
which cancel each other almost exactly during the well behaved part of the flow, suddenly start
deviating drastically from each other at a pathological scale. This leads to an uncontrolled increase
in the σ6 vertex which entails further artifacts, like quantizing ησ dynamically to the value 4 which
in turn leads to zeroes in threshold functions. We suspect, that only a full solution of the effective
potential in an LPA′ truncation can resolve this issue and lead to a well behaved flow beyond σ4
truncations. A higher order polynomial truncation is probably not capable of treating the change
from T = 0 to T > 0 behavior in the effective potential. Similar observations were made for a model
with global U(2Nf) symmetry [124] .
Moreover, the importance of going beyond LPA type truncations was already pointed out in
Chap. 4. The main problem in three spacetime dimension arises from the fact that induced bosonic
propagators do not behave canonically as long as the fermions circulating in the corresponding loop
diagram are massless and thus strongly modify the IR behavior of the propagator. Since also the
flow at finite temperature is initialized in the UV region of the model to ensure compositeness of the
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Figure 5.5: The shaded region corresponds to the temperature range Tc(Nf) < T < T
∗(Nf) where the flow
enters the broken regime, but then flows out of it again. We interpret this region as short-ranged order.
Interestingly, the Nf = 1 Gross-Neveu system shows an enlarged temperature range as compared to flavor
realizations with Nf > 1.
bosonic field at high scales, the anomalous dimension ησ,k is a necessary ingredient to dynamically
describe the “canonicalization” of the bosonic propagator, as the system evolves along a given
renormalization group trajectory into the broken regime of the flow. A pure LPA level truncation
would only be capable of describing a Gaußian fixed point – it thus contains more IR parameters
than the Gross-Neveu universality class in three spacetime dimensions, cf. Chap. 4.
Short-Ranged Order for T > Tc
For a scan along the temperature axis, the first flow which does not end in the broken phase gives us
a value for Tc(Nf). But slightly increasing absolute temperature T , we observe that the flow again
enters the broken regime, and only eventually re-enters the symmetric regime in the limit k → 0.
Further increasing the temperature above a certain value T ∗(Nf), the flow never enters the broken
regime. As was done in [108] we identify this regime Tc(Nf) < T < T
∗(Nf) with short-ranged order
in the system. We extract T ∗(Nf) from the flows, which makes it necessary to treat a flow starting
in the symmetric, entering the broken and finally re-entering the symmetric regime. Our results
for T ∗(Nf) are depicted in Fig. 5.5. T ∗(Nf) is bounded from above by the large-Nf result for the
critical temperature. Interestingly, the Nf = 1 system shows an increase in the width of the region
with short-ranged order as compared to the Nf > 1 systems. The flavor dependence of the region
Tc(Nf) < T < T
∗(Nf) can be understood as coming from a competition between the (now only
thermally gapped) fermionic fields and the massive bosonic fluctuations.
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Figure 5.6: Plot of the width wβ(Nf) of the Ginzburg region close to the finite temperature phase transition
whereby chiral symmetry is restored as a function of flavor numberNf. Within the Ginzburg region, 2d Ising
scaling can be observed. The Ginzburg region is suppressed as ∝ N−1.4557f (dashed blue) with increasing
number of fermion flavors.
5.3 Ising-Scaling and Ginzburg Region
In Sect. 5.1 we reproduced the Gross-Neveu phase diagram in three spacetime dimensions at finite
temperature at mean-field level. The thermodynamic mean-field solution together with the induced
large-Nf propagator of the bosonic fluctuations lead us to mean-field exponents for the finite temper-
ature transition. We also argued, that invoking universality arguments and dimensional reduction
in conjunction with analyticity of the Gross-Neveu model in flavor number Nf seems to suggest that
mean-field exponents should also be observed at any finite Nf. This, however, turns out to be an
artifact of the large-Nf limit. It is, per se, not a contradiction to the analyticity in Nf of the finite
temperature critical exponents. Rather [126], the region where O(1), i.e., 2d Ising exponents can
be observed – the so-called Ginzburg region – comes with a flavor dependence and is suppressed to
zero in the large-Nf limit. As argued in [126], a crossover in scaling behavior from mean-field to
Ising exponents should occur as Tc(Nf) is approached for fixed Nf.
With the flow equations used in Sect. 5.2 to study the many-flavor phase diagram, we now
extract the β exponent, describing the decrease of the order parameter as the temperature tends to
Tc(Nf) from below,
〈σ〉 ∝ |T − Tc|β. (5.24)
The flow equations describe the “evolution” of the Gross-Neveu model over a dynamically generated
Yukawa theory with a noncanonical boson to a canonical Yukawa system, which is finally dimen-
sionally reduced to an O(1) model by the presence of the heat bath. Since we are restricted to a
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σ4 truncation, we cannot expect to find exact 2d Ising exponents as following from Onsager’s solu-
tion [127]. Rather, we extract critical exponents directly from a 2d O(1) theory in a σ4 truncation.
We find
ν = 0.4007, ησ,∗ = 0.4648. (5.25)
With hyperscaling relations – valid for the Ising model in two dimensions –, we obtain β = 0.0931.
Next, we perform a two-parameter fit to our numerical data obtained from the full Gross-Neveu flow
equations at finite temperature for fixed Nf over a selected temperature range of the form A e
B ln〈σ〉.
By varying the lower end of the temperature interval, we select the data range to be subsequently
fitted by a one-parameter fit when B ' β. Using a one-parameter fit of the form A eβ ln〈σ〉 in the
preselected region with the O(1) value of β, we define the size of the Ginzburg region by requiring
the relative deviation of the one-parameter fit from the numerical data to be less than 2%. The




of the Ginzburg region as defined by the scaling window where β can be observed. The results
of our computations are displayed in Fig. 5.6. As already mentioned wβ decreases with increasing
flavor number Nf. Fitting our data for wβ with C e
−x lnNf, we obtain x = 1.4557 and C = 0.249.
This result agrees nicely with the findings10 in [126], where both an analytic estimate (x = 3/2)
and Monte Carlo simulations (x = 1.51) were used to quantitatively describe the suppression of the
Ginzburg region with flavor number.
Ref. [126] further provides us with a definition of the so-called classical regime, which also sets the
scale for dimensional reduction (d→ d− 1) in the broken phase. It begins where the renormalized
boson mass equals temperature, m¯ = T cl. In this region, only the bosonic Matsubara zero mode
contributes significantly to the flow. We computed the width of the classical region below Tc(Nf),
see Fig. 5.7. The width of the classical region (below Tc(Nf)) can be seen to be roughly constant,
although for small flavor numbers, the classical regime is reached already for lower temperatures.
5.4 Challenges and Open Questions
To conclude this chapter on the finite temperature phase diagram of the three-dimensional Gross-
Neveu model, we comment on solutions for the full effective potential and the steps that would
be necessary to extend these beyond LPA type truncations. Further we briefly list problems with
10It is important to note that the bosonic action in [126] is defined differently by a factor of Nf from ours. Taking
this factor into account for the flavor dependence of wβ(Nf), our results agree with those obtained in [126].
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Figure 5.7: Left panel: plot of the classical regime (dashed black) below the phase boundary in the
many-flavor phase diagram. The critical region begins where the renormalized thermal mass of the bosonic
fluctuations equals temperature, m¯ = T cl. The physics in this region is dominated by the bosonic Matsubara
zero mode. Right panel: size of the classical regime below the phase boundary as a function of flavor
number. The classical regime is roughly constant. The small flavor region features slightly smaller classical
regimes.
known regulators in handling a finite chemical potential for d = 3. At present, a regulator that can
efficiently include a finite chemical potential for Gross-Neveu-type theories is not known.
Comments on the Full Effective Potential
A few comments are in order to briefly point out the difficulties arising from a treatment of the
full effective potential Eq. (4.44). While this could in principle cure issues arising from possibly
nonpolynomial effective potentials (in ρ), the emerging coupled system of a partial differential
equation (PDE) in the renormalization group scale k and the invariant ρ for the function uk(ρ)
and the ordinary differential equation (ODE) for the Yukawa coupling hk augmented with the
anomalous dimensions ησ,k and ηψ,k evaluated at the absolute minimum of the effective potential
uk(ρ) is not amenable to standard solvers for differential equations
11. While an iterative treatment
seems possible with standard solvers, this procedure has turned out to be quite unstable and very
sensitive to the numerical parameters used for solving the PDE. The basic idea is to first solve for the
effective potential for fixed Yukawa coupling and anomalous dimensions, determine the trajectory of
the minimum, and then solve the ODE in the background of the previously determined trajectory.
These renormalization group flows are inserted back into the PDE and the iteration starts over
again until observables converge to stable IR values. In this way, for flows at zero temperature, we
could achieve up to three iterations. In the fourth iteration, the solver could not sensibly integrate
the flow toward the IR. No signatures of convergence were seen after only three iterations and we
thus did not employ this scheme for a full analysis of the phase diagram.
11For example, within Mathematica [35], this type of differential equation is of “delayed” type. However, up to the
current version used for evaluating numerical problems, this type was not implemented and could thus not be dealt
with easily.
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Therefore a solution to this problem would have required to develop new numerical routines,
which is beyond the scope of the present work. In principle, however, the task seems rather clear.
It remains to formulate a PDE+ODE solver with suitable boundary conditions. Then, solutions for
the full effective potential could be obtained in LPA′ truncations.
Nevertheless, with the present method it has still been possible to solve the PDE for Uk(ρ¯) with
fixed Yukawa coupling, h¯k ≡ h¯ and Zψ,k = Zσ,k ≡ 1 in a standard LPA truncation. This is done by
evaluating the PDE with the Mathematica standard solver (see Appendix B.2 for details) on the
domain [0, ρ¯max]× [kIR,Λ], where ρ¯max is the largest value of the (dimensionful) invariant ρ¯ that is
kept in the solution. The flow is stopped at the infrared scale kIR, where the dimensionful effective
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k2 + U ′k(ρ¯) + 2ρ¯U
′′
k (ρ¯), EF,k =
√
k2 + 2h¯2kρ¯ and
nB(z) =
1
eβz − 1 (5.30)
is the Bose-Einstein distribution function. The initial condition at k = Λ is provided by Uk=Λ(ρ¯) =
m¯2k=Λρ¯, and the boundary condition at ρ¯ = ρ¯max is given by the scale-dependent mean-field potential,










































σ2 + const.. (5.31)
This effective potential reproduces the phase diagram presented in Sec. 5.1 for suitably chosen
parameters. Note that although Zσ,k receives contributions to leading order in 1/Nf, for the di-
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mensionful potential as a function of the dimensionful unrenormalized variable ρ¯, the flows for
potential and wave-function renormalization decouple in the large-Nf limit. Unfortunately, the flow
equation Eq. (5.29) is plagued by severe regularization artifacts. In fact, for generic initial con-
ditions that will induce symmetry breaking during the flow, shortly below the critical scale the
off-shell energies EB,k =
√
k2 + U ′k(ρ¯) + 2ρ¯U
′′
k (ρ¯) cross zero and will eventually turn imaginary for
k2 + U ′k(ρ¯) + 2ρ¯U
′′
k (ρ¯) < 0 with ρ¯ taking values in a range which is typically close to, but below the
position of the flowing minimum. Similar observations were reported in [125]. By tedious parameter
scans, the scale where this pathology occurs can be suppressed further toward the infrared. Still,
by tuning the bare boson mass, it could never be removed completely from the flow. In face of the
failure of pure LPA truncations in describing Gross-Neveu universality in d = 3, we did not pursue
this route any further.
Note on Inclusion of Finite Chemical Potentials
In writing Eq. (5.29), we made use of the fact that Matsubara sums can be performed exactly with
a dimensionally reduced regulator of the form given in Eq. (5.27), which allows for the inclusion of a
finite chemical potential µ. Unfortunately, this regulator yields a well-defined set of flow equations
strictly at the LPA level only. Upon inclusion of the bosonic anomalous dimension ησ,k – as pointed
out several times, an essential ingredient to capture Gross-Neveu universality – the flow equations
are no longer well defined. The bosonic anomalous dimension behaves as 1
d−3 [108], so in d = 3 the
system directly sits on a pole. In a sense, the dimensionally reduced regulator shifts around upper
and lower critical dimensions, defying an analysis of Gross-Neveu-like models in three spacetime
dimensions with such a dimensionally reduced regulator. As an alternative one might consider
a covariant regulator as used in the construction of the many-flavor phase diagram above. The
chemical potential, however, enters into the threshold functions as an imaginary argument in a
Heaviside step function, cf. Appendix A.6. These expressions are obviously ill-defined and yield
divergent Matsubara sums after shifting integration variables. Since the Heaviside function does
not have a unique extension to complex arguments, a formally imaginary chemical potential which
is continued back to real chemical potential at a suitable step in the computation of the threshold
functions cannot remedy the situation. This was checked for the large-Nf limit, where the mean-field
phase diagram at finite chemical potential is known. In Ref. [41], a Callan-Symanzik-like regulator
was employed to study the 4-dimensional quark-meson model. However, due to the presence of an
additional parameter and the nonanalyticity of the Heaviside function we expect similar problems to
occur in this approach. A strict Callan-Symanzik regulator at µ > 0 leads to expressions containing
square roots of complex arguments. This can, however, be removed by appropriately altering the
shape function. The price to be paid is that an evaluation of the resulting mixed bosonic and
fermionic 1-loop diagrams turns very tedious and propagator functions are no longer flat, making
the evaluation of anomalous dimensions quite laborious. The completion of deriving Gross-Neveu
flow equations at finite µ is left for future work.
Chapter 6
Magnetic Catalysis in the Gross-Neveu
Model
Remarkably, when interacting planar Dirac fermions are subject to an external perpendicular mag-
netic field, symmetry breaking accompanied by the generation of a mass gap for the fermionic
degrees of freedom occurs for all finite values of the interaction strength [128]. Indeed, this effect
known by the name of magnetic catalysis is not particular to models defined in three spacetime
dimensions, but has also been investigated in four dimensional quantum field theories [129, 130].
However, what is special about three spacetime dimensions is the fact that even in the absence of
interactions a finite value of the chiral condensate is generated by applying an external magnetic
field [128]. So also for a free system the (continuous) chiral symmetry is spontaneously broken. This
phenomenon is sometimes referred to as a “quantum anomaly” [131], since it unexpectedly leads
to the generation of a nonvanishing expectation value for a certain operator. For condensed matter
model systems, possible applications of this effect have been studied for a variety of low-dimensional
physical realizations, ranging from magnetic field induced insulating behavior in semi-metallic struc-
tures [132, 133] to anomalous Hall plateaus in graphene [131, 134–137] and transport properties in
d-wave superconductors [138–140].
The interplay between strong magnetic fields and chiral symmetry breaking has also become
of topical relevance in particle physics. For instance, noncentral heavy-ion collisions go along with
extreme magnetic fields [144] that may even interfere with the topological structure of the QCD
vacuum [145, 146] or simply take a parametric influence on the chiral phases of QCD [151–156]. Even
though magnetic fields in strongly interacting fermionic systems generically support the formation of
a chiral condensate at least in mean-field-type approximations, further interactions such as gluonic
back-reactions may also lead to inverse effects [157].
There exist already a few works in the literature on the large-Nf results for the Gross-Neveu
model [158–161]. Beyond leading-order results in a 1/Nf-expansion, magnetic catalysis has been
studied both with truncated Dyson-Schwinger equations (in d = 3 [129, 162] and d = 4 [129, 163,
164]) and Wilson-style renormalization group equations (in d = 4 [150, 165, 166]) in the context
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of fermionic models with short-ranged interactions and QED. However, a clear renormalization
group picture in terms of a fixed-point analysis of the beta function appears to be still missing.
Moreover, the inclusion of purely magnetically induced operators in the renormalization group flow
and their effect on the running coupling has not been considered so far. In the following, we provide
a clear renormalization mechanism for magnetic catalysis in the Gross-Neveu model by means of
the functional renormalization group. Similar observations have been made in a renormalization
group study of magnetic catalysis in a QCD low-energy model [167]. Moreover, we identify terms
that are compatible with the symmetries of the Gross-Neveu action in the presence of an external
magnetic field. In principle, all operators compatible with the symmetries of the initial action can
be generated under renormalization group transformations. Therefore, our analysis addresses the
question, whether the operator content of fermionic effective actions is modified in the IR by the
very presence of such gauge backgrounds.
With Sect. 6.1 our analysis begins with the free chirally symmetric many-flavor Dirac Lagrangian
in three spacetime dimensions in the presence of magnetic background. We briefly recapitulate the
Landau level structure of the free mode solutions, and discuss the observed pattern of dimensional
reduction by means of the full gauge-variant fermionic propagator. This will also allow us to
directly access the “quantum anomaly” featured in this model. Building on the definition of the
three dimensional, chirally symmetric Gross-Neveu model in an external magnetic field given in
Sect. 3.1 and the results from Sect. 3.2 and Sect. 3.3, where we collected the transformation rules
under both discrete symmetry and chiral transformations and studied the Gross-Neveu theory space,
in Sect. 6.2 we present a derivation of the beta function for the four-fermi coupling in the pointlike
limit. Importantly, it is shown that although a magnetic field spoils translation invariance, i.e.,
conservation of momentum, a consistent gradient expansion can nevertheless be formulated. We then
discuss the effect of the magnetic field on the behavior of the beta function for the fermionic coupling
in the pointlike approximation in a qualitative manner, while a quantitative discussion of the field
dependence of the dynamically generated fermion mass inferred from the beta function is deferred to
Sect. 6.3. We will show how a covariantly regularized propagator suitable for renormalization group
studies can be obtained and take special care in defining vertex functions for a partially bosonized
formulation in Appendix A.9, laying ground for the inclusion of collective neutral excitations.
6.1 Dirac Fermions in Abelian Gauge Background
We shall briefly review the most important properties and aspects of planar Dirac fermions prop-
agating in the presence of a perpendicular magnetic field. This will provide us with the necessary
ingredients for setting up a renormalization group equation in a language adapted to the problem
at hand.
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Landau Level Spectrum




ψ¯j i /D[A]ψj. (6.1)
We chose the vector potential in the gauge
A(x) = (0, 0, x1B)T . (6.2)
Within the three-dimensional formulation the magnetic field appears as a pseudo-scalar quantity.
This corresponds to the fact that the magnetic flux associated to a magnetic field that is aligned
perpendicularly to the (x1, x2)-plane can pierce this plane with two different orientations. As already
pointed out in Sect. 3.2, this Lagrangian features a global U(2Nf) symmetry, stemming from both
chiral and unitary flavor symmetry. The Landau level spectrum of Eq. (6.1) is easily obtained from
the square of the operator i /D[A]. With the conventions in Sect. 3.1, the squared Dirac operator
can be written as






= − (D[A]2 τ0 ⊗ τ0 + qB τ0 ⊗ τ3) , (6.3)
where D[A]2 is the covariant Laplacian. The spectrum of the squared Dirac operator in a perpen-








Here, 2n = qB(2n + 1) (for notational convenience, in the following we will assume qB > 0) corre-
sponds to Landau level energies and n is the associated Landau level index. The quantum number
τ will be referred to as spin1. Analytic continuation onto the real frequency axis yields the corre-
sponding poles of the resolvent operator or equivalently the eigenvalues of the Dirac Hamiltonian,
which for n > 0 are then given by
E±n,τ = ±qB
√
(2n+ 1) + τ . (6.5)
1In condensed matter applications, the spinor structure can, but not necessarily has to be identical to physical
spin. If we were to describe, e.g., a graphene system, the spinor structure encodes sublattice and valley quantum
numbers and is referred to as a pseudospin. The physical spin degree of freedom would also couple through a Zeeman
term to the external field. However, in so-called helical metals, where spin and momentum are locked into a spin
texture in the first Brillouin zone, the spinor indeed describes the physical spin degree of freedom.
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The massless and massive spectra are depicted schematically in Fig. 6.1. The lowest Landau level is
specified by the quantum numbers n = 0, τ = −1 with E0,−1 = 0. All further solutions with n ≥ 1
for both negative and positive energy branches build up two degenerate towers of Landau levels for
τ = +1 and τ = −1, respectively. Accounting for the density of states qB
2pi
per spacetime volume for
each Landau level, the trace operation can be decomposed as










tr( · ), (6.6)
where Ω denotes spacetime volume and tr( · ) is the trace over spinor indices (corresponding to
τ = ±1). It can be easily shown with, e.g., heat-kernel methods, that the number of zero modes
per spacetime volume of the Hamiltonian corresponding to Eq. (6.1) equals qB
4pi
. So even though
there is in principle room for qB
2pi
states in a given volume Ω, only half of them are filled. This can
be understood to be due to global charge conservation.
Dirac Propagator
The propagator for Dirac fermions in a magnetic field, that is the inverse of the Dirac operator, can
be found to be given by [147, 148]
G+(x, x′) = Φ(x, x′)G˜+(x− x′), (6.7)
where we defined the gauge-dependent holonomy factor
Φ(x, x′) = eiq
∫ x′
x
dx¯(A(x¯)+ 12F [x¯−x′]) (6.8)
with integration (e.g. along a linear path) connecting the spacetime points x and x′ (see Ap-
pendix A.7 for brief sketch of a derivation). We furthermore defined the translation invariant
function (in proper-time/Laplace representation)



















tr ln{(iqFs)−1 sinh(iqFs)}e− 14 [x−x′](iqFs) coth(iqFs)[x−x′], (6.9)
and appropriate contractions of spacetime indices in Eq. (6.8) and Eq. (6.9) are implicit and for
generality we also included a chirally nonsymmetric mass m¯f . This decomposition will help us in the
construction of a consistent gradient expansion, although translation invariance is strictly speaking
lost. Thus G˜+(x − x′) possesses a well defined Fourier transform, see Appendix A.8 for a direct
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evaluation. In fact, the Fourier transform, denoted by G˜+(p) can be expanded over Landau levels,











where Lαn(x) are generalized Laguerre polynomials [107] and the spin-resolved Landau level projector
reads



















(γ1px + γ2py) , (6.11)
where by definition L0n(x) = 0 for n < 0. We can read off from Eq. (6.10) some general features of
Dirac fermions exposed to a homogeneous magnetic field. The n = 0 contribution is spin polarized
due to the presence of the spin projector 1√
2
(τ0⊗ τ0+ τ0⊗ τ3). All further Landau level modes with
n ≥ 1 are “massive”, with mass ∝ √qBn and come in both polarizations. The expansion Eq. (6.10)
makes obvious the decomposition of the 3-dimensional field theory into 1-dimensional dynamical
systems. Only fluctuations in the time direction are possible, transverse fluctuations in the (x1, x2)-
plane are exponentially suppressed with the characteristic scale l = 1/
√
qB, the so-called magnetic
length.
Derivation of the Quantum Anomaly
Including a mass term m¯f in the Lagrangian Eq. (6.1), we can compute the expectation value∑Nf





























with G˜+(p) being the Fourier transform of G˜+(x) and a normal ordering prescription is implicit in
the definition of the expectation value 〈ψ¯jψj〉 (and the i is due to Wick rotation, taking into account
that ψ¯jψj is “imaginary”). This demonstrates, that for a system of noninteracting Dirac fermions
in three spacetime dimensions minimally coupled to a perpendicular magnetic field the continuous
global U(2Nf) can spontaneously be broken down to U(Nf)×U(Nf) for B 6= 0. Actually, a detailed
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Figure 6.1: Left panel: In a perpendicular magnetic field, the linearly dispersing Dirac cone is replaced
by relativistic Landau levels, i.e., momentum is no longer a good quantum number. Right panel: The
τ -resolved Landau level spectrum for both massless (m¯f = 0) and massive (m¯f 6= 0) Dirac fermions. Blue
blobs show positive, red blobs negative energy solutions. The magenta blob refers to the zero energy
Landau level in the massless case. Obviously, the lowest Landau level is spin-polarized. All levels have a
density of states qB2pi . In its ground-state, only half of the zero energy Landau level states are filled with
fermions due to charge conservation [150].
discussion shows, that the value given in Eq. (6.12) is particular to a calculation with a finite mass
and eventually sending the mass to zero. In [150], it is argued that by this prescription, only a
particular ground-state out of a degenerate set of states containing both chirally symmetric and
chirally nonsymmetric states is selected.
However, for vanishing interaction (g¯ = 0), this expectation value cannot couple back into the
bilinear part of the theory. So although the chiral symmetry is broken and a finite chiral condensate
is dynamically generated, it does not act as a mass term for the fermions and the spectrum of the
theory remains unchanged.
6.2 Magnetic Beta Function
For giving a simple renormalization group picture of magnetic catalysis and also for avoiding techni-
calities, we stay within a pointlike, purely fermionic description. For finite flavor number we expect
our arguments to be reliable until the onset of chiral symmetry breaking, where a proper description
of the built up of a finite expectation value of the order parameter and the associated collective
fluctuations need to be taken into account. For infinite flavor number, this approach is known be
equivalent to a mean-field Dyson-Schwinger gap-equation approach [82].
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To capture the effects of a magnetic field on the renormalization group flow, we make the
following ansatz for the effective average action:
















where the coupling g¯k is a function of the renormalization group scale k. Inserting this ansatz
into the flow equation Eq. (2.27), we can project onto the flow of the dimensionless coupling gk
by collecting all appropriate terms quartic in the spinor fields. The presence of the magnetic
field requires a slightly different approach in the derivation of the beta function, which is usually
performed for the corresponding momentum-space quantities and fields. One problem is that the
vector potential A(x) entering the quadratic part of the action renders the fermionic propagator a
translationally noninvariant function of the spacetime coordinates. Taking gauge holonomy factors
appropriately into account, cf. Eq. (6.7), it still becomes possible to study the ansatz in Eq. (6.13),
which essentially constitutes the zeroth order in a derivative expansion. This implies that the
derivative structure contained in the effective average action is the same as in the classical action.
In the following, we demonstrate that Eq. (6.13) leads to a consistent flow equation within such a
derivative expansion. We also argue that the scale dependence of a wave function renormalization
entering the action in the form Zψ,k
∑Nf
j=1 ψ¯j i /D[A]ψj in the present truncation is trivial, i.e., Zψ,k ≡ 1
like in standard flows for pointlike fermionic theories with chiral symmetry [34, 46].
Position-space Derivation of the Magnetic Beta Function
It is convenient to derive the flow equations in position space rather than momentum space due to
the presence of the vector potential A(x). Strictly speaking, the propagator is in general no longer
a translationally invariant function of spacetime coordinates. As shown above, it can, however, be
decomposed into a holonomy factor Φ(x, x′) times a translationally invariant factor [148], allowing
in principle for a momentum-space formulation, if 1PI vertex functions are defined carefully. Still, a
formulation in position space is more direct in the purely pointlike approximation. The flow equation
Eq. (2.27) in Nambu representation can again be expanded as (here in contrast to Eq. (2.30), the





























where the ∂˜t derivative only acts on the regulator dependent part. As before (cf. Eq. (2.29)), we






k , where Γ¯
(2)
k is the field-independent part
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and Γ˜
(2)


















with an as yet unspecified shape function rF (y). The fluctuation kernel in Nambu representation
















While we have omitted flavor indices for the propagator part, which is diagonal in flavor space, the
flavor structure of the vertex part is nontrivial. The matrix blocks are given by
H¯ij,k = − g¯k
Nf




























We define the position space representation of the operator i /D[A] as
〈x|i /D[A]|x′〉 ≡ i /D[A](x, x′) = γµ(i∂xµ +Aµ(x))δ(x− x′). (6.23)
Accordingly, we proceed for the regulator part R+F,k inserted into the Gaußian measure of the
generating functional of Green’s functions:
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However, the wave function renormalization is Zψ,k ≡ 1 in this pointlike truncation. This can
be seen from the tadpole diagram giving rise to self-energy corrections. The regularized tadpole




k (x, x). (6.26)
Using the fact, that the covariantly regularized Dirac propagator can be decomposed into a holon-
omy times a translationally invariant part as in Eq. (6.7) (see Appendix A.9 for proof) and since
the holonomy factor Φ(x, x′) from Eq. (6.8) becomes trivial in the coincidence limit x′ → x, the
remaining contribution to the trace comes from the translation invariant part and thus the tadpole
carries no net momentum at all, like in the B = 0 case.
The vertex part of the fluctuation matrix becomes in position space representation
H¯ij,k(x, x


































The projection onto the beta function of the dimensionless coupling gk = k
d−2g¯k is facilitated by
collecting all contributions on the r.h.s. of Eq. (6.14) which are quartic in the fermionic fields. We
















. These will subsequently be
evaluated for spatially constant spinor fields. Using the identity
∂˜tG
±
k = −G±k ∂tR+F,kG±k , (6.31)
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Figure 6.2: The upper part depicts a diagrammatic representation of the beta function for the dimensionless
coupling gk (red dot). The regularized fermionic loop contains the full B-dependence as given by the
fermionic propagator coupling to the external gauge field A to all orders as shown in the lower part. The
coupling to A is indicated by a cross. The ∂˜t derivative acts on the regulator dependent part of the
propagators and generates diagrams with regulator insertions, see Eq. (6.31).





























































where tr( · ) denotes the trace over spinor indices. The first term on the r.h.s. in the first line of
Eq. (6.32) contains not only a contribution to the flow of gk, but also a term ∼ 1Nf (ψ¯iσµνFµνψi)(ψ¯jψj)
is generated in an infinitesimal renormalization group step. Nevertheless, in the large-Nf limit, this
contribution drops out from the fermionic loop. It is also important to note that the spinors ψ¯i and
ψi are to be contracted with the term in round brackets. It is interesting to note, that within the
chirally broken phase, such a term corresponds to an anomalous magnetic moment of the fermionic
fields, with the strength of this moment being directly related to the value of the chiral condensate.
Similar observations have also been made in [141–143].
From Eq. (6.32) we can read off that the pointlike limit as the lowest order in a derivative
expansion is well defined. Holonomy factors Φ(x, x′) from the fermionic propagators fulfill the
composition law Φ(x, x′)Φ(x′, x′′) = Φ(x, x′′) and are once again rendered trivial by the coincidence
limit. In principle, the trace could be performed in momentum space, using Eq. (6.9). However,
having arrived at Eq. (6.32), it is rather easy to perform traces over the Landau level spectrum
diagonalizing the spatial part of the Dirac operator.
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1 + rF (y)
)3
r′F (y), (6.34)
with y = (i/D[A])2/k2, in order to handle the appearing traces. Since the spectrum of (i /D[A])2 is






























where the prime indicates that the trace over spinor indices is not included. The last term in
Eq. (6.35) makes the generation of a magnetically induced operator explicit. However, neglecting
this contribution and only keeping terms ∼ τ0 ⊗ τ0 = 14, the flow equation for gk can be derived in






i.e., by using the Callan-Symanzik regulator giving rise to scale dependent mass ∝ k2. The Laplace




Upon performing the Laplace integral, we finally arrive at the rather simple result






















where b ≡ qB
k2
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giving us back the beta function for vanishing gauge background in the limit b → 0, cf. Chap. 4.
We can immediately read off the nontrivial “dynamical” fixed point g∗(b),
g∗(b) = 16pi(d− 2)
(
















which still depends on the renormalization group scale via the presence of the magnetic field.
Formally, for d > 2 and b→∞ (corresponding to the IR limit k → 0), g∗(b) tends to 0+. From this





= d− 2 d=3= 1. (6.41)
For quantitative statements, we actually have to determine the full renormalization group trajectory.
We will discuss the implicatios of our findings in greater detail in the following sections.
Qualitative Modifications of the Flow by a Magnetic Field
In the following, we will elaborate on how the phenomenon of magnetic catalysis manifests itself in
the IR behavior of the beta function Eq. (6.38) for the coupling g¯k.
As already discussed in Sect. 4.2, this beta function has also a non-Gaußian, i.e., strong-coupling
fixed point besides the Gaußian fixed point of a noninteracting theory. At this non-Gaußian fixed
point the scaling dimension is altered from ΘGauß < 0 at the Gaußian one to Θnon-Gauß > 0, cf. [31]
and Chap. 4. So in contrast to a naive scaling analysis, the coupling actually corresponds to a
relevant direction in theory space at this nontrivial zero of the beta function. The nontrivial fixed
point acts as a separatrix for different regimes of the flow. These two different regimes translate into
different phases realized in the respective ground states of the quantum field theory [39, 81]. For
values gk < g∗, the flow is toward a noninteracting theory, while for gk > g∗ the coupling diverges at
some finite IR scale kc, indicating that the discrete chiral symmetry is spontaneously broken. Thus,
g∗ can be interpreted as the (nonuniversal) critical value of gk corresponding to a chiral quantum
phase transition, as discussed in Chap. 4. With the magnetic field, a new scale enters the scene,
the so-called magnetic length l = 1/
√
qB. The inverse magnetic length thus describes the typical
energy and momentum scales associated with fermions moving in a magnetic field. For strong
magnetic fields, the fermionic fluctuations that experience Landau level quantization are primarily
driven by the lowest Landau level (n = 0, τ = −1, cf. Sect. 6.1). A Landau level can roughly
be attributed an extent of l in all spatial directions orthogonal to the magnetic field. The present
quantum field theory in d = 3 is thus dimensionally reduced via the external field to essentially a
quantum mechanical problem (d → d − 2 = 1), as was already discussed in Sect. 6.1 by means of
the full propagator for g¯ = 0.
94 Chapter 6. Magnetic Catalysis in the Gross-Neveu Model
Figure 6.3: Plot of the beta function βg (cf. Eq. (6.38)) of the coupling g in the presence of an external
magnetic field B in arbitrary units. As the RG scale k tends to zero for fixed B, the quadratic part of
the beta function dominates over the linear part due to dimensional flow. The strong-coupling fixed point
(black dots) is pushed toward the Gaußian fixed-point as the scale moves from the high UV to the IR
regime (indicated by dashed red arrow). This leads to a divergence in g at a finite scale associated with
chiral symmetry breaking, for arbitrary values of the initial coupling at the UV scale Λ. From right to left
b takes the values 0.1, 1, 2, 3, 5, 10, 100, 1000.
In the regime l−1  k, the high-momentum quantum fluctuations on the scale k are not affected
by the long-wavelength physics associated with the low-momentum scale l−1. From the initial UV
scale k = Λ down to the magnetic scale k = l−1, we expect the beta function to be very similar
to its zero field counterpart. However, as we evolve the system toward the IR by sending the
renormalization group scale k to zero, the IR fluctuations in the regime l−1  k are dominated by
magnetic-field effects.
This behavior is depicted in Fig. 6.3. At high scales (b  1), the beta function shows the typical
competition between a positive linear and negative quadratic contribution, cf. Eq. (4.27). Its shape
is unaffected by the presence of an external magnetic field. Upon lowering k, the non-Gaußian fixed
point starts moving toward the Gaußian fixed point. In the deep IR limit, the non-Gaußian fixed
point asymptotically merges with the Gaußian one. However, only the negative branch of the beta
function survives in this limit, rendering gk a relevant perturbation, completely oblivious of the
initial UV value of the coupling. In this way, the divergence of gk at a finite scale is catalyzed by
the external field for arbitrary finite values of gk.
6.3 Dynamical Mass Generation by External Fields
The phenomenon of spontaneous chiral symmetry breaking is accompanied by the dynamical gen-
eration of a mass m¯f for the fermionic degrees of freedom which drive the symmetry breaking. In a
partially bosonized formulation, that we described earlier in Chap. 4 for vanishing magnetic field,










0.20 100 a.u. 0.206 100 a.u.
(B)
g0 . g∗
2.00 100 a.u. 2.76 100 a.u.
(C)
g0 & g∗
6.50 100 a.u. 65.00 100 a.u.
Table 6.1: Initial or bare value of the interaction g0 and cutoff scale Λ in the large-Nf renormalization






the condensation of an order parameter field σ introduces a mass term into the free part of the Dirac
Lagrangian. The onset of symmetry breaking driven by quantum fluctuations typically occurs at
some critical scale kc. We expect that m¯f ∼ kc. The collective fluctuations of the fermionic system
encoded in fluctuations of the σ field about its expectation value will typically diminish this value.
Quantitative Results
The beta function Eq. (6.38) can now be used to analyze the field dependence of the dynamically
induced fermion mass. For this, we use the identification m¯f = kc, ignoring possible O(1) factors
arising from fluctuations in the symmetry-broken regime. The critical scale kc can be identified
with the scale where the flow of gk diverges. Therefore it is convenient to reformulate the beta
function for gk as a beta function for the inverse coupling 1/gk. From β1/gk we can move to the
actual trajectory 1/gk by solving the flow equation with a given initial condition gk=Λ = g0 and
record whenever 1/gk=kc = 0.
The result of this analysis is shown in Fig. 6.4. The initial or bare value g0 was chosen from
three different regimes. The flow equation was evaluated for flavor numbers ranging from Nf = 1 to
Nf = 100, which at this level of the truncation is indiscernible from the large-Nf limit. For clarity,
only the curves for Nf = 1 and Nf = 100 are shown. The curves for 1 < Nf < 100 fall into the
shaded regions and do not cross in the B-interval we scanned. The precise values for g0 and Λ are
listed in Table 6.1. In the weak coupling regime g0  g∗ we find m¯f ∝ B. For intermediate, but
sub-critical values of the initial coupling g0 . g∗ deviations from the linear behavior show up. In
a sense, in this regime the generation of a fermion mass is due to the interplay of the “quantum
anomaly” of the free system for B 6= 0 mentioned in Sect. 6.2 and the four-point vertex g¯ (in the
pointlike approximation). While the anomaly generates a finite chiral condensate, the four-point
vertex allows for coupling this condensate back into the single particle spectrum, such that a mass
gap opens up. In the strong coupling regime g0 & g∗ the fermion mass is generated already for
B = 0 in the usual chiral quantum phase transition from a massless phase to a phase with massive
Dirac fermions controlled by the beta function for vanishing field.
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Figure 6.4: B dependence of the dynamically generated fermion mass m¯f as determined from the critical
scale kc. The lowest boundary of each band corresponds to Nf = 1 and the upper boundary to Nf = 100.
The curves for intermediate Nf can be computed as easily, but are not shown for clarity. Band (A) is the
weak coupling g0  g∗, band (B) the intermediate but sub-critical coupling g0 . g∗, and (C) the strong
coupling regime, g0 & g∗.
Comparing with Mean-Field Theory
To assess the validity of the pointlike approximation of the four point vertex and the naive iden-
tification of the dynamically generated fermion mass m¯f with the critical scale kc we use in this
work, we compared the large-Nf limit of our flow equation with the large-Nf Dyson-Schwinger gap














f t(qBt) coth (qBt) . (6.42)
The integral is regularized in the proper-time formulation and can be performed by analytic con-
tinuation, such that a closed but cutoff-dependent expression is obtained (see [128]). The results
are shown in Fig. 6.5. The values of the cutoff scale Λ and the bare interaction g0 used in the
two different schemes (renormalization group and Dyson-Schwinger gap equation) are given in Ta-
ble 6.1. In order to compare these two approaches, the values of Λ and g0 were chosen, such that the
dynamically generated fermion mass m¯f obtained from the RG flow and the self-consistent solution
to Eq. (6.42) coincide for qB/Λ2 = 0.1. Since the Gross-Neveu model (or its corresponding univer-
sality class) only has a single parameter (which remains true beyond the pointlike approximation),
this fixing prescription is sufficient. We find excellent agreement over a wide range of qB. Small
deviations occur due to cutoff effects when qB/Λ2 ∼ 0.35, as expected for scheme dependencies.
Unfortunately, this quantitative check cannot be carried over to finite Nf in a fully controlled man-
ner. Especially the identification m¯f = kc cannot be expected to hold any longer, since collective
excitations – which are completely damped in the large-Nf limit – will modify the value of m¯f
beyond the critical scale kc that for finite flavor numbers signals only the onset of chiral symmetry
breaking.
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Figure 6.5: Quantitative comparison of the B dependence of the dynamically generated fermion mass
m¯f from the large-Nf flow equation (solid blue) and the large-Nf gap equation in the weak- (top left),
intermediate- (top right) and strong-coupling regime (bottom). For cutoff Λ and bare value of g0, see
Table 6.1.
Discussion
We have studied the phenomenon of magnetic catalysis within the three dimensional Gross-Neveu
model. Minimally coupling the Dirac fermions to an external magnetic field catalyzes chiral sym-
metry breaking for arbitrary bare values of the fermionic interaction. Even in the free system, chiral
symmetry breaking occurs and can be attributed to a form of “quantum anomaly”. However, only
in the interacting case does the symmetry breaking lead to a mass generation for the fermionic
degrees of freedom. Using the functional renormalization group flow equation for the generating
functional of 1PI irreducible vertices, we have obtained the beta function for the coupling parame-
terizing the fermionic interaction in a pointlike approximation. An analysis of the IR behavior of
the beta function yielded a clear picture of magnetic catalysis in the language of the renormalization
group. The strong-coupling fixed point is pushed toward the Gaußian fixed point. But in the deep
IR limit, we find that only the negative branch of the beta function remains, and subsequently the
coupling always flows into the strong coupling regime and eventually signals the breakdown of chiral
symmetry in a divergence at a finite critical scale.
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This fixed-point picture of the approach to criticality in fact occurs in many fermionic systems
[46]. For instance, also a gauge-field background giving rise to a nonvanishing Polyakov loop pushes
the strong-coupling fixed point towards the Gaußian fixed point [170]. The unique feature of a
magnetic background is the occurrence and subsequent IR dominance of the lowest Landau level
acting as a symmetry-breaking catalyzer [128, 129].
Additionally, magnetically induced operators might affect chiral symmetry breaking in external
fields. We find that a fermionic tensor-scalar contribution is generated for finite flavor number, when
starting from the naive Gross-Neveu action with only scalar-scalar interactions. The occurrence of
these magnetically-induced operators is not particular to the Gross-Neveu model but certainly a
generic feature of any fermionic system. In fact, this is yet another example for the proliferation of
operators in the presence of further Lorentz tensors as is familiar from the classification of operators,
e.g., at finite temperature [46, 108]. It should be emphasized that mean-field studies typically ignore
contribution of such terms.
Within our truncation, there is no critical magnetic field, i.e., symmetry breaking occurs for all
B. In principle there might be the possibility to compensate the “driving force” from the scalar-
scalar channel, such that for certain regimes, a critical field Bc might be necessary to enter the
broken phase. This is indeed the case at finite temperature. Here it is interesting to consider the
dimensional reduction d→ d− 2 by the external magnetic field, followed by d→ d− 1 in the high-
temperature regime [158–161], literally boiling down the relevant and universal mode content to
a 0-dimensional theory, which should correspond to a simple (Grassmann) integral. In a partially
bosonized description, we would obtain a 0-dimensional (gapped) fermionic mode coupled to 2-
dimensional (gapless) bosonic fluctuations.
Also, we neglected the back-reaction of collective neutral excitations onto the fermionic system.
For small flavor numbers, we expect sizable quantitative modifications from the fluctuations of the




In this thesis, we established the Gross-Neveu model in three-dimensional spacetime as a simple, yet
nonperturbative, benchmark system for a derivative expansion at the LPA′ level at zero (Chap. 4)
and finite temperature (Chap. 5) within the functional renormalization group as formulated by
Wetterich. We laid ground for an extension of our analysis by identifying the Gross-Neveu theory
space in Chap. 3 at the four-fermi level. The derivation of the Gross-Neveu beta function in the
presence of a magnetic field in Chap. 6 allowed us to gain an intuitive picture for the phenomenon
of magnetic catalysis. In the following, we would like to briefly go through several open questions
and interesting extensions of the topics touched upon in this thesis.
Gross-Neveu Phase Diagram at Finite Chemical Potential
Since the Gross-Neveu model in three spacetime dimensions can be treated with Monte Carlo simula-
tions even at finite chemical potential, it is desirable to compare results from different nonperturba-
tive approaches, especially to demonstrate the validity and power of the functional renormalization
group. As we explained in Sect. 5.2, a convenient regulator which can handle finite chemical poten-
tials in low-dimensional fermionic theories with chiral symmetry is currently unknown. To construct
a suitable regulator and to extend the phase diagram along the µ axis is an attractive goal for the
Gross-Neveu theory. To understand the difficulties arising from polynomial truncations of the ef-
fective potential and possibly to move to the full effective potential beyond LPA in low-dimensional
models would complete this line of research.
Magnetic Catalysis with Collective Neutral Excitations
The treatment of magnetic catalysis in Chap. 6 was restricted to the four-fermi level, yielding
estimates for the dynamically generated fermion mass. These values will be reduced, once the
back-action of collective fluctuations of the order parameter are considered in the truncation. The
inclusion of collective excitations at the LPA′ level requires a sensible ansatz for the flowing vertices,
taking into account gauge-dependent holonomy factors. We have derived a consistent set of flow
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equations which forms the starting point for a fixed-point analysis analogous to Chap. 4 in the
presence of finite magnetic flux. To access the UV structure of the Gross-Neveu model within this
formalism, a resummation over all Landau level contributions is necessary. For any finite truncation,
the UV fixed-point is “lost”. The LPA′ level truncation lends itself to an improved resolution of the
field dependence of the magnetically induced chiral condensate.
Thirring Model with Magnetic Flux
In contrast to the Gross-Neveu model, the three-dimensional Thirring model features nonanalytic
behavior with respect to flavor number [34]. The Thirring theory space features a rich fixed-point
structure. In the Gross-Neveu model, the presence of a magnetic field generates a dynamical fixed
point, running toward the Gaußian fixed point with the renormalization group evolution, simulta-
neously catalyzing dynamical symmetry breaking. It appears interesting to study the interaction
of the more complicated Thirring fixed-point structure with external magnetic flux.
Magnetic “Quantum Anomaly” in Topological Insulators
The low-energy properties of surface states of topological insulators can be described by Dirac
Hamiltonians. Due to the increasing interest in the transport properties of topological insulators, it
seems worthwhile to investigate the possible effects of the magnetic “quantum anomaly” featured by
Dirac systems in the presence of a perpendicular magnetic field and Coulomb repulsion. Accurate
knowledge of the field dependence of the gap in the fermionic single-particle spectrum could provide
a quantitative bridge to the understanding of transport experiments on topological insulators.
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In this thesis we consider fermionic quantum field theories in Euclidean spacetime with metric
δµν = diag(+1,+1,+1). The starting point for relativistic theories is a given action in Minkowski





ψ¯M i/∂MψM , (A.1)
with /∂M = γ
µ
M∂µ and the gamma matrices fulfill
{γµM , γνM} = 2ηµν14. (A.2)
The so-called Wick rotation corresponds to the substitution t → −iτ in Eq. (A.1), where τ is the
imaginary time variable. We perform the following substitutions in the kinetic term (the spacetime
measure is of course also sensitive to this substitution and picks up a factor −i):
t → −iτ,
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This yields the Euclidean expression




with Euclidean gamma matrices satisfying
{γµ, γν} = 2δµν14. (A.5)
Further bilinears and operators with higher mass dimension need to be Euclidean invariants. To-
gether with an appropriate definition of complex conjugation for Dirac spinor fields, a complete list
of invariant bilinears was given in [51]. As to the mass term, since ψ¯ψ is purely imaginary, for it to
be real it enters the action as ∫
x
im¯f ψ¯ψ., (A.6)
which can be confirmed by the substitution rules Eq. (A.3)
A.2 Fourier Conventions
We formulate the Fourier conventions used in this thesis for a superfield Φa(x) (see A.3 for a












is the Euclidean integration in momentum space at zero temperature, T = 0,










ddx for the integration over Euclidean spacetime. The delta functions obtained by
functional field derivatives are thus normalized as
δΦa(x)
δΦb(x′)
= δab δ(x− x′) (A.9)
in real space, and
δΦa(p)
δΦb(p′)
= (2pi)dδab δ(p− p′) (A.10)
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for the corresponding momentum space Fourier amplitudes. As usual, the delta functions expressed












which for p = p′ yields δ(0) = Ω, with Ω denoting spacetime volume. At finite temperature, T > 0,














while in momentum space the corresponding changes are
p0 → p0 =





















In this appendix, we give the definition of the conventional superfield formulation of the Wet-
terich flow equation adapted to the (partially bosonized) Gross-Neveu model, treating fermionic
and bosonic degrees of freedom on an equal footing. Here, we focus on the momentum space repre-
sentation of fields, which is usually employed in the derivation of flow equations. We first combine











and rearrange fermionic bilinears according to∫
p,p′
ψ¯j(p)M
+(p, p′)ψj(p′) ≡ 12
∫
p,p′
ΨTj (−p)M(p, p′)Ψj(p′). (A.17)
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with momentum space components M+(p, p′) and M−(p, p′) ≡ −MT (−p′,−p). We now further
collect the bosonic and all Nf fermionic degrees of freedom into a single, (Nf + 1)-component









 , ΦT (−p) ≡
(
σ(−p),ΨT1 (−p), A . . . ,ΨTNf (−p)
)
. (A.19)









































































ΦTa (−p)Ma,a′(p, p′)Φa′(p′), (A.23)
with M acting in superfield space. The mixed boson-fermion action for the partially bosonized
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The bare inverse propagator describing the bosonic sector of the Gross-Neveu model is simply given
by
G−1σ (p, p
′) = (2pi)dm¯2δ(p− p′). (A.26)
The Nambu propagator GΨ is related to the Dirac propagator G








Here we exploited the trivial identity [G±]−1 = [G−1]±. In momentum space the Dirac components
of the bare inverse propagator G (in the partially bosonized description) reads
(G+)−1(p, p′) = −(2pi)d/p δ(p− p′) + ih¯σ(p− p′)14,
(G−)−1(p, p′) = −(2pi)d/pT δ(p− p′)− ih¯σ(p− p′)14. (A.28)
A.4 Projection Rules for LPA′ Truncations
Here we collect the projection rules, from which one can obtain the flows of the effective potential
Uk(ρ), the Yukawa vertex h¯k in the pointlike approximation, and the wave-function renormalizations
Zσ,k, Zψ,k giving rise to anomalous dimensions ησ,k, ηψ,k. The flow equations for dimensionless
renormalized quantities as displayed in Chap. 4 can then be obtained easily.
The fluctuation kernel Γ
(2)




k [Φ] is split into a field-independent propagator part
Γ¯
(2)
k (still containing background/reference configurations) and a field-dependent vertex part Γ˜
(2)
k [Φ].
Anticipating condensation of the σ-field, we shift σ(x)→ σ+ 1√
Nf
χ(x), where χ(x) is the fluctuating
part, and σ captures a homogeneous chiral condensate, to be determined from the flow. We keep
only the fluctuating part χ(x) in the definition of the fluctuating superfield Φ(x). From Eq. (4.38)






Γ˜χχ Γ˜χψ Γ˜χψ¯T · · ·
Γ˜ψTχ Γ˜ψTψ Γ˜ψT ψ¯T · · ·
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and the ellipses indicate further flavor contributions. Computing the functional derivatives in mo-




















′) = − 1√
Nf
ih¯kψ¯








Γ˜ψT ψ¯T (p, p










Since σ is a flavor singlet, within our truncation Γ˜
(2)
k [Φ] does not couple different flavors. The flow
equation for the effective potential Uk(σ) is obtained by evaluating Eq. (2.27) for χ = 0, ψ¯j = ψj = 0,
∀j:
(2pi)dδ(0)∂tUk(σ) = ∂tΓk[Φ]|Φ=0. (A.30)
The projection onto the Yukawa vertex in the pointlike approximation reads (again, we omit flavor
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Here, we defined the momentum space differential operators ∆p ≡ ∂2∂p20 +
∂2
∂p21
+ · · · + ∂2
∂p2d−1
and
/∂p ≡ γ0∂p0 + · · ·+ γd−1∂pd−1 . Applying these functional derivatives to Eq. (2.30), we obtain the cor-
responding flow equations. The appearing regularized 1-loop integrals give rise to so-called threshold
functions, which capture the scale behavior of the renormalization due to quantum fluctuations. We
give the threshold functions for zero temperature in Appendix A.5 and threshold functions for finite
temperature can be found in Appendix A.6.
A.5 Threshold Functions at Zero Temperature
In this appendix, we give the general expressions for threshold functions at zero temperature (cf.
Chap. 4), suitable for the covariantly regularized partially bosonized system. Let us define the
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1Here and in the following, we will suppress the y-dependence of rF (y) and rB(y), respectively, to keep the
equations readable.
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whenever it hits a bosonic or fermionic shape function, respectively. For covariant and optimized



















































































































A.6 Threshold Functions at Finite Temperature
At finite temperature (as discussed in Chap. 5), we have to perform the substitutions Eq. (A.14),
Eq. (A.15) to evaluate the regularized 1-loop diagrams. As for T = 0, we assume “covariant” regu-
lators, i.e., we regularize both frequency sums and momentum integrations, and in the limit T → 0,
we obtain fully covariant regulators. The propagator functions are now defined as Gψ(τcn, y;ωF ) ≡
1
(1+rF )2[(τcn)2+y]+ωF
and Gσ(τcn, y;ωB) ≡ 1(1+rB)[(τcn)2+y]+ωB , with dimensionless temperature param-
eter2 τ = 2piT
k
and cn|ψ = cF,n = n+ 12 or cn|σ = cB,n = n for n ∈ Z. Whether a propagator function
is evaluated for bosonic or fermionic Matsubara frequencies severely depends on the structure of the
diagram at hand within a consistent gradient expansion, as thoroughly discussed in [172]. Argu-
ments of shape functions are obtained by making the replacement y → (τcn)2 + y. With the same
2Not to be confused with the imaginary time variable τ . It should be clear from the context, whether we refer to
one or the other.
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techniques and definitions as for T = 0 and with v−1d = 2
d+1pid/2Γ(d/2) accounting for Euclidean
volume factors, we obtain
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“Covariant”, optimized shape functions now read
rB((τcn)






Θ(1− [(τcn)2 + y]), (A.37)
rF ((τcn)






Θ(1− [(τcn)2 + y]). (A.38)
The ∂˜t-derivative acts as before, with the replacement y → (τcn)2 + y. The optimized covariant
regulators lead to factorization of thermal and vacuum contributions to threshold functions. In the
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following, full thermal threshold functions and their vacuum counterparts are distinguished by the
dependence on the temperature parameter τ . We find









0 (τ)− ησsˆ(F )d0 (τ)
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2 − 1− 2 ln(cF,nτ)
}
,
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with the hypergeometric function 2F1(a, b; c; z) [107]. In the following, we will give closed expressions
for the thermal threshold factors, specifically for three spacetime dimensions (d = 3), which can be








dq f(q) e−2piiql, (A.39)
and the identity











, z /∈ (0, 1) (A.40)






(−e−2pii/τ) = ipi− 2pii
τ
+2piisB(τ) and the definitions of the fermionic and bosonic
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τ(−32sF (τ) + 2τ(40 + 20τ 2 + 7τ 4)sF (τ)2 +
40τ 3(−2− τ 2)sF (τ)4 + 32τ 5sF (τ)6)) + . . .
)
.
The expression for t4(τ) is only approximate. The Poisson resummation could not be performed
analytically. However, after performing the Poisson integration, the resulting expression contains
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(magenta) as a func-
tion of τ for the Poisson indices l = 1, 2, 3, 4. The Poisson resummation over l can be done in closed form
for the approximant. The deviation for τ → 0 is immaterial since the sine integral enters the thermal
threshold factor with a prefactor τ . This ensures that the limit τ → 0, corresponding to k → Λ → ∞ is
reproduced exactly within our approximation.
For the approximant, the Poisson resummation can be done in closed form. Above, we expanded
to k = 2 and cross-checked with numerical evaluation of t4(τ), see also Fig. A.1. The agreement is
satisfactory and only leads to spurious artifacts, which, however, do not affect our results.
A.7 Sketch of Derivation for the Dirac Propagator G+(x, x′)
in a Gauge Background
In this appendix, we briefly sketch the derivation of the Dirac propagator in a fixed gauge background
as given in Eq. (6.7) following [147]. We rewrite
G+(x, x′) = 〈x| 1
i/D[A] + im¯f |x
′〉
= 〈x| 1
(i /D[A])2 + m¯2f





2+m¯2f ]s[i /D[A] + im¯f ]|x′〉, (A.41)
where in the last step we afforded a proper-time/Laplace representation of the denominator. In-
serting a resolution of identity in position space, we obtain the proper-time transition amplitude
(in Euclidean representation) of an auxiliary quantum mechanical particle
〈x, s|x′, 0〉 ≡ 〈x| e−(i/D[A])2s︸ ︷︷ ︸
≡e−Hs
|x′〉, (A.42)
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with Hamiltonian H . Solving the (Euclidean) Heisenberg equations of motion for the canonically
conjugate operators x(s) and i/D[A](s), we can obtain a solution to the Schro¨dinger equation for
〈x, s|x′, 0〉, which is given by
〈x, s|x′, 0〉 = C(x, x′)s− d2 e− q2σFse− 12 tr ln{(iqFs)−1 sinh(iqFs)}e− 14 [x−x′](iqFs) coth(iqFs)[x−x′]. (A.43)







with the holonomy factor Φ(x, x′), cf. Eq. (6.8). Putting things back together and once again
invoking the equation of motion for i /D[A], we arrive at Eq. (6.7).
A.8 G˜+(p)-Factor of the Dirac Propagator in a Gauge Back-
ground
In Sect. 6.1, we gave the proper-time (Laplace) form of the Dirac propagator in an external gauge
background Fµν , cf. Eqs. 6.7-6.9. Its homogeneous part, G˜+(x− x′), can be Fourier transformed to




















where contractions of spacetime indices are again implicit. For a magnetic configuration (in d = 3)
F =





we obtain the simplifications (the inversion of F poses no problem, since it can always be inverted












γ tanh(iqFs)p = i (γ1py − γ2px) tanh(qBs). (A.49)
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2+m¯2f ]s [i/p− m¯f − (γ1py − γ2px) tanh(qBs)] (τ0 ⊗ τ0 + tanh(qBs)τ0 ⊗ τ3) .
Using the generating function for generalized Laguerre polynomials Lαn(x),





with x = 2p
2
qB
, z = −e−2qBs, the Laplace integral can be performed, and we finally obtain the Landau











with the spin-resolved Landau level projector



















(γ1px + γ2py) . (A.53)
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A.9 Covariantly Regularized Dirac Propagator in a Gauge
Background
Here we will show, that the propagator G+(x, x′) can be regularized in a covariant way, maintaining
the factorization property G+(x, x′) = Φ(x, x′)G˜+(x − x′). The regularized propagator Eq. (6.25)




































〈x, s|i /D[A](0)|x′, 0〉 α˜(s)− im¯f〈x, s|x′, 0〉 β˜(s)
}
, (A.55)





1 + rF (y)





(1 + rF (y))2y + ωF
, (A.56)








By also making use of the equations of motion for i /D[A](s) and plugging in the result for 〈x, s|x′, 0〉,
we obtain a proper-time representation of the covariantly regularized propagator, which then fac-
torizes into a holonomy times a translation invariant function as before.
With the same techniques the regulator function R+F,k(x, x
′) can be shown to factorize in the
same way as
R+F,k(x, x
′) = Φ(x, x′)R˜+F,k(x− x′). (A.58)
Appendix B
Description of Numerical Code
In this appendix be briefly describe how the numerical integration of flow equations was performed
within Mathematica [35] to obtain the results presented in this thesis.
B.1 Solving ODEs for Polynomial Effective Potentials
In Chap. 4 and Chap. 5, we integrated LPA′ truncations numerically using Mathematica’s ND-
Solve [35] routine. Threshold functions were defined as functions in a Mathematica notebook to
facilitate a modular structure. The beta functions were then themselves defined as functions of mass
parameters (and temperature). The algebraic system for the anomalous dimensions ησ,k and ηψ,k
was solved by Solve[. . . ] for both the symmetric and the broken regime. The parameter dependent
ODE solver in the symmetric regime was then set up as
solSYM[α1 , α2 , d , τ , Nf , ησ , ηψ , tUV , tIR ] := (B.1)
NDSolve[FlowEquationSYM[α1, α2, d, τ, Nf, ησ, ηψ, tUV], {. . .}, {t, tUV, tIR},MaxSteps→∞].
The parameter choices α1 = 0, α2 = 1 and α1 = 1, α2 = 1 correspond to large-Nf and finite
Nf truncations, respectively. By d one can specify the spacetime dimension (at least for T = 0;
for T 6= 0, the representation of the threshold functions is limited to d = 3) and τ denotes the
dimensionless temperature parameter (not present in T = 0 computations). Aside from initial
conditions, FlowEquationSYM[. . . ] contains the flow equations valid in the symmetric regime with
the beta functions defining the right-hand side. The parameters tUV and tIR specify the logarithmic
starting and stopping scale for the integration. In {. . . }, the list of functions to integrate is given,
here containing the Yukawa coupling and the (finite set of) Taylor coefficients of the effective
potential expressed as a function of the Z2 invariant ρ. The solver solSSB[. . . ] for the broken
regime is set up analogously.
In practice, the flow starts in the broken regime. We therefore use solSYM[. . . ] until the linear
coefficient of the effective potential crosses zero. Here, ησ and ηψ are given by the solutions to the
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respective algebraic equations in the symmetric regime. The symmetry breaking scale and the values
of all couplings at the symmetry breaking scale are then fed into solSSB[. . . ] as initial conditions.
The flow is then integrated to tIR with the appropriate solutions for ησ and ηψ.
Often, the evaluation of flows is performed with surrounding For[. . . ] structures. To automatize
the detection of symmetry breaking, it is advisable to employ the EventLocator routine together
with a Catch[. . . ] enclosing the solver function. In essentially the same way EventLocator can be
used to handle the case of a flow that first enters, and subsequently leaves the broken regime to
fully integrate the flow to tIR.
The output corresponds to a renormalization group trajectory of dimensionless renormalized
couplings as a function of the logarithmic renormalization group scale t.
B.2 Solving the PDE for the Full Effective Potential
The finite Nf flow equation for the full effective potential Eq. (5.29) with dimensionally reduced
regulators (cf. Eq. (5.27)) was integrated using NDSolve [35] with suitable specifications for partial
differential equations. The parameter (β: inverse temperature, µ: chemical potential) dependent
solver on the domain [0, ρ¯max]× [kIR,Λ] is set up as
sol[β , µ , α ] := (B.2)
NDSolve[PDE[β, µ, α], f, {k,Λ, kIR}, {ρ¯, 0, ρ¯max},MaxSteps→∞,Method→ {. . .}]
with
{. . . } = {”MethodOfLines”, (B.3)
”SpatialDiscretization”→
{”TensorProductGrid”, ”DifferenceOrder”→ DO, ”MinPoints”→ GridRes},
”TemporalVariable”→ k, ”DifferentiateBoundaryConditions”→ False}.
PDE[. . . ] contains the flow equation for f , which represents the first derivative of Uk(ρ¯), and further
specifies the boundary conditions. We chose a flow equation for f , since it removes the vacuum
contribution and stabilizes the numerics. DO specifies the difference order used to approximate
derivatives and GridRes gives the minimal number of points to be used for the discretization.
The boundary conditions are given as
BoundaryConditions[β , µ ] := {f [k, ρ¯max] == BoundaryRho1[k, β, µ], (B.4)
Derivative[0, 1][f ][k, ρ¯max] == BoundaryRho2[k, β, µ],
f [Λ, ρ¯] == BoundaryLambda[ρ¯, β, µ].
128 Chapter B. Description of Numerical Code
BoundaryRho1[. . . ] is given by the ρ¯ derivative of Eq. (5.31), BoundaryRho2[. . . ] accordingly the
second ρ¯ derivative of Eq. (5.31). BoundaryLambda[. . . ] is just given by m¯2k=Λρ¯.
Since for practically all initial conditions, we observe a region where k2 + U ′k(ρ¯) + 2ρ¯U
′′
k (ρ¯) < 0,
we have employed the replacement k2 + U ′k(ρ¯) + 2ρ¯U
′′
k (ρ¯)→ gα(k2 + U ′k(ρ¯) + 2ρ¯U ′′k (ρ¯)) with
gα(x) =

α for x ≤ 0,α
1−e−α/x for x > 0.
(B.5)
With α  1 this has allowed us to integrate the flow in the first place. Subsequently, we have
analyzed how the pathological scale could be further reduced toward tIR und variation of the initial
conditions.
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