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spectroscopySalt affected soils are pervasive in semiarid and arid regions worldwide. Traditionally, soil salinity has beenmea-
sured via electrical conductivity (EC). This study evaluated the feasibility of using three differentmethods for pre-
diction of surface soil salinity, namely visible near infrared diffuse reﬂectance spectroscopy (VisNIR DRS),
portable x-ray ﬂuorescence (PXRF) spectrometry, and remote sensing (RS). Two saline playas were evaluated
inWest Texas, USA featuring 91 and 74 soils collected via random stratiﬁed sampling at 0–5 cm and representing
a wide variety of soil salinity from high levels inside the playa bottoms to lower levels on the annulus and sur-
rounding uplands. Samples were subjected to PXRF and VisNIR DRS scanning under laboratory conditions, and
compared to Landsat spectral data and traditional laboratory analyses of salinity (e.g., 1:5 v/v suspensions).
Results showed a broad range of EC (1:5) (0.028 to 43.41 dS m−1). Derived from PXRF, both Cl and S were sig-
niﬁcantly and positively correlated with log10 transformed EC (1:5). VisNIR partial least squares prediction
models produced strong residual prediction deviations (RPDs) of 2.49–2.91. Validation statistics of Savitzky–
Golay support vector regression outperformed all other VisNIR models tested with an RPD of 3.1. The model
using Landsat band reﬂectance alone produced lowest prediction accuracy (RPD= 1.27).While the performance
of each technique produced variable success independently, combining the three techniques produced the
highest predictability (RPD = 3.35). Given that, laboratory determination of EC (1:5) is time consuming and
all three types of data (VisNIR DRS, PXRF, and RS) are being quick and easy to collect, their synthesis in predictive
models offers excellent potential for providing soil salinity measurements comparable to standard, laboratory
derived data. Furthermore, remotely sensed data can potentially be used to map topsoil salinity across large
areas with suitable calibrations.
© 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/3.0/).1. Introduction
Salt affected soils are caused by excess accumulation of salt typically
most pronounced at the soil surface. Salt is often derived from geologi-
cal formations featuring shale, marl, limestone, sylvite, gypsum, and
halite. Variability of soil salinity is affected by parent material, soil
type, and landscape position (Clay et al., 2001). Moreover, salts can be
transported to the soil surface by capillary action from brackish waterex-rayﬂuorescence;RPD,resid-
siblenear infrareddiffusereﬂec-
experiments: AAAA and DCW.
er: AAAA, DCW, SC and BL.
Department of Plant and Soil
rf).
. This is an open access article undertables and accumulated due to evaporation. They can also accumulate
as a result of anthropogenic activities such as fertilization or oil produc-
tion. Soil salinity is generally measured via electrical conductivity (EC)
in soil saturated paste (ECp), its liquid extract (ECe), or using different
soil to water suspensions (Sonmez et al., 2008). Soil with an
ECe N 4 dSm−1 is referred to as saline (Brady andWeil, 2008). Plant tol-
erance of salinity is species speciﬁc, but values N4 dS m−1 constrain the
growth of many agronomic crops. Developed in the mid-1950s, ECe is
one of the most widely reported soil quality assessment parameters
(Soil Salinity Staff, 1954; Andrews et al., 2004; Karlen et al., 2008). Reg-
ular monitoring of soil salinity is essential for efﬁcient soil and water
management and sustainability of agricultural lands (Bilgili et al.,
2011), especially in arid and semiarid environments. Yet traditional lab-
oratory methods for soil salinity characterization can be laborious and
costly. Additionally, many soils are highly spatially variable, with salin-
ity changing rapidly over small distances relative to topography andthe CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
Fig. 1. Location of two saline playas sampled in Northwestern Texas, USA. Frost Lake and Silver Lake are denotedwith A and B, respectively. A total of 165 soil samples were collected and
used in regression analysis.
35A.A.A. Aldabaa et al. / Geoderma 239–240 (2015) 34–46other factors (Pozdnyakova and Zhang, 1999). Thus, a large number of
soil samples are often required to adequately characterize soil salinity
across landscapes.
To alleviate the cost of extensive sampling, previous studies have
used remotely sensed (RS) data/imagery for detecting soil salinity. Spe-
ciﬁcally, soil salinity is related to different spectral bands, ratios, and
parameters extracted from satellite imagery using soil and vegetation
based indices (Csillag et al., 1993; Kalra and Joshi, 1996; Khan et al.,
2001; Tamás and Lénárt, 2006; Eldeiry and Garcia, 2008). While prom-
ising, these methods are limited by factors such as spatial and spectral
resolution of the image, vegetation coverage, and atmospheric effects
(Farifteh et al., 2006; Metternicht and Zinck, 2008). One of the newest
RS satellites available for research is Landsat 8, which was launched
on February 11, 2013. Landsat 8 orbits the entire Earth every 16 days
in an 8-day offset from Landsat 7. The collected data are orthorectiﬁed
and available to download at no charge. Landsat 8 carries two different
instruments: 1) the operational land imager (OLI) sensor involves re-
ﬁned heritage bands and 2) the thermal infrared sensor (TIRS) provides
two thermal bands. Both sensors supply improved signal-to-noise
(SNR) radiometric performance quantized over a 12-bit dynamic
range. They provide 4096 potential gray levels in an image comparedwith only 256 gray level in the previous 8-bit instrument. Therefore,
the improved signal to noise performance enables better characteriza-
tion of land cover state and condition. The ﬁnal products are delivered
as 16-bit images scaled to 55,000 gray levels.
A different approach for rapidly characterizing soil salinity is offered
by proximal sensing techniques using either visible near infrared diffuse
reﬂectance spectroscopy (VisNIR DRS) or portable x-ray ﬂuorescence
(PXRF) spectrometry. Farifteh et al. (2007) studied DRS to determine
its capability to identify different saltminerals in addition to quantifying
soil salinity levels using samples artiﬁcially treated by different saltmin-
erals in the laboratory, as well as those collected from a ﬁeld experi-
ment. Weindorf et al. (2013) tested the effectiveness of PXRF for
quantifying gypsum content and soil salinity. Results showed a good
correlation between lab data and PXRF predictions using a simple linear
regression for gypsum (r2= 0.88) and soil salinity (r2= 0.84)with low
RMSEs. Swanhart (2013) used multiple linear regression to relate PXRF
elemental data (Cl, S, K, Ca) to saline, coastal soils from Louisiana, USA
with an R2 of 0.86 and a RMSE of 0.67 between the datasets. Early
studies investigating remote sensing or hyperspectral reﬂectance spec-
troscopy mainly explored their potential for spectral characterization
of different salt mineral types or for qualitative and quantitative
Table 1
Comparison between Landsat 7 and Landsat 8 spectral bands, wavelength (nm), and detector resolution (m) (USGS, 2014a).
Landsat 7 Landsat 8
Bands Wavelength Resolution Bands Wavelength Resolution
1 (blue) 0.45–0.52 30 1 (coastal aerosol) 0.43–0.45 30
2 (green) 0.52–0.60 30 2 (blue) 0.45–0.51 30
3 (red) 0.63–0.69 30 3 (green) 0.53–0.59 30
4 (NIR) 0.77–0.90 30 4 (red) 0.64–0.67 30
5 (SWIR 1) 1.55–1.75 30 5 (NIR) 0.85–0.88 30
6 (TIRS) 10.40–12.50 60 6 (SWIR 1) 1.57–1.65 30
7 (SWIR 2) 2.09–2.35 30 7 (SWIR 2) 2.11–2.29 30
8 (panchromatic) 0.52–0.90 15 8 (panchromatic) 0.50–0.68 15
9 (cirrus) 1.36–1.38 30
10 (TIRS 1) 10.60–11.19 100
11 (TIRS 2) 11.50–12.51 100
36 A.A.A. Aldabaa et al. / Geoderma 239–240 (2015) 34–46characterization of salinity using samples artiﬁcially spiked in the labo-
ratory (Bilgili et al., 2011). Thus, the number of such studies featuring
quantitative assessment of soil salinity under natural ﬁeld conditions
is limited.
If proximal or remotely sensed data can be efﬁciently used as a proxy
for soil salinity assessment, it could result in substantial cost savings
relative to traditional lab salinity measurements. Given the success of
limited investigations using alternative techniques for soil salinity
assessment, a comparison of their performance, advantages, disadvan-
tages, and synthesis on actual ﬁeld soil samples seems timely. As such,
the objectives of this research were to: 1) collect a large number of
soil samples representing a wide range of soil salinity, 2) evaluate the
collected samples using both traditional laboratory methods [e.g.
electrical conductivity of a 1 part soil to ﬁve parts water — EC (1:5)
dS m−1] as well as the newly proposed approaches, 3) establish rela-
tionships between EC (1:5) and either proximally sensed (i.e. VisNIR
and/or PXRF) and/or remotely sensed (i.e. Landsat 8) data, and 4) inves-
tigate the soil salinity predictability by using various statistically rigor-
ous approaches [e.g. partial least squares regression (PLS)]. We
hypothesize that the incorporation of ancillary PXRF elemental data
and RS based multispectral reﬂectance values with VisNIR DRS spectra
will provide the best predictive ability; considerably better than each
approach individually, making PXRF and RS attractive options forFig. 2. Detection of outliers after partial least-squares regression analysis. A potential
sample outlier, marked in circle, is shown as an example.consideration. We also tested whether or not a multi-sensing approach
is optimal using statistical measures such as regression coefﬁcient (R2)
and prediction precision (RMSE).
2. Materials and methods
2.1. General occurrence and features
Fig. 1 shows that the Silver Lake site is located in the western Texas
panhandle near the Texas/New Mexico border. It lies between the
counties of Cochran and Hockley (~33.8° N; 102.6° W). The second
site is located to the southeast some 100 km away and on the boundary
between Lynn and Dawson counties (32.9° N; 102.0°W). Samplingwas
conducted following a prolonged dry period (both playas were mostly
dry). These areas of Texas fall in Major Land Resource Area (MLRA)
77C: Southern High Plains — Southern Part. The area is characterized
by a semi-arid climate with 405–560mm annual precipitation, average
annual temperature of 13 to 17 °C, and a frost free period averaging
225 days year−1 (Soil Survey Staff, 2006). The surface of this MLRA is
covered primarily by aeolian deposits of the Blackwater Draw formation
of Pleistocene age (Soil Survey Staff, 2006). Lacustrine deposits of dolo-
mite, with interbedded clastic sediments are also common and derived
from the Blanco (Pliocene), Tule, Double Lakes, and Takoha (Pleisto-
cene) formations (Soil Survey Staff, 2006). Draws and insets also expose
the Ogallala formation (Miocene–Pliocene) in some places. The Frost
Lake playa covers an area of ~20 ha and is bisected by the Lynn–Dawson
County line.
2.2. Soil sampling and laboratory analysis
A total 91 surface (0–5 cm) soils were collected via random stratiﬁed
sampling to include the playa basin, annulus, and surrounding upland.
The Soil Survey Staff (2014a, 2014b) mapped the soils at Frost Lake
mostly as water with upland surrounding areas characterized by
the Arvana (Fine-loamy, mixed, superactive, thermic Petrocalcic
Paleustalfs) and Cedarlake (Fine-loamy, mixed, superactive, calcareous,
thermic Typic Halaquepts) soil series. The Silver Lake playa covers an
area of ~88 ha and is bisected by the Cochran-Hockley County line. A
total of 74 surface (0–5 cm) soils were collected via random stratiﬁed
sampling to include the playa basin, annulus, and surrounding upland.
The Soil Survey Staff (2014a, 2014b) mapped the soils at Silver Lake
mostly as salt depositswith part of the playamapped as a sanitary land-
ﬁll, surrounded by Drake series (Fine-loamy, mixed, superactive, ther-
mic Aridic Calciustepts) dunes. At each site, soils were sampled with
small hand shovel and placed in sealed plastic bags for transport back
to the laboratory. The location of all sampling sites was georeferenced
with a Garmin e-Trex (Garmin Ltd., Schaffhausen, Switzerland) global
positioning system receiver (location error approx. ±5 m).
Soil analyses were conducted in the Texas Tech University Pedology
Laboratory in Lubbock, TX, USA. Upon arrival, samples were air dried
Table 2
Descriptive statistics for PXRF sensed elements along with EC (1:5).
Statistic S Cl K Ca Mg EC (1:5)
(dS m−1)
Log10 EC (1:5)
(log10 dS m−1)(%)
No. of observations 165 165 165 165 165 165 165
Minimum 0.156 0.024 0.144 0.199 0.000 0.028 −1.561
Maximum 29.359 5.370 2.123 21.207 9.510 43.410 1.638
1st quartile 2.395 0.384 0.973 4.475 2.439 1.041 0.017
Median 7.705 0.756 1.209 7.463 3.280 5.895 0.770
3rd quartile 15.694 1.719 1.411 10.240 4.480 16.625 1.221
Mean 9.682 1.132 1.182 7.749 3.608 10.676 0.524
Kurtosis −0.702 1.275 0.599 0.231 1.110 0.201 −0.731
Skewness 0.646 1.121 −0.501 0.629 0.868 1.141 −0.711
Variance (n-1) 68.343 0.976 0.137 16.874 2.825 145.362 0.762
Standard deviation (n-1) 8.267 0.988 0.371 4.108 1.681 12.057 0.873
Shacklette and Boerngen (1984) (mean) 0.160 – 1.5 2.4 0.9 – –
Vinogradov (1959) (mean) 0.085 – 1.36 2.37 0.63 – –
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EC (1:5) was determined in a 1:5 (v/v) soil water slurry using 20 g soil
and 100 ml MilliQ™ (18.2 M Ω) (Merck Millipore, Billerica, MA, USA)
water. Samples were shaken for 1 h and allowed to settle for 30 min
prior to analysis per Loveday (1974) and Rayment and Higginson
(1992). Salinity measurements were made using a YSI Model 30 salini-
ty, conductivity, and temperature system (Yellow Springs, OH, USA).
2.3. VisNIR scanning and spectral pretreatments
In the laboratory, the 165 air-dried soil samples were scanned using
a PSR-3500® portable VisNIR spectroradiometer (Spectral Evolution,
Lawrence, MA, USA) with a spectral range of 350 to 2500 nm. The
spectroradiometer had a 2-nm sampling interval and a spectral resolu-
tion of 3.5, 10, and 7-nm from 350 to 1000 nm, 1500 nm, and 2100 nm,
respectively. Scanning was facilitated with a contact probe featuring a
5 W built-in light source. Samples were allowed to assume room tem-
perature (25 °C), evenly distributed in anopaque polypropylene sample
holder and scanned from the top with the contact probe connected to
the PSR-3500® with a metal-clad ﬁber optic cable. Full contact with
the sample was ensured to avoid outside interference. Each sample
was scanned four times with a 90° rotation between scans to obtain
an average spectral curve. Each individual scan was an average of 10 in-
ternal scans over a time of 1.5 s. The detector was white referencedTable 3
Calibration and leave-one-out cross-validation statistics for different approaches employed for
Approach Spectral preprocessinga PLS LFb Modelc
VisNIR DRS Raw 9 PLS
SVR
SG 5 PLS
SVR
MSC 8 PLS
SVR
SNV-DT 8 PLS
SVR
ABS 9 PLS
SVR
NRA 8 PLS
SVR
PXRF – SVR
Landsat – SVR
Landsat + PXRF + VisNIR DRS SG SVR
a Raw, original reﬂectance; SG, Savitzky–Golayﬁrst derivative using aﬁrst-order polynomial a
variate followed by detrending; ABS, log(1/reﬂectance); NRA, normalization by range.
d RPD, residual prediction deviation.
b PLS LF, partial least squares regression latent factor.
c PLS, partial least squares regression; SVR, support vector regression.(after each sample) using a 12.7 cm × 12.7 cm NIST traceable radiance
calibration panel, ensuring that ﬂuctuating downwelling irradiance
could not saturate the detector.
Raw reﬂectance spectrawere processed via a statistical analysis soft-
ware package, R version 2.11.0 (R Development Core Team, 2008) using
custom “R” routines (Chakraborty et al., 2013). These routines involved
(i) a parabolic splice to correct for “gaps” between detectors, (ii) averag-
ing replicate spectra, (iii) ﬁtting a weighted (inverse measurement
variance) smoothing spline to each spectra, and ﬁnally (iv) direct ex-
traction of smoothed reﬂectance at 10 nm intervals.
This study used four spectral pretreatments to prepare the
smoothed soil spectra for analysis, and two multivariate algorithms to
develop the VisNIR predictive models. Spectral pretreatments helped
in reducing the inﬂuence of the side information contained in the spec-
tra. The pretreatment transformations applied were — raw reﬂectance,
Savitzky–Golay (SG) ﬁrst derivative using a ﬁrst-order polynomial
across a ten bandwindow,multiplicative scatter correction (MSC), stan-
dard normal variate transformation followed by detrending (SNV-DT),
log (1/reﬂectance) or absorbance (ABS), and normalization by range
(NRA). Barnes et al. (1989) proposed SNV-DT to remove multiplicative
interferences of scatter and particle size and to explain the difference
in baseline shift and curvilinearity in diffuse reﬂectance spectra, SNV,
which is also known as z-transformation or centering and scaling
(Otto, 1998), normalizes each spectrum ρ to a zero mean and unitquantifying soil EC (1:5).
Calibration R2 RMSE
(log10 dS m−1)
Validation R2 Validation RMSE
(log10 dS m−1)
RPDd
0.91 0.258 0.88 0.299 2.91
0.89 0.286 0.88 0.306 2.85
0.91 0.262 0.89 0.302 2.88
0.95 0.196 0.90 0.280 3.1
0.87 0.292 0.86 0.330 2.63
0.90 0.276 0.88 0.300 2.9
0.90 0.278 0.87 0.316 2.75
0.92 0.243 0.89 0.286 3.04
0.88 0.305 0.84 0.350 2.49
0.85 0.336 0.82 0.366 2.38
0.89 0.289 0.86 0.332 2.62
0.90 0.280 0.88 0.303 2.87
0.72 0.475 0.71 0.485 1.79
0.48 0.663 0.44 0.685 1.27
0.95 0.185 0.91 0.260 3.35
cross a ten bandwindow;MSC,multiplicative scatter correction; SNV-DT, standard normal
Fig. 3.Matrix plots showing correlation between PXRF sensed elements and soil salinity parameters.
38 A.A.A. Aldabaa et al. / Geoderma 239–240 (2015) 34–46variance by subtracting the mean of this spectrum ρ′ and dividing the
difference by its standard deviation σρ (Eq. (1)):
SNV ¼ ρ−ρ0 =σρ: ð1Þ
This is followed by a detrending stepwhich is a 2nd-order polynomi-
al ﬁt to the SNV transformed spectrum and subtracted from the original
spectrum to correct for wavelength-dependent scattering effects
(Buddenbaum and Steffens, 2012). All pretreatment transformations
were implemented in the Unscrambler®X 10.3 software (CAMO Soft-
ware Inc., Woodbridge, NJ). All four spectra were included as candidate
explanatory variables for EC (1:5) in subsequent VisNIR models.2.4. PXRF scanning
For each air-dried sample, PXRF scanning was conducted with a DP-
6000 Delta Premium®PXRF (Olympus, Waltham,MA, USA). The instru-
ment features a Rh x-ray tube operated at 10–40 kV with integrated
large area silicon drift detector (165 eV). Prior to scanning, the instru-
ment was calibrated with a ‘316’ alloy calibration clip tightly ﬁtted
over the aperture. The instrument was operated in Soil Mode (3
beam) which is capable of detecting the following suite of elements:
V, Cr, Fe, Co, Ni, Cu, Zn, Hg, As, Se, Pb, Rb, Sr, Zr, Mo, Ag, Cd, Sn, Sb, Ti,
Mn, P, S, Cl, K, and Ca; each sample was then scanned a second time
using Geochem Mode (2 beam) such that Mg was obtained. Scanning
for Soil and GeochemModes was conducted at 30 s per beam. Geochem
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Fig. 4. Saline, playa soil sample from Silver Lake (EC (1:5) 43.3 dSm−1) a)mineralogy as determined by x-ray diffraction andb) elemental composition as determined by EDS for soils from
West Texas, USA.
39A.A.A. Aldabaa et al. / Geoderma 239–240 (2015) 34–46scans were conducted in triplicate and averaged, with the spectrometer
repositioned between each scan. Soil Mode scans were conducted once
on each sample; yet each individual scan was an average of internal
scans taken at 1 s intervals.
2.5. Remotely sensed data
Two types of remotely sensed data were used in this study to facili-
tate comparison to standard laboratory analysis. First, Landsat imagery
was queried for the areas that cover the two saline playas; Frost Lake
and Silver Lake. Second, digital elevation model (DEM) data was used
to assess topographic variability at the study sites.
The two 2014 Landsat 8 images covering the two playas were as
follows: path 30; row 37 for Frost Lake, and path 31; row 36 for Silver
Lake (USGS, 2014b). The two DEM datasets, ASTGTM2_N32W103 and
ASTGTM2_N33W103 for Frost Lake and Silver Lake, respectively, were
obtained from National Aeronautics and Space Administration (NASA)
(2014).The digital number (DN) values of Landsat 8 images and the corre-
sponding elevations from the DEM were extracted by point using the
spatial analyst tool in ArcGIS 10.2 (ESRI, The Redlands, CA, USA). Specif-
ically, Landsat imagery bands 2 to 8 were used for comparison to
laboratory derived soils data. Statistically, the extracted values from
Landsat imagery and DEMs were correlated to the standard laboratory
analysis data for soil salinity (EC 1:5 v/v) via support vector regression.
Landsat 8 images include nine spectral bandswith a spatial resolution
of 30m for bands 1 to 7 and 9. A new ultra-blue band is useful for coastal
and aerosol studies and band 9 is useful for cirrus cloud detection. The
resolution of band 8 is 15 m while thermal bands 10 and 11 are useful
in providing more accurate surface temperatures via 100 m resolution.
Table 1 shows the differences between Landsat 7 and Landsat 8.
2.6. Machine learning
For each VisNIR spectral pretreatment, two multivariate methods
tested were PLS and support vector regression (SVR) (Haaland and
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Fig. 5. Non-saline, upland soil sample from Silver Lake (EC (1:5) 0.07 dS m−1) a) mineralogy as determined by x-ray diffraction and b) elemental composition as determined by EDS for
soils fromWest Texas, USA.
40 A.A.A. Aldabaa et al. / Geoderma 239–240 (2015) 34–46Thomas, 1988; Vapnik, 1995). Since the original sitewise EC (1:5) values
were non-normally distributed (p N 0.05) and highly inﬂuenced by out-
liers, Box–Cox transformation (Box and Cox, 1964) was applied to the
original EC data using λ= 0 (log10-transformation) to bring the data to
a Gaussian distribution. Both PLS and SVR models were developed
based on log10-transformed (λ= 0) EC (1:5) values. As implied by its
name, the solution of the support vector methods, which can be solved
through quadratic programming, often depends on a small subset of sam-
ples in the data, which are called support vectors. The support vector
methods have demonstrated superior performances and can be easily
extended to nonlinearly transformed feature space via a technique called
the “kernel trick”. Subsequently, the linear SVR is applied on that high-
dimensional space. Although the boundary for linear SVR on that high-
dimensional space is linear, when it projects back to its original space, it
becomes nonlinear. In the present study, we used the epsilon SVR with
linear kernel and leave one out cross validation (LOOCV) for the SVR.
The PLS model was developed with LOOCV to relate the variation in EC
(1:5) to the variation in a multi-component variable (e.g., wavelength).
The optimum number of PLS latent factors (rotations of principal
components for a slightly different optimization criterion) was selectedon the basis of the number of factors with the smallest total residual
validation Y-variance or highest total explained validation Y-variance
(CAMO Software Inc., Woodbridge, NJ). During PLS model calibration,
inﬂuence plots were created a priori for excluding inﬂuential X- and
Y-outliers (Fig. 2). These plots were created by plotting the residual X-
and Y-variances against leverages. Samples with a high leverage and
high residual X- or Y-variance were considered as potential outliers
(CAMO Software Inc., Woodbridge, NJ). Next, the projected inﬂuence
plots were used to verify those samples with high residuals. However,
we carefully examined outliers by marking them one-by-one and plot-
ting the X–Y relation outliers for several model factors to monitor their
inﬂuence on the shape of the X–Y relationship.
Moreover, SVR models were developed for correlating soil EC (1:5)
with PXRF metal data and Landsat image extracted reﬂectance values
for both sites. Note that, initially only ﬁve elements (S, Cl, Ca, Mg,
and K) were considered for PXRF model calibration. The coefﬁcient of
determination (R2), RMSE, and residual prediction deviation (RPD)
(Williams, 1987) were used as rubrics for judging model generalizing
capability (See Chakraborty et al., 2014 for details). Finallywe combined
all three approaches (concatenating the best performingVisNIR spectral
Fig. 6. Scanning electron microscopy of gypsum particle morphology from Frost Lake,
West Texas, USA (EC (1:5) 37.6 dS m−1; 26% S).
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as predictors) to investigate if they could together improve soil EC
(1:5) predictability.
Subsequently, principal component analysis (PCA) was employed
for dimensionality reduction and qualitative VisNIR discrimination of
the inherently different soil samples for best performing spectral pre-
treatment. Pairwise scatterplot of the ﬁrst two PCs provided a visual
assessment of how different saline soils from the two sites were, sepa-
rated in the PC space. PCA was performed using R version 2.11.0 and
the function ‘prcomp’. Other statistical analyses were done in XLStat
version 2014 (Addinsoft, Paris, France).
2.7. X-ray diffraction/scanning electron microscopy
In order to validate our results, x-ray diffraction (XRD) and scanning
electron microscopy coupled with energy-dispersive x-ray spectrosco-
py (SEM/EDS) were used to investigate mineralogical and elemental
composition. Four samples with different levels of salinity (the highest
and lowest content) were selected for analyses.
Representative aliquots of each sample (b2 mm grain size) were
split into two subsamples. For XRD analysis, subsamples were crushed
and ground by hand with an alumina/agate mortar and pestle to a
grain size of b5 μm to mitigate the well-known effects of preferred
orientation on powder x-ray diffraction data; such effects are notable
in the analysis of phyllosilicate phases, especially clay minerals. Pow-
dered samples were packed into a standard back-ﬁll powder diffraction
sample holder. Powder XRD data was collected from 3 to 70° 2θwith aRigaku Miniﬂex X-Ray diffractometer (Rigaku Corporation, Tokyo,
Japan) using Cu Kα radiation (λ= 1.54187 Å). Intensities were mea-
sured at 0.05° steps with counting times of 1.25° per minute. Phase
identiﬁcation (i.e. pattern matching) of the XRD data was carried out
using Rigaku PDXL software and the International Center for Diffraction
Data 2010 PDF-2 database.
For SEM/EDS analysis, representative aliquots of samples were
mounted on a standard 8 mm aluminum SEM stub. The stub was
inserted into a Hitachi SN-4300 scanning electron microscope (Hitachi
Ltd., Chiyoda, Tokyo, Japan) with a Schottky Field Emission source. The
microscope was operated in variable pressure mode (150 to 200 Pa)
using an emission current of 53 nA and an accelerating voltage of 12
or 15 kV. Secondary electron (SE) images were collected using an Envi-
ronmental Secondary Electron Detector (ESED), and back-scattered
electron imageswere collectedwith a YAG detector. Qualitative compo-
sitional information on elements present in representative regions of
samples were collected using an Oxford ISIS Energy Dispersive Spec-
trometer featuring an ultrathin window detector and operated with
EDAS Genesis software. Each soil sample was randomly scanned at dif-
ferent scales of magniﬁcation.
3. Results and discussion
3.1. Soil salinity and elemental concentrations
Statistical moments relatedwith soil salinity and its correlationwith
PXRF sensed elements are explained as follows: the EC showed a broad
range from 0.028 to 43.41 dS m−1 while log transformed EC (1:5)
values ranged from−1.56 to 1.63 log10 dS m−1 (Table 2). These values
were used as the dependent variable for subsequent PLS and SVR
modeling (Table 3). Shacklette and Boerngen (1984) established mean
concentrations of 50 elements across the United States including total
Ca, Mg, K, and S; which were compared to the PXRF readings for Ca,
Mg, K, and S in the current study samples (Table 2). Additionally, the
latter mean values were compared to the average of total Ca, Mg, K,
and S concentrations of Vinogradov (1959), calculated based on world-
wide samples. While the mean PXRF K reading of targeted soil samples
(1.18%) was lower than averages of the abovementioned studies, aver-
ages of other elements were substantially higher, likely related to the
high salt contents of the studied soils.
We usedmulti element (Cl, K, S, Mg, and Ca) PXRF data formodeling
soil EC (1:5). Though systems that offer electrostatic attraction to free
cations in soil solution may effectively bind them to the exchange com-
plex of clays or integrate them into the molecular structure of complex
organics, anions such as Cl− would still be freely available as like
charges repel each other. However, clays and organics may exchange/
contribute cations to soil salinity, which would be reﬂected in higher
overall soil EC (1:5), but not reﬂected by higher PXRF Cl readings, and
not captured by simple linear regression with Cl as the single predictor
element. However, only S (0.78) and Cl (0.60) were signiﬁcantly posi-
tively correlated with log10 transformed EC (1:5) (Fig. 3), suggesting
marked enrichment of SO4− and Cl− salts. With respect to salinity as-
sessment, current PXRF equipment is not able to quantify Na+ directly,
given its small, stable electron cloud. Nonetheless, the sensing of Cl−
salts by PXRF implied the probable occurrence of halite. This explana-
tion was corroborated by XRD and SEM/EDS analyses (Figs. 4, 5, and
6). For high salinity samples, mineralogical composition interpretation
by XRD showed that the most common mineral types were thenardite
(Na2SO4), blodite (Na2 Mg (SO4)2 (4H2O)), gypsum (CaSO4·2H2O),
and halite (NaCl) (Fig. 4a). The non-saline samples contained mainly
quartz alpha (SiO2) in addition to calcite and dolomite especially at
Silver Lake (Fig. 5a).
Results of EDS showed that common elements related to high salin-
ity samples are Na, S, O, Cl, Mg, Ca, K, and Al (Fig. 4b). Speciﬁcally, the
prevalence of S and Cl was striking. Conversely, non-saline samples
showed a prevalence of Si, O, Al, K, Mg, and Ca (Fig. 5b). The correlation
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Fig. 7. Lab-measured vs. PLS predicted soil EC (1:5) (log10 dS m−1) using leave one out cross validation for (a) raw, (b) SG, (c) MSC, (d) SNV-DT, (e) ABS, and (f) NRA pretreatment.
42 A.A.A. Aldabaa et al. / Geoderma 239–240 (2015) 34–46between log10 transformed EC (1:5) and K, Mg, and Ca was not ap-
parent and thus they were excluded as predictors in subsequent pre-
dictive models (Fig. 3). This low correlation between latter elements
and reference EC (1:5) can be attributed to the different degree of
solubility of different compounds and to fact that not all dissolved
solutes exist as charged species; and some of the ions merge to
form less charged or even neutral ion-pairs, and therefore, add
less proportionately to soil EC (1:5) than when fully dissociated
(Rhoades et al., 1999). Yet, both S and Cl exhibited higher CVs (85
and 87%, respectively) in sample sets, which showed that there
were outliers for these two elements too. Results indicated that
while a good negative curve-linear relationships between EC (1:5)
and Ca and Mg was achieved for EC (1:5) values N10 dS m−1, the
opposite was true for EC (1:5) values b10 dS m−1. The relationship
between EC (1:5) and K was rather poor (Fig. 3).
3.2. Multivariate modeling
3.2.1. Predicting soil EC (1:5) with VisNIR DRS
Initially, among the two multivariate algorithms tested (PLS and
SVR) with VisNIR spectral data, transformed EC (1:5) was estimated
with slightly greater accuracy by SVR except for Raw and ABS
(Table 3). Lab-measured versus PLS predicted EC (1:5) calibration
models exhibited close R2 values, ranging from 0.87 to 0.91 for all spec-
tral pretreatments (Table 3). It was difﬁcult to decide the optimal PLS
calibration model. While the raw reﬂectance based PLS calibration
model with nine latent factors gave an R2 of 0.91 and an RMSE
of 0.258 log10 dS m−1, the SG model utilized ﬁve latent factors to pro-
duce the same R2 (0.91) with non-signiﬁcantly (randomization t-test
p-value b 0.01) higher RMSE of 0.262 log10 dSm−1. Therefore, the latter
should be considered rather parsimonious (VanderVoet, 1994; Viscarra
Rossel et al., 2006). The prediction quality was judged by generalization
capability (validation R2, validation RMSE, and RPD)with LOOCV. RPD is
the ratio of standard deviation and RMSE. Consequently, modelpredictability increases when validation set standard deviation (SD) is
comparatively larger than estimation error (RMSE). Chang et al.
(2001) categorized the accuracy and stability of their spectroscopy
models based on the RPD values of the validation set. While RPDs N2.0
were considered stable and accurate predictive models; RPD values be-
tween 1.4 and 2.0 indicated fair models that could be improved bymore
accurate predictive techniques. Moreover, RPD values b1.4 indicated
poor predictive capacity. Conversely, Saeys et al. (2005) concluded
that a value for R2 between 0.66 and 0.80 signiﬁes approximate quanti-
tative predictions, while a value for R2 between 0.81 and 0.90 reveals
good prediction. Besides, calibration models having R2 N 0.90 are con-
sidered to be excellent. Regarding the RPD statistic, an RPD b2 is consid-
ered insufﬁcient for applications, while a value for RPD between 2 and
2.5 makes fairly accurate quantitative predictions possible. For values
between 2.5 and 3, predictions can be classiﬁed as good; an RPD N3
indicates excellent prediction.
In this study, successful prediction of soil EC (1:5)with RPDs ranging
from 2.49 to 2.91 for PLS models conﬁrmed the ﬁndings of Viscarra
Rossel et al. (2006) that infrared spectroscopy is a promising tool for
estimating soil EC (1:5). However, the parsimonious SG model exhibit-
ed both stability and robustness with an RPD of 2.88 and a validation R2
of 0.89 which could be attributed to its ability to smooth the spectra
prior to calculating thederivative, ultimately decreasing thedetrimental
effect on the signal-to-noise ratio. This effect perhaps helped in increas-
ing subsequent model's generalization capability. Additionally, MSC
produced a validation R2 of 0.86 by correcting differences in the base
line and in the trend. This produces transformed spectra analogous to
the original spectra which together lead to easier optical elucidation.
Given that, the consistency of a NIR spectroscopic model is normally
restricted to the range of parameter values, the wide range of soil EC
(1:5) values (−1.56 to 1.63 log10 dS m−1) perhaps contributed to the
overall satisfactory results.
Validation plots of observed vs. PLS predicted EC (1:5) for all spectral
pretreatments are presented in Fig. 7. In general, PLS predictions of EC
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44 A.A.A. Aldabaa et al. / Geoderma 239–240 (2015) 34–46(1:5) for all pretreatments closely approximated the 1:1 line (the slope
of the regression line was not substantially different from 1) and had
less average bias (0.002 log10 dS m−1) than their SVR counterparts
(0.024 log10 dS m−1, on average). All model biases were negligible
than corresponding MSEs. Thus, model biases were accounted for a
very trivial part of the overall lack of ﬁt. Hence, model inaccuracy
could be mainly attributed to a lack of correlation with regression line
near unity. We plotted the weighted regression coefﬁcients for both
raw reﬂectance and SG based PLS models to elucidate the importance
of the spectral pretreatments (Fig. 8). Note that, spectral variables
with a large regression coefﬁcient play an important role in the regres-
sion model. While a positive coefﬁcient shows a positive link with the
response [soil EC (1:5), in this study], a negative coefﬁcient shows a
negative link. Predictors with a small coefﬁcient are considered as neg-
ligible. Although the number of importantwavelengths did not vary sig-
niﬁcantly between raw (89) and SG based model (91), SG treatment
appeared to remove negative spectral interferences in the raw untreat-
ed spectra originating from the ~350–425 nm and ~1340–1400 nm re-
gions (Marked by A and B, respectively). Spectral interference from 350
to 425 nm could possibly arise from electronic transitions of the Fe3+ in
the goethite or hematite component of iron oxides (Ji et al., 2002).
Moreover, the ~1340–1400 nm region gave an indication of O\H
bonds in the hydroxyl or clay minerals, such as smectite and illite
(White, 1971). Although samples were air-dried, the masking effect
from water was somewhat expected, and, indeed, has been observed
at the ~1850–1900 nm region of raw reﬂectance spectra (Clark et al.,
1990). However, the large and important positive coefﬁcients in the
abovementioned region were clearly reduced in SG spectra, suggesting
that higher spectral pretreatment was able to somewhat eliminate the
inﬂuence of water.
Selecting appropriate pretreatment is a key factor in spectroscopic
modeling. If, for instance, the dataset of interest does not follow Lam-
bert–Beer's law, extra latent factors in PLS regression can frequentlycompensate for this non-ideal behavior of the spectral predictor, ulti-
mately increasing model complexity and, in turn, reducing the model
robustness for future predictions (Martens and Naes, 1989). All spectral
pretreatments aim to enhance the feature sought in the spectra, often a
linear relationwith the constituent of interest [EC (1:5) in this study] by
reducing the un-modeled variability in the data. However, onemust use
caution since too severe pretreatment can sometimes remove the valu-
able information.
While considering the calibration generalizing capability, all SVR
training models outweighed their PLS counterparts except for raw
(R2 = 0.89) and ABS (R2 = 0.85) and produced strong correlations to
traditional lab analysis (Fig. 9). Note that the prediction deteriorates
considerably and also has a slight bias, a tendency to over-predict
with decreasing EC (1:5) content. Validation statistics revealed that
SG-SVR outperformed all other VisNIR models tested (RPD= 3.1), pro-
ducing high predictability. The other SVRmodelwhich exhibited similar
high RPD used SNV-DT spectra (RPD = 3.04).
Clearly, differences observed in the results, particularly in terms of
RPD obtained in all cases by application of PLS or SVR were considered
to be crucial. However, in depth elucidation of these differences would
require the study of a larger number of samples with a better control
of the factors that can inﬂuence these differences. Yet, it is possible to
conclude that at least in the analysis soil EC (1:5), SVR provided quanti-
tative results of similar quality if not better to those provided by the
application of PLS.
3.2.2. EC (1:5) prediction via combined PXRF, RS, and VisNIR DRS
While comparing the relative training and testing accuracies of PXRF
and remote sensing in predicting soil EC (1:5), both of these techniques
underperformed relative to VisNIR DRS alone. Training models of PXRF
showed poor match between lab-measured and predicted EC (1:5)
values both at higher and lower ranges (Fig. 10a), which can be attribut-
ed to the variable sources contributing to salinity in both playas. The
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45A.A.A. Aldabaa et al. / Geoderma 239–240 (2015) 34–46prediction worsened while using Landsat band reﬂectance alone
(RPD = 1.27) which can be ascribed to the spectral complexity arising
from the variability of the soil surface conditions (crusts and gravels)
and changes in bare soil surface conditions (Alavi Panah and
Goossens, 2001) (Fig. 10b).
Strikingly, when combining all three approaches, the model general-
izing capability was increased substantially and appeared better than
any other model tested in this study (RPD = 3.35) (Fig. 10c). Note
that, we used SG spectra only since it exhibited the best generalizing po-
tential irrespective of the multivariate model used. Moreover this spec-
tral treatment was able to subtly separate samples from the two sites
on PC1, further justifying the ability of VisNIR DRS to qualitatively dis-
criminate sample spectra (Fig. 10d). This spectral separation could be ex-
plained by the heterogeneity which resulted partly from compositional
variability of soil matrix and partly from variable salt accumulation.
Summarily, both PXRF and VisNIR DRS showed considerable prom-
ise in providing rapid EC (1:5) prediction in soils with reasonable accu-
racy, but the most pronounced one was VisNIR DRS. Adding PXRF
data (especially S and Cl%) and RS reﬂectance values as predictors
along with soil VisNIR spectra was beneﬁcial and should be included
to model soil EC (1:5). Acquisition of PXRF data is rapid, easy, and
cost-effective. All three evaluated techniques share the advantage of
determining soil EC (1:5) especially for unusual circumstances where
non-destructive sampling is required. Additional research should be
continued to include larger geographical ranges along with other soilproperties, but the future of VisNIR DRS + PXRF + RS based soil EC
(1:5) characterization appears promising. Although it is true that appli-
cations of VisNIR DRS and PXRF for in-situ prediction of soil EC (1:5) are
perhaps inadequate in establishing soil variability and patterns of
change, incorporating remotely sensed data can improve soil scientists'
capability to map soil salinity across the landscape at high spatial reso-
lution for enhanced soil management.
4. Conclusions
In this study, three alternative methods (VisNIR DRS, PXRF, and RS)
for determining soil salinity were compared to traditional laboratory
analysis [EC (1:5)]. A total of 165 surface (0–5 cm) soil samples were
collected from two playas in West Texas, USA. Salinity levels in these
playas varied dramatically from 0.028 dSm−1 in upland soils extending
to the playa annulus and beyond to virtually pure salt crusts in the playa
basinswith EC (1:5) of up to 43.41 dSm−1. Speciﬁc results of this study
are as follows: 1) elemental concentrations (determined via PXRF) of S
and Cl were found to be most strongly correlated to soil EC (1:5); 2)
with consideration of VisNIR DRS data, two multivariate algorithms
were tested (PLS and SVR) and generally produced strong, signiﬁcant
relationships to soil EC (1:5); 3) comparing the relative accuracies of
PXRF and RS in predicting soil EC (1:5), both produced suboptimal
results relative to VisNIR DRS alone; 4) evaluated independently, the
techniques were generally ranked as VisNIR DRS N PXRF N RS; and 5)
46 A.A.A. Aldabaa et al. / Geoderma 239–240 (2015) 34–46conversely, the synthesis of all three datasets produced the best predic-
tive results; better than any technique taken independently. We
acknowledge that the reported RPD values are useful when the valida-
tion set is independent of the calibration set. However, with LOOCV
they are still useful indicators for describing the potential of the technol-
ogy. Our study showed good potential as an impetus toward future
VisNIR+ PXRF+ RS based soil studies. Next step will be the validation
of these models on independent samples. As these types of data are
quick, easy, and inexpensive to collect, we summarily propose that all
three datasets be combined for optimal soil salinity prediction. In
doing so, researchers will obtain results of comparable quality to lab-
derived data, yetwith less time and effort than traditional laboratory sa-
linity determinations. Additionally, the spectral and elemental datasets
collected via scanning can be used for the prediction of multiple other
soil parameters such as textural constituents (e.g., clay), soil pH, soil
carbon content, and clay mineralogy.
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