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Let t(G, x, y) be the Tutte polynomial (or dichromate) of the connected plane 
graph G. It is known (Martin, Thesis, Grenoble, 1977; Las Vergnas, “Proceedings 
of the Conference on Algebraic Methods in Graph Theory,” Szeged, 1978) that 
t(G, x, x) can be expressed in terms of the family of partitions of the edge-set of the 
medial graph M(G) of G into non-crossing cycles. Moreover t(G, -1, -1) can be 
expressed in terms of the number of crossing cycles of M(G) (Martin, Thesis, 
Grenoble, 1977, J. Combin. Theory Ser. B 24 (1978), 318-324; Rosenstiehl and 
Read, Ann. Discrete Math. 3, 195-226). Another result of Penrose (“‘Combinatorial 
Mathematics and Its Applications,” D. J. A. Welsh, Ed., pp. 221-244, Academic 
Press, London/Orlando, 1971) on the number of edge-3-colorings of a cubic con- 
nected plane graph G can be viewed as an evaluation of t(G, 0, -3) in terms of the 
family of partitions of the edge-set of M(G) into cycles avoiding certain transitions. 
We unify and generalize these results by giving expressions of t(G, X, y) in terms 
of cycle partitions of M(G) for all X, y  such that (x- l)(y- 1)#0 or x=y= 1. 
0 1988 Academic Press, Inc. 
1. INTRODUCTION 
The purpose of this paper is to present an expression of the Tutte 
polynomial of a connected plane graph in terms of cycles of its medial 
graph which generalizes some previously known results [l&.5]. 
In Section 2 we give the necessary definitions. Section 3 reviews the 
known results which motivated the present work. Section 4 is devoted to 
our main contribution. We present a systematic analysis of its consequen- 
ces in Section 5. Finally in Section 6 we indicate how these consequences 
could be derived in a different way using two results by Las Vergnas [2]. 
2. DEFINITIONS 
2.1. Graphs 
The graphs considered in this paper are finite and undirected. Loops and 
multiple edges are allowed. We write G = (V, E) to state that the vertex-set 
V(G) of G is V and its edge-set E(G) is E. 
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FLGURE 1 
A cycle of the graph G = (V, E) is a sequence C= (vl, e ,,..., vkr ek) such 
that, for ail i= l,..., k, V(E V, eiE E, and the ends of e, are vi and v,, 1, with 
the convention that vk + 1 is vl. If the edges e, are all distinct, C is said to be 
simple. Cycles will be considered up to initial vertex and direction. Other 
usual definitions on graphs will be found in [6] and [7]. 
2.2. The Medial Graph of a Connected Plane Graph 
A plane graph is a planar graph embedded in the plane (see [S] for 
definitions). To every connected plane graph G = (V, E) we associate its 
medial graph M(G), which is a 4-regular plane graph defined as follows 
(see [S, p. 471). For every edge e of G, we select an interior point m(e) on 
e. The vertex-set of M(G) is {m(e)/e E E}. Now for each face f of G, whose 
boundary is the cycle C = (u, , e, ,..., ok, e,), we define k edges a, ,..., ak of 
M(G) such that (m(e,), a, ,..., nz(e,), ak) is a simple cycle. We embed this 
cycle inside f as a closed simple curve which is parallel to C except at the 
contact points m(e]),..., m(ek). We give an example of this construction on 
Fig. 1, where G is depicted with heavy lines. 
We observe that the faces of M(G) can be colored in two colors, black 
and white, in such a way that adjacent faces have different colors and that 
all vertices of G lie inside black faces of M(G). We shall always assume in 
the sequel that M(G) has been provided with such a face-coloring. 
2.3. Eulerian Partitions of 4-Regular Plane Graphs 
Let H be a 4-regular plane graph, whose faces are colored black and 
white (in such a way that adjacent faces have different colors). We consider 
that each edge e of H is subdivided into two half-edges, one incident to 
each end of e (if e is a loop at u, the two halves of e will be incident to u). 
Thus every vertex of H is incident to exactly four half-edges. Let v be a ver- 
tex of H and let h,, h,, h,, /z4 be the four incident half-edges. A transition at 
v is a partition of (h,, h,, hj, h4j into pairs. Thus there are three transitions 
at v. If each pair of the transition is formed of half-edges opposite at v, the 
transition is said to be crossing. If each pair of the transition forms an angle 
of a black (resp. white) face of H, the transition is said to be black (resp. 
white). See Fig. 2 where {(h,, h2}, (h3, h4}} is black, {(h,, h4}, (h,, h3} 1 
is white, and {(h,, h3), (kl, h4}} is crossing. 
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FIGURE 2 
A transition system of N is a family p = (p(u), u E V(H)), where p(o) is a 
transition at U. We shall denote the set of vertices u of H such that p(o) is 
crossing (resp. black, white) by X(p) (resp. B(p), W(p)). We shall write 
x(p) = IX(p)\, b(p) = lB(p)l, w(p) = 1 W(p)l. We shall denote by P(H) the 
set of transition systems of H. 
An Eulerian partition of H is a partition of E(H) into edge-sets of simple 
cycles of H. To every transition system p of H corresponds a unique 
Eulerian partition defined as follows. A cycle (ui, e,,..., ok, e,,) of H is said 
to be determined by p if there exists a sequence (hi, h;,..., hx-, h;) of half- 
edges such that, for i= l,..., k, hi and lz: are the two halves of ei, and the 
pair {hj, hi+ ,} belongs to the transition p(ui+ i) (where subscripts are read 
modulo k). It is easy to see that the cycles determined by p are simple and 
that their edge-sets form an Eulerian partition, which will be said 
associated to p. We shall denote by C(p) the set of cycles of this partition 
and we shall write c(p) = \C(p)\. 
Remark. Conversely, every Eulerian partition is associated to some 
transition system. The correspondence can be made one-to-one (as in [2]) 
by adopting suitable definitions of Eulerian partitions and cycles. Then all 
properties of P(H) studied in this paper can be reformulated as properties 
of the set of Eulerian partitions of H. 
2.4. The Tutte Polynomial of a Graph 
Let G = ( V, E) be a graph. For SE E, k(S) denotes the number of con- 
nected components of the graph (V, S), and r(S) denotes I I’// -k(S). Thus 
r is the rank-function of the cycle matroid of G (see [9] for definitions). 
The Tutte polynomial (or dichromate) of G, introduced in [ 10, 111, is the 
polynomial in two variables 
t(G, x, y)= 1 (x- l)""'-"s'(y- l)lsI-'(s'. 
s c E 
This polynomial satisfies the following properties: 
(1) If G has exactly one edge, t(G, X, y) = x if this edge is a bridge 
and t(G, X, y) = y if this edge is a loop. 
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(2) If e is an edge of G which is neither a bridge nor a loop: 
f(G, x, y) = t(G - e, x, v) + t(G.e, x, v), 
where G-e (resp. G.e) denotes the graph obtained from G by deleting 
(resp. contracting) e. 
(3) If G has at least two edges and e is a bridge (resp. loop) of G, 
t(G, x, y) =xt(G.e, x, y) (resp. t(G, x, y)=yt(G-e, x, y)). 
Note that properties (l)-(3) allow the computation of t(G, x, y) for any 
graph G. 
Some evaluations of t(G, x, y) correspond to interesting graph 
invariants. We shall retain a few of them. 
PROPOSITION 1. Let G = ( V, E) be a graph. 
(i) t(G, 1, 1) is the number of maximal forests of G [ 111. 
(ii) t(G, -1, -l)= (-1)‘“’ ( -2)y, where q is the dimension of the 
bicycle space of G [4, Theorem 9.11. 
(iii) The chromatic polynomial P(G, u) of G is given bjj 
p(G 2 u) = &(E)( _ 1 )r(E) t(G, 1 - U, 0) Cl 1 I. 
(iv) t(G, 0, 1 -u) = ( -l)i”l-““’ F(G, u), where F(G, u) is the number 
of nowhere-zero flows of any orientation of G with values in any Abelian 
group of order u [ 111. 
3. PREVIOUS RESULTS ON THE TUTTE POLYNOMIAL OF PLANE GRAPHS 
3.1. Diagonal Values 
The following result, first due to Martin [ 11 in a different form, was also 
proved (and generalized to graphs embedded in the projective plane and 
the torus) by Las Vergnas [2]. 
PROPOSITION 2. Let G be a connected plane graph. Then 
t( G, x, x) = c (x - 1 p- ‘, 
pEP(M(G))..Y;(p)=O 
For instance, for x = 1, Propositions l(i) and 2 imply that the number of 
spanning trees of G is equal to the number of transition systems of M(G) 
without crossing transitions whose associated Eulerian partition has 
exactly one cycle. A bijective proof of this was given by Kotzig in [12]. 
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Martin [ 1, 31 and Las Vergnas [2] also proved 
PROPOSITION 3. Let G = (V, E) he a connected plane graph. Then 
t(G, -1 -I)= (-1)‘“’ ( -2)“h+1 
where pO is the transition system of M(G) consisting only of crossing 
transitions. 
This can also be considered as a consequence of Proposition l(ii), 
together with the result by Rosenstiehl [13] and Shank [14], that the 
bicycle space of G has dimension c(p,) - 1. 
3.2. Penrose’s Formula 
In a paper entitled “Applications of negative dimensional tensors” [S], 
Penrose presented several formulas for the number of edge-3-colorings of a 
plane connected cubic graph. We shall consider only one of these formulas 
here (another of Penrose’s formulas is studied in 1151). Our presentation 
will easily be seen to be equivalent to the original one given by Penrose in 
terms of certain families of cycles of G. 
PROPOSITION 4 [S, p. 2381. Let G = (V, E) be a plane connected cubic 
graph. Then the number of edge-3-colorings of G is equal to 
(-1/4)‘V”’ 1 ( - 1 y(P) ( -2)“(P). 
p~P(k’(G)),b(p)=O 
By considering edge-3-colorings of G as nowhere-zero flows of G with 
values in the group Z2 x Z,, we obtain that their number is equal to 
F(G, 4), and hence equal to ( -1) ‘El--r’E) t(G, 0, -3) by Proposition l(iv). 
Thus Proposition 4, like Propositions 2 and 3, gives a particular evaluation 
of t(G, x, y) in terms of P(M(G)). This remark was the initial motivation 
for the present work. 
We are now ready to present our main result which unifies and 
generalizes Propositions 2, 3,4. 
4. THE TRANSITION POLYNOMIAL AND THE TUTTE POLYNOMIAL 
4.1. The Transition Polynomial 
Let H be a 4-regular connected plane graph, whose faces are colored 
black and white as before. We denote its number of black (resp. white) 
faces by ,J,( H) (resp.,f,,.( H)). We associate to H the following polynomial in 
132 FRANCOISJAEGER 
6 variables, whose form is suggested by Propositions 2-4, and which we 
call the trunsition polynomial of H: 
PROPOSITION 5. For every non-zero wmber II 
ProoJ Clearly, for every p in P(H), b(p) + u+(p) + x(p) = 1 V( H)l. On 
the other hand, by Euler’s formula and since H is 4-regular, 
f,(H) +f,,.(H) = IE(H)I - ( V(H)1 + 2 = / V(H)1 + 2. The result follows 
immediately. 1 
We do not incorporate the identity of Proposition 5 in the definition of 
Q in order to preserve useful symmetry properties. 
4.2. The Main Result 
We now establish conditions on i, p, c(, /I, 7, z which ensure that 
Q(M(G), A, p, I, p, y, r) is an evaluation of the Tutte polynomial of G for 
every connected plane graph G. 
THEOREM. Let G be a connected piane graph. Assume that 1# 0, p # 0 
and 
Then Q(MC), A, P, r, P, ‘r’, T)= t(G, 1 + (Wp), 1 + W/j-)). 
Prooj The proof is by induction on the number of edges of G, using 
properties (l)-(3) of the Tutte polynomial given in Section 2.4. 
(a) If G has exactly one edge: 
(al) if this edge is a bridge, the situation is depicted Fig. 3. 
FIGURE 3 
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FIGURE 4 
Then f,(M(G))=2, f,,(M(G))= 1, and, for p in P(M(G)), c(p) =2 if the 
unique transition of p is black, and c(p) = 1 otherwise. Thus 
(a2) If this edge is a loop, the situation is depicted Fig. 4. 
Thenf,(M(G)) = 1, f,,,(M(G)) = 2, and, for p in P(M(G)), c(p) = 2 if the 
unique transition of p is white, and c(p) = 1 otherwise. Thus 
Q(WG), 4 P, a, P, Y, r)= ~(a + M + Y) = P((~/P) + (dn)) = 1 + (w/A). 
(b) If G has at least two edges, let e be an edge of G. We consider 
the plane graph H obtained from M(G) by splitting the vertex m(e) into 4 
vertices of degree 1 (see Fig. 5). 
Let p be a transition system of M(G) and consider the cycles of M(G) 
determined by p. The vertex m(e) occurs in exactly one or two of these 
cycles. When we split m(e) into 4 vertices of degree 1, the set of cycles 
incident to m(e) yields two simple chains of H joining the vertices of 
degree 1 in pairs. To the resulting partition of the vertices of degree 1 of H 
in pairs is naturally associated a partition of the half-edges of M(G) 
incident to m(e), which is a transition at m(e). We say that the chaining of 
p at m(e) is black (resp. white, crossing) if this transition is black (resp. 
white, crossing), see Fig. 6. 
We call restriction of the transition system p = (p(u), u E V(M(G))) the 
family q = (P(V), 0 E J’(WG)) - (m(e)> ), and q is called a restricted trans- 
ition system. As before we denote by x(q) (resp. b(q), w(q)) the number of 
crossing (resp. black, white) transitions of q. We denote by c(q) the number 
of cycles non incident to m(e) in the Eulerian partition of M(G) associated 
M(G) H 
FIGURE 5 
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FIGURE 6 
to p (this is clearly independent of the choice of the transition system p of 
which q is a restriction). Similarly, we may define the type of chaining of q 
as equal to the type of chaining of p at m(e) for any transition system p of 
M(G) whose restriction is q. 
Now let L (resp. M, N) be equal to 
where the summation is taken over restricted transition systems q with 
black (resp. white, crossing) chaining. 
We observe that the Eulerian partition of M(G) associated to the trans- 
ition system p has two cycles incident to m(e) if and only if its transition 
and its chaining at m(e) have the same type. Thus we may set up the 
following table of total contributions of transition systems to 
Q(M(G), 1, ,u, II, /I?, y, r) according to their types of transitions and chaining 
at m(e): 
Bl. transition Wh. transition Cr. transition 
Bl. chaining ClTL 
Wh. chaining aA4 pzf 
YL 
w 
Cr. chaining UN BN VN 
Hence 
QW(G), 2, I*, a, A Y, z)= (a~ + D + Y) L + (a + Bz + Y) M+ (a + B + YT) N. 
(1) 
We now consider two 4-regular plane graphs H, and H, defined as 
follows. We delete from M(G) the vertex m(e) and the 4 incident half-edges, 
and we pair the resulting 4 pending half-edges to form two new non- 
crossing edges. This can be done in two possible ways, one using pairs 
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M(G) Hl HZ 
FIGURE I 
corresponding to a black transition which yields Hi, the other using pairs 
corresponding to a white transition which yields H2 (see Fig. 7). 
If H, is connected, it is clearly topologically identical to M(G - e). We 
have fb(H1) =f,(M(G)) and f,(H,) =f,(M(G)) - 1. By identifying the 
transition systems of H, to the restricted transition systems of M(G), and 
by classifying them according to their chaining, we easily obtain 
QW(G - e), 4 P, a, P, Y, 7) = Q(H,, 4 P, a, B, Y, 7) = (UP)(TL + ~4 + N). 
(11) 
Similarly, if H, is connected, it is topologically identical to M(G.e) and a 
simple analysis yields 
Q(M(G.e), 4 P, @, P, Y, T)= QW,, A P, ~1, P, Y, 7) = (1iJ.W + 7114 + N). 
(III) 
We now consider 3 cases: 
(bl) If e is neither a loop nor a bridge of G, m(e) is not a cut-vertex 
of M(G). Hence H, and H, are connected. We may write 
Q(M(G - e), 4 P, a, A Y, 7) + QbWG.e), 4 P, m, P, Y, ~1 
=(l/l*)(zL+M+N)+(l/A)(L+rM+N) (by (II) and (III)) 
= ((T/F) + (l/A)) L + ((l/P) + (dn)) M+ ((l/P) + (l/n)) N. 
By the hypothesis of the theorem, the coefficients of L, M, N in this 
expression equal the corresponding coefficients previously obtained for 
QMG), 4 P, a, B, Y, T) in (I). Hence 
= Q(WG - e), 4 CL, a, P, Y, 5) + Q(WG.e), 4 P, a, 8, Y, T.). 
(b2) If e is a bridge of G, the two white faces of M(G) incident to 
m(e) are identical. Then H, is connected and it is easy to see that every 
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transition system of M(G) has black chaining at m(e). Hence M= N= 0 
and we may write 
Q(WG), 1, PL, a, P, ‘/> t)= (~7 + P + Y) L (by (1)) 
Q(M(G.e), 4 PL, ~2 P, Y> T) = (l/l) L (by WI)). 
It then follows from the hypothesis of the theorem that 
(b3) Similarly, if e is a loop of G, H, is connected and every trans- 
ition system of M(G) has white chaining at m(e). Hence L =N=O and we 
may write 
Q(WG), 4 P, a, P, Y, T.) = (a + PT + Y) hi’ (by (1)) 
Q(M(G - e), 4 ~1, a, P, Y, t)= (l/,uu) ~4 (by (II)). 
It then follows from the hypothesis of the theorem that 
(cl We conclude from (al 1, (a2), (bl), W), W) that 
Q(M(G), 1, ,u, a, 8, y, z) and t(G, 1 + (At/p), 1 + (p//2)) obey the same 
computation rules given by properties (l)-(3) of the Tutte polynomial (see 
Section 2.4). 
This completes the proof. 1 
Remarks. (i) If G* denotes the geometric dual graph of G, it is 
known [11] that t(G, x, J)) = t(G*, y, x) for all X, JJ. This property is 
apparent in the above theorem: duality corresponds to the exchange of the 
colors black and white in the face-coloring of M(G), together with the 
exchange of a, fi on one hand, and of A, ,u on the other hand. 
(ii) In the expression of Q(M(G), A, p, CI, p, y, z), we may replace 
f,(M(G)) by 1 V(G)/ and f,,,(M(G)) by the number of faces of G, which we 
denote by f(G). 
5. CONSEQUENCES 
5.1. Diagonal Values of the Tutte Polynomial 
Take II= CL= a=p= 1, y =O. Then the conditions of the theorem are 
satisfied for all values of z. It follows that for every connected plane graph 
G: t(G, z + 1, t + 1) = Q(M(G), 1, 1, 1, 1, 0, T), and this is clearly equivalent 
to Proposition 2. 
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Now take A=p= 1, cr=/I=O, y = -1, r= -2. It is easy to check that 
the conditions of the theorem hold. It follows that 
t(G, -1, -l)= Q(M(G), 1, 1, 0, 0, -1, -2), 
which is exactly the content of Proposition 3. 
5.2 A Generalization of Penrose’s Formula 
Let G = (V, E) be a connected plane graph. Take A = i, ,LL = 1, a =O, 
/zI = 1, y = -1, r = -2. It is easy to see that the conditions of the theorem 
are satisfied. We obtain 
t(G, 0, -3)= Q(A4(G), ;, l,O, 1, -1, -2) 
+)lW-1 if(G)-1 C ob(p)lw,(p)( -l)x(p,( 4c’P’~ 1 
PE P(M(G)) 
+)l”l-’ c ( _ 1 ).Qq -2)dP)b 1 
~tP(hf(G)).b(p)=O 
= -($“I 1 ( -,).W( 4)‘.(P) 
PEP(M(G)). b(p)=0 
Then Proposition 1 (iv) yields 
F(;(G,4)=(-1)lEl-r(~)+1(t)/Vl c ( _ 1 )-+I( -2)“(P). 
PEP(M(G)),~(P)=O 
We have proved the following result: 
PROPOSITION 6. Let G = (V, E) be a connected plane graph. Then 
F(G,4)=(-1)‘E’(-+)‘Y’ 1 ( -l)“‘P’( -2)‘(P). 
PEP(M(G)L~~P)=O 
Remarks. (i) If G=( V, E) is cubic, [El =3/1/l/2, so that ( -l)lE’ ( - $)‘“I 
is equal to ( - +)I “j2. He rice Proposition 6 generalizes Penrose’s formula 
given in Proposition 4. 
(ii) The cycles of the Eulerian partition of M(G) associated to a 
transition system p with b(p) =0 can be identified to (not necessarily 
simple) cycles of G. This yields an expression of F(G, 4) which does not 
involve M(G), like in the original version of Penrose’s formula. 
It is well known that the number of face-colorings of G with 4 colors is 
equal to 4 F(G, 4) [ 111. This can be seen either directly or by comparing 
Proposition l(iv) applied to G and Proposition l(iii) applied to the dual 
graph G”. Hence, using duality, the following result is an immediate 
consequence of Proposition 6. 
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PROPOSITION 7. Let G = (V, E) be a connected plane graph. Then: 
(1) The number of face-colorings of G with 4 colors is equal to 
(-p (-y+’ c ( -l)“(P) ( 4”P’. 
PE P(M(G)L @PI = 0 
(ii) The number of vertex-colorings of G with 4 colors is equal to 
(-1)la (-p-l”’ c ( _ 1 ).W( -2)“P’. 
p E P(M(G)L W(P) = 0 
5.3. General Applicability of the Theorem 
Let G = (V, E) be a connected plane graph, and let x, y be given real 
numbers. We want to use our theorem to evaluate t(G, x, y). Thus we look 
for numbers A, p, CI, /I, y, z which satisfy the conditions of the theorem, with 
1 + (AT/~) = x and 1 + (pz/A) = y. By Proposition 5 (this is also apparent in 
the statement of the theorem), we may restrict our attention to solutions 
such that A = 1: all other solutions will easily be deduced from these. 
Hence we look for numbers p, LX, p, y, z which satisfy 
P z 0, za f p + y = 1 + (z/p), a+$+y=(l/p)+z, 
cr+p+zy=l+(l/p), 1 + (r//A) =x and 1 +p=y. 
The last two conditions yield r2 = (x - l)( y - 1). From now on we 
choose for r one of the two opposite solutions of this equation (note that 
we must allow complex values here). 
Case 1. (x- l)(y- i)=O. 
Then z = 0 and we shall find a solution only if x = y = 1. In this case we 
may choose arbitrarily any non-zero value for p. Then CC, p, y will be 
obtained by solving the system /I + y = 1, c( + y = l/p, CI + /? = 1 + (l/p). This 
yields tl = l/p, /I = 1, y = 0. Then the theorem gives 
t(G, 1, 1) = Q(WG), 1, P, UP, LO, 0) 
= pfW) - 1 C ( l/p)b(~)ox(~)Oh’) ~ 1 
PE f’(M(G)) 
= pfW - 1 
c (l/#? 
PEP(M(G)),x(P)=O,C(P)=~ 
This is just another aspect of the above-mentioned bijective correspon- 
dence between spanning trees of G and transition systems of M(G) without 
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crossings which determine only one cycle. Indeed it is easy to see that such 
a transition system p satisfies b(p) =f(G) - 1 since its black transitions 
correspond to a spanning tree of the geometric dual graph of G. 
Case 2. (x-l)(y-l)#O. 
Then z # 0 and we take p = r/(x - 1) = (y - 1)/z. Now CC, j3, y will be 
obtained by solving the linear system 
TCI + fi + y = 1 + (z//L), a+zp+y=(l/p)+t, Lx + /? + zy = 1 + (l/l). 
The determinant of this system is equal to (z - 1)’ (z i 2). Hence we 
distinguish 3 subcases: 
Subcase 2.1. z#l, T# -2. 
Then our linear system has a unique solution c1= l/p, b = 1, y = 0. The 
theorem gives 
t(G x, v) = Q(MGh 1, PL, UP, l,O, z) 
= yf(G)- 1 1 ( l/p)b’~‘od~‘z’(~) - 1 
P~P(M(G)) 
= pf(G) - 1 c (l/P) . b(p)Tc(P) - 1 
PEP(M(‘~),~(P)=O 
Of course this formula is also valid for t = 1 and r = -2. 
Subcase 2.2. z = 1. 
Then our linear system reduces to a + I+ y = 1 + (l/p). Since r = 1, we 
must have (x - l)(y - 1) = 1 and p = l/(x - 1) =y - 1. The application of 
the theorem yields 
t(G, x, Y) = Q(WG), 1, PL, a, P, Y, 1) 
= $(G) - 1 c ctb(P)ljw(q 1 - Lx- p + (l//L))“(P). 
PE P(M(G)) 
Of course for a = l/p, j3 = 1, we have the formula of Subcase 2.1. 
This can be written as 
t(G, x, 1 + l/(x- 1)) = (l/(x - l))f’G’-l c aW~~W(X _ a _ p)+4 
P E f’(.+f(G)) 
for all x # 1 and LX, j?. This identity will easily be proved using the definition 
of the Tutte polynomial, since the summation symbol is clearly equal 
to XIE’. 
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Subcase 2.3. z = -2. 
Then our linear system reduces to 
-2a + p + y = 1 - (2/p), a-2p+y=(l/p)-2. 
Solving it in G(, fi, we obtain cx = (l/p) + y, /I + 1 + y. Since r = -2, we must 
have (x - 1 )( y - 1) = 4 and ,u = 2/( 1 - x) = (1 - y)/2. The application of the 
theorem yields 
t(G, x, y) = Q(MG), 1, P, (I/P) + Y> 1 + Y, Y> -2) 
= plf(G) ~ ’ 1 (( yp) + y)b’P’ (1 + y)“‘P’ y”‘JJ’( -7p- l 
PEP(M(G)) 
(the formula of Subcase 2.1 corresponds to the value y = 0). This can be 
written as 
t(G, x, 1 + 4/(x - 1)) 
= (2/(1 -X))f@-l c ((( 1 -X)/2) + y)“‘“‘( 1 + y)““P’ y”‘P’( -2)“(p)- l 
peJYM(G)) 
for all x # 1 and y. 
We conclude this section by noting that our theorem can be applied to 
evaluate t(G, x, y) whenever (x - l)(y - 1) # 0 or x = y = 1. Moreover the 
resulting formula is essentially unique, except when (x - l)(y - 1) = 1 or 
(x- l)(y- 1)=4. 
The last case appears as especially interesting and contains in particular 
the dual cases x = -3, y = 0 and x = 0, y = -3 which are associated to the 
evaluation of the numbers of vertex or face 4-colorings. As an illustrative 
example, we examine these cases with more detail in the next section. 
5.4. Vertex and Face 4-Colorings 
Let G = (V, E) be a connected plane graph. By Proposition l(iii), 
the number of vertex-colorings of G with 4 colors is equal to 
4( -1 )I‘-’ t(G -3,0). Dually, as we already observed, the number of 
face-colorings of G with 4 colors is equal to 4( -l)‘Ei~IV’+’ t(G, 0, -3). In 
this section we shall present the complete set of expressions for these two 
numbers which can be derived from our theorem (in fact we shall perform 
only one half of this task, the other following easily by duality). 
We follow the approach presented in the previous section 5.3 with 
;r=r13L; = 0. We have ? = (X - 1 )( y - 1) = 4, so that we may take 5 = 2 
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If we take t = 2, we are in Subcase 2.1. We must take p = z/(x - 1) = - i. 
The theorem gives 
t(G, -3,0) = ( - 1/2)f’G’- ’ C ( 4pP’ 2dP)F 1. 
P~P(M(GJ), x(p)=0 
Using Proposition 5, we obtain more generally 
t(G -390) 
= (l/q UG)l - 1 ( _ l/&)fK’~ 1 c 
( 44w UIdPQaJ) ~ 1 
PEP(M(G)J,x(P)=O 
for every non-zero number u. 
If we take z = -2, we are in Subcase 2.3. We must take p = r/(x - I) = i. 
The theorem gives 
t(G, -390) 
= (1/4f’“‘- 1 1 (2 + Y)b(~J (1 + y)“‘~’ y-+‘( -2)“~‘- ’ 
PE P(M(GJ) 
for all numbers y. Using Proposition 5, we obtain more generally 
r(G, -3,O) 
= (+)I UGII ~ 1 (1/24f’G’- 1 c p + y)e7)(U + y)““P’ pP’( -2)“JJ- 1 
P E p(M(G)) 
for all numbers u # 0 and y. Summing up our results we obtain 
PROPOSITION 8. Let G = (V, E) be a connected plane graph. The follow- 
ing are expressions for the number of vertex-colorings of G with 4 colors: 
(i) For all non-zero numbers IA 
4( -l/u)lf”G)I-l ( -l/2u)f(G)H C ( -‘&)b(p) uw(p)2c(p) - 1 
p E P(M(G)J. s(p) = 0 
(ii) For all numbers u # 0 and y 
4( -l/u)I~‘G’l-’ (1/2#G’- 1 1 (2U+y)b(P’ (u+y)“‘~’ yx(p)(-qc(~)--l, 
PE P(M(G)) 
Remark. The following special cases seem to be particularly interesting: 
0) with u = - 3, 
4(2) I OG)l - 1 c (-l/2) . N.0) 24P) ~ 1 
~~f’Ckf(G)).x(p)=O 
582b/44/2-2 
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(i) with U= 1, 
4(-l) l~(~)l-l (-1/2)f’G’bl C ( -2)&7) y(P)- 1, 
P 6 P(M(G)), x(p) = 0 
(ii) with U= -1, y=Z, 
4( -1/2)f’G’-’ 1 2”‘P’( -2)“‘P’~ 1 
PEP(M(G)). b(p)=0 
(ii) with u= -4, y= 1, 
4(2) lVG)i-l (Al)fCG)-1 C (1/2)4P) ( -2)‘W 1. 
PEP(M(G)l,b(Pl=O 
(ii) with U= 1, y= -1, 
4( -1)I”(‘S1 (1/2)f’G’-’ 
c ( _ 1)“(P) ( -2)‘(P’- 1. 
.DEP(M(G)). w(p)=0 
(This formula is easily seen to be equivalent to Proposition 7(ii).) 
(ii) with U= -1, y= 1, 
4( - 1/2)f’(+ l pEp(M(; 
,w 
(p)=o ( -llbCP) (-2P-1. 
(ii) with u=&, y=Q, 
4( -2) I QG)l - 1 c (1/2)“‘(P) ( -2)‘(P)- 1. 
~eP(M(G)Lx(pl=0 
(ii) with ix= 1, y=O, 
4( -l)I~(+1 (I/2)f’G’-” 
c 2W( 4)&7- 1. 
PEP(M(G)), .x(p)=0 
Finally we leave to the reader the dualization of Proposition 8 and of the 
associated remark. 
6. ALTERNATIVE PROOFS 
We now show how the above theorem could be proved using previous 
results by Las Vergnas. 
In [2, Theorem 2.11, Las Vergnas proved the following result (which we 
reformulate in our own terminology). 
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PROPOSITION 9. Let G = (V, E) be a connected plane graph and let p be a 
transition system of M(G) with x(p) = 0. Then: 
(i) c(p) = b(p) + r*(E) - 2r*(S) + 1, 
(ii) c(p) = w(p) + r(E) -2r(E- S) + 1, 
(iii) c(p)= IEj -r*(S)-r(E-S)+ 1, 
where r* is the rank-function of the cycle matroid of the dual graph G* of G 
and S s E is the set of edges of G corresponding to the vertices of M(G) 
where p has a black transition. 
Remark. In this result the three expressions for c(p) can be obtained 
one from the other by using the following identity which reflects the duality 
of G and G*: ISI -r*(S) = r(E) - r(E- S). 
Now let SG E, and let ps be the transition system of M(G) which has a 
black transition at vertices corresponding to edges of S, and a white trans- 
ition at other vertices. 
Equality (ii) of Proposition 9 applied to S yields 
2r(E - S) = r(E) + 1 + w(p,) - c(p,) 
Hence 
2(r(E) - r(E- S)) = r(E) - 1 - w(ps) + c(p,) 
= I VI -2- tIEI - b(ps)) + 4~s). 
By Euler’s formula, f(G) = IE] - I VI + 2. It follows that 
2(r(E) - r(S)) = b(pE- S) + Q-s) -f(G). (1) 
Similarly 
2(JE-SI-r(E-S))=21E-SI-r(E)-l-w(p,)-tc(p,) 
=2w(P,)-(lVI-1)-1-w(P,)+c(P,) 
= w(p,) + C(P,) - I VI. 
Hence (2) 2(lSl -r(S)) = w(p,-,) + c(P,-s) - I VI. 
Now if we use (1) and (2) in the definition of the Tutte polynomial 
t(G, x, y)= c (x- l)r(E)--r(S) (y- l)lslkr(s), 
SEE 
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we obtain 
t(G, x, Y) 
=spl) (NPE-sl +C(PE-sl f(G))/2 (y _ l)(“.(PE-s) + C(PE-sl- I VI)/2 
c 
= c (x- 1) (~(P)+~P)-.I”(G))O (y_l)‘“,(~)+i.(~)~/V/)/2 
PEP(M(G)),J(P)=O 
Then, if (x - l)(y - 1) # 0, let x, p be complex numbers such that 
a’ = x - 1, p’ = y - 1. We obtain 
t(G, x, Y) 
zz c ab(PJ+L.(P)--f(Gl dP)+-dP)-/~/ P 
PE P(M(G)L s(p) = 0 
=c( -/(G)jj-IV c 
ab(P)/jw(Pl(mp)clP) 
~~P(M(Gll,x(p~=0 
= (l/p)lY’-’ (1/c@“‘- 
c 
~~(P)/jwyCLIJ)‘(P)- 1 
psP(M(G)l, x(p)=0 
= Q(WG), l/P> l/a, a, B, 0, @I. 
It is easy to check that this formula is equivalent (through the use 
of Proposition 5) to the general formula described in Subcase 2.1 of 
Section 5.3. Thus when (x - l)(y - 1) is different from 0, 1, and 4 we 
have another proof of our theorem. The cases (x- l)(y- 1) = 0 and 
(x - 1 )(v - 1) = 1 are easy to handle directly and we leave this to the 
reader. 
As for the remaining case (x - l)( y - 1) = 4, corresponding to the 
possible choice of t = -2, we may use another result of Las Vergnas 
[2, Lemma 5.11. A special case of this result can be stated as 
PROPOSITION 10. Let p be a transition system of the 4-regular connected 
plane graph H. Then 
( -l)“(P) ( -2)“‘(P) = 
c 
( -2)“‘P”. 
P’E P(H), .Y(P’) = 0% B(P) E B(p’L W(p) c W/l’) 
We now use Proposition 10 to prove the formula (given in Subcase 2.3 of 
Section 5.3) 
t(G, x, 1 + 4/(x - 1)) 
= (2/( 1 - x)p- l c (( (1 - x)/2) + Y)b(P)( 1 + y)W(P)yX(P)( -2)“(P)- ’ 
PE P(M(G)) 
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from the general formula of Subcase 2.1. We assume y #0 (otherwise we 
are done). 
By Proposition 10 we may write (by identifying V(M(G)) with E and 
denoting M(G) by H) 
c (( ( 1 - x)/2) + y )b’P’ ( 1 + y)“(P) y”‘P’( -2)“P’ 
PEP(H) 
=,.;,, ((( 1 -x)/2) + y)b(p) (1 + ?I))“‘(P) ( -y)“(P) 
( 
c ( -2)“P” 
P’E P(H), xb’) = 0, B(P) G BCP’), W(P) E WP’) ) 
= c c 
PGP(H) P’EP(H).x(p’)=O,B(p)sB(p’). w(p)6 W(p’) 
(( (1 - x)/2) + Y)b(P) ( 1 + y )“‘P’ ( -y)“(P) ( -2y’p’) 
= c ( c P’ t P(W, -dP’) = 0 p E P(H), B(P) E B(P’), W(P) s W(P’) 
(( (1 - x)/2) + Y)b(P) (1 + y)“(P) ( - y,“(P)) ( -2)‘.‘P” 
= c ( c p’ E P(H), x(,D’) = 0 YcE(p’),zc_ W(P’) 
(((1 -y4/2)+y)‘y1 (1 +yy (-yp--ly’-‘=’ (-2)“P” 
) 
= (-y)l”l c 
L c P’E P(H), x(p’) = 0 yc B(p’), ZE W(p’) 
(((x- 1)/2y) - l)lY’ ( -1- (l/#“l) (-2)C(P’) 
= (-y)l”’ c ((x - 1)/2y)b’P” ( -l/y)“‘@’ ( -2)“P” 
p’ E P(H), x(p’) = 0 
= 
c 
(( 1 - x)/2)b(p’) (1 )h’) ( -~c(P’). 
p’e P(H), x(p’)=O 
Hence 
(2/( 1 - x))f@- l c (( (1 - x)/2) + y)b(P) (1 + y)“‘(P) y”‘P’( -2)Q’- l 
P E P(M(G)) 
= (2/(1 -x))f(G)-1 c (( 1 - X)/2)W’ ( -~)c(P’)- 1 
P’EPCWG)), x(p’)=O 
= Q(WG), 1, P, l/p, 1, 0, z) with fi = 2/(1 -x) and T = -2. 
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By the general formula of Subcase 2.1, this is equal to t(G, x, 1 + 4/(x - 1)) 
as required. 
Thus we have obtained an alternative proof of our results based on 
Propositions 9 and 10. The first proof has the advantage of leading 
naturally to the theorem of Section 4, which offers a synthetic view of the 
results. 
Note added in proof Recently I discovered that in his study of the partition function of the 
Potts model (“Exactly Solved Models in Statistical Mechanics,” Chap. 12, Academic Press, 
New York, 1982), R. J. Baxter gives a result (formula (12.3.3)) which, in the case where there 
is only one class of edges, is equivalent to the formula of Section 5.3, Subcase 2.1. His proof is 
essentially, up to a suitable change of variables which transforms the Tutte polynomial into 
the “dichromatic polynomial,” the one given in the first part of Section 6. 
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