ABSTRACT Image annotation is challenging due to the explosive increase of image data in cyber-physicalsocial systems. Because of the semantic gap between images and corresponding labels, it has attracted extensive attentions in recent years. However, most existing research neglects the imbalanced distribution of different classes and the internal relevance of image labels. Besides, the weak image labeling affects the annotation performance to some extent. To address these issues, we propose a learning model for image annotation through integrating deep features and label relevance of images. Specifically, we first employ a convolutional neural-network approach to extract the deep features of images and utilize the synthetic minority oversampling technique to deal with the problem of class imbalance. Furthermore, we exploit the correlations, including symbiotic and semantic relationships of labels, to compute the relevance of label sets. Then, we incorporate this relevance into one classifier to reconstruct the complete label sets, and learn the mapping from image features to the reconstructed label sets by the other classifier. In addition, a joint convex loss function is proposed, which combines the two classifiers via co-regularization and compels them to be consistent. We evaluate the proposed method on two benchmark data sets. The experimental results demonstrate that our method outperforms several state-of-the-art solutions.
I. INTRODUCTION
With the rapid development of social networks and popularity of smartphones, there has been an explosive increase of image data for cyber-physical-social systems in the past few years. Moreover, because of the emergence and development of social networks, such as Weibo and Facebook, people can easily share pictures with each other. However, partially tagged or loads of untagged images spread throughout the cyber-physical-social systems. In order to facilitate image sharing and search, images need to have corresponding labels to describe the semantic, content, and location information contained in images. Generally speaking, it is almost impossible to manually annotate a large number of images. Automatic image annotation has become a challenging task due to the increasing number and application of images in cyber-physical-social systems, which arouses the attention of more and more researchers. Adding keywords to an unknown image can describe its semantic content. For a given image, it makes sense to describe the semantic and visual information of the image by predicting some relevant tags, which can be applied to the application of image retrieval, target recognition and so on. In other words, it can alleviate the problems caused by the semantic gap between images and keywords. In addition, assigning related labels to images can improve the accuracy of text-based image retrieval engine.
Various methods have been put forward recently to solve automatic image annotation. Due to its difficulty, certain progress has been made in the use of these methods on standard datasets. Among these researches, some works [1] - [3] treat annotation task as the joint distribution of image features and labels. However, these efforts do not take the internal relativity between images and labels into account.
Some approaches [4] - [8] view the image as mixture of samples from particular topics, whose model topics are independent of each other. However, these works heavily depend on the sensitivity of image segmentation and the choice of topics. In addition, the discriminative model-based methods [9] - [12] are proposed to classify the images according to their semantics through tagged keywords. However, they are affected by the class imbalance in datasets and ignore the correlation among different labels. Some researches focus on the graph-based learning methods [13] , [14] . However, their performances are limited by the size of tag sets. Kernel learning based methods [15] - [19] , [23] are proposed to utilize the kernel trick to catch the relativity between images and labels. However, their performances depend on a large extent on the correct choice of kernel functions and the choice is interpretable and time consuming. Due to their simplicity and effectiveness, the nearest neighbor-based methods [20] - [22] , [24] have become attractive in image annotation. However, these models generally assume that the images with the same visual similarity share the same tag and propagate the sample labels most similar to the test image.
Although some achievements have been made in previous works, there are still problems in general image annotation methods. First, many previous works do not consider the imbalance problem of label distribution in the dataset, and the prediction accuracy of low frequency tags has an important effect on the overall labeling performance in the model. Furthermore, some previous works do not consider the relationship of image labels, including symbiotic and semantic relationships. Generally, image tags are symbiotically and semantically related. The symbiotic relationship means some labels often appear in images at the same time. For example, labels 'sky' and 'cloud', 'car' and 'road' are likely to appear in the same image, while the probability that 'flowers' and 'ocean' appearing at the same time is relatively low. These correlations will be useful in predicting an unknown image. Besides, the weak tagging of images is a common problem that affects the annotation performance to some extent. Moreover, in most studies, because of the limited ability of modelling and representation of low-level artificial visual features, it cannot describe the deep semantic information of images.
To overcome the limitations of existing works, we propose a learning model for image annotation through integrating deep features of images and word relevance. We exploit the correlations, including symbiotic and semantic relationships of tags, to compute the relevance of label sets. After that, we incorporate this relevance into one classifier, which is learned to rebuild the complete tag set by a small number of available tags during the training process to address the label sparsity. After that, another classifier learns the mapping from image features to this reconstructed label set. Specifically, despite the artificial visual image features include 15 global and local features in many previous works, automatic learning of image features based on deep convolution neural network is leveraged in our work to represent higher-order semantic information of images in cyber-physical-socialsystems. Afterwards, we use the SMOTE method [25] to solve the problem of class imbalance, which can reduce the impact of low-frequency tags on the overall performance in the model. In addition, a joint convex loss function is proposed, which combines two classifiers via co-regularization and compels them to be consistent. Through a close form updating and alternating optimization, we can train the loss function in the model. Experimental results show that our method outperforms some existing works in two benchmark datasets. The contributions of this work can be summarized as follows:
(1) We use the synthetic minority oversampling technique to solve the problem of class imbalance. The overall performance of our model is not limited by the minority classes.
(2) We exploit the correlations of both symbiotic and semantic relationships of tags to compute the relevance of label sets. It is worth noting that such relevance of labels can be exploited to predict labels for unseen images.
(3) The label sparsity can be improved effectively to a certain extent by rebuilding the complete label set from the available labels during the training process.
(4) We formulate a learning optimization model, which combines two classifiers via co-regularization and compels them to be consistent. The experimental results demonstrate that our method outperforms the state-of-the-art works.
The rest of this paper is organized as follows: we illustrate the related works on image annotation in Section 2. In Section 3, we specify the design of our model. The implements are presented in Section 4. The datasets, experimental settings, and results are illustrated in Section 5. Finally, conclusions and future work are summarized in Section 6.
II. RELATED WORK
Automatic image annotation has attracted the attention of many researchers in recent years. So far, a lot of methods have been put forward to solve this difficult task. It is initially addressed using generating model, discrimination model, and graph-based learning model. Recently, there have been some different ways, such as nearest neighbor-based model and kernel function-based learning model.
The generation model includes mixture model and topic model, which attempts to deduce the correlation and joint probability distribution between image visual features and semantic concepts. Mixture model-based methods [1] , [2] , [23] , [24] formulate the image annotation task as a joint likelihood function estimation problem of image features and tags, and transform the task into a nonparametric density estimator to learn the coexistence of images and labels. For example, typical mixture models include Multiple Bernoulli Relevance Model (MBRM) [1] , Continuous Space Relevance Model (CRM) [2] and Cross Media Relevance Model (CMRM) [24] . Gaussian nonparametric estimation is usually employed in these models for image features distribution, while discrete Bernoulli density is employed to distribute labels. These methods are used to annotate images VOLUME 6, 2018 by calculating the conditional probability of each label based on image visual features.
The topic-based approach treats the image as a mixture of samples from a particular topic, where each topic is a joint distribution of image features and labels. Then, the topic set and data distribution of each image are determined by parameter estimation. There are a lot of methods based on topic models, including probabilistic latent semantic analysis (PLSA) [27] , latent Dirichlet allocation (LDA) [6] , hierarchical Dirichlet process (HDP) [14] and partial machine translation models. LDA treats the relationship between image regions and tags as a mixture of potential semantics. In [8] , a kind of machine translation model translates discrete image visual features into tagging words, in which a visual descriptor corresponds to a topic. However, the topic-based approach has encountered many difficulties in image annotation. For example, it is affected by the sensitivity of image segmentation and the choice of topic model.
The two types of models mentioned above aim to maximize the possibility of data generation, but the prediction performance is not optimal for image annotation. In addition to the generative model, some researchers also propose the discriminant model for annotated tasks. Research methods in this area include support vector machines (SVM), supervised multiclass labeling (SML), and hidden Marko model (HMM) [4] , [10] , [19] , [26] , [28] . For example, the label specific features (LIFT) proposed in [19] utilize the input feature of spatial information to promote the discrimination of different classes of labels. These discriminant models use each classifier trained by the generated feature based on different labels and employ multiple classifiers for image tagging. However, these kinds of models are subject to the uneven distribution of tags in the image datasets, which can affect the overall performance of the model. The interdependence of labels also has impact on the labeling results.
The graph-based transudative learning methods [13] , [14] have recently been used for image annotation. These methods consider the visual consistency and semantic consistency between images simultaneously, use the visual image similarity to construct a graph with images as the node, and complete the transmission of visual similarity from tagged images to untagged images. After that, the graph is constructed by semantic relevance between labels to correct the image tagging. However, such methods are faced with the classical restriction, i.e., each edge in a graph can only represent the dyadic correlation. Thus, it cannot effectively represent the high dimensional relationship between images in the feature space. When the tag vocabulary is large, the performance of these methods can be largely affected.
The nearest neighbor (NN) based method [12] , [13] , [21] , [22] plays an important role in image tagging for its effectiveness. These methods assume that visual similar images share common labels. By calculating the similarity between the test image and training image, the labels of a few training samples, which are most similar to the test image, are propagated to this image. For example, JEC [12] regards the problem of image tagging as a kind of retrieval task, and considers equal contributions from different features when transferring labels from the nearest neighbor to the test image. Tag-Prop [22] is proposed to obtain the optimal weighted combination of different feature distances by using matric learning, which transfers tags by combining the presence and absence of labels with neighbor weights. In order to overcome the problem of class imbalance, the logistic discriminant model is introduced in Tap-Prop, which improves the probability of rare labels and reduces the probability of frequent tags. 2PKNN [21] exploits a balanced set of training data for each image that is semantic neighbor. KNN is then extended to the case of multi-label classification for metric learning, and the optimized weights of combination basis distance with features can be obtained. GLKNN [13] combines KNN with graph learning to spread the labels corresponding to the k-nearest neighbors of the test image on the graph. In [29] , a framework based on weighted multi-view nonnegative matrix factorization is proposed to learn the generation model for each test image by leveraging its nearest neighbor samples. In general, these methods mainly utilize the local structure of the underlying data domain. However, because each image is assigned to visual concepts and multiple labels, the data field appears to be non-Euclidean.
Kernel learning based methods [16] - [19] have been proposed to address image annotation. For instance, KSVM-VT [19] is a variant of kernel method based on SVM, which has variable fault tolerance. The correlation between image and tags can be obtained through the kernel trick to further improve the image tagging performance. However, the success of these works depends on a large extent on the correct selection of single kernel functions. There are some other methods, such as CCD and LDMKL, which are based on multiple kernel models [16] , [18] , and their effect on image tagging is better than that of single kernel-based methods. However, the selection of kernel function is time-consuming and inexplicable.
III. A LEARNING OPTIMIZATION MODEL BY INTEGRATING DEEP FEATURES OF IMAGEs AND WORD RELEVANCE A. IMBALANCE LEARNING
The unbalanced distribution problem of label classes in data sets affects the improvement of classification accuracy. Traditional learning methods are equal in dealing with skew distribution classes, resulting in low precision learning for a few classes. In order to solve this issue, SMOTE [25] is employed to generate a small number of synthetic samples, and the synthetic samples are generated by the samples of a few classes and their k nearest neighbors. To synthesize new samples S syn through S ori , for each primitive sample S ori in a few classes, its n (n < k) neighbors are randomly chosen from k nearest neighbors as follows:
Here, L represents the set of n neighbors that are randomly chosen from k nearest neighbors of S ori (i = 1, . . . , n). Obviously, the number of new synthetic samples is n times as large as the original one. By this method, we can construct new composite samples of minority categories and try to expand the decision regions of minority classes. Besides, the oversampling technique can be used to make the decision.
B. RELEVANCE OF LABEL SETS
In order to obtain the correlation between words, the co-occurrence probability of tagged words in the training data set is used to calculate the relationship between words, which is called symbiotic relation [30] , [31] . The symbiotic number matrix U can be obtained by calculating the number of symbiosis of tagged words. Obviously, U is a symmetric matrix, considering that simple frequency statistics of symbiotic relations cannot effectively consider different characteristics of each word. In this paper, we introduce the idea of Term Frequency-Inverse Document Frequency (TF-IDF) in the field of text analysis to measure the symbiotic relationship between tagged words, and then get the correlation matrix U . The formulation is defined as follows:
Note that k r and k s are tagged labels, U (k r , k s ) represent the counts that k r and k s appear in the same image, that is the element value of matrix U . N I is the number of all images and n r is the number of times that the tagged word k r appears. The corresponding normalization process for U wc (k r , k s ) can be obtained as follows:
Then the S wc (k r , k s ) can be used as a measure of the symbiotic correlation between k r and k s . The symbiotic relationship described above is based on tagged information and is relatively accurate, but it does not reflect relationships between tagged words. Considering that there are a variety of semantic relationships between words, we use a classical corpus, and construct an electronic dictionary containing human knowledge based on WordNet [31] , to describe the semantic correlation between tagged words.
WordNet has been widely used in the field of natural language processing, which is different from traditional dictionaries. In WordNet, word semantics are constructed by multiple semantic trees according to the hierarchical relationship of ''is-a.'' There are also many semantic connections between nodes in different trees, all of which can be used to measure semantic correlations between words. On the basis of WordNet, many researchers have done a lot of works on the measurement of the correlation between words. Among them, the authors in [32] proposed a Jiang Conrath Measure (JNC) method. Due to its effectiveness and easy for implementation, this method is used in our work to measure the semantic correlation between words.
In this method, through giving a lexicon that has been well annotated according to semantics, the probability of each appeared concept can be obtained by this thesaurus, which can be represented as Pr (c) = Freq(c)/N . Herein, Freq (c) is the number of occurrences of semantic concepts, N is the total number of occurrences of all semantic concepts. The information capacity corresponding to concept c can be expressed as: IC (c) = − log (Pr (c)). Therefore, the semantic relationship between k r and k s is as follows: (LCS(c 1 , c 2 ) ) .
Herein, c ∈ sen(k) and sen (k) are sets of concepts. LCS (c 1 , c 2 ) is the lowest common parent node in the WordNet semantic tree, which corresponds to a concept. Therefore, in order to fully express the correlation between labels, we make a linear fusion by combining both symbiotic and semantic relations to get the relevance of labels as following:
C. RECONSTRUCT LABEL SETS AND PROPOSED MODEL
The symbol definition of image annotation problem is defined as follows. Let X = {x 1 , . . . , x n } be a collection of n images, W = {w 1 , . . . , w v } is a vocabulary of v tags, and the training set can be denoted by T = {(x 1 , t 1 ) , . . . , (x n , t n )}, where each vector x i ∈ R F is the feature extracted from the i-th image, and t i ∈ {0, 1} v represents its tags. More details about image features can be found in Section V.C.
Our objective is to train an image classifier x i → f (x i ) that can learn the mapping from the image features to the tag space, which can be denoted by f : R F → R V . In this way, given an image to be labelled x, its prediction tags can be obtained by ranking the element values of f (x):
The optimal f * is obtained as in Eq. (7):
where penalty is included to reduce complexity of f * and avoid overfitting. It is worth noting that it is much easier to label images with some of the most prominent visual features than to get a complete list from the label dictionary. Therefore, a complete list of relevant labels for each image is practical and available for a large training set. We consider each image is labelled with only a few related tags in the training, i.e., the problem of label sparsity. In order to address the label sparsity and improve the prediction performance, we investigate an additional auxiliary problem to train a mapping t i → Bt i by estimating which tags are likely to be combined with existing VOLUME 6, 2018 labels to enrich the existing sparse tag vector t i . Motivated by the research in [17] , we suppose the observed tags are randomly sampled from a complete set of tags, i.e., it is a ''corrupted'' version of the original set. From this point of view, we train the enrichment mapping B to reverse the process of destruction. For this purpose, we construct another damaged tagt, then train B to reconstruct t fromt.
We consider the relationship of words in tag vector t as mentioned above. When we try to construct a further corrupted version of original tags, let t become R v t through linear combination. Then a corrupted versiont is created by randomly removing each entry that is set to zero in R v t with some probability p ≥ 0. For each tag vector R v t and responding dimensions v, it is clear that p t (j) = 0 = p and p t (j) = R v t = 1 − p(j = 1, . . . , v) . Then the optimal B * can be obtained by:
In order to reduce variance in B, we take repeated samples oft. With many corrupted versions of R v t, the expected reconstruction error under the destruction distribution can be computed as follows:
We denote Y ≡ [t 1 | . . . |t n ] ∈ R v×n as the matrix, where each column represents the responding tags for each image. We also define P ≡
Then we can rewrite Eq. (9) as:
Combined with the corrupted versiont i created by randomly removing each entry that is setting to zero in R v t with probability p ≥ 0, we can obtain the expected value of the corruptions E t p(t|R v t ) = (1 − p) t. Its responding variance matrix can be obtained by
v , where δ (·) represents an operation that sets all entries except diagonal to zero. We can get the corresponding representation of P and Q:
For Eq. (7), we explicitly construct f (·) with the linear combination of the basis function ψ (·) of image features, i.e.,
where M ∈ R V ×F is the mapping matrix, δ (z) = 1/(1 + exp (−z)) and
x i (j)/n, s represents the standard deviation, µ is the variable expectation, and δ (z) represents the Z -score normalization. Then we can get the joint loss function by combining the squared loss in Eq. (7) with the reconstruction error term e (B) in Eq.(10) as follows:
IV. SOLUTION AND IMPLEMENTATION
When B is fixed, the loss function in Eq. (15) becomes a standard ridge regression problem and can be optimized by an analytical solution. Consider a symbol = [ψ (x 1 ) | . . . |ψ (x n )] ∈ R n×F , the optimal solution is:
When M is fixed, motivated by [17] , our approach employs the closed-form solution for ordinary least squares to get the optimal solution of Eq. (15), that is:
It is worthwhile to note that the expected value and variance matrix can be calculated in our model, i.e., P and Q can be calculated analytically by Eq. (11) and Eq. (12), so that we can get the optimal mapping B under the closed form. The loss is jointly convex with respect to B and M , therefore it can coordinate descent converges to global minimum.
Significantly, B is trained to enrich the missing tags by considering each image is labeled with only a few related tags in the training. In order to improve the prediction accuracy further, we use the enriched Bt i to represent the tag vector for the i-th image and then optimize another joint loss function B , M ; x, Bt to obtain new mappings B and M . The above process is repeated until the value of F1 is no longer improved.
V. EXPERIMENTS A. DATA SETS
The experiments are conducted on two benchmark datasets, which are also used in some previous works referred such as [12] , [21] , and [22] . The following is a brief overview of the two datasets.
Corel-5K dataset contains 4999 images, among which 4500 are trained images and 499 are test images. It is divided into 50 different themes, and each theme includes 100 similar images. It is the most common dataset in the field of automatic image annotation. The dataset contains a total of 260 tags, with one to five tags is manually labelled per image, and each image is labelled with an average of 3.5 tags.
IAPR TC-12 dataset consists of 19627 natural scene images. The image content in the dataset involves movement and behavior, photographs of person, animal, cites, landscapes and so on. There are 17665 images in the dataset for training, and the remaining 1962 images are used for testing. As in [12] , the dictionary contains 291 tags, with an average of 5.7 tags per image and each image is labelled with an average of 5.7 tags.
B. EVALUATION METRICS
In the experiment, we use the same measurement strategy similar to [12] , [21] , and [34] to evaluate our method effectively and compare it with previous works. We tag each test image with five of the most relevant labels. Then we calculate the precision and recall for each label in the test set. We assume that a tag l k is labeled for n 1 images in the original manual annotation, and the total quantity of images predicted by tag l k in the test process is n 2 , in which n 3 predictions are correct. The accuracy of label l k is p = n 3 /n 2 , and the recall amount is r = n 3 /n 1 . These values are computed per test label, and the average precision P of each tag and the average recall R of per label are obtained on average. For ease of comparison, these two factors are combined in the F1 score (F1 = 2PR/(P + R)). Additionally, the N + metric (number of labels with non-zero recall value) is also calculated in our approach to represent the number of tags with non-zero recall values, so as to measure the ability of our approach to solve the problem of class imbalance and weak labeling effectively.
C. FEATURES AND PARAMETER REGULATION
Image feature extraction is an important part of our whole framework. In recent years, CNN [33] is an effective method for image feature extraction, and it is applied to extract image features in our model. Compared with the traditional methods, the extracted features by CNN can describe high-level semantic information of the image. In our experiment, for the image features extracted by CNN, we name it DeepFtr. It is also noted that when calculating the relevance of annotations, the parameter ε is the weight parameter to adjust the symbiotic and semantic relationship between labels. First, we suppose ε has a value of 0.5, take different values for ε and observe the effect of parameter ε on the performance in Corel 5K dataset. The results are shown in Fig.1 , it can be seen that the performance of the method does not change much when FIGURE 1. Effect of ε value variation on performance of our method. the value of ε is near 0.4. Thus, the value of ε is set to 0.4 in our experiment.
Although the image features of DeepFtr can well express the image, we also consider the features of images extracted by traditional methods. These features consist of 15 global and local features, including GIST, RGB, HSV, SIFT and so on [22] . In order to calculate the distance between two features, we employ χ 2 for SIFT features, L1 and L2 measure for color histograms and GIST respectively, and we name them OriginalFtr. These features are fused with DeepFtr and we name it CombineFtr. We use three features in the method on Corel-5K dataset and observe their network performance. The results are shown in Fig.2 . Obviously, from the diagram we can see that CombineFtr is superior to the other two in terms of different indexes. For enhancing the generalization ability, CombineFtr is used to represent image features finally.
D. RESULTS AND DISCUSSION
By experimenting with IDFRW on Corel-5K and IAPR TC-12 datasets, we compare the performance results with some representative works among them. Table 1 presents the experimental results obtained through our method along with previous state-of-the-art works on automatic image annotation. From the results in Table 1 , we can see that the performance of IDFRW is comparable to previous works. The detailed experimental results on the two datasets are analyzed respectively as follows.
It is worth noting that the results of Table 1 show that our method can obtain the best results on terms of R value, F1 value and N + value compared with the previous classical methods on the Corel-5K dataset. Such results can be achieved for the reason that we consider the class imbalance problem of dataset and generate synthetic samples of minority classes by SMOTE in our method. We also consider the problem of label sparsity in our model, which adds the tag enricher. In terms of precision value, our approach is comparable to other methods. In general, the results of our method TABLE 1. The performance of our method compared with different pervious works on Corel-5K and IAPR TC-12 datasets in terms of P, R, F1 and N+.
FIGURE 3.
Examples of image annotation in our work on Corel-5K dataset, displaying the given test images, the corresponding ground truth and automatic predicted labels, respectively.
on Corel-5K dataset are significantly better than those of state-of-the-art works.
In particular, we observe that our method is significantly superior than the generated models in the evaluation indicators. The reason is that the generated models pay more attention to the joint probability distribution on images with corresponding labels and neglect their internal correlations. Compared with the graph learning based method TGLM in [14] , we can see that our model outperforms TGLM substantially. Our method is also comparable with the nearest neighbor-based methods [12] , [13] , [21] , [22] . As the result shows, it performs slightly less precision. However, in terms of recall value, F1 score and N + value can get superior results with these methods. We also compare the results of our model with some kernel methods on Corel-5K dataset. For example, KSVM-VT [19] is a variant of kernel method based on SVM, and the other two models based on multiple kernel functions are CCD and LDMKL [16] , [18] . Our method obtains a better overall performance than those kernel models in terms of all evaluation metrics. As shown in Table 1 , these comparisons indicate the effectiveness of the relevance of words and the fusion of deep features. Table 1 also presents the results of our method compared to other works on the IAPR TC-12 dataset. Similar trends can be observed. Compared with some existing approaches, the proposed method achieves the best result in terms of P value, and the F1 score is slightly lower than the best. In addition, the annotation N + value is comparable with other methods. Furthermore, we find that our approach is better than the generated mixture models, such as MBRM and GS [1] , [35] as well as superior to the nearest neighbor-based methods in terms of the precision. This shows the advantage of our model, which can be extended to a large number of image feature descriptions, rather than these complex models with less description. Compared with some other kernel models such as KSVM_VT and CCD [18] , [19] , the results of our method in the value of recall, F1 value and N + value are higher, while it is better than those kernel models in terms of P value.
In summary, from the comparison results in Table 1 , we can see that our method is comparable to other works, proving the effectiveness of our method on IAPR TC-12 dataset. Fig.3 presents several annotation cases by our method on the Corel-5K dataset. The ground truth annotation and the labels obtained by our method are presented separately in the diagram. Note that in the experiment, each image is forced to be annotated with five tags although the image has few tags in the ground truth. As shown in Fig.3 , our method can generate relevant tags for a lot of images even some annotations do not exist in the ground truth. The predicted keywords can reveal the effectiveness of our method for image tagging.
VI. CONCLUSION
In this paper, we propose a learning model for automatic image annotation by integrating the deep features of images and the relevance of labels. Specifically, we employ the CNN-based method to extract the deep features of images and utilize SMOTE to address the imbalance problem of image labels. Furthermore, we exploit the correlations including symbiotic and semantic relationships of label sets and put this information into one classifier, which is learned to reconstruct the whole label sets. Then another classifier learns the mapping from image features to the reconstructed label sets. In addition, a joint convex loss function is proposed in our model, which combines the two classifiers via co-regularization and compels them to be consistent. The experimental results based on two benchmark datasets demonstrate that our method outperforms several relevant methods. In the future, we will consider the word vectors so that any tag can be possible to be recommended, including the one does not belong to the training set. Besides, we will exploit metric learning to seek updated distance metrics among images.
