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CROSSING NUMBER AND DIAMETER OF BOUNDARY SLOPE
SET OF MONTESINOS KNOT
KAZUHIRO ICHIHARA AND SHIGERU MIZUSHIMA
Abstract. It is shown that the diameter of the boundary slope set is bounded
from above by the twice of the minimal crossing number for a Montesinos knot.
1. Introduction
For a knot K in the 3-sphere S3, the minimum number of crossings of a diagram
among all diagrams of K is called the crossing number. This is one of the most
basic topological complexities of a knot.
Another complexity of knots which we consider in this paper is the diameter
of the set of boundary slopes. Let E(K) be the exterior of K. A compact con-
nected surface properly embedded in E(K) is said to be essential if the surface is
incompressible and boundary-incompressible. The boundary of an essential surface
appears on ∂E(K) as a parallel family of non-trivial simple closed curves, and so,
it determines an isotopy class of the curves, which is called the boundary slope of
the surface. Recall that the set of slopes is identified with the set of rational num-
bers with ∞, where the meridian of K corresponds to ∞, by using the standard
meridian-longitude system for K. Then the diameter of the set of boundary slopes
for K is defined as the difference between the greatest one and the least one as ra-
tional numbers, except for the infinity (i.e., meridional) slope. This is well-defined
since it is known that there are only finitely many boundary slopes [H82] and there
exist at least two boundary slopes in general [CS84].
Our main result is the following:
Theorem 1.1 (Main Theorem). Let K be a Montesinos knot without 1/0-tangles.
Then, we have
2 cr(K) ≥ Diam(K),
where cr(K) denotes the crossing number of K and Diam(K) denotes the diameter
of the set of boundary slopes for K. The equality holds if K is alternating.
It is probable that this inequality holds for all knots in general. For exam-
ple, it is easily verified for torus knots. For a non-trivial torus knot Tp,q, assum-
ing that p, q are relatively prime with 2 ≤ q ≤ p, it is known that the bound-
ary slopes are 0 and pq while the crossing number is pq − p. Thus, we have
2 cr(Tp,q) = pq + p(q − 2) ≥ pq = Diam(Tp,q). The equality holds when q = 2,
equivalently, the knot is alternating. Moreover, as far as the authors observed, the
equality holds for all alternating knots. We here remark that, for alternating knots,
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the converse inequality Diam(K) ≥ 2 cr(K) can be shown. By the checkerboard
construction for the reduced alternating diagram, we can obtain two surfaces, which
are both essential by [A56, DR99], and the difference between their boundary slopes
is actually 2 cr(K).
To prove the theorem, we mainly use the algorithm given by Hatcher and Oertel
in [HO89], which enumerates all boundary slopes for a given Montesinos knot. The
algorithm in turn is based on the algorithm by Hatcher and Thurston in [HT85],
which enumerates all boundary slopes for a two-bridge knot. Another ingredient
is the way to calculate the crossing number of a given Montesinos knot obtained
by Lickorish and Thistlethwaite in [LT88]. In the next section, we introduce some
notation and terminology. Then, we prove the main theorem in the last section.
The authors would like to thank Masaharu Ishikawa for suggesting the potential
relationship between the crossing number and the diameter of the set of boundary
slopes. They also thank to Thomas Mattman for letting them know the work
[MMR]. They are grateful to the referee for careful reading of the manuscript and
useful comments
2. Preliminary
In this section, we prepare various notations and recall fundamentals.
We start with a rational tangle, which we regard as follows. See Figure 1. The left
figure illustrates a sphere with four punctures, which is flattened like a “pillowcase”.
Consecutive segments with slope 1/2 are drawn from each of four punctures. These
segments form two arcs. Think about the interior of the sphere, and push these two
arcs into the interior with four ends fixed. See the right figure in Figure 1. Then,
we have a 1/2-tangle in a 3-ball. Similarly, we can obtain a p/q-tangle for arbitrary
irreducible fraction p/q including 1/0.
Figure 1. Arcs on a pillowcase and 1/2-tangle
A Montesinos knot is defined as a knot obtained by putting rational tangles
together in a circle. See Figure 2. A Montesinos knot obtained from rational
tangles R1, R2, . . ., RN is denoted by K(R1, R2, . . ., RN ). The number of tangles
will be denoted by N throughout this paper. Concerning such a tuple (R1, R2, . . .,
RN ), we will keep the following assumptions:
• In general, by combining rational tangles, we have a Montesinos link with
one or more link components. However, in this paper, we want to only
consider Montesinos knots; the number of components is one. Thus we
assume that the tuple must satisfy either of the two conditions; (a) exactly
one of the denominators of Ri’s is even or (b) all denominators of Ri’s are
odd and the number of odd numerators is odd.
• We always assume that none of Ri’s are 1/0. Furthermore, we always
assume N ≥ 3 since if the number of tangles is two or less, the knot is found
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to be a two-bridge knot. For the two-bridge knots, a result corresponding to
the main theorem in this paper has been presented by Mattman, Maybrun
and Robinson in [MMR].
• We assume that each tangle is non-integral, since an integral tangle can
be combined with an adjacent rational tangle. This operation is a kind of
normalization.
Figure 2. A diagram of a Montesinos knot K(1/2, 1/3,−2/3)
2.1. Boundary slopes for Montesinos knot. In this subsection, we review the
notions developed in the work of Hatcher and Oertel [HO89] about the boundary
slopes for Montesinos knots. Though we will try to give necessary explanations so
that this paper can be self-contained, it would be more preferable that the reader
is rather familiar to their machinery. Also see our previous note [IM07] for detail.
Throughout the following, let K be a Montesinos knot obtained from rational
tangles R1, R2, . . ., RN . In sequel, Ri will denote a fraction or the corresponding
rational tangle depending on the situation.
We first give an outline of the machinery developed by Hatcher and Oertel briefly.
Take a simple unknotted loop in the 3-sphere S3, and set disjoint N disks
bounded by the loop. By the disks, S3 is divided into N 3-balls. After appro-
priate isotopies, K is divided into rational tangles (R1, R2, . . . , RN ), the intersec-
tions with the N balls. Let F be an essential (meaning that, incompressible and
boundary-incompressible) surface properly embedded in the exterior of K. By
virtue of Proposition 1.1 in [HO89], F can be isotoped so that it is divided into
subsurfaces (F1, F2, . . . , FN ) in certain “good position” included in each of the N
balls. Then each Fi is represented by an “edgepath” γi in certain “diagram” D, and
the whole F is represented by an “edgepath system” Γ in D. Actually the bound-
ary slope of F is calculated from the corresponding Γ in purely combinatorial way.
Conversely an “edgepath system” Γ in D corresponds to a properly embedded sur-
face in the exterior of K. In [HO89], conditions for determining essentiality of the
surface are fully described.
In the following five subsubsections, we will summarize the features of the dia-
gram D, edges, edgepaths and edgepath systems in D, which we will use in the rest
of paper.
2.1.1. Diagram. The diagram D is described as the 1-skeleton of a triangulation
of a region on a plane as illustrated in Figure 3. Precisely a vertex of D indicates
either a point (u, v) = ((q − 1)/q, p/q) denoted by 〈p/q〉, a point (u, v) = (1, p/q)
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denoted by 〈p/q〉◦ where p/q is an irreducible fraction, or a point (u, v) = (−1, 0)
denoted by 〈1/0〉 = 〈∞〉.
··
·
··
·
〈1/0〉
❅❘
−1 1
u
v
〈−2〉❳❳③
−2
〈−1〉 ✲
−1
〈0〉❳❳③
O
〈1〉 ✲1
〈2〉 ✲2
Figure 3. The diagram D
✲〈0〉 ✛ 〈0〉◦
✲〈1〉 ✛ 〈1〉◦
✲〈12 〉
✛ 〈12 〉
◦
✲〈13 〉
✛ 〈13 〉
◦
✲〈23 〉
✛ 〈23 〉
◦
Figure 4. A part of the diagram D in [0, 1]× [0, 1]
2.1.2. Edges. Two vertices 〈p/q〉 and 〈r/s〉 in D are connected by an edge if |ps−
qr| = 1. Such an edge is denoted by 〈p/q〉 – 〈r/s〉. An important class of the edges
are the vertical edges, which connect the vertices 〈z〉 and 〈z+1〉 for arbitrary integer
z. Another important class of the edges are the∞-edges, which connect the vertices
〈∞〉 and 〈z〉 for integer z. There is another kind of edge called a horizontal edge,
which connects 〈p/q〉 and 〈p/q〉◦ for each p/q.
Let e be an edge 〈p/q〉 – 〈r/s〉 with q ≥ 1, s ≥ 1. Let k and m be integers
satisfying m ≥ 2 and 1 ≤ k ≤ m− 1. Then, let k
m
〈p/q〉+ m−k
m
〈r/s〉 denote a point
on e with uv-coordinates (u, v) = kq
kq+(m−k)s (
q−1
q
, p
q
) + (m−k)s
kq+(m−k)s (
s−1
s
, r
s
). This is
called a rational point of the edge e. For an∞-edge 〈1/0〉 – 〈z〉, let k
m
〈1/0〉+m−k
m
〈z〉
denote a point with (u, v) = k
m
(−1, 0) + m−k
m
(0, z) on the edge, which is a rational
CROSSING NUMBER AND DIAMETER OF BOUNDARY SLOPE SET 5
point of the ∞-edge. A partial edge is an edge ( k
m
〈p/q〉 + m−k
m
〈r/s〉) – 〈r/s〉. On
the other hand, a non-partial edge is called a complete edge.
Let e be a horizontal edge 〈p/q〉 – 〈p/q〉◦. Then, for integers l ≥ 1 and m ≥ 1
let m
m+l 〈p/q〉+
l
m+l 〈p/q〉
◦ denote a point with (u, v) = m
m+l (
q−1
q
, p
q
) + l
m+l (1,
p
q
) on
the edge e. This is a rational point of the horizontal edge.
Assume that a non-∞-edge is oriented from right to left. Then it is said to be
increasing or decreasing if the v-coordinate increases or decreases as a point moves
along the edge in that direction. That is, an edge in the region u > 0 is increasing or
decreasing if the v-coordinate increases or decreases as the u-coordinate decreases.
We assign +1 or −1 to an edge e according to whether e is increasing or decreas-
ing respectively. This is called the sign of the edge e, and is denoted by σ(e).
The length of a complete edge is set to be 1. The length of a partial edge
( k
m
〈p/q〉+ m−k
m
〈r/s〉) – 〈r/s〉 is set to be k
m
. Let |e| denote the length of an edge e.
2.1.3. Edgepaths. Roughly, an edgepath is a connected piecewise-linear path in the
diagram D. There are two kinds of edgepaths; non-constant edgepath and constant
edgepath.
The first one is a path on D starting from a vertex 〈R〉. We will only consider
such an edgepath with the following two conditions:
(1) It must run from right to left in the weak sense, where vertical edges are
allowed.
(2) It must be minimal, that is, it must not retrace back nor include two
successive edges on a common triangle.
We call an edgepath of this kind a non-constant edgepath. A non-constant edgepath
is expressed by a sequence of vertices like 〈pk/qk〉 – 〈pk−1/qk−1〉 – . . . – 〈p2/q2〉 –
〈p1/q1〉, where p1/q1 = R. Note here that the vertices are listed from right to left
so that the direction of the sequence coincides with the direction of an edgepath in
the diagram D. Also note that we allow that the last edge can be a partial edge.
An edgepath of the second kind is a single point on a horizontal edge 〈R〉 – 〈R〉◦.
This is called a constant edgepath. The single point of a constant edgepath must
be a rational point of the horizontal edge 〈R〉 – 〈R〉◦.
We will always use the symbol γ for edgepaths. In the following, we collect some
terminologies about edgepaths.
Assume that the u-coordinate of the left endpoint of an edgepath is u0. Then
the edgepath is said to be of type I, type II or type III according to which of u0 > 0,
u0 = 0 or u0 < 0 the coordinate satisfies.
We here introduce a new notion; a basic edgepath, which is not used in [HO89].
An edgepath is called a basic edgepath if the edgepath ends at the point with u-
coordinate 0 and includes no vertical edges. We usually use symbol λ for basic
edgepaths.
An edgepath is said to be monotonically increasing (respectively monotonically
decreasing), if all non-∞-edges in the edgepath are increasing (resp. decreasing).
We ignore∞-edges when we judge an edgepath is monotonic or not. For the vertex
〈p/q〉 (q ≥ 2), there is one increasing leftward edge and one decreasing leftward
edge. Hence, there exists just one monotonically increasing basic edgepath and
just one monotonically decreasing basic edgepath for a fixed fraction p/q (q ≥ 2).
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The length of an edgepath is the sum of lengths of edges in the edgepath. Nat-
urally the length of a constant edgepath should be zero. For an edgepath γ, |γ|
denotes the length of the edgepath.
2.1.4. Examples. Some examples of edgepaths for 2/5-tangle are given in Figure 5.
In (1), three basic edgepaths 〈1〉 – 〈1/2〉 – 〈2/5〉, 〈0〉 – 〈1/2〉 – 〈2/5〉 and 〈0〉 – 〈1/3〉 –
〈2/5〉 are drawn. The first and third one are monotonically increasing and decreas-
ing, while the second one is neither. In (2), the edgepath 〈1〉 – 〈1/2〉 – 〈1/3〉 – 〈2/5〉
is not minimal and is not allowed, since 〈1/2〉 – 〈1/3〉 – 〈2/5〉 consists of two edges
of a common triangle. In (3), a type I edgepath (12 〈0〉+
1
2 〈1/3〉) – 〈1/3〉 – 〈2/5〉 and
a type III edgepath 〈1/0〉 – 〈1〉 – 〈1/2〉 – 〈2/5〉 are drawn. A thick dot on the hori-
zontal edge 〈2/5〉 – 〈2/5〉◦ in this figure is a constant edgepath, which is a rational
point on the horizontal edge. In (4), type II edgepaths 〈2〉 – 〈1〉 – 〈1/2〉 – 〈2/5〉, 〈0〉 –
〈1〉 – 〈1/2〉 – 〈2/5〉, 〈1〉 – 〈0〉 – 〈1/3〉 – 〈2/5〉 and 〈−1〉 – 〈0〉 – 〈1/3〉 – 〈2/5〉 are depicted.
Note that the second one is also an example of a non-minimal edgepath, since the
edgepath is not minimal at the vertex 〈1〉.
2.1.5. Edgepath systems. By an edgepath system, we mean a collection ofN edgepaths.
Recall that N denotes the number of tangles of a Montesinos knot. We will use
symbol Γ for edgepath systems.
We call the following conditions gluing consistency:
The u-coordinates of the left endpoints of the edgepaths must coincide with each
other, and the sum of v-coordinates of the left endpoints must be 0.
As we will see, this condition must be satisfied by an edgepath system which
corresponds to a properly embedded surface in the exterior of a Montesinos knot.
Edgepaths in an edgepath system satisfying the gluing consistency have the
common u-coordinate of the left endpoints. Therefore, similarly to edgepaths,
edgepath systems satisfying the gluing consistency are also classified by the common
u-coordinates. That is, such an edgepath system is said to be of type I, type II or
type III according to which of u > 0, u = 0 or u < 0 the common u-coordinate
satisfies.
In general, we will only consider edgepath systems with gluing consistency, but
we sometimes make an edgepath system which may not satisfy the gluing consis-
tency. We call the edgepath system a formal edgepath system.
For example, we will consider an edgepath system all of whose edgepaths are
basic edgepaths, which we call a basic edgepath system. Such a basic edgepath
system is formal. We usually use symbol Λ for basic edgepath systems.
2.1.6. Diagram and curve systems. We here observe a relationship between vertices
and edges in D and curve systems on a fourth-punctured sphere. This enables us
to describe a connection of edgepath systems and embedded surfaces in Montesinos
knot exteriors. Such a connection will be explained in the next subsubsection.
As mentioned before, segments of slope p/q on a pillowcase form two arcs. We
call the arcs (a pair of) p/q-arcs. For instance, Figure 6 (left) depicts 1/2-arcs.
For ease of drawing figures, we regard R2 ∪ {∞} as a sphere and draw the four
punctures and p/q-arcs on the plane. See 1/2-arcs in Figure 6 (right). Some other
examples of p/q-arcs are given in Figure 7. We define that the set of m pairs of
p/q-arcs correspond to the vertex 〈p/q〉 on D. Please note that such multiple pairs
can be drawn on the fourth-punctured sphere disjointly.
CROSSING NUMBER AND DIAMETER OF BOUNDARY SLOPE SET 7
 ✠
〈1〉
✟✟✙ 〈1/2〉
✛ 〈2/5〉
❍❍❨ 〈1/3〉
❅■ 〈0〉
(1)
 ✠
〈1〉
✟✟✙ 〈1/2〉
✛ 〈2/5〉
❍❍❨ 〈1/3〉
(2)
❄
〈1/0〉
 ✠
〈1〉
❄
〈1/2〉
 
 ✠
〈2/5〉
✛ 〈2/5〉◦
❍❍❨ 〈1/3〉
❅■ 〈0〉
(3)
❅■ 〈2〉
 ✠
〈1〉
✟✟✙ 〈1/2〉
✛ 〈2/5〉
❍❍❨ 〈1/3〉
❅■ 〈0〉
 ✠
〈−1〉
(4)
Figure 5. Examples of edgepaths for 2/5-tangle
Figure 6. 1/2-arcs on a flattened sphere and on a plane.
Next, consider the integers p, q, r and s satisfying |ps − qr| = 1. Then a
combination of m pairs of p/q-arcs and m− k pairs of r/s-arcs is set to correspond
to a rational point k
m
〈p/q〉+ m−k
m
〈r/s〉. Also note that such a pair of p/q-arcs and
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Figure 7. 1/0-arcs, 0-arcs, 1-arcs
a pair of r/s-arcs can be disjointly drawn on a fourth-punctured sphere. A disjoint
union of such pairs appears in Figure 9.
Besides, a non-null-homotopic loop on a fourth-punctured sphere disjoint from
p/q-arcs is topologically unique and is called a p/q-circle. We can think a disjoint
union of m pairs of p/q-arcs and l copies of p/q-circles with m ≥ 1, l ≥ 1, as
seen in Figure 10. This corresponds to a rational point m
m+l 〈p/q〉+
l
m+l 〈p/q〉
◦ of a
horizontal edge.
2.1.7. Edgepath systems and corresponding surfaces. Consider the same setting as
in the explanation of the outline of Hatcher-Oertel’s machinery at the beginning
of this subsection. Then a subsurface Fi lies in one of the N 3-balls. Now, we
assume that the 3-ball is actually a unit ball with the center O. We think about
the intersection between Fi and a sphere with the center O and radius ρ > 0. As we
vary ρ within 0 < ρ ≤ 1, the intersection changes. The subsurface Fi is expressed
by the sequence of such intersections between Fi and concentric spheres.
By virtue of Proposition 1.1 in [HO89], the subsurface is deformed into a good
position in Morse theoretical sense. This enables us to regard the intersection as a
curve system, on any non-critical level ρ. The topological type of the intersection
changes only at critical levels, and so, a subsurface can be represented by a sequence
of curve systems and hence by an edgepath.
In the following, we observe parts of the surfaces represented by each edge in the
edgepath system.
A non-constant edgepath corresponds to a saddle subsurface. An example of a
saddle subsurface is expressed as a sequence of intersections with concentric spheres
as illustrated in Figure 8. In this figure, the intersection is empty for ρ < 1/4, 1/2-
arcs for 1/4 ≤ ρ < 1/2, a disk bounded by 1/2-arcs and 0-arcs for ρ = 1/2, 0-arcs
for 1/2 < ρ < 3/4, a disk bounded by 0-arcs and 1/0-arcs for ρ = 3/4, and 1/0-arcs
for 3/4 < ρ ≤ 1. This is a subsurface corresponding to an edgepath 〈1/0〉 – 〈0〉 –
〈1/2〉. A disk bounded by two pairs of arcs is called a saddle. A pair of p/q-arcs
3/4 < ρ ≤ 1 ρ = 3/4 1/2 < ρ < 3/4 ρ = 1/2 1/4 ≤ ρ < 1/2
Figure 8. The intersection between a concentric sphere of radius
ρ and a subsurface expressed by an edgepath 〈1/0〉 – 〈0〉 – 〈1/2〉.
CROSSING NUMBER AND DIAMETER OF BOUNDARY SLOPE SET 9
and a pair of r/s-arcs can be disjointly drawn and give a saddle only if |ps−qr| = 1.
This is the reason why we think about an edgepath which consists of edges of the
form 〈p/q〉 – 〈r/s〉 satisfying |ps− qr| = 1.
Note that, four punctures on each concentric sphere with radius 1/4 < ρ ≤ 1 and
1/2-arcs on the sphere with radius ρ = 1/4 form a 1/2-tangle in the 3-ball. Thus,
the boundary of the subsurface lies on the boundary of the exterior of 1/2-tangle.
The example of a subsurface above is “one-sheeted”. In general, a subsurface can
have “multiple sheets”. If a small meridian circle of a Montesinos knot K meets an
essential surface in m points, then the surface is said to be m-sheeted, or the number
of sheets of the surface is m at the point on the knot. After isotoping the surface
with keeping it properly embedded, the number of sheets is constant everywhere
on the knot. Then, the number of sheets is defined for a surface. For an m-sheeted
subsurface F , the intersection between F and a concentric sphere is in general a
curve system including exactly m pairs of arcs.
Figure 9 illustrates an example of a saddle subsurface with multiple sheets. In
this figure, there are 3 sheets, and only one saddle appears. The left figure is
the union of one pair of 1/0-arcs and two pairs of 0-arcs, which is denoted by
1
3 〈1/0〉+
2
3 〈0〉. Then, this subsurface corresponds to a partial edge (
1
3 〈1/0〉+
2
3 〈0〉) –
〈0〉. An edgepath including a partial edge must be multiple-sheeted.
2/3 < ρ ≤ 1 ρ = 2/3 1/3 ≤ ρ < 2/3
Figure 9. The intersection between a concentric sphere of radius
ρ and a subsurface expressed by an edgepath (13 〈1/0〉+
2
3 〈0〉) – 〈0〉.
Note that, since 〈p/q〉 corresponds also to a disjoint union of m pairs of p/q-arcs
for arbitrary positive integer m, an m-sheeted parallel subsurface also corresponds
to an edgepath without a partial edge.
A subsurface corresponding to a constant edgepath is illustrated in Figure 10.
The intersection is empty for ρ < 1/3, a disk bounded by a 0-circle for ρ = 1/3, a 0-
circle for 1/3 < ρ < 2/3, and the union of a 0-circle and 0-arcs for 2/3 ≤ ρ ≤ 1. Such
a subsurface is called a cap subsurface. Note that the boundary of this subsurface
lies on the boundary of the exterior of 0-tangle in the 3-ball. The intersection
between the subsurface and a concentric sphere of radius 2/3 ≤ ρ ≤ 1 is expressed
by a rational point 12 〈0〉+
1
2 〈0〉
◦. And the subsurface is also denoted by 12 〈0〉+
1
2 〈0〉
◦,
which means a constant edgepath.
For a saddle subsurface or a cap subsurface, the boundary of the subsurface lies
on the boundary of the exterior of the corresponding rational tangle. Therefore,
after the subsurfaces are glued each other, the boundary of the obtained surface
lies on the boundary of the exterior of a Montesinos knot. In short, the surface is
confirmed to be properly embedded.
2.1.8. Twists and boundary slopes. In order to calculate the boundary slope of an
essential surface, we calculate the total number of twists, or in short twist. As well
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2/3 ≤ ρ ≤ 1 1/3 < ρ < 2/3 ρ = 1/3
Figure 10. The intersections between a concentric sphere of ra-
dius ρ and a subsurface expressed by an edgepath (12 〈0〉+
1
2 〈0〉
◦).
as the boundary slope, the twist also measures how many times the boundary of a
surface runs around a knot in the counterclockwise direction of the meridian, while
the boundary runs once along the knot. The twist of a surface is obtained by first
calculating the twist for each subsurface and then summing up the twists. The twist
of a subsurface is calculated as the sum of twists for each saddle in the subsurface.
For a saddle corresponding to an ∞-edge like 〈1/0〉 – 〈z〉, the twists appear on a
saddle at four punctures and cancel out each other as in Figure 11 (left). Besides,
for a saddle corresponding to a non-∞-edge 〈p/q〉 – 〈r/s〉, the twist is 2 or −2 as
seen in Figure 11 (right). The sign of the twist is determined by whether the edge
is decreasing or increasing. Next, for saddles of a subsurfaces with multiple sheets
as in Figure 9, a single saddle of an m-sheeted subsurface corresponding to a non-
∞-edge ( k
m
〈p/q〉+ m−k
m
〈r/s〉) – (k+1
m
〈p/q〉+ m−k−1
m
〈r/s〉) has the twist ±2/m, and
the twist for ( k
m
〈p/q〉 + m−k
m
〈r/s〉) – 〈r/s〉 is ±2k/m. For a cap subsurface as in
Figure 10, since no saddles appear, the twist is 0.
Hence, the procedure to calculate the twist is summarized as follows. For each
non-∞-edge e in an edgepath, we assign −2σ(e)|e| to the edge e. Then the twist
of an edgepath is the sum of such assigned values for edges in the edgepath, where
a constant edgepath has twist 0. The twist of an edgepath system is the sum of
twists of all edgepaths in the edgepath system. The twist is a substitution of the
boundary slope and fits well with the algorithm. We use the symbol τ for the twist,
and τ(e), τ(γ), τ(Γ) and τ(F ) denote the twist of an edge e, an edgepath γ, an
edgepath system Γ and a surface F . Since the boundary slope is defined so that the
boundary slope of a Seifert surface FSeifert is 0, the boundary slope of an essential
surface F is calculated as the difference of the twist of the surface and that of a
Seifert surface, that is, τ(F )− τ(FSeifert).
Figure 11. Saddles for 〈1/0〉 – 〈0〉 and for 〈0〉 – 〈1/2〉.
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2.1.9. Remarks. We here collect some remarks about the previous subsubsections.
• Since each rational tangle Ri in a Montesinos knot in this paper is non-
integral, the starting point of an edgepath must be a vertex 〈p/q〉 or a
rational point on a horizontal edge 〈p/q〉 – 〈p/q〉◦ for a non-integral fraction
p/q. On the other hand, Figures 9 and 10 correspond to edgepaths with
the starting point on 〈0〉 – 〈0〉◦. Hence, these figures are not appropriate in
some sense. These figures are used just for ease of drawing and explanation.
• Here we illustrates three-dimensional figures of subsurfaces corresponding
to a non-constant edgepath and a constant edgepath (See Figure 12). Note
that these subsurfaces lie in 3-balls and top boundaries of these subsurfaces
lie on the boundary spheres of the 3-balls, which are not drawn in this
figure. Besides, the “cap” of the cap subsurface in Figure 12(b) is somewhat
deformed from the subsurface illustrated in Figure 10.
(a) A saddle subsurface
corresponding to 〈∞〉 – 〈0〉
(b) A cap subsurface
corresponding to 12 〈0〉+
1
2 〈0〉
◦
Figure 12. Examples of subsurfaces
• Strictly speaking, there are some irregular essential surfaces: a Conway
sphere and an augmented surface. Although, we can ignore these surfaces
since their boundary slopes are ∞ or the same as that of some regular
essential surface. See [HO89] for detail.
2.2. Crossing number of Montesinos knot. In this subsection, we will explain
the result given in [LT88] on the calculation of the crossing number for a Montesinos
knot.
2.2.1. Alternating tangle diagram. Assume that R is a non-integral fraction. There
is the unique continued fraction of R as
R = z1 +
1
z2 +
1
. . . 1
z
k−1+
1
z
k
with k ≥ 2 where the integers z1, z2, . . ., zk satisfy


z1 ≥ 0, zj ≥ 1 (1 < j < k), zk ≥ 2 if R > 0,
z1 ≤ 0, zj ≤ −1 (1 < j < k), zk ≤ −2 if R < 0.
(1)
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Let (z1, z2, . . . , zk) denote this continued fraction. For instance, a continued fraction
expansion of 47/36 is
47
36
= 1 +
11
36
= 1 +
1
36
11
= 1 +
1
3 + 311
= 1 +
1
3 + 111
3
= . . .
= 1 +
1
3 + 1
3+ 1
1+ 1
2
= (1, 3, 3, 1, 2).
This continued fraction gives a diagram of a rational tangle R, which is roughly
a combination of vertical and horizontal half-twists. See Figure 13 for example. If
we connect two pairs of adjacent ends of the diagram, because of the condition on
zj’s, we obtain an alternating diagram of a two-bridge link. Thus, we call a diagram
like this of a rational tangle an alternating tangle diagram of a rational tangle R,
which is denoted by D(R). Note that the number of crossings of the diagram is∑k
l=1 |zl|.
Figure 13. The alternating tangle diagram of the tangle
(1, 3, 3, 1, 2) = 47/36
2.2.2. Reduced Montesinos diagram. In [LT88], Lickorish and Thistlethwaite deter-
mine the crossing number of the Montesinos knots. Though, we must perform a
technical operation which restricts the form of a diagram of a Montesinos knot.
Let K be a Montesinos knotK = K(R1, R2, . . . , RN ) with N ≥ 3, where each Rj
is a non-integral fraction. For (R1, R2, . . . , RN ), let D(R1, R2, . . . , RN ) denote the
diagram of K obtained by combining alternating tangle diagrams D(R1), D(R2),
. . ., D(RN ) in a natural way.
Now, for any tuple of integers (i1, i2, . . ., iN) with i1+i2+ . . .+iN = 0, the Mon-
tesinos knot K ′ = K(R1+ i1, R2+ i2, . . . , RN + iN) is isotopic to K, since addition
of such integers corresponds to rotations of the tangles. Thus, for instance, if {Rj}
includes both positive and negative fractions and Ra > 1 for some a, by subtracting
1 from Ra and adding 1 to some negative Rb, we can reduce the integral part [Ra]
of Ra. Through repeating such operations, we finally have a tuple (R
′
1, R
′
2, . . . , R
′
N )
satisfying
(A) all R′j ’s have the same sign
or
(B) {R′j} includes both positive and negative fractions, and |R
′
j | < 1 holds
for all j.
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For (R1, R2, . . . , RN ) satisfying (A) or (B), we think about the diagram D =
D(R1, R2, . . . , RN ). If {Rj} have the common sign, then the diagram satisfies
condition (i) in [LT88], that is, the diagram is alternating. If |Rj | < 1 holds for
each j, then each alternating tangle diagram D(Rj) in the diagram D satisfies a
technical condition in the condition (ii). Therefore, D satisfies the condition (i) or
(ii) in [LT88] to be a reduced Montesinos diagram.
With this diagram, the crossing number of a Montesinos knot K is given by the
following.
Theorem (Theorem 10 of [LT88]). If a link L admits an n-crossing, reduced Mon-
tesinos diagram, then L cannot be projected with fewer than n crossings.
In short, in order to calculate the crossing number of a given Montesinos knot
K, we have only to prepare a reduced Montesinos diagram and count its crossings.
Thus, by putting them all together, we have the following.
Proposition 2.1. For a Montesinos knot K = K(R1, R2, . . . , RN ), there is a tu-
ple (R′1, R
′
2, . . . , R
′
N ) satisfying either (A) or (B), such that the knot K is isotopic
to K ′ = K(R′1, R
′
2, . . . , R
′
N ) and has a diagram D = D(R
′
1, R
′
2, . . . , R
′
N ). Further-
more, the diagram D is a reduced Montesinos diagram defined in [LT88] and attains
the crossing number of K.
3. Proof of the main theorem
The key of the proof is the relation between the number of crossings of the
alternating diagram of a rational tangle and lengths of monotonic edgepaths for
the rational tangle. Roughly, summing up these relations gives the main theorem,
since the crossing number of a Montesinos knot is calculated as the sum of the
numbers of crossings of the alternating diagrams of rational tangles by [LT88].
3.1. Number of crossings and lengths of monotonic edgepaths. We start
with a single rational tangle.
Let cr(D) denote the number of crossings of a tangle diagram D. The number
cr(D(R)) of crossings of the alternating tangle diagram D(R) of a rational tangle
R is related to the lengths of monotonic edgepaths for R by the following lemma.
Let λinc and λdec be the monotonically increasing and decreasing basic edgepaths,
which are determined uniquely for given R. By adding ∞-edges, we obtain the
monotonically increasing and decreasing type III edgepaths γIII,inc and γIII,dec from
the basic edgepaths. Note that, since ∞-edges do not contribute to the twist, we
ignore ∞-edges when we judge a type III edgepath is monotonic or not. According
to the sign of R, we can construct a monotonic type II edgepath with an ending
vertex 〈0〉, which is a monotonically increasing type II edgepath γII,inc if R < 0 and
a monotonically decreasing type II edgepath γII,dec if R > 0.
Then, we obtain the following key lemma.
Lemma 3.1. Assume that R is a non-integral fraction. Then,
cr(D(R)) = |γIII,inc,≥0|+ |γII,dec| if R > 0.
cr(D(R)) = |γII,inc|+ |γIII,dec,≥0| if R < 0.
Furthermore,
cr(D(R)) = |γIII,inc,≥0|+ |γIII,dec,≥0| if |R| < 1.
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γ∗,≥0 denotes the part of γ∗ lying in u ≥ 0.
Proof. Assume that R is positive, and R is represented by a continued fraction
(z1, z2, . . . , zk) satisfying k ≥ 2 and the condition (1). This continued fraction
corresponds to the alternating diagram D(R) of the rational tangle R. We also
prepare monotonic edgepaths γIII,inc and γII,dec.
We divide these monotonic edgepaths by use of triangles defined as follows. For
integers 2 ≤ l ≤ k and m ≥ 1, there exists a large triangle with vertices
〈(z1, z2, . . . , zl−1)〉, 〈(z1, z2, . . . , zl−1, 1)〉, 〈(z1, z2, . . . , zl−1,m)〉.
See Figure 15. Note here that an expression like (z1, z2, . . . , za) denotes a rational
number R corresponding to the continued fraction, and hence, 〈(z1, z2, . . . , za)〉
denotes a vertex 〈R〉 of the diagram D. Moreover, this triangle consists of some
smaller triangles with vertices
〈(z1, z2, . . . , zl−1)〉, 〈(z1, z2, . . . , zl−1, j)〉, 〈(z1, z2, . . . , zl−1, j + 1)〉
for 1 ≤ j ≤ m− 1. The existence of such a triangle is explained roughly as follows.
An important fact here is that if (z1, z2, . . . , zl) = p/q and (z1, z2, . . . , zl, 1) =
r/s with |ps − qr| = 1, then (z1, z2, . . . , zl, j) = {(j − 1)p + r}/{(j − 1)q + s}
holds for any j ≥ 1. This is easily shown for (0, j)’s, and then for (zl, j)’s, for
(0, zl, j)’s, for (zl−1, zl, j)’s, and so on, inductively. With the fact, the following fea-
tures are easily confirmed. There are edges 〈(z1, z2, . . . , zl)〉 – 〈(z1, z2, . . . , zl, j)〉 and
〈(z1, z2, . . . , zl, j)〉 – 〈(z1, z2, . . . , zl, j+1)〉. For the sequence of vertices 〈(z1, z2, . . . , zl, 1)〉,
〈(z1,z2,. . .,zl,2)〉, . . ., their v-coordinates are monotonic and their u-coordinates are
monotonically increasing. For all edges of the form 〈(z1, z2, . . . , zl, j)〉 – 〈(z1, z2, . . . , zl, j+
1)〉, if we regard them as line segments, then the slopes of the segments coincide
with each other. This is because we have
〈(z1, z2, . . . , zl, j)〉 = 〈
(j − 1)p+ r
(j − 1)q + s
〉,
〈(z1, z2, . . . , zl, j + 1)〉 = 〈
jp+ r
jq + s
〉,
their uv-coordinates are
(1−
1
(j − 1)q + s
,
(j − 1)p+ r
(j − 1)q + s
) and (1−
1
jq + s
,
jp+ r
jq + s
),
and the slope of the segment between them is found to be
ps− qr
q
,
which does not depend on j. Hence, the vertices 〈(z1, z2, . . . , zl, j)〉’s for j ≥ 1 lie
on the same line. Thus, we have confirmed the existence of the triangle mentioned
as above.
Now, for l = 1, let γinc,l=〈∞〉 – 〈z1 + 1〉, γdec,l=〈0〉 – 〈1〉 – . . . – 〈z1〉. We have
|γdec,l| = z1.
For 2 ≤ l ≤ k − 1, we focus on the triangle Tl having the vertices
〈(z1, z2, . . . , zl−1)〉, 〈(z1, z2, . . . , zl−1, 1)〉, 〈(z1, z2, . . . , zl−1, zl + 1)〉.
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See Figure 14 if l = 2, Figure 15 if 3 ≤ l ≤ k − 1. Which of the two large triangles
in Figure 15 the triangle Tl looks like depends on the parity of l. The large triangle
Tl includes two edgepaths
γl,A = 〈(z1, z2, . . . , zl−1, 1)〉 – 〈(z1, z2, . . . , zl−1, 2)〉 –
. . . – 〈(z1, z2, . . . , zl−1, zl − 1)〉 – 〈(z1, z2, . . . , zl−1, zl)〉,
γl,B1 = 〈(z1, z2, . . . , zl−1)〉 – 〈(z1, z2, . . . , zl−1, zl + 1)〉.
One of the two edgepaths is monotonically increasing, and the other is mono-
tonically decreasing. Note that γl,A can be a point when zl = 1, and such an
edgepath can be regarded as both increasing and decreasing. Let γinc,l and γdec,l
denote the increasing one and the decreasing one. The important fact here is that
|γinc,l|+ |γdec,l| = zl − 1 + 1 = zl.
For l = k, we define 〈(z1, z2, . . . , zl−1)〉〈(z1, z2, . . . , zl−1, 1)〉〈(z1, z2, . . . , zl−1, zl)〉
as the triangle Tl. We use
γl,B2 = 〈(z1, z2, . . . , zl−1)〉 – 〈(z1, z2, . . . , zl−1, zl)〉
instead of γl,B1. Though, the situation is similar to the previous case, and hence,
the identity |γinc,l|+ |γdec,l| = zl still holds. See Figure 16.
By paying attention to the fact that (z1, z2, . . . , zl + 1) = (z1, z2, . . . , zl, 1), we
can find that γIII,inc is obtained by combining γinc,l (1 ≤ l ≤ k), and γII,dec by
combining γdec,l (1 ≤ l ≤ k). Furthermore, we have
|γIII,inc,≥0|+ |γII,dec| =
k∑
l=2
(|γinc,l|+ |γdec,l|) + |γdec,1| =
k∑
l=1
zl = cr(D(R)).
The argument is similar for negative R.
If |R| < 1, then z1 is 0. Hence, we have
|γIII,inc,≥0|+ |γIII,dec,≥0| = cr(D(R)).

〈∞〉
❆
❆❯ γinc,1
〈(0)〉 ✲
〈(z1)〉 ✲
〈(z1, 1)〉 = 〈(z1 + 1)〉✟✟✙
γinc,2
〈(z1, 2)〉✟✟✙
〈(z1, z2 − 1)〉✟✟✙
〈(z1, z2)〉✟✟✙ 〈(z1, z2 + 1)〉✟✟✙
γdec,2
γdec,1
Figure 14. γinc,l and γdec,l for l = 1 and l = 2
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〈(z1, z2, . . . , zl−1)〉
❆
❆❯
〈(z1, z2, . . . , zl−1, 1)〉 = 〈(z1, z2, . . . , zl−1 + 1)〉
✟✟✙
γinc,l
〈(z1, z2, . . . , zl−1, 2)〉✟✟✙
〈(z1, z2, . . . , zl−1, zl − 1)〉✟✟✙ 〈(z1, z2, . . . , zl−1, zl)〉✟✟✙
〈(z1, z2, . . . , zl−1, zl + 1)〉✟✟✙
γdec,l
〈(z1, z2, . . . , zl−1)〉
✁
✁✕
〈(z1, z2, . . . , zl−1, 1)〉 = 〈(z1, z2, . . . , zl−1 + 1)〉
❍❍❨
γdec,l
〈(z1, z2, . . . , zl−1, 2)〉❍
❍❨
〈(z1, z2, . . . , zl−1, zl − 1)〉❍
❍❨
〈(z1, z2, . . . , zl−1, zl)〉❍❍❨
〈(z1, z2, . . . , zl−1, zl + 1)〉❍
❍❨
γinc,l
Figure 15. γinc,l and γdec,l in a large triangle Tl for 3 ≤ l ≤ k − 1
〈(z1, z2, . . . , zl−1)〉
❆
❆❯
〈(z1, z2, . . . , zl−1, 1)〉 = 〈(z1, z2, . . . , zl−1 + 1)〉
✟✟✙
γinc,l
〈(z1, z2, . . . , zl−1, 2)〉✟✟✙
〈(z1, z2, . . . , zl−1, zl − 1)〉✟✟✙ 〈(z1, z2, . . . , zl−1, zl)〉✟✟✙
γdec,l
〈(z1, z2, . . . , zl−1)〉
✁
✁✕
〈(z1, z2, . . . , zl−1, 1)〉 = 〈(z1, z2, . . . , zl−1 + 1)〉
❍❍❨
γdec,l
〈(z1, z2, . . . , zl−1, 2)〉❍
❍❨
〈(z1, z2, . . . , zl−1, zl − 1)〉❍
❍❨
〈(z1, z2, . . . , zl−1, zl)〉❍❍❨
γinc,l
Figure 16. γinc,l and γdec,l in a large triangle Tl for l = k
For instance, in Figure 17, γIII,inc and γII,dec are depicted for 47/36 = (1, 3, 3, 1, 2).
In the figure, for making it clear, the horizontal coordinates of the vertices are
somewhat altered from correct values, though, it does not matter in the argu-
ment. Note that |γIII,inc,≥0|+ |γII,dec| = 4 + 6 = 10 coincides with cr(D(47/36)) =
1 + 3 + 3 + 1 + 2 = 10.
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γIII,inc
γII,dec
〈0〉
〈1〉
〈∞〉
✁
✁☛
〈4/3〉
✁
✁✕
〈5/4〉
✁☛
〈17/13〉
✻
〈13/10〉
❍❍❨
〈30/23〉
✛ 〈47/36〉
Figure 17. γIII,inc and γII,dec, for R = 47/36.
By the argument in the above proof, we obtained the following about the possible
edgepaths.
Proposition 3.2. The twists of monotonic basic edgepath systems give the upper
and lower bounds for twists of basic edgepath systems, of type I edgepath systems
and of type III edgepath systems.
Proof. Let Λinc = (λinc,1, . . . , λinc,N ) and Λdec = (λdec,1, . . . , λdec,N ) denote the
unique monotonically increasing basic edgepath system and the unique monotoni-
cally decreasing basic edgepath system. Γ = (γ1, . . . , γN ) denotes a basic edgepath
system, a type I edgepath system or a type III edgepath system. If τ(λinc,i) ≤
τ(γi) ≤ τ(λdec,i) holds for each i, then we immediately have
∑N
i=1 τ(λinc,i) ≤∑N
i=1 τ(γi) ≤
∑N
i=1 τ(λdec,i), or equivalently, τ(Λinc) ≤ τ(Γ) ≤ τ(Λdec). Hence, it
suffices to show that τ(λinc) ≤ τ(γ) ≤ τ(λdec) holds for each edgepath γ = γi.
For a fixed starting point 〈R〉 = 〈p/q〉, all non-constant edgepaths lie in the region
X bounded by the monotonically increasing basic edgepath λinc, the monotonically
decreasing basic edgepath λdec, and exactly one vertical edge as illustrated in Figure
17. In this figure, X is the union of 8 triangles. As seen from the figure, roughly,
the region X consists of a sequence of triangles. Hence, no vertices of γ other than
a rational endpoint lie in the interior of X . All increasing (complete) edges in the
region end at a vertex on λinc. For each intermediate vertex on λinc, there are
one or more increasing edges ending at the vertex. A single edgepath contains at
most one of them, and just one of them is always included in λinc. This implies
that the number of increasing edges in an edgepath is less than or equal to that
of the monotonically increasing basic edgepath. At the same time, the number of
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decreasing edges in an edgepath is more than or equal to that of the monotonically
increasing basic edgepath, which is zero. Recall that the twist can be calculated
as twice of the total length of decreasing non-∞-edges minus the total length of
increasing non-∞-edges. Hence, we have τ(λinc) ≤ τ(γ). The argument is similar
for the monotonically decreasing basic edgepath. 
3.2. Crossing number and diameter. We sum up identities in Lemma 3.1 to all
rational tangles of a Montesinos knot, and obtain the relation between the diameter
and the crossing number.
We separate the argument according to which of the conditions (A) and (B) is
satisfied.
3.2.1. Alternating case. If a tuple (R1, R2, . . . , RN ) satisfies the condition (A), then
the Montesinos knotK(R1, R2, . . . , RN ) is alternating. Conversely, by the following
well-known fact, together with the another well-known fact that any Montesinos
knot without 1/0-tangles is prime, an alternating Montesinos knot is isotopic to a
Montesinos knot with a tuple satisfying not (B) but (A).
Proposition 3.3 (e.g., [L97]). If a link L has a connected, irreducible, alternating
diagram with n crossings, then the number of crossings of any diagram of the link
L is n or greater. Moreover, the number of crossings of any prime, non-alternating
diagram is greater than n.
In this case, the situation is rather simple, and we have the following lemma.
Lemma 3.4. For a tuple (R1, R2, . . . , RN ), assume that all Rj’s have the common
sign. Then, for the Montesinos knot K = K(R1, R2, . . . , RN ), the following identity
holds.
2 cr(K) = Diam(K).
Proof. Assume here that all Rj ’s are positive. As mentioned above, by Theo-
rem 10 of [LT88], cr(K) =
∑N
j=1 cr(D(Rj)). Let ΓIII,inc and ΓII,dec denote the
monotonically increasing type III edgepath system and the monotonically decreas-
ing type II edgepath system respectively whose edgepaths are constructed in the
same manner as in Subsection 3.1. With respect to these, by Lemma 3.1, we have
cr(D(Rj)) = |γIII,inc,j,≥0|+ |γII,dec,j | for any j. One complete edge contributes ±2
to the twist. The twists of two edgepath systems ΓIII,inc and ΓII,dec have opposite
signs. Combining these facts, we have:
2 cr(K) = 2
N∑
j=1
cr(D(Rj)) = 2
N∑
j=1
(|γIII,inc,j,≥0|+ |γII,dec,j |)
=
N∑
j=1
2 |γIII,inc,j,≥0|+
N∑
j=1
2 |γII,dec,j| = |τ(ΓIII,inc)|+ |τ(ΓII,dec)|
= |τ(ΓIII,inc)− τ(ΓII,dec)|.
Now, both ΓIII,inc and ΓII,dec are minimal. ΓIII,inc gives an essential surface by
Proposition 2.5 of [HO89] since the sum of v-coordinates at u = 0 of the edgepaths
in the edgepath system ΓIII,inc is at least 3. In addition, ΓII,dec corresponds to
an essential surface by one of Proposition 2.4, 2.6, 2.7, 2.8 of [HO89] since it is
monotonic.
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For a type I or type III edgepath system Γ, we have τ(ΓIII,inc) = τ(Λinc) ≤ τ(Γ) ≤
τ(Λdec) ≤ τ(ΓII,dec) by Proposition 3.2. If Γ = (γ1, γ2, . . . , γN ) is type II, there is
another type II edgepath system Γ′ = (γ′1, γ
′
2, . . . , γ
′
N ) each of whose edgepath γ
′
i
shares a basic edgepath with γi and ends at 〈0〉. Note that τ(Γ) = τ(Γ
′) holds
since the edgepath systems share a basic edgepath system and have the same total
amount of signed length of vertical edges by the gluing consistency. By an argument
similar to Proposition 3.2 with considering effect of vertical edges on twist, we have
τ(ΓIII,inc) = τ(Λinc) ≤ τ(Γ
′) ≤ τ(ΓII,dec). Hence, τ(ΓIII,inc) ≤ τ(Γ) ≤ τ(ΓII,dec)
holds for type II edgepath systems, and hence for edgepath systems of any type.
In short, ΓIII,inc and ΓII,dec are found to give the minimal and the maximal
twists. Finally,
2 cr(K) = |τ(ΓIII,inc)− τ(ΓII,dec)| = Diam(K).

3.2.2. Non-alternating case. Note that Lemma 3.4 as it is cannot be extended to
the general Montesinos knots. For instance, K = K(1/2, 1/3,−1/3) = 820 has
non-integral diameter 38/3. If a tuple (R1, R2, . . . , RN ) satisfies the condition (B),
then we have the following lemma.
Lemma 3.5. For a tuple (R1, R2, . . . , RN ), assume that {Rj} includes both positive
and negative fractions, and |Rj | < 1 holds for any j. Then, for the Montesinos knot
K = K(R1, R2, . . . , RN), the following inequality holds.
2 cr(K) ≥ Diam(K).
Proof. First, we prepare monotonic type III edgepath systems ΓIII,inc and ΓIII,dec.
Similarly to the argument in the proof of the previous lemma, we have
2 cr(K) = |τ(ΓIII,inc)− τ(ΓIII,dec)|.
Note that, the condition |Rj | < 1 is required to apply Lemma 3.1.
We think about the range of twists. The twists of the monotonic type III
edgepath systems are τ(ΓIII,inc) = τ(Λinc) and τ(ΓIII,dec) = τ(Λdec). Though,
the surfaces corresponding to these edgepath systems may be inessential. We check
that τ(ΓIII,inc) and τ(ΓIII,dec) are the lower and upper bounds of the twist τ . The
claim is true for type I and type III edgepath systems by Proposition 3.2. For a
type II edgepath system Γ, by preparing Γ′ as in the proof of the previous lemma,
we easily have τ(Γ) = τ(Γ′) and τ(ΓIII,inc) ≤ τ(Γ
′) ≤ τ(ΓIII,dec) by an argument
similar to Proposition 3.2. Hence, the twist is bounded by τ(ΓIII,inc) and τ(ΓIII,dec)
also for any type II edgepath system. Thus,
|τ(ΓIII,inc)− τ(ΓIII,dec)| ≥ Diam(K).
Then, we have
2 cr(K) ≥ Diam(K).

Finally, combining two-bridge cases in [MMR], Proposition 2.1, Lemma 3.4 and
Lemma 3.5, we have Theorem 1.1.
20 KAZUHIRO ICHIHARA AND SHIGERU MIZUSHIMA
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