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High performance quantum information processing requires efficient control of undesired decohering effects,
which are present in realistic quantum dynamics. To deal with this issue, a powerful strategy is to employ
transitionless quantum driving (TQD), where additional fields are added to speed up the evolution of the quantum
system, achieving a desired state in a short time in comparison with the natural decoherence time scales. In this
paper, we provide an experimental investigation of the performance of a generalized approach for TQD to
implement shortcuts to adiabaticity in nuclear magnetic resonance (NMR). As a first discussion, we consider
a single nuclear spin- 12 system in a time-dependent rotating magnetic field. While the adiabatic dynamics is
violated at a resonance situation, the TQD Hamiltonian is shown to be robust against resonance, allowing us to
mimic the adiabatic behavior in a fast evolution even under the resonant configurations of the original (adiabatic)
Hamiltonian. Moreover, we show that the generalized TQD theory requires less energy resources, with the
strength of the magnetic field less than that required by standard TQD. As a second discussion, we analyze the
experimental implementation of shortcuts to single-qubit adiabatic gates. By adopting generalized TQD, we can
provide feasible time-independent driving Hamiltonians, which are optimized in terms of the number of pulses
used to implement the quantum dynamics. The robustness of adiabatic and generalized TQD evolutions against
typical decoherence processes in NMR is also analyzed.
I. INTRODUCTION
Adiabatic dynamics plays an important role in a number of
applications in quantum mechanics [1–8]. Under the effect of
a surrounding environment, the success of an adiabatic proto-
col depends on the time scale τ required by the quantum evo-
lution in comparison with the relaxation time scale of the ex-
ternal environment [9–11]. In this context, a powerful strategy
for minimizing the reservoir effects is provided by shortcuts
to adiabaticity. As a particular approach, transitionless quan-
tum driving (TQD) [12–14] has been a protocol widely used
for speeding up the adiabatic dynamics. Differently from oth-
ers approaches [15–19], TQD evolutions allow us to exactly
mimic the adiabatic dynamics through additional fields, which
inhibit any transition between the energy levels of the original
(adiabatic) Hamiltonian. TQD has been used in different sce-
narios in quantum physics, such as quantum thermodynam-
ics [20–23], quantum computation and information [24–27],
state engineering [28–32], among others [33–36].
The main idea behind TQD is to add an auxiliary term
Hcd(t), which is called counter-diabatic Hamiltonian, to the
original Hamiltonian H0(t), so that we get the transitionless
driving Hamiltonian Htqd(t). In general, the design of TQD
requires highly non-local terms in the counter-diabatic Hamil-
tonian Hcd(t) [36, 37], as well as strong time dependence on
the additional fields [26]. These issues typically make tran-
sitionless Hamiltonians hard to be implemented in realistic
physical systems [38–40]. In order to deal with this diffi-
culty, some methods have been proposed to provide feasible
counter-diabatic Hamiltonians [41–43]. Here, we are inter-
ested in investigating the performance of a generalized ap-
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proach of TQD, which can be taken as a wider approach for
the optimization of TQD protocols. More specifically, we an-
alyze the implementation of generalized TQD in a nuclear
magnetic resonance (NMR) experimental setup. In particular,
we realize feasible time-independent transitionless Hamiltoni-
ans [29], which provide the optimal dynamics concerning both
their experimental viability and energy cost, as measured by
the strength of the counter-diabatic fields required by the im-
plementation [30]. As a first experiment, we consider a single
nuclear spin- 12 system in a time-dependent rotating magnetic
field, analyzing the effects of the shortcut to the adiabaticity at
a resonance situation. As a second discussion, we analyze the
experimental implementation of shortcuts to single-qubit adi-
abatic gates. For each evolution we derive the standard TQD
Hamiltonian, as provided by Demirplak and Rice [12, 13] and
by Berry [14], and the optimal TQD Hamiltonian obtained
from the generalized TQD protocol [28, 29, 44]. The robust-
ness of both the adiabatic and generalized TQD evolutions
against typical decoherence processes in NMR are also ana-
lyzed.
II. SHORTCUTS TO ADIABATICITY THROUGH
GENERALIZED TQD
Let us consider a discrete quantum system S defined in a
D-dimensional Hilbert space H . A generalized TQD for S
can be obtained from the evolution operator [28, 29, 44]
U(t) =
D∑
n=1
ei
∫ t
0 θn(ξ)dξ |En(t)〉〈En(0)| , (1)
where {|En(t)〉} is the set of eigenstates of a reference Hamilto-
nian H0(t). In general, H0(t) is identified as a slowly piecewise
time-dependent Hamiltonian, so that the adiabatic dynamics
can be achieved. The parameters θn(t) are real arbitrary func-
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2tions to be adjusted in order to optimize some physical rel-
evant quantity [29] or, as we shall see, optimize some pulse
sequence for achieving some output state in NMR quantum in-
formation processing. Thus, from a general definition of U(t),
the driving generalized transitionless Hamiltonian reads [29]
Hgentqd (t) = −i~U(t)U˙†(t)
= i~
∑
n
|E˙n (t)〉〈En (t) | + iθn (t) |En (t)〉〈En (t) | . (2)
In particular, we can get the standard TQD protocol as pro-
vided by Demirplak and Rice [12, 13] and by Berry [14], if
we particularize θn(t) = θadn (t), where θ
ad
n (t) = −En(t)/~ +
i〈E˙n(t)|En(t)〉 is the phase that accompanies the adiabatic dy-
namics. In this case, it is possible to show that the standard
transitionless Hamiltonian, which drives the system, is given
by
Hstdtqd(t) = H0(t) + Hcd(t) , (3)
where Hcd(t) is the counter-diabatic term added to H0(t) to su-
press the diabatic transitions that would typically arise during
the evolution. The Hamiltonian Hcd(t) reads
Hcd(t) = i~
∑
n
|E˙n (t)〉〈En (t) | + 〈E˙n(t)|En(t)〉|En(t)〉〈En (t) | .
(4)
III. GENERALIZED TQD FOR A SINGLE-SPIN IN A
ROTATING MAGNETIC FIELD
A. Optimal transitionless quantum driving
As a first application of generalized TQD, let us consider
a single spin- 12 particle in the presence of a rotating magnetic
field ~B0(t) = Bzzˆ + Bxy(cosωtxˆ + sinωtyˆ), with Bz, Bxy, ω ∈ R.
The Hamiltonian associated with the system then reads
H0(t) = −µ~S ·~B0(t) = ~2
[
ωzσz + ωxy(σx cosωt + σy sinωt)
]
,
(5)
where the frequencies ωz and ωxy are ωz = −µBz and ωxy =
−µBxy, respectively, with µ denoting the dipole magnetic mo-
ment, and ω is the rotating frequency of a radio-frequency
(RF) field. In particular, it is well-known that the adiabatic
behavior of the Hamiltonian H0(t) is drastically affected in
resonant regimes (ω ≈ ω0) [45], where undesired transitions
between ground |E0(t)〉 and excited |E1(t)〉 states are induced
due to resonance. From Eq. (2), we can write the Hamiltonian
of the generalized transitionless evolution for H0(t) as
Hgentqd (t) =
~
2
θ(t) sinα(σx cosωt + σy sinωt)
+
~
2
[
ωz + θ(t) cosα
]
σz , (6)
where θ(t) = θ0(t) − θ1(t) and α = arctan[ωxy/ωz]. Thus,
note that a transitionless quantum driving is not obtained by
changing the angular frequency of the RF-field, but rather by
changing the intensity of the magnetic fields. In fact, as in
Eq. (5), we can write the magnetic field ~Bgentqd (t) associated with
the Hamiltonian Hgentqd (t) as
~Bgentqd (t) =
[
Bz + Bθ(t) cosα
]
zˆ + Bθ(t) sinα(cosωtxˆ + sinωtyˆ) ,
(7)
where Bθ(t) = −θ(t)/µ is associated with the free parameter
θ(t). Therefore, the generalized transitionless theory allows
us to use the phases θn(t) (n = 0, 1) to minimize the magnetic
field required to implement the desired dynamics. In some
cases, such a field is fixed and no free parameter can be used
to optimize the field intensity. For example, if we set the pa-
rameters θn(t) in order to obtain the exact adiabatic dynamics
with adiabatic phases θadn (t), we find the standard shortcut to
adiabaticity, which is provided by the Hamiltonian in Eq. (3),
with the counter-diabatic term Hcd(t) reading
Hcd(t) =
~ω
2
[
sin2 ασz − sin 2α(σx cosωt + σy sinωt)
]
, (8)
leading to the standard quantum driving Hamiltonian in the
form
Hstdtqd(t) = −µ~S · ~Bstdtqd(t), (9)
with the magnetic field ~Bstdtqd(t) to implement H
std
tqd(t) reading
~Bstdtqd(t) =
[
Bxy − Bω sin 2α
]
(cosωtxˆ + sinωtyˆ)
+
[
Bz + Bω sin2 α
]
zˆ , (10)
where Bω = −ω/µ is an additional magnetic field. By analyz-
ing the energy resources to implement the desired evolution,
we can find the optimal protocol for the transitionless dynam-
ics in terms of the magnetic field intensities required by the
Hamiltonian. In particular, it is possible to show that the opti-
mal field is obtained by setting θn(t) = i〈E˙n(t)|En(t)〉 [29, 30].
Therefore, for the Hamiltonian in Eq. (5), the optimal transi-
tionless counterpart reads
Hopttqd(t) = −µ~S · ~Bopttqd(t)
=
~ω
2
[
sin2 ασz − 12 sin 2α(σx cosωt + σy sinωt)
]
, (11)
with the optimal magnetic ~Bopttqd(t) identified as
~Bopttqd(t) = Bω sin
2 αzˆ − 1
2
Bω sin 2α(cosωtxˆ + sinωtyˆ) . (12)
We can see that the norms of the fields satisfy ||~Bstdtqd(t)|| >
||~B0(t)|| and ||~Bstdtqd(t)|| > ||~Bopttqd(t)|| for any choice of the set of
parameters Ω = {ω,ωz, ωxy}. This means that a fast evolution
based on the standard shortcut exactly mimicking the adia-
batic phase, such as given by Eq. (3), always requires more
energy resources than the original adiabatic dynamics. On the
other hand, the relation between ||~Bopttqd(t)|| and ||~B0(t)|| depends
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Figure 1: (1a) Chloroform molecule and magnetic field configuration. The values used for the parameters in the experimental implementation
are ω = ωz = ωxy = 2pi × 200 Hz. Then, we have ||~Bopttqd(t)|| < ||~B0(t)|| < ||~Bstdtqd(t)||. (1b) Fidelity F (t) between the instantaneous ground state
of H0(t) and the dynamically evolved quantum states driven by the Hamiltonians H0(t), H
opt
tqd (t), and H
std
tqd(t). The curves denote the theoretical
predictions and the symbols are the experimental values.
on the parameters ω, ωz and ωxy used in ||~B0(t)||. In particu-
lar, this means that the optimal shortcut to adiabaticity, such
as given by Eq. (11), can be faster while spending even less
resources than the original adiabatic dynamics. More specifi-
cally, this trade-off can be expressed through the norm relation
||~B0(t)||
||~Bopttqd(t)||
=
B2xy + B
2
z
BxyBω
=
ω2xy + ω
2
z
ωxyω
. (13)
B. Experimental implementation
In order to demonstrate the advantage of the TQD approach
as a tool in quantum control, we have performed an exper-
imental realization using a two-qubit NMR system, namely,
the 1H and 13C spin−1/2 nuclei in the Chloroform molecule,
with up and down spin states denoted by |↑〉 and |↓〉, respec-
tively [46]. The experiment has been realized at room temper-
ature in a Varian 500 MHz spectrometer. More specifically,
we have compared the dynamics induced by the Hamiltonian
in Eq. (5), the standard transitionless Hamiltonian in Eq. (9),
and the optimal transitionless Hamiltonian in Eq. (11). Since
we need a single qubit, the 13C spin has been driven by phase
modulated magnetic fields, while the 1H spin has been decou-
pled during the experiment. In the rotating frame, the Hamil-
tonian associated with the magnetic pulse is written as
Hrf = −µ~S · ~Brf = ~2
[
ωzσz + ωxy(σx cos φ + σy sin φ)
]
. (14)
By changing the amplitude of the pulses, the offset frequency
and using time phase modulation, one can reproduce the
Hamiltonians in Eqs. (5), (8) and (11). The evolution has
been implemented in an on-resonance condition ωz = ωxy =
ω = 2pi × 200Hz. This means that, even though the evolu-
tion obeys the adiabatic condition, it can lead to population
transfer, resulting in a violation of the expected adiabatic evo-
lution as a resonance effect [45]. From the values set for ω,
ωz and ωxy, Eq. (13) implies that ||~B0(t)|| = 2||~Bopttqd(t)||, so that
||~Bopttqd(t)|| < ||~B0(t)|| < ||~Bstdtqd(t)||. Notice that the optimal transi-
tionless quantum driving indeed spends less energy resources
as measured by the strength of the magnetic field applied. The
qubit used in experiment and the field configuration are ex-
hibited in Fig. 1a. The system is then initially prepared in the
ground state of H0(0), given by |ψ(0)〉 = cosα|↑〉−sinα|↓〉, and
evolved according to the desired Hamiltonian. The quantum
state experimentally obtained is determined via quantum state
tomography [47] and compared to the theoretically evaluated
instantaneous ground state of H0(t). This is performed by
computing the fidelity F (t) between the instantaneous ground
state of H0(t), represented by the density operator ρgs(t), and
the dynamically evolved quantum state driven by the Hamil-
tonians H0(t), H
opt
tqd(t), and H
std
tqd(t), represented by the density
operator ρ(t). The fidelity F (t) is defined here as the relative
purity given by [48–50]
F (t) = |Tr{ρgs(t)ρ(t)}|√
Tr{ρ2gs(t)}
√
Tr{ρ2(t)}
. (15)
The theoretical and experimental results are shown in
Fig. 1b for the three distinct dynamics. Since the experiment
is performed on-resonance, the evolution driven by the Hamil-
tonian H0(t) is found to be nonadiabatic, oscillating as a func-
tion of time. On the other hand, the shortcuts given by Hopttqd(t),
and Hstdtqd(t) keep a non-transitional evolution, being immune to
the resonance effect. The fitting of the experimental data has
been performed in an open quantum system scenario, which
is accomplished by adjusting the parameters of the Lindblad
equation [51–53]
ρ˙ =
1
i~
[
H(t), ρ(t)
]
+
1
2
∑
k
(
2Lkρ(t)L
†
k − {L†k Lk, ρ(t)}
)
, (16)
where H(t) denotes the effective Hamiltonian of the system,
which drives the unitary contribution of the dynamics, and
{Lk} is the set of Lindblad operators governing the non-unitary
part of the evolution. The NMR system considered in this
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Figure 2: (2a) Representation of a single-qubit gate as an arbitrary rotation implemented in the Bloch sphere. (2b) Schematic representation of
the quantum dynamics for the Chloroform molecule, with the target and ancilla qubits encoded in the Carbon and Hydrogen nuclei, respectively.
work is mainly affected by dephasing, which occurs due to
the inhomogeneity of the static magnetic field. This variation
causes the spins of all the molecules to slowly desynchronize
and, therefore, lose coherence across the sample. In this case,
we have a single Lindblad operator L1(t) = γ0σz, where the
decohering rate γ0 is given by γ0 =
√
1/T2, with T2 denot-
ing the dephasing relaxation time of the system. Other non-
unitary effects, such as generalized amplitude damping char-
acterized by a relaxation scale T1, are also present, but they
are negligible for the time ranges considered in the experi-
ment. Indeed, in our realization, we have T2 = 0.25 s and
T1 = 5.11 s. Notice then that T1 is two orders of magnitude
larger than the total time of evolution, so that generalized am-
plitude damping does not exhibit significant effect. Hence, by
considering dephasing as a main effect, Eq. (16) becomes [54]
ρ˙ =
1
i~
[
H(t), ρ(t)
]
+
γ0
2
[
σzρ(t)σz − ρ(t)] . (17)
As previously mentioned, due to the resonance configura-
tion [45, 55], the adiabatic dynamics for H0(t) does not hold
in general, being achieved just for some particular instants of
time. Notice that the oscillation in the adiabatic fidelity is
damped as a function of time. This is a by-product of dephas-
ing in the system. Moreover, there are also errors induced by
the implementation of RF pulses. Those errors are about 3%
per pulse. Remarkably, shortcuts to adiabaticity show consid-
erable robustness against the decoherence and unitary errors.
As shown in Fig. 1b, fidelity stays close to one throughout the
evolution, which means that the states of the evolution are,
indeed, kept as instantaneous eigenstates of H0(t).
IV. ADIABATIC SINGLE-QUBIT GATES IN NMR VIA
GENERALIZED TQD
A. Optimal transitionless quantum driving
Adiabatic controlled evolutions allow for the implementa-
tion of an arbitrary quantum gate U over an input state |ψ〉 [7].
This can be accomplished by adding an auxiliary quantum
system, whose dynamics induces a general n-qubit gate over
|ψ〉 [24, 25]. Here, we will illustrate the implementation of
an adiabatic single-qubit gate and its acceleration through a
generalized shortcut to adiabaticity in an NMR setup.
To implement a single-qubit unitary transformation, we be-
gin by considering a Hilbert space S = T ⊗ A composed by
a target subspace T , where the gate is designed to be applied,
and an auxiliary subspaceA. Each subspace is assumed to be
associated with a single qubit. Notice that a generic single-
qubit quantum gate U can be interpreted as a rotation of φ
from the initial state |ψ〉 to the target state |ψrot〉 around an ar-
bitrary direction rˆ defining a state |n+〉 in the Bloch sphere as
|n+〉 = cos
(
ε
2
)
|0〉 + eiδ sin
(
ε
2
)
|1〉 . (18)
This is illustrated in Fig. 2a. Then, the Hamiltonian used to
implement the desired operation U reads
H (s) = Prˆ+ ⊗ H0 (s) + Prˆ− ⊗ Hφ (s) , (19)
where H0 (s) and Hφ (s) are obtained from
Hξ (s) = −~ω
{
cos(pis)σz + sin(pis)
[
σx cos ξ + σy sin ξ
]}
,
(20)
with ξ = 0 and ξ = φ, respectively, and s = t/τ is the
dimensionless normalized time, with τ being the total evo-
lution time. The information about the gate to be imple-
mented is encoded in the parameter φ and in the projectors
Pnˆ± = |nˆ±〉〈nˆ±| = 1/2
(
1 ± rˆ · ~σ), which act on T . Thus, by
assuming an adiabatic closed-system evolution, the composite
system evolves from |Ψ(0)〉 = |ψ〉⊗|0〉 to |Ψ(1)〉 = (U |ψ〉)⊗|1〉.
Now, by considering the Hamiltonian for a generalized
transitionless evolution as in Eq. (2), we can show that the
gate U can be implemented through (See Appendix A)
Hgentqd (s) = Prˆ+ ⊗ Hgen,0tqd (s) + Prˆ− ⊗ Hgen,φtqd (s) , (21)
with
Hgen,ξtqd (s) = ~
[
Θξ(s) sin(pis) cos ξ − pi sin ξ
τ
]
σx
− ~
[
Θξ(s) sin(pis) sin ξ − pi cos ξ
τ
]
σy
− ~Θ(s) cos(pis)σz , (22)
where Θξ(s) = θξ0−θξ1, with θξn denoting the quantum phase ac-
companying the n-th eigenstate of the Hamiltonian Hξ (s). In
5(a)
I)
|ψinp〉
|0〉
II)
|ψinp〉
|0〉
III)
|ψinp〉
|0〉
(b)
HoptZ,tqd
HstdZ,tqd
HZ(t)
F(
τ)
0.5
0.6
0.7
0.8
0.9
1.0
τ (ms)
5.0 6.0 7.0 8.0 9.0 10.0 11.0 12.0
Figure 3: (3a) Adiabatic, standard TQD, and optimal TQD protocol pulses. Two-qubit blocks labeled with ∆t j,n represent a free evolution of
the chloroform molecule during a time interval ∆t j,n, while single-qubit blocks are rotations (ϑ)ϕn in Hilbert space (See Appendix B for more
details). (3b) Fidelity for the Z phase gate implementation over the initial input state |+〉 = (1/√2)(|0〉 + |1〉) encoded in the Carbon nucleus,
with the Hydrogen nucleus representing the auxiliary qubit in the initial state |0〉. Fidelity F (t) is computed between the instantaneous ground
state of HZ(t) and the dynamically evolved quantum states driven by the Hamiltonians HZ(t), HstdZ,tqd(t), and H
opt
Z,tqd(t). Solid curves and discrete
symbols represent theoretical predictions and experimental results, respectively.
particular, we can find the standard transitionless Hamiltonian
by choosing θξn(s) = θ
ad,ξ
n (s). In this case, we get
Hstdtqd (s) = Prˆ+ ⊗
[
H0(s) + H0cd
]
+ Prˆ− ⊗
[
Hφ(s) + Hφcd
]
, (23)
where each counter-diabatic term is time-independent and
given by
Hξcd = −(~pi/τ)
(
sin ξσx − cos ξσy
)
. (24)
Notice then that the non-adiabatic transitions in adiabatic
quantum computation as provided by the Hamiltonian in
Eq. (19) can be suppressed by time-independent quantum con-
trol. More generally, the Hamiltonian in Eq. (21) provides a
remarkabe flexibility, since we can mimic the adiabatic dy-
namics using an infinite class of Hamiltonians. In particular,
the gauge freedom for the parameters θξn(t) in Eq. (21) allows,
e.g. for a time-independent total Hamiltonian Hgen,ξtqd (s). In-
deed, the optimal choice with respect to both energy cost and
experimental feasibility can be obtained by setting θξn(s) =
−(i/τ)〈dsEξn(s)|Eξn(s)〉 [29], where |Eξn(s)〉 denotes the eigen-
vectors of the Hamiltonian in Eq. (20). Then, the optimal
Hamiltonian reads
Hopttqd = Prˆ+ ⊗ H0cd + Prˆ− ⊗ Hφcd . (25)
B. Experimental implementation
The experimental realization of quantum gates is imple-
mented through the Chloroform molecule by taking the 13C
nucleus as the target qubit and the 1H nucleus as the auxiliary
subsystem. In our experiment, we encode the computational
states |0〉 and |1〉 into the spin states |↑〉 and |↓〉, respectively.
The schematic representation of the quantum dynamics is il-
lustrated in Fig. 2b, where the composite system is initially
prepared at t = 0 and measured in t = τ. The decohering time
scales in our system are T1C = 7.33 s and T2C = 4.99 s for 13C
nucleus and T1H = 14.52 s and T2H = 0.77 s for 1H nucleus.
We have considered the experimental implementation of the
single-qubit phase gate Z, which yields the Pauli matrixσz ap-
plied to the input qubit, which is prepared in an arbitrary ini-
tial state along a direction rˆ in the Bloch sphere. To this gate,
the adiabatic, standard TQD, and optimal TQD Hamiltonians
are given by (the subscript “C” and “H” denotes operation on
Carbon and Hydrogen nucleus, respectively)
HZ(t) = −2piν
[
cos
(
pit
τ
)
1
C ⊗ σHz + sin
(
pit
τ
)
σCz ⊗ σHx
]
, (26)
HstdZ,tqd(t) = HZ(t) +
pi
2τ
σCz ⊗ σHy , (27)
HoptZ,tqd =
pi
2τ
σCz ⊗ σHy , (28)
which are obtained from Eqs. (19), (23), and (25), respec-
tively, with ω = 2piν and ν denoting a real frequency. It is
worth highlighting that a study on the energy cost to imple-
ment adiabatic and TQD Hamiltonians has been previously
discussed in Ref. [29] from an operator norm approach. Here,
we are interested in analyzing the cost from an alternative
point of view, where we associate fixed energy amounts for
each pulse in a pulse sequence. Therefore, this includes the
effective energy spent to implement each pulse of magnetic
field, while disregarding the free evolution contributions to
the quantum dynamics.
Particularly, in our experimental implementation of the
phase gate Z, we have set ν = 35 Hz. We can see that,
differently from the standard TQD and adiabatic Hamiltoni-
ans, the optimal TQD protocol provides a time-independent
Hamiltonian to realize the phase gate Z. In Fig. 3a, we present
the pulse sequences used to implement each Hamiltonian in
Eqs. (26)-(28) for any input state. As an illustration, the ini-
tial state of the target qubit considered in our experiment has
been taken as |ψ(0)〉 = |+〉C⊗|0〉H, with |+〉 = (1/√2)(|0〉+|1〉).
6Each pulse sequence implements the correct dynamics up to
a rotation around the Z-axis over the auxiliary qubit. Since
the final state of the auxiliary qubit is |1〉, the circuits provide
the correct output up to a global phase. The pulse compo-
sition is described in details in Appendix B. The Hamiltoni-
ans in Eq. (26) and (27) are time-dependent and do not com-
mute at different instants of time, i.e. [HZ(t1),HZ(t2)] , 0
and [HstdZ,TQD(t1),H
std
Z,TQD(t2)] , 0 for some t1 , t2. Then,
their pulse sequences are required to implement the Dyson
series for the corresponding unitaries [54]. Thus, as shown
in Figs. 3a-I and 3a-II, the N repetitions are associated to
a“trotterization” of the Dyson series for the adiabatic and stan-
dard TQD protocols, respectively, with the implementation of
the Dyson series being exact in the limit N → ∞. The re-
peated application of the sequence can lead to the accumila-
tion to experimental sistematic errors, in order to avoid the
rrors we have employed NMR composite pulses [56]. On the
other hand, the optimal TQD Hamiltonian HoptZ,TQD can be im-
plemented by using a very short pulse sequence, as shown
in Fig 3a-III. Consequently, the energy cost evolving the op-
timal TQD is (at least) N times less than both the adiabatic
and the standard TQD protocols. In fact, if we consider that
each pulse in Fig. 3a [given by a rotation (ϑ)ϕn ] is associated
with an energy cost E0, the overall energy cost for implement-
ing the optimal TQD is Eopttqd = 3E0 (disregarding the energy
cost of free evolutions), while the energy cost of the adia-
batic and the standard TQD are given by Ead = 2(N + 1)E0
and Estdtqd = 5NE0, respectively. From this analysis, it follows
that generalized TQD can be used to provide Hamiltonians
exhibiting optimal pulse sequence.
We also consider the F (t) between the instantaneous
ground state of HZ(t) and the dynamically evolved quantum
states driven by the Hamiltonians HZ(t), H
opt
tqd(t), and H
std
tqd(t).
This is shown in Fig. 3b. Notice that, as expected for the
Hamiltonian HZ(t), the fidelity improves as the evolution time
is increased. In contrast, Hopttqd(t) and H
std
tqd(t) are capable of
achieving high fidelities for any evolution time, since they are
designed to mimic the adiabatic evolution for arbitrary τ. No-
tice also that, for the time scale considered in the experiment,
which goes up to τ = 12 ms, decoherence has little effect,
since this τ is still much smaller than the dephasing relaxation
time scale T2.
V. CONCLUSION
In this paper, we have experimentally investigated the gen-
eralized approach for TQD in an NMR setup. As a first ap-
plication, we considered the adiabatic dynamics of a single
spin−1/2 particle in a resonant time-dependent rotating mag-
netic field. As expected, the adiabatic behavior of the system
is drastically affected by the resonance phenomenon. On the
other hand, the standard TQD and the optimal TQD are both
immune to the resonance destructive effect. In particular, we
have shown that the optimal TQD approach provides a transi-
tionless Hamiltonian that can be implemented with low inten-
sity fields in comparison with the fields used to implement the
adiabatic and the standard TQD Hamiltonians. As a second
application, we have studied adiabatic and counter-diabatic
implementations of single-qubit quantum gates in NMR. By
using a generalized approach for TQD, we have addressed the
problem of the feasibility of the shortcuts to adiabaticity, as
provided by TQD protocols, in the context of quantum com-
putation via controlled evolutions [7, 24]. By using the gener-
alized TQD Hamiltonian [29], we have presented the optimal
solution in terms of pulse sequence and resources to imple-
ment fast quantum gates red through counter-diabatic (transi-
tionless) quantum computation with high fidelity, as shown in
Fig. 3b.
The energy-optimal protocol presented here is potentially
useful for speeding up digitized adiabatic quantum comput-
ing [3, 57]. Our study explicitly illustrates the performance of
generalized TQD in terms of both energy resources and opti-
mal pulse sequence. As a further challenge, the performance
of optimal TQD quantum heat engines is an unexplored appli-
cation, both from the theoretical and the experimental point of
view. In particular, the proposal of a two-spin system used as a
working medium in a quantum Otto engine would be an ideal
scenario to verify the performance of optimal TQD, since ex-
perimentally undesired interactions typically arise in the stan-
dard TQD implementation of such system [58]. These topics
are left for future investigation.
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Appendix A: Generalized TQD Hamiltonians for n-qubit
controlled quantum gates
Here, we explicitly prove the Hamiltonian implementation
for n-qubit controlled quantum gates used in Eq. (21). To this
end, we start from the general form of a TQD Hamiltonian
H(s) in Ref. [24] over a Hilbert space H = T ⊗ A, where T
denotes the target subspace and A denotes an auxiliary sub-
space. Then
H (s) =
∑
k
Pk ⊗ Hk (s) , (A1)
where Pk are projectors over the subspace T and Hk (s) are
operators defined over the subspace A. We then write the
eigenvaule equations
Hk (s) |Enk (s)〉 = εnk (s) |Enk (s)〉 , (A2)
which are satisfied for all Hk (s). Therefore, we can identify
the eigenvalue equations for H (s) as
H (s) |Ek,n (s)〉 = εnk (s) |Ek,n (s)〉 , (A3)
where
|Ek,n (s)〉 = |pk〉 ⊗ |Enk (s)〉 , (A4)
with |pk〉 being the eigenvectors associated with non-
vanishing eigenvalues of Pk. In fact, let us write
H (s) |Ek,n (s)〉 =
∑
m
[Pm ⊗ Hm (s)] |pk〉 ⊗ |Enk (s)〉
=
∑
m
(Pm|pk〉) ⊗
(
Hm (s) |Enk (s)〉
)
. (A5)
8Now, we can use that the set {Pk} constitutes a complete set
of projectors over T , so that we can write Pk = |pk〉 〈pk |, with
〈pk |pm〉 = δkm, so that Pk |pm〉 = δkm |pk〉. By using this result,
Eq. (A5) yields
H (s) |Ek,n (s)〉 = |pk〉 ⊗ Hk (s) |Enk (s)〉
= εnk (s) |pk〉 ⊗ |Enk (s)〉 = εnk (s) |Ek,n (s)〉 , (A6)
where we have used Eqs. (A2) and (A4). Therefore, from
Eq. (2), we can write
Hgentqd (s)=
i}
τ
∑
k,n
|∂sEk,n (s)〉〈Ek,n (s) |+iθnk (s) |Ek,n (s)〉〈Ek,n (s) |
=
i}
τ
∑
k,n
iθnk (s)
[
|pk〉 ⊗ |Enk (s)〉
] [
〈Enk (s) | ⊗ 〈pk |
]
+
i~
τ
∑
k,n
[
|pk〉 ⊗ |∂sEnk (s)〉
] [
〈Enk (s) | ⊗ 〈pk |
]
, (A7)
where we have used |∂sEk,n (s)〉 = |pk〉 ⊗ |∂sEnk (s)〉. Now, ob-
serve that Eq. (A7) can be rewritten as
Hgentqd (s) =
∑
k
Pk ⊗
 i}τ ∑
n
|∂sEnk (s)〉〈Enk (s) |
+iθnk (s) |Enk (s)〉〈Enk (s) |
]
, (A8)
where we identify Pk = |pk〉 〈pk |. In conclusion, we then get
Hgentqd (s) =
∑
k
Pk ⊗ Hgen,ktqd (s) . (A9)
Appendix B: Experimental pulses composition
From a Trotter decomposition approach for a time-
dependent quantum Hamiltonian (see, e.g., Ref. [54]), we use
the pulse sequence shown in Fig. 3a to implement each Hamil-
tonian in Eqs. (26), (27) and (28). The algorithm is composed
by rotations (ϑ)ϕn and free evolutions. The rotations are imple-
mented of an angle ϑ around a direction ϕˆn = cosϕnxˆ+sinϕnyˆ,
whose the rotation operator reads [54]
(ϑ)ϕn = exp
[
− iϑ
2
ϕˆn · ~σ
]
, (B1)
where ~σ = σxxˆ +σyyˆ +σzzˆ, with σn being the Pauli matrices.
Each direction ϕn of the rotations in Fig. 3a-I are obtained
from
ϕ1 = pi + χn , ϕ2 = ϕ4 = χn , ϕ3 =
pi
2
+ χn , (B2)
with
χn =
N∑
`=n+1
[
− 4piντ
N − 1 cos
(
pi
tk
τ
)
+
pi
2
]
. (B3)
The free evolution used in circuits of the Figs. 3a-I and 3a-
II appear as a consequence of the natural spin evolution of
the nuclei in our chloroform molecule, so that the evolution
operator reads as
Ufree(∆t) = e−
i
~ Hfree∆t , (B4)
where
Hfree = ~
J
2
σ(C)z σ
(H)
z . (B5)
In our experiment, the interaction between the spins is con-
stant with strength J = 215 Hz, so that we need to manipulate
some additional parameters in order to implement different
values of τ of the interaction term in Eqs. (27), (26) and (28).
To this end, we use a free evolution for coupled spins so that
we can map the parameter τ from two parameter J and the
time intervals ∆t of each free evolutions. This relation is ob-
tained as
∆t1,n =
τ
2(N − 1)
[
4ν
J
sin
(
pi
tk
τ
)
+ 1
]
,
∆t2,n =
τ
N − 1 − ∆t1,n ,
∆t3,n =
τ
2(N − 1)
(
1
Jτ
+ 1
)
,
∆t4,n =
τ
N − 1 − ∆t3,n . (B6)
For Fig. 3a-III, the Hamiltonian is constant and the time inter-
val is then given by
∆t1 =
Jτ + 1
2J
and ∆t2 = τ − ∆t1 . (B7)
Therefore, we can choose the value of transitionless total evo-
lution time τ according with the parameter ∆t, for a constant
value of J.
