The imbalanced data classification is one of the most crucial tasks facing modern data analysis. Especially when combined with other difficulty factors, such as the presence of noise, overlapping class distributions, and small disjuncts, data imbalance can significantly impact the classification performance. Furthermore, some of the data difficulty factors are known to affect the performance of the existing oversampling strategies, in particular SMOTE and its derivatives. This effect is especially pronounced in the multi-class setting, in which the mutual imbalance relationships between the classes complicate even further. Despite that, most of the contemporary research in the area of data imbalance focuses on the binary classification problems, while their more difficult multi-class counterparts are relatively unexplored. In this paper, we propose a novel oversampling technique, a Multi-Class Combined Cleaning and Resampling (MC-CCR) algorithm. The proposed method utilizes an energy-based approach to modeling the regions suitable for oversampling, less affected by small disjuncts and outliers than SMOTE. It combines it with a simultaneous cleaning operation, the aim of which is to reduce the effect of overlapping class distributions on the performance of the learning algorithms. Finally, by incorporating a dedicated strategy of handling the multi-class problems, MC-CCR is less affected by the loss of information about the inter-class relationships than the traditional multi-class decomposition strategies. Based on the results of experimental research carried out for many multi-class imbalanced benchmark datasets, the high robust of the proposed approach to noise was shown, as well as its high quality compared to the state-of-art methods.
Introduction
The presence of data imbalance can significantly impact the performance of traditional learning algorithms [1] . The disproportion between the number of majority and minority observations influences the process of optimization concerning a zero-one loss function, leading to a bias towards the majority class and accompanying degradation of the predictive capabilities for the minority classes. While the problem of data imbalance is well established in the literature, it was traditionally studied in the context of binary classification problems, with the sole goal of reducing the degree of imbalance. However, recent studies point to the fact that it is not the imbalanced data itself, but rather other data difficulty factors, amplified by the data imbalance, that pose a challenge during the learning process [2, 3] . Such factors include small sample size, presence of disjoint and overlapping data distributions, and presence of outliers and noisy observations. lems with embedded data-level difficulties, i.e., atypical data distributions, overlapping classes, and small disjuncts, in the multi-class setting. The main strength of MC-CCR lies in the idea of originally proposed decomposition strategy and applying an idea of cleaning the neighborhood of minority class examples and generating new synthetic objects there. Therefore, we make an important step towards a new view on the oversampling scheme, by showing that utilizing information coming from all of the classes is highly beneficial. Our proposal is trying to depart from traditional methods based on the use of nearest neighbors to generate synthetic learning instances. Thanks to which we reduce the impact of existing algorithms' drawbacks, and we enable smart oversampling of multiple classes in the guided manner.
To summarize, this work makes the following contributions:
• Proposition of the Multi-Class Combined Cleaning and Resampling algorithm, which allows for intelligent data oversampling that exploits local data characteristics of each class and is robust to atypical data distributions.
• Utilization of the information about the inter-class relationships in the multi-class setting during the artificial instance generation procedure that offers better placement of new instances and more targeted empowering of minority classes.
• Explanation of how the constraining of the oversampling using the proposed energy-based approach, as well as the guided cleaning procedure, alleviate the drawbacks of the SMOTE-based methods.
• Presenting capabilities of the proposed method to handle challenging imbalanced data with label noise presence.
• Detailed analysis of computational complexity of our method, showcasing its reliable trade-off between preprocessing time and obtained improvements in handling imbalanced data.
• Experimental evaluation of the proposed approach based on diverse benchmark datasets and a detailed comparison with the state-of-art approaches.
The paper is organized as follows. The next section discusses in detail the problem of learning from noisy and imbalanced data, as well it also emphasizes the unique characteristics of multi-class problems. Section 3 introduces MC-CCR in details, while Section 4 depicts the conducted experimental study. The final section concludes the paper and offers insight into future directions in the field of multi-class imbalanced data preprocessing.
Learning from imbalanced data
In this section, we discuss the difficulties mentioned above, starting with an overview of binary imbalanced problems, and later progressing to the multi-class classification task and label noise.
Binary imbalanced problems
The strategies for dealing with data imbalance can be divided into two categories. First of all, the data-level methods: algorithms that perform data preprocessing with the aim of reducing the imbalance ratio, either by decreasing the number of majority observations (undersampling) or increasing the number of minority observations (oversampling). After applying such preprocessing, the transformed data can be later classified using traditional learning algorithms.
By far, the most prevalent data-level approach is SMOTE [6] algorithm. It is a guided oversampling technique, in which synthetic minority observations are being created by interpolation of the existing instances. It is nowadays considered a cornerstone for the majority of the following oversampling methods [7, 8] . However, due to the underlying assumption about the homogeneity of the clusters of minority observations, SMOTE can inappropriately alter the class distribution when factors such as disjoint data distributions, noise, and outliers are present, which will be later demonstrated in Section 3. Numerous modifications of the original SMOTE algorithm have been proposed in the literature. The most notable include Borderline SMOTE [9] , which focuses on the process of synthetic observation generation around the instances close to the decision border; Safe-level SMOTE [10] and LN-SMOTE [11] , which aim to reduce the risk of introducing synthetic observations inside regions of the majority class; and ADASYN [12] , that prioritizes the difficult instances.
The second category of methods for dealing with data imbalance consists of algorithm-level solutions. These techniques alter the traditional learning algorithms to eliminate the shortcomings they display when applied to imbalanced data problems. Notable examples of algorithm-level solutions include: kernel functions [13] , splitting criteria in decision trees [14] , and modifications off the underlying loss function to make it cost-sensitive [15] . However, contrary to the data-level approaches, algorithm-level solutions necessitate a choice of a specific classifier. Still, in many cases, they are reported to lead to a better performance than sampling approaches [3] .
Multi-class imbalanced problems
While in the binary classification, one can easily define the majority and the minority class, as well as quantify the degree of imbalance between the classes. This relationship becomes more convoluted when transferring to the multi-class setting. One of the earlier proposals for the taxonomy of multi-class problems used either the concept of multi-minority, a single majority class accompanied by multiple minority classes or multi-majority, a single minority class accompanied by multiple majority classes [5] . However, in practice, the relationship between the classes tends to be more complicated, and a single class can act as a majority towards some, a minority towards others, and have a similar number of observations to the rest of the classes. Such situations are not well-encompassed by the current taxonomies. Since categorizations such as the one proposed by Napierała and Stefanowski [16] played an essential role in the development of specialized strategies for dealing with data imbalance in the binary setting, the lack of a comparable alternative for the multi-class setting can be seen as a limiting factor for the further research.
The difficulties associated with the imbalanced data classification are also further pronounced in the multi-class setting, where each additional class increases the complexity of the classification problem. This includes the problem of overlapping data distributions, where multiple classes can simultaneously overlap a particular region, and the presence of noise and outliers, where on one hand a single outlier can affect class boundaries of several classes at once, and on the other can cease to be an outlier where some of the classes are excluded. Finally, any data-level observation generation or removal must be done by a careful analysis of how action on a single class influences different types of observations in remaining classes. All of the above lead to a conclusion that algorithms designed explicitly to handle the issues associated with multi-class imbalance are required to adequately address the problem.
The existing methods for handling multi-class imbalance can be divided into two categories. First of all, the binarization solutions, which decompose a multi-class problem into either M (M −1)/2 (one-vs-one, OVO) or M (onevs-all, OVA) binary sub-problems [17] . Each sub-problem can then be handled individually using a selected binary algorithm. An obvious benefit of this approach is the possibility of utilization of existing algorithms [18] . However, binarization solutions have several significant drawbacks.
Most importantly, they suffer from the loss of information about class relationships. In essence, we either completely exclude the remaining classes in a single step of OVO decomposition or discard the inner-class relations by merging classes into a single majority in OVA decomposition. Furthermore, especially in the case of OVO decomposition associated computational cost can quickly grow with the number of classes and observations, making the approach ill-suited for dealing with the big data. Among the binarization solutions, the recent literature suggests the efficacy of using ensemble methods with OVO decomposition [19] , augmenting it with cost-sensitive learning [20] , or applying dedicated classifier combination methods [21] .
The second category of methods consists of ad-hoc solutions: techniques that treat the multi-class problem natively, proposing dedicated solutions for exploiting the complex relationships between the individual classes. Ad-hoc solutions require either a significant modification to the existing algorithms, or exploring a completely novel approaches to overcoming the data imbalance, both on the data and the algorithm level. However, they tend to significantly outperform binarization solutions, offering a promising direction for further research. Most-popular data-level approaches include extensions of the SMOTE algorithm into a multi-class setting [22, 23, 24] , strategies using feature selection [25, 26] , and alternative methods for instance generation by using Mahalanobis distance [27, 28] . Algorithm-level solutions include decision tree adaptations [29] , cost-sensitive matrix learning [30] , and ensemble solutions utilizing Bagging [31, 32] and Boosting [5, 33] .
Metrics for multi-class imbalance task
One of the important problems related to imbalanced data classification is the assessment of the predictive performance of the developed algorithms. It is obvious that in the case of imbalanced data, we cannot use Accuracy, which prefers classes with higher prior probabilities. Currently, many metrics dedicated to imbalanced data tasks have been proposed for both binary and multi-class problems. Branco et al. [34] reported the following metrics which may be used in multi-class imbalanced data classification task: Average Accuracy (AvAcc), Class Balance Accuracy (CBA), multi-class G-measure (mGM ), and Confusion Entropy (CEN ). They are expressed as follows:
where M is the number of classes, mat i,j stands for the number of instances of the true class i that were predicted as class j,
, and
Additionally, for CEN we have
, and i = j.
It is also worth mentioning that choosing the right metrics is still an open problem. Currently, many works show that previously considered metrics may prefer majority classes, especially in the case of the so-called parametric metrics (e.g., IBA α or F score β ) [35, 36] .
Class label noise in the imbalanced problems
Machine learning algorithms depend on the data, and for many problems, such as the classification task, they require labeled data. Therefore, the high quality labeled learning set is an important factor in building a highquality predictive system. One of the most serious problems in data analysis is data noise. It can have a dual nature. On the one hand, it may relate to noise caused by a human operator (incorrect imputation) or measurement errors when acquiring attribute values. On the other hand, it may relate to incorrect data labels. In this work, we will examine the robustness of the proposed solution to label noise. This type of noise occurs whenever an observation is assigned incorrect label [37] , and can lead to the formation of contradictory learning instances: duplicate observations having different class label [38] . Some works have reported this problem [39, 40] , including a survey by Frénay and Verleysen [41] . However, relatively few papers are devoted to the impact of noise on the predictive performance of imbalanced data classifiers, in which label noise can become the most problematic. Let's firstly consider where the labels come from. The most common case is obtaining labels from human experts. Unfortunately, man is not infallible, e.g., considering the quality of medical diagnostics, we may conclude that the number of errors made by human experts is noticeable [42] . Another problem is the fact that the distribution of errors committed by experts is not uniform, because labeling may be subjective. After all, human experts may be biased. Another approach is obtaining labels from non-experts as crowdsourcing provides a scalable and efficient way to construct labeled datasets for training machine learning systems. However, creating comprehensive label guidelines for crowd workers is often hard, even for seemingly simple concepts. Incomplete or ambiguous label guidelines can then result in differing interpretations of concepts and inconsistent labels. Another reason for the noise in labels is data corruption [43] , which may be due to, e.g., data poisoning [44] . Both natural and malicious label corruptions tend to degrade the performance of classification systems sharply [45] . As mentioned, the distribution of label errors can have a different nature, usually dependant on their source. One can highlight the label noise that is:
• a completely random label noise,
• a random label noise dependant on the true label (asymmetrical label noise),
• label noise is not random, but depends on the true label and features.
There are many methods of dealing with label noise. One of the most popular ways is data cleaning. An example of this solution is the use of SMOTE oversampling with cleaning using the Edited Nearest Neighbors (ENN) [46] . This approach keeps the total relatively high number of observations, and the number of mislabeled observations relatively low, allowing to detect improper labeling examples. Nevertheless, when we deal with feature space regions, which is common for imbalanced data analysis tasks, then the distinction between outliers and improperly labeled observations becomes problematic or even impossible. Designing a label noise-tolerant learning classification algorithm is another approach. Usually, works in this area assume a model of label noise distribution and analyze the viability of learning under this model. An example of this approach is presented by Angluin and Laird as a Class-conditional noise model (CCN) [47] . Finally, the last approach is designing a label noise-robust classifier, which, even in the case when data denoising does not occur, nor any noise is modeled, still produces a model that has a relatively good predictive performance when the learning set is slightly noisy [41] .
MC-CCR: Multi-Class Combined Cleaning and Resampling algorithm
To address the difficulties associated with the classification of noisy and multi-class data, we propose a novel oversampling approach, Multi-Class Combined Cleaning and Resampling algorithm (MC-CCR). In the remainder of this section, we begin with a description of the binary variant of the Combined Cleaning and Resampling (CCR) and discuss its behavior in the presence of label noise. Afterward we introduce the decomposition strategy used to extend the CCR to the multi-class setting. Finally, we conduct a computation complexity analysis of the proposed algorithm.
Binary Combined Cleaning and Resampling
The CCR algorithm was initially introduced by Koziarski and Woźniak [48] in the context of binary classification problems. It was based on two empirical observations: firstly, that data imbalance by itself does not negatively impact the classification performance. Only when combined with other data difficulty factors, such as decomposition of the minority class into rare sub-concepts and overlapping of classes, the data imbalance poses a difficulty for the traditional learning algorithms due to the amplification of the factors mentioned above [2] . Secondly, that when optimizing the classification performance concerning the metrics accounting for the data imbalance, it is often beneficial to sacrifice some of the precision to achieve a better recall of the predictions, possibly to a more significant extent than typical over-or undersampling algorithms. Based on these two observations, an algorithm combining the steps of cleaning the neighborhoods of the minority instances and selectively oversampling the minority class was proposed. Cleaning the minority neighborhoods. As a step preceding the oversampling itself, we propose performing a data preprocessing in the form of cleaning the majority observations located in proximity to the minority instances. The aim of such an operation is twofold. First of all, to reduce the problem of class overlap: by designing the regions from which majority observations are being removed, we transform the original dataset intending to simplify it for further classification. Secondly, to skew the classifiers' predictions towards the minority class: while in the case of the imbalanced data such regions, bordering two-class distributions or consisting of overlapping instances, tend to produce predictions biased towards the majority class. By performing clean-up, we either reduce or reverse this trend.
Two key components of such cleaning operation are a mechanism of the designation of regions from which the majority observations are to be removed, and a removal procedure itself. The former, especially when dealing with data affected by label noise, should be able to adapt to the surroundings of any given minority observation, and adjust its behavior depending on whether the observation resembles a mislabeled instance or a legitimate outlier from an underrepresented region, which is likely to occur in the case of imbalanced data with scarce volume. The later should limit the loss of information that could occur due to the removal of a large number of majority observations.
To implement such preprocessing in practice, we propose an energy-based approach, in which spherical regions are constructed around every minority observation. Spheres expand using the available energy, a parameter of the algorithm, with the cost increasing for every majority observation encountered during the expansion. More formally, for a given minority observation denoted by x i , current radius of an associated sphere denoted by r i , a function returning the number of majority observations inside a sphere centered around x i with radius r denoted by f n (r), a target radius denoted by r i , and f n (r i ) = f n (r i ) + 1, we define the energy change caused by the expansion from r i to r i as
During the sphere expansion procedure, the radius of a given sphere increases up to the point of completely depleting the energy, with the cost increases after each encountered majority observation. Finally, the majority observations inside the sphere are being pushed out to its outskirts. The whole process was illustrated in Figure 1 . . Sphere expends at a normal cost until it reaches a majority observation, at which point the further expansion cost increases (depicted by blue orbits with an increasingly darker color). Finally, after the expansions, the majority observations within the sphere are being pushed outside (in green).
The proposed cleaning approach meets both of the outlined criteria. First of all, due to the increased expansion cost after each encountered majority observation, it distinguishes the likely mislabeled instances: minority observations surrounded by a large number of majority observations lead to a creation of smaller spheres and, as a result, more constrained cleaning regions. On the other hand, in case of overlapping class distributions, or other words in the presence of a large number of both minority and majority observations, despite the small size of individual spheres, their large volume still leads to large cleaning regions. Secondly, since the majority observations inside the spheres are being translated instead of being completely removed, the information associated with their original positions is to a large extent preserved, and the distortion of class density in specific regions is limited. Selectively oversampling the minority class. After the cleaning stage is concluded, new synthetic minority observations are being generated. To further exploit the spheres created during the cleaning procedure, new synthetic instances are being sampled within the previously designed cleaning regions. This not only prevents the synthetic observations from overlapping the majority class distribution but also constraints the oversampling areas for observations displaying the characteristics of mislabeled instances.
Moreover, in addition to designating the oversampling regions, we propose employing the size of the calculated spheres in the process of weighting the selection of minority observations used as the oversampling origin. Analogous to the ADASYN [49] , we focus on the difficult observations, with difficulty estimated based on the radius of an associated sphere. More formally, for a given minor-ity observation denoted by x i , the radius of an associated sphere denoted by r i , the vector of all calculated radii denoted by r, collection of majority observations denoted by X maj , collection of minority observations denoted by X min , and assuming that the oversampling is performed up to the point of achieving balanced class distribution, we define the number of synthetic observations to be generated around x i as
Just like in the ADASYN, such weighting aims to reduce the bias introduced by the class imbalance and to shift the classification decision boundary toward the difficult examples adaptively. However, compared to the ADASYN, in the proposed method the relative distance of the observations plays an important role: while in the ADASYN outlier observations, located in a close proximity of neither majority nor minority instances, based on their far-away neighbors could be categorized as difficult, that is not the case under the proposed weighting, where the full sphere expansion would occur. Combined algorithm. We present complete pseudocode of the proposed method in Algorithm 1. Furthermore, we illustrate the behavior of the algorithm in a binary case in Figure 2 . We outline all three major stages of the proposed procedure: forming spheres around the minority observations, clean-up of the majority observations inside the spheres, and adaptive oversampling based on the sphere radii.
Multi-Class Combined Cleaning and Resampling
To extend the CCR algorithm to a multi-class setting, we use a modified variant of decomposition strategy originally introduced by Krawczyk et al. [50] . It is an iterative approach, in which individual classes are being resampled one at a time using a subset of observations from already processed classes. The approach consists of the following steps: first of all, the classes are sorted in the descending order by the number of associated observations. Secondly, for each of the minority classes, we construct a collection of combined majority observations, consisting of a randomly sampled fraction of observations from each of the already considered class. Finally, we perform a preprocessing with the CCR algorithm, using the observations from the currently considered class as a minority, and the combined majority observations as the majority class. Both the generated synthetic minority observations and the applied translations are incorporated into the original data, and the synthetic observations can be used to construct the collection of combined majority observations for later classes. We present complete pseudocode of the proposed method in Algorithm 2. Furthermore, we illustrate the behavior of the algorithm in Figure 3 .
Compared with an alternative strategy of adapting the CCR method to the multi-class task, one-versus-all (OVA) Algorithm 1 Binary Combined Cleaning and Resampling 1: Input: collections of majority observations X maj and minority observations X min 2: Parameters: energy budget for expansion of each sphere, p-norm used for distance calculation 3: Output: collections of translated majority observations X maj and synthetic minority observations S
4:
5: function CCR(X maj , X min , energy, p): 6: S ← ∅ # synthetic minority observations 7: t ← zero matrix of size |X maj | × m, with m denoting the number of features # translations of majority observations 8: r ← zero vector of size |X min | # radii of spheres associated with the minority observations 9: for all minority observations x i in X min do 10: e ← energy # remaining energy budget 11: n r ← 0 # number of majority observations inside the sphere generated around x i
12:
for all majority observations x j in X maj do 13:
end for 15: sort X maj with respect to d 16: for all majority observations x j in X maj do 17: n r ← n r + 1 18:
if e + ∆e > 0 then 20:
e ← e + ∆e for all majority observations x j in X maj do 28: if d j < r i then 29: 
for 1 to g i do 37: v ← random point inside a zero-centered sphere with radius r i
38:
S ← S ∪ {x i + v} 39: end for 40: end for 41: return X maj , S class decomposition, the proposed algorithm has two advantages over them. Firstly, it usually decreases the com- Figure 2 : An illustration of the algorithms behavior in a binary case. From the left: 1) original dataset, 2) sphere calculation for individual minority objects, with smaller spheres created for the observations surrounded by the majority objects, 3) pushing out the majority objects outside the sphere radius, 4) generating synthetic minority observations inside the spheres, in the number inversely proportional to the sphere radius. observations from the remaining majority classes are sampled in an equal proportion, 4) problem is converted to the binary setting by merging all of the majority observations into a single class, 5) cleaning and oversampling with binary CCR is applied, 6) generated synthetic observations are added to the original dataset, and the translations applied during the cleaning stage of binary CCR are preserved.
putational cost, since the collection of combined majority observations was often smaller than the set of all instances in our experiments. Secondly, it assigns equal weight to every class in the collection of combined majority observations since each of them has the same number of examples. This would not be the case in the OVA decomposition, in which the classes with a higher number of observations could dominate the rest.
It is also important to note that the proposed approach influences the behavior of underlying resampling with CCR. First of all, because only a subset of observations is used to construct the collection of combined majority observations, the cleaning stage applies translations only on that subset of observations: in other words, the impact of the cleaning step is limited. Secondly, it affects the order of the applied translations: it prioritizes the classes with a lower number of observations, for which the translations are more certain to be preserved, whereas the translations applied during the earlier stages while resampling more populated classes can be negated. While the impact of the former on the classification performance is unclear, we would argue that at least the later is a beneficial behavior, since it further prioritizes least represented classes. Nevertheless, based on our observations, using the proposed class decomposition strategy usually also led to achieving a better performance during the classification than the ordinary OVA.
We present a comparison of the proposed MC-CCR algorithm with several SMOTE-based approaches in Figure 4 . We use an example of a multi-class dataset with two minority classes, disjoint data distributions and label noise. As can be seen, S-SMOTE is susceptible to the presence of label noise and disjoint data distributions, producing synthetic minority observations overlapping the majority class distribution. Borderline S-SMOTE, while less sensitive to the presence of individual mislabeled observations, remains even more affected by the disjoint data distributions. Mechanisms of dealing with outliers, such as postprocessing with ENN, mitigate both of these issues, but at the same time exclude entirely underrepresented regions, likely to occur in the case of high data imbalance or small total number of observations. MC-CCR reduces the negative impact of mislabeled observations by constraining the oversampling regions around them, and at the same time, does not ignore outliers not surrounded by majority observations.
Computational complexity analysis
Let us define the total number of observations by n, the number of majority and minority observations in the binary case by, respectively, n maj and n min , the number of features by m, and the number of classes in the multiclass setting by c. Let us first consider the worst-case complexity of the binary variant of CCR. The algorithm can be divided into three steps: calculating the sphere radii, cleaning the majority observations inside the spheres, and n classes ← number of classes with higher number of observations than C i
9:
if n classes > 0 then 10:
X maj ← ∅
12:
for j ← 1 to n classes do 13: add
end for
15:
X maj , S ← CCR(X maj , X min , energy, p)
16:
substitute observations used to construct X maj with X maj
18:
end if 19: end for 20: return X synthesizing new observations. Each one of these steps is applied iteratively to every minority observation. The first step consists of a) calculating a distance vector, which requires n maj distance calculations, each with the complexity equal to O(m), and a combined complexity equal to O(mn maj ), b) sorting said n maj -dimensional vector, an operation that has a complexity equal to O(n maj log n maj ), and c) calculating the resulting radius, which in the worstcase scenario will never reach the break clause, and will require n maj iterations, each one with scalar operations only, leading to a complexity of O(n maj ). Combined, these operations have a complexity equal to O(mn maj + n maj log n maj +n maj ) per minority observation, or in other words O((mn maj +n maj log n maj +n maj )n min ), which can be simplified to O((m + log n)n 2 ). The second step, cleaning the majority observations inside the spheres, in the worst case, requires n maj operations of calculating and applying the translation vector per minority observation, each with a complexity equal to O(m), leading to a combined complexity of O(mn min ), which can be simplified to O(mn). The third step, synthesizing new observations, requires n min summations for calculating the the denominator of Equation 7 , which has a complexity of O(n min ), n min operations of calculating the proportion of generated objects for a given observation, each with a complexity equal to O(1) (when using the precalculated denominator), and n maj − n min operations of sampling a random observation inside the sphere, each with a complexity equal to O(m). Combined, the complexity of the step is equal to O(n min + n min + m(n maj − n min )), which can be simplified to O(mn). As can be seen, the complexity of the algorithm is dominated by the first step and is equal to O((m+log n)n 2 ). It is also worth noting that in the case of an extreme imbalance, that is when the n min is equal to 1, the complexity of the algorithm is equal to O((m+log n)n), which is the best case. Finally, since the complexity of the binary variant of CCR is not reliant on the number of observations to be generated, and the main computational cost of MC-CCR is associated with c − 1 calls to CCR, the worst-case complexity of the MC-CCR algorithm is equal to O(c(m + log n)n 2 ).
Experimental Study
In this section, we will describe the details of a conducted experimental study that can assess the usefulness of MC-CCR. The research questions for this study are: RQ1: What is the best parameter setting for MC-CCR, and how they impact the behavior of the algorithm?
RQ2: How robust is the MC-CCR to label noise in learning data?
RQ3: What is the predictive performance of the MC-CCR in comparison to the state-of-art oversampling methods?
RQ4: How flexible is MC-CCR to be used with the different classifiers?
4.1. Set-up Datasets. We based our experiments on 20 multi-class imbalanced datasets from KEEL repository [51] . Their details were presented in Table 1 . The selection of the datasets was made based on the previous work by Sáez et al. [23] , in which it was demonstrated that the chosen datasets possess various challenging characteristics, such as small disjuncts, frequent borderline and noisy instances, and class overlapping. Reference methods. Throughout the conducted experiments the proposed method was compared with a selection of state-of-the-art multi-class data oversampling algorithms. Specifically, for comparison we used SMOTE algorithm using round-robin decomposition strategy (SMOTEall), STATIC-SMOTE (S-SMOTE) [22] , Mahalanobis Distance Oversampling (MBO) [27] , (k-NN)-based synthetic minority oversampling algorithm (SMOM) [24] , and SMOTE combined with an Iterative-Partitioning Filter (SMOTE-IPF) [52] . Parameters of the reference methods used throughout the experimental study were presented in Table 2 . Classification algorithms. To ensure the validity of the observed results across different learning methodologies we evaluated the considered oversampling algorithms in combination with four different classification algorithms: decision trees (C5.0 model), neural networks (multi-layer perceptron, MLP), lazy learners (k-nearest neighbors, k-NN), and probabilistic classifiers (Naïve Bayes, NB). The parameters of the classification algorithms used throughout the experimental study were presented in Table 2 . Evaluation procedure. The evaluation of the considered algorithms was conducted using a 10-fold cross validation, with the final performance averaged over 10 experimental runs. Parameter selection was conducted independently for each data partition using 3-fold cross validation on the training data. Statistical analysis. To assess the statistical significance of the observed results we used a combined 10-fold crossvalidation F-test [53] during all of the conducted pairwise comparisons, whereas for the comparisons including multiple methods we used a Friedman ranking test with Shaffer post-hoc analysis [54] . The results of all of the performed tests were reported at a significance level α = 0.05.
Reproducibility. The proposed MC-CCR algorithm was implemented in Python programming language and published as an open-source code at 1 .
Examination of a validity of the design choices behind MC-CCR
The aim of the first stage of the conducted experimental study was to establish the validity of the design choices behind the MC-CCR algorithm. While intuitively motivated, the individual components of MC-CCR are heuristic in nature, and it is not clear whether they actually lead to a better results. Specifically, three variable parts of MC-CCR that can affect its performance can be distinguished. First of all, the cleaning strategy, or in other words the way MC-CCR handles the majority instances located inside the generated spheres. While the proposed algorithm handles these instances by moving them outside the sphere radius (translation, T), at least two additional approaches can be reasonably argued for: complete removal of the instances located inside the spheres (removal, R), or not conducting any cleaning and ignoring the position of the majority observations with respect to the spheres (ignoring, I). Secondly, the selection strategy, or the approach of assigning greater probability of generating new instances around the minority observations with small associated sphere radius. In the proposed MC-CCR algorithm we use a strategy in which that probability is inversely related to the sphere radius (proportional, P), which corresponds to focusing oversampling on the difficult regions, nearby the borderline and outlier instances. For comparison, we also used a strategy in which the seed instances around which synthetic observations are to be generated are chosen randomly, with no associated weight (random, R). Finally, in the multi-class decomposition we compared two methods of combining several classes into a one combined majority class. First of all, the approach proposed in this paper, that is sampling only the classes with a greater number of observations in an even proportion to generate a combined majority class (sampling, S). Secondly, for a comparison we considered a case in which all of the observations from all of the remaining classes are combined (complete, C).
To experimentally validate the decided upon designed choices we conducted an experiment in which each we compared all of the possible combinations of the outlined parameters. We present the results, averaged across all of the considered datasets, in Table 3 . As can be seen, the combination of parameters proposed in the form of MC-CCR, that is the combination of cleaning by translation, proportional seed observations selection, and using sampling during the multi-class decomposition, leads to an, on average, best performance for all of the baseline classifiers and performance metrics. In particular, the choice of MC-CCR energy ∈ {0.001, 0.0025, 0.005, 0.01, ..., 100.0}; cleaning strategy: translation; selection strategy: proportional; multi-class decomposition method: sampling; oversampling ratio ∈ [50, 100, · · · , 500] SMOTE-all k-nearest neighbors = 5; oversampling ratio ∈ [50, 100, · · · , 500] S-SMOTE [22] k-nearest neighbors = 5; oversampling ratio ∈ [50, 100, · · · , 500] MDO [27] K1 n-nearest neighbors = 5; n partitions = 9; k iterations = 3; p = 0.01; oversampling ratio ∈ [50, 100, · · · , 500] the cleaning strategy proves to be vital to achieve a satisfactory performance, and conducting no cleaning at all produces significantly worse results.
Comparison with the reference methods
In the second stage of the conducted experimental study, we compared the proposed MC-CCR algorithm with the reference oversampling strategies to evaluate its relative usefulness. Detailed results on per-dataset basis for C5.0 classifier were presented in Tables 4-7 . In Figure 5 , we present the results of a win-loss-tie analysis, in which we compare the number of datasets on which MC-CCR achieved statistically significantly better, equal or worse performance than the individual methods on a pairwise basis, for all of the considered classifiers. Finally, in Table 8 we present the p-values of comparison between all of the considered methods. As can be seen, in all of the cases, MC-CCR tended to outperform the oversampling reference strategies, which manifested in the highest average ranks concerning all of the performance metrics for C5.0 and a majority of wins in a per-dataset pairwise comparison of the methods. Furthermore, the observed improvement in performance was statistically significant in comparison to most of the reference methods. In particular, when combined with the C5.0 and k-NN classifier, the proposed MC-CCR algorithm achieved a statistically significantly better performance than all of the reference methods. It is also worth noting that in the remainder of the cases, even if statistically significant differences at the significance level α = 0.05 were not observed, the p-values remained small, indicating important differences. 
Evaluation of the impact of class label noise
Finally, we evaluated how the presence of the label noise affects the predictive performance of MC-CCR compared to the state-of-the-art algorithms. To input the noise, we decided to use random label noise imputation, i.e., according to a given noise level and the uniform distribution, we choose a subset of training examples and replace their labels to randomly chosen remaining ones. In our experimental study, we limited ourselves to the noise levels in {0.0, 0.05, 0.1, 0.15, 0.20, 0.25}.
The results of the experiments were presented in Figures 6-8 as well as in Table 9 . When analyzing the relationship between the noise level and the predictive per-formance for different methods for different overampling methods, it should be noted that for most datasets one can notice the obvious tendency that quality deteriorates with the increase in noise level. MC-CCR usually has better predictive performance compared to state-of-art methods. It is also worth analyzing how quality degradation occurs as noise levels increase. Most benchmark algorithms report a sharp drop in quality after exceeding the label noise level of 10-15% (except for SMOTE-IPF, which in many cases has fairly stable quality). However, MC-CCR, although the degradation of predictive performance depending on the noise level is noticeable, it is not so violent. It is linear for the whole range of experiments.
Similar MC-CCR behavior can also be seen when analyzing the relationship between the number of classes affected by noise and predictive performance. The decrease in the value of all the metrics is close to linear. In contrast, in the case of the remaining oversampling algorithms, we can observe a sharp deterioration in quality at the noise of a small number of classes, and the characteristics are close to quadratic.
When analyzing MC-CCR concerning various classifiers, it should be stated that for most databases and noise levels, the proposed method is characterized by much better predictive performance and, as a rule, is statistically significantly better than state-of-art algorithms. MC-CCR is best suited for use with minimum distance classifiers (as k-NN) and also with decision trees, although for other tested classification algorithms it also achieves very good results. Generalizing the observed predictive performance, MC-CCR is very robust to the label noise and it is characterized by the smallest decrease in predictive performance depending on the label noise level, or the number of classes affected by the noise. Due to this property, it can be seen that the proposed method is always statistically significantly better than other tested algorithms, especially for high noise levels. The benchmark methods may be ranked according to these criteria in the following order: SMOTE-IPF, SMON, MDO, S-SMOTE, and SMOTE-all.
Lessons learned
To summarize the experimental study, let us try to answer the research questions formulated at the beginning of this section.
RQ1: What is the best parameter setting for MC-CCR, and how they impact the behavior of the algorithm?
MC-CCR is a strongly parameterized preprocessing method whose predictive performance depends on the correct parameter setting. The cleaning strategy, which is a crucial element of the algorithms, has the most significant impact on the quality of MC-CCR. Based on experimental research, it can be seen that the cleaning operation is essential to produce a classifier characterized by a high predictive performance. The best parameter setting seems to be (i) cleaning by translation, (ii) proportional seed observations selection, and (iii) using sampling during the multi-class decomposition.
MC-CCR is very robust to the label noise and it is marked by the smallest decrease in predictive performance depending on the label noise level or the number of classes affected by the noise. It is worth emphasizing that the proposed method is always statistically significantly better than other tested algorithms, especially for high noise levels (higher than 10%). Additionally, the degradation of the predictive performance according to noise level increase is not so violent, and resembles a linear, not a quadratic, trend.
RQ3:
What is the predictive performance of the MC-CCR in comparison to the state-of-art oversampling methods?
MC-CCR usually outperforms the state-of-art reference oversampling strategies considered in this work, which manifested in the highest average ranks concerning all of the performance metrics.
RQ4: How flexible is MC-CCR to be used with the different classifiers?
Based on the conducted experiments, one can observe that the proposed method works very well for both noisy and no-noise data, especially in combination with classifiers using the concept of decision tree induction (C5.0) and minimal distance classifiers (k-NN). However, for the other two classification methods (Naïve Bayes and MLP) trained based on the learning sets preprocessed by MC-CCR, the results obtained are still good. Even if statistically significant differences at the significance level α = 0.05 are not observed, the p-values remain very small, indicating substantial differences.
Conclusion and future works
The purpose of this study was to propose a novel, effective preprocessing framework for a multi-class imbalanced data classification task. We developed the Multi-Class Combined Cleaning and Resampling algorithm, a method that utilizes the proposed energy-based approach to modeling the regions suitable for oversampling, and combines it with a simultaneous cleaning operation. Due to the dedicated approach to handling the multi-class decomposition, proposed method is additionally able to better utilize the inter-class imbalance relationships. The research conducted on benchmark datasets confirmed the effectiveness of the proposed solution. It highlighted its strengths in comparison with state-of-art methods, as well as its high robustness to the label noise. It is worth mentioning that estimated computational complexity is acceptable and comparable to the state-of-art methods. This work is a step forward towards the use of oversampling for multiclass imbalanced data classification. The obtained results encourage us to continue works on this concept. Future research may include:
• Propositions of new methods of cleaning the majority observations located in proximity to the minority instances, which may be embedded in MC-CCR. Especially, other shapes of the cleaning region could be considered.
• Application of other preprocessing methods to the proposed framework.
• Evaluation of how robust MC-CCR is to different distributions of the label noise, as well as assess its behavior if feature noise is present.
• Embedding MC-CCR into hybrid architectures with inbuilt mechanisms, as classifier ensemble, especially based on dynamic ensemble selection.
• Using MC-CCR on massive data or data streams requires a deeper study on the effective ways of its parallelization.
• Application of MC-CCR to a real-world imbalanced data susceptible to the presence of label noise, i.e., medical data.
