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THE WHITTAKER PERIOD FORMULA ON METAPLECTIC SL2
YANNAN QIU
Abstract. The Whittaker period formula on S˜L2(AF ) was previously established only when
the base field F is totally real. We present a new simple proof that works for all base number
fields. Our local argument is uniform at every local place of F , based on the isometry prop-
erty of quadratic Fourier transform and the estimates of matrix coefficients and Whittaker
functions imposed by the unitarity of the local representations.
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The Whittaker period formula on metaplectic SL2 generalizes Waldspurger’s classical for-
mula [23] relating the Fourier coefficients of half integral weight modular forms to the central
L-values of integral weight modular forms.
Let F be a number field, A := AF be the ring of F -adeles, and S˜L2(A) be the two-fold
metaplectic cover of SL2(A). For a genuine irreducible cuspidal automorphic representation
σ = ⊗σv of S˜L2(A) and a character ψ of A/F , the global Whittaker period functional ℓσ,ψ is
ℓσ,ψ(ϕ) =
∫
A/F
ϕ ( 1 x1 )ψ(−x)dx, ϕ ∈ σ. (0.1)
On the other hand, a local Whittaker period functional can be formally obtained by inte-
grating matrix coefficients,
Lσv,ψv(ϕ1,v, ϕ2,v) =
∫
Fv
(
σv
(
1 xv
1
)
ϕ1,v, ϕ2,v
)
σv
ψv(−xv)dxv, ϕ1,v, ϕ2,v ∈ σv. (0.2)
Here ( , )σv denotes the local Hermitian pairing on σv and, for compatibility, their product is
required to be equal to the standard global Hermitian pairing ( , )σ on σ given by
(ϕ1, ϕ2)σ =
∫
SL2(F )\SL2(A)
ϕ1(g)ϕ2(g)dg, ϕ1, ϕ2 ∈ σ.
When the local representation σv is square-integrable, the integral in (0.2) is convergent for
all ϕ1,v , ϕ2,v ∈ σv. But if σv is not square-integrable, a regularization is needed to make
sense of the right hand side of (0.2). We choose to do so in terms of distribution theory:
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the bounded smooth function (σv
(
1 xv
1
)
ϕ1,v, ϕ2,v)σv defines a tempered distribution on the
space of Bruhat-Schwartz functions S(Fv) and the Fourier transform of this distribution can
be shown to be represented by a smooth function Wϕ1,v,ϕ2,v,ψv(av) on F
×
v . We define∫
Fv
(σv
(
1 xv
1
)
ϕ1,v, ϕ2,v)σvψv(−xv)dxv :=Wϕ1,v,ϕ2,v,ψv(−1). (0.3)
We show in Lemma 3.2 that the local period functional Lσv,ψv defined in this way is nonzero
if and only if HomFv(σv, ψv) is nonzero, where Fv is identified with the unipotent subgroup
of S˜L2(Fv).
It is known that HomFv(σv , ψv) is at most one dimensional. So when the global functional
ℓσ,ψ⊗ℓσ,ψ is nonzero, it must be the product of the local functionals Lσv,ψv up to a constant. It
is the task of the Whittaker period formula to connect them with an explicit constant. When
doing so, the measures on A and SL2(A) need to be specified—we choose the Tamagawa
measure, with respect to which both A/F and SL2(F )\SL2(A) have volume 1. For general
metaplectic groups S˜p2n, a similar problem exists and a precise Whittaker period formula
was conjectured by Lapid and Mao [16] for genuine non-exceptional cuspidal automorphic
representations of S˜p2n(A).
The main purpose of this article is to give a new simple proof of the Whittaker period
formula on S˜L2 for an arbitrary base number field. Previously, the formula is only established
when the base field is totally real, due to technical issues at archimedean places. To state
the formula, we distinguish Weil representations of S˜L2(A), which are small representations
consisting of elementary theta series, from genuine cuspidal automorphic representations that
are orthogonal to them.
Theorem. Let σ be a genuine irreducible cuspidal automorphic representation of S˜L2(A) that
is orthogonal to elementary theta series. Suppose that the Whittaker functional ℓσ,ψ is nonzero
and write π = Θ
S˜L2×PGL2
(σ, ψ) for the global theta lift of σ to PGL2(A) with respect to ψ.
Then for decomposable vectors ϕi = ⊗ϕi,v ∈ σ, there is
ℓσ,ψ(ϕ1)ℓσ,ψ(ϕ2) =
1
2
· L(
1
2 , π)ζF (2)
L(1, π, ad)
∏
v
L(1, πv , ad)
L(12 , πv)ζFv(2)
∫
Fv
(
σv
(
1 xv
1
)
ϕ1,v, ϕ2,v
)
σv
ψv(−xv)dxv .
Note that when the global period functional ℓσ,ψ is nonvanishing, the theta lift ΘS˜L2×PGL2(σ, ψ)
is automatically nonzero and irreducible. Note also that the normalized local factors on the
right hand side is equal to 1 for almost all v, whence the infinite product is actually a finite
product.
In general, the proof of a period formula needs two types of ingredients: (I) an algebraic
tool providing the context in which the global problem is reduced to a local problem such as
local matching or a local identity, (II) an analytic tool that actually proves the local identity.
Let us make a few remarks:
(a) When F is totally real, the above period formula can be deduced from Theorem 4.1
in Baruch and Mao’s paper [3], although the regularization of local integrals is not discussed
there. In their work, the algebraic context is provided by the relative trace formula while the
local analytic ingredient is a local identity between the relative Bessel distribution on GL(2)
and the standard Bessel distribution on S˜L2 over nonarchimedean and real fields [1, 2]. The
same approach for the local identity over the complex field is technically more difficult; as
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Baruch told the author, the regularity problem of the two mentioned distributions at the com-
plex place has not been worked out yet and he currently has an answer only for the standard
Bessel distribution on SL2(C). This accounts for the restriction of F being totally real in [3].
(b) Assuming that F is totally real and that the local components of σ at the real places
of F are square-integrable, the above formula can also be deduced in the algebraic context
provided by the descent method of Ginzburg-Rallis-Soudry. Under this assumption, the local
integrals at archimedean places do not need regularization; with the nonarchimedan local in-
tegrals regularized via the notatoin of stable integrals, Lapid-Mao have written a sequence of
nice papers [13, 15, 14, 17], culminating in the Whittaker period formula for non-exceptional
cuspidal automorphic representations of S˜p2n. The key local analytic ingredient in their ar-
gument is a local identity of iterated integrals. However, at the real and complex places,
the convergence issue of integrals are more serious and it is not clear how to prove the local
identity when σv is non-square-integrable, even on S˜L2. This accounts for the assumption
made on F and the archimedean components of σ in [17].
Our proof of the Whittaker period formula on S˜L2 uses the theta correspondence between
S˜L2 and PGL2 to set up the algebraic context. The validity of the local integral transform we
use relies only on the estimates of matrix coefficients and Whittaker functions derived from the
unitarity of local representations. Because such estimates are uniform over nonarchimedean
and archimedean local fields, our local argument is accordingly uniform, yielding the formula
unconditionally in a very pleasant manner.
Here is the outline of the argument: With theta correspondence, we transfer the global
Whittaker period integral of π to a product of local integrals over S˜L2(Fv), and, transfer
(via the inner product formula concerning the lifting from S˜L2 to PGL2) the local Whittaker
period integral of matrix coefficients of πv to a local integral over SL2(Fv). We then compare
the two types of local integrals in the context of S˜L2(Fv)—they are shown to be proportional
to each other. The local proportionality constant is determined by the local inner product
on σv and the choice of the local Whittaker functional on σv, and it is no wonder that the
product of these constants is essentially the constant cσ showing up in the Whittaker period
formula of σ. This shows that the number cσ fits into the Whittaker period formula of π. On
the other hand, one can prove the Whittaker period formula of π directly and get the constant
cπ =
1
2 . Therefore , cσ = cπ takes value
1
2 and we obtain the Whittaker period formula of σ.
In the key step of comparing the two types of local integrals, one technically needs an
analytic ingredient to transform one integral into the other. This ingredient is Lemma 3.5,
about integrating the matrix coefficient of σv against the quadratic Fourier transform of a
Bruhat-Schwartz function along the unipotent subgroup of SL2(Fv). It is an application of
the isometry property of quadratic Fourier transform (c.f. Lemma 1.2).We note that for such
an isometry to be applicable to σv, the matrix coefficients and Whittaker functions of σv need
to asymptotically behave well. It turns out that the asymptotic estimates imposed by the
unitarity of σv are just sufficient. We have observed the following local mechanism:
(i) The regularized local period integral (0.3) can be used as a canonical choice of the
local Whittaker functional. With it, the asymptotic estimate of Whittaker functions
can be deduced from the asymptotic estimate of matrix coefficients (See the proof of
Lemma 3.3).
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(ii) The inverse integral transform of the local period integral, which is a quadratic Fourier
transform in this article, behaves well (See Lemma 3.4, 3.5) when the matrix coef-
ficients and the Whittaker functions satisfy the asymptotic estimates imposed by
unitarity.
For general reductive or covering groups, one often makes extra effort to derive the asymptotic
estimates of local period functionals, which is related to Plancherel type theorems. Our
view is that matrix coefficients are fundamental objects in local harmonic analysis and their
asymptotic estimate or expansion can naturally lead to an according estimate of general local
period functionals. The secondary purpose of this article is to demonstrate such a principle
on S˜L2, which already shows some aspects of the general situation.
Parallel to the period transfer investigated in this article, one may transfer the global
Whittaker period of σ and the local Whittaker integral of matrix coefficient of σv to SO2-
integrals of SO3-representations, via the theta correspondence between S˜L2 and SO3; for
example, [19] considers the the case of anisotropic SO3. In general, the Fourier-Jacobi period
of a genuine automorphic representation of S˜p2n is related to the Gross-Prasad type of period
of automorphic representations of SOm.
In the end of this introduction, we mention that the proof in this article is nearly self-
contained, except (standard facts about GL2, S˜L2 representations and) the inner product
formula concerning the global theta lifting from S˜L2 to PGL2 (c.f. Proposition 4.1), the proof
of which is available in [20], p.6714-p.6719.
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0. Notations
Let F be a number field and A := AF be the ring of F -adeles. When v is a non-archimedean
place of F , let OFv denote the ring of v-adic integers in Fv and ̟v be a uniformizer of OFv .
For a non-trivial character ψv of Fv, define its conductor to be the largest ̟
n
vOFv on which
ψv is trivial. For a quasi-character χv of F
×
v , define its conductor Cond(χv) to be OFv if χv
is unramified, and to be ̟nOFv if χv is ramified and n is the smallest positive integer such
that χv is trivial on 1 +̟
n
vOFv .
Let ψ : A/F → S1 be a non-trivial character. At each place v of F , let dav be the self-dual
Haar measure of Fv with respect to ψv, then da =
∏
v dav is the Tamagawa measure on A
and does not depend on ψ. Write d×av =
dav
|av|
and d×a =
∏
v d
×av. The Tamagawa measure
on A× is
d∗a =
1
Ress=1 ζF (s)
∏
v
ζFv(1)d
×av.
We usually decompose d∗a =
∏
v d
∗av, with d
∗av such that
∫
O×
Fv
1d∗av = 1 for almost all v.
For δ ∈ F×, write ψδ = ψ(δ·) for the δ-twist of ψ and χδ for the quadratic character < δ, · >
on A×, where <,> denotes the Hilbert symbol.
Let k be a local field of characteristic zero and m ∈ N. Define the norm | · |k by d(ax) =
|a|kdx, where dx is any Haar measure. The subscript k will be dropped if the context is clear.
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Note specifically that the complex norm is |a|C = aa¯ (a ∈ C), which is different from the
usual norm.
For a quasi-character χ : k× → C×, define its exponent e(χ) to be the real number such
that χχ = | · |2e(χ). Write the unitary part of χ as χ0 = χ| · |−e(χ).
The space S(km) of Bruhat-Schwartz functions on km consists of smooth functions all of
whose derivatives are rapidly decreasing if k is archimedean, or locally constant compactly
supported functions if k is non-archimedean. Its topology is defined below:
(i) When k = R, consider semi-norms ‖ · ‖p,q, where α, β ∈ (N ∪ {0})m are multi-indices
and
‖f‖α,β = sup
x∈Rm
∣∣∣xβ · ∂αf
∂xα
∣∣∣.
The topology on S(Rm) is such that fn → f if and only if ‖fn − f‖α,β → 0 for all
α, β.
(ii) When k = C, identify S(Cm) with S(R2m) and give the according topology.
(iii) When k is nonarchimedean, let Sn(km) denote the space of functions f on km satisfying
(a) f(x1) = f(x2) if |x1 − x2| 6 12n and (b) f(x) = 0 if |x| > 2n, then Sn(km) is finite
dimensional for each n and S(km) = lim−→n Sn(k
m) is an inductive limit. Give each
Sn(km) the standard topology and S(km) the accordingly inductive limit topology.
For a vector space V over a number field F , define S(VA) as the restricted tensor product of
S(VFv) with respect to the characteristic functions 1V (OFv ).
We fix a few terms. A smooth function on an open subset U of km is one that can be
differentiated for infinitely many times if k is archimedean or one that is locally constant if k
is nonarchimedean. C∞(U) denotes the space of smooth functions on U and C∞c (U) denotes
the subspace of compactly supported smooth functions on U . Note that C∞c (k
m) = S(km) if
k is nonarchimedean.
1. Fourier Transform and Quadratic Fourier Transform
Let k be a local field of characteristic zero and choose a uniformizer ̟ if k is nonar-
chimedean. Let ψ : k → S1 be a nontrivial character and dx be the according self-dual Haar
measure of k. The main results in this section are Proposition 1.2 and 1.3, about the isometry
of quadratic Fourier transform.
1.1. Fourier Transform. Fourier transform F is originally defined on L1(k),
f(x)
F−→ fˆ(x) :=
∫
k
f(y)ψ(xy)dy. (1.1)
It satisfies the following standard properties:
(i) fˆ is uniformly continuos.
(ii) lim
x→∞
f̂(x) = 0.
(iii) F is a homeomorphism from S(k) onto S(k).
(iv)
ˆˆ
f(x) = f(−x) if fˆ ∈ L1(k) and f is continuous.
(v) If fi ∈ L1(k)∩L2(k) (i = 1, 2), then fˆi ∈ L2(k) and
∫
k fˆ1(x)fˆ2(−x)dx =
∫
k f1(x)f2(x)dx.
Let S ′(k) denote the space of continuous linear functionals T : S(k)→ C. Note that if k is
nonarchimedean, then a linear functional T on S(k) is automatically continuous with respect
to the inductive limit topology on S(k) and S ′(k) is simply the space of linear functionals on
S(k). We call elements in S ′(k) the tempered distributions on k.
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Fourier transform can be extended to S ′(k) by setting FT = TF . When k is archimedean,
a constant coefficient differential operator D on S(k) can also be extended to S ′(k) by setting
DT = TD.
Definition 1. A functional T ∈ S ′(k) is said to be represented over an open subset U ⊂ k
by a function f ∈ L1loc(U) if T (φ) =
∫
U f(x)φ(x)dx for all φ ∈ C∞c (U). Obviously, if f is
required to be continuous, then it is unique once it exists.
A functional T ∈ S ′(k) is said to be supported on a closed subset E of k if T (φ) = 0 for
all φ ∈ C∞c (Ec), where Ec refers to the complement of E in k.
Denote by δa the Dirac distribution supported at a ∈ k: δa(φ) = φ(a), φ ∈ S(k). It is
tempered.
Lemma 1.1. Suppose T ∈ S ′(k) is supported at a single point a ∈ k, then it is a multiple of δa
if k is nonarchimedean or a finite linear combination of derivatives of δa if k is archimedean.
Proof. When k is archimedean, the lemma follows from [10, Theorem 2.3.4]. When k is
nonarchimedean, choose one function f ∈ S(k) with value 1 at a. Then for any φ ∈ S(k),
φ− φ(a)f is zero near a, whence T (φ) = T (φ(a)f) + T (φ− φ(a)f) = φ(a)T (f) and therefore
T = T (f)δa. 
1.2. Quadratic Fourier Transform. Quadratic Fourier transform F2 is defined on L1(k)
by
F2f(t) =
∫
k
f(x)ψ(tx2)dx. (1.2)
When f(x) is an odd function, F2f = 0. When f(x) is an even function, F2 can be related
to F in the following way: associates to f a function f˜(x) supported on k×2 ∪ {0},
f˜(x) =
{
f(
√
x), x ∈ k2,
0, x 6∈ k2,
then
F2f = 2|2|−1k F(f˜ | · |−1/2). (1.3)
Due to the quadratic oscillation tx2 in the defining equation (1.2), the analytic property
of quadratic Fourier transform differs from that of Fourier transform. Formally applying
the L2-isometry property of Fourier transform, one may formally get the according isometry
property of quadratic Fourier transform, namely,∫
k
F2f1(t)F2f2(−t)dt = 2|2|−1k
∫
k
f1(x)f2(x)|x|−1dx. (1.4)
However, the analytic condition for this isometry property needs to be carefully examined.
For our intended use of (1.4), the function f2 is in S(k); accordingly, F2f2(t) is roughly of
size f2(0)|t|− 12 near infinity and is not square-integrable if f2(0) 6= 0. In order to have (1.4),
we impose the following natural conditions on f1:
• f1, f1| · |−1 ∈ L1(k),
• F2f1 ∈ L2(k) and F2f1| · |−1/2 ∈ L1(k).
The task of this section is to argue that under these conditions on f1, (1.4) holds for all
f2 ∈ S(k).
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1.2.1. The asymptotic approximation of φ̂χ. Suppose φ ∈ S(k) and χ ∈ Hom(k×,C×) with
e(χ) > −1. We derive in this subsection the leading term and the according error bound in
the asymptotic expansion of φ̂χ(x). A full asymptotic expansion can be worked out but is
not pursued here.
Our tool is Tate’s local zeta integral [21, Section 2]. The zeta integral
Z(φ, χ, s) =
∫
k×
φ(x)χ(x)|x|sd×x, s ∈ C,
is absolutely convergent when Re(s) > −e(χ), has meromorphic continuation to C, and
satisfies
Z(φˆ, χ−1, 1− s)
L(1− s, χ−1) = ǫ(s, χ, ψ)
Z(φ, χ, s)
L(s, χ)
. (1.5)
Here ǫ(s, χ, ψ) is of the form abs and is never zero. We may rewrite the functional equation
as
Z(φˆ, χ−1, ψ−1) = γ(s, χ, ψ)Z(φ, χ, s), (1.6)
with γ(s, χ, ψ) = ǫ(s, χ, ψ) · L(1−s,χ−1)L(s,χ)
We view φ̂χ(x) as a local zeta integral,
φ̂χ(x) =
∫
k
φ(y)χ(y)ψ(xy)dy = Z(φψx, χ, s)|s=1. (1.7)
Suppose x 6= 0. In the region Re(s) + e(χ) < 1, we apply (1.6) to get the following
expression
Z(φψx, χ, s) = γ(1− s, χ−1, ψ−1)Z(φ̂ψx, χ−1, 1− s)
= γ(1− s, χ−1, ψ−1)
∫
k
φˆ(x+ y)χ−1(y)|y|−sdy
=
γ(1− s, χ−1, ψ−1)
χ(x)|x|s ·
∫
k
φˆ(y)χ−1(
y
x
− 1)∣∣y
x
− 1∣∣−sdy. (1.8)
When k is nonarchimedean, (1.8) suffices for deriving an asymptotic expansion when |x| is
large.
Lemma 1.2. Suppose k is nonarchimedean. If Supp(φ̂) ⊆ x · (Cond(χ) ∩̟Ok), then
Z(φψx, χ, s) = χ(−1)φ(0)γ(1 − s, χ−1, ψ−1)χ−1(x)|x|−s.
Proof. When Supp(φ̂) ⊆ x · (Cond(χ) ∩ ̟Ok), there is χ( yx − 1) = χ(−1) and | yx − 1| = 1,
whence ∫
k
φˆ(t)χ−1(
y
x
− 1)∣∣y
x
− 1∣∣−sdt = ∫
k
φˆ(t)dt = φ(0).
By (1.8), in the region Re(s) < 1− e(χ), there is
Z(φψx, χ, s) = φ(0)γ(1 − s, χ−1, ψ−1)χ−1(x)|x|−s.
Since both sides are meromorphic in s, this equality must hold on the whole complex s-
plane. 
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When k is archimedean, the integral in (1.8) may diverge at y = x if φ is nonvanishing
at y = x and Re(s) + e(χ) > 1. If this is the situation one faces with, it is good to localize
the integral at y = x and apply the functional equation to the localized integral again. We
proceed as follows.
Suppose k is archimedean and choose a non-negative smooth cut-off function α(t) on k
satisfying
α(t) =
{
1, |t| 6 116 ,
0, |t| > 18 .
By the triangle inequality, the supports of α( yx) and α
( y
x − 1
)
are disjoint. We then write∫
k
φˆ(y)χ−1(
y
x
− 1)∣∣y
x
− 1∣∣−sdy = Y1(x; s) + Y2(x; s) + Y3(x; s), (1.9)
with
Y1(x; s) =
∫
k
χ−1(
y
x
− 1)
∣∣y
x
− 1
∣∣−s · φˆ(y)α(y
x
)
dy, (1.10)
Y2(x; s) =
∫
k
χ−1(
y
x
− 1)∣∣y
x
− 1∣∣−s · φˆ(y)α(y
x
− 1)dy, (1.11)
Y3(x; s) =
∫
k
χ−1
(y
x
− 1)∣∣y
x
− 1∣∣−s · φˆ(y)(1− α(y
x
)− α(y
x
− 1))dy. (1.12)
The integrals in (1.10) and (1.11) are always convergent and Y1(x; s), Y3(x; s) are holomor-
phic in s. Y2(s) is the localized integral that may have a trouble when Re(s) + e(χ) > 1.
We are mainly interested in the region Re(s) + e(χ) > 0. So we make a change of variable
t = yx − 1 in (1.11) and apply the functional equation (1.6) for a second time—this leads to
Y2(x; s) = |x|γ(s, χ, ψ)
∫
k
χ(y)|y|sΦx(y)d×y, Re(s) + e(χ) > 0, (1.13)
where Φx(y) =
∫
k α(t)φˆ
(
x(t+ 1)
)
ψ(−ty)dt. To summarize, we have obtained
Z(φψx, χ, s) =
γ(1− s, χ−1, ψ−1)
χ(x)|x|s
3∑
i=1
Yi(x; s). (1.14)
We show below that Y2(s) and Y3(s) are essentially negligible and Y1(s) is the main term.
Lemma 1.3. Suppose |x| > 1 and Re(s) + e(χ) ∈ [e1, e2] with e1 > 0.
(i) For any A > 0, there exists a constant CA depending on A,φ, e2 such that |Y3(x; s)| 6
CA|x|−A.
(ii) For any A > 0, there exists a constant CA depending on A,φ, e1 such that
|γ(1 − s, χ−1, ψ−1)Y2(x; s)| 6 CA|x|−A.
Proof. (i) For Y3(x; s), we use (1.12). In order that the integrand therein is nonzero, it is
necessary that
∣∣ y
x − 1
∣∣ > 18 , whence |y − x| > 18 |x| and therefore
|χ−1(y
x
− 1)∣∣y
x
− 1∣∣−s| = |x|Re(s)+e(χ)|y − x|−Re(s)−e(χ) 6 8Re(s)+e(χ) 6 8e2 .
It follows that
|Y3(x; s)| 6 8e2
∫
|y|> |x|
8
∣∣φˆ(y)∣∣dy 6 CA|x|−A,
where CA depends on A,φ, e2 and we have used the fact φ̂ is rapidly decreasing.
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(ii) For Y2(x; s), we use (1.13), which leads to
γ(1− s, χ−1, ψ−1)Y2(x; s) = |x|
∫
k
χ(y)|y|sΦx(−y)d×y.
Recall Φx(−y) =
∫
k α(t)φˆ
(
x(t + 1)
)
ψ(−ty)dt. Because φ̂ and its derivatives are rapidly
decreasing, there are constant cφ,A and cφ,n,A such that
|Φx(−y)| 6 cφ,A|x|−A, for all y ∈ k,
|Φx(−y)| 6 cφ,n,A|x|−Ay−n, |y| > 1, n ∈ N.
Choose n > e2, then∣∣∣ ∫
k
Φx(−y)χ(y)|y|sd×y
∣∣∣ 6 ∫
|y|61
cφ,A|x|−A|y|e1d×y +
∫
|y|>1
cφ,n,A|x|−A|y|e2−nd×y 6 CA|x|−A.
where CA depends on φ,A, e1. This leads to the assertion in (ii). 
The uniform estimate of Y1(x; s) needs to be treated more carefully. If k = R, write
χ(x) = sgn(x)m|x|r with m ∈ {0, 1}. If k = C, write χ(x) = |x|rCxmx¯n, with m,n ∈ Z>0 and
mn = 0.
Lemma 1.4. Suppose |r + s| 6 e if k = R or |r + s| +m+ n 6 e if k = C. There exists a
constant C depending on φ and e such that Y1(s) = χ(−1)φ(0) +R(x; s), with
|R(x; s)| 6
{
C|x|−1R , k = R,
C|x|−
1
2
C , k = C.
(1.15)
Proof. We use (1.10). In order the integrand therein to be nonzero, it is necessary that∣∣ y
x
∣∣ 6 18 . So one may use the binomial expansion of χ−1( yx − 1)∣∣1 − yx ∣∣−s to derive the
asymptotic expansion of Y1(x; s). We take the leading term only and write
χ−1
(y
x
− 1)∣∣1− y
x
∣∣−s = χ(−1) +R(y
x
)
,
where |R( yx)| 6 C0
∣∣ y
x | if k is real or |R( yx)| 6 C0
∣∣ y
x |−1/2, with C0 dependent on e. It follows
that
Y1(x; s) =χ(−1)
∫
k
φˆ(y)α
(y
x
)
dy +
∫
k
φˆ(y)α
(y
x
)R(y
x
)
dy
=χ(−1)
∫
k
φˆ(y)dy + χ(−1)
∫
k
φ̂(y)
(
1− α(y
x
))
dy +
∫
k
φˆ(y)α
(y
x
)R(y
x
)
dy.
The first term is χ(−1)φ(0). The second term is bounded by a multiple of |x|−A for any A > 0
because φ̂ is rapidly decaying. The third term is bounded by a multiple of |x|−1R or |x|−1/2C
due to the bound of R( yx) and the rapid decay of φ̂. This proves the assertion. 
Proposition 1.1. Suppose φ ∈ S(k) and e(χ) > −1. When |x| is sufficiently large, there is
φ̂χ(x) = χ(−1)φ(0)γ(0, χ−1 , ψ−1)χ−1(x)|x|−1 +

0, k is nonarchimedean,
O(|x|−e(χ)−2), k = R,
O(|x|−e(χ)− 32 ), k = C.
(1.16)
If k is nonarchimedean, the equality holds when Supp(φ̂) ⊆ x · (Cond(χ) ∩ ̟Ok). If k is
archimedean, the equality holds for |x| > 1 and the hidden constant in the big O symbol can
be uniform if χ varies in a compact subset of {χ ∈ Hom(k×,C×) : e(χ) > −1}.
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Proof. When k is nonarchimedean, the assertion follows from (1.8) and Lemma 1.2. When k
is archimedean, the assertion follows from (1.14), Lemma 1.3, Lemma 1.4, and the fact that
|γ(0, χ−1, ψ−1)| is uniformly bounded if χ varies in a compact subset of {χ : e(χ) > −1}. 
1.2.2. The isometry property of quadratic Fourier transform.
Proposition 1.2. Suppose φ ∈ S(k) and W (x) is an even function in L1(k). If W (x)|x|−1,
W 2(x)|x|−1,, and F2W (t)|t|−1/2 are in L1(k), then
(1)
∫
k F2W (t)F2φ(−t)dt = 2|2|−1k
∫
kW (x)φ(x)|x|−1dx;
(2)
∫
k F2W (δt)F2φ(−t)dt = 0 for δ ∈ k×\k×
2
.
Proof. We may assume that φ is an even function. Write φ = φ1 + φ2, where φ1 = φ − φ2
and φ2 is chosen to be (i) φ(0)1Ok if k is nonarchimedean, (ii) φ(0)β(|x|k) if k is archimedean,
where β(u) is a non-negative smooth cut-off function on R taking value 1 when |u| 6 1 and
value 0 when |u| > 2. We will prove the two assertions in the Proposition for φi separately.
(I) Regarding φ1, we observe that φ˜1| · |−1/2k ∈ L2(k). This is because
(a) If k is nonarchimedean, φ˜1 is locally constant, bounded, and vanishing near 0.
(b) If k is archimedean, φ˜1 is bounded and rapidly decreasing. Furthermore, when |x|k <
1, there is a constant c such that the value |φ˜1(x)| = |φ(
√
x) − φ(0)| is bounded by
c|x|
1
2
R if k = R or by c|x|
1
4
C if k = C, according to mean value theorem.
Now the condition W 2(x)|x|−1 ∈ L1(k) implies W˜ | · |− 12 ∈ L2(k) and F2W ∈ L2(k). Applying
the L2-isometry property of Fourier transform, we get∫
k
F2W (t)F2φ1(−t)dt =22|2|−2k
∫
k
F(W˜ | · |−1/2)(t)F(φ˜1| · |−1/2)(−t)dt
=22|2|−2k
∫
k
W˜ (x)|x|−1/2 · φ˜1(x)|x|−1/2dx
=22|2|−2k
∫
k2
W (
√
x)φ1(
√
x)|x|−1dx
=2|2|−1k
∫
k
W (x)φ1(x)|x|−1dx.
Similarly, ∫
k
F2W (δt)F2φ1(−t)dt = 22|2|−2k
∫
k
W˜ (δ−1x)|δx|−1/2 · φ˜1(x)|x|−1/2dx.
If δ ∈ k×\k×2, then the right hand side vanishes because W˜ (δ−1x) and φ˜1(x) can not be
simultaneously nonzero on k×.
(II) Regarding φ2, we may suppose φ(0) 6= 0. Observe that φ˜2 can be written as
φ˜2 =
∑
i
ciχif, x ∈ k×, (1.17)
where χi are quadratic characters of k
×, f ∈ C∞c (k) is a function taking constant value in a
neighborhood of 0, and ci are constants. An explicit choice of f is given below:
(a) When k is nonarchimedean, then φ(0)−1 · φ˜2|k× is the characteristic function of Ok ∩
k×
2
. Let {χi} be the finite set of quadratic characters of k×, then there are constants
ci such that φ˜2 = φ(0)
∑
i ciχi1Ok on k
×. So we may take f(x) = φ(0) · 1Ok(x).
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(b) When k is real, φ˜2(x) =
1
2 (1 + sgn(x))φ(0)β(|x|
1/2
R ) for x ∈ R×. Take f(x) =
φ(0)β(|x|1/2R ).
(c) When k is complex, φ˜2(x) = φ(0)β(|x|1/2C ). Take f(x) = φ(0)β(|x|1/2C ).
We claim ∫
k
F(W˜ | · |−1/2)(t)F(fχi| · |−1/2)(−t)dt =
∫
k
W˜ (x)f(x)χi(x)|x|−1dx. (1.18)
To prove it, consider a family of functions fχi| · |−1/2+s, s ∈ [0, 14 ]. When s ∈ (0, 14 ], the
functions fχi| · |−1/2+s are square-integrable. Combining this with W˜ | · |− 12 ∈ L2(k), we can
apply the isometry property of Fourier transform to get∫
k
F(W˜ |·|−1/2)(t)F(fχi|·|−1/2+s)(−t)dt =
∫
k
W˜ (x)f(x)χi(x)|x|−1+sdx, s ∈ (0, 1
4
). (1.19)
We would like to let s→ 0+. The key observations are: (a) F(fχi|·|−1/2+s)(t) are uniformly
bounded and (b) by Proposition 1.1, there exist a constant C such that for s ∈ [0, 14 ], there is∣∣F(fχi| · |−1/2+s)(t)∣∣ 6 C|t|− 12−s, |t| > 1.
Combining (a), (b) with the conditions F2W ∈ L2(k) and F2W | · |− 12 ∈ L1(k), one sees that
the family of functions F(W˜ | · |−1/2)F(fχi| · |−1/2+s) on the left hand side of (1.19) have their
modulus dominated by a function in L1(k).
On the other hand, Combining the fact f ∈ C∞c (k) and the conditions W ∈ L1(k) and
W |·|−1 ∈ L1(k), one sees that the family of functions W˜ (x)f(x)χi(x)|x|−1+s on the right hand
side of (1.19) also have their modulus dominated by a function in L1(k). So the dominated
convergence theorem is applicable to both sides of (1.19) when s→ 0+. This leads to (1.18).
Combining (1.18) and (1.17), we obtain∫
k
F(W˜ | · |−1/2)(t)F(φ˜2| · |−1/2)(−t)dt =
∫
k
W˜ (x)φ˜2(x)|x|−1dx,
which is equivalent to
∫
k F2W (t)F2φ(−t)dt = 2|2|−1k
∫
kW (x)φ(x)|x|−1dx.
By the same argument, there is∫
k
F2W (δt)F2φ2(−t)dt = 22|2|−2k
∫
k
W˜ (δ−1x)|δx|−1/2 · φ˜2(x)|x|−1/2dx.
If δ ∈ k×\k×2, then the right hand side is zero because W˜ (δ−1x)φ˜2(x) vanishes on k×. 
What we use later is a variation of the above proposition.
Proposition 1.3. Let {δi : 1 6 i 6 ℓ} be a set of representatives of k×/k×2 with δ1 = 1.
Suppose φ ∈ S(k), W1 is an even function in L1(k), and Wi ∈ L1(k) (2 6 i 6 ℓ). If
Wi(x)|x|−1, W 2i (x)|x|−1 (1 6 i 6 ℓ), and
(∑ℓ
i=1F2Wi(δit)
)|t|− 12 are in L1(k), then∫
k
( ℓ∑
i=1
F2Wi(δit)
)
F2φ(−t)dt = 2|2|−1k
∫
k
W1(x)φ(x)|x|−1dx.
Proof. The argument is the same as for Proposition 1.2, except that we replace F2W (t) with∑ℓ
i=1F2Wi(δit) and replace W˜ | · |−1/2 with
∑ℓ
i=1 W˜ (δ
−1
i ·)|δi · |−1/2. So we need the condition(∑ℓ
i=1F2Wi(δit)
)|t|− 12 ∈ L1(k) but do not require F2Wi(δit))|t|− 12 ∈ L1(k) for each i. 
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2. The Whittaker functional on GL2-representations
In this section, we compare the local inner product with the local Whittaker functional on
a local irreducible unitary representation of GL2, and derive the Whittaker period formula
on GL2.
Let P denote the subgroup of GL2 consisting of upper triangular matrices, U the unipotent
radical of P , and M the subgroup of diagonal matrices. Identify U with the affine line A1 via
the map u = ( 1 x1 )→ x. Write the Weyl group as W = {I2, w}, with w =
(
1
−1
)
.
2.1. Local theory. Let k be a local field of characteristic zero. Choose a maximal compact
subgroup K of GL2(k)—it can be GL2(Ok),O2, or U(2), depending on k. Consider smooth
admissible representations of GL2(k). If k is archimedean, these are understood as admissible
(g,K)-modules; by a theorem of Casselman-Wallach, each (g,K)-module π of finite length
can be uniquely globalized to a smooth admissible representation π∞ of GL2(k) on a Fre´chet
space. If k is nonarchimedean, the underlying space is topologized with the trivial locally
convex topology in which every semi-norm is continuous (See [11, Section 2]).
Let R denote the set of irreducible smooth admissible representations of GL2(k) and Ru
the subset of unitarizable ones. Members of Ru are of the following form (See [9, Theorem
12] for the nonarchimedean case):
(a) an induced representation π(µ1, µ2) = Ind
GL2
P (µ1, µ2), where µ1, µ2 are unitary or
µ1 = µ| · |α, µ2 = µ| · |−α with µ unitary and α ∈ (−12 , 0) ∪ (0, 12 ),
(b) a one-dimensional representation µ(det g) with µ unitary,
(c) the Steinberg representation St(µ) with µ unitary, which is the unique subrepre-
sentation of IndGL2P (µ| · |
1
2 , µ| · |− 12 ), if k is nonarchimedean; or the representation
µ ⊗ Dp (p > 2), where µ is unitary and Dp is the unique subrepresentation of
Ind(| · | p−12 sgnp, | · |− p−12 ), if k = R,
(d) a supercuspidal representation with unitary central character, if k is nonarchimedean.
Note that representations of type (c) and (d) are square-integrable. Representations of type
(c), (d), and type (a) with µ1, µ2 unitary are tempered.
Choose a nontrivial ψ ∈ Hom(k,C×). A Whittaker functional on a smooth admissible
representation π with respect to ψ is an element in HomU(k)(π, ψ), that is, a continuous
linear functional ℓψ : π → C satisfying
ℓψ
(
π(u)f
)
= ψ(u)ℓψ(f), u ∈ U(k), f ∈ π.
If π ∈ R is infinite dimensional, then dimHomU(k)(σ, ψ) = 1 by [11]; we choose a nonzero
Whittaker functional ℓψ and associate to each f ∈ π a Whittaker function Wf,ψ(g) =
ℓψ(π(g)f), g ∈ GL2(k). (Note: when k is archimedean, ℓψ is a functional on π∞.)
2.1.1. Estimate of matrix coefficients and Whittaker functions. Suppose π ∈ Ru is infinite
dimensional. We define a number α(π) ∈ R by
α(π) =
{
0, if π is tempered,
|α|, if π = IndGL2P (µ| · |α, µ| · |−α).
Then α(π) < 12 , due to the description of Ru. The following asymptotic estimates hold. For
square-integrable representations, they can be sharpened though the sharpened one is not
needed.
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Lemma 2.1. Suppose π ∈ Ru is infinite dimensional and f1, f2, f ∈ π.
(i) For any ǫ > 0, there is a constant Cǫ,f1,f2 such that∣∣(π ( a 1 ) f1, f2)∣∣ 6 Cǫ,f1,f2 |a| 12−α(π)−ǫ, |a| 6 1, (2.1)∣∣(π(w ( 1 x1 ))f1, f2)∣∣ 6 Cǫ,f1,f2 |x|−1+2α(π)+ǫ, |x| > 1. (2.2)
(ii) When a is near infinity, Wf,ψ (
a
1 ) vanishes if k is nonarchimdean and rapidly decays if
k is archimedean. For any ǫ > 0, there is a constant Cǫ,f such that∣∣Wf,ψ ( a 1 ) ∣∣ 6 Cǫ,f |a| 12−α(π)−ǫ, |a| 6 1. (2.3)
Proof. In part (i), (2.2) is a consequence of (2.1), by the KAK decomposition and the K-
finiteness of ϕ1, ϕ2. Estimate (2.1) is well-known. (For example, it can be verfied with the
same argument as in the proof of Lemma 3.1 and we skip it for brevity.)
Part (ii) follows from the explicit study of the Whittaker functional in [11, 9], see [9, section
1.8 & 1.10] when k is nonarchimdean and [9, section 2.5, Equations (68) & (84)] when k is
archimedean. If k is archimedean, it alternatively follows from the general estimate in [27,
section 15.2.2]. 
2.1.2. Local duality. Suppose π ∈ Ru is infinite dimensional. Let (, ) be an inner product on
π and ℓψ be a nonzero Whittaker functional on π. We explicate the relation between (, ) and
ℓψ.
First, we regularize the integral
∫
k(π(u)f1, f2)ψ(−u)du. Let T(π(u)f1,f2) be the linear func-
tional defined by T(π(u)f1,f2)λ =
∫
k(π(u)f1, f2)λ(u)du, λ ∈ S(k); it is in S ′(k) and, as shown
in Remark 1 below, its Fourier transform FT(π(u)f1,f2) is represented over k× by a smooth
function Wf1,f2,ψ(a).
Definition 2. Define ∫
k
(π(u)f1, f2)ψ(−u)du △=Wf1,f2,ψ(−1). (2.4)
Obviously, Wf1,f2,ψ(−1) ∈ HomU(k)(π, ψ) ⊗HomU(k)(π, ψ).
Remark 1. We briefly argue for the smoothness of Wf1,f2,ψ(t) on k
×.
(i) When k is nonarchimedean, there exists a compact open subgroup U0 of O×k such that
(π(ua)f1, f2) is independent of a when a ∈ U0. It follows that for λ(t) ∈ S(k×), there
is ∫
k
(π(u)f1, f2)λ̂(u)du =
∫
k
∫
U0
(π(au)f1, f2)λ̂(u)d
×adu
=
∫
k
λ(t)
( ∫
k
Vol(U0)
−1 · 1̂U0(tu)(π(u)f1, f2)du
)
dt
Hence Wf1,f2,ψ(t) =
∫
k Vol(U0)
−11̂U0(tu)(π(u)f1, f2)du is a U0-invariant function on
k×.
(ii) When k is archimedean, by Dixmier-Malliavin Theorem, there exists finitely many
smooth vectors f1,i, f2,i in the unitary closure of π and functions λi(a) ∈ C∞c (F×v )
such that
f1 ⊗ f2 =
∑
i
∫
k×
λi(a) · π ( a 1 ) f1,i ⊗ π ( a 1 ) f2,id×a.
14 YANNAN QIU
Hence (π(u)f1, f2) =
∑
i
∫
k× λi(a)(π(a
−1u)f1,i, f2,i)d
×a. For λ(t) ∈ C∞c (k×), this
implies∫
k
(π(u)f1, f2)λ̂(u)du =
∫
k
λ(t)
(∑
i
∫
k
λ̂i(tu)
(
π(u)f1,i, f2,i
)
du
)
dt
Hence Wf1,f2,ψ(t) =
∑
i
∫
k λ̂i(tu)
(
π(u)f1,i, f2,i
)
du is a smooth function on k×.
Remark 2. Wf1,f2,ψ(a) can be computed by employing a sequence of functions that “converge”
to the single point a. Precisely, let φn ∈ S(k) (n > 1) be such that Tφn → δa in S ′(k), then
Wψ,f1,f2(a) = limn→∞
∫
k
Wψ,f1,f2(x)φn(x)da = limn→∞
∫
k
(
π(u)f1, f2)φˆn(u)du. (2.5)
If k is nonarchimedean, take φn(x) = |̟|−n1̟nOk(x+ a), then
Wf1,f2,ψ(−a) = limn→∞
∫
̟−nOk
(π(u)f1, f2)ψ(−au)du. (2.6)
Note that the integral on the right hand side of (2.6) becomes stable for sufficiently large n.
Second, we relate the local inner product and the local Whittaker functional.
Lemma 2.2. There exists a nonzero constant c such that for all f1, f2 ∈ π,
ℓψ(f1)ℓψ(f2) =
1
c
∫
k
(π(u)f1, f2)ψ(−u)du, (2.7)
(f1, f2) =c
∫
k×
Wf1,ψWf2,ψ
(
( a 1 )
)
d×a. (2.8)
Proof. Note that the right hand side of (2.8) is convergent by Lemma 2.1 (ii).
We first prove (2.7). Because dimHomU(k)(π, ψ) = 1, there is a constant c such that
Wf1,f2,ψ(−1) = c · ℓψ(f1)ℓψ(f2) for all f1, f2 ∈ π. This implies
Wf1,f2,ψ(−a) = c|a|−1ℓψ
(
π ( a 1 ) f1
)
ℓψ
(
π ( a 1 ) f2
)
, ∀a ∈ k×. (2.9)
Actually, choose a sequence of functions φn ∈ S(k) such that Tφn → δ1 in S ′(k), then Tφn,a →
δa with φn,a(x) = φn(ax). Applying formula (2.5) to φn,a yields (2.9). Now for (2.7), it suffices
to show the constant c is nonzero. Actually, if c = 0, then Wf1,f2,ψ(a) = 0 on k
×, whence
FT(π(u)f1,f2) is a tempered distribution on k supported at {0}. By Lemma 1.1, FT(π(u)f1,f2)
is a multiple of δ0 if k is nonarchimedean or a finite linear combination of derivatives of δ0 if
k is archimedean. Accordingly, (π(u)f1, f2) is a constant function if k is nonarchimedean or a
polynomial function if k is archimedean. Since (π(u)f1, f2) decays to 0 at infinity by (2.2), it
needs to be zero, but this is a contradiction when u = 1 and f1 = f2 6= 0. Therefore, c must
be nonzero.
For (2.8), set Mf1,f2(u) =
∫
k× cWf1,ψWf2,ψ
(
( a 1 )
)
ψ(au)d×a, u ∈ k. Then FTMf1,f2(u)
and FT(π(u)f1,f2) agree on k× and their difference is a tempered distribution supported at
{0}. By the same argument as before, Mf1,f2(u) − (π(u)f1, f2) is a constant function if k is
nonarchimedean or a polynomial function if k is archimedean. Because (π(u)f1, f2) decays to
0 and Mf1,f2(u) also decays to 0 (as the Fourier transform of an L
1-function), one must have
Mf1,f2(u)− (π(u)f1, f2) = 0. 
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2.2. Global theory. Fix a non-trivial character ψ of A/F . Let π be an irreducible unitary
cuspidal automorphic representation of GL2(A). Equip PGL2(A) and U(A) = A with the
Tamagawa measures. The standard inner product and the standard Whittaker functional on
π are :
(f1, f2) =
∫
PGL2(F )\PGL2(A)
f1(h)f2(h)dh, ℓψ(f) =
∫
U(F )\U(A)
f(u)ψ−1(u)du.
We shall derive the relation between (, ) and ℓψ. (Note that Vol(PGL2(Q)\PGL2(A)) = 2.)
We fix a maximal compact subgroup K =
∏
vKv of GL2(A), with Kv = GL2(OFv),O2(R),
or U2. Write π = ⊗vπv as the restricted tensor product of irreducible admissible unitarizable
representations πv of GL2(Fv), where almost all πv are spherical with respect to Kv. Choose
a spherical vector fv,0 in each spherical πv, then π is spanned by decomposable vectors of
the form f = ⊗fv, where fv = fv,0 at almost all places. At each place v, We fix a choice of
non-zero Whittaker functional ℓψv on πv, requiring that ℓψv(fv,0) = 1 for almost all spherical
πv and that ℓψ =
∏
v ℓψv ; we also fix a choice of local inner product (, )v on πv⊗πv, requiring
that (fv,0, fv,0) = 1 for almost all spherical πv and that (, ) =
∏
v(, )v . Take the Tamagawa
measures da =
∏
v dav on A and d
∗a =
∏
v da
∗
v on A
×. Recall that d∗av = ζFv(1)d
×av for
almost all v.
At each place v of F , according to Lemma 2.2, there is a local constant cv such that
(f1,v, f2,v)v =cv ·
∫
F×v
Wf1,v,ψvWf2,v,ψv (
av
1 ) d
×av, (2.10)
ℓψv (f1,v)ℓψv (f2,v) =
1
cv
·
∫
k
(πv(uv)f1,v, f2,v)ψ(−uv)duv , f1,v, f2,v ∈ πv. (2.11)
It is easy to see cv =
ζFv (2)
L(1,πv,ad)
for almost all v, by either applying the Macdonald formula of
spherical matrix coefficients to (2.11) or the Casselman-Shalika formula of spherical Whittaker
functions to (2.10). Thus, we define the according normalized pairings below, with which one
can immediately write down the Whittaker period formula up to a global constant.
(f1,v, f2,v)
♯
v
△
=
ζFv(2)
L(1, πv , ad)ζFv(1)
∫
F×v
Wf1,v,ψvWf2,v,ψv [(
av
1 )]d
∗av, (2.12)
L♯ψ(f1,v, f2,v)
△
=
L(1, πv , ad)
ζFv(2)
∫
Uv
(πv(uv)f1,v, f2,v)vψv(−uv)duv . (2.13)
Lemma 2.3. Set cπ =
L(1,π,ad)
ζF (2)
∏
v
ζFv (2)
cvL(1,πv,ad)
, then
(f1, f2) =
1
cπ
· L(1, π, ad)Ress=1 ζF (s)
ζF (2)
∏
v
(f1,v, f2,v)
♯
v, (2.14)
ℓψ(f1)ℓψ(f2) = cπ · ζF (2)
L(1, π, ad)
∏
v
L♯ψ(f1,v, f2,v). (2.15)
We compute the constant cπ below with the Rankin-Selberg integral on GL2 × GL2. In
[16], the Rankin-Selberg integral has been used to deduce a similar Whittaker period formula
on GLm. The difference between our approach and that of [16] lies in the regularization of
the local integral of matrix coefficients. When k is nonarchimedean, the regularization used
in [16] is based on stable integrals and agrees with our regularization in terms of Fourier
transform and distribution (c.f. Definition 2 and Remark 2); one may view stable integrals
as a way to compute the smooth function representing the target distribution with certain
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characteristic functions as test functions. When k is archimedean, the regularization in [16] is
an ad hoc one based on the explicit structure of the local representation as a subquotient of
an induced representation and hence is not suitable for the comparison of local periods. Our
regularization is of function-theoretic nature and uniform at every local place, thus allowing
for a natural comparison of local Whittaker periods.
We also note that the regularization in Definition 2, which works for all infinite dimensional
iireducible unitary representations of GL2(k), can be generalized to local Whittaker period
integrals on GLm(k) (m > 3) for tempered representations. For the sake of brevity, we
do not present the generalized regularization. A similar mechanism for local Gross-Prasad
period integrals has been demonstrated in [18, Section 3.4] for tempered representations at
archimedean places and would work at nonarchimedean places as well; the key estimate
in [18, Proposition 3.10] was first (essentially) proved by Waldspurger [25, Section 4] at
nonarchimedean places and then extended by Liu to archimedean places.
Proposition 2.1. cπ =
1
2 .
Proof. Let Z be the center of GL2 and put P = Z\P , K = Z(A)\KZ(A). Set Vol(K) = 1,
then the Tamagawa measure on PGL2(A) can be decomposed as dh = c|a|−1dxd∗adk¯ for
h = ( 1 x1 ) (
a
1 ) k¯, where dx, d
∗a are Tamagawa measures on A,A× respectively and c is a
constant.
Let IndPGL2
P
| · |s be the representation of PGL2(A) (unitarily) induced from the quasi-
character ( a1 xa2 )→ |a1a2 |s. Let Fs be the spherical section satisfying Fs|K = 1. The Eisenstein
series
E(Fs)(h) =
∑
γ∈P (F )\GL2(F )
Fs(γh)
is absolutely convergent when Re(s) > 12 and has meromorphic continuation to whole complex
s-plane; it has a simple pole at s = 12 with constant residue κ. Hence
(f1, f2) =
1
κ
∫
[PGL2]
f1(h)f2(h)
[
Ress= 1
2
E(Fs)
]
(h)dh
=
1
κ
Ress= 1
2
∫
[PGL2]
f1(h)f2(h)E(Fs)(h)dh.
Using the Whittaker expansion of f1, f2 and doing unfolding-folding, one can write∫
[PGL2]
f1(h)f2(h)E(Fs)(h)dh =
∫
P (A)\PGL2(A)
∫
A×
Wf1,ψWf2,ψ
(
( a 1 ) h˙
)
Fs(h˙)|a|s−
1
2d∗adh˙
=c
∫
K
∫
A×
Wf1,ψWf2,ψ
(
( a 1 ) k¯
)|a|s− 12 d∗adk¯
=c
∏
v
∫
Kv
∫
F×v
Wf1,v,ψvWf2,v,ψv
(
( av 1 ) k¯v
)|av |s− 12 d∗avdk¯v.
We observe that the local integral
∫
Kv
∫
F×v
on the right hand side equals
L(s,πv,ad)ζFv (s+
1
2
)
ζFv (2s+1)
at almost all places. Thus, one can rewrite
(f1, f2) =
c
κ
Ress= 1
2
[
L(s+ 12 , π, ad)ζF (s+
1
2)
ζF (2s + 1)
]
·
∏
v
(f1,v, f2,v)
′,
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with
(f1,v, f2,v)
′ :=
[
ζFv(2s + 1)
∫
Kv
∫
F×v
Wf1,v,ψvWf2,v,ψv
(
( av 1 ) k¯v
)|av|s− 12d∗avdk¯v
L(s+ 12 , πv, ad)ζFv(s+
1
2)
]
s= 1
2
=
ζFv(2)
L(1, πv, ad)ζFv(1)
∫
Kv
∫
F×v
Wf1,v,ψvWf2,v,ψv
(
( av 1 ) k¯v
)
d∗avdk¯v
=
∫
Kv
(k¯v ◦ f1,v, k¯v ◦ f2,v)♯vdk¯v
=(f1,v, f2,v)
♯
v.
Note that we have used the fact that (·, ·)♯v is Kv-invariant. It follows that
(f1, f2) =
c
κ
· L(1, π, ad)Ress=1 ζF (s)
ζF (2)
∏
v
(f1,v, f2,v)
♯.
So cπ = κ/c. It is known that c = 2κ, whence cπ =
1
2 . (See [7, Lemma 3.4(ii)] for the general
relation between the measure constant in Iwasawa decomposition and the residue of spherical
Eisenstein series.) 
3. The Whittaker functional on S˜L2-representations
In this section, we (1) compare the local inner product and the local Whittaker functional
on an local irreducible unitary representation of S˜L2, and, (2) for a cuspidal automorphic
representation of S˜L2 that is orthogonal to elementary theta series, write down its Whittaker
period formula with the global constant therein expressed as a product of local constants.
Let B be the subgroup of SL2 consisting of upper triangular matrices, N the unipotent
radical of B, and A the diagonal subgroup of B. Identify N with the affine line and keep
w =
(
1
−1
)
.
3.1. Local Theory. Let k be a local field of characteristic zero. Fix a nontrivial ψ ∈
Hom(Fv ,S
1).
3.1.1. S˜L2(k) as a topological group. The group S˜L2(k) is the non-trivial two-fold cover of
SL2(k) if k 6= C and the trivial two-fold cover of SL2(k) if k = C. For X ⊆ SL2(k), denote
its preimage in S˜L2(k) by X˜ . Choose a maximal compact subgroup K of SL2(k), which is
SL2(Ok), SO2, or SU2.
(i) Identify S˜L2(k) with SL2(k)× {±1} as sets, then the group law is
[g1, ǫ1][g2, ǫ2] = [g1 · g2, ǫ(g1, g2)ǫ1ǫ2],
where ǫ(g1, g2) =< j(g1)j(g1g2)|j(g2)j(g1g2) > and the j function therein is
j
(
a b
c d
)
=
{
c, if c 6= 0
a, if c = 0.
(ii) If k is nonarchimedean or C, the topology on S˜L2(k) is the product topology; if k = R,
S˜L2(k) is homeomorphic to B(R)×
(
SO2 × Z/2Z
)
, with SO2 × Z/2Z identified with
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Z/4πZ:
γ˜ : R/4πZ
∼−→ SO2(R)× Z/2Z,
[θ] −→ [( cos θ sin θ− sin θ cos θ ) , 1(−π,π]+4πZ(θ)− 1(π,3π]+4πZ(θ)].
Note that N˜(k)→ N(k) is always split, A˜(k)→ A(k) is split only when k = C, and K˜ → K
is split when k is neither real nor dyadic. We use the same symbol N,K for the lifts if they
exist.
For a ∈ k× write a for [( a a−1 ) , 1]. For n ∈ k, use the same notation n for the element
[( 1 n1 ) , 1]. In general, for g of SL2(k), it is understood to be [g, 1] when regarded as an element
of S˜L2(k).
3.1.2. The Weil representation. Let (V, q) be a quadratic space over k of dimension m and
write q(x, y) = q(x + y) − q(x) − q(y). The Weil representation ωψ,V of S˜L2(k) × O(V ) on
S(V ) is given by the formulas below: a ∈ k×, u ∈ k, h ∈ O(V ), φ ∈ S(V ),
ωψ,V
[
( a a−1 ) , ǫ
]
φ(x) =ǫmχψ,V (a)|a|
m
2 φ(ax),
ωψ
[
( 1 n1 ) , 1
]
φ(x) =ψ
(
q(x)n
)
φ(x),
ωψ,V [w, 1]φ(x) =γ(ψ, V )
∫
k
ψ
(
q(x, y)
)
φ(y)dx,
ωψ,V (h)φ(x) =φ(h
−1x),
Here
[
( a a−1 ) , ǫ
]→ ǫmχψ,V (a) is a character on A˜(k) and γ(ψ, V ) is a number of norm 1.
When dimV = 1 and q(x) = x2, we write simply ωψ, χψ, γψ for the according notations
ωψ,V , χψ,V and γ(ψ, V ). The number γψ is an eighth-root of unity and there is
χψ(a) =< a,−1 > ·
γψa
γψ
.
The function χψ(a) satisfies χψ(a1a2) =< a1, a2 > χψ(a1)χψ(a2), χψ(a
2) = 1, and χψa =
χψ · χa. For a general V , write q(x) = a1x21 + · · · + amx2m, then γ(ψ, V ) =
∏
j γψaj and
χψ,V =
∏
j χψaj .
Specifically, ωψ = ω
+
ψ ⊕ ω−ψ , where ω+ψ (resp. ω−ψ ) is the action of S˜L2(k) on the subspace
of S(k) consisting of even (resp. odd) functions. Both ω+ψ and ω−ψ are irreducible and they
are called the even and odd Weil representations of S˜L2(k). When k is archimedean, they
are irreducible smooth representations and, for simplicity, we use the same notation for their
associated (g, K˜)-modules.
Note that ωψa1 and ωψa2 are equivalent if and only if a1a
−1
2 ∈ k×2. For a quadratic character
χ of k×, we write ω±ψ,χ = ω
±
ψ,ψa
, where a is any number in k× such that χa = χ.
3.1.3. The unitary dual of S˜L2(k). We consider genuine smooth admissible representations of
S˜L2(k) with respect to K˜. If k is archimedean, these are understood as admissible (sl2, K˜)-
modules and each such σ of finite length can be uniquely globalized to a smooth admissible
representation σ∞ on a Fre´chet space; we will be more specific when σ and σ∞ need to be
distinguished. If k is nonarchimedean, the underlying space is topologized as in section 2.1.
Let R˜ denote the set of irreducible genuine smooth admissible representations of S˜L2(k)
and R˜u the subset of unitarizable ones. The structure of R˜u follows from that of Ru when
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k = C, is worked out in [8, Lemma 4.2] when k = R, and is described in [22] when k is
nonarchimedean. According to these sources, a member of R˜u is of the following form:
(a) an induced representation σ(µ) = IndS˜L2
B˜
(µχψ), where µ is unitary or µ = χ| · |α with
χ quadratic and α ∈ (−12 , 0) ∪ (0, 12);
(b) an even Weil representation ω+ψ,χ with χ quadratic, if k is nonarchimedean or real, or
a one-dimensional unitary representation, if k is complex;
(c) the Steinberg representation Stψ(χ) with χ quadratic, if k is nonarchimedean; or the
weight-(ℓ+ 12) discrete series representations D˜
ǫ
ℓ+ 1
2
with ℓ ∈ N and ǫ ∈ {±1}, if k = R;
(d) a supercuspidal representation, if k is nonarchimedean.
Note that representations of type (c) and (d) are square-integrable. They and type (a)
representations with µ unitary are tempered. We make a few comments below.
First, for µ ∈ Hom(k×,C×), the induced representaiton IndS˜L2
B˜
(µχψ) is the right translation
action of S˜L2(k) on the space of K˜-finite functions ϕ : S˜L2(k)→ C satisfying
ϕ
(
[( a xa−1 ) , ǫ]g
)
= ǫχψ(a)µ(a)|a|ϕ(g).
(i) The dual of IndS˜L2
B˜
(µχψ) is Ind
S˜L2
B˜
(µ−1χψ−1), with respect to the S˜L2(k)-invariant pair-
ing
< ϕ1, ϕ2 >=
∫
k
ϕ1ϕ2
(
w ( 1 x1 )
)
dx, ϕ1 ∈ IndS˜L2
B˜
(µχψ), ϕ2 ∈ IndS˜L2B˜ (µ
−1χψ−1). (3.1)
If k is nonarchimedean and not dyadic, ψ is of conductorOk, and σ = IndS˜L2B˜ (µχψ) is spherical,
then for spherical vectors ϕ0 ∈ σ and ϕ∨0 ∈ σ∨, there is〈
σ(a)ϕ0, ϕ
∨
0
〉
< ϕ0, ϕ∨0 )
=
|a|χψ(a)
1 + |̟|
(
µ(a) · 1− µ
−2(̟)|̟|
1− µ−2(̟) + µ
−1(a) · 1− µ
2(̟)|̟|
1− µ2(̟)
)
, |a| 6 1. (3.2)
(ii) When e(µ) > 0, the intertwining operator Mµ : Ind(µχψ)→ Ind(µ−1χψ) is defined by
Mµf(g) =
∫
k
f
([
w ( 1 x1 ) , 1
] · g)dx, f ∈ Ind(µχψ). (3.3)
For general µ, Mµ is obtained by meromorphically continuing Mµ|·|s from the region with
Re(s) large.
Second, type (c) representations in R˜u can be described in more details.
• When k is nonarchimedean, Stψ(χ) is the unique subrepresentation of IndS˜L2B˜ (χ|·|
1
2χψ)
and the unique quotient of IndS˜L2
B˜
(χ−1| · |− 12χψ). It fits into two short exact sequences,
1→ Stψ(χ)→ IndS˜L2B˜ (χ| · |
1
2χψ)→ ω+ψ,χ → 1, (3.4)
1→ ω+ψ,χ → IndS˜L2B˜ (χ
−1| · |− 12χψ)→ Stψ(χ)→ 1 (3.5)
• Suppose k = R and ψ(x) = e2πicx with c > 0. Then D˜+
ℓ+ 1
2
is holomorphic of lowest
weight ℓ + 12 and is the unique subrepresentation of Ind(| · |ℓ−
1
2 sgnℓ χψ). D˜
−
ℓ+ 1
2
is
anti-holomoprhic of highest weight −(ℓ + 12) and is the unique subrepresentation of
Ind(| · |ℓ− 12 sgnℓ+1 χψ).
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• Each type (c) representation in R˜u is the kernel of the intertwining operator on the
induced representation that contains it as a subrepresentation.
We also note: If k is nonarchimedean, ω−ψ,χ is supercuspidal; if k = R, ω
−
ψ,1 is equivalent to
D˜+3/2 and ω
−
ψ,sgn is equivalent to D˜
−
3/2.
3.1.4. The Whittaker functional. For a smooth admissible representation σ of S˜L2(k), a Whit-
taker functional with respect to ψ is an element in HomN(k)(σ, ψ), that is, a continuous linear
functional ℓψ : σ → C satisfying
ℓψ
(
σ ( 1 x1 )ϕ
)
= ψ(x)ℓψ(ϕ), ϕ ∈ σ, x ∈ k.
If ℓψ is a Whittaker functional with respect to ψ, then ϕ→ ℓψ(σ(a)ϕ) is aWhittaker functional
with respect to ψa2 . It is known that dimHomN(k)(σ, ψ) 6 1 if σ is irreducible. Suppose σ ∈ R˜
and ℓψ is a nonzero Whittaker functional, the associated Whittaker function associated to
ϕ ∈ σ is Wψ,ϕ(g) = ℓψ(σ(g)ϕ), g ∈ S˜L2(k). (Note: when k is archimedean, ℓψ is a functional
on σ∞.)
Specifically, for IndS˜L2
B˜
(µχψ), the following integral is convergent when e(µ) > 0, has holo-
morphic continuation to all µ, and defines a nonzero Whittaker functional,
ℓψ(ϕ) =
∫
k
ϕ
(
w ( 1 x1 )
)
ψ(−x)dx, ϕ ∈ IndS˜L2
B˜
(µχψ).
When k is nonarchimedean, the holomorphic continuation is simple and there is
ℓψ(ϕ) = lim
ℓ→∞
∫
̟−ℓOk
ϕ
(
w ( 1 x1 )
)
ψ(−x)dx. (3.6)
If k is p-adic but not dyadic, ψ is of conductor Ok, and IndS˜L2B˜ (µχψ) is spherical, then simple
computation shows that for the spherical vector ϕ0 ∈ IndS˜L2
B˜
(µχψ) there is
ℓψ(a ◦ ϕ0)
ℓψ(v0)
= χψ(a)|a| ·
(1− µ(̟)|̟| 12
1− µ(̟)2 1Ok(a)µ
−1(a)+
1− µ(̟)−1|̟| 12
1− µ(̟)−2 · 1Ok(a)µ(a)
)
. (3.7)
3.1.5. The estimate of matrix coefficients. From now on until the end of section 3.1,
suppose that σ ∈ R˜u is infinite dimensional and is not an even Weil representation.
We define a number α(σ) ∈ R by
α(σ) =
{
0, if σ is tempered,
|α|, if σ = IndS˜L2
B˜
(µ| · |αχψ).
Then α(σ) < 12 . Lemma 3.1 below provides a well-known asymptotic estimate for matrix
coefficients of σ, which can be sharpened if σ is square-integrable.
Generally, for the matrix coefficients of an irreducible admissible smooth representation
of a local group G, a complete asymptotic expansion is worked out in [6, 26] when G is a
real reductive group but, to the author’s knowledge, is not made explicit when G is a p-adic
reductive group or the finite cover of such a group. Nevertheless, a principle for deriving the
asymptotic expansion in the latter case has been formulated by Casselman [4, Part I] in terms
of Jacquet modules. For the sake of completeness, we include a proof for Lemma 3.1 below.
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Lemma 3.1. Suppose ϕ1, ϕ2 ∈ σ. For any ǫ > 0, there is a constant Cǫ,ϕ1,ϕ2 such that∣∣(σ(a)ϕ1, ϕ2)∣∣ 6 Cǫ,ϕ1,ϕ2 |a|1−α(σ)−ǫ, |a| 6 1, (3.8)∣∣(σ(w ( 1 x1 ))ϕ1, ϕ2)∣∣ 6 Cǫ,ϕ1,ϕ2 |x|−1+α(σ)+ǫ, |x| > 1. (3.9)
Proof. Note that (3.8) implies (3.9) by the KAK decomposition of S˜L2(k) and the K˜-finiteness
of ϕ1, ϕ2. We now verify (3.8). When k is archimedean, (3.8) follows from the general estimate
in [26, section 4.3.5]; specifically, if σ is of type (a), (3.8) can also be verified directly as below.
If σ is of type (d), (3.8) holds because the matrix coefficient of a supercuspidal representa-
tion is compactly supported modulo the center.
Now suppose σ ∈ R˜u is of type (a). There is σ = IndS˜L2
B˜
(µχψ), where µ is unitary or
µ = χ| · |α with χ quadratic and α ∈ (−12 , 0) ∪ (0, 12). The basic observation is that the
matrix coefficient of σ can be written in the form < σ(g)ϕ1, ϕ2 >, where ϕ1 ∈ σ, ϕ2 ∈
IndS˜L2
B˜
(µ−1χψ−1), and the pairing <,> is as in (3.1). So
< σ(a)ϕ1, ϕ2 >=
∫
k
ϕ1
([
w ( 1 x1 ) , 1
] · [ ( a a−1 ) , 1])ϕ2([w ( 1 x1 ) , 1])dx (3.10)
=χψ(a)µ
−1(a)|a|
∫
k
ϕ1
([
w ( 1 x1 ) , 1
])
ϕ2
([
w
(
1 a2x
1
)
, 1
])
dx. (3.11)
Define smooth functions Φi(x) := ϕi
([
w ( 1 x1 ) , 1
])
and φi(x) = ϕi
([
( 1x 1 ) , 1
])
on k. Then
the relation [
w ( 1 x1 ) , 1
]
=
[ (
1 −x−1
1
)
, 1
][ (
−x−1
−x
)
, 1
][ (
1
x−1 1
) ]
,
leads to
Φ1(x) = χψ(−x)µ−1(−x)|x|−1φ1( 1
x
) ,Φ2(x) = χψ−1(−x)µ(−x)|x|−1φ2(
1
x
). (3.12)
When |a| 6 1, it is good to estimate the integral ∫k Φ1(x)Φ2(a2x)dx in (3.11) by dividing
it into three parts: (I) |x| 6 1, (II) |x| > |a|−2, and (III) 1 < |x| < |a|−2. Observe that by
(3.12), ∫
|x|>|a|−2
Φ1(x)Φ2(a
2x)dx =χψ(a)χa(x)µ
2(a)|a|−2
∫
|x|>|a|−2
|x|−2φ1
(1
x
)
φ2
( 1
a2x
)
dx∫
1<|x|<|a|−2
Φ1(x)Φ2(a
2x)dx =
∫
1<|x|<|a|−2
χψ(−x)µ−1(−x)|x|−1φ1
(1
x
)
Φ2(a
2x)dx.
Hence the integral of Φ1(x)Φ2(a
2x) on region (I) is bounded in mganitude by a constant
C1, on region (II) by C2|µ(a)|2 for certain constant C2, on region (III) by C3(1 + |a|2e(µ)) if
e(µ) > 0 or C3(1 +
∣∣ ln |a|∣∣) if e(µ) 6= 0 for certain constant C3. Therefore,∣∣ < σ(a)ϕ1, ϕ2 > ∣∣ = |a|−e(µ)+1 · ∣∣ ∫
k
Φ1(x)Φ2(a
2x)dx
∣∣ 6 Cǫ|a|1−ǫ(|a|e(µ) + |a|−e(µ)).
This proves (3.8) when σ ∈ R˜u is of type (a), for both archimedean and nonarchimedean k.
The remaing case is the Steinberg representation σ = Stψ(χ) with χ quadratic. Regard it
as a subrepresentation of σ = IndS˜L2
B˜
(µχψ) with µ = χ| · |1/2. As in the former situation, a
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matrix coefficient of σ is of the form < σ(g)ϕ1, ϕ2 >, where ϕ1 ∈ σ and ϕ2 ∈ IndS˜L2
B˜
(µ−1χψ−1).
The extra property we now have is∫
k
ϕ1
([
w ( 1 x1 ) , 1
]
g
)
dx = 0, g ∈ S˜L2(k), (3.13)
because vectors in Stψ(χ) are annihilated by the intertwining operator. On the other hand,
because k is nonarchimedean, there exists δ such that ϕ2
([
w ( 1 x1 ) , 1
])
= ϕ2([w, 1]) when
|x| 6 δ. Keeping the notations Φi(x), φi(x) as before, one could use (3.13) to rewrite (3.10),
< σ(a)ϕ1, ϕ2 >=
∫
|x|>δ
ϕ1
([
w ( 1 x1 ) , 1
] · [ ( a a−1 ) , 1])(− ϕ2([w, 1]) + ϕ2([w ( 1 x1 ) , 1]))dx
=χψ(a)µ
−1(a)|a|
∫
|x|>δ|a|−2
ϕ1
([
w ( 1 x1 ) , 1
])(− ϕ2([w, 1]) + ϕ2([w ( 1 a2x1 ) , 1]))dx.
Then one can apply (3.12) to the right hand side and do a simple estimate to get | <
σ(a)ϕ1, ϕ2 > | 6 C|a|3/2. (Recall µ = χ| · | 12 .) This is a better estimate than (2.1) since
α(σ) = 0 in this case.

3.1.6. Express Whittaker functionals with the inner product. Let T(σ(n)ϕ1,ϕ2) be the tempered
distribution on k associated to the bounded smooth function (σ(n)ϕ1, ϕ2). By the same argu-
ment as in Remark 1, FT(σ(n)ϕ1 ,ϕ2) is represented over k× by a smooth function Wϕ1,ϕ2,ψ(t).
Definition 3. We define∫
k
(
σ ( 1 x1 )ϕ1, ϕ2)ψ(−δn)dn
△
=Wϕ1,ϕ2,ψ(−δ), δ ∈ k×.
Obviously, W·,·,ψ(−δ) is in HomN(k)(σ, ψδ)⊗HomN(k)(σ, ψδ).
Remark 3. By defintion, for any sequence {φm} in S(k) satisfying Tφm → δt in S ′(k), there is
Wϕ1,ϕ2,ψ(t) = limm→∞
∫
k
(σ(n)ϕ1, ϕ2)φˆm(n)dn. (3.14)
As a consequence, if W·,·,ψ(−δ) = cℓψδℓψδ for certain ℓψδ ∈ HomN(k)(σ, ψδ), then
Wϕ1,ϕ2,ψ(−δa2) = c|a|−2ℓψ(σ(a)ϕ1)ℓψ(σ(a)ϕ2), ∀ϕ1, ϕ2 ∈ σ, a ∈ k×. (3.15)
Now we choose a set of representative {δi} of k×/k×2, with δ1 = 1. For each δi, choose a
nonzero Whittaker functional ℓψδi if HomN(k)(σ, ψδi) 6= 0 and set ℓψδi = 0 otherwise. Because
dimN(k)(σ, ψδi) 6 1, there are constants cσ,δi such that∫
k
(σ(n)ϕ1, ϕ2)ψ(−δin)dn =Wϕ1,ϕ2,ψ(−δi) =
cσ,δi
|δi| ℓψδi (ϕ1)ℓψδi (ϕ2). (3.16)
We take cσ,δi = 0 if ℓψδi = 0. The lemma below shows that cσ,δi must be nonzero if ℓψδi 6= 0.
Lemma 3.2. (i) There exists δ ∈ k× such that W·,·,ψ(−δ) is a nonzero functional on σ ⊗ σ.
(ii) For δ ∈ k×, W·,·,ψ(−δ) is a nonzero functional on σ⊗σ if and only if HomN(k)(σ, ψδ)) 6= 0.
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Proof. (i) If the assertion is not true, then for any ϕ1, ϕ2 ∈ σ, the function Wϕ1,ϕ2,ψ(a) is zero
on k×. So FT(σ(n)ϕ1 ,ϕ2) is a tempered distribution supported on the single point set {0}. As
argued in the proof of Lemma 2.2, (σ(n)ϕ1, ϕ2) would be a constant if k is nonarchimedean
or a polynomial if k is archimedean. Because (σ(n)ϕ1, ϕ2) decays to zero at infinity by (3.9),
it should be zero. But this is a contradiction when ϕ1 = ϕ2 6= 0.
(ii) The “ only if ” part is obvious. For the “ if ” part, we show there would be a con-
tradiction if HomN(k)(σ, ψδ) is nonzero but W·,·,ψ(−δ) is zero. Denote by cl(σ) the unitary
closure of σ, which is the Hilbert space completion of σ. If HomN(k)(σ, ψδ) is nonzero, choose
a nonzero element ℓψδ therein and let vψδ ∈ cl(σ) be such that ℓψδ (ϕ) = (ϕ, vψδ ) for all
ϕ ∈ σ. Then σ(n)vψδ = ψ(δn)vψδ . On the other hand, if W·,·,ψ(−δ) is zero, then by (3.15)
Wϕ1,ϕ2,ψ(−δa2) = 0 for all ϕ1, ϕ2 ∈ σ, a ∈ k×.
Let {ϕm} be a sequence of vectors in σ converging to vψδ in cl(σ). Let λ(t) ∈ C∞c (k×) be
supported on −δ · k×2 with λ(−δ) = 1, then
0 =
∫
k
Wϕm,ϕm,ψ(t)λ(t) =
∫
k
(σ(n)ϕm, ϕm)λ̂(n)dn.
Because ϕm → vψδ implies (σ(n)ϕm, ϕm) uniformly converges to (σ(n)vψδ , vψδ), there is
0 =
∫
k
(σ(n)vψδ , vψδ )λ̂(n)dn = (vψδ , vψδ )
∫
k
ψ(δn)λ̂(n)dn = (vψδ , vψδ )λ(−δ) 6= 0.
This is obviously a contradiction. 
3.1.7. The estimate of Whittaker functions. The asymptotic estimate of matrix coefficients
naturally leads to an according estimate of Whittaker functions. We demonstrate this mech-
anism when k is nonarchimedean in the proof of Lemma 3.3.
Generally, for Whittaker functions on a local group G, a complete asymptotic expansion is
worked out in [27] when G is a real reductive group and a principle for deriving the asymptotic
expansion in terms of Jacquet modules is given in [5, Section 6] when G is a p-adic reductive
group. [12] further works out an explicit asymptotic formula in the latter case. However, to
the author’s knowledge, a similar asymptotic expansion has not been made explicit on p-adic
covering groups. For the sake of completeness, we include a brief proof for Lemma 3.3 below.
Lemma 3.3. Suppose HomN(k)(σ, ψ) 6= 0 and ϕ ∈ σ. When a is near infinity, Wϕ,ψ(a)
vanishes if k is nonarchimdean and rapidly decays if k is archimedean. For any ǫ > 0, there
is a constant Cǫ,ϕ such that∣∣Wϕ,ψ(a)∣∣ 6 Cǫ,ϕ|a|1−α(σ)−ǫ, |a| 6 1, (3.17)
Proof. When k is archimdean, the assertion follows from the general estimate in [27, section
15.2.2]. If k is complex, the assertion also follows from the according statement on GL2(C)-
representations. For nonarchimedean k, we derive the assertion below from the estimate of
matrix coefficients.
By (3.15), |Wϕ,ψ(a)|2 is proportional to |a|2 ·Wϕ,ϕ,ψ(−a2). So one may work on the latter.
Set φm(t) = |̟|−m1̟mOk(t+a2), then Tφm → δ−a2 in S ′(k). By (3.14), we have the following
working formula for Wϕ,ϕ,ψ(−a2),
Wϕ,ϕ,ψ(−a2) = lim
m→∞
∫
̟−mOk
(σ(n)ϕ,ϕ)ψ(−a2n)dn (3.18)
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Because σ is smooth, there is m0 ∈ N such that σ(n)ϕ = ϕ when n ∈ ̟m0Ok and σ(b)ϕ = ϕ
when b ∈ 1 +̟m0Ok. We may suppose m0 is not too small, so that U (m0) := 1 +̟m0Ok is
a group and contained in k×
2
.
When |a| is large, ψ(−a2n) is nontrivial on ̟m0Ok. As (σ(n)ϕ,ϕ) is constant on ̟m0Ok,
the integral
∫
̟−mOk
in (3.18) must vanish when m > −m0 and hence the limit therein is zero.
This shows that Wϕ,ϕ,ψ(−a2) and Wϕ,ψ(a) vanish near infinity.
Now suppose |a| 6 1. Write a = ̟m1 , with m1 > 0. Write Cond(ψ) = ̟m2Ok. Then
ψ(−a2n) is nontrivial on ̟m2−2m1−1Ok. On the other hand, because of the relation
[
(
1 b2x
1
)
, 1] = b · [( 1 x1 ) , 1] · b−1,
the function (σ(n)ϕ,ϕ) is constant on any U (m0)-coset. It follows that when m > m0+2m1+
1−m2,∫
̟−mO×
k
(σ(n)ϕ,ϕ)ψ(−a2n)dn =
∑
b∈O×
k
/U (m0)
(
σ(̟−mb)ϕ,ϕ
) ∫
̟−mbU (m0)
ψ(−a2n)dn = 0.
So the integral in (3.18) stabilizes from m = m0 + 2m1 −m2 onwards, whence
Wϕ,ϕ,ψ(−a2) =
∫
̟−(m0+2m1−m2)Ok
(σ(n)ϕ,ϕ)ψ(−a2n)dn
Now the bound of matrix coefficients (3.9) implies
|Wϕ,ϕ,ψ(−a2)| 6
∫
|n|6|a|−2|̟|m2−m0
Cǫ,ϕ,ϕ|n|−1+α(σ)+ǫdn 6 C ′ǫ,ϕ|a|−2α(σ)−2ǫ,
where C ′ǫ,ϕ = Cǫ,ϕ,ϕ|̟|(m2−m0)·(α(σ)+ǫ). This leads to (3.17). 
3.1.8. Express the inner product with Whittaker functionals. The following is the dual of
(3.16).
Lemma 3.4. Recall the constants cσ,δi in (3.16) and that δ1 = 1. There is
(ϕ1, ϕ2) =
|2|k
2
∑
i
cσ,δi
∫
k×
Wϕ1,ψδi (a)Wϕ2,ψδi (a)d
×a. (3.19)
Proof. The integrals on the right hand side are convergent due to the estimate in Lemma 3.3.
By (3.16) and (3.15), the right hand side is actually equal to∑
i
∫
k
2−1|2δia2|kWϕ1,ϕ2,ψ(−δia2)d×a =
∫
k
Wϕ1,ϕ2,ψ(t)dt
Recall that Wϕ1,ϕ2,ψ(t) represents FT(σ(n)ϕ1 ,ϕ2) over k×. With the same argument for (2.8),
one can show that the inverse Fourier transform ofWϕ1,ϕ2,ψ(t), which is
∫
kWϕ1,ϕ2,ψ(t)ψ(−tn)dt,
equals with (σ(n)ϕ1, ϕ2). Then setting n = 0 yields the desired equality. 
Remark 4. (3.19) was previously deduced in [1, 2] when k is nonarchimedean or real, based
on case-by-case study of Kirillov models on the two-fold cover of GL2(k). Our view is that it
is one case of Fourier inversion formula, whose applicability merely relies on simple bounds of
Whittaker functions and matrix coefficients. (Note that the “unitary” bounds are more than
enough here.)
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3.1.9. An integration formula. We prove a local equality that shows how to integrate the
matrix coefficient of σ along the unipotent subgroup N .
Lemma 3.5. Suppose Φ ∈ S(k), then∫
k
(σ(n)ϕ1, ϕ2)F2Φ(n)dn = cσ,ψ
∫
k×
Wϕ1,ψWϕ2,ψ(a)Φ(a)|a|−1d×a. (3.20)
Proof. Set Wj(a) = Wϕ1,ψδjWϕ2,ψδj (a)|a|−1. Then (σ(n)ϕ1, ϕ2) =
∑
j
cσ,ψδj
|2|k
2 F2Wj(δjn) by
Lemma 3.4. It follows that∫
k
(σ(n)ϕ1, ϕ2)F2Φ(n)dn =
∫
k
[∑
δj
cσ,ψδj |2|k
2
· F2Wj(−δjn)
]
· F2Φ(n)dn.
Because (σ(n)ϕ1, ϕ2)|n|− 12 , W 2j (a)|a|−1, and Wj(a)|a|−1 are in L1(k) by Lemma 3.1 and
Lemma 3.3, we can apply Proposition 1.3 to the right hand side of the above equation. This
leads to (3.20). 
3.2. Global Theory. Let S˜L2(A) denote the two-fold metaplectic cover of SL2(A). Choose
a maximal compact subgroup Kv of SL2(Fv) at every local place of F and write K =
∏
vKv.
Let K˜ be the preimage of K in S˜L2(A). There are two types of genuine cuspidal automorphic
forms on S˜L2(A), elementary theta series and their orthogonal complement in the cuspidal
spectrum.
Fix a non-trivial character ψ of A/F . For a ∈ F×, let ωψa = ⊗vωψa,v be the global Weil
representation of S˜L2(A) on S(A), where ωψa,v is as in section 3.1.2. For each K˜-finite function
φ ∈ S(A), the associated theta function θφ,ψa(g) is called an elementary theta series,
Θφ,ψδ(g) =
∑
ξ∈F
ωψδ(g)φ(ξ), g ∈ S˜L2(A).
Θφ,ψa(g) is a genuine automorphic form on S˜L2(A); it is cuspidal if and only if φ(0) = 0.
Let A0(S˜L2) denote the space of genuine cuspidal automorphic forms on S˜L2(A) and
A00(S˜L2) the subspace consisting of forms that are orthogonal to all elementary theta se-
ries. According to [22, 24], A00(S˜L2) is a disjoint union of Waldspurger packets Wdψ(π),
A00(S˜L2) = ⊔πWdψ(π),
where π runs over irreducible cuspidal automorphic PGL2(A)-representations and Wdψ(π)
consists global theta lifts σ = Θ
S˜L2×PGL2
(π⊗χδ, ψδ) that are nonvanishing, with δ ∈ F×/F×2.
The dependence of the packet on the choice of ψ is Wdψ(π) =Wdψδ(π ⊗ χδ).
3.2.1. The global theta lift between S˜L2 and PGL2. Consider the quadratic space (V, q), where
V = {X ∈M2×2(F ) : Tr(X) = 0}, q(X) = − detX.
GL2 acts on V by h ◦X = hXh−1 and this leads to an isomorphism PGL2 ∼−→ SO(V ).
Let ωψ,V = ⊗vωψv,VFv be the global Weil representation of PGL2(A) × O(V )A on S(VA)
with respect to ψ. When v is an archimedean place, let S(VFv) be the associated Fock model
of S(VFv)—it is the associated (sp6, K˜)-module of ωψv,VFv , where K˜ is a maximal compact
subgroup of S˜p6(Fv). When v is nonarchimedean, let S(VFv) be just S(VFv). Denote by S(VA)
the resticted tensor product ⊗vS(VFv). For φ ∈ S(VA), define the kernel function
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Θφ,ψ(g, h) =
∑
ξ∈V (F )
ωψ,V (g, h)φ(ξ), g ∈ S˜L2(A), h ∈ O(V )A.
Let σ be an irreducible genuine cuspidal automorphic representation of S˜L2(A). For a form
ϕ ∈ σ, define its lift to PGL2 with respect to ωψ via φ ∈ S(VA) as
Θψ(φ,ϕ)(h) =
∫
SL2(Q)\SL2(A)
ϕ(g)Θφ,ψ(g, h)dg, h ∈ PGL2(A).
The global theta lift of σ to PGL2 with respect to ψ is then
Θ(σ, ψ) = {Θψ(φ,ϕ)|φ ∈ S(VA), ϕ ∈ σ}.
Similarly, let π be an irreducible cuspidal automorphic representation of PGL2(A). For
f ∈ π, define its lift by Θψ(φ, f)(g) =
∫
PGL2(F )\PGL2(A)
f(h)Θφ,ψ(g, h)dh. The global theta
lift of π to S˜L2(A) with respect to ψ is then Θ(π, ψ) = {Θψ(φ, f)|φ ∈ S(VA), f ∈ π}.
We note that Θ(σ, ψ) (resp. Θ(π, ψ)) is either zero or irreducible cuspidal. When Θ(σ, ψ)
is nonzero, the local component σv ∈ R˜u is infinite dimensional and is not an even Weil
representation, according to explicit local theta correspondence between PGL2 and S˜L2.
3.2.2. The global Whittaker functional. Let σ be an irreducible cuspidal S˜L2(A)-representation
contained in A00(S˜L2). Equip SL2(A) and A with the Tamagawa measures. The standard
inner product and the standard Whittaker functional (with respect to ψ) on σ are
(ϕ1, ϕ2) =
∫
SL2(Q)\SL2(A)
ϕ1(g)ϕ2(g)dg, ℓψ(ϕ) =
∫
A/F
ϕ(n)ψ(−n)dn.
According to [22], ℓψ is nonzero on σ if and only if the global theta lift of σ to PGL2 is
nonzero.
Now suppose ℓψ is nonzero and write π = Θ(σ, ψ). We will explicate the relation be-
tween ( , ) and ℓψ below. First, Write σ = ⊗σv as a restricted tensor product of irreducible
S˜L2(Fv)-representations. Because σv and πv are in local theta correspondence, σv is infinite
dimensional and can not be an even Weil representation. For almost all v, let ϕv,0 be the
spherical vector chosen for constructing the restricted tensor product. At each place v, choose
a local inner product (, )v on σv ⊗ σv such that ( , ) =
∏
v( , )v and (ϕv,0, ϕv,0) = 1 for almost
all v.
Second, pick up a set of representatives {δv,i} of F×v /F×v 2 with δv,1 = 1. For each δv,i, choose
a non-zero local Whittaker functional ℓψδv,i on σv with respect to ψδv,i if HomN(Fv)(σv , ψδv,i) 6=
0, or set ℓψδv,i = 0 otherwise. We require ℓψ =
∏
v ℓψv and ℓψv (ϕv,0) = 1 for almost all spherical
σv. Set Wϕv,ψδv,i (gv) = ℓψδv,i (σv(gv)ϕv).
Third, at each place v, the local theory yields local constants cσv ,ψv and cσv ,ψδi,v for each
i 6= 1 such that for all ϕ1,v, ϕ2,v ∈ σv, there are
(ϕ1,v , ϕ2,v)v =
|2|Fv · cσv ,ψv
2
∫
F×v
Wϕ1,v ,ψvWϕ2,v,ψv(av)d
×av (3.21)
+
∑
i 6=1
|2|Fv · cσv ,ψv,δi
2
∫
k×
Wϕ1,ψδv,iWϕ2,ψδv,i (av)d
×av,
ℓψv(ϕ1,v)ℓψv (ϕ2,v) =
1
cσv ,ψv
∫
k
(
σv(nv)ϕ1,v , ϕ2,v
)
ψ(−nv)dnv. (3.22)
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With (3.2) and the second formula above, one can easily see that cσv ,ψv =
L( 1
2
,πv)ζFv (2)
L(1,πv,ad)
at
almost all places. So we introduce the normalized local pairing below,
L♯ψv(ϕ1,v, ϕ2,v) =
L(1, πv , ad)
L(12 , πv)ζFv(2)
∫
k
(
σv(nv)ϕ1,v , ϕ2,v
)
ψ(−nv)dnv.
Proposition 3.1. Put cσ =
L(1,π,ad)
L( 1
2
,π)ζF (2)
∏
v
L( 1
2
,πv)ζFv (2)
cσv,ψvL(1,πv,ad)
. For decomposable ϕ1, ϕ2 ∈ σ there
is
ℓψ(ϕ1)ℓψ(ϕ2) = cσ ·
L(12 , π)ζF (2)
L(1, π, ad)
∏
v
L♯ψv(ϕ1,v, ϕ2,v).
Proof. The formula is simply the product of (3.22) at all local places. 
4. The Transfer of Whittaker functionals
In this section, we show that the constant cσ in Proposition 3.1 takes value
1
2 . The idea is
to write π = Θ(σ, ψ) and use theta lifting to express the Whittaker functional on π in terms
of the Whittaker functional on σ. This leads to the relation cσ = cπ and then Proposition 2.1
is applied.
Recall the Weil representation of S˜L2(A)×PGL2(A) on S(VA) with respect to a fixed addi-
tive character ψ of A/F , where V is as in section 3.2.1 and the formulas for Weil representation
are as in section 3.1.2. Choose a basis {e+, e0, e−} of V (F ), with
e+ = ( 0 10 0 ) , e0 =
(
1
−1
)
, e− = ( 0 01 0 ) .
Define the partial Fourier transform from S(VA) to S(A⊕ A2) by
φ̂(x0;x−, y−) =
∫
A
φ(x+e+ + x0e0 + x−e−)ψ
(
x+y−
)
dx+.
We first transfer the global Whittaker period functional on π. It was used by Waldspurger
to show “ℓψ is nonzero on σ ⇒ Θψ(σ, ψ) 6= 0”.
Lemma 4.1. Suppose f = Θψ(φ,ϕ) ∈ π with φ ∈ S(VA) and ϕ ∈ π, then
ℓπ,ψ−2(f) =
∫
N(A)\SL2(A)
Wϕ,ψ(g)ω(g)φ̂(1; 0, 1)dg. (4.1)
Proof. One first observes that
Θφ(g) =
∑
ξ∈F
∑
η∈F 2
ω(g)φ̂(ξ; η) =
∑
ξ∈F
φ̂(ξ; 0) +
∑
γ∈N(F )\SL2(F )
∑
ξ∈F
ω(γg)φ̂(ξ; 0, 1).
Because the first summand is an elementary theta series and σ ⊂ A00(S˜L2), there is
Θψ(φ,ϕ)(h) =
∫
SL2(Q)\SL2(A)
ϕ(g)
∑
γ∈N(F )\SL2(F )
∑
ξ∈F
ω(γg, h)φ̂(ξ; 0, 1)dg
=
∫
N(A)\SL2(A)
Wϕ,ψq(ξ)(g)
∑
ξ∈F
ω(g, h)φ̂(ξ; 0, 1).
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For α ∈ F× and f = Θψ(φ,ϕ), it follows that
ℓπ,ψα(f) =
∫
A/F
f(n)ψ(−αn)dn
=
∫
A/F
∫
N(A)\SL2(A)
Wϕ,ψq(ξ)(g)
[∑
ξ∈F
ω(g, n)φ̂(ξ; 0, 1)
]
ψ(−αn)dgdn
=
∫
N(A)\SL2(A)
Wϕ,ψq(ξ)(g)
[∑
ξ∈F
ω(g)φ̂(ξ; 0, 1)
∫
A/F
ψ
( − q(ne0, ξe0)− αn)dn]dg
=
∫
N(A)\SL2(A)
Wϕ,ψ
α2
4
(g)ω(g)φ̂(−α
2
; 0, 1)dg.
. 
Second, we transfer the local Whittaker period functional on πv to an integral over S˜L2(Fv).
It involves subtler convergence issue and more care is needed. We first recall the inner
product formula concerning the lifting σ → π and the according normalized local theta
correspondences.
Proposition 4.1. [20, Prop. 2.8 (ii)] Suppose σ ⊂ A00(S˜L2) and π = Θ(σ, ψ) is non-zero.
For decomposable vectors ϕi ∈ σ and φi ∈ S(VA) (i = 1, 2), there is(
Θ(φ1, ϕ1),Θ(φ2, ϕ2)
)
π
=
L(12 , π)
ζF (2)
∏
v
ζFv(2)
L(12 , πv)
∫
SL2(Fv)
(σv(gv)ϕ1,v , ϕ2,v)(ωv(gv)φ1,v , φ2,v)dgv .
Remark 5. The local SL2(Fv)-integral on the righ hand side of the formula is convergent and
equal to
L( 1
2
,πv)
ζFv (2)
at almost all places, whence almost all factors in the infinite product is 1.
By local Howe duality, at each place v of F , the S˜L2(Fv)× PGL2(Fv)-invariant homomor-
phisms θv : S(VFv)→ σv ⊗ πv form a vector space of dimension 1. We choose θv so that with
respect to the associated local theta lifting θv(φv, ϕv) = (θv(φv), ϕv)σv , there is(
θv(φ1,v , ϕ1,v), θv(φ2,v, ϕ2,v)
)
πv
=
ζFv(2)
L(12 , πv)
∫
SL2(Fv)
(ωv(gv)φ1,v, φ2,v)(σv(gv)ϕ1,v , ϕ2,v)σvdgv .
Such a normalization by inner product is unique up to a constant of norm 1. Recall that the
global representations σ and π are restricted tensor products σ = ⊗vσv and π = ⊗vπv with
respect to a choice of spherical vectors ϕv,0 ∈ σv and fv,0 ∈ πv for almost all v. We require
θv(1V (OFv ), ϕv,0) = fv,0 at almost all places, then there is a global constant cσ,π satisfying
Θ(φ,ϕ) = cσ,π
∏
v
θv(φv , ϕv). (4.2)
The global inner product formula means that |cσ,π|2 = L(
1
2
,π)
ζF (2)
.
Furthermore, at each place v, there is a homeomorphism
N(Fv)\SL2(Fv)→ F 2v \{(0, 0)}, N(Fv)gv → (0, 1)gv .
So the additive Haar measure on F 2v at (0, 1)gv can be written as c
′
vdg˙v, where c
′
v is a local
constant depending on the quotient measure dg˙v on N(Fv)\SL2(Fv). Because A2, N(A),
and SL2(A) are all given the Tamagawa measures and the maximal compact subgroup Kv of
SL2(Fv) has measure 1 for almost all v, thus c
′
v =
1
ζFv (2)
for almost all v and
∏
v c
′
v = 1.
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Lastly, we recall the normalized local Whittaker period functional on πv in (2.13) and also
formula (3.21), which expresses the inner product on σv in terms of Whittaker functions.
Lemma 4.2. Write fi,v = θv(φi,v, ϕi,v) ∈ πv, i = 1, 2, then
L♯πv,ψ−2,v(f1,v, f2,v) =
c′vcσv,ψvL(1, πv , ad)
|2|vL(12 , πv)
Jv(ϕ1,v , φ1,v)Jv(ϕ2,v, φ2,v),
where Jv(ϕv , φv) :=
∫
N(Fv)\SL2(Fv)
Wϕv,ψv(gv)ωv(gv)φ̂v(1; 0, 1)dgv equals 1 at almost all places.
Proof. Step 1. With the identification N(Fv)\SL2(Fv)→ F 2v \{(0, 0)}, we first observe that
(φ1,v, φ2,v) =
∫∫
Fv×F 2v
φ̂1,v(av; yv)φ̂2,v(av ; yv)davdyv
=c′v
∫∫
Fv×[N(Fv)\SL2(Fv)]
ω(g′v)φ̂1,v(av ; 0, 1)ωv(g
′
v)φ̂2,v(av ; 0, 1)davdg˙
′
v
Since ωv(nv)φ̂v(av; 0, 1) = φ̂v(av; 0, 1)ψ(−2nvav), the following holds for λ ∈ S(Fv):∫
Fv
(ωv(nv)φ1,v, φ2,v)λ̂(−nv)dnv
=c′v
∫∫
Fv×[N(Fv)\SL2(Fv)]
ω(g′v)φ̂1,v(av; 0, 1)ωv(g
′
v)φ̂2,v(av; 0, 1)λ(−2av)davdg˙′v . (4.3)
Step 2. We compute Wf1,v,f2,v,ψv(av) to get L♯πv,ψ−2,v(f1,v, f2,v). For λ ∈ C∞c (F×v ), there is∫
F×v
Wf1,v ,f2,v,ψv(av)λ(av)dav
=
∫
Fv
(πv(nv)f1,v, f2,v)λ̂(−nv)dnv
=
ζFv(2)
L(12 , πv)
∫
Fv
∫
SL2(Fv)
(ωv(gv, nv)φ1,v , φ2,v)(σ(gv)ϕ1,v , ϕ2,v)λ̂(−nv)dgvdnv
=
ζFv(2)
L(12 , πv)
∫
SL2(Fv)
(σv(gv)ϕ1,v , ϕ2,v)
( ∫
Fv
ωv(gv , nv)φ1,v, φ2,v)λ̂(−nv)dnv
)
dgv
=
c′vζFv(2)
L(12 , πv)
∫
SL2(Fv)
∫
Fv
∫
N(Fv)\SL2(Fv)
(σv(gv)ϕ1,v , ϕ2,v)ωv(g
′
vgv)φ̂1,v(av ; 0, 1) (4.4)
· ωv(g′v)φ̂2,v(av; 0, 1)λ(−2av)dg˙′vdavdgv .
In the last equality, equation (4.3) from Step 1 is used.
Now write g˙′v =
(
bv
b−1v
)
k2,v with bv ∈ F×v and k2,v ∈ Kv. Put k2,vφ̂2,v for ωv(k2,v)φ̂2,v. By
making the change of variable gv = k
−1
2,vgv , one can rewrite equation (4.4) as∫
F×v
Wf1,v ,f2,v,ψv(av)λ(av)dav =
c′vζFv(2)
L(12 , πv)
∫
Kv
∫
SL2(Fv)
∫
Fv
∫
F×v
(σv(gv)ϕ1,v, k2,vϕ2,v)
· ωv(gv)φ̂1,v(avbv; 0, b−1v )k2,vφ̂2,v(avbv; 0, b−1v )λ(−2av)|bv|−1d∗bvdavdgvdk2,v.
The key observation is that the innermost integration over bv ∈ F×v yields an L1-function of
(gv , av) over SL2(Fv)×Fv, as indicated below. Thus, one can change the order of integration
of gv and av.
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Claim. The function below is integrable over (gv, av) ∈ SL2(Fv)× Fv,
β(gv , av) = (σv(gv)ϕ1,v, ϕ2,v)λ(−2av)
∫
F×v
ωv(gv)φ̂1,v(avbv; 0, b
−1
v )φ̂2,v(avbv; 0, b
−1
v )|bv|−1d∗bv.
To verify the claim, write gv =
(
1 xv
1
) ( tv
t−1v
)
kv, then the F
×
v -integral above is∫
F×v
ωv(kv)φ̂1,v(tvavbv; 0, b
−1
v t
−1
v )φ̂2,v(avbv; 0, b
−1
v )ψv(xva
2
vb
2
v)χψv (tv)|tv|−3/2|bv |−1d∗bv. (4.5)
We distinguish two cases:
(i) Fv is nonarchimedean. In this situation, β(gv , av) can be shown to be compactly sup-
ported. Actually, when β(gv , av) is nonzero, the variable av can only vary in a compact
subset of F×v because λ(·) is compactly supported in F×v . Furthermore, with the oc-
currence of φ̂2,v(avbv; 0, b
−1
v ) in (4.5), the variable bv is forced to vary in a compact
subset of F×v too; accordingly, with the occurrence of ωv(kv)φ̂1,v(tvavbv; 0, b
−1
v t
−1
v ) in
(4.5) and the fact that φ1,v is Kv-finite, one sees that the variable tv can only vary in
a compact subset of F×v .
With these considerations, we now check the possible range of the variable xv.
Observe that there exists m > 0 such that as a function of bv,
ωv(kv)φ̂1,v(tvavbv; 0, b
−1
v t
−1
v )φ̂2,v(avbv; 0, b
−1
v )
is constant on each coset of 1 +̟mO×Fv ; this means that for the integrand in (4.5),
over each coset of 1 +̟mO×Fv , only the factor ψv(xva2vb2v) varies. So there eixsts m′
such that when xv 6∈ ̟m′Ok, the integrand in (4.5) has a zero integral on each coset
of 1 +̟mO×Fv . Thus, the expression in (4.5) and the function β(gv , av) vanish when
xv is not in the compact subset ̟
m′OFv . Therefore, when β(gv , av) is nonzero, each
of av, kv , tv, xv can only vary in a compact subset.
(ii) Fv is archimedean. First, for the smooth function β(gv, av) to be nonzero, it is obvious
that av can only vary in a compact subset of F
×
v . One can similarly argue that the
expression in (4.5) is rapidly decreasing when (xv , tv) → (∞,∞) or (∞, 0). Thus,
β(gv , av) is integrable.
We continue the argument before the claim. Changing the order of gv and av leads to∫
F×v
Wf1,v,f2,v,ψv(av)λ(av)dav =
c′vζFv(2)
L(12 , πv)
∫
Fv
∫
Kv
∫
SL2(Fv)
∫
F×v
(σv(gv)ϕ1,v , k2,vϕ2,v)
· ωv(gv)φ̂1,v(avbv; 0, b−1v )k2,vφ̂2,v(avbv; 0, b−1v )λ(−2av)|bv|−1d∗bvdgvk2,vdav.
Since λ(av) is arbitrary in C
∞
c (F
×
v ), it follows that for av ∈ F×v ,
Wf1,v ,f2,v,ψv(av) =
c′vζFv(2)
|2|vL(12 , πv)
∫
Kv
∫
SL2(Fv)
∫
F×v
(σv(gv)ϕ1,v, k2,vϕ2,v) (4.6)
· ωv(gv)φ̂1,v(−avbv
2
; 0, b−1v )
k2,vφ̂2,v(−avbv
2
; 0, b−1v )|bv|−1d∗bvdgvk2,v.
Step 3. Now set av = −2 in (4.6) and decompose gv = nvavk1,v (with a new av). There is
Wf1,v,f2,v,ψv(−2) =
c′vζFv(2)
|2|vL(12 , πv)
∫
Kv×Kv
∫
F×v
Iv(av◦k1,vϕ1,v, k2,vϕ2,v, av◦k1,vφ1,v, k2,vφ2,v)|av|−2d∗av,
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Iv(ϕ1,v, ϕ2,v , φ1,v, φ2,v) :=
∫
Fv
∫
F×v
(nv ◦ ϕ1,v , ϕ2,v)·ωv(nv)φ̂1,v(bv ; 0, b−1v )φ̂2,v(bv; 0, b−1v )|bv|−1d∗bvdnv.
Note that∫
F×v
ωv(nv)φ̂1,v(bv; 0, b
−1
v )φ̂2,v(bv; 0, b
−1
v )|bv |−1d∗bv = F2
[
φ̂1,v(bv; 0, b
−1
v )φ̂2,v(bv; 0, b
−1
v )|bv|−2· d
∗bv
d×bv
]
.
So by Lemma 3.5, the expression Iv(−) can be written as
Iv(ϕ1,v, ϕ2,v , φ1,v, φ2,v) = cσv ,ψv
∫
F×v
Wϕ1,v,ψvWϕ2,v,ψv(bv)φ̂1,v(bv; 0, b
−1
v )φ̂2,v(bv; 0, b
−1
v )|bv|−3d∗bv.
It follows that (by applying the change of variable av → avb−1v in the second line below, there
is)
c−1σv ,ψv ·
∫
F×v
Iv(av ◦ ϕ1,v, ϕ2,v, av ◦ φ1,v, φ2,v)|av |−2d∗av
=
∫
F×v
Wϕ1,v ,ψv(avbv)Wϕ2,v,ψv(bv) φ̂1,v(avbv; 0, (avbv)
−1)φ̂2,v(bv; 0, b
−1
v )
· χψv(av) < av, bv > |av|−
3
2 |bv|−3d∗avd∗bv
=
∫
F×v
Wϕ1,v ,ψv(av)ωv(av)φ̂1,v(1; 0, 1)|av |−2d∗av ·
∫
F×v
Wϕ1,v,ψv(bv)ωv(bv)φ̂1,v(1; 0, 1)|bv |−2d∗bv
Therefore Wf1,v ,f2,v,ψv(−2) = c
′
vcσv,ψv ζFv (2)
|2|vL(
1
2
,πv)
Jv(ϕ1,v, φ1,v)Jv(ϕ2,v , φ2,v) and we accordingly
have
L♯πv,ψ−2,v (f1,v, f2,v) =
L(1, πv , ad)
ζFv(2)
Wf1,v,f2,v,ψv(−2) =
c′vcσv ,ψvL(1, πv, ad)
|2|vL(12 , πv)
Jv(ϕ1,v , φ1,v)Jv(ϕ2,v , φ2,v).

Proposition 4.2. cσ = cπ, hence cσ =
1
2 .
Proof. Consider decomposable vectors ϕi = ⊗ϕi,v ∈ σ and φi = ⊗φi,v ∈ S(VA), i = 1, 2. Put
fi = Θ(ϕi, φi) = ⊗vfi,v. Also set f ′i,v = θv(ϕi,v, φi,v), then by (4.2), fi = cσ,π(⊗f ′i,v).
On one hand, by lemma 4.1, there is
ℓπ,ψ−2(f1)ℓπ,ψ−2(f2) =
∏
v
Jv(ϕ1,v, φ1,v)Jv(ϕ2,v , φ2,v).
On the other hand, we can apply lemma 4.2, the fact
∏
v c
′
v = 1, and Proposition 3.1 to get∏
v
L♯πv,ψ−2,v(f1,v, f2,v) =|cσ,π|2
∏
v
L♯πv,ψ−2,v(f ′1,v, f ′2,v)
=
L(12 , π)
ζF (2)
∏
v
c′vcσv ,ψvL(1, πv, ad)
|2|vL(12 , πv)
Jv(ϕ1,v , φ1,v)Jv(ϕ2,v , φ2,v)
=L(
1
2
, π)
∏
v
cσv ,ψvL(1, πv, ad)
ζFv(2)L(
1
2 , πv)
Jv(ϕ1,v , φ1,v)Jv(ϕ2,v , φ2,v)
=
1
cσ
L(1, π, ad)
ζF (2)
∏
v
Jv(ϕ1,v, φ1,v)Jv(ϕ2,v , φ2,v).
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So ℓπ,ψ−2(f1)ℓπ,ψ−2(f2) = cσ · ζF (2)L(1,π,ad)
∏
v L♯πv,ψ−2,v(f1,v, f2,v). Therefore cσ = cπ. 
Theorem 4.1. Suppose σ ⊂ A00(S˜L2) and ℓψ is non-vanishing on σ. Write π = Θψ(σ, ψ),
then
ℓψ ⊗ ℓψ = 2−1 ·
L(12 , π)ζF (2)
L(1, π, ad)
∏
v
L♯ψv .
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