We provide an efficient algorithm for computing the candidate keys of a relational database schema. The algorithm exploits the 'arrangement' of attributes in the functional dependencies to determine which attributes are essential and useful for determining the keys and which attributes should not be considered. A more generalized algorithm using attribute graphs is then provided which allows a uniform and simplified solution to find all possible keys of a relational database schema when the attribute graph of Functional Dependencies (FDs) is not strongly connected. .
A more formal definition of the key for a relation R can now be given. Given a relation R with attributes
. .
;
A n , and a set of FDs ÿ , K R, is a key of R if:
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In addition to computing the closure of a set of FDs ÿ , inference rules can be employed to compute the closure of a set of attributes X . The closure of a set of attributes X , written as X , is the set of attributes A that are functionally determined by X , that is, X ! A can be deduced from ÿ via inference rules. X is called the closure of X under ÿ .
COMPUTING THE CANDIDATE KEYS OF R
A universal relation is a relation which includes all attributes of the database. Given a universal relation scheme, R, and a set of functional dependencies, ÿ , it is essential to determine correctly all candidate keys of R. Most database authors provide a definition for the key, but no algorithm for computing it. Others, e.g. Maier [3] and Ullman [2] , provide algorithms for computing the closure of a set of attributes (or a set of FDs) but the calculation of a key is left to the readers using the closure algorithms. Determining the candidate keys for a small relation schema with a small set of FDs may be trivial but, if a relation has a relatively large number of attributes and/or FDs, then determining the keys may not be a trivial process. Lucchesi and Osborn [4] designed an algorithm which finds all the keys and whose running time is a polynomial of the size of the input and the size of the output. Specifically, their algorithm runs in OFKAK A, where A is the number of attributes, F is the number of functional dependencies, and K is the number of keys returned. We will re-visit this algorithm in Section 4.
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The above algorithm has one major deficiency: it returns only one key for R, and the returned key depends on the order in which attributes were removed. For example, for RABCDEF with a set of FDs ÿ , if we start removing attributes from the right side, that is, F, followed by E, followed by D, we may conclude that ABC is a key, while not realizing that, for example, E by itself, or F by itself, or a combination of EF, or E or F combined with any of the attributes A, B or C are also keys of R. An alternative algorithm for finding a single key is given by Kundu [6] . (We will apply our algorithm to one of the examples in [6] in Section 3 and invite interested readers to compare the two solutions.) For some rare applications, it may be enough to find only one candidate key and thus does not matter which key is found. The problem of finding a candidate key is much easier than finding all the candidate keys. In practice, it is important to find all the candidate keys. Our algorithm will find not one but all the candidate keys.
Using the closure algorithms while not considering the arrangement of attributes in ÿ may be time consuming and inefficient. Some attributes may never participate in a key. Consideration of other attributes may lead to superkeys while late consideration of certain other attributes may simply prolong the process or lead to incorrect answers.
We believe that a certain categorization of attributes (based on their appearance on the left-hand side and righthand side of FDs) could expedite the process substantially and lead to correct solutions, perhaps early in the process. This categorization includes determining those attributes that must be part of a key those attributes that will not be part of any key and those attributes that may be part of the key. The algorithm is described in Section 3. Examples are provided to illustrate the algorithm.
We will introduce a generalized algorithm in Section 4 which uses attribute graphs to represent data dependencies. This algorithm provides a uniform and simplified solution to find all possible keys of a relational database scheme when the attribute graph of FDs is not strongly connected. We note here that graph algorithms have been used in literature to represent and manipulate functional dependencies in relational database schemas. Of interest is an article by Ausiello, D'atri and Saccà [7] who provide an approach for homogeneous treatment of several related aspects of relational database schemas, namely closure, minimalization and synthesizing a relational scheme in 3NF. But key finding issues are not treated there. Yet another related article by Biskup et al: [8] explores the relational database schemes having a unique minimal key but the emphasis is on their relationship with normal form relation schemes and the lattice theoretic issues.
THE KEY FINDING ALGORITHM
We assume a relation scheme R and a minimal set of FDs ÿ . (Since the term 'minimal' has a different meaning in the literature, some database authors, e.g. Maier [9] 
The following three steps are used to find the candidate keys of a relation scheme.
Step . Furthermore, we assume throughout this article that
Step 
h If a key is found, stop. Otherwise proceed to Step 3.
Step we should consider attributes of L (namely, H and S) before considering any other combination of attributes.
Step 2: Considering
HSg is a key of U. According to Lemma 2,  f HSg is the only key of U. We need not consider any other combination of attributes.
Note that in Example 1, we considered a schema for which the set L was non-empty and formed the only key for the schema. In other words, we only had to consider L (i.e. step 2 of the algorithm). For the next example, we will consider a schema for which L will be non-empty but will not form a key.
EXAMPLE 2
We now consider one of the examples of Kundu [6] . Note that our algorithm will find all of the candidate keys. A relational schema SABCDEF with the following set of functional dependencies is assumed:
Step 1 
B f
BCDg;
R f
EFg. According to Lemma 1, A must be a part of every candidate key of S while, according to Lemma 3, E and F may never participate in any. We begin by computing the closure of
Step 2: Consider L only:
Step (that is, B contains all attributes), then it implies the worst case scenario, i.e. every attribute might be a potential component of a key. One solution is to use the existing approaches. We provide a better approach in the following section.
A MORE GENERAL HEURISTIC
Even if B contains all the attributes, it is still often possible to generalize these ideas to obtain an algorithm that is substantially better than the brute force algorithm of trying all possible sets of attributes to find the keys. To define this algorithm, we need some additional notation. The final tool that we need is the attribute graph of a relational database scheme. C is the problem of finding the keys of a smaller relational database scheme. We call a relational database scheme that can be used to find the minimal sets of keys that functionally determine .
, then
, then U i C , since C is the set of attributes from a source component of GR. Moreover,
, and by induction
. This is what we needed to show that R 0 is a restriction of R to 
0
. This assumption is necessary to the proof of the preceding Lemma. Indeed, the generalization of the Lemma to arbitrary sets of attributes is false.
In the example of Figure 1 C , we would like to add attributes to them to make them keys of R. Recall that if X is a set of attributes of R then the closure of X , written X , is the set of all attributes that X functionally determines. Let . Recall that a derivation of a functional dependency, consists of a series of functional dependencies
. Thus it follows by induction that
, we have that
. This completes the proof that contractR; B is a contraction of R to
The previous discussion suggests the following algorithm to compute the keys of a relational database scheme R:
1. Find GR the attribute graph of R. 2. If GR is strongly connected, then use some other algorithm, e.g. the algorithm of [4] ; otherwise do steps 3-7. 3. Let C . The proof of correctness comes down to proving that certain sets of attributes are keys of certain relational database schemes. It turns out to be easier to first prove that the sets in question are either keys or superkeys and then to prove that they are minimal and, hence, keys.
We can start the proof of correctness by showing that every set in S is somewhat interesting in that it is a either a key or a superkey. h
The previous lemma showed that one can make a key or superkey of R from a key or superkey of restrictR; C and a key or superkey of contractR; C . It is possible to go in the other direction. 
AN E F F I C I E N T ALGORITHM T O COMPUTE T H E CANDIDATE KEYS OF
, then . By the definition of restriction,
is a key of R r . Now we would like to see that
is a key or superkey of contractR; C . Basically, if we delete an attribute from K and the same attribute from either K r or K c , we still get keys in both or neither cases. We make this argument precise in the next two lemmas. C will always be strongly connected. Thus another algorithm is needed to compute the keys of this database scheme. One obvious candidate is the algorithm given in [4] . Suppose that we use this algorithm to find the keys for both restrictR; C and contractR; C . The running time will then be K. This means that if GR is not strongly connected, then using Theorem 1 is guaranteed to save time.
It is often the case that the attribute graph of contractR; C is not strongly connected. In this case, it is better to use the algorithm presented here recursively to calculate the keys of contractR; C . For some applications (e.g. finding the key with the fewest attributes) it is not necessary to list all the keys explicitly. In this case, step 7 can be omitted. Even though the running time for this step is proportional to the length of 130 H. SAIEDIAN A N D T. SPENCER the output, it can be the most time-consuming step. If the algorithm is used recursively to calculate the keys of the contraction, the result will be a set of sets of keys of disjoint pieces of the original relational database scheme. A key of the original relational database scheme consists of the union of one key from each of these sets. If each of these sets of keys of parts of the relational database scheme contains only a polynomial number of keys, then each call to the Lucchesi and Osborn algorithm will run in polynomial time and the whole algorithm to find the keys of the original relational database scheme will run in polynomial time. Note that there are 2 k subsets of k keys, so a relational database scheme with k attributes has fewer than 2 k keys. Thus a sufficient condition for the algorithm presented here to run in polynomial time is for each strongly connected component of the attribute to have constant size. In this case, the number strongly connected components will be linear in the number of attributes of the relational database scheme. If a constant fraction of the calls to the Lucchesi and Osborn algorithm produce two or more keys, the whole relational database scheme will have an exponential number of keys, but the algorithm can find a representation of them in polynomial time.
The next section presents an example of how these theorems can be used. We use the above algorithm to find the candidate keys of the given relation scheme. For this example, a universal relation scheme R with a set of FDs ÿ are given. The example is chosen such that B would contain all attributes of R. 
Solution
The attribute graph for this scheme is shown in Figure 3 . Note that it has three strongly connected components, ABC, D and EFG. 
CONCLUSIONS
We showed that a simple categorization of attributes into the sets L ; R and B allows us to distinguish between those attributes that will participate in the candidate keys of a relational database schema and those that do not. This categorization will provide a simple and efficient solution for finding the keys when the sets 
B
contains all attributes, we face the worst-case situation.
To handle the worst-case situation we introduced a graph algorithm to show that it is possible to simplify the problem of finding all possible keys of a database schema, if the attribute graph of the functional dependencies is not strongly connected.
We plan to work on a more cost-effective algorithm than a simple brute force search in the case that the attribute graph is strongly connected.
