One of the critical issues in bibliometric research assessments is the time required to achieve maturity in citations. Citation counts can be considered a reliable proxy of the real impact of a work only if they are observed after sufficient time has passed from publication date. In the present work the authors investigate the effect of varying the time of citation observation on accuracy of productivity rankings for research institutions. 
Introduction
There are an ever growing number of nations that now carry out regular evaluation exercises of their overall research systems. The inroad of bibliometric indicators to integrate peer-review in evaluation exercises, has been made possible by continuous advancement of bibliometric techniques
The advantage of bibliometrics with respect to classic peer review rests not so much in greater effectiveness at evaluating single research outputs, as in the possibility of measuring productivity by evaluating all the publications (indexed in qualified sources such as the Web of Science or Scopus), which are highly representative of the entire research output, even if only in the hard sciences. This certainly does not rend bibliometric evaluation perfect, but in these disciplines definitely makes it better than peer-review in terms of robustness, validity, functionality, costs and time of execution as showed in Abramo and D'Angelo, 2011. Thus there is no surprise that the Australian government chose to use bibliometric methods alone for comparative evaluation of universities in the hard sciences, in the assessment framework called "Excellence in Research for Australia" (ERA, 2010) . Other nations, such as Great Britain with the upcoming Research Evaluation Framework (REF 2009) , and Italy with the announced "Quality Assessment of Research" (VQR, 2011) , have made more modest changes, with compromise solutions involving "informed peer review", in which peer reviewers can draw on bibliometric indicators in forming their judgments of research products.
The seemingly unstoppable expansion of bibliometric evaluation stimulates scholars to continuously refine the methods of application and resolve the inherent limits of techniques. One of the concerns is citation as an indicator of impact of scientific output. There is a shared opinion that citation count can be considered a reliable proxy of real impact of a work only if observed after sufficient time has passed from the date of publication (Glänzel et al., 2003) . This gives rise to a difficult balance between the needs of policy-makers and research institution managers to receive performance rankings as close as possible to the observed time-period and the need for a sufficient window for the citations to accumulate and provide a robust indicator of impact. The question of the most appropriate citation window length is then an important one. Rousseau (1988) noted that in certain fields (e.g. mathematics-related), the standard bibliometric time horizon is greater than in others: for correct evaluation of impact of a work in mathematics the citation window should be more than three years. A subsequent study by Adams (2005) concludes that citations received 1 and 2 years after publication "might be useful as a forward indicator of the long-term quality of research publications". In a previous work Abramo et al. (2011a) attempted to provide quantitative meaning to "sufficient", analyzing citation speeds and patterns for Italian publications under windows of various lengths of time. The results confirmed previous literature indicating that different fields show different citation patterns and that citation speed is quite different for clusters of disciplines. However, with the sole exception of Mathematics, the authors argue that a time lapse of two or three years between date of publication and citation observation appears a sufficient guarantee of robustness in impact indicators for single research products. A greater time lag would offer greater accuracy, but with ever decreasing incremental effect and with further delay in carrying out the evaluation.
In the present work the authors propose a step forward, investigating the effect of citation window length not on the accuracy of measuring single publication impact, but rather in determining the productivity rankings of overall research institutions. To do this we measure the research productivity of all Italian universities active in the hard sciences over the period [2001] [2002] [2003] , at the level of their individual research fields and disciplines, with the time of citation observation varying from year 2004 to 2008. A first important step is to conduct a sensitivity analysis of research productivity rankings to the time of citation observation. Next we provide an indication of the extent of error in the ranks as citation window shortens, by field and discipline.
The following section describes the dataset and methodologies used in the analyses. Section 3 of the paper presents the results from the elaborations and a final section summarizes the results and provides the authors' considerations on policy implications.
Dataset and methodology
Because of the different intensity of publication and citation across scientific fields, bibliometric comparison of research institution performance must be conducted at the level of individual field. Thus it is necessary to identify the research fields for the personnel in research institutions and then compare the productivity of researchers from the same fields. In the hard sciences, the research staff of Italian universities are classified in 205 fields (named scientific disciplinary sectors, SDSs 2 ) grouped into nine disciplines (named university disciplinary areas, UDAs 3 ). We assume the SDS as unit of analysis: measures of productivity are applied to the research staff of every university active in the SDS. Data on staff members of each university and their SDS classifications are extracted from the database on Italian university personnel, maintained by the Ministry for Universities and Research 4 . The bibliometric dataset used to measure output of research is extracted from the Italian Observatory of Public Research (ORP) 5 , a database developed and maintained by the authors and derived under license from the Thomson Reuters' Web of Science (WoS). Beginning from the raw data of the WoS and applying a complex algorithm for reconciliation of the author's affiliation and disambiguation of the true identity of the authors, each publication (article, article review and conference proceeding) is attributed to the university scientist or scientists that produced it. The procedures involved are fully explained in D'Angelo et al., 2010. The authors note that there are certain limitations in WoS coverage (Van Leeuwen et al., 2001 ) that must be taken into account in interpreting results.
For the current study, to ensure the representativity of publications as proxy of research output, the field of observation was limited to those SDSs (184 in all) where at least 50% of 4 Italian university scientists produced at least one publication in the observed period. The dataset thus composed consists of 79,715 publications authored by a total of 32,377 Italian university scientists, in 184 SDSs: Table 1 Rather than considering simple output to calculate the productivity of a university researcher we consider the actual outcome, or "impact", of the research in the researcher's scientific field. As proxy of outcome we adopt the number of citations for the researcher's publications. All the noted limits concerning citations as proxy of impact apply (Pendlebury, 2009) . Researchers belonging to a particular scientific field may also publish outside that field: a statistician may publish in a medical science journal or a physicist in bibliometrics (a famous example being the physicist Jorge E. Hirsch, developer of the hindex). For this reason we standardize the citations for each publication accumulated at December 31 of each year for citations windows [2004] [2005] [2006] [2007] [2008] , with respect to the median 6 for the distribution of citations for all the Italian publications of the same year and the same WoS subject categories. This standardized impact for a publication is called the Article Impact Index (AII).
For a general publication in subject category j 7 , AII observed at year i is given by:
= citations received by a publication as of year i; = median of the distribution 8 of citations received as of year i, for all Italian publications of the same year and subject category j.
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Thus we proceed to measurement of the impact indicator Scientific Strength 9 (SS), for each university and SDS. This is given by the sum of the publications produced by the researchers in a university SDS 10 , each weighted for AII. For a generic SDS of a generic university:
Where: n is the number of publications of researchers of the SDS of the university in the period of observation. At this point we can calculate productivity (p) of an SDS as the ratio of Scientific Strength to the number of research staff (RS) in the SDS: = Since national research assessment exercises generally elaborate university rankings at the level of discipline (i.e. UDA), we calculate productivity (P) of a general UDA of a general university:
where: pw = productivity of the SDS w ̅̅̅̅ = average productivity of national universities in SDS w RSw = number of scientists in SDS w RS = number of scientists in the UDA n = number of SDSs in the UDA Through this procedure, first calculating productivity at the SDS level, then standardizing to national average and weighting for the relative size of the SDS in the UDA, we take account of the varying intensity of publication and citation for the SDSs, avoiding the typical distortion of measures at the aggregate level of discipline (Abramo et al., 2008) . There remain the limits concerning possible differences in availability of production factors other than labor across universities, though in the Italian case the assumption of uniform distribution is acceptable (Abramo et al., 2011b) . In particular we assume a uniform distribution of capital per research staff, since in Italy the large part of 9 SS is similar to the "crown indicator" of CWTS and the "total field normalized citation score" of the Karolinska Institute. The differences are: i) we standardize citations of single publications and not of scientific portfolio of researchers/institutions; ii) we standardize by the Italian median rather than the world average. 10 Publications are assigned to universities and SDSs. In case of co-authorship of scientists belonging to different universities and different SDSs there are multiple counting of the same publication. 6 financial resources is equally allocated by government to satisfy the needs of each university in function of its size. The potential greater availability of funds per staff unit in a university is thus due to its capacity to acquire such funds on a competitive basis. Greater output deriving from greater availability of funds is thus the result of merit and not of any other comparative advantages.
In any case such limits would not unbalance our analysis, since the objective is to determine variations in ranking and not the absolute value of productivity.
Results and analysis

Variations in rankings
The first objective is to analyze how university rankings vary with variation of the citation window. Thus in this section we show the variation of productivity rankings (period 2001-2003) with variation in the year for counting citations, from 2004 to 2008.
We begin by showing the procedure for calculating the productivity of a university in a specific discipline, taking the example of the University of Naples 'Federico II' in the UDA of Mathematics and computer science ( Comparison of all values calculated with the same method for all the Italian universities active in the UDA provides the rankings list for our analysis. With variation in the moment of observing citations there will obviously be variation in the productivity ratings, and thus in the rankings. In the next section we provide a deeper analysis of the variations between rankings from 2008 citations and rankings from citations of preceding years.
Distribution of differences in rankings
Assuming the 2008 rankings as a benchmark, Figure 2 presents the shifts in rank with variation in the year of citation count, for the example of Chemistry.
Comparison of the 2004 and 2008 rankings lists shows an asymmetric distribution of rank shifts with a fairly long right tail and a peak for a one rank shift. In following years, distributions of frequencies for variations concentrate to the left with the right tail progressively shorter. Dispersion of differences drops notably from 2004 to 2005: standard deviation for rank shifts drops from 2.955 to 1.974 (Table 3) . By 2007, more than half the universities show no shift in rank compared to the 2008 benchmark (median = 0). The same analysis was repeated for all the UDAs: Table 4 shows the descriptive statistics for the variations in ranking of universities in each UDA. Under variation in year of observation, the percentage of universities showing a shift in rank reaches a high of 98%: this case is seen in the two UDAs of Industrial and information engineering and Earth science. These two UDAs, together with Mathematics, also show the highest average shift (column 4). The most extreme case of variability is seen in Industrial and information engineering, where one of the universities shifts 39 positions in ranking (last column) between the worst and best years (2004, 2008) . In Mathematics there is one university (out of 58 total) that shifts 31 positions, while in Earth Sciences the most extreme case is a university (of 48 total) that shifts 26 positions. A similar analysis was conducted at the level of SDS, to detect potential differences across SDSs and with respect to overall UDAs. As an example we show descriptive statistics for the SDSs in the UDA of Mathematics and computer science ( Returning to the UDA level, the overall observation is that, with the exceptions of very few universities, the rankings remain substantially stable over the five scenarios prepared. This is confirmed by Table 6 showing the Spearman correlation coefficients between the rankings from evaluation at each year end and the last set of rankings, at end of 2008, which provide the analysis benchmark. The correlation between the 2004 and 2008 productivity rankings 11 is always greater than 0.9, except for Industrial and information engineering (ρ=0.863). When observations are taken in subsequent years their correlation to 2008 rankings rises but in constantly decreasing manner: with the evaluation conducted in 2005 the correlation to benchmark for Industrial and information has already corrected to 0.956. The data thus suggest that the rankings lists tend to stabilize very rapidly, as soon as within one year from the terminal date of the period under evaluation. Table 7 shows comparisons between 2004 and 2008 only for rankings in all UDAs, indicating the percentages of universities with no shift and with shifts less than or equal to three positions. In Industrial and Information Engineering only 3% of universities escape without rank shift. This area, and also Mathematics and computer science and Earth science, show distinctly greater variability compared to other UDAs. On the other hand, the Agricultural and veterinary science UDA has the greatest percentage of universities showing no change (28%) and Medicine has the most with shift less than or equal to 3 positions (87%). The results seen here lend confirmation to a previous study by Abramo et al. (2011a) . The 2011 study, examining publications in Mathematics and Engineering, showed a generally constant trend for increase in citations, with a peak in the final year of observation (2008) . In other disciplines the citation patterns generally peaked within two or three years after publication, suggesting that for these UDAs there would be even less variation in any university rankings from bibliometric evaluation exercises.
In the next section we examine a realistic aspect of the question of rank variations by subdividing the universities into performance classes and analyzing the average shifts in rank for these classes.
Quartiles variation of universities productivity
In most real-world assessment exercises the performance profile of universities is expressed in quartiles, so we classify Italian universities into four classes by productivity, assigning values of 4, 3, 2 and 1, corresponding to first, second, third and fourth quartiles for the productivity distribution in the UDA. As previous, the analysis takes 2008 as benchmark and presents four other scenarios for date of observation. It is informative to also examine the numbers of outliers, or universities with shifts of two or three productivity quartiles 12 : Table 9 A final question for investigation is whether specific classes of universities show greater (or lesser) variability in rank, in particular whether "top" (or "bottom") universities tend to experience such shifts. We define the "top universities" for each UDA as those that place above 80 th percentile in the 2008 benchmark productivity ratings. Our particular interest is if top universities show less variability than others. We apply the NPC Test 13 , with null hypothesis h0:
( ) = ( _ ), where "average" is the average maximum difference of rank between the benchmark year of 2008 and previous years. The results show that there are only two UDAs where "2008 top" universities average a lower number of rank shifts than other universities (Table 10 ). In all the other UDAs there are no significant differences in variations between top universities and the others. 
Conclusions
The current diffusion of evaluation exercises for national research systems is linked to development of bibliometric techniques, either in integration or complete substitution of the classic peer review methods. The rapidity and frequency for the conduct of evaluations thus also depends on developments in bibliometric techniques. Scholars strive to deal with the intrinsic limits of the technique. One of the issues, concerning the citation indicator is that citation counts can be considered a reliable proxy of real impact of a work only if observed at sufficient distance in time from the date of publication. This gives rise to conflict between the need for evaluations to be conducted as quickly as possible after the period of interest and the need for accuracy and robustness in the rankings of institutional performance.
The current work is intended to provide useful information concerning this trade-off, which will serve policy-makers in their choices for timing of evaluation exercises. Taking the case of Italian universities, it provides analysis of the sensitivity of productivity rankings to length of citation window. For the evaluation period 2001-2003, the results show substantial stability in performance rankings as citation window varies from 2004 to 13 Non parametric combination of dependent permutation tests (Pesarin, 2001) 2008, with the exception of a very limited number of universities showing exceptional changes. Given the 2008 evaluation as benchmark, the correlation to rankings taken as early as 2004 is already greater than 0.9, with a sole exception for the discipline of Industrial and information engineering (0.863). This discipline shows greater variability than all the others, with next greatest variability in Earth sciences and Mathematics. In another analysis we subdivide the universities by quartile according to their productivity: comparing the quartile rankings for the extreme years (2004 and 2008) , only four universities show shifts of more than one quartile -two of these cases are in Earth sciences, one in Mathematics and one in Industrial and information engineering. Over the full term of the five windows considered there is general stability in rankings, with Agricultural and veterinary science and Medicine being the disciplines that are most stable of all. In summary, the study shows that the tradeoff between accuracy and unwanted delay in carrying out evaluation is much less dramatic than might have been expected. The accuracy of bibliometric assessment for university research productivity seems quite acceptable within one year from the close of a given three-year period. As a further logical conclusion, the trade-off would be even less for evaluation of productivity over periods longer than three years.
From a previous study we have seen that accurate measurement of impact of a single publication requires a citation window length of two to three years (Abramo et al. 2011a) , When it comes to comparing the performance ranking of research institutions, it seems sufficient to count citations one year after the upper limit of a three-year production period.. The results here stimulate the question of what citation window is necessary for evaluation at other levels, particularly for individual scientists. A research project on the subject has been concluded during the review of this manuscript. Hopefully, the results will be made public soon.
