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Abstract
Sundararajan, Arjun. M.S.R.C.E., Department of Mechanical and Materials Engineering, Wright
State University, 2021. Development of a Computer Model to Simulate Battery Performance For
Use In Renewable Energy Simulations.

Renewable and clean energy has been the driving force behind the booming storage
industry. The need for producing energy from clean and quickly replenishable energy sources has
never been as high as it is now. However, renewable energy only supplies a little over a quarter of
the world’s electricity needs and much less of the world’s total energy requirements. One reason
is the intermittent nature of renewable energy. Inexpensive and convenient storage technologies
are required to solve this issue. It is believed that batteries offer the most viable solution to conquer
the problem of renewable energy intermittency.
To aid the development of coupling renewable energy systems with battery storage
systems, accurate and fast computer codes for simulating battery performance are required. The
main goal of this work is to develop such a computer code. So that the developed computer code
can be coupled to a Wright State solar energy system code called Solar_PVHFC in the future, it
was desired that this computer code have low computational times, simulate transient battery
operation, and be reasonably accurate. To satisfy these requirements, it was decided to use an
equivalent electrical circuit (EEC) model to simulate battery operation. A question that arises from
this decision is, what equivalent electrical circuit should be used? There are many equivalent
electrical circuit models for batteries available in the literature. This question was answered by
developing a computer program to solve any electrical circuit. Specifically, a MATLAB computer
code was developed that can simulate the transient performance of any electric circuit built of
voltage sources, current courses, resistors, capacitors, and inductors.
This thesis will present the details of this computer model. It will show comparison results
that verify that this developed computer model was programmed correctly. It will show the battery
terminal voltage response of two EECs and compare the computational results obtained from the
developed model to the experimental results of the EECs. It will also show survey-type results
illuminating which electrical components are the most important in a battery equivalent electrical
circuit containing a constant phase element (CPE).
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1. Introduction

Renewable and clean energy is becoming increasingly popular and widely used in the past
few decades [1]. There are key reasons why renewable energy is becoming more prevalent, one of
the main reasons being that the energy produced is clean. Therefore, it could be the most effective
tool we have in the fight against climate change. Secondly, the growth of the renewable energy
industry in the past few decades has been soaring because the technology is constantly improving,
which in turn is driving down costs.

1.1. Is There a Need for Energy Storage Technology?
Though renewable energy sources are readily available worldwide, they are not continuous
energy sources. They are not available 24/7, year-round. Consider solar and wind energy, for
example. There is sunlight only when the earth faces the sun, so one would have to find an
alternative way to fuel homes at night; as for wind energy, some days are less windy (where the
blades of the turbine do not reach the cut-in speed to produce power) hence there is not constant
access to power supply from wind sources as well. This is where storage technology comes into
play. Whenever storage technology is included in the conversation, the broader focus is on
batteries. Although there are a few energy storage technologies available in this day and age, the
primary focus of this work will be battery energy storage (BES).
A typical battery energy storage system can help with intermittency and enable the
transition to a sustainable and secure energy system based on renewable sources [2]. This will
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allow renewable energy systems to be independent of the electrical grid and help reduce
greenhouse gas emissions. As countries are working toward decarbonization, batteries will play a
massive role, offering a solution for energy independence.

1.1.1. Fossil Fuels
Our early predecessors relied on the most basic forms of energy: human muscle, animal
muscle, or biomass (wood or crops). However, since the advent of the industrial revolution,
humans tapped into a whole new set of non-renewable energy sources that took millions of years
to form organic material. That is the reason why they are called ‘fossil fuels.’ Ever since fossil
fuels were discovered, they have dominated the world’s energy demands.
Since fossil fuels were formed from the fossilized and buried remains of organic matter
such as plants, animals, etc., they have a higher percentage of carbon content. Therefore, when
they are burnt to produce electricity, they also release greenhouse gases. This has significant
repercussions on environmental safety, leading to global warming. The figure shown below
illustrates the energy sources used in the United States. It is evident from Figure 1.1 that most of
the United States' energy demand has been met by non-renewable energy sources. Figure 1.2
shows that most of the world’s energy demand is met by fossil fuels. Despite the unprecedented
growth of the renewable and clean energy industry in the past decade, fossil fuels dominate the
market due to several socio-economic and political factors. In addition to that, transitioning to a
decarbonized economy poses several challenges, such as:
1. the technology of extracting fossil fuels has been advancing, even as renewable
energy systems are improving,
2. the fossil fuel market is more developed and cost-competitive than the green
energy market, and
3. developing countries continue to rely on fossil fuels to power their economies.

Oil
At one point, the global oil market drove economies, created jobs, and spurred the growth
of nations; ever since the 21st century, the price of oil per barrel has been fluctuating. This could
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be due to the supply and demand or the fossil fuel divestment [3]. The petroleum industry has been
at the forefront of the industrial revolution, dominating the global market. Although oil

Figure 1.1: United States energy consumption by energy source in 2017 [4].
prices have been fluctuating in the past decade; it is one of the most affordable and widely available
means to supply society's energy needs. Primarily, oil is pumped out of reservoirs buried deep
underground, beneath the land, or the seabed. Oil can also be found embedded in shale and tar
sands. Once we extract the oil, it gets processed in oil refineries to produce fuel oil, gasoline,
liquefied petroleum gas, and other non-fuel products such as pesticides, fertilizers, plastics,
synthetic fibers, pharmaceuticals, etc.
The United States is the leader in world petroleum usage and consumed 19.88 million
barrels per day in 2017 [4].
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Figure 1.2: World energy consumption by energy source from 1994 to 2019 [52].

Natural Gas
Natural gas is primarily used to produce electricity, and, in the United States, it contributes
to a third of the country’s energy use. Natural gas is transported via pipelines. It can also be
transported by ships in a liquefied form. Besides that, natural gas burns much cleaner than coal
and oil, making it a better choice. Albeit natural gas is not 100% clean, it releases zero sulfur
dioxides and fewer nitrogen oxides and other particulates into the air than coal or oil.
Another interesting fact about natural gas is its composition. It is primarily composed of
methane (CH4). We can generate methane by decomposing waste (biomass fuel). This directly
helps in the process of preventing methane from being released into the atmosphere and has a
much smaller overall carbon footprint. Using biomass-generated methane significantly curbs
greenhouse gas emissions because methane is 20 times as potent as carbon dioxide.
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Coal
Since the 1700s, industrialization has been fueled by coal. Coal caused societies to
transition from wood and charcoal energy sources. Coal started capturing the market and was the
primary industrial fuel by 1900. It was the preferred fuel for ships and locomotives owing to its
high energy density (3x the energy density by weight of dry wood). Nevertheless, it comes with a
high cost in terms of environmental harm and sustainability.

Environmental Hazards
Fossil fuels are energy-dense, can be easily transported from one point to another, and have
low procurement costs, which has made them the dominant energy source in the 20th century.
Although fossil fuels have had a strong influence in revolutionizing trade, industry, and transport,
they have severe environmental safety and sustainability disadvantages. Fossil fuels are not a clean
energy source. Fossil fuels release greenhouse gases such as methane (CH4), nitrous oxides,
chlorofluorocarbons, and carbon dioxide (C02). These gases make it more difficult for the earth to
release heat to outer space and cause the planet to warm, which has given rise to the term global
warming.
There are serious repercussions associated with an increase in the earth’s average
temperature. The impact of these high-temperature levels can be easily seen in seasonal
temperature fluctuations, rise in sea levels, shrinkage of ice sheets, decreased snow cover, glacial
retreat, strong winds, and ocean acidification. With the advantages of fossil fuels comes the
devasting blow of negative environmental impacts.
According to NASA, 2010 to 2019 was considered the hottest decade ever recorded on
planet earth. Measurements show that the average global temperature is rising (see Figure 1.3).
The planet’s average temperature has risen about 2.05 degrees Fahrenheit (1.14 degrees Celsius)
[5]; this could be caused by increased carbon dioxide concentrations in the atmosphere, other
human-made emissions, or other factors not yet known. Figure 1.3 shows atmospheric carbon
concentrations rising as average global temperatures rise. Figure 1.4 shows a drastic increase in
carbon dioxide since 1950. The rate of carbon dioxide released into the atmosphere due to human
activities is 250 times faster than the natural release rate found in the last 800,000 years. Glaciers
and ice cores from different parts of the world, Greenland, Arctic, and Antarctica, show that
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climate change occurs rapidly. The latest Paleoclimate evidence found in tree rings, ocean beds,
ocean sediments, and rocks shows that warming occurs roughly ten times the speed of average iceage-recovery warming [5].
Although it is tempting to use a reliable and cost-efficient means to produce electricity,
fossil fuels on the environment have to be considered. It is only fair to keep in mind the best interest
of future generations and act decisively regarding our energy choices; before reaching a point
where it is too late to make amends. The first step toward saving planet earth would be transitioning
to a cleaner and greener way of generating useful forms of energy. This is where renewable energy
sources have a role.

1.1.2. Renewable Energy
Engineers and scientists led the way to discover the photovoltaic effect in the 20th century.
Ever since then, solar energy has been at the forefront of innovation, with engineers and scientists
constantly improving the way we capture and convert energy from the sun. The invention of wind
turbines dates back to the end of the 19th century and it also has taken off in recent times. The
growth in electricity produced by solar and wind since 1965 can be seen to be exponential in
Figure 1.5. Figure 1.5 also shows the growth in hydropower and other renewable energy sources
besides wind, solar, and hydropower. These categories also show net growth, but not as fast as
wind and solar. The use of renewable energy sources for generating electricity and other useful
forms of energy has been explored and researched by numerous investigators because they are
replenishable. It appears like renewable energy will be a significant force in the electricity energy
markets in the future.
The key reason why more and more countries are switching to alternative energy sources
is emissions. As discussed earlier, with the way renewable energy is generated, it is possible to
cut greenhouse gas emissions significantly. This has motivated people to transition to a noncarbon-based energy system. An example of a successful worldwide switch from environmentally
harmful substances to environmentally benign substances had occurred in the heating and airconditioning industry when they eliminated hydrochlorofluorocarbons (HCFCs). The
Intergovernmental Panel instituted this change on Climate Change (IPCC). This Montreal
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protocol that dictated the phasing out of HCFCs was adopted on September 15, 1987. To date,
this protocol is the only United Nations treaty that has been ratified by every one of the 197 United
Nations member states [6]. This treaty has changed the refrigerants we use and has been a
monumental success. HCFCs can be up to 2000 times as potent as carbon dioxide in global
warming deplete the ozone layer [6]. Therefore, this treaty had an important influence on
protecting the ozone layer and reducing the earth’s greenhouse gas footprint. This success shows
that environmentally friendly means of producing electricity can also be adopted.

Solar Energy
Solar energy systems harness the energy of the sun to produce electric power or thermal
energy. There are two basic types of solar energy systems for producing electrical power:
photovoltaics (PV) and concentrated solar power systems (CSP). Photovoltaics uses photons from
sunlight to produce electricity directly, whereas CSP systems capture photons to produce thermal
energy, which is then converted to electricity via a heat engine and electric generator. At this time,
photovoltaic solar systems are becoming cost-competitive in many regions of the United States
and around the world. Since the technology has constantly been improving, coupled with the fact
that there is so much room for improvement because of solid research and development programs,
it can be said that the cost of solar energy systems is only going to decrease.

Figure 1.3: Global temperature and carbon dioxide concentrations in the atmosphere since 1880
[7].
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Figure 1.4: Carbon dioxide concentrations over geological time frames [5].

Figure 1.5: World growth in renewable energy electrical power generation since 1965 [8].
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The variable nature of solar energy due to the predictable rising and setting of the sun and
the unpredictable cloud cover is a drawback for solar energy systems. Since solar energy is not
available 24 hours a day, 365 days a year, some form of the backup energy system is required. The
desirability of solar energy systems can be enhanced by combining these systems with battery
energy storage. Properly sized battery systems would allow solar energy systems to be decoupled
from backup energy systems, enhancing their desirability.
There are several advantages to having a de-centralized microgrid with renewable energy
sources powering it. Solar energy systems are modular and flexible, allowing them to be used as
centralized or decentralized power stations. Decentralized electric power generation has benefits
in terms of electricity security. Batteries are one way to make this happen. Even if the home is still
connected to the grid, solar energy and battery storage make the home more electrically secure.

Wind Energy
A second popular form of renewable energy that would benefit from battery storage is
wind. Wind energy is easily one of the fastest-growing renewable energies in the world. In essence,
wind energy is an indirect form of solar energy. Wind is caused by the combination of the earth’s
rotation and the uneven heating of the earth’s atmosphere by the sun. Wind speeds can range from
zero to hundreds of miles per hour. Generally, wind energy is harnessed by wind turbines in the
speed range from 5 to 55 mph. While there is an incredible energy density in hurricane-force winds,
harnessing this type of wind requires specially designed equipment. Since these wind speeds are
not typical on the earth's surface, wind turbines are not designed for speeds much higher than 55
mph. Like energy from the sun, wind energy is intermittent; thus, a backup energy system is
required, or energy storage can be utilized. The author believes that wind energy is an ideal
application for battery energy storage. Batteries could level out the peak and trough energy outputs
of wind turbines as the wind speeds shift.
The kinetic energy of the wind is captured by the rotor blades of a wind turbine and
converted to rotational mechanical energy. The rotational mechanical energy is converted to
higher-speed rotational mechanical energy by means of a gear box. The high-speed rotational
mechanical energy is converted to electrical energy by an electric generator. By using an electrical
generator capable of operating at low rotational speeds, the gearbox can be eliminated, giving rise
to what are called direct-drive wind turbines.
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There are two major locations for wind turbines that deserve special classifications:
onshore wind and offshore wind. Onshore wind is the most prevalent owing to the fact that it has
been in use longer than offshore wind turbines. Although onshore wind turbines are more
prevalent, offshore wind turbines produce more energy per unit area of rotor because of the
stronger and more prevailing winds present on the ocean. There are a number of other advantages
to off-shore wind turbines as well. It is clear from Figure 1.5 that the rate of increase of installed
wind energy capacity is steep, and there is more room for growth.

Most Pressing Need of Renewable Energy Systems
At some point in time, the world will have a shortage of fossil fuels. Therefore, it is
imperative that the world continues to invest in renewable energy systems. These investments will
continue to drive the price of electricity generated with renewable energy systems lower making
them more competitive with fossil fuel systems. This is what has been happening in the past, and
this should continue into the future. To achieve this goal, one cannot overlook the intermittency
and variability of renewable energy sources; this is where energy storage fits into the picture.
Energy storage decouples when the electricity is generated from the time it is used. Storage is
highly desirable for renewable energy systems, and it will make renewable energy systems much
more desirable.
The electricity grid has evolved over the years. The design of a complex grid was based on
the concept of large and controllable electric generators producing constant power; therefore, the
power supply and demand were matched efficiently at all times. This worked well with the
traditional grid, but when renewable energy systems are coupled to the grids, it poses more
challenges because of their variable output. Technologies such as wind or solar do not produce
energy around the clock. Nevertheless, storage technologies could change this equation by offering
backup and smoothing out the electricity output, thereby ensuring supply matches demand. In
Figure 1.5, we observed how rapidly wind and solar are growing; adding storage would only
enhance this growth. Figure 1.6 shows that in 2020 the new electric generating capacity added in
the United States is skewed towards wind and solar energy systems. This recent data from the
United States Energy Information Administration shows that the transition from fossil fuels to
renewable energy sources is taking place. A complete transformation from fossil fuels will not be
able to occur until energy storage technologies are made economical.
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Figure 1.6: Planned U.S. electric generating capacity additions 2020 [10].

An Overview of Different Storage Technologies
The United States currently has an energy storage capacity of 23 Gigawatts, equal to 38
coal plants [7]. The reason behind the growth in the storage industry in the past few decades stems
from the demand for electric power. In the United States, electricity demand has been rising
steadily, and the demand for energy storage has been rising, as shown in Figure 1.7. To meet this
demand, a little more than 3% of energy storage capacity is added each year [8]. Figure 1.7 also
shows the projected energy storage deployments from 2021 through 2024. The expectation is that
energy storage deployments will significantly increase. An estimated 120 gigawatts of storage
capacity will be needed across the United States if 80% of the country’s electricity production
comes from renewable energy sources. At least that is the projected estimation according to
National Renewable Energy Lab’s renewable electricity futures study [12].
Investing in energy storage technology can save a utility money by reducing the amount of
energy generation capacity required to meet peak loads. Unit energy prices can sky rocket in
periods of very high demand. Having a generating capacity that sits idle, except for these peak
demand times, is expensive. Some form of energy storage would alleviate this need for capital
equipment that only operates a small portion of the time.
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Figure 1.7: Growing energy storage capacity in the United States [14].
Energy storage applied at a local level, such as on a home or a business, will reduce the
need for electrical transmission lines. Transmission lines are expensive and unsightly; thus people
would rather not have them around. Above ground transmission lines are also susceptible to storm
damage. If transmission lines could be reduced, the reliability of electric power delivery should
increase and the cost of electric power should decrease. Transmission costs for electricity to a
home can be $0.05 per kW-h. If enough energy storage were available to a home producing its
electrical needs with solar energy, this transmission cost could be eliminated.
At present, many techniques are being used and proposed for energy storage. Some of these
energy storage techniques are:
1. thermal,
2. compressed air,
3. flywheels,
4. pumped hydro,
5. hydrogen,
6. fuel cells, and
7. batteries.
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These energy storage technologies contribute to the goal of achieving grid stability by working at
various stages of the grid ranging from generation to consumer end-use [9]. At present, pumped
hydro storage lays the foundation for energy storage in the United States, accounting for 22.9
gigawatts of installed capacity. Pumped hydro storage works by pumping water from the
downstream side of a dam to the upstream side when excess electrical energy is present on the
gird. When more electrical energy is required on the grid the water is released and run through the
turbines, which turn electric generators, producing electricity which can be delivered to the grid.
Although hydro storage technology is the largest storage technology utilized in the United States,
there is a limit to the number of viable hydroelectric dams that exist and which can be built in the
United States. This limit has not been reached in some parts of the world, but it will be in the
future. In addition, hydro-storage is not a viable option for many wind and solar energy system
installations. Thus, other forms of energy storage are required.

1.2. Batteries
Fundamentally a battery is a device that takes in electrical energy, stores it as chemical
energy, and readily converts this stored chemical energy to electrical energy when desired. It does
this without consumption of the substance in which the energy is stored. The details of these energy
conversion processes are complex and will be addressed in more detail in Chapter 2 of this thesis.
For now, it is sufficient to realize that this definition of a battery is comprehensive and illuminative.
This definition differentiates batteries from the other types of energy storage mechanisms listed
above. The fact that batteries store electrical energy as chemical energy differentiates them from
thermal, compressed air, fly wheels, and pumped hydro, all mechanical forms of energy storage.
The second sentence of the definition above differentiates batteries from hydrogen and fuel cell
energy storage in that the substance in which the energy stored is not consumed. The hydrogen has
to be burned or run through a fuel cell and converted to electrical energy to get the chemical energy
out of hydrogen. Any fuel cell requires a continuous flow of a substance storing chemical energy
so that the electrical energy may continuously be produced. Batteries use the same material
repeatedly to store and release energy. This can be done until the characteristics of the material are
significantly changed by the discharging and charging processes.
Ever since Alessandro Volta’s voltaic pile was invented, there have been numerous
batteries with different shapes, sizes, voltages, and capacities. These batteries have unique
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electrochemical reactions based on the type of material used for their electrodes and their
electrolyte. Furthermore, each battery can contain one or more cells of different sizes connected
in series depending on the desired output voltages and currents. An example battery is a standard,
single-cell, non-rechargeable, zinc-carbon, AAA battery used in electronic gadgets. In contrast, a
typical automotive battery is a six-cell, lead-acid battery rechargeable. Due to their broad spectrum
of applications, batteries are among the most versatile and convenient energy-storage technologies
that we have at our disposal. On the path to decarbonizing the world with renewable energy
systems, batteries could play a prominent role in transitioning from a fossil fuel-based economy to
a green economy. This is already starting to manifest itself in the transportation and electric power
generation sectors.

1.2.1. Advantages of Batteries
There are many advantages of using battery energy storage compared to other types of
energy storage. Some of these advantages have already been alluded to above. In the author’s eyes,
the most significant advantage of battery storage is the ease with which electrical energy can be
stored as chemical energy and then delivered as electrical energy. This is all done quickly, reliably,
and with no moving parts. These energy conversion processes are as simple as opening and closing
the electric circuit to the battery or battery bank. Pumps are required to store the electrical energy
as mechanical energy behind the dam walls with pumped hydro energy storage. Turbines and
electric generators must deliver electricity from the stored mechanical energy. More equipment
than just the water storage container is required to pump hydro energy storage viable. Similar
issues exist with thermal energy storage, compressed air storage, flywheel energy storage, and
hydrogen energy storage. Fuel cells are similar to batteries in that they directly convert the
chemical energy in a substance, like hydrogen, to electricity; however, they continually consume
their fuel. As the name implies, fuel cells rely on fuel, while batteries contain the energy storage
medium within themselves. It is acknowledged that fuel cells can be operated in reverse, like
batteries, to produce their fuel from the produced water when they deliver electricity. In this way,
they could be considered a self-contained energy storage system. However, fuel cells rarely, if
ever, store the oxygen that they required to produce electricity from their fuel. The self-contained
nature of batteries is unparallel in any energy storage device in that the only thing that crosses the
battery container are electrons; just as many electrons return to the battery that leaves the battery.
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Another significant advantage of batteries is that they are easily scalable; they can be used
at the utility level, the residential level, or the cell phone level. Large or small energy storage
requirements can all be met with batteries. The fact that battery cells can be connected in parallel
or series to provide a range of voltages and currents allows for this scalability. Some applications
require high voltages to operate efficiently, while other applications require low voltages so that
delicate electronic components are not harmed. In addition, batteries can be used in mobile
applications such as automobiles and trucks. The revolution we are currently seeing in the
automotive industry is due to the improvements in battery technology over the past couple of
decades. Battery systems have been used in pure electric vehicles, hybrid electric vehicles, and
plug-in hybrid vehicles with significant performance improvements and lower harmful emissions.
The third advantage of batteries is that they can be cycled between energy storage and
energy delivery quickly. This is an important aspect when coupled to renewable energy systems
such as solar or wind systems. Since energy delivered by wind turbines can fall or rise in a matter
of minutes and that from solar panels can change from hour to hour or quicker if cloud cover
changes, an energy storage system that can react quickly to changes in production is required.
Batteries can do this and offer benefits to the electrical grid besides storing energy for times when
renewable energy is not available. Batteries enhance the stability of the electrical grid. They do
this if the production of electricity changes or if the demand for electricity changes. Quickly
changing electricity demand can burden fossil fuel power plants and renewable energy systems.
Battery energy storage devices can respond much faster to changing customer demand than any
fossil fuel power plant. This enhances grid frequency and voltage stabilization and generally makes
for a more robust electrical grid.
While battery prices are low enough for some applications, they are still too high for others.
Thus, battery cost is listed as a disadvantage in this thesis. An advantage with batteries regarding
pricing is the rate at which battery prices are falling. In the decade from 2010 through 2019, the
cost of batteries has come down about one order of magnitude. From 2018 to 2019, battery prices
have dropped 13% in the years. Substantial declines in battery prices have occurred because of the
scale-up in production, investment in manufacturing, and steady advances in battery technology.
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1.2.2. Disadvantages of Batteries
There are two significant disadvantages of batteries. The first has to do with the
environmental damage caused by the production and disposal of the batteries, and the second is
the cost of batteries. Both of these disadvantages will be discussed in this subsection, but only
regarding rechargeable batteries. Only rechargeable batteries help store energy produced by
renewable energy systems, and thus there is no interest in disposal batteries in this thesis.
Mining materials that go into making batteries results in many socioeconomic and
environmental implications. Repercussions from mining materials required in modern batteries are
becoming detrimental to battery storage growth. Energy storage is an integral part of building a
low-carbon future, but better mining processes, more mines, and better recycling processes are
required to keep the technology environmentally friendly and economically viable.
As the market for electric vehicles and renewable energy systems is growing exponentially,
the need for storage has been on the rise. Industry analysts predict that by 2030, the weight of
batteries manufactured per year will hit a whopping 2 million metric tons. If we are not careful,
this will result in piles of batteries being dumped into landfills. Most batteries are recyclable, such
as lithium-ion and nickel-cadmium batteries. These batteries can be processed through recycling
facilities, where the battery gets disassembled, and precious metals such as lithium, cobalt, and
nickel are recovered. This not only prevents toxic and hazardous materials from getting dumped
in landfills it also reduces the amount of new mining required. The Department of Energy in the
United States has been pouring resources and funding into recycling lithium-ion batteries because
of their increasing usage. Although recycling is a new undertaking in terms of life cycle battery
management, it requires significant efforts in research and development to reduce the ongoing and
growing battery disposal problem.
Since battery storage is a relatively new means of making our electrical energy system
more environmentally friendly and robust, it is not surprising that their cost is high. Batteries
coupled with wind or solar generation systems used in utility-scale grids and batteries powering
electric vehicles are expensive than solely using a fossil fuel system. The cost of current battery
packs is in the range of $150 to $200 per kilowatt-hour. This is much lower than the $1100 per
kW-h cost for batteries in 2010 [14]. Although the cost of batteries has fallen dramatically, the
cost is still too high. It also must be realized that the quoted costs do not include the costs of
associated equipment like inverters and the costs to install the battery system. It is still less
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expensive to rely on fossil fuel systems than renewable energy systems coupled with battery
storage, even though the cost of renewable energy systems without battery storage can be the
cheapest way to produce electricity. Although battery systems can save operating and maintenance
costs, the up-front investment might be daunting for some customers.

1.3. Benefits of Battery Modelling
Battery modeling is a crucial area of research that is getting its fair share of recognition, and
the need to monitor the state-of-health of a battery to check if there is a loss of capacity over time
has never been greater. Battery modeling is an important area of research in the battery field
because of the tendencies of the batteries to lose charge or capacity over time due to aging and
cycling effects. Battery modeling helps predict the behavior of the battery at various operating
conditions for different applications. Battery modeling helps to ensure that a battery system
operates safely and efficiently. Furthermore, modeling provides information helpful in preventing
batteries from over-charging or over-discharging, providing longer battery life. Modeling can also
be used to optimize a battery’s overall performance. For example, electric vehicle range prediction
is possible by applying advanced battery modeling to determine the current state and predict the
remaining capacity [12].
There are several battery models which have been developed for various purposes. For
example, electrochemical models are relatively complex and require large computational times,
but these models are detailed in terms of how they simulate battery behaviors at the microscopic
scale. The main advantage of such models is how they increase our knowledge of battery operation
and increase the speed at which battery technology advances. Equivalent circuit models are
relatively simple models that require short computational times, but these models do not consider
the details of a battery’s inner workings. Electric circuit models offer a more macroscopic
perspective of the battery operation at a lower computational cost. Many different types of battery
models exist, each offers a unique way to analyze and optimize the performance of a battery, and
each has its own strengths and weaknesses. The focus of this work is modeling batteries with
electrical circuits.
Although modeling is an efficient way to characterize battery parameters at different
battery states, we still require experimental results to verify the simulation or computation results.
Modeling offers cost advantages compared to experimental investigation, but it does not make up
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for the certainty provided by well-done experimental measurements, such as those provided by a
scanning electron microscope or electrochemical impedance spectroscopy. This is why the
modeling approach and experimental approach go hand in hand. One allows for the analysis of
different possible design parameters quickly and economically; the other provides the necessary
results to verify the models.

1.4. The Objective of this Work
The main objective of this work is to develop a MATLAB computer code that analyzes
general electrical circuits. Of course, the electrical circuits of interest simulate battery behavior.
Since there are so many electrical circuit models in the literature modeling battery performance, a
general electrical circuit model must be studied. In this thesis, a few battery circuit models will be
studied, but future investigations may also be carried out on additional battery electrical circuit
models. Having a general circuit solver allows these circuits to be simulated quickly.
A question that may be asked Why not use one of the many electric circuit software packages
already available such as NgSpice, LTSpice, GnuCap, EasyEDA, CicuitLogix, MultiSim, Circuit
Simulator, SimScale, etc., instead of writing your own circuit solver. The answer to this question
brings us to the long-range goal of looking at electric circuits for batteries. While not a part of this
thesis work, the long-range goal of simulating battery performance with an electric circuit model
is to couple this electric solver code with a solar energy system code called Solar_PVHFC.
Solar_PVHFC analyzes solar photovoltaic systems coupled to hydrogen fuel cell systems. Since
it appears that batteries may be a more popular energy storage system than hydrogen fuel cells, a
battery storage simulation code needs to be added to Solar_PVHFC. The goal of this thesis work
is to develop such a computer code and start the process of surveying different circuits for this
purpose. Since Solar_PVHFC is a Wright State developed code, the battery storage simulation
added to Solar_PVHFC should be developed at Wright State. This eliminates any copyright or
patent problems that could arise using someone else’s computer code inside the Solar_PVHFC.
The general electric circuit solver developed as part of this thesis work is capable of
analyzing any RLC circuit that includes voltage and/or current sources. The five types of electric
circuit components can be arranged in any configuration and be present in any number. The
developed computer simulation performs a detailed time-dependent analysis of the input circuit
and presents detailed time-dependent results for every component in the circuit. Comparisons of
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the results from this newly developed electric circuit simulation tool are compared against known
analytical results and published results for electrical circuits modeling batteries. Some survey work
of the most complex battery circuit simulated is presented.

1.5. Organization of Thesis
This thesis is organized into seven chapters. Each chapter provides detailed information on
this project. Chapter 1 has sought to answer two questions: Why is this work necessary, and How
will this work make a difference? Chapter 1 explains why battery modeling can help advance
energy and environmental sustainability goals.
Chapter 2 introduces the fundamental working principles of a battery cell and
electrochemical battery characteristics. This chapter talks about the workings of different types of
batteries, functional components of electrochemical cells and discusses important battery-related
parameters. This chapter also touches on the importance of battery management systems.
Chapter 3 goes into more depth on the different techniques available for analyzing
batteries. An overview of the available simulation techniques and their advantages are discussed.
This chapter highlights electrical circuit models available in the recent literature since the focus of
this work is electrical circuit modeling.
Chapter 4 details how a complex electrical circuit solver computer code has been developed
and showcases how this code can be used to solve equivalent electrical circuits for batteries. This
chapter provides the mathematical model upon which the developed general electric circuit
analysis code is based. The numerical techniques used to build a static and dynamic electrical
circuit solver are discussed.
Chapter 5 presents results that the developed computer code is working correctly and
providing accurate results. The test circuits used to verify the developed computer code are
presented. The results from both analytical models and battery circuit models published in the
literature are compared to the results from the developed program giving the reader ample evidence
supporting the accuracy of the developed computer code.
Chapter 6 discusses a circuit element sensitivity study performed on the lithium ferrous
phosphate battery model. This study highlights the most important elements in this particular
battery circuit model, but these results can be interpreted in a more general manner.
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The last chapter of this thesis, Chapter 7, discusses the merits of this work and presents the
conclusions reached. Additionally, this chapter provides suggestions on how one could further
enhance the capability of the developed computer code.
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2. Battery Basics

Batteries are composed of one or more electrochemical cells. An electrochemical cell can
be looked at as the fundamental building block of batteries. Larger voltages than one
electrochemical cell can deliver are obtained by placing a number of electrochemical cells in series.
Electrochemical cells can be connected in parallel within a battery pack to obtain larger currents,
but this can more easily be done by increasing the surface area of the electrodes of the
electrochemical cells. When one understands the operation of an electrochemical cell, one will
understand the operation of a battery.
For this reason, this chapter starts with a discussion of electrochemical cells. After
presenting the physics and details of electrochemical cells, some important battery terminology
and performance parameters are presented. Lastly, two specific types of batteries are discussed.

2.1. Electrochemical Cells
2.1.1. Classifications
There are a number of classifications that can be used regarding electrochemical cells. One
of the more important classifications has to do with aspects of the chemical reactions that occur in
the cell. Remember, for a rechargeable battery, the chemical reactions give rise to the electrical
energy produced by the battery (or electrochemical cell) during the discharge process. It is
electrical energy entering the battery that gets converted to chemical energy within the battery
during the charging process. In essence, the second of these processes is the reverse of the first and
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it is these two reactions that give rise to an important classification of electrochemical cells.
Electrochemical cells can be either galvanic cells or electrolytic cells. Galvanic cells are
electrochemical cells where chemical energy is transformed into electrical energy, and electrolytic
cells are electrochemical cells where electrical energy is transformed into electrical energy. In
essence, batteries that can be recharged are made from electrochemical cells that act as galvanic
cells during the discharge process and electrolytic cells during the charging process. Disposable
batteries that we buy in the store and use in our flashlights and smoke alarms are examples of
batteries made of galvanic cells. We generally throw these batteries in the trash when they no
longer deliver electrical energy. Batteries used in electric cars and batteries used to store energy
from renewable energy systems are composed of electrochemical cells that act as galvanic cells
during discharging and electrolytic cells during charging. Another name for galvanic cells
discarded after delivering their electrical energy is primary cells, and another name for
electrochemical cells that act as galvanic and electrolytic cells. In essence, the reactions in primary
cells cannot be reversed, and thus these batteries cannot be recharged; while the reactions in
secondary cells can be reversed, they can be recharged.

2.1.2. Components and Operation
All electrochemical cells have the same fundamental components (see Figure 2.1). These
components are a cathode, an anode, an electrolyte, a separator, and current collectors. The
chemical reactions that occur at the cathode and anode of an electrochemical cell convert chemical
energy to electrical energy in the discharge process and electrical energy to chemical energy in the
charging process. These two electrodes must be made of special materials in order that these
electrochemical reactions occur. The anode is usually made of a metal or metal alloy, and the
cathode is usually made of a metal oxide or a sulfide. Both the anode and cathode are generally
made from dry powders so that they are porous and provide large surface areas that are in contact
with the electrolyte. Typically, a solvent, such as a diluted acid, base, or salt, is used for the
electrolyte. An electrolyte negates the effect of self-discharge by denying a path for electrons to
flow within the cell. These are the primary functions of the electrolyte, acting as an electron
insulator but ion conductor and forcing the electrons to flow through the external circuit. The
separator in an electrochemical cell has the critical task of keeping the anode and cathode from
touching one another. This prevents the cell from short-circuiting. Separators typically have a
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fibrous/porous structure and are made of a polymer. The porosity of the separator allows the
electrolyte to pass through so that ions may pass between the anode and cathode unimpeded.
Lastly, the current collectors conduct current to the terminals of the cell and are usually made of
metal foils, making them capable of adhesion to the electrodes, making the cell’s connection to
the battery terminals highly conductive.

Figure 2.1: Basic parts of an electrochemical cell [15].
At the electrodes, redox reactions (reversible chemical reactions in which oxidation and
reduction occur) happen that produce ions and free electrons. These reactions cause ions to move
through the electrolyte to the opposite electrode and electrons to move through the external circuit
from one electrode to the other. During the discharge process, the anode (negative electrode)
undergoes an oxidization reaction. Oxidation is the process of losing electrons. The reverse
happens during the charging process. During the discharge process, the cathode (positive
electrode) accepts electrons. Hence the cathode is reduced during discharge. The reverse would be
the case during the charging cycle. The electrolyte acts as a medium through which the ions can
move from one electrode to another, but the electrons cannot. During the discharge process, the
cations (positively charged ions) move through the electrolyte toward the cathode and electrons
move from the anode to the cathode through the external circuit. If there are anions (negatively
charged ions), they move toward the anode in a discharge process. All charged particle motions
are reversed during the charging process.
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2.1.3. Electrode Potential
Electrode potential plays a significant role in governing cell voltage and current. Electrode
potential can be defined as the tendency of a material to lose or gain electrons relative to another
material. This property is essential because it is the potential difference between the anode and
cathode that drives electrical current. An electrochemical cell is composed of two half-cells, an
anode half-cell and a cathode half-cell. It is the chemical reactions occurring at these two half-cells
that dictate the voltage and current produced by the cell. In particular, it is the electrode potential
of one half-cell relative to the other half-cell that dictates the cell voltage. Thus, it is desired to
have as large a potential difference between the two half-cells as possible. Fortunately, half-cell
potentials can be rated independent of one another making tabulating these potentials much
simpler. From these tables, a number of combinations of electrodes can be chosen. Materials with
lower potentials ionize readily, which means they easily release electrons [18]. These types of
materials make good anodes. On the other hand, materials used for the cathode should readily
accept electrons and should have more positive potentials. Materials readily accept electrons, and
those who readily give up electrons can be determined by understanding the periodic table.

Periodic Table
The position of elements in a periodic table holds great significance (see Figure 2.2). One
can look at the table and deduce the properties of the element by its location in the table. Potent
reducing agents are grouped to the left, and potent oxidizing agents are grouped to the right.
Reducing agents lose electrons readily, while oxidizing agents accept electrons readily. The
propensity to readily lose electrons is called oxidation potential, and the tendency of the elements
to accept electrons readily is called reduction potential. Lithium and fluorine have the highest
standard oxidation and standard reduction potentials. Table 2.1 provides the standard electrode
potentials of lithium and fluorine.
The number on the top of each element in the periodic table is the atomic number. It
indicates the number of protons in the atom's nucleus and, therefore, the number of electrons in
the atom. The number mentioned under the element is the atomic weight of the element. The
different colors of the boxes in the table represent different groups of elements. Elements in the
same rows have the same number of electron shells. Each of the rows is referred to as a period.
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Elements in a column have the same number of valence electrons (except for the transition metals).
Valence electrons are the electrons in the outermost shell of the atom. It is easy to lose valance
electrons because of how they are shielded from the nucleus by the inner shell electrons, making
them the ones that determine an element’s chemical reactivity and its oxidation and reduction
potential.

Table 2.1: Oxidation and reduction potentials of Lithium and Fluorine (including half-reactions)
[18].
Half-reaction
𝐸 𝑜 (𝑉)
𝐿𝑖 + +𝑒 − ⇌ 𝐿𝑖

−3,04

𝐹2 +2𝑒 − ⇌ 2𝐹 −

+2,87

Figure 2.2: Periodic table of the elements [17].

Elements are more energetically stable when eight electrons are present in the valence
shell. Noble gases have eight electrons in their valence shell, making them chemically inert. Noble
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gases are in column VIII of the periodic table. Alkali metals, which are group number I, have one
electron in the valence shell; and lose one electron readily to reach a chemically stable state. In the
case of the halogens located in group VII, it is quite the opposite. The halogens are short one
valence electron and desire to capture one electron to become chemically stable. The number of
electrons in the valence shell plays a big part in the oxidation and reduction potential of the
element. This is an essential factor when it comes to designing an electrochemical cell. Using
potent oxidizing and reducing agents enhances the voltage potential of the cell. The higher the
difference in electrode potential between the positive and negative electrodes, the more the cell's
voltage.

2.2. Battery Parameters
To understand batteries and the modeling work that we have done in this thesis, some
battery performance parameters need to be discussed. The battery parameters discussed in this
section allow one to quantify the operation of a battery and its relative merits.

2.2.1. Nominal Capacity
Nominal capacity specifies the charge-producing capacity of a battery. A second way of
viewing the nominal capacity of a battery is that it is the length of time a specified amount of
current can be delivered by a battery. Assuming that this current is all delivered at the same voltage,
the nominal capacity is an indicator of the battery's energy storage capability. The nominal capacity
can be viewed as the maximum safe energy that a battery can store; however, batteries have been
known to surpass nominal values. Nominal capacity is usually specified in ampere-hours (Ah). A
given nominal capacity indicates a battery can deliver a high current for a short time or a small
current for a long time [14].

2.2.2. C-rate
The C-rate is similar to the nominal capacity in that it indicates a given amount of current
flow for a specified time period, except the C-rate, is not the rated capacity of the battery but the
actual rate at which you are running current through the battery. A battery has a specified nominal
capacity because of its design, but the battery can be charged or discharged at many different C26

rates. To illustrate the C-rate of the battery, consider a battery with a nominal capacity of 40 Ah.
The nominal capacity of 40 Ah is equal to 1 C. Essentially, when the battery is fully charged. It
should provide 40 A of current for one hour. If we discharge the battery at a 2 C rate, the battery
will run at 80 A for 30 mins. If the battery is operated at an 0.5 C rate, then the battery would run
for two hours with a discharge current of 20 A. Essentially, C-rate dictates the operating point of
the battery, while 1 C is the nominal capacity of the battery. In real batteries, discharging at a
slower C-rate allows one to go beyond the nominal capacity, while fast discharge rates keep one
from obtaining the nominal capacity. Higher currents incur more internal losses, affecting the
battery's overall energy delivery.

2.2.3. State of Charge (SOC)
The state of charge indicates the amount of charge (or energy) left in a battery relative to
the battery's nominal capacity. This is just a fraction or percentage of the available battery capacity
and ranges from 0 to 1 or 0 to 100%. The state of charge is a function of the starting state of charge
of the battery, 𝑆𝑂𝐶(𝑡0 ), and the current delivered by the battery over time. The state of charge as
a function of time, 𝑆𝑂𝐶(𝑡), is given by
𝑆𝑂𝐶(𝑡) = 𝑆𝑂𝐶(𝑡0 ) −

𝑡
0

∫𝑡 𝐼(𝑡)𝑑𝑡
𝐶

.

(2.1)

𝑡

In this equation, the integral ∫𝑡 𝐼(𝑡)𝑑𝑡 tracks the amount of charge that is leaving or entering the
0

battery over a period of time. The amount of charge that has left the battery is then divided by the
nominal capacity, 𝐶, to convert it to a fraction of the nominal capacity of the battery. This loss of
charge is then subtracted from the charge in the battery at the start of the process to give the fraction
of charge left in the battery. This provides the battery operator an idea of the remaining energy
capacity of the battery.
Keeping track of a battery's SOC is also important because the battery’s output voltage is
a function of the battery’s SOC. The nonlinear relationship of battery voltage with respect to SOC
can be seen in Figure 2.3. The battery in Figure 2.3 maintains an almost constant output voltage
until the SOC drops below 50%. Below a 20% SOC, the battery voltage drops significantly. The
nominal voltage of a battery is restored once it is charged.
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Figure 2.3: Battery voltage as a function of SOC [19].

2.2.4. Depth of Discharge (DOD)
Depth of discharge (DOD) is the compliment of the SOC and can be written as
𝐷𝑂𝐷(𝑡) = 1 − 𝑆𝑂𝐶(𝑡).

(2.2)

Physically this represents the charge (or energy) expended from the battery as a percentage of the
battery’s nominal capacity. Depth of discharge plays a significant role in optimizing battery
efficiency. Depending on what type of electrode materials are used, each battery type has a limit
on the DOD. Discharging the battery beyond this point adversely affects the battery's performance
and could permanently damage the battery. In terms of maximizing the cycle life of batteries, it is
usually advised to avoid discharging the battery more than the stated limit. Certain types of
batteries can be discharged more than others, for example, LiFePO4 batteries are better deep
discharge batteries than LiCoO2 batteries [15].

2.2.5. Nominal Voltage
The nominal voltage of a battery is the voltage output of a battery as specified by the
manufacturer following an agreed-upon convention. The actual voltage produced by a battery will
vary from this value depending on a number of factors, such as the battery's internal resistance, the
load applied to the battery, the temperature of the battery, the degree of discharge of the battery,
and the rate at which the battery is discharged. Figure 2.3 shows the voltage produced by a lead28

acid battery as a function of the time the battery has run and the C-rate function. Figure 2.3 clearly
shows the battery voltage dropping with time as the battery discharges because the SOC of the
battery is dropping as current is drawn from the batter at a faster rate.

Figure 2.4: Cell voltage as a function of discharge time for different C-rates for a lead-acid
battery [21].

2.2.6. Specific Energy and Specific Power
Specific energy, or gravimetric energy density, is the ability of a battery to deliver low to
moderate currents, for an extended time period, per unit weight of a battery. Specific power, or
gravimetric power density, indicates loading capability, which also means giving a massive flow
of current, in a short amount of time, per unit weight of a battery. These two parameters indicate a
lot about the ability of batteries to handle certain tasks. Batteries for computers and cell phones
would optimize specific energy relative to specific power because customers want these devices
to run long periods of time between charging events. At the same time, batteries for power tools
are made for high specific power because large amounts of power are required in short bursts.
Figure 2.5 provides specific power and specific energy ratings of different types of batteries. Also
shown are the specific energies and specific powers of fuel cells, supercapacitors, internal
combustion engines, and solid oxide fuel cells. The desired specific energies and specific powers
for electric vehicles, plug-in hybrid electric vehicles, and hybrid electric vehicles are shown as
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stars in this figure. This figure shows that lithium-ion batteries provide the best specific energy
and specific power characteristics for batteries. Nickel metal hydride batteries lie between those
of Li-ion batteries and lead-acid batteries. It can be seen that lead-acid batteries are not capable of
delivering the performance required by modern-day electric and hybrid electric vehicles. Lithiumion batteries have made modern-day electric vehicles practical. It is also evident from Figure 2.5
that batteries still cannot compete with the internal combustion engine on specific energy. It must
be realized that the vertical axis on Figure 2.5 is a logarithmic scale, and thus the specific energy
of the internal combustion engine is close to an order of magnitude larger than that of lithium-ion
batteries. It is also interesting to note that the specific power of lithium-ion batteries and the
internal combustion engine is similar.

2.2.7. Open Circuit Voltage
A battery's open-circuit voltage is the maximum voltage that a battery can deliver to the
external circuit. This occurs when there is no load on the battery, and there is no current flowing.
This is the voltage you would measure across the terminals of a battery with a voltmeter when it
is not connected to anything. Once current is allowed to flow from the battery, the voltage supplied
by the battery drops below its open circuit value. The open-circuit voltage of a battery is required
when modeling battery performance. This is usually given by equations that are a function of the
SOC. The open-circuit voltage drops as the SOC decreases.

2.2.8. Coulombic Efficiency
Coulombic efficiency can be defined as the ratio of the total charge extracted from the
battery to the total charge supplied to it [16]. Batteries are great storage devices, yet we do not get
back 100% of the energy put into them due to the electrochemical reactions and resistance inside
the battery. This can be minimized by charging the battery at moderate currents and not using
heavy loads to discharge the battery. Lithium-ion batteries have significantly higher coulombic
efficiencies than other types of batteries, provided they are charged at moderate currents and are
kept at cool temperatures [16].
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Figure 2.5: Specific energy and specific power of several battery types [23].

2.3. Battery Performance Characteristics
Factors affecting battery cell performance or battery packs are temperature levels at which
the cells operate, charging current, state of charge, battery internal resistance, battery cycling, and
over-voltage/under-voltage. By controlling these parameters, we can maximize the life of a battery.
In this section, we shall go over those factors that affect the performance of batteries.

2.3.1. Temperature Levels
Temperature levels play a crucial role in regulating the battery's nominal capacity levels.
The performance of battery cells can be drastically affected if cell temperatures are too low or too
high. Ideally, a battery should operate at its optimal temperature level to deliver the best
performance. At higher temperatures, lithium-ion batteries experience cathode oxidation [17], and
the cycle life of the battery is negatively affected. Because of high temperatures, there can also be
increased chemical activity inside a battery, resulting in loss of capacity.
On the other hand, at lower temperatures, the internal resistance of the battery increases,
reducing the amount of energy delivered by the battery. In the case of lithium-ion batteries, low
temperatures can cause a permanent solid electrolyte interphase (SEI) layer buildup on the anode.
This affects battery voltage drastically.
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2.3.2. Charging Current and Voltage Levels
Charging must be done at moderate currents because of the buildup of the solid electrolyte
interphase (SEI) layer at the anode side of the cell. This is a common phenomenon for lithium-ion
batteries where lithium atoms and electrolytes accumulate on the surface of the anode [17]. An
SEI layer protects the anode, but excessive buildup can prevent electron exchange during chemical
reactions, reducing the rate of these reactions. Overvoltage protection is also a critical factor in
charging a battery. Charging batteries at too high of a voltage can damage them. This is why battery
management systems are useful; they protect against over-voltages and charging currents that are
too high.

2.3.3. Internal Resistance, Memory Effect, and Cycling of Batteries
Internal resistance in a battery is on the order of milliohms. The internal resistance can
change with the runtime of the battery. Ideally, it is better for the battery cell if the internal
resistance stays low during the lifetime of the battery. Internal resistance can be divided into
electronic and ionic resistances. Ionic resistance is the resistance to current flow because of the
structure of the battery, size of the electrodes, and movement of ions in the electrolyte. Electronic
resistance comprises the resistance of electron flow from the electrodes to the external circuit.
Internal resistance can be measured by carrying out a dual pulse test.
Batteries tend to age when they are used regularly. This is also called the cycling of the
battery because the number of charging-discharging cycles determines the age of the battery. The
industrial standard for the cycle life of a battery is the number of cycles the cell can endure before
its capacity drops to a value of 80% of its initial capacity. This can happen because of irreversible
chemical reactions that can occur inside a battery, because of a loss of electrolyte, or a change in
the porosity of the electrodes. The relation between battery capacity and the number of chargingdischarge cycles a battery undergoes is illustrated in Figure 2.6.
Lithium-ion batteries are not subject to memory effects, which is a tendency of certain
types of batteries not to recharge effectively when they are not completely discharged. Nickelcadmium batteries show memory effects. It should also be noted that batteries also show
degradation in capacity because of the effect of self-discharge.
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Figure 2.6: Battery capacity as a function of the number of charging-discharging cycles [25].

2.3.4. Importance of a BMS (Battery Management Systems)
A battery management system is an electronic and computer system capable of monitoring
individual cells to giant battery packs. It is an embedded system using batteries and is controlled
by a computer or microprocessor. A BMS tracks the energy available for discharge to estimating
how much power may be demanded from the battery in the future? A BMS design allows the user
to be flexible and offers sophisticated tools to monitor the battery’s state of health. A thermal
management system can be incorporated into the BMS to prevent thermal runaway. The
functionality of BMS is wide and varied. A BMS can
1. detect unsafe operating conditions and preemptively protects the individual
cells from degradation,
2. prolong the life of the battery pack by having voltage control, limit power
supply during abuse/failure states, stop operation during ground fault
detection,
3. gauges the performance of cells and optimizes their operating levels
(equalizing cells) to match load requirements; this also includes cell balancing
of battery packs to optimize voltage performance by equally discharging each
cell,
4. protect against short circuit conditions and thermal runaway,
5. predict load variability,
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6. inform the host application on how to make the best use of the battery pack,
and
7. monitor battery SOC.
It is imperative to monitor the state of charge of batteries as many battery parameters
depend on this parameter. This allows the user to operate with load profiles that are considered
safe for the battery. In this way, the user will not overburden the battery by discharging it at too
high of a current value. Monitoring the SOC would also allow the user to discharge the battery for
the right amount of time. This prevents thermal runaway, and the internal resistance increases in
the battery.

2.4. Two Types of Electrochemical Cells
Two common types of electrochemical cells will be discussed to further our understanding
of electrochemical cells and batteries. These are the lead-acid cell and lithium-based cells.
Lithium-based cells are slightly different from lead-acid electrochemical cells in that there is an
intercalation mechanism affecting the operating performance. In lead-acid cells, only redox
reactions are present. The lead-acid battery is looked at because it is a traditional type of
electrochemical cell and the reactions are straightforward. Lithium-based cells are considered
because these types of batteries are modeled in this thesis. Lead-acid batteries can easily be
modeled with the computer code developed here. It simply requires one to change inputs. Since
the current trends are all towards lithium-based batteries and the battery types most analyzed in
the recent literature, these are the battery types simulated here.

2.4.1. Lead Acid Cell
The most common application of lead-acid batteries is in internal combustion engine
vehicles. Due to their high specific power and their ability to produce large currents in short
intervals of time, these batteries are well suited for starting an internal combustion engine. The
anode is made of a lead plate, and the cathode is made of a lead oxide plate. Plates take on a grid
structure, and a paste is coated onto the grid to make the plate. In a lead-acid cell, the cathode is
coated with lead oxide. A separator is placed between the electrode plates, and they are kept in a
chamber filled with sulfuric acid and water, three-parts water, and one part sulfuric acid. A typical
lead-acid battery has six cells connected in series, providing a nominal voltage of 12.6 V.
34

Essentially, each cell contributes 2.1 volts to the total battery voltage. A cut-away view of a leadacid battery is shown in Figure 2.7.

Figure 2.7: Schematic showing the a) discharging process b) charging process c) for a lead-acid
battery [26].
The charging and discharging processes of a lead-acid battery cell are shown in Figure 2.7.
The discharging process is shown in Figure 2.7a, and the charging process is shown in Figure 2.7b.
During the discharge process, 𝑆𝑂42− radicals get attached to the positive lead oxide electrode
(cathode), they react, leading to the formation of a lead sulfate layer on the cathode, this releases
free radicals of 𝑂2− And these radicals combine with hydrogen ions to form water. 𝑆𝑂42− reacts
with the anode to form another lead phosphate layer on the anode. Because of this, electrons build
up on the anode, and there is a potential difference between the cathode and anode. When an
external circuit is connected to the anode and cathode, electrons flow through the external circuit
to return to the cathode.
The lead-acid cell can produce a certain amount of energy before it has to be recharged.
The more the cell is discharged, the more dilute the acid in the electrolyte becomes. At full
discharge, the buildup of lead sulfate on both of the electrodes reduces the potential difference
between the cathode and anode. When these concentrations become equal, there is no more
electrical potential between the anode and cathode, and the cell must be charged.
The charging process entails forcing electrons from the cathode to the anode through the
external circuit. These electrons combined with the lead sulfate at the anode to produce lead and
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𝑆𝑂42− . At the cathode, lead sulfate and water are converted to lead oxide, 𝑆𝑂42− , hydrogen ions,
and electrons. Of course, these electrons are forced back to the anode. Once charged, this
electrochemical cell is ready to undergo another discharge process.

2.4.2. Lithium-Based Cells
Some qualities of a good electrochemical cells or batteries are:
1. high specific energy,
2. high specific power,
3. high cell voltage,
4. high cycle life,
5. low self-discharge,
6. no memory effect,
7. low cost, and
8. high recyclability.
Lithium-based electrochemical cells outperform lead-acid batteries in the first six of these
desirable qualities. Given more research and development, they should be able to outperform leadacid batteries in the last two categories as well. There has been a great deal of research and
development done to improve the performance of lithium-based batteries over the last two decades.
This research has paved the way to solidify the relevance of lithium-based batteries and make them
ideal choices for storing electrical energy as chemical energy and quickly retrieving electrical
energy from the stored chemical energy.
The range of applications of lithium-based batteries is incredible. Battery packs produced
by Tesla have cylindrical lithium-ion batteries arranged in series and parallel to form a Tesla
module. Sixteen modules are connected in series to form a Tesla battery pack. Cell phones have
prismatic or pouch cell, lithium-based batteries. Airplanes, such as the Boeing 787, use lithiumion batteries. Computers use lithium-based batteries, and the list could go on. The myriad of
applications of lithium-based batteries is a testament to the high level of performance provided by
lithium-based electrochemical cells.
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Lithium Cobalt Oxide Cells
In lithium cobalt oxide cells, the cathode is made of lithium cobalt oxide, and the anode is
usually made of graphite. Graphite is chosen because of the layered hexagonal structure of the
compound. The graphite structure allows the lithium to wedge between the graphite layers. The
electrolyte generally consists of a non-aqueous organic solvent and salt, such as lithium
hexafluorophosphate, in a solvent like dimethyl carbonate. The cell also has a non-conductive,
semipermeable porous membrane that acts as an electrical insulator. This prevents short-circuiting
and thermal run-away. Lithium is a highly reactive metal, and a short circuit between the anode
and cathode could result in an explosion. The electrode materials of graphite and lithium cobalt
oxide are not good electrical conductors, and therefore copper and aluminum collectors are placed
at the anode and cathode. Figure 2.8 shows a schematic of a lithium cobalt oxide cell.
The reactions that occur at the cathode and the anode are of a lithium cobalt oxide cell are:
anode half-reaction
LiC6 ⇌ 6C + Li+ + 𝑒 − ,

(2.3)

CoO2 + Li+ + 𝑒 − ⇌ LiCoO2 ,

(2.4)

C6 + LiCoO2 ⇌ LiC6 + CoO2 .

(2.5)

cathode half-reaction

and full reaction

In these reactions, the top arrow indicates the reaction direction for discharging, and the bottom
arrow represents the reaction direction for charging. At the anode during discharging, the graphite
intercalation compound LiC6 breaks up into graphite, a lithium-ion, and a free electron. The free
electrons are forced out to the external circuit, to the cathode, and the ions are forced to the cathode
through the electrolyte. At the cathode, the free electrons and ions react with cobalt oxide to form
lithium cobalt oxide. For the charging process, external electrical energy is used to break lithium
cobalt oxide into cobalt oxide, a lithium-ion, and a free electron. The free electrons are driven to
the anode through the external circuit and the lithium ions are driven to the anode through the
electrolyte. At the anode, these free electrons and ions react with carbon to form lithium carbide.
The lithium carbide is now set to break apart and provide current to the external circuit on the next
discharging process.
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Figure 2.8: Intercalation of lithium ions in anode and cathode during charging and discharging
cycles. Note that the external circuit only shows electron flow for the discharge process [27].

Lithium Iron Phosphate Cells
In more traditional lithium-ion electrochemical cells, the cathode is generally made up of
lithium cobalt oxide (𝐿𝑖𝐶𝑜𝑂2 ). In newer lithium-ion cells, the cathode is made from lithium iron
phosphate (𝐿𝑖𝐹𝑒𝑃𝑂4 ). The anode is typically still made of graphite. The working principle of a
lithium iron phosphate cell is similar to that of a lithium cobalt oxide cell; however, using lithium
iron phosphate as the cathode has advantages over using lithium cobalt oxide. Lithium iron
phosphate cells benefit from low-resistance properties; and are more resistant to thermal variations.
These new cells can be manufactured at a lower cost than lithium cobalt oxide cells, and they are
less toxic. The operating voltage of the lithium iron phosphate cell is also higher than the lithium
cobalt oxide cell. For these reasons, they are used in electric vehicles, forklifts, and other electricpowered vehicles. Deficits of lithium iron phosphate cells produce lower voltage capacities and
lower specific energy due to the heaviness of the iron. Nevertheless, lithium ferrous phosphate
cells are relatively new, and more can be done to maximize their potential and energy density.
Another advancement made in lithium-based electrochemical cells is the electrolyte used.
Instead of using liquid-based electrolytes, lighter-weight polymers are being used. These polymer
electrolytes are currently more expensive, but they could result in further improvements in lithiumbased electrochemical cells.
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3. Techniques of Battery Modelling

In the Introduction chapter, the importance and advantages of battery modeling were
discussed. This chapter goes into more detail on the battery modeling that has been done and
discusses some of the battery simulation techniques available in the literature. Because this thesis
is focused on equivalent electric circuit models for batteries, some of the simple versions of these
models are given in this literature review. Modeling and simulation techniques are vital for
accelerated understanding, design, optimization, and control of batteries and battery systems [21].
Computational tools open up an array of opportunities to analyze an innumerable number of design
parameters and operating conditions at a low cost. Thus work such as that being presented in this
thesis is important.

3.1. Techniques of Battery Simulation
3.1.1. Analytic and Stochastic Models
The kinetic chemical model is an example of an analytical model wherein the available
charge in a battery is modeled as two tanks separated by a valve which denotes conductance. One
tank, called the available tank, is ready to deplete the charge when a load is connected. The other
tank called the chemically bound tank, supplies charge to the available tank [12]. The valve
between the tanks simulates the rate at which the reaction occurs; therefore, the chemical kinetics
of the battery form the basis of this model. Figure 3.1 is a schematic representation of this model.
The SOC of the battery is modeled by ℎ1 and ℎ2 . The battery’s internal resistance is modeled by
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𝑅0 . During discharge, the load of the battery draws a current 𝐼 and this rapidly reduces ℎ1 . The
difference between ℎ1 and ℎ2 drives the kinetic flow between the tanks. This is carefully explained
with equations in the paper “Lead-acid Battery Storage Model for Hybrid Energy Systems” [23].

Figure 3.1: Tank model of battery operation [12].
In the literature, the stochastic version of the kinetic chemical model employs Markov
chain processes where the battery’s future state is dependent on the present state. When the battery
moves from one state to another, this is called a transition, and there is a probability associated
with each transition [12]. Stochastic models are similar to analytical models as to how they
represent the battery dynamics with equations, but they are computationally faster than detailed
electrochemical models [24]. Moreover, stochastic models simulate the state of health (SOH) of
batteries with higher accuracy than other models [24].

3.1.2. Electrochemical Models
Electrochemical models illustrate the working dynamics of the chemical reactions
happening inside a battery in a detailed manner. Electrochemical models are physically based and
model the electrochemical kinetics, transport processes, and electric fields in the electrodes and
electrolyte using the Butler-Volmer equation, Fick’s law of diffusion, and Poisson's equation.
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These equations result in a coupled set of nonlinear partial differential equations (PDEs). Several
techniques exist that can be used to solve the resulting set of nonlinear PDEs equations: the finite
element method, the Pade approximation, the Ritz approximation, or others can be found in the
literature [25] [26]. Electrochemical models are highly accurate because they model the internal
electrochemical behavior of the battery at a fundamental level and depict those reactions with the
equations that come from fundamental physical principles. Of course, the problem with detailed
physics modeling in a battery is large computational times. This is problematic when battery
models are coupled to a model of a renewable energy system that must simulate run times of a
year or more.
According to the literature, electrochemical models that are commonly used are of two
types: the pseudo-2D Model (P2D) and the single-particle model (SPM) [27]. Doyle et al. proposed
the P2D model [28], [29], [30] in 1993. The P2D model was developed based on the porous
electrode and concentration solution theories. In general, there are three separate computational
regions used in P2D models: the anode, the electrolyte-separator region, and the cathode. Figure
3.2 shows these three regions where the anode is called the negative electrode, the electrolyteseparator region is called the electrolyte, and the cathode is called the positive electrode. P2D
models are prevalent because they comprehensively simulate the dynamic electrochemical
reactions happening in lithium-ion cells by effectively capturing the kinetics and transport
occurring in the battery.
The behavior of the electrodes is modeled by spherical particles in contact with the
electrolyte. Remember that the electrodes of a battery are made to be porous to increase the
interface area between the liquid electrolyte and the solid electrode. Thus it would be wrong to
model the electrodes as flat slabs. The P2D model illustrates the electrochemistry of the battery
using the following set of principles [31]: 1) lithium-ion intercalation and deintercalation processes
are modeled through the interface surface area of the electrodes with the electrolyte, 2) the lithiumion concentration in the porous electrodes is determined by applying Fick’s law to solid spherical
particles located in the electrodes [31], 3) the movement of lithium-ions in the electrolyte-separator
region is determined by coupling Fick’s diffusion law with electrical field effects into a PDE, 4)
Possion’s equation is used to obtain the solid-state potential, 5) the liquid-phase potential in the
electrolyte and separator is also obtained using Poisson’s equation [31], and 6) the chemical
kinetics of occurring in the battery are modeled with the Butler-Volmer equation. Results from
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solving the governing equations are current densities, electric potentials, and ion concentrations as
a function of position and time. These detailed spatial and temporal results can be integrated to get
electrode voltages or electrode currents. The P2D model allows accurate prediction of the
electrochemical behavior of lithium-ion batteries and other types of batteries. Results from the P2P
model have been verified a number of times with experimental data [32], [33], [34].

Figure 3.2: Schematic of computational regions for P2D model [31].
The single-particle model (SPM) is a simpler version of the P2D model; wherein the
electrode is considered a single particle, and the electrolyte properties are omitted. Furthermore,
the liquid phase concentration and electrode potential are treated as constants. The simplified SPM
also makes it easier to handle the electrochemical reactions [31] because a single particle is being
considered. The thermal conditions of the battery can be added to the SPM, but they are, again,
handled in a simplified manner [35], [36].
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3.1.3. Empirical Based Models
The models in this category depict and characterize battery behavior using empirical
formulations and databases. These databases can come from experimental measurements or
computational results. No matter the origin of the database, this work considers database
techniques to be empirical. The only data-based method discussed in this work is that which
experimentally monitors battery performance, saves the information in a database, and uses this
information to improve the operation of the battery in the given system.
Empirical models quantify the battery terminal voltage as a function of the state of charge
and current. The nonlinear, dynamic characteristics are modeled using reduced ordered polynomial
expressions or other types of analytical mathematical expressions [27]. There are three classical
empirical models in the literature: the Shepherd model [37], the Unnewehr universal model [38],
and the Nernst model [39]. Of these three models, the Nernst model provides the most accurate
results. The Shepherd model excels when the battery continuously operates in discharge mode.
Although empirical models are straightforward, easy to implement, and require very little
computational time, they lack generality in simulating all battery behavior. For example, semiempirical do not capture the hysteresis effects that occur during battery relaxation periods wherein
the voltage does not decay to zero immediately. Battery hysteresis is a state-dependent
phenomenon that affects the battery terminal voltage and SOC of the battery.
Some data-driven models are called enhanced self-learning models, which use machine
learning/ multi-layered neural network algorithm techniques to track the battery input data and
update these data as a function of SOC and other model parameters. This technique uses the
battery’s historical states to optimize SOC estimation. This is particularly useful for battery
management systems used to control battery packs for electric vehicles or renewable energy
systems. Data-driven models also include sophisticated temperature control. A database-driven
control approach is beneficial because of how uncertain and sensitive battery parameters are during
the charging and discharging parts of the cycle. They are also beneficial when the mathematical
equations of the system are unknown or when the system’s voltage response cannot be modeled
with empirical techniques. A radial basis function neural network uses multiple nodes in each layer
and utilizes a gaussian function as an activation function in one of the hidden layers to estimate
battery parameters [27]. These models predict battery parameters as a function of battery states
better than neural network models [40]. Radial basis function neural networks are more optimized
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to model the nonlinear behavior of batteries than neural network models [40]. Data-driven models
can also be combined with other models to enhance the model and parameter prediction. Figure
3.3 represents the workflow of a data-driven model.

Figure 3.3: Different stages of a data-driven model [27].

3.2. Equivalent Electrical Circuit Modeling
Equivalent Electrical Circuit (EEC) models are highly popular, flexible, computationally
efficient for implementing into battery management systems, and they can be relatively accurate
in predicting the dynamic characteristics of a battery. Since the work here focuses on EEC models
for batteries, a few of the basic EEC models are presented here. The need for EEC modeling
became evident as researchers found it exceedingly difficult to incorporate detailed physically
based models into renewable energy simulations and microprocessors. Although detailed models
produce the most accurate and detailed results that could be used to monitor a battery’s internal
characteristics, they required high storage and computational effort to solve equations containing
many battery variables. EEC models do not predict a number of the internal characteristics of
batteries, but they offer fast and accurate estimations of battery terminal voltage, SOC. They can
be implemented in battery management systems (BMS) for electric vehicles or renewable energy
storage systems.
EEC models need a number of inputs for the circuit components, but the user has the
flexibility to choose a wide array of electrical components for designing the ideal EEC to simulate
a particular battery. The user can also increase the complexity of the model (by adding different
electrical components) to mimic better simulate battery behavior. If the goal is to track the battery's
state and the energy available from the battery, it makes sense to use EEC models.
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3.2.1. Rint Model
The Rint model [41] is the simplest EEC model after simply using the open-circuit voltage
of the battery to simulate battery behavior. Using only the open-circuit voltage to model battery
behavior does not provide any internal battery losses. No energy losses are included, and no
voltage losses are included. Both of these losses can be simulated by simply adding a resister to
the EEC for the battery. This is what is done in the Rint model. A resister of magnitude 𝑅0 is put
in series with a voltage supply of magnitude OCV as shown in Figure The deviation of the battery
output voltage from its open-circuit voltage (OCV) is dependent on the series resister and the
current being delivered by the battery,
𝑉(𝑡) = 𝑂𝐶𝑉 − 𝑅0 𝑖(𝑡).

(3.1)

This is a simple yet basic building block for all battery EEC models. This EEC model predicts
large voltage drops from the OCV when battery currents become large and provides dissipation of
battery energy that increases as battery current draw increases. Although the Rint model provides
the prediction of some battery operating characteristics, it does not simulate a number of dynamic
characteristics well.

Figure 3.4: Circuit for the Rint EEC model [43].

3.2.2. Thevenin Model
By adding a resister-capacitor pair to the Rint model in Figure 3.4, predicting the dynamic
characteristics of a battery can be significantly improved. The Thevenin Model [42] is a popular
model that uses a resistor-capacitor pair that somewhat accounts for the diffusion processes in the
electrolyte and porous electrodes and charge transfer properties [43]. Figure 3.4 shows an
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equivalent electrical circuit for the Thevenin battery model. The output or terminal voltage of the
battery is given by
𝑉(𝑡) = 𝑂𝐶𝑉 − 𝑅0 𝑖(𝑡) − 𝑉𝑐 (𝑡)

(3.2)

The capacitor resister pair damp the dynamic response of the battery terminal voltage to
changes in input current. Adding these two components also allows voltage relaxation during the
resting period of the cell to be captured. The Thevenin model is a significant improvement over
the Rint model, which comes at the price of a more complex circuit that is more difficult to solve.

Figure 3.5: Circuit for the Thevenin EEC model [43].

3.2.3. PNGV Model
The partnership for a new generation of vehicle (PNGV) EEC model [44] (see Figure 3.6)
can be obtained by adding a bulk capacitance, 𝐶𝑏𝑐 , between the voltage source and the resistorcapacitor pair in the Thevenin Model shown in Figure 3.5. This bulk capacitance captures opencircuit voltage variation as a function of SOC instead of having an additional equation for OCV as
a function of the battery’s SOC. This reduces the amount of fundamental data that must be input
into the circuit model. Other dynamic aspects of the battery are captured by adding the bulk
capacitance as well. Interestingly, the PNGV model is an open circuit to steady battery operation.
This is acceptable because no battery operates in a strictly steady state. The battery's amount of
charge delivery potential is either rising or falling during discharging and charging processes,
respectively. While the battery voltage may appear to be close to steady, it constantly changes a
little. With the PNGV model, near steady-state behavior can be obtained by changing the time
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constant of the capacitor. The terminal voltage delivered by the PNGV model in terms of the
internal components is
𝑉(𝑡) = 𝑂𝐶𝑉 − 𝑅0 𝑖(𝑡) − 𝑉𝑐 (𝑡) − 𝑉𝑏𝑐 .

Figure 3.6: Circuit for the PNGV model [43].
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(3.3)

4. General Electric Circuit Analysis

This chapter presents the mathematics and numerical procedures required for the generic
electrical circuit solver developed for this work. The reader will be taken through a step-by-step
description of this model. This discussion will progress from the basic equations used to model an
electric circuit, to how static electrical circuits that only include voltage sources and resisters are
solved, to how current sources are included in static circuit modeling, to how complex dynamic
electrical circuits that include voltage sources, current sources, resistors, capacitors, and inductors
are solved. Basically, the presentation builds the model’s basic ideas to complex circuit
arrangements. The solution procedure is matrix-based, and thus inputs and most equations are
presented in matrix form. It is hoped that some physical understanding is also conveyed to the
reader throughout this chapter.
All the procedures presented in this chapter follow those published in Mario Barela’s
dissertation entitled “A Complementarity Approach to Modeling Dynamic Electric Circuits” [43].
Using Barela’s approach, a MATLAB computer code that simulates complex electric circuits has
been written. As mentioned before, this was done with the intention of using this code for electric
circuits that simulate battery performance. However, this code can be used to simulate any
electrical circuit that contains any number of the five circuit elements mentioned above in any
arrangement, irrespective of the application.
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4.1. Kirchhoff’s Voltage Law
The fundamental equations required to simulate complex electrical networks in this work
come from Kirchhoff’s voltage law. Kirchhoff’s voltage law states that the sum of voltage rises
and drops around a closed loop in an electric circuit must equal zero. In mathematical form,
Kirchhoff’s law can be written as
∑𝑒∈𝑙 𝑉𝑒 = 0,

(4.1)

where 𝑉𝑒 is the voltage rise or drop across each circuit element in the loop, and the summation is
carried out over all elements in the loop 𝑙. The subscript 𝑒 can be considered to stand for a circuit
element, but as will be seen below, the terminology used for circuit element in this thesis is an
edge. Thus, the subscript 𝑒 represents an edge.
While it looks like Equation (4.1) should be solved for unknown voltages in the circuit, it
is actually solved for unknown currents in the circuit. For this to be possible, unknown edge
voltages must be written in terms of currents. This is easily done for resisters using Ohm’s law,
𝑉𝑒 = 𝐼𝑙 𝑅𝑒 .

(4.2)

Note that the edge subscript notation is used on the voltage, 𝑉𝑒 , and the resistance, 𝑅𝑒 , but the loop
subscript notation is used on the current 𝐼𝑙 .
In any circuit, Kirchhoff’s voltage law equations must be written to solve all the unknown
currents. The number of unknown currents is equal to the number of current flow paths in the
circuit. Therefore, the number of loops identified in any circuit should equal the number of current
flow paths in the circuit. This will make the number of Kirchhoff voltage law equations equal to
the number of unknown currents. If a circuit has four flow paths containing different currents, four
independent Kirchhoff voltage law equations must be written. Sometimes, the number of loops
found in a circuit exactly matches the number of unknown currents. However, in complex circuits,
more loops can usually be identified than unknown currents. The extra loops that can be identified
are superfluous and not required. The group of identified loops needs to include all current flow
paths in the circuit. Loops can contain the same flow paths, but no two loops can have the exact
same flow paths. A technique for identifying current loops will be presented below.
Applying Kirchhoff’s voltage law, Equation (4.1), to the circuit shown in Figure 4.1 gives
𝑉𝑠 + 𝑉𝑅1 + 𝑉𝑅 𝑙𝑜𝑎𝑑 = 0.

(4.3)

𝑉𝑠 + 𝐼𝑅1 + 𝐼𝑅𝑙𝑜𝑎𝑑 = 0,

(4.4)

Substituting in Ohm’s law gives
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which can be solved for the loop current 𝐼, because 𝑉𝑠 , 𝑅1 , and 𝑅𝑙𝑜𝑎𝑑 are known quantities. There
is only one loop in this circuit, so only one Kirchhoff’s voltage law equation can be written; only
one is needed.

Figure 4.1: A one-loop circuit to illustrate Kirchhoff's voltage law.

4.2. Directed Graph
Network and graph theory can be applied to various fields ranging from computer
networks, biochemical reaction networks, statistical mechanics of disordered systems, neural
networks, computational neuroscience, or social network analysis [45]. The applications are broad
and varied. In this work, the focus will be on implementing directed graph theory to circuit
analysis. This is required to easily enter complex circuits into a general electric circuit algorithm
in an ordered and systematic manner.
A directed graph is composed of nodes and edges. For an electrical circuit, the nodes are the
junctions between the circuit components, and the edges are the components themselves. Each
edge is bound by two nodes. The word directed means that the edge is given a direction from one
of its nodes to the other node. The choice of the direction is arbitrary, but once the direction is
specified it must be adhered to in the rest of the model development. Of course, the reason for
using a directed graph, as opposed to an undirected graph, is that the current flow requires a
direction. A nondirected graph pays no attention to the direction of the edges. Figure 4.2 shows an
arbitrary nondirected graph and an arbitrary directed graph. The nodes are shown as ovals with
numbers, and the edges are shown as lines. Arrows are placed on the directed graph to show the
direction choice for the edges.
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Figure 4.2: The graph on the left is nondirected and the graph on the right is directed. Both graphs
contain loops [45].
Figure 4.3 shows a directed graph for a series RLC circuit with a power supply. This circuit
has one voltage supply in series with one resister, in series with one capacitor, in series with one
inductor. The circuit that this directed graph represents is shown in Figure 4.4. Figure 4.3 shows
one labeled blue line for each one of the four components where the edges are numbered e1, e2,
e3, and e4. Between each of the edges is a red dot that represents a node. The nodes are given the
numbers 1, 2, 3, and 4. It is directed graphs like this that serve as the conduit for entering circuit
arrangements into the mathematical model.
Because Kirchhoff’s voltage law is used to obtain the required equations to solve for
unknown currents, loops must be identified in the directed graphs. A loop comprises two or more
edges and the associated nodes connected to those edges. A loop has the same node at its starting
point, as it does at its ending point. The directed graph in Figure 4.2 contains a number of loops.
An example of one closed loop in this directed graph is {1,2,3,4,1}. This set of numbers lists the
nodes that make up the loop. This loop starts at node 1, traverses the edge between nodes 1 and 2,
then traverses the edge between nodes 2 and 3, then traverses the edge between nodes 3 and 4, and
then returns to node 1 by traversing the edge between nodes 4 and 1. The directed graph in Figure
4.3 only contains one loop that can be identified with the node number set {1,3,4,2,1}. The Figure
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4.3 directed graph also illustrates that node numbers do not need to be placed in order. In complex
circuits, having increasing numerical order in all loops is impossible.

Figure 4.3: Directed graph of a simple, series RLC circuit with one voltage source represented by
nodes and edges.

Figure 4.4: A series RLC circuit with one voltage source.
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Because the general literature discusses weighted and non-weighted graphs, a quick word
should be said about these two types of graphs. General graph theory allows weights to be applied
to each edge, indicating a preference for some edges over others. Circuit analysis requires equally
weighted edges, and thus, all the directed graphs in this work are non-weighted graphs.

4.3. Input Matrices
Instead of setting up a set of linear equations that can be solved for unknown currents in
the circuit, Kirchhoff’s voltage law equations for circuits represented by directed graphs can be
converted directly to matrix form. It turns out that there is no need to perform the intermediate step
of writing the set of linear equations. One simply has to enter the proper values into the right
matrix, in the right element of that matrix. In this section, we explore the different matrices that
are used to represent the set of linear equations that result from applying Kirchhoff’s voltage law
to an electrical circuit. Using directed graphs and the proper matrix formulations allow complex
circuits to be entered into a computer algorithm with a minimal amount of effort.

4.3.1. Node-Edge Incidence Matrix
The node-edge incidence matrix is the means by which the directed graph is converted to
numerical quantities and entered into the MATLAB computer program. The symbol 𝑪𝒊𝒏𝒑𝒖𝒕 is used
to represent this matrix and the symbol 𝐶𝑖𝑛𝑝𝑢𝑡,𝑛𝑒 is used to represent an element of this matrix
where 𝑛 is the node number and 𝑒 is the edge number. For a circuit with 𝑁 nodes and 𝐸 edges the
node-edge incidence matrix will have 𝑁 rows and 𝐸 columns. The elements must be entered into
the node-edge incidence matrix with the numbering chosen on the directed graph. The only values
that are entered into a node-edge incidence matrix are 1, 0 or -1. Elements 𝐶𝑖𝑛𝑝𝑢𝑡,𝑛𝑒 where the edge
𝑒 points into the node 𝑛 are set equal to 1, and those where the edge 𝑒 points out of the node 𝑛 are
given a value of -1. Edges 𝑒 that do not touch nodes 𝑛 are given a value of 0. The node-element
matrix is the way edge direction and edge position in the circuit are entered into a MATLAB
program. Note that circuit element magnitudes do not enter the computer program through the
node-edge incidence matrix. This is done through input matrices shown below.
The node-edge incidence matrix for the circuit shown in Figure 4.4 and the corresponding
directed graph shown in Figure 4.3 is
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𝑪𝒊𝒏𝒑𝒖𝒕

1 −1 0
0
−1 1 −1 1
=[
].
0
0
0
0
0
0
1 −1

(4.5)

The directed graph in Figure 4.3 has 4 nodes and 4 edges, and thus the node-edge incidence matrix
has 4 rows and 4 columns. Note that most elements in this matrix have zero values. This occurs
because edges are only connected to two nodes and there are more than two nodes in the directed
graph. A second thing to notice is that there are just as many -1’s as 1’s. This will always be the
case because each edge will have one node that the edge points into and one node that it points out
of.

4.3.2. Circuit Component Input Matrices
The magnitude of the circuit components that make up the electrical circuit are input in
individual row matrices. One matrix is used for the magnitude of the voltage sources,
𝑽𝒊𝒏𝒑𝒖𝒕 = [24

0 0 0],

(4.6)

one matrix is used for the magnitude of the current sources,
𝑰𝒊𝒏𝒑𝒖𝒕 = [0

0],

(4.7)

0],

(4.8)

0.25 0],

(4.9)

0 0

one matrix is used for the magnitude of the resisters,
𝑹𝒊𝒏𝒑𝒖𝒕 = [0 6 0
one matrix is used for the magnitude of the capacitors,
𝑭𝒊𝒏𝒑𝒖𝒕 = [0 0

and one matrix is used for the magnitude of the inductors,
𝑳𝒊𝒏𝒑𝒖𝒕 = [0 0 0

1].

(4.10)

Notice that the number of elements in each of these row matrices matches the number of edges in
the directed graph. The placement of the magnitude of a particular edge must be placed in the row
element that matches the edge number. This way, the computer algorithm knows the position of
the component in the circuit.
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4.4. Loops
4.4.1. Minimum Spanning Tree
Loops are required by Kirchhoff’s voltage law. To identify these loops, we must reduce
the directed graph, as represented by the node-edge incidence matrix in Equation (4.5), to what is
called a minimum spanning tree (MST). A minimum spanning tree is a line or set of connecting
lines that touch all nodes in the directed graph but do not close on themselves to make loops. An
example of an MST is shown in the diagram on the right in Figure 4.5. This diagram is the MST
of the graph shown on the left of Figure 4.5. There are nine nodes in this graph, and it can be seen
that the MST goes through all nine of these nodes. In this example, the MST has one starting point
and one ending point; however, this does not occur for all graphs. Some graphs give rise to MSTs
having many ending points. Examples of MSTs that could result from a 6 node graph are shown
in Figure 4.6. These MSTs come from a graph that has five nodes. An 𝑛-node graph will give rise
to an MST with 𝑛 nodes and 𝑛 − 1 edges. It seems rather odd that in order to find loops, we first
search for a line or set of lines that do not make loops? Loops are made by adding an unused edge
back into the MST and then pruning the edges that are not part of the loop. A second loop is made
by adding a different unused edge to the MST and then pruning. This is continued until all edges
not in the MST are added back, resulting in the correct number of independent loops required to
solve the unknown currents in the electric circuit represented by the directed graph.

Figure 4.5: On the left is a graph and on the right is the minimum spanning tree for that graph.
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Figure 4.6; Variations of minimum spanning trees for a graph that has six nodes [47].
In this work, Kruskal’s algorithm is used to find the MST [47]. Kruskal’s algorithm is a
greedy algorithm that constructs an MST of a weighted graph by choosing the edges with the
smallest weight possible while not forming loops. For graphs produced from electrical circuits,
edge weights are all equal, and this part of Kruskal’s algorithm is not applicable to the work here.
The weighted portion of Kruskal’s algorithm is bypassed by setting the weights of all edges equal
to one. Basically, a weighted Kruskal’s algorithm sorts all the edges in order of increasing weight.
It then picks the lowest weighted edge as a starting edge for the MST. The next smallest weighted
edge is then chosen, and a check is run to see if it makes a loop with the first edge chosen. If the
second edge does not make a loop with the first edge, it is kept; otherwise, it is discarded. This
process is continued until every edge in the graph has been chosen. When the third, fourth, and
succeeding lowest weight edges are chosen, they are checked against all the edges that currently
compose the MST to see if they produce a loop. If the chosen edge does not make a loop, it is kept,
and if it does make a loop, it is discarded. When this process is done, all nodes should be touched
by the edges that comprise the MST.

4.4.2. Loop Subroutines
For this work, a set of freeware MATLAB subroutines published on the web are utilized
to find the required loops. The names of these subroutines are CYCLEBASIS [46], SPANFOREST
[46], ADJ2PATH [46] AND REMOVELEAVES [46]. CYCLEBASIS produces the required loops
for Kirchhoff’s voltage law. The subroutine CYCLEBASIS calls the subroutine SPANFOREST
to provide the MST, it calls the subroutine REMOVELEAVES to prune the edges of the spanning
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tree that do not belong to each loop, and it calls the subroutine ADJ2PATH to convert loop nodenode matrices to an ordered list of nodes through which the loop passes.
Because the subroutine CYCLEBASIS does not accept graph information in the form of a
node-edge incidence matrix, as given in Equation (4.5), a node-node matrix must be formed. The
formal name of the node-node matrix is the adjacency matrix, but the name node-node matrix will
be used in this thesis. The node-node matrix is a matrix with 𝑁 rows and 𝑁 columns that specifies
whether there is an edge between the nodes represented by the row and column numbers. If there
is an edge between the two nodes, the element is given a value of 1. If there is no edge between
the two nodes, the element is given a zero value. No direction information is conveyed in a nodenode matrix, only connection information. This is not a problem because edge direction
information is not required to obtain loops.

4.4.3. Node-Node Matrix
The node-node matrix, 𝑮, for the graph shown in Figure 4.3 is
0
1
𝑮= 0
1
[0

1
0
1
0
1

0
1
0
1
0

1
0
1
0
1

0
1
0.
1
0]

(4.11)

This node-node matrix is a 5x5 matrix because there are five nodes in the Figure 4.3 graph. The 1
in the (2,1) element indicates that there is an edge between node 2 and node 1. The 0 in the (4,2)
element indicates that there is no edge between node 4 and node 2. The diagonal of the adjacency
matrix will always be filled with zeros because a node cannot have an edge with itself. In addition,
the node-node matrix will always be symmetric around its diagonal because the order of the twonode points is immaterial as to whether there is an edge located between them. The routine for
converting a node-edge incidence matrix to a node-node matrix was written as part of this work.
Once the node-node matrix is produced from the node-edge incidence matrix, it is fed as
input to the subroutine CYCLEBASIS. CYCLEBASIS returns all required loops in one subroutine
call. The number of loops required, 𝐿, for a complete solution of an electrical circuit is
𝐿 = 𝐸 − (𝑁 − 1).
where the number of edges, 𝐸, and nodes, 𝑁, can be obtained from the directed graph.
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(4.12)

4.4.4. Edge-Loop Incidence Matrix
The edge-loop incidence matrix provides the edges that are in each loop. This is the matrix
that will be used in the matrix form of the equations obtained from Kirchhoff’s voltage law. The
number of rows in the edge-loop incidence matrix is equal to the number of edges in the directed
graph, and the number of columns in this matrix is equal to the number of independent loops
required to solve for all the unknown path currents in the original electrical circuit. Each of the
edge-loop incidence matrix elements is a -1, 0, or 1. A -1 indicates the edge direction is opposite
to the loop direction. The direction of the loop is set by order of the nodes in the path information
provided by the subroutine CYCLEBASIS. If the element takes on a zero value, this edge is not
present in this loop. An element value of 1 indicates the direction of the edge is in the same
direction as the loop. Having direction information in the edge-loop incidence matrix is required
to properly add voltage rises and drops in Kirchhoff’s voltage law. Note that the order the edges
in the edge-loop incidence matrix are numbered from 1 to 𝐸. It also does not make any difference
how the loops are numbered, but once they are numbered, they have to be ordered from 1 to 𝐿 in
the edge-loop incidence matrix.
The edge-loop incidence matrix, 𝑩, for the electrical circuit shown in Figure 4.4 and the
graph shown in Figure 4.3 is
1
1
𝑩= 1.
1
[1]

(4.13)

This is a rather simple example for an edge-loop incidence matrix, 𝑩, because there is only one
loop, all edges in the circuit are in this loop, and all edges point in the same direction as the loop.
This is why all the elements, 𝐵𝑒𝑙 , in the edge-loop incidence matrix shown in Equation (4.13) have
a value of one. If there were a two-looped circuit, there would be a two-column matrix, and some
elements would take on zero and negative values.

4.4.5. Positive Definite Matrices
A matrix is symmetric and positive definite if, and only if, all the eigenvalues of the matrix
are greater than 0. Furthermore, suppose we consider the determinant of the matrix and observe
that the determinant of the matrix is positive. In that case, the matrix is invertible. The edge-loop
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incidence matrix has both of these properties. In fact, all of the matrices used below are positive
and definite, and thus they can be decomposed to find matrix inverses in a faster manner.

4.5. Static Circuit Analysis
4.5.1. Voltage Sources Only
The matrix equation form of Kirchhoff’s voltage law shown in Equation (4.1) is
𝑩𝑇 𝑽𝑇 = 𝟎𝑇 ,

(4.14)

where 𝑩 is the edge-loop incidence matrix discussed above, 𝑽 is a row matrix of the voltage drop
across each edge, and 𝟎 is a row matrix composed of zeros. The superscripts on 𝑩, 𝑽, and 0 indicate
that these matrices are transposed. The matrix 𝑩𝑇 is 𝐿𝑥𝐸, the matrix 𝑽𝑇 is an 𝐸 length column
matrix, and the matrix 𝟎𝑇 is a 𝐿 length column matrix.
Equation 4.14 needs to be solved for unknown currents in each loop. Thus, ohm’s law,
given in Equation (4.2), needs to be substituted into Equation (4.14) for each edge where there is
a resister. For edges where there are voltage sources, the output voltage of the source needs to be
entered. In order for this to be done in matrix equation form, the input resistance matrix given in
Equation (4.8) needs to be diagonalized into an 𝐸𝑥𝐸 matrix with the resistance magnitudes of each
edge that is a resister along the diagonal of the matrix. For the electrical circuit shown in Figure
4.4 and the directional graph shown in Figure 4.3, the diagonal resistive matrix, 𝑹, is
0
0
𝑹=[
0
0

0
6
0
0

0
0
0
0

0
0
].
0
0

(4.15)

The resistive input matrix is diagonalized so that correct matrix multiplication can be carried out
in ohm’s law. All elements of this matrix, 𝑅𝑒,𝑒′, off the diagonal are always zero. The diagonal
values are zero if the edge is some other type of electrical component other than a resister.
With Equations (4.14) and (4.6), Equation (4.14) can be written as
−𝑩𝑇 𝑽𝑇𝒊𝒏𝒑𝒖𝒕 + 𝑩𝑇 𝑹𝑩𝑰𝑇𝒍𝒐𝒐𝒑 = 𝟎,

(4.16)

where 𝑰𝒍𝒐𝒐𝒑 is a row matrix of the unknown loop currents. Solving Equation (4.16) for 𝑰𝑻𝒍𝒐𝒐𝒑 gives
𝑰𝑇𝒍𝒐𝒐𝒑 = (𝑩𝑇 𝑹𝑩)−𝟏 (𝑩𝑇 𝑽𝑇𝒊𝒏𝒑𝒖𝒕 )
and 𝑰𝒍𝒐𝒐𝒑 can be obtained from 𝑰𝑇𝒍𝒐𝒐𝒑 with
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(4.17)

𝑻

𝑰𝒍𝒐𝒐𝒑 = (𝑰𝑇𝒍𝒐𝒐𝒑 ) .

(4.18)

Once the loop currents are obtained, the currents through each edge need to be determined.
By the principle of superposition, the edge currents are the sum of every loop current that passes
through them. Care must be taken to track the direction the loop currents pass through the edge. If
the loop current goes in the direction of the edge, it is taken as positive, and if it is opposite to the
direction of the edge, it is taken as being negative. The edge currents can be obtained from the
loop currents by solving
𝑰𝑇𝒆𝒅𝒈𝒆 = 𝑩𝑰𝑇𝒍𝒐𝒐𝒑.

(4.19)

As with the loop current column matrices, they can be transformed to row matrices by taking the
transpose of the column form of the matrix
𝑇

𝑰𝒆𝒅𝒈𝒆 = (𝑰𝑇𝒆𝒅𝒈𝒆 ) .

(4.20)

At this point, the voltage drop across each edge is found from
𝑽𝑇𝒆𝒅𝒈𝒆 = −𝑽𝑇𝒊𝒏𝒑𝒖𝒕 + 𝑹𝑰𝑇𝒆𝒅𝒈𝒆

(4.21)

where 𝑽𝑇𝒆𝒅𝒈𝒆 is a column matrix which can quickly be transposed in to a row matrix.
The matrix formulation given in this section is ideal for a MATLAB program. MATLAB
was designed for solving two-dimensional matrices. In fact, MATLAB stands for matrix
laboratory. As already mentioned, a matrix formulation is also an orderly way to enter general
electric circuit information into the computer.

4.5.2. Current and Voltage Sources
At this point, the model is only capable of solving circuits with voltage sources and
resistances. In this subsection, current sources are added to the static circuit model. When current
sources are present in a circuit, the loop that contains them no longer needs an equation supplied
by Kirchhoff’s voltage law. Since current sources are known currents, the current in the loop in
which they are located is set equal to the current produced by the current source. The idea is simple,
but implementing this into our matrix framework requires adjusting matrices and matrix equations
that were given above. The edges and loops that have current sources need to be handled separately
from those that do not have current sources.
This is accomplished by defining three different versions of the matrices shown in the prior
subsection. The subscript 𝑛𝑐𝑠 is used on matrices that do not contain any current source elements,
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the subscript 𝑐𝑠 is used on matrices that only include elements that deal with edges that are current
sources or loops that contain a current source, and no subscript is used on a matrix that contains
both noncurrent source elements and the current source elements. The non-subscripted matrix is a
matrix representing the entire circuit, while the 𝑛𝑐𝑠 and 𝑐𝑠 subscripted matrices only address a
portion of the circuit. The entire circuit matrices will be referred to as total matrices.
Another step to handle current sources is that the current sources are always taken as the
last edges in the matrix. This holds true for the input matrices and the other matrices required in
the analysis. Keeping current sources as the last edges in input matrices, along with knowing the
number of current source edges, 𝐸𝑐𝑠 , allows one to identify where current sources are located, to
split matrices into the current source and noncurrent source matrices, and to merge current source
and noncurrent source matrices into total matrices. In terms of noncurrent source and current
source matrices, the total input matrices can be written as
𝑪𝒊𝒏𝒑𝒖𝒕 = [𝑪𝒊𝒏𝒑𝒖𝒕,𝒏𝒄𝒔

𝑪𝒊𝒏𝒑𝒖𝒕,𝒄𝒔 ],

𝑽𝒊𝒏𝒑𝒖𝒕 = [𝑽𝒊𝒏𝒑𝒖𝒕,𝒏𝒄𝒔
𝑰𝒊𝒏𝒑𝒖𝒕 = [𝑰𝒊𝒏𝒑𝒖𝒕,𝒏𝒄𝒔

𝟎],

(4.23)

𝑰𝒊𝒏𝒑𝒖𝒕,𝒄𝒔 ],

(4.24)

𝑹𝒊𝒏𝒑𝒖𝒕 = [𝑹𝒊𝒏𝒑𝒖𝒕,𝒏𝒄𝒔
𝑭𝒊𝒏𝒑𝒖𝒕 = [𝑭𝒊𝒏𝒑𝒖𝒕,𝒏𝒄𝒔
and

(4.22)

𝟎],
𝟎],

𝑳𝒊𝒏𝒑𝒖𝒕 = [𝑳𝒊𝒏𝒑𝒖𝒕,𝒏𝒄𝒔

𝟎].

(4.25)
(4.26)
(4.27)

The 𝟎 and 𝑰𝒊𝒏𝒑𝒖𝒕,𝒄𝒔 matrices are row matrices with 𝑐𝑠 elements. The 𝑛𝑐𝑠 matrices in Equations
(4.23) to (4.27) are row matrices with 𝑛𝑐𝑠 elements. The node-edge incident matrices in Equation
(4.22) have the sizes: 𝑪𝒊𝒏𝒑𝒖𝒕 is 𝑁𝑥𝐸, 𝑪𝒊𝒏𝒑𝒖𝒕,𝒏𝒄𝒔 is 𝑁𝑥𝐸𝑛𝑐𝑠 and 𝑪𝒊𝒏𝒑𝒖𝒕,𝒄𝒔 is 𝑁𝑥𝐸𝑐𝑠 . The matrix 𝑪𝒊𝒏𝒑𝒖𝒕
contains all edges and is obtained as described in Section 4.3.1. Matrix 𝑪𝒊𝒏𝒑𝒖𝒕,𝒏𝒄𝒔 is the first 𝐸𝑛𝑐𝑠
columns of 𝑪𝒊𝒏𝒑𝒖𝒕 and 𝑪𝒊𝒏𝒑𝒖𝒕,𝒄𝒔 is the last 𝐸𝑐𝑠 columns of 𝑪𝒊𝒏𝒑𝒖𝒕 .
The total edge-loop incident matrix can be written in terms of the edge-loop noncurrent
source matrix and the edge-loop current source matrix as
𝑩
𝑩 = [ 𝒏𝒄𝒔
𝟎

𝑩𝒄𝒔
],
𝑰

(4.28)

where 𝑰 is a unit matrix. The matrix 𝑩𝒏𝒄𝒔 is edge loop matrix where the loops are obtained by the
method described in Section 4.4 for a directed graph that does not include the current sources. This
results in a 𝑁𝑥𝐸𝑛𝑐𝑠 matrix. The matrix 𝑩𝒄𝒔 is obtained by using the MST for 𝑩𝒏𝒄𝒔 , adding in one
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current source at a time to get one loop for each current source, then eliminating the current source
from each loop. The equations for the current source edges themselves are handled by the zero
matrices, 𝟎, and unity matrix, 𝑰, in Equation (4.28). The bottom half of the matrix allows the
solution routine to simply set the current source current to the input current source value.
The one remaining matrix that needs to be broken into a noncurrent source part and a
current source part is the diagonal resistive matrix. The total diagonal resistive matrix in terms of
its parts is
𝑹
𝑹 = [ 𝒏𝒄𝒔
𝟎

𝟎
].
𝟎

(4.29)

It should be immediately obvious that the 𝑹𝒄𝒔 matrix is a null matrix. The only edges with
resistance values are those in the noncurrent portion of the electrical circuit. The 𝑹𝒏𝒄𝒔 matrix is
obtained as described in Section 4.5.1.
At this time, all the matrices required to obtain a circuit equation for circuits that include
both current and voltage sources have been specified. An equation similar to that of Equation
(4.16) for voltage source only circuits can be discerned if the noncurrent portions of the circuit are
added to the current source portions of the circuit as
−𝑩𝑇𝒏𝒄𝒔 𝑽𝑇𝒊𝒏𝒑𝒖𝒕,𝒏𝒄𝒔 + 𝑩𝑇𝒏𝒄𝒔 𝑹𝒏𝒄𝒔 𝑩𝒏𝒄𝒔 𝑰𝑇𝒍𝒐𝒐𝒑,𝒏𝒄𝒔 + 𝑩𝑇𝒏𝒄𝒔 𝑹𝒏𝒄𝒔 𝑩𝒏𝒄𝒔 𝑰𝑇𝒍𝒐𝒐𝒑,𝒄𝒔 = 𝟎.

(4.30)

The only unknowns in this equation are 𝑰𝑇𝒍𝒐𝒐𝒑,𝒏𝒄𝒔. All the 𝑰𝑇𝒍𝒐𝒐𝒑,𝒄𝒔 elements are known because they
are equal to the current source current. Equation (4.30) can be solved for 𝑰𝑇𝒍𝒐𝒐𝒑,𝒏𝒄𝒔 giving
𝑰𝑇𝒍𝒐𝒐𝒑,𝒏𝒄𝒔 = (𝑩𝑇𝒏𝒄𝒔 𝑹𝒏𝒄𝒔 𝑩𝒏𝒄𝒔 )−𝟏 (−𝑩𝑇𝒏𝒄𝒔 𝑹𝒏𝒄𝒔 𝑩𝒏𝒄𝒔 𝑰𝑇𝒍𝒐𝒐𝒑,𝒄𝒔 + 𝑩𝑇𝒏𝒄𝒔 𝑽𝑇𝒊𝒏𝒑𝒖𝒕,𝒏𝒄𝒔 ) = 𝟎.

(4.31)

This is the equation that the rest of the equations in this Chapter have built up to. Once this equation
is solved a total loop current matrix can be obtained by combining 𝑰𝑇𝒍𝒐𝒐𝒑,𝒏𝒄𝒔 and 𝑰𝑇𝒍𝒐𝒐𝒑,𝒄𝒔 as
𝑰𝒍𝒐𝒐𝒑 = [(𝑰𝑇𝒍𝒐𝒐𝒑,𝒏𝒄𝒔 )

𝑇

𝑇

(𝑰𝑇𝒍𝒐𝒐𝒑,𝒄𝒔 ) ].

(4.32)

Edge currents can be obtained from Equation (4.19) and edge voltages can be obtained from
Equation (4.21) where all the matrices in these equations are total matrices.

4.6. Dynamic Circuit Analysis
Now that a solver that can handle circuits with only static components has been built, it is
time to introduce dynamic electrical components into the analysis. These dynamic components are
capacitors and inductors. The addition of capacitors is especially important for analyzing battery
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EECs because most battery EECs published in the literature include capacitors. All batteries are
dynamic in some respect, so capacitors simulate their performance well. Including capacitors and
inductors increases the complexity of the analysis because components described by derivatives
and integrals have been added. This makes marching a simulation through time more difficult. Of
course, the static circuits introduced above can be analyzed for time-dependent voltage and current
sources, but this simply means performing the analysis outlined above at different time steps. No
changes need to be made to the analysis already presented; you simply need to perform it at many
time steps. When capacitors and inductors are introduced, temporal marching needs to be done
more sophisticatedly so the computation is stable and accurate results are obtained.

4.6.1. Capacitors and Inductors
Capacitors are electrical components that store electrical energy by storing charge on their
plates. Inductors store energy in magnetic fields that develop inside their coils as current flows
through them. Because of these energy storage characteristics, these passive components do not
react instantaneously to current changes like resistors. Capacitors and inductors possess electrical
inertia. Incorporating the dynamic characteristic of these two circuit components provides large
increases in EEC fidelity to actual battery behavior.
The equation that relates current and voltage for a capacitor is
𝑑𝑉

𝐼 = 𝐶 𝑑𝑡 .

(4.33)

In this equation 𝐼 is the current from and to the capacitor, 𝑉 is the voltage drop across the capacitor,
and 𝐶 is the capacitance of the capacitor. This equation simply says that the current is equal to the
rate of change of voltage across the capacitor. From Equation (4.33), it can be seen that the voltage
across a capacitor cannot change instantaneously because that would produce an infinite current
going from and to the capacitor. This is also called the principle of continuity of capacitive voltage.
This is evident because the capacitor has charges stored on the capacitor plates, and those charged
particles cannot appear or disappear instantly.
The equation that relates voltage and current for an inductor is
𝑑𝐼

𝑉 = 𝐿 𝑑𝑡.

(4.34)

where 𝐿 is the inductance. This equation simply says that the voltage across an inductor is
proportional to the rate of change of current going through the inductor. The is the reverse of what
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is happening in a capacitor. From Equation (4.34), it can be seen that the current through an
inductor cannot change instantaneously because that would correspond to the production of an
infinite voltage. This is called the principle of continuity of inductive current. This happens
because the energy stored in the inductor’s magnetic field resists a change in the current through
the inductor.
Equations (4.33) and (4.34) introduce derivatives into the electric circuit model. The only
way these derivatives can be handled for any type of RLC electrical circuit is to use a numerical
routine for the temporal part of the solution. The numerical routine used is called the backward
Euler method, which is fully implicit. Being fully implicit is important because explicit or semiimplicit numerical routines can become unstable and deliver unrealistic results if the time step used
in the numerical calculations is too large. In this work, a completely stable routine was desired,
which is why a fully implicit numerical routine was chosen.

4.6.2. Backward Euler Technique
Using the backward Euler technique, the capacitor voltage-current relationship in Equation
(4.33) is discretized in time as
𝐼𝑖+1 = 𝐶

𝑉𝑖+1 −𝑉𝑖
Δ𝑡

,

(4.35)

and the inductor voltage-current relationship is discretized as
𝑉𝑖+1 = 𝐿

𝐼𝑖+1 −𝐼𝑖
Δ𝑡

.

(4.36)

The subscripts in both of these equations indicate the time step. A subscript of 𝑖 is the present time,
and a subscript of 𝑖 + 1 is the future time. The quantity Δ𝑡 is the time step size. It can be seen that
the right-hand side of both of these equations is a simple finite-difference of the derivatives in
Equations (4.33) and (4.34).
The detail that makes Equations (4.35) and (4.36) implicit formulations or backward Euler
discretizations is the 𝑖 + 1 on the left-hand side terms. The current in Equation (4.35) and the
voltage in Equation (4.36) are taken at the future time. These quantities could have been taken at
the present time and given an 𝑖 subscript. This would have made these two equations an explicit
formulation or a forward Euler method. It also would have made the numerical routine unstable
for large time steps. This is a seemingly small difference, but the consequences are significant.
There are two unknowns in Equation (4.35) and two unknowns in Equation (4.36). These
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unknowns are the current and voltages at the future time. There would only be one unknown in
each of these equations in an explicit formulation, and solving them at each time step would be
easier. Even with the increased computational complexity tied to the implicit scheme, it is worth
it to gain stable and accurate results.

4.6.3. Companion Models
The purpose of the ingenious idea of companion models is to reformulate Equations (4.35)
and (4.36) so they can be solved with the static circuit model developed in Section 4.5. Equation
(4.35) can be rewritten as
Δ𝑡

𝑉𝑖+1 = 𝑉𝑖 + ( 𝐶 )𝐼𝑖+1

(4.37)

and Equation (4.36) can be rewritten as
L

𝐼𝑖+1 = 𝐼𝑖 + (Δ𝑡) 𝑉𝑖+1.

(4.38)

Equation (4.37) can be interpreted as the voltage across a capacitor is equal to the voltage drop
across a voltage source 𝑉𝑖 plus the voltage drop across a resister in series with this voltage source
of resistance

Δ𝑡
𝐶

. The idea of using a voltage source in series with a resister to represent a capacitor

is pictorially represented in Figure 4.7. From Equation (4.38), the future current through an
inductor can be seen to be represented by a current source of magnitude 𝐼𝑖 in parallel with a resister
L

of Δ𝑡. The future current through the inductor is the sum of the currents through the current source
and the resister. This representation of an inductor is shown pictorially in Figure 4.8.
The transformations shown in Figures 4.7 and 4.8 eliminate all capacitors and inductors
from the circuits and replace them with voltage sources, current sources, and resisters. Thus
dynamic circuits look like the static circuits modeled in Section 4.5. This means Equation (4.31)
can be used to solve a dynamic circuit at each time step if the transformations shown in Figures
4.7 and 4.8 are utilized. The action that must be taken to ensure compatibility of the transformed
dynamic circuits to static circuits is that the voltage can current sources representing the capacitors
and inductors must be updated every time step.
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Figure 4.7: Transforming a capacitor into a voltage source and resistor in series.

Figure 4.8: Pictorial representation of modeling an inductor as a current source in parallel with
a resistor.

66

5. Verifying Computer Code Operation

The purpose of this chapter is to present evidence that the general circuit model and the
MATLAB computer code developed to implement this model are accurate. This is done by
comparing the results from the developed MATLAB computer program to known solutions. In
Section 5.1, comparisons are made to three RLC electrical circuits that have exact analytical
solutions. Because the results for these three RLC circuits come from exact analytical solutions,
any deviation between the results from these analytical solutions and those from the MATLAB
computer code is the fault of the MATLAB computer code. In Section 5.2, comparisons are made
to more complicated circuits with results published in the literature. These more complicated
circuits are used to simulate battery behavior. Comparisons are made to results from two published
battery circuits. The comparisons between the published results and those from the developed
MATLAB code are more challenging to assess because the published results are based on a large
number of inputs that are sometimes not clearly specified.

5.1. Comparisons to Exact Analytical Solutions
Analytical results were obtained for three RLC circuits and compared to results obtained
from the developed MATLAB code. These include a series RLC circuit with a voltage source, a
parallel RLC circuit with a current source, and a modified parallel RLC circuit in parallel with a
current source. Current and voltage comparisons are made for different parts of the circuit.
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5.1.1. Series RLC circuit
The series RLC circuit used to check the MATLAB computer code is shown in Figure 5.1.
The voltage source strength, resistance magnitude, capacitance magnitude, and inductance
magnitude are labeled in the figure. For this series RLC circuit, the damping coefficient is
𝑅

𝛼 = 2𝐿 = 3

1

(5.1)

𝑠

and the resonant frequency is
𝜔=

1
√𝐿𝐶

=2

1
𝑠

.

(5.2)

The sizes of the resister, capacitor, and inductor in this series RLC circuit cause 𝛼 > 𝜔; making
the response overdamped.

Figure 5.1: Series RLC circuit with a voltage source.
Figure 5.2 shows the current response of the series RLC circuit as a function of time after
the voltage source is activated. The results from the developed MATLAB code are shown as a
solid red line, and the results from the analytical solution are shown as a dashed black line. For the
plots in this section, the MATLAB code results are labeled with the words “numerical results”.
The dashed black line representing the analytical results cannot be seen in Figure 4.2 because it
lies directly under the numerical results. From a plotting perspective, the numerical and analytical
results are the same. If the numbers are compared, there are some small differences due to temporal
discretization size. The differences can be made smaller by using smaller time steps in the
numerical simulations.
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Figure 5.2: Current response of series RLC circuit with a voltage source. Since this is a series
circuit, all components in the circuit have the same current. The numerical results lie directly on
top of the analytical results, and therefore, only the numerical results are visible.

Figure 5.3: Voltage response of resistor, Vr, capacitor, Vc, and inductor, VL, for the series RLC
circuit with a voltage source. The numerical results lie directly on top of the analytical results,
and therefore only the numerical results are visible.
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The developed MATLAB code has the option of varying the time step in an exponential
manner. The time step can have an increasing size with increasing time or a decreasing size with
increasing time. For the results in this section, the time step was made smaller at smaller times
where the current changes rapidly and larger at larger times where the current changes slowly. This
feature of the developed MATLAB code is beneficial in obtaining high accuracy results with
minimal computational times.
Figure 5.3 shows the voltage response across the resistor, capacitor, and inductor in the
series RLC circuit. Three solid lines are easily visible in Figure 5.3, which represent the numerical
voltage responses. Once again, the dashed lines used to represent the analytical results are not
visible because they lie directly underneath the numerical results. The results in Figures 5.2 and
5.3 are one piece of evidence that indicates the electric circuit model presented in Chapter 4 of this
thesis and the MATLAB computer code written based on this model are accurate and correct.

5.1.2. Parallel RLC Circuit
The parallel RLC circuit with a current source that is simulated analytically and
numerically is shown in Figure 5.4 with individual component strengths labeled. For this parallel
RLC circuit, the damping coefficient is
1

𝛼 = 2𝑅𝐶 = 6.25

1
𝑠

(5.1)

and the resonant frequency is
𝜔=

1
√𝐿𝐶

= 2.5

1
𝑠

.

Once again, 𝛼 > 𝜔, so the response of the system is overdamped.

Figure 5.4: Parallel RLC circuit with a current source.
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(5.2)

The voltage response of each component in the circuit for 10 seconds after applying the
current source is shown in Figure 5.5. Only one numerically determined response and one
analytically determined response are plotted because each component has the same voltage drop.
While two curves were plotted, only one is visible because the numerical results lie directly on top
of the analytical results. Once again, no difference between numerical and analytical results is
visible. The current responses of each passive component in the circuit are shown in Figure 5.6. In
this figure, three solid lines can be seen. Three lines are visible because the circuit's resister,
capacitor, and inductor legs have different current responses. The current from the current source
is not given in Figure 5.6, but can be determined by summing the three currents shown. The three
lines representing the analytically determined current responses are all plotted in Figure 5.6, but
are not visible because they lie directly under the corresponding numerical results. The results in
Figures 5.5 and 5.6 are the second piece of evidence that indicates the electric circuit model
presented in Chapter 4 of this thesis and the MATLAB computer code written based on this model
are accurate and correct.

Figure 5.5: Voltage response of parallel RLC circuit with a current source. Since this is a parallel
circuit, all components in the circuit have the same voltage response. The numerical results lie
directly on top of the analytical results, and therefore only the numerical results are visible.
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Figure 5.6: Current response of resistor, Ir, capacitor, Ic, and inductor, IL, for parallel RLC
circuit with a current source. The numerical results lie directly on top of the analytical results,
and therefore only the numerical results are visible.

5.1.3. Modified Parallel RLC Circuit
The modified parallel RLC circuit with a parallel current source that is simulated
numerically and analytically is shown in Figure 5.7 with individual component strengths labeled.
This circuit is different from the parallel circuit shown in Figure 5.4 in that one 10 ohm resistor is
in series with the capacitor, and one 4 ohm resistor is in series with the inductor.

Figure 5.7: Modified parallel RLC circuit with a current source.
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The current response of each passive component in the circuit for 10 seconds after applying
the current source is shown in Figure 5.8, and the voltage response for each passive component is
shown in Figure 5.9. As with the other two RLC circuits studied, the plotted analytical results are
hidden by the corresponding numerical results. The surprising result is that only two voltage curves
are visible when there are four passive components. This occurs because the voltage drop across
resistor R1 is the same as the voltage drop across the inductor, and the voltage drop across R2 is
the same as that across the capacitor. At time zero, and as the time approaches infinity, this
behavior has to occur because of the way a capacitor and inductor respond to instantaneous
changing current and steady current. This is believed to be a characteristic of the circuit
arrangement and not the magnitude of the components used. Only two numerical result lines are
seen in the current response plot as well. However, the current through the capacitor has to be the
same as that through R1, and the current through the inductor has to be the same as that through
R2 because they are in series. The results in Figures 5.8 and 5.9 are the third piece of evidence that
indicates the electric circuit model presented in Chapter 4 of this thesis and the MATLAB
computer code written based on this model are accurate and correct.
At this point, MATLAB code results have been compared to analytical results for three
different RLC circuits, and the results are the same. It is hard to imagine that critical mistakes in
the electric circuit model presented in Chapter 4 of this thesis or the MATLAB computer code
written based on this model could have been made. With comparisons this good, it has to be
assumed that the general circuit model and the MATLAB code are essentially correct and accurate.

5.2. Comparisons to Published Battery Circuit Results
The comparisons presented in the prior section were easy to perform because the inputs were
well defined and unchanging. In this section, the circuits being used to obtain comparison results
are more complex; the input current profiles change as a function of time, the input values for the
circuit components change as a function of SOC and maybe the battery current, and sometimes the
input quantities are not clear. The complexity of the circuit is easily handled by the developed
MATLAB computer code, but the required input parameters were sometimes difficult to ascertain.
To get the SOC and current dependent input quantities, small plots had to be digitized. In this
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Figure 5.8: Current response of resister one, Ir1, resistor two, Ir2, capacitor Ic, and inductor, IL,
for the modified parallel RLC circuit with current source. The numerical results lie directly on top
of the analytical results, and therefore only the numerical results are visible.

Figure 5.9: Voltage response of resister one, Vr1, resistor two, Vr2, capacitor Vc, and inductor,
VL, for the modified parallel RLC circuit with current source. The numerical results lie directly
on top of the analytical results, and therefore only the numerical results are visible.
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section, two battery circuits are simulated for comparison purposes. These circuits are called
battery circuit ① and battery circuit ②.

5.2.1. Battery Circuit ①
The battery circuit ① is shown in Figure 5.10. This circuit comes from the work of
Rahmoun and Biechl [19] that is published in the paper “Modelling of Li-ion Batteries Using
Equivalent Circuit Diagrams.” Rahmoun and Biechl experimentally obtained circuit parameter
values for a lithium-ion battery cell manufactured by Kokam. This battery cell has a nominal
capacity of 53 Ah and a nominal voltage of 3.7 V. The objectives of Rahmoun and Biechl were to
find the SOC of lithium-ion batteries using EEC models and determine EEC component values
from experimental measurements. The authors have plotted values of the three resistances, the two
capacitances, and the OCV for the power supply for battery circuit ① given in Figure 5.10. Circuit
parameter values vary significantly as a function of the SOC of the battery.

Figure 5.10: Battery circuit ① [19].
The plotted resistance, capacitance, and OCV values were digitized and saved in an
EXCEL spreadsheet. The resistance and capacitance values were digitized for discharging and
charging events. The OCV is only presented as a function of SOC and is the same for discharging
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or charging. The digitized battery OCV is shown in Figure 5.11. In general, Rahmoun and Biechl
[19] provide two sets of all the resistance and capacitance data, one set was obtained from their
one-time constant (OTC) model, and another was obtained from their two-time constant (TTC)
model. Since the TTC model appears to be more accurate than the OTC model, the TTC data was
digitized for use in the MATLAB computer code. The MATLAB computer code was altered to
read circuit component data from EXCEL and apply the correct values for all circuit components
at each time step based on the battery SOC at that time. Of course, this meant the MATLAB code
had to track battery SOC. This was easily added to the MATLAB code by programing Equation
(2.1). These were easy additions to the MATLAB code.

Figure 5.11: Battery OCV as a function of SOC for Battery circuit ① [19].
The input current profile for battery circuit ① analysis is shown in Figure 5.12. This can
be considered the load placed on the battery. This curve is shown in the same manner as presented
by Rahmoun and Biechl [19]. Positive currents represent discharge events, and negative currents
represent charging events. Thus, Figure 5.12 shows that this battery undergoes a complete cycle,
even though the charging current is 5 A larger than the discharge current.
Battery circuit ① was simulated with the MATLAB program using the input current
profile given in Figure 5.12, and the battery terminal voltage was determined. These results are
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compared to those from Rahmoun and Biechl [19] in Figure 5.13. MATLAB code results are the
red line called computational results, and the published results of Rahmoun and Biechl [19] are
the black line called paper results. The comparison is good, but it is not as perfect as the
comparisons to the analytical results shown in the previous section of this Chapter. A possible
reason for the differences is the accuracy with which the input data could be digitized. Given the
amount of input data required for this analysis and the difficulty in digitizing this input data, the
comparisons in Figure 5.13 can be taken as a fourth piece of evidence that indicates the electric
circuit model presented in Chapter 4 of this thesis and the MATLAB computer code written based
on this model are accurate and correct.
Out of curiosity, the current profiles obtained from the MATLAB code for battery circuit
① are shown in Figure 5.14. These results are not provided in the paper by Rahmoun and
Biechl [19]; thus, comparisons cannot be made. Never-the-less these are interesting results, and it
is worth presenting them here. The current through the resistor R0 is the same as the input
current profile shown in Figure 5.12. This has to be the case because R0 is in series with the
load current. The current across the rest of the components in the circuit are affected by the
two capacitors in the circuit. The circuit shown in Figure 5.10 is a complex circuit with
complex input quantities, yet the model and the developed MATLAB computer code are able
to produce the complex responses of each of the components.

5.2.2. Battery Circuit ②
The battery circuit ② is shown in Figure 5.15. This circuit comes from the work of Dong
et al. [20] that is published in the paper “Dynamic Modeling of Li-Ion Batteries Using an
Equivalent Electrical Circuit.” It is easy to see that this circuit contains many more components
than the battery circuit ①. Dong et al. experimentally obtained circuit parameter values for a
lithium ferrous phosphate electrochemical cell developed by A123 Systems. The nominal capacity
of this battery cell is 2.3 Ah, and the specified range of operating voltages is 2 to 3.6 volts. Like
Rahmoun and Biechl [19] did for battery circuit ①, Dong et al. [20] used experimental
measurements coupled with analysis to obtain values for all the circuit components for battery
circuit ②. It was determined that the component values listed in Table 5.1 can be taken as
independent of the battery SOC and terminal current, the OCV was taken as a function of the SOC
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Figure 5.12: Battery current loading profile for battery circuit ① where positive currents depict
a discharging portion of the cycle and negative currents depict a charging portion of the cycle.

Figure 5.13: Comparison of battery terminal voltage profiles from the MATLAB code
(computational results) and results published by Rahmoun and Biechl [19] (paper results) for
battery circuit ①.
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Figure 5.14: Component current profiles for battery circuit ①.

and whether the battery was discharging or charging as shown in Figure 5.16, and the rest of the
components in battery circuit ② were determined as a function of SOC and battery current.
Detailed plots of these component values were provided by Dong et al. [20] which had to be
digitized. This was difficult because of the small size of the plots in Dong et al.’s paper, the spread
in the experimental results, and the rapid changes in magnitude close to SOC values of 0 and 100%.
Battery circuit ② shown in Figure 5.15 comes from a more general battery EEC that is
shown in Figure 5.17. Typical circuit components such as voltage sources, resistors, inductors, and
capacitors are shown in Figure 5.17; however, there are three atypical components shown as well.
These atypical components are CPEh, CPEb, and Zw. CPE stands for constant phase element, and
Zw is a Warburg impedance.
The reason for the name CPE is the impendence of a CPE maintains a constant phase angle
for all frequencies. A CPE is an equivalent electric circuit element that is useful for modeling two
parallel layers of charge that surround electrodes immersed in an electrolyte. A CPE is composed
of any number of capacitors and resisters in a series-parallel arrangement, as shown in Figure 5.18.
This figure shows a lone resister in parallel with four series arrangements of capacitors and
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resisters. The symbol N is used to indicate that any number of capacitor-resister legs can be
included in a CPE, even an infinite number. In battery circuit ② shown in Figure 5.15, six
capacitor-resister legs in parallel with one resister are used to represent CPEb. Figure 5.17 shows
the resistance values as

𝑅𝑁
𝑄𝑏 𝑓 𝑛𝑏

and the capacitance values as 𝐶𝑁 𝑄𝑏 𝑓 𝑛𝑏 . The quantities 𝑅𝑁 and 𝐶𝑁

are not resistance and capacitance quantities as we know them. The quantities 𝑅𝑁 and 𝐶𝑁 need to
be adjusted by 𝑄𝑏 𝑓 𝑛𝑏 to get the resistances in ohms and the capacitances in farads. This is
discussed in reference [49] which talks about contributions of fractional differentiation when
modeling double-layer capacitances with 𝐶𝑃𝐸’s. This functional relationship for the resisters and
capacitances in a CPE shows that components in a CPE are a function of the frequency of the
current flow through them. In time-domain modeling of EECs, some frequency needs to be chosen
appropriately. It appears like Dong et al. [20] recommend a frequency of 1 Hz, but they do not
directly state this. The quantity 𝑄𝑏 has been provided by Dong et al. [20] as a function of the SOC
and current flow and the value of 𝑛𝑏 is a constant 0.73; thus, the CPEb resisters and capacitors can
be found as a function of SOC and current. The component CPEh shown in Figure 5.17 is also a
CPE. Dong et al. have determined that CPEh is adequately represented by one capacitor with a
capacitance of 0.4817 F.
A Warburg impedance is a CPE with a phase angle of 45o. Dong et al. [20] have neglected
the Warburg impedance in simplifying the circuit shown in Figure 5.17 to that in Figure 5.15.
Dong et al. state that the Warburg impedance has a negligible influence on the results shown in
their paper.

Table 5.1: Battery circuit ② component values that are taken as being constant by Dong et al.
[20].
L, 10−8 H

R, mohm

𝑅ℎ , mohm

𝑛ℎ

𝑄ℎ , 𝐹 − 𝑠 𝑛ℎ −1

𝐶ℎ

4.5

13.8

4.7

5.7

0.53

0.4187
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Figure 5.15: Battery circuit ② [20].

Figure 5.16: Battery OCV as a function of SOC for charging and discharging portions of the cycle.
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Figure 5.17: More general equivalent electrical circuit used to model lithium-ion battery
performance [20].

Figure 5.18: CPE circuit where N can represent any number of capacitor-resistance legs.

The input current profile used in the battery circuit ② analysis is shown in Figure 5.19.
Dong et al. [20] have made positive currents charge the battery and negative currents discharge
the battery. The current profile has some portions that are steady and others that change rapidly as
a function of time. Rapid changes in input currents highlight the dynamic abilities of an EEC.
The comparison of the terminal voltages as a function of time between the results from the
developed MATLAB computer code and the results presented by Dong et al. [20] are shown in
Figure 5.20. The results from the paper by Dong et al. are represented by the black line, which is
labeled “paper results” and the results from the developed MATLAB code are the green line which
is labeled “computational results from the original EEC”. It is immediately obvious that this is the
poorest comparison presented in this paper. The MATLAB computer code is predicting larger
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responses to current changes than Dong et al. At this time; it is believed that Dong et al. used some
changing frequency to determine the resistances and capacitances in the CPEb in battery circuit
②. Dong et al.’s terminal voltage profiles are compared to experimental results in their paper, and
the comparisons are very good. This indicates that Dong et al. are simulating the A123 battery
correctly. The differences seen in Figure 5.20 have to be due to differences in the way inputs are
handled by Dong et al. and handled by the MATLAB computer code.

Figure 5.19: Battery current loading profile for battery circuit ② where positive currents depict
a charging portion of the cycle and negative currents depict a discharging portion of the cycle.

Comparisons of battery cell SOCs from the two methods are shown in Figure 5.21. These
comparisons are pretty good, but it must be realized that SOC results come from Equation (2.1)
and only depend on the input current profile (see Figure 5.19). What can be determined from this
plot is that the current profile was discretized accurately, except for the large negative current spike
that occurs at 2.5 hours. This current spike should be a little less wide. This input current profile
was digitized twice to improve the accuracy of the input current profile, and still, this small
difference in the two SOC profiles remains. The differences between the computational SOC’s
and the paper SOCs is evidence of the difficulties involved in digitizing the data presented in Dong
et al.’s [20] paper.
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Figure 5.20: Comparison of battery terminal voltage profiles from the MATLAB code
(computational results of the original EEC) and results published by Dong et al. [20] (paper
results) for battery circuit ②.

Figure 5.21: Comparison of SOC profiles from the MATLAB code (Computational SOC) and
results published by Dong et al. [20] (SOC paper) for battery circuit ②.
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Lastly, the current profiles for each of the passive components in battery circuit ② are
presented in Figure 5.22. These profiles are similar in shape to those shown in Figure 5.14 for
battery circuit ①. The red current profile in Figure 5.22 is the current across the resistor in
Figure 5.15 and is equal to the input current shown in Figure 5.19.

Figure 5.22: Component current profiles for battery circuit ②.
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6. Circuit Component Sensitivity Study

To learn more about battery circuit ② introduced in Chapter 5 and shown in Figure 5.15,
it is dissected in this Chapter. The motivation driving this dissection process is to see which
components in the battery circuit ② affect the terminal voltage the most. Electrical components
are removed from this circuit one or two at a time until a voltage supply and a resister is left. A
voltage supply in series with a resister is the most basic battery model for batteries, except for
simply using a voltage source. After removing the circuit components, the terminal output voltage
is calculated and compared to the terminal output voltage produced by the original battery circuit
②. The terminal voltage for the original circuit is shown in Figure 5.20 as the green line and will
be reproduced in each terminal voltage plot shown in this chapter. It is crucial for the reader to
realize that the dissected circuit terminal voltages are not compared to the terminal voltages given
in the paper by Dong et al. [20]; this is the black line in Figure 5.20. The effects of removing circuit
components are easier to see and understand by comparing them to the MATLAB produced results
for the original circuit. A circuit dissection process is easy to perform with the MATLAB computer
code developed in this work since this computer code was designed to analyze any electrical
circuit. So the reader is clear what circuit is being analyzed, a figure of each dissected circuit is
shown before the results are presented.
The input current profile used for all dissected circuits is shown in Figure 5.19. This means
that the dissection results presented are based on this current profile. Results and comparisons
between results may change if a different current profile is used. Since certain components are
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frequency sensitive a slower or faster varying current profile with time may alter the findings.
Never-the-less the results presented in this chapter should be helpful for understanding EECs.

6.1. Removing 𝑹𝟔 and 𝑪𝟔 from CPEb
The first two components removed from battery circuit ② are the sixth capacitor and
resister in the constant phase element CPEb. This is the smallest resister and the second smallest
capacitor in the CPEb. In general, the resistance and capacitance values decrease in going from the
first to the sixth legs of the CPEb. For some reason, the sixth capacitance value increases slightly
from the fifth value. All CPEb resistance and capacitance values were taken from the paper
published by Dong et al. [20]. The dissected circuit is shown in Figure 6.1, and the resulting
terminal voltage profile is shown in Figure 6.2. While the voltage output of the original EEC shown
in Figure 5.15 and that produced using the EEC shown in Figure 6.1 are plotted in Figure 6.2, only
one curve is seen. The terminal voltages produced by the first dissected circuit are the same as
those of the original circuit. These two curves lie on top of one another, indicating these two
electrical components have no effect on the terminal voltages for the input current profile shown
in Figure 5.19.

Figure 6.1: Battery circuit ② after removing the sixth resistor and capacitor of the constant phase
element CPEb.
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Figure 6.2: Effect on the terminal voltage of removing the sixth resistor and capacitor of the
constant phase element CPEb from battery circuit ②. The dissected circuit results lie underneath
the original circuit results and are not visible.

6.2. Removing 𝑹𝟓 and 𝑪𝟓 from Prior Dissected Circuit
A further reduction of battery circuit ② is shown in Figure 6.3, and the terminal voltage
results are shown in Figure 6.4. The circuit in Figure 6.3 is obtained from the circuit in Figure 6.1
by removing the fifth capacitor and resister of the constant phase element CPEb. This means the
dissected version of battery circuit ② studied in this section is the original battery circuit ② with
the fifth and sixth legs of the CPEb removed. As Figure 6.4 shows, the changes in terminal voltages
are negligible. The dissected circuit results are starting to show themselves, but just barely. This
indicates that the fifth capacitor and resister of the constant phase element CPEb do not have a
noticeable effect on the terminal voltages for the input current profile shown in Figure 5.19.

6.3. Removing 𝑹𝟒 and 𝑪𝟒 from Prior Dissected Circuit
A further reduction of battery circuit ② is shown in Figure 6.5, and the terminal voltage
results are shown in Figure 6.6. The circuit in Figure 6.5 is obtained from the circuit in Figure 6.3
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Figure 6.3: Battery circuit after removing the fifth resistor and capacitor of the constant phase
element CPEb from the dissected circuit shown in Figure 6.1.

Figure 6.4: Effect on the terminal voltage after removing the fifth resistor and capacitor of the
constant phase element CPEb from the dissected circuit shown in Figure 6.1. The dissected circuit
results are mostly underneath the original circuit results and are not completely visible.
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Figure 6.5: Battery circuit after removing the fourth resistor and capacitor of the constant phase
element CPEb from the dissected circuit shown in Figure 6.3.

Figure 6.6: Effect on the terminal voltage after removing the fourth resistor and capacitor of the
constant phase element CPEb from the dissected circuit shown in Figure 6.3. The dissected circuit
results are mostly underneath the original circuit results and are not completely visible.
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by removing the fourth capacitor and resister of the constant phase element CPEb. This means the
dissected version of battery circuit ② studied in this section is the original battery circuit ② with
the fourth, fifth, and sixth legs of the CPEb removed. As Figure 6.6 shows, the changes in terminal
voltages are still negligible. The dissected circuit results are showing themselves on the plot, but
only at certain times. This indicates that the fourth capacitor and resister of the constant phase
element CPEb do not have a noticeable effect on the terminal voltages for the input current profile
shown in Figure 5.19.

6.4. Removing 𝑹𝟑 and 𝑪𝟑 from Prior Dissected Circuit
A further reduction of battery circuit ② is shown in Figure 6.7, and the terminal voltage
results are shown in Figure 6.8. The circuit in Figure 6.7 is obtained from the circuit in Figure 6.5
by removing the third capacitor and resister of the constant phase element CPEb. This means the
dissected version of battery circuit ② studied in this section is the original battery circuit ② with
the third, fourth, fifth, and sixth legs of the CPEb removed. As Figure 6.8 shows, the changes in
terminal voltages are a little more than those shown in Figure 6.6 but still aptly called negligible.
This indicates that the third capacitor and resister of the constant phase element CPEb do not have
a noticeable effect on the terminal voltages for the input current profile shown in Figure 5.19.

Figure 6.7: Battery circuit after removing the third resistor and capacitor of the constant phase
element CPEb from the dissected circuit shown in Figure 6.5.
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Figure 6.8: Effect on the terminal voltage after removing the third resistor and capacitor of the
constant phase element CPEb from the dissected circuit shown in Figure 6.5. The dissected circuit
results are somewhat underneath the original circuit results and are becoming more visible.

6.5. Removing 𝑹𝟐 and 𝑪𝟐 from Prior Dissected Circuit
A further reduction of battery circuit ② is shown in Figure 6.9, and the terminal voltage
results are shown in Figure 6.10. The circuit in Figure 6.9 is obtained from the circuit in Figure
6.7 by removing the second capacitor and resister of the constant phase element CPEb. This means
the dissected version of battery circuit ② studied in this section is the original battery circuit ②
with the second, third, fourth, fifth, and sixth legs of the CPEb removed. As Figure 6.10 shows, the
changes in terminal voltages are still small but noticeable after rapid current changes where the
current returns to a uniform value. Even with these increased terminal voltage differences from the
original battery circuit ② terminal voltages, it still has to be said that the second capacitor and
resister of the constant phase element CPEb do not have a noticeable effect on the terminal voltages
for the input current profile shown in Figure 5.19.

92

Figure 6.9: Battery circuit after removing the second resistor and capacitor of the constant phase
element CPEb from the dissected circuit shown in Figure 6.7.

Figure 6.10: Effect on the terminal voltage after removing the second resistor and capacitor of the
constant phase element CPEb from the dissected circuit shown in Figure 6.7.
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6.6. Removing 𝑹𝒐 from Prior Dissected Circuit
A further reduction of battery circuit ② is shown in Figure 6.11, and the terminal voltage
results are shown in Figure 6.12. The circuit in Figure 6.11 is obtained from the circuit in Figure
6.9 by removing the resistor Ro of the constant phase element CPEb. This means the dissected
version of battery circuit ② studied in this section is the original battery circuit ② with the resister
Ro removed and the second, third, fourth, fifth, and sixth legs of the CPEb removed. The first
resistor and capacitor of the constant phase element CPEb were not removed for this step in the
circuit dissection process because that would leave two resistors in parallel for this part of the
circuit. Two resistors in parallel are the equivalent of one resister of a lower magnitude. The case
of only having the resister Rb remaining for this part of battery circuit ② is studied in the next
section. As Figure 6.12 shows, the changes in terminal voltages are more noticeable at this stage
of the dissection process. They are especially significant at times close to zero. It seems as though
enough of the constant phase element CPEb has been removed at this time, so terminal voltages
calculated for the input current profile shown in Figure 5.19 are altered noticeably.

6.7. Removing 𝑹𝟏 and 𝑪𝟏 from Prior Dissected Circuit
A further reduction of battery circuit ② is shown in Figure 6.13, and the terminal voltage
results are shown in Figure 6.14. The circuit in Figure 6.13 is obtained from the circuit in Figure
6.11 by removing the first capacitor and resister of the constant phase element CPEb. This means
the dissected version of battery circuit ② studied in this section is the original battery circuit ②
with the entire constant phase element CPEb removed. As Figure 6.14 shows, CPEb has a
significant effect on the terminal voltages. The terminal voltage profile no longer shows the
rounding that is seen when at least the first and second resistor-capacitor pairs of the CPEb are
present (see Figure 6.8). This may be due to a lack of capacitance next to the battery’s terminals.
In addition, terminal voltage changes are significantly magnified over those obtained with the prior
dissected circuits.
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Figure 6.11: Battery circuit after removing the resistor Ro of the constant phase element CPEb
from the dissected circuit shown in Figure 6.9.

Figure 6.12: Effect on the terminal voltage after removing the resistor Ro of the constant phase
element CPEb from the dissected circuit shown in Figure 6.9.
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Figure 6.13: Battery circuit after removing the first resistor and capacitor of the constant phase
element CPEb from the dissected circuit shown in Figure 6.11.

Figure 6.14: Effect on the terminal voltage after removing the first resistor and capacitor of the
constant phase element CPEb from the dissected circuit shown in Figure 6.11.
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6.8. Removing 𝑹𝒃 from Prior Dissected Circuit
A further reduction of battery circuit ② is shown in Figure 6.15, and the terminal voltage
results are shown in Figure 6.16. The circuit in Figure 6.15 is obtained from the circuit in Figure
6.13 by removing Rb from the prior dissected circuit shown in Figure 6.13. This means the
dissected version of battery circuit ② studied in this section is the original battery circuit ② with
Rb and the entire constant phase element CPEb removed. The results shown in Figure 6.15 show
reduced circuit terminal voltage deviations from the original battery circuit ② results. Compared
to the deviations seen in Figure 6.14 when the resister Rb was in the circuit, these deviations come
as a surprise. The results from the dissected circuit shown in the prior section and those shown in
this section may indicate that the resister Rb in the prior circuit was too large when used
independently of the CPEb, and a smaller value should be applied. These results seem to indicate
that using Rb independent of some capacitance is not good.

Figure 6.15: Battery circuit after removing Rb from the dissected circuit shown in Figure 6.13.
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Figure 6.16: Effect on the terminal voltage after removing Rb from the dissected circuit shown in
Figure 6.13.

6.9. Removing 𝑹𝒉 and 𝑪𝒉 from Prior Dissected Circuit
A further reduction of battery circuit ② is shown in Figure 6.17, and the terminal voltage
results are shown in Figure 6.18. The circuit in Figure 6.17 is obtained from the circuit in Figure
6.15 by removing Rh and Ch. This means the dissected version of battery circuit ② studied in this
section is the original battery circuit ② with CPEh, Rb and CPEb removed. The results shown in
Figure 6.18 are little changed from the results shown in Figure 6.16. There is still a significant
difference from the original battery circuit ② results, but when compared to the results with CPEh
and Rh included in the circuit, there is not much difference. This may indicate that CPEh in parallel
with Rh is not important to circuit operation when using the input current profile shown in Figure
5.19.
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Figure 6.17: Battery circuit after removing Rh and Ch from the dissected circuit shown in Figure
6.15.

Figure 6.18: Effect on the terminal voltage after removing Rh and Ch from the dissected circuit
shown in Figure 6.15.
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6.10. Removing 𝑳 from Prior Dissected Circuit
A further reduction of battery circuit ② is shown in Figure 6.19, and the terminal voltage
results are shown in Figure 6.20. The circuit in Figure 6.19 is obtained from the circuit in Figure
6.17 by removing the inductor. This means the dissected version of battery circuit ② studied in
this section is the original battery circuit ② with everything removed except the series resistor R.
This is the Rint model introduced in Subsection 3.2.1. The results are shown in Figure 6.20 still
do not match those from the original battery circuit ②, and thus it is concluded that more
components than just a resister should be used to represent dynamic battery performance. By
comparing the dissected circuit results in Figure 6.20 to those in Figure 6.18, it can be seen that
the differences are minor. This indicates that an inductor is not essential to simulate this battery
operating with a load-current profile shown in Figure 5.19.

6.11. All Results
All the terminal voltage results discussed in this chapter are brought together in Figure
6.21. This graph is crowded, so it is hard to single out any one dissected circuit result, but some
generalizations can be deduced. The MATLAB results from the original battery circuit ② are
shown as a green line; these are the results to which all other results have been compared
throughout this chapter. Also included in Figure 6.21 are the results from the paper by Dong et al.
[20]; these are shown as a black line. All the dissected circuit results either lie above or below the
Dong et al. paper results. The closest results to those of Dong et al. are an analysis of the unaltered
battery circuit ② with the constant phase element resisters and capacitors determined at 50 Hz
instead of 1 Hz. This is the yellow line in Figure 6.21. It is not a perfect comparison but is better
than the 1 Hz results presented in Chapter 5. This may indicate that Dong et al. used some type of
varying frequency to produce the results presented in their paper.
Of all the dissected circuits tested, removing the constant phase element, CPE b, has the
most deleterious effects on the terminal voltages. This indicates that CPEb is important for accurate
battery simulation; however, a constant phase element that is reduced from the seven legs used by
Dong et al. is probably sufficient for the battery studied here.
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Figure 6.19: Battery circuit after removing the inductor from the dissected circuit shown in Figure
6.17.

Figure 6.20: Effect on the terminal voltage after removing the inductor from the dissected circuit
shown in Figure 6.17.
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The results presented in this chapter indicate that some circuit components in the original
battery circuit ② may not be necessary. These include the inductor, CPEb, and Rh. Some fidelity
is lost, but it does not appear to be significant for the particular current load used in this analysis.

Figure 6.21: Battery terminal voltage profiles for original battery circuit ② circuit and all
dissected circuits shown in the chapter.

102

7. Conclusions

7.1. Need for This Work
With the world’s current energy needs and climate issues, it is becoming increasingly
evident that producing energy from renewable sources is required. Furthermore, the cost of
building renewable energy systems and producing energy from them has plunged over the years,
making them cost-competitive compared to using fossil fuels for producing electricity. Although
renewable and clean energies have many advantages, they are not continuous energy sources; they
are intermittent. Therefore, promising technologies that store energy when there is a surplus and
deliver it when there is a deficit are required. One such energy storage technology is batteries.
Coupling battery storage with renewable energy generation systems, such as solar
photovoltaic systems, is one way to eliminate the need for backup fossil fuel generation power
plants. To advance this scenario, computer codes that simulate renewable energy systems coupled
to battery storage systems are required. A Wright State developed code that simulates solar
photovoltaic systems coupled with hydrogen storage is Solar_PVHC. Due to recent trends in the
solar industry, it is desired to have a battery energy storage model that has relatively fast
computation times coupled to Solar_PVHFC. This work has developed such a computer code in
the computer language called MATLAB.
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7.2. Model and MATLAB Computer Code
The primary goal of this work was to develop a MATLAB computer code that can simulate
general electrical circuits, which in turn simulate battery performance. This goal has been
achieved.
The general circuit analysis model upon which this battery simulating MATLAB computer
code is based is that presented by Mario Barela in his 2016 dissertation [50] entitled “A
Complementary Approach to Modeling Dynamic Electric Circuits.” This is a matrix-based method
that is general and robust. The fundamental equations upon which this model is based are
Kirchhoff’s voltage law and Ohm’s law. While these two circuit laws are basic and
straightforward, their implementation for general circuit analysis is complex. A way of finding the
loops in each circuit to which Kirchhoff’s voltage law needs to be applied was done using graph
theory. These loops were built upon minimum spanning trees which are found using Kruskal’s
algorithm. Once loops are identified, they are stored in an edge-loop incidence matrix. The edgeloop incident matrix is key to the governing matrix equation solved in this model for unknown
currents. Another critical matrix in the model is the node-edge incidence matrix. This matrix is the
primary means by which the electrical circuit is digitized and entered into the MATLAB computer
code. Other matrices are used to enter the magnitudes of the components that comprise the circuit.
The developed MATLAB computer code can simulate any electrical circuit that includes voltage
sources, current sources, resistors, capacitors, and inductors. These are the main components from
which many battery circuits are composed.
Since batteries are dynamic devices, dynamic electric circuits are required to simulate
them. This means that a temporal calculation that tracks the circuit performance as a function of
time had to be developed. This was done by using the numerical procedure called the backward
Euler’s method. The backward Euler’s method is an implicit technique that results in stable
calculations and accurate results. Voltage drops across, and current through every component in
the electrical circuit are produced with the developed MATLAB computer code.

7.3. Verification of Developed MATLAB Code
The developed MATLAB computer code based on the model presented by Barela has
proven to be stable, quick, and accurate. Results from this new MATLAB computer code were
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compared to three RLC electrical circuits for which analytical solutions exist. The MATLAB code
results essentially matched the analytical results exactly. This indicates that the general circuit
analysis model obtained from Barela and the MATLAB computer code used to produce results
based on this model are correct and accurate. After successfully simulating these three simple RLC
circuits, two equivalent electrical circuits (EECs) representing batteries were simulated.
The first battery circuit simulated was a lithium-ion battery with EEC circuit information
taken from the paper “Modelling of Li-ion Batteries Using Equivalent circuit Diagram” [19]. To
more fully simulate EECs for batteries, the developed MATLAB computer code was expanded to
calculate battery parameters such as the state-of-charge (SOC), accept SOC-dependent component
data from Excel spreadsheets, and perform time-dependent battery simulations during charging
and discharging events. The comparison between the published results for this first battery circuit
and those from the MATLAB code for this battery circuit is good. There were slight deviations at
certain portions of the load cycle, but nothing of significance. Like the three comparisons made to
analytical solutions, this comparison to published results for a battery EEC verifies the accuracy
of the developed MATLAB computer code and the model upon which it is based.
The second EEC for batteries simulated by the MATLAB computer code came from the
paper entitled, “Dynamic Modeling of Li-Ion Batteries Using an Equivalent Electrical Circuit”
[20]. The battery being simulate in this paper is a lithium-iron-phosphate battery cell, and the EEC
recommended to simulate its performance is more complex than the first lithium-ion battery cell
analyzed. In addition to the voltage source, resistors, and capacitors included in the first battery
EEC simulated, this second EEC included constant phase elements and an inductor. The required
inputs for this second circuit were many and difficult to digitize. Comparisons between results
from the MATLAB computer code and published results for this second EEC showed larger
deviations. These larger deviations could be due to the frequencies used to describe one of the
constant phase elements in this circuit. The authors of the paper in which this second EEC is
presented are somewhat vague in defining their constant phase element components.

7.4. Circuit Component Sensitive Study
The second EEC simulated in this work was intriguing, and it was desired to see which
components affect the terminal voltage the most. Therefore, a component sensitivity study of this
EEC was conducted, removing components one or two at a time and comparing the results to those
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obtained from the original EEC. The goal was to analyze how the terminal voltage response varied
with respect to specific circuit components. It was discovered that the constant phase element
closest to the terminals of the circuit was important to circuit performance, but the resistancecapacitance representation of this CPE did not need as many legs as suggested. It was also noticed
that the other CPE used in this complex EEC did not affect the results significantly. Lastly, the
small inductor used in the circuit had almost no effect on the terminal voltages.

7.5. Future Work
In the future, additional battery circuits should be simulated with the newly developed
MATLAB computer code. Only two EECs for batteries were simulated in this work. For the most
part, these two EECs were simulated to verify and test the newly developed MATLAB computer
code. The main objective of this thesis work was to develop the tool necessary to simulate a variety
of battery circuits. This objective was achieved, and it is up to another student to use this tool to
study additional EECs for batteries to see which EEC should be implemented in Solar_PVHFC.
One of the problems with the two EECs studied in this work was the large amount of input data
required to simulate a particular battery. It would be advantageous to have an EEC that could
mimic an extensive range of batteries with a small amount of input. A deficit of the two EECs
studied here is that they do not simulate any thermal characteristics of the battery. There are EECs
that do this, and they should be investigated.
In regards to the MATLAB computer code developed, it would be nice to replace the
freeware subroutines used to determine the minimum spanning tree and loops with subroutines
developed at Wright State. One of the problems with these freeware routines is that they require
node-node matrices. The model used in this work is based upon a node-edge incidence matrix.
Minimum spanning trees and loops should be able to be determined directly from the node-edge
incidence matrix. Doing this will also make entering some circuit information into the MATLAB
code easier.
While the MATLAB computer code developed in this work has been called a general
electric circuit solver, it can be made more general by adding routines to simulate diodes and
transistors. Techniques for doing this are presented in the dissertation of Mario Barela.
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