Let t be a positive real number. A graph is called t-tough, if the removal of any cutset S leaves at most |S|/t components. The toughness of a graph is the largest t for which the graph is t-tough. A graph is minimally t-tough, if the toughness of the graph is t and the deletion of any edge from the graph decreases the toughness. The complexity class DP is the set of all languages that can be expressed as the intersection of a language in NP and a language in coNP. We prove that recognizing minimally t-tough graphs is DP-complete for any positive integer t and for any positive rational number t ≤ 1/2.
t-Tough
Instance: a graph G, Question: is it true that τ (G) ≥ t?
Note that unlike α-Critical in this problem t is not part of the input. Bauer et al. proved the following.
Theorem 1.5 ([1]). For any positive rational number t, t-Tough is coNP-complete.
The critical form of this problem is minimally toughness.
Definition 1.6. A graph G is minimally t-tough, if τ (G) = t and τ (G − e) < t for all e ∈ E(G).
Let t be an arbitrary positive rational number and consider the following problem.
Min-t-Tough
Instance: a graph G, Question: is it true that G is minimally t-tough?
Our main result is the following. Theorem 1.7. Min-t-Tough is DP-complete for any positive integer t and for any positive rational number t ≤ 1/2.
First we prove this theorem for t = 1, then we generalize that proof for positive integers, and finally we prove it for any positive rational number t ≤ 1/2.
Preliminaries
In this section we prove some useful lemmas. for a noncomplete graph G. Since G is connected and noncomplete, 1 ≤ |S| ≤ n − 2 and since S is a cutset, 2 ≤ ω(G − S) ≤ n − 1.
Corollary 2.2. Let G and H be two connected noncomplete graphs on n vertices. If τ (G) = τ (H), then
Claim 2.3. For every positive rational number t, Min-t-Tough ∈ DP.
Proof. For any positive rational number t,
Min-t-Tough = {G graph | τ (G) = t and τ (G − e) < t for all e ∈ E(G)} = = {G graph | τ (G) ≥ t} ∩ {G graph | τ (G) ≤ t}∩ ∩{G graph | τ (G − e) < t for all e ∈ E(G)}.
Let L 1,1 = {G graph | τ (G − e) < t for all e ∈ E(G)},
L 2 ∈ coNP, a witness is a cutset S ⊆ V (G) whose removal leaves more than |S|/t components. L 1,1 ∈ NP, the witness is a set of cutsets: S e ⊆ V (G) for each edge e whose removal leaves more than |S e |/t components. Now we show that L 1,2 ∈ NP, i.e. we can express L 1,2 in a form of
which is a complementer of a language belonging to coNP. Let a, b be positive integers such that t = a/b and (a, b) = 1, and let G be an arbitrary graph on n vertices. If G is disconnected, then τ (G) = 0, and if G is complete, then τ (G) = ∞, so in both cases G is not minimally t-tough. By Proposition 2.1, if 1 ≤ a, b ≤ n − 1 does not hold, then G is also not minimally t-tough. So we can assume that t = a/b, where a, b are positive integers, (a, b) = 1 and 1 ≤ a, b ≤ n − 1. With this assumption
Claim 2.4. Let t be a positive rational number and G a minimally t-tough graph. For every edge e of G, 1. the edge e is a bridge in G, or 2. there exists a vertex set S = S(e) ⊆ V (G) with
and the edge e is a bridge in G − S.
In the first case, we define S = S(e) = ∅.
Proof. Let e be an arbitrary edge of G, which is not a bridge. Since G is minimally t-tough, τ (G − e) < t. So there exists a cutset S = S(e) ⊆ V (G − e) = V (G) in G − e satisfying ω (G − e) − S > |S|/t. On the other hand, τ (G) = t, so ω(G − S) ≤ |S|/t. This is only possible if e connects two components of (G − e) − S.
Finally, we cite a lemma that our proofs rely on.
Lemma 2.5 (Problem 14 of §8 in [3] 
Recognizing minimally 1-tough graphs
In this section we prove Theorem 1.7 for the special case when t = 1 and in the next section we prove it in general. The construction in the proof is fairly complicated in the general case so to help the reader we present the proof for the simpler case first. In this way it is easier to follow the proof in the next section.
To show that Min-1-Tough is DP-hard, we reduce α-Critical to it.
Proof. In Claim 2.3 we have already proved that Min-1-Tough ∈ DP. Let G be an arbitrary connected graph on the vertices v 1 , . . . , v n . Let G α be defined as follows. It is easy to see that it can be constructed from G in polynomial time. For all i ∈ [n], let
and place a clique on the vertices of
and for all j ∈ [α] add the vertex u i,j to the graph and connect it to v i,j . Let
Add the vertex set W = {w 1 , . . . , w α } to the graph and for all j ∈ [α] connect w j to v 1,j , . . . , v n,j .
We need to prove that G is α-critical with α(G) = α if and only if G α is minimally 1-tough. First we prove the following lemma.
If S contains a vertex of V , then its only neighbor in U is an isolated vertex in the graph G − S. Therefore there are two types of components in G α − S: isolated vertices from U and components containing at least one vertex from V . There are at most α(G) components of the second type since picking a vertex from each such component forms an independent set of V . On the other hand, there are (exactly) |V ∩S| ≤ |S \W | ≤ |S|−α components of the first type. Thus ω(G α −S) ≤ |S|−α+α(G) ≤ |S|.
Case 2: W ⊆ S. First, we make two convenient assumptions for S.
It is easy to see that if u i,j ∈ S, then we can assume that v i,j ∈ S, since otherwise with
and |S ′ | ≤ |S|, so it is enough to prove the claim with this assumption. Now there are two cases.
Case 2.1:
After the assumption (1), assume that only a proper subset of V i is contained in S. Let v be an element of this subset. We can consider the cutset S \ {v} instead of S, since this decreases the number of components by at most one. We can repeat this procedure until V i ∩ S = ∅. So in G α − S there are isolated vertices from U and one more component containing the remaining vertices of W and V .
By assumption (2) either
However, it will still be connected to w j if w j / ∈ S. Since W ⊆ S holds such a j exists. This implies that there are less than |V ∩ S| isolated vertices. Thus
We show that G is α-critical with α(G) = α if and only if G α is minimally 1-tough. Let us assume that G is α-critical with α(G) = α. By Lemma 3.2, G α is 1-tough. Let e ∈ E(G α ) be an arbitrary edge. If e has an endpoint in U , then this endpoint has degree 2, so τ (G α − e) < 1. If e does not have an endpoint in U , then it connects two vertices of V . By Lemma 2.5,
Let us assume that G is not α-critical with α(G) = α.
Case 2: α(G) ≤ α. Since G is not α-critical there exists an edge e ∈ E(G) such that α(G − e) ≤ α. By Lemma 3.2, (G − e) α is 1-tough, but we can obtain (G − e) α from G α by edge-deletion, which means that G α is not minimally 1-tough.
Minimally integer-tough graphs
To show Min-t-Tough is DP-hard for every positive integer t, we reduce α-Critical to it as in the previous section. Now the construction and the proof is more complicated but follows the same track.
Theorem 4.1. For every positive integer t, Min-t-Tough is DP-complete.
Proof. In Claim 2.3 we have already proved that Min-t-Tough ∈ DP.
Let t be a positive integer, and let G be an arbitrary connected graph on the vertices v 1 , . . . , v n with n ≥ t. Let G t,α be defined as follows. It is easy to see that it can be constructed from G in polynomial time. For all i ∈ [n], let 
We need to prove that G is α-critical with α(G) = α if and only if G t,α is minimally t-tough. First we prove the following generalization of Lemma 3.2.
Proof. Let S ⊆ V (G t,α ) be a cutset. We need to prove that ω(G t,α − S) ≤ |S|/t. First we show that the following assumptions can be made for S.
Suppose that U i,j ∩ S = ∅. Let us consider S ′ = S \ U i,j instead of S. If U i,j ⊆ S, then we decreased the size of S, but the number of the components did not change. If U i,j ⊆ S, then we decreased the size of S by exacty t and the number of the components by at most t.
Suppose that u i,k , v i,k ∈ S. By assumption (1), V i ⊆ S. But then we can assume the v i,k is not removed from the graph. Now we continue the proof of the lemma. There are at most α(G) components of type (b). To obtain a component of type (a), we need to remove at least t vertices of V ∪ U . So there are at most
Case 2: W ⊆ S. Let w j,l ∈ W \ S fixed and let
| w j,l has neighbors in U i,j after the removal of S}.
Suppose to the contrary that ω(G t,α − S) > |S|/t. First, suppose that I 0 = ∅, i.e. w j,l is isolated. Then by assumption (2), for all i ∈ [n], v i,j ∈ S, which means that (G t,α − S)[V ] is connected. Since w j,l is isolated, all the vertices of W j are isolated, and for this we removed
vertices. Let us consider
instead of S. Now |S ′ | = |S| − nt and by the connectivity of (
and I 0 (S ′ , w j,l ) = ∅. So without loss of generality, we can assume that I 0 = ∅. Case 2.1: (I 0 = ∅ and) for all i ∈ I 0 , U i,j − S has neighbors in V − S. By assumption (2), for all
instead of S. Now we decreased the size of S (since I 0 = ∅) and the number of the components did not change, so
Case 2.2: (I 0 = ∅ and) there exists i ∈ I 0 such that U i,j − S does not have any neighbors in V − S. Let us consider
instead of S. Now we increased the size of S by at most t and the number of the components increased by at least 1, so
This means that we can assume that W ⊆ S, but we have already seen that in that case ω(G t,α −S) ≤ |S|/t, which is a contradiction. So τ (G t,α ) ≥ t.
Let us assume that G is α-critical with α(G) = α. Then by Lemma 4.2, G t,α is t-tough. By Lemma 2.5,
there exists an independent vertex set I of size α(G). Let
Let e ∈ E(G t,α ) be an arbitrary edge. If e has an endpoint in U , then this endpoint has degree 2t, so τ (G t,α − e) < t. If e does not have an endpoint in U , then it connects two vertices of V . By Lemma 2.5,
− e there exists an independent vertex set I of size α(G) + 1. Let I ′ ⊂ I be an independent vertex set of size
Let us assume that G is not α-critical with α(G) = α. Case 1: α(G) > α. Let I be an independent vertex set of size α(G) in G t,α [V ] and let
so τ (G t,α ) < t, which means that G t,α is not minimally t-tough. Case 2: α(G) ≤ α. Then there exists an edge e ∈ E(G) such that α(G − e) ≤ α. By Lemma 4.2, (G − e) t,α is t-tough, but we can obtain (G − e) t,α from G t,α by edge-deletion, which means that G t,α is not minimally t-tough.
Minimally t-tough graphs for t ≤ 1/2
Unlike the previous cases, our plan is to reduce Min-1-Tough to this problem. However, it turns out that it is better to use a slightly modified problem.
The graphs K 2 and K 3 behave similarly as minimally 1-tough graphs: they are 1-tough and the removal of any of their edges decreases their toughness. Although they are not minimally 1-tough, since their toughness is infinity. To deal with this kind of graphs, we need the following definition. Definition 5.1. A graph G is almost minimally 1-tough, if τ (G) ≥ 1 and τ (G − e) < 1 for all e ∈ E(G).
In fact, except of minimally 1-tough graphs only K 2 and K 3 are almost minimally 1-tough.
Claim 5.2. For a graph G, the following are equivalent. G is almost minimally 1-tough. 
The graph

The graph G is 1-tough and for every edge e of G, e is a bridge or there exists a vertex set
(If e is a bridge, we define S = S(e) = ∅.)
The graph G is either minimally 1-tough, or
Proof.
(1) =⇒ (2) : Let e be an arbitrary edge of G and let us assume that it is not a bridge. Since
On the other hand, τ (G) ≥ 1, so ω(G − S) ≤ |S|. This is only possible if e connects two components of (G − e) − S, which means that ω (G − e) − S = |S| + 1 and ω(G − S) = |S|.
(2) =⇒ (3) : Let us assume that G is not minimally 1-tough. We need to show that G ≃ K 2 or G ≃ K 3 . Then by the definition of minimally toughness, τ (G) > 1. So for every e ∈ E(G) the vertex sets S(e) must have size at most 1.
Suppose to the contrary that G has at least 4 vertices. Let e ∈ E(G) be an arbitrary edge. Now S(e) and one of the endpoints of e is a cutset of size at most 2, so τ (G) ≤ 1, which is a contradiction. This
(3) =⇒ (1) : Trivial.
Since Min-1-Tough is DP-complete, we can conclude the following. Proof. In Claim 2.3 we have already proved that Min-1/b-Tough ∈ DP. Let G be an arbitrary connected graph on the vertex set {v 1 , v 2 , . . . v n }. We define G ′ in the following way. Add b − 1 independent vertices for each original vertex v i to the graph, and connect them to v i , see Figure 3 . Let S ⊆ V (G ′ ) be a cutset in G ′ . Obviously we can assume that S does not contain any of the newly added independent vertices. Since
it is easy to see that G ′ is minimally 1/b-tough if and only if G is almost minimally 1-tough. Proof. Let S be an arbitrary cutset of H a/b . We can assume that S ∩ (U ∪ W ) = ∅, since removing some vertices of U ∪ W does not disconnect anything from the graph. Then S ⊆ V , so
By repeatedly deleting some edges of H a/b eventually we obtain a minimally a/b-tough graph, let us denote it with H ′ a/b (i.e. if there exists an edge whose deletion does not decrease the toughness, then we delete it). Obviously, we could not delete the edges between V and W so the vertices of W still have degree 1. Now S a/b = V is a tough set of H 
Now we show that τ (G ′ − e) < t for all e ∈ E(G ′ ). Case 1: e ∈ E(G). Let S 1 = S 1 (e) be the vertex set in G guaranteed by Claim 5.2 and let S 2 = S a/b be the tough set of H ′ mentioned above, so v ∈ S 2 and u ∈ S 2 . For all i ∈ [n] let S i 2 ⊆ V (H i ) be i-th copy of S 2 . Let I 1 = {i ∈ [n] | v i ∈ S 1 } and consider the vertex set
which means that τ (G ′ − e) < t. Case 2: e ∈ E(H i ) for some i ∈ [n]. Let S 2 = S 2 (e) be a vertex set in H ′ guaranteed by Claim 2.4. Again, since u has degree 1, we can assume that u ∈ S 2 . Let S Proof. In Claim 2.3 we have already proved that Min-t-Tough ∈ DP. Consider the graph H ′ = H ′ a/b and let u ∈ U be an arbitrary vertex of H ′ having degree 1 and let v be its neighbor. We show that G is almost minimally 1-tough if and only if G ′ = G ⊕ v H ′ is minimally a/b-tough. Let n = |V (G)|, let H i denote the i-th copy of H glued to the vertex v i ∈ V (G) for all i ∈ [n]. By Lemma 5.7, if G is almost minimally 1-tough, then G ′ is minimally a/b-tough. Now we show that if G ′ is minimally a/b-tough, then G is almost minimally 1-tough. First, we prove that τ (G) ≥ 1. Suppose to the contrary that τ (G) < 1. Then there exists a cutset S 1 ⊆ V (G) satisfying ω(G − S 1 ) > |S 1 |. Let S 2 = S a/b be the tough set of H ′ mentioned above, so v ∈ S 2 and u ∈ S 2 . For all i ∈ [n] let S 
meaning that τ (G ′ ) < t, which is a contradiction.
