ABSTRACT This paper presents an enhanced artificial bee colony (ABC) algorithm for solving the web service selection problem. The proposed algorithm searches the best possible combination of web services to satisfy user requirements. An adapted neighborhood selection and replacement process and a swapping process are used to improve the ABC behavior. Neighboring nodes are employed to enhance ABC performance by encouraging exploration in early iterations, where bees have no knowledge regarding the search space, and by encouraging exploitation in later iterations to exploit bee knowledge of the search space. The swapping process is used to enhance ABC performance by randomly swapping portions among the best two solutions randomly. The idea behind this swap is to exploit the characteristics of the best solutions to generate new solutions. We compared the proposed algorithm with other algorithms in terms of quality and execution time using 60 different datasets. These datasets have different numbers of tasks and web services. The results indicate that the proposed algorithm finds better solutions compared to other algorithms. In addition, the results' summarization on 60 datasets with 30 different executions shows that the proposed algorithm outperforms the threshold-based algorithm by 6% and the enhanced ABC by 3% in terms of solutions' quality.
I. INTRODUCTION
In current practice, enterprises aim to integrate different applications on heterogeneous platforms and take advantage of the Internet's infrastructure. Consequently, these enterprises define their business processes to support applications comprehensively and automatically [1] - [3] .
Service oriented computing which is concerned with building, calling, maintaining, and enhancing distributed applications [4] , [5] has been introduced as a solution. Service-oriented architecture (SOA) introduces an architecture for new solutions for planning, designing and delivering the information technology functionality to achieve business processes [4] .
In SOA, enterprises have the freedom to use any autonomous and loosely coupled technology platform to apply SOA architecture [6] , [7] . Web service (WS) platforms are most often associated with SOA [8] .
An individual WS is not sufficient to create a compound business process (workflow) [9] . Web service selection (WSS) problem aims at creating complex business processes from a set of web services. This is because web services are interoperable, loosely coupled, well defined, and just-in-time integration. WSS problem is a challenging problem because there are many providers that provide similar web services [10] . The WSS problem aims at selecting a best combination of web services to fulfill the tasks in a given workflow. A workflow is a translation of customer requirements into a set of tasks.
The users' requirements can be presented in different forms called patterns. There are four different patterns based on different execution requirements, as shown in Figure 1 [10] . In the sequential pattern, requirements are fulfilled in order. In the parallel pattern, requirements are fulfilled concurrently. In the conditional pattern, certain requirements have specific execution conditions. In a loop pattern, some requirements may need to be fulfilled many times.
Workflows can be either simple or complex [10] , [11] . A simple workflow has tasks in sequential patterns. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ FIGURE 1. Workflow patterns.
FIGURE 2. Workflow types and decomposition.
A complex workflow can have tasks in sequential, parallel, loop, or conditional patterns. However, complex workflows can be decomposed into many simple workflows. Figure 2 (a) presents an example of a complex workflow and Figure 2 (b) presents the decomposition process for converting a complex workflow into multiple simple workflows [12] , [13] . A representation of the WSS problem has n tasks. Each task has m web services from different providers that can fulfill that task. Therefore, the number of possible solutions is equal to m n . This representation is illustrated in Figure 3 .
The m web services for each task have similar functionality. Therefore, the selection process requires additional criteria to perform the selection among them. Further, the quality of service (QoS) attributes are used to aid the selection and to describe non-functional properties of the web services. For each generated solution, the attributes are calculated based on the formal definitions provided in TABLE 1. In TABLE 1 , cws ij is the j th WS associated with the i th task. n is the number of tasks [13] .
The WSS is described as an NP-hard problem because it is a multi-objective optimization problem [14] . To solve such a complex problem, we adopted a preference-based method [15] . In preference-based method, the objective vectors are aggregated into a single-objective value based on an aggregation function based on the formulas listed in TABLE 1.
The paper is organized as follows. Section II discusses the related work. Section III presents the concept of artificial bee colony (ABC) algorithm. Section IV describes our proposed two-step enhancement for the ABC algorithm. In Section V, we present and analyze simulation results. The last section discusses our conclusions.
II. RELATED WORK
Using the ABC algorithm to deal with the WSS problem has been a topic of research. Kousalya et al. [16] introduced an enhancement for the ABC algorithm where the random search is combined with local search to select better web services for a given workflow. Zhenwu and Wan [17] introduced a modified algorithm called the discrete ABC algorithm. This algorithm contains a discretization mechanism to optimize the ABC algorithm for this problem. He et al. [18] introduced a mathematical model for this problem. They enhanced the ABC algorithm using the taboo strategy with a chaos factor. They called their algorithm the improved ABC algorithm.
Wang et al. [19] introduced a definition for the optimal continuity concept and proposed two enhancements for the ABC algorithm based on neighborhood selection. These enhancements are called the threshold-based algorithm (TBA) and distance-based algorithm. Wang et al. [19] introduced a method to represent the QoS-aware WSS problem as a combinatorial optimization problem. Additionally, they introduced an enhancement for the ABC algorithm using the similarity and priority of web services. Dahan et al. [12] proposed an enhancement for the ABC algorithm. They used a dynamic selection and replacement of neighbors. The goal of this selection and replacement process is to balance the exploration and exploitation mechanisms of the algorithm.
Zhang and Zhang [20] introduced a hybrid algorithm. The new algorithm is a hybridization of the ant colony optimization algorithm and ABC algorithm called the hybrid ABC algorithm. They used a skyline query to shrink the task's web services. A composition graph is first created using a clustering process. Next, a swarm of bees executes a foraging step and a swarm of ants works to enhance solutions quality. Chifu et al. [21] proposed two enhancements for the QoS-aware WSS problem. First enhancement was for the ABC. The second enhancement was for cuckoo search algorithm. Liu et al. [22] studied the effect of parameters tuning on the ABC using the code of Wang et al. [19] .
III. THE ABC ALGORITHM
The ABC algorithm (shown in Figure 4 [23]) was first introduced by Karaboga [24] . In nature, honeybees send a group of bees to explore the surrounding area for food. These bees then return to the hive and recruit other bees to follow them based on quantity of food they discovered. The ABC algorithm simulates this behavior while searching for better solutions to the problem.
We have selected ABC algorithm because it is relatively simple to use with three control parameters. These parameters are the food sources (S), iterations numbers (Z ), and threshold for converting the employed/onlooker bees into a scout (limit). In addition, the adaptation of ABC for new problems is easier than other swarm algorithms and has revealed better performance results for different types of problems [23] .
The ABC algorithm performs the search process in three different stages [25] . First, in the ''employed'' stage, employed bees explore the search space to find better solutions. In the ''onlooker'' stage, onlooker bees wait for employed bees and follow them by using the solutions Initially, the employed bees are initialized randomly on the food sources. Then they search for new solutions by using the initial solutions. New solution v ij can be found using
where x ij is the previous solution, j ∈ {1, 2, 3, . . . , D}, and D is the dimension, x kj is a neighboring solution, i, k ∈ {1, 2, 3, . . . , S}, S is the employed bees number i = k, and r is a random number ∈ [−1, 1]. The employed bees compute the solutions quality of their solutions and remember the best solution that is better than the initial solutions.
The onlooker bees follow the employed bees. They wait for the employed bees to begin a new search. Each onlooker uses the employed bees' fitness value to choose the one to follow as shown bellow
where F i is the employed bee's solution fitness. S is the population size. The onlooker bees compute the fitness values of their solutions and also remember the best solution. The employed and onlooker bees compare their best solutions and keep the best one of the two solutions. The scout bees monitor the search processes of the employed and onlooker bees. If no further improvements in the solutions quality can be achieved, the employed bees are converted into scout bees. The scout bees then reinitialize the search randomly.
The ABC algorithm has two main mechanisms for searching called exploration and exploitation [26] . The purpose of the exploration mechanism is to guide the bees to reach the best local solutions. On the other hand, the exploitation focuses on guiding the algorithm to reach global optima [27] . In this study, we introduced an enhancement to balance these two mechanisms.
IV. THE PROPOSED TWO-STEP ABC
The ABC algorithm was designed for continuous problems. However, the QoS-aware WSS is a discrete optimization problem. Therefore, any proposed method that uses the ABC has to discretize the ABC algorithm. Initially, the bees in the QoS-aware WSS problem begin from the first task and jump until they reach task n. At each jump, they add one web service to the solution path. In subsequent iterations, they attempt to improve solutions quality and calculate solutions' limits if there are no improvements.
In this study, we introduce an additional enhancement to the enhanced ABC (EABC) algorithm [12] . This enhancement introduces a two-step search process. In the first step, the proposed algorithm uses the EABC selection and replacement strategies. The search process using employed and onlooker bees was modified to adopt selection and replacement strategies. The selection strategy picks a task from the best solution to replace one web service by another web service based on the distance between the neighboring web services S N from this task. The value of S N is experimentally tested based on [12] to be equal to 5. To do this, the selection strategy selects a random task t i from the generated solutions. One of this task's web service is replaced by a neighboring web service of this task. Euclidean distance is used to calculate the distance to the randomly selected S N neighbors, as shown in equation (3) . Figure 5 presents the selection and replacement strategies in details [12] .
where C x and C j are the web services' (x and j) cost; RT x and RT j are the web services' (x and j) response time; T x and T j are the web services' (x and j) throughput; and R x and R j are the web services' (x and j) reliability. S N is the number of web services' neighboring nodes. The distances of selected neighbors and the best web service are sorted. To select a new web service for replacement, we use
where i is the iteration number, rand is uniform random number ∈]0, 1]. and S N is the number of neighboring web services from same task t i . Equation (4) aids the proposed algorithm to maintain a balance between exploration and exploitation. In the early iterations, the algorithm selects a web service randomly from the farthest neighbors for replacement. In later iterations, it selects web service randomly from the nearest neighbors. This process encourages exploration in early iterations and exploitation in later iterations.
In the second step, we introduce a swapping process for the two best solutions. The aim of this process is to swap between the web services of two solutions to generate two new solutions. As illustrated in Figure 6 , the proposed algorithm remembers the two best solutions for swapping. These two solutions are the two best solutions discovered globally. The number of web services to be swapped is similar to the number of neighbors in the first process (S N ). The selection of web services to be swapped is performed randomly. The result of this process is two new solutions. We then calculate the fitness values of these solutions and compare them to the best solution remembered by the algorithm. The algorithm retains only the best solution for further iteration.
Similar to [12] , solutions' fitness values are computed using preference-based method. In preference-based method, a multi-objective problem is converted into a single-objective problem using an aggregation function. The aggregation function used in the proposed method is shown below [12] 
where C refers to cost, RT refers to response time, T refers to throughput, and R refers to reliability. n refers to the number VOLUME 7, 2019 of tasks; and b refers to the employed or onlooker bees' selection for a web service to task i in each iteration.
The two steps above are utilized by both employed and onlooker bees. However, employed bees should recruit the onlooker bees to follow them based on the fitness values of their solutions using equation (2) . Any employed bees that find no improvements for their solutions are reinitialized as scout bees. The flowchart of the proposed algorithm is shown in Figure 7 . Figure 8 presents the proposed algorithm in details.
A. COMPLEXITY ANALYSIS
We present in this sub-section the complexity analysis of the proposed algorithm. To analysis the time complexity, we have six calculations: initialization, employed and onlooker search, fitness calculation, scouts search, selection and replacement process, and swapping process. 
V. SIMULATION RESULTS
Simulations were conducted in this study. The experiments focused on comparing the proposed method to the EABC [12] and TBA [19] methods. The experiments were run on a PC with an Intel i7 processor and Windows 8 OS environment. The implementation was carried out in Java, where we directly used the Java code provided in [12] and [19] .
A. SETTINGS
Similar to the empirical experiments in [12] and [19] , we used two types of datasets based on the distribution of the tasks number and each task's web services. The first type of datasets has 10 tasks with different numbers of web services of 100, 200, 300, 400, 500, 600, 700, 800, 900, and 1000. The second type of datasets has 100 web services with different numbers of tasks of 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100. There were 30 datasets of each type. The datasets were artificially generated, similar to [19] , and the values of the four QoS attributes were defined in the range [0, 1000]. TABLE 2 lists the control parameters used by the EABC and TBA, which are similar to those used by the proposed method.
For each dataset, the experiments were repeated 30 times to guarantee the robustness of the proposed algorithm against random factors, which may affect the algorithm behavior. The evaluation metrics for the compared algorithms were the average quality of the best solutions and average execution time.
B. RESULTS
This section presents our simulation results. Figure 9 presents the results when the web services were changed (first type of datasets). Figure 10 presents the results when the tasks were changed (second type of datasets). Figure 9 (a) shows that the proposed algorithm consistently outperforms both the EABC algorithm and TBA in terms of solutions quality. However, in Figure 9 (b), the results reveal that the proposed algorithm is closer to the EABC algorithm in terms of execution time.
Figure 10 (a) shows that the proposed algorithm also consistently outperforms the EABC algorithm and TBA in terms of solutions quality. In Figure 10 (b) , the results reveal that the execution time of the proposed algorithm is comparable to that of the EABC algorithm and TBA. In general, the results reveal that the proposed method provides better solutions quality compared to the EABC algorithm and TBA for both types of datasets. Recall that we tested the performance of all algorithms on two different types of datasets. The first type has different numbers of web services and the second type has different numbers of tasks. Furthermore, the results revealed that the proposed method is close to the EABC algorithm and better than the TBA in terms of execution time. This is because the proposed method simply adds an extra process to the EABC algorithm to enhance its performance.
In Figure 11 and Figure 12 , we summarize the results on all datasets with 30 different executions. Recall that we test all algorithms using 60 datasets, which are divided into 2 different types (each one has 30 datasets). To show the results clearly we normalized the results using
where g is TBA, EABC, or proposed algorithm. Figure 11 summarizes the normalized experimental results for first type of datasets. The results indicate that the proposed algorithm achieved 35% which is better than EABC 33% and TBA 32% out of 100%. Figure 12 summarizes the normalized experimental results for 30 executions for second type of datasets. The results also indicate that the proposed algorithm achieved 35% which is better than EABC 34% and TBA 32% out of 100%.
VI. CONCLUSIONS
The web service selection problem is concerned with finding the best web services combination for a given set of user requirements. It is a challenging problem as it is an NP-hard problem. This paper introduced a novel enhancement for the ABC algorithm. The enhancement is based on a twostep process. First, we use neighboring nodes to enhance the performance of the ABC algorithm. This encourages exploration in early iterations, where bees have no knowledge regarding the search space, and exploitation in later iterations to exploit bees' knowledge regarding the search space. Second, we proposed a swapping method for ABC algorithm performance enhancement by swapping portions of the two best solutions randomly. Our experiments revealed that the proposed method successfully enhanced the ABC algorithm performance and found better solutions compared to other algorithms. We tested all algorithms using 60 different datasets. The datasets were divided into two groups based on the numbers of tasks and numbers of web services. Our experiments using 30 different executions showed that the proposed algorithm outperformed TBA by 6% and EABC by 3% in terms of solutions quality. VOLUME 7, 2019 
