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Abstract
Analysis of non-asymptotic estimation error and structured statistical recovery based on norm regu-
larized regression, such as Lasso, needs to consider four aspects: the norm, the loss function, the design
matrix, and the noise model. This paper presents generalizations of such estimation error analysis on all
four aspects compared to the existing literature. We characterize the restricted error set where the estima-
tion error vector lies, establish relations between error sets for the constrained and regularized problems,
and present an estimation error bound applicable to any norm. Precise characterizations of the bound is
presented for isotropic as well as anisotropic subGaussian design matrices, subGaussian noise models,
and convex loss functions, including least squares and generalized linear models. Generic chaining and
associated results play an important role in the analysis. A key result from the analysis is that the sample
complexity of all such estimators depends on the Gaussian width of a spherical cap corresponding to the
restricted error set. Further, once the number of samples n crosses the required sample complexity, the
estimation error decreases as c√
n
, where c depends on the Gaussian width of the unit norm ball.
1 Introduction
Over the past decade, progress has been made in developing non-asymptotic bounds on the estimation error
of structured parameters based on norm regularized regression. Such estimators are usually of the form [39,
29, 9]:
θˆλn = argmin
θ∈Rp
L(θ;Zn) + λnR(θ) , (1)
where R(θ) is a suitable norm, L(·) is a suitable loss function, Zn = {(yi, Xi)}ni=1 where yi ∈ R, Xi ∈ Rp
is the training set, and λn > 0 is a regularization parameter. The optimal parameter θ∗ is often assumed to be
‘structured,’ usually characterized or approximated as a small value according to some norm R(·). Recent
work has viewed such characterizations in terms of atomic norms, which give the tightest convex relaxation
of a structured set of atoms in which θ∗ belongs [14]. Since θˆλn is an estimate of the optimal structure θ∗,
the focus has been on bounding a suitable measure of the error vector ∆ˆn = (θˆλn − θ∗), e.g., the L2 norm
‖∆ˆn‖2.
To understand the state-of-the-art on non-asymptotic bounds on the estimation error for norm-regularized
regression, four aspects of (1) need to be considered: (i) the norm R(θ), (ii) properties of the design matrix
X = [X1 · · ·Xn]T ∈ Rn×p, (iii) the loss function L(·), and (iv) the noise model, typically in terms of
ωi = yi − E[y|Xi]. Most of the literature has focused on a linear model: y = Xθ + ω, and a squared-loss
function: L(θ;Zn) = 1n‖y −Xθ‖22 = 1n
∑n
i=1(yi − 〈θ,Xi〉)2. Early work on such estimators focussed on
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the L1 norm [45, 43, 26], and led to sufficient conditions on the design matrix X , including the restricted-
isometry properties (RIP) [13, 12] and restricted eigenvalue (RE) conditions [6, 29, 33]. While much of the
development has focussed on isotropic Gaussian design matrices, recent work has extended the analysis for
L1 norm to correlated Gaussian designs [33] as well as anisotropic sub-Gaussian design matrices [34].
Building on such development, [29] presents a unified framework for the case of decomposable norms and
also considers generalized linear models (GLMs) for certain norms such as L1. Two key insights are offered
in [29]: first, the error vector ∆ˆn lies in a restricted set, a cone or a star, for suitably large λn, and second,
the loss function needs to satisfy restricted strong convexity (RSC), a generalization of the RE condition, on
the restricted error set for the analysis to work out.
For isotropic Gaussian design matrices, additional progress has been made. [14] considers a constrained
estimation formulation for all atomic norms, where the gain condition, equivalent to the RE condition, uses
Gordon’s inequality [19, 20, 24] and is succinctly represented in terms of the Gaussian width of the in-
tersection of the cone of the error set and a unit ball/sphere. [31] considers three related formulations for
generalized Lasso problems, establish recovery guarantees based on Gordon’s inequality, and quantities re-
lated to the Gaussian width. Sharper analysis for recovery has been considered in [1], yielding a precise
characterization of phase transition behavior using quantities related to the Gaussian width. [32] consider a
linear programming estimator in a 1-bit compressed sensing setting and, interestingly, the concept of Gaus-
sian width shows up in the analysis. In spite of the advances, with a few notable exceptions [40, 42], most
existing results are restricted to isotropic Gaussian design matrices. Further, while a suitable scale for λn is
known for special cases such as the L1, a general analysis applicable to any normR(·) has not been explored
in the literature.
In this paper, we consider structured estimation problems with norm regularization of the form (1), and
present a unified analysis which substantially generalizes existing results on all four pertinent aspects: the
norm, the design matrix, the loss, and the noise model. The analysis we present applies to all norms, and the
results can be divided into three groups: characterization of the error set and recovery guarantees, charac-
terization of the regularization parameter λn, and characterization of the restricted eigenvalue conditions or
restricted strong convexity. We provide a summary of the key results below.
Restricted error set: We start with a characterization of the error set Er in which the error vector ∆ˆn
belongs. For a suitably large λn, we show that ∆ˆn belongs to the restricted error set
Er =
{
∆ ∈ Rp
∣∣∣∣ R(θ∗ + ∆) ≤ R(θ∗) + 1βR(∆)
}
, (2)
where β > 1 is a constant. The restricted error set has interesting structure, and forms the basis of subsequent
analysis for bounds on ‖∆ˆn‖2.
Regularized vs. constrained estimators: As an alternative to regularized estimators, the literature has
considered constrained estimators which directly focus on minimizing R(θ) under suitable constraints de-
termined by the noise (y − Xθ) and/or the design matrix X [13, 6, 14, 15]. A recent example of such a
constrained estimator is the generalized Dantzig selector (GDS) [15], which generalizes the Dantzig selec-
tor [11] corresponding to the L1 norm, and is given by:
θˆγn = argmin
θ∈Rp
R(θ) s.t. R∗(XT (y −Xθ∗)) ≤ γn , (3)
where R∗(·) denotes the dual norm of R(·). One can show [14, 15] that the restricted error set for such
constrained estimators are of the form:
Ec = {∆ ∈ Rp | R(θ∗ + ∆) ≤ R(θ∗)} . (4)
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One can readily see that Er is larger than Ec, i.e., Ec ⊆ Er, and Er approaches Ec as β increases. We
establish a geometric relationship between the two sets, which will possibly help in transforming analysis
done on regularized estimators as in (1) to corresponding constrained estimators as in (3) and vice versa. Let
Bp2 be a L2 ball of radius 1 in Rp. Then, with Ar = Er ∩ Bp2 , Ac = Ec ∩ Bp2 , and A¯c = cone(Ec) ∩ Bp2 ,
assuming ‖θ∗‖2 = 1, β = 2, we show that
w(Ac) ≤ w(Ar) ≤ 3w(A¯c) , (5)
where w(A) = Eg[supa∈A〈a, g〉], with g ∼ N(0, Ip×p) being an isotropic Gaussian vector, denotes the
Gaussian width1 of the set A [24, 5, 14, 37]. Note that Ar corresponds to the spherical cap of the error set
Er, and Ac corresponds to the spherical cap of the error cone cone(Ec) at the unit ball. Interestingly, the
above relationship between the widths of these spherical caps is geometric, and applies for any norm R(·).
We establish a more general version of the above relationship. Let ρBp2 denote a L2 ball of any radius ρ in
Rp. Then, with A(ρ)r = Er ∩ ρBp2 , A(ρ)c = Ec ∩ ρBp2 , and A¯(ρ)c = cone(Ec) ∩ ρBp2 , we show that
w(A(ρ)c ) ≤ w(A(ρ)r ) ≤
(
1 +
2
β − 1
‖θ∗‖2
ρ
)
w(A¯(ρ)c ) . (6)
As before, except for the scaling constants, the relationship between the restricted error sets is geometric,
and does not change based on the choice of the norm R(·).
For the special case of L1 norm, [6] considered a simultaneous analysis of the Lasso and the Dantzig selector,
and characterized the structure of the error sets for regularized and constrained sets for the special case of L1
norm. Further, while the characterization in [6] was also geometric, it was not based on Gaussian widths. In
contrast, our results apply to any norm, not just L1, and the geometric characterization is based on Gaussian
widths. The utility of the Gaussian width based characterization becomes evident later when we establish
sample complexity results for Gaussian and sub-Gaussian random matrices in terms of Gaussian widths of
spherical caps.
Bounds on estimation error: We establish bounds on the estimation error ∆ˆn under two assumptions,
which are subsequently shown to hold with high probability for sub-Gaussian designs and noise models.
The first assumption is that the regularization parameter λn is suitably large. In particular, for any β > 1,
the regularization parameter λn needs to satisfy
λn ≥ βR∗(∇L(θ∗;Zn)) , (7)
where R∗(·) denotes the dual norm of R(·). The second assumption is that the design matrix X ∈ Rn×p
satisfies the restricted strong convexity (RSC) condition [6, 29] in the error set Er, in particular, there exists
a suitable constant κ > 0 so that
δL(∆, θ∗) , L(θ∗ + ∆)− L(θ∗)− 〈∇L(θ∗),∆〉 ≥ κ‖∆‖22 ∀∆ ∈ Er . (8)
With such suitably large λn and L satisfying the RSC condition, we establish the following bound:
‖∆ˆn‖2 ≤ cψ(Er)λn
κ
, (9)
where ψ(Er) = supu∈Er
R(u)
‖u‖2 is a norm compatibility constant [29], and c > 0 is a constant. Note that the
above bound is deterministic, but relies on assumptions on λn and κ. So, we focus on characterizations of
λn and κ which hold with high probability for sub-Gaussian design matrices X and sub-Gaussian noise ω.
Recent work in [36] has extended the analyses for sub-exponential distributions.
1A gentle exposition to Gaussian width and some of its properties is given in Appendix A.
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Bounds on the regularization parameter λn: From (7) above, for the analysis to work, one needs to have
λn ≥ βR∗(∇L(θ∗;Zn)). There are a few challenges in getting a suitable bound for λn. First, the bound de-
pends on θ∗, but θ∗ is unknown and is the quantity one is interested in estimating. Second, the bound depends
on Zn, the samples, and is hence random. The goal will be to bound the expectation E[R∗(∇L(θ∗;Zn))]
over all samples of size n, and obtain high-probability deviation bounds. Third, since the bound relies on the
(dual) norm R∗(·) of a p-dimensional random vector, without proper care, the lower bound on λn may end
up having a large scaling dependency, say
√
p, on the ambient dimensionality. Since the error bound in (9)
is directly proportional to λn, such dependencies will lead to weak bounds.
In Section 3, we characterize the expectationE[R∗(∇L(θ∗;Zn))] in terms of the geometry of the unit norm-
ball of R, which leads to a sharp bound. Let ΩR = {u ∈ Rp|R(u) ≤ 1} denote the unit norm-ball. Then,
for sub-Gaussian design matrices and squared loss, we show that
E[R∗(∇L(θ∗;Zn))] ≤ c√
n
w(ΩR) , (10)
which scales as the Gaussian width of ΩR. Interestingly, for sub-Gaussian designs, one obtains the results
in terms of the ‘sub-Gaussian width’ of the unit norm-ball, which can be upper bounded by a constant times
the Gaussian width using generic chaining [37]. The result can be extended to the case of anisotropic sub-
Gaussian designs, where the constant c starts depending on the maximum eigenvalue (operator norm) of
the corresponding covariance matrix. Further, one can get high-probability versions of these bounds using
related advances in generic chaining [37, 38]. The results can also be extended to general convex losses,
such as those from generalized linear models.
The above characterization allows one to choose λn ≥ c√nw(ΩR). For the special case of L1 regularization,
ΩR is the unit L1 norm ball, and the corresponding Gaussian width w(ΩR) ≤ c1
√
log p, which explains the√
log p term one finds in existing bounds for Lasso [29, 9]. When working with other norms, one simply
needs to get an upper bound on the corresponding w(ΩR).
Restricted eigenvalue conditions: When the loss function under consideration is the squared loss, the RSC
condition in (8) reduces to the restricted eigenvalue (RE) condition on the design matrix. Our analysis focuses
on establishing the RE condition on A¯r = cone(Er) ∩ Sp−1, the spherical cap obtained by intersecting the
cone of the error set with the unit hypersphere, since it implies the RE condition on Er. For isotropic
sub-Gaussian design matrices, a stronger two-sided restricted isometry property (RIP) holds, i.e., with high
probability, for any A ⊆ Sp−1, we have
1− cw(A)√
n
≤ inf
u∈A
1
n
‖Xu‖2 ≤ sup
u∈A
1
n
‖Xu‖2 ≤ 1 + cw(A)√
n
(11)
where w(A) is the Gaussian width of A. Thus, for say n0 = 4c2w2(A¯r), and for n > n0, an RE condition
of the form
inf
u∈A¯r
1
n
‖Xu‖22 ≥ 1/2 , (12)
is satisfied with high probability. Instead of the constant to be 1/2, one can have any constant less than 1, with
suitable increase in n0. Thus, one does not need to treat the RE condition as an assumption for isotropic sub-
Gaussian designs—it always holds with high probability, with the phase transition happening at O(w2(A¯r))
samples. The RIP results can be generalized to anisotropic sub-Gaussian designs, where additional constants
depending on the restricted eigenvalues of the anisotropic covariance matrix Σ show up, but the form of the
bound stays similar. Our analysis techniques for the RIP results are based on generic chaining [37, 38], in
particular a specific form developed in [21, 28].
Generalized linear models and restricted strong convexity: For convex loss functions, such as those com-
ing from generalized linear models (GLMs), the sample complexity and associated phase transition behavior
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is determined by the Restricted Strong Convexity (RSC) condition [29]. By generalizing our argument for
RE conditions corresponding to square loss, we show that the RSC conditions are going to be satisfied for
convex losses for subGaussian designs at the same order of sample complexity as that for squared loss. In
particular, for we show a high probability lower bound of the form
inf
u∈A
δL(u, θ∗) ≥ c1 − c2w(A)√
n
, (13)
where the constants c1, c2 > 0 depend on the tail probabilities of the design matrix distribution. Specializing
the result to A¯r = cone(Er) ∩ Sp−1, we note that the sample complexity still scales as O(w2(A¯r)), similar
to the case of squared loss. The result is thus a considerable generalization of earlier results on convex losses,
such as GLMs, which had looked at specific norms and associated cones and/or did not express the results
in terms of the Gaussian width of A [29].
Putting everything together: With the above results in place, from (9), the main bound takes the form
‖∆ˆn‖2 ≤ c ψ(Er)[
c1 − c2w(A¯r)√n
]
+
w(ΩR)√
n
(14)
with high probability, wherew(ΩR) is the Gaussian width of the unit norm ball, w(A¯r) is the Gaussian width
of the spherical cap corresponding to the error set cone(Er), and the result is valid only when n > n0 =
O(w2(A¯r)) which corresponds to the sample complexity. For the special case of L1 norm, i.e., Lasso, the
sample complexity n0 is of the order w2(A¯r) = O(s log p). Further, w(ΩR) =
√
log p and ψ(Er) =
√
s.
Plugging in these values, choosing β = 2, for n > c3s log p, the bound ‖∆ˆn‖2 ≤ c
√
s log p
n holds with
probability. For other norms, one can simply plug-in the widths to get the corresponding sample complexity
and non-asymptotic error bounds.
The rest of the paper is organized as follows: Section 2 presents results on the restricted error set and de-
terministic error bounds under suitable bounds on the regularization parameter λn and RSC assumptions.
Section 3 presents a characterization of λn in terms of the Gaussian width of the unit norm ball for Gaussian
as well as sub-Gaussian designs and noise. Section 4 proves RE conditions and associated sample complex-
ity results corresponding to squared loss functions. Results are presented for subGaussian designs, including
anisotropic and correlated cases, and always in terms of the Gaussian width of the spherical cap correspond-
ing to the error set. Section 6 presents RSC conditions corresponding to general convex losses arising from
generalized linear models, and the results are again in terms of the Gaussian width of the spherical cap corre-
sponding to the error set. We conclude in Section 7. All technical arguments and proofs are in the appendix,
along with a gentle exposition to Gaussian widths and related results.
A brief word on the notation used. We denote random matrices as X , and random vectors as Xi where i
may be an index to a row or column of a random matrix. Vector norms are denoted as ‖ · ‖, e.g., ‖Xi‖2 for a
(random) vector Xi, and norms of random variables are denoted as |||·|||, e.g., |||X|||2 = E[‖X‖2].
2 Restricted Error Set and Recovery Guarantees
In this section, we give a characterization of the restricted error setEr in which the error vector ∆ˆn = (θˆλn−
θ∗) lies, establish clear relationships between the error sets for the regularized and constrained problems, and
finally establish upper bounds on the estimation error. The error bound is deterministic, but has quantities
which involve θ∗, X, ω, for which we develop high probability bounds in Sections 3, 4, and 6.
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Figure 1: Relationship between error set of the regularized problem (Ar, green region) and the constrained
problem (Ac, gray region) after intersection with a ball of radius ρ. While Ar will be larger in general, it will
be within a constant factor of Ac in terms of Gaussian width (best viewed in color).
2.1 The Restricted Error Set and the Error Cone
We start with a characterization of the restricted error set Er where ∆ˆn will belong.
Lemma 1 For any β > 1, assuming
λn ≥ βR∗(∇L(θ∗;Zn)) , (15)
where R∗(·) is the dual norm of R(·). Then the error vector ∆ˆn = θˆλn − θ∗ belongs to the set
Er = Er(θ
∗, β) =
{
∆ ∈ Rp
∣∣∣∣ R(θ∗ + ∆) ≤ R(θ∗) + 1βR(∆)
}
. (16)
The restricted error set Er need not be convex for general norms. Interestingly, for β = 1, the inequality
in (16) is just the triangle inequality, and is satisfied by all ∆. Note that β > 1 restricts the set of ∆ which
satisfy the inequality, yielding the restricted error set. In particular, ∆ cannot go in the direction of θ∗, i.e.,
∆ 6= αθ∗ for any α > 0. Further, note that the condition in (15) is similar to that in [29] for β = 2, but the
above characterization holds for any norm, not just decomposable norms [29].
WhileEr need not be a convex set, we establish a relationship betweenEr and the error setEc corresponding
to constrained estimators [13, 6, 14, 15]. A recent example of such a constrained estimator is the generalized
Dantzig selector (GDS) [15] given by:
θˆγn = argmin
θ∈Rp
R(θ) s.t. R∗(XT (y −Xθ∗)) ≤ γn , (17)
where R∗(·) denotes the dual norm of R(·). One can show [14, 15] that the restricted error set for such
constrained estimators [14, 15, 40] are of the form:
Ec = {∆ ∈ Rp | R(θ∗ + ∆) ≤ R(θ∗)} . (18)
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(a) Loss and regularizer. (b) Overall objective.
Figure 2: Schematic for norm regularized objective functions considered. The finite sample estimate θˆλn has
lower empirical loss than the optimum θ∗. Bounding the difference between the losses yields a bound on
‖θˆλn − θ∗‖.
By definition, it is easy to see that Ec is always convex, and that Ec ⊆ Er, as shown schematically in
Figure 1.
The following results establishes a relationship between Er and Ec in terms of their Gaussian widths.
Theorem 1 Let A(ρ)c = Ec ∩ ρBp2 , A(ρ)r = Er ∩ ρBp2 , and A¯(ρ)c = Cc ∩ ρBp2 , where ρBp2 = {u|‖u‖2 ≤ ρ}
is the L2 ball of any radius ρ > 0. Then, for any β > 1 we have
w(A(ρ)c ) ≤ w(A(ρ)r ) ≤
(
1 +
2
β − 1
‖θ∗‖2
ρ
)
w(A¯(ρ)c ) , (19)
where w(A) denotes the Gaussian width of any set A given by: w(A) = Eg
[
sup
a∈A
〈a, g〉
]
, where g is an
isotropic Gaussian random vector, i.e., g ∼ N(0, Ip×p).
Thus, the Gaussian width of the error sets of regularized and constrained problems are closely related. See
Figure 1 for more details. In particular, for ‖θ∗‖2 = 1, with ρ = 1, β = 2, we have w(Ac) ≤ w(Ar) ≤
3w(A¯c) as introduced in Section 1. Related observations have been made for the special case of the L1
norm [6], although past work did not provide an explicit characterization in terms of Gaussian widths. The
result also suggests that it is possible to move between the error analysis of the regularized and the con-
strained versions of the estimation problem.
2.2 Recovery Guarantees
In order to establish recovery guarantees, we start by assuming that restricted strong convexity (RSC) is
satisfied by the loss function in Er, the error set, so that for any ∆ ∈ Er, there exists a suitable constant κ so
that
δL(∆, θ∗) , L(θ∗ + ∆)− L(θ∗)− 〈∇L(θ∗),∆〉 ≥ κ‖∆‖22 . (20)
In Sections 4 and 6, we establish precise forms of the RSC condition for a wide variety of design matrices
and loss functions. In order to establish recovery guarantees, we focus on the quantity
F(∆) = L(θ∗ + ∆)− L(θ∗) + λn(R(θ∗ + ∆)−R(θ∗)) . (21)
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(a) Gradients of loss and norm. (b) Gradient of the overall objective
Figure 3: Schematic illustrating the error bound in Lemma 2. Under restricted strong convexity (RSC) of
the loss function in the error set Er, the error ‖∆ˆn‖2 can be bounded in terms of the gradient of the overall
objective evaluated at θ∗.
Since θˆλn = θ
∗ + ∆ˆn is the estimated parameter, i.e., θˆλn is the minimum of the objective, we clearly have
F(∆ˆn) ≤ 0, which implies a bound on ‖∆ˆn‖2. Unlike previous analysis, the bound can be established
without making any additional assumptions on the norm R(θ). We start with the following result, which
expresses the upper bound on ‖∆ˆn‖2 in terms of the gradient of the objective at θ∗.
Lemma 2 Assume that the RSC condition is satisfied in Er by the loss L(·) with parameter κ. With ∆ˆn =
θˆλn − θ∗, for any norm R(·), we have
‖∆ˆn‖2 ≤ 1
κ
‖∇L(θ∗) + λn∇R(θ∗)‖2 , (22)
where∇R(·) is any sub-gradient of the norm R(·).
Figure 3 illustrates the above results. Note that the right hand side is simply the L2 norm of the gradient
of the objective evaluated at θ∗. For the special case when θˆλn = θ∗, the gradient of the objective is zero,
implying correctly that ‖∆ˆn‖2 = 0. While the above result provides useful insights about the bound on
‖∆ˆn‖2, the quantities on the right hand side depend on θ∗, which is unknown. We present another form of
the result in terms of quantities such as λn, κ, and the norm compatibility constant ψ(Er) = supu∈Er
R(u)
‖u‖2 ,
which are often easier to compute or bound.
Theorem 2 Assume that the RSC condition is satisfied in Er by the loss L(·) with parameter κ. With
∆ˆn = θˆλn − θ∗, for any norm R(·), we have
‖∆ˆn‖2 ≤ ψ(Er)1 + β
β
λn
κ
. (23)
The above result is deterministic, but contains λn and κ. In Section 3, we give precise characterizations
of λn, which needs to satisfy (15). In Sections 4 and 6, we characterize the RSC condition constant κ for
different losses and a variety of design matrices.
2.3 A Special Case: Decomposable Norms
In recent work, [29] considered regularized regression with the special case of decomposable norms, defined
in terms of a pair of subspacesM ⊆ M¯ of Rp. The model is assumed to be in the subspaceM, and the
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definition considers the so-called perturbation subspace M¯⊥ which is the orthogonal complement of M¯. A
norm R(·) is considered decomposable with respect to subspaces (M,M¯⊥) if R(θ+γ) = R(θ) +R(γ) for
all θ ∈M and γ ∈ M¯⊥.
We show that for decomposable norms, the error set Er in our analysis is included in the error cone defined
in [29]. In the current context, let β = 2, θ∗ ∈M, then for any ∆ = ∆M¯⊥ + ∆M¯ ∈ Er, we have
R(θ∗ + ∆) ≤ R(θ∗) + 1
2
R(∆) (24)
⇒ R(θ∗ + ∆M¯⊥ + ∆M¯) ≤ R(θ∗) +
1
2
R(∆M¯⊥ + ∆M¯) (25)
⇒ R(θ∗ + ∆M¯⊥)−R(∆M¯)
(a)
≤ R(θ∗) + 1
2
R(∆M¯⊥) +
1
2
R(∆M¯) (26)
⇒ R(θ∗) +R(∆M¯⊥)−R(∆M¯)
(b)
≤ R(θ∗) + 1
2
R(∆M¯⊥) +
1
2
R(∆M¯) (27)
⇒ R(∆M¯⊥) ≤ 3R(∆M¯). (28)
where inequality (a) follows from the triangle inequality and (b) follows from decomposability of the norm.
The last inequality is precisely the error cone in [29] for θ∗ ∈ M. As a result, for any ∆ ∈ Er, for
decomposable norms we have
R(∆) = R(∆M¯⊥ + ∆M¯) ≤ R(∆M¯⊥) +R(∆M¯) ≤ 4R(∆M¯) (29)
Hence, the norm compatibility constant can be bounded as
ψ(Er) = sup
∆∈Er
R(∆)
‖∆‖2 ≤ 4 sup∆∈Er
R(∆M¯)
‖∆‖2 ≤ 4 supu∈M¯\{0}
R(u)
‖u‖2 = 4Ψ(M¯). (30)
where Ψ(M¯) is the subspace compatibility in M¯, as used in [29].
3 Bounds on the Regularization Parameter
Recall that the parameter λn needs to satisfy the inequality
λn ≥ βR∗(∇L(θ∗;Zn)) . (31)
The right hand side of the inequality has two issues: the expression depends on θ∗, the optimal parameter
which is unknown, and the expression is a random variable, since it depends on Zn. In this section, we
characterize the expectation E[R∗(∇L(θ∗;Zn))] in terms of the Gaussian width of the unit norm ball ΩR =
{u : R(u) ≤ 1}, and further discuss its upper bounds. For ease of exposition, we present results for the case
of squared loss, i.e., L(θ∗;Zn) = 12n‖y−Xθ∗‖2 with the linear model y = Xθ+ω, where ω is noise vector
with i.i.d. entries. Under this setting,
∇L(θ∗;Zn) = 1
n
XT (y −Xθ∗) = 1
n
XTω , (32)
which eliminates the dependency on the unknown θ∗. Before presenting the results, we introduce a few
notations. We let Λmax(·) denote the largest eigenvalue of a square matrix. We also recall the definition of
the sub-Gaussian norm for a sub-Gaussian variable x, |||x|||ψ2 = supp≥1 1√p(E[|x|p])1/p [41].
From this section onwards, the analysis will take into account the randomness of the design X and the noise
ω. Here we give a brief description of our assumptions on X and ω as follows,
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Isotropic Sub-Gaussian Designs: the design matrix X ∈ Rn×p has independent sub-Gaussian rows where
each row satisfies |||Xi|||ψ2 ≤ κ and E[XiXTi ] = Ip×p. Thus, the measure µ from which the rows Xi are
sampled independently is an isotropic sub-Gaussian measure.
Anisotropic Sub-Gaussian Designs: the design matrix X ∈ Rn×p has independent rows, and each row Xi
is anisotropic sub-Gaussian with E[XTi Xi] = Σ. Further, we assume that corresponding isotropic random
vector X˜i = XiΣ−1/2 satisfies
∣∣∣∣∣∣∣∣∣X˜i∣∣∣∣∣∣∣∣∣
ψ2
≤ κ. A simple special case of such an anisotropic sub-Gaussian
design is when Xi ∼ N(0,Σ), where X˜i = XiΣ−1/2 ∼ N(0, I) so that
∣∣∣∣∣∣∣∣∣X˜i∣∣∣∣∣∣∣∣∣
ψ2
= 1.
Sub-Gaussian Noise: the noise ω has i.i.d. centered unit-variance sub-Gaussian entries with |||ωi|||ψ2 ≤ K.
For convenience, we only use the shorthand in bold font to specify the assumptions. In the following theorem,
we characterize the expectation ofR∗(∇L(θ∗;Zn)) in terms of Gaussian width of the unit norm ballw(ΩR).
Theorem 3 Let ΩR = {u : R(u) ≤ 1}, and L be the squared loss. For sub-Gaussian design X and noise
ω, we have
E [R∗(∇L(θ∗;Zn))] ≤ ηξ · κw(ΩR)√
n
, (33)
where the expectation is taken over both X and ω. The constant ξ is given by
ξ =
{
1 if X is isotropic√
Λmax(Σ) if X is anisotropic .
Bounding the expectation of R∗(∇L(θ∗;Zn)) gives us a rough scale of the regularization parameter λn. In
the next theorem, we present a high-probability upper bound for R∗(∇L(θ∗;Zn)).
Theorem 4 Let designX and noise ω be sub-Gaussian, andL be squared loss. Define φ = supR(u)≤1 ‖u‖2,
then for any τ > 0, with probability at least 1− c1 exp
(
−min
(
( τc2ξκφ)
2, c0n
))
, we have
R∗ (∇L(θ∗;Zn)) ≤
√
2K2 + 1
n
(cξκ · w(ΩR) + τ) , (34)
where c, c0, c1 and c2 are all absolute constants, and ξ is the same as in Theorem 3.
Bounding the Gaussian width w(ΩR): In certain cases, one may be able to directly obtain a bound on the
Gaussian width w(ΩR). Here, we provide a mechanism for bounding the Gaussian width w(ΩR) of the unit
norm ball in terms of the Gaussian width of a suitable cone, obtained by shifting or translating the norm ball.
In particular, the result involves taking any point on the boundary of the unit norm ball, considering that as
the origin, and constructing a cone using the norm ball. Since such a construction can be done with any point
on the boundary, the tightest bound is obtained by taking the infimum over all points on the boundary. The
motivation behind getting an upper bound of the Gaussian width w(ΩR) of the unit norm ball in terms of the
Gaussian width of such a cone is because considerable advances have been made in recent years in upper
bounding Gaussian widths of such cones [14, 1].
Lemma 3 Let ΩR = {u : R(u) ≤ 1} be the unit norm ball and ΘR = {u : R(u) = 1} be the boundary.
For any θ˜ ∈ ΘR, ρ(θ˜) = supθ:R(θ)≤1 ‖θ − θ˜‖2 is the diameter of ΩR measured with respect to θ˜. Let
G(θ˜) = cone(ΩR − θ˜) ∩ ρ(θ˜)Bp2 , i.e., the cone of (ΩR − θ˜) intersecting the ball of radius ρ(θ˜). Then
w(ΩR) ≤ inf
θ˜∈ΘR
w(G(θ˜)) . (35)
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Figure 4: Bounding the Gaussian width of a norm ball, e.g., corresponding to L1 norm, by shifting the norm
ball and using the width of the corresponding cone (Lemma 3). The approach allows one to directly use
existing results on bounding Gaussian widths of certain cones. In some cases, it may be easier to directly
bound the Gaussian width of the norm ball, rather than using the shifting argument.
The analysis and results for λn presented above can be extended to general convex losses arising in the
context of GLMs for sub-Gussian designs and sub-Gaussian noise (see Section 6). .
4 Least Squares Models: Restricted Eigenvalue Conditions
The error bound analysis in Theorem 2 depends on the restricted strong convexity (RSC) assumption. In this
section, we establish RSC conditions for sub-Gaussian design matrices when the loss function is the squared
loss. For squared loss, i.e., L(θ;Zn) = 1n‖y − Xθ‖2, the RSC condition (20) becomes equivalent to the
Restricted Eigenvalue (RE) condition [6, 29], since
δL(∆, θ∗) = 1
n
‖y −X(θ∗ + ∆)‖2 − 1
n
‖y −Xθ∗‖2 + 1
n
〈XT (y −Xθ∗),∆〉
=
1
n
‖X∆‖2 = 1
n
n∑
i=1
〈Xi,∆〉2 .
(36)
so that the condition simplifies to
δL(∆, θ∗) = 1
n
n∑
i=1
〈Xi,∆〉2 ≥ κ‖∆‖22 , (37)
for all ∆ ∈ Er. We make two simplifications which lets us develop the RE results in terms of widths of
spherical caps rather than over the error set Er. Let nEr be the sample complexity for the RE condition over
the set Er, so that for n > nEr samples, with high probability
inf
∆∈Er
1
n
‖X∆‖22 ≥ κEr‖∆‖22 , (38)
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for some κEr > 0. Let Cr = cone(Er) and let nCr be the sample complexity for the RE condition over the
cone Cr, so that for n > nCr samples, with high probability
inf
∆∈Cr
1
n
‖X∆‖22 ≥ κCr‖∆‖22 , (39)
for some κCr > 0. Since Er ⊆ Cr, we have nEr ≤ nCr . Thus, it is sufficient to obtain (an upper bound to)
the sample complexity nCr , since that will serve as an upper bound to nEr , the sample complexity over Er.
Further, since Cr is a cone, the absolute magnitude ‖∆‖2 does not affect the sample complexity. As a result,
it is sufficient to focus on a spherical cap A = Cr ∩Sp−1. In particular, if nA denotes the sample complexity
for the RE condition over the spherical cap A, so that for n > nA samples, with high probability
inf
u∈A
1
n
‖Xu‖22 ≥ κ¯A‖u‖22 , (40)
for some κ¯A > 0, then nA = nCr ≥ nEr . Noting that ‖u‖2 = 1 for u ∈ Cr ∩ Sp−1, we consider sample
complexity results for RE conditions the form
inf
u∈A
1
n
‖Xu‖22 = inf
u∈A
1
n
n∑
i=1
〈Xi, u〉2 ≥ κA(n, p) (41)
where κA(n, p) > 0 with high probability for n > nA. In this section, we characterize sample complexity
nA over any given spherical cap A, and establish RE conditions for isotropic and anisotropic sub-Gaussian
design matrices X in terms of the Gaussian width w(A).
Analysis of RE conditions for certain types of design matrices for certain types of norms, especially the L1
norm, have appeared in the literature [6, 33, 34]. The RE/RIP conditions for independent isotropic Gaussian
designs have been widely studied for the case of L1 norm [10, 6]. The generalization to RE condition
for correlated Gaussian designs for the special of L1 norm was studied in [33]. [14] consider the more
general context of atomic norms, and RE condition analysis applies to any spherical cap A, with sample
complexity results in terms of w(A), the Gaussian width of A. However, the analysis relies on Gordon’s
inequality [19, 20, 24], which is applicable only for isotropic Gaussian design matrices. Progress has been
made on establishing RE conditions for sub-Gaussian designs for error sets/caps corresponding to specific
norms such as L1 [46]. In recent work, RE conditions were developed for anisotropic sub-Gaussian designs
for the L1 norm [34]. Further, recent work have pointed out the differences between the RE and the RIP
condition, which gives a two-sided bound on quadratic forms of random matrices [29]. In particular, while
the RE condition is sufficient for structured estimation, the RIP results are stronger and may have higher
sample complexity.
In the following, we establish the stronger RIP results for any spherical cap A and any sub-Gaussian design
matrix, handling the isotropic and anisotropic cases separately. The special case of Gaussian design matrices
are automatically covered by the sub-Gaussian results, and results such as Gordon’s inequality can be viewed
as a special case. All results are in terms of w(A), the Gaussian width of A, even for sub-Gaussian designs.
In fact, all existing RE results do implicitly have the width term, but in a form specific to the chosen norm [33,
34]. The analysis on atomic norm in [14] has the w(A) term explicitly, but the analysis relies on Gordon’s
inequality [19, 20, 24], which is applicable only for isotropic Gaussian design matrices.
The proof technique we use is an application of generic chaining [37, 38]. The specific form we utilize was
originally developed in [21, 28]. The main idea is to pose the RIP condition as a bound on the supremum of
a suitable stochastic process, so that generic chaining can be invoked to obtain a bound. The key difference
between our RIP analysis and much of the existing literature on RE conditions, which use specialized tools
such as Gaussian comparison principles [33, 29] or analysis geared to a particular norm [34], is the use
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of generic chaining which simplifies the analysis considerably. Further, the RIP results can be viewed as
a generalization of the celebrated Johnson-Lindenstrauss (JL) lemma [17], and the interested reader can
explore these connections in [21].
Isotropic Sub-Gaussian Designs: We first consider the case where the design matrix X ∈ Rn×p has
independent sub-Gaussian rows where each row satisfies |||Xi|||ψ2 ≤ κ and E[XiXTi ] = Ip×p. Thus, the
measure µ from which the rows Xi are sampled independently is an isotropic sub-Gaussian measure.
Theorem 5 Let X be a design matrix with independent isotropic sub-Gaussian rows, i.e., |||Xi|||ψ2 ≤ κ and
E[XiX
T
i ] = Ip×p. Then, for absolute constants η, c > 0, with probability at least (1 − 2 exp(−ηw2(A))),
we have
sup
u∈A
∣∣∣∣ 1n ||Xu||2 − 1
∣∣∣∣ = sup
u∈A
∣∣∣∣∣ 1n
n∑
i=1
〈Xi, u〉2 − 1
∣∣∣∣∣ ≤ cw(A)√n , (42)
or, equivalently,
1− cw(A)√
n
≤ inf
u∈A
1
n
||Xu||2 ≤ sup
u∈A
1
n
||Xu||2 ≤ 1 + cw(A)√
n
. (43)
As a result, for n > c2w2(A), the RE condition: infu∈A ‖Xu‖2 ≥ 1 − cw(A)/
√
n > 0 is satisfied with
high probability for any sub-Gaussian design matrix. More generally, choosing  = cw(A)/
√
n, one can
write the result in a traditional RIP form [10].
Anisotropic Sub-Gaussian Designs: We now consider the case where the design matrix X ∈ Rn×p has
independent rows, and each row Xi is anisotropic sub-Gaussian with E[XTi Xi] = Σ. Further, we assume
that corresponding isotropic random vector X˜i = XiΣ−1/2 satisfies
∣∣∣∣∣∣∣∣∣X˜i∣∣∣∣∣∣∣∣∣
ψ2
≤ κ. A simple special case
of such an anisotropic sub-Gaussian design is when Xi ∼ N(0,Σ), where X˜i = XiΣ−1/2 ∼ N(0, I) so
that
∣∣∣∣∣∣∣∣∣X˜i∣∣∣∣∣∣∣∣∣
ψ2
= 1. The result below characterizes RIP-style property of any such anisotropic sub-Gaussian
designs.
Theorem 6 Let X be a design matrix with independent anisotropic sub-Gaussian rows, i.e., E[XTi Xi] = Σ
and
∣∣∣∣∣∣XiΣ−1/2∣∣∣∣∣∣ψ2 ≤ κ. Then, for absolute constants η, c > 0, with probability at least (1−2 exp(−ηw2(A))),
we have
sup
u∈A
∣∣∣∣ 1n 1uTΣu ||Xu||2 − 1
∣∣∣∣ = sup
u∈A
∣∣∣∣∣ 1n 1uTΣu
n∑
i=1
〈Xi, u〉2 − 1
∣∣∣∣∣ ≤ cw(A)√n . (44)
Further,
λmin(Σ|A)
(
1− cw(A)√
n
)
≤ inf
u∈A
1
n
||Xu||2 ≤ sup
u∈A
1
n
||Xu||2 ≤ λmax(Σ|A)
(
1 + c
w(A)√
n
)
,
(45)
where
λmin(Σ|A) = inf
u∈A
uTΣu , and λmax(Σ|A) = sup
u∈A
uTΣu (46)
are the restricted minimum and maximum eigenvalues of Σ restricted to A ⊆ Sp−1.
Thus, for the anisotropic case, the RIP is with respect to the restricted minimum and maximum eigenvalues
corresponding to A ⊆ Sp−1. For the special case when A = Sp−1, we have λmin(Σ|A) = λmin(Σ), the
minimum eigenvalue, and λmax(Σ|A) = λmax(Σ), the maximum eigenvalue of Σ. Further, when Σ = I,
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we get back the result in Theorem 11. Finally, it is instructive to compare the above result to existing char-
acterizations of the RE condition for anisotropic Gaussian [33] and anisotropic sub-Gaussian [34] designs,
focused on the L1 norm. The result in Theorem 12 is a more general RIP result, applies to any spherical cap
A, and is in terms of w(A), the Gaussian width of the spherical cap A.
5 Examples and Applications
In this section, we give examples of the analysis from previous sections for three norms: L1 norm, group
sparse norm, andL2 norm. The summary of the results is given in Table 1. Other examples can be constructed
for norms and error sets with known bounds on the Gaussian widths and norm compatibility constants [14,
29], and more general ways to bound the Gaussian widths and norm compatibility constants have been
developed in [25, 16].
L1 Norm: Assume that the statistical parameter θ∗ is s-sparse, and note that ‖θ∗‖1 ≤
√
s‖θ∗‖2. Since L1
norm is a decomposable norm following the result in (28), we have Ψ(Er) ≤ 4Ψ(M¯) = 4
√
s.
Applying Lemma 3, let θ¯ be a 1-sparse vector, and ρ(θ¯) = 2, then w(ΩR) can be bounded by
w(ΩR) ≤ inf
θ˜∈ΘR
w(G(θ˜)) = w(G(θ¯))
(a)
= O
(√
log p
)
, (47)
where (a) is obtained from the fact that Gaussian width ofG(θ˜) with θ˜ be a s-sparse vector is
√
2s log(ps ) +
5
4s
[14]. See Figure 4 for more details. From Theorem 4 and (47), the bound on λn is
λn ≤ cw(ΩR)√
n
= O
(√
log p
n
)
. (48)
Hence, the recovery error is bounded by
‖∆ˆn‖2 ≤ c3 Ψ(Er)λn
κ
= O
(√
s log p
n
)
, (49)
which is similar to the results obtained in well known results [14, 29].
Group Sparse Norm: Suppose that the index set {1, 2, · · · , p} can be partitioned into a set of T disjoint
groups, say G = {G1,G2, · · · ,GT }. Define (1, ν)-group norm for a given vector ν = (ν1, · · · , νT ) ∈
[1,∞]T as
‖α‖G,ν =
T∑
t=1
‖αGt‖νt (50)
As shown in [29] Group norm is a decomposable norm. For a given subset SG ⊂ {1, . . . , T} with cardinality
|SG |, define the subspace A(SG) = {α ∈ Rp |αGt = 0, ∀t /∈ SG }. Let νt ≥ 2, then we have
‖∆‖G,ν =
∑
t∈SG
‖∆Gt‖νt ≤
∑
t∈SG
‖∆Gt‖2 ≤
√
sG‖∆‖2. (51)
Hence, from (30) and (51) we have
Ψ(Er) ≤ 4√sG . (52)
Applying Lemma 3, define θ¯ with 1-active group, and ρ(θ¯) = 2, then w(ΩR) can be bounded by
w(ΩR) ≤ inf
θ˜∈ΘR
w(G(θ˜)) = w(G(θ¯))
(a)
= O
(√
m+ log T
)
, (53)
14
R(u) λn := c1
w(ΩR)√
n
κ :=
[
max
{(
1−√c2w(A)√n
)
, 0
}]2
Ψ(Er) ‖∆ˆn‖2 := c3 Ψ(Er)λnκ
L1 O
(√
log p
n
)
Θ(1) if n > c2w2(A) = O(s log p)
√
s O
(√
s log p
n
)
Group sparse O
(√
m+log T
n
)
Θ(1) if n > c2w2(A) = O(sG(m+ log T ))
√
sG O
(√
sG(m+log T )
n
)
L2 O
(√
p
n
)
Θ(1) if n > c2w2(A) = O(p) 1 O
(√
p
n
)
Table 1: A summary of values for the regularization parameter λn, the RE condition constant κ, the norm
constant Ψ(Er) and recovery bounds ‖∆ˆn‖2 for `1, `2 and group norms in case of Gaussian Design matrix
with Gaussian noise. All results are given up to constants with more emphasis on the scale of the results.
where m = max
t
|Gt| and (a) is obtained from the fact that Gaussian width of G(θ˜) where θ˜ has k active
group is
√
2k(m+ log(T − k)) + k [14]. From Theorem 4 and (53), the bound on λn is
λn ≤ cw(ΩR)√
n
= O
(√
m+ log T
n
)
. (54)
Hence, the recovery error is bounded by
‖∆ˆn‖2 ≤ c3 Ψ(Er)λn
κ
= O
(√
sG(m+ log T )
n
)
, (55)
which is similar to the results obtained in previous works [14, 29].
L2 Norm: With L2 norm as the regularizer, the norm constant is obtained as
Ψ(Er) = sup
∆∈Er
‖∆‖2
‖∆‖2 = 1. (56)
Applying Lemma 3, set ρ(θ˜) = 1, then w(ΩR) can be bounded by
w(ΩR) ≤ inf
θ˜∈ΘR
w(G(θ˜)) = O (
√
p) . (57)
From Theorem 4 and (57), the bound on λn is
λn ≤ cw(ΩR)√
n
= O
(√
p
n
)
. (58)
Hence, the recovery error is bounded by
‖∆ˆn‖2 ≤ c3 Ψ(Er)λn
κ
= O
(√
p
n
)
. (59)
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6 Generalized Linear Models: Restricted Strong Convexity
In this section, we extend our results to estimation with norm regularization in the context of generalized
linear models (GLMs) [4, 8]. Assume that the conditional distribution of the response yi conditioned on the
covariates Xi is an exponential family distribution:
p(yi|Xi; θ∗) = p(yi|〈Xi, θ∗〉) = exp{yi〈Xi, θ∗〉 − ϕ(〈Xi, θ∗〉)} . (60)
where
ϕ(〈Xi, θ∗〉) = log
(∫
yi
exp{yi〈Xi, θ∗〉} dyi
)
(61)
is the log-partition function [8, 4, 44].2 In GLMs, the conditional distribution of the response yi is character-
ized by an exponential family distribution p(yi|ηi) with natural parameter ηi = 〈Xi, θ∗〉 determined by the
covariatesXi and the parameter θ∗. It is easy to verify that the gradient of the log-partition function w.r.t. the
natural parameter ηi = 〈Xi, θ∗〉 gives the expectation of the response [4, 8], i.e.,
∇ηiϕ(ηi) = ∇〈Xi,θ∗〉ϕ(〈Xi, θ∗〉) = E[yi|〈Xi, θ∗〉] . (62)
For estimating θ∗, the loss function corresponding to GLMs typically consider the negative log likelihood of
the conditional distribution:
L(θ;Zn) = − 1
n
log p(yi|Xi; θ∗) = 1
n
n∑
i=1
(ϕ(〈Xi, θ〉)− yi〈Xi, θ〉) . (63)
In the current context, we assume θ∗ to be sparse/structured, and the structure can be suitably captured by a
norm R(·). Then, the estimation of θ∗ with norm regularization takes the form:
θˆλn = argmin
θ∈Rp
L(θ;Zn) + λnR(θ) = argmin
θ∈Rp
1
n
n∑
i=1
(ϕ(〈Xi, θ〉)− yi〈Xi, θ〉) + λnR(θ) . (64)
Noise in the context of GLMs is simply the deviation of a specific response yi from the conditional mean,
i.e., ωi = E[yi|Xi] − yi. Popular examples of GLMs come from suitable choices of the conditional distri-
bution, e.g., when p(yi|〈Xi, θ〉) is Gaussian so that ϕ(〈Xi, θ〉) = 〈Xi,θ〉
2
2 , Bernoulli so that ϕ(〈Xi, θ〉) =
log(1+exp(〈Xi, θ〉)), and Poisson where ϕ(〈Xi, θ〉) = exp(〈Xi, θ〉), respectively yielding least squares re-
gression, logistic regression, and Poisson regression loss functions. Next, we provide the key results needed
to characterize the regularization parameter λn and restricted strong convexity (RSC) in the context of GLMs.
The non-asymptotic bound on the estimation error then follows from the general result in (23).
Bounds on the Regularization Parameter: Following the general analysis from Section 3, the regulariza-
tion parameter needs to satisfy the condition: λn ≥ βR∗(∇θL(θ∗;Zn)) for any fixed β > 1. For GLMs,
∇θL(θ∗;Zn) = − 1
n
n∑
i=1
yiXi+
1
n
n∑
i=1
Xi∇〈Xi,θ∗〉ϕ(〈Xi, θ∗〉) =
1
n
n∑
i=1
Xi(E[y|Xi]−yi) = 1
n
XTω , (65)
where we have used the fact, ∇〈Xi,θ∗〉ϕ(〈Xi, θ∗〉) = E[yi|〈Xi, θ∗〉] and ω = E[yi|〈Xi, θ∗〉] − yi. Thus,
the form of ∇θL(θ∗;Zn) is the same as that in Section 3. Assuming the design matrix X and noise ω
are sub-Gaussian, a characterization of λn follows from Theorems 3 and 4 in Section 3. In particular,
E[∇θL(θ∗;Zn)] = O(w(ΩR)√n ), with corresponding high probability concentration results, and it suffices to
have λn to be of this order.
2Note that for GLMs over discrete responses yi, the integration needs to be suitably changed to summation [4, 8].
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Restricted Strong Convexity: By definition, the restricted strong convexity considers
δL(u, θ∗) = L(θ∗ + u)− L(θ∗)− 〈∇L(θ∗), u〉 = 1
n
n∑
i=1
∇2ϕ(〈θ∗, Xi〉+ γi〈u,Xi〉)〈u,Xi〉2 ,
where γi ∈ [0, 1], and where the last equality follows from a direct application of the mean value theo-
rem [35]. Since the log-partition function ϕ is of Legendre type [3, 4, 8], the second derivative ∇2ϕ(·) is
always positive. Since the RSC condition relies on a non-trivial lower bound for the above quantity, the
analysis will consider suitable compact sets where∇2ϕ(·) is bounded away from zero by a constant. In par-
ticular, for a suitable constant T , we consider the sets {Xi||〈Xi, θ∗〉| < T} and {Xi||〈Xi, u〉| < T}. For Xi
lying in these sets, the argument a = 〈Xi, θ∗〉+ γi〈u,Xi〉 of the second derivative satisfies |a| ≤ 2T , which
is the compact set of interest. Within the compact set, ` = `ϕ(T ) = min|a|≤2T ∇2ϕ(a) is bounded away
from zero. Outside the compact set, we will only assume ∇2ϕ(·) > 0. Based on the above construction, we
have
δL(u, θ∗) ≥ `
n
n∑
i=1
〈Xi, u〉2 I[|〈Xi, θ∗〉| < T ] I[|〈Xi, u〉| < T ] . (66)
The quadratic form based lower bound allows us to establish RSC conditions for GLMs with isotropic
subGaussian design matrices by building on results from Section 4 for RE conditions for squared loss. As a
result, the sample complexity of the RSC condition is also expressed in terms of the Gaussian width of the
spherical cap A derived from the error set. The analysis can be suitably generalized to anisotropic design
matrices using techniques discussed in Section 4.
As before, we consider u ∈ A ⊆ Sp−1 so that ‖u‖2 = 1. Assuming X has isotropic sub-Gaussian rows
with |||Xi|||ϕ2 ≤ κ, 〈Xi, θ∗〉 and 〈Xi, u〉 are sub-Gaussian random variables with sub-Gaussian norm at
most Cκ [42]. Denote by ε1 and ε2 the probability that 〈Xi, u〉 and 〈Xi, θ∗〉 exceeds some constant T ,
i.e., ε1(T ;u) = P{|〈Xi, u〉| > T} ≤ e · exp(−c2T 2/C2κ2) = ε¯1, and ε2(T ; θ∗) = P{|〈Xi, θ∗〉| >
T} ≤ e · exp(−c2T 2/C2κ2) = ε¯2, where ε¯1 = ε¯1(T, κ) and ε¯2 = ε¯2(T ;κ) are uniform upper bounds
on the individual tail probabilities. The result we present below is in terms of the above defined constants
` = `ϕ(T ), ε¯1 = ε¯1(T, κ) and ε¯2 = ε¯2(T, κ) for any suitably chosen T .
Theorem 7 Let X ∈ Rn×p be a design matrix with independent isotropic sub-Gaussian rows such that
|||Xi|||ϕ2 ≤ κ. Then, for any set A ⊆ Sp−1 for suitable constants η, c > 0, with probability at least
1− 2 exp (−ηw2(A)), we have
inf
u∈A
∂L(u, θ∗) ≥ `ρ2
(
1− cκ21
w(A)√
n
)
, (67)
where ρ2 = infu∈A ρ2u, with ρ2u = E[〈Xi, u〉2I[|〈Xi, θ∗〉| < T ]I[|〈Xi, u〉| < T ]], and κ1 = κ1−ε¯1−ε¯2 .
The form of the result is closely related to the corresponding result for the RE condition infu∈A ‖Xu‖2
considered in Section 4. Note that RSC analysis for GLMs was considered in [29] for specific norms,
especially L1, whereas our analysis applies to any set A ⊆ Sp−1, hence to any norm, and the result is in
terms of the Gaussian width w(A) of A. Further, following arguments in Section 4, the RE analysis for
GLMs can be extended to anisotropic subGaussian design matrices.
7 Conclusions
The paper presents a general set of results and tools for characterizing non-asymptotic estimation error in
norm regularized regression problems. The analysis holds for any norm, and subsumes much of existing
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literature focused on structured sparsity and related themes. The work can be viewed as a direct generaliza-
tion of results in [29], which presented related results for decomposable norms. Our analysis illustrates the
important role Gaussian widths, as a measure of size of suitable sets, play in such results. Further, the error
sets for regularized and constrained versions of such problems are shown to be closely related [6].
While the paper presents a unified geometric treatment of non-asymptotic structured estimation with regu-
larized estimators, several technical questions need further investigation. The focus of the analysis has been
on thin-tailed distributions, and the RE/RSC type analysis presented really gives two sided bounds, i.e., RIP,
showing that thin-tailed distributions do satisfy the RIP condition. For heavy tailed measurements, the lower
and upper tails of quadratic forms behave differently [30, 27], and it may be possible to establish geometric
estimation error analysis for general norms, some special cases of which have been investigated in recent
years [22, 23, 27]. Further, the sample complexity of the phase transitions in the RE/RSC conditions for
anisotropic designs depend on the largest eigenvalue (operator norm) of the covariance matrix, making the
estimator sample inefficient for highly correlated designs. Since real-world several problems, including spa-
tial and temporal problems, do have correlated observations, it will be important to investigate estimators
which perform well in such settings [18]. Finally, the focus of the work is on parametric estimation, and it
will be interesting to explore generalizations of the analysis to non-parametric settings.
Appendix
A Background and Preliminaries
We start with a review of some definitions and well-known results which will be used for our proofs.
A.1 Gaussian Width
In several of our proofs, we use the concept of Gaussian width [20, 14], which is defined as follows.
Definition 1 (Gaussian width) For any set A ∈ Rp, the Gaussian width of the set A is defined as:
w(A) = Eg
[
sup
u∈A
〈g, u〉
]
, (68)
where the expectation is over g ∼ N(0, Ip×p), a vector of independent zero-mean unit-variance Gaussian
random variable.
The Gaussian width w(A) provides a geometric characterization of the size of the set A. We consider three
perspectives of the Gaussian width, and provide some properties which are used in our analysis. First, con-
sider the Gaussian process {Zu} where the constituent Gaussian random variables Zu = 〈t, g〉 are indexed
by u ∈ A, and g ∼ N(0, Ip×p). Then the Gaussian width w(A) can be viewed as the expectation of the
supremum of the Gaussian process {Zt}. Bounds on the expectations of Gaussian and other empirical pro-
cesses have been widely studied in the literature, and we will make use of generic chaining for some of our
analysis [37, 38, 7, 24]. Second, 〈u, g〉 can be viewed as a Gaussian random projection of each u ∈ A to
one dimension, and the Gaussian width simply measures the expectation of largest value of such projections.
Third, if A is the unit ball of any norm R(·), i.e., A = {x ∈ Rp | R(x) ≤ 1}, then w(A) = Eg[R∗(g)] by
definition of the dual norm. Thus, the Gaussian width is the expected value of the dual norm of a standard
Gaussian random vector. For instance, if A is unit ball of L1 norm, w(A) = E[‖g‖∞].
Below we list some simple and useful properties of the Gaussian width of A ⊆ Rp:
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Property 1: w(A) ≤ w(B) for A ⊆ B.
Property 2: w(A) = w(conv(A)), where conv(·) denotes the convex hull of A.
Property 3: w(cA) = cw(A) for any positive scalar c, in which cA = {cx | x ∈ A}.
Property 4: w(ΓA) = w(A) for any orthogonal matrix Γ ∈ Rp×p.
Property 5: w(A+ b) = w(A) for any A ⊆ Rp and fixed b ∈ Rp.
The last two properties illustrate the Gaussian width is rotation and translation invariant.
A.2 Sub-Gaussian and Sub-exponential Random Variables (Vectors)
In the proof, we will also frequently use the properties of sub-Gaussian and sub-exponential random variables
(vectors). In particular, we are interested in their definitions using moments.
Definition 2 Sub-Gaussian (sub-exponential) random variable: We say that a random variable x is sub-
Gaussian (sub-exponential) if the moments satisfies
[E|x|p] 1p ≤ K2√p ([E|x|p]
1
p ≤ K1p) (69)
for any p ≥ 1 with a constant K2 (K1). The minimum value of K2 (K1) is called sub-Gaussian (sub-
exponential) norm of x, denoted by |||x|||ψ2 (|||x|||ψ1).
Definition 3 Sub-Gaussian (sub-exponential) random vector: We say that a random vector X in Rn is
sub-Gaussian (sub-exponential) if the one-dimensional marginals 〈X,x〉 are sub-Gaussian (sub-exponential)
random variables for all x ∈ Rn. The sub-Gaussian (sub-exponential) norm of X is defined as
|||X|||ψ2 = sup
x∈Sn−1
‖〈X,x〉‖ψ2 (|||X|||ψ1 = sup
x∈Sn−1
‖〈X,x〉‖ψ1) (70)
The following definitions and lemmas are from [41].
Lemma 4 Consider a finite number of independent centered sub-Gaussian random variables Xi. Then∑
iXi is also a centered sub-Gaussian random variable. Moreover,∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣∑
i
Xi
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
ψ2
≤ C
∑
i
|||Xi|||2ψ2 (71)
Lemma 5 LetX1, . . . , Xn be independent centered sub-Gaussian random variables. ThenX = (X1, . . . , Xn)
is a centered sub-Gaussian random vector in Rn, and
|||X|||ψ2 ≤ C maxi≤n |||Xi|||ψ2 (72)
where C is an absolute constant.
Lemma 6 Consider a sub-Gaussian random vector X with sub-Gaussian norm K = maxi |||Xi|||ψ2 , then,
Z = 〈X, a〉 is a sub-Gaussian random variable with sub-Gaussian norm |||Z|||ψ2 ≤ CK‖a‖2.
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Lemma 7 A random variable X is sub-Gaussian if and only if X2 is sub-exponential. Moreover,
|||X|||2ψ2 ≤
∣∣∣∣∣∣X2∣∣∣∣∣∣
ψ1
≤ 2|||X|||2ψ2 (73)
Lemma 8 If X is sub-Gaussian (or sub-exponential), then so is X − EX . Moreover, the following holds,
|||X − EX|||ψ2 ≤ 2|||X|||ψ2 , |||X − EX|||ψ1 ≤ 2|||X|||ψ1 (74)
B Restricted Error Set and Recovery Guarantees
Section 2 is about the restricted error set. Lemma 1 characterizes the restricted error set. Theorem 1 estab-
lishes the relation between the constrained and restricted error sets. In particular, we prove that the Gaussian
width of the regularized and constrained error sets (cone) are of the same order. Starting with the assumption
that the RSC condition is satisfied Lemma 2 and Theorem 2 derive results on the upper bound on the L2
norm of the error.
We collect the proofs of the different results in this section.
B.1 The Restricted Error Set
Lemma 1 in Section 2 characterizes the set to which the error vector belongs. We give the proof of Lemma
1 below:
Lemma 1 For any β > 1, assuming
λn ≥ βR∗(∇L(θ∗;Zn)) (75)
where R∗(·) is the dual norm of R(·). Then the error vector ∆ˆn = θˆλn − θ∗ belongs to the set:
Er = Er(θ
∗, β) =
{
∆ ∈ Rp
∣∣∣∣ R(θ∗ + ∆) ≤ R(θ∗) + 1βR(∆)
}
. (76)
Proof: By the optimality of θˆλn = θ
∗ + ∆ˆn, we have
L(θ∗ + ∆ˆn) + λnR(θ∗ + ∆ˆn)− {L(θ∗) + λnR(θ∗)} ≤ 0 . (77)
Now, since L is convex,
L(θ∗ + ∆)− L(θ∗) ≥ 〈∇L(θ∗),∆〉 ≥ −|〈∇L(θ∗),∆〉| . (78)
Further, by generalized Holder’s inequality, we have
|〈∇L(θ∗),∆〉| ≤ R∗(∇L(θ∗))R(∆) ≤ λn
β
R(∆) , (79)
where we have used λn ≥ βR∗(∇L(θ∗;Zn)). Hence, we have
L(θ∗ + ∆ˆn)− L(θ∗) ≥ −λn
β
R(∆ˆn) . (80)
As a result,
λn
{
R(θ∗ + ∆ˆn)−R(θ∗)− 1
β
R(∆ˆn)
}
≤ 0 . (81)
Noting that λn > 0 and rearranging completes the proof.
20
B.2 Relation between the Constrained and Regularized Error Cones
In this section we show that the sizes of the regularized and constrained error sets are of the same order.
Recall from [14], that the error set for the constrained setting for atomic norms is a cone given by:
Cc = Cc(θ
∗) = cone(Ec) = cone {∆ ∈ Rp | R(θ∗ + ∆) ≤ R(θ∗)} . (82)
The error set Er is given by:
Er = Er(θ
∗, β) =
{
∆ ∈ Rp
∣∣∣∣ R(θ∗ + ∆) ≤ R(θ∗) + 1βR(∆)
}
.
Below we provide the proof of Theorem 1.
Theorem 1 Let A(ρ)c = Ec ∩ ρBp2 , A(ρ)r = Er ∩ ρBp2 , and A¯(ρ)c = Cc ∩ ρBp2 , where ρBp2 = {u|‖u‖2 ≤ ρ}
is the L2 ball of any radius ρ > 0. Then, for any β > 1 we have
w(A(ρ)c ) ≤ w(A(ρ)r ) ≤
(
1 +
2
β − 1
‖θ∗‖2
ρ
)
w(A¯(ρ)c ) , (83)
where w(A) denotes the Gaussian width of any set A given by: w(A) = Eg
[
sup
a∈A
〈a, g〉
]
, where g is an
isotropic Gaussian random vector, i.e., g ∼ N(0, Ip×p).
Proof: The first inequality simply follows from the fact that Ec ⊆ Er and Property 1 of Gaussian width.
For the second part, from triangle inequality, we have
R(∆) ≤ R(θ∗ + ∆) +R(θ∗) . (84)
Then,
Er(θ
∗, β) =
{
∆ ∈ Rp
∣∣∣∣R(θ∗ + ∆) ≤ R(θ∗) + 1βR(∆)
}
⊆
{
∆ ∈ Rp
∣∣∣∣R(θ∗ + ∆) ≤ R(θ∗) + 1βR(θ∗ + ∆) + 1βR(θ∗)
}
=
{
∆ ∈ Rp
∣∣∣∣(1− 1β
)
R(θ∗ + ∆) ≤
(
1 +
1
β
)
R(θ∗)
}
=
{
∆ ∈ Rp
∣∣∣∣R(θ∗ + ∆) ≤ β + 1β − 1R(θ∗)
}
= E˜r(θ
∗, β) .
Let C˜r(θ∗, β) denote the following set
C˜r = C˜r(θ
∗, β) = cone
{
∆− 2
β − 1θ
∗ ∣∣∆ ∈ E¯r}+ 2
β − 1θ
∗ . (85)
It follows naturally from the construction that Er ⊆ C˜r.
Let A˜(ρ)r = C˜r(θ∗, β) ∩ ρBp2 . Since Er(θ∗, β) ⊆ C˜r(θ∗, β), we have w(A(ρ)r ) ≤ w(A˜(ρ)r ). We define two
additional sets for our analysis:
B˜(ρ)r = A˜
(ρ)
r −
2
β − 1θ
∗ =
{
∆ ∈ Rp
∣∣∣∣∆ + 2β − 1θ∗ ∈ A˜(ρ)r
}
, (86)
D˜(ρ)c = Cc(θ
∗, β) ∩
(
ρ+
2
β − 1‖θ
∗‖2
)
Bp2 =
{
∆ ∈ Rp
∣∣∣∣∆ ∈ Cc, ‖∆‖2 ≤ (ρ+ 2β − 1
)
‖θ∗‖2
}
.
(87)
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θ∗(ρ, 0)
ρB22
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θ∗(ρ, 0)
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θ∗(ρ, 0)
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Figure 5: Error cone for L1 norm in two dimensions: (a) The L1 norm ball in two dimensions; (b) The
constrained error cone Ac; (c) The regularized error cone Aˆr and the shifted cone Bˆr; (d) The constrained
error cone Ac and the shifted constrained error cone D¯c; (e) All error cones.
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Following Property 3 of Gaussian width, we have
w(D˜(ρ)c ) =
(
1 +
2
β − 1
‖θ∗‖2
ρ
)
w(A¯(ρ)c ) . (88)
Further, using Property 5 of Gaussian width, we have
w(A˜(ρ)r ) = w(B˜
(ρ)
r ) . (89)
From the construction it is clear that B˜(ρ)r ⊂ D˜(ρ)c . Hence we have
w(D˜(ρ)c ) ≥ w(B˜(ρ)r ) (90)
Then, we have
w(A˜(ρ)r ) = w(B˜
(ρ)
r ) ≤ w(D˜(ρ)c ) =
(
1 +
2
β − 1
‖θ∗‖2
ρ
)
w(A¯(ρ)c )
By noting that w(A(ρ)r ) ≤ w(A˜(ρ)r ), we complete the proof.
B.3 Recovery Guarantees
Lemma 2 and Theorem 2 in the paper are results which establish recovery guarantees. The result in Lemma
2 depends on θ∗, which is unknown. On the other hand Theorem 2 gives the result in terms of quantities like
λn and the norm compatibility constant Ψ(Er) = supu∈Er
R(u)
‖u‖2 which are easier to compute or bound. In
this section we give proofs of Lemma 2 and Theorem 2.
Lemma 2 Assume that the RSC condition is satisfied in Er by the loss L(·) with parameter κ. With ∆ˆn =
θˆλn − θ∗, for any norm R(·), we have
‖∆ˆn‖2 ≤ 1
κ
‖∇L(θ∗) + λn∇R(θ∗)‖2 , (91)
where∇R(·) is any sub-gradient of the norm R(·).
Proof: By the RSC property in Er, for any ∆ ∈ Er we have
L(θ∗ + ∆)− L(θ∗) ≥ 〈∇L(θ∗),∆〉+ κ‖∆‖22 . (92)
Also, recall that any norm is convex, since by triangle inequality, for t ∈ [0, 1], we have
R(tθ1 + (1− t)θ2) ≤ R(tθ1) +R((1− t)θ2) = tR(θ1) + (1− t)R(θ2) . (93)
As a result, for any sub-gradient∇R(θ) of R(θ), we have
R(θ∗ + ∆)−R(θ∗) ≥ 〈∆,∇R(θ∗)〉 . (94)
Adding (92) and (94), we get
L(θ∗ + ∆)− L(θ∗) + λn(R(θ∗ + ∆)−R(θ∗)) ≥ 〈∇L(θ∗) + λn∇R(θ∗),∆〉+ κ‖∆‖22 (95)
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Now, by Cauchy-Schwartz inequality, we have
|〈∇L(θ∗) + λn∇R(θ∗),∆〉| ≤ ‖∇L(θ∗) + λn∇R(θ∗)‖2‖∆‖2
⇒ 〈∇L(θ∗) + λn∇R(θ∗),∆〉 ≥ −‖∇L(θ∗) + λn∇R(θ∗)‖2‖∆‖2 . (96)
Using (96) in (95), we have
F(∆) = L(θ∗ + ∆)− L(θ∗) + λn(R(θ∗ + ∆)−R(θ∗))
≥ −‖∇L(θ∗) + λn∇R(θ∗)‖2‖∆‖2 + κ‖∆‖22
= κ‖∆‖2
{
‖∆‖2 − ‖∇L(θ
∗) + λn∇R(θ∗)‖2
κ
}
. (97)
Now, since F(∆ˆn) ≤ 0, from (97), we have
‖∆ˆn‖2 ≤ ‖∇L(θ
∗) + λn∇R(θ∗)‖2
κ
, (98)
which completes the proof.
Theorem 2 Assume that the RSC condition is satisfied in Er by the loss L(·) with parameter κ. With
∆ˆn = θˆλn − θ∗, for any norm R(·), we have
‖∆ˆn‖2 ≤ 1 + β
β
λn
κ
Ψ(Er) . (99)
Proof: By the RSC property in Er, we have for any ∆ ∈ Er
L(θ∗ + ∆)− L(θ∗) ≥ 〈∇L(θ∗),∆〉+ κ‖∆‖22 . (100)
By definition of a dual norm, we have
|〈∇L(θ∗),∆〉| ≤ R∗(∇L(θ∗))R(∆) . (101)
Further, by construction, R∗(∇L(θ∗)) ≤ λnβ , implying
|〈∇L(θ∗),∆〉| ≤ λn
β
R(∆)
⇒ 〈∇L(θ∗),∆〉 ≥ −λn
β
R(∆) . (102)
Further, from triangle inequality, we have
R(θ∗ + ∆)−R(θ∗) ≥ −R(∆) (103)
Adding (102) and (103), we have
F(∆) = L(θ∗ + ∆)− L(θ∗) + λn(R(θ∗ + ∆)−R(θ∗)) ≥ −λn
β
R(∆) + κ‖∆‖22 − λnR(∆)
= κ‖∆‖22 − λn
1 + β
β
R(∆) . (104)
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By definition of the norm compatibility constant ψEr , we have R(∆) ≤ ‖∆‖2ψEr implying −R(∆) ≥
−‖∆‖2ψEr . Plugging the inequality back into (104), we have
F(∆) ≥ κ‖∆‖2
{
‖∆‖2 − 1 + β
β
λn
κ
ψEr
}
. (105)
Since F(∆ˆn) ≤ 0, we have
‖∆ˆn‖2 ≤ 1 + β
β
λn
κ
ψEr , (106)
which completes the proof.
C Bounds on the Regularization Parameter
In this section, we prove Theorem 3 and 4 in Section 3 of the paper. The regularization parameter should
satisfy the condition λn ≥ βR∗(∇L(θ∗;Zn)). In Theorem 3 we establish the upper bound on the expectation
E[R∗(∇L(θ∗;Zn))] in terms of the Gaussian width of the unit norm ball for least squares loss and Gaussian
designs. In Theorem 4 we show that R∗(∇L(θ∗;Zn)) concentrates sharply around its expectation.
C.1 Proof of Theorem 3
To prove Theorem 3, we first need the following theorem from generic chaining.
Theorem 8 Let ΩR = {u : R(u) ≤ 1} be the unit norm ball of R(·). Assuming h is any centered sub-
Gaussian random vector with |||h|||ψ2 ≤ κ, then we have
E
[
sup
R(u)≤1
〈h, u〉
]
≤ η0κw (ΩR) ,
where η0 is a universal constant.
Proof: The quantity E[supR(u)≤1〈h, u〉] can be considered the “sub-Gaussian width” of ΩR, the unit norm
ball, since it has the exact same form as the Gaussian width, with h being a sub-Gaussian vector instead of a
Gaussian vector. Next, we show that the sub-Gaussian width is always bounded by the Gaussian width times
a factor proportional to κ.
Consider the sub-Gaussian process Y = {Yu}, Yu = 〈u, h〉 indexed by u ∈ ΩR, the unit norm ball. Consider
the Gaussian process X = {Xu}, Xu = 〈u, g〉, where g ∼ N(0, I), indexed by the same set, i.e., u ∈ ΩR,
the unit norm ball. First, note that |Yu − Yv| = |〈h, u − v〉|, so that by the concentration of sub-Gaussian
random variable [41, Equation 5.10], we have
P (|Yu − Yv| ≥ ) ≤ e · exp
(
− c
2
κ2‖u− v‖2
)
, (107)
where c > 0 is an absolute constant. As a result, a direct application of the generic chaining argument for
upper bounds on such empirical processes [37, Theorem 2.1.5] gives
E
[
sup
u,v
|Yu − Yv|
]
≤ η1E
[
sup
u
Xu
]
= η1w(ΩR) , (108)
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where η1 is an absolute constant. Further, since {Yu} is a symmetric process, from [37, Lemma 1.2.8], we
have
E
[
sup
u,v
|Yu − Yv|
]
= 2E
[
sup
u
Yu
]
. (109)
As a result, with η0 = η1/2, we have
E
[
sup
R(u)≤1
〈h, u〉
]
= E
[
sup
u
Yu
]
≤ η0w(ΩR) . (110)
That completes the proof.
Now we turn to the proof of Theorem 3.
Theorem 3 Let ΩR = {u : R(u) ≤ 1}, and L be the squared loss. For sub-Gaussian design X and noise
ω, we have
E [R∗(∇L(θ∗;Zn))] ≤ ηξ · κw(ΩR)√
n
, (111)
where the expectation is taken over both X and ω. The constant ξ is given by
ξ =
{
1 if X is isotropic√
Λmax(Σ) if X is anisotropic .
Proof: For least squares loss, we first note that
E [R∗(∇L(θ∗;Zn))] = E
[
R∗(
1
n
XTω)
]
= E
[
sup
R(u)≤1
〈 1
n
XTω, u
〉]
= E
[
1
n
‖ω‖2 · E
[
sup
R(u)≤1
〈
XT
ω
‖ω‖2 , u
〉∣∣∣ω]]
≤ E
[
1
n
‖ω‖2 · sup
v∈Sn−1
E
[
sup
R(u)≤1
〈
XT v, u
〉]]
=
1
n
E [‖ω‖2] · sup
v∈Sn−1
E
[
sup
R(u)≤1
〈
XT v, u
〉]
.
(112)
E[‖ω‖2] is the expected length of a centered sub-Gaussian random vector, which can be easily bounded
using Jensen’s inequality,
E[‖ω‖2] <
√
E[‖ω‖22] =
√
n . (113)
Then we focus on E
[
sup
R(u)≤1
〈XT v, u〉
]
for any fixed v ∈ Sn−1. Let h = XT v be a random vector, and
consider the random variable 〈h, z〉 for any fixed z ∈ Sp−1. Note that
〈h, z〉 = 〈v,Xz〉 .
Case 1. IfX is independent isotropic, thenXz has i.i.d. centered sub-Gaussian entries with ψ2 norm at most
κ. By Lemma 4, we know that 〈v,Xz〉 is sub-Gaussian with |||〈v,Xz〉|||ψ2 ≤ Cκ, where C is an absolute
constant. Hence h is a sub-Gaussian random vector with |||h|||ψ2 ≤ Cκ. Using Theorem 8, we conclude that
for any v ∈ Sn−1
E
[
sup
R(u)≤1
〈
XT v, u
〉]
≤ η0Cκ · w(ΩR) . (114)
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Case 2. If X is independent anisotropic, then Xz has i.i.d. centered sub-Gaussian entries with ψ2 norm at
most κ
√
Λmax(Σ), where Λmax(Σ) is the largest eigenvalue of Σ. By the same argument as Case 1, we have
E
[
sup
R(u)≤1
〈
XT v, u
〉]
≤ η0Cκ
√
Λmax(Σ) · w(ΩR) . (115)
Letting η = η0C and combining (114), (113) and (115), we complete the proof.
C.2 Proof of Theorem 4
To prove Theorem 4, we also need the following result from generic chaining.
Theorem 9 Let ΩR = {u : R(u) ≤ 1} be the unit norm ball of R(·). Assuming h is any centered sub-
Gaussian random vector with |||h|||ψ2 ≤ κ, then we have for any τ > 0,
P
(
sup
R(u)≤1
〈h, u〉 ≥ ν0κw(ΩR) + τ
)
≤ ν1 exp
(
−
(
τ
ν2κφ
)2)
, (116)
where ν0, ν1 and ν2 are universal constants, and φ = supR(u)≤1 ‖u‖2.
Proof: Consider the sub-Gaussian process Y = {Yu}, Yu = 〈h, u〉 indexed by u ∈ ΩR. By the same
argument in the proof of Theorem 8, we have
P (|Yu − Yv| ≥ ) ≤ e · exp
(
− c
2
κ2‖u− v‖2
)
, (117)
and
E
[
sup
u,v
|Yu − Yv|
]
= 2E
[
sup
u
Yu
]
. (118)
Then a direct application of [37, Theorem 2.1.5] and [38, Theorem 2.2.27] gives us (116).
Theorem 4 Let designX and noise ω be sub-Gaussian, and L be squared loss. Define φ = supR(u)≤1 ‖u‖2,
then for any τ > 0, with probability at least 1− c1 exp
(
−min
(
( τc2ξκφ)
2, c0n
))
, we have
R∗ (∇L(θ∗;Zn)) ≤
√
2K2 + 1
n
(cξκ · w(ΩR) + τ) , (119)
where c, c0, c1 and c2 are all absolute constants, and ξ is the same as in Theorem 3.
Proof: We only show the case for isotropic X , where ξ = 1. Note that
P
(
R∗ (∇L(θ∗;Zn)) ≥
√
2K2 + 1
n
(cξκ · w(ΩR) + τ)
)
= P
(
‖ω‖2 ·R∗
(
XTω
‖ω‖2
)
≥
√
(2K2 + 1)n (cκ · w(ΩR) + τ)
)
≤ P
(
‖ω‖2 >
√
(2K2 + 1)n
)
+ sup
v∈Sn−1
P
(
R∗
(
XT v
) ≥ cκ · w(ΩR) + τ) ,
(120)
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where the last inequality uses the union bound. We first prove the bound for ‖ω‖2. Since ω consists of i.i.d.
centered unit-variance sub-Gaussian elements with |||ωi|||ψ2 < K, ω2i is sub-exponential with |||ωi|||ψ1 <
2K2. By applying Bernstein’s inequality to ‖ω‖22 =
∑n
i=1 ω
2
i , we obtain
P
(∣∣∣‖ω‖22 − E[‖ω‖22]∣∣∣ ≥ τ) ≤ 2 exp [−c0 min( τ24K4n, τ2K2
)]
,
where c0 is an absolute constant. Setting τ = 2K2n and using (113), we get
P
(
‖ω‖2 ≥
√
(2K2 + 1)n
)
≤ 2 exp(−c0n) (121)
Next we bound R∗(XT v) for any v ∈ Sn−1. Given any fixed v ∈ Sn−1, we note that
R∗(XT v) = sup
R(u)≤1
〈XT v, u〉 ,
and XT v is a sub-Gaussian random vector with
∣∣∣∣∣∣XT v∣∣∣∣∣∣
ψ2
≤ Cκ as shown in the proof of Theorem 3.
Using Theorem 9, we have
P
(
R∗(XT v) ≥ ν0Cκ · w(ΩR) + τ
) ≤ ν1 exp(−( τ
ν2Cκφ
)2)
. (122)
Letting c = ν0C, c1 = ν1 + 2 and c2 = ν2C, and combining (121) and (122), we complete the proof.
C.3 Proof of Lemma 3
Lemma 3 Let ΩR = {u : R(u) ≤ 1} be the unit norm ball and ΘR = {u : R(u) = 1} be the boundary.
For any θ˜ ∈ ΘR define ρ(θ˜) = supθ:R(θ)≤1 ‖θ − θ˜‖2 is the diameter of ΩR measured with respect to θ˜. If
G(θ˜) = cone(ΩR − θ˜) ∩ ρ(θ˜)Bp2 , i.e., the cone of (ΩR − θ˜) intersecting the ball of radius ρ(θ˜). Then
w(ΩR) ≤ inf
θ˜∈ΘR
w(G(θ˜)) (123)
Proof: For any θ˜ ∈ ΘR, consider the set FR(θ˜) = ΩR − θ˜ = {u : R(u + θ˜) ≤ 1}. Since Gaussian
width is translation invariant, the Gaussian width of ΩR and FR are the same, i.e., w(ΩR) = w(FR(θ˜)).
Since, ρ(θ˜) = supθ:R(θ)≤1 ‖θ− θ˜‖2 is the diameter of ΩR as well as FR(θ˜), a ball of radius ρ(θ˜) will include
FR(θ˜), so that FR(θ˜) ⊆ ρ(θ˜)Bp2 . Further, by definition, FR(θ˜) ⊆ cone(FR(θ˜)) = cone(ΩR − θ˜). Let
G(θ˜) = cone(ΩR − θ˜) ∩ ρ(θ˜)Bp2 . By construction, FR(θ˜) ⊆ G(θ˜). Then,
w(ΩR) = w(FR(θ˜)) ≤ w(G(θ˜)) .
Noting the analysis holds for any θ˜ ∈ ΘR, completes the proof.
D Restricted Eigenvalue Conditions: Sub-Gaussian Designs
We focus on results in Section 4. In particular we consider RE conditions for sub-Gaussian design matrices
for three different cases: (i) the design matrix has independent sub-Gaussian rows Xi with |||Xi|||ψ2 ≤ κ,
(ii) the design matrix has independent rows with subGaussian elements xij so that |||xij |||ψ2 ≤ κ and the
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columns are correlated, and (iii) the columns are independent subGaussian but the rows are correlated, i.e.,
correlated samples. One can view (ii) as a special case of (i), but we highlight this special case because of
its practical importance and past literature on RE conditions for anisotropic subGaussian designs [33, 34].
Our results simply use a general treatment developed in [28], building on [21], based on Talagrand’s generic
chaining [37, 38]. We specifically focus on results in [28] which provide uniform bounds on the supremum
of certain empirical processes. RE results for the specific cases of interest in the current paper will then
be established by suitable choices of these empirical processes. The results in [28], and more generally in
generic chaining [37, 38], are based on certain γ-functionals which we briefly introduce below.
Consider a metric space (T, d) and for a finite set A ⊂ T , let |A| denote its cardinality. An admissible
sequence is an increasing sequence of subsets {An, n ≥ 0} of T , such that |A0| = 1 and for n ≥ 1,
|An| = 22n . Given α > 0, we define the γα-functional as
γα(T, d) = inf sup
t∈T
∞∑
n=0
Diam(An(t)) , (124)
where An(t) is the unique element ofAn that contains t, Diam(An(t)) is the diameter of An according to d,
and the infimum is over all admissible sequences of T . To get the desired RIP results in terms of Gaussian
widths, we start with the following key result, originally [28, Theorem D].
Theorem 10 (Mendelson, Pajor, Tomczak-Jaegermann [28]) There exist absolute constants c1, c2, c3 for
which the following holds. Let (Ω, µ) be a probability space, set F be a subset of the unit sphere of L2(µ),
i.e., F ⊆ SL2 = {f : |||f |||L2 = 1}, and assume that supf∈F |||f |||ψ2 ≤ κ. Then, for any θ > 0 and n ≥ 1
satisfying
c1κγ2(F, |||·|||ψ2) ≤ θ
√
n , (125)
with probability at least 1− exp(−c2θ2n/κ4),
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
f2(Xi)− E
[
f2
]∣∣∣∣∣ ≤ θ . (126)
Further, if F is symmetric, then
E
[
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
f2(Xi)− E
[
f2
]∣∣∣∣∣
]
≤ c3 max
{
2κ
γ2(F, |||·|||ψ2)√
n
,
γ22(F, |||·|||ψ2)
n
}
(127)
We use the above result and related arguments to establish RIP conditions for the cases of interest.
D.1 Isotropic Sub-Gaussian Designs
We consider the case where the design matrix X ∈ Rn×p has independent subGaussian rows where each
row satisfies |||Xi|||ψ2 ≤ κ and E[XiXTi ] = Ip×p. Thus, the measure µ from which the rows Xi are sampled
independently is an isotropic sub-Gaussian measure.
Theorem 11 Let X be a design matrix with independent isotropic subGaussian rows, i.e., |||Xi|||ψ2 ≤ κ and
E[XiX
T
i ] = I. Then, for absolute constants η, c > 0, with probability at least (1 − 2 exp(−ηw2(A))), we
have
sup
u∈A
∣∣∣∣ 1n ||Xu||2 − 1
∣∣∣∣ = sup
u∈A
∣∣∣∣∣ 1n
n∑
i=1
〈Xi, u〉2 − 1
∣∣∣∣∣ ≤ cw(A)√n , (128)
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or, equivalently,
1− cw(A)√
n
≤ inf
u∈A
1
n
||Xu||2 ≤ sup
u∈A
1
n
||Xu||2 ≤ 1 + cw(A)√
n
. (129)
Proof: The result essentially follows from an application of Theorem 10. For convenience of notation, let
X0 be i.i.d. as the rows Xi, i = 1, . . . , n, thus distributed following µ. To apply Theorem 10, we choose
any A ⊆ Sp−1 consider the following class of functions: F = {〈·, u〉 : u ∈ A}. Then, f(X0) = 〈X0, u〉
and F is a subset of the unit sphere, i.e., F ⊆ SL2 , since |||f |||L2 = E[uTXT0 X0u] = ‖u‖2 = 1. Further,
supf∈F |||f |||ψ2 = supu∈A |||〈X0, u〉|||ψ2 ≤ |||X0|||ψ2 ≤ κ/2.
Next, we show that for the current setting, the γ2-functional can be upper bounded by w(A), the Gaussian
width of A. Since µ is isotropic subGaussian with ψ2-norm bounded by κ, we have
γ2(F ∩ SL2 , |||·|||ψ2) ≤ κγ2(F ∩ SL2 , |||·|||L2) ≤ κc4w(A) , (130)
where the last inequality follows from generic chaining, in particular [37, Theorem 2.1.1], for an absolute
constant c4 > 0.
In the context of Theorem 10, we choose
θ = c1c4κ
2w(A)√
n
≥ c1κ
γ2(F ∩ SL2 , |||·|||ψ2)√
n
,
so that the condition on θ is satisfied. With this choice of θ, we have
θ2n/κ4 = c21c
2
4w
2(A) .
Then, from Theorem 10, it follows that with probability at least 1− exp(−ηw2(A)), we have
sup
u∈A
∣∣∣∣∣ 1n
n∑
i=1
〈Xi, u〉2 − 1
∣∣∣∣∣ ≤ cw(A)√n , (131)
where η = c2c21c
2
4 and c = c1c2κ
2 are absolute constants. As a result, we have
sup
u∈A
(
1
n
n∑
i=1
〈Xi, u〉2 − 1
)
≤ cw(A)√
n
, and sup
u∈A
(
1− 1
n
n∑
i=1
〈Xi, u〉2
)
≤ cw(A)√
n
,
yielding
1− cw(A)√
n
≤ inf
u∈A
1
n
||Xu||2 ≤ sup
u∈A
1
n
||Xu||2 ≤ 1 + cw(A)√
n
. (132)
That completes the proof.
D.2 Anisotropic Sub-Gaussian Designs
We now consider the case where the design matrix X ∈ Rn×p has independent rows, and each row Xi
is anisotropic subGaussian with E[XTi Xi] = Σ. Further, we assume that corresponding isotropic random
vector X˜i = XiΣ−1/2 satisfies
∣∣∣∣∣∣∣∣∣X˜i∣∣∣∣∣∣∣∣∣
ψ2
≤ κ. A simple special case of such an anisotropic subGaussian
design is when Xi ∼ N(0,Σ), where X˜i = XiΣ−1/2 ∼ N(0, I) so that
∣∣∣∣∣∣∣∣∣X˜i∣∣∣∣∣∣∣∣∣
ψ2
= 1. The result below
characterizes RIP-style property of any such anisotropic subGaussian designs.
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Theorem 12 LetX be a design matrix with independent anisotropic subGaussian rows, i.e., E[XTi Xi] = Σ
and
∣∣∣∣∣∣XiΣ−1/2∣∣∣∣∣∣ψ2 ≤ κ. Then, for absolute constants η, c > 0, with probability at least (1−2 exp(−ηw2(A))),
we have
sup
u∈A
∣∣∣∣ 1n 1uTΣu ||Xu||2 − 1
∣∣∣∣ = sup
u∈A
∣∣∣∣∣ 1n 1uTΣu
n∑
i=1
〈Xi, u〉2 − 1
∣∣∣∣∣ ≤ cw(A)√n . (133)
Further,
λmin(Σ|A)
(
1− cw(A)√
n
)
≤ inf
u∈A
1
n
||Xu||2 ≤ sup
u∈A
1
n
||Xu||2 ≤ λmax(Σ|A)
(
1 + c
w(A)√
n
)
,
(134)
where
λmin(Σ|A) = inf
u∈A
uTΣu , and λmax(Σ|A) = sup
u∈A
uTΣu (135)
are the restricted minimum and maximum eigenvalues of Σ restricted to A ⊆ Sp−1.
Proof: The result also follows from an application of Theorem 10. For convenience of notation, let X0
be i.i.d. as the rows Xi, i = 1, . . . , n, thus distributed following µ. To apply Theorem 10, we choose any
A ⊆ Sp−1 consider the following class of functions:
F = {fu, u ∈ A : fu(·) = 1√
uTΣu
〈·, u〉} . (136)
Then, fu(X0) = 1√
uTΣu
〈X0, u〉 and F is a subset of the unit sphere, i.e., F ⊆ SL2 , since for fu ∈ F
|||fu|||2L2 =
1
uTΣu
E[uTXT0 X0u] = 1 .
Next, we focus on getting an upper bound on supfu∈F |||fu|||ψ2 = supu∈A
∣∣∣∣∣∣∣∣∣ 1√
uTΣu
〈X0, u〉
∣∣∣∣∣∣∣∣∣
ψ2
. Let X˜0 =
X0Σ
−1/2 so that X˜0 is a isotropic vector with
∣∣∣∣∣∣∣∣∣X˜0∣∣∣∣∣∣∣∣∣
ψ2
≤ κ. Noting that
〈X0, u〉 = 〈X˜0,Σ1/2u〉 =
√
uTΣu〈X˜0, Σ
1/2u
‖Σ1/2u‖2
〉 ,
we have
sup
u
|||fu|||ψ2 = sup
u∈A
∣∣∣∣∣∣∣∣∣∣∣∣ 1√
uTΣu
〈X0, u〉
∣∣∣∣∣∣∣∣∣∣∣∣
ψ2
= sup
u∈A
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣〈X˜0, Σ1/2u‖Σ1/2u‖2 〉
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
ψ2
≤
∣∣∣∣∣∣∣∣∣X˜0∣∣∣∣∣∣∣∣∣
ψ2
≤ κ .
As a result, we have
γ2(F ∩ SL2 , |||·|||ψ2) ≤ κ γ2(F ∩ SL2 , |||·|||L2) ≤ κc4w(A) , (137)
where the last inequality follows from [37, Theorem 2.1.1], for an absolute constant c4 > 0.
In the context of Theorem 10, we choose
θ = c1c4κ
2w(A)√
n
≥ c1κ
γ2(F ∩ SL2 , |||·|||ψ2)√
n
,
so that the lower bound condition on θ is satisfied. With this choice of θ, we have
θ2n/κ4 = c21c
2
4w
2(A) .
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Then, from Theorem 10, it follows that with probability at least 1− exp(−ηw2(A)), we have
sup
u∈A
∣∣∣∣∣ 1n 1uTΣu
n∑
i=1
〈Xi, u〉2 − 1
∣∣∣∣∣ ≤ cw(A)√n , (138)
where η = c2c21c
2
4 and c = c1c2κ
2 are absolute constants. As a result, we have
sup
u∈A
(
1
n
1
uTΣu
n∑
i=1
〈Xi, u〉2 − 1
)
≤ cw(A)√
n
, (139)
sup
u∈A
(
1− 1
n
1
uTΣu
n∑
i=1
〈Xi, u〉2
)
≤ cw(A)√
n
. (140)
From (139), we have
1
λmax(Σ|A) supu∈A
1
n
‖Xu‖2 ≤ sup
u∈A
1
n
1
uTΣu
‖Xu‖2 ≤ 1 + cw(A)√
n
,
so that
sup
u∈A
1
n
‖Xu‖2 ≤ λmax(Σ|A) + cλmax(Σ|A)w(A)√
n
. (141)
Similarly, from (140), we have
1− cw(A)√
n
≤ inf
u∈A
1
n
1
uTΣu
‖Xu‖2 ≤ 1
λmin(Σ|A) infu∈A
1
n
‖Xu‖2 ,
implying
λmin(Σ|A)− cλmin(Σ|A)w(A)√
n
≤ inf
u∈A
1
n
‖Xu‖2 . (142)
Putting (141) and (142) together completes the proof.
E Generalized Linear Models: Restricted Strong Convexity
We establish bounds on the regularization parameter and RSC condition for GLMs as discussed in Section 6,
along with a few specific examples.
E.1 Generalized Linear Models
Loss functions for GLMs are derived as maximum likelihood estimators for the family of exponential distri-
butions. The canonical density function of exponential family distributions is given by [4, 8, 44]:
P (y|η) ∝ exp{ηy − ϕ(η)} , (143)
where η is the natural parameter and has a one-to-one function mapping with the mean parameter µ =
E[y] of the distribution, ϕ(η) is the log-partition function which ensures that P (y|η) remains a probability
distribution. The gradient of the log-partition function is the response function, i.e., g(·) = ϕ′(·), which is
monotonic by construction. The inverse of the response function is the so-called link function h(·) = g−1(·).
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The mean of the distribution can be obtained from the gradient of the log-partition function at the natural
parameter, i.e.,
µ = ϕ
′
(η) = g(η) . (144)
The interested reader can study details and additional properties of exponential families from the existing lit-
erature [8, 4, 44]. Examples of distributions from the exponential family include the Gaussian, multinomial,
exponential, Dirichlet, Poisson, Gamma, etc.
GLMs are obtained from conditional exponential family distributions by assuming a suitable parametric
form of the natural parameter η in terms of X and θ∗, in particular ηi = 〈Xi, θ∗〉. Then, the conditional
distribution is given by
P (yi|Xi, θ∗) ∝ exp{ηiyi − ϕ(ηi)} = exp{〈Xi, θ∗〉yi − ϕ(〈Xi, θ∗〉)} . (145)
The loss function for GLMs simply consider the negative log likelihood of such conditional exponential
family forms. Assuming samples to be independent, we have
L(θ;Zn) = − 1
n
n∑
i=1
{ηiyi − ϕ(ηi)} = − 1
n
n∑
i=1
{〈Xiyi, θ〉 − ϕ(〈Xi, θ〉)} . (146)
Using chain rule, the first derivative of the loss function evaluated at θ∗ is
∇θL(θ∗;Zn) = − 1
n
n∑
i=1
yiXi +
1
n
n∑
i=1
Xi
∂ϕ(〈θ∗, Xi〉)
∂ηi
=
1
n
n∑
i=1
Xi(E[yi|Xi]− yi) = 1
n
XTω ,
where each element of ω ∈ Rn is given as ωi = E(y|Xi) − yi. Next we look at some specific examples of
exponential families and corresponding GLMs.
1. Gaussian distribution: If the variance of the Gaussian distribution P (y|Xi) is assumed to be 1, then we
have
P (yi|Xi; θ∗) ∝ exp
{
yi〈Xi, θ∗〉 − 〈Xi, θ
∗〉2
2
}
.
Comparing it with the canonical form given earlier, the natural parameter is ηi = 〈Xi, θ∗〉, log-partition
function is ϕ(〈Xi, θ∗〉) = 〈Xi,θ
∗〉2
2 and hence E[y|Xi] = ϕ
′
(〈Xi, θ∗〉) = 〈Xi, θ∗〉. The noise ωi = yi −
E(yi|Xi) is Gaussian. Considering the negative log-likelihood, the GLM corresponding to the Gaussian
distribution yields least squares regression [8].
2. Bernoulli distribution: Assuming the conditional distribution of yi|Xi, θ∗ to have a Bernoulli distribu-
tion with conditional mean parameter pi, which is a suitable function of 〈Xi, θ∗〉, the likelihood of the
observations is given by
P (yi|pi) = pyii (1− pi)(1−yi) = exp(yi log pi + (1− yi) log(1− pi)) = exp
(
yi log
(
pi
1− pi
)
+ log(1− pi)
)
Therefore, the natural parameter ηi = 〈Xi, θ∗〉 = log
(
pi
1−pi
)
giving pi =
exp(〈Xi,θ∗〉)
1+exp(〈Xi,θ∗〉) . It can be
verified from the fact that the probability density function P (yi|pi) adds to 1 and the log-partition function
evaluates to ϕ(ηi) = log(1−pi) = log(1+exp(〈Xi, θ∗〉)). The noise in the model corresponds to random
draws from a Bernoulli distribution, and each element of ω is ωi = pi − yi = exp(〈Xi,θ
∗〉)
1+exp(〈Xi,θ∗〉) − yi, which
is bounded and hence sub-Gaussian. Considering the negative log-likelihood, the GLM corresponding to
the Bernoulli distribution yields logistic regression [8].
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3. Poisson distribution: Assuming the conditional distribution of yi|Xi, θ∗ to have a Poisson distribution with
conditional mean parameter λi, which is a suitable function of 〈Xi, θ∗〉, the likelihood of the observations
is given by
P (yi|λi) = λ
yi
i exp(−λi)
yi!
∝ exp{log(λyii exp(−λi))} = exp{yi log λi − λi} ,
where the 1/yi! term constitutes the base measure for the distribution. Based on the form, the natural
parameter ηi = 〈Xi, θ∗〉 = log λi giving λi = exp(ηi) = exp(〈Xi, θ∗〉). Also it can be verified that the
log-partition function ϕ(ηi) = exp(ηi) = λi. Each element of ω is ωi = λi − yi = exp(〈Xi, θ∗〉) −
yi. Considering the negative log-likelihood, the GLM corresponding to the Poisson distribution yields
Poisson regression [8].
As discussed in Section 6, if the design matrix X and the noise is assumed to be sub-Gaussian, then the
regularization parameter λn needs to be O(ΩR√n), following the analysis and results in Section 3. In the rest
of this section, we focus on proving the GLMs with sub-Gaussian designs satisfy the RSC condition with
sample complexity depending on the width of the spherical cap corresponding to the error set, as discussed
in Section 2.
E.2 RSC condition for GLMs
For any convex loss function to satisfy the RSC condition on any A ⊆ Sp−1, the following inequality
δL(θ∗, u;Zn) = L(θ∗ + u;Zn)− L(θ∗;Zn)− 〈∇L(θ∗;Zn), u〉 ≥ κ‖u‖22 (147)
needs to hold ∀u ∈ Ar. For the general formulation of GLM discussed earlier, we have
δL(θ∗, u;Zn) = −〈θ∗ + u, 1
n
n∑
i=1
yiXi〉+ 1
n
n∑
i=1
ϕ(〈θ∗ + u,Xi〉) + 〈θ∗, 1
n
n∑
i=1
yiXi〉
− 1
n
n∑
i=1
ϕ(〈θ∗, Xi〉)− 〈− 1
n
n∑
i=1
yiXi +
1
n
n∑
i=1
Xiϕ
′
(〈θ∗, xi〉), u〉 .
Simplifying the expression and applying mean value theorem twice we get the following
δL(θ∗, u;Zn) = 1
n
n∑
i=1
ϕ
′′
(〈θ∗, Xi〉+ γi〈u,Xi〉) 〈u,Xi〉2 , (148)
for suitable γi ∈ [0, 1]. The RSC condition for GLMs then needs to consider lower bounds for
δL(θ∗, u;Zn) = 1
n
n∑
i=1
ϕ
′′
(〈θ∗, Xi〉+ γi〈u,Xi〉)〈u,Xi〉2 (149)
where γi ∈ [0, 1]. The second derivative of the log-partition function is always positive. Since the RSC
condition relies on a non-trivial lower bound for the above quantity, the analysis will suitably consider a
compact set where ` = `ϕ(T ) = min|a|≤2T ϕ
′′
(a) is bounded away from zero. The only assumption outside
this compact set {a : |a| ≤ 2T} is that the second derivative is greater than 0. Further, we assume ‖θ∗‖2 ≤ c1
for some constant c1. With these assumptions
δL(θ∗, u;Zn) ≥ `
n
n∑
i=1
〈Xi, u〉2I[|〈Xi, θ∗〉| < T ]I[|〈Xi, u〉| < T ] . (150)
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We give a characterization of the RSC condition for isotropic sub-Gaussian design matrices X ∈ Rn×p. We
consider u ∈ A ⊆ Sp−1 so that ‖u‖2 = 1. Further, we assume ‖θ∗‖2 ≤ c1 for some constant c1. Assuming
X has sub-Gaussian rows with |||Xi|||ϕ2 ≤ κ, 〈Xi, θ∗〉 and 〈Xi, u〉 are sub-Gaussian random variables with
sub-Gaussian norm at most Cκ.
Let ε1 and ε2 denote the tail probability that 〈Xi, u〉 and 〈Xi, θ∗〉 exceeds some constant T , i.e., ε1(T ;u) =
P{|〈Xi, u〉| > T} ≤ e·exp(−c2T 2/C2κ2) = ε¯1, and ε2(T ; θ∗) = P{|〈Xi, θ∗〉| > T} ≤ e·exp(−c2T 2/C2κ2) =
ε¯2, where ε¯1 = ε¯1(T, κ) and ε¯2 = ε¯2(T ;κ) are uniform upper bounds on the individual tail probabilities.
The result we present below is in terms of the above defined constants ` = `ϕ(T ), ε¯1 = ε¯1(T, κ) and
ε¯2 = ε¯2(T, κ) for any suitably chosen T .
Theorem 7 Let X ∈ Rn×p be a design matrix with independent isotropic sub-Gaussian rows such that
|||Xi|||ϕ2 ≤ κ. Then, for any set A ⊆ Sp−1 for suitable constants η, c > 0, with probability at least
1− 2 exp (−ηw2(A)), we have
inf
u∈A
∂L(θ∗;u,X) ≥ `ρ2
(
1− cκ21
w(A)√
n
)
. (151)
where ρ2 = infu∈A ρ2u, with ρ2u = E[〈Xi, u〉2I[|〈Xi, θ∗〉| < T ]I[|〈Xi, u〉| < T ]], and κ1 = κ(1−ε¯1−ε¯2)2 .
Proof: For any fixed T , let Z¯i = Z¯ui = 〈Xi, u〉I(|〈Xi, u〉| ≤ T )I(|〈Xi, θ∗〉| ≤ T ). Then, the probability
distribution over Z¯i can be written as:3
P (Z¯i = z) =
P (〈Xi, u〉 = z)I(|〈Xi, u〉| ≤ T )I(|〈Xi, θ∗〉| ≤ T )
P (|〈Xi, u〉| ≤ T, |〈Xi, θ∗〉| ≤ T ) ≤
1
1− ε¯1 − ε¯2P (〈Xi, u〉 = z) . (152)
As a result,
∣∣∣∣∣∣Z¯i∣∣∣∣∣∣ψ2 ≤ κ1−ε¯1−ε¯2 = κ1. Thus, Z¯i = Z¯ui is a sub-Gaussian random variable for any u ∈ A.
Let ρ2u = E[(Z¯i
u
)2] > 0. Let X0 be i.i.d. as the rows Xi, i = 1, . . . , n. Let A ⊆ Sp−1 and consider
the following class of functions: F = { 1ρu 〈·, u〉I(|〈·, u〉| ≤ T )I(|〈·, θ∗〉| ≤ T ) : u ∈ A}. Then for any
f ∈ F , f(X0) = 1ρu 〈X0, u〉I(|〈X0, u〉| ≤ T )I(|〈X0, θ∗〉| ≤ T ) and, by construction, F is a subset of the
unit sphere, i.e., F ⊆ SL2 . Further, supf∈F |||f |||ψ2 ≤ κ1/2.
Next, we show that for the current setting, the γ2-functional can be upper bounded by w(A), the Gaussian
width of A. Since the process is sub-Gaussian with ϕ2-norm bounded by κ1, we have
γ2(F ∩ SL2 , |||·|||ψ2) ≤ κ1γ2(F ∩ SL2 , |||·|||L2) ≤ κ1c4w(A) , (153)
where the last inequality follows from generic chaining, in particular [37, Theorem 2.1.1], for an absolute
constant c4 > 0.
In the context of Theorem 10, we choose
θ = c1c4κ
2
1
w(A)√
n
≥ c1κ1
γ2(F ∩ SL2 , |||·|||ϕ2)√
n
, (154)
so that the condition on θ is satisfied. With this choice of θ, we have
θ2n/κ41 = c
2
1c
2
4w
2(A) . (155)
Then, from Theorem 10, it follows that with probability at least 1− exp(−ηw2(A)), we have
sup
u∈A
∣∣∣∣∣ 1ρun
n∑
i=1
〈Xi, u〉2I(|〈X0, u〉| ≤ T )I(|〈X0, θ∗〉| ≤ T )− 1
∣∣∣∣∣ ≤ cκ21w(A)√n (156)
3With abuse of notation, we treat the distribution over Z¯i as discrete for ease of notation. A similar argument applies for the true
continuous distribution, but more notation is needed.
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where η = c2c21c
2
4 and c = c1c2 are absolute constants. Thus, with probability at least 1− exp(−ηw2(A)),
inf
u∈A
1
n
n∑
i=1
〈Xi, u〉2I(|〈X0, u〉| ≤ T )I(|〈X0, θ∗〉| ≤ T ) ≥ inf
u∈A
ρ2u
(
1− cκ21
w(A)√
n
)
. (157)
Denoting ρ2 = infu∈A ρ2u, with probability at least 1− exp(−ηw2(A)), we have
inf
u∈A
∂L(θ∗;u,X) ≥ inf
u∈A
`
n
n∑
i=1
〈Xi, u〉2I[|〈Xi, θ∗〉| < T ]I[|〈Xi, u〉| < T ] ≥ `ρ2
(
1− cκ21
w(A)√
n
)
.
(158)
That completes the proof.
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