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I. Introduction
Goodness-of-fit tests are frequently used to decide if an observed sample X i , i=1,2,…,n can be considered as a set of independent realizations of a given cumulative distribution function(cdf) F 0 (x). More precisely, they are used to test the hypothesis H 0 : F=F 0 , where F is the true cdf of the observations.Let us suppose that F 0 is a Uniform distribution in the interval [0, 1] . For testing uniformity, a number of authors proposed different statistical tests. The wide variety of tests is caused by frequent application of the uniform model in applications. This is not least defined by the fact that such a simple model makes it possible to solve problems based on analytical methods only.Uniform distribution is often used to describe the measurement errors of some devices or systems, which is not least due to the lack of information. Naturally, its unjustified use can cause problems.
The hypothesis of uniformity of random variables can be subjected to different statistical tests of that can be divided into two subsets. These include general goodness of fit tests used for uniformity and special tests meant only for the hypothesis of uniformity of the sample X 1 ,X 2 ,…,X n .Several tests are available for testing uniformity. Generally, a simple testable hypothesis of uniformity of the sample X 1 ,X 2 ,…,X n of independent observations of a random value of X has the form: H 0 : F(x)=x, xϵ [0, 1] . Most of the tests for the hypothesis of uniformity on the interval [0,1] are based on the ordered samples X (1) <X (2) <…<X (n) .In this paper, a simulation study is carried out to estimate the power of eleven different tests aiming to assess the validity of uniformity assumption on the unit interval [0,1] by taking various sample sizes against five different alternative distributions.In the proposed study, section 2 represents a general description of the uniformity tests and the types of alternatives considered here, section 3 presents the simulation approach considered in the study and also the power results.
II. Goodness -of-fit tests for uniformity

Test Procedure:
Let F be a continuous cumulative distribution function. Let X 1 ,X 2 ,…,X n be a random sample from F. We are interested in testing H 0 :Fwhere U[0,1] denotes the Uniform distribution in the interval [0,1].
LetX (1) <X (2) <…<X (n) be the ordered samples and is the sample mean.
Generally, the use of nonparametric goodness of fit tests for composite hypotheses with regard to different parametric models of probability distribution laws is seriously complicated due to the dependence of test statistic distribution on a number of factors. But, in case of nonparametric tests used for uniformity, such type of problem does not arise. Therefore, in many situations, a sample that is belonged to some parametric law comes down to test the hypothesis of uniformity on the interval [0,1].
In our proposed study, the eleven well-known test statistics K-S( ), AD( ), CvM( ), Watson( ), Sukhatme( ), Probability product( ), Kuiper( ), Gini( ), ZhangA( ), ZhangC( ) and defined in terms of a Uniform distribution function, have been considered. These statistics are described below: Let X 1 ,X 2 ,…,X n be a random sample from an unknown distribution F with a probability density function f(x). Let F 0 (x;ө) be a parametric family of distributions with p.d.f. f 0 (x;ө). The hypothesis of interest is H 0 : f(x) = f 0 (x;ө), for some өϵϴ, against the alternative H 1 : f(x)≠ f 0 (x;ө), for any өϵϴ. Using probability integral transformation u i = F 0 (x i ), i=1,2,…,n, it can be reduced to test the hypothesis of uniformity on the unit interval as H 0 :f(u) = 1, 0<u<1 against the alternative H 1 : f(u)≠1, 0<u<1 and the Gini index test for testing uniformity is defined as
The critical values are found in Noughabi, Arghami and Borzadaran (2014). 
Types of Alternatives
If F(x) is completely specified, the Z, should be uniformly distributed as U (0,1). Power studies hence therefore been confined to a test of the hypothesis concerning Z, where Z i 's are drawn from alternative distributions. If the variance of the hypothesized F(x) is correct, but the mean is wrong, the point Z i will tend towards 0 and 1. Again if mean is correct, but the variance is wrong, then the point Z i will move to each end, or will move towards 0.5. The following alternatives Type A, Type B and Type C proposed by Stephens (1974) are given as follows:
where k>0. For k>1, the family A k gives points closer to zero than expected under the hypothesis of uniformity, B k gives points near to 0.5 and C k gives two clusters close to 0 and 1. For k<1, the behavior is opposite, that is, the family A k gives points closer to 1, B k gives high probability to intervals near to 0 and 1 and C k gives more probability to intervals around 0.5 than expected under the uniform distribution. Also the p.d.f. of other two alternatives considered here are given as follows: 
III. Simulation Study
To study the empirical level and power of the eleven test statistics we have generated samples from different distributions. The study was carried out for six different sample sizes (n=10, 20, 25, 30, 50, 100) and considering significance levels 0.10, 0.05 and 0.01 (for 10 percent and 1 percent levels are not shown in the table) and by considering five different alternative distributions viz., Type A, Type B, Type C, Beta and Weibull. Here, the uniform variates are generated by RAND function using BASIC and for the other distributions method of inverse integral transformation is used. The ratio of the value of the test statistic greater than the critical value divided by the total number of repetition gives the empirical level under null case and power of the test statistics under the alternative hypothesis.
IV. Results
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. 8 9 7 . 4 4 0 8 . 3 9 6 8 3.0 . 9 9 9 4 . 9 9 8 4 . 9 9 5 8 . 9 7 2 2 . 8 7 0 2 . 8 1 3 2 3.5 1 . 0 0 0 . 9 9 9 9 . 9 9 9 8 . 9 9 7 2 . 9 5 5 0 . ( 3 , 1 ) . 8 7 2 3 . 8 6 6 9 . 8 4 4 7 . 8 0 7 9 . 8 0 2 7 ( 3 , . 5 ) . 9 9 7 3 . 9 9 7 9 . 9 9 7 5 . 9 8 9 3 . 9 9 7 0 ( 4 , 1 ) . 9 8 6 1 . 9 8 2 7 . 9 7 9 0 . 9 6 5 0 . 6 7 2 0 ( 4 , . 5 ) 1 . 0 0 0 . 9 9 9 9 . 9 9 9 9 . 9 9 8 8 . 9 9 9 8 ( 5 , 1 ) . 9 9 8 4 . 9 9 8 6 . 9 9 7 5 . 9 9 4 9 . . 9 9 9 9 . 9 9 9 9 . 9 9 9 9 . 9 9 9 8 . 9 9 9 9 ( 4 , . V. Discussions Table 1 , 2(a) and 2(b) shows the simulated critical values as well as the empirical level of the eleven tests for six different sample sizes. It is seen that all the tests almost satisfy its nominal levels. However, the probability product test is found to be anticonservative in most of the sample sizes. Table 3 (a) and 3(b) show the empirical power of eleven tests under the alternative of Type A distribution for six different values of the parameter (k 1 ). It is seen that power of all the tests increases as the sample size increases. However, the power of , Z A , CvM( ), Gini( ) and AD( ) seems to be higher than the other tests in most of the situation and the power of Sukhatme test is found to be the lowest among all the tests considered here. Also it is found that for some values of the parameter, the CvM and Gini test give the similar power in most of the sample sizes. For large sample sizes as well as for large values of the parameter, the powers of all the tests become exactly one. Table 4 (a) and 4(b) show the empirical power of the tests under the alternative of Type B distribution for six different values of the parameter (k 1 ).Here also, the power of the tests increases as the sample size increases.However, the powers of Watson( ), Kuiper( )and Z A are found to be higher than the other tests.
Also it is seen that as the sample size as well as the value of the parameter increases, the power of ,K-S( ), CvM( ) and AD( ) tests also increases and it become exactly one. Table 5 (a) and 5(b) show the empirical power of eleven tests under the alternative of Type C distribution for six different values of the parameter (k 1 ). Here, it is seen that power of all the tests increases as the sample size increases and also the power becomes exactly one as the sample size increases in most of the tests. The power of Watson( ), Kuiper( ) and Sukhatme ( ) tests are found to be higher than the other tests and the power of Probability Product( ) tes is the lowest among all the tests.Also, the power of K-S( ), ,CvM( ) and Z C are found to be in the middle range. ) test are found to be in the middle range. The powers of most of the tests become exactly one for large sample sizes and for large values of the parameter. Table 7 (a) and 7(b) show the empirical power of the tests under the alternative of Weibull distribution for six different set of the parameters (β,γ). Here also, it is seen that, the power of all the tests increases as the sample size increases. Out of all the tests considered here, it is seen that, the Z A test gives the highest power followed by Kuiper( ), Watson( ), K-S( ), CvM( ), and AD(
) and the Gini( ) test gives the smallest power.For large sample sizes as well as for the large values of the parameters, all the tests give the almost same power and finally it becomes exactly one.Also it is found that, for some set of the values of the parameter, the Ginitest gives the same power for a particular sample size.
VI. Conclusion
Power of Z A test is found to be higher than the other tests in most of the alternatives except for the alternative of Type C. The tests CvM( ), AD( ) and K-S( ) give almost same power in most of the situations. The power of , Watson( ) and Kuiper( ) tests are also good for some alternatives. The Sukhatme( ) and Probability Product( ) tests show comparatively less power in most of the situations. Also it is not possible to find out the powers of Sukhatme and Probability Product tests for large sample sizes due to the unavailability of critical values.Finally, we arrive at the conclusion that Z A test may be recommended in most of the situations except for the alternative of Type C. We may give second preference to the tests CvM, AD, K-S and .
