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ABSTRACT
Automated Pre-Play Analysis of American Football Formations Using Deep Learning
Jacob DeLoy Newman
Department of Electrical and Computer Engineering, BYU
Master of Science
Annotation and analysis of sports videos is a time consuming task that, once automated, will provide benefits to coaches, players, and spectators. American football, as
the most watched sport in the United States, could especially benefit from this automation.
Manual annotation and analysis of recorded video of American football games is an inefficient
and tedious process. Currently, most college football programs focus on annotating offensive
formation. As a first step to further research for this unique application, we use computer
vision and deep learning to analyze an overhead image of a football play immediately before
the play begins. This analysis consists of locating and labeling individual football players,
as well as identifying the formation of the offensive team. We obtain greater than 90% accuracy on both player detection and labeling, and 84.8% accuracy on formation identification.
These results prove the feasibility of building a complete American football strategy analysis
system using artificial intelligence.
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CHAPTER 1.

INTRODUCTION

As American football has grown in popularity, so too has the desire to enhance the
game through advancing technology. With the rising prevalence of artificial intelligence
in many fields, sports analytics is one area that can benefit greatly from this promising
technology. Artificial intelligence is capable of quickly and consistently detecting patterns,
which is one reason it is being used to great effect in sports analytics.
Computer vision is one field in particular that plays a significant role in analyzing
sports footage, particularly when it comes to tracking moving players. The recent work
of [1], [2], and [3] demonstrates the use of computer vision, combined with other techniques,
in tracking moving players in various sports. When used alongside deep learning, computer
vision can produce viable results when analyzing sports footage.
With American football as an extremely popular sport, particularly in the United
States, many people are interested in the analysis and statistics of the game. To analyze
American football footage effectively, there are a number of key aspects of the game that
need to be identified before more complex analysis can be done. Player location, player
position labels, and formation identification are core components that should be identified
at the beginning of the play.
We present a method of automatically locating and labeling players, as well as identifying the offensive formation, from an overhead image of a football play before the play
begins. This is done using a combination of deep learning and computer vision techniques.

1.1

Motivation
Analyzing and annotating sports footage manually can be tedious and time-consuming,

so automating this process has great potential to reduce human error, save time, and decrease cost. This automated analysis has the potential to assist both coaches and players

1

in understanding both how their team plays and how other teams play, which can improve
overall game play. By using this automatic analysis, interested fans can also benefit by being able to understand in greater detail the many aspects of the game, enriching their game
watching experience.
Computer vision and deep learning have the potential to assist greatly in automating sports footage annotation and analysis. These advancing technologies are particularly
useful for locating and tracking objects in a visually limited environment. Many sports inherently have environmental constraints, which makes deep learning an ideal solution for
sports analysis.
American football (hereafter referred to as football) in particular can benefit greatly
from automatic annotation and analysis. The inherent play style and physical environment
present a situation that can be addressed with computer vision and deep learning. Each
football team consists of eleven players who consistently position themselves in a somewhat
predictable pattern, and who attempt to out maneuver their opponent. Because of these
expected aspects of the game, deep learning can predict certain patterns, which assist in
analysis of player location and movement. Football coaches can use this knowledge to improve their understanding of the game and, more specifically, how their players react to the
opposing team.

1.2

Challenges
Given the nature of football footage, various challenges exist in locating players and

analyzing formations. One challenge arises because of the common placement of the camera.
In the camera view we are using, the play is seen from above and behind the line of scrimmage.
Because of this, some players consistently get occluded. In particular, the quarterback often
stands directly behind the center, prohibiting the center from being seen in the image. The
defensive players closest to the line of scrimmage are also often occluded by the offensive
line. This issue is addressed in section 4.4.1.
Another challenge that arises comes from the inconsistent camera placements for
different teams. In some camera placements, only a portion of the players are in the frame,
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and many camera placements have a differing angle and field of view. This inconsistency in
footage can make it difficult to obtain homogenized data.
These issues are avoidable if all teams placed the cameras high and at the same
locations to provide close to a bird’s-eye view of the field, though resolving this particular
issues is beyond the scope of this work. As this is a feasibility study, we have collected our
own clean, consistent dataset from the Madden NFL 2020 PC game, described in section
3.2.1. Because this dataset is consistent, and because the majority of players can be seen in
a single frame, we do not address the issue of data from differing and inconsistent camera
views in this work.

1.3

Related Work
Computer vision, artificial intelligence, and physical tracking devices are commonly

used in extracting core analytical information from sports footage. Here we discuss how
these tools have been used in related work and how they compare with our system.
[3] tracks the movement of American football players using computer vision techniques to create a cross-domain transformation from a camera view to a bird’s eye view. [4]
predicts the trajectories of wide receivers in a football play using a Markov Decision Process.
They incorporate both prior knowledge about the game and short-term predictions of where
opposing players will move. [2] and [5] track soccer players using multiple cameras, and [1]
tracks basketball players using a broadcast view of the court and the play-by-play text of the
game. The aim of the work done in the above five works is to track players in sports footage,
while the aim of our work is to extract information from a single image. These works are
good examples of how computer vision is being used to analyze sports footage.
[6] analyzes a video and extracts the following three elements: 1) the frame in which
the offensive team is lined up in a formation (with 95% accuracy), 2) the line of scrimmage
(with 98% accuracy), and 3) the type of formation of the offensive team (with up to 67%
accuracy). The third element they extract, the type of formation, is most similar to the work
we present here. However, there are some key differences. They use a data set containing
real footage of American football, as opposed to our system which uses simulated images
from the Madden NFL 2020 PC game. This makes their system closer to the ideal use case of
3

working with real footage. However, the process used in their work identifies eight total formation classes, while our process identifies twenty-five total formation classes. Additionally,
their method is based on using Support-Vector Machine (SVM) classifiers and Histogram
of Oriented Gradient (HOG) feature descriptors, while ours is based on deep learning techniques. We achieve an accuracy of 84.8% accuracy on identifying one of twenty five formation
classes using artificial data, while they achieve up to 67% accuracy on identifying one of eight
formation classes using real football footage.
Artificial intelligence techniques, such as deep learning and machine learning, allow
for more robust player tracking in sports. Using the RFID tracking technology, [7] quantifies
the quarterback’s decision making process, predicting which player will receive the pass. [8]
uses deep learning to detect a soccer ball and a kalman filter to track the ball. [9] also uses
deep learning techniques to track soccer players. These works show the rising prevalence of
artificial intelligence in the field of sports analytics.

1.4

Contributions
Sports analytics using computer vision is becoming increasingly viable, and our aim

is to apply deep learning methodologies to improve the current state of the field, specifically
in relation to football. One way this research aims to do this is by eliminating the need
of physical tracking devices attached to the players, enabling the program to rely solely on
footage obtained from a single camera.
This work aims to provide fundamental analysis that is a prerequisite to further
research. Using data obtained from the Madden 2020 PC game, we present a system which
extracts data about football players and formations using both computer vision and deep
learning. Player locations and labels, as well as offensive formations, are identified using an
overhead camera. This work shows the feasibility of using artificial intelligence in general,
and deep learning in particular, to analyze and extract useful data that can be used for
football analytics. It also provides a foundation for future work in football analysis.

4

CHAPTER 2.

BACKGROUND

The research we present takes place at the intersection of football, computer vision,
and deep learning. Here we discuss these individual fields, how computer vision and deep
learning can benefit football analysis, and specific deep learning frameworks that we use in
our research.

2.1

American Football
An understanding of the basic rules of football is beneficial in understanding how

our football analysis system works. The game takes place on a rectangular field with end
zones on either end. Two opposing teams, each with eleven players, attempt to move the
football into the opposing team’s end zone to score. This is done by arranging the players
in strategic formations and either running with or passing the ball down the field past the
opposing team.
Depending on the current state of the game, the offensive team chooses from a number of offensive formations. Formations make up formation families, which are groups of
formations that have similar player placement. A formation defines specific placement for
each of the players, while a formation family defines a more general placement of players.
Table 2.1 shows the five formation families used for our study. Each formation family contains five formations. We collected images for these twenty-five formations for classification
from the Madden NFL 2020 PC game.
The number of running backs, tight ends, and wide receivers determine the personnel identification of the formation. Table 2.2 shows a list of eleven common personal
identifications. The number of running backs determines the first number of the personnel
identification, the number of tight ends determines the second number of the personnel iden-
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Table 2.1: Formation Families - The five formation families used each consist of five formations.

Formation Family
I Form

Pistol

Shotgun

Singleback

Strong

Formations
I Form Close Slot
I Form H Pro
I Form H Slot Open
I Form H Tight
I Form H Wing
Pistol Bunch TE
Pistol Full Panther
Pistol Spread
Pistol Strong Slot Open
Pistol Wing Flex
Shotgun Ace
Shotgun Doubles
Shotgun Eagle Trey
Shotgun Slot Offset
Shotgun Wing Tight
Singleback Ace Double Wing
Singleback Deuce
Singleback Doubles North
Singleback Trio
Singleback Wing Pair
Strong H Pro
Strong H Slot
Strong H Wing
Strong Tight
Strong Twins Over

tification, and the number of wide receivers is understood to make up the difference of five
total players, so it is not included in the personnel identification.
The running back’s specific location also has an important role in the offensive formation. There are different terms that describe the formation based on the location of the
running back, such as strong (the side of the field that the running back is on), weak (the
side of the field that the running back is not on), split (when there are two running backs
on either side of the quarterback), and empty (when there are no running backs).
The personnel identification and the running back alignment are methods of describing specific elements of an offensive formation. By knowing these specific elements, coaches
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and players are able to clearly communicate and make specific changes to the formation when
needed. This is where an audible in football is used, when the quarterback sees that the
offensive formation is not suited against the opposing defensive formation, and thus decides
to alter the player formation.
Table 2.2: Personnel Identification - The personnel identification is determined by the
number of running backs (RB), tight ends
(TE), and wide receivers (WR) (This
table is not exhaustive).

Personnel RBs
00
0
10
1
11
1
12
1
13
1
14
1
20
2
21
2
22
2
23
2
32
3

TEs WRs
0
5
0
4
1
3
2
2
3
1
4
0
0
3
1
2
2
1
3
0
2
0

Knowing the strategies and tendencies of both their own team and the opposing
team can be very beneficial to a football team. With this knowledge, coaches and players
can prepare for future games by practicing specific strategies, giving them an advantage over
an opposing team.

2.2

Deep Learning
Deep learning is a powerful technology that exists within the field of artificial intelli-

gence. Broadly speaking, artificial intelligence is the ability of a computer to do human-like
activities. Within this field of artificial intelligence, there exists the field of machine learning. Machine learning is the ability of a computer to do human-like activities that it was
not explicitly programmed to do. Within machine learning is the field of deep learning.
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The core idea behind deep learning is that a solution to a given problem can be defined by
an equation. Deep learning uses neural networks, a method of defining the solution as an
equation, to train a model on provided data. When a deep learning model has been trained
on enough data, it can predict the outcome of a given piece of data.
Over the last few years, deep learning has greatly increased in popularity and usability.
Elements of the deep learning field that are common today have existed since the 1960’s,
and thanks to the work of dedicated researchers like Yann LeCun [10], [11], [12], [13] and
Geoffrey Hinton [14], [15], [16], among many others, deep learning has become a powerful
tool. This is due in large part to technological advancements made in quickly processing
large amounts of data, as well as the availability of massive amounts of online data.

2.3

Computer Vision
Computer vision is the ability of a computer to analyze images or videos and extract

meaningful information from them. Along with deep learning, it is an area of research within
the field of artificial intelligence. Understanding the content of an image or video is easy for
humans to do, but difficult for a computer. Thankfully, deep learning allows for more robust
computer vision.
With the advent of deep learning, the field of computer vision has seen massive
growth. It is important to understand that deep learning is not an ideal solution for every
type of computer vision problem. In some cases, traditional computer vision techniques,
such as SIFT [17] or SURF [18], are preferred over deep learning neural networks because of
their ability to solve a problem with greater efficiency. However, deep learning can provide
better performance in certain areas of computer vision, such as object detection, image
classification, and semantic segmentation [19]. We used deep learning because it performs
well in object detection and pattern recognition tasks, which are major elements in analyzing
football footage.
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2.4

Using Computer Vision and Deep Learning to Analyze Football Footage
Automating the process of analyzing and extracting information from football footage

is the premise of this research, and the combination of computer vision and deep learning
provides a way for this automation to happen. We focus on detecting player locations,
labeling the players with their football player label (quarterback, safety, etc.), and identifying
the offensive formation. To do this, we use the existing deep learning frameworks discussed
here.

2.4.1

You Only Look Once: YOLO
To detect player locations, we use the You Only Look Once (YOLO) deep learning

framework [20]. Specifically, we use YOLOv3 [21] to locate and obtain a bounding box for
each player in the image. This framework allows for extremely fast object detection. Though
we only use still images in our current research, using YOLO gives us the ability to easily
extend our research to video, a potential step for future work (Section 5).
The YOLOv3 architecture [21] introduced a new way of detecting objects in images.
When analyzing an image, the convolutional neural network runs only a single time, which is
one reason the YOLOv3 architecture is significantly faster than previous architectures. The
architecture is made up of several neural network layers, mainly convolutional layers, max
pooling layers, and fully connected layers. It also contains skip connections, connections
that connect later layers of the network to earlier layers to increase robustness. The image is
split into multiple regions, and each region has the job of determining if an object of interest
exists at that location. YOLOv3 has the added benefit of processing the image at different
scales, making it a more robust object detector. If an object does exist at a given location,
the output consists of the bounding box information, a confidence score, and a class.

2.4.2

Residual Networks: ResNet
To label the individual players and to identify the offensive formation, we use a

Residual Network (ResNet) framework [22]. ResNets are a common architecture used in
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computer vision because they allow for deeper neural network architectures, leading to better
performing models.
The ResNet architecture excels at networks that have many layers. Before ResNets,
a common problem that existed with deep neural networks was the vanishing/exploding
gradient problem, as discussed in the research proposing ResNets [22]. This issue causes
values in a neural network to go towards zero, leading to an unusable network. The core
idea of ResNets is to use skip connections, connections that bridge later layers to earlier
layers. This allows the network to become more robust by learning to detect patterns more
reliably.
Because of the ability of a ResNet to create more robust deeper neural networks than
was previously possible, a ResNet is capable of detecting the patterns in sports footage. In
the case of labeling the individual players, a ResNet has the ability to differentiate among
the different player labels based on the location of the player in relation to the other players.
In the case of formation identification, a ResNet has the ability to identify the formation
based on both the locations of the players, as well as their individual labels.

2.4.3

Discussion
The network architectures used in this work are not new. However, we develop a

unique way to process the output data of the Player Localization module, which uses YOLO,
and present it to the Player Labeling network, which uses a ResNet. We then process the
output of the Player Labeling module and present it to the Formation Identification module,
which also uses a ResNet, to work for our unique system.

10

CHAPTER 3.

3.1

METHODS

Overview of Networks
Our system consists of three modules, each with a specific purpose: a Player Local-

ization module, a Player Labeling module, and a Formation Identification module. Figure
3.1 shows the overview of the system architecture. Each module uses a deep neural network
to complete its specific task.
For the final evaluation, the Player Localization module processes an overhead image
of a football play immediately before the ball is snapped. The locations of the visible players
for a single image are detected and passed into the Player Labeling module. Each of these
players are assigned a player label, such as quarterback or safety. By the nature of labeling
the individual players, this labeling process has the added benefit of separating the offensive
players from the defensive players. The offensive player locations and labels for a single image
are then passed into the Formation Identification module, where the offensive formation is
identified as one of twenty-five formations.
We first evaluated each module individually, then we evaluated the combined results
of the Player Labeling module with the Formation Identification module, and finally we
evaluated all three modules combined.
The remainder of Chapter 3 will discuss the three modules in more detail, both
individually and combined. Individually, the data, architecture, and results of each module
will be discussed, then the results of the combined modules will be discussed. Chapter 4 will
address some the experiments we attempted, and Chapter 5 will conclude with a discussion
of future work.
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Figure 3.1: System Architecture Overview - The system consists of three modules: 1) Player Localization, 2) Player Labeling, and 3)
Formation Identification

3.2

Player Localization Module
The Player Localization module detects the location of the visible players in the

overhead image of a football formation.

3.2.1

Data
The data used to train and test this system consists of images taken immediately

before the play starts. The view is the common All-22 view used by coaches to evaluate
plays, which is above and behind the offensive team. Our custom made dataset was collected
using the Madden NFL 2020 PC game. There were three main reasons we chose to collect the
data this way: First, it gave us the ability to quickly gather data without the need to search
through hours of footage on the internet. Second, it gave us the freedom to specifically choose
the plays that we needed for our dataset with their corresponding ground truth formation
labels. Third, it provided fairly clean and consistent data across plays, making it easier to
test the validity of the system.
The ideal camera location for this system is either directly above the play or high
enough above the play to allow for all players to be seen by the camera. Figure 3.2 (a) shows
the ideal camera placement. Unfortunately, the common views provided by football teams
have either a view from the side or from behind and above the offensive team, both of which
occlude players from the camera’s view. Figure 3.2 (b) shows the camera placement used
for this research. This does introduce a challenge of correctly extracting valid information
from the footage, though our work is able to overcome this issue. Details of our solution are
discussed in Section 4.4.1.
After the images were collected, we labeled each one with additional information.
Using the Microsoft Visual Object Tagging Tool (VOTT) [23], we collected bounding boxes
of all visible players and single coordinates for all occluded players. Figure 3.3 gives an
example of the data collection process. The bounding boxes allowed us to extract images of
the individual players, which were used to train the network. The individual players were
manually labeled with their corresponding player label.
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(a) Ideal Camera Placement

(b) Common Camera Placement
Figure 3.2: Camera Placements - (a) shows the ideal location of the camera is in a position where
all of the players are directly visible and no occlusion occurs. (b) shows a common placement of
the cameras that captures football footage is at the edges of the field, causing player occlusion.
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There are twelve player labels in total, with seven on offense and five on defense. The
offensive labels consist of the quarterback, the running back, the center, the offensive guard,
the offensive tackle, the tight end, and the wide receiver. The defensive labels consist of the
defensive tackle, the defensive end, the linebacker, the cornerback, and the safety. The yard
line at the line of scrimmage (the line separating the offense from the defense at the start
of the play) was collected as well. This yard line information was used to augment the data
for the Formation Identification module, as explained in Section 3.3.1).
The names of the offensive formations were also collected for use in the Formation
Identification module, as explained in Section 3.4.1. We collected and labeled 1,000 images
in total from the Madden NFL 2020 PC game, each with a resolution of 1920x1080 pixels.
The first 500 images were collected without the formation ground truth. They can only be
used for the Player Location and Player Labeling networks. The second set of 500 images
were collected with the formation information and can be used for all three tasks.
The player locations and player positions were labeled manually to provide the ground
truth. Out of the 1,000 images, 700 images were used to train the Player Localization
network, while 300 images were used to test the network. The Player Labeling module also
uses data from 700 images for training and 200 images for testing. Because only 500 images
were collected with the formation information, the Formation Identification network uses
300 images for training and 200 images for testing.

3.2.2

Architecture
The deep learning architecture used for the Player Localization module is YOLOv3.

Using the github repository TrainYourOwnYOLO by Anton Meuhlemann [24], we trained
a YOLOv3 architecture with our custom data set of the images of the individual players
(obtained with the bounding box coordinates collected when gathering data).
The YOLO architecture used in this work was trained for a single class, giving a
Player label to all of the visible players. We used YOLO because of its ability to detect
players and provide a bounding box for the detected players.
Initially, we planned to train the architecture to locate the players and classify them
into multiple classes to label the player positions they play in. The classification result was
15
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Figure 3.3: Annotated Data - Using the Microsoft Visual Object Tracking Tool (VOTT), we manually labeled the individual players.

Figure 3.4: YOLOv3 Architecture - YOLO processes an overhead image of a football game and
finds the locations of the visible players (Image credit to Ayoosh Kathuria [25]).

not accurate due to the similarities of player postures at several positions. A second module
was developed specifically for labeling their positions, as described in Section 3.3.
The output of the YOLO network consists of a confidence score and a bounding box
for each of the detected players. Because it is a single class detector, every detected player
is assigned a single Player label. A pixel coordinate is extracted from the center of each of
the bounding boxes. The player locations are then passed to the Player Labeling module.
Figure 3.4 shows an example of the YOLOv3 architecture and how it fits into the
Player Localization module.

3.2.3

Results
After training the Player Localization model, we analyzed the results using two met-

rics: accuracy and precision-recall.
To analyze the accuracy for a single image, we compared the ground truth visible
players to the players detected by YOLO. We compared the ground truth visible player with
the closet bounding box detected by YOLO. If the centers of the two bounding boxes are
17

within 20 pixels of each other, it is considered a valid player detection. If the centers of the
two bounding boxes are farther than 20 pixels, it is not considered a detected player and is
excluded from further processing. If, after iterating through all of the ground truth visible
players, there are still YOLO detections, these are considered incorrect detections, which
represent either duplicates or false positives. Figure 3.5 displays an example of a graphical
representation of the analysis for a single image.
We calculated the total accuracy, the accuracy of the key offensive players (which
consists of the quarterbacks, running backs, and wide receivers), and the accuracy of the key
defensive players (which consists of the defensive backs). These accuracies are 90.3%, 94.1%,
and 88.1%, respectively. These results show that the offensive players are more reliably
detected than the defensive players.
We also calculated the precision-recall metrics for the Player Localization module.
Doing this gave us an understanding of how well our model performed. In our case, precision
refers to the number of correctly labeled players out of the number of detected players, while
recall refers to the number of correctly detected players out of the number of visible ground
truth players.
These precision-recall metrics were also used in determining the ideal amount of data
to collect, explained in greater detail in Section 4.2.1.
While accuracy is one valid metric for measuring the performance of a system, another
metric called precision-recall provides more detailed analysis for our system. We calculated
the precision-recall metrics for the Player Localization module. Precision-recall, in our case,
is meant to measure both the number of correctly detected players out of the number of all
detected players (precision - the validity of the results) and the number of correctly detected
players out of the number of all visible ground truth players (recall - the completeness of the
results).
To calculate the precision-recall of the Player Localization module, we used the confidence score output by YOLO for each player. Iterating over confidence scores from 0.05
to 0.95, we calculated the precision-recall for each confidence score. If a detected player’s
confidence score is lower than the confidence score being tested, it would be ignored by
further analysis. The remaining detected players are analyzed as shown in Figure 3.5. The
18
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Figure 3.5: Analysis of Player Localization Module - The ground truth visible players and the players detected by YOLO are marked
with a yellow and green dot, respectively. The correct detections are marked with a light blue rectangle, the incorrect detections are
marked with an orange rectangle, and the players that are missed are marked with a red rectangle.

Table 3.1: Player Labeling Classes - The eight classes
in the Player Labeling module are derived from the
twelve original player labels.

Player Labeling Classes
Offensive Line

Quarterback
Running Back
Tight End
Wide Receiver
Defensive Back
Defensive Line
Linebacker

Original Player Labels
Center
Offensive Guard
Offensive Tackle
Quarterback
Running Back
Tight End
Wide Receiver
Cornerback
Safety
Defensive End
Defensive Tackle
Linebacker

number of detected players, the number of correctly detected players, and the number of
visible ground truth players are retrieved and used to calculate precision-recall, as explained
above.
We found that a confidence score of 0.35 maximized the precision and recall metrics,
so we set the confidence score threshold to 0.35 for further analysis. Using this threshold, we
determined the ideal amount of data to collect, explained in greater detail in Section 4.2.1.

3.3

Player Labeling Module
The Player Labeling module labels each player with one of eight labels, as shown

in Table 3.1. We condensed the twelve original player labels into these eight player classes
because the twelve original player labels do not all provide useful information for the Formation Identification module. Consolidating the seven player labels (center, offensive guard,
offensive tackle, cornerback, safety, defensive end, and defensive tackle) into three player
labels (offensive line, the defensive back, and the defensive line) simplifies the work of both
the Player Labeling module and the Formation Identification module.
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3.3.1

Data
To evaluate the true performance of our Player Labeling module, the data for training

and testing the Player Labeling module is obtained directly from the collected ground truth
data instead of the output from the Player Localization module. We process, normalize, and
artificially augment this data before using it in the Player Labeling module. As was done
for the Player Localization module, data from 700 images were used for training the model
(though because of augmentation, the amount of data used to train the model is significantly
higher) and data from 200 images were used for testing the accuracy of the model.

Data Processing
Because all players are in the same uniform, their postures are similar, and the numbers on their uniform are often blocked or too blurry to be recognized, the only information
that is useful for determining their labels or player positions is their locations in the image.
The biggest challenge of using the ResNet for labeling player positions efficiently is to find
a proper way to present the data to the network. As shown in Figure 3.6, we generate multiple images containing only the location information of the players for a single image. We
generate one image for each player of interest in the image. All players are assigned a green
dot at their locations except the player of interest that is assigned a yellow dot. This unique
representation of the input data allows the ResNet to classify every player in the image.
In order to minimize the amount of data going through the Player Labeling module,
we scale the resolution of the image down from 1920 × 1080 pixels to 480 × 270 pixels. We
found that this reduction in resolution did not significantly decrease the performance of the
Player Labeling module, while it did significantly decrease the amount of time required to
train the neural network.

Data Normalization
Much of the time, the players in a formation are not centrally positioned in the image.
To better process the data, we normalize the player positions within a formation. This is
done by calculating the average coordinate of all of the players, determining the closest player
21
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Figure 3.6: Player Labeling Data - Cycling through all of the players, we identify a single player at a time as the desired player to label.
This player is colored yellow while all other players are colored green. A slight gradient is applied to the circular marks of all of the
players to better handle players that are very close to each other, causing the marks to overlap.

to that average coordinate, and relocating that average player to the center of the image,
as well as relocating all of the other player positions in relation to the average player. This
normalizes the players in such a way that allows for more consistent processing and labeling
of the players.

Data Augmentation
Artificial data augmentation provides two main benefits for our system: First, it
provides us with more diverse data to train the deep neural networks, and second, it provides
us the flexibility to augment the data in ways that will improve the robustness of the model.
We performed four total augmentations, each of which is explained in further detail below:
yard line augmentation, player shifting augmentation, formation rotation augmentation, and
player count modification augmentation. We used three of these four augmentations in our
final system, deciding not to augment the player count for each formation. We explain why
in Section 4.1.1.
Yard Line Augmentation Each image included in our dataset is from a specific yard line.
In reality, the same formation could be located at different yard lines all over the football
field. To better diversify the formation data, we implemented yard line augmentation. This
is done using a 2D affine transformation to transform player locations to new coordinates in
the image as if the image were captured when the formation is at different yard lines.
The original player location data (which includes the yard line where the line of
scrimmage is located) is used as a baseline for generating the new coordinates of all players
in the same formation but for different yard lines. We generate a new set of player coordinates
every 10 yards by applying an affine transformation to the original location data. This affine
transformation consists of scaling the relative locations of all of the players. Examples of
this augmentation are shown in Figure 3.7.
Ideally, a full 3D perspective transform that considers a camera model with specific
camera parameters would be used instead of a 2D affine transformation. This would allow
for a more realistic representation of the player locations. However, because the change in
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Figure 3.7: Yard Line Augmentation Example - The original data for these augmentations came
from a formation on the 20 yard line. Formations on the 10, 30, 40, 50, 60, 70, and 80 yard lines
are artificially augmented with a 2D affine transformation.

distance between the players is relatively small, we decided that a 2D affine transformation
would suffice.
Player Shifting Augmentation Players do not always stand in precisely the same location every time, even for the exact same formation. To account for this variation in player
position, we implemented Player Shifting augmentation. This consists of shifting the players
in random directions within a range of a random number of pixels.
Formation Rotation Augmentation Formations are not always completely horizontal
in the image, so in order to account for this, we implemented Formation Rotation augmentation. Figure 3.9 shows two examples of this augmentation. This augmentation consists of
rotating all players around a single average player by two degrees in both directions. The
average player is determined in the same way as the average player in the data normalization
discussed in Section 3.3.1.
Player Count Modification Augmentation The Player Localization module occasionally misses some players, so this augmentation attempts to account for those missing players.
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Figure 3.8: Player Shifting Example - The original player can be shifted multiple times within a
specified range of pixels.

Figure 3.9: Formation Rotation Example - Using the original data as a baseline, we rotate the
players in the formation both positive and negative two degrees.

Players are randomly added and removed from the original data. We decided not to use this
augmentation in our final system, and we explain why in Section 4.1.1.
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Figure 3.10: Player Count Modification Example - Players are randomly added or removed from
the data.

3.3.2

Architecture
The Player Labeling module described here uses a (ResNet) that is 152 layers deep.

Figure 3.11 shows an example of the ResNet architecture and how it fits into the Player
Labeling module.
As training input, the network takes the processed, normalized, and augmented data
described above. As testing input, the network takes the processed and normalized data
without augmentation. The network classifies the incoming data as one of the eight player
classes shown in Table 3.1: offensive line, quarterback, running back, tight end, wide receiver,
defensive back, defensive line, and linebacker. By the nature of classifying the players using
these labels, this network has the added benefit of differentiating offensive players from
defensive players.
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(a) Base ResNet Architecture

(b) ResBlock I

(c) ResBlock 2
Figure 3.11: Example ResNet Architecture for Player Labeling - Once the player locations are
known, we use a ResNet to determine the player labels. a) is the base architecture, b) is Res I, and
c) is Res II.
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As training input, the network takes the processed, normalized, and augmented data
described above. As testing input, the network takes the processed and normalized data
without augmentation. The network classifies the incoming data as one of the eight player
classes shown in Table 3.1: offensive line, quarterback, running back, tight end, wide receiver,
defensive back, defensive line, and linebacker. By the nature of classifying the players using
these labels, this network has the added benefit of differentiating offensive players from
defensive players.
Figure 3.11 shows an example of the ResNet architecture and how it fits into the
Player Labeling module.

3.3.3

Results
We calculated the accuracy results of the Player Labeling module and found that

this module was able to successfully identify offensive players with a 99.9% accuracy. Out
of 2075 offensive players, 2073 players were labeled with an offensive player label. Among
the offensive players, 2050 players out of 2075 players were labeled with the correct player
label, giving an accuracy of 98.8%. Figure 3.12 shows the corresponding confusion matrix.
One defensive back and one defensive lineman were mislabeled as wide receiver and offensive
lineman, respectively. One offensive lineman and one quarterback were mislabeled as defensive linemen. The defensive players are not labeled with high accuracy. This is mostly due
to player occlusion and more flexible and variations of defense formation.
These results show that if the input to the Player Labeling module is valid, the
network can reliably label the individual players with the correct player label and differentiate
offensive players from defensive players.

3.4

Formation Identification Module
The Formation Identification module identifies the formation of the offensive team

given the location and label of each player. We trained this module on five formation families
of five formations each, for a total of twenty-five formations, as shown in Table 2.1.
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Figure 3.12: Confusion Matrix of Player Labeling Module - The Player Labeling module reliably
differentiates offensive players from defensive players. Out of 2075 players predicted to be on
offensive, only 2 players were originally on defense, giving 99.9% accuracy on separating offensive
players from defensive players. Additionally, out of the 2075 players predicted to be on offense,
2050 players were classified with the correct player label, giving 98.8% accuracy on offensive player
labels.

It would be possible to identify the formation of the defensive team, given the same
data that exists in our collected dataset. We attempted to collect the defensive formation
names to analyze alongside the offensive formations using the Madden NFL 2020 PC game.
However, we found that we did not have the same level of control over choosing the defensive
plays in conjunction with choosing the offensive plays. The defensive formations that were
produced with our offensive formations were random.
We also tried collecting the data with greater control over choosing the defensive
formation. Unfortunately, while collecting this data, we found that the camera view of the
defensive team provided by the Madden NFL 2020 PC game was inconsistent and unusable
for our system. College football teams are most interested in analyzing offensive formation.
We therefore decided to focus the Formation Identification module solely on identifying
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offensive formations. This problem can be avoided with ideal camera placement as discussed
in Section 3.2.1.

3.4.1

Data
To evaluate the true performance of our Formation Identification module, the data for

training and testing the Formation Identification module is obtained from the ground truth
data instead of the output from the Player Labeling module. We process, normalize, and
artificially augment the data similar to how it was processed, normalized, and augmented in
the Player Labeling module discussed in Section 3.3.1. The only difference between this data
and the data used to train the Player Labeling network is this data contains the labels for the
players and only consists of offensive players. Of the 1,000 images collected, only 500 contain
the associated formation name. Because of this, we used 300 images for augmentation (used
for training the model), and 200 images for evaluating the model.

Data Processing
Similar to the Player Labeling module, we developed a unique way to present the data
to the network. Besides the player locations that are represented by their coordinates in the
image, we also color code the players according to their positions in order to provide player
labels to the network. Using the ground truth data containing location and player labeling
data, we generated training and testing data for the Formation Identification module. Figure
3.13 shows an example of the generated data. Offensive linemen are dark blue, quarterbacks
are red, running backs are green, tight ends are yellow, and wide receivers are light blue.

Data Normalization
The data normalization here is the same as described in section 3.3.1.

Data Augmentation
The data augmentation here is the same as described in section 3.3.1,
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Figure 3.13: Processed Data for Formation Identification Module - The locations of the players
are represented with the pixel coordinate locations of the marks, and the labels of the players are
represented by the colors of the marks.

3.4.2

Architecture
Similar to the Player Labeling module, the Formation Identification module uses a

ResNet that is 152 layers deep. Figure 3.14 shows an example of the ResNet architecture
and how it fits into the Formation Identification module.
As training input, the network takes the processed, normalized, and augmented data
described above. As testing input the network takes the processed and normalized data without augmentation. The network classifies the incoming data as one of twenty-five formations,
as shown in Table 2.1.

3.4.3

Results
We used cross validation to show the results of the Formation Identification module.

This is a common method of measuring the robustness of a deep learning model, and is
particularly useful in cases where data is limited. Cross validation is done by splitting the
training data k times, training a new model on the various data sets, and testing the model
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(a) Base ResNet Architecture

(b) ResBlock I

(c) ResBlock 2
Figure 3.14: Example ResNet Architecture for Formation Identification - Once the player locations
are known, we use a ResNet to determine the player labels. a) is the base architecture, b) is Res I,
and c) is Res II.
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on a given portion of the data. Doing this gives a better understanding of how well a model
will perform because it is trained on multiple sets of data. We decided to use a value of k =
3 to split our dataset three ways and train three models. We then did a final evaluation of
all three models on the same test dataset. The accuracy of each of the three models on this
final evaluation is 100%, 98.5%, and 99.0%. This gives a combined accuracy of 99.2% with
a standard deviation of 0.62%. Figure 3.15 shows the results of the three individual models.
Assuming that the input to the Formation Identification module is valid, the network
can reliably identify the correct formation.

3.5

Player Labeling and Formation Identification Modules
The data used to evaluate the combined Player Labeling and Formation Identification

modules comes from the ground truth data as explained in Section 3.2.1. Using this data as
input to the Player Labeling module allows us to investigate the performance of our Player
Labeling and Formation Identification modules alone, isolating them from the performance
of the Player Localization module.
This ground truth data is used as input to the Player Labeling module. The output
of the Player Labeling module is then used as the input to the Formation Identification
module. The results of these two combined modules are shown in Figure 3.16. We obtain a
99.5% formation identification accuracy with the two combined modules.

3.6

Player Localization, Player Labeling, and Formation Identification Modules
The final results of our work are discussed here, with the combination of all three

modules. The data used to evaluate all three modules is the ground truth data obtained
from the collected dataset described in Section 3.2.1. This data is used as the input to the
Player Localization module. The output of the Player Localization module is then used as
input to the Player Labeling module. Similarly, the output of the Player Labeling module
is used as input to the Formation Identification module.
As we did in testing the Formation Identification module, we use cross validation to
analyze the results of all three combined networks. We do this by testing on three models of
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Figure 3.15: Cross Validation Results of Formation Identification Module - The combined accuracy
of the three fold cross validation split is 99.2% with a standard deviation of 0.62%.

the Formation Identification module, keeping the models for the Player Localization module
and the Player Labeling module the same. We obtain a combined accuracy of 84.8% with a
standard deviation of 1.8%. Figure 3.17 shows these results.
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Figure 3.16: Confusion Matrix of Player Labeling and Formation Identification Modules - Out of
the 200 images used for testing the combined Player Labeling and Formation Identification modules,
1 image was misidentified, giving a 99.5% accuracy.

The overall accuracy of 84.8% is significantly lower than the performance of the
previously described modules. The performance of the individual Player Labeling module
and Formation Identification module, as well as the combination of the two, exceed 98%, as
shown above. The drop in accuracy to 84.8% is due to the inability of the Player Localization
module to locate occluded players. We discuss this further in Section 4.4.1.
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Figure 3.17: Cross Validation Results of All Modules - The combined accuracy of the three fold
cross validation split is 84.8% with a standard deviation of 1.8%.
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CHAPTER 4.

EXPERIMENTS AND DISCUSSION

Here we discuss the experiments we attempted and our corresponding analysis.

4.1
4.1.1

Dataset Experiments
Data Augmentation
As described in Section 3.3.1, we artificially augmented our dataset for training to

improve the performance of our system. One augmentation that we attempted and decided
not to use was the Player Count Modification augmentation. This augmentation randomly
added and removed players within a formation for the training data. This actually decreased
the system’s ability to correctly identify the formation.
We believe this to be the case because the ability to correctly identify the formation
depends heavily on the presence and location of key players (mainly the wide receivers, tight
ends, and running backs). Some of the formations are very similar, with only a one or
two player difference between them. Figure 4.1 shows two similar formations. By adding
or removing even a single player to some formations, the training data fails to teach the
network consistently.

4.2
4.2.1

Player Localization Experiments
Finding the Ideal Amount of Data
While collecting data for the Player Localization module, we used the precision-recall

metrics with a confidence score of 0.35 discussed in Section 3.2.3 to determine the ideal
number of images for training. We collected the precision-recall metric results after training
the model on various amounts of data (250, 300, 350, and 400 images). Using a confidence
value of 35% for the Player Localization module, we obtained a Precision of 97.65% and
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(a) I Form H Wing Formation

(b) Singleback Wing Pair Formation
Figure 4.1: Similar Formations - These two formations are very similar with only a one player
difference between the two images: One of the Running Backs in (a) is replaced with a Tight End
in (b).
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Figure 4.2: Precision-Recall Results - We trained multiple models on differing amounts of data (250
images, 300 images, 350 images, and 400 images).

a Recall of 91.81% using 400 training images. The results are shown in Figure 4.2. This
clearly shows the benefits of adding data up to 400 images, and with more images added,
only diminishing improvements would be obtained. Our dataset consists of 1,000 images in
total, though the additional data is of most benefit to the later modules.

4.2.2

Multi-Class Model
Our first attempt at creating the Player Localization module led to us training a

multi-class YOLO model. This would distinguish the player labels (quarterback, safety,
etc.) from one another. However, the model could not reliably differentiate between the
different player labels because all players are in the same uniform, their postures are similar,
and the numbers on their uniform are often blocked or too blurry to be recognized. This led
us to determine that YOLO would, in this case, be best used as a single class model with
the sole purpose of finding the location of the individual players.
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4.3
4.3.1

Player Labeling Experiments
Known Offense and Defense
We initially processed the data for the Player Labeling module as shown in Figure

4.3. This method assumes that the offensive and defensive players are known. Twenty-two
data points were created from each ground truth image collected. Cycling through each
player location as a “root” location, we determined the root player (shown in yellow), the
root player’s team (shown in green), and the root player’s opposing team (shown in light
blue). This was done by creating three channels: a root channel, a team channel, and an
opposing team channel. These three channels were combined into a single piece of data,
which was then classified into the eight corresponding player labels.
This method assumes that the offensive and defensive players are given from the
Player Localization module. Because the Player Localization module is used only to locate
the individual players, we decided not to use this method, and to instead use the method
described in Section 3.3.1.

4.3.2

Number of ResNet Layers
We tested different numbers of layers in the ResNet module used for the Player

Labeling module. The different number of layers we tested were 50 layers, 101 layers, and
152 layers. We decided to use 152 layers because, though it has the most layers and is
therefore more computationally expensive than the other options, it significantly increased
the performance of the Player Labeling module.

4.4
4.4.1

Formation Identification Experiments
Special Rules
One of the camera views often used in football footage, and the camera view we are

using for this system from the Madden NFL 2020 PC game, is the All-22 view. In this view,
the camera is located above and behind the offensive team on the line of scrimmage, at an
angle of about 30 degrees. This very often results in occluded players. Figure 4.4 shows an
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Figure 4.3: Original Player Labeling Data (Zoomed in for a clearer view) - This is an example image of the data going into the Player
Labeling module with knowledge of the offensive and defensive players (The images with a defensive root player have been turned 90
degrees to better show the difference between the offense and defense).

example of this situation. This player occlusion can be avoided if the camera height is raised
to about 45 degrees or higher in the real-world setup.
The I-Form formation family in particular is one set of formations that are negatively
impacted by occlusion. These formations consist of four players lined up directly behind
one another near the center of the formation as shown in Figure 4.4. Because the Player
Localization module has a difficult time locating all four of these players due to occlusion,
the overall accuracy of our system was negatively impacted. In order to account for occluded
players in this system, we implemented three special rules, explained here.

Quarterback Rule
This rule ensures there is always one quarterback in the incoming formation data. If
the incoming formation data does not contain a quarterback, then a quarterback is inserted
at the center of the image. If instead the incoming formation data contains more than one
quarterback, all but one are removed, keeping the quarterback that is closest to the center
of the image. Adding this rule improved the formation accuracy by 4 percentage points, so
we implemented this rule into the Formation Identification data processing as described in
Section 3.3.1.

Offensive Line Rule
This rule ensures there are always five offensive linemen in the incoming formation
data. If the incoming formation data contains less than five offensive linemen, an offensive
lineman is inserted directly in front of the quarterback (there are only ever four or more
offensive linemen detected, with the missing lineman occluded by the quarterback, so the
only addition needed in these cases is a single offensive lineman). If the incoming formation
data contains more than five offensive linemen, the players who are most likely to be on
defense (the players with a lower y-coordinate pixel value) are removed. Adding this rule
did not improve the accuracy, so we did not implement it into the Formation Identification
data processing.
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Figure 4.4: Example of Player Occlusion - The center is directly in front of the quarterback, who is directly in front of two running backs.
The Player Localization module has a difficult time locating all four of these players because of occlusion.)

Running Back Rule
While testing the results of the Formation Identification module, we found that a
majority of the misidentified formations originated from the same formation family. In one
test, we found that out of the 28 formations that were misidentified, 20 of them originated
from the I-Form formation family. Visually analyzing these misidentified formations, we
discovered that nearly all of them failed to include all four of the key players (two running
backs, the quarterback, and the center).
We made the assumption that if the I-Form formations being passed into the Formation Identification module included two running backs, the Formation Identification module
would be able to correctly identify the formation. To test this assumption, we inserted a second running back directly behind the quarterback in every I-Form formation and recalculated
the overall accuracy at 94.0%.
In the final evaluation of the system’s overall accuracy, we don’t apply the rule just
described because of the use of outside information (knowledge of what formations to apply
the rule on). However, this test does show that the I-Form formations are the cause of a
significant decrease in overall accuracy (from 94% to 84.8%), and that without occlusion
caused by the placement of the camera, or with a more robust Player Localization module,
this issue would be negligible.
To overcome this, we initially implemented a rule that checks if there is a missing
offensive player, and if there is, we insert a running back directly behind the quarterback.
However, the number of players did not seem to be a reliable method of implementing this
rule because many of the other formations also had missing players. We also attempted
to implement a rule that checks if a running back exists behind the quarterback, and if
one does exist, a second running back is inserted behind the quarterback. While doing this
improved the accuracy of the I-Form formations, it decreased the accuracy of the Singleback
formations (which has only a single running back behind the quarterback). Because of this,
we decided not to implement this running back rule.
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4.5
4.5.1

Player Localization and Player Labeling Experiments
Analyzing Player Localization and Player Labeling Modules
We attempted to analyze the accuracy of the Player Labeling module when the input

comes directly from the Player Localization module. However, this did not produce reliable
results. After a formation is output by the Player Localization module, it contains new
detections of players that do not have a ground truth player label. In order to reliably
analyze the results of the Player Labeling module in this way, we would need to manually
label the players detected by the Player Localization module. This would take a significant
amount of time and not assist in identifying the formation. We therefore decided not to
include the results of the Player Localization module when the input comes from the Player
Localization module output.

4.6

4.6.1

Player Localization, Player Labeling, and Formation Identification Experiments
Identifying the Formation Without Player Labels
We tested the assumption that if the Formation Identification module were given

only the player location data, it could adequately identify the formations. In other words,
it would not be given knowledge of the individual player labels. To test this assumption, we
trained a Formation Identification model on only offensive player locations without player
labels. Figure 4.5 shows an example of an input image without color coded player label
information. Doing this decreased the accuracy by three percentage points. We concluded
that the player labels did increase the performance of the Formation Identification module,
and therefore decided to keep both the locations and the labels when training the Formation
Identification module.

4.7

Discussion
The system described here focuses mainly on detecting the locations of the players,

giving each of them a label, and determining the formation of the offensive team. This alone
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Figure 4.5: Formation Identification Data Without Player Labels - In this experiment, the color
coded player labels have been removed from the training data, testing whether the player label
information is valuable to the Formation Identification module.

is valuable, but knowledge about the offensive formation provides additional information.
The personnel identification and the running back alignment, as described in Section 2.1,
are valuable pieces of information for the coach and players. This additional information is
derived directly from the identified formation. The resulting information obtained from a
single overhead view of a football formation consists of the locations of the visible players,
labels for the visible players, the identified formation and formation family, the personnel
identification, and the running back alignment.
One issue that we don’t face because of our custom data set is the presence of referees
on the field. Our data set does not contain referees on the field. Currently, the Player
Localization module only looks for players. If a referee were on the field, our system would
likely detect it as a player. However, referees wear a special black and white striped uniform
that distinguishes them from the players. A simple way to ignore referees would be to
implement a uniform check on all detected players. If a detection with a black and white
striped uniform were found, it would be excluded from further analysis.
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This system could be applied to a number of potential applications in other sports.
For example, in baseball, locating the position of players on the field and identifying common
patterns could assist teams in identifying details that could improve how they play the game.
Another example is locating players in soccer, where the same benefits could apply.
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CHAPTER 5.

FUTURE WORK AND CONCLUSION

There are various improvements that could be made to this system, both in the short
term and in the long term. One of the short term improvements could be to streamline the
Player Labeling module. Currently, every individual player label requires a single run of the
network. This means that an image with twenty two visible players requires twenty two runs
of the Player Labeling network. It would be beneficial to implement an improved Player
Labeling module that takes the location of all visible players and labels them all in a single
run of the network.
The system described here extracts key information from a single image, but the
ability to track players as they move is also a vital aspect of obtaining even more valuable
information. For example, before the ball is snapped, the quarterback can call an audible
and modify the formation. A single image cannot account for this change, while a video
would be capable of accounting for this change.
Ideally, this system would work for all football teams, regardless of jersey color,
individual player stances, or differing camera viewing angles. This would rely on the quality
of the data set used to train the system. Additionally, different football teams tend to use
different formations. While a single set of base models (one for each of the three modules)
could provide a basic analysis for all football teams, It may be beneficial to specialize the
models for a specific set of formations. For example, perhaps a football team commonly uses
a spread offense (a strategy involving the offensive formation being spread over the field)
and uses a pistol offense (a strategy where the quarterback and running back line up directly
behind the center) less often. A specialized model could be trained to accommodate those
specific formation choices. It could be beneficial to test whether a single set of models could
reliably differentiate all of the formations.
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Another improvement to this system would be to implement specific team or player
data into the system. This could provide coaches and viewers with a more nuanced view
of the individual tendencies and styles of specific teams or players. For example, this could
reveal that a particular player has a tendency to run a particular route in a particular way,
as well as other patterns that may be difficult to notice.
Because this system was built using modules, it would be fairly straightforward to
make improvements on, or even entirely replace, one or more of the modules. The Player
Localization module currently uses YOLOv3 to locate the players. However, any effective
strategy could be used to locate the players. For example, a common method used by the
NFL is to use RFID tracking devices on the players. The Player Localization module could
use RFID tracking devices to locate the players. This would have the added benefit of
tracking players as they move, as opposed to working with a single image like we currently
do.
One of the reasons we used a custom data set was to overcome the challenges introduced by differing views of camera placements. A step that could be taken to introduce the
analysis of real football footage would be to only use footage that meets certain requirements.
These requirements would need to ensure that 1) all twenty-two players be located within
the camera frame, and 2) the viewing angle meets some basic threshold that minimizes or
eliminates occlusion. Implementing these basic requirements would allow the system to be
used with real football footage.
Another potential avenue of research would be to test the accuracy of this system which was trained on data directly from the Madden NFL 2020 PC game - on real footage.
This would give a better understanding of whether to continue training on Madden footage
or to begin training on real footage. On one hand, it’s possible that a system trained with
the Madden data would produce results with high enough accuracy to apply to real footage.
On the other hand, it’s possible that testing a system trained only on Madden data would
not perform well enough in real life, which would require training the system on real footage.
The purpose of this research has been to introduce a system capable of doing automatic analysis of American football footage using computer vision and deep learning techniques. Specifically, we’ve shown that computer vision and deep learning are valid tools for
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detecting player locations, labeling the individual players, and identifying the offensive formation. We’ve shown that this is possible using a clean dataset, and with additional work,
a similar system trained on real football footage could be made.
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