Abstract. The Law of Large Numbers (LLN) over classes of functions is a classical topic of Empirical Processes Theory. The properties characterizing classes of functions on which the LLN holds uniformly (i.e. Glivenko-Cantelli classes) have been widely studied in the literature. An elegant sufficient condition for such a property is finiteness of the Koltchinskii-Pollard entropy integral, and other conditions have been formulated in terms of suitable combinatorial complexities (e.g. the Vapnik-Chervonenkis dimension). In this paper, we endow the class of functions F with a probability measure and consider the LLN relative to the associated L r metric. This framework extends the case of uniform convergence over F, which is recovered when r goes to infinity. The main result is a L r -LLN in terms of a suitable uniform entropy integral which generalizes the Koltchinskii-Pollard entropy integral.
Introduction
Uniform Laws of Large Numbers (u-LLN) are widely studied results in Statistics. In the usual setting, we are given a finite set of points x = (x 1 , . . . , x n ) ∈ X n sampled i.i.d. from a fixed but unknown probability measure P on X, and a class F of real-valued functions on X. The aim of u-LLN is to establish conditions on the class F which ensure the uniform convergence of the empirical average P n f = 1 n i f (x i ) to the mean P f = X f (x)dP (x), that is 1 
∀P ∈ P(X), ∀ > 0 lim
n→∞
where P(X) is the set of all probability measures on X. Classes of function F fulfilling condition (1) are called Glivenko-Cantelli classes.
Laws of Large Numbers (LLN) over classes of functions are classical results in Empirical Processes Theory. In particular, the characterization of Glivenko-Cantelli classes has been extensively studied in this literature. A number of techniques have been introduced to capture this concept, for example through the notions of VCdimension [15, 16, 17, 14] , scale-sensitive VC-dimension [1] , Koltchinskii-Pollard entropy integral [8, 9, 5] , etc.
In this paper, we endow the class of functions F with a probability measure and consider the LLN relative to an L r metric. This framework extends the case of uniform convergence over F, which is recovered when r goes to infinity. More precisely, we introduce the pseudo-norm
where µ is a prescribed probability measure on F, and consider the convergence of the stochastic process (P n − P ) relative to this norm. To illustrate our notation, let us consider a simple example where X = R and F is the space of characteristics functions of half-lines, that is F = {f t : t ∈ R}, where f t (x) = 1 if x ≤ t and zero otherwise. In this case, the function t → P f t is the cumulative distribution function associated to P and P − P n µ,r is the L r distance between the true cumulative distribution function and the empirical distribution function, respectively. The main result of the paper is a L r -LLN involving a finiteness condition for a suitable generalization of the Koltchinskii-Pollard entropy integral.
We note that u-LLN play also an important role in the foundations of Learning Theory. In particular, the notion of Glivenko-Cantelli class introduced in the former context is equivalent to the learnability notion of a class of functions F, see, for example [1] and references therein. Hence, our results can also be see as a relaxation of the learnability results in Learning Theory.
The paper is organized as follows. In Section 2, we introduce our framework and in particular we give the definition of touchstone class and induced L r metric. In Section 3, we collect some known results about the convergence of empirical measures P n to the unknown measure P relative to the uniform semi-norm · F . In particular, we define the Koltchinskii-Pollard entropy integral I(F) of the class F, which is used in Theorem 1 to bound the uniform deviation of the process P n − P . In Section 4, we study the L r -LLN in terms of a suitable uniform entropy integral which generalizes the Koltchinskii-Pollard entropy integral. This section contains the main results of the paper. In Subsection 4.1, we define the uniform entropy integral relative to the L r metric, and show its relation to the KoltchinskiiPollard entropy integral (Theorem 2). In Subsection 4.2, we generalize the results of Section 3 to the L r setting (Theorem 3). Proofs of the results given in Section 4 are postponed to Appendices A and B.
Touchstone classes and L r semi-norms
Let X be a locally compact separable metric space, for example any closed subset of R k . The space of (signed) bounded measures M(X) over X is defined as the dual of the Banach space C 0 (X) of continuous functions on X which vanish at infinity
The set of probability measures on X is denoted by P(X). It is well-known that the Banach space structure of M(X) induces the following metric over P(X),
where we use the notation P f = X f (x)dP (x) and F is the unit ball in C 0 (X), that is,
According to the definition (2)-(3) two probability measures are -close to each other whenever for every f ∈ F they have -close pairings with f . In a sense, approximating a probability measure P , relative to the metric d is equivalent to simultaneously approximating as many linear functionals as the functions in F. However, in various situations this notion of distance may often be excessively strong. In fact, in many applications (e.g. density estimation) it is interesting to estimate just a very limited class of linear functionals of the unknown probability measure. It is therefore natural to look for weaker distances than (2)-(3).
A natural way to weaken the distance (2)- (3) is to suitably restrict the class of functions F. Inspired by [12] we name touchstone class a class of functions F inducing a metric over P(X) through equation (2) . A classical example of metric of type (2) is the Kolmogorov-Smirnov distance, which is obtained when X = R and F is the class of step functions on R (see Example 1 below).
However, in many applications the metric (2) may be still too strong. In fact, we would like two probability measures to be -close even if they do not have -close evaluations over a tiny fraction of the functionals induced by F. The formalization of this idea can be accomplished by suitably endowing F with a probability measure µ, and considering, for some r ≥ 1, the pseudo-distance
Since the measure µ is finite and equation (4) has the form of the distance between the functionals f → P f and f → P f in the Banach space L r (F, µ), from Hölder's inequality d r (P, P ) is non-decreasing in r. Moreover, as r → ∞, d r (P, P ) converges to the right hand side of equation (2) with the supremum replaced by an essential supremum. At least for countable classes F (as in Example 2 below) this expression is equal to the right hand side of equation (2) itself, whenever the condition supp µ = F is fullfilled. However, establishing a rigourous link between equations (2) and (4) for more general classes F, requires some additional technical assumptions and is the goal of Proposition 1 later in this section. The definition below formalizes the notion of touchstone class. In order to avoid technical problems endowing a touchstone class F with a probability measure, we regard F as a locally compact separable metric space with respect to a given metric. In most applications (see for example Examples 1 and 2 later in section) the metric space structure over F is naturally induced by a suitable space of parameters T through a parametrization function t → f t .
Definition 1.
A touchstone class over X is a family F of functions from X to [−1, 1] equipped with a structure of locally compact separable metric space. F is endowed with a probability measure µ, satisfying the properties
and, for all x ∈ X and > 0, there is δ > 0 such that
Here and in the following, measurability is always relative to the σ-algebra induced by metric introduced in Definition 1. Therefore, when we say that a subset of F (or a function over F) is measurable, we mean that it is measurable with respect to (w.r.t.) this σ-field.
Let us now briefly discuss the points in Definition 1. Assumption (a) ensures that every function in F is measurable and bounded on X. Hence, for every probability measure P ∈ P(X), we have that F ⊂ L 2 (X, P ). Furthermore, as a consequence of Fubini's Theorem, for every M ∈ M(X), the function f → M f = X f (x)dM (x), is integrable with respect to the measure µ.
It is not difficult to verify that Assumption (b) implies that the support of µ is F, which was exactly the assumption we made in the previous informal discussion in the case of a countable class F. Moreover, notice the two following important cases for which Assumption (b) can be easily fulfilled. In the first case, the map f → f (x) is continuous for all x ∈ X, then Assumption (b) holds with A f = F for every f ∈ F. In the second case, F is discrete, then for every f ∈ F, it holds µ({f }) > 0, and Assumption (b) is satisfied when A f = {f }. However, Definition 1 embraces important examples where both F is not discrete and the mappings f → f (x) are not continuous (see Examples 1 and 2 at the end of this section).
Definition 2. Let (F, µ) be a touchstone class and M ∈ M(X). We define the semi-norms
The next proposition clarifies some properties of the above semi-norms and the role of Assumption (b) in Definition 1.
Proposition 1. With the above notation, we have for every M ∈ M(X), that
(1) the map r → M µ,r is continuous on [1, ∞] , increasing and bounded from above by
Proof. Part (1) follows from the finiteness of µ and well known properties of L r norms (see, for example, [11, Theorem 5.8 
.35]).
We prove part (2) by contradiction. Assume that there is M ∈ M(X) and
and, hence,
.
which is a contradiction. Finally let us prove claim (5) by contradiction, assuming that for
However, by assumption, the sequence (f i (x)) i∈N converges to f (x) for all x ∈ X. Since f i and f are bounded functions, the Lebesgue dominated convergent theorem implies that
which is a contradiction.
Notice that in general · µ,r is only a semi-norm on M(X). Indeed, from Proposition 1 it follows that if there exists a M = 0 with M F = 0, then for every r ∈ [1, ∞] , M µ,r = 0, and therefore · µ,r is not a norm. Now, by definition,
Since the pseudo-metric introduced in equations (2) and (4) can be expressed in the form
by Proposition 1 we conclude that d r (P, P ) is increasing as a function of r, and
We now present two simple examples of the described construction. In the following sections they will be used to illustrate the forthcoming developments.
Example 1. Characteristic functions of orthants.
We let X = R k and
where f t (x) = 1{x i ≤ t i , ∀i ∈ {1, . . . , n}}, with 1{a} the indicator function of the predicate a, and x i the i-th component of the vector x ∈ R k . Here T = R k plays the role of parameter space for F, therefore we endow F with the metric induced by the Euclidean structure of R k . We let µ be an arbitrary probability measure on the metric space F, satisfying the condition supp µ = F. In this example the evaluation functionals f → f (x) are not continuous in t = x, nevertheless Assumption (b) in Definition 1 may be fulfilled thank to the upper semi-continuity of the functions in F. In fact, it easy to verify that a suitable choice for the sets A f is
Example 2. Binary digits. We use the binary expansion of real numbers in (0, 1).
For every x ∈ (0, 1) we define the sequence (b i (x)) i∈N of numbers in {0, 1}, fulfilling the equation
. We let X = (0, 1) and,
In this case the parameter space is T = N, and F inherits its metric from it. Since F is discrete, recalling the discussion following Definition 1, we conclude that for arbitrary µ fulfilling µ({f }) > 0 for every f ∈ F, the choice A f = {f } verifies the assumptions in Definition 1.
Uniform entropy condition and Glivenko-Cantelli property
In this section, for a prescribed touchstone class F and samples x = (x 1 , . . . , x n ) drawn i.i.d. from a probability measure P ∈ P(X), we study the convergence of the empirical measure P n = 1 n i δ xi to P in the pseudo-metric d defined in equation (2) . By definition (recall equation (1) in Section 1) establishing this convergence result for arbitrary P is equivalent to prove that F is a Glivenko-Cantelli class. In fact, the main result of this section, Theorem 1, gives an explicit non-asymptotic upper bound on d(P, P n ) in terms of a suitable invariant of F: the KoltchinskiiPollard entropy integral I(F). All the definitions and results of this section are well-known in the literature (see for instance [5, 13, 6] ), and are collected here as a preliminary step toward the generalization presented in Section 4.
Let us begin by introducing the notion of Rademacher averages, which play a central role in our subsequent analysis.
Definition 3. The empirical Rademacher averages of a touchstone class F, relative to the samples
where σ = (σ 1 , . . . , σ n ) is a n-tuple of Rademacher variables 6 .
The following proposition states a fundamental bound for d(P, P n ), the Symmetrization Lemma, in terms of Rademacher averages.
Proposition 2. Let P be in P(X) and x = (x 1 , . . . , x n ) be i.i.d. samples drawn from P . For every δ ∈ (0, 1), with probability at least 1 − δ, it holds
Proof. We appeal to [13, Lemma 2. To proceed further in our analysis and define the Koltchinskii-Pollard entropy of F, we need the notion of covering number. 5 Often, in the literature the absolute value in the definition of the empirical Rademacher averages is removed, that is, one consider the quantitȳ
This definition is equivalent to Definition 3. Specifically, one can show that 1 2 Rn(F) ≤Rn(F) ≤ R n (F). 6 The Rademacher variables (σ 1 , . . . , σn) are {−1, 1}-valued and independent, with
Definition 4. For every P ∈ P(X) and > 0 we define C( , F, P ) as the set of all covers of F by sets of the form
and the covering number of F as
We refer to [13 
where the supremum is over measures of the form P n = 1 n i δ x i . The following theorem gives an upper bound on d(P, P n ) in terms of the KoltchinskiiPollard entropy integral I(F).
, with probability at least 1 − δ, it holds
where C is a universal constant and I(F) is the Koltchinskii-Pollard entropy integral of F defined as
Proof. We first note that the Koltchinskii-Pollard entropy integral is well defined since H( , F) is monotone with respect to . The inequality follows from Proposition 2 and [13, Corollary 2.2.8].
From Theorem 1 it follows that finiteness of the Koltchinskii-Pollard entropy integral (the uniform entropy condition) is a sufficient condition for the GlivenkoCantelli property of F. That is, we have the following corollary.
Corollary 1. If I(F) < ∞ then F is a Glivenko-Cantelli class.
Notice that in general the converse result does not hold, that is, it is not true that the Glivenko-Cantelli property implies finiteness of I(F). However the equivalence holds for classes F of binary-valued functions (see [6] ).
Finally let us consider our examples. 
which holds for some constant K and every ∈ (0, 1) and P ∈ P(X).
By direct integration and noting that the covering number is exactly equal to 1 for ≥ 1, we get I(F) ≤ C √ k, for a suitable constant C . Hence, by Corollary 1 F is Glivenko-Cantelli.
The pseudo-metric d is named Kolmogorov-Smirnov distance, and has been widely studied in statistics literature (e.g. [7, 4, 10] ).
Example 2 (cont.) In this case I(F) is infinite. This fact can be proved first showing, by reasoning as in [14, Example 4.11.4] , that the VC-dimension of F is infinite. Hence since finiteness of VC-dimension is a necessary condition for the Glivenko-Cantelli property (over binary-valued classes), by Corollary 1 we conclude that I(F) = ∞.
L r convergence results
In this section we present the main result of the paper, Theorem 3, which generalizes to the L r metric the uniform convergence result given in Theorem 1.
The central concept in this analysis is a suitable generalization I r (F, µ) of the Koltchinskii-Pollard uniform entropy integral I(F) defined in the previous section. This quantity and its properties are described in Subsection 4.1, while the generalization of the results from Section 3 is given in Subsection 4.2. For sake of clarity we postpone all the proofs to Appendices A and B.
Uniform entropies. Let us begin with some preliminary definitions.
Definition 6. Let p : I → [0, 1] be a probability distribution over a denumerable set 8 
I. For every r ∈ [1, ∞], we define the quantity
Recall, for r ∈ [1, ∞), adopting the convention log :
The function h r has some nice properties collected in the following proposition. 
Proposition 3. The function h r fulfills the following properties. (a) For every r, r ∈ [1, ∞], r ≤ r it holds
where p 1 (i) = j p(i, j) and p 2 (j) = i p(i, j). 8 A set is denumerable if and only if it is finite or countably infinite.
The second step of our construction is to define the quantity H r ( , F, µ) which generalizes the uniform entropy H r ( , F). To this end, we first define suitable classes of partitions of F, which play a role analogous to that of the covers C( , F, P ). 0 we define A( , F, µ, P ) as the set of denumerable partitions of F into measurable parts, having strictly positive measure and L 2 (X, P )-diameter at most .
Definition 7. Let (F, µ) be a touchstone class and P belong to P(X). For every >
Recall, by Assumption (a) in Definition 1, that every function in F is measurable and bounded on X. Hence, F ⊂ L 2 (X, P ) and the quantity A( , F, µ, P ) is welldefined.
Observe also that since a partition A ∈ A( , F, µ, P ) is a family of measurable sets, the restriction of µ over A, µ |A is well-defined. Moreover, by Definition 7, µ |A is a probability distribution 9 on A. We are now ready to define H r ( , F, µ) and I r (F, µ).
Definition 8. For every > 0, r ∈ [1, ∞], we define the uniform entropy of a touchstone class (F, µ) as
where the supremum is over measures of the form P n =
n i δ x i , and the infimum is over A( , F, µ, P n ).
The corresponding uniform entropy integral is
The following theorem collect the relevant properties of the quantities introduced in previous definition.
Theorem 2. The following properties of the uniform entropy hold. (a) H r ( , F, µ) is non-increasing with respect to ; (b) H r ( , F, µ) is non-decreasing with respect to r; (c) H(2 , F) ≤ H ∞ (2 , F, µ) ≤ H( , F). Moreover I r (F, µ) is non-decreasing in r, and

I(F) ≤ I ∞ (F, µ) ≤ 2I(F).
Finally we illustrate the results of this subsection through our two examples.
Example 1 (cont.) From Theorem 2 and the already known result I(F) ≤ C √ k, we conclude that for every µ fulfilling the assumptions, and r ∈ [1, ∞] , it holds
Example 2 (cont.) From Definition 6 it follows (by the monotonicity property of (− log q) r 2 w.r.t. q) for arbitrary P and µ, that
9 Recall that the probability measure µ is, by definition, a function over the σ-field Σ of F, fulfilling µ(F) = 1 and, for all a and b in Σ with a∩b = ø, the equality µ(a∪b) = µ(a)+µ(b) holds. Therefore if the denumerable partition A in the text is {a 1 , a 2 , . . . }, we get
Therefore, by Definition 8, for ∈ (0, 1) we get
and for ≥ 1, H r ( , F, µ) = 0. From the estimate above we see that the uniform entropy integral I r (F, µ) is upper bounded by h r (µ |Â ).
Computing the function h r for an arbitrary probability distribution over N is not an easy task. However, assuming that µ({b t }) = O(t −η ) for some η > 1, it is straightforward to show that h r (µ |Â ) is finite for every r ∈ [1, ∞).
4.2.
Upper bounds on d r (P, P n ). In this subsection, we extend the results of Section 3, from the analysis of d(P, P n ) to that of d r (P, P n ) for arbitrary r ∈ [1, ∞] .
We already observed (see equation (6)) that the pseudo-metric d can be seen as the limit of the pseudo-metric d r as r goes to ∞. The next definition introduces the quantity R r,n (F, µ) which, as d r does with d, generalizes the Rademacher averages R n (F) introduced in Definition 3. 
where σ = (σ 1 , . . . , σ n ) is an n-tuple of Rademacher variables, and δ x is the Dirac delta measure at x.
The relation between R r,n (F, µ) and R n (F) is clarified by observing that
Therefore, from Proposition 1 we conclude that R r,n (F, µ) is increasing as a function of r, and
We also note that the Symmetrization Lemma stated in Proposition 2 may be naturally extended to the L r setting.
Proposition 4. Let P be in P(X) and x = (x 1 , . . . , x n ) be i.i.d. samples drawn from P . For every δ ∈ (0, 1) and r ∈ [1, ∞] , with probability at least 1 − δ, it holds
More interestingly, the chaining technique used to derive Theorem 1 can still be applied in the L r setting. This is possible by exploiting the properties of the uniform entropies H r ( , F, µ) which have been shown in the previous subsection. , with probability at least 1 − δ, it holds, for r ∈ [1, ∞], the inequality
where C is a universal constant and the uniform entropy integral I r (F, µ) is defined in equation (9) . Theorem 3 generalizes Theorem 1 since by equation (6) and Theorem 2, for r = ∞ equation (11) becomes equation (7).
The advantage of the new result is that for some touchstone classes, the uniform entropy integral I r (F, µ) may be finite for arbitrarily large r while I(F) is infinite. Under these circumstances Theorem 3 gives quantitative probabilistic bounds for the defects |P f − P n f | while the standard uniform analysis in Theorem 1 is ineffective. This is the case for Example 2 when a suitably fast decaying probability measure µ is chosen.
We conclude this section with an important remark about the presented result. We want to stress that the content of Theorem 3 resides in the non-asymptotic character of equation (11) and in the explicit evaluation of I r (F, µ). In fact, an asymptotic result analogous to Corollary 1 for the L r setting can be directly obtained exploiting the uniform boundedness of F.
Proposition 5. Let P be in P(X) and x = (x 1 , . . . , x n ) be i.i.d. samples drawn from P . For every δ ∈ (0, 1) and r ∈ [1, ∞] , with probability at least 1 − δ, it holds
for some universal constant C.
The important point here is that the estimate (12) does not accounts for any specific structure of F. For instance, when r n equation (12) gives no information on d r (P, P n ), while equation (11) may give a tight bound, for specific classes of functions with small uniform entropy integral I r (F, µ).
, is non-decreasing in r by Hölder's inequality.
To prove (b) we let N = |{i : p(i) = 0}| and note that
The quantity inside the logarithm cannot be greater than Finally, property (d) follows by observing that for every > 0, there exist probability distributions q 1 and q 2 over I and J respectively, such that the following chain of inequalities holds
where the third inequality follows from Minkowsky's inequality for L r (I × J, p) norm. 
Proof of Theorem 2. Property (a) follows from Definition 7 which implies that
Now, the left inequality follows by noting that for any A ∈ A(2 , F, µ, P n ) we can build a C ∈ C(2 , F, P n ) with |A| ≥ |C| associating every element a ∈ A with a ball in C having radius 2 and center in a.
The right inequality follows by constructing from every C ∈ C( , F, P n ), a A ∈ A(2 , F, µ, P n ) with |A| ≤ |C|. The case |C| = ∞ is trivial, hence let us assume that |C| is finite.
First we observe that by definition the elements of C have the form
and without loss of generality we assume that
Let us consider the partition A = {a 1 , . . . , a |C| } defined by 
The second part of the theorem follows straightforwardly from equation (9) Proof of Proposition 4. The first step is to use a symmetrization technique introducing the ghost samples x independent of x, and the measure
The proposition follows from the estimate above applying McDiarmid's inequality (see, for example, [4, Theorem 9.2]) to the random variable d r (P, P n ) and observing that since, for every x ∈ X, f (x) ∈ [−1, 1], whenever x is obtained from x replacing x i with x i , it holds
The proof of Theorem 3 is based on the following two lemmas.
Proof. Let us fix an arbitrary probability distribution q over F. For every f ∈ F and δ ∈ (0, 1), by Hoeffding's inequality applied to the random variable
, we get that with probability not less than 1 − δq(f ) it holds
Since f ∈F q(f ) = 1, with probability not less than 1 − δ, the inequality above holds uniformly over F.
Taking the r 2 -th power of (13) The lemma follows from
by taking the infimum of the last term, relative to q over the class of probability distributions on F. Proof. For every j ∈ N, choose arbitrary partitions
and functions C j : F → F fulfilling
Moreover for j > 0 define the functions ∆ j : F → L 2 (X, P n ) by ∀f ∈ F ∆ j (f ) = C j (f ) − C j−1 (f ).
Observe that ∆ j is piecewise constant on the partition A j ∩ A j−1 composed of intersections between elements of A j and A j−1 . We define the denumerable classes of functions
endowed with the probability measures µ j given by ∀f ∈ F j µ j ({f }) = µ(∆ −1 j (f )).
Observe that for allf ∈ F j , for some f ∈ F it holds 1 n if 2 (x i ) = ∆ j (f ) L2(X,Pn) (14)
Therefore, since f = f − C N (f ) + N j=1 ∆ j (f ) for every N ∈ N, we get
Lr(F ,µ) The lemma follows taking the limit N → ∞.
Proof of Theorem 3. The proposition follows from Lemma 2 and Proposition 4 for a suitable value of C since by assumption − log δ ≥ log 2.
