Abstract. In this paper, we study the birational geometry of certain examples of mildly singular quartic 3-folds. A quartic 3-fold is a special case of a Fano variety, that is, a variety X with ample anticanonical sheaf O X ( − K X ). Nonsingular Fano 3-folds have been studied extensively. Examples studied so far fall within two classes: either X is "close to being rational," and it then has very many biregularly distinct birational models as a Fano 3-fold, or, at the other extreme, X has a unique model. In this paper we construct examples of singular quartic 3-folds with exactly two birational models as Fano 3-folds; the other model is a complete intersection Y 3,4 ⊂ P(1, 1, 1, 1, 2, 2) of a quartic and a cubic in weighted projective space P(1 4 , 2 2 ).
1. Introduction.
Singular quartic 3-folds.
We study quartic 3-folds having a unique singular point P ∈ X analytically equivalent to xy + z 3 + t 3 = 0. Choosing coordinates x 0 , . . . , x 4 in P 4 such that P is the point (1, 0, . . . , 0), we may write the equation of X as where a 3 , b 4 are homogeneous forms of degree 3, 4 in the variables x 1 , . . . , x 4 . We also assume that a 3 , b 4 are sufficiently general, in a sense which we shortly make completely explicit. Note that X has the required singularity if a 3 (0, 0, x 3 , x 4 ) = 0 has three distinct roots. Two properties of X are crucial to us.
The first is that the singularity xy + z 3 + t 3 = 0 is terminal. Key examples are isolated hypersurface singularities of the form xy + f (z, t) = 0, and quotients of C 3 by the diagonal action of Z/rZ with weights (1, a, −a) (when a is coprime with r). See [YPG] for an accessible introduction.
The second property is that X is Q-factorial. This means by definition that every Weil divisor of X is Q-Cartier. In the case of a Fano 3-fold X, Q-factorial is equivalent to dim H 2 (X) = dim H 4 (X), a global topological property.
next more complicated singularity is xy + z 3 + t 3 = 0, and this is the case which we study here.
Fano 3-folds.
A quartic 3-fold is a particular case of a Fano 3-fold. Mori theory requires that we look at Q-factorial Fano 3-folds with terminal singularities and dim H 2 = 1; they are indeed one of the possible end products of the minimal model program. In this paper, we use the terminology "Fano 3-fold" in this more general sense implied by Mori theory. There is at present no complete classification of Fano 3-folds, but several hundred families are known, see [IF] and Altınok [Al] for lists.
1.5. Main result, crude statement. This is our main result. THEOREM 1.1. Let X = X 4 ⊂ P 4 be a quartic 3-fold, with a singularity P ∈ X analytically equivalent to xy + z 3 + t 3 = 0, but otherwise general (in particular, nonsingular outside P). Write as before the equation of X as y 1 y 2 + b 4 (x 1 , x 2 , x 3 , x 4 ) =0 y 1 x 1 + y 2 x 2 + a 3 (x 1 , x 2 , x 3 , x 4 ) = 0 of a quartic and a cubic in weighted projective space P(1 4 , 2 2 ).
(2) Let Y be a 3-fold admitting either a morphism Y → S to a curve S with typical fiber a rational surface, or Y → S to a surface S with typical fiber P 1 . Then Y is not birational to X. Remark 1.2. X is indeed Q-factorial. We briefly explain why (this proof was suggested by J. Kollár). The hyperplane section X 0 at infinity is generic if X is generic, therefore by Lefschetz it has Picard rank one. The usual argument with formal schemes shows that Pic X \ P injects in Pic X 0 . This shows that a generic X is Q-factorial. We know that being Q-factorial is a global topological property, and all X having a unique singular point of the specified type are diffeomorphic. Remark 1.3. We can make the generality requirements on X explicit. The conditions are 2.2(a-b) in §2, and condition (a) at the end of §6 and 7. The result may well be true without the generality assumption, but it would take more work to prove it using the methods of this paper.
In §2 we show an explicit birational map of X 4 to Y 3,4 ⊂ P(1 4 , 2 2 ). A striking feature of the construction, already manifest in the way the equation for Y 3,4 depends on the equation of X 4 in the statement of the main theorem, is that Y 3,4 is general; in fact any quasismooth Y 3,4 is birational to a quartic X 4 of the special kind considered.
Our results give an explicit set of generators of the group Bir X 4 : THEOREM 1.4. Let X be as in the statement of Theorem 1.1. Denote τ P : X X the birational reflection of X centered at the singular point P ∈ X. Also let P ∈ L ⊂ X be a line on X containing P (there are 24 such lines) and τ L : X X the birational involution of X centered along L, which we construct in § 2. The group Bir X of birational selfmaps of X is generated by τ P and the τ L .
Proof. The statement is an almost immediate consequence of Theorems 4.7 and 4.8, and the Sarkisov program [Co] . Details are left to the reader.
The rest of the introduction is not logically necessary for understanding the statements or their proof.
1.6. Birational geometry and commutative algebra. It is not difficult to generate many examples of birational maps between Fano 3-folds. In particular many Fano 3-fold codimension 2 weighted complete intersections are birational to special Fano 3-fold hypersurfaces, and we conjecture that a statement analogous to our main theorem holds for a lot of them.
When trying to classify Fano 3-folds, the problem is often to construct a variety Y with a given Hilbert function. Usually Y has high codimension; in the absence of a structure theory of Gorenstein rings, one method to construct Y starts by studying a suitable projection Y X to a Fano X in smaller codimension (the work of Fano, and then Iskovskikh, is an example of this). There are at present a handful of known constructions of this kind, leading to formats for codimension 4 Gorenstein rings which are often a good substitute for the still missing general structure theory. These ideas are due to Miles Reid, see for example [R] , [R2] .
There is here an interplay of different problem areas: methods of unprojection were first discovered in birational geometry [CPR, §7.3] , then applied to the construction of Fano 3-folds [Al] and Gorenstein rings [Pa] . Commutative algebra is in turn used to write equations and relations for the links of the Sarkisov program.
The Sarkisov category.
Definition 1.5. (1) The Sarkisov category is the category whose objects are Mori fibre spaces (Mfs) and whose morphisms birational maps (regardless of the fibre structure).
(2) Let X → S and X → S be Mori fibre spaces. A morphism in the Sarkisov category, that is, a birational map f : X X , is square if it fits into a commutative square
where g is a birational map (which thus identifies the function field L of S with that of S ) and, in addition, the induced birational map of generic fibers f L : X L X L is biregular. In this case, we say that X → S and X → S are square birational, or square equivalent.
(3) A Sarkisov isomorphism is a birational map f : X X which is biregular and square.
(4) If X is an algebraic variety, we define the pliability of X to be the set
We say that X is birationally rigid if P(X) consists of one element.
It is known that a nonsingular quartic 3-fold is birationally rigid [IM] , [Pu2] , [Co] ; a quartic 3-fold which is nonsingular except for a single ordinary node is also birationally rigid [Pu] , [Co] .
1.8. The main result restated. THEOREM 1.6. Let X = X 4 ⊂ P 4 be a quartic 3-fold, with a singularity P ∈ X analytically equivalent to xy + z 3 + t 3 = 0, but otherwise general (in particular X is nonsingular outside P). Then P(X) consists of two elements.
1.9. Strict Mori fibre spaces. Our focus in this paper is Fano 3-folds. It is natural, and eventually necessary, to study similar problems in the more general context of strict Mori fibre spaces. Some cases have been considered by Grinenko [Gr1] , who in particular has started a systematic study of fibrations in Del Pezzo surfaces, see [Gr2] .
1.10. Pliability and rationality. Psychologically, we tend to feel that Fano 3-folds are "nearly rational." Having discovered many new examples of Fano 3-folds it is now time to revise this. The notion of pliability is more flexible; a case division in terms of the various possibilities for P(X) allows to specify a wider variety of behavior ranging from birationally rigid to rational.
Pliability and deformations.
It is not known how rationality and, especially, unirationality behave in families. We can hope that P(X) is often a finite union of algebraic varieties, and that it is reasonably well behaved under deformations, for example, that it is an upper semi-continuous function of X.
1.12. Mori theory grows down. This paper belongs to the program of explicit birational geometry of 3-folds as described in the Foreword to [CR] . The aim is to treat 3-folds as explicitly as possible.
1.13. The web version. This is a mutilated version of our web paper [CM] .
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Birational maps.
We generalize slightly the construction of links of "Type I" of [CPR] , leading to a link X 4 Y 3,4 . We thank Miles Reid for help on this. Then, if P ∈ L ⊂ X is a line on X, we construct a link X X centered on L; this presents some intricacies which we treat quickly, because they are very similar to "Type II" of [CPR, 4.11, 7.3] .
The web version [CM] of this paper contains a leisurely introduction to the construction and study of Sarkisov links which may be of interest to those who wish to study other examples of the Sarkisov program. V is a composite of inverse flips, flops and flips (in that order), and, in particular, is an isomorphism in codimension 1.
In this paper, the map V V is always a flop:
.
We say that Z is the midpoint of the link.
2.2. Links centered at the singular point. Let Z = Z d ⊂ P(1, a 1 , a 2 , a 3 , a 4 ) be a Fano 3-fold hypersurface containing a surface ξ = η = 0 (in particular Z is not Q-factorial). Here ξ, η are homogeneous functions of the coordinates of degrees deg ξ < deg η. Usually one takes ξ, η to be two coordinate functions, but not always. The equation of Z can be written as
Assuming that Z is quasismooth outside the nodes a = b = ξ = η = 0, we obtain two small partial resolution of Z, by considering the two ratios
For example, if ξ = x i 1 and η = x i 2 with i 1 < i 2 , then the first ratio maps to the hypersurface
while the second ratio maps, in general, to the codimension 2 complete intersection
The birational map X Y is a link generalizing the quadratic involutions of [CPR] .
We are interested in the following special case:
THEOREM 2.2. The previous construction, starting with Z 5 = {a 3 y + b 4 x 1 = 0} ⊂ P(1 4 , 2) containing the plane x 1 = y = 0, gives a link
of the Sarkisov program.
Remark 2.3. Note that there are really two links X 4 Y 3,4 , corresponding to the two weighted blowups of the singularity xy + z 3 + t 3 , with weights (2, 1, 1, 1) and (1, 2, 1, 1). Note that both links map to the same variety Y 3,4 .
Links centered on lines.
We next construct involutions τ L : X X and show that they are Sarkisov links. These are very similar to the involutions in [CPR, pp. 198 
Let L ⊂ X be a line passing through the singular point P ∈ X. Choosing coordinates so that L = (x 2 = x 3 = x 4 = 0), the equation of X can be written as
where a i , b i are homogeneous polynomials of degree i in C[x 2 , x 3 , x 4 ]. We eliminate both variables x 0 and x 1 at once, replacing them by more complicated terms
These are designed to be plurianticanonical on V, where E ⊂ V → L ⊂ X is the (unique) extremal divisorial contraction which blows up the generic point of L. In other words, y, z vanish enough times on the exceptional divisor E of V → X, and it turns out that, together with the other coordinates x 2 , x 3 , x 4 , they generate the anticanonical ring of V, and satisfy a relation of the form
. This equation defines the midpoint of the link, which is a (weak) Fano hypersurface Z 10 ⊂ P(1, 1, 1, 3, 5) having a biregular involution i Z coming from interchanging the two roots of the quadratic equation. Define
From the last equation, it is clear that the divisor of zeros of y on V is ≥ 3E or, equivalently, mult L y |X = 3. Next comes the tricky step. Multiply F by x 2 x 0 and substitute for x 2 x 2 0 in terms of y:
Collecting the terms divisible by x 1 we then get
so that
Again the last equation makes it manifest that the divisor of zeros of z on V is ≥ 5E or, equivalently, mult L z |X = 5.
In order to eliminate x 0 , x 1 in favor of y, z, note that we can view (1-3) as inhomogeneous linear relations in x 0 , x 1 with coefficients in k[x 2 , x 3 , x 4 , y, z]:
The equation relating y and z can be easily expressed in the following determinantal format
The equation of Z is quadratic in the last variable z, so that Z is a 2-to-1 cover of P(1 3 , 3), which gives a (biregular!) involution of i L : Z → Z by interchanging the sheets. The involution τ L : X X, as in [CPR] , is the composite
Proof. We have to show that V → Z contracts a finite number of curves. The verification is tedious, but similar to [CPR, .
3. Divisorial contractions. We recall the known results on the classification of 3-fold divisorial contractions f : Y → X. For our purposes in this paper, we need to understand the case where f contracts a divisor to the singularity xy + z 3 + t 3 = 0. Here we quote a recent result of Kawakita [Kw3] ; the web version of this paper [CM] contains a different proof which may be of interest.
Definition 3.1. Let P ∈ X be the germ of a 3-fold terminal singularity. A divisorial contraction is a proper birational morphism f : Y → X such that:
(1) Y has terminal singularities, (2) the exceptional set of f is an irreducible divisor E ⊂ Y,
An extremal divisorial contraction f : Y → X is an extremal divisorial contraction in the Mori category. In other words, Y has Q-factorial terminal singularities, f is the contraction of an extremal ray R of NEY satisfying K Y · R < 0, and the exceptional set Exc f = E ⊂ Y is a divisor in Y. Its image Γ = f (E) is a closed point or a curve of X, and we usually write f : (E ⊂ Y) → (Γ ⊂ X). Here X is not necessarily a germ, but Y → X is a divisorial contraction in the above sense above the germ around any point P ∈ Γ. Viewed from X, we also say that f is an extremal extraction, or that it extracts the valuation
The classification of 3-fold divisorial contractions is now known in several important special cases:
) (with r ≥ 2 and a coprime to r)
be the germ of a 3-fold terminal quotient singularity, and
a divisorial contraction such that P ∈ Γ. Then Γ = P and f is the weighted blowup with weights (1, a, r − a).
COROLLARY 3.3. Suppose that X is a 3-fold with only terminal quotient singularities. If a curve Γ ⊂ X is the center of a divisorial extraction f : (E ⊂ Y) → (Γ ⊂ X) then Γ ⊂ NonSing X (and f is the blowup of I Γ over the generic point of Γ).
Proof. For if Γ passed through a terminal quotient point P, Theorem 3.2 would imply that Γ = P, a contradiction.
Assume P ∈ X is a nonsingular point and f (E) = P. In suitable analytic coordinates on X, f is a weighted blow up; the weights are of the form (1, a, b) with hcf (a, b) = 1.
Kawakita went on to consider divisorial contractions to xy + t 2 + z n in [Kw2] , and general terminal cDV singularities in [Kw3] . The following is the main result of [Kw3] : 1, 1, 1) or (1, 2, 1, 1) .
Plan of proof of the main theorem.
In this section we give a more precise statement of the main Theorem 1.1 and an outline of the proof. We refer to [CPR, §3] for more detail. In particular, V is isomorphic to either X 4 , or Y 3,4 , and
We recall some basic notions from the Sarkisov program.
Definition 4.2. (canonical threshold) X is a variety, H a mobile linear system. If E is a valuation with center on X, write a E for the discrepancy of E and m E for the multiplicity of E in H. For λ ∈ Q, we say that K X + λH is canonical if all λm E ≤ a E . Then we define the canonical threshold to be Proof. [CPR] , Lemma 4.2.
The following classification of maximal singularities on X 4 and Y 3,4 implies our main theorem 4.1. THEOREM 4.7. Let X = X 4 ⊂ P 4 be a quartic 3-fold as in the assumption of Theorem 1.1, and E a maximal singularity of X. Either:
(1) E ⊂ Z → P ∈ X is one of the blow ups with weights (2, 1, 1, 1) or (1, 2, 1, 1) described above, or These theorems summarize the conclusions of a whole series of calculations carried out for 4.7 in §6 and for 4.8 in §7.
The proof that 4.7 and 4.8 imply Theorem 4.1 is standard, see for example [CPR, §3] and apply minor modifications.
Excluding.
Let W be a center on a Fano 3-fold X; that is, W = P ∈ X or W = Γ ⊂ X is either a point or a curve on X. Eventually in the next two Sections, we take X = X 4 ⊂ P 4 our special singular quartic 3-fold, or X = Y 3,4 ⊂ P(1 4 , 2 2 ), but here we keep the discussion general. We are concerned with the problem of "excluding W," that is, to prove that W is not a maximal center for any linear system H on X. Here we explain our general strategy for doing this.
Reduction to a surface problem.
The first step is to reduce to a surface question.
The starting point.
(a) We assume by contradiction that W is a maximal center: there is a mobile linear system H ⊂ |O X (n)| on X, and a valuation E with center C E X = W and m E H > na E K X .
(b) We select a test linear system T on X with W ⊂ Bs T contained in the base locus of T . Often we take T = |I W (1)|, but this does not always work. In the simplest cases, but not in all cases, W = Bs T . The choice of the test system is often delicate.
The strategy.
We work with a general member S ∈ T ; the argument is slightly different according to whether the center W is a curve or a point.
The center is a curve. the assumption means that mult W H = m > n, so we have
where L is the mobile part of H |S . In general m ≥ m but in most applications below m = m. We concentrate on showing that the mobile system L can not exist. The idea is that a nonempty linear subsystem in O S (n) is unlikely to have a fixed part as large as mW, m > n.
The center is a point. by construction
is not log canonical in a neighborhood of W. By Shokurov's inversion of adjunction, see [FA, 17.7 ]
is also not log canonical. Here the method works better if H |S is mobile but in general we have to allow H |S = L + F with nonempty fixed part F. We try to reach a contradiction by choosing general members L 1 , L 2 in L and calculating the intersection number L 1 · L 2 on S. Theorem 5.1 states that, if
is not log canonical at P, then the local intersection number (L 1 · L 2 ) P at P is large; the contradiction happens when it is too large. The idea is that two curves in O S (n) can not intersect in too many points.
Linear system on surfaces.
The following theorem is very useful in the study of linear system on surfaces:
THEOREM 5.1. [Co, Theorem 3 .1] Suppose that P ∈ ∆ 1 + ∆ 2 ⊂ S is the analytic germ of a normal crossing curve on a nonsingular surface. Let L be a mobile linear system on S and denote L 2 the local intersection multiplicity (L 1 · L 2 ) P at P of two general members L 1 , L 2 ∈ L. Fix rational numbers a 1 , a 2 ≥ 0 and suppose that
is not log canonical for some m > 0.
(1) If either a 1 ≤ 1 or a 2 ≤ 1 then (d) We assume a nef Q-divisor L on S given by a formula
with the γ i ≥ 0. In the notation of the previous subsection, this is A = (1/n)
The goal. The aim is slightly different according to whether W is a curve or a point.
When W is a curve, the aim is to show that all γ i ≤ 1.
When W is a point, assuming an inequality of the form
the aim is to show that L cannot exist.
6. Centers on X 4 . We fix X = X 4 ⊂ P 4 , with a singular point P ∈ X, satisfying all the assumptions of Theorem 1.1. Our main goal in this section is to prove the following: THEOREM 6.1. A curve Γ ⊂ X, other than a line P ∈ L ⊂ X, cannot be a maximal center.
We obtain Theorem 4.7 as an easy consequence: COROLLARY 6.2. Theorem 4.7 holds.
Proof. By [IM] , [Pu2] or [Co] , a nonsingular point can not be a maximal center. The result then follows from Kawakita's Theorem 3.6 and the just stated Theorem 6.1.
Proof of Theorem 6.1 Let Γ be a curve and assume that Γ is a maximal center for H ⊂ |O X (n)|. This implies that m = mult Γ H > n. In the proof, we reach a contradiction in several steps:
Step 1. A raw argument shows that deg Γ ≤ 3.
Step 2. Γ cannot be a space curve.
Step 3. Γ cannot be a plane curve.
Step 1. Choosing general members H 1 , H 2 of H and intersecting with a general hyperplane section S we obtain
This implies that deg Γ ≤ 3.
Step 2. Space curves. If Γ is a space curve, then by Step 1 it must be a rational normal curve of degree 3, contained in a hyperplane Π ∼ = P 3 ⊂ P 4 . Let S ∈ |I Γ,X (2)| be a general quadric vanishing on Γ,L the mobile part of H |S ; write
where L = (1/n)L is nef. Note that, because I Γ is cut out by quadrics,
We reach a contradiction by showing that γ ≤ 1. For simplicity we treat two separate cases, namely:
Case 2.1. S is nonsingular and Γ 2 = −5 (all calculations of intersection numbers are performed on S). Indeed it is easy to see that S = S 2,4 ⊂ P 4 is a nonsingular complete intersection of a quadric and a quartic, therefore K S = O S (1). Then:
shows that Γ 2 = −5. A simple calculation then gives:
This shows that γ ≤ 4/5 < 1 and finishes the proof in this case.
Case 2.2. We need to set up some notation for a convenient resolution of the singularity of X. Let g: Z → X be the blow up of the maximal ideal of P ∈ X. It is easy to check that the exceptional set of g consists of two prime divisors
Also, Z is nonsingular apart from three ordinary nodes
, 2, 3}, each looking like the origin in the z-axis contained in (t = 0) ⊂ (xy + zt = 0). Let now h : U → Z be the blow up of the three z j s; U is nonsingular and the exceptional set of h consists of three exceptional divisors F j ⊂ U, all isomorphic to P 1 × P 1 with normal bundles N F j U ∼ = O( − 1, −1).
Denote ϕ: U → X the composite morphism, and E U i , S U etc., the proper transforms. Using that I Γ,P 4 is generated by quadrics, and that a general quadric Q ∈ |I Γ,P 4 (2)| is nonsingular, it is easy to see that S U must be nonsingular.
Denote ψ = ϕ |S U : S U → S and write
where Γ i = E U i|S U and ∆ j = F j|S U are ( − 2)-curves. There are now two subcases (up to relabelling the exceptional divisors), depending on how the curve Γ "sits" in the singularity P ∈ X. The crucial observation is that, because Γ is a nonsingular curve, Γ U intersect transversally a unique exceptional divisor. The cases are as follows:
Subcase 2.2.1. The proper transform Γ U intersects E U 1 . In this case, S U meets E U 1 , E U 2 and is disjoint from all the F j s. Here P ∈ S is an A 2 -singularity, and (γ 1 , γ 2 , g 1 , g 2 , g 3 ) = (2/3, 1/3, 0, 0, 0). Subcase 2.2.2. The proper transform Γ U intersects F 1 . In this case, S U meets E U 1 , E U 2 , F 1 and is disjoint from F 2 and F 3 . Here P ∈ S is an A 3 -singularity, and (γ 1 , γ 2 , g 1 , g 2 , g 3 ) = (1/2, 1/2, 1, 0, 0).
We claim that in both subcases
Indeed, as in Case 2.1, Γ U · Γ U = −5 and, by the projection formula
in the two Subcases 2.2.1 and 2.2.2, respectively. Finally
implies γ < 1, a contradiction which concludes Step 2.
Step 3. Plane curves. Here we assume that Γ is a plane curve of degree d (by Step 1, d ≤ 3), other than a line passing through P. It is helpful and convenient to treat two cases, namely:
Case 3.2. P ∈ Γ and 2 ≤ d ≤ 3.
Case 3.1. This follows "ancient" methods of Iskovskikh and Manin. Consider as usual a general element S ∈ |I Γ,X (d)|, denote by L the mobile part of H |S ; write
where L = (1/n)L is nef. We aim to show that γ ≤ 1. Here S = S d,4 ⊂ P 4 is a nonsingular complete intersection of a quartic with a hypersurface of degree
, then p a Γ = 0 and:
which implies that γ ≤ 1. The proof is similar when d = 3: Γ 2 = −6, and then 0 ≤ L 2 = (A − γΓ) 2 = A 2 − 2A · Γγ + Γ 2 γ 2 = 12 − 6γ − 6γ 2 and again γ ≤ 1. These calculations finish Case 3.1 P ∈ Γ.
Case 3.2. From now on we assume that P ∈ Γ, Γ not a line. Denote Π ⊂ P 4 the plane spanned by Γ, let S 1 , S 2 be general hyperplane sections of X containing Γ.
We work with the "test system" |S 1 , S 2 |, even though Γ is usually only a component of its base locus C = S 1 ∩ S 2 = Bs |S 1 , S 2 | = X ∩ Π. We are assuming that X is general, hence in particular it is terminal and Q-factorial. This implies that Π can not be contained in X, and C is a curve. Unfortunately, we have to divide the proof in several cases according to what C is. In the end each case is not very different or harder than any of the other cases, but we could not find a unified presentation. The cases are as follows:
We now treat Cases (a)-(c); at the end we will show that Cases (d) and (e) do not happen (at least assuming, as we do, that X is general), in other words, we will show that C = Π ∩ X is always reduced when X is general. Before treating each case individually, we make some general comments and fix the notation for the whole argument.
Assuming for now that C is reduced, we restrict to S 1 and write
Our technique consists in selecting a "most favorable" component of C, calculating an intersection number on S 1 using that L is nef, and finally get that γ ≤ 1. When C is reduced, it is clear that, if W is a component of C, mult W H = mult W H |S 1 ; in particular, mult Γ H = mult Γ H |S 1 = nγ, and also mult
Because Γ is a maximal singularity, γ ≥ γ i , hence, possibly after relabelling components of C, we can assume that:
(ignore the term γ 2 if no curve Γ 2 is present). Consider now the effective Qdivisor
In Cases (a) and (b), Γ 1 is a line and
We show that Γ · Γ 1 ≥ 1 (on S 1 ); together with the last displayed equation this implies that γ ≤ 1 and finishes the proof in Cases (a) and (b). Note first that S 1 is nonsingular outside P. This follows easily from the fact that the base locus C of |S 1 , S 2 | is a reduced curve with only planar singularities, and X itself is nonsingular outside of P (this is all familiar and easy: if f : Y → X is the blow up of X along C, then Y has isolated singularities outside f −1 (P)).
By our generality assumption 2.2(b), and using the notation of the proof of Theorem 3.6, we have that
is nonsingular away from E Z 1 ∩ E Z 2 . Therefore, either the set theoretic intersection Γ ∩ Γ 1 contains a nonsingular point of S 1 , or Γ Z ∩ Γ Z 1 contains a nonsingular point of S Z 1 . In both cases this point contributes with an integer value ≥ 1 to the intersection number Γ · Γ 1 , hence our claim that Γ · Γ 1 ≥ 1. This finishes the proof in Cases (a), (b).
In Case (c), Γ and Γ 1 are both conics and
It is easy to see that Γ Z and Γ Z 1 intersect in at least 2 nonsingular points on S Z 1 , and from this conclude that, in this case also, γ ≤ 1 (the details are very similar to Cases (a) and (b) and left to the reader).
It remains to show that Cases (d), (e) cannot occur, that is, C = Π ∩ X is always reduced when X is general.
Claim. If X is general, every plane section of X is reduced. This is a fairly easy exercise. In coordinates X is given by
where a 3 = a 3 (x 1 , . . . , x 4 ) and b 4 = b 4 (x 1 , . . . , x 4 ) are a homogeneous cubic and quartic not involving x 0 . The singular point P ∈ X is the coordinate point (1, 0, 0, 0, 0) . Consider the projection π : X P 3 to P 3 with homogeneous coordinates x 1 , . . . , x 4 ; it is a generically 2-to-1 map, which is to say that the equation of X is quadratic in the variable x 0 . Now Π = π −1 for a unique line ⊂ P 3 and the hyperplane section Π ∩ X is nonreduced if, and only if, either one of the following happens:
(a) The line is contained in the discriminant surface x 1 x 2 b 4 − a 2 3 = 0. It is very easy to see that, for a general choice of a, b, this surface contains no lines.
(b) The line is contained in the plane x 1 = x 2 and a 3 , b 4 , when restricted to , both have a double root at x 1 = x 2 = 0. This is ruled out by condition 2.2(b). Y 3,4 . In this section we study maximal centers on Y = Y 3,4 . In the end we obtain Theorem 4.8 as an easy consequence. Proof. We can choose weighted projective coordinates (x 1 , x 2 , x 3 , x 4 , y 1 , y 2 ) such that the equations of Y are as follows:
Centers on
y 1 y 2 + b 4 (x 1 , x 2 , x 3 , x 4 ) = 0 y 1 x 1 + y 2 x 2 + a 3 (x 1 , x 2 , x 3 , x 4 ) = 0 .
To understand the proof, it helps to know some explicit features of the geometry of Y. To begin with, Y is nonsingular apart from two Z/2Z-points q 1 , q 2 at (0, 0, 0, 0, 1, 0) and (0, 0, 0, 0, 0, 1). Denote by ρ i : Y P(1 4 , 2) the projection from q i ∈ Y. The image of ρ 1 is the hypersurface x 2 y 2 2 + a 3 y 2 − x 1 b 4 = 0, as can be readily calculated eliminating the variable y 1 from the equations of Y. Also, denote by π : P(1, 1, 1, 1, 2, 2) P 3 the projection on the coordinates of degree 1.
The curves of Y contracted by ρ 1 are the 12 curves with deg O (1) = 1/2 given by x 1 = a 3 = b 4 = 0. Similarly, the curves of Y contracted by ρ 2 are the 12 curves with deg O (1) = 1/2 given by x 2 = a 3 = b 4 = 0. Finally, the curves contracted by π are the 24 just mentioned, plus the 3 curves C with deg O C (1) = 1 given by x 1 = x 2 = a 3 = 0; under the generality assumption 2.2(b) these are irreducible.
Assume that the curve Γ = C X (E) is the center of a maximal singularity E of a mobile linear system H ⊂ |O(n)|. By Corollary 3.3, Γ is contained in the nonsingular locus of X.
Choosing general members H 1 , H 2 of H and intersecting with a general hyperplane section S we obtain
This implies that d ≤ 2. We treat the two cases d = 2, d = 1 separately.
Case d = 2. Here π(Γ) is either a line or a conic in P 3 . In either case Γ is a nonsingular rational curve and Γ is defined scheme theoretically by quartics (with the natural embedding of P(1 4 , 2 2 ) in P 11 the curve Γ is a normal quartic). Let S ∈ |I Γ,Y (4)| be a general member; write as usual
(with L = (1/n)L nef. . . ). We easily calculate on S that Γ 2 = −8, and
This implies that γ ≤ 1 and finishes this case.
Case d = 1. Here π(Γ) ⊂ P 3 is a line, Γ is a nonsingular rational curve. Denote S 1 , S 2 two general members of the pencil |I Γ,Y (1)|, C = Bs |S 1 ∩ S 2 | the base locus. Denoting Π = π −1 πΓ ∼ = P(1, 1, 2, 2), we can also say that C = Π ∩ Y.
In the end we will show that C is reduced; for now let us assume it. We restrict to S 1 and write
Because Γ is a maximal singularity, γ ≥ γ i for all i, hence, possibly after relabelling components of C, we can assume that γ ≥ γ r ≥ · · · ≥ γ 1 . Consider the effective Q-divisor
We calculate the intersection product, on S 1 , with Γ 1 :
Note that here 1/2 ≤ deg O Γ 1 (1) ≤ 2 is a half-integer. It is completely elementary to check that Γ · Γ 1 ≥ deg O Γ 1 (1) (in doing this, it helps to note that S 1 is nonsingular outside q 1 , q 2 ). Together with the last displayed equation this implies that γ ≤ 1 and finishes the proof. It remains to show that C is reduced.
Claim. If X is general, C is reduced. This is a fairly easy exercise; the situation corresponds exactly to the quartic X 4 as treated in the proof of Theorem 6.1. In short, it is easy to see that C = Π∩Y is nonreduced if, and only if, either one of the following happens: This is enough, by Theorem 5.1, to conclude that x is not a center.
Let us now worry about the case dim B = 1; this can only happen when x ∈ B is a curve contracted by π, and as we have already noted at the start of the proof of Theorem 7.1, it is a consequence of the generality assumption 2.2(b) that B is irreducible. If deg O B (1) = 1 then write H |S = L + mB where L is the mobile part; dividing by n be obtain
where L = (1/n)L, and c = m/n. Note that B is a rational curve on S passing trough 2 simple double points. Therefore (B · B) S = −1 and, computing the self intersection of L, we get This inequality shows that x cannot be a center of maximal singularities and concludes the proof of the Theorem.
We obtain Theorem 4.8 as an easy consequence: COROLLARY 7.3. Theorem 4.8 holds.
Proof. An immediate consequence of the two Theorems just proven, and Kawamata's Theorem 3.2.
