Abstract. We construct a family of high order iteration functions for finding polynomial roots of a known multiplicity s. This family is a generalization of a fundamental family of high order algorithms for simple roots that dates back to Schröder's 1870 paper. It starts with the well known variant of Newton's methodB 2 (x) = x − s · p(x)/p (x) and the multiple root counterpart of Halley's method derived by Hansen and Patrick. Our approach demonstrates the relevance and power of algebraic combinatorial techniques in studying rational root-finding iteration functions.
Introduction
In [4] we introduced symmetric functions to the study of iterative root-finding algorithms, thus revealing the combinatorial nature of rational root-finding iteration functions. In particular, we gave a combinatorial interpretation of the Basic Family -a fundamental family of high order algorithms for finding simple roots of a polynomial. The Basic Family first appeared in Schröder's 1870 paper [14] and was later rediscovered many times under different representations. In one representation, it is known as König's family (see [1] ). In [7] , Kalantari et al. gave a purely algebraic derivation of the Basic Family and revealed many interesting minimality and uniqueness properties of this family. For some related works in this direction, see [8] , [9] , [10] , [11] and [6] .
In this article we demonstrate the power of our combinatorial approach by deriving an efficient algorithm to construct a generalized Basic Family for roots with a known multiplicity. Our exposition is organized as follows: In Section 2 we give a brief review of relevant results from [4] . In Section 3 we present a combinatorial construction of the generalized Basic Family and prove its convergence property. In Section 4 we show the connection between the Basic Family and its generalization. 
Preliminaries
First we recall some notation and results from the theory of symmetric functions. For a definitive treatment on this subject, see MacDonald [13] .
For each integer r ≥ 1, the r-th elementary symmetric function e r is the sum of all products of r distinct variables x i , the r-th complete symmetric function h r is the sum of all monomials of total degree (the sum of exponents of all its variables) r in the variables x 1 , x 2 , . . . , and the r-th power sum is the sum of r-th power of x 1 , x 2 , . . . :
Additionally, define e 0 = h 0 = 1.
The generating functions for e r , h r and q r are
Thus, H(t) = E(−t) −1 and
where E (−t) denotes the derivative of E evaluated at −t. The above relations among generating functions imply the following recursions:
We now make a connection between symmetric functions and root-finding algorithms.
Let p(x) be a polynomial of degree n with complex coefficients and let θ 1 , . . . , θ n be its complex roots. Then,
where c is the leading coefficient of p(x).
Define r j = 1/(x − θ j ), j = 1, . . . , n. Then we have Proposition 2.1 (Jin and Kalantari [4] , Lemma 3.1).
where e i is the i-th elementary symmetric function.
For each integer m ≥ 2, define the m-th order Basic Family iteration function
This is equivalent to the original definition of Basic Family given by Kalantari et al. [7] . 
The first three members of the Basic Family are
which is the well known Newton's method,
which is Halley's method, and the 4th order method
For a root of multiplicity s ≥ 2, there is a well known generalization of the 2nd order Newton's method:B
.
A generalization of the 3rd order Halley's method was derived by Hansen and Patrick [3, Equation (8.2)].
In this article, we shall show that such generalization exists for all Basic Family iteration functions, and it can be computed efficiently due to its simple combinatorial characterization.
-a family of high order methods for roots of multiplicity s
The key ingredient in our combinatorial construction is a generalization of power sums and complete symmetric functions.
Define the generalized power sums
The generalized complete symmetric functionsĥ r are defined through the following recursion:ĥ 0 = 1,
Define the m-th order generalized Basic Family iteration functions
Note that when s = 1,B m reduces to B m , an m-th order method for simple roots.
In the following subsection, we shall show thatB m is an m-th order method for roots of multiplicity s. 
Proof. By induction on k. By (3.1) and induction assumption, we havê 
So (3.4) holds for k = m. Also, by induction, it holds for all k ≥ 0.
Using the above structural lemma aboutĥ k , it is easy to derive the convergence property ofB m . 
When s = s,B m (x) has at most linear convergence for θ 1 , and
. θ 1 ) m−1ĥ m−1 (r 1 , . . . , r n )
When s = s, by (3.3) and (3.4) we havê
. 
3.2. An efficient algorithm for computingB m . LetQ(t) andĤ(t) be the generating functions forq r andĥ r , respectively. That is,
By (3.1), we haveQ
and recursion (3.2) impliesQ (t) =Ĥ (t)
H(t) .
Thus, sE(−t)Ĥ (t) = E (−t)Ĥ(t), which gives rise to the following recursion: 
Remark 3.4. For a polynomial p(x) of degree n, the normalized derivatives p (i) (x 0 )/i! can be evaluated in O(n log 2 n) time (see Kung [12] ). Furthermore,ĥ[m], the m-th term of a sequence defined via a homogeneous linear recurrence relation, can be computed in O(n log n log m) arithmetic operations (see Fiduccia [2] ). Therefore, the computational complexity ofB m (x 0 ) is O(n log n(log m + log n)).
Using the above algorithm, we can also derive the closed form formulas forB 2 ,B 3 andB 4 :
Remark 3.5. The generalized complete symmetric functionsĥ i also admit an upper Hessenberg determinantal form
This follows from the fact that by expanding the determinant along the first row we arrive at recurrence relation (3.6). When s = 1, all the coefficients c(i, j) = 1 and the above formula is equivalent to the determinantal representation of Basic Family given by [7] . then E(−t) = 1 + T , and by Taylor expansion we havê
Thus 
