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Abstract
We obtain the continuous analogs of Rakhmanov’s Theorem for polynomials orthogonal
on the unit circle. Sturm–Liouville operators and Krein systems are considered. For a Sturm–
Liouville operator with bounded potential q; we prove the following statement. If the essential
spectrum and absolutely continuous component of the spectral measure ﬁll the whole positive
half-line, then q decays at inﬁnity in the certain integral sense.
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Consider a Sturm–Liouville operator on the half-line
Haf ¼ f 00 þ qf ; ð1Þ
with boundary condition at zero f ð0Þ ¼ af 0ð0Þ; aAR,N: Assume that the potential
q is uniformly locally integrable
sup
xX0
Z xþ1
x
jqðsÞj dsoN: ð2Þ
Denote the spectral measure of the operator by raðlÞ: It is well known, that if the
potential qðxÞ decays at inﬁnity in a certain way, then the absolutely continuous
component of the spectral measure fills the whole positive half-line, i.e.,
r0aðlÞ40 ð3Þ
E-mail address: denissov@caltech.edu.
0022-1236/03/$ - see front matter r 2002 Elsevier Science (USA). All rights reserved.
PII: S 0 0 2 2 - 1 2 3 6 ( 0 2 ) 0 0 0 7 3 - 3
for a.e. l40: Note that this condition on the spectral measure implies that the
absolutely continuous spectrum of operator is Rþ: But the converse in general is
false. Indeed, if inequality (3) fails on a nowhere dense set SARþ of positive
Lebesgue measure, then the absolutely continuous spectrum of operator is Rþ: That
is because the closure of the set Rþ\S is Rþ: Meanwhile, the absolutely continuous
component of the spectral measure does not ﬁll the whole positive half-line in a sense
made precise before.
Inequality (3) was proved in each of the following cases:
1. qðxÞALpþ1ðRþÞ; qðp1ÞðxÞAL2ðRþÞ; p-integer, pX1 [3,13].
2. qðxÞ is uniformly locally square summable, i.e., supxX0
R xþ1
x
jqðsÞj2 dsoN; and
ex
R x
0 e
sqðsÞ dsAL2ðRþÞ; [5].
Under each of the following conditions, the spectrum is purely absolutely
continuous on the positive half-line [22, Theorem 15.3.]:
1. qðxÞ-0; and qðxÞ is a monotone function.
2. qðxÞAL1ðRþÞ:
We are interested in the following question: Does property (3) imply the decay
of potential at inﬁnity? The answer to this question is given by the following
theorem.
Theorem 2. Let qðxÞ be a bounded measurable function on the half-line. Assume that
the essential spectrum of the operator Ha is R
þ; and r0aðlÞ40 a.e. on Rþ: Then q
decays at infinity in the following sense: For any d40;
Z xþd
xd
qðsÞ ds-0
as x-N:
Notice that if (3) holds for some a; then it holds for all real a including a ¼N [8].
Remark. The decay of a potential in general does not imply (3). There are some
examples of potentials with decay qðxÞoCðx þ 1Þb; bo1=2; such that the spectrum
is purely singular on the positive half-line [9].
For the case of polynomials orthogonal on the unit circle, the analogous problem
was solved by Rakhmanov [14] (see also [12]). Consider the measure mðyÞ on the unit
circle and the corresponding orthonormal polynomials
jnðzÞ ¼ anzn þ?þ bn; ð4Þ
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where an40 [7]. Consider also the monic orthogonal polynomials FnðzÞ ¼ a1n jnðzÞ:
Then the following equations hold:
Fnþ1ðzÞ ¼ zFnðzÞ  %anFnnðzÞ; F0ðzÞ ¼ 1;
Fnnþ1ðzÞ ¼ FnnðzÞ  anzFnðzÞ; Fn0ðzÞ ¼ 1; ð5Þ
where FnnðzÞ is the reverse polynomial FnnðzÞ ¼ znFnð1=%zÞ: Coefﬁcients an are called
reﬂection (or Verblunsky) coefﬁcients.
Deﬁnition. A measure m is called Erd +os’ measure if m0ðyÞ40 for a.e. yA½p; p	:
Deﬁnition. A measure m is called Nevai’s measure if limn-Nan ¼ 0:
Theorem (Rakhmanov’s Theorem; [14]). Each Erd +os’ measure is Nevai’s measure.
Moreover, using the method from [12], one can estimate lim supn-Njanj above in
terms of the Lebesgue measure of the set where the derivative of m is zero. To obtain
the continuous version of this statement, we will use the continuous analogs of
polynomials orthogonal on the unit circle. These functions of exponential type were
introduced in [10]1 by Krein.
Assume that we are given a Hermitian function HðtÞ which is continuous on the
whole line. If Z x
0
jjðsÞj2 ds þ
Z x
0
Z x
0
Hðt  sÞjðtÞjðsÞ dt dsX0 ð6Þ
for any function jðtÞAC½0; x	 and any x40; then the function
gðtÞ ¼ jtj=2þ
Z t
0
ðt  sÞHðsÞ ds ð7Þ
belongs to the class GN [1, p. 214]. Therefore, we have the integral representationZ t
0
ðt  sÞHðsÞ ds ¼
Z N
N
1þ ilt
1þ l2  e
ilt
 
dsðlÞ
l2
þ ðigt  jtj=2Þ; ð8Þ
where g is a real constant. A nondecreasing function sðlÞ is such that sð0Þ ¼ 0 andZ N
N
dsðlÞ
1þ l2oN: ð9Þ
1For more details on the theory of Krein systems, see [2,6,16–21]. We would like to point out to certain
inaccuracy in Theorem 2 from [10], Theorem 2.1 from [19]. The correct statement was given in [20,21].
Unfortunately, the original version was cited in [4,6], but it does not undermine the results of these papers.
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A function HðtÞ is called the accelerant for the function gðtÞ: Assume that for any
x40; we have equality in (6) for j ¼ 0 only. In that case there exists the resolvent
Gxðt; sÞ for the kernel Hðt  sÞ on any interval ½0; x	; x40: Deﬁne the continuous
analogs of orthogonal polynomials by the formulas
Pðx; lÞ ¼ eilx 1
Z x
0
Gxðs; 0Þeils ds
 
;
P
*
ðx; lÞ ¼ 1
Z x
0
Gxð0; sÞeils ds: ð10Þ
The functions Pðx; lÞ; P
*
ðx; lÞ satisfy the following system (Krein system):
dPðx; lÞ
dx
¼ ilPðx; lÞ  AðxÞP
*
ðx; lÞ; Pð0; lÞ ¼ 1;
dP
*
ðx; lÞ
dx
¼ AðxÞPðx; lÞ; P
*
ð0; lÞ ¼ 1;
8><>: ð11Þ
where AðxÞ ¼ Gxð0; xÞ:
The system of functions fPðx; lÞg can be considered as the orthonormal system
with respect to the nondecreasing function sðlÞ:
Proposition 1 (Krein [10]). For each finite f ðxÞAL2ðRþÞ; we have the following
equality:
jjf jj22 ¼
Z N
N
jFPðlÞj2 dsðlÞ; where FPðlÞ ¼
Z N
0
f ðxÞPðx; lÞ dx:
Consequently, we have the isometric mapping UP from L
2ðRþÞ into L2ðs; RÞ: Let
eilxPð2x; lÞ ¼ jðx; lÞ þ icðx; lÞ: Then j;c are generalized eigenfunctions of the
following Dirac system:
dj
dx
¼ lc aðxÞjþ bðxÞc; jð0; lÞ ¼ 1;
dc
dx
¼ ljþ bðxÞjþ aðxÞc; cð0; lÞ ¼ 0;
8><>: ð12Þ
where aðxÞ ¼ 2RAð2xÞ; bðxÞ ¼ 2IAð2xÞ: The spectral measure of the Dirac system
(12) is 2sðlÞ [10]. Notice that if HðtÞ  0; then AðxÞ  0; Pðx; lÞ ¼ eilx; P
*
ðx; lÞ ¼ 1;
jðx; lÞ ¼ cosðxlÞ; cðx; lÞ ¼ sinðxlÞ; sðlÞ ¼ s3ðlÞ ¼ ð2pÞ1l:
Let E be any positive real number. The following statement holds true:
Theorem 1. If the coefficient AðxÞ in the Krein system is real valued, AðxÞ; A0ðxÞ are
bounded on Rþ; and s0ðlÞ40 for a.e. l; jlj4E=2; then lim supx-NjAðxÞjoCE0:1: The
constant C depends on jjAjjN; jjA0jjN only.
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We can assume without loss of generality that Að0Þ ¼ 0: Indeed, we can satisfy this
condition by changing the coefﬁcient AðxÞ on the ﬁnite interval, say, ½0; 1	: This
change can be considered as trace-class perturbation (in the resolvent sense, [15]) for
the associated Dirac system (12). Consequently, for the new Krein system, s0ðlÞ40
for a.e. l; jlj4E=2: We need some auxiliary statements to prove Theorem 1. Some of
the proofs are standard so we will be giving only the sketches.
Lemma 1. The following identities hold:
f ðxÞ þ
Z N
N
f ðyÞHðy  xÞ dy ¼
Z N
N
Z N
N
f ðyÞeilðyxÞ dy dsðlÞ; ð13Þ
where finite f ðxÞAC2ðRÞ:Z N
N
Z N
N
f ðxÞeilx dx
				 				2 dsðlÞ
¼
Z N
N
jf ðxÞj2 dx þ
Z N
N
f ðxÞ
Z N
N
Hðx  tÞf ðtÞ dt dx; ð14Þ
if f ðxÞAL2ðRÞ is finite.
Proof. Write identity (8) for t ¼ y  x: Multiply both sides by f 00ðyÞ and integrate by
parts over the whole line to obtain (13), Eq. (14) is a simple consequence of (13), it
extends to all ﬁnite square summable functions. &
Lemma 2. If AðxÞ is real-valued, and AðxÞ; A0ðxÞ are bounded, then there exists
lim
N-N
Z N
N
N2
N2 þ l2jPðx; lÞj
2
dsðlÞ  N
2

 
¼ 0 ð15Þ
uniformly in xARþ:2
Proof. For simplicity, assume that Að0Þ ¼ 0: It is known [10] that jPð2x; lÞj2 ¼
jjðx; lÞj2 þ jcðx; lÞj2; where
ðaÞ: j00  q1jþ l2j ¼ 0; jð0; lÞ ¼ 1; j0ð0; lÞ ¼ 0;
ðbÞ: c00  qcþ l2c ¼ 0; cð0; lÞ ¼ 0; c0ð0; lÞ ¼ l:
Here q ¼ a2 þ a0; q1 ¼ a2  a0; aðxÞ ¼ 2Að2xÞ: Denote the spectral measure for
the Sturm–Liouville operator Hd with potential q and Dirichlet boundary condition
at zero by rd; and for operator H
1
n with potential q1 and Neumann boundary
2Actually, this result in a sense is similar to Levitan’s results on the asymptotical behavior of the spectral
function for Sturm–Liouville operators [11].
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condition by r1n: Both operators are nonnegative and
r1nðlÞ ¼ 4sð
ﬃﬃﬃ
l
p
Þ; rdðlÞ ¼ 4
Z ﬃﬃlp
0
x2 dsðxÞ; l40: ð16Þ
Therefore, the following identity holds:Z N
N
N2
N2 þ l2 jPð2x; lÞj
2
dsðlÞ ¼ N
2
2
½Gdðx; x;N2Þ þ G1nðx; x;N2Þ	;
where Gdðx; y; zÞ; G1nðx; y; zÞ denote the Green functions for the operators Hd; H1n;
respectively. The second resolvent identity yields
Gdðx; y;N2Þ ¼Gd1ðx; y;N2Þ

Z N
0
Gd1ðx; s;N2ÞqðsÞGdðs; y;N2Þ ds; ð17Þ
G1nðx; y;N2Þ ¼Gn1ðx; y;N2Þ

Z N
0
Gn1ðx; s;N2Þq1ðsÞG1nðs; y;N2Þ ds; ð18Þ
where
Gd1ðx; y;N2Þ ¼ e
Njxyj  eNðxþyÞ
2N
;
Gn1ðx; y;N2Þ ¼ e
Njxyj þ eNðxþyÞ
2N
:
Notice that potentials qðxÞ; q1ðxÞ are bounded by the assumptions on AðxÞ: Let C
denote a positive constant whose value can change from one formula to another. If
N is large enough, we can iterate (17) and (18) to obtain the trivial estimates
jGdðx; y;N2ÞjoCN1; jG1nðx; y;N2ÞjoCN1: Then sum (17) and (18) for y ¼ x to
obtain (15). &
Remark. The estimate
sup
xX0
Z N
N
jPðx; lÞj2
l2 þ 1 dsðlÞoN ð19Þ
follows from the proof of Lemma 2.
The following statement is well known for polynomials orthogonal on the unit
circle:
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Proposition 2 (Geronimus [7]). Polynomials jjðzÞ; j ¼ 0;y; n are orthogonal with
respect to the measure jjnðyÞj2 dy:
We will need to use the following continuous analog of this statement, which,
essentially, was proved in [16].
Lemma 3. Consider the function
bfaðlÞ ¼ Z N
N
f ðxÞeilx dx;
where f ðxÞAL2ðRÞ with support on ½0; a	: Then the following identity holds:
2p
Z N
N
j bfaðlÞj2 ds ¼ Z N
N
j bfaðlÞj2 dljPðx; lÞj2; ð20Þ
provided that x4a:
Proof. From [16] (formulas (2.3), (3.7)), the following relation follows:Z N
N
j bfaðlÞj2 dljPðx; lÞj2 ¼
Z N
N
j bfaðlÞj2 1þ 2R Z N
0
HxðtÞeilt dt

 
dl; ð21Þ
where HxðtÞ is some function that satisﬁes the following conditions:
ð1Þ
Z N
0
jHxðtÞj dtoN;
ð2Þ HxðtÞ ¼ HðtÞ; if tox:
Here HðtÞ denotes the accelerant of the Krein system. The right-hand side of (21) is
equal to Z N
N
j bfaðlÞj2 dl
þ 2R
Z N
0
HxðtÞ dt
Z N
N
eilt
Z N
N
eils
Z a
0
f ðyÞf ðy þ sÞ dy
 
ds

 
dl
¼
Z N
N
j bfaðlÞj2 dlþ 4pR Z N
0
HxðtÞ dt
Z a
0
f ðyÞf ðy þ tÞ dy

 
:
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The function
R a
0 f ðyÞf ðy þ tÞ dy is ﬁnite with support on ½a; a	: Therefore, if x4a;
then
Z N
0
HxðtÞ dt
Z a
0
f ðyÞf ðy þ tÞ dy

 
¼
Z N
0
HðtÞ dt
Z a
0
f ðyÞf ðy þ tÞ dy

 
: ð22Þ
From (14) and (22), one can obtain (20). &
Remark. Using the same argument and formula (13), one can show that if f ðxÞ is a
ﬁnite C2ðRÞ function with support on ½a; a	; and bfaðlÞ ¼ RNN f ðxÞeilx dx; thenZ N
N
bfaðlÞ dljPðx; lÞj2 ¼ 2p
Z N
N
bfaðlÞ ds;
provided that x4a:
The following corollary is a consequence of the remark given above and standard
approximation procedure.
Corollary. If f ðlÞ is a finite continuous function on R; then
Z N
N
f ðlÞ dljPðx; lÞj2-2p
Z N
N
f ðlÞ ds;
as x-N:
Proof. To use the standard approximation procedure, we apply remark after Lemma
3 and the following uniform bound:
Z N
N
dl
ðl2 þ 1ÞjPðx; lÞj2 ¼ 2R
Z N
N
O
*
ðx; lÞ dl
ðl2 þ 1ÞP
*
ðx; lÞ ¼ 2pR
O
*
ðx; iÞ
P
*
ðx; iÞoC;
uniformly in xARþ (see [16,17]). Here ðO;O
*
Þ is a solution of the second kind for the
Krein system [16]. &
Lemma 4 (Mate et al. [12]). Let n be a finite positive Borel measure on R that is
singular with respect to the Lebesgue measure. Then there is a sequence fhng of
continuous functions on the real line such that 0ohnðxÞp1 for all x; limn-NhnðxÞ ¼ 1
a.e., and limn-N
RN
N hnðxÞ dnðxÞ ¼ 0:
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Lemma 5. Under the conditions of Theorem 1, the following inequality holds:
Np 3
2
E  d1ðNÞo lim inf
x-N
Z N
N
Pðx; lÞ
Pð2x; lÞ
				 				 N2N2 þ l2 dl;
where d1ðNÞ-0 as N-N:
Proof. The proof uses one idea from [12]. Fix any N40: Let f be any nonnegative
ﬁnite continuous function. Then the Cauchy inequality yields
Z N
N
ðf s0Þ14 N
2
N2 þ l2 dl
p
Z N
N
Pðx; lÞ
Pð2x; lÞ
				 				 N2
N2 þ l2 dl

 1
2
N2
Z N
N
jPð2x; lÞj2
N2 þ l2 ds
" #1
4

Z N
N
f ðlÞN2
ðN2 þ l2ÞjPðx; lÞj2 dl
" #1
4
:
Take lim infx-N of both sides and use Lemma 2 for the second factor and the
corollary for the third one
Z N
N
ðf s0Þ14 N
2
N2 þ l2 dlp lim infx-N
Z N
N
Pðx; lÞ
Pð2x; lÞ
				 				 N2
N2 þ l2 dl

 1
2
 ðN=2þ dðNÞÞ14  2p
Z N
N
f ðlÞN2
N2 þ l2 ds

 1
4
;
where dðNÞ-0 as N-N:
Fix M40 such that f7Mg are not the point masses for the measure s: Consider
the restriction of the measure s to the segment ½M; M	: By Lemma 4, we can
choose continuous functions fhlg such that 0ohlp1; liml-Nhl ¼ 1 a.e., and
liml-N
RM
M hlðlÞ dss ¼ 0: For any e40; choose continuous gk with support on
½M; M	 such that 0ogkðlÞpe1; limk-N gkðlÞ ¼ ðs0 þ eÞ1 almost everywhere on
½M; M	: Fix e; then take f ¼ hlgk: Let l-N; then k-N; e-0; and M-N: We
have
Np 3
2
E  d1ðNÞo lim inf
x-N
Z N
N
Pðx; lÞ
Pð2x; lÞ
				 				 N2N2 þ l2 dl;
where d1ðNÞ-0 as N-N: &
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Lemma 6. If AðxÞ is real-valued, and AðxÞ; A0ðxÞ are bounded, then
lim sup
x-N
Z N
N
Pðx; lÞ
Pð2x; lÞ
				 				2 N2
N2 þ l2 dl
¼ 2p lim sup
x-N
Z N
N
jPðx; lÞj2 N
2
N2 þ l2 ds ¼ Npþ dðNÞ; ð23Þ
where dðNÞ-0 as N-N:
Proof. The second equality is the consequence of Lemma 2. So we need to prove
only the ﬁrst one. Fix any N40: We have the following trivial identity:
1
l2 þ N2 ¼
Z N
0
eNxeilx dx
				 				2¼ jka1ðlÞ þ ka2ðlÞj2;
where
ka1ðlÞ ¼
Z a
0
eNxeilx dx ¼ 1þ e
ðilNÞa
il N ; jk
a
1ðlÞjo
2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l2 þ N2
p ;
ka2ðlÞ ¼
Z N
a
eNxeilx dx ¼ e
ðilNÞa
il N ; jk
a
2ðlÞjo
eaNﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l2 þ N2
p :
Z N
N
jka1ðlÞj2
jPðx; lÞj2
jPð2x; lÞj2 dl ¼ 2p
Z N
N
jka1ðlÞj2jPðx; lÞj2 dsðlÞ;
if x4a: It follows from representation (10) for P
*
ðx; lÞ; identity jPðx; lÞj ¼
jP
*
ðx; lÞj; and Lemma 3. So we only need to prove that the integralZ N
N
Pðx; lÞ
Pð2x; lÞ
				 				2 11þ l2 dl ð24Þ
is bounded uniformly in x41: That will allow us to use the standard approximation
procedure taking a to inﬁnity. Consider the auxiliary function sðlÞ ¼ R 1
0
exeilx dx ¼
ð1 eil1Þð1 ilÞ1: We have
jsðlÞj2 ¼ 1þ e
2  2e1 cos l
l2 þ 1 :
Therefore, C1ð1þ l2Þ1ojsðlÞj2oC2ð1þ l2Þ1: So,Z N
N
Pðx; lÞ
Pð2x; lÞ
				 				2 11þ l2 dloC
Z N
N
Pðx; lÞ
Pð2x; lÞ
				 				2jsðlÞj2 dl:
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We can use Lemma 3 and estimate (19) to show that the right-hand side is bounded
uniformly for x41: Therefore, (23) holds. &
Lemma 7. Under the conditions of Theorem 1, we have
lim sup
x-N
Z N
N
jPðx; lÞj2
1þ l2 ds
Z N
N
ds3
1þ l2
					
					pC ﬃﬃﬃﬃEp ; ð25Þ
where the constant C depends on jjAjjN; jjA0jjN only.
Proof. Notice that
1
l2 þ 1 ¼
Z N
0
exeilx dx
				 				2¼ jga1ðlÞ þ ga2ðlÞj2;
where
ga1ðlÞ ¼
Z a
0
exeilx dx ¼ 1þ e
ðil1Þa
il 1 ; jg
a
1ðlÞjp
2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l2 þ 1
p ;
ga2ðlÞ ¼
Z N
a
exeilx dx ¼ e
ðil1Þa
il 1 ; jg
a
2ðlÞjp
eaﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l2 þ 1
p :
Because of estimate (9) on the measure and inequality (19), it sufﬁces to prove that
lim sup
x-N
Z N
N
jPðx; lÞj2jga1ðlÞj2 ds
Z N
N
jga1ðlÞj2 ds3
				 				pC ﬃﬃﬃﬃEp ;
for any a40: For x large enough, the following identity holds:
2p
Z N
N
jPðx; lÞj2jga1ðlÞj2 ds ¼
Z N
N
jPðx; lÞj2
jPð2x; lÞj2jg
a
1ðlÞj2 dl:
Indeed, jPðx; lÞj ¼ jP
*
ðx; lÞj: For P
*
ðx; lÞ; we have the representation
P
*
ðx; lÞ ¼ 1
Z x
0
Gxð0; sÞeils ds;
which shows that P
*
ðx; lÞga1ðlÞ is the function to which Lemma 3 is applicable if
x4a:
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Take N to be any positive constant. The following estimates are trivial:Z N
N
jPðx; lÞj2
jPð2x; lÞj2jg
a
1ðlÞj2 dl
Z N
N
jga1ðlÞj2 dl
					
					
p
Z N
N
Pðx; lÞ
Pð2x; lÞ
				 				 1				 				 Nﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N2 þ l2
p
 Pðx; lÞ
Pð2x; lÞ
				 				þ 1
 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N2 þ l2
p
N
jga1ðlÞj2 dl
p
Z N
N
jPðx; lÞj
jPð2x; lÞj  1

 2
N2
N2 þ l2 dl
" #1
2

Z N
N
jPðx; lÞj
jPð2x; lÞj þ 1

 2
16ðN2 þ l2Þ
N2ð1þ l2Þ2 dl
" #1
2
: ð26Þ
Here we used the Cauchy inequality and the estimate jga1ðlÞjp2ðl2 þ 1Þ1=2: The
second factor in (26) being squared is less thanZ N
N
2
Pðx; lÞ
Pð2x; lÞ
				 				2þ2
" #
16
ð1þ l2Þ dloC
for all x41: That follows from the proof of Lemma 6, formula (24). For the ﬁrst
factor, we have
0p lim sup
x-N
Z N
N
jPðx; lÞj
jPð2x; lÞj  1

 2
N2
N2 þ l2 dl
p lim sup
x-N
Z N
N
Pðx; lÞ
Pð2x; lÞ
				 				21
" #
N2
N2 þ l2 dl
 2 lim inf
x-N
Z N
N
Pðx; lÞ
Pð2x; lÞ
				 				 1  N2
N2 þ l2 dl

 
pCE þ d2ðNÞ;
where d2ðNÞ-0 as N-N: Here we used Lemma 6 for the ﬁrst term and Lemma 5
for the second one. Because N can be chosen as an arbitrary positive number, we
have (25). &
Remark. In the same way, one can prove that for any k41;
lim sup
x-N
Z N
N
jPðx; lÞj2
k2 þ l2 dsðlÞ 
Z N
N
ds3ðlÞ
k2 þ l2
					
					pC ﬃﬃﬃﬃEp :
The constant C depends on jjAjjN; jjA0jjN only.
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Proof of Theorem 1. Using the calculations from Lemma 2, one can see that the
statement of the remark above can be written in the following way. For any k41; we
have
lim sup
x-N
j½Gdðx; x;k2Þ þ G1nðx; x;k2Þ	
 ½Gd1ðx; x;k2Þ þ Gn1ðx; x;k2Þ	jpC
ﬃﬃﬃﬃ
E
p
:
From the second resolvent formula for operators Hd; H
1
n ; we have
Gdðx; x;k2Þ ¼Gd1ðx; x;k2Þ

Z N
0
Gd1ðx; s;k2Þ
 2
qðsÞ ds þ Wdðx; kÞ; ð27Þ
G1nðx; x;k2Þ ¼Gn1ðx; x;k2Þ

Z N
0
Gn1ðx; s;k2Þ
 2
q1ðsÞ ds þ W 1n ðx; kÞ; ð28Þ
where jWdðx; kÞjoCk5; jW 1n ðx; kÞjoCk5: Adding (27) and (28), we have an
estimate
k2
Z N
0
e2kjxsja2ðsÞ dsoC½Iðx; kÞ þ k5	;
where lim supx-NIðx; kÞp
ﬃﬃﬃﬃ
E
p
; and constant C does not depend on k and E:
Because A0ðxÞ is bounded, we have an estimate
k3 lim sup
x-N
jaðxÞj2pCð
ﬃﬃﬃﬃ
E
p
þ k5Þ; ð29Þ
where the constant C depends on jjAjjN; jjA0jjN only. Choosing k ¼ E0:1; we obtain
lim sup
x-N
jAðxÞjpCE0:1: & ð30Þ
Remark. In the case E ¼ 0; we have the direct analog of Rakhmanov’s Theorem:
under some a priori assumptions on AðxÞ; the a.e. positivity of s0ðlÞ guarantees the
decay of AðxÞ at inﬁnity. It is likely that the exponent 0:1 in (30) is far from optimal,
but it is good enough for our purpose.
Consider the Sturm–Liouville operator Ha; given by (1).
Theorem 2. Let qðxÞ be a bounded measurable function on the half-line. Assume that
the essential spectrum of the operator Ha is R
þ; and r0aðlÞ40 a.e. on Rþ: Then q
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decays at infinity in the following sense: For any d40;Z xþd
xd
qðsÞ ds-0
as x-N:
Proof. The change of constant a preserves conditions of the theorem, so we can
consider only the Neumann boundary condition at zero. Fix any d40: Introduce the
number
u ¼ lim sup
x-N
Z xþd
xd
qðsÞ ds
				 				: ð31Þ
Our goal is to prove that u ¼ 0: Let l0ol1o?o0; c0ðxÞ;c1ðxÞ;y denote the
negative eigenvalues and corresponding eigenfunctions, respectively. It is well known
that each cnðxÞ has n zeroes in Rþ [22, Theorem 14.2]. For any n; choose the point xn
such that c0nðxnÞ ¼ 0 and cnðxÞ has no zeroes in x4xn: Consider the sequence of
operators Hn given on the intervals ½xn;NÞ by the same potential restricted to that
interval and Neumann boundary condition at xn: Due to the choice of xn; these
operators have the following properties:
1. The absolutely continuous component of the spectral measure ﬁlls the positive
half-line.
2. The discrete spectrum is concentrated on the interval ½ln; 0Þ:
3. For each operator Hn; introduce the numbers un by the formula
un ¼ lim sup
x4xn;x-N
Z xþd
xd
qðsÞ ds
				 				: ð32Þ
Then, evidently, un ¼ u:
We will show that u ¼ 0 by proving un ¼ %oð1Þ as n-N: Consider the operatorcHn ¼ Hn þ 2jlnj: Now we reduce the Sturm–Liouville operator to a certain Krein
system. Consider the function fnðxÞ such that f00n þ ðq þ 2jlnjÞfn ¼ 0; f0nðxnÞ ¼ 0;
and fnðxnÞ ¼ 1: Because cHnXjlnj; the function fnðxÞ is positive. Let anðxÞ ¼
f0nðxÞf1n ðxÞ: It is easy to see that anðxnÞ ¼ 0 and
q þ 2jlnj ¼ a2n  a0n: ð33Þ
Let us prove that janðxÞjp
ﬃﬃﬃﬃ
C
p
; where the constant C does not depend on n and x:
Indeed, a0n ¼ q  2jlnj þ a2n: Therefore, a0nðxÞXa2nðxÞ  C with C ¼ jjqjjN þ 2jl0j:
Consequently, anðxÞX
ﬃﬃﬃﬃ
C
p
: Let us show that anðxÞp
ﬃﬃﬃﬃ
C
p
: Assume that for some xˆ;
we have anðxˆÞ4
ﬃﬃﬃﬃ
C
p
: Then, anðxÞ4
ﬃﬃﬃﬃ
C
p
for any xXxˆ: That means f0nðxÞf1n ðxÞpﬃﬃﬃﬃ
C
p
; which guarantees the exponential decay of fn: But that is impossible because 0
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is the regular point for cHn: From the Riccati equation (33), we have the estimate
on the derivatives as well: ja0nðxÞjoC; with some constant C: Consider the Krein
system with AnðxÞ ¼ 21anðxn þ x=2Þ: Let sn be the corresponding measure. From
(16), we know that s0nðlÞ40 for a.e. l; jlj44jlnj2: ln-0 as n-N: Therefore,
Theorem 1 yields lim supx-N jAnðxÞj ¼ %oð1Þ as n-N: Consequently, integrating
the Riccati equation (33) from x  d to x þ d; we have u ¼ un ¼ %oð1Þ as n-N: Thus,
u ¼ 0: &
Remark. Notice that there are some bounded qðxÞX0; qðxÞAL1ðRþÞ such that qðxÞ
does not tend to zero at inﬁnity. Nevertheless, the spectrum is purely absolutely
continuous on Rþ: On the other hand, if we add the constraint q0ALNðRþÞ to the
conditions of Theorem 2, then qðxÞ-0 at inﬁnity.
Remark. The method used to prove Theorem 2 was applied recently [23] to obtain
the analog of Rakhmanov’s theorem for Jacobi matrices.
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