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.2013.09.0Abstract In this paper, we introduce a method to solve systems of linear Fredholm integro-differ-
ential equations in terms of Fibonacci polynomials. First, we present some properties of these poly-
nomials then a new approach implementing a collocation method in combination with matrices of
Fibonacci polynomials is introduced to approximate the solution of high-order linear Fredholm
integro-differentail equations systems with variable coefﬁcients under the mixed conditions. Numer-
ical results with comparisons are given to conﬁrm the reliability of the proposed method for solving
these systems of equations.
 2013 Production and hosting by Elsevier B.V. on behalf of Ain Shams University.1. Introduction
Systems of integro-differential equations have a major role in
the ﬁelds of science and engineering, such as nano-hydrody-
namics [1], glass-forming process [2], dropwise condensation
[3], wind ripple in the desert [4], modelling the competition be-
tween tumor cells and the immune system [5] and, examining
the noise term phenomenon [6].
The concept of a system of integro-differential equations
has motivated a huge amount of research work in recent years.
There are several numerical methods for solving system of lin-
ear and nonlinear integro-differential equations, for example,
the Adomian decomposition methods [7], He’s homotopy851 2355466.
ac.ir, f.mirzaee@iust.ac.ir (F.
Shams University.
g by Elsevier
ng by Elsevier B.V. on behalf of A
02perturbation method [8,9], variational iteration method [10],
the Chebyshev polynomial method [11], the rationalized Haar
functions method [12], Galerkin methods with hybrid func-
tions [13], the Tau method [14], the differential transform
method [15], Runge–Kutta methods [16], the spline approxi-
mation method [17], the block pulse functions method [18],
the spectral method [19], the ﬁnite difference approximation
method [20].
Recently, Mirzaee and Hoseini adapted the matrix method
for the Fibonacci polynomials. They have been used the Fibo-
nacci matrix method to ﬁnd approximate solutions of singu-
larly perturbed differential–difference equations [21].
In the present paper, we introduce a method to solve a sys-
tem of high-order linear Fredholm integro-differential equa-
tions with variable coefﬁcients in the formXm
n¼0
Xl
j¼1
pnijðxÞyðnÞj ðxÞ ¼ giðxÞ þ
Z b
a
Xl
j¼1
Kijðx; tÞyjðtÞdt;
i ¼ 1; 2; . . . ; l; 0 6 a 6 x 6 b; ð1Þin Shams University.
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conditionsXm1
j¼0
ani;jy
ðjÞ
n ðaÞ þ bni;jyðjÞn ðbÞ
 
¼ kn;i; i ¼ 0; . . . ;m 1;
n ¼ 1; 2; . . . ; l; ð2Þ
where y
ð0Þ
j ðxÞ ¼ yjðxÞ is an unknown function. Also, pnijðxÞ,
gi(x) and Kij(x, t) are known functions deﬁned on the interval
a 6 x, t 6 b. Moreover, the functions Kij(x, t) for
i,j= 1,2, . . . , l can be expanded Maclaurin series and ani;j; b
n
i;j
and kn,i, i,j= 0,1, . . . ,m  1, n= 1,2, . . . , l are appropriate
constants.
We want to approximate the solution of (1) as follows:
yiðxÞ ’
XNþ1
n¼1
ai;nFnðxÞ; i ¼ 1; 2; . . . ; l; 0 6 a 6 x 6 b; ð3Þ
where ai,n, n= 1,2, . . . ,N+ 1 are the unknown Fibonacci
coefﬁcients, N is any arbitrary positive integer such that
NP m, and Fn(x), n= 1,2, . . . ,N+ 1 are the Fibonacci poly-
nomials that we introduced them in Section 2.
2. The Fibonacci polynomials and properties
Leonardo of Pisa also known as Leonardus Pisanus, or, most
commonly, Fibonacci (from ‘‘ﬁlius Bonacci’’), was an Italian
mathematician of the 13th century.
Fibonacci is the best known to the modern world for the
spreading of the Hindu–Arabic numerical system in Europe,
primarily through the publication in 1202 of his Liber Abaci
(Book of Calculation), and for a number sequence named
the Fibonacci numbers after him, which he did not discover
but used as an example in the Liber Abaci. In Fibonacci’s
Liber Abaci book, chapter 12, he posed, and solved, a problem
involving the growth of a population of rabbits based on
idealized assumptions. The solution, generation by generation,
was a sequence of numbers later known as Fibonacci numbers.
The number sequence was known to Indian mathematicians as
early as the 6th century, but it was Fibonacci’s Liber Abaci
that introduced it to the West. In the Fibonacci sequence of
numbers, each number is the sum of the previous two numbers,
starting with 0 and 1. This sequence begins 0, 1, 2, 3, 5,. . . [22].
Deﬁnition 1. For any positive real number k, the k-Fibonacci
sequence, say {Fk,n}n2N is deﬁned recurrently by
Fk;nþ1 ¼ kFk;n þ Fk;n1; nP 1; ð4Þ
with initial conditions
Fk;0 ¼ 0; Fk;1 ¼ 1: ð5Þ
Particular cases of the k-Fibonacci sequence are con-
structed from the following relations
if k= 1, the classical Fibonacci sequence is obtained:
F0 ¼ 0; F1 ¼ 1; Fnþ1 ¼ Fn þ Fn1; nP 1;
if k= 2, the Pell sequence appears:
P0 ¼ 0; P1 ¼ 1; Pnþ1 ¼ 2Pn þ Pn1; nP 1;
if k= 3, the following sequence appears:
H0 ¼ 0; H1 ¼ 1; Hnþ1 ¼ 3Hn þHn1; nP 1:If k be a real variable x then Fk,n = Fx,n and they
correspond to the Fibonacci polynomials deﬁned by
Fnþ1ðxÞ ¼
1; n ¼ 0
x; n ¼ 1;
xFnðxÞ þ Fn1ðxÞ; n > 1
8><>: ð6Þ
from where the ﬁrst six Fibonacci polynomials are
F1ðxÞ ¼ 1;
F2ðxÞ ¼ x;
F3ðxÞ ¼ x2 þ 1;
F4ðxÞ ¼ x3 þ 2x;
F5ðxÞ ¼ x4 þ 3x2 þ 1;
F6ðxÞ ¼ x5 þ 4x3 þ 3x;
and from these expressions, as for the k-Fibonacci numbers we
can write
Fnþ1ðxÞ ¼
Xbn2c
i¼0
n i
i
 
xn2i; nP 0; ð7Þ
where bn
2
c denotes the greatest integer in n
2
. Fig. 1 displays the
behavior of the ﬁrst six Fibonacci polynomials.
Note that F2n(0) = 0 and x= 0 is the only real root, while
F2n+1(0) = 1 with no real roots. Also for x= k 2 N we obtain
the elements of the k-Fibonacci sequences [23].
The Fibonacci polynomials have generating function [22]
Gðx; tÞ ¼ t
1 t2  tx ¼
X1
n¼1
FnðxÞtn
¼ tþ xt2 þ ðx2 þ 1Þt3 þ ðx3 þ 2xÞt4 þ . . . :
The Fibonacci polynomials are normalized so that
Fnð1Þ ¼ Fn;
where the Fn is nth Fibonacci number.
Note ﬁrst, that the equations for the Fibonacci polynomials
may be written in matrix form as F(x) = B X(x), where F(x) =
[F1(x), F2(x), F3(x), . . . , FN+1(x)]
T, X(x) = [1, x, x2, x3, . . . ,
xN]T, and B is the lower triangular matrix with entrances the
coefﬁcients appearing in the expansion of the Fibonacci
polynomials in increasing powers of x. For example, if N= 7
B ¼
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
1 0 1 0 0 0 0 0
0 2 0 1 0 0 0 0
1 0 3 0 1 0 0 0
0 3 0 4 0 1 0 0
1 0 6 0 5 0 1 0
0 4 0 10 0 6 0 1
0BBBBBBBBBBBBBBBBB@
1CCCCCCCCCCCCCCCCCA
:
Note that in matrix B the non-zero entrances build precisely
the diagonals of the Pascal triangle and the sum of the ele-
ments in the same row gives the classical Fibonacci sequence.
In addition, matrix B is invertible, and
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Fig. 1 The behavior of the ﬁrst six Fibonacci polynomials.
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1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
1 0 1 0 0 0 0 0
0 2 0 1 0 0 0 0
2 0 3 0 1 0 0 0
0 5 0 4 0 1 0 0
5 0 9 0 5 0 1 0
0 14 0 14 0 6 0 1
0BBBBBBBBBBBBB@
1CCCCCCCCCCCCCA
;
and, therefore xn may be written as linear combination of
Fibonacci polynomials
1 ¼ F1ðxÞ;
x ¼ F2ðxÞ;
x2 ¼ F3ðxÞ  F1ðxÞ;
x3 ¼ F4ðxÞ  2F2ðxÞ;
x4 ¼ F5ðxÞ  3F3ðxÞ þ 2F1ðxÞ;
x5 ¼ F6ðxÞ  4F4ðxÞ þ 5F2ðxÞ;
x6 ¼ F7ðxÞ  5F5ðxÞ þ 9F3ðxÞ  5F1ðxÞ;
..
.
These expansions are given in closed form in the following
theorem, which is the version of the Zeckendorf’s theorem for
the Fibonacci polynomials. Zeckendorf’s theorem establishes
that every integer may be written in a unique way as sum of
non-consecutive Fibonacci numbers. For the Fibonacci poly-
nomials we have the following result [23].
Theorem 1 [23]. For every integer nP 1, xn1 may be written
in a unique way as linear combination of the n ﬁrst Fibonacci
polynomials as
xn1 ¼
Xbn2c
n¼0
ð1Þi n
i
 
 n
i 1
  
Fn2iðxÞ;
where
n
1
 
¼ 0.3. Function approximation
In Section 2, we expressed F(x) in the matrix form as follows:
FðxÞ ¼ BXðxÞ; ð8Þ
where
FðxÞ ¼ ½F1ðxÞ;F2ðxÞ;F3ðxÞ; . . . ;FNþ1ðxÞT;
XðxÞ ¼ ½1; x; x2; x3; . . . ; xNT:
Suppose the solution of the system of integro-differential
Eq. (1) expressed in terms of the Fibonacci polynomials such
as (3). Then the function deﬁned in the relation (3) can be writ-
ten in matrix form
yjðxÞ ’ AjFðxÞ; j ¼ 1; 2; . . . ; l; ð9Þ
where Aj = [aj,1, aj,2, . . . , aj,N+1]. Then from Eq. (8)
yjðxÞ ’ AjBXðxÞ; j ¼ 1; 2; . . . ; l: ð10Þ
The differentiation of vector X(x) in Eq. (8), can be ex-
pressed as
Xð1ÞðxÞ ¼ DXðxÞ; ð11Þ
where
D ¼
0 0 0 . . . 0 0
1 0 0 . . . 0 0
0 2 0 . . . 0 0
..
. ..
. ..
. . .
. ..
. ..
.
0 0 0 . . . N 0
0BBBBBB@
1CCCCCCA:
If we approximate yj(x). BX(x), then for iP 2 (i is the or-
der derivatives) we get
XðiÞðxÞ ¼ DXði1ÞðxÞ ¼ D2Xði2ÞðxÞ ¼ . . . ¼ DiXðxÞ; ð12Þ
and therefore
FðiÞðxÞ ¼ BXðiÞðxÞ ¼ BDiXðxÞ; i ¼ 1; 2; . . . ;m; ð13Þ
then
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ðiÞ
j ðxÞ ’ AjFðiÞðxÞ
¼ AjBXðiÞðxÞ
¼ AjBDiXðxÞ
¼ XTðxÞDTiBTATj ; i ¼ 1; 2; . . . ;m; j ¼ 1; 2; . . . ; l:
ð14Þ
Therefor, the matrices y(i)(x), i= 0, 1, . . . , m can be ex-
pressed as follows:
yðiÞðxÞ ’ XðxÞDiBA; ð15Þ
where
yðiÞðxÞ¼
y
ðiÞ
1 ðxÞ
y
ðiÞ
2 ðxÞ
..
.
y
ðiÞ
l ðxÞ
2666664
3777775; A¼
AT1
AT2
..
.
ATl
2666664
3777775
l1
; XðxÞ¼
XTðxÞ 0 . . . 0
0 XTðxÞ . . . 0
..
. ..
. . .
. ..
.
0 0 . . . XTðxÞ
266664
377775
ll
;
B ¼
BT 0 . . . 0
0 BT . . . 0
..
. ..
. . .
. ..
.
0 0 . . . BT
266664
377775
ll
; D ¼
DT 0 . . . 0
0 DT . . . 0
..
. ..
. . .
. ..
.
0 0 . . . DT
266664
377775
ll
:4. Method of solution
Consider the system (1) and write it in the matrix form
Xm
i¼0
PiðxÞyðiÞðxÞ ¼ gðxÞ þ IðxÞ; ð16Þ
where
PiðxÞ¼
pi1;1ðxÞ pi1;2ðxÞ . . . pi1;lðxÞ
pi2;1ðxÞ pi2;2ðxÞ . . . pi2;lðxÞ
..
. ..
. . .
. ..
.
pil;1ðxÞ pil;2ðxÞ . . . pil;lðxÞ
2666664
3777775; yðiÞðxÞ¼
y
ðiÞ
1 ðxÞ
y
ðiÞ
2 ðxÞ
..
.
y
ðiÞ
l ðxÞ
2666664
3777775; GðxÞ¼
g1ðxÞ
g2ðxÞ
..
.
glðxÞ
266664
377775;
IðxÞ¼
Z b
a
Kðx; tÞyðtÞdt; Kðx; tÞ¼
K1;1ðx; tÞ K1;2ðx;tÞ . . . K1;lðx; tÞ
K2;1ðx; tÞ K2;2ðx;tÞ . . . K2;lðx; tÞ
..
. ..
. . .
. ..
.
Kl;1ðx; tÞ Kl;2ðx; tÞ . . . Kl;lðx; tÞ
266664
377775;
IðxÞ ¼
I1ðxÞ
I2ðxÞ
..
.
IlðxÞ
266664
377775; IiðxÞ ¼
Z b
a
Xl
j¼1
Ki;jðx; tÞyjðtÞdt: ð17Þ
We can approximate the kernel function ki,j(x, t) by trun-
cated Taylor series [24] and the truncated Fibonacci series,
respectively,
Ki;jðx; tÞ ’
XN
m¼0
XN
n¼0
kijmnx
mtn; Ki;jðx; tÞ
’
XN
m¼0
XN
n¼0
kijmnFmðxÞFnðtÞ; ð18Þ
whereki;jmnðx; tÞ ¼
1
m!n!
@mþnKð0; 0Þ
@xm@tn
; m; n ¼ 0; 1; 2; . . . ;N;
i; j ¼ 1; 2; . . . ; l:
We can write relation (18) in the matrix form as follows:
Ki;jðx; tÞ ’ XTðxÞkijXðtÞ; kij ¼ ½kijmn; ð19Þ
and
Ki;jðx; tÞ ’ FTðxÞkijFðtÞ; kij ¼ ½kijmn: ð20Þ
From Eqs. (19) and (20), we have
XTðxÞkijXðtÞ ¼ FTðxÞkijFðtÞ ) XTðxÞkijXðtÞ
¼ XTðxÞBTkijBXðtÞ: ð21Þ
After substituting the Eqs. (10) and (20) in Eq. (17), we get
IiðxÞ ¼
Z b
a
Xl
j¼1
FTðxÞkijFðtÞXTðtÞBTATj dt
¼
Xl
j¼1
Z b
a
FTðxÞkijFðtÞXTðtÞBTATj dt
¼
Xl
j¼1
FTðxÞkijQATj ;
ð22Þ
where
Q ¼
Z b
a
FðtÞXTðtÞBTdt ¼
Z b
a
BXðtÞXTðtÞBTdt ¼ BHBT;
and
H ¼
Z b
a
XTðtÞXðtÞdt ¼ ½hr;s; hr;s ¼ b
rþsþ1  arþsþ1
rþ sþ 1 ;
r; s ¼ 0; 1; 2; . . . ;N;
then from (8) and (22), we have the matrix
IiðxÞ ¼
Xl
j¼1
XTðxÞBTkijQATj : ð23Þ
We deﬁne the collocation points as follows
xs ¼ aþ b a
N
s; s ¼ 0; 1; 2; . . . ;N: ð24Þ
By placing these points in Eq. (16) we getXm
i¼0
PiðxsÞyðiÞðxsÞ ¼ gðxsÞ þ IðxsÞ;
so we can writeXm
i¼0
PiY
i ¼ Gþ I; ð25Þ
where
Pi ¼
Piðx0Þ 0 . . . 0
0 Piðx1Þ . . . 0
..
. ..
. . .
. ..
.
0 0 . . . PiðxNÞ
266664
377775; Yi ¼
yðiÞðx0Þ
yðiÞðx1Þ
..
.
yðiÞðxNÞ
266664
377775; G¼
gðx0Þ
gðx1Þ
..
.
gðxNÞ
266664
377775; I¼
Iðx0Þ
Iðx1Þ
..
.
IðxNÞ
266664
377775:
By placing the collocation points (24) in relation (15), we
obtain
yðiÞðxsÞ ’ XðxsÞDiBA; s ¼ 0; 1; . . . ;N;
i ¼ 0; 1; . . . ; l; ð26Þ
which can be written as
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where
XðxsÞ ¼
XTðxsÞ 0 . . . 0
0 XTðxsÞ . . . 0
..
. ..
. . .
. ..
.
0 0 . . . XTðxsÞ
266664
377775; s ¼ 0; 1; . . . ;N;
and
eX ¼
Xðx0Þ
Xðx1Þ
..
.
XðxNÞ
266664
377775:
Then we collocate Eq. (23) at N+ 1 collocation points and
hence we have
½IiðxsÞ ¼
Xl
j¼1
XTðxsÞBTkijQATj ; s ¼ 0; 1; . . . ;N;
i ¼ 1; . . . ; l: ð28Þ
Similarly, by placing the collocation points into the matrix
I(x) and using relation (28), we have
IðxsÞ ¼
I1ðxsÞ
I2ðxsÞ
..
.
IlðxsÞ
266664
377775 ¼ XðxsÞBkfQA; ð29Þ
where
B ¼
BT 0 . . . 0
0 BT . . . 0
..
. ..
. . .
. ..
.
0 0 . . . BT
266664
377775
ll
; IðxsÞ ¼
I1ðxsÞ
I2ðxsÞ
..
.
IlðxsÞ
266664
377775;
kf ¼
k11 k12 . . . k1l
k21 k22 . . . k2l
..
. ..
. . .
. ..
.
kl1 kl2 . . . kll
266664
377775
ll
; Q¼
Q 0 . . . 0
0 Q . . . 0
..
. ..
. . .
. ..
.
0 0 . . . Q
266664
377775
ll
; A¼
AT1
AT2
..
.
ATl
2666664
3777775
l1
:
Therefore, we can express matrix I in matrix form in terms
of the matrix of the Fibonacci coefﬁcients A by using relation
(29) as follows:Table 1 Numerical results of solutions y1(x) of Eq. (39).
x Exact solution Present method
y1(x) = sin(x) y1,3(x)
0.0 0.0 8.68870193185e17
0.1 0.09983341664683 0.09983619519825
0.2 0.19866933079506 0.19868956158603
0.3 0.29552020666134 0.29557727035286
0.4 0.38941834230865 0.38951649268826
0.5 0.47942553860420 0.47952439978175
0.6 0.56464247339504 0.56461816282286
0.7 0.64421768723769 0.64381495300112
0.8 0.71735609089952 0.71613194150605
0.9 0.78332690962748 0.78058629952717
1.0 0.84147098480790 0.83619519825400I ¼
Iðx0Þ
Iðx1Þ
..
.
IðxNÞ
266664
377775 ¼ eXBkfQA: ð30Þ
After substituting relations (27) and (30) into Eq. (25), we
getXm
i¼0
Pi eXDiB eXBkfQ
( )
A ¼ G: ð31Þ
Where the dimension of the matrices Pi; eX;B;D; kf, and Q in
Eq. (31) is l(N+ 1) · l(N+ 1), and the dimension of the vec-
tors A and G is l(N+ 1) · 1. Hence, the fundamental matrix
Eq. (31) corresponding to Eq. (1) can be written in the form
WA ¼ G: ð32Þ
Eq. (32) gives l(N+ 1) algebraic equations. Since the number
of unknowns for each Aj, j= 1, . . . , l is N+ 1, the total num-
ber of unknowns is l(N+ 1).
For the mixed conditions (2), we have
Xm1
j¼0
½a1i;jyðjÞ1 ðaÞ þ b1i;jyðjÞ1 ðbÞ ¼ k1;i;
Xm1
j¼0
½a2i;jyðjÞ2 ðaÞ þ b2i;jyðjÞ2 ðbÞ ¼ k2;i;
..
.
Xm1
j¼0
½ali;jyðjÞl ðaÞ þ bli;jyðjÞl ðbÞ ¼ kl;i:
8>>>>>>><>>>>>>>:
or
Xm1
j¼0
a1j y
ðjÞ
1 ðaÞ þ b1j yðjÞ1 ðbÞ
h i
¼ k1;
Xm1
j¼0
a2j y
ðjÞ
2 ðaÞ þ b2j yðjÞ2 ðbÞ
h i
¼ k2;
..
.
Xm1
j¼0
½aljyðjÞl ðaÞ þ bljyðjÞl ðbÞ ¼ kl:
8>>>>>>>><>>>>>>>:
wherey1,7(x) y1,12(x)
1.47244819419e16 2.74526109659e16
0.09983341654799 0.09983341664682
0.19866932894328 0.19866933079507
0.29552019893790 0.29552020666136
0.38941832254098 0.38941834230871
0.47942549819685 0.47942553860432
0.56464240071734 0.56464247339524
0.64421756772347 0.64421768723803
0.71735590535183 0.71735609090006
0.78332661998099 0.78332690962828
0.84147048273325 0.84147098480903
Table 2 Numerical results of solutions y2(x) of Eq. (39).
x Exact solution Present method
y2(x) = cos(x) y2,3(x) y2,7(x) y2,12(x)
0.0 1.0 1.0 1.0 1.0
0.1 0.99500416527803 0.99502673721834 0.99500416563406 0.99500416527803
0.2 0.98006657784124 0.98021389774669 0.98006657748037 0.98006657784125
0.3 0.95533648912561 0.95572190489506 0.95533648366758 0.95533648912564
0.4 0.92106099400289 0.92171118197348 0.92106097725191 0.92106099400297
0.5 0.87758256189037 0.87834215229195 0.87758252524324 0.87758256189053
0.6 0.82533561490968 0.82577523916049 0.82533554636318 0.82533561490996
0.7 0.76484218728449 0.76417086588911 0.76484207238007 0.76484218728495
0.8 0.69670670934717 0.69368945578783 0.69670652786602 0.69670670934788
0.9 0.62160996827066 0.61449143216665 0.62160966322097 0.62160996827171
1.0 0.54030230586814 0.52673721833560 0.54030167580862 0.54030230586965
Table 3 The maximum error e1,N(x) of Eq. (39).
N 3 7 9 10 11 12
Method of [25] 5.0207e03 5.0207e07 3.9722e09 2.6596e10 2.4875e11 1.2126e12
Present method 5.2758e03 5.0207e07 3.9721e09 2.6598e10 2.4864e11 1.1364e12
Table 4 The maximum error e2,N(x) of Eq. (39).
N 3 7 9 10 11 12
Method of [25] 1.3565e02 6.3006e07 4.2348e09 2.9397e10 2.5629e11 1.5526e12
Present method 1.3565e02 6.3006e07 4.2348e09 2.9398e10 2.5666e11 1.5137e12
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ki;0
ki;1
..
.
ki;m1
266664
377775
m1
; aij ¼
ai0;j
ai1;j
..
.
aim1;j
2666664
3777775
m1
; bij ¼
bi0;j
bi1;j
..
.
bim1;j
2666664
3777775
m1
; i ¼ 1; 2; . . . ; l;
or brieﬂyXm1
j¼0
ajy
ðjÞðaÞ þ bjyðjÞðbÞ
 	 ¼ k; ð33Þ
where
aj¼
a1j 0 . . . 0
0 a2j . . . 0
..
. ..
. . .
. ..
.
0 0 . . . alj
2666664
3777775
ll
; bj¼
b1j 0 . . . 0
0 b2j . . . 0
..
. ..
. . .
. ..
.
0 0 . . . blj
2666664
3777775
ll
; k¼
k1
k2
..
.
kl
266664
377775
l1
:
By substituting the Eq. (26) into Eq. (33) at points a and b
and simplifying the result we get
Xm1
j¼0
½ajXðaÞ þ bjXðbÞDjBA ¼ k: ð34Þ
So we can write the conditions in matrix form as follows
UA ¼ k: ð35Þ
Finally, to obtain the solution of Eq. (1) under the condi-
tions (2) by replacing the rows of matrix U and k by the rows
of the matrices W and G, respectively we obtainfWA ¼ eG: ð36Þ
For convenience, if the last mk rows of the matrixW are re-
placed, we have the new augmented matrix
½fW; eG ¼
w1;1 w1;2 . . . w1;lðNþ1Þ ; g1ðx0Þ
w2;1 w2;2 . . . w2;lðNþ1Þ ; g2ðx0Þ
..
. ..
. ..
. ..
.
; ..
.
wl;1 wl;2 . . . wl;lðNþ1Þ ; glðx0Þ
wlþ1;1 wlþ1;2 . . . wlþ1;lðNþ1Þ ; g1ðx1Þ
..
. ..
. ..
. ..
.
; ..
.
wlðNmþ1Þ;1 wlðNmþ1Þ;2 . . . wlðNmþ1Þ;lðNþ1Þ ; glðxNmÞ
u1;1 u1;2 . . . u1;lðNþ1Þ ; k1;0
u2;1 u2;2 . . . u2;lðNþ1Þ ; k1;1
..
. ..
. ..
. ..
.
; ..
.
ul;1 ul;2 . . . ul;lðNþ1Þ ; k1;m1
ulþ1;1 ulþ1;2 . . . ulþ1;lðNþ1Þ ; k2;0
..
. ..
. ..
. ..
.
; ..
.
uml;1 uml;2 . . . uml;lðNþ1Þ ; kl;m1
26666666666666666666666666666666664
37777777777777777777777777777777775
: ð37Þ
However, we do not have to replace the last rows. For
example, if the matrix W is singular, then the rows that have
the same factor or all zeros are replaced.
If rank fW ¼ rank½fW; eG ¼ lðNþ 1Þ, then we can write
A ¼ fW1 eG:
Thus, the matrix A (thereby the unknown Fibonacci coefﬁ-
cients) is uniquely determined. Also the system (1) with the
conditions (2) has a unique solution. This solution is given
Solving systems of linear Fredholm integro-differential equations with Fibonacci polynomials 277by the truncated Fibonacci series (8). However, when jfWj ¼ 0,
if rankfW ¼ rank½fW; eG < lðNþ 1Þ, then we may ﬁnd a partic-
ular solution. Otherwise if rank fW– rank ½fW; eG < lðNþ 1Þ,
then it is not a solution.
5. Accuracy of the solution and error analysis
In this section, accuracy of the solution and error analysis are
brieﬂy discussed. In the following lines the main Theorem of
this section will be provided.
Let us consider n+ 1 pairs (xi, yi). The problem is to ﬁnd a
polynomial pk, called the interpolating polynomial, such that
pkðxiÞ ¼ c0 þ c1xi þ . . .þ ckxki ; i ¼ 0; 1; . . . ; n:
The points xi are called interpolation nodes. If n „ k, the
problem is over or under-determined. Let Pn be the(n+ 1)-
dimensional subspace of C[a, b] spanned by the functions
1, x, . . . , xn. That is, Pn consists of all polynomials of degree
at most n.
Given n+ 1 distinct nodes x0, x1, . . . , xn and n+ 1 corre-
sponding values y0, y1, . . . , yn then there exists a unique poly-
nomial pn 2 Pn such that pn(xi) = yi for i= 0, 1, . . . , n.
If we deﬁne
li 2 Pn; li ¼
Yn
i ¼ 0;
j–i
ðx xiÞ
ðxi  xjÞ ; i ¼ 0; 1; . . . ; n;
then li(xj) = dij. The polynomials li(x) are called Lagrange
characteristic polynomials. If f(xi) = yi for i= 0, 1, . . . , n, f
being a given function, the interpolating polynomial pn(x) will
be denoted by pnf(x). Let us introduce a lower triangular ma-
trix X of inﬁnite size, called the interpolation matrix on [a, b]
whose entries xij for i,j= 0, 1, . . . , n represent the points of
[a, b], with the assumption that on each row the entries are
all distinct. Thus, for any nP 0, the (n+ 1)-th row of X con-
tains n+ 1 distinct values that can be identiﬁed as nodes, so
that, for a given function f , we can uniquely deﬁne an interpo-
lating polynomial pnf of degree n at those nodes.
In the following lines the main Theorems of this section will
be provided. In this Theorem, we consider l= 1 and
PnðxÞ ¼ Pni;j in the Eq. (1) for clarity of presentation. We note
that a similar procedure can be applied for the case of l> 1.
Theorem 2. Let the solution of (1) actually computed by the
Fibonacci series solution pN(x) and y = f(x) be the exact
solution. Let the coefﬁcient matrix of (36) be
f
W ¼ fW þ dW
where dW represents the computational error. Let X(x) and B
be the matrices which deﬁned in (8). if kfW1kFkdWkF 6 1 and
f 2 C1[a, b], then
jpNðxÞ  fðxÞj 6
rkeAkFkfW1kF
1 rkfW1kF kBkFkXðb aÞkF
þ f
ðNþ1ÞðnxÞ
ðNþ 1Þ!
YN
i¼0
ðx xiÞ











;
where r is the highest value of idWiF and eA is the solution of
(36).Proof. For the proof, see [21].
On the other hand, the error can be estimated by root-
mean-square error (RMS). We calculate RMS error by the
following formula:RMS error ¼
XNþ1
n¼1
ðyiðxnÞ  yi;Nþ1ðxnÞÞ
Nþ 1
0BBBB@
1CCCCA
1=2
i ¼ 1; 2; . . . ; l;
where yi and yi,N+1 are the exact and approximate solutions of
the problem. h6. Numerical examples
In this section, four examples are given to certify the conver-
gence and error bound of the presented method. All results
are computed by using a program written in the Matlab. In
this regard, we have presented with tables and ﬁgures, the val-
ues of the exact solution yi(x), i= 1, 2,, . . . , l, the approximate
solutions yi,N(x), i= 1,2, . . . , l, and the absolute error function
ei,N(x) = Œyi(x)  yi,NŒ, i= 1,2, . . . , l at the selected points of
the given interval. In addition, we deﬁne the maximum error
for yi,N(x), i= 1, 2, . . . , l as,
ei;NðxÞ¼ kyi;NðxÞyiðxÞk1 ¼maxfjyi;NðxÞyiðxÞj; a6 x6 bg:
Example 1 [25]. Consider the system of the linear Fredholm
integro-differential equations
y
ð2Þ
1 ðxÞxyð1Þ2 ðxÞþ2xy1ðxÞ¼ 2x3 3712x2þ 32060 xþ2þ
R 1
0
ðx2ty1ðtÞxt2y2ðtÞÞdt;
y
ð2Þ
2 ðxÞ2xyð1Þ1 ðxÞþy2ðxÞ¼5x2 10930 x1þ
R 1
0
ðxty1ðtÞþxt3y2ðtÞÞdt;
y1ð0Þ¼ 3; y1ð1Þ¼ 2; y2ð0Þ¼ 1; y2ð1Þ¼ 1;
8><>: 06x6 1;
ð38Þ
where the exact solutions are y1(x) = x
2  2x+ 3,
y2(x) = x2 + x+ 1.
The approximate solution yi(x) by the truncated Fibonacci
series
yiðxÞ ¼
X3
n¼1
ai;nFnðxÞ; i ¼ 1; 2;
where N= 2, l= 2,m= 2,
g1ðxÞ¼ 2x3
37
12
x2þ320
60
xþ2; g2ðxÞ¼5x2
109
30
x1;
p01;1ðxÞ¼ 2x; p01;2ðxÞ¼ 0; p02;1ðxÞ¼ 0; p02;2ðxÞ¼ 1;
p11;1ðxÞ¼ 0; p11;2ðxÞ¼x; p12;1ðxÞ¼2x; p12;2ðxÞ¼ 0;
p21;1ðxÞ¼ 1; p21;2ðxÞ¼ 0;p22;1ðxÞ¼ 0 and p22;2ðxÞ¼ 1:
The set of collocation points (24) are
x0 ¼ 0; x1 ¼ 1
2
; x2 ¼ 1
 
;
and from Eq. (31), we have the fundamental matrix equation
as follows
fP0 eXBþ P1 eX DBþ P2 eX D2B eXBkf QgA ¼ G;
Table 5 Numerical results of the absolute error function e1,N(x) in Eq. (40).
x Present method BPF method of [26,29] TF method of [26] DF method of [27] RHF method of [28]
e1,15(x) e1,32(x) e1,32(x) e1, 32(x) e1,32(x)
0.0 1.4980e08 1.047e02 1.151e03 8.1951e05 1.548e02
0.1 1.5485e08 1.124e02 1.151e03 2.1087e06 1.014e02
0.2 1.6082e08 3.560e03 1.192e03 4.4883e05 3.550e03
0.3 1.6860e08 4.390e03 1.285e03 4.8899e05 4.480e03
0.4 1.7984e08 1.406e02 1.446e03 4.6489e05 1.418e02
0.5 1.9750e08 2.572e02 1.694e03 1.3319e04 2.582e02
0.6 2.2672e08 1.699e02 1.699e03 4.0275e06 1.693e02
0.7 2.7623e08 6.060e03 1.769e03 7.3647e05 6.070e03
0.8 3.6054e08 6.540e03 1.927e03 8.0238e05 7.140e03
0.9 5.0333e08 2.309e02 2.199e03 8.0632e06 2.492e02
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Fig. 2 Comparison of the absolute error functions e1,N(x) of Eq. (39).
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Fig. 3 Comparison of the absolute error functions e2,N(x) of Eq. (39).
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Fig. 4 Comparison of the absolute error functions e1,N(x) of Eq. (40).
Table 6 Numerical results of the absolute error function e2,N(x) in Eq. (40).
x Present method BPF method of [26,29] TF method of [26] DF method of [27] RHF method of [28]
e2,15(x) e2,32(x) e2,32(x) e2, 32(x) e2,32(x)
0.0 1.0244e08 1.530e02 6.669e04 8.0690e05 1.544e02
0.1 1.0282e08 8.260e03 7.307e04 4.1264e06 8.370e03
0.2 1.0280e08 2.370e03 7.430e04 2.8547e05 2.480e03
0.3 1.0232e08 2.700e03 7.131e04 2.6175e05 2.410e03
0.4 1.0129e08 6.500e03 6.484e04 2.3356e06 6.410e03
0.5 9.9645e09 9.680e03 5.549e04 4.9788e05 9.660e03
0.6 9.7271e09 4.950e03 5.440e04 2.4303e06 4.990e03
0.7 9.4061e09 1.390e03 4.917e04 1.7341e05 1.410e03
0.8 8.9891e09 7.800e04 4.023e04 1.5944e05 1.590e03
0.9 8.4619e09 4.130e03 2.786e04 1.3083e06 4.030e03
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Fig. 5 Comparison of the absolute error functions e2,N(x) of Eq. (40).
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P0ðxÞ¼
2x 0
0 1
 
; P1ðxÞ¼
0 x
2x 0
 
; P2ðxÞ¼
1 0
0 1
 
; P0 ¼
P0ð0Þ 0 0
0 P0
1
2
 
0
0 0 P0ð1Þ
264
375;
P1 ¼
P1ð0Þ 0 0
0 P1
1
2
 
0
0 0 P1ð1Þ
264
375; P2 ¼ P2ð0Þ 0 00 P2 12  0
0 0 P2ð1Þ
264
375; eX¼ Xð0ÞX 12 
Xð1Þ
264
375;
Xð0Þ¼ X
Tð0Þ 0
0 XTð0Þ
" #
; X
1
2
 
¼ X
T 1
2
 
0
0 XT 1
2
 " #; Xð1Þ¼ XTð1Þ 0
0 XTð1Þ
" #
; Xð0Þ¼
1
0
0
264
375;
X
1
2
 
¼
1
1
2
1
4
264
375; Xð1Þ¼ 11
1
264
375; B¼ BT 0
0 BT
" #
; D¼ D
T 0
0 DT
" #
;
B¼
0 0 0
1 0 0
0 2 0
264
375; D¼ 1 0 00 1 0
1 0 1
264
375; G¼ gð0Þg 12 
gð1Þ
264
375; gð0Þ¼ 21
 
; g
1
2
 
¼
199
48
61
15
" #
;
gð1Þ¼
25
4
289
30
" #
; A¼ A
T
1
AT2
" #
; A1 ¼ a1;1 a1;2 a1;3½ ; A2 ¼ a2;1 a2;2 a2;3½ :
The augmented matrix for this fundamental matrix equa-
tion is
½W;G ¼
0 0 2 0 0 0 ; 2
0 0 0 1 0 3 ; 1
7
8
5
12
49
16
1
6
3
8
7
30
; 199
48
1
4
7
6
11
8
1 1
2
13
4
; 61
15
3
2
5
3
21
4
1
3
3
4
22
15
; 25
4
1
2
7
3
19
4
1 1 4 ; 289
30
2666666666664
3777777777775
:
From Eq. (35), the matrix form for boundary conditions is½U; k ¼
1 0 1 0 0 0 ; 3
1 1 2 0 0 0 ; 2
0 0 0 1 0 1 ; 1
0 0 0 1 1 2 ; 1
26664
37775:
Therefore, the new augmented matrix based on conditions
from system (37) is
½fW; eG ¼
0 0 2 0 0 0 ; 2
0 0 0 1 0 3 ; 1
1 0 1 0 0 0 ; 3
1 1 2 0 0 0 ; 2
0 0 0 1 0 1 ; 1
0 0 0 1 1 2 ; 1
2666666664
3777777775
:
By solving this system, we have
A ¼ ½2  2 1 2 1  1:
By substituting the elements of this vector into Eq. (10), we
have y1(x) = x
2  2x+ 3, y2(x) = x2 + x+ 1 which are
the exact solutions of the system (38).
Example 2 [25]. Consider the system of the linear Fredholm
integro-differential equationsy
ð2Þ
1 ðxÞxyð1Þ2 ðxÞy1ðxÞ ¼ ðx2ÞsinðxÞþ
R 1
0
ðxcosðtÞy1ðtÞxsinðtÞy2ðtÞÞdt;
y
ð2Þ
2 ðxÞ2xyð1Þ1 ðxÞþy2ðxÞ ¼2xcosðxÞþ
R 1
0
ðsinðxÞcosðtÞy1ðtÞ sinðxÞsinðtÞy2ðtÞÞdt; 06 x6 1;
y1ð0Þ ¼ 0; yð1Þ1 ð0Þ ¼ 1; y2ð0Þ¼ 1; yð1Þ2 ð0Þ¼ 0;
8><>:
ð39Þ
where the exact solutions are y1(x) = sin(x), y2(x) = cos(x).
Here, l= 2, m= 2,
P0ðxÞ¼
1 0
0 1
 
; P1ðxÞ¼
0 x
2x 0
 
; P2ðxÞ¼
1 0
0 1
 
;
g1ðxÞ ¼ ðx 2Þ sinðxÞ; and g2ðxÞ ¼ 2x cosðxÞ:
From Eq. (31), the fundamental matrix equation of the
problem is
fP0 eXBþ P1 eX DBþ P2 eX D2B eXBkf QgA ¼ G:
Therefore, following the method given in Section 4, we
obtain the approximate solution by the Fibonacci polynomials
of the problem for i= 1, 2 and N= 3, 7 and 12, respectively,
y1;3ðxÞ ¼ x 0:163804801746x3  8:68870193185 1017;
y2;3ðxÞ ¼ 0:0267372183356x3  0:5x2 þ 1;y1;7ðxÞ¼ 0:00834606099211x50:000020155203787x6
0:000185009340016x70:00000393305206188x4
0:166666480663x37:977695110421017x2
þxð1:47244819419Þ1016;y2;7ðxÞ¼ 0:0000691369047125x70:00146639307647x6
þ0:0000436530082905x5þð0:0416540244004Þx4
þ0:00000125457168515x30:5x2þ1:0;y1;12ðxÞ¼ 0:000000000832179282775x12
0:0000000269915206247x11
þ0:00000000265355217704x10
þ0:00000275337650791x9
þ0:0000000014181104426x80:000198413286482x7
þ0:000000000166850643149x6
þ0:00833333330223x5
þ0:00000000000360545427717x4
0:166666666666x31:086376306091016x2þx
2:745261096591016;y2;12ðxÞ¼ 0:00000000190356058937x12
þ0:000000000585710302218x11
0:00000027649040581x10
þ0:000000000878991687648x9
þ0:0000248010327353x8
þ0:000000000236146638732x7
0:00138888895646x6
þ0:0000000000128633446342x5
þ0:0416666666652x4
þ0:00000000000131119872496x30:5x2
þ2:005912985441023xþ1:0:
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Fig. 6 Comparison of the absolute error functions e1,N(x) of Eq. (41).
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solution of Eq. (39) by the presented method for N= 3, 7,
12. As can be seen from Tables 1 and 2 the results of the
solutions obtained by Fibonacci polynomial method for
N= 12 are almost the same as the results of the exact
solutions.
Tables 3 and 4, give the comparison of the result of the
maximum error of ei,N(x), i= 1, 2 obtained by the present
method and the method of [25] for different values of N. From
Tables 3 and 4, we see the errors decrease rapidly as N
increases.
Figs. 2 and 3 display the absolute error functions obtained
by the present method for N= 3, 7, 12.
Example 3 ([26–29]). Consider the system of the linear Fred-
holm integral equations0 0.1 0.2 0.3 0.4
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Fig. 7 Comparison of the absolute ey1ðxÞ ¼ g1ðxÞ 
R 1
0
exty1ðtÞdt
R 1
0
eðxþ2Þty2ðtÞdt;
0 6 x 6 1;
y2ðxÞ ¼ g2ðxÞ 
R 1
0
exty1ðtÞdt
R 1
0
eðxþtÞy2ðtÞdt;
8><>: ð40Þ
where g1ðxÞ ¼ 2ex þ exþ11xþ1 and g2ðxÞ ¼ ex þ ex þ e
xþ11
xþ1 with
exact solution y1(x) = e
x, y2(x) = e
x. Here,
l ¼ 2;m ¼ 2; P0ðxÞ ¼
1 0
0 1
 
:
From Eq. (31), the fundamental matrix equation of the
problem is
fP0 eXB eXBKfQgA ¼ G:
Tables 5 and 6 give the comparison of the results of the
absolute error functions obtained by the present method for
N= 15, the BPF method [26,29], the TF method [26], the0.5 0.6 0.7 0.8 0.9 1
x
e
2,8
(x) present method
e
2,8
(x) of Taylor collocation method
rror functions e2,N(x) of Eq. (41).
Table 7 Numerical results of the absolute error functions e1,N(x), e2,N(x) of Eq. (41)
x Present method Taylor collocation method [30]
e1,8(x) e2,8(x) e1,8(x) e2,8(x)
0.0 1.1102e16 0.0 0.0 0.0
0.2 3.2057e11 3.2056e11 0.40e10 0.731938e10
0.4 2.7775e11 2.7770e11 0.80e10 0.444101e10
0.6 2.3878e11 2.3858e11 0.12e09 0.161688e09
0.8 2.0362e11 2.0308e11 0.16e09 0.599938e09
1.0 1.3375e09 1.3376e09 0.20e09 0.387527e07
282 F. Mirzaee, S.F. HoseiniDF method [27], and the RHF method [28] for N= 32 of Eq.
(40). It is seen from Tables 5 and 6 that the results obtained by
the present method are better than those obtained by the oth-
ers. Figs. 4 and 5 display the absolute error functions obtained
by the present method for N= 15 and the BPF method
[26,27], the TF method [26], the DF method [27], and the
RHF method [28] for N= 32.
Example 4 [30]. Consider the system of the linear differential
equations
y
ð1Þ
1 ðxÞ þ yð1Þ2 ðxÞ þ y1ðxÞ ¼ 1;
y
ð1Þ
2 ðxÞ  2y1ðxÞ  y2ðxÞ ¼ 0; 0 6 x 6 1;
y1ð0Þ ¼ 0; y2ð0Þ ¼ 1;
8><>: ð41Þ
where the exact solutions are y1(x) = e
x  1,
y2(x) = 2  ex.
So that l ¼ 2; m ¼ 1; P0ðxÞ ¼ 1 12 1
 
;
P1ðxÞ ¼ 1 10 1
 
; g1ðxÞ ¼ 1, and g2(x) = 0.
From Eq. (31), the fundamental matrix equation of the
problem is
fP0 eXBþ P1 eXBDgA ¼ G:
Table 7 shows the numerical results of the absolute error
functions obtained by present method and the Taylor colloca-
tion method [30] of the system in Eq. (41) for N= 8. Also,
we compare the absolute error functions obtained by these
two methods of the system in Eq. (41) for N= 8 in Figs. 6
and 7.7. Conclusion
In this paper, we have worked out a computational method for
approximate solution of high-order system of linear integro-
differential equations, based on the expansion of the solution
as a series of Fibonacci polynomials. This expansion, beside
the collocation method have been used for transforming a sys-
tem of high-order linear integro-differential to a linear system
of algebraic equations that can be solved easily. To obtain the
best approximating solution of the system, we take more forms
from the Fibonacci expansion of functions, that is, the trunca-
tion limit N must be chosen large enough. In addition to these,
an interesting feature of this method is to ﬁnd the analytical
solutions if equation has an exact solution that is a polynomial
functions. Illustrative examples are given to demonstrate the
validity and applicability of proposed method.References
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