This paper considers the shortest path problem with fuzzy arc lengths. According to different decision criteria, the concepts of expected shortest path, a-shortest path and the most shortest path in fuzzy environment are originally proposed, and three types of models are formulated. In order to solve these models, a hybrid intelligent algorithm integrating simulation and genetic algorithm is provided and some numerous examples are given to illustrate its effectiveness.
Introduction
The shortest path problem concentrates on finding the path with minimum distance, time or cost from a source node to the destination node. And it is a fundamental problem in networks and is widely applied in transportation, communication and computer network. So the shortest path problem has been studied extensively in the fields of computer science, operation research, and transportation engineering and so on. The deterministic version of this problem is easily solved. Many efficient algorithms have been developed by Bellman [1] , Dijkstra [2] , Dreyfus [3] , and these algorithms are referred to as the standard shortest path algorithms. However, due to failure, maintenance or other reasons, different types of uncertainty are frequently encountered in practice, and must be taken into account. In these cases, probability theory has been used to attack randomness, and many researchers have done lots of work on stochastic shortest path problem [4] [5] [6] [7] [8] [9] . However, randomness is not the unique uncertainty in real world, sometimes the probability distributions of the lengths of arcs are difficult to acquire due to lack of historical data. In this case, the lengths of arcs are approximately estimated by the expert, and fuzzy theory offers a powerful tool to deal with this case. Since the fuzzy shortest path problem (FSPP) was first introduced by Dubois and Prade [10] in 1980, many researchers have done lots of work on it. Klein [11] was to find a path or paths corresponding to the threshold of membership degree set by a decision maker. Yager [12] studied a path problem in term of possibilistic production systems. Lin and Chen [13] derived the membership function of the shortest length and proposed an algorithm for finding the most vital arc in a network. Okada and Soper [14] introduced the concept of nondominated path and gave an algorithm based on the multiple labelling method for a multicriteria shortest path. In paper [15] , a new comparison index was defined by considering interactivity among fuzzy numbers.
In this paper, based on the credibility measure of fuzzy set theory [16, 17] , we propose three concepts of fuzzy shortest path: expected shortest path, a-shortest path and the most shortest path, and formulate three models for the fuzzy shortest path according to difference decision criteria. This paper is organized as follows: some knowledge concepts on fuzzy set theory used throughout this paper are introduced in Section 2. In Section 3, three new types of concepts and fuzzy models are presented, respectively. In Section 4, a hybrid intelligent algorithm integrating fuzzy simulation and GA is designed. Then in Section 5, some numerical examples are given to reveal the effectiveness of the hybrid intelligent algorithm. Finally, some conclusions are drawn in last section.
Preliminaries
In this section, we introduce some knowledge concepts on fuzzy set theory used throughout this paper including the concepts of possibility, necessity and credibility of a fuzzy event.
Definition 1. The possibility of a fuzzy event is the largest possibility that there exists at least one pair of values such that this event holds. The necessity of a fuzzy event is defined as the impossibility of the opposite of this event. The credibility of a fuzzy event is defined as the average of its possibility and necessity. Let n be a fuzzy variable with the membership function l(x), r be a real number. Then the possibility, necessity, credibility of the fuzzy event {n P r} can be represented respectively by Posfn P rg ¼ sup uPr lðuÞ;
From Definition 1, it is easy to see that credibility measure is self dual, which is very necessary both in theory and in practise. So the credibility measure is used to formulate the FSPP models in our paper. ; if c 6 x 6 d 0;
otherwise.
From the definitions of possibility, necessity and credibility, it is easy to obtain ; if a 6 0 6 b 0; otherwise.
Definition 2 (Liu and Liu [18] ). Let n be a fuzzy variable. Then the expected value of n is defined by
À1
Crfn 6 rgdr provided that at least one of the two integrals is finite.
Example 2. Let n be a triangular fuzzy variable n = (a, d, c) has an expected value
Example 3. The expected value of a trapezoidal fuzzy variable n = (a, b, c, d) is
New models for fuzzy shortest paths
In order to make mathematical models for FSPP, we give a directed acyclic network G ¼ ðV; AÞ, consisting of a finite set of nodes V ¼ f1; 2; . . . ; ng and a set of arcs A. Each arc is denoted by an ordered pair (i, j), where ði; jÞ 2 A. It is supposed that there is only one directed arc (i, j) from i to j. Moreover, the nodes in an acyclic directed network G ¼ ðV; AÞ can be renumbered so that i < j for all ði; jÞ 2 A [19, 20] . Now, we use the following path representation
x ¼ fx ij jði; jÞ 2 Ag; where x ij = 1 means that the arc (i, j) is in the path, x ij = 0 means that the arc (i, j) is not in the path. It has been proved that x ¼ fx ij jði; jÞ 2 Ag is a path from nodes 1 to n in a directed acyclic graph if and only if
x ij ¼ 0 or 1 for any ði; jÞ 2 A.
Suppose that the lengths of arcs n ij are fuzzy variables, for all ði; jÞ 2 A. We write n ¼ fn ij jði; jÞ 2 Ag, then the length of path x is
n ij x ij .
In the following subsection, we give three types of concepts for fuzzy shortest path problem and formulate the models according to different criteria.
Expected value model
In shortest path problem, when the arc lengths are fuzzy, the length of each path from nodes 1 to n is also fuzzy. Then we consider minimizing the expected length of paths [21] . Before formulating the model, we present the following definition. In order to find the expected shortest path, we give the expected value model of FSPP shown below,
n ij x ij " # subject to: P ð1;jÞ2A
x jn ¼ À1
x ij 2 f0; 1g; 8ði; jÞ 2 A.
Chance-constrained programming
Sometimes, the decision-maker is interested in the path which satisfies some chance constraints with at least some given confidence level a, this means that the path length will be less than T with credibility a. So we have the following definition:
A path x is called the a-shortest path from nodes 1 to n if minfT jCrfT ðx; nÞ 6 T g P ag 6 minfT jCrfT ðx 0 ; nÞ 6 T g P ag for any path x 0 from nodes 1 to n, where a is a predetermined confidence level.
The chance-constrained programming [22] [23] [24] in uncertain environment is suitable for finding a-shortest path. The model of FSPP may be formulated as follows: min T subject to:
x nj À P ðj;nÞ2A
x ij 2 f0; 1g; 8ði; jÞ 2 A;
where a is a predetermined confidence level provided as an appropriate margin by the decision-maker.
Dependent-chance programming
Very often a practical problem is required not to exceed a predetermined distance, cost or time T 0 which decision-maker can accept in practice. And the decision-maker may want to maximize the credibility of satisfying the event {T(x, n) 6 T 0 }. Therefore, we should consider the path with greatest chance to be shorter than or equal to the given T 0 .
Definition 5. A path x is called the most shortest path if
CrfT ðx; nÞ 6 T 0 g P CrfT ðx 0 ; nÞ 6 T 0 g for all paths x 0 from nodes 1 to n in G, where T 0 is a predetermined distance, cost or time.
In order to model this type of decision system, we follow the idea of the dependent-chance programming [25, 26] , in which the underlying philosophy is based on selecting the decision with maximal chance of meeting the event. Here, we give the following DCP model for fuzzy shortest path problem. max Cr P ði;jÞ2A
n ij x ij 6 T 0 ( ) subject to: P ð1;jÞ2A
Hybrid intelligent algorithm
The basic technique of fuzzy programming is to convert the fuzzy objective and constraints to their respective deterministic equivalents according to the characteristic of fuzzy functions. But the procedure is usually very hard and only successful for some special case. In these FSPP models, there are three types of uncertain functions, we employ fuzzy simulation to estimate them for general case, and develop the hybrid intelligent algorithm integrating the fuzzy simulations and genetic algorithm to find the shortest path under different criteria.
Fuzzy simulation
In this subsection, we give the detailed procedure to estimate the uncertain functions in the fuzzy shortest path models by simulation technique.
At first, we simulate the uncertain function Cr{T(x, n) 6 T 0 }. Now, we note n as n = (n 1 , n 2 , . . . , n m ), where m is the number of the arcs. And we denote that l is the membership function of n and l i are the membership functions of n i , i = 1,2,. . . , m, respectively. Now, let us show how to simulate the following uncertain function:
Randomly generate u ik from the e-level sets of fuzzy variables n i , i = 1,2,. . . , m, respectively, where e is a sufficiently small positive number, k = 1,2,. . . , N, and N is a sufficiently large number. Set u k = (u 1k , u 2k , . . . , u mk ) and l(u k ) = l 1 (u 1k )^l 2 (u 2k )^. . .^l m (u mk ). According to the concept of credibility measure (1), the credibility Cr{T(x, n) 6 T 0 } can be obtained approximately by the following formula:
Therefore, the fuzzy simulation for this type of uncertain function can be run as follows:
Fuzzy simulation 1
Step 1. Let k = 1.
Step 2. Randomly generate u ik from the e-level sets of fuzzy variables n i , i = 1,2,. . . , m, respectively, where e is a sufficiently small positive number.
Step 3. Set u k = (u 1k , u 2k , . . . , u mk ) and l(u k ) = l 1 (u 1k )^l 2 (u 2k )^. . .^l m (u mk ).
Step 4. k k + 1. If k 6 N, go to Step 2, where N is a sufficiently large number, else, go to Step 5.
Step 5. Return L.
The second type of uncertain function in our optimization problem is U 2 : x ! minfT jCrfT ðx; nÞ 6 T g P ag. In order to find the minimum T satisfying CrfT ðx; nÞ 6 T g P a, we first denote that
Then the process of fuzzy simulation can be performed as follows:
Fuzzy simulation 2
Step 5. Find the maximal r satisfying L(r) P a.
Step 6. Return r.
At last, we estimate the following function:
Randomly generate u ik from the e-level sets of fuzzy variables n i , i = 1,2,. . . , m, respectively, where e is a sufficiently small positive number. Set u k = (u 1k , u 2k , . . . , u mk ) and l(u k ) = l 1 (u 1k )^l 2 (u 2k )^. . .^l m (u mk ). Then for any number r P 0, the credibility Cr{T(x, u j ) P r} can be estimated by CrfT ðx; u j Þ P rg ¼ provided that N is sufficiently large. We can write the procedure for estimating expected value as follows:
Fuzzy simulation 3
Step 1. Set E = 0.
Step 2. Randomly generate u 1j , u 2j , . . . , u mj from the e-level sets of n 1 , n 2 , . . . , n m , and denote u j = (u 1j , u 2j , . . . , u mj ), j = 1,2,. . . , N, respectively, where e is a sufficiently small number.
Step 4. Randomly generate r from [a, b].
Step 5. If r P 0, then E E + Cr{T(x, n) P r}.
Step 6. If r < 0, then E EÀCr{T(x, n) 6 r}.
Step 7. Repeat the fourth to sixth steps for M times.
Step 8. E[T(x, n)] = a_0 + b^0 + E AE (bÀa)/M.
Genetic algorithm
Genetic algorithms are stochastic search methods which are based on the mechanics of natural selection and natural genetics, and have been employed considerable success in providing good solutions to many com-plex optimization problems. Ever since the genetic algorithm was introduced by Holland [27] to tackle combinatorial problems, it has emerged as one of the most efficient stochastic solution search procedures for solving various network design problem [28] . For our models, the efficient set of paths may be very large, as the nodes and the links increase, it may be possibly exponential in size. So we employ the genetic algorithm to avoid the combinatorial explosion for these FSPP models. The representation structure, initialization, crossover and mutation operations are as follows.
We use an integer vector P = (v 1 , v 2 , . . . , v k ) as a chromosome to represent a path of G from nodes 1 to n. Note that the dimension of chromosome is not fixed. If (v 1 , v 2 , . . . , v k ) represents a path from nodes 1 to n, then we have ð1; v 1 Þ 2 A; ðv 1 ; v 2 Þ 2 A; . . . ; ðv kÀ1 ; v k Þ 2 A and ðv k ; nÞ 2 A. So we can define
for all ði; jÞ 2 A.
We may use the following heuristic procedure to initialize a feasible chromosome: Chromosome initialization
Step 1. Set l = 0 and v 0 = 1.
Step 2. Randomly choose an index m such that ðv l ; mÞ 2 A.
Step 3. l l + 1 and v l = m. Step 4. Repeat the second and third steps until v l = n.
Step 5. Obtain a chromosome (v 1 , v 2 , . . . , v lÀ1 ). 
Crossover operation

Hybrid intelligent algorithm
We integrate fuzzy simulations and genetic algorithm to produce a hybrid intelligent algorithm. The algorithm can be described as follows:
Step 1. Initialize pop_size chromosomes P k , k = 1,2,. . . , pop_size at random.
Step 2. If solve the dependent-chance programming for the most shortest path, then employ the fuzzy simulation 1 to calculate the objective value for all chromosomes. If solve the chance-constrained programming for a-shortest path, then employ the fuzzy simulation 2 for all chromosomes. If solve the expected value model for expected shortest path, then calculate the objective value for all chromosomes by Fuzzy simulation 3.
Step 3. Compute the fitness of each chromosome. The rank-based evaluation function is defined as
where the chromosomes are assumed to have been rearranged from good to bad according to their objective values and a 2 (0, 1) is a parameter in the genetic system. Step 4. Select the chromosomes for a new population.
Step 5. Update the chromosomes P k , k = 1,2,. . . , pop_size by crossover operation and mutation operation mentioned in the last subsection.
Step 6. Repeat the second to fifth steps for a given number of cycles.
Step 7. Report the best chromosome P * = (v 1 , v 2 , . . . , v k ).
Numerical examples
In order to illustrate the fuzzy shortest path models and the effectiveness of hybrid intelligent algorithm, we consider a transportation network shown in Fig. 1 , in which there are 23 nodes and 40 arcs. We assume that all arcs are trapezoidal fuzzy variables, and their membership functions are shown in Table 1 .
The hybrid intelligent algorithm will be run on a personal computer with the following parameters: pop_size is 30, the number of generations is 800, the number of fuzzy simulation cycles is 5000, the probability of crossover is 0.2, the probability of mutation is 0.2, and the parameter a in the rank-based evaluation function is In order to illustrate the robust of this hybrid intelligent algorithm, as an example, we solve the model (2) with the confidence level 0.8. We select different parameters of genetic algorithm, and use relative error as the index, i.e., (actual value À minimum value)/minimum value · 100%, which are shown in Table 2 .
To demonstrate the performance of the hybrid intelligent algorithm, the computational experiments have been done on random networks with n nodes and m arcs generated by the random network generator SPA-CYC(SPLIB) [29] . We generate the random networks with fuzzy arcs as follows: firstly, produce the network with specified nodes and arcs which lengths are real values by SPACYC(SPLIB). SPACYC constructs networks and ensures all nodes can be reached from the source node. The length of each arc l is chosen uniformly at random from the range [l min , l max ], where l min and l max mean the lower and upper bounds of the range of the arc, respectively. Secondly, we assume the lengths of arcs are triangle fuzzy numbers and fuzz the real length l of arc to triangle fuzzy number (l L , l, l R ) by the following formulation: l L = l(1ÀrRAND); l R = l(1 + rRAND), in which r is ratio of width of spread to arc length, a given parameter, RAND is an uniformly distributed random number in the interval [0, 1]. We find the shortest paths under different criteria by the hybrid intelligent algorithm (HIA, the parameters of HIA is the same as above example) in every network for 10 times to find the biggest ratio of error. On these random networks with different nodes, arcs and parameter r, we draw the result with relative error as the index, which are shown in Table 3 . From the table, we can see the ratio of errors is not more than 3%, and this hybrid intelligent algorithm is effective and efficient for large scale network. 
Conclusion
In this paper, we give three types of models for fuzzy shortest path problem. These models are very useful for decision-makers. The contributions of this paper are as the following aspects.
(i) Three types of fuzzy programming models were presented for the first time: expected shortest path model, the most shortest path model and a-shortest path model. (ii) To solve these fuzzy models, a hybrid intelligent algorithm based on genetic algorithm and fuzzy simulation is also developed. (iii) Some numerical examples were given to show the performance of the hybrid intelligent algorithm. The results of these examples show that this algorithm is robust to the parameters of genetic algorithm, and it is possible to solve problems with large number of nodes and arcs. 
