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Abstract
The objective of this master thesis is to solve a controlled diusion problem via
Pontryagin's maximum principle. To that end, we review in the rst part basic
notions that are relevant for the course of this thesis. In the second part, we study
a controlled diusion problem, in which one completely determines the diusion
of the process, but has no direct inuence on the drift coecient. We apply the
maximum principle and solve the adjoint forward-backward stochastic dierential
equation with the help of the method of decoupling elds. The last part presents
a connection between the value function and the decoupling elds of our control
problem. In particular, we show that the weak derivative of the value function is
equal to the decoupling eld.
Zusammenfassung
Das Ziel der vorliegenden Masterarbeit ist es, ein kontrolliertes Diusionsproblem
mit dem Pontryaginschen Maximumsprinzip zu losen. Wir fuhren daher im ersten
Teil grundlegende Begrie ein, die im Laufe dieser Arbeit von Bedeutung sein wer-
den. Im zweiten Teil losen wir ein kontrolliertes Diusionsproblem, in welchem man
die Diusion vollstandig bestimmt, man jedoch keinen direkten Einuss auf den
Driftkoezienten hat. Dazu wenden wir das Maximumsprinzip an und losen die ad-
jungierte stochastische Vorwarts-Ruckwarts-Dierentialgleichung mit der Methode
der Entkopplungsfelder. Der letzte Abschnitt befasst sich mit der Verbindung der
Wertefunktion mit dem Entkopplungsfeld. Wir zeigen, dass die schwache Ableitung
der Wertefunktion gleich dem Entkopplungsfeld ist.
iii
Acknowledgements
I would like to express my gratitude to Professor Dr. Stefan Ankirchner and Dr.
Alexander Fromm for supervising my work on this master thesis. Thank you for the
guidance and for taking the time to answer all my questions. Also, I thank Verena
Kopp for proofreading and reducing the number of errors in this thesis. Finally,
I wish to thank my family for supporting me throughout my years of study and
through the process of writing this thesis.
iv
Contents
1 Introduction 1
2 Preliminaries 3
2.1 Backward stochastic dierential equations . . . . . . . . . . . . . . . . . . 4
2.2 Forward-backward stochastic dierential equations . . . . . . . . . . . . . . 7
2.3 Method of decoupling elds . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Pontryagin's maximum principle . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5 Weak derivatives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3 Optimal control of diusion coecients in a bounded setting 32
3.1 Introducing the problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 Deriving the FBSDE via the maximum principle . . . . . . . . . . . . . . . 35
3.3 Transforming the FBSDE . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.4 Applying the method of decoupling elds . . . . . . . . . . . . . . . . . . . 44
3.5 The results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4 Connecting decoupling eld and value function 59
4.1 Problem formulation and important results . . . . . . . . . . . . . . . . . . 59
4.2 An example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3 The general case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
References 73
v

Chapter 1
Introduction
Stochastic control theory has been a very important eld in applied mathematics over the
past decades. Its ambition is to nd an optimal control for a diusion process such that
a cost functional is minimized or maximized. Motivated by various applications in math-
ematical nance and economics, two main techniques to solve such problems have been
developed from the 1950s onwards. The rst technique, the classical Hamilton-Jacobi-
Bellman (HJB) approach via dynamic programming, characterizes a solution in terms of a
partial dierential equation (PDE), the so-called HJB equation. The verication theorem
implies that every solution to this PDE coincides with the value function if it satises
certain growth conditions. This theorem additionally provides an optimal control.
The second technique, Pontryagin's maximum principle, states sucient conditions for
the optimality of a control given that there is a solution to the adjoint forward-backward
stochastic dierential equation (FBSDE). In particular, it converts the task of nding an
optimal control into the problem of solving an FBSDE that is in general coupled.
In this thesis we study the control problem presented in [1], but unlike this publication
we assume that the control processes are bounded, which means that they take values in
a compact interval only. To be more precise, we consider a controlled diusion process
M driven by the stochastic dierential equation
Mt = (t;M

t )dt+ tdWt;
where  is an ane linear function in M . The controller completely determines the
diusion of the process, but has no direct inuence on the drift. Our control problem
consists of minimizing the cost functional
E
Z T
0
f(s; s) ds+ g(M

T )

over a class of suitable controls . In more detail, the controller tries to minimize the
costs by steering the process in the best possible way. Here the functions f and g are
especially allowed to depend on the Brownian paths, this means that our framework is
non-Markovian what makes the maximum principle for our setting suitable, unlike the
classical HJB approach.
In practice such diusion control problems arise, for example, in portfolio optimization.
In this case the process M describes the portfolio value process with volatility . The
function f can then be interpreted as hedging costs that appear by reducing the volatility
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of the portfolio, while g can be viewed as a utility function. Another example is presented
in the introduction of chapter 3.
As proposed in [1], the above control problem seems to be unsolved in this framework.
However, there are recent articles that expand the classical HJB theory to non-Markovian
settings considering for example path-dependent PDEs (see e.g. [3] and [4]). The maxi-
mum principle avoids such considerations, but confronts us in our control problem with
the task of solving a fully coupled FBSDE. In general, there are neither existence nor
uniqueness results for global solutions even if certain Lipschitz conditions are fullled.
But the method of decoupling elds provides a rich theory for our purpose. In particular,
we use this technique to show that there exists a solution to the adjoint FBSDE, which
enables us to determine an optimal control via the maximum principle.
Introducing the two approaches above leads to the question how they are connected.
An extensive study of this question can be found, for instance, in chapter 5 of [13]. In
contrast to this book, we link the value function and the so-called decoupling eld that is
determined by the adjoint FBSDE. To be more precise, we show that the weak derivative
of the value function is equal to the decoupling eld.
This thesis is organized as follows: In chapter 2 we review basic notions about BSDEs
and FBSDEs. We summarize the main statements of the method of decoupling elds
and about weak derivatives. Moreover, we present Pontryagin's maximum principle for a
non-Markovian framework. In chapter 3 we study our main topic of this thesis. We prove
that the control problem aforementioned has a solution using the method of decoupling
elds. Finally, in chapter 4 we connect the HJB approach with the FBSDE approach of
the maximum principle. We show how the value function and the decoupling eld are
linked in the general non-Markovian setting.
2
Chapter 2
Preliminaries
Pontryagin and his team introduced in the 1950s the so-called maximum principle to solve
optimal control problems. They rst studied deterministic problems, but later on also
stochastic control problems were considered, starting with works of Bismut in 1973. He
studied uncoupled FBSDEs with a linear backward equation, which led to the research
on backward stochastic dierential equations and forward-backward stochastic dierential
equations, abbreviated by BSDEs and FBSDEs, respectively (cf. [13, p. 101]).
In the following decades much research on BSDEs and FBSDEs in the context with
the maximum principle and on the connection to PDEs was done. However, there were no
general results about the existence and uniqueness of solutions until Pardoux and Peng
introduced in 1990 the theory of general BSDEs. Later on in the early 90s, studies on
coupled FBSDEs began (cf. [5, p. 17] and [9, p. vii]). Nowadays, BSDEs and FBSDE
are an important eld in stochastics, for example, because of their application in partial
dierential equations, mathematical nance and stochastic control theory (see e.g. [11]).
In this chapter we introduce the aforementioned terms BSDE and FBSDE. We present
basic facts about existence and uniqueness of solutions and connected with that we demon-
strate the method of decoupling elds, which is very useful in constructing solutions to
FBSDEs. As it turns out, Lipschitz continuity of the generator of a BSDE ensures the
existence and uniqueness of a solution. In the case of FBSDEs, however, Lipschitz condi-
tions are not sucient to achieve even solvability. At this point the method of decoupling
elds allows us to construct solutions on suciently small time intervals under certain
standard Lipschitz conditions. This technique uses extensively the notion of weak dier-
entiability and we therefore introduce it in section 2.5. We state and prove results for
these derivatives that are relevant for this thesis.
In section 2.4 we explain the concept of Pontryagin's maximum principle, which plays
an important role in stochastic control because it oers a technique for determining opti-
mal controls. Moreover, it connects the optimal control theory with the theory of FBSDEs,
because this approach transforms the task of nding an optimal control into the task of
solving a possibly coupled FBSDE depending on a control. If there exists a solution and
the same control process minimizes the so-called Hamiltonian, the maximum principle
states that this control is optimal.
Finally, we emphasize that all the theory presented in this chapter can be generalized
to the multidimensional case. The statements stay basically the same and just some small
adjustments have to be made. For instance, one has to consider vector and matrix norms
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instead of absolute values.
Throughout this chapter we assume the following: Let T > 0 be a deterministic time
horizon and W = (Wt)t2[0;T ] be a Brownian motion on a complete ltered probability
space (
;F ; (Ft)t2[0;T ];P), where (Ft)t2[0;T ] is the natural ltration of W . In more detail,
the ltration is dened by Ft := 
 N ; (Ws)s2[0;t] with N denoting the set of all P-null
sets. Additionally, we dene for t 2 [0; T ] the process spaces
H2t;T :=

X : 
 [t; T ]! R
 X is progr. mb. and E Z T
t
X2s ds

<1

;
S2t;T :=
(
X : 
 [t; T ]! R
 X is progr. mb. and E" sup
s2[t;T ]
X2s
#
<1
)
;
and we denote by H2t;T and S2t;T the corresponding quotient spaces with respect to the
equivalence relations H and S, respectively, given by
X H Y :() P
  (f(!; t) 2 
 [0; T ] : Xt(!) 6= Yt(!)g) = 0;
X S Y :() X and Y are indistinguishable:
2.1 Backward stochastic dierential equations
In this section we introduce backward stochastic dierential equations (BSDEs) and pre-
sent some important facts. Throughout we are going to follow chapter 6.2.1 of [11].
Let f : 
  [0; T ]  R  R ! R be a measurable function that is progressively
measurable, meaning that for all t 2 [0; T ] the mapping f restricted to 
 [0; t]RR is
Ft
B([0; t])
B(R)
B(R)-measurable. Furthermore, let  be an FT -measurable random
variable. A BSDE on [0; T ] is an equation of the form
 dYt = f(t; Yt; Zt)dt  ZtdWt; t 2 [0; T ]; YT = ;
or equivalently,
Yt =  +
Z T
t
f(s; Ys; Zs) ds 
Z T
t
Zs dWs; t 2 [0; T ]: (2.1)
We call the function f the generator and the random variable  the terminal condition.
We refer to the pair (; f) as the parameters of the BSDE (2.1). We call the parameters
(; f) standard, if
  has nite second moment, i.e. E2 <1,
 f(; ; 0; 0) 2 H20;T ,
 f is Lipschitz continuous in (y; z) in the sense that there exists a constant L  0
such that for all y1; y2; z1; z2 2 R it holds that
jf(!; t; y1; z1)  f(!; t; y2; z2)j  L (jy1   y2j+ jz1   z2j)
for P
 -almost all (!; t) 2 
 [0; T ].
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Denition 2.1. We say that (Y; Z) 2 S20;T H20;T is a solution to the BSDE (2.1) if
 R T
0
jf(s; Ys; Zs)j ds <1, P-almost surely, and
 equation (2.1) is satised for all t 2 [0; T ], P-almost surely.
We say that a solution is unique if for two solutions (Y; Z) and ( ~Y ; ~Z), the processes Y
and ~Y are indistinguishable, and the processes Z and ~Z coincide P
-almost everywhere.
Remark 2.2. Note that solutions to BSDEs are only uniquely dened in the following
sense: Given a solution (Y; Z) to (2.1) in the space S20;T H20;T , one has that also ( ~Y ; ~Z)
solves the BSDE (2.1) if the processes Y and ~Y are indistinguishable, and the processes
Z and ~Z are P
 -almost everywhere equal.
For a solution (Y; Z) 2 S20;T  H20;T we can always assume that the process Y is
continuous in time due to the form of (2.1). It is indeed enough to redene Y as the right
hand side of (2.1), which yields an indistinguishable version of Y that is continuous.
Theorem 2.3. Let (; f) be standard parameters. Then there exists a unique solution
(Y; Z) 2 S20;T H20;T to the BSDE (2.1).
Sketch of the proof. We summarize the proof of this statement presented in Theorem 6.2.1
of [11], which is based on a xed point method. We dene the mapping  : S20;T H20;T !
S20;T H20;T ; (U; V ) 7! (Y; Z), where (Y; Z) is a solution of
Yt =  +
Z T
t
f(s; Us; Vs) ds 
Z T
t
Zs dWs; t 2 [0; T ]: (2.2)
We construct (Y; Z) in the followings steps:
 Dene the martingale M given by
Mt := E

 +
Z T
0
f(s; US; Vs) ds
Ft ; t 2 [0; T ]:
Note that M is square-integrable by our assumptions on (; f), i.e. E
R T
0
M2t dt <1.
 Applying the martingale representation theorem to M yields the existence and
uniqueness of a process Z 2 H20;T with
Mt = M0 +
Z t
0
Zs dWs;
see e.g. Theorem 1.2.9 in [11]. Note that Z is uniquely determined in the sense that
for another process eZ with the above property we have
P
 
n
(!; t) 2 
 [0; T ] : Zt(!) 6= eZt(!)o = 0:
 Dene the process Y by setting
Yt := E

 +
Z T
t
f(s; Us; Vs) ds
Ft = Mt   Z t
0
f(s; Us; Vs) ds; t 2 [0; T ]:
The last equality holds since (!; s) 7! f(s; Us; Vs) is progressively measurable, which
implies, in particular, that
R t
0
f(s; Us; Vs) ds is Ft-measurable.
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Note that YT = . By Doob's inequality one can show that Y 2 S20;T . Furthermore, Y is
uniquely dened up to indistinguishability and we can write M as
Mt = MT  
Z T
t
Zs dWs =  +
Z T
0
f(s; Us; Vs) ds 
Z T
t
Zs dWs; t 2 [0; T ]:
Consequently, Y satises (2.2) and the mapping  is well-dened. We observe from the
construction above that a solution to BSDE (2.1) is a xed point of the function , and
the other way around. Now one can show that  is a contraction on the Banach space
S20;T H20;T with norm
k(Y; Z)k =

E
Z T
0
es
 
Y 2s + Z
2
s

ds
 1
2
; (Y; Z) 2 S20;T H20;T ;
for a certain xed  > 0 depending on f . Hence Banach's xed point theorem implies
the existence of a unique xed point, which is the solution to the BSDE (2.1).
Remark 2.4. We emphasize the fact that one can write BSDE (2.1) as a forward equation:
Yt = Y0  
Z t
0
f(s; Ys; Zs) ds+
Z t
0
Zs dWs:
This allows us to apply the product formula.
The next and nal statement admits a comparison of solutions to BSDEs. In applications
it sometimes enables us to show that a solution of a BSDE is bounded if we choose the
comparing solution in the right way (see e.g. the proof of Lemma 3.14).
Theorem 2.5 (Comparison principle). Let (1; f 1) and (2; f 2) be standard parameters
and let (Y 1; Z1) and (Y 2; Z2) be solutions to the corresponding BSDEs. Furthermore,
assume that:
 1  2 a.s.,
 f 1(t; Y 1t ; Z1t )  f 2(t; Y 1t ; Z1t ) for P
 -almost every (!; t) 2 
 [0; T ],
 f 2(; Y 1 ; Z1 ) 2 H20;T .
Then Y 1t  Y 2t for all t 2 [0; T ], P-almost surely.
A proof of this theorem can be found in Theorem 6.2.2 of [11].
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2.2 Forward-backward stochastic dierential
equations
This section introduces the notion of forward-backward stochastic dierential equations
(FBSDEs). We dene a solution of an FBSDE and present an example of a non-solvable
FBSDE. The following is based on [6] and [9].
First of all, let ; ; f : 
 [0; T ]RRR! R be measurable functions that are
progressively measurable, meaning that for all t 2 [0; T ] the functions ; ; f restricted to

 [0; t]RRR are Ft
B([0; t])
B(R)
B(R)
B(R)-measurable. Additionally,
let  : 
  R ! R be an FT 
 B(R)-measurable function and let t 2 [0; T ]. An FBSDE
on the interval [t; T ] is a system
Xs = x+
Z s
t
(r;Xr; Yr; Zr) dr +
Z s
t
(r;Xr; Yr; Zr) dWr;
Ys = (XT ) 
Z T
s
f(r;Xr; Yr; Zr) dr  
Z T
s
Zr dWr; s 2 [t; T ];
(2.3)
consisting of a forward equation starting in x 2 R at time t and a backward equation
with terminal condition . We call (; ; ; f) the parameters of the FBSDE (2.3). If the
parameters (; ; ; f) do not depend on !, we call the FBSDE (2.3) Markovian. Otherwise
we call it non-Markovian. In this thesis we consider primarily the non-Markovian case.
Nevertheless, we dene in either cases a solution as follows.
Denition 2.6. We say that a triple (X; Y; Z) 2 S2t;T  S2t;T  H2t;T is a solution to the
FBSDE (2.3) on [t; T ] with parameters (; ; ; f) and initial value x 2 R if
(1)
Z T
t
j(s;Xs; Ys; Zs)j ds;
Z T
t
jf(s;Xs; Ys; Zs)j ds;
Z T
t
j(s;Xs; Ys; Zs)j2 ds <1, a.s.,
(2) equation (2.3) is satised for all s 2 [t; T ], P-almost surely.
We say that a solution is unique if for two solutions (X; Y; Z); ( ~X; ~Y ; ~Z), the processes
X; ~X and Y; ~Y are indistinguishable, respectively, and Z; ~Z coincide P
 -almost every-
where.
Remark 2.7. The processes X and Y can be assumed to be continuous, because by reden-
ing these processes as the right hand sides of (2.3), respectively, one obtains continuous
versions of X and Y .
We emphasize that it is possible to dene a solution to an FBSDE in a weaker sense,
for instance, one can just require that X; Y; Z 2 H2t;T , that (1) holds true and that (2.3)
is satised almost surely for all s 2 [t; T ]. In section 2.3 we will work with this weaker
denition of a solution, because the method of decoupling elds provides solutions in this
sense only. However, we will show that there is also a solution in the sense of Denition
2.6.
For studying the solvabilty of an FBSDE it is useful two distinguish coupled and decoupled
systems. The latter means that either the forward or the backward equation does not
depend on the other one. In other words, the FBSDE (2.3) is said to be decoupled if
either  and  do not depend on (y; z), or f and  do not depend on x. Otherwise it is
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called coupled. In the decoupled setting one can try to solve the FBSDE by rst solving
the independent equation, and by plugging this solution into the remaining one. In this
case one can try to apply the existence and uniqueness results for SDEs and BSDEs.
Solving coupled FBSDEs, however, turns out to be much harder. The usual assump-
tions on the parameters of the equation, for instance, Lipschitz continuity, do not ensure
existence and uniqueness of a solution, in contrast to the case of SDEs and BSDEs. In
fact, it can happen that an FBSDE has no solution at all like presented in the next ex-
ample, which is discussed in Example 2.3.2 of [6] and in Proposition 3.1 of [9] in a similar
way.
Example 2.8. Let T = 1 and t 2 [0; T ). Consider for x 2 R the coupled FBSDE on [t; T ]
Xs = x+
Z s
t
Yr dr;
Ys = XT  
Z T
s
Zr dWr; s 2 [t; T ]:
(2.4)
We see that here (y) = y; (y) = y and ; f = 0. All of these functions are obviously
Lipschitz continuous and have only linear growth, but there does not have to exist a
solution to (2.4) as we demonstrate below. Here the crucial point is the choice of t. First
of all, note that for any t 2 [0; T ] the processes X; Y; Z  0 solve the above FBSDE on
[t; T ] if x = 0. Therefore, we assume in the following that x 6= 0.
In the case of t = 0, there does not exist a solution as one can show as follows. Assume
on the contrary that there exists a solution (X; Y; Z) to (2.4) on [0; T ]. This means that
we have X; Y 2 S20;T ; Z 2 H20;T and therefore E
R T
s
Zr dWr = 0 for all s 2 [0; T ]. In
addition, we can apply dominated convergence to show that the functions x^ and y^, given
by x^(s) := EXs; y^(s) := EYs; s 2 [0; T ], satisfy the ordinary dierential equation
x^0(s) = y^(s); y^0(s) = 0; s 2 [0; T ]; (2.5)
with the boundary conditions x^(0) = x and y^(T ) = x^(T ). But a general solution (~x; ~y) to
the ordinary dierential equation (2.5) with terminal condition ~x(T ) = ~y(T ) has the form
~x(s) = cs; ~y(s) = c; s 2 [0; T ]
for some constant c 2 R. Moreover, we observe that ~x(0) = 0 6= x. Thus, there cannot
exist a solution to (2.5) with these boundary conditions and hence our assumption has to
be wrong. Consequently, the FBSDE does not have a solution on [0; T ]. Another possible
way of proving the above statement is with the help of decoupling elds. In Example 2.23
we present this in more detail.
In the case of t 2 (0; T ] we actually nd a solution to the FBSDE (2.4) on [t; T ] ( [0; T ]
by observing that for Z  0 the FBSDE is just an ordinary dierential equation. Its
solution can be calculated and thus we obtain by using the boundary conditions
Xs = x
s
t
; Ys =
x
t
; Zs = 0; s 2 [t; T ]:
Conversely, one can verify that (X; Y; Z), dened in this way, solves indeed the FBSDE
(2.4) on [t; T ].
We emphasize that this example does not rely on the particular choice of T . Even
assuming that T 2 [1;1) suces to show, in the same manner as above, that the FBSDE
(2.4) is for t 2 (T   1; T ] solvable and for t = T   1 non-solvable.
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As one can observe in the example above, assumptions on the parameters are not sucient
to gain solvability of an FBSDE. Structural assumptions have to be made as well, since
in some cases one can get solutions if T is small enough depending on the parameters
(see e.g. Theorem 5.1 in [9]). There do exist techniques to solve coupled FBSDEs, for
instance, the Four Step Scheme, the Method of Continuation and the Contraction Method,
to name a few. For each of these approaches one has to make signicant restrictions to
the class of possible parameter functions. In the Four Step Scheme, for instance, only the
Markovian case with suciently smooth parameters is considered. For more details on
these methods we refer to the literature (e.g. [9], [13]).
Another approach to study coupled FBSDEs is the method of decoupling elds, on
which we focus in this thesis. We introduce this method in the next section. Unlike the
aforementioned concepts, this technique is also concerned with the existence of solutions
on smaller time intervals, i.e. intervals of the form [t; T ]  [0; T ]. Additionally, it somehow
treats the more general case in the sense that it only requires the so-called standard
Lipschitz conditions, described below in section 2.3.
2.3 Method of decoupling elds
We present in this section the method of decoupling elds developed in [6]. Therefore,
the following is based on that thesis. We emphasize that all denitions, statements and
proofs can be found there.
The method of decoupling elds deals with the solvability of coupled FBSDEs, which
can be non-Markovian. This approach does not only search for global solutions of FBSDEs
described in Denition 2.6, but is also interested in solutions on smaller time intervals
and especially in nding a random function u of time and space, called the decoupling
eld, that connects the forward and backward equation in the sense that Yt = u(t;Xt).
To nd such a function, one divides the interval [0; T ] into nitely many small intervals
and then tries to construct decoupling elds on each of them by going from the right
boundary to the left. In this procedure one only has to require that X; Y; Z exist locally
on small intervals instead of requiring global existence on [0; T ]. The crucial point in this
construction is that one can concatenate decoupling elds to obtain a decoupling eld on
a larger interval, and that one can receive the processes X; Y; Z at the same time. To
apply this technique one has to require the so-called standard Lipschitz conditions of the
parameters.
Consider now the setting of section 2.2, this means that we dene the measurable
functions ; ; f : 
 [0; T ]RRR! R that are progressively measurable, meaning
that their restriction to 
  [0; t]  R  R  R is Ft 
 B([0; t]) 
 B(R) 
 B(R) 
 B(R)-
measurable for all t 2 [0; T ]. Additionally, let  : 
R! R be an FT 
B(R)-measurable
function and x 2 R. We consider the FBSDE
Xt = x+
Z t
0
(s;Xs; Ys; Zs) ds+
Z t
0
(s;Xs; Ys; Zs) dWs;
Yt = (XT ) 
Z T
t
f(s;Xs; Ys; Zs) ds 
Z T
t
Zs dWs;
(2.6)
for t 2 [0; T ]. In this section we always make the above assumptions without explicitly
mentioning them. Furthermore, we emphasize that we often call a triple (X; Y; Z) a solu-
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tion to an FBSDE even if it just satises the weaker denition aforementioned in Remark
2.7. The reason for that is the construction of a solution in the proof of Theorem 2.16,
which provides only a solution in this sense. However, in the nal statement (Theorem
2.21) we show that there is also a solution to (2.6) in the sense of Denition 2.6.
Denition 2.9. Let t 2 [0; T ] and u : 
 [t; T ]R! R. We say that the function u is
a decoupling eld for (; ; ; f) on [t; T ] if
(1) u(T; ) = () a.s.,
and for all t1; t2 2 [t; T ]; t1  t2; and any Ft1-measurable Xt1 : 
 ! R there exist
progressively measurable processes X; Y; Z on [t1; t2] such that for all s 2 [t1; t2]
(2)
Z t2
t1
j(r;Xr; Yr; Zr)j dr;
Z t2
t1
jf(r;Xr; Yr; Zr)j dr;
Z t2
t1
j(r;Xr; Yr; Zr)j2 ds <1 a.s.,
(3) Xs = Xt1 +
Z s
t1
(r;Xr; Yr; Zr) dr +
Z s
t1
(r;Xr; Yr; Zr) dWr a.s.,
(4) Ys = Yt2  
Z t2
s
f(r;Xr; Yr; Zr) dr  
Z t2
s
Zr dWr a.s.,
(5) Ys = u(s;Xs) a.s.
Remark 2.10. Concerning the above denition we want to point out the following:
 We refer to (5) as the decoupling condition.
 The properties (2)-(4) mean that (X; Y; Z) solves the FBSDE (2.6) on [t1; t2] with
initial condition Xt1 .
 Since all the equalities above are almost surely true, a modication of a decoupling
eld is again a decoupling eld to the same problem. Furthermore, considering
that we always require progressive measurability for solutions to FBSDEs leads to
the question whether there exists a progressively measurable modication of the
decoupling eld. The answer is indeed positive if the decoupling eld is Lipschitz
continuous for almost all ! 2 
. See Remark 2.14 for details.
 By using Xt1 to denote the initial value we make a slight abuse of notation. However,
since X fulls the FBSDE almost surely, we know that the process X coincides with
this value almost surely at time t1 and therefore this denition makes sense.
 The processes X; Y; Z arising in Denition 2.9 are not required to be unique in some
sense for given t1; t2 and Xt1 .
As already mentioned, the concatenation of two decoupling elds is again a decoupling
eld. We present this useful property in the following lemma.
Lemma 2.11. Let s; t 2 [0; T ); s < t. If u2 is a decoupling eld for (; ; ; f) on [t; T ]
and u1 is a decoupling eld for (u2(t; ); ; ; f) on [s; t], then the function u, dened by
u(!; r; x) :=
(
u1(!; r; x) ; r 2 [s; t]
u2(!; r; x) ; r 2 (t; T ]
;
for (!; r; x) 2 
 [s; T ] R, is a decoupling eld for (; ; ; f) on [s; T ].
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The complete proof of this lemma can be found in Lemma 2.1.2 of [6]. We just sketch the
main steps.
Sketch of the proof. We have to check whether u satises Denition 2.9.
Let t1; t2 2 [s; T ] such that t1  t2. If either t1  t or t2  t, the required property
follows from u1 and u2 being decoupling elds. Consequently, we assume that t1 2 [s; t)
and t2 2 (t; T ]. Let, moreover, ~Xt1 : 
 ! R be Ft1-measurable. Now according to the
denition of the decoupling elds u1 and u2 the following holds true:
1. There exists a solution ( ~X; ~Y ; ~Z) to the FBSDE on [t1; t] with initial condition ~Xt1 ,
terminal condition u2(t; ~Xt) and decoupling condition ~Yr = u1(r; ~Xr) = u(r; ~Xr) for
all r 2 [t1; t].
2. There exists a solution (X^; Y^ ; Z^) to the FBSDE on [t; t2] with initial condition ~Xt,
terminal condition (X^t2) and decoupling condition Y^r = u2(r; X^r) for all r 2 [t; t2].
This construction yields ~Xt = X^t and ~Yt = u1(t; ~Xt) = u2(t; X^t) = Y^t a.s. If we dene the
processes X; Y; Z by
X := ~X1[t1;t] + X^1(t;t2]; Y :=
~Y 1[t1;t] + Y^ 1(t;t2] and Z :=
~Z1[t1;t] + Z^1(t;t2];
it is straightforward to verify that the decoupling condition is satised and that (X; Y; Z)
solves the FBSDE on [t1; t2].
We now introduce the following terms and abbreviations:
 We denote by L;z the Lipschitz constant of  w.r.t. the last component, i.e.
L;z := sup
t2[0;T ]
inffL  0 j for almost all ! 2 
 : 8x; y; z1; z2 2 R
j(t; x; y; z1)  (t; x; y; z2)j  Ljz1   z2jg;
and L 1;z denotes
L 1;z =
(
1
L;z
; L;z 2 (0;1)
1 ; else:
In a similar way we dene for a function u : 
 I  R! R the Lipschitz constant
of u in x by Lu;x, i.e.
Lu;x := sup
t2I
inffL  0 j 8x1; x2 2 R : ju(t; x1)  u(t; x2)j  Ljx1   x2j; a.s.g;
where I  [0; T ] is an interval.
 For t 2 [0; T ] and an integrable random variable X we dene Et[X] := E [X j Ft]
and
Et;1 [X] := ess supE [X j Ft] = inffc 2 [ 1;1] : E [X j Ft]  c a.s.g:
 For a measurable function f we denote by kfk1 the essential supremum of jf j.
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 The symbol @x denotes weak dierentiation w.r.t. x. For details on this subject
consult section 2.5.
To restrict the class of possible parameter functions for FBSDEs, we introduce the so-
called standard Lipschitz conditions. Under these requirements we can develop a theory for
decoupling elds and therefore also for solutions to FBSDEs in the general non-Markovian
case, as we will see later on.
Denition 2.12. We say that the parameters (; ; ; f) satisfy standard Lipschitz con-
ditions, abbreviated by SLC, if
(1) ; ; f are Lipschitz continuous in (x; y; z) with Lipschitz constant L, i.e. for all
t 2 [0; T ] and almost all ! 2 
 we have
j(t; x1; y1; z1)  (t; x2; y2; z2)j  L(jx1   x2j+ jy1   y2j+ jz1   z2j);
j(t; x1; y1; z1)  (t; x2; y2; z2)j  L(jx1   x2j+ jy1   y2j+ jz1   z2j);
jf(t; x1; y1; z1)  f(t; x2; y2; z2)j  L(jx1   x2j+ jy1   y2j+ jz1   z2j);
for all x1; x2; y1; y2; z1; z2 2 R.
(2) k(; ; 0; 0; 0)k1 + k(; ; 0; 0; 0)k1 + kf(; ; 0; 0; 0)k1 <1,
(3) k(; 0)k1 <1,
(4) L;x < L
 1
;z.
Note that the property (4) implies that  is Lipschitz continuous in x for almost all ! 2 
.
The next denitions introduce two notions of regularity for decoupling elds.
Denition 2.13 (weak regularity). For t 2 [0; T ) a decoupling eld u : 
 [t; T ]R! R
for (; ; ; f) is called weakly regular, if Lu;x < L
 1
;z and sups2[t;T ] ku(; s; 0)k1 <1.
Remark 2.14. A weakly regular decoupling eld u is weakly dierentiable w.r.t. x, i.e.
for almost all ! 2 
 and all s 2 [t; T ] the mapping u(!; s; ) is weakly dierentiable.
Moreover, u can be assumed to be progressively measurable and Lipschitz continuous for
all ! 2 
, because there exists a modication ~u having these properties. This modication
even satises that the function x 7! ~u(!; s; x) is weakly dierentiable w.r.t. x for all
xed (!; s) 2 
  [t; T ]. With modication we mean that for all s 2 [t; T ] it holds
u(!; s; ) = ~u(!; s; ) for almost all ! 2 
. These properties are consequences of Lemma
2.1.3 and Lemma 2.1.4 in [6].
To gain more information about the processes X; Y; Z appearing in the FBSDE (2.6),
more requirements are necessary.
Denition 2.15 (strong regularity). Let t 2 [0; T ). A weakly regular decoupling eld
u : 
  [t; T ]  R ! R for (; ; ; f) is called strongly regular if for all t1; t2 2 [t; T ];
t1  t2, the processes X; Y; Z arising in Denition 2.9 are P
-almost everywhere uniquely
determined for each constant initial value Xt1 = x 2 R, and satisfy:
(1) For all x 2 R
sup
s2[t1;t2]
Et1;1

X2s

+ sup
s2[t1;t2]
Et1;1

Y 2s

+ Et1;1
Z t2
t1
Z2s ds

<1:
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(2) The processes X; Y; Z with additional dependence on the initial value are measur-
able. To be more precise, X; Y; Z viewed as mappings 
  [t; T ]  R ! R are
F 
 B([t; T ]) 
 B(R)-measurable. Furthermore, the processes X; Y; Z are weakly
dierentiable w.r.t. x such that the random variables Xs and Ys are weakly dier-
entiable w.r.t. x for every s 2 [t1; t2]. Additionally, we have for the weak derivatives
ess sup
x2R
sup
s2[t1;t2]
Et1;1

(@xXs)
2 <1;
ess sup
x2R
sup
s2[t1;t2]
Et1;1

(@xYs)
2 <1;
ess sup
x2R
Et1;1
Z t2
t1
(@xZs)
2 ds

<1:
(2.7)
Regarding (2) we want to point out that we weakly dierentiate X; Y; Z w.r.t. the initial
value x of the forward equation. The processes Y and Z usually also depend on x due
to the coupled nature of the FBSDE. However, we often just write X; Y; Z instead of
Xx; Y x; Zx.
An important statement for developing the method of decoupling elds is the next
theorem (cf. Theorem 2.2.1 in [6]). It presents a technique for constructing decoupling
elds for a given FBSDE. However, this construction only works if one considers the
FBSDE on a suciently small time interval [t; T ].
Theorem 2.16. Let the parameters (; ; ; f) satisfy SLC. Then there exists a time
t 2 [0; T ) such that (; ; ; f) has a unique (up to modications) decoupling eld u on
[t; T ] that is weakly regular.
Sketch of the proof. The detailed proof of this theorem can be found in [6, pp. 20-37]. Due
to its complexity we just present the main steps.
1. Let for some t 2 [0; T ) the mapping Xt : 
R! R be Ft
B(R)-measurable such
that for a xed t^ 2 [0; t]
ess sup
x2R
Et^;1

(@xXt(; x))2

<1 and Et^;1

Xt(; x)2

<1 for all x 2 R: (2.8)
We will see later in the third step for which t; t^ and Xt these assumptions are fullled.
One then shows that the FBSDE
Xs = Xt +
Z s
t
(r;Xr; Yr; Zr) dr +
Z s
t
(r;Xr; Yr; Zr) dWr;
Ys = (XT ) 
Z T
s
f(r;Xr; Yr; Zr) dr  
Z T
s
Zr dWr;
(2.9)
has a solution (X; Y; Z) on [t; T ] with initial condition Xt, where X; Y; Z are functions
of (!; s; x) and all equalities in (2.9) hold for all x 2 R. To that end, one chooses an
arbitrary x 2 R, denes a suitable process space (Gt^; k  kw) and a mapping F : Gt^ ! Gt^
such that every xed point solves the above FBSDE. If t 2 [t0; T ) is close enough to T ,
i.e. t0 is large enough, the function F is a contraction w.r.t. k  kw. Then according to
Banach's xed point theorem, the sequence (Xk; Y k; Zk)k2N0 , recursively dened by
(Xk; Y k; Zk) := F (Xk 1; Y k 1; Zk 1)
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for k 2 N and (X0; Y 0; Z0) := (0; 0; 0), converges in (Gt^; k  kw) to a xed point (X; Y; Z)
that is unique. Consequently, (X; Y; Z) is the unique solution in Gt^ to (2.9). Here the
processes X; Y are unique up to modications and Z is P
 -almost everywhere unique.
One can further show that (Xk; Y k; Zk) also converges in an L2-sense and almost every-
where, and that Xks and Y
k
s converge almost surely to Xs and Ys, respectively, for every
xed s 2 [t; T ].
2. Show via induction over k that the processes Xk; Y k; Zk are progressively measur-
able and weakly dierentiable w.r.t. x. If one chooses t0 < T large enough depending on
L;L;x; L;z, one can show that also the processes X; Y; Z are progressively measurable
and weakly dierentiable w.r.t. x, since (Xk; Y k; Zk) converges to (X; Y; Z).
3. Construct the decoupling eld u : 
  [t00; T ]  R ! R as follows: For any x 2 R
and t 2 [t00; T ] dene
u(; t; x) := Yt(; x);
where (X; Y; Z) is the unique solution in Gt to the FBSDE (2.9) with initial condition Xt
given by Xt(!; x) := x. This solution exists because @xXt = 1 and Et;1 [Xt(; x)] < 1
for all x 2 R and hence the requirements (2.8) in the rst step are satised for t^ := t.
The time t00 2 [0; T ) is chosen such that t00  t0 and large enough depending again on
L;L;x; L;z. One can then show that:
 For all t 2 [t00; T ] it can be assumed that the mapping u(; t; ) is measurable and
Lipschitz continuous in the last argument.
 It holds that Lu;x < L 1;z, u(; ; x) is progressively measurable for all x 2 R and
sup
t2[t00;T ]
ku(; t; 0)k1 <1:
As a consequence u is weakly regular.
4. Show that u is indeed a decoupling eld by verifying the properties of Denition
2.9. In addition, one can show uniqueness of u.
In this summarized proof the choice of t0 and t00 might appear arbitrary, but in the more
detailed proof one can observe that the times t0; t00 < T with the necessary properties
indeed exist. At last note that, for instance, the time t = t00 has the properties stated in
Theorem 2.16.
The construction above does not only provide the existence of a weakly regular decoupling
eld, but also yields:
 the uniqueness of the decoupling eld up to modications,
 the existence of a strongly regular decoupling eld and
 the existence of a unique solution (X; Y; Z) to the FBSDE (2.6) on some time
interval.
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We summarize these properties later in Theorem 2.21. Here we mean by uniqueness that
the processes X and Y are unique up to modications and the process Z is P
 -almost
everywhere uniquely determined. We now turn to the consequences of Theorem 2.16, but
omit the proofs. In particular, we present the statements of Corollary 2.5.3, Corollary
2.5.4 and Corollary 2.5.5 in [6].
Proposition 2.17. Let (; ; ; f) satisfy SLC.
1. If u1 and u2 are two weakly regular decoupling elds for (; ; ; f) on some interval
[t; T ], then u1 and u2 are modications of each other.
2. If u is a weakly regular decoupling eld for (; ; ; f) on [t; T ], then u is strongly
regular.
3. If u is a weakly regular decoupling eld for (; ; ; f) on [t; T ], then for any deter-
ministic initial condition Xt = x 2 R there is a unique solution (X; Y; Z) of the
FBSDE (2.6) on [t; T ] such that
sup
s2[t;T ]
E

X2s

+ sup
s2[t;T ]
E

Y 2s

+ E
Z T
t
Z2s ds

<1:
So far we only know that under SLC there is some time interval, on which we can construct
a decoupling eld and on which a solution exists. However, we would like to know how
much we can enlarge this interval. This is because we actually want to solve the FBSDE
on the whole interval [0; T ]. Unfortunately, this is not always possible and therefore we
dene the maximal interval on which a weakly regular decoupling eld exists as follows.
Denition 2.18. We say that Imax  [0; T ] is the maximal interval for (; ; ; f) if it is
the union of all intervals [t; T ]  [0; T ] such that there exists a weakly regular decoupling
eld u on [t; T ].
Note that under SLC the interval Imax is either equal to [0; T ] or has the form (t; T ] for
some t 2 (0; T ). This result can be found in Theorem 2.5.11 of [6].
Lemma 2.19. Let (; ; ; f) satisfy SLC. Then either Imax = [0; T ] or Imax = (tmin; T ]
holds true, where 0  tmin < T .
Proof. We prove that Imax = [t; T ] for t 2 (0; T ) is impossible. Therefore, we assume on
the contrary that Imax has this form. Then there exists a weakly decoupling eld u1 on
[t; T ]. We can, however, use u1(t; ) as terminal condition and apply Theorem 2.16. Thus
we obtain a weakly regular decoupling eld u2 on the interval [s; t] for some s 2 [0; t).
Using Lemma 2.11 to concatenate u1 and u2 we get a decoupling eld on the larger interval
[s; T ], which contradicts our assumptions.
We now extend the notion of weak and strong regularity to half-open intervals.
Denition 2.20. Let t 2 [0; T ) and u : 
 (t; T ]R! R. We call u a decoupling eld
for (; ; ; f) if for all t0 2 (t; T ] the function u j[t0;T ] is a decoupling eld for (; ; ; f).
Furthermore, we say that u is weakly/strongly regular if for all t0 2 (t; T ] the function
u j[t0;T ] is weakly/strongly regular.
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By combining all the statements above we obtain the main result of this section (cf.
Theorem 2.5.11 in [6]).
Theorem 2.21. Let (; ; ; f) satisfy SLC. Then there exists a unique weakly regular
decoupling eld u on Imax. This decoupling eld is even strongly regular. It either holds
Imax = [0; T ] or Imax = (tmin; T ], where 0  tmin < T . In addition, there is for every
t 2 Imax and for any deterministic initial condition Xt = x 2 R a unique solution
(X; Y; Z) 2 S2t;T  S2t;T H2t;T to the FBSDE (2.6) on [t; T ].
Sketch of the proof. We show how this result follows from statements presented in this
section. By Theorem 2.16 there exists a weakly regular decoupling eld u on Imax.
Proposition 2.17 implies that u is strongly regular and by Lemma 2.19 it either holds
Imax = [0; T ] or Imax = (tmin; T ], where 0  tmin < T . Moreover, there exists a solution
(X; Y; Z) for the initial condition Xt = x 2 R such that
sup
s2[t;T ]
E

X2s

+ sup
s2[t;T ]
E

Y 2s

+ E
Z T
t
Z2s ds

<1: (2.10)
Here we mean by solution that for all s 2 [t; T ] xed the process (X; Y; Z) satises (2.6)
almost surely. Furthermore, the processes X and Y are unique up to modications and
Z is P
 -almost everywhere uniquely determined.
Note that it can be assumed that the processes X and Y are continuous in time since
there are modications of X and Y having this property. One can now show that the
triple (X; Y; Z) satises the FBSDE (2.6) for all s 2 [t; T ], P-almost surely, using the
continuity of X and Y . To be more precise, one can prove that there exists a P-null set
N 2 F such that (2.6) is fullled for all ! 2 N c and s 2 [t; T ].
It remains to show that X; Y 2 S2t;T , because then (X; Y; Z) is a solution to the FBSDE
(2.6) in sense of Denition 2.6. We only prove that X 2 S2t;T . The statement for Y can
be shown in the same way.
Note that, in particular, X; Y; Z 2 H2t;T . We observe that M :=
R 
t
(r;Xr; Yr; Zr) dWr
is a martingale since
E
Z T
t
j(r;Xr; Yr; Zr)j2 dr

 E
Z T
t
 
8L2
 
X2r + Y
2
r + Z
2
r

+ 2k(; ; 0; 0; 0)k21

dr

<1;
according to the Lipschitz continuity of . As aforementioned, the process X satises the
forward equation in the FBSDE (2.6) for all s 2 [t; T ], P-almost surely, and thus we have
E
"
sup
s2[t;T ]
X2s
#
 4x2 + 4 E
"
sup
s2[t;T ]
M2s
#
+ 4 E
"
sup
s2[t;T ]
Z s
t
(r;Xr; Yr; Zr) dr
2#
 4x2 + 16 E M2T + 4 E
"
sup
s2[t;T ]

(s  t)
Z s
t
j(r;Xr; Yr; Zr)j2 dr
#
 4x2 + 16 E
Z T
t
j(r;Xr; Yr; Zr)j2 dr

+ 4T E
Z T
t
 
8L2
 
X2r + Y
2
r + Z
2
r

+ 2k(; ; 0; 0; 0)k21

dr

<1:
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We have used Doob's L2-inequality, Jensen's inequality, the Ito^ isometry and the Lipschitz
continuity of .
If the maximal interval Imax is equal to (tmin; T ], we have the following signicant property
that allows us to develop the method of decoupling elds (cf. Lemma 2.5.12 in [6]).
Proposition 2.22. Let (; ; ; f) satisfy SLC, Imax = (tmin; T ] and u be the unique
decoupling eld on Imax. Then we have that
lim
t#tmin
Lu(t;);x = L 1;z: (2.11)
Under the assumption that the parameters satisfy SLC, this proposition allows us to
formulate an algorithm for checking if an FBSDE has a global solution, i.e. a solution
on the whole interval [0; T ]. It is based on the idea that if (2.11) does not hold true,
Imax = [0; T ] is the only possible choice according to Theorem 2.21 and Proposition 2.22.
We refer to this technique as the method of decoupling elds. In more detail, the algorithm
is given by:
1. Assume that Imax = (tmin; T ] holds for 0  tmin < T . Then there exists a strongly
regular decoupling eld u on Imax. We x an arbitrary t 2 Imax and x 2 R.
According to Theorem 2.21 there exists a solution (X; Y; Z) to the FBSDE on [t; T ]
with initial condition Xt = x that is weakly dierentiable w.r.t. the initial value x.
2. Dierentiate the FBSDE w.r.t. x in the weak sense, which is possible due to the
strong regularity of u. This yields an FBSDE for @xX; @xY; @xZ.
3. Analyse the dynamics of @xYs(@xXs)
 1 with the help of Ito^'s formula. One ex-
pects that @xYs(@xXs)
 1 = ux(s;Xs) holds as a consequence of dierentiating the
decoupling condition Ys = u(s;Xs) using the chain rule in Proposition 2.38.
4. Use the dynamics of ux(s;Xs) to show that Lu(t;);x can be bounded away from
L 1;z independent of t; x; s; !. This contradicts Proposition 2.22 and hence only
Imax = [0; T ] can be true.
In chapter 3 we follow these steps to obtain the global existence of a solution to a certain
FBSDE derived from the maximum principle, which we introduce in the following section.
All the above considerations are especially developed for the non-Markovian case. We
emphasize that in the Markovian case, i.e. if ; ; f;  are deterministic, one can lessen the
requirement of SLC. It suces to consider certain local Lipschitz conditions. Moreover,
one can show that under certain assumptions the decoupling eld is also deterministic
and even continuous (see e.g. Theorem 2.5.18 in [6]).
We conclude this chapter with an example.
Example 2.23. We extend Example 2.8. Recall that we considered the FBSDE on [t; T ]
Xs = x+
Z s
t
Yr dr;
Ys = XT  
Z T
s
Zr dWr; s 2 [t; T ]
(2.12)
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for T = 1; t 2 [0; T ]; x 2 R. It was possible to nd a solution to the above FBSDE if
either x = 0 or t 2 (0; T ]. In the case of x 6= 0 and t = 0 we showed that there is no
solution.
At rst, note that L;x = 1; L
 1
;z =1 (since L;z = 0) and thus the parameters of the
FBSDE (2.12) satisfy SLC. We want to show how a decoupling eld looks like in the case
of t 2 (0; T ]. The above problem has the solution
Xs = x
s
t
; Ys =
x
t
; Zs = 0; s 2 [t; T ];
according to Example 2.8. A decoupling eld is therefore given by
u(s; x^) :=
x^
s
; s 2 [t; T ]; x^ 2 R:
Moreover, we observe that Lu(s;);x = 1s for all s 2 [t; T ], Lu;x = 1t < L 1;z = 1 and
sups2[t;T ] ju(s; 0)j < 1. Consequently, the decoupling eld u is weakly regular and we
have
lim
s#0
Lu(s;);x = lim
s#0
1
s
=1 = L 1;z:
Hence in this example the statement of Proposition 2.22 is fullled. However, this does
not prove that Imax 6= [0; T ]. Note that limt#0 u(t; x^) = 1 for x^ 6= 0, which suggests
that the problem might not have a solution on the whole interval [0; T ]. In addition, the
decoupling eld has to be continuous on [0; T ] for a global solution as stated in Example
2.3.2 of [6]. This is obviously not the case, since u cannot be continuously extended to
[0; T ].
2.4 Pontryagin's maximum principle
The maximum principle, introduced by Pontryagin amongst others, gives a powerful tech-
nique to solve optimal control problems. In contrast to the HJB approach, where one has
to solve a PDE analytically or numerically, the maximum principle transforms the opti-
mization problem into the task of solving a possibly coupled FBSDE. As we have seen in
the previous sections, a coupled FBSDE might not be easy to solve or even be unsolvable.
However, this method can be more suitable for a certain class of problems, for instance,
if the functions that describe the running and terminal costs depend on !.
This section is based on chapter 6.4.2 of [11]. In contrast to the book by Pham, who
maximizes the target function, we consider the problem of minimizing it because of our
application of this theory in chapter 3, where also a minimization problem is studied.
Consequently, we have to adjust the requirements of the maximum principle. We assume
convexity of the function g and of the Hamiltonian H instead of concavity. Moreover,
we study, unlike Pham, a more general case in allowing !-dependent functions ; ; f; g.
As a result of our dierent framework, the Hamiltonian and the adjoint equation dier
slightly from the ones considered by Pham. The formulation of the maximum principle
and its proof, however, remain very similar.
Before we turn to the statement of Pontryagin's maximum principle, we introduce the
following. Let A  R be measurable and non-empty. Let ;  : 
 [0; T ] R A! R
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be measurable functions that denote the drift and diusion coecient, respectively. More-
over, we dene the measurable functions f : 
 [0; T ]RA! R and g : 
R! R.
We assume:
(A1) The mappings ; ; f are progressively measurable in the sense that for all t 2 [0; T ]
the restriction of ;  to 
 [0; t]RR is Ft
B([0; t])
B(R)
B(R)-measurable
and the restriction of f to 
[0; t]RA is Ft
B([0; t])
B(R)
B(A)-measurable.
(A2)  and  satisfy a Lipschitz condition, i.e. there exists a constant L  0 such that
for all t 2 [0; T ]; x; y 2 R; a 2 A and ! 2 

j(!; t; x; a)  (!; t; y; a)j+ j(!; t; x; a)  (!; t; y; a)j  Ljx  yj:
Moreover, it holds for all a 2 A that
E
Z T
0
j(t; 0; a)j2 + j(t; 0; a)j2 dt

<1:
(A3) For all ! 2 
; a 2 A xed we have that f(!; ; ; a) is continuous and g(!; ) is
convex and continuously dierentiable. Additionally, f and g satisfy a quadratic
growth condition in x, i.e. there exists a constant C > 0 such that for P
 -almost
every (!; t) 2 
 [0; T ] it holds for all x 2 R; a 2 A
jf(!; t; x; a)j  C  1 + x2 + j(!; t; 0; a)j2 + j(!; t; 0; a)j2 ; and
jg(!; x)j  C  1 + x2 :
(A4) The Hamiltonian H : 
 [0; T ] R A R R! R, dened by
H(!; t; x; a; y; z) := (!; t; x; a)y + (!; t; x; a)z + f(!; t; x; a);
is dierentiable in (x; a) for all (!; t; y; z) 2 
 [0; T ] R R.
Let A denote the set of all admissible controls, i.e. A is the set of all progressively
measurable control processes  : 
 [0; T ]! A such that
E
Z T
0
j(t; 0; t)j2 + j(t; 0; t)j2 dt

<1:
Note that A is non-empty since is contains at least all constant controls due to (A2).
For the initial value x 2 R and the control  2 A we consider the controlled diusion
process Xx;, driven by the SDE
Xx;t = x+
Z t
0
(s;Xx;s ; s) ds+
Z t
0
(s;Xx;s ; s) dWs; t 2 [0; T ]: (2.13)
From assumptions (A1), (A2) and the denition of A we gather that there indeed exists a
unique solution to (2.13) (see e.g. Theorem 1.3.15 in [11]). We study the target function
J , given by
J(x; ) := E
Z T
0
f(t;Xx;t ; t) dt+ g(X
x;
T )

;
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that can be interpreted as the total costs of the control problem, because we think of the
functions f and g as running and terminal costs, respectively. As we want to lower the
costs, our goal is to nd a control ^ 2 A such that
J(x; ^) = inf
2A
J(x; ): (2.14)
We call such an ^ an optimal control.
Remark 2.24. The target function J is well-dened since by (A2) and (A3) we observe
that
E
Z T
0
jf(t;Xx;t ; t)j dt+ jg(Xx;T )j

 E
Z T
0
C
 
1 + (Xx;t )
2 + j(t; 0; t)j2 + j(t; 0; t)j2

dt+ C
 
1 + (Xx;T )
2

<1:
The last term is nite, because  2 A and Xx; 2 S20;T (cf. Theorem 1.3.15 in [11]).
The essential point in Pontryagin's maximum principle is to consider the so-called adjoint
equation, given by
Xx;t = x+
Z t
0
(s;Xx;s ; s) ds+
Z t
0
(s;Xx;s ; s) dWs;
Y x;t = g
0(Xx;T ) +
Z T
t
DxH(s;Xx;s ; s; Y x;s ; Zx;s ) ds 
Z T
t
Zx;s dWs; t 2 [0; T ];
(2.15)
to determine an optimal control. This equation is an FBSDE that might be coupled,
depending on the particular choice of . Hence there does not have to exist a solution as
explained in the recent sections. Assuming, however, that there is a solution, the following
theorem gives sucient conditions for the optimality of a control.
From now on we omit the initial value x and the control  in the superscript of
the processes X; Y; Z to simplify notation. Nevertheless, one should always keep this
dependence in mind and therefore we will always mention the initial value x and the
control  we are considering.
Theorem 2.25 (Pontryagin's maximum principle). Let the assumptions mentioned above
hold true, ^ 2 A; x0 2 R and (X^; Y^ ; Z^) be a solution to the FBSDE (2.15) with initial
value x0 and control ^. For P
 -almost every (!; t) 2 
 [0; T ] we assume that
H(t; X^t; ^t; Y^t; Z^t) = min
a2A
H(t; X^t; a; Y^t; Z^t); (2.16)
and that the mapping
(x; a) 7! H(t; x; a; Y^t; Z^t) is convex: (2.17)
Then ^ is an optimal control, i.e. J(x0; ^) = inf2A J(x0; ).
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Proof. We adapt the proof of Theorem 6.4.6 in [11] to our setting. Let  2 A and X be a
solution to the SDE (2.13) with initial value x0 and control . In particular, this means
that X 2 S20;T . Moreover, we have (X^; Y^ ; Z^) 2 S20;T S20;T H20;T since it is a solution to
the FBSDE (2.15). We aim at showing that J(x0; ^)  J(x0; ) and therefore we consider
J(x0; )  J(x0; ^) = E
Z T
0

f(t;Xt; t)  f(t; X^t; ^t)

dt+ g(XT )  g(X^T )

:
We calculate the two terms in the expectation and show that the right hand side is larger
or equal to zero. By the convexity of g (cf. (A3)) we observe that
g(XT )  g(X^T )  g0(X^T )(XT   X^T ) = Y^T (XT   X^T ); a.s. (2.18)
In order to apply the product formula to Y^ (X   X^), we write Y^ as an Ito^ process
Y^t = Y^0  
Z t
0
DxH(s; X^s; ^s; Y^s; Z^s) ds+
Z t
0
Z^s dWs; t 2 [0; T ];
and consequently we obtain that
Y^t(Xt   X^t)
=
Z t
0
(Xs   X^s) dY^s +
Z t
0
Y^s d(Xs   X^s) +
Z t
0

(s;Xs; s)  (s; X^s; ^s)

Z^s ds
=  
Z t
0
(Xs   X^s)DxH(s; X^s; ^s; Y^s; Z^s) ds+
Z t
0
Y^s

(s;Xs; s)  (s; X^s; ^s)

ds
+
Z t
0

(s;Xs; s)  (s; X^s; ^s)

Z^s ds (2.19)
+
Z t
0

(Xs   X^s)Z^s + Y^s

(s;Xs; s)  (s; X^s; ^s)

dWs;
for all t 2 [0; T ], P-almost surely. Furthermore, the denition of H allows us to rewrite
the integral below as follows:Z t
0

f(s;Xs; s)  f(s; X^s; ^s)

ds
=
Z t
0

H(s;Xs; s; Y^s; Z^s) H(s; X^s; ^s; Y^s; Z^s)

ds
 
Z t
0

(s;Xs; s)  (s; X^s; ^s)

Y^s ds
 
Z t
0

(s;Xs; s)  (s; X^s; ^s)

Z^s ds; t 2 [0; T ]; a.s.
(2.20)
By (2.19) and (2.20) we observe that P-almost surely for all t 2 [0; T ]Z t
0

f(s;Xs; s)  f(s; X^s; ^s)

ds+ Y^t(Xt   X^t)

Z t
0

H(s;Xs; s; Y^s; Z^s) H(s; X^s; ^s; Y^s; Z^s)
  (Xs   X^s)DxH(s; X^s; ^s; Y^s; Z^s)

ds
+
Z t
0

(Xs   X^s)Z^s + Y^s

(s;Xs; s)  (s; X^s; ^s)

dWs:
(2.21)
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Now we x (!; s) 2 
  [0; T ] such that (2.16) and (2.17) hold true. We observe that
by the convexity of (x; a) 7! H(t; x; a; Y^t; Z^t) and the dierentiability of H in (x; a) (cf.
(A4))
H(s;Xs; s; Y^s; Z^s) H(s; X^s; ^s; Y^s; Z^s)
 (Xs   X^s)DxH(s; X^s; ^s; Y^s; Z^s) + (s   ^s)DaH(s; X^s; ^s; Y^s; Z^s)
 (Xs   X^s)DxH(s; X^s; ^s; Y^s; Z^s);
where (s  ^s)DaH(s; X^s; ^s; Y^s; Z^s)  0 by (2.16). This identity is true for P
-almost
every (!; s) 2 
 [0; T ]. Thus, by plugging this estimate into (2.21) we obtainZ t
0

f(s;Xs; s)  f(s; X^s; ^s)

ds+ Y^t(Xt   X^t)

Z t
0

(Xs   X^s)Z^s + Y^s

(s;Xs; s)  (s; X^s; ^s)

dWs; t 2 [0; T ]; a.s.
(2.22)
Taking the expectation on both sides for t = T provides the result. However, in more
detail we have to show that the expectation of the right hand side is indeed equal to zero.
Let (n)n2N be a localizing sequence, dened by
n := infft  0 : jXt   X^tj  n or jY^tj  ng ^ T; n 2 N:
We observe that n ! T a.s. as n!1, because (X   X^); Y^ 2 S20;T . Moreover, we have
for all n 2 N
E
Z n
0

(Xs   X^s)Z^s + Y^s

(s;Xs; s)  (s; X^s; ^s)
2
ds

 E
Z n
0

2(Xs   X^s)2Z^2s + 2Y^ 2s

(s;Xs; s)  (s; X^s; ^s)
2
ds

 E

4n2
Z T
0

Z^2s + (s;Xs; s)
2 + (s; X^s; ^s)
2

ds

 E

4n2
Z T
0

Z^2s + 2L
2

X2s + X^
2
s

+ 2(s; 0; s)
2 + 2(s; 0; ^s)
2

ds

<1;
where we have used the Lipschitz continuity of . The last term is nite because of
X; X^ 2 S20;T ; Z^ 2 H20;T and ; ^ being admissible controls. Consequently, the process M ,
dened by
Mt :=
Z n^t
0

(Xs   X^s)Z^s + Ys

(s;Xs; s)  (s; X^s; ^s)

dWs; t 2 [0; T ];
is a martingale on [0; T ] for all xed n 2 N and therefore its expectation vanishes. Thus,
we have for all n 2 N
E
Z n
0

f(s;Xs; s)  f(s; X^s; ^s)

ds+ Y^n(Xn   X^n)

 0: (2.23)
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Note that the expectation exists due to X; X^; Y^ 2 S20;T and Remark 2.24. As a matter of
fact, it even exists for time T . Therefore, dominated convergence and (2.18) imply
J(x0; )  J(x0; ^) = E
Z T
0

f(s;Xs; s)  f(s; X^s; ^s)

ds+ g(XT )  g(X^T )

 E
Z T
0

f(s;Xs; s)  f(s; X^s; ^s)

ds+ Y^T (XT   X^T )

= lim
n!1
E
Z n
0

f(s;Xs; s)  f(s; X^s; ^s)

ds+ Y^n(Xn   X^n)

 0
and hence J(x0; ^)  J(x0; ). We emphasize that it is straightforward to nd a domi-
nating function for (2.23) using again the fact that X; X^; Y^ 2 S20;T and the estimate in
Remark 2.24. This concludes the proof.
Remark 2.26. We point out that due to the dependence on the control  it is in general
not clear if there exists a solution (X; Y; Z) to (2.15). However, one can try to solve the
minimization problem (2.14) by following the algorithm:
1. Determine a = a(!; t; x; y; z) such that
H(!; t; x; a; y; z) = min
a2A
H(!; t; x; a; y; z):
2. Check if the FBSDE (2.15), controlled by t(!) := a(!; t;Xt; Yt; Zt); t 2 [0; T ], has
a solution (X; Y; Z).
3. Apply Theorem 2.25, if possible, to obtain that  is an optimal control.
In section 3 we follow these steps to determine an optimal control. We will see that the
second step is the most challenging one.
We conclude this section with a generalization of the maximum principle. We consider
the FBSDE (2.15) starting at an arbitrary time t 2 [0; T ] instead of starting in 0, i.e. we
consider the adjoint FBSDE
X t;x;s = x+
Z s
t
(r;X t;x;r ; r) dr +
Z s
t
(r;X t;x;r ; r) dWr;
Y t;x;s = g
0(X t;x;T ) +
Z T
s
DxH(r;X t;x;r ; r; Y t;x;r ; Zt;x;r ) dr  
Z T
s
Zt;x;r dWr;
(2.24)
for s 2 [t; T ]; x 2 R;  2 A(t). The control space A(t) is an adaptation of A to this par-
ticular setting and is dened as the set of all progressively measurable control processes
 : [t; T ] 
! A such that
E
Z T
t
j(t; 0; t)j2 + j(t; 0; t)j2 dt

<1:
In this setting the target function is given by
J(!; t; x; ) := E
Z T
t
f(s;X t;x;s ; ) ds+ g(X
t;x;
T )
Ft (!);
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for (!; t; x) 2 
  [0; T ]  R and  2 A(t). Moreover, we introduce the value function
v : 
 [0; T ] R! [ 1;1] that is dened by
v(t; x) := ess inf
2A(t)
J(t; x; ):
To be more precise, v(t; x) is dened to be an Ft-measurable random variable satisfying:
(1) v(t; x)  J(t; x; ) a.s. for all  2 A(t),
(2) v(t; x)  V a.s., for each Ft-measurable V : 
 ! [ 1;1] having the property
V  J(t; x; ) a.s. for all  2 A(t).
Remark 2.27. The property (2) immediately implies the uniqueness of an Ft-measurable
random variable satisfying (1) and (2). In addition, one can show that such a random
variable indeed exists. For xed (t; x) there is even a countable subset J  A(t) such
that
v(!; t; x) = inf
2J
J(!; t; x; )
for almost all ! 2 
, i.e. one can replace the essential inmum by the pointwise inmum.
Note that the denition of the essential inmum over a family of random variables and the
aforementioned properties can be found, for instance, in chapter 1.2 of [2] or in chapter
A.2 of [11].
The choice of  ensures that for all (t; x) 2 [0; T ]  R there exists a solution to the
forward equation in (2.24), and that the target function is well-dened as in the rst
part of this section (see also Remark 2.24). We are interested in the case where there
is for (t; x) 2 [0; T ]  R a control ^ 2 A(t) such that v(t; x) = J(t; x; ^) a.s., i.e. there
is an optimal control. The maximum principle in the generalized form gives sucient
conditions under which a control is optimal.
Theorem 2.28. Let the assumptions of this section hold true, (t; x) 2 [0; T ]R; ^ 2 A(t)
and (X^ t;x;^; Y^ t;x;^; Z^t;x;^) be a solution to the FBSDE (2.24). For P 
 -almost every
(!; s) 2 
 [t; T ] we assume that
H(s; X^ t;x;^s ; ^s; Y^ t;x;^s ; Z^t;x;^s ) = min
a2A
H(s; X^ t;x;^s ; a; Y^ t;x;^s ; Z^t;x;^s ); (2.25)
and that the mapping
(x0; a) 7! H(s; x0; a; Y^ t;x;^s ; Z^t;x;^s ) is convex. (2.26)
Then ^ is an optimal control, i.e. J(t; x; ^) = v(t; x) a.s.
Sketch of the proof. We basically just generalize the proof of Theorem 2.25. Let  2 A(t)
and X t;x; be a solution to the forward equation in (2.24) controlled by  and starting at
time t in x. Then by following the same train of thought, but considering the time interval
[t; T ] instead of [0; T ] and replacing the expectation with the conditional one, we obtain
J(t; x; ^)  J(t; x; ); a.s.
Hence we have according to the denition of the value function v that on the one hand
v(t; x)  J(t; x; ^) a.s. by (1), and on the other hand v(t; x)  J(t; x; ^) a.s. by (2).
Finally, v(t; x) = J(t; x; ^) a.s. and ^ is optimal.
24
2.5 Weak derivatives
In this thesis we often work with weak dierentiability instead of the classical one, because
we are focused on the method of decoupling elds, where in general only weak dierentia-
bility is provided. Furthermore, a benet in considering weak derivatives is that one does
not have to deal with dierential quotients and their convergence. The weak derivative
merely has to satisfy the integral equation (2.27).
This section introduces weak derivatives and states some important properties, which
will be of importance later on in chapter 3 and 4. We consider only the one-dimensional
case, but emphasize that all the statements have multidimensional analogues. Further-
more, we point out that the following is based on [6] and [14], i.e. one can nd all the
denitions and statements in these works.
Now we dene for an open set A  R the space of all locally integrable functions
dened on A by
L1loc(A) :=

f : A! R measurable
 8K  A compact : Z
K
jf(x)j dx <1

:
In the usual way, we denote by L1loc(A) the quotient space of L1loc(A) w.r.t. the equivalence
relation, where two functions are equivalent if they coincide almost everywhere in the
Lebesgue sense. We call such equivalent functions also versions of each other. Weak
dierentiability is dened as follows.
Denition 2.29. Let A  R be open and f 2 L1loc(A). We say that f is weakly dieren-
tiable if there exists a mapping g 2 L1loc(A) such thatZ
A
'(x)g(x) dx =  
Z
A
'0(x)f(x) dx (2.27)
for all ' 2 C1c (A). We denote the function g by @xf and call it the weak derivative of f .
Furthermore, let (M;G; ) be a nite measure space. We call a measurable function
X : MR! R weakly dierentiable w.r.t. x if the function X(!; ) is weakly dierentiable
for -almost every ! 2M . We denote by @xX(!; x) the weak derivative w.r.t. x.
Remark 2.30. Concerning the denition we mention:
 The second part of the denition is crucial since we mainly calculate weak derivatives
of stochastic processes or random variables. In these cases we have
(M;G; ) = (
 [t; T ];F 
 B([t; T ]);P
 )
for t 2 [0; T ), or just (M;G; ) = (
;F ;P).
 In the second part of the denition we implicitly require that X(!; ) 2 L1loc(R) for
almost every !.
 Due to the denition of the weak derivative being an element of L1loc, we know that
@xf and @xX(!; x) describe equivalence classes. Hence there are many versions for
the weak derivative that satisfy equation (2.27). In some applications it is important
which version is considered. In the case of stochastic processes, for instance, one
would like to have a measurable version. This indeed exists if X is a measurable
function of (!; t; x), i.e. there exists a version of @xX(!; x) preserving this property
(cf. [6, p. 18]).
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 Weakly dierentiable functions have a continuous version according to section 1.1.3
in [10], i.e. one can modify the function on a null set to obtain a continuous func-
tion. This version is even absolutely continuous and has obviously the same weak
derivative. Nevertheless, this result is only true if the domain of the function is
one-dimensional, but there is a weaker result for the multidimensional case.
The above denition motivates the next simple statement.
Proposition 2.31. Let A  R be open and f; g : A ! R be weakly dierentiable. Then
f + g is also weakly dierentiable and @x(f + g) = @xf + @xg.
Proof. Let ' 2 C1c (A). Due to the weak dierentiability of f and g we haveZ
A
'0(x) (f(x) + g(x)) dx =
Z
A
'0(x)f(x) dx+
Z
A
'0(x)g(x) dx
=  
Z
A
'(x)@xf(x) dx 
Z
A
'(x)@xg(x) dx
=  
Z
A
'(x) (@xf(x) + @xg(x)) dx:
Therefore, f + g is weakly dierentiable with @xf + @xg being a version of the weak
derivative. Note that all the integrals above exist since f; g 2 L1loc(A).
There is a version of the fundamental theorem of calculus for the weak setting. This
statement and its proof can be found in Lemma A.2.1 of [6].
Proposition 2.32. Let (M;G; ) be a nite measure space and let X : M  R! R be a
measurable function that is weakly dierentiable w.r.t. the second component. Then for
almost all x1; x2 2 R and almost all ! 2M we haveZ x2
x1
@xX(!; y) dy = X(!; x2) X(!; x1): (2.28)
We now generalize Lemma A.2.3 of [6] for the purpose of stating Proposition 2.35, Propo-
sition 2.36 and Proposition 2.37 that enable us to interchange weak dierentiation and
integration.
Lemma 2.33. Let (M;G; ) be a nite measure space and let X : M  R ! R be a
measurable function that is weakly dierentiable w.r.t. the second component. Let p  1.
Furthermore, assume that
(1)
Z
M
jX(; x)jp d <1 for all x 2 R,
(2) ess sup
x2K
Z
M
j@xX(; x)jp d <1 for all compact sets K  R.
Then the mapping x 7! R
M
jX(; x)jp d is locally bounded, meaning that for all compact
sets K  R we have
ess sup
x2K
Z
M
jX(; x)jp d <1:
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Proof. Let K  R be an arbitrary compact set. We choose x0 2 R such that equation
(2.28) holds true for almost all (!; x) 2M R and x0 < inf K. Then we have for almost
every x 2 K that
1
2p 1
Z
M
jX(!; x)jp d(!)
 1
2p 1
Z
M
2p 1
Z x
x0
j@xX(!; y)j dy
p
+ jX(!; x0)jp

d(!)

Z
M

(x  x0)p 1
Z x
x0
j@xX(!; y)jp dy + jX(!; x0)jp

d(!)
= (x  x0)p 1
Z x
x0
Z
M
j@xX(!; y)jp d(!) dy +
Z
M
jX(!; x0)jp d(!)
 jx  x0jp

ess sup
z2K
Z
M
j@xX(!; z)jp d

+
Z
M
jX(!; x0)jp d(!)


max
y2K
jy   x0jp

ess sup
z2K
Z
M
j@xX(!; z)jp d(!)

+
Z
M
jX(!; x0)jp d(!) <1;
where we have used Proposition 2.32, two times Jensen's inequality, Fubini's theorem and
assumptions (1) and (2). Finally, we obtain
ess sup
x2K
Z
M
jX(; x)jp d <1:
Remark 2.34. Note that Lemma 2.33 implies that the mapping x 7! R
M
jX(; x)jp d is
locally integrable, i.e.
R
M
jX(!; )jp d(!) 2 L1loc(R). Thus, we can generalize Lemma
A.2.4, Lemma A.2.5 and Lemma A.2.6 in [6], which admit the weak dierentiation of
the conditional expectation, the Lebesgue integral and the stochatic integral w.r.t. the
Brownian motion. In particular, we only require in (3) of Proposition 2.35, Proposition
2.36 and Proposition 2.37 that the terms are essentially bounded on all compact sets
instead of demanding global essential boundedness. The proofs of these statements are
analogous to the ones presented in [6]. One just has to apply Lemma 2.33 instead of
Lemma A.2.3. Consequently, we omit the proofs here.
The next three statements are generalizations of Lemma A.2.4, Lemma A.2.5 and Lemma
A.2.6 in [6]. The proofs are analogous to the ones presented in [6] as mentioned in Remark
2.34.
Proposition 2.35. Let X : 
 R! R be measurable such that
(1) X is weakly dierentiable in x,
(2) E [jX(; x)j] <1 for all x 2 R,
(3) ess sup
x2K
E [j@xX(; x)j] <1 for all compact sets K  R.
Let G  F be a sub--algebra. Then the mapping (!; x) 7! E [X(; x)jG] (!) is measurable,
weakly dierentiable w.r.t. x and @xE [X(; x)jG] = E [@xX(; x)jG].
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Proposition 2.36. Let Z : 
 [0; T ] R! R be measurable such that
(1) Z is weakly dierentiable w.r.t. x,
(2) E
Z T
0
jZs(; x)j ds

<1 for all x 2 R,
(3) ess sup
x2K
E
Z T
0
j@xZs(; x)j ds

<1 for all compact sets K  R.
Then the mapping (!; x) 7! X(!; x) := R T
0
Zs(!; x) ds is measurable, weakly dierentiable
w.r.t. x and @xX(!; x) =
R T
0
@xZs(!; x) ds.
Proposition 2.37. Let Z : 
 [0; T ] R! R be progressively measurable such that
(1) Z is weakly dierentiable w.r.t. x,
(2) E
Z T
0
jZs(; x)j2 ds

<1 for all x 2 R,
(3) ess sup
x2K
E
Z T
0
j@xZs(; x)j2 ds

<1 for all compact sets K  R.
Then the mapping (!; x) 7! X(!; x) := R T
0
Zs(!; x) dWs(!) is measurable, weakly dier-
entiable w.r.t. x and @xX(!; x) =
R T
0
@xZs(!; x) dWs(!).
Depending on the particular framework, there are several chain rules for weak derivatives.
Here we present four dierent ones.
Proposition 2.38. Let n 2 N and g : Rn ! R be a Lipschitz continuous function.
Furthermore, let fi : R ! R be a weakly dierentiable function for i = 1; : : : ; n. Then
the composite function g(f1(); : : : ; fn()) is also weakly dierentiable. Moreover, if g is
everywhere classically dierentiable we have
@x (g(f1(x); : : : ; fn(x))) =
nX
i=1
@g
@yi
(f1(x); : : : ; fn(x))@xfi(x) (2.29)
for almost every x 2 R.
The proof of this statement is presented in Lemma A.3.1 of [6]. Note that the statement
still holds true if g is only locally Lipschitz continuous and the functions f1; : : : ; fn are
bounded. Moreover, it is valid if g is not globally Lipschitz continuous but continuously
dierentiable.
Corollary 2.39. For n 2 N let g : Rn ! R be a continuously dierentiable function
and fi : R ! R be a weakly dierentiable function for i = 1; : : : ; n. Then the composite
function g(f1(); : : : ; fn()) : R! R is weakly dierentiable and
@x (g(f1(x); : : : ; fn(x))) =
nX
i=1
@g
@yi
(f1(x); : : : ; fn(x))@xfi(x)
for almost every x 2 R.
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Proof. We have to show that (2.27) holds. Let therefore ' 2 C1c (R) and let I1  R be a
non-empty compact interval such that '(x) = 0 for all R n I1. Moreover, let I2  R be
an open, bounded interval such that I1  I2. Note that:
 According to the denition of weak dierentiability we have fi; @xfi 2 L1loc(R) for
all i = 1; : : : ; n. In particular, we obtain that fi; @xfi 2 L1(I2).
 Theorem 2.1.4 in [14] implies that on I2 there are representatives of f1; : : : ; fn that
are absolutely continuous. Without loss of generality we assume that the func-
tions f1; : : : ; fn restricted to I2 are already absolutely continuous, since these rep-
resentatives are anyway equal to those function almost everywhere. Consequently,
f1; : : : ; fn are also continuous on I1  I2.
 The set fi(I1) is a compact interval by the continuity of the functions fi for all
i = 1; : : : ; n. Thus, we can dene the compact set K := f1(I1) : : : fn(I1).
 gjK is Lipschitz continuous because g is continuously dierentiable on Rn.
Now we observe thatZ
R
'0(x)g(f1(x); : : : ; fn(x)) dx =
Z
I1
'0(x)g(f1(x); : : : ; fn(x)) dx
=  
Z
I1
'(x)
nX
i=1
@g
@yi
(f1(x); : : : ; fn(x))@xfi(x) dx
=  
Z
R
'(x)
nX
i=1
@g
@yi
(f1(x); : : : ; fn(x))@xfi(x) dx:
The rst and third equality hold true since ' and '0 vanish outside of I1. Moreover,
the second one is valid by Proposition 2.38, because f1(I1)  : : :  fn(I1) = K and the
function g restricted to K is Lipschitz continuous. We emphasize that the weak derivative
of g(f1(); : : : ; fn()) is indeed locally integrable on R since all the partial derivatives of g
are bounded on all compact sets. Hence we have for all compact A  R and
K 0 := f1(A) : : : fn(A) thatZ
A

nX
i=1
@g
@yi
(f1(x); : : : ; fn(x))@xfi(x)
 dx 
nX
i=1
sup
y2K0
 @g@yi (y)
 Z
A
j@xfi(x)j dx <1;
because by assumption fi is weakly dierentiable for all i = 1; : : : ; n. Finally, the arbitrary
choice of ' provides the result.
If one interchanges the functions f and g in Proposition 2.38, the composite function
f  g stays weakly dierentiable under additional conditions. That is a consequence of
Theorem 2.2.2 in [14] on which the next statement is based.
Proposition 2.40. Let f : R ! R be weakly dierentiable and g : R ! R be Lipschitz
continuous such that the inverse g 1 exists and is also Lipschitz continuous. Then f  g
is weakly dierentiable and
@x [f(g(x))] = (@xf) (g(x))g
0(x);
for almost every x 2 R.
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The last chain rule that we present here gives a representation of (2.29) when the function
g is not everywhere dierentiable. It is proven in Lemma A.3.2 of [6].
Proposition 2.41. Let (M;G; ) be a nite measure space, g : MR! R be measurable
and Lipschitz continuous in the second component with Lipschitz constant Lg;x. Moreover,
let X : M  R! R be measurable and weakly dierentiable w.r.t. the second variable x.
Then also g X is weakly dierentiable w.r.t. x, i.e. for almost all ! 2 M the mapping
g(!;X(!; )) : R ! R is weakly dierentiable. Furthermore, there exists a mapping
g : M  R! R such that jgj  Lg;x and
@x (g(!;X(!; x))) = g(!; x)@xX(!; x)
for almost all (!; x) 2M  R.
We conclude this chapter with a statement that connects weak dierentiability with the
classical one.
Proposition 2.42. Let f : R ! R be continuous and weakly dierentiable and let fur-
thermore g be a version of the weak derivative that is continuous. Then f is continuously
dierentiable and f 0 = g.
Since weakly dierentiable functions have a continuous version as stated in Remark 2.30,
we actually do not have to require continuity of f . However, we want to emphasize that
we consider this continuous version, which will be continuously dierentiable.
In order to prove this proposition we present a useful fact about the approximation of
weak derivatives. Therefore, we dene for " > 0 and x 2 R the function '"(x) := 1"'(x" ),
where ' is given by
'(x) :=
(
C exp

  1
1 jxj2

; if jxj < 1
0 ; else
and the constant C is chosen such that
R
R '(x) dx = 1. For a function f 2 L1loc(R) the
so-called regularizer f" is dened by
f"(x) := ('"  f)(x) =
Z
R
'"(x  y)f(y) dy; x 2 R:
Lemma 2.43. Let f : R! R be continuous. Then for all " > 0 we have f" 2 C1(R) and
f 0" = '
0
"  f . Furthermore, the regularizer f" converges uniformly to f on each compact
subset of R as "! 0.
The proof of this lemma can be found in Theorem 1.6.1 of [14]. We turn to the proof of
Proposition 2.42.
Proof of Proposition 2.42. It suces to show that f is continuously dierentiable on every
compact subset of R. Let K  R be compact. According to Lemma 2.43, the regularizer
f" converges uniformly to f on K as "! 0. Moreover, for all " > 0 we have f" 2 C1(K)
and
f 0"(x) = ('
0
"  f)(x) =
Z
R
'0"(x  y)f(y) dy
=
Z
R
'"(x  y)g(y) dy = ('"  g)(x) = g"(x); x 2 K;
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where we have used that g is a weak derivative of f . Applying Lemma 2.43 to the function
g yields that the regularizer g" = f
0
" converges uniformly to g on K as "! 0. Altogether,
the uniform convergence of f" and f
0
" to f and g, respectively, implies that the sequence
(n)n2N, dened by n := f 1n , is a Cauchy sequence in the space C
1(K) equipped with
the norm
khk := khk1 + kh0k1; h 2 C1(K):
This space is complete and thus (n)n2N converges to a limit ~f 2 C1(K). But (n)n2N
also converges uniformly to f by the considerations above. Therefore, the uniqueness of
the limit implies f = ~f . In the same way the sequence (0n)n2N converges uniformly to g
and this implies ~f 0 = f 0 = g. To sum up, we observe that f is continuously dierentiable
on R and f 0 = g.
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Chapter 3
Optimal control of diusion
coecients in a bounded setting
In this chapter we study the optimal control problem presented in [1] with some small
changes. Unlike this publication we assume that the controls are bounded and that
the function f , characterizing the running costs, does not depend on the state of our
underlying process M . These requirements cause various changes in the course of action
and thus the statements are slightly dierent. Nevertheless, our setting allows us to follow
mainly the same train of thought.
We consider a stochastic process M with dynamics given by
Mt = (t;M

t )dt+ tdWt;
where the drift coecient  : 
  [0; T ]  R ! R is an ane linear function in the last
variable and the diusion is directly controlled by a suitable control . In the optimal
control problem, which we study here, we aim at minimizing the target function
E
Z T
0
f(s; s) ds+ g(M

T )

over all appropriate controls , which take values in a given compact interval A only. The
functions f and g are especially assumed to be convex in  and M , respectively, and are
allowed to depend on !.
One can think of M as the position of a particle in a medium with temperature .
Any temperature change inuences the uctuation of the particle. By heating or cooling
the medium one can try to steer the particle into a target area. In our bounded setting,
however, one cannot arbitrarily increase or decrease the medium's temperature since only
temperatures in a xed compact interval are possible. That seems reasonable in practice.
Every temperature change involves costs characterized by the function f . If a control does
not steer the particle into the right position at time T , the function g can be understood
as penalization. We are aiming to minimize the costs, while steering the particle as good
as possible.
We minimize the target function by determining an optimal control with the help of
Pontryagin's maximum principle. Therefore, we have to solve the adjoint FBSDE that is
coupled and unfortunately does not satisfy standard Lipschitz conditions (SLC). Never-
theless, we can consider a suitable auxiliary FBSDE that fulls SLC, and consequently,
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we can apply the method of decoupling elds. This technique enables us to prove solv-
ability of the auxiliary FBSDE on the whole time interval [0; T ] and involves the following
steps. Firstly, we assume on the contrary that there exists only a solution to the auxiliary
FBSDE on an interval Imax = (tmin; T ]. We calculate a uniform bound for the Lipschitz
constant of the decoupling eld using the gradient process. This contradicts our assump-
tion according to Proposition 2.22. Hence there exists a unique solution to the auxiliary
FBSDE that we transfer to our original one. We emphasize that allowing only bounded
controls makes this transformation more complicated.
3.1 Introducing the problem
Let (
;F ;P) be a complete probability space and let W be a Brownian motion dened on
(
;F ;P) . Let T > 0 be a nite time horizon. Dene furthermore the ltration (Ft)t2[0;T ]
by Ft := (N ; (Ws)s2[0;t]) for t 2 [0; T ] with N being the set of all P-null sets in F .
Let A := [l; r]  R be a compact, non-empty interval that represents all possi-
ble control values. We dene A as the set of all progressively measurable processes
 : 
 [0; T ]! A with
E
Z T
0
2s ds

<1:
We call a control  admissible if  2 A. Moreover, let b; B : 
[0; T ]! R be progressively
measurable and bounded processes. For the initial value m 2 R and the control  2 A
we consider the controlled diusion process Mm; driven by the stochastic dierential
equation
Mm;t = m+
Z t
0
(bs +BsM
m;
s ) ds+
Z t
0
s dWs: (3.1)
Note that our assumptions on the processes (bt)t2[0;T ]; (Bt)t2[0;T ] and on the control pro-
cesses provide the existence and uniqueness of a strong solution to (3.1) starting from m at
time 0 (see e.g. Theorem 1.3.15 in [11]). We denote this solution by Mm; = (Mm;t )t2[0;T ].
Let g : 
  R ! R and f : 
  [0; T ] A ! R be measurable functions. We require
that the mapping (!; t) 7! f(!; t; a) is progressively measurable for all a 2 A. Moreover,
we assume that f and g satisfy the following:
(C1) For all (!; t) 2 
  [0; T ] the mappings f(!; t; ) and g(!; ) are strictly convex.
Moreover,
kf(; ; 0)k1 + kg(; 0)k1 <1;
where khk1 denotes the essential supremum of jhj for some measurable function h.
(C2) The functions g(!; ) and f(!; t; ) are two times continuously dierentiable for all
(!; t) 2 
  [0; T ]. Additionally, the derivatives g0 and fa are Lipschitz continuous
in the variables m and a, respectively, i.e. there exists a constant L  0 such that
for all ! 2 
; t 2 [0; T ]; m1;m2 2 R; a1; a2 2 A
jg0(!;m1)  g0(!;m2)j  Ljm1  m2j;
jfa(!; t; a1)  fa(!; t; a2)j  Lja1   a2j:
33
Furthermore, it holds
kfa(; ; 0)k1 + kg0(; 0)k1 <1:
(C3) There is a constant l > 0 such that
faa(!; t; a)  l and g00(!;m)  l
for all (!; t; a;m) 2 
 [0; T ] A R.
Remark 3.1. Note that we often omit the !-argument of the functions f and g to simplify
the notation. Furthermore, condition (C2) implies that faa and g
00 are bounded from
above, because for all (!; t; a;m) 2 
 [0; T ] A R one has
0  faa(!; t; a) = lim
h!0
1
jhj jfa(!; t; a+ h)  fa(!; t; a)j  limh!0
1
jhjLjhj = L;
and
0  g00(!;m) = lim
h!0
1
jhj jg
0(!;m+ h)  g0(!;m)j  L:
We denote by u 2 [l;1) a constant that bounds both faa and g00, i.e.
max (faa(!; t; a); g
00(!;m))  u;
for all (!; t; a;m) 2 
 [0; T ] A R.
One can think of the function f as the running costs, whereas the function g can be
interpreted as the terminal costs of our minimization problem (P). The target function J
describes our total costs and is given by
J(m;) := E
Z T
0
f (s; s) ds+ g (M
m;
T )

for m 2 R and  2 A. This function J is well-dened because one can show as in Remark
2.24 that the expected value exists using (C1) and (C2). Our goal is now to solve the
following problem.
Problem (P): Minimize the target function J over all admissible controls, i.e. deter-
mine
inf
2A
J(m;);
and nd an optimal control ^ 2 A, i.e. a control ^ satisfying J(m; ^) = inf2A J(m;).
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3.2 Deriving the FBSDE via the maximum principle
We aim at solving (P) with the help of the Pontryagin's maximum principle, which is
presented in section 2.4. To that end, we introduce the Hamiltonian H, dened by
H(!; t;m; a; y; z) := (bt(!) + Bt(!)m)y + az + f(!; t; a);
for (!; t;m; a; y; z) 2 
  [0; T ]  R  A  R  R. We notice that H(!; t; ; ; y; z) is two
times continuously dierentiable and convex for all ! 2 
; t 2 [0; T ]; y; z 2 R, due to the
properties of the function f . The Hamiltonian is even strictly convex in the variable a.
Now we consider the possibly coupled adjoint FBSDE given by
Mm;t = m+
Z t
0
(bs +BsM
m;
s ) ds+
Z t
0
s dWs;
Y m;t = g
0(Mm;T ) +
Z T
t
BsY
m;
s ds 
Z T
t
Zm;s dWs; t 2 [0; T ];
(3.2)
where  2 A. The solvability of this equation essentially depends on the control . How-
ever, we are only interested in a solution if  is a candidate for an optimal control, because
we want to apply the maximum principle. To determine such a control we calculate the
minimum of H over all a 2 A.
Lemma 3.2. The Hamiltonian H is minimized by a(t; z), i.e. we have
min
a2A
H(t;m; a; y; z) = H(t;m; a(t; z); y; z)
for all (!; t;m; z) 2 
 [0; T ] R R , where a : 
 [0; T ] R! R is given by
a(t; z) :=
8><>:
l ; z < fa(t; l);
f 1a (t; z) ; z 2 [fa(t; l); fa(t; r)] ;
r ; z > fa(t; r):
The function f 1a denotes the inverse of the partial derivative fa w.r.t. the last component.
This inverse indeed exists since fa is strictly increasing by (C3).
Proof. Let (!; t;m; z) 2 
  [0; T ]  R  R be xed. We consider now H(t;m; a; y; z)
as function in a and determine its minimum depending on (!; t;m; z). From assumption
(C2) and the denition of the Hamiltonian we know that H is two times continuously
dierentiable in a with derivatives
Ha(t;m; a; y; z) = z + fa(t; a)
Haa(t;m; a; y; z) = faa(t; a)
for a 2 A. Consequently, H is strictly convex with Haa  l and the derivative Ha is
strictly increasing according to (C1) and (C3). In the same way we see by (C1)-(C3) that
the function fa is strictly increasing in a and has the image [fa(t; l); fa(t; r)].
We distinguish three cases:
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1. If z <  fa(t; r), then we obtain
Ha(t;m; a; y; z) = z + fa(t; a)  z + fa(t; r) < 0
for all a 2 A, since fa is strictly increasing. Consequently, the Hamiltonian H is
strictly decreasing in a and thus attains its minimum at a = r.
2. If z 2 [ fa(t; r); fa(t; l)], then there exists an a0 2 A such that z =  fa(t; a0) and
therefore
Ha(t;m; a0; y; z) = z + fa(t; a0) = 0:
Hence the Hamiltonian H attains its minimum at a = a0 because of the strict
convexity. We observe that a0 = f
 1
a (t; z), since fa is a bijection between A and
[fa(t; l); fa(t; r)].
3. If z >  fa(t; l), then it holds that
Ha(t;m; a; y; z) = z + fa(t; a)  z + fa(t; l) > 0
for all a 2 A, since fa is strictly increasing. Therefore, the Hamiltonian H is also
strictly increasing in a and thus attains its minimum at a = l.
Summarizing above result we see that
min
a2A
H(t;m; a; y; z) =
8><>:
H(t;m; r; y; z) ; z <  fa(t; r);
H(t;m; f 1a (t; z); y; z) ; z 2 [ fa(t; r); fa(t; l)] ;
H(t;m; l; y; z) ; z >  fa(t; l):
The minimum does not depend on m but on (!; t; z).
Now that we have found the function a that minimizes the Hamiltonian H, we study its
measurability properties.
Lemma 3.3. The mapping a, dened in Lemma 3.2, is measurable and for all z 2 R we
have that a(; ; z) is progressively measurable. Moreover, for any progressively measurable
process Z the composition a(; ; Z()) is progressively measurable.
Proof. In order to prove the measurability of the function a, we x a 2 R. Note that
f(!; s; z) 2 
 [0; T ] R : a(!; s; z)  ag
=
 ; ; a < l

 [0; T ] R ; a  r

2 F 
 B([0; T ])
 B(R);
because a takes values in A = [l; r] only. Considering now the case a 2 [l; r) yields
f(!; s; z) 2 
 [0; T ] R : a(!; s; z)  ag
= f(!; s; z) : z < fa(!; s; l)g [ f(!; s; z) : f 1a (!; s; z)  a; z 2 [fa(!; s; l); fa(!; s; r)]g
= f(!; s; z) : z  fa(!; s; a)g 2 F 
 B([0; T ])
 B(R):
We have used, in particular, that fa is measurable and strictly increasing in a due to (C3).
This shows the measurability of a.
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Now we x z 2 R; t 2 [0; T ] and show that (!; s) 7! a(!; s; z) is Ft 
 B([0; t])-
measurable. Let a 2 R and note that
f(!; s) 2 
 [0; t] : a(!; s; z)  ag =
 ; ; a < l

 [0; t] ; a  r

2 Ft 
 B([0; t]):
Furthermore, if a 2 [l; r) we have
f(!; s) 2 
 [0; t] : a(!; s; z)  ag
= f(!; s) 2 
 [0; t] : z < fa(!; s; l)g
[ f(!; s) 2 
 [0; t] : f 1a (!; s; z)  a; z 2 [fa(!; s; l); fa(!; s; r)]g
= f(!; s) 2 
 [0; t] : z  fa(!; s; a)g 2 Ft 
 B([0; t]):
Here we have used the progressive measurability of fa and again the strict monotonicity
of fa in a.
Let now Z be a progressively measurable process and t 2 [0; T ]. We show that
a(; ; Z()) is Ft 
 B([0; t])-measurable. Note that a(!; s; ) is continuous for all xed
(!; s) 2 
 [0; T ]. Hence we can approximate a pointwise by the sequence
a(n) (!; s; z) :=
X
j2Z
1( j 1n ;
j
n ]
(z)a
 
!; s; j
n

; n 2 N; (!; s; z) 2 
 [0; T ] R:
We show that a
(n)
 (; ; Z()) is Ft
B([0; t])-measurable: For all n 2 N and a 2 R we have
f(!; s) 2 
 [0; t] : a(n) (!; s; Zs(!))  ag
=
[
j2Z

(!; s) 2 
 [0; t] : a
 
!; s; j
n
  a; Zs(!) 2   j 1n ; jn	 2 Ft 
 B([0; t]);
because Z and a
 
!; s; j
n

are progressively measurable for all j 2 Z; n 2 N. Consequently,
also the mapping 
  [0; t] ! R; (!; s) 7! a(!; a; Zs(!)) is Ft 
 B([0; t])-measurable as
a pointwise limit of the measurable functions a
(n)
 . Finally, a(; ; Z()) is progressively
measurable.
Lemma 3.2 suggests that ^ := (a(t; Zmt ))t2[0;T ] is an optimal control for (P) if the triple
(Mm; Y m; Zm) solves the FBSDE
Mmt = m+
Z t
0
(bs +BsM
m
s ) ds+
Z t
0
a(s; Zms ) dWs;
Y mt = g
0(MmT ) +
Z T
t
BsY
m
s ds 
Z T
t
Zms dWs; s 2 [0; T ]:
(3.3)
The next proposition states that this is indeed the case. Note that (3.3) is the FBSDE
(3.2) controlled by ^, but in the following we omit the dependence on the control in the
superscript of (Mm; Y m; Zm).
Proposition 3.4. Suppose that there exists a solution (Mm; Y m; Zm) to (3.3) starting in
m 2 R. Then ^ 2 A is an optimal control for (P), where ^ is given by
^t := a(t; Zmt ); t 2 [0; T ]:
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Proof. First of all note that ^ is progressively measurable as a composition of the pro-
gressively measurable mappings a and Zm (see Lemma 3.3). Moreover, we observe that
^s(!) 2 A for all (!; s) 2 
 [0; T ], which implies
E
Z T
0
^2s ds

 T (l2 _ r2) <1:
This means that we have ^ 2 A.
In order to prove the optimality of ^, we basically sum up the results mentioned above.
For all ! 2 
; t 2 [0; T ] we observe that x 7! H(t; x; a; Y mt ; Zmt ) is convex for all a 2 A,
and
H(t;Mmt ; ^t; Y mt ; Zmt ) = min
a2A
H(t;Mmt ; a; Y mt ; Zmt )
by Lemma 3.2. Finally, the maximum principle (Theorem 2.25) yields that ^ is optimal.
3.3 Transforming the FBSDE
We have seen in Proposition 3.4 that there exists an optimal control if we have a solution
to the FBSDE (3.3). However, the question of the existence of such a global solution
remains open. In order to prove that there is a solution on the whole interval [0; T ],
we want to apply the method of decoupling eld, which is introduced in section 2.3.
Unfortunately, the parameters of (3.3) do not have to satisfy standard Lipschitz conditions
(SLC), because there is no requirement for g0 to full Lg0;x < L 1;z. But we can avoid this
issue in considering the auxiliary FBSDE
Xxt = x+
Z t
0
(bs +BsP
x
s ) ds+
Z t
0

~Zxs   2~a 1

s; ~Zxs

dWs;
P xt = (X
x
T ) 
Z T
t
(bs +BsX
x
s ) ds 
Z T
t
~Zxs dWs; t 2 [0; T ];
(3.4)
for x 2 R. Our goal is to show that this FBSDE satises SLC and has a solution.
Moreover, we prove that one can recover a solution of our original FBSDE (3.3).
To understand the FBSDE (3.4) we dene the following. Let  := 1
2u
and let the
terminal condition  : 
 R! R be given by
(!; x) :=

(Id  g0(!; ))  (Id + g0(!; )) 1

(x)
= (Id + g0(!; )) 1(x)  g0  !; (Id + g0(!; )) 1(x)
= 2(Id + g0(!; )) 1(x)  (Id + g0(!; ))  (Id + g0(!; )) 1(x)
= 2(Id + g0(!; )) 1(x)  x; (!; x) 2 
 R:
(3.5)
Note that for all ! 2 
 the functions (Id  g0(!; )) and (Id + g0(!; )) are continuously
dierentiable and the latter is even invertible since g00  0 and thus
(Id + g0(!; ))0 (x) = 1 + g00(x)  1; x 2 R:
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Hence  is well-dened and continuously dierentiable for all ! 2 
. In addition, we
dene the function ~a : 
 [0; T ] R! R by
~a(!; t; z) := a(!; t; z) + z =
8><>:
l + z ; z < fa(!; t; l);
f 1a (!; t; z) + z ; z 2 [fa(!; t; l); fa(!; t; r)] ;
r + z ; z > fa(!; t; r):
Note that ~a is invertible in z unlike the function a, because the mapping z 7! f 1a (!; t; z)
is strictly increasing for all ! 2 
; t 2 [0; T ] due to (C3). The inverse is given by the
function ~a 1 : 
 [0; T ] R! R, where
~a 1 (!; t; z) = (a(!; t; ) + Id) 1 (z)
=
8><>:
1

(z   l) ; z < l + fa(!; t; l);
(f 1a (!; t; ) + Id) 1 (z) ; z 2 [l + fa(!; t; l); r + fa(!; t; r)] ;
1

(z   r) ; z > r + fa(!; t; r):
This function has the following properties.
Lemma 3.5. The function ~a 1 is strictly increasing, measurable and for all z 2 R the
mapping ~a 1 (; ; z) is progressively measurable. Moreover, ~a 1 is Lipschitz continuous in
z with Lipschitz constant 1

and for all z1; z2 2 R; ! 2 
; t 2 [0; T ] we have
j~a 1 (t; z1)  ~a 1 (t; z2)j 
1
 + 1
l
jz1   z2j: (3.6)
Proof. The mapping ~a 1 (!; t; ) is strictly increasing because ~a(!; t; ) is strictly increas-
ing for all (!; t) 2 
 [0; T ]. Furthermore, for all a 2 R we observe
f(!; t; z) 2 
 [0; T ] R : ~a 1 (!; t; z)  ag
= f(!; t; z) 2 
 [0; T ] R : z  ~a(!; t; a)g
= f(!; t; z) 2 
 [0; T ] R : z  a(!; t; a) + ag 2 F 
 B([0; T ])
 B(R);
because a is measurable (see Lemma 3.3). Consequently, the function ~a 1 is measurable.
Moreover, for all z 2 R; t 2 [0; T ]; a 2 R we have
f(!; s) 2 
 [0; t] : ~a 1 (!; s; z)  ag
= f(!; s) 2 
 [0; t] : z  ~a(!; t; a) = a(!; s; a) + ag
= f(!; s) 2 
 [0; t] : z   a  a(!; s; a)g 2 Ft 
 B([0; t]);
since a(; ; a) is progressively measurable for all a 2 R again due to Lemma 3.3.
In order to show that the function ~a 1 is Lipschitz continuous in z, let z1; z2 2 R with
z1 < z2 and (!; t) 2 
 [0; T ] be xed. We distinguish the following cases:
(i) If z1; z2  l + fa(!; t; l) or z1; z2  r + fa(!; t; r) we have by the denition of ~a 1
j~a 1 (t; z1)  ~a 1 (t; z2)j =
1

jz1   z2j:
Moreover, we see that
~a 1 (t; z2)  ~a 1 (t; z1) 
1
 + 1
l
(z2   z1):
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(ii) If z1; z2 2 [l + fa(!; t; l); r + fa(!; t; r)] we have that
j~a 1 (t; z1)  ~a 1 (t; z2)j =
 f 1a (t; ) + Id 1 (z1)   f 1a (t; ) + Id 1 (z2)
=
 + 1faa(t; f 1a (t; ~z))
 1 jz1   z2j
 1
 + 1
u
jz1   z2j  1

jz1   z2j;
where ~z 2 (z1; z2) exists due to the mean value theorem. Note that for the last
inequality we have used that faa  u. In addition, we have by faa  l
~a 1 (t; z2)  ~a 1 (t; z1) 
1
 + 1
l
(z2   z1):
(iii) If z1 < l + fa(!; t; l); z2 > r + fa(!; t; r) we dene ~z1 := l + fa(!; t; l) and
~z2 := r + fa(!; t; r), and observe that
j~a 1 (t; z1)  ~a 1 (t; z2)j
= ~a 1 (t; z2)  ~a 1 (t; z1)
= ~a 1 (t; z2)  ~a 1 (t; ~z2) + ~a 1 (t; ~z2)  ~a 1 (t; ~z1) + ~a 1 (t; ~z1)  ~a 1 (t; z1)
 1

(z2   ~z2) + 1

(~z2   ~z1) + 1

(~z1   z1) = 1

(z2   z1) = 1

jz1   z2j;
where we have used (i) and (ii). If we make the term in the last step smaller instead
of larger, we obtain by (i) and (ii) again the lower estimate
~a 1 (t; z2)  ~a 1 (t; z1) 
1
 + 1
l
(z2   z1):
(iv) In the case of z1 2 [l + fa(!; t; l); r + fa(!; t; r)] and z2 > r + fa(!; t; r), or
z1 < l + fa(!; t; l) and z2 2 [l + fa(!; t; l); r + fa(!; t; r)] one can show the
properties analogous to (iii).
We conclude that ~a 1 is Lipschitz continuous in z with Lipschitz constant equal to
1

.
Moreover, we see that (3.6) holds true.
We observe that the parameters of the FBSDE (3.4) are given by
(!; t; y) := bt(!) + Bt(!)y;
(!; t; z) := z   2~a 1 (!; t; z);
f(!; t; x) := bt(!) + Bt(!)x;
for ! 2 
; t 2 [0; T ] and x; y; z 2 R. The essential points to consider the auxiliary FBSDE
(3.4) instead of our original FBSDE (3.3) are the following two observations.
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Proposition 3.6. The parameters (; ; ; f) of the FBSDE (3.4) satisfy SLC and for
the Lipschitz constant of  in z we have L;z = 1.
Proposition 3.7. If (Xx; P x; ~Zx) is a solution to the FBSDE (3.4) starting in x 2 R,
then (Mm; Y m; Zm), dened by
Mms :=
1
2
(Xxs + P
x
s ) ;
Y ms :=
1
2
(Xxs   P xs ) ;
Zms :=  ~a 1

s; ~Zxs

; s 2 [0; T ];
solves the FBSDE (3.3) with initial value m 2 R such that Mm0 = m a.s.
Proof of Proposition 3.6. Recall the denition of SLC (Denition 2.12). First of all, we
need to verify that the parameters are Lipschitz continuous. The functions (!; t; )
and f(!; t; ) are Lipschitz continuous for all (!; t) 2 
  [0; T ] due to the linearity in
these variables. In order to show that the function  is also Lipschitz continuous in z,
recall Lemma 3.5. We have that ~a 1 is Lipschitz continuous with Lipschitz constant
1

.
Consequently, also  is Lipschitz continuous in z. To determine a bound for the Lipschitz
constant L;z, let (!; t) 2 
  [0; T ] and z1; z2 2 R; z1 < z2. Since (t; z2)   (t; z1) is
either positive or negative, we distinguish these two cases:
1. Using that ~a 1 has the Lipschitz constant
1

we see that
j(t; z1)  (t; z2)j = (t; z1)  (t; z2) = z1   z2 + 2
 
~a 1 (t; z2)  ~a 1 (t; z1)



2

  1

(z2   z1) = jz1   z2j:
2. Using the lower bound for ~a 1 in (3.6) we observe that
j(t; z1)  (t; z2)j = (t; z2)  (t; z1) = z2   z1   2
 
~a 1 (t; z2)  ~a 1 (t; z1)


 
1  2
 + 1
l
!
jz1   z2j  jz1   z2j:
The fact that  = 1
2u
 1
u
 1
l
then implies
0 <
2
 + 1
l
 21
l
=
l
u
 1 and 0  1  2
 + 1
l
 1:
Note that in the rst case we actually have equality if, for example, z1; z2 < l+fa(!; t; l).
Thus L;z = 1 and L
 1
;z = 1.
Now we turn to Lipschitz continuity of the terminal condition . Let x1; x2 2 R with
x1 < x2 and ! 2 
. Then according to the mean value theorem there is an ~x 2 (x1; x2)
such that
j(x1)  (x2)j = j0(~x)j jx1   x2j = 1  g
00((Id + g0) 1(~x))
1 + g00((Id + g0) 1(~x))
jx1   x2j
 1
1 + l
jx1   x2j;
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because g00(!; x)  l for all (!; x) 2 
  R. Consequently, we have for the Lipschitz
constant L;x of  in x that
L;x  1
1 + l
< 1 = L 1;z;
as required. Finally, we show that the parameters are essentially bounded:
 k(; ; 0)k1 + kf(; ; 0)k1  2kbk1 <1, because the process b is bounded.
 If 0 2 [l + fa(!; t; l); r + fa(!; t; r)] for some (!; t), we observe that it holds~a 1 (!; t; 0) = (f 1a (!; t; ) + Id) 1(0)
=
(f 1a (!; t; ) + Id) 1(0)  (f 1a (!; t; ) + Id) 1  (f 1a (!; t; ) + Id)(0)
 1

(f 1a (!; t; ) + Id)(0) = 1 f 1a (!; t; 0)
=
1

f 1a (!; t; 0)  f 1a (!; t; fa(!; t; 0))  1l jfa(!; t; 0)j ;
where we have used the Lipschitz continuity of ~a 1 (see Lemma 3.5). Consequently,
we have by the denition of  and (C2)
k(; ; 0)k1 = 2 ess sup
(!;t)
~a 1 (!; t; 0)  2jlj+ jrj+ 1lkfa(; ; 0)k1

<1:
 We have by the denition of  in (3.5) that
j(0)j = 2 j (Id + g0) 1 (0)j
= 2
(Id + g0) 1 (0)  (Id + g0) 1  (Id + g0) (0)
 2

sup
x2R
1
1 + g00(x)

j(Id + g0) (0)j  2kg0(; 0)k1 <1; a.s.;
by (C2) and hence k(; 0)k1 <1.
To sum up, we have that the parameters (; ; ; f) full SLC.
Proof of Proposition 3.7. Let (Xx; P x; ~Zx) be a solution to the FBSDE (3.4) with initial
condition x 2 R. This implies, in particular, that Xx; P x 2 S20;T and ~Zx 2 H20;T . Con-
sequently, the random variables Xx0 and P
x
0 are F0-measurable and thus almost surely
constant. Thus, Mm0 is also almost surely constant and hence there exists a deterministic
initial value m 2 R such that Mm0 = m a.s.
The processes Mm; Y m belong to the space S20;T since they are only linear combinations
of Xx and P x. The process Zm is progressively measurable because it is a composition
of progressively measurable functions. In other words, ~a 1 is measurable, ~a
 1
 (; ; z) is
progressively measurable and ~a 1 is continuous in z due to Lemma 3.5. Thus, the com-
position with the progressively measurable process ~Zx is progressively measurable, which
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can be shown as in the proof of Lemma 3.3. In addition, we have Zm 2 H20;T because
E
Z T
0
(Zms )
2 ds

= E
Z T
0
(~a 1 (s; ~Z
x
s ))
2 ds

= E
Z T
0

~a 1 (s; ~Z
x
s )  ~a 1 (s; 0) + ~a 1 (s; 0)
2
ds

 E
Z T
0

2
2

~Zxs
2
+ 2~a 1 (s; 0)
2

ds

 E
Z T
0

2
2

~Zxs
2
+ 2k~a 1 (; ; 0)k21

ds

<1:
Now it is straightforward to verify that the processes Mm; Y m; Zm satisfy the FBSDE
(3.3). Note that all the integrals in (3.3) are well-dened. Writing Xx and P x as forward
processes, i.e.
dXxs = (bs +BsP
x
s ) ds+

~Zxs   2~a 1 (s; ~Zxs )

dWs;
dP xs = (bs +BsX
x
s ) ds+ ~Z
x
s dWs;
we observe that (Mm; Y m; Zm) fulls (3.3), because for all s 2 [0; T ] we have:
dMms =
1
2
(dXxs + dP
x
s )
=
1
2

(bs +BsP
x
s ) + (bs +BsX
x
s )

ds+
1
2
h
~Zxs   2~a 1

s; ~Zxs

+ ~Zxs
i
dWs
= (bs +BsM
m
s ) ds+

~Zxs   ~a 1

s; ~Zxs

dWs
= (bs +BsM
m
t ) ds+ (~a(s; Zms ) + Zms ) dWs
= (bs +BsM
m
t ) ds+ a(s; Zms )dWs;
and
dY ms =
1
2
(dXxs   dP xs )
=
1
2

bs +BsP
x
s   (bs +BsXxs )

ds+
1
2
h
~Zxs   2~a 1

s; ~Zxs

  ~Zxs
i
dWs
=  BsY ms ds+ Zms dWs:
We calculate the terminal condition of (3.3):
Y mT =
1
2
(XxT   P xT ) =
1
2
(XxT   (XxT )) =
1
2
 
XxT   2(Id + g0) 1(XxT ) +XxT

=
1

 
XxT   (Id + g0) 1(XxT )

=
1


(Id + g0)
 
(Id + g0) 1(XxT )
  (Id + g0) 1(XxT ) = g0  (Id + g0) 1(XxT ) ; a.s.
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Moreover, we have
(Id + g0) 1(XxT ) =
1
2
 
XxT +
 
2(Id + g0) 1(XxT ) XxT

=
1
2
(XxT + (X
x
T )) =
1
2
(XxT + P
x
T ) = M
m
T ; a.s.;
which implies Y mT = g
0(MmT ) a.s. Finally, the triple (M
m; Y m; Zm) solves the FBSDE
(3.3) with initial condition m and terminal condition g0(MmT ).
3.4 Applying the method of decoupling elds
We have proven that we can recover a solution to our original FBSDE (3.3) from the
auxiliary FBSDE (3.4). In this section we employ the method of decoupling elds to
solve the latter equation. Note that the parameters of the FBSDE (3.4) full SLC as we
have shown in Proposition 3.6. Consequently, according to Theorem 2.21 there exists a
strongly regular decoupling eld
u : 
 Imax  R! R
on the maximal interval Imax  [0; T ] such that Lu;x < L 1;z. We can assume that u(!; t; )
is Lipschitz continuous and weakly dierentiable for all (!; t) 2 
  Imax (see Remark
2.14). We denote by ux a version of the weak derivative of u that is equal to the classical
derivative of u, where it exists, and equal to zero otherwise. The Lipschitz continuity of u
especially implies that u is almost everywhere classically dierentiable and thus ux(!; t; x)
is identical to the classical derivative for almost all x 2 R and all (!; t) 2 
 Imax.
Our goal in this section is to show that only Imax = [0; T ] is possible. For this purpose
we prove that
lim
t#tmin
Lu(t;);x 6= L 1;z; (3.7)
for all tmin 2 [0; T ]. Then Proposition 2.22 implies that Imax = (tmin; T ] cannot hold true
and thus Imax = [0; T ] by Theorem 2.21.
From now on, let t0 2 Imax be xed. As a result of the strong regularity of u, there
exists a solution (Xx; P x; ~Zx) to the FBSDE (3.4) on [t0; T ] for the deterministic initial
value x 2 R. It holds, in particular, that
P xt = u(t;X
x
t ); a.s.;
for all t 2 [t0; T ] and x 2 R. In addition, Xxt and P xt are weakly dierentiable w.r.t.
x for all t 2 [t0; T ] and the process ~Zx is weakly dierentiable w.r.t. x. We de-
ne (@xX
x; @xP
x; @x ~Z
x) as a version of the weak derivative of (Xx; P x; ~Zx) such that
(@xX
x
s ; @xP
x
s ) is a weak derivative of (X
x
s ; P
x
s ) for all s 2 [t0; T ]. In order to obtain the
dynamics of (@xX
x; @xP
x; @x ~Z
x), we dierentiate the forward and backward equation of
the FBSDE (3.4).
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Lemma 3.8. There exists a process  : 
 [t0; T ] R! R that is bounded by L;z and
fulls
@x

(s; ~Zs)

= s@x ~Zs
for P 
  
 -almost every (!; s; x) 2 
  [t0; T ]  R. Moreover, the weak derivative
(@xX
x; @xP
x; @x ~Z
x) satises for all t 2 [t0; T ] the FBSDE
@xX
x
t = 1 +
Z t
t0
Bs@xP
x
s ds+
Z t
t0
s@x ~Z
x
s dWs;
@xP
x
t = 
0(XxT )@xX
x
T  
Z T
t
Bs@xX
x
s ds 
Z T
t
@x ~Z
x
s ds;
(3.8)
for P
 -almost all (!; x) 2 
 R.
Proof. The right hand sides of the FBSDE (3.4) are weakly dierentiable w.r.t. x since
Xxt and P
x
t are weakly dierentiable for all t 2 [t0; T ]. However, we calculate versions of
those weak derivatives that are equal to the right hand sides of (3.8). To that end, we
note that:
(i) For all s 2 [t0; T ] the functions (s; P xs ) and f(s;Xxs ) are weakly dierentiable a.s.
with weak derivatives
@x(s; P
x
s ) = Bs@xP
x
s ; a.s.;
@xf(s;X
x
s ) = Bs@xX
x
s ; a.s.;
for almost all x 2 R. Let now t 2 [t0; t] be xed. We have that
E
Z t
t0
(j(s; P xs )j+ jf(s;Xxs )j) ds

 E
Z t
t0
(L (jXxs j+ jP xs j) + k(; ; 0)k1 + kf(; ; 0)k1) ds

<1;
for all x 2 R, because Xx; P x 2 S2t0;T and the parameters satisfy SLC with Lipschitz
constant L  0. Additionally, we observe that
ess sup
x2R
E
Z t
t0
(j@x(s; P xs )j+ j@xf(s;Xxs )j) ds

 kBk1 ess sup
x2R
E
Z t
t0
(j@xXxs j+ j@xP xs j) ds

<1;
due to the strong regularity of the decoupling eld u. The conditions (1)-(3) of
Proposition 2.36 are therefore fullled and hence the mappings
x 7!
Z t
t0
(s; P xs ) ds and x 7!
Z t
t0
f(s;Xxs ) ds
are weakly dierentiable for all xed t 2 [t0; T ] with weak derivatives
@x
Z t
t0
(s; P xs ) ds =
Z t
t0
Bs@xP
x
s ds; a.s.; and
@x
Z t
t0
f(s;Xxs ) ds =
Z t
t0
Bs@xX
x
s ds; a.s.;
respectively, for almost all x 2 R.
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(ii)  is Lipschitz continuous in z with Lipschitz constant L;z, but not everywhere
classically dierentiable. Thus, we apply Proposition 2.41 to (s; ~Zxs ), which yields
the weak dierentiability and the existence of a process  : 
  [t0; T ]  R ! R
that is bounded by L;z and satises
@x

(s; ~Zxs )

= (s; x)@x ~Z
x
s
for P

-almost every (!; s; x) 2 
 [t0; T ]R. In the following we abbreviate
(s; x) by s. Now we observe for all t 2 [t0; T ] and x 2 R that
E
Z t
t0
j(s; Zxs )j2 ds

 E
Z t
t0
 
2L2;zjZxs j2 + 2k(; ; 0)k21

ds

<1;
because ~Zx 2 H2t0;T and the parameters of the FBSDE (3.4) satisfy SLC. Moreover,
it holds true that for all t 2 [t0; T ]
ess sup
x2R
E
Z t
t0
js@x ~Zxs j2 ds

 L2;z ess sup
x2R
E
Z t
t0
j@x ~Zxs j2 ds

<1;
since the decoupling eld u is strongly regular. Hence the conditions of Proposition
2.37 are fullled and thus the mapping x 7! R t
t0
(s; ~Zxs ) dWs is weakly dierentiable
for all xed t 2 [t0; T ] with weak derivative
@x
Z t
t0
(s; ~Zxs ) dWs =
Z t
t0
s@x ~Z
x
s dWs;
for P
 -almost all (!; x) 2 
 R.
(iii) We know that  is Lipschitz continuous and everywhere continuously dierentiable
for all ! 2 
. Therefore, we obtain by Proposition 2.38 that (XxT ) is weakly
dierentiable w.r.t. x and
@x ((X
x
T )) = 
0(XxT )@xX
x
T
for P
 -almost all (!; x) 2 
 R.
The properties (i)-(iii) imply that for all t 2 [t0; T ] the right hand sides of (3.4) have
versions of the weak derivatives that are equal to
1 +
Z t
t0
Bs@xP
x
s ds+
Z t
t0
s@x ~Z
x
s dWs; and
0(XxT )@xX
x
T  
Z T
t
Bs@xX
x
s ds 
Z T
t
@x ~Z
x
s ds;
respectively, due to Proposition 2.31. But these expressions are also versions of the weak
derivatives of Xxt and P
x
t and thus for all t 2 [t0; T ] equation (3.8) holds true for P 
 -
almost all (!; x) 2 
 R. In other words, the properties (i)-(iii) allow us to interchange
weak dierentiation and the integrals in the FBSDE (3.4), which implies (3.8).
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Remark 3.9. Lemma 3.8 implies that there are versions of the weak derivatives @xX
x and
@xP
x that are continuous in time for all (!; x) 2 
 R. One can just consider the right
hand sides of (3.8) as processes and note that they are continuous versions of the weak
derivatives.
From now on, we assume that @xX
x and @xP
x are continuous in time. In order to calculate
a bound for the Lipschitz constant of u, we study the so-called gradient process V , dened
by
V xt (!) := ux(!; t;X
x
t (!));
for (!; t; x) 2 
  [t0; T ]  R. The chain rule for weak derivatives in Proposition 2.38
implies that for any xed t 2 [t0; T ]
@xP
x
t = ux(t;X
x
t )@xX
x
t = V
x
t @xX
x
t ; (3.9)
for P
 -almost all (!; x) 2 
 R.
For the following considerations we choose a xed x 2 R such that:
(1) @xX
x
t0
= 1 a.s.,
(2) @xP
x
t0
= V xt0@xX
x
t0
a.s.,
(3) (3.8) holds true for P
 -almost all (!; t) 2 
 [t0; T ],
(4) (3.9) holds true for P
 -almost all (!; t) 2 
 [t0; T ],
(5) @xX
x; @xP
x 2 S2t0;T ; @x ~Zx 2 H2t0;T .
Note that we have chosen x outside of a Lebesgue null set. In particular, (5) holds true
because of the strong regularity of u (see (2.7)). Moreover, we emphasize that under
these assumptions equation (3.8) is even true for all t 2 [t0; T ] and almost all ! 2 
 since
@xX
x and @xP
x are continuous in time. In the following we omit the initial value x in the
superscript of the processes that we consider.
Lemma 3.10. The gradient process V is bounded, i.e. there exists a constant K > 0 such
that jVtj  K for all (!; t) 2 
 [t0; T ]. We can choose this constant such that
K = sup
s2[t0;T ]
Lu(s;);x < L 1;z = 1: (3.10)
We point out that the constant K might depend on the xed time t0. However, we prove
later on that Lu(t;);x can be uniformly bounded away from 1.
Proof. We know that the function u(!; t; ) is almost everywhere dierentiable for all
(!; t) 2 
 [t0; T ], because of the Lipschitz continuity of u. We have chosen the version
ux of the weak derivative of u such that it is equal to the classical derivative where it
exists, and equal to zero otherwise. Therefore, we have for all (!; t) 2 
  [t0; T ] and
almost all x0 2 R that
jux(t; x0)j = lim
h!0
ju(t; x0 + h)  u(t; x0)j
jhj  sups2[t0;T ]
Lu(s;);x < L 1;z;
47
because of the Lipschitz continuity and regularity of u. Consequently, we observe for all
(!; t) 2 
 [t0; T ] and x0 2 R that
jux(t; x0)j  sup
s2[t0;T ]
Lu(s;);x < L 1;z:
Then we have for the gradient process V
jVtj = jux(t;Xt)j  sup
s2[t0;T ]
Lu(s;);x =: K;
for all (!; t) 2 
 [t0; T ].
We now introduce BMO-processes, which we will use to construct an equivalent probability
measure in Lemma 3.13. Note that details and important statements about these processes
can be found, for instance, in [6] and [7].
Denition 3.11. A progressively measurable process Z is called BMO-process if there
exists a C  0 such that for all t 2 [0; T ]
E
Z T
t
Z2s ds
Ft  C; a.s.
Next we show that the gradient process V has a version that fulls a BSDE. This will
later on help us to improve the bound of V .
Lemma 3.12. The process V = (Vt)t2[t0;T ] has a time-continuous version V^ = (V^t)t2[t0;T ]
that is an Ito^ process. Moreover, there exists a process Z^ 2 H2t0;T such that (V^ ; Z^) solves
the BSDE
V^t = 
0(XT ) 
Z T
t
(s; V^s; Z^s) ds 
Z T
t
Z^s dWs; t 2 [t0; T ]; (3.11)
where  : 
 [t0; T ] [ K;K] R! R is given by
(t; v; z) = Bt(1  v)(v + 1)  tz
2
1  tv ;
and K is dened as in (3.10). (V^ ; Z^) is the unique solution of BSDE (3.11) with bounded
rst component. Furthermore, the process Z^ is a BMO-process.
Proof. First of all, we show that  is well-dened, i.e. the denominator 1 tv is bounded
away from zero. Let v 2 [ K;K]. Since  is bounded by L;z and jvj  K, we have
jtvj  L;zK < L;zL 1;z = 1, and consequently,
j1  tvj  1  L;zK > 0:
Now we prove the existence of the time-continuous version V^ . Let n 2 N and
n := inf

t  t0 : @xXt  1n
	^ T . Because @xXt0 = 1 we know by (3.9) and our choice of
x that for P-almost all ! 2 

Vt =
@xPt
@xXt
= @xPt
1
@xXt
; for a.a. t 2 [t0; n]:
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Applying Ito^'s formula to the right hand side of the equation implies that there exists a
version of V that is almost surely continuous and an Ito^ process on [t0; n]. We denote
this version by
V^t := ux(t0; x) +
Z t
t0
s ds+
Z t
t0
Z^s dWs; t 2 [t0; n]; (3.12)
for some suitable processes  and Z^. In particular, we mean by version here that for
almost all ! 2 
 we have Vt = V^t for almost every t 2 [t0; n]. We point out that although
V and V^ are just almost everywhere equal, we have that Vt0 = V^t0 a.s. due to the choice
of x and the denition of V^ . Moreover, note that the bound K for the process V can be
transferred to the version V^ , because one can argue as follows for almost all ! 2 
. Let
t 2 [t0; n]. Then for all " > 0 there exists a time t0 2 [t0; n] such that V^t0 = Vt0 and thus
jV^tj  jV^t   V^t0 j+ jV^t0 j  "+K;
by the continuity of V^ and the boundedness of V according to Lemma 3.10. The arbi-
trariness of t and " implies that for almost all ! 2 
 it holds
jV^tj  K; t 2 [t0; n]: (3.13)
Now we apply the product formula to V^t@xXt for t 2 [t0; n] to determine the processes
 and Z^. We obtain that
d

V^t@xXt

=
h
V^tBt@xPt + @xXtt + Z^tt@x ~Zt
i
dt+
h
Z^t@xXt + V^tt@x ~Zt
i
dWt: (3.14)
This expression has to coincide with the dynamics of @xPt presented in (3.8), because for
almost all ! 2 
 we have
@xPt = V^t@xXt; t 2 [t0; n]:
Consequently, we can determine  and Z^ by comparing the drift and diusion terms of
(3.8) and (3.14). To be more precise, we choose  and Z^ such that
V^tBt@xPt + @xXtt + Z^tt@x ~Zt = Bt@xXt; (3.15)
@x ~Zt = Z^t@xXt + V^tt@x ~Zt; (3.16)
for t 2 [t0; n], P-almost surely. This means that for almost all ! 2 
 and all t 2 [t0; n]:
 By equation (3.16) we obtain that
Z^t =
1  V^tt
@xXt
@x ~Zt and @x ~Zt =
Z^t@xXt
1  V^tt
:
Note that the denominator 1  V^tt is bounded away from zero since jV^tj  K.
 By equation (3.15), the property V^t@xXt = @xPt and the above identity for @x ~Zt we
have that
BtV^
2
t @xXt + @xXtt + Z^tt
Z^t@xXt
1  V^tt
= Bt@xXt;
and hence
t = Bt(1  V^t)(1 + V^t)  tZ^
2
t
1  V^tt
= (t; V^t; Z^t);
because @xXt 6= 0 on [t0; n].
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Note that (V^ ; Z^) can be viewed as a solution of the quadratic BSDE
V^t = V^n  
Z n
t
(s; V^s; Z^s) ds 
Z n
t
Z^s dWs
on [t0; n]. This implies that Z^ is a BMO-process on [t0; n] according to Theorem A.1.11
in [6], because:
 V^ is bounded,
 the generator can be estimated as follows:
 (s; V^s; Z^s) =  Bt(1  V^t)(1 + V^t) + sZ^
2
t
1  V^tt
 2kBk1(1 +K) + L;z
1 KL;z Z^
2
t ;
since B; V^ ; are bounded by kBk1; K; L;z, respectively,
 Z^ is square-integrable on [t0; n], since for almost all ! 2 
Z n
t0
Z^2s ds =
Z n
t0
 
1  V^ss
@xXs
!2 
@x ~Zs
2
ds  n2(1 +KL;z)2
Z n
t0

@x ~Zs
2
ds <1;
where we have used the denition of n, j1   V^ssj  1 + jV^ssj  1 + KL;z and
the choice of x, which ensures thatZ T
t0

@x ~Zs
2
ds <1; a.s.
We emphasize that the reasoning above does not depend on the choice of n 2 N. As a
matter of fact, Theorem A.1.11 in [6] even tells us that Z^ has a BMO-norm independent
of n, i.e. there exists a constant C > 0 such that for all n 2 N and t 2 [t0; T ]
E
Z T
t
1[t0;n](s)Z^
2
s ds
Ft  C; a.s. (3.17)
The constant C only depends on the constants kBk1; K; L;z, which appear in the esti-
mates above. Consequently, passing to the limit as n!1 yields that Z^ is a BMO-process
on [t0; ), where  := limn!1 n. To be more precise, for all t 2 [t0; T ] monotone conver-
gence implies
E
Z T
t
1[t0;)(s)Z^
2
s ds
Ft = limn!1E
Z T
t
1[t0;n](s)Z^
2
s ds
Ft  C; a.s.
Now we aim at showing that  = T holds true almost surely. To that end, we observe
that @xX satises on [t0; ) the linear SDE
d@xXt = t@xXtdt+ t@xXtdWt;
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where
t := BtV^t and t :=
tZ^t
1  V^tt
;
which can be veried using the dynamics of @xXt in (3.8) and the property @xPt = V^t@xXt.
Thus, @xX has the form
@xXt^n = exp
Z t^n
t0

s   1
2
2s

ds+
Z t^n
t0
s dWs

; t 2 [t0; T ]; n 2 N:
We observe that  is bounded, since jtj  KkBk1; t 2 [t0; ), a.s., and that  is bounded
by Z^, because
jtj  L;z
1 KL;z Z^t; t 2 [t0; ); a.s. (3.18)
Furthermore, for all n 2 N
@xXn  exp

 
Z n
t0
KkBk1 ds

exp
Z n
t0
s dWs  
Z n
t0
1
2
2s ds

 exp ( KkBk1T ) En(M); a.s.;
(3.19)
where M :=
R ^
t0
s dWs and E(M) is the exponential of M , i.e.
Et(M) = exp
Z t^
t0
s dWs  
Z t^
t0
1
2
2s ds

; t 2 [t0; T ]:
Note that M is a martingale on [t0; T ], because
E
Z T
t0
1[t0;)(s)
2
s ds

 E
"Z 
t0

L;z
1 KL;z
2
Z^2s ds
#
<1:
The last integral is nite since Z^ is a BMO-process on [t0; ), which implies, in particular,
that E
R 
t0
Z^2s ds <1. Then we have
P

lim
n!1
@xXn = 0

 P

lim
n!1
En(M) = 0

= P

lim
t!1
Et(M) = 0

= P

lim
t!1
Z t^
t0
1
2
2s ds =1

 P
 
lim
t!1
Z t^
t0
1
2

L;z
1 KL;z
2
Z^2s ds =1
!
= P
Z 
t0
Z^2s ds =1

= 0:
The last probability vanishes because Z^ is a BMO-process on [t0; ), which especially
means that the integral in the last probability is nite a.s. For the above calculation we
have used the following:
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 The rst inequality holds true because of (3.19),
 the second equality holds true because E is continuous and
Et(M) = E (M) = lim
n!1
En(M); a.s.; t  T;
 the third equality is true due to the statement
P

lim
t!1
Et(M) = 0

= P

lim
t!1
hM;Mit =1

;
which can be found in [12, p. 157], and
 the last two steps are possible since  is bounded by Z^ (see (3.18)).
Consequently, the process @xX does not reach zero almost surely. By continuity of @xX
we observe
@xX = lim
n!1
@xXn > 0; a.s.
This means that  = T a.s. and V^ ; Z^ are dened on the whole interval [t0; T ]. Moreover,
we have
V^t =
@xPt
@xXt
; t 2 [t0; T ]; a.s.
Thus, we obtain
V^T =
@xPT
@xXT
=
0(XT )@xXT
@xXt
= 0(XT ); a.s.
The denition of V^ in (3.12), written in the backward form, yields that (V^ ; Z^) solves
the BSDE (3.11) on [t0; T ]. We have especially V^ 2 S2t0;T because V^ is bounded, and
Z^ 2 H2t0;T because Z^ is a BMO-process on [t0; T ] by the considerations above.
Note that (V^ ; Z^) is the only solution with bounded rst component. Let ( ~V ; ~Z) be
another solution to the BSDE (3.11) with bounded rst component, i.e. there exists a
constant ~K  0 such that j ~Vtj  ~K for all t 2 [t0; T ], P-almost surely. We consider the
generator ~ : 
 [t0; T ] R R! R given by
~(t; v; z) := (t; c(v); z);
where c(v) = ( C _ v) ^ C and C := K _ ~K. The function ~ is dened for all v 2 R
in contrast to  and, in addition, Lipschitz continuous in v. Moreover, we observe that
both (V^ ; Z^) and ( ~V ; ~Z) solve the BSDE with the standard parameters (0(XT ); ~). But
according to Theorem 2.3 the solution to this BSDE is unique and hence we obtain
( ~V ; ~Z) = (V^ ; Z^).
Finally, (V^ ; Z^) is even the unique solution in S2t0;TH2t0;T to the BSDE with parameters
(0(XT ); ) because standard results about quadratic BSDEs (e.g. Theorem 2.6 in [8])
imply existence and uniqueness of a solution.
In the following we consider V^ , the time-continuous version of the gradient process, given
by Lemma 3.12. A measure transformation simplies the BSDE (3.11).
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Lemma 3.13. There exists a probability measure Q that is equivalent to P, and a Q-
Brownian motion WQ such that (V^ ; Z^) is the unique solution to the BSDE
V^t = 
0(XT ) +
Z T
t
'(s; V^s) ds 
Z T
t
Z^s dW
Q
s ; (3.20)
for t 2 [t0; T ], where ' : 
 [t0; T ] R! R is dened by '(s; v) :=  Bs(1  v)(v + 1):
Proof. Note that (t; V^t; Z^t) =  '(t; V^t)  Z^t (t; V^t; Z^t) for (!; t) 2 
 [t0; T ] with
 (!; t; v; z) :=
t(!)z
1  t(!)v ; (!; t; v; z) 2 
 [t0; T ] [ K;K] R:
We know that V^ and  are bounded by K and L;z, respectively, and jKL;zj < 1 (see
Lemma 3.8 and Lemma 3.10). Therefore,
j (t; V^t; Z^t)j  L;z
1 KL;z jZ^tj; t 2 [t0; T ]; a.s.
This implies, in particular, that  (; V^; Z^) is a BMO-process, since Z^ is a BMO-process
and thus there exists a constant C  0 such that for all t 2 [t0; T ]
E
Z T
t
 (s; V^s; Z^s)
2 ds
Ft   L;z
1 KL;z
2
E
Z T
t
Z^2s ds
Ft  C; a.s.
Applying Theorem A.1.2 in [6] implies that Q, dened by
Q(F ) :=
Z
F
exp
Z T
t0
 (s; V^s; Z^s) dWt   1
2
Z T
t0
 (s; V^s; Z^s)
2 ds

dP; F 2 F ;
is a probability measure that is equivalent to P with density
dQ
dP
= exp
Z T
t0
 (s; V^s; Z^s) dWt   1
2
Z T
t0
 (s; V^s; Z^s)
2 ds

:
If we dene WQ by
WQt := Wt  
Z t
t0
 (s; V^s; Z^s) ds; t 2 [t0; T ];
Girsanov's theorem yields that WQ is a Brownian motion w.r.t. Q. We note eventually
that
V^t = 
0(XT ) 
Z T
t
(s; V^s; Z^s) ds 
Z T
t
Z^s dWs
= 0(XT ) +
Z T
t
'(s; V^s) ds+
Z T
t
Z^s (s; V^s; Z^s) ds 
Z T
t
Z^s dWs
= 0(XT ) +
Z T
t
'(s; V^s) ds 
Z T
t
Z^s dW
Q
s ;
for all t 2 [t0; T ], P-almost surely.
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Lemma 3.13 enables us to improve the bound given in Lemma 3.10. In particular, we
can prove that the version V^ of the gradient process is uniformly bounded by a constant
strictly smaller than 1, using repeatedly the comparison principle in a suitable way.
Lemma 3.14. We have jV^tj  q for all t 2 [t0; T ], P-almost surely, where
q := 1 

1  1
1 + l

e 2kBk1T < 1:
Proof. To determine the bound for V^ we consider the generator
'(t; v) := '(t; c(v)) =  Bt(1  c(v))(1 + c(v)); (t; v) 2 [t0; T ] R;
where c(v) = ( 1_v)^1. Because (0(XT ); ') are standard there exists a solution ( V ; Z)
to the BSDE with parameters (0(XT ); ') according to Theorem 2.3. We are going to
show that V is bounded by q and then transfer this result to V^ . Note that
0  0(x) = 1  g
00((Id + g0) 1(x))
1 + g00((Id + g0) 1(x))
 1
1 + l
; ! 2 
; x 2 R; (3.21)
because g00(x)  l. We have the following for V :
(1)  1  Vt  1 for all t 2 [t0; T ], P-almost surely:
(i) The process (V (1); Z(1)), given by V
(1)
t := 1; Z
(1)
t := 0, solves the BSDE with
parameters (1; ') on [t0; T ] because '(t; 1) = 0 for all t 2 [t0; T ], a.s. Using
equation (3.21) we can apply the comparison principle (Theorem 2.5) to ( V ; Z)
and (V (1); Z(1)) and obtain that
Vt  V (1)t = 1; t 2 [t0; T ]; a.s.
(ii) The process (V (2); Z(2)), given by V
(2)
t :=  1; Z(2)t := 0, solves the BSDE with
parameters ( 1; ') on [t0; T ] because '(t; 1) = 0 for all t 2 [t0; T ], a.s. Using
equation (3.21) we can apply the comparison principle (Theorem 2.5) to ( V ; Z)
and (V (2); Z(2)) and obtain that
Vt  V (2)t =  1; t 2 [t0; T ]; a.s.
(2)  q  Vt  q for all t 2 [t0; T ], P-almost surely: The property Vt 2 [ 1; 1] implies
that we can estimate the generator ' in the following way:
'(t; Vt) =  B(1  Vt)(1 + Vt)  2kBk1(1  Vt); (3.22)
'(t; Vt) =  B(1  Vt)(1 + Vt)   2kBk1(1 + Vt); (3.23)
for all t 2 [t0; T ], a.s. Then we observe:
(i) The process (V (3); Z(3)), given by Z
(3)
t := 0 and
V
(3)
t := 1 

1  1
1 + l

e 2kBk1(T t);
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solves the BSDE with parameters

1
1+l
; 2kBk1(1  v)

on [t0; T ], since
1
1 + l
+
Z T
t
2kBk1
 
1  V (3)s

ds
=
1
1 + l
+
Z T
t
2kBk1

1  1
1 + l

e 2kBk1(T s) ds
=
1
1 + l
+

1  1
1 + l
 
1  e 2kBk1(T t) = V (3)t ; t 2 [t0; T ]:
Due to (3.21) and (3.22) we can apply the comparison principle to ( V ; Z) and
(V (3); Z(3)). This yields
Vt  V (3)t  1 

1  1
1 + l

e 2kBk1T = q; t 2 [t0; T ]; a.s.
(ii) The process (V (4); Z(4)), given by V
(4)
t := e
 2kBk1(T t) 1 and Z(4)t := 0, solves
the BSDE with parameters (0; 2kBk1(1 + v)) on [t0; T ], since
 
Z T
t
2kBk1
 
1 + V (4)s

ds =  
Z T
t
2kBk1e 2kBk1(T s) ds
=  1 + e 2kBk1(T t) = V (4)t ; t 2 [t0; T ]:
Again the comparison principle implies
Vt  V (4)t  e 2kBk1T 1 

1  1
1 + l

e 2kBk1T 1 =  q; t 2 [t0; T ]; a.s.;
because of (3.21) and (3.23).
Note that the generator ' of the BSDE (3.20) might not be Lipschitz continuous. But
we can alter ' to gain a Lipschitz continuous generator ~', dened by
~'(t; v) := '(t; (v _   ~K) ^ ~K); (t; v) 2 [t0; T ] R;
for ~K := K _ 1: As a matter of fact, (V^ ; Z^) solves the modied BSDE with parameters
(0; ~') because V^ is bounded by K (see the construction of V^ in the proof of Lemma
3.12). Theorem 2.3 implies that it is the unique solution to that BSDE. But ( V ; Z)
also solves the BSDE with parameters (0; ~') because j Vtj  1  ~K; t 2 [t0; T ], a.s.,
and hence '(t; Vt) = ~'(t; Vt) for all t 2 [t0; T ], a.s. Uniqueness of the solution implies
(V^ ; Z^) = ( V ; Z) and thus also V^ is bounded by the constant q.
Now we sum up all the statements of this section. In particular, we transfer the bound
of V^ to the gradient process V .
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Proposition 3.15. The following holds true:
1. For all t 2 Imax we have that jux(t; x)j  q for P 
 -almost all (!; x) 2 
  R.
Consequently, Lu;x  q and Imax = [0; T ].
2. There exists a unique strongly regular, progressively measurable and Lipschitz con-
tinuous decoupling eld u for the auxiliary FBSDE (3.4) on [0; T ] such that
jux(t; x)j  q
for all t 2 [0; T ] and for P 
 -almost all (!; x) 2 
  R. In particular, we have
Lu;x  q.
3. For x 2 R there exists a unique solution (Xx; P x; ~Zx) to the auxiliary FBSDE (3.4).
Proof. The version V^ of the gradient process V is bounded by q due to Lemma 3.14. The
construction of V^ especially implies that V^t0 = Vt0 a.s. and thus
ju(t0; x)j = ju(t0; Xt0)j = jVt0 j = jV^t0 j  q; a.s.
The choice of x on page 47 was outside of a Lebesgue null set. Therefore, u(; t0; ) is
essentially bounded by q. This bound does not depend on the choice of t0. Because we
have arbitrarily selected t0 2 Imax on page 44, we obtain for all t 2 Imax
jux(!; t; x)j  q; (3.24)
for P
 -almost all (!; x) 2 
R. Let now t 2 Imax be xed for the following consider-
ations. We have according to Lemma A.2.1 in [6] that for almost all x1; x2 2 R; x1  x2Z x2
x1
ux(t; y) dy = u(t; x2)  u(t; x1); a.s.;
and hence by (3.24)
ju(t; x2)  u(t; x1)j 
Z x2
x1
jux(t; y)j dy  qjx2   x1j; a.s.
Now Lemma A.2.2 in [6] yields that we have for the Lipschitz constant Lu(t;);x of u(t; )
Lu(t;);x  q;
because u(!; t; ) is Lipschitz continuous for all (!; t) 2 
  [t0; T ]. Since the choice of
t 2 Imax = (tmin; T ] was arbitrary, we see that
lim
t#tmin
Lu(t;);x  Lu;x  q < 1  L 1;z;
which contradicts Proposition 2.22. Finally, Theorem 2.21 implies that:
1. Imax = [0; T ].
2. There exists a unique strongly regular decoupling eld u on [0; T ] that is progres-
sively measurable and Lipschitz continuous (cf. Remark 2.14). The results in this
section are especially true for Imax = [0; T ] and thus jux(; t; )j is essentially bounded
by q for all t 2 [0; T ] and Lu;x  q.
3. There exists a unique solution (Xx; P x; ~Zx) to the FBSDE (3.4) for every x 2 R.
This concludes the proof.
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3.5 The results
In sections 3.3 and 3.4 we have shown that the auxiliary FBSDE (3.4) has a solution and
that we can transfer this solvability to our original FBSDE (3.3). Furthermore, we have
proven in Proposition 3.4 with the help of the maximum principle that there is an optimal
control. We now state all the main results of this chapter.
Theorem 3.16. We have that:
1. For all m 2 R there exists a solution (Mm; Y m; Zm) to the FBSDE (3.3).
2. The function  : 
 [0; T ] R! R, dened by
(!; t;m) :=
1
2
(Id  u(!; t; ))  (Id + u(!; t; )) 1 (2m) ;
is a decoupling eld for the FBSDE (3.3), i.e. Y mt = (t;M
m
t ) a.s. for all t 2 [0; T ].
3. An optimal control for our problem (P) is given by ^, dened as
^t := a(t; Zmt ) =
8><>:
l ; Zmt < fa(t; l);
f 1a (t; Zmt ) ; Zmt 2 [fa(t; l); fa(t; r)] ;
r ; Zmt > fa(t; r):
Proof. 1. Let m 2 R. At rst, we show how we can calculate the initial value for the
auxiliary FBSDE (3.4). To that end, we consider the decoupling eld u of Proposition
3.15. We have, in particular, that u(!; t; ) is Lipschitz continuous for all (!; t) 2 
[0; T ].
Moreover, the progressive measurability of u(; ; x) for all xed x 2 R implies that u(; 0; x)
is almost surely constant.
Now we consider the continuous mapping h, dened by
h(!; t; x) := (x+ u(!; t; x)) ; (!; t; x) 2 
 [0; T ] R:
Let x1; x2 2 R; x1 < x2. Using the Lipschitz continuity of u with Lipschitz constant
Lu;x  q, we have for all (!; t) 2 
 [0; T ]
h(t; x2)  h(t; x1) = (x2   x1) + (u(t; x2)  u(t; x1))
 (x2   x1)  q(x2   x1) = (1  q)(x2   x1) > 0;
since q < 1 and x2 > x1. This yields that h is strictly increasing. Moreover, the estimate
implies that limx!1 h(t; x) = 1. Consequently, the mapping h is a bijection from
R onto R and thus the inverse in x exists. We observe that for all x 2 R the function
h(; 0; x) is constant almost surely and thus also h 1(; 0; x) is constant almost surely.
Let now x = h 1(0; 2m), i.e. x 2 R is chosen such that x = h 1(0; 2m) a.s. Proposition
3.15 implies that there exists a solution (Xx; P x; ~Zx) on [0; T ] with initial value x. By
Proposition 3.7 we obtain that (Mm; Y m; Zm), dened by
Mms :=
Xxs + P
x
s
2
; Y ms :=
Xxs   P xs
2
; Zms :=  ~a 1

s; ~Zxs

; s 2 [0; T ];
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solves the FBSDE (3.2) on [0; T ] with initial value m. The initial value is indeed equal to
m since
Mm0 =
1
2
(Xx0 + P
x
0 ) =
1
2
(Xx0 + u(0; X
x
0 )) =
1
2
h(0; x) = h(0; h 1(0; 2m)) = m; a.s.
This calculation motivated the denition of h.
2. The function  is well-dened because the mapping h is invertible for all xed
(!; t) 2 
 [0; T ] as we have proven in the rst part. We check if  is indeed a decoupling
eld for the FBSDE (3.3). Note that u(T; ) =  a.s. and therefore by the denition of 
in (3.5)
(Id + u(T; )) (x) = x+ (x) = x+ 2(Id + g0) 1(2x)  x = 2(Id + g0) 1(x); a.s.;
for all x 2 R. This implies that (Id + u(T; )) 1(x) = (Id + g0)  x
2

a.s. for all x 2 R.
Using again the denition of  we have that
(T; x) =
1
2
(Id  u(T; ))  (Id + u(T; )) 1 (2x)
=
1
2
(Id  ) ((Id + g0)(x))
=
1
2
[x+ g0(x)   ((Id + g0) (x))]
=
1
2
(x+ g0(x)  2x+ (Id + g0)(x)) = g0(x); a.s.
Hence (1) of Denition 2.9 is fullled. Moreover, for all t1; t2 2 [0; T ]; t1  t2 and any Ft1-
measurable Mt1 we can nd processes M;Y; Z satisfying properties (2)-(5) of Denition
2.9 as one can see as follows. Because u is a decoupling eld for the auxiliary FBSDE
(3.4), there are processes X;P; ~Z fullling the properties (2)-(5) of Denition 2.9 for the
initial condition
Xt1 := Mt1 + (t1;Mt1)
and the auxiliary FBSDE (3.4). If one denes M;Y; Z by
Ms :=
1
2
(Xs + Ps); Ys :=
1
2
(Xs + Ps); Zs :=  ~a 1 (s; ~Zs); s 2 [t1; t2];
one can show in the same manner as in Proposition 3.7 that M;Y; Z have the properties
(2)-(4). We show that the decoupling condition (5) is satised on [t1; t2]. Note that for
all t 2 [t1; t2]
2Mt = Xt + Pt = (Id + u(t; )) (Xt); a.s.;
and therefore
(t;Mt) =
1
2
(Id  u(t; ))  (Id + u(t; )) 1 (2Mt)
=
1
2
(Id  u(t; )) (Xt)
=
1
2
(Xt   u(t;Xt)) = 1
2
(Xt   Pt) = Yt; a.s.
3. Proposition 3.4 implies that ^ is indeed an optimal control to problem (P) since
there exists a solution (Mm; Y m; Zm) to the FBSDE (3.3) for every initial value m 2 R.
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Chapter 4
Connecting decoupling eld and
value function
In this chapter we relate the FBSDE approach via the maximum principle and the HJB
approach. In particular, we show that the weak derivative of the value function is equal to
the decoupling eld for the optimal control problem presented in [1]. This control problem
is very similar to the one that we consider in this thesis. But the control processes can
take values in R and the function f might depend on the state of our underlying process
in contrast to our problem in chapter 3. The results, however, are very much alike.
This chapter is organized as follows: At rst, we introduce the control problem and
summarize all important results to make this chapter self-contained. In the second part,
we present in an example that the aforementioned relation is true. We integrate the
decoupling eld and choose the constant of integration such that we obtain the value
function. Finally, the last part presents the link between the value function and the
decoupling eld in the general setting. We calculate the weak derivative of the value
function and show that it is equal to the decoupling eld.
4.1 Problem formulation and important results
Let (
;F ;P) be a complete probability space and let W be a Brownian motion dened on
(
;F ;P). Let T > 0 be a nite time horizon. Dene furthermore the ltration (Ft)t2[0;T ]
by Ft := (N ; (Ws)s2[0;t]) for t 2 [0; T ] with N being the set of all P-null sets in F .
For t 2 [0; T ] we denote by A(t) the set of all admissible controls dened on [t; T ],
i.e. A(t) contains the progressively measurable processes  : 
  [t; T ] ! R such that
E
R T
t
2s ds < 1. Moreover, let b; B : 
  [0; T ] ! R be progressively measurable and
bounded processes. We consider the stochastic process M t;m; driven by the stochastic
dierential equation
M t;m;s = m+
Z s
t
(br +BrM
t;m;
r ) dr +
Z s
t
r dWr; s 2 [t; T ]; (4.1)
which is controlled by  and starts in m 2 R at time t 2 [0; T ]. In order to introduce
the value function, we dene the measurable mappings f : 
  [0; T ]  R  R ! R and
g : 
  R ! R, which can be interpreted as running and terminal costs, respectively.
We require that the mapping (!; t) 7! f(!; t;m; a) is progressively measurable for all
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(m; a) 2 R2. Moreover, we assume that f and g satisfy the conditions (C1)-(C3) adapted
to this setting (cf. p. 33), i.e. we assume:
(D1) For all xed (!; t) 2 
 [0; T ] the mapping f is convex in m and strictly convex in
a, and g is convex in m. In addition, it holds
kf(; ; 0; 0)k1 + kg(; 0)k1 <1;
where khk1 denotes the essential supremum of jhj for some measurable function h.
(D2) The functions g(!; ) and f(!; t; ; ) are two times continuously dierentiable for all
(!; t) 2 
  [0; T ]. Additionally, the derivatives g0; fa; fm are Lipschitz continuous
in the variables m and a, i.e. there exists a constant L  0 such that for all
! 2 
; t 2 [0; T ]; m1;m2 2 R; a1; a2 2 R
jg0(!;m1)  g0(!;m2)j  Ljm1  m2j;
jfm(!; t;m1; a1)  fm(!; t;m2; a2)j  L (jm1  m2j+ ja1   a2j) ;
jfa(!; t;m1; a1)  fa(!; t;m2; a2)j  L (jm1  m2j+ ja1   a2j) :
Furthermore the following property holds:
kfm(; ; 0; 0)k1 + kfa(; ; 0; 0)k1 + kg0(; 0)k1 <1:
(D3) There is a constant l > 0 such that
faa(!; t;m; a)  l
for all (!; t;m; a) 2 
 [0; T ] R R.
Our goal is to minimize the target function
J(t;m; ) := E
Z T
t
f
 
s;M t;m;s ; s

ds+ g
 
M t;m;T
 Ft ;
(t;m) 2 [0; T ] R;  2 A(t), over all admissible controls. To that end, we introduce the
value function v : 
 [0; T ] R! [ 1;1], dened by
v(t;m) := ess inf
2A(t)
J(t;m; ); (t;m) 2 [0; T ] R:
Note that both value and target function depend on !, and that more details about this
denition can be found in section 2.4. In order to obtain an explicit representation of v,
one has to nd for (t;m) 2 [0; T ]  R an optimal control  2 A, i.e. a control  that
fulls
v(t;m) = E
Z T
t
f
 
s;M t;m;s ; s

ds+ g
 
M t;m;T
 Ft ; a.s.
Therefore, we apply the maximum principle in the general form (Theorem 2.28), for which
we have to study the solvability of the adjoint FBSDE
M t;ms = m+
Z s
t
(br +BrM
t;m
r ) dr +
Z s
t
f 1a (r;M
t;m
r ; Zt;mr ) dWr;
Y t;ms = g
0(M t;mT ) 
Z T
s
Zt;mr dWr
+
Z T
s
 
BrY
t;m
r + fm
 
r;M t;mr ; f
 1
a (r;M
t;m
r ; Zt;mr )

dr; s 2 [t; T ];
(4.2)
60
for given (t;m) 2 [0; T ]R, because the function f 1a (s;m; z) minimizes the Hamiltonian
(cf. [1, p. 4]). The above FBSDE is solved in [1] with the help of an auxiliary FBSDE
and the method of decoupling elds like in chapter 3. In particular, one has the following
results.
Proposition 4.1. We have:
1. There exists a Lipschitz continuous and progressively measurable decoupling eld u
on [0; T ] for the FBSDE (4.2).
2. For all (t;m) 2 [0; T ]R there exists a solution (M t;m; Y t;m; Zt;m) 2 S2t;TS2t;TH2t;T
to the FBSDE (4.2).
3. For all s 2 [t; T ] we have that M t;ms ; Y t;ms are weakly dierentiable w.r.t. m, and
Zt;m is weakly dierentiable w.r.t. m. It holds that
ess sup
m2R
sup
s2[t;T ]
E
h 
@mM
t;m
s
2i
<1;
ess sup
m2R
sup
s2[t;T ]
E
h 
@mY
t;m
s
2i
<1;
ess sup
m2R
E
Z T
t
 
@mZ
t;m
s
2
ds

<1:
(4.3)
Moreover, @mM
t;m; @mY
t;m 2 S2t;T and @mZt;m 2 H2t;T for almost every m 2 R.
4. For all (t;m) 2 [0; T ]R the control ^ 2 A(t), dened by ^s := f 1a (s;M t;ms ; Zt;ms )
for s 2 [t; T ], is an optimal control, i.e. v(t;m) = J(t;m; ) a.s.
Sketch of the proof. According to Proposition 4.5 and Theorem 4.6 in [1], the auxiliary
FBSDE of (4.2) has a strongly regular decoupling eld ~u that satises:
 ~u(!; t; ) : R! R is Lipschitz continuous and invertible a.s. for all t 2 [0; T ],
 ~u 1(!; t; ) : R! R is Lipschitz continuous a.s. for all t 2 [0; T ],
 for the weak derivative of ~u we have q  @x~u(t; x)  1 for all t 2 [0; T ] and almost
all (!; x) 2 
 R, where q 2 (0; 1) is some constant.
In particular, the strong regularity of ~u implies that there exists a solution (X t;x; P t;x; ~Zt;x)
to the auxiliary FBSDE for all (t; x) 2 [0; T ]  R. The random variables X t;xs ; P t;xs and
the process ~Zt;x are weakly dierentiable w.r.t. x for all s 2 [t; T ] and the property (2.7)
is fullled. Now we show the statements of the proposition:
1. Follows directly from Theorem 4.6 in [1].
2. Let (t;m) 2 [0; T ]  R. We construct the solution (M t;m; Y t;m; Zt;m) as follows. The
property of ~u being a decoupling elds implies that there exists a solution
(X;P; ~Z) =

X t;~u
 1(t;m); P t;~u
 1(t;m); ~Zt;~u
 1(t;m)

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to the auxiliary FBSDE with the Ft-measurable initial condition ~u 1(t;m). One can
now recover (M t;m; Y t;m; Zt;m) by the transformation
M t;ms := P
t;~u 1(t;m)
s ; Y
t;m
s := C

X t;~u
 1(t;m)
s   P t;~u
 1(t;m)
s

;
Zt;ms :=  fa

s; P t;~u
 1(t;m)
s ; ~Z
t;~u 1(t;m)
s

; s 2 [t; T ];
(4.4)
where C > 0 is some constant (cf. Lemma 4.1 in [1]). As in Proposition 3.7 one can
show that M t;m; Y t;m 2 S2t;T and Zt;m 2 H2t;T .
3. Let t 2 [0; T ]. The solution (X;P; ~Z) to the auxiliary FBSDE is weakly dierentiable
w.r.t. the initial value. As aforementioned, the transformation in (4.4) and the chain
rule in Proposition 2.40 imply that also M t;ms and Y
t;m
s are weakly dierentiable w.r.t.
m for all s 2 [t; T ], and the weak derivative of M t;m is, for instance, given by
@mM
t;m
s =
@xP
t;~u 1(t;m)
s
~u0(t; ~u 1(t;m))
; a.s.; (4.5)
for almost every m 2 R. Moreover, the process Zt;m is weakly dierentiable according
to the chain rules in Proposition 2.38 and Proposition 2.40.
We now show that the property in (4.3) holds true for @mM
t;m. The proof for the
processes @mY
t;m; @mZ
t;m is analogue.
Without loss of generality we can assume that 
 = 
1  
2, and that the projections
1; 2 are independent such that Ft = (1) _ N and (2) = 
 
(Wr   Wt)r2[t;T ]

.
This means that we decompose 
 into the past and the future at time t. Then the
probability measure P is a product measure, i.e. P = P1
P2 for Pi := P 1i ; i = 1; 2.
Note that now for all m 2 R and almost all !1 2 
1 we have that ~u 1((!1; ); t;m) is
constant since ~u 1(; t;m) is Ft-measurable. Then for all m 2 R and almost all !1 2 
1
xed there exists a solution
X t;~u
 1((!1;);t;m)(!1; ); P t;~u 1((!1;);t;m)(!1; ); ~Zt;~u 1((!1;);t;m)(!1; )

to a modied auxiliary FBSDE on [t; T ], where all parameters only depend on !2 since
!1 is xed. These parameters are still progressively measurable and satisfy SLC. Hence
the solution is weakly dierentiable and fulls (2.7). This means especially that
ess sup
(!1;m)
sup
s2[t;T ]
ess supE

@xP
t;~u 1((!1;);t;m)
s (!1; )
2 Ft <1;
or equivalently, there exists a constant C > 0 such that for almost all !1 2 
1 and
almost every m 2 R
E

@xP
t;~u 1((!1;);t;m)
s (!1; )
2
 C;
for all s 2 [t; T ]. Equation (4.5) and the estimate on the weak derivative of ~u imply
E
h 
@mM
t;m
s (!1; )
2i  1
q2
E

@xP
t;~u 1((!1;);t;m)
s (!1; )
2
 C
q2
;
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for all s 2 [t; T ], almost all !1 2 
1 and almost every m 2 R. By calculating the
expectation over ! = (!1; !2) we obtain using the above estimate and Fubini's theorem
E
h 
@mM
t;m
s
2i
=
Z


 
@mM
t;m
s (!1; !2)
2
dP(!1; !2)
=
Z

1
Z

2
 
@mM
t;m
s (!1; !2)
2
dP2(!2) dP1(!1)
=
Z

1
E
h 
@mM
t;m
s (!1; )
2i
dP1(!1)

Z

1
1
q2
E

@xP
t;~u 1((!1;);t;m)
s (!1; )
2
dP1(!1)  C
q2
;
for all s 2 [t; T ] and almost all m 2 R. Finally,
ess sup
m2R
sup
s2[t;T ]
E
h 
@mM
t;m
s
2i
<1:
Furthermore, one can show as in Theorem 2.21 that @mM
t;m; @mY
t;m 2 S2t;T , using
the dynamics of these processes that can be calculated like in Proposition 3.8. The
property @mZ
t;m 2 H2t;T follows from (4.3)
4. Let (t;m) 2 [0; T ]  R. We prove that ^ 2 A(t) in Lemma 4.5. Note that our
assumptions and the existence of a solution to (4.2) ensure that the requirements of
the maximum principle (Theorem 2.28) are satised for the control . Hence we obtain
that  is optimal and v(t;m) = J(t;m; ) a.s.
4.2 An example
In this section we consider an example presented in [1, p. 15], where one can explicitly
calculate the decoupling eld u. Integration and the choice of the right constant of
integration shows that the antiderivative of the decoupling eld u equals the value function
v, or in other words, the derivative of v equals u.
Let a : [0; T ]! R be a bounded and continuous deterministic process. We dene the
constants l > 0; L  0; b = 0 and B 2 R, and suppose that f(t;m; a) := lm2 + (a   at)2
and g(m) := Lm2. Note that we are in a Markovian framework and that equation (4.1)
takes the form
M t;m;s = m+
Z s
t
BM t;m;r dr +
Z s
t
r dWr; s 2 [t; T ]; (t;m) 2 [0; T ] R: (4.6)
Here we interpret M t;m; as the position of a particle in a medium with temperature
process . The natural temperature that surrounds our medium is given by the process
a. Then the function f describes the costs that any cooling or heating of the medium
causes. Any deviation of the medium's temperature from the natural temperature gen-
erates quadratic costs. Moreover, we interpret the function g as quadratic penalization if
a control does not steer the particle close enough to zero. The optimal control problem
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is characterized by the goal of steering the particle as close as possible to zero, while
reducing the costs of temperature changes.
The adjoint FBSDE (4.2) is solved in [1] with the help of an auxiliary FBSDE just as
in chapter 3. In particular, one studies the dynamics of the gradient process V , which are
in this example given by the Riccati equation
V 0t = 2BVt + (l   2B)V 2t ; VT =
1
1 + L
: (4.7)
Depending on B we obtain the following solution for V
Vt =
8>>>><>>>>:
1
l(T   t) + 1 + L ;B = 0;
e 2B(T t)
1 + L+ l 2B
2B
(1  e 2B(T t)) ; B 6= 0:
Consequently, the decoupling eld ~u for the auxiliary FBSDE is given by ~u(t; x) := Vtx.
Theorem 4.6 in [1] yields that
u(t;m) := 2m

1
Vt
  1

; (t;m) 2 [0; T ] R
is a decoupling eld u to the FBSDE (4.2). We verify this claim by calculating the
decoupling condition in equation (4.8) below.
Note that we can recover a solution (M t;m; Y t;m; Zt;m) to the FBSDE (4.2) from the
auxiliary FBSDE like in the proof of Proposition 4.1. In more detail, let t 2 [0; T ] be the
initial time, and let m 2 R, x := V  1t m be the initial values. Then there exists an explicit
solution (X t;x; P t;x; ~Zt;x) to the auxiliary FBSDE with initial value x (see Proposition 5.1
in [1]). We can now recover a solution (M t;m; Y t;m; Zt;m) to the FBSDE (4.2) by
M t;ms := P
t;x
s ; Y
t;m
s := 2
 
X t;xs   P t;xs

; Zt;ms :=  fa(s; P t;xs ; ~Zt;xs ) =  2( ~Zt;xs   as);
for s 2 [0; T ]. These considerations entail that the function u dened above is indeed a
decoupling eld since for all (t;m) 2 [0; T ] R and s 2 [t; T ]
u(s;M t;ms ) = 2M
t;m
s

1
Vs
  1

= 2P t;xs

1
Vs
  1

=
2
Vs
~u
 
s;X t;xs
  2P t;xs
= 2X t;xs   2P t;xs = Y t;ms ; a.s.;
(4.8)
where x := V  1t m. In the calculation we have used the connection between the processes
(M t;m; Y t;m; Zt;m) and (X t;x; P t;x; ~Zt;x) presented above, and that ~u is a decoupling eld
for the auxiliary FBSDE.
For (t;m) 2 [0; T ] R an optimal control for this example is given by the process ,
dened by
s := f
 1
a (s;M
t;m
s ; Zt;ms ) = ~Zt;xs = asVs; s 2 [t; T ];
as stated in Proposition 4.1 and in Proposition 5.1 of [1], where we have used the notation
aforementioned. Note that  does not depend on the initial condition (t;m). With the
optimal control  we can represent the value function of this problem by
v(t;m) = E
Z T
t
f
 
s;M t;m;s ; asVs

ds+ g
 
M t;m;T

:
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We point out that v is deterministic since we are in a Markovian setting. This especially
entails the applicability of the verication theorem to show later that the antiderivative
of u equals the value function v. To that end, we consider the HJB equation which takes
the form
0 =  wt(s;m)  Bmwm(s;m)  inf
a2R

1
2
a2wmm(s;m) + f(s;m; a)

;
g = w(T; );
(4.9)
(see [11, p. 46] for details). Furthermore, we dene our candidate for the antiderivative of
u as
ev(t;m) := Z m
0
u(t; z) dz + c(t) =

1
Vt
  1

m2 + c(t)
=
(
(l(T   t) + L)m2 + c(t) ; B = 0; 
e2B(T t)
 
1 + L+ l 2B
2B
  l
2B

m2 + c(t) ; B 6= 0;
for (t;m) 2 [0; T ] R. Our aim is to choose c such that ~v solves the HJB equation.
Lemma 4.2. If we choose
c(t) :=
Z T
t
a2s (1  Vs) ds;
then the function ~v is once continuously dierentiable in the time variable and two times
continuously dierentiable in the space variable. Moreover, ~v solves the HJB equation
(4.9).
Proof. Since a and V are continuous, we see that ~v(;m) is continuously dierentiable for
all m 2 R by the fundamental theorem of calculus. In addition, we observe that ~v(t; ) is
two times continuously dierentiable for xed t 2 [0; T ].
Now we show that ~v solves the HJB equation (4.9). Let (t;m) 2 [0; T ]  R be xed.
We have that
~vt(t;m) =   V
0
t
V 2t
m2   a2t (1  Vt) =  

2B
Vt
+ l   2B

m2   a2t (1  Vt) ;
using that V solves the Riccati equation (4.7), and
~vm(t;m) = 2m

1
Vt
  1

; ~vmm(t;m) = 2

1
Vt
  1

:
Moreover, we observe
inf
a2R

1
2
a2~vmm(t;m) + f(t;m; a)

= inf
a2R

a2

1
Vt
  1

+ lm2 + (a  at)2

= inf
a2R

1
Vt
a2   2ata+ a2t + lm2

=
1
Vt
(Vtat)
2   2at (Vtat) + a2t + lm2 = a2t (1  Vt) + lm2:
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Therefore, we have
  ~vt(t;m)  Bm~vm(t;m)  inf
a2R

1
2
a2~vmm(t;m) + f(t;m; a)

=

2B
Vt
+ l   2B

m2 + a2t (1  Vt)  2Bm2

1
Vt
  1

  a2t (1  Vt)  lm2 = 0:
Finally, the denition of ~v implies ~v(T;m) = Lm2 = g(m) for all m 2 R and thus ~v solves
the HJB equation (4.9).
Lemma 4.2 immediately yields the nal result.
Proposition 4.3. We have that ~v = v on [0; T ] R.
Proof. Note that the function ~v solves the HJB equation (4.9) according to Lemma 4.2.
Additionally, for the control t = Vtat there exists a solution to the SDE (4.6) according
to Proposition 5.1 and Theorem 4.6 in [1]. Hence the requirements of the verication
theorem (see e.g. Theorem 3.5.2 in [11]) are satised and the result follows.
Proposition 4.3 eventually implies that there is an antiderivative w.r.t. m of the decoupling
eld u that is equal to the value function v. In particular, we observe that v is dierentiable
w.r.t. m and that vm = u.
4.3 The general case
In the previous section we have shown in an example that the classical derivative of
the value function is the decoupling eld. Our goal in this section is to generalize this
statement to a non-Markovian framework. We cannot, however, expect the value function
v to be classically dierentiable, even though we have by Proposition 4.1 the explicit
representation
v(t;m) = E
Z T
t
f
 
s;M t;ms ; ^s

ds+ g
 
M t;mT
 Ft
= E
Z T
t
f
 
s;M t;ms ; f
 1
a (s;M
t;m
s ; Zt;ms )

ds+ g
 
M t;mT
 Ft ; a.s.;
for all (t;m) 2 [0; T ] R.
Consequently, we work here with weak derivatives. We show that v is weakly dier-
entiable and that a version of the weak derivative is given by the decoupling eld u. Note
that we consider the version of the decoupling eld provided by Proposition 4.1, and that
details on weak derivatives can be found in section 2.5. Now we state the main result of
this section.
Theorem 4.4. The value function v is weakly dierentiable w.r.t. m and for all t 2 [0; T ]
the weak derivative @mv satises
@mv(t;m) = u(t;m)
for P
 -almost every (!;m) 2 
 R.
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Studying the weak dierentiability of v involves changes of weak dierentiation, expecta-
tion and integration. Moreover, we have to apply chain rules for weak derivatives. Thus,
we successively develop the weak dierentiability of v using several lemmas. For these
considerations we x the time t 2 [0; T ].
Lemma 4.5. We have that:
1. For all ! 2 
 the function f 1a (t; ; ) is continuously dierentiable and Lipschitz
continuous.
2. The control ^ belongs to the space A(t) and is weakly dierentiable w.r.t. m.
3. It holds
ess sup
m2R
E
Z T
t
(@m^s)
2 ds

<1:
Proof. 1. Let ! 2 
 be xed. We prove that f 1a is continuously dierentiable by applying
the inverse function theorem. Note that the function f(t; ; ) is two times continuously
dierentiable due to the assumptions (D1)-(D3). We dene the continuously dierentiable
mapping ' : R2 ! R2; (m; a) 7! (m; fa(t;m; a)), and observe that the inverse is given by
the function  (m; z) = (m; f 1a (t;m; z)) for (m; z) 2 R2, because   ' = '   = IdR2 .
Let (m; z) 2 R2 and a := f 1a (t;m; z). The Jacobian matrix of ' at (m; a)
D'(m; a) =

1 0
fma(t;m; a) faa(t;m; a)

is invertible since faa(t;m; a)  l > 0. Hence the inverse function theorem implies that
the inverse  is continuously dierentiable in a neighbourhood of (m; z) and
D (m; z) =
 
D'(m; f 1a (t;m; z))
 1
:
In particular, we have
@f 1a
@m
(t;m; z) =  fma(t;m; f
 1
a (t;m; z))
faa(t;m; f 1a (t;m; z))
and
@f 1a
@a
(t;m; z) =
1
faa(t;m; f 1a (t;m; z))
:
The arbitrary choice of (m; z) especially yields that f 1a (t; ; ) is continuously dieren-
tiable. The Lipschitz continuity follows since fma is bounded by the Lipschitz constant of
fa; fm, and faa is bounded from below by l (see e.g. Remark 3.1).
2. The control ^ is given by ^s = f
 1
a (s;M
t;m
s ; Zt;ms ) for s 2 [t; T ]. The rst
statement of this lemma implies that f 1a is Lipschitz continuous in the last two variables
with a Lipschitz constant L  0. Thus, we have ^ 2 A(t) since
E
Z T
t
^2s ds

 E
Z T
t
 
4L2
 jM t;ms j2 + jZt;ms j2+ 2jf 1a (s; 0; 0)j2 ds
 E
Z T
t
 
4L2
 jM t;ms j2 + jZt;ms j2+ 2L2kfa(; ; 0; 0)k21 ds <1:
Here we have used that jf 1a (s; 0; 0)j = jf 1a (s; 0; 0)  f 1a (s; 0; fa(s; 0; 0))j, condition (D2)
and that M t;m; Zt;m 2 H2t;T by Proposition 4.1.
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Moreover, the processes M t;m and Zt;m are weakly dierentiable by Proposition 4.1.
Therefore, we can apply the chain rule in Proposition 2.38 for almost all (!; s) xed and
obtain that ^ is weakly dierentiable w.r.t. m with weak derivative
@m^s =
@f 1a
@m
(s;M t;ms ; Zt;ms )@mM t;ms  
@f 1a
@a
(s;M t;ms ; Zt;ms )@mZt;ms ; (4.10)
for almost all (!; s;m) 2 
 [t; T ] R.
3. Using equation (4.10) and the estimates on fma; faa we observe that
E
Z T
t
(@m^s)
2 ds

 2L
2
2l
E
Z T
t
 
@mM
t;m
s
2
ds

+
2
2l
E
Z T
t
 
@mZ
t;m
s
2
ds

;
where L  0 is the Lipschitz constant of fa; fm. Finally, (4.3) yields the result.
Lemma 4.6. The functions m 7! f (s;M t;ms ; ^s) and m 7! g
 
M t;mT

are weakly dieren-
tiable w.r.t. m with weak derivatives
@m

f
 
s;M t;ms ; ^s

= fm
 
s;M t;ms ; ^s

@mM
t;m
s   Zt;ms @m^s;
@m

g(M t;mT )

= g0(M t;mT )@mM
t;m
T ;
(4.11)
for P
 
 -almost all (!; s;m) 2 
 [t; T ] R.
Proof. This proof basically consists of the application of a chain rule for weak derivatives
in the version of Corollary 2.39. First of all, we consider f (s;M t;ms ; ^s). Note that M
t;m
and ^ are weakly dierentiable w.r.t. m. Moreover, f(t; ; ) is continuously dierentiable
for all (!; s) 2 
  [t; T ]. Thus, we can apply Corollary 2.39 for almost all (!; s) xed
and obtain
@m

f
 
s;M t;ms ; ^s

= fm
 
s;M t;ms ; ^s

@mM
t;m
s + fa
 
s;M t;ms ; ^s

@m^s
= fm
 
s;M t;ms ; ^s

@mM
t;m
s   Zt;ms @m^s;
for almost every (!; s;m) 2 
 [t; T ] R by the denition of ^.
Now we show the second equation. Note that M t;mT is weakly dierentiable w.r.t. m
due to Proposition 4.1. Again Corollary 2.39 applied !-wise yields
@m

g(M t;mT )

= g0(M t;mT )@mM
t;m
T ; a.s.;
for almost every m 2 R, because g is continuously dierentiable. This concludes the
proof.
Lemma 4.7. The mapping m 7! R T
t
f (s;M t;ms ; ^s) ds is weakly dierentiable w.r.t. m
with weak derivative
@m
Z T
t
f
 
s;M t;ms ; ^s

ds =
Z T
t
@m
 
f
 
s;M t;ms ; ^s

ds; a.s.
for almost every m 2 R.
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Proof. Note that the function (!; s;m) 7! f(!; s;M t;ms ; ~Zt;ms ) is measurable as a composi-
tion of measurable functions. We aim at applying Proposition 2.36 and therefore we rst
check if all the requirements are met:
(1) Lemma 4.6 implies that m 7! f(s;M t;ms ; ^s) is weakly dierentiable w.r.t. m.
(2) Our assumptions (D1)-(D3) ensure that the value function is well-dened. In par-
ticular, this means that for all m 2 R
E
Z T
t
f  s;M t;ms ; ^s ds <1:
To be more precise, one can show that this expression is nite by using the mean
value theorem, Lipschitz continuity of fa; fm and the integrability properties of ^
and M t;m.
(3) By Proposition 4.1 we have for all m 2 R that ^ 2 A(t);M t;m; Zt;m 2 H2t;T and
ess sup
m2R
E
Z T
t
 
@mM
t;m
s
2
ds

+ ess sup
m2R
E
Z T
t
 
@mZ
t;m
s
2
ds

<1: (4.12)
Moreover, Lemma 4.5 implies that
ess sup
m2R
E
Z T
t
(@m^s)
2 ds

<1: (4.13)
Consequently, Lemma 2.33 yields for all compact K  R
ess sup
m2K
E
Z T
t
^2s ds

+ ess sup
m2K
E
Z T
t
 
M t;ms
2
ds

+ ess sup
m2K
E
Z T
t
 
Zt;ms
2
ds

<1:
(4.14)
Note that by the Lipschitz continuity of fm (see (D2)) we have for all m 2 R that
fm
 
s;M t;ms ; ^s
2  4L2  jM t;ms j2 + j^sj2+ 2kfm(; ; 0; 0)k21; a.s.; (4.15)
for almost every s 2 [t; T ]. For any compact set K  R we obtain by Lemma 4.6
ess sup
m2K
E
Z T
t
@m  f  s;M t;ms ; ^s ds
 ess sup
m2K
E
Z T
t
 fm  s;M t;ms ; ^s @mM t;ms + Zt;ms @m^s ds
 ess sup
m2K
"
E
Z T
t
jfm
 
s;M t;ms ; ^s
 j2 ds 12 E Z T
t
 
@mM
t;m
s
2
ds
 1
2
+

E
Z T
t
 
Zt;ms
2
ds
 1
2

E
Z T
t
(@m^s)
2 ds
 1
2
#
<1:
(4.16)
The last term is nite because of the estimate in (4.15) and by (4.12)-(4.14).
Finally, we can apply Proposition 2.36 and the result follows.
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Lemma 4.8. The value function v is weakly dierentiable w.r.t. m with weak derivative
@mv(t;m) = E
 Z T
t
 
fm
 
s;M t;ms ; ^s

@mM
t;m
s   Zt;ms @m^s

ds
+ g0(M t;mT )@mM
t;m
T
Ft; (4.17)
for P
 -almost every (!;m) 2 
 R.
Proof. In order to prove that the value function v is weakly dierentiable, we check if
the requirements of Proposition 2.35 are met. Lemma 4.6 and Lemma 4.7 imply that the
functions
m 7!
Z T
t
f
 
s;M t;ms ; ^s

ds and m 7! g  M t;mT 
are weakly dierentiable. Proposition 2.31 yields that also the sum of both functions is
weakly dierentiable, and again using Lemma 4.6 and Lemma 4.7, we can calculate the
weak derivative explicitly
@m
Z T
t
f
 
s;M t;ms ; ^s

ds+ g
 
M t;mT

=
Z T
t
 
fm
 
s;M t;ms ; ^s

@mM
t;m
s   Zt;ms @m^s

ds+ g0(M t;mT )@mM
t;m
T ;
for P 
 -almost every (!;m) 2 
  R. This implies condition (1) of Proposition 2.35.
Moreover, condition (2) is fullled since our requirements on the functions f and g ensure
that the value function is well-dened for all initial values m 2 R. To show that condition
(3) is satised, note that by Proposition 4.1 we have E
 
M t;mT
2
<1 for all m 2 R and
ess sup
m2R
E
h 
@mM
t;m
T
2i
<1: (4.18)
Consequently, Lemma 2.33 yields that for all compact K  R
ess sup
m2K
E
h 
M t;mT
2i
<1: (4.19)
Altogether, we observe for all compact K  R
ess sup
m2K
E
@mZ T
t
f
 
s;M t;ms ; ^s

ds+ g
 
M t;mT

 ess sup
m2K

E
Z T
t
@m  f  s;M t;ms ; ^s ds+ E g0(M t;mT )@mM t;mT 
 ess sup
m2K

E
Z T
t
@m  f  s;M t;ms ; ^s ds+  E g0(M t;mT )2 12 E h @mM t;mT 2i 12
<1:
The last expression is nite because of the estimate (cf. (D2))
E

g0(M t;mT )
2
  2L2E (M t;mT )2+ 2kg0(; 0)k21 <1;
and the equations (4.16), (4.18), (4.19).
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Finally, we can prove the main result of this section.
Proof of Theorem 4.4. Lemma 4.8 implies that the value function v is weakly dieren-
tiable with derivative given by equation (4.17). It holds that Y t;mT = g
0(M t;mT ) by the
FBSDE (4.2) and hence we can write (4.17) as
@mv(t;m) = E
Z T
t
 
fm
 
s;M t;ms ; ^s

@mM
t;m
s   Zt;ms @m^s

ds+ Y t;mT @mM
t;m
T
Ft ;
for P
-almost every (!;m) 2 
R. Our goal is to expand the term Y t;mT @mM t;mT using
the product formula. The reasoning below holds true for almost every m 2 R xed. Note
that we can express Y t;m as an Ito^ process
Y t;ms = Y
t;m
t  
Z s
t
 
BrY
t;m
r + fm
 
r;M t;mr ; ^r

dr +
Z s
t
Zt;mr dWr; s 2 [t; T ]:
Moreover, the process @mM
t;m satises the dynamics
@mM
t;m
s = 1 +
Z s
t
Br@mM
t;m
r dr +
Z s
t
@m^r dWr; s 2 [t; T ];
as one can show following the same train of thought as in Lemma 3.8. Using the product
formula for Y t;m@mM
t;m yields
Y t;ms @mM
t;m
s = Y
t;m
t +
Z s
t

Y t;mr Br@mM
t;m
r + Z
t;m
r @m^r
  @mM t;mr
 
BrY
t;m
r + fm
 
r;M t;mr ; ^r
 
dr
+
Z T
t
 
Y t;mr @m^r   @mM t;mr Zt;mr

dWr
= Y t;mt +
Z s
t
 
Zt;mr @m^r   @mM t;mr fm
 
r;M t;mr ; ^r

dr
+
Z s
t
 
Y t;mr @m^r   @mM t;mr Zt;mr

dWr; s 2 [t; T ]:
(4.20)
Now we dene an appropriate localizing sequence (n)n2N by
n := inffs  t : jY t;ms j  n or j@mM t;ms j  ng ^ T; n 2 N:
It holds limn!1 n = T a.s. since we have Y t;m; @mM t;m 2 S2t;T by Proposition 4.1. Taking
the conditional expectation of both sides in (4.20) implies
E

Y t;mT^n@mM
t;m
T^n
Ft = E Y t;mt + Z T^n
t
 
Zt;mr @m^r   @mM t;mr fm
 
r;M t;mr ; ^r

dr
Ft
for all n 2 N, because R ^n
t
(Y t;mr @m^r   @mM t;mr Zt;mr ) dWr is a martingale on [t; T ].
Moreover, dominated convergence implies that
E

Y t;mT @mM
t;m
T
Ft = E Y t;mt + Z T
t
 
Zt;mr @m^r   @mM t;mr fm
 
r;M t;mr ; ^r

dr
Ft :
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Substituting this into equation (4.17) yields
@mv(t;m) = E
Z T
t
 
fm
 
s;M t;ms ; ^s

@mM
t;m
s   Zt;ms @m^s

ds
Ft
+ E

Y t;mt +
Z T
t
 
Zt;ms @m^s   @mM t;ms fm
 
s;M t;ms ; ^s

ds
Ft
= E

Y t;mt jFt

= Y t;mt = u(t;M
t;m
t ) = u(t;m); a.s.;
for almost every m 2 R. Here we have used the decoupling condition and that Y t;mt is
Ft-measurable. The arbitrary choice of t 2 [0; T ] on page 67 implies that the result is
true for all t 2 [0; T ].
Corollary 4.9. There exists a function ~v : 
 [0; T ] R! R that satises:
(1) ~v(!; t; ) is classical dierentiable for almost all ! 2 
 and all t 2 [0; T ] and
@~v
@m
(t;m) = u(t;m); a.s.;
for all m 2 R, almost all ! 2 
 and all t 2 [0; T ].
(2) For all (!; t) 2 
 [0; T ] we have v(!; t;m) = ~v(!; t;m) for almost every m 2 R.
Proof. For all t 2 [0; T ] and almost all ! 2 
 xed v(!; t; ) is weakly dierentiable and
thus there exists a version of v that is continuous according to Theorem 2.1.4 in [14]. We
dene ~v(!; t; ) to be that version. For the other ! 2 
, that are contained in a P-null set,
we just set ~v(!; t; ) := v(!; t; ). This construction yields that (2) is fullled and therefore
~v is also weakly dierentiable w.r.t. m with the same weak derivative, i.e.
~v(t;m) = u(t;m); a.s.;
for almost every m 2 R and all t 2 [0; T ]. Now applying Theorem 2.42 for all t 2 [0; T ]
and almost all ! 2 
 xed implies (1), since ~v(!; t; ) and u(!; t; ) are continuous.
Remark 4.10. Corollary 4.9 implies that the value function has a version that is con-
tinuously dierentiable in m with the decoupling eld being its derivative. If the value
function is already continuous, the above statement would be true for ~v = v. We suspect
that this is indeed true, but further research is required. In particular, one has to show
that the value function is continuous w.r.t. m in our non-Markovian setting.
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