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Abstract
LMI (Linear Matrix Inequalities) regions is an important class of convex
subsets of C arising in control theory. An LMI region D is defined by its
matrix-valued characteristic function fD(z) = L + zM + zM
T as follows:
D := {z ∈ C : fD(z) ≺ 0}. In this paper, we study LMI regions from
the point of view of convex geometry, describing their boundaries, recession
cones, lineality spaces and other characteristic in terms of the properties of
matrices M and L. Conversely, we study the link between the properties of
matrices M and L, e.g. normality, positive and negative definiteness, and
the corresponding properties of an LMI region D. We provide the conditions,
when an LMI region coincides with the intersection of elementary regions such
as halfplanes, stripes, conic sectors and sides of hyperbolas. We also analyze
the following problem, connected to pole placement: for a given LMI region
D, defined by fD, how to find a closed disk D(x0, r) centered at the real axis,
such that D(x0, r) ⊆ D?
Keywords: LMI regions, Convex set, Recession cone, Lineality space,
Positive definite matrices, Normal matrices, Canonical forms, Pole
placement problem, Inscribed circle
2000 MSC: 52A10, 15A21, 93B55
1. Introduction
It is well-known (see [24], [25], [41]), that transient properties of a linear
dynamical system are defined by its eigenvalues localization inside some given
region of the complex plane. However, if the corresponding region is of a
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polynomial nature, such properties are difficult to analyze. A prominent idea
to define an intersection of polynomial regions by a linear matrix inequality
was proposed by Chilali and Gahinet in [16], where the following kind of
regions was introduced.
Definition 1. Let Mn×n denote the set of all real n × n matrices. A
subset D ⊂ C that can be defined as
D = {z ∈ C : L + Mz + MT z ≺ 0}, (1)
where L,M ∈Mn×n, LT = L, is called an LMI region with the characteristic
function fD(z) = L + zM + zM
T (see [16], [17]).
Well-known examples of LMI regions are the left-hand side of the complex
plane
C− = {λ ∈ C : Re(λ) < 0},
with the characteristic function
fC−(z) = z + z,
and the unit disk
D(0, 1) = {λ ∈ C : |λ| < 1},
with the characteristic function
fD(0,1)(z) =
(−1 0
0 −1
)
+
(
0 1
0 0
)
z +
(
0 0
1 0
)
z.
Since their introduction in [16], LMI regions have received enormous at-
tention in systems and control theory (see, e.g. [38], [46], [50], [62] and many
others). The problem of locating all the closed loop poles of a controlled sys-
tem inside a specific region D ⊂ C, also known as D-pole placement problem
and the related problem of matrix D-stablity with respect to a given LMI
region D (a matrix A ∈ Mn×n is called stable with respect to D or simply
D-stable if its spectrum σ(A) belongs to D (see [16])) have appeared in var-
ious applications (see [16], [17], [36], [39], [42], [59]). The particular case
of D-stability and D-stabilization problem with respect to a disk D(x0, r),
centered at the point x0 ∈ R of radius r is widely studied (see [20], [13], [32],
[31], [35], [39], [52], [58] and many others). Thus a natural question arise:
given an LMI region D, defined by (1), how to find a closed disk D(x0, r)
such that D(x0, r) ⊆ D? In this paper, we provide sufficient conditions for
x0 and r in terms of the spectral characteristics of matrices L and M.
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A more general question arises, how the properties of the generating ma-
trices L and M in Formula (1) are connected to the properties of an LMI
region D? Furthermore, when studying robust D-stability problems, we are
interested in certain characteristics of an LMI region D, such as its reces-
sion cone or lineality space. Finally, if we consider some perturbations (e.g.
congruence transformation) or impose some additional properties on the ma-
trices L and M, how do we change the region? We are going to study all
these questions.
The outline of the paper is as follows. Section 2 collects preliminary
results from the matrix theory, focusing on the properties of normal and
positive definite matrices and the techniques of simultaneous reduction of
matrices to some diagonal (quasi-diagonal) forms. Section 3 deals with topo-
logical properties of LMI regions. In this section, we describe the boundary,
closure and completion of a given LMI region, and represent it as an intersec-
tion of polynomial regions. We also obtain some results on the localization of
an LMI region inside an intersection of certain elementary regions. Section
4 studies LMI regions as convex sets. In this section, we provide a criterion
of an LMI region to be a cone, describe recession cones and lineality spaces
of LMI regions, give the criterion of an LMI region to be bounded. The
main result of this section is the description of the recession cone Drc of an
LMI region D (Theorem 10). Section 5 describes an LMI region D using the
canonical forms of its generating matrices M and L. In some special cases
(e.g. when M is normal and commute with L), we conclude that an LMI
region D is an intersection of a certain family of halfplanes, cones, horizon-
tal stripes and hyperbolas (see Theorems 15 and 16). Section 6 deals with
the results potentially applicable to the study of robust problems, namely,
inclusion relations between LMI regions, shifts, reflections and contractions
of LMI regions, estimates of the angle of their recession cones. The main
result of this section deals with the circle placement problem (see Theorem
30). In Section 7, we consider the characteristics of several the most studied
LMI regions with their applications to the theory of dynamical systems.
1.1. Example
Here, we consider an example of a problem we can solve with the help of
the techniques, developed in this paper. Given an LMI region D, defined by
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its characteristic function
fD =
−1 0 00 −1 0
0 0 −1
+
0 0 10 1 −1
1 1 0
 z +
 0 1 1−1 1 0
1 0 0
 z,
which represents the intersection of a parabola and a cubic (see Figure 1).
We need to find a radius r such that an open disk D(0, r), centered at the
Figure 1: LMI region D
origin, is contained in D.
Step 1. Calculating Sym(M) and its eigenvalues, we obtain
Sym(M) =
0 0 10 1 0
1 0 0

σ(Sym(M)) = {−1, 1, 1},
By Corollary 13, we obtain, that the intersection D ∩ R = (−1
2
, 1
2
).
Step 2. Calculating Skew(M) and its eigenvalues, we obtain
Skew(M) =
0 0 00 0 −1
0 1 0

σ(Skew(M)) = {−i, i, 0}.
By Theorem 29 the intersection D ∩ I = (− i
2
, i
2
).
Step 3. By Formula (33), we obtain r(D, 0) = 1
2
√
2
(see Figure 2).
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Figure 2: D(0, r) ⊂ D
2. Preliminary results and techniques
2.1. Basic facts about matrices
Here, we mostly consider the matrices with real entries, denoting A ∈
Mn×n. If a matrix A is supposed to be complex, we specify A ∈Mn×n(C).
A matrix A ∈Mn×n is called
1. symmetric if A = AT ;
2. skew-symmetric if A = −AT ;
3. orthogonal if AAT = I;
4. normal if AAT = I.
For an arbitrary A ∈Mn×n, we introduce the notations Sym(A) = A+AT
2
for its symmetric part and Skew(A) = A−A
T
2
for its skew-symmetric part.
Thus A = Sym(A) + Skew(A), AT = Sym(A)− Skew(A).
An matrix A ∈Mn×n(C) is called
1. Hermitian if A = A∗, where (·)∗ means conjugate transpose;
2. unitary if AA∗ = I.
Let H denote the set of all Hermitian matrices fromMn×n(C) and S de-
note the set of all symmetric matrices fromMn×n. Let us recall the following
basic definitions and properties of Hermitian matrices (see, for example, [26],
[22], [1]).
Lemma 1. (see [26], p. 169-172) Let A,B ∈ H. Then
1. A + B ∈ H.
2. αA ∈ H for every α ∈ R.
3. AB ∈ H if and only if A and B commute.
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4. A−1 ∈ H whenever A is nonsingular.
5. S∗AS ∈ H for any S ∈Mn×n(C).
The above properties show that the class of Hermitian matrices H form
a linear subspace ofMn×n(C). Respectively, the class of symmetric matrices
S form a subspace of Mn×n.
Two matrices A,B ∈Mn×n(C) are called congruent if they are connected
by the formula
B = S∗AS
for some nonsingular S ∈Mn×n(C). In case of A,B ∈Mn×n, the congruence
is defined as B = STAS, for some nonsingular S ∈Mn×n.
Given a matrix A with real spectrum, the inertia of A (denoted In(A))
is the ordered triple:
i(A) = (i+(A), i−(A), i0(A)),
where i+(A), i−(A) and i0(A) are the numbers of positive, negative and
zero eigenvalues of A, respectively, all counting their multiplicities. Recall a
well-known fact that all the eigenvalues of a Hermitian matrix are real. The
following theorem holds (see [26], p. 223).
Theorem 1 (Sylvester’s law of inertia). Let A,B ∈ H. Then A and B are
congruent if and only if i(A) = i(B), i.e. they have the same number of
positive, negative and zero eigenvalues.
2.2. Definite matrices and their properties
In this subsection, we consider complex Hermitian matrices. All the men-
tioned facts remain valid for real symmetric matrices. Here, as usual, we
denote [n] = {1, . . . , n}. Given a set of indices α = (i1, . . . , ik) ⊆ [n] we
use the notations A[α] for the principal submatrix and A(α) for the principal
minor of A, formed by rows and columns with the indices from α. We use
the notation A(k) for the kth leading principal minor of A, i.e. the minor
formed by rows and columns with consecutive indices (1, . . . , k), 1 ≤ k ≤ n.
An n×n Hermitian matrix A is called positive definite (positive semidef-
inite) if 〈x,Ax〉 > 0 for all nonzero x ∈ Cn (respectively, 〈x,Ax〉 ≥ 0 for all
x ∈ Cn). An n× n Hermitian matrix A is called negative definite (semidef-
inite) if −A is positive definite (semidefinite). Further we say that A is
definite (semidefinite) if A is either positive or negative definite (semidefi-
nite). We denote A ≺ 0 (A  0) for a negative definite (respectively, positive
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definite) matrix A, and  0 ( 0) means negative (positive) semidefinite.
The notation A ≺ B (A  B) means that A, B are Hermitian and that
A − B is negative definite (semidefinite). For the results on definite and
semidefinite matrices, we mostly refer to [4] (see also [1]).
The class H+ of Hermitian positive definite matrices is closed under ma-
trix addition and multiplication by a positive constant, the same is true for
the class H+0 of Hermitian nonnegative definite matrices. Thus both H+ and
H+0 are convex cones in H. Consider a vector spaceMn×n(C) equipped with
an operator norm
‖A‖ = sup
‖x‖=1
‖Ax‖ = sup
‖x‖≤1
‖Ax‖.
The convex cone of positive definite matrices H+ is open in the subspace
of Hermitian matrices H ([4], p. 18). The closure of H+ coincides with
the class H+0 of Hermitian positive semidefinite matrices (see, for example,
[28], p. 432, Observation 7.1.9 for the Hermitian case and [10], p. 43, for
the symmetric case). Thus it is easy to see that A + A0 ∈ H+ whenever
A ∈ H+, A0 ∈ H+0 . The above facts imply the corresponding properties for
the following subspaces of H. Given a partition α = (α1, . . . , αp) of the set
of indices [n], define the subspace H(α) of α-diagonal matrices as follows:
H(α) = {H ∈Mn×n(C) : H = diag{H[α1], . . . , H[αp]},
where H[α1], . . . , H[αp] are Hermitian matrices of appropriate size. For
any partition α = (α1, . . . , αp) of [n], the set H+(α) of Hermitian positive
definite α-diagonal matrices is an open convex cone in the subspace H(α)
of Hermitian α-diagonal matrices. The cone H+0 (α) of Hermitian positive
semidefinite α-diagonal matrices coincides with the closure of H+(α).
The class H+ is not closed with respect to matrix multiplication.
Lemma 2. ([4]) for A,B ∈ H+, the matrix product AB belongs to H+ if
and only if A and B commute.
Let us list the following equivalent characterizations of positive definite
matrices (see [4], p. 1-2).
Lemma 3. A Hermitian matrix A ∈ Mn×n(C) is positive definite if and
only if one of the following conditions holds.
1. A = B∗B for some nonsingular matrix B ∈Mn×n(C).
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2. The principal minors of A are all positive.
3. The leading principal minors of A are all are positive, i.e. A(k) > 0
for k = 1, . . . , n (Sylvester’s criterion).
4. The eigenvalues of A are all positive.
5. A = B2 for some positive definite matrix B.
6. A = TT∗ for some nonsingular lower triangular matrix T with positive
principal diagonal entries (Cholesky decomposition). The matrix T is
unique.
7. A−1 (the inverse of A) is positive definite.
8. X∗AX is positive definite, where X is any nonsingular matrix.
For positive semidefinite matrices, we mention the following properties
(see [4]).
Lemma 4. A Hermitian matrix A ∈ Mn×n(C) is positive semidefinite if
and only if one of the following conditions holds.
1. The principal minors of A are all nonnegative.
2. The eigenvalues of A are all nonnegative.
3. X∗AX is positive semidefinite, where X is any nonsingular matrix.
Given a Hermitian matrix A, we denote λ↓(A) the ordered set of n eigen-
values of A, listed in weakly decreasing order, taking into account their
multiplicities:
λ↓(A) = (λ↓1(A), . . . , λ
↓
n(A)),
where λ↓1(A) ≤ . . . ≤ λ↓n(A).
As we see from Lemmas 3 and 4, A is positive definite (semidefinite)
if and only if λ↓n(A) > 0 (respectively, ≥ 0), and A is negative definite
(semidefinite) if and only if λ↓1(A) < 0 (respectively, ≤ 0).
Recall the following statement (for non-strict inequalities, see [3], p. 62,
Theorem III.2.1, for the conditions, when Weyl’s inequalities are strict, see
[29], p. 33, Theorem 3.1).
Lemma 5 (Weyl’s inequalities). Let A,B ∈ Mn×n(C) be Hermitian matri-
ces. Then
λ↓j(A + B) ≤ λ↓i (A) + λ↓j−i+1(B) for i ≤ j;
λ↓j(A + B) ≥ λ↓i (A) + λ↓j−i+n(B) for i ≥ j.
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In particular,
λ↓1(A + B) ≥ λ↓1(A) + λ↓n(B); (2)
λ↓1(A + B) ≤ λ↓1(A) + λ↓1(B). (3)
Inequality (2) is strict if
Ker(A− λ↓1(A)I) ∩Ker(B− λ↓1(B)I) = {0}.
In its turn, Inequality (3) is strict if
Ker(A− λ↓1(A)I) ∩Ker(B− λ↓n(B)I) = {0}.
Corollary 1. Inequalities (2) and (3) are both strict if det(AB−BA) 6= 0.
Later we will also use the complex version of the famous Lyapunov the-
orem (see [26], p. 96, Theorem 2.2.1).
Theorem 2 (Lyapunov). Let A ∈Mn×n(C). Then A is stable (i.e. Re(λ) <
0 whenever λ ∈ σ(A)) if and only if there is a Hermitian positive definite
matrix P ∈Mn×n(C) such that
W := PA∗ + A∗P (4)
is negative definite.
For the case of real (not necessarily symmetric) matrices, further we will
use the following generalization of positive definiteness, introduced in [34].
An n × n real (not necessarily symmetric) matrix A is called positive
definite (semidefinite) if its symmetric part Sym(A) = A+A
T
2
is positive
definite (respectively, semidefinite). By Lyapunov theorem, such matrices
are necessarily stable.
2.3. Normal matrices and canonical forms
A normal matrix is known to be orthogonally similar to its quasi-diagonal
form (see [27], p. 101, Theorem 2.5.4, also see [22], p. 284).
Theorem 3. A matrix A ∈Mn×n is normal if and only if
A = QΛAQ
T ,
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where Q is a real orthogonal matrix (QT = Q−1), and ΛA is a block-diagonal
matrix of the following form
ΛA = diag{
(
µ1 ν1
−ν1 µ1
)
, . . . ,
(
µk νk
−νk µk
)
, λ2k+1, . . . , λn}, (5)
where λ2j−1 = µj + iνj, λ2j = µj − iνj, j = 1, . . . , k are non-real eigenvalues
of A, λ2k+1, . . . , λn are real eigenvalues of A.
Symmetric and skew-symmetric matrices are obviously normal. The fol-
lowing statement holds for a symmetric matrix (see [26], p. 171).
Theorem 4. A matrix A ∈Mn×n is symmetric if and only if A = QΛAQT ,
where Q is a real orthogonal matrix and ΛA ∈ Mn×n is a diagonal matrix
such that
ΛA = diag{λ1, . . . , λn}, (6)
where {λi}ni=1 are the eigenvalues of A.
The following result holds for a skew-symmetric matrix (see [27], p. 107,
Corollary 2.5.14).
Theorem 5. A matrix A ∈Mn×n is skew-symmetric if and only if
A = QΛAQ
T ,
where Q is a real orthogonal matrix, and Λ is a block-diagonal matrix of the
following form
ΛA = diag{
(
0 ν1
−ν1 0
)
, . . . ,
(
0 νk
−νk 0
)
, 0, . . . , 0}, (7)
where λ2j−1 = iνj, λ2j = −iνj, j = 1, . . . , k are non-real eigenvalues of A, 0
is the only real eigenvalues of A.
Consider the following equivalent characteristics of normal matrices (see
[26], p. 109).
Lemma 6. A ∈Mn×n is normal if and only if:
1. Sym(A) commutes with Skew(A);
2. A commutes with some normal matrix with distinct eigenvalues;
3. A + tI is normal for any t ∈ R.
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4. If, in addition, all the eigenvalues of A are real, A is normal if and
only if A is symmetric.
Given a symmetric matrix A, let us decompose σ(A) as follows:
σ(A) = (σ(A) ∩ R−)
⋃
(σ(A) ∩ (R+ ∪ {0}))
and write the corresponding decomposition of ΛA:
ΛA = Λ1 − xI− (Λ2 − xI),
where Λ1 and −Λ2 are the block-diagonal matrices consisting of block that
corresponds to the negative and nonnegative eigenvalues of A, respectively,
x ∈ R, x > 0. Then we obtain the following decomposition of A.
A = QΛAQ
T = Q(Λ1 − xI− (Λ2 − xI))QT = (8)
Q(Λ1 − xI)QT −Q(Λ2 − xI)QT = A1 −A2.
Both the matrices A1 and A2 are real, symmetric (by Theorem 4) and
negative definite, moreover, taking sufficiently small x < 0, we obtain σ(A1)→
σ(A) ∩ R− and σ(−A2)→ σ(A) ∩ (R+ ∪ {0}).
Given an arbitrary normal matrix A and a nonsingular matrix S, a con-
gruence transformation SAST does not necessarily preserve normality of A.
Later, we are interested in the following two cases, when it does. These are:
1. A is symmetric (skew-symmetric), S is arbitrary nonsingular. In this
case, SAST preserves normality since it obviously preserves symmetry
(skew-symmetry).
2. A is arbitrary normal, S is orthogonal.
Let us recall the following well-known statement from the theory of ma-
trices (see, for example, [27], p. 413, Corollary 7.3.3, also [22], [3]).
Theorem 6. Every matrix A ∈Mn×n can be written in the form
A = PU,
where P ∈Mn×n is positive semidefinite and U ∈Mn×n is orthogonal. The
matrix P is always uniquely determined as P = (AAT )
1
2 , if A is nonsingular,
U is also uniquely determined as U = P−1A.
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The following fact can be easily deduced from the canonical form of nor-
mal matrices (see [27], p. 417).
Lemma 7. Let A ∈ Mn×n be normal and have the unitary diagonal repre-
sentation
A = WΛW∗, WW∗ = I,
where Λ = diag{ρ1eiϕ1 , . . . , ρneiϕn}, ρjeiϕj = λj ∈ σ(A). Then A has
the polar decomposition A = PU, where P = WΛRW
∗, U = WΛϕW∗,
ΛR = diag{ρ1, . . . , ρn} and Λϕ = diag{eiϕ1 , . . . , eiϕn}.
2.4. Simultaneous reduction by congruence
Given a family A = {Ai}ki=1 of normal matrices fromMn×n, the matrices
Ai, i = 1, . . . , k, are called simultaneously quasi-diagonalizable by congru-
ence if there is an invertible matrix S such that all the matrices SAiS
T are
quasi-diagonal. If all SAiS
T are diagonal, the matrices Ai, i = 1, . . . , k,
are called simultaneously diagonalizable by congruence. If, in addition, S is
orthogonal (unitary), we say that Ai, i = 1, . . . , k, are simultaneously quasi-
diagonalizable (diagonalizable) by orthogonal (unitary) congruence. Note,
than an orthogonal (unitary) congruence does not change matrix spectra.
The main problem we face in studying LMI regions is as follows.
Problem 1. Given two matrices A,B ∈ Mn×n, where A is normal, B
is symmetric, when A, AT and B are simultaneously quasi-diagonalizable by
(not necessarily orthogonal) congruence? Here, we may also assume B be
negative definite.
Note, that, if a congruence transformation reduces a matrix A to a quasi-
diagonal form, then it also reduces AT to a quasi-diagonal form. Indeed, if
SAST = Λ, where Λ is quasi-diagonal, by transposition we obtain (SAS)T =
SATST = ΛT , which is also quasi-diagonal.
Applying Lemma 6, we get the following re-statement of Problem 1.
Problem 2. Given three matrices A,B,C ∈Mn×n, where A and C are
symmetric, B is skew-symmetric and commute with A, when all of them are
simultaneously quasi-diagonalizable by (not necessarily orthogonal) congru-
ence? Here, we may also assume C be negative definite.
Recall the following well-known result (see [27], p. 108, Theorem 2.5.15,
also [22], p. 292, Theorem 12’).
Theorem 7. Given a commuting family A = {Ai}ki=1 of normal matrices
fromMn×n, they can be transformed to their quasi-diagonal forms (5), using
the same orthogonal transformation Q.
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Corollary 2. Let normal matrices A, B ∈ Mn×n commute. Then the
matrices A, AT and B are simultaneously quasi-diagonalizable by orthogonal
congruence.
Corollary 3. Let A be normal, B be symmetric, AB = BA. Then, if Form
(5) of A is given by
ΛA = diag{
(
µ1 ν1
−ν1 µ1
)
, . . . ,
(
µk νk
−νk µk
)
, λ2k+1(A), . . . , λn(A)},
where λ2j−1(A) = µj + iνj, λ2j(A) = µj − iνj, j = 1, . . . , k are non-real
eigenvalues of A, λ2k+1(A), . . . , λn(A) are real eigenvalues of A, then the
corresponding diagonal form of B is given by
ΛB = diag{λ1(B), . . . , λ2k(B), λ2k+1(B), . . . , λn(B)},
with λ2j−1(B) = λ2j(B), j = 1, . . . , k.
Proof. The condition AB = BA implies Q(AB)QT = Q(BA)QT and
(QAQT )(QBQT ) = (QBQT )(QAQT ) for any orthogonal matrix Q. Thus
ΛAΛB = ΛBΛA. Since ΛB is diagonal and ΛA has block structure (5), we
have the commutativity condition for each pair of 2× 2 blocks:(
λ2j−1(B) 0
0 λ2j(B)
)(
µj νj
−νj µj
)
=
(
µj νj
−νj µj
)(
λ2j−1(B) 0
0 λ2j(B)
)
for each j = 1, . . . , 2k. These conditions obviously imply νjλ2j(B) =
νjλ2j−1(B) and since νj 6= 0, we have λ2j−1(B) = λ2j(B) for j = 1, . . . , k.

Now, let us introduce the following notation: given an arbitrary matrix
A and a definite matrix B ∈ Mn×n, denote AB := T−1A(T−1)T , where T
is a lower triangular matrix from the Cholesky decomposition B = ±TTT .
We are also interested in conditions sufficient for two normal matrices A
and B to be simultaneously quasi-diagonalized by congruence. Consider the
following statement on definite matrices ([4], p. 23, also [2]).
Lemma 8. Let A be an arbitrary symmetric matrix, B be a symmetric pos-
itive (negative) definite matrix. Then they are simultaneously diagonalizable
by congruence. Moreover, we can find a nonsingular S ∈ Mn×n such that
SAST = ΛAB and SAS
T = I (respectively, −I).
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For semidefinite matrices, this technique fails (see [45]).
Now we are interested in the analogous statement for skew-symmetric
matrices. Due to the rich literature on matrix pencils, the following result
may be well-known.
Lemma 9. Let A be a skew-symmetric matrix, B be a symmetric posi-
tive (negative) definite matrix. Then A and B are simultaneously quasi-
diagonalized by congruence. Moreover, we can find a nonsingular S ∈Mn×n
such that SAST = ΛAB and SAS
T = I (respectively, −I).
Proof. Consider the case when B is symmetric negative definite (the
case of positive definiteness is considered analogically). Applying Lemma 3
to −B, we obtain that B = −TTT for some nonsingular lower triangular
matrix T. Consider the real matrix AB = T
−1A(TT )−1. Since congruence
transformation preserve skew-symmetry, it is also skew-symmetric, hence
normal. By Theorem 3, it can be transformed to the quasi-diagonal form by
an orthogonal transformation Q: AB = QΛABQ
T , where ΛAB is a block-
diagonal matrix of Form 5, QT = Q−1. Then consider the matrix Y :=
QTT−1. For A and B, we have
YAYT = QTT−1A(T−1)TQ = QTABQ = ΛAB
and
YBYT = QTT−1B(T−1)TQ = −QTT−1TTT (T−1)TQ = −QTQ = −I.

Consider more cases, when A and B are simultaneously diagonalizable
by congruence. It is well-known (see, for example, [4], p. 23) that two
Hermitian matrices are simultaneously diagonalizable by unitary congruence
if and only if they commute. However, for the case of arbitrary congruence,
this conditions may be reduced. Recall the following criterion of simultaneous
diagonalization (see [30], p. 215, Theorem 2.1 and also [8], p. 305, Theorem
3, where this result was stated and proved in terms of quadratic forms).
Theorem 8. Let A and B be real symmetric matrices with A being nonsin-
gular, and let C = A−1B. There exists a nonsingular matrix S ∈ Mn×n(C)
such that both SAS∗ and SBS∗ are diagonal if and only if C has real eigen-
values and is diagonalizable (i.e. there is a nonsingular R ∈ Mn×n(C) such
that R−1CR is a real diagonal matrix).
The proof of this result implies that the matrix S can be chosen to have
real entries and there is an orthogonal matrix Q ∈Mn×n such that S = QRT .
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3. The basic facts about LMI regions
Given an LMI region D, defined by its characteristic function
fD(z) = L + Mz + M
T z,
where L and M are real matrices, such that LT = L. The characteristic
function fD can also be written in the following form
fD(x+ iy) = L + x(M + M
T ) + iy(M−MT ) = (9)
L + 2Sym(M)x+ 2Skew(M)iy,
where x = Re(z), y = Im(z). Here, we call matrices L and M generating
matrices of an LMI region D. The size m of the matrices L and M we call
the order of a characteristic function. Note, that the characteristic function
of an LMI region D is not unique. So it is natural to define the order of an
LMI region D as the minimal possible order of its characteristic functions.
3.1. Basic properties of LMI regions
Let us list the following properties of LMI regions, established in [16].
1. Symmetry. LMI regions are symmetric with respect to the real axis.
2. Convexity. LMI regions are convex.
3. Intersection property. Given two LMI regions D1 and D2 with the
characteristic functions fD1 = L1 + zM1 + zM
T
1 and fD2 = L2 + zM2 +
zMT2 , respectively. Then the intersection D = D1∩D2 is again an LMI
region with the characteristic function fD = L˜ + zM˜ + zM˜
T , where
L˜ = diag{L1,L2} and M˜ = diag{M1,M2}.
4. Density. LMI regions are dense in the set of convex regions that are
symmetric with respect to the real axis.
Properties 1-3 obviously follow from the geometric properties of the class of
negative definite matrices (see Section 2), Property 4 is due to the well-known
fact from convex analysis that a convex set can be approximated arbitrarily
closely by convex polygons.
Now mention some more properties.
5. Openness. LMI regions are open. Indeed, if z ∈ D, we obtain
L + Mz + MT z = W(z) ≺ 0
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and the openness of the set of negative definite matrices implies
L + M(z + ∆z) + MT (z + ∆z) = W(z)− (M∆z + MT∆z) ≺ 0
for sufficiently small |∆z|.
6. Invariance under congruence transformations of the charac-
teristic function. An LMI region remains the same, if we apply to
its characteristic function any congruence transformation with a non-
singular matrix B. I.e. for a nonsingular matrix B ∈ Mn×n(C),
such that both BLB∗ and BMB∗ are real, the characteristic func-
tions fD = L + Mz + M
T z and f˜D = BLB
∗ + BMB∗z + BMTB∗z
defines the same LMI region D. In particular, when B is a nonsingu-
lar real matrix, the characteristic functions fD = L + Mz + M
T z and
f˜D = BLB
T + BMBT z + BMTBT z defines the same D.
3.2. Topological properties of LMI regions
Now we are interested in certain topological properties of LMI regions.
For this, we recall the following facts from convex analysis (see [57], p. 61,
Corollary 2.3.2 and p. 64, Corollary 2.3.9). Here, as usual, we use the
notation D for the closure of D, ∂D for the boundary of D, Dc for the
completion of D and int(D) for the interior of D.
Lemma 10. A convex set in R2 has an empty interior if and only if it is a
subset of some line in R2.
Lemma 11. Let D ⊆ R2 be a convex set. Then the following equalities hold:
int(D) = int(D) (10)
and, when int(D) 6= ∅,
D = int(D). (11)
Given an n × n matrix A, a positive integer j, 1 ≤ j ≤ n, and a set of
indices αj = (i1, . . . , ij) ⊆ [n], 1 ≤ i1 < . . . < ij ≤ n, recall, that we use the
notation A[αj] for the principal submatrix of A, spanned by the rows and
columns with the indices from αj, and the notation A(αj) for the principal
minor of A, i.e. the determinant of the corresponding principal submatrix.
Lemma 12. Given a nonempty LMI region D defined by its characteristic
function fD = L + Mz + M
T z of the order n. Then
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(i)
D =
n⋂
j=1
⋂
αj
Pαj =
n⋂
j=1
P[j],
where αj = (i1, . . . , ij), 1 ≤ i1 < . . . < ij ≤ n, [j] = (1, . . . , j), Pαj
is an open polynomial region of the following form:
Pαj = {z ∈ C : (−1)j det(L[αj] + M[αj]z + MT [αj]z) > 0}.
(ii)
D = {z ∈ C : L + Mz + MT z  0} =
n⋂
j=1
⋂
αj
Pαj ⊆
n⋂
j=1
P [j],
where Pαj is a closed polynomial region of the following form:
Pαj = {z ∈ C : (−1)j det(L[αj] + M[αj]z + MT [αj]z) ≥ 0}.
(iii)
∂D ⊆
n⋃
i=1
∂P[j],
where ∂P[j] is defined by the polynomial curve
∂P[j] = {z ∈ C : det(L[j] + M[j]z + MT [j]z) = 0}.
(iv)
Dc =
n⋃
i=1
P c[j],
where
P c[j] = {z ∈ C : (−1)j det(L[j] + M[j]z + MT [j]z) ≤ 0}.
Proof. (i) First, write (1) in the form of the equation
L + Mz + MT z = W(z),
with a negative definite matrix W. Obviously, the following equality holds
for the principal submatrices of W:
W[αj] = L[αj] + M[αj]z + M
T [αj]z,
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for any set of indices αj = (i1, . . . , ij), 1 ≤ i1 < . . . < ij ≤ n. Applying to
−W(z) criterion of positive definiteness (see Lemma 3, part 2), we obtain
−W(z) is positive definite if and only if (−1)jW(αj) = (−1)j det(L[αj] +
M[αj]z + M
T [αj]z) > 0 for all j = 1, . . . , n and all αj = (i1, . . . , ij),
1 ≤ i1 < . . . < ij ≤ n. This obviously implies the first equality in (i).
To prove the second equality, we apply Sylvester’s criterion (see Lemma
3, part 3). Thus −W(z) is positive definite if and only if (−1)jW([j]) =
(−1)j det(L[j] + M[j]z + MT [j]z) > 0 for all j = 1, . . . , n.
(ii) Denote D := {z ∈ C : L + Mz + MT z  0}. First, we show that
D =
n⋂
j=1
⋂
αj
Pαj ⊆
n⋂
j=1
P [j], (12)
where Pαj is a closed polynomial region of the following form:
Pαj = {z ∈ C : (−1)j det(L[αj] + M[αj]z + MT [αj]z) ≥ 0}.
For this, it is enough to apply the criterion of positive semi-definiteness (see
Lemma 4, part 1), to the positive semidefinite matrix −W(z).
Now we need to prove the equality D = D. For this, we first show that
D is a closed convex subset of C. Indeed, D =
⋂n
j=1
⋂
αj
Pαj , i.e. is an
intersection of closed regions, thus it is closed. Its convexity easily follows
from the convexity of the set of negative semidefinite matrices. Secondly,
Parts (i) together with Equality 12 and topological identities imply that
int(D) = int
 n⋂
j=1
⋂
αj
Pαj
 = n⋂
j=1
⋂
αj
int(Pαj) =
n⋂
j=1
⋂
αj
Pαj = D.
Finally, applying Lemma 11, we obtain
D = int(D) = D.
(iii) and (iv) obviously follows from the preceding parts and well-known
topological identities. 
Lemma 12 represents an LMI region in the form of an intersection of a
finite number of open polynomial regions. It also shows that the set of the
form {z ∈ C : fD(z) = 0}, which represents the intersection of some poly-
nomial curves, does not define the boundary of an LMI region D. Similarly,
the completion Dc does not coincide with the set D = {z ∈ C : fD(z)  0}.
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Note that, in general case, the region D = {z ∈ C : L+Mz+MT z  0}
may have empty interior. Then, by Lemma 10, it coincides with a closed
subset of the real or imaginary axis.
3.3. Localizations of LMI regions
Basing on Lemma 12, we obtain the following localization of an LMI
region D into an intersection of LMI regions of order 1 and 2.
Lemma 13. Given a nonempty LMI region D, defined by its characteris-
tic function fD = L + Mz + M
T z of order n, where L = {lij}ni,j=1, M =
{mij}ni,j=1. Then D ⊆ D1, where D1 is a nonempty LMI region, defined
by fD1 = L1 + M1z + M
T
1 z, where L1 = diag{l11, . . . , lnn} and M1 =
diag{m11, . . . , mnn} are the diagonal matrices constructed by principal di-
agonal entries of L and M, respectively.
Proof. By Lemma 12, part (i), D =
⋂n
j=1
⋂
αj
Pαj . Taking in the first
intersection j = 1, we obtain the inclusion D ⊆ ⋂ni=1 Pi, where each Pi is
defined by
Pi(z) = {z ∈ C : lii +mii(z + z) < 0}, i = 1, . . . , n.
Now show that
⋂n
i=1 Pi = D1. Indeed, from the definition of the LMI region
D1, we get: z ∈ D1 if and only if
L1 + M1(z + z) = W1(z) ≺ 0,
where W1(z) is a diagonal matrix with principal diagonal entries wii(z) =
lii + mii(z + z). By Lemma 3, its negative definiteness is equivalent to the
negativity of all principal diagonal entries: wii = lii + mii(z + z) < 0 for
i = 1, . . . , n. Thus D1 =
⋂n
i=1 Pi and D ⊆
⋂n
i=1 Pi = D1. 
The localization of an LMI region in an intersection of shifted halfplanes,
given by Lemma 13, is obviously too rough. Thus we also consider a local-
ization in an intersection of some second-order regions.
Lemma 14. Given an LMI region D of order m defined by its charac-
teristic function fD = L + Mz + M
T z of order n, where L = {lij}ni,j=1,
M = {mij}ni,j=1. Then
D ⊆ D1
⋂⋂
(i,j)
P(i,j)
 ,
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where 1 ≤ i < j ≤ n, D1 is defined in Lemma 13, P(i,j) is a region, bounded
by a second-order curve:
P(i,j) = {z = x+ iy ∈ C : a(i,j)11 x2 + a(i,j)22 y2 + 2a(i,j)13 x+ a(i,j)33 > 0}, (13)
with a
(i,j)
11 = (M + M
T )(i, j), a
(i,j)
22 = −(M − MT )(i, j), a(i,j)33 = L(i, j),
a
(i,j)
13 = (L ∧M)(i, j), where (L ∧M)(i, j) denotes so-called mixed minor of
matrices L and M defined as follows:
(L ∧M)(i, j) =
∣∣∣∣mii lijmji ljj
∣∣∣∣+ ∣∣∣∣lii mijlji mjj
∣∣∣∣ .
Proof. By Lemma 12, part (i), D =
⋂n
j=1
⋂
αj
Pαj . Taking in the first
intersection j = 2, we obtain the inclusion D ⊆ ⋂n(i,j) P(i,j), where each Pi is
defined by
P(i,j)(z) = {z ∈ C : det(L[i, j] + M[i, j]z + MT [i, j]z) > 0}.
Transform the inequality det(L[i, j] + M[i, j]z + MT [i, j]z) > 0 into the fol-
lowing form:
det(L[i, j] + (M + MT )[i, j]x+ (M−MT )[i, j]iy) > 0,
i.e.
det
((
lii lij
lji ljj
)
+
(
2mii mij +mji
mij +mji 2mjj
)
x+
(
0 mij −mji
mji −mij 0
)
iy
)
> 0.
By expanding the above determinant, we get:∣∣∣∣ lii + 2miix lij + (mij +mji)x+ iy(mij −mji)lij + (mij +mji)x+ iy(mji −mij) ljj + 2mjjx
∣∣∣∣ =
(lii + 2miix)(ljj + 2mjjx)−
(lij + (mij +mji)x+ iy(mij −mji))(lij + (mij +mji)x+ iy(mji −mij)) =
x2(4miimjj − (mij +mji)2)− y2(mij −mji)2
+2x(liimjj + ljjmii − lij(mij +mji)) + (liiljj − l2ij) =
x2
∣∣∣∣ 2mii (mij +mji)(mij +mji) 2mjj
∣∣∣∣+ y2 ∣∣∣∣ 0 (mij −mji)(mij −mji) 0
∣∣∣∣+
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2x
(∣∣∣∣mii lijmji ljj
∣∣∣∣+ ∣∣∣∣lii mijlji mjj
∣∣∣∣)+ ∣∣∣∣lii lijlji ljj
∣∣∣∣ =
x2(M + MT )(i, j)− y2(M−MT )(i, j) + 2x(L ∧M)(i, j) + L(i, j).
Applying Lemma 13, we complete the proof. 
Lemma 15. Given an LMI region D, defined by its characteristic function
fD = L + Mz+ M
T z of order n, where L = {lij}ni,j=1, M = {mij}ni,j=1. Then
D ⊆ Dαj , for any αj = (i1, . . . , ij), 1 ≤ i1 < . . . < ij ≤ n, and any j,
1 ≤ j ≤ n, where Dαj is an LMI region, defined by its characteristic function
fDαj = L[αj] + M[αj]z + M
T [αj]z of order j.
Proof. From the definition of the LMI region Dαj , we get: z ∈ Dαj
implies L[αj] + M[αj]z + M
T [αj]z = W[αj](z) ≺ 0, where W[αj](z) is a
principal submatrix of W(z), spanned by the rows and columns with the
indices from αj. Since every principal minor of W[αj] is a principal minor of
W(z), the inclusion D ⊆ Dαj obviously follows from Lemma 12, part (i). 
In fact, for the intersection property we have even a stronger statement.
Lemma 16. An LMI region D can be defined by the characteristic function
fD(z) = L + Mz + M
T z, (14)
where the matrices L and M share the same block-diagonal structure:
L = diag{L11, . . . , Lpp},
M = diag{M11, . . . , Mpp},
where 1 < p ≤ n, dim(Lii) = dim(Mii) = ni,
∑p
i=1 ni = n, if and only if
D =
p⋂
i=1
Di,
where each Di is an LMI region, defined by the characteristic function
fDi(z) = Lii + Miiz + M
T
iiz,
of order ni.
Proof. ⇐ This implication is given by the intersection property.
⇒ LetD be defined by characteristic function of Form (14). The inclusion
D ⊆ ⋂pi=1Di follows from Lemma 12. Now let us show the reverse inclusion⋂p
i=1Di ⊆ D. Indeed, consider fD(z) for z ∈
⋂p
i=1Di. We have L + Mz +
MT z = W(z), where W(z) = diag{W11(z), . . . , Wpp(z)}. Since all the
diagonal blocks Wii(z) i = 1, . . . , p, are negative definite, by Sylvester’s
criterion (Lemma 3) so is the matrix W(z). 
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4. Convex geometry of LMI regions
The study of robust stability problems requires a deep analysis of the
geometric properties of LMI regions. Here, we study LMI regions from the
point of view of convex geometry. We consider the questions, when an LMI
region D has a conic structure, is it bounded or unbounded, and study such
characteristics of unboundedness as the recession cone and the lineality space,
through the properties of the generating matrices L and M.
4.1. Basic definitions and facts
Here, we recall the following definitions and facts from convex analysis
(see, for example, [57], [10]).
A nonempty set D ⊆ C is called a cone if tz ∈ D whenever z ∈ D and
t ≥ 0. A cone D is called solid if int(D) 6= ∅. A cone D is called proper if it
is closed, convex, solid and pointed (i.e. D ∩ (−D) = {0}).
Given z ∈ C, a ray l+0 , defined by l+0 := {tz}t≥0 is called a direction. A
non-empty convex set D ⊆ C is said to recede in a direction l+0 or to have a
direction of recession l+0 if every half-line of the form z0 + l
+
0 , where z0 ∈ D,
lies in D, i.e. D + l+0 ⊆ D. The union of all directions of recession of D
together with zero vector is called the recession cone of D and denoted Drc.
Consider the following properties of a recession cone (see [57], Theorem
2.5.6).
Lemma 17. Let D ⊆ C be a nonempty convex set. Then
Drc = {z ∈ C : D+ z ⊆ D}.
Moreover, the recession cone Drc is a convex cone, which is closed when D
is closed.
Later we will use the following criterion of boundedness of a convex set
(see [57], p. 74, Theorem 2.5.1).
Lemma 18. A non-empty closed convex set D is bounded if and only if its
recession cone consists of zero vector alone, i.e. Drc = {0}.
Given z ∈ C, and a line l0, defined by l0 := {λz}λ∈R. A non-empty convex
set D ⊆ C is said to be linear in the direction l0 or to have a direction of
linearity l0 if every line, meeting D, which has a direction l0, entirely lies in
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D. The union of all directions of linearity together with the zero vector is
called the lineality space of D and denoted LD.
The following equality holds (see [57], Theorem 2.5.7.):
LD = {z ∈ C : D+ z = D}.
Let us consider the intersection property of recession cones and lineality
spaces, which is of importance for studying LMI regions.
Lemma 19. Given two convex sets D1, D2 ∈ C. Let D = D1
⋂
D2 6= ∅.
Then Drc = D
1
rc
⋂
D2rc, where D
1
rc, D
2
rc are the recession cones of D1 and
D2, respectively, and LD = LD1
⋂
LD2, where LD1 and LD2 are the lineality
spaces of D1 and D2, respectively.
Proof. Since D1
⋂
D2 is convex whenever D1, D2 are convex, the proof
immediately follows from the definitions and Lemma 17.
4.2. Conic LMI regions
Given an LMI region D, defined by its characteristic function fD = L +
Mz+MT z, we call D a uniform region, if L = 0, i.e fD = Mz+M
T z. Let us
prove the following statement, describing which LMI regions are cones in C.
Recall, that, as already mentioned in Section 2, a (not necessarily symmetric)
matrix M is called definite if Sym(M) is definite.
Theorem 9. A nonempty LMI region D ⊂ C is a cone in C if and only if
D is uniform. In this case, D is an open convex cone, symmetric around the
negative (positive) direction of the real axis.
Proof. ⇒ First check, that D is a cone, i.e. that tz ∈ D for any z ∈ D
and any t > 0. Indeed, by definition, z ∈ D if and only if fD(z) ≺ 0. Thus
fD(tz) = Mtz + M
T tz = tfD(z) ≺ 0 for any z ∈ D and any t > 0. Now
let us show that D is an open convex cone, symmetric around the negative
(positive) direction of the real axis. Any nonempty LMI region D is open
and convex (see Properties 2 and 5 of LMI regions). By symmetry (Property
1 of LMI regions), if z ∈ D then z ∈ D. By convexity (Property 2 of LMI
regions), 2Re(z) = z + z ∈ D for any z ∈ D. Taking small values of t, we
obtain t ∈ D can be arbitrarily close to 0. Thus all the negative (or positive,
depends of the sign of Re(z)) direction of the real axis belongs to D, but not
all the real line, otherwise it is easy to show that D = C. Hence the cone D
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is symmetric with respect to the negative (or positive) direction of the real
axis.
⇐ Let an LMI region D be a cone in C. In this case, as it is shown above,
D is an open convex cone in C symmetric around the negative (positive)
direction of the real axis. Denote its inner angle 2φ, 0 < φ ≤ pi
2
. It is easy to
check that D can be defined by either
fD =
(
sinφ cosφ
− cosφ sinφ
)
z +
(
sinφ − cosφ
cosφ sinφ
)
z,
when it is symmetric around the negative direction of the real axis, or
fD =
(− sinφ cosφ
− cosφ − sinφ
)
z +
(− sinφ − cosφ
cosφ − sinφ
)
z,
when it is symmetric around the positive direction. 
Corollary 4. Let D be a uniform LMI region, defined by its characteristic
function fD = Mz + M
T z. Then D 6= ∅ if and only if M is (negative or
positive) definite.
⇒ Given a uniform LMI region D 6= ∅. Let z0 ∈ D. Then both z0 ∈ D
and z0 + z0 ∈ D. Thus
Sym(M)(2Re(z0)) = Sym(M)(z0 + z0) = W(z) + W(z) ≺ 0
and we get that Sym(M) is either positive or negative definite (according to
the sign of Re(z0)).
⇐ Given an LMI region D with M be negative definite (the case of
positive definite M is considered analogically). Let us show that the positive
direction of the real axis belong to D. Indeed, by the substitution z = x to
the LMI
2Sym(M)x+ 2Skew(M)iy ≺ 0,
we obtain 2Sym(M)x ≺ 0, which holds for all x > 0.
Corollary 5. An open cone in C with the inner angle 2φ around the positive
(negative) direction of the real axis is an LMI region of order 2 if 0 < φ < pi
2
and of order 1, if φ = pi
2
.
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4.3. Recession cones of LMI regions
Given an LMI region D, defined by its characteristic function fD = L +
Mz + MT z, consider a uniform LMI region DU , defined by
DU = {z ∈ C : Mz + MT z  0}, (15)
with the characteristic functions fDU = Mz + M
T z. By definition, DU 6= ∅
(it always contain at least one point 0). By Lemma 12, DU is closed, and, by
Theorem 9, int(DU), if non-empty, is an open convex cone in C, symmetric
around positive or negative direction of the real axis. The properties of the
cone of negative semidefinite matrices easily imply, thatDU is a closed convex
cone in C, which may have an empty interior or, moreover, consist of only
one point 0.
The following theorem describes the recession cone of an LMI region D.
Theorem 10. Let an LMI region D be defined by its characteristic function
fD = L + Mz + M
T z. Then Drc = {z ∈ C : Mz + MT z  0}.
Proof. ⇒ First, let us prove the inclusion Drc ⊆ DU . For this, let us take
any direction of recession tz ∈ Drc, t > 0. By definition, we have z0 + tz ∈ D
for any z0 ∈ D and any t > 0. Re-writing the above inclusion in terms of
characteristic functions, we obtain
0  fD(z0 + tz) = L + M(z0 + tz) + MT (z0 + tz) =
L + Mz0 + M
T z0 + t(Mz + M
T z) = fD(z0) + tfDU (z).
Thus we have the following equality for the Hermitian matrices fD(z0 + z),
fD(z0) and fDU (z):
fD(z0 + z) = tfDU (z) + fD(z0).
Applying Weyl’s inequality (2) (see Lemma 5), we obtain the following in-
equality for the eigenvalues:
λ↓1(fD(z0 + z)) ≥ tλ↓1(fDU (z)) + λ↓n(fD(z0)).
Taking into account negative definiteness of fD(z0 + z), we obtain the in-
equality λ↓1(fD(z0 + z)) < 0 which implies
0 > tλ↓1(fDU (z)) + λ
↓
n(fD(z0))
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for any t > 0. Thus λ↓1(fDU (z)) < −λ
↓
n(fD(z0))
t
→ 0 as t→∞. So we obtain
λ↓1(fDU (z)) ≤ 0,
which obviously implies fDU (z) be negative semidefinite and z ∈ DU .
⇐ Now let us prove the inclusion DU ⊆ Drc. By Lemma 17, it is enough
to show that D+z ⊆ D for any z ∈ DU . Indeed, taking z0+z, where z0 ∈ D,
z ∈ DU and considering fD(z0 + z), we obtain
fD(z0 + z) = L + Mz0 + M
T z0 + Mz + M
T z =
fD(z0) + fDU (z).
Since fD(z0) is negative definite and fDU (z) is negative semidefinite, it fol-
lows from the properties of the cone of negative semidefinite matrices (see
Subsection 2.2) that their sum fD(z0 + z) is negative definite. 
Corollary 6. The recession cone Drc of an LMI region D is closed and
coincides with the recession cone of D.
Proof. The proof follows from the equality
D = {z ∈ C : L + Mz + MT z  0},
established in Lemma 12, and the proof of Theorem 10. 
Now let us study the cases, when the recession cone Drc 6= {0}. For the
case of positive (negative) semidefinite matrix M, the following statement
holds.
Theorem 11. Let an LMI region D be defined by its characteristic function
fD = L + Mz + M
T z with Sym(M) 6= 0. Then the following statements are
equivalent.
(i) The matrix M is negative (respectively, positive) semidefinite.
(ii) The recession cone Drc contains the positive (respectively, negative)
direction of the real axis (including 0).
Proof. (i) ⇒ (ii). Let M be negative semidefinite (the case of positive
semidefinite M is considered analogically). By Theorem 10, we have the
equality
Drc = {z ∈ C : Mz + MT z  0}, (16)
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which implies
Drc ∩ R = {x ∈ R : x(M + MT )  0}. (17)
The above equality shows that x ≥ 0 implies x ∈ Drc.
(ii) ⇒ (i). Let x ∈ Drc for some nonzero x ∈ R. By Theorem 10, we
have Equality (17), which implies 2Sym(M)x  0. This obviously implies
M be positive or negative semidefinite, according to the sign of x. 
4.4. Lineality spaces of LMI regions
The structure of the possible lineality spaces of LMI regions can be de-
scribed by the following statement.
Theorem 12. Let a nonempty LMI region D 6= C be defined by its charac-
teristic function fD = L + Mz + M
T z. Then its lineality space LD 6= {0} if
and only if one of the following two cases holds.
1. M is symmetric. In this case, LD = I and D coincides with an open
vertical stripe or half-plane in C, defined by
D = {z = x+ iy ∈ C : xmin < x < xmax},
for some values xmin, xmax ∈ R.
2. M is skew-symmetric. In this case, LD = R and D coincides with an
open horizontal stripe in C, defined by
D = {z = x+ iy ∈ C : |y| < δ},
for some δ > 0.
Proof. For n = 1 the statement is obvious. Suppose n ≥ 2. ⇐ Consider
Case 1. Since M = MT , we obtain that D is defined by the following
inequality:
D = {z = x+ iy ∈ C : L + 2Mx ≺ 0}. (18)
Taking into account that D is convex, we observe that l = {tiy}t∈R is obvi-
ously a direction of lineality for D, and if D 6= C there are no other directions
of lineality. Now let us show that D is either a stripe or a half-plane. Indeed,
by Lemma 12,
D =
n⋂
j=1
P[j],
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where [j] = (1, . . . , j), P[j] is a region, defined by a polynomial inequality
on x:
P[j] = {z ∈ C : (−1)j det(L[j] + 2xSym(M)[j]) > 0}.
The solution of each polynomial inequality P[j] in x is either an empty
set or a union of open (finite or infinite) intervals on the real axis. Being
viewed in C, it gives a union of open vertical stripes and halfplanes. Thus
their intersection
⋂n
j=1 P[j], if non-empty, also gives an open vertical stripe
or halfplane (taking into account convexity). Putting xmin = inf{x ∈ R :
L + 2Mx ≺ 0} and xmax = sup{x ∈ R : L + 2Mx ≺ 0} (this values may be
infinite), we complete the proof.
Consider Case 2. Since M + MT = 0, we get
D = {z = x+ iy ∈ C : L + iy(M−MT ) ≺ 0}.
In this case, applying Lemma 12, we get the intersection of the polynomial
regions
D =
n⋂
j=1
P[j],
where [j] = (1, . . . , j), P[j] is a region, defined by a polynomial inequality
on x:
P[j] = {z ∈ C : (−1)j det(L[j] + 2iySkew(M)[j]) > 0}.
Expanding the determinants, we obtain the solutions of each polynomial
inequality with respect to y:
{iy ∈ I : (−1)j det(L[j] + 2iySkew(M)[j]) > 0},
Each solution, if non-empty, is a union of (horyzontal) stripes, symmet-
ric with respect to the real axis. Taking into account convexity, we obtain
a ssymmetric with respect to the real axis horyzontal stripe as their inter-
section. Putting δ := inf{y ∈ R : (−1)j det(L[j] + 2iySkew(M)[j]) > 0},
we complete the proof. In this case, LD = R is obviously the direction of
lineality.
⇒ Let LD 6= {0} for some nonempty LMI region D. Then, due to the
convexity and symmetry of D with respect to the real axis, we have the
following two options: LD = R or LD = I. Assume that the matrix M is
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neither symmetric no skew-symmetric. Then, if LD = R, we have two direc-
tions of recession: positive and negative directions of the real axis. Taking
into account that
D ∩ R = {x ∈ R : L + 2SymMx ≺ 0},
and repeating the reasoning of the proof of Theorem 11, we get that Sym(M)
is positive and negative semidefinite at the same time, consequently, Sym(M) =
0, and we get the contradiction. Now consider the second option LD = I.
Applying Lemma 14, we obtain the localization of D in the intersection of
regions P(i,j), 1 ≤ i < j ≤ n, of the following form:
P(i,j) = {z = x+ iy ∈ C : a(i,j)11 x2 + a(i,j)22 y2 + 2a(i,j)13 x+ a(i,j)33 > 0}, (19)
with a
(i,j)
11 = (M+M
T )(i, j), a
(i,j)
22 = −(M−MT )(i, j). Let us reduce the cor-
responding second-order curves to their canonical forms (for the techniques,
see, for example, [7]). First consider the case a11 6= 0. Then the inequality
a
(i,j)
11 x
2 + a
(i,j)
22 y
2 + 2a
(i,j)
13 x+ a
(i,j)
33 > 0
implies
a
(i,j)
11
(
x2 + 2
a
(i,j)
13
a
(i,j)
11
x+
(a
(i,j)
13 )
2
(a
(i,j)
11 )
2
)
− (a
(i,j)
13 )
2
a
(i,j)
11
+ a
(i,j)
22 y
2 + a
(i,j)
33 > 0
and
a
(i,j)
11
(
x+
a
(i,j)
13
a
(i,j)
11
)2
+ a
(i,j)
22 y
2 >
(a
(i,j)
13 )
2 − a(i,j)33 a(i,j)11
a
(i,j)
11
(20)
Then, if (a
(i,j)
13 )
2 − a(i,j)33 a(i,j)11 = 0, Inequality (20) can be transformed to
a
(i,j)
11 (x
′)2 + a(i,j)22 y
2 > 0
which gives an empty region, or an open region, bounded by a pair of in-
tersecting lines with nonzero slope. Since a
(i,j)
22 < 0, it does not contain any
lines, parallel to I.
Now denote γ =
(a
(i,j)
13 )
2−a(i,j)33 a(i,j)11
a
(i,j)
11
and assume γ > 0. Then Inequality (20)
can be transformed to
a
(i,j)
11
γ
(x′)2 +
a
(i,j)
22
γ
y2 > 1,
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which gives an empty region or interior part of hyperbola, defined by in-
equality (x
′′
)2 − (y′′)2 > 1. This region does not contain any lines, parallel
I.
If γ < 0, we get
a
(i,j)
11
γ
(x′)2 +
a
(i,j)
22
γ
y2 < 1,
which gives an interior of an ellipse or the exterior part of hyperbola, defined
by inequality (y
′′
)2 − (x′′)2 < 1. Both of this regions does not contain any
lines, parallel I.
The last case corresponds to a11 = 0. Then we have
a
(i,j)
22 y
2 + 2a
(i,j)
13 x+ a
(i,j)
33 > 0
Since a
(i,j)
22 < 0, this region, which is either an interior part of a parabola, or
a horizontal stripe, also do not contain any lines parallel to I.
Since for a
(i,j)
22 < 0, all of the regions are bounded by second-order curves
on C, do not contain a line parallel to I, we have LD = I implies −(M −
MT )(i, j) = a
(i,j)
22 = 0 for any 1 ≤ i < j ≤ n. Due to skew-symmetry of
M−MT this is possible if and only if when M−MT = 0 and consequently,
M is symmetric. 
Corollary 7. Given a non-empty LMI region D¬C, defined by its charac-
teristic function fD = L + Mz + M
T z. Then LD = {0} if and only if the
matrix M is neither symmetric, no skew-symmetric.
Now for the case of definite matrix M, we can show that the recession
cone Drc is a proper cone in C.
Theorem 13. Let an LMI region D be defined by its characteristic function
fD = L + Mz + M
T z. Then the following statements are equivalent.
(i) The matrix M is non-symmetric negative (respectively, positive) defi-
nite.
(ii) The recession cone Drc is a proper cone in C.
Proof. (i) ⇒ (ii). Let M be positive (negative) definite. Applying
Theorem 10, we get Drc = DU , which is, as mentioned above, a closed convex
cone in C. By Corollary 7, DU is pointed (i.e. DU∩(−DU) = {0}) if and only
if Sym(M) 6= 0 and Skew(M) 6= 0. Now show that DU is solid, i.e. int(DU)
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is non-empty. By Corollary 4, we have, that the set {z ∈ C : Mz+MT z ≺ 0}
is non-empty if and only if M is positive (negative) definite. Then applying
Lemma 12, we obtain, that
{z ∈ C : Mz + MT z ≺ 0} = {z ∈ C : Mz + MT z  0} = DU ,
which implies
int(DU) = {z ∈ C : Mz + MT z ≺ 0} 6= ∅. (21)
Thus DU is a solid cone. Together with the properties mentioned above it
means, that DU is a proper cone.
(ii)⇒ (i). Let for some z = x+iy ∈ C we have z ∈ int(Drc). By Theorem
10, we have Drc = DU . By symmetry and convexity of DU , we conclude that
2x = z + z ∈ int(DU) ∩ R and Equality (21) implies x(M + MT ) ≺ 0. This
obviously implies M be positive or negative definite, according to the sign of
x. 
Corollary 8. Let an LMI region D be defined by its characteristic function
fD = L + Mz + M
T z, with non-symmetric matrix M. Then the following
statements are equivalent.
(i) The matrix M is singular negative (respectively, positive) semidefinite.
(ii) The recession cone Drc = R+ (respectively, Drc = R−).
Proof. ⇒ Let M be non-symmetric singular negative semidefinite (the
case of positive semidefiniteness can be considered analogically). Then, by
Theorem 11, we get R+ ⊆ Drc. Assume that R+ ⊂ Drc. Then it is easy to
see that Drc is a proper cone in C. Applying Theorem 13, we obtain that M
is negative definite, hence nonsingular. Contradiction.
⇐ Let Drc = R+ (the case Drc = R− is considered analogically). By The-
orem 11, M is negative semidefinite, hence by Lemma 4 all its eigenvalues are
nonpositive. Assume that M is nonsingular. Then by Lemma 3 it is negative
definite. Applying Theorem 13, we get that Drc is proper. Contradiction. 
4.5. Boundedness of LMI regions
Summarizing the results of previous subsection, we provide the following
criterion of the boundness of an LMI region.
Theorem 14. A nonempty LMI region D, defined by its characteristic func-
tion fD = L + Mz + M
T z, is bounded if and only if M is indefinite and
Skew(M) 6= 0.
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Proof. ⇒ Let D be bounded. Then, by Lemma 18, its recession cone
Drc = {0} and, as it immediately follows, its lineality space LD = {0}.
Since LD = {0}, we get by Theorem 12, that M is neither symmetric (i.e
Skew(M) 6= 0) no skew-symmetric (i.e. Sym(M) 6= 0). Applying Theorem
11 to the matrix M with Sym(M) 6= 0, we get Drc = {0} implies M be
indefinite.
⇐ Let M be indefinite and Skew(M) 6= 0. Assume D is unbounded.
Again by Theorem 11, the matrix M be indefinite implies D∩R be bounded.
Convexity and symmetry with respect to real axis imply, that the only direc-
tions of recession D may have are along the imaginary axis, and LD = OY .
Then by Theorem 12 D is an open stripe or halfplane and Skew(M) = 0.
We came to the contradiction. 
5. Canonical forms of matrices and complete description of LMI
regions
Using the results of Subsection 2.4, here we consider the cases, when an
LMI region D coincides with an intersection of certain regions, bounded by
first- and second-order curves. The results of this section allows us to find
the lowest order characteristic functions for certain LMI regions.
5.1. Case of commuting matrices
First, let us consider the following simple special case.
Theorem 15. Let a nonempty LMI region D be defined by its characteristic
function fD = L + Mz + M
T z with M be normal and LM = ML. Let
σ(L) = {λi(L)}ni=1 and, respectively, σ(M) = {λi(M)}ni=1. Then the LMI
region D coincides with the intersection of the following types of regions,
defined by the eigenvalues of matrices L and M:
1. Shifted halfplanes Di1 of the form
Di1 = {z = x+ iy ∈ C : λi(L) + 2Re(λi(M))x < 0},
where the indices i ∈ [n] are such that Re(λi(M)) 6= 0.
2. Shifted cones Di2 with the vertex at the point (− λi(L)2Re(λi(M)) , 0) and the
inner angle 2θ, θ = |pi
2
− arg(λi(M))| around the negative direction of
the real axis if 0 < arg(λi(M)) <
pi
2
and around the positive direction
of the real axis if pi
2
< arg(λi(M)) < pi. Here i ∈ [n] are such that
Re(λ) 6= 0 and Im(λ) 6= 0, one cone Di2 corresponds to a pair of the
complex conjugate eigenvalues of M.
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3. Horizontal stripes Di3 of the form
Di3 = {z = x+ iy ∈ C : −
λi(L)
2Im(λi(M))
< y <
λi(L)
2Im(λi(M))
},
where i ∈ [n] are such that Re(λi(M)) = 0.
Proof. By Corollary 2, L, M and MT can be simultaneously quasi-
diagonalized by some orthogonal congruence Q:
L = QΛLQ
T ,
where ΛL = diag{λ1(L), . . . , λn(L)}; and
M = QΛMQ
T ,
where
ΛM = diag{
(
µ1 ν1
−ν1 µ1
)
, . . . ,
(
µk νk
−νk µk
)
, λ2k+1(M), . . . , λn(M)},
where λ2j−1(M) = µj + iνj, λ2j(M) = µj − iνj, j = 1, . . . , k are non-real
eigenvalues of M, λ2k+1(M), . . . , λn(M) are real eigenvalues of M.
Moreover, the matrices ΛL and ΛM are connected by Corollary 3. Then,
by Property 6 of LMI regions, D can be defined by the characteristic function
of the following form:
f˜D = ΛL + ΛMz + Λ
T
Mz.
Applying Lemma 13, we obtain D is contained in the LMI region D1, defined
by fD1 = ΛL + 2Λ˜Mx, where
Λ˜M = diag{µ1, µ1, . . . , µk, µk, λ2k+1(M), . . . , λn(M)}
is the diagonal matrices constructed by principal diagonal entries of ΛM,
where each µi = Re(λ2i−1(M)) = Re(λ2i(M)), i = 1, . . . , k. Thus D1
coinsides the intersection of half-planes of the form
Di1 = {z = x+ iy ∈ C : λi(L) + 2Re(λi(M))x < 0},
1 ≤ i ≤ n and Re(λi(M)) 6= 0.
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Both matrices ΛL and ΛM have a block-diagonal structure with the size
of the blocks ≤ 2. Thus, by Lemma 15, D coincides with the intersection of
regions Dji of order 1 and 2, defined by fDi = (ΛL)ii + (ΛM)iiz + (Λ
T
M)iiz,
where (ΛL)ii and (ΛM)ii are diagonal blocks of ΛL and ΛM, respectively.
Consider the following two cases.
Case I.(ΛM)ii is a real 1×1 matrix, which corresponds to a real eigenvalue
λi(M). Then the corresponding LMI region is of the form
Di1 = {z = x+ iy ∈ C : λi(L) + 2λi(M)x < 0}.
If λi(M) 6= 0, it obviously represents a shifted half-plane
Di1 = {z = x+ iy ∈ C : x < −
λi(L)
2λi(M)
}.
The number of such half-planes obviously coincides with the number of real
nonzero eigenvalues λi(M). In case of λi(M) = 0, D
i
1 = C if λi(L) < 0 and
Di1 = ∅ if λi(L) > 0.
Case II. (ΛM)ii is a real 2× 2 matrix of the form:
(ΛM)ii =
(
Re(λi(M)) Im(λi(M))
−Im(λi(M)) Re(λi(M))
)
= ρ
(
cosϕ sinϕ
− sinϕ cosϕ
)
,
which corresponds to the pair λi,i+1(M)) = Re(λi(M)) ± Im(λi(M)) =
ρ(cosϕ ± i sinϕ) of the complex conjugate eigenvalues of M. Note, that
in this case, Im(λi(M)) 6= 0. Taking into account Corollary 3, we obtain
that the corresponding LMI region is of the form
Di2 =
{
z ∈ C : (λi(L) 00 λi(L))+ ( Re(λi(M)) Im(λi(M))−Im(λi(M)) Re(λi(M))) z + (Re(λi(M)) −Im(λi(M))Im(λi(M)) Re(λi(M)) ) z ≺ 0} .
Using Lemma 14 and Lemma 16, we get that
Di2 = P
i
1(z)
⋂
P i(1,2)(z),
Since all the regions of the first order are already considered above, we con-
sider P i(1,2)(z). By Formula (19),
P i(1,2)(z) = {z = x+ iy ∈ C : a11x2 + a22y2 + 2a13x+ a33 > 0}, (22)
where a11 = det((ΛM)ii + (ΛM)
T
ii), a22 = − det((ΛM)ii − (ΛM)Tii), a13 =
(ΛM)ii ∧ (ΛL)ii, a33 = det((ΛL)ii). Calculating the coefficients, we obtain
a11 =
∣∣∣∣2Re(λi(M)) 00 2Re(λi(M))
∣∣∣∣ = 4(Re(λi(M)))2;
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a22 = −
∣∣∣∣ 0 2Im(λi(M))−2Im(λi(M)) 0
∣∣∣∣ = −4(Im(λi(M)))2;
a13 =
∣∣∣∣ Re(λi(M)) 0−Im(λi(M)) λi(L)
∣∣∣∣+ ∣∣∣∣λi(L) Im(λi(M))0 Re(λi(M))
∣∣∣∣ = 2Re(λi)λi(L).
After substitution, Inequality (25) get the form
P i(1,2)(z) = (23)
{z = x+iy ∈ C : 4(Re(λi(M)))2x2−4(Im(λi(M)))2y2+4Re(λi(M))λi(L)x+λ2i (L) > 0},
Calculating the second-order and third-order determinants
δ =
∣∣∣∣a11 a12a21 a22
∣∣∣∣ =∣∣∣∣4(Re(λi(M)))2 00 −4(Im(λi(M)))2
∣∣∣∣ = −16(Re(λi(M)))2(Im(λi(M)))2;
∆ =
∣∣∣∣∣∣
a11 a12 a13
a21 a22 a23
a31 a32 a33
∣∣∣∣∣∣ =∣∣∣∣∣∣
4(Re(λi(M)))
2 0 2Re(λi(M))λi(L)
0 −4(Im(λi(M)))2 0
2Re(λi(M))λi(L) 0 λ
2
i (L)
∣∣∣∣∣∣ =
−16(Re(λi))2(Im(λi))2λ2i (L) + 16(Re(λi))2(Im(λi))2λ2i (L) = 0;
and applying well-known results on the classification of second-order curves
(see, for example, [7], p. 182), we obtain the following cases, that correspond
to Parts 2 and 3 of the statement of the theorem, respectively.
Case IIa. Re(λi(M)) 6= 0. In this case, as we have already assumed
Im(λi(M)) 6= 0, we get δ < 0 and the corresponding curve is of hyperbolic
type. Since ∆ = 0, the corresponding curve is a pair of intersecting lines.
Transforming Inequality (26), we obtain the following boundary condi-
tions:
(2Re(λi(M))x+ λi(L))
2 − 4(Im(λi(M)))2y2 = 0. (24)
After a shift along the real axis x1 = x+
λi(L)
2Re(λi(M))
, which put the intersection
point of the lines to zero, we transform Equation (24) into its canonical form:
x21
4(Im(λi(M)))2
− y
2
4(Re(λi(M)))2
= 0
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Well-known formulae give the equality for the angle between the line and
the positive direction of the real axis: tan(θ) = −Re(λi(M))
Im(λi(M))
= − cosϕ
sinϕ
, where
λi = ρe
iϕ. If 0 < ϕ < pi
2
, by using trigonometric formulae, we obtain that θ,
0 < θ < pi
2
is an angle around the negative direction of the real axis, satisfying
θ = pi
2
− ϕ. In case pi
2
< ϕ < pi, we consider θ to be the angle around the
positive direction and θ = ϕ− pi
2
.
Case IIb. Re(λi) = 0. In this case, δ = 0 and ∆ = 0. By [7], we get that
the corresponding curve is a pair of parallel lines, and the region P i(1,2)(z) is
a horizontal stripe. The boundary conditions may be easily derived directly
from the inequality for the characteristic function:
fD3i (x+ iy) =
(
λi(L) 0
0 λi(L)
)
+
(
0 2Im(λi(M))
−2Im(λi(M)) 0
)
iy ≺ 0,
which is equivalent to
λ2i (L)−4(Im(λi(M)))2 = (λi(L)−2Im(λi(M))y)(λi(L)+2Im(λi(M))y) > 0.
Taking into account that Im(λi) is assumed to be positive (and the corre-
sponding pair of complex conjugate eigenvalues is defined by λi,i+1(M) =
±Im(λi(M))) we obtain the conditions
Di3 = {z = x+ iy ∈ C : −
λi(L)
2Im(λi(M))
< y <
λi(L)
2Im(λi(M))
}.
This gives exactly Case 3 of the theorem statement. 
5.2. Case of simultaneously quasi-diagonalizable matrices
Since the condition of commutativity of L and M is sufficient, but not
necessarily for simultaneous reduction by congruence to a diagonal and quasi-
diagonal forms, respectively, in the following statement, we assume simulta-
neous reduction as is. Note, that under this assumption, the eigenvalues of
the corresponding forms may not coincide with the eigenvalues of the initial
matrices L and M.
Theorem 16. Let a nonempty LMI region D be defined by its characteristic
function fD = L + Mz + M
T z with M be normal. Let M and L be si-
multaneously reduced by congruence to a diagonal and quasi-diagonal forms,
respectively. Then the LMI region D coincides with the intersection of the
following four types of regions:
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1. shifted halfplanes;
2. shifted cones around the positive or negative direction of the real axis;
3. horizontal stripes symmetric with respect to the real axis;
4. hyperbolas.
Proof. Let S be a nonsingular matrix such that
SLST = ΛSL = diag{λ˜1, . . . , λ˜n},
SMST = ΛSM = diag{
(
µ˜1 ν˜1
−ν˜1 µ˜1
)
, . . . ,
(
µ˜k ν˜k
−ν˜k µ˜k
)
, κ2k+1, . . . , κn}.
Consider the diagonal blocks ΛSM[i, i+1] of Λ
S
M, where i = 1, 3, . . . , 2k−
1, and the corresponding diagonal blocks ΛSL[i, i+ 1] of Λ
S
L. Then the corre-
sponding LMI region is of the form
Di =
{
z ∈ C : ±
(
λ˜i 0
0 λ˜i+1
)
+
(
µ˜i ν˜i
−ν˜i µ˜i
)
z +
(
µ˜i −ν˜i
ν˜i µ˜i
)
z
}
.
If λ˜i = λ˜i+1 we just repeat the reasoning of the previous proof and obtain
one of the cases 1, 2 or 3.
Now consider the case λ˜i 6= λ˜i+1. Applying Lemma 14 and Lemma 16 to
Di, we get that
Di = P
i
1(z)
⋂
P i+11 (z)
⋂
P i(1,2)(z),
where P i1(z) is the first-order region, defined by
P i1(z) = {z = x+ iy ∈ C : λ˜i + 2µ˜ix < 0}.
If µ˜i 6= 0, it obviously represents a shifted half-plane
P i1(z) = {z = x+ iy ∈ C : x < −
λ˜i
µ˜i
}.
The case µ˜i = 0 gives either the whole C or an empty region. By analogy,
P i+11 (z) = {z = x+ iy ∈ C : x < −
λ˜i+1
µ˜i
}.
In its turn, by Formula (19),
P i(1,2)(z) = {z = x+ iy ∈ C : a11x2 + a22y2 + 2a13x+ a33 > 0}, (25)
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where a11 = det(Λ
S
M[i, i + 1] + (Λ
S
M[i, i + 1])
T ), a22 = − det(ΛSM[i, i + 1] −
(ΛSM[i, i+1])
T ), a13 = (Λ
S
M[i, i+1])∧(ΛSL[i, i+1]), a33 = ΛSL(i, i+1) = λ˜iλ˜i+1.
Calculating and substituting the coefficients, we get
P i(1,2)(z) = (26)
{z = x+ iy ∈ C : 4(µ˜i)2x2 − 4(ν˜i)2y2 + 2µ˜i(λ˜i + λ˜i+1)x+ λ˜iλ˜i+1 > 0},
Assuming µ˜i 6= 0, ν˜i 6= 0 and λ˜i 6= λ˜i+1, we estimate the second-order and
third-order determinants
δ =
∣∣∣∣a11 a12a21 a22
∣∣∣∣ = ∣∣∣∣4(µ˜i)2 00 −4(ν˜i)2
∣∣∣∣ = −16(µ˜i)2(ν˜i)2 < 0;
∆ =
∣∣∣∣∣∣
a11 a12 a13
a21 a22 a23
a31 a32 a33
∣∣∣∣∣∣ =
∣∣∣∣∣∣
4(µ˜i)
2 0 µ˜i(λ˜i + λ˜i+1)
0 −4(ν˜i)2 0
µ˜i(λ˜i + λ˜i+1) 0 λ˜iλ˜i+1
∣∣∣∣∣∣ =
−16λ˜iλ˜i+1(µ˜i)2(ν˜i)2 + 4(µ˜i)2(λ˜i + λ˜i+1)2(ν˜i)2 =
4(µ˜i)
2(λ˜i − λ˜i+1)2(ν˜i)2 > 0,
Applying well-known results on the classification of second-order curves
(see, for example, [7], p. 182), we get, that the corresponding line is a
hyperbola. 
5.3. Arbitrary case
In the most general case, we have the following statement.
Theorem 17. Let a nonempty LMI region D be defined by its characteristic
function fD = L+Mz+M
T z of order n ≥ 2 with In(Sym(M)) = (i+, i−, i0).
Then
D ⊆
⋂
(i,j)
P(i,j), (27)
where 1 ≤ i < j ≤ n, P(i,j) is a polynomial region defined by (19). The
intersection
⋂
(i,j) P(i,j) contains at most
(
n
2
)
different regions, including
1. At most i+i− regions of elliptic type;
2. At most
(
i+
2
)
+
(
i−
2
)
regions of hyperbolic type.
3. More than
(
i0
2
)
+ i0(i+ + i−) regions of parabolic type.
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Proof. Consider the characteristic function of D, written in the form:
fD(x+ iy) = L + 2Sym(M)x+ 2Skew(M)iy.
By Theorem 4, the symmetric matrix Sym(M) can be reduced to its diagonal
form by an orthogonal transformation Q. Applying this transformation to
fD, we obtain:
fD(x+ iy) = QLQ
T + 2QSym(M)QTx+ 2QSkew(M)QT iy =
L˜ + 2Λx+ 2Niy,
where ΛSym(M) = diag{λ1, . . . , λn} is the canonical form of Sym(M) and
N = QSkew(M)QT is a skew-symmetric matrix.
Applying Lemma 14, we obtain the inclusion:
D ⊆
⋂
(i,j)
P(i,j),
where 1 ≤ i < j ≤ n, P(i,j) is a region, bounded by a second-order curve:
P(i,j) = {z = x+ iy ∈ C : a(i,j)11 x2 + a(i,j)22 y2 + 2a(i,j)13 x+ a(i,j)33 > 0}, (28)
where a
(i,j)
11 = ΛSym(M)(i, j), a
(i,j)
22 = −N(i, j). Taking into account that
ΛSym(M)(i, j) = λiλj and N(i, j) = ν ≥ 0 (by skew-symmetry of N), we
calculate the second-order determinant
δ(i, j) =
∣∣∣∣a11 a12a21 a22
∣∣∣∣ = ∣∣∣∣λiλj 00 −ν
∣∣∣∣ = −νλiλj.
Now let us consider the following three cases.
1. δ(i, j) > 0. By [7], this case corresponds to P(i,j), bounded by a curve
of ellyptic type. This happens when λiλj < 0, i.e. there is at least one
pair of eigenvalues of different signs.
2. δ(i, j) < 0. This case corresponds to P(i,j), bounded by a curve of
hyperbolic type. This happens when λiλj > 0. Obviously, if M is
semidefinite with rank(Sym(M)) ≥ 3, at least one such pair do exists.
3. δ(i, j) = 0. This case corresponds to P(i,j), bounded by a curve of
parabolic type. This happens when there is at least one λi = 0, i.e.
Sym(M) is singular.
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Corollary 9. A necessary condition that the intersection
⋂
(i,j) P(i,j) con-
tains:
1. At least one region of parabolic type is that Sym(M) is singular;
2. At least one region of elliptic type is that Sym(M) is indefinite;
3. At least one region of hyperbolic type is that Sym(M) is definite or
Rank(Sym(M)) ≥ 3.
Let us consider the following special case of Theorem .
Theorem 18. Let a nonempty LMI region D be defined by its characteristic
function fD = L + Mz + M
T z of order n ≥ 2 with M being normal. Then
D ⊆
⋂
(i,j)
P(i,j),
where 1 ≤ i < j ≤ n, each P(i,j) is a polynomial region of hyperbolic or
parabolic type defined by (19).
Proof. Since M is normal, by Lemma 6, Sym(M) and Skew(M) com-
mute. Thus, by Theorem 7, they are simultaneously reduced to a diagonal
and quasi-diagonal form, respectively, by an orthogonal transformation Q.
Applying this transformation to fD, we obtain
fD(x+ iy) = L˜ + 2ΛSym(M)x+ 2ΛSkew(M)iy,
where ΛSym(M) and ΛSkew(M) are the canonical forms (6) and (5), respectively.
Consider the determinant δ(i, j) = −νλiλj. By Corollary 3, ν > 0 implies
λiλj and then δ(i, j) = −νλiλj < 0 whenever λi 6= 0. Then the case of λi 6= 0
corresponds to a hyperbolic region and the case of λi = 0 — to a parabolic
region.
6. Characteristics and maps of LMI regions
6.1. Embedding relations between LMI regions
Let us start with the following theorem which shows the embedding re-
lations between LMI regions.
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Theorem 19. Given two LMI regions D1 and D2, defined by their char-
acteristic functions fD1 = L1 + 2Sym(M1)x + 2Skew(M1)iy and fD2 =
L2 + 2Sym(M2)x + 2Skew(M2)iy. Let L1  L2 and one of the following
cases holds:
1. D2 ∈ C+, Sym(M1)  Sym(M2), Skew(M1) = Skew(M2);
2. D2 ∈ C− Sym(M2)  Sym(M1), Skew(M1) = Skew(M2);
3. no conditions on D2, M1 = M2.
Then D2 ⊆ D1.
Proof. Let Case 1 holds. Take an arbitrary z ∈ D2. Then z = x +
iy ∈ D2 implies x > 0. Consider W2(z) := fD2(z) = L2 + 2Sym(M2)x +
2Skew(M2)iy ≺ 0. Then for W1(z) := fD1(z) we obtain
W1(z) = L1 + 2Sym(M1)x+ 2Skew(M1)iy =
L2 + (L1−L2) + 2Sym(M2)x+ 2(Sym(M1)− Sym(M2))x+ 2Skew(M2)iy =
(L1 − L2) + 2(Sym(M1)− Sym(M2))x+ W2(z).
Since L1 − L2  0 and Sym(M1) − Sym(M2)  0, we have W˜(z) := (L1 −
L2) + 2(Sym(M2) − Sym(M1))x  0 whenever x > 0. Thus W1(z) =
W˜(z) + W2(z) ≺ 0 as the sum of W˜(z)  0 and W2(z) ≺ 0, and we
conclude that z ∈ D1.
The Cases 2 and 3 are considered analogically. 
Now let us prove the following important lemma, which shows the role of
the generating matrix L in the location of an LMI region on C.
Lemma 20. An LMI region D contains 0 if and only if L is negative definite.
Its closure D contains 0 if and only if L is negative semidefinite.
The proof follows immediately from the substitution z = 0.
Corollary 10. Given an LMI region D, let z,−z ∈ D for some z ∈ C. Then
L is negative definite.
Now we can answer the question, when an LMI region D or its closure D
contains the recession cone Drc. For this, we first prove the following lemma.
Theorem 20. Let D be an LMI region, defined by its characteristic function
fD = L + Mz + M
T z. Then the following statements hold.
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1. L is negative definite if and only if Drc ⊂ D.
2. L is negative semidefinite if and only if Drc ⊂ D.
Proof. Case 1. ⇒ By Lemma 20, L is negative definite implies 0 ∈ D.
Thus by definition of the recession cone, 0 +Drc = Drc ⊆ D.
⇐ Let Drc ⊆ D. By definition, 0 ∈ Drc. Thus 0 ∈ D and by Lemma 20,
L is negative definite.
Case 2. The case of semidefinite L is considered analogically. 
6.2. Maps of LMI regions
Here, let us ask a general question: which classes of maps ϕ : C → C
possess the following property: ϕ(D) is an LMI region whenever D is an
LMI region? We consider the two simplest classes of maps with the above
property.
Class 1. ϕ : z → αz. This class includes stretching (α > 1), contraction
(α < 1) and reflection with respect to the origin (α = −1). For this class,
the following statement holds.
Theorem 21. Let D be an LMI region, defined by its characteristic function
fD = L+Mz+M
T z. Then, for any α ∈ R, α 6= 0, αD is also an LMI region,
which is nonempty if and only if D is nonempty, with the characteristic
function fαD = |α|L + Sign(α)Mz + Sign(α)MT z. Moreover, if one of the
following cases hold:
1. L  0, α ∈ [−1, 0) ∪ [1,+∞);
2. L  0, α ∈ (−∞,−1] ∪ (0, 1],
then αD ⊆ Sign(α)D.
Proof. Since z ∈ αD if and only if 1
α
z ∈ D, we obtain αD 6= ∅ if and
only if D 6= ∅. Then, for z ∈ αD, we have L + M 1
α
z + MT 1
α
z ≺ 0, which is
equivalent to αL + Mz + MT z ≺ 0 if α > 0 and −αL −Mz −MT z ≺ 0 if
α < 0. Next, L  0, α ≥ 1 implies (1 − α)L  0 and L  αL. In its turn,
L  0, 0 < α ≤ 1 also implies (1−α)L  0 and L  αL. Applying Theorem
19 to both of the cases, we obtain the inclusion αD ⊆ D.
The case 2 is considered analogically. 
Class 2. ϕ : z → z + α, where α ∈ R. This class consists of shifts along
the real axis.
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Theorem 22. Let D be an LMI region, defined by its characteristic function
fD = L + Mz + M
T z. Then α+D is an LMI region with the characteristic
function
fα+D = L˜ + Mz + M
T z, (29)
where L˜ = L − 2αSymM, for any α ∈ R. Moreover, if one of the following
cases hold:
1. M  0, α ≤ 0;
2. M  0, α ≥ 0,
then the following inclusion holds: α +D ⊆ D.
Proof. Since z ∈ α+D if and only if z−α ∈ D, we have L+M(z−α)+
MT (z−α) ≺ 0, which is equivalent to L−α(M+MT )+Mz+MT z ≺ 0. Then,
both of the cases M  0, α ≤ 0 and M  0, α ≥ 0 imply α(M + MT )  0
and further, L  L−α(M + MT ). Applying Lemma 19 to both of the cases,
we complete the proof. 
Corollary 11. Let fD = L+2xSymM+2iySkewM defines a nonempty LMI
region D. Then there is α ∈ R such that L + αSymM ≺ 0.
Proof. Let D 6= ∅. Then there is z0 = x0 + iy0 ∈ D. By symmetry
(Property 1 of LMI regions), z0 ∈ D and by convexity (Property 2 of LMI
regions), x0 =
z0+z0
2
∈ D. Consider the shift ϕ : z → z − x0, which maps x0
to 0. By Theorem 22, D− x0 is an LMI region, defined by the characteristic
function 29. Since D−x0 contains 0, by Lemma 20, L˜ = L−2x0SymM ≺ 0.
Putting α = x0, we complete the proof. 
6.3. When an LMI region is empty?
Given an arbitrary matrix-valued function of the form f(z) = L + Mz +
MT z, here we clarify the question, when the inequality f(z) ≺ 0 defines
an empty set. For this, we use the following construction. By substitution
z = x ∈ R, we obtain the function f(x) = L + 2xSym(M). The inequality
f(x) ≺ 0 defines an (empty or non-empty) interval DR of the real line as
follows:
DR = {x ∈ R : L + 2xSym(M) ≺ 0}. (30)
In general, DR is not an LMI region.
An LMI region D and the interval DR of the real line are connected by
the following lemma.
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Lemma 21. Given an LMI region D ⊆ C, defined by its characteristic
function fD = L + 2Sym(M)x + 2Skew(M)iy. Then D is non-empty if and
only if the interval DR ⊆ R, defined by (30), is nonempty, and DR = D∩R.
Proof. ⇒ Let an LMI region D be non-empty. Then there is z = x+iy ∈
D. By Property 1 (Symmetry) of LMI regions, z ∈ D implies z ∈ D and
by Property 2 (Convexity), z + z = 2x ∈ D. By substitution z = x into
the inequality fD ≺ 0, we get L + 2xSym(M) ≺ 0 and conclude that DR is
non-empty and D ∩ R ⊆ DR.
⇐ Let DR 6= ∅. Then, there is x0 ∈ R such that W(x0) = L +
2x0Sym(M) ≺ 0. Consider z = x0 + iy, where y will be chosen later to
be sufficiently small. Then
W(z) := L = +2Sym(M)x0 + 2Skew(M)iy =
W0 + 2Skew(M)iy.
Since W(x0) is negative definite and the set of Hermitian negative definite
matrices is open in Mn×n(C), we can choose δ > 0 such that for all skew-
symmetric ∆ ∈ Mn×nC satisfying ‖∆‖ < δ, the matrix W(x0) + i∆ is
Hermitian negative definite. Then, taking y < δ
2‖Skew(M)‖ , we obtain
W(z) = W(x0) +
2δSkew(M)
2‖Skew(M)‖i,
and ‖W(z)−W(x0)‖ < δ. Thus W(z) is also negative definite.
Hence DR ⊆ D ∩ R. 
Lemma 21 shows that checking if an LMI region D is nonempty, is equiv-
alent to checking the feasibility of the following LMI:
F (x) := L + 2xSym(M) ≺ 0, (31)
where both the matrices L and Sym(M) are symmetric. Such LMI are widely
studied (see, for example, [9], [56]), and LMI feasibility problem (i.e. finding
x ∈ R such that F (x) ≺ 0) is considered by numerical methods. Thus
checking feasibility of is now practically possible for any given symmetric
matrix L and arbitrary matrix M. The ellipsoid algorithm (see, for example,
[9], [33]), guarantees to solve this problem. The LMI solver in MathLab is
based on the interior-point methods (see [44], [43], [21]) which allows us to
check feasibility in polynomial time. Thus we can find a point xˆ ∈ D ∩ R
with the help of feasibility solver in MathLab (feasp).
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In this paper, we suggest another method of checking if an LMI region is
nonempty and finding a point xˆ ∈ D ∩ R based on the following necessary
condition.
Lemma 22. Given an LMI region D, defined by its characteristic function
fD = L + Mz + M
T z with Sym(M) being nonsingular. Then it is necessary
for D 6= ∅ that C := (Sym(M))−1L has real eigenvalues and is diagonalizable
(i.e. there is a nonsingular R ∈ Mn×n such that R−1CR is a real diagonal
matrix).
Proof. Let D be non-empty. Then, by Corollary 11, we obtain that
there is α ∈ R such that L + αSymM ≺ 0. Since L + αSymM is negative
definite, by Lemma 8, L˜ := L + αSymM and SymM are simultaneously
diagonalizable by congruence. By Theorem 8, this implies that the matrix
C˜ := (Sym(M))−1L˜ = (Sym(M))−1L + αI has real eigenvalues and is diag-
onalizable. It means, that for some nonsingular R ∈Mn×n, we have
R−1C˜R = Λ,
where Λ is a real diagonal matrix. However,
R−1CR = R−1(C˜− αI)R = Λ− αI,
thus C is diagonalizable if and only if C˜ is diagonalizable. 
Simple examples with diagonal matrices show that this condition is not
sufficient.
6.4. Characteristics of inner angles of LMI regions
Consider a uniform LMI region D. By Theorem 9 it coincides with a cone
in C. Now we can find its inner angle using the polar decomposition of the
generating matrix M.
Theorem 23. Given a non-empty uniform LMI region D, defined by its
characteristic function fD = Mz + M
T z. Then M is positive (or negative)
definite, D is a cone around the negative (respectively, positive) direction of
the real axis with the inner angle
θ = min
j
|pi
2
− arg(λj(U))|,
where U = P−1M, P = (MMT )
1
2 , and {λj(U)}nj=1 = σ(U).
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Proof. Let D be a non-empty uniform LMI region. Then, by Corollary
4, M is (positive or negative) definite. Consider the case, when M is positive
definite (the case of negative definite M can be easily considered by analogy).
By Theorem 9, D coincides with an open cone around the negative direction
of the real axis. Let z ∈ D. Without losing the generality of the reasoning,
we may assume |z| = 1 and z = eiϕ for some ϕ ∈ [0, pi]. Thus
Meiϕ + MT e−iϕ ≺ 0. (32)
Consider the polar decomposition of M (see Theorem 6): M = PU, where
P = (MMT )
1
2 is symmetric positive definite, U is a unitary matrix. Note,
that the Lyapunov theorem (Theorem 2) implies that U is positive stable,
i.e. −pi
2
< arg(λj(U)) <
pi
2
, j = 1, . . . , n.
Re-writing (32), we obtain the equation
P(eiϕU) + (eiϕU)∗P = W(z) ≺ 0.
Then, applying the Lyapunov theorem (Theorem (2)), we obtain that eiϕU
is stable if and only if z = eiϕ ∈ D. This gives the following condition:
−pi
2
< arg(λj(U)) + ϕ <
pi
2
, j = 1, . . . , n.
Thus
−pi
2
− arg(λj(U)) < ϕ < pi
2
− arg(λj(U)), j = 1, . . . , n.
Taking into account that the complex eigenvalues of a real matrix appears
in conjugate pairs, we obtain
pi ≤ ϕ < pi
2
+ max
j
arg(λj(U)).
From the equality θ = pi − inf{ϕ : pi ≤ ϕ < pi2; eiϕ ∈ D}, we obtain
θ = pi
2
−maxj(arg(λj(U))) = minj |pi2 − arg(λj(U))|. 
Corollary 12. Given a non-empty uniform LMI region D, defined by its
characteristic function fD = Mz + M
T z, with M being normal. Then M is
positive (or negative) definite, D is a cone around the negative (respectively,
positive) direction of the real axis with the inner angle
θ = min
j
|pi
2
− arg(λj(M))|,
where {λj(M)}nj=1 = σ(M).
46
Proof. If M is normal, the eigenvalues of U and M are connected by
Lemma 7. Thus we may replace the eigenvalues of U by eigenvalues of M.

Corollary 12 also can be easily deduced from Theorem 16.
Note, that the condition of definiteness of M implies, that M and MT
can be simultaneously reduced to their canonical forms. Indeed, apply-
ing Lemma 9 to Sym(M), which is definite and Skew(M), which is skew-
symmetric, and taking into account that M = 1
2
(Sym(M) + Skew(M)) and
MT = 1
2
(Sym(M) − Skew(M)), we get that M and MT are also simultane-
ously reducible. Thus definiteness of M is closed to normality of M, however,
is not equivalent. Indeed, consider a shift of the form M + αI, α ∈ R. For
sufficiently big |α|, we obtain Sym(M +αI) = Sym(M) + 2αI is definite, but
by Lemma 6, is normal if and only if the initial matrix M is normal.
Also note that we can provide another way of calculating the inner angle of
a non-empty uniform region D. For this, we write the characteristic function
fD in the form:
fD = 2Sym(M)x+ 2Skew(M)y.
By Corollary 4, M is (positive or negative) definite. Consider the case, when
M is positive definite (the case of negative definite M can be easily considered
by analogy). By Lemma 9, we simultaneously reduce by congruence Sym(M)
to I and Skew(M) to Skew(M)Sym(M), which is a quasi-diagonal matrix of
the form (7) (note, that its eigenvalues are different from those of Skew(M)).
Then by Lemma 15, D =
⋂
Di, where each
⋂
Di is either the left hand-side
halfplane C− or a cone around the negative direction of the real axis, defined
by the following LMI:
2
(
1 0
0 1
)
x+ 2
(
0 νi
−νi 0
)
iy ≺ 0,
where ±νi are the nonzero pure imaginary eigenvalues of Skew(M)Sym(M).
Thus we get θ = mini θi, where tan(θi) =
1
νi
.
The above reasoning also provides the link between the eigenvalues of the
unitary matrix U in the polar decomposition of M, and the eigenvalues of the
symmetric and skew-symmetric parts Sym(M) and Skew(M), respectively.
Using the above results, we can calculate the angle θ of the recession cone
Drc of an arbitrary unbounded LMI region D.
Theorem 24. Given a non-empty unbounded LMI region D, defined by its
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characteristic function fD = L + Mz + M
T z. Then one of the following two
cases holds:
1. Sym(M) is singular and the angle θ of the cone Drc is 0.
2. Sym(M) is nonsingular and the angle θ of the cone Drc satisfies
θ = min
j
|pi
2
− arg(λj(U))|,
where U = P−1M, P = (MMT )
1
2 , and {λj(U)}nj=1 = σ(U).
In case M being normal, eigenvalues of U can be replaced with the eigenvalues
of M.
Proof. By Theorem 10, the recession cone Drc is defined by LMI (15),
In its turn, by Lemma 12,
int(Drc) = {z ∈ C : Mz + MT z ≺ 0}.
Applying to int(Drc) Theorem 23 and Corollary 12, we complete the proof.

6.5. Characteristics of inner radii of LMI regions
Let us consider the problem of disk placement, which often arises in robust
control: given an LMI region D defined by its characteristic function fD =
L + Mz + MT z, find a disk D(x, r) of radius r > 0, centered at the point
x ∈ R, such that D(x, r) ⊆ D? Here, we consider the solution of the problem
in terms of certain characteristics of matrices M and L, using the following
geometric constructions.
Step 1. We check the feasibility of fD and find xˆ ∈ D ∩ R. We also calcu-
late the boundaries of DR, i.e. we find a (finite or infinite) interval
(xmin, xmax) ⊆ R such that (xmin, xmax) = DR.
Step 2. We check, if 0 ∈ D by checking the negative definiteness of L. If 0 does
not belong to D, then, fixing xˆ ∈ DR, we apply the shift along the real
axes x′ := x− xˆ, moving xˆ to 0 and denote D′ := D− xˆ. We calculate
the new boundaries x′min, x
′
max for D
′
R = D
′ ∩ R.
Step 3. We fix x = x0 ∈ (x′min, x′max), to be the center of the inscribed disk.
Note that if the point x0 is given, we can check if x0 ∈ D by checking
the negative definiteness of the matrix L(x0) = L + 2Sym(M)x0. For
the case Skew(M) 6= 0, we find the lower bound y for the intersection
of the vertical line x = x0 with ∂D
′.
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Step 4. For x = x0, we find min((x − x′min), (x′max − x)). Without loss the
generality of the reasoning, we assume that it will be x′max − x. From
the right-angled triangle xmaxxy (see Figure 3), we find the altitude r
to the hypothenuse yxmax, using well-known formulae:
r(D′, x) =
(xmax − x)y√
(xmax − x)2 + y2
. (33)
Note, that the radius of an inscribed circle is invariant under the shifts,
hence r(D′, x) = r(D, x). Straightforward algorithms allows us to find
the optimal placement of x to maximize the radius of an inscribed
circle, if such a problem will arise.
Figure 3: Circle, inscribed in an LMI region
Now consider each step in details.
Step 1. Given an LMI region D, we consider its intersection with real
line DR := D ∩ R.
The results of Section 4 allows us to find out, when DR = R and when it
is an unbounded interval of the form (−∞, xmax) or (xmin,+∞).
Theorem 25. Let an LMI region D 6= ∅ be defined by its characteristic
function fD = L + Mz + M
T z Then
1. DR = R if and only if M is skew-symmetric.
2. DR = (−∞, xmax) for some value xmax ∈ R if and only if M is positive
semidefinite and Sym(M) 6= 0.
3. DR = (xmin,+∞) for some value xmin ∈ R if and only if M is negative
semidefinite and Sym(M) 6= 0.
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Proof. Case 1 immediately follows from Theorem 12, in this case DR =
LD.
Cases 2 and 3 immediately follows from Theorem 11 and Theorem 12. 
The following theorem based on Lemma 13, provides the outer estimates
for DR.
Theorem 26. Let an LMI region D 6= ∅ be defined by its characteristic
function fD = L + Mz + M
T z with M = {mij}ni,j=1 and L = {lij}ni,j=1.
Define the subsets I1, I2 ⊆ [n], where i ∈ I1 if mii > 0 and i ∈ I2 if mii < 0.
Then
DR ⊆ (xmin, xmax), (34)
where
xmin =
{
maxi∈I2
−lii
2mii
if I2 6= ∅;
−∞ otherwise (35)
xmax =
{
mini∈I1
−lii
2mii
if I1 6= ∅;
+∞ otherwise (36)
If L and M are diagonal, then Inclusion 34 turns to the equality.
Proof. By Lemma 13, D ⊆ D1, where D1 is a nonempty LMI re-
gion, defined by fD1 = L1 + M1z + M
T
1 z, where L1 = {l11, . . . , lnn}
and M1 = {m11, . . . , mnn}. Thus DR ⊆ D1R = D1
⋂
R. By Lemma 12,
D1 =
⋂n
i=1 Pi(z), where
Pi(z) = {z = x+ iy ∈ C : lii + 2miix < 0}.
Thus D1R =
⋂n
i=1(Pi(z) ∩ R). From here we get x < − lii2mii when mii > 0
that implies x < mini∈I1
−lii
mii
, and x > − lii
2mii
when mii < 0 that implies
x > maxi∈I2
−lii
2mii
. 
Corollary 13. Let an LMI region D 6= ∅ be defined by its characteristic func-
tion fD = L + Mz+ M
T z and L commute with Sym(M). Define the subsets
I1, I2 ⊆ [n], where i ∈ I1 if λi(Sym(M)) > 0 and i ∈ I2 if λi(Sym(M)) < 0.
Then
DR = (xmin, xmax), (37)
where
xmin =
{
maxi∈I2
−λi(L)
2λi(Sym(M))
if I2 6= ∅;
−∞ otherwise (38)
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xmax =
{
mini∈I1
−λi(L)
2λi(Sym(M))
if I1 6= ∅;
+∞ otherwise (39)
Let us consider an LMI region D, defined by its characteristic function
fD = L+Mz+M
T z, with M being definite. In this case, Theorem 13 implies
D 6= ∅, and we have the following statement.
Theorem 27. Let an LMI region D be defined by its characteristic function
fD = L+Mz+M
T z, with M being definite. Then one of the following cases
holds.
Case 1. M is positive definite. Then DR = (−∞, xmax), where
xmax = min
i∈[n]
−λi(LM)
2
.
Case 2. M is negative definite. Then DR = (xmin,+∞), where
xmin = max
i∈[n]
−λi(LM)
2
.
Here {λi(LM)}ni=1 are the eigenvalues of the matrix LM.
Proof. The proof obviously follows from Lemma 8 and the previous
reasoning. 
Now let us consider the case of an arbitrary region D, defined by its
characteristic function fD = L + Mz + M
T z. In this case both the matrices
L and M may be indefinite. Consider the case when Sym(M) is nonsingular.
Lemma 22 shows, that if D 6= ∅, we still have that matrices L and Sym(M)
are simultaneously diagonalizable by congruence.
Theorem 28. Given an LMI region D, defined by its characteristic function
fD = L+Mz+M
T z with Sym(M) being nonsingular. Then D is non-empty
if and only if the following two conditions hold:
1. C = (Sym(M))−1L is diagonalizable and has real eigenvalues, i.e. there
is a nonsingular R ∈Mn×n such that R−1CR is a real diagonal matrix.
2. xmin < xmax, where
xmin =
{
maxi∈I2
−λi(L˜)
2λi( ˜Sym(M))
if I2 6= ∅;
−∞ otherwise
(40)
xmax =
{
mini∈I1
−λi(L˜)
2λi( ˜Sym(M))
if I1 6= ∅;
+∞ otherwise
(41)
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where L˜ = RLRT , ˜Sym(M) = RSym(M)RT . In this case, DR = (xmin, xmax).
Proof. ⇒ Let D 6= ∅. Then, by Lemma 22, Condition 1 holds. By
Theorem 8, we obtain that L and Sym(M) are simultaneously diagonalizable
by congruence:
ΛL = SLS
T ,
ΛSym(M) = SSym(M)S
T ,
where S = QR, for some orthogonal matrix Q. Thus
ΛL = QRLR
TQT ,
ΛSym(M) = QRSym(M)R
TQT ,
are similar to the matrices RLRT and RSym(M)RT , respectively.
Since the diagonal matrices ΛL and ΛSym(M) obviously commute, we apply
Corollary 13 and obtain the required estimates.
⇐ The inverse direction obviously follows from Theorem 8 and the in-
variance of DR under congruence transformations. 
Note that if the LMI region D is composite, i.e. D = D1 ∩ D2 then
DR = D
1
R ∩D2R.
Step 2. We fix xˆ ∈ DR, and apply the shift along the real axes x′ :=
x − xˆ. We calculate x′min = xmin − xˆ and x′max = xmax − xˆ. We calculate
L(xˆ) = L + 2xˆSym(M). By Lemma 20, it is negative definite.
Step 3. Now, having fixed x = x0 ∈ D, we consider the intersection
Dx = D ∩ {z = x+ iy ∈ C : x = x0}.
It can be described by substitution x = x0 into (1):
Dx0 = {y ∈ R : L + 2x0Sym(M) + 2iy(Skew(M)) ≺ 0}.
If Skew(M) = 0, we easily obtain that Dx0 = {z = x + iy ∈ C : x = x0}
whenever x0 ∈ D. Now we consider the case when Skew(M) 6= 0.
Theorem 29. Let an LMI region D be defined by its characteristic function
fD = L + Mz + M
T z with Skew(M) 6= 0. Let x0 ∈ DR. Then
Dx0 = {z = (x0, y) ∈ C : |y| <
1
2 maxj |λj(Skew(M)L(x0))|
},
where λj(Skew(M)L(x0)) are the eigenvalues of the matrix Skew(M)L(x0).
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Proof. Since x0 ∈ DR ⊂ D, the matrix L(x0) = L + 2x0Sym(M) is obvi-
ously negative definite. Since L(x0) is negative definite and Skew(M) is skew-
symmetric, by Lemma 9 they can be simultaneously reduced by congruence
to −I and some matrix of the form (7), respectively. Here the Form (7) corre-
sponds to the skew-symmetric matrix Skew(M)L(x0) = T
−1Skew(M)(T−1)T ,
where TTT = −L(x0). Consider
ΛSkew(M)L(x0) = diag
{∣∣∣∣ 0 ν1−ν1 0
∣∣∣∣ , . . . , ∣∣∣∣ 0 νk−νk 0
∣∣∣∣ , 0, . . . , 0} ,
where±iνj are the pairs of pure imaginary conjugate eigenvalues of Skew(M)L(x0).
Without loss the generality, we assume νj > 0.
By Lemmas 15 and 14, we have the set of conditions of the form∣∣∣∣ −1 2iyνj−2iyνj −1
∣∣∣∣ > 0, j = 1, . . . , k,
which imply 1 − 4ν2j y2 = (1 − 2νjy)(1 + 2νjy) > 0. From here we derive
|y| < 1
2νj
for any j = 1, . . . , k and thus |y| < 1
2maxj νj
. 
Step 4. Summarizing the results, we get the following statement.
Theorem 30. Let a LMI region D be defined by its characteristic function
fD = L + Mz + M
T z with Sym(M) being nonsingular and Skew(M) 6= 0.
Then the following inclusion holds:
D(x, r) ⊆ D,
where D(x0, r) is a closed disk with the center x0 ∈ (xmin, xmax), where xmin
and xmax are defined by Formulae (40) and (41), respectively and the radius
r is defined by Formula (33).
Let us introduce the following characteristic of an LMI region D:
ωD := inf
x∈DR
r(x)
|x| . (42)
7. Examples of LMI regions with a view to applications
Here, we focus on the following seven most studied regions.
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7.1. Conic sector with apex at the origin and inner angle 2θ
Recall that the simplest characteristic function, which defines the conic
region (see Figure 4)
D = {z = x+ iy ∈ C : x < 0;−x tan θ < y < x tan θ}, (43)
with 0 < θ < pi
2
is as follows (see, for example, [17], [37]):
fD =
(
sin(θ) cos(θ)
− cos(θ) sin(θ)
)
z +
(
sin(θ) − cos(θ)
cos(θ) sin(θ)
)
z.
Figure 4: Conic sector
In this case, the main characteristics of D are as follows:
1. Drc = D;
2. LD = {0};
3. θ(D) = θ;
4. DR = (−∞, 0);
5. r(D, x) = |x| cos(θ).
6. ωD = cos(θ).
Consider the examples of problems which lead to the localization of matrix
eigenvalues inside Region 43.
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Example 1. Transient properties of a first-order dynamical sys-
tem. Given a continuous-time system of the form
x˙(t) = Ax(t), (44)
where A ∈ Mn×n, x(t) ∈ Rn. Then the condition σ(A) ⊂ D is referred as
relative (sector) stability of System 44 and tan(θ) > 0 measures the minimal
damping ratio of System 44 (see [25], [18] and many others).
Example 2. Asymptotic stability of a fractional-order system.
Given a fractional-order system of the form
x(α)(t) = Ax(t), (45)
where 1 < α < 2, A ∈ Mn×n, x(t) ∈ Rn. It is known to be asymptotically
stable if and only if | arg(λ)| > αpi
2
(see [51]).
7.2. Sliced conic sector
Consider a region, defined by the following inequalities (see, for example,
[49], [47], [40]):
D = {z = x+ iy ∈ C : −x tan θ < y < x tan θ; x < δ}, (46)
with 0 < θ < pi
2
, δ < 0. This is a part of a conic sector (46), bounded by a
line x = δ (see Figure 5). It is easy to see that the simplest characteristic
function, which defines this LMI region is as follows (see, for example, [17]):
fD =
0 0 00 0 0
0 0 −2δ
+
 sin(θ) cos(θ) 0− cos(θ) sin(θ) 0
0 0 1
 z +
sin(θ) − cos(θ) 0cos(θ) sin(θ) 0
0 0 1
 z.
This LMI region is a desired stability region for preserving specified set-
tling time and damping ratio (see [25], [24]) Here, we ensure minimum decay
rate δ and minimum damping ratio tan(θ).
In this case, the main characteristics of D are as follows:
1. Drc = D;
2. LD = {0};
3. θ(D) = θ;
4. DR = (−∞, δ);
5. r(D, x) = |x− σ| cos(θ).
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Figure 5: Sliced conic sector
7.3. Shifted disk
The following LMI region received particular attention in literature (see,
for example, [20], [31], [23], [52], [58], [60] and many others). Given an (open)
disk D(a, r), centered at a ∈ R of the radius r (see Figure 6), it can defined
by the following characteristic function (see [16], [17], [37]):
fD(a,r) =
(−r −a
−a −r
)
+
(
0 1
0 0
)
z +
(
0 0
1 0
)
z.
A special case a = 0, r = 1 gives the well-studied unit disk D(0, 1):
fD(0,1) =
(−1 0
0 −1
)
+
(
0 1
0 0
)
z +
(
0 0
1 0
)
z.
Here Sym(M) =
(
0 1
1 0
)
is obviously indefinite, thus by Theorem 14, the
LMI region is bounded. By Lemma 20, if det(L) = (r − a)(r + a) > 0, then
0 ∈ D(a, r). Due to its boundedness, the main characteristics of D are as
follows:
1. Drc = {0};
2. LD = {0};
3. θ(D) = {0};
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Figure 6: Shifted disk D(a, r)
Using the shift x′ = x − a, which maps a to 0, we obtain D′ = D(0, r)
with L′ =
(−r 0
0 −r
)
, which is obviously negative definite. Calculating the
eigenvalues of the matrix Sym(M)=
(
0 1
2
1
2
0
)
, that are ±1
2
, by Corollary 13
we obtain D′R = (−r, r) and DR = (a− r, a+ r).
Now, using the results of Subsection 6.5, we find r(D, x). Fixing x ∈
(−r, r), we get L(x) =
(−r x
x −r
)
. By Cholesky decomposition, we get
L(x) = BTB, where B =
(√
r − x√
r
0
√
r − x2
r
)
.
Calculating Skew(M)L′(x) := (B
T )−1Skew(M)B−1 and its eigenvalues, we
get
Skew(M)L′(x) =
(
0 1
2
√
r2−x2
− 1
2
√
r2−x2 0
)
with the eigenvalues ± i
2
√
r2−x2 and the corresponding bounds for y are
−
√
r2 − x2 < y <
√
r2 − x2
(note, that the exact substitution to the formula x2 + y2 = r2 gives us the
same result). Then, using Formula (33), we get
r(D, x) =
|x− a|√r2 − x2√
(x− a)2 + (r2 − x2) .
Example. It is well-known (see, for example, [12]) that stability of
discrete-time system
x(k + 1) = Ax(k) (47)
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where A ∈ Mn×n, x(k) ∈ Rn denotes the state vector, is equivalent to the
localization of the eigenvalues of a system matrix inside the unit disk D(0, 1).
Now consider spectra localization inside a shifted disk D(a, r). In the case
when |a| + r < 1, this is a desired stability region for shaping dynamic
responses of System 47 (see [14]).
Example. The same concept is considered for time-delay systems. Given
a linear discrete time-delay system:
x(k + 1) = Ax(k) + Adx(k − d), (48)
where x(k) ∈ Rn denotes the state vector, A,Ad ∈Mn×n, d > 0 is a known
positive integer. The system (48) is said to be D(a, r)-stable if all the (finite)
solutions of its characteristic equation satisfy
|(z − a)/r| < 1
for r > 0 and |a| + r < 1 (see [32], [35], also see [39], [13] for the case of
singular time-delay systems).
7.4. Vertical strip (real bounding)
Consider the region D = C−α−β defined as follows
C−α−β = {z ∈ C; −β < Re(z) < −α; 0 < α < β}.
This LMI region (see Figure 7) can be represented as an intersection of two
first-order LMI regions (see [59]):
C−α−β = C
−α ∩ Cβ,
where
C−α = {z ∈ C; Re(z) < −α; α > 0};
Cβ = {z ∈ C; Re(z) > −β; β > 0}.
Applying Property 3, we obtain that C−α−β is a second order LMI region with
the characteristic function (see [16], [38], [19])
fD =
(
2α 0
0 −2β
)
+
(
1 0
0 −1
)
z +
(
1 0
0 −1
)
z. (49)
The localization of the eigenvalues of System 44 inside C−α−β measures the
minimal α and the maximal β decay rate of the system (see [25]).
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Figure 7: Real bounding
Theorem 12 implies that any nonempty LMI region, defined by its char-
acteristic function fD = L + Mz + M
T z of any order n ≥ 2 with M being
symmetric, is a vertical strip, thus it can be defined by the characteristic
function of form (49) of the lowest possible order 2.
In this case, the main characteristics of D are as follows:
1. Drc = I (by Theorem 12);
2. LD = I (by Theorem 12);
3. θ(D) = 0;
4. DR = (−β,−α);
5. r(D, x) = min(|x+ β|, |x+ α|), whenever −β < x < −α.
Note that in this case, we do not apply Formula (33), but calculate r(D, x)
directly.
Example. Interval stability. The following concept was introduced
in [61], with a view to the applications to linear stochastic systems. An Ito-
type stochastic differential system is called (−β,−α)-stable with 0 ≤ α < β
if the spectrum of the corresponding linear operator belongs to C−α−β . Thus
the concept of D-stability with respect to a region D = C−α−β coincides with
the concept of interval stability (see [59], [61]).
Note, that in [36], when studying an LMI region D, defined by its char-
acteristic function fD = L + Mz + M
T z, the authors assumed the matrices
L and M to be diagonal (see [36], p. 292, Remark 1). By the above rea-
soning, this assumption reduces the region D to the case of a vertical strip
(halfplane), which can be defined by a characteristic function of order ≤ 2.
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7.5. Horizontal strip (imaginary bounding)
The localization of the eigenvalues inside the stability region (see Figure
8)
D = {z ∈ C : |y| < w0, w0 > 0}
corresponds to such transient property of System (44) as bounded frequency,
where w0 measures the maximal damping frequency of the system (see [18],
[25]). In this case, D is defined by the characteristic function (see [16], also
[19])
fD =
(−w0 0
0 −w0
)
+
(
0 −1
1 0
)
z +
(
0 1
−1 0
)
z. (50)
Figure 8: Imaginary bounding
Theorem 12 implies that any nonempty LMI region, defined by its char-
acteristic function fD = L + Mz + M
T z of any order n ≥ 2 with M being
skew-symmetric, is a horizontal strip, thus it can be defined by the charac-
teristic function of form (50) of the lowest possible order 2.
In this case, the main characteristics of D are as follows:
1. Drc = R (by Theorem 11);
2. LD = R (by Theorem 12);
3. θ(D) = 0;
4. DR = R;
5. r(D, (x)) = w0.
In this case, we also do not use Formula 33.
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7.6. The set S(α, r, θ)
A particularly important for control purposes region S(α, r, θ) (see [17],
[38], [48], [54] and many others) is defined as follows (see Figure 9):
S(α, r, θ) = {z = x+ iy ∈ C : x < α < 0, |z| < r, tan(θx) < −|y|}.
This composite region of order 5 represents the intersection of the conic
sector with the inner angle θ around the negative direction of the real axis
(see Subsection 7.1), the disk D(0, r) of radius r centered at the origin (see
Subsection 7.3) and the shifted halfplane Cα, α < 0 (see Subsection 7.4).
Placing all the eigenvalues of the system (44) in the region S(α, r, θ) would
guarantee a minimum decay rate α, a minimum damping ratio ξ = cos(θ)
and a maximum undamped frequency wd = r sin(θ) (see, for example, [16],
[25], [51]). The region S(α, r, θ) is defined by the characteristic function fD
Figure 9: The region S(α, r, θ)
with
L =

−2α 0 0 0 0
0 −r 0 0 0
0 0 −r 0 0
0 0 0 0 0
0 0 0 0 0

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and
M =

1 0 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 sin(θ) cos(θ)
0 0 0 − cos(θ) sin(θ)
 ,
see, for example, [15]. In this case,
Sym(M) =

1 0 0 0 0
0 0 1
2
0 0
0 1
2
0 0 0
0 0 0 sin(θ) 0
0 0 0 0 sin(θ)

is obviously indefinite, and Skew(M) 6= 0. Applying Theorem 14, we get
that this region is bounded. Applying Lemma 22, we get that it is empty if
α < −r.
The main characteristics of D are as follows:
1. Drc = {0} (by Theorem 14);
2. LD = {0} (by Theorem 12);
3. θ(D) = 0;
Calculating DR, we apply Lemma 15, representing the region S(α, r, θ) as
the intersection of three LMI regions:
S(α, r, θ) = D1 ∩D2 ∩D3,
where D1 = D(0, r), D2 = C(θ) and D3 = Cα. Hence we get
DR = D
1
R ∩D2R ∩D3R,
where DiR = Di ∩ R. By previous subsections, D1R = (−r, r), D2R = (−∞, 0)
and D3R = (−∞, α) with α < 0. Thus DR = (−r, α).
Now, using the results of Subsection 6.5, we find r(D, x).
First, we choose x0 ∈ (−r, α), for example, x0 = −r+α2 . Applying the shift
x′ := x− x0 along the real axis, we obtain the shifted region S ′(α, r, θ), with
0 ∈ S ′(α, r, θ). By Theorem 22, its generating matrix L′ = L + SymM2x0,
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and by Lemma 20, it is negative definite. Thus we obtain:
L′ =

−r − α 0 0 0 0
0 −r −r+α
2
0 0
0 −r+α
2
−r 0 0
0 0 0 (−r + α) sin(θ) 0
0 0 0 0 (−r + α) sin(θ)
 ,
and consequently,
L′(x) =
(−r − α + 2x 0 0 0 0
0 −r −r+α
2
+ x 0 0
0 −r+α
2
+ x −r 0 0
0 0 0 (−r + α + 2x) sin(θ) 0
0 0 0 0 (−r + α + 2x) sin(θ)
)
.
By Cholesky decomposition, we get L′(x) = BTB, where
B =

√
α + r − 2x 0 0 0 0
0
√
r −α+r−2x
2
√
r
0 0
0 0
√
r − (−a+r−2x)2
4r
0 0
0 0 0
√
(2x− r + α) sin(θ) 0
0 0 0 0
√
(2x− r + α) sin(θ)

Calculating Skew(M)L′(x) := (B
T )−1Skew(M)B−1 and its eigenvalues, we
get
Skew(M)L′(x) =

0 0 0 0 0
0 0 1
2
√
r2−(x+−r+α
2
)2
0 0
0 − 1
2
√
r2−(x+−r+α
2
)2
0 0 0
0 0 0 0
cos(θ)
(2x−r+α) sin(θ)
0 0 0 − cos(θ)
(2x−r+α) sin(θ) 0

with the eigenvalues ± i
2
√
r2−(x+−r+α
2
)2
, ±i cos(θ)
(2x−r+α) sin(θ) . Note, that symboli-
cally computed eigenvalues after an easy transformation provide the bound-
ary lines of the LMI region. Thus we can easily calculate r(D, x) for any
x ∈ DR.
7.7. Stability parabola
In the study of aeroelastic stability (see, for example, [24]), it is convenient
to study the spectra localization in the region
D = {z = x+ iy ∈ C : y2 < −2x},
i.e. to the left of the stability parabola y2 = −2x, where  is a damping
parameter (see Figure 10).
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Figure 10: Stability parabola y2 = −2x
In this case, D is a second-order LMI region defined by the characteristic
function
fD =
(−2 0
0 0
)
+
(
1
2
−1
0 1
2
)
z +
(
1
2
0
−1 1
2
)
z =(−2 0
0 0
)
+
(
1 −1
−1 1
)
x+
(
0 −1
1 0
)
iy,
with Sym(M) =
(
1
2
−1
2−1
2
1
2
)
being positive semidefinite.
The main characteristics of D are as follows:
1. Drc = R+, i.e the positive direction of the real axis (by Corollary 8);
2. LD = {0} (by Theorem 12);
3. θ(D) = 0;
4. DR = (−∞, 0) (by Lemma 20);
Now, using the results of Subsection 6.5, we find r(D, x). First, fixing
x ∈ (−∞, 0), we get L(x) =
(−2 + x −x
−x x
)
. By Cholesky decomposi-
tion, we get L(x) = BTB, where B =
(√
2 − x x√
2−x
0
√
−x2
2−x
)
. Calculating
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Skew(M)L(x) := (B
T )−1Skew(M)B−1 and its eigenvalues, we get
Skew(M)L(x) =
(
0 1
2
√−2x
− 1
2
√−2x 0
)
with the eigenvalues± i
2
√−2x and the corresponding bounds for y are−
√−2x <
y <
√−2x (note, that the exact substitution to the formula y2 = −2x gives
us the same result). Then, using Formula (33), we get
r(D, x) =
−x√−2x√
x2 − 2x =
−x√
2 − x.
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