Finding a location for a new facility s.t. the facility attracts the maximal number of customers is a challenging problem. Existing studies either model customers as static sites and thus do not consider customer movement, or they focus on theoretical aspects and do not provide solutions that are shown empirically to be scalable. Given a road network, a set of existing facilities, and a collection of customer route traversals, an optimal segment query returns the optimal road network segment(s) for a new facility. We propose a practical framework for computing this query, where each route traversal is assigned a score that is distributed among the road segments covered by the route according to a score distribution model. We propose two algorithms that adopt different approaches to computing the query. Empirical studies with real data sets demonstrate that the algorithms are capable of offering high performance in realistic settings.
INTRODUCTION
The problem of finding a location for a new facility with respect to given sets of customer locations and existing facilities, known as the facility location problem [4, 7] has applications in the strategic planning of resources (e.g., hospitals, gas stations, banks, ATMs, billboards, and retail facilities) in both the public and private sectors [6] . The literature contains a line of study that uses the residences of consumers as the customer locations [3, 10, 11] . However, customers do not remain stationary at their residences, but rather travel, e.g., to work. Consumers are not only attracted to facilities according to the proximity of these to their residences.
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intercepts the most flow from moving customers. Flows are made up by pre-planned customer trips, and the idea is that customers can choose to interrupt their trip to receive a service from a facility at a nearby location. Studies of this problem have a theoretical focus and do not focus on providing scalable solutions. Thus, the largest study considers spatial networks with up to 1,000 nodes [1] . Real spatial networks for even small regions are much larger. Another difficulty is to obtain real flow data. This led to the development of probabilistic methods [2] .
The increasing availability of moving-object trajectory data, e.g., as GPS traces, calls for a new study that takes into account the real movements that are now available and that provides practical solutions in realistic settings.
We study the optimal segment problem. Given a road network G, a set of facilities, F , a set of route traversals R, each of which can be taken by different users multiple times, the objective is to find the optimal road segments s.t. a new facility on any of these segments attracts the maximum number of route traversals. A route traversal is attracted by a facility if the distance between the route and the facility is within a given threshold δ. Figure 1 shows an instance of the problem. Solid lines and dots form the road network. Hollow circles are existing facilities (f1, f2, f3, and f4). Dashed lines indicate route traversals (r1, r2, and r3). The gray bars show extensions of end points of routes by δ distance. For example, with δ, r1 starts and ends at A and D, respectively. Assume that each of the routes is traversed by one customer exactly once. Intuitively, the optimal segment for a new facility is the segment AH because it attracts the most route traversals (in this example, three).
Figure 1: An Optimal Segment Problem Example
We propose a framework to solve the optimal segment problem. Each route traversal is assigned a score, which is distributed among the road network segments covered by the traversal. The scoring of route traversals is based on three factors: the number of customers who take the route, the number of traversals by each customer, and the length of the route. Customers can have different spatial preferences depending the businesses. To accommodate such preferences, we allow different models for distributing routes traversals' scores to the underlying segments.
The framework encompasses two optimal segment algorithms. The first algorithm, AUG, is to augment the set of vertices of the original road network graph with the facilities and the start and end points of the route traversals. Each vertex in the new graph records a list of attracted routes. The score of an edge is the sum of scores of the route traversals that traverse both vertices of the edge. The second algorithm, ITE, iteratively partitions and scores the road segments that most likely contain an optimal subsegment by using a heap until an optimal subsegment is obtained.
In summary, the contribution is fourfold: (i) formalization of the new optimal segment problem, (ii) a framework that accommodates different scoring functions and score distribution models, (iii) two algorithms, AUG and ITE, that solve the problem, (iv) coverage of an empirical study that indicates that AUG and ITE are efficient in realistic settings. A complete report on this study is available as a technical report [8] .
PROBLEM DEFINITION
Road Network Model A road network is modeled as a spatially embedded graph G = (V, E), where V is a set of vertices and E is a set of edges given as pairs of vertices. A vertex vi has 2D coordinates (xi, yi): loc(vi) = (xi, yi). Vertices and edges are assigned unique identifiers.
An edge between two vertices represents part of a road, and the polyline obtained by connecting the vertices of consecutive edges approximates the center line of part of a road. A network point p = (xp, yp, EID) is a point location in G, where EID is the set of ids of incident edges on p. Each eid identifies one edge e = (vi, vj). The set of network points in G is denoted as P .
). Note that an edge is also a segment, i.e., E ⊂ S. We also use route to refer to a segment that a customer has traversed. Facilities and Route Usage A facility f ∈ F located at a network point p is denoted as (fid , p), where fid identifies the facility.
A route can be traversed by many customers and multiple times by the same customer. We use count to denote the number of customers who traverse r, and we use usage i to denote the number of times customer i (1 ≤ i ≤ count) traverses r. Definition 2. (Route Usage Object) A route usage object ro is a four tuple (rid , r, count, ⟨usage 1 , . . . , usage count ⟩), where rid identifies the object, r ∈ S is a route, and count and the usage i are defined as above.
A route ro.r covers a road segment s if ∀p ∈ s (p ∈ ro.r). A route ro.r intersects a segment s if ∃p ∈ s (p ∈ ro.r). The set of route usage objects whose routes cover s is denoted as s.C. The set of route usage objects whose routes intersect s is denoted as s.I.
A route r is attracted by a facility f and f is an attractor for r if distG(f.p, ro.r) ≤ δ, where distG(p, s) denotes the shortest network distance between network point p and segment s and δ is the distance threshold introduced earlier.
Scoring of Routes Three factors are used to assign a score to a route: the number of customers taking the route, the number of traversals by each customer, and the length of the route. Example scoring functions include:
. Function score all can be used for a facility that sells everyday necessities (e.g., a bakery), since it may attract a customer on each traversal by the customer. In contrast, scorecap−x is appropriate for a store that sells products bought less frequently (e.g., a furniture store). Here, the store may not benefit from many traversals by the same customer.
In Figure 1 , let the length of route r2 be 4 and the number of traversals per customer be ⟨2, 1⟩. Then the route usage object is: ro2 = (id 2, r2, 2, ⟨2, 1⟩). Using score all scoring function, the score of r2 is: score(r2) = 4 · (2 + 1) = 12. Score Distribution Models A score distribution model determines how to distribute a route's score to the underlying segments. Different models capture different customer preferences. When n facilities are located on a segment, they partition the segment into k subsegments, where k is one of n − 1, n, or n + 1 depending on whether two, one, or no facilities are located at the ends of the segment.
• Equal weights: The score of a route r is distributed s.t. a customer has an equal probability to visit any business along the route. Segment si (1 ≤ i ≤ k) gets score 1 k · score(r ). This may model a customer's preference for clothing stores.
• Decreasing/increasing weights:
. This definition gives exponentially decreasing scores to segments and normalizes the scores s.t. the full score of the route is distributed. This model indicates a preference for the facilities at the beginning of the route. In Figure 1 , route r2 is attracted by facilities f1 and f2, and k = 3. According to the equal-weights model, each subsegment (v 1f1, f1f2, and f2B) receives score score(r 2 ) k = 12 3 = 4. The total score of a segment, scoreM (s), where M indicates the score distribution model used, is simply the sum of these scores. The score of a network location p, scoreM (p), can be calculated similarly. Problem Formulation With the above definitions in place, we can define the optimal segment query.
Definition 3. (The Optimal Segment Query) The optimal segment query finds every segment sopt from a road network G s.t.
• ∀p1, p2 ∈ sopt (scoreM (p1) = scoreM (p2))
The definition ensures that every point on an optimal segment has the same score, that the score is optimal, and that the optimal segment is maximal.
PREPROCESSING
The framework makes use of a preprocessing algorithm that determines the relationships between the facilities and the edges, between the routes and the edges, and between the facilities and the routes.
We use Figure 1 to explain the outcome of the preprocessing. Recall that G = (V, E) is the spatially embedded graph, f denotes facility, and r denotes a route. In Figure 1, e2,3 has a set of facilities, thus e2,3.Fc = {f1}. f1 is located on e2,3, thus f1.Ec = {e2,3}. Route r1 traverses one edge and is attracted by one facility, so, r1.Ec = {e2,3} and r1.Fc = {f1}. Edge e2,3 is intersected by r1, r2 and r3, so, e2,3.Rc = {r1, r2, r3}. Three start or end network points of the routes are located on edge e2,3, so, e2,3.Oc = {A, D, H}. Vertex v2 is covered by r2 and r3 and vertex v3 is covered r2, so v2.Rc = {r2, r3} and v3.Rc = {r2}. Facility f1 attracts r1 and r2, so f1.Rc = {r1, r2}.
GRAPH AUGMENTATION
The main idea of the graph augmentation algorithm (AUG) is to augment the road network graph G with the facilities and the first and last network point of each route. In the augmented graph G ′ = (V ′ , E ′ ), each route then starts from a vertex and ends at a vertex. Each vertex in G ′ stores the identifiers of the covering routes. Each edge's score in G ′ can be calculated by summing up the scores distributed by the routes that cover the edge. Next, AUG examines every edge in G ′ with a score and identifies the edges with the highest score, and then maps these back to the original graph G, where they are segments. Finally, AUG merges connected segments, if any, to form and return as the result maximal segments. Figure 2 illustrates the graph in Figure 1 after being augmented with routes r1, r2, and r3 and facilities f1, f2, and f3. Each augmented graph vertex has a set of the identifiers of the routes that cover the vertex. Thus, intersection of these sets of two adjacent vertices gives a set of possible routes that may cover an edge. Since Figure 2 : The Augmented Road Network Graph edge eA,H is traversed by r1, r2, and r3, it is found to have the highest score. Then eA,H is mapped back to the original graph, and the segment AH is returned as the optimal segment.
ITERATIVE PARTITIONING
The ITE algorithm organizes the segments using a heap s.t. those segments that are most likely to contain an optimal subsegment get examined first. Given a segment s, we use the scores of the intersecting routes to measure its likelihood of having an optimal subsegment. If the segment under examination is an optimal subsegment then the entire optimal segment can be found by extending it. Otherwise, the segment is partitioned into β smaller segments, whose likelihoods of having an optimal subsegment are also calculated, upon which they are inserted into the heap.
We first present definitions that relate the score of a segment to the scores of its network points, as defined in Section 2. By definition, an optimal segment sopt has sopt .min = sopt .max . Next, we define upper and lower bound scores of a segment s in order to only process segments that may contain an optimal location.
Definition 5. Given a segment s, the lower and upper bound scores of s are defined as: s.lb = ∑ r i ∈s.C wM (ji, ki)score(ri), s.ub = ∑ r i ∈s.I wM (ji, ki)score(ri), where s is the jith segment of ri with ki attracting facilities, and wM (ji, ki) computes the fraction of ri's score to be assigned to s based on score distribution model M .
Lemma 1. Let M be a score distribution model where a route can only distribute non-negative scores and with the use of Definitions 4 and 5, given a road segment s, we have s.lb ≤ s.min and s.ub ≥ s.max . The proofs of this lemma and subsequent lemmas are omitted due to lack of space. The ITE algorithm subsequently uses the bounds to prune the segments that cannot contain an optimal subsegment with Lemma 2.
Lemma 2. Given two segments s1 and s2, if s1.lb > s2.ub then s2 does not contain an optimal subsegment.
The second pruning strategy employed in ITE is to disregard segments that eventually lead to the same optimal segment. The ITE algorithm is shown in Algorithm 1.
We continue to use Figure 1 to illustrate the algorithm. Figure 3(a) shows the iterative partitioning of segment v2p3. Overlap r ∈ s.C to find the entire optimal segment. Figure 4 shows a table with the top entries of the queue, together with their upper and lower bound scores. Bold lines separate iterations. We calculate the upper and lower bound scores of segment v2p1: ub(v2p1) = ∑ 3 i=1 score(ri)ki = 8 2 + 12 3 + 6 2 = 11 and lb(v2p1) = ∑ 2 i=1 score(ri)ki = 12 3 + 6 2 = 7. Since segment v2p1 has the largest ub and ub(v2p1) ̸ = lb(v2p1), it is split as shown in Figure 3 (b). Now maxLb = 11. In the next iteration, p1p2 has the largest ub and it is split as shown in Figure 3 (c). Now maxLb = 11. The next segment under examination is p5p6, which is split again (Figure 3(d) ). Still, maxLb = 11. Futher p6p1 is Figure 4 : ITE Execution Priority Queue examined. Since ub(p6p1) = lb(p6p1) and ub(p6p1) = maxLb, p6p1 is added to the result set as an optimal subsegment. The process continues until an optimal subsegment of every optimal segment in the network graph is found. In the end, the entire optimal segment AH can be found by overlapping the routes AH .C, r1, r2, and r3.
EXPERIMENTAL STUDY
Empirical studies were performed on an Intel Xeon (2.66Ghz) quad-core machine with 8 GB of main memory running Linux (kernel version 2.6.18). Both of the algorithms were implemented in Java. Every JVM instantiation was allocated 2 GB of memory. Road Network The digital road network TOP10DK 1 of Denmark was used in the experiments, yielding a network graph with 2,830,935 vertices and 2,923,060 edges. Route Data and Facilities We obtained real vehicle route data from the "Pay as You Speed" project 2 . The data encompasses 39,688,695 GPS points produced by 151 different drivers during 4-month period. A route is represented by a sequence of mapmatched GPS points [9] . In total, we obtained 51,146 routes. We assign user counts and route usages in the range 1 to 20 at random. The facility data set contains 16,577 places located throughout Denmark.
Experiments
Default parameter values in the experiments are: δ = 0.06, β = 4, #routes = 25k, #facilities = 1k. Effect of δ A facility attracts a route if the two are no further than δ apart. Figures 5(a) shows the performance when varying δ value.
Although the running times of both algorithms increase with δ, they exhibit different patterns. Real facilities tend to be located near junctions. Therefore, when δ increases from 0.02 to 0.1, AUG increases much faster than ITE. AUG has to explore further along the edges to find the attracting facilities for each route traversal in order to decide whether to include them in the augmented graph. The increase of the running time of ITE is less, indicating that δ has little effect on ITE. Effect of β User-predefined parameter β determines the number of subsegments produced when a segment is partitioned. Figure 5(b) shows the effect of β on the running time of ITE. Initially, as the value of β increases, the running time firstly decreases and later increases. The best performance of ITE using our data set occurs for β = 4. Figure 5(c) shows the performance when varying the number of routes. Algorithms AUG and ITE perform equally well for small numbers (5k) of routes. But the running time of AUG grows much more rapidly than that of ITE as 1 http://tinyurl.com/bqtgh2g 2 http://www.trafikdage.dk/td/papers/papers07/tdpaper27.pdf the number of routes increases, because AUG has to examine more edges in the graph. Effectiveness of Pruning Strategies To observe the effectiveness of the pruning strategies in ITE, we record the number of segments generated, partitioned, and pruned in the course of finding the optimal segments. Figure 5(d) shows the numbers of segments generated ("total"), split ("splits"), and pruned by Lemma 2 ("prune 1") and pruning technique 2. The number of segments that require further partitioning is approximately 25% of the total number of segments. Almost 60% (2.7%) of the generated segments are pruned by Lemma 2 (pruning technique 2).
Effect of the Number of Routes

CONCLUSIONS
The paper formalizes a modern version of the classical facility location problem that takes into account the availability of customer trajectory data that is constrained to a road network, rather than simply assuming the availability of static customer locations. In the resulting framework, route traversals by customers rather than customer locations are attracted by facilities. The framework enables a wide variety of choices for assigning scores to the routes traversed by customers and for distributing these scores to segments in the underlying road network, thus offering flexibility that aims to enable applications with different types of facilities. We believe that this work provides a new and realistic generalization of the classical facility location problem. We propose two algorithms to solve this problem.
