ABSTRACT The concept of φ-complete mixability and φ-joint mixability was first introduced in Bignozzi and Puccetti (2015) , which is a direct extension of complete and joint mixability. Following Bignozzi and Puccetti (2015), we consider two cases of φ and investigate the φ-joint mixability for elliptical distributions and logarithmic elliptical distributions. We obtain a necessary and sufficient condition for the φ-joint mixability of some distributions and a sufficient condition for uniqueness of the center of φ-joint mixability for some elliptical distributions.
Introduction
The concept of complete mixability and joint mixability has been studied by many researchers in recent years because of its important application in many relevant fields. The definition of complete mixability for a univariate distribution was first introduced in Wang and Wang (2011) and then extended to the notion of joint mixability of an arbitrary set of distributions in Wang, Peng and Yang (2013) . Suppose n is a positive integer, distribution functions F 1 , · · · , F n on R are said to be jointly mixable with index n if there exist n random variables X 1 , · · · , X n such that X i ∼ F i , i ≤ i ≤ n, and P (X 1 +· · ·+X n = C) = 1 for some C ∈ R. If F i = F , 1 ≤ i ≤ n, then F is said to be n-completely mixable and (X 1 , · · · , X n ) a complete mix. Any such C is called a joint center of (F 1 , · · · , F n ). The concept of complete mixability is related to some optimization problems in the theory of optimal couplings. For more details on the problems and a brief history of the concept of the mixability, we refer to the recent papers Puccetti, Wang and Wang (2012), Wang (2015) and Wang and Wang (2016) . Bignozzi and Puccetti (2015) extend the concept of joint mixability and introduce the concept of φ-joint mixability. (2015)). Let φ : R n →R be a measurable function.
Definition 1.1. (Bignozzi and Puccetti
An n-tuple of univariate distribution functions (F 1 , · · · , F n ) is said to be φ-jointly mixable with index n if there exist n random variables X 1 , · · · , X n such that X i ∼ F i , 1 ≤ i ≤ n, and
for some C ∈ R. Any such C is called a center of the φ-jointly mixable distributions and any random vector (
1 ≤ i ≤ n, then F is said to be φ-completely mixable with index n and the random vector
Supermodular functions play an important role in risk theory and actuarial science.
A function ϕ: R n → R is said to be supermodular if for any u, v∈R n it satisfies
where the operators ∨ and ∧ denote coordinatewise maximum and minimum, respectively.
Equivalent definitions and many examples of supermodular functions can be found in Denuit, Dhaene, Goovaerts and Kaas (2005) .
In this paper, we consider the following two supermodular functions:
where h, g are convex functions. In particular, if all α i are 1, then φ 1 becomes the sum operator and φ 2 becomes the product operator considered in Bignozzi and Puccetti (2015) .
By definition, the positive distributions F 1 , · · · , F n are φ 2 -jointly mixable if and only if the distributions G 1 , · · · , G n are φ 1 -jointly mixable for increasing or decreasing h and g, 
In Section 2, we focus on φ 1 -joint mixability for the class of elliptical distributions. In Section 3, we investigate φ 2 -joint mixability for the class of logarithmic elliptical distributions.
Elliptical distributions
In this section, we consider the φ 1 -joint mixability for the class of elliptical distributions.
Definition 2.1. (Denuit, Dhaene, Goovaerts and Kaas (2005)). An n-dimensional random vector X is said to have an elliptical distribution if its characteristic function can be expressed as
matrix, the function ψ: R → R is the characteristic generator of X. We denote by
Note that not every function ψ can be a characteristic generator, it should fulfil a requirement that ψ(0) = 1. It is easy to see that if ψ(x) = exp{−x/2}, the elliptical distribution becomes normal distribution N n (µ, Σ).
the set of characteristic generators that generate an n-dimensional elliptical distribution
and/or V ar[X i ] exist, they will be given by
where ψ ′ is the first derivative of ψ. Furthermore, if the covariance matrix of X exists, then it is given by -2ψ ′ (0)Σ, a necessary condition for this covariance matrix to exist is
Huang and Simons (1981).
It is well known that a random vector X ∼ εll n (µ, Σ, ψ) if and only if for any α = Suppose that
, where ψ is a characteristic generator for an n-elliptical distribution. If f is one-to-one, then it follows from Lemma 2.1 and Theorem 3.7 in Wang and Wang (2016) 
where φ 1 is defined by (1.2). If f is not one-to-one, the condition (2.1) is also a sufficient condition for φ 1 -joint mixability. Furthermore, if all means of F i 's exist, then the joint center of (F 1 , · · · , F n ) is unique; If all means of F i 's do not exist, then the joint centers of (F 1 , · · · , F n ) are not necessarily unique. For example, Puccetti, Rigo, Wang and Wang (2018) obtain a profound result that for every n ≥ 2, the set of n-centers of the standard Cauchy distribution is the interval
For general Cauchy distributions with the following probability density functions
the set of n-centers is the interval
It follows that any C in
Contrastively, for a given supermodular function φ, in general the center of a set of φ-jointly mixable distributions might not be unique even when the distributions have finite mean. Example 1.1 in Bignozzi and Puccetti (2015) shows that the center is not unique for φ-jointly mixable discrete distributions having finite means with φ(
The following theorems concern the joint mixability and φ-joint mixability. We obtain necessary and sufficient conditions for the φ-joint mixability of some classes of distributions. Especially we give a sufficient condition for uniqueness of the center of φ-joint mixability for some elliptical distributions.
where C i 's are normalizing constants, ν i ≥ 0, σ i > 0 are parameters and f is density generator satisfying the condition
is φ-jointly mixable with center h(
Proof The joint mixability of (G 1 , · · · , G n ) implies that there exist n random variables
and there exist n random variables Z 1 , · · · , Z n such that Z i ∼ εll 1 (−ν i , σ 2 i , f ), 1 ≤ i ≤ n, and
and, random variables Y i , Z i , ξ are independent. Then X i has the distribution F i and
where C i 's are normalizing constants, ν i , σ i are parameters and f is density generator satisfying the condition
Suppose distributions G i 's with density generator f are unimodal and (2.1) holds. Then
3) the density of α i X i can be expressed as
The unimodality of G i 's and condition (2.1) imply that there exist n random variables
and there exist n random variables Z 1 , · · · , Z n such that Z i ∼ G i , 1 ≤ i ≤ n and
Define X i = ξY i + (1 − ξ)Z i , where P (ξ = 1) = P (ξ = 0) = 1/2 and, random variables Y i , Z i , ξ are independent. Then X i has the density (2.3) and
for some µ n > 0, where δ a (·) denotes a point mass at a, then f i will be of the form
5)
where C i 's are normalizing constants, ν i 's are parameters such that n i=1 ν i = µ n and f is density generator of 1-dimensional elliptical distribution satisfying the condition
, then there exist 2n random
where P (ξ = 1) = P (ξ = 0) = 1/2 and, random variables {Y i }, {Z i }, ξ are independent. If there exists an asymmetric density g i such that
from which we deduces that f i = g i . This is a contradiction. Thus g i is symmetric and the density f i can be written as the form (2.5). This ends the proof.
for some µ n > 0, if and only if P ((
Proof The "only if" part is obvious. Now we prove the converse implication. If there exist n random variables X 1 , · · · , X n such that X i ∼ F i and
have finite means with density functions f i . If there exist n random variables X 1 , · · · , X n such that X i ∼ F i and
n ) = 1 for some µ n > 0, then f i will be of the form (2.5).
have finite means with ψ ∈ Ψ ∞ . If there exist n random variables X 1 , · · · , X n such that X i ∼ F i and
Proof If µ n = 0, then, by Lemma 2.1, the density function f i of F i has the form (2.5).
In terms of characteristic functions (2.5) is equivalent to
where H i a distribution function on (0, ∞) and φ i is the characteristic generator of g i . This is a contradiction since the left hand side of (2.6) is assumed positive for any t, but the right hand side of (2.6) is zero for some t. Thus µ n = 0. Example 2.1 Suppose F has the following density
where µ > 0 is a constant. Then there exist n random variables X 1 , · · · , X n such that
In fact, f can be rewritten as the form
Obviously, f (−x) = f (−x), f is unimodal for µ ≤ 1 and bimodal for µ > 1 (cf. Robertson and Fryer (1969) ). It follows from Theorem 2.1, F is φ-completely mixable with center
On the other hand, F is the distribution of ζ + η, where random variable ζ and η are independent and, ζ ∼ N(0, 1) and P (η = µ) = P (η = −µ) = 1/2. Consequently, 0 is the completely center as well as the φ-completely mixable center of F .
Logarithmic elliptical distributions
In this section, we will consider the φ 2 -completely mixability of the log-elliptical distributions. For any n-dimensional vector X = (X 1 , · · · , X n ) ′ with positive components X i , we define log X = (log X 1 , log X 2 , · · · , log X n ) ′ .
Definition 3.1. (Valdez et al. (2009) ). The random vector X is said to have a multivariate log-elliptical distribution with parameters µ and Σ, denoted by X ∼ LE n (µ, Σ, ψ), if log X has a multivariate elliptical distribution, i.e. log X ∼ εll n (µ, Σ, ψ). In particular, when ψ(x) = exp{−x/2}, the log-elliptical distributions become log-normal distributions
Using Lemma 2.1 one easy to get Lemma 3.1. A random vector X ∼ LE n (µ, Σ, ψ) if and only if for any
In particular, any marginal distribution of a logelliptical distribution is again log-elliptical.
Using the result of the last section, one finds that if g is one-to-one, then (
is φ 2 -jointly mixable if and only if
where φ 2 is defined by (1.3) . Furthermore, if all means of F i 's exist, then the φ 2 -jointly center of (F 1 , · · · , F n ) is unique; If all means of F i 's do not exist, then the φ 2 -jointly centers of (F 1 , · · · , F n ) are not necessarily unique. For example, using the result of Puccetti, Rigo, Wang and Wang (2018) in the last section we have that for every n ≥ 2, the set of nproduct centers of the log-Cauchy distribution with the probability density function
where µ is a real number and σ > 0.
Corresponding to Theorems 2.1-2.3, we have the following theorems.
is φ-jointly mixable with center g( where C i 's are normalizing constants, ν i 's are parameters such that n i=1 ν i = µ n and f is density generator of 1-dimensional elliptical distribution satisfying the condition
