Sensory organ damage induces a host of cellular and physiological changes in the periphery and the brain. Here, we show that some aspects of auditory processing recover after profound cochlear denervation due to a progressive, compensatory plasticity at higher stages of the central auditory pathway. Lesioning >95% of cochlear nerve afferent synapses, while sparing hair cells, in adult mice virtually eliminated the auditory brainstem response and acoustic startle reflex, yet tone detection behavior was nearly normal. As sound-evoked responses from the auditory nerve grew progressively weaker following denervation, sound-evoked activity in the cortexand, to a lesser extent, the midbrain-rebounded or surpassed control levels. Increased central gain supported the recovery of rudimentary sound features encoded by firing rate, but not features encoded by precise spike timing such as modulated noise or speech. These findings underscore the importance of central plasticity in the perceptual sequelae of cochlear hearing impairment.
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In Brief
Removing 95% of cochlear afferent synapses eliminates sound-evoked brainstem responses and acoustic reflexes, yet sound detection remains normal. Chambers and colleagues describe a cortical amplifier that recovers sound feature representations supported by neural rate-coding, but not precise spike timing.
INTRODUCTION
Neural circuits in the auditory periphery and brainstem feature remarkable biophysical and synaptic specializations that support acoustic feature extraction with temporal precision on the order of tens of microseconds Mathews et al., 2010; McGinley et al., 2012) . High-fidelity sound representations at early stages of auditory processing are reformatted as abstractions of the source signal in higher centers (Atencio et al., 2012; Pasley et al., 2012; Rabinowitz et al., 2013; Wang et al., 2008) . While higher auditory neurons are not equipped to track rapid fluctuations in the acoustic waveform, their synaptic and intrinsic architecture is optimized instead for dynamic, integrative processing that is essential to auditory perception. These emergent higher auditory processes support adapting to complex statistical patterns that unfold over extended timescales (Ayala et al., 2013; Dean et al., 2008; Rabinowitz et al., 2011; Yaron et al., 2012) , dynamic shifts in auditory sensitivity to reflect past experience or focused attention (Diamond and Weinberger, 1986; Mesgarani and Chang, 2012) and homeostatic processes that normalize neural activity following abrupt shifts in afferent drive (Auerbach et al., 2014; Qiu et al., 2000; Yang et al., 2011) .
The perception of sound is tightly coupled to cortical processing dynamics. These links have primarily been demonstrated in the context of attentive listening (Ding and Simon, 2012; Gutschalk et al., 2008; Mesgarani and Chang, 2012; Zion Golumbic et al., 2013) or adaptive receptive field modulation (Atiani et al., 2009; Froemke et al., 2013) . Cochlear damage induces profound changes in the input gain, temporal processing, neural morphology, and excitatory/inhibitory balance of adult cortex that develop in tandem with peripheral pathology (Mowery et al., 2015; Reed et al., 2014; Robertson and Irvine, 1989; Scholl and Wehr, 2008; Tomita et al., 2004; Yang et al., 2011 Yang et al., , 2012 . However, apart from its role in the generation of tinnitus (Auerbach et al., 2014) , central plasticity is not commonly thought to play an essential role in the perceptual sequelae of cochlear hearing loss. Instead, the hallmarks of hearing loss-threshold elevation, reduced frequency resolution, poor discrimination of signals in noise, and compressed loudness growth functions -have traditionally been attributed to changes in cochlear mechanics or the loss of particular cell types in the cochlea or auditory nerve (Moore, 2007) . This point of view is necessarily incomplete; a thorough understanding of the biological determinants of hearing loss must reconcile the peripheral pathology with the possibility of additional changes in higher auditory circuits that directly give rise to perception.
Auditory neuropathy spectrum disorder (ANSD) is an enigmatic, recently described neurological disorder in which patients with degeneration of the auditory afferent pathway present with relatively normal cochlear amplification, hearing thresholds, and sound-evoked cortical potentials, but have profound disruptions in the auditory brainstem response (ABR), brainstem acoustic reflexes, and speech reception (Starr et al., 1996) . This disorder has been renamed Auditory Neuropathy Dys-synchrony Disorder based on the presumption that these perceptual manifestations must arise from demyelination and dys-synchronization of remaining auditory nerve fibers (Berlin et al., 2010) . Here, we introduce a mouse model for ANSD that exhibits the complete spectrum of auditory dysfunction noted in the human condition.
In contrast to descriptions based on peripheral synchronization, we show that persistent sound awareness in the face of profound, unremitting peripheral and brainstem dysfunction may be attributed to a plasticity at higher stages of auditory processing. This compensatory plasticity is sufficient to recover rudimentary sound features that can be encoded by variations in overall firing rate but-absent the commensurate recovery of essential brainstem circuits-falls short of supporting the precise representation of temporally complex stimuli. As a final point, we show that central compensation is far more complete following unilateral denervation than bilateral denervation.
RESULTS

Ouabain Decimates Synaptic Innervation of Inner Hair Cells without Affecting Cochlear Amplification
Most forms of sensorineural hearing loss induce an inextricable set of changes in the central auditory pathway and the cochlear transduction and amplification machinery. To better isolate the contribution of central plasticity, we employed a method to selectively eliminate afferent fibers from Type-I spiral ganglion neurons (SGNs) without damaging other types of afferent fibers, efferent fibers, or sensory and non-sensory cells in the organ of Corti. This was achieved with round window application of ouabain, a Na 2+ /K + ATPase pump inhibitor that, in mice, specifically lesions Type-I SGNs (Lang et al., 2005; Yuan et al., 2014) . Unilateral ouabain treatment reduced the synaptic contacts from Type-I SGNs onto inner hair cells (IHC) from $10-15 in the untreated ear to less than 1 per IHC across the cochlear frequency axis without affecting the distortion product otoacoustic emission, a measure of outer hair cell amplification (Figures 1A-1C; see corresponding figure legends and Table S1 for statistical results). The functional consequences of cochlear damage are commonly assessed with the ABR, an auditory evoked potential generated by synchronized activity at various stages of peripheral and brainstem processing. ABR thresholds were elevated by approximately 40 dB in the ouabain-treated versus intact ears of individual mice ( Figure 1D ). Importantly, the input/output function of wave 1b, which is specifically generated by Type-I SGNs, was effectively flat after ouabain treatment ( Figure 1E ; other tone frequencies and ABR electrode configurations are shown in Figure S1 ). (D and E) ABR wave 1b (E, inset) thresholds (D, n = 8, F = 68.8, p < 0.01, and repeated-measures ANOVA) and amplitudes (E, n = 8, F = 28.9, p < 0.01) at 8 kHz reflect the massive loss of nerve fibers.
(F and G) Auditory startle response (F) and tone detection (G) are shown for the same mice (A-E) also using 8 kHz tones. The startle response is eliminated in all mice after ouabain (n = 6, F = 11.1, p < 0.01, and repeated-measures ANOVA) despite normal tone sensitivity in 3/4 mice. (G) In a different cohort of mice, detection probability at 80-90 dB SPL through the denervated ear is tested with the control ear deafened (red, n = 6) or in mice with 100% elimination of Type-I SGNs in both ears (blue, n = 2) (right). The error bars are mean ± SEM. (H) 8 kHz ABR w1b amplitude (top) and 8 kHz tone detection probability at 80-90 dB (bottom) is compared to synaptic innervation at the 8 kHz region of the cochlea (individual mice are distinguished by circle color).
Cochlear Denervation Eliminates Tone-Evoked Reflexes without Affecting Tone Perception
We established the hearing status associated with profound SGN loss using two paradigms: the acoustic startle response and an operant detection behavior. Hearing performance was assessed either in the ouabain-treated or intact ear by inserting a custom-shaped foam plug in the untested ear. In an initial series of control experiments we determined that the combination of a properly fitted dense foam ear plug and the high-frequency hearing range of the mouse provided at least 60 dB of attenuation for stimuli used in these tasks ( Figures S2B and S2C ). The acoustic startle response (ASR) is commonly employed as a behavioral readout of hearing status that is mediated by a brainstem circuit linking cochlear root neurons to spinal motoneurons. As expected from the virtual elimination of ABR wave 1b (Figure 1E ), we did not observe any acoustic startle reflex through the ouabain treated ear, although a robust startle response was noted from the intact, untreated ear ( Figure 1F , red and black lines, respectively). The absence of acoustic reflexes and ABR can belie the persistence of robust and sensitive auditory perception in humans on the ANSD spectrum (Starr et al., 1996; Zeng et al., 2005) . We therefore measured tone detection with an interrogative behavioral test (rather than a reflexive test) that more closely approximates tone detection measurements used in human subjects. To our surprise, the same mice exhibited nearly identical tone detection behavior in the ouabain-treated and untreated ears, despite having a virtually absent ABR and startle response through the ouabain-treated ear ( Figure 1G ). As a control for acoustic crosstalk, we trained an additional group of mice in which the untreated ear was mechanically deafened shortly before testing. These mice also showed normal detection probability through the ouabain-treated ear ( Figure 1G , red data points n = 6). In another set of mice, we eliminated virtually all SGN synapses onto IHCs in both ears with an extended, bilateral application of ouabain (n = 2). No tone detection behavior was observed in these mice, demonstrating that residual hearing through the ouabain-treated ear was mediated through the tiny fraction of surviving afferent synapses and not, for example, through Type-II fibers or vestibular afferents ( Figure 1G , blue data points).
While the amplitude of ABR wave 1b scales logarithmically with the number of Type-I synapses on IHCs (r2 = 0.89, p < 0.01), the relationship between afferent synapse survival and tone detection behavior is even more steeply non-linear; detection is relatively normal with as little as 3%-4% of the normal afferent innervation, but drops precipitously thereafter (Figure 1H , top versus bottom). These findings suggest that residual tone perception might be supported by persistent auditory processing downstream of the brainstem generators of the ABR and acoustic startle reflex.
A Progressive Recovery of Sound Responsiveness
Occurs in the Midbrain and Cortex, but Not in the Auditory Nerve We established the location and characteristics of persistent auditory function by implanting multichannel electrodes in the central nucleus of the inferior colliculus (IC) and primary auditory cortex (ACtx) contralateral to the ouabain-treated ear (Figures 2A   and 2B ). This approach allowed us to track recovery of function after nerve injury-or lack thereof-at three stages of processing (nerve, midbrain, and cortex) in individual mice. There were three groups of animals that were tested: (1) control mice in which the left ear was untreated (n = 3) or subjected to sham treatment (n = 2; sterile water application at the round window), (2) a short-term recovery group in which the left ear was treated with ouabain 7 days prior (n = 5), and (3) a long-term recovery group in which the left ear had been treated with ouabain 30 days prior (n = 5; Figure 2C ). Multiunit and single unit activity was recorded simultaneously from the IC and ACtx of awake, passively listening animals. In each recording, the untreated right ear (ipsilateral to the recording electrodes) was plugged and sound stimuli were delivered from a speaker opposing the contralateral ear. Note that for all neurophysiology experiments, a double earplug control recording was performed immediately after each unilateral stimulation experiment ( Figures S2E-S2G ). If acoustic crosstalk was suggested by a persistence of responsiveness after bilateral earplugging, data from those sites were excluded from further analysis (37/728 recording sites).
Ouabain eliminates most SGNs within minutes of application followed by a gradual loss of remaining synapses over subsequent months (Yuan et al., 2014) . Accordingly, we observed a marked drop in the wave 1b growth function between controls and 7 days postouabain, that was eliminated altogether by 30 days (Figures 2D and 2G ). Higher brain regions showed the opposite trend. We averaged across all unit recordings, both tone-responsive and unresponsive, to provide the most direct basis of comparison to the ABR. In the IC, tone-evoked growth functions from the treated ear increased from 7 to 30 days, but did not recover to control levels ( Figures 2E and 2H ). Simultaneously recorded ACtx activity revealed persistent responses at 7 days that recovered to levels even greater than control responses by 30 days (Figures 2F and 2I) .
These findings highlight an increased central gain that compensates for diminished afferent input (Qiu et al., 2000; Schuknecht and Woellner, 1953; Wake et al., 1996) . Compensatory plasticity at the level of the cortex may provide a parsimonious explanation for why mice-like humans on the ANSD spectrum-can exhibit normal tone detection despite the absence of an ABR or acoustic reflexes. Psychophysical studies in ANSD subjects have described relatively normal thresholds for sound intensity discrimination, yet major impairments in the perception of temporal features such as interaural time differences, gaps in noise, and speech (Zeng et al., 2005) . We propose that this perceptual dichotomy can be explained by an increased central gain that reinstates coding for basic sound features represented by variations in overall spike rate, but is insufficient for (or perhaps even detrimental to) the recovery of temporally complex feature representations that rely on precise spike timing.
Central Gain Progressively Restores the Representation of Sound Level and Frequency after Cochlear Denervation
To test this hypothesis, we explored whether the increased central gain noted between 7 and 30 days was sufficient to restore a neural firing rate code for intensity and tone frequency. Ratelevel functions for each sound-responsive site were analyzed (broadband noise stimulus, 4-64 kHz, 100 ms in duration, 0-80 dB SPL, and 5 dB steps; Figures 3A and 3B ). Thresholds were substantially elevated at 7 days, but recovered by approximately 20 dB by 30 days in both brain areas. Threshold shifts were significantly less pronounced overall in ACtx than IC ( Figure 3C ). Sound-evoked IC spiking remained depressed after cochlear denervation, even after 30 days ( Figure 3D ). In ACtx, however, the firing-rate growth function slope was significantly steeper after cochlear denervation, such that the incremental change in spiking per incremental step in SPL was increased at both 7 and 30 days compared to controls, a hallmark of enhanced gain. Similar effects were noted in recordings of isolated single units ( Figure S3 ). Changes in sound-evoked firing rate were not accompanied by significant differences in spontaneous firing rate relative to control (data not shown, unpaired t tests, and p > 0.05 after Bonferroni correction for multiple comparisons).
To understand whether changes in the neural representation of sound level amounted to a change in stimulus coding accuracy, we used a PSTH-based classifier (see Experimental Procedures) to decode sound level from single trials of ensemble activity in the IC and ACtx. Confusion matrices depict the mean assignment of stimulus identity based on firing patterns from IC and ACtx units, where correct classification falls along the upward diagonal (20 units per ensemble, Figures 3E-3G , IC, and 3I-3K, ACtx). The mean probability of correct classification is plotted separately for IC and ACtx ( Figures 3H and 3L , respec- (G) Mean ABR wave 1 pure tone growth functions, (F(2) = 52.0, p < 0.01, and between groups ANOVA), and population spiking growth functions measured from all recording sites, whether tone-responsive or not, from IC (H, n = 319 sites, F(2) = 171.5, p < 0.01, and between groups ANOVA) and ACtx (I, n = 298 sites, F(2) = 19.2, p < 0.01, and between groups ANOVA). The error bars represent SEM. tively). Sound-level classification is profoundly disrupted 7 days after ouabain, particularly at low sound levels ( Figures  3F and 3J ). We observed a near-complete recovery of sound level decoding accuracy by 30 days. In the IC, decoding accuracy at high sound levels matched controls, while lower levels (<50 dB SPL) remained modestly reduced ( Figure 3H ). Remarkably, sound level classification in ACtx was significantly more accurate across the full range of sound levels 30 days after cochlear denervation compared to control recordings ( Figure 3L ). This can be attributed to a greater dispersion of cortical thresholds at 30 days compared to control (SD of thresholds = 19.78 and 11.47, respectively, Figure 3C ) and steeper growth in firing rate per unit change in sound level ( Figure 3D ).
To investigate whether recovery extended to other sound features represented by overall changes in firing rate, we compared pure tone frequency response areas (FRAs) in tone-responsive IC and ACtx sites 7 and 30 days after contralateral denervation (0-70 dB SPL, 4-64 kHz in 0.15 octave increments; Figures  4A-4D ). Frequency response functions were then reconstructed from a 10 dB range surrounding the preferred sound level from each FRA ( Figures 4E and 4F ). The robustness of frequency tuning was assessed with a neural d' metric (see Experimental Procedures; Figures 4G and 4H) .
In control recordings, tone-evoked multiunit activity was robust, low threshold, and well defined ( Figure 4A ). Frequency tuning was virtually absent 7 days after cochlear denervation in the IC, but had partially recovered to control levels by 30 days (Figures 4B, 4E, and 4G) . By contrast, ACtx frequency tuning was robust 7 days after ouabain. By 30 days, tone-evoked responses were significantly greater than controls, while still maintaining a clearly defined single-peaked tuning profile (Figures 4D and 4F) . Although FRA tuning quality never fully recovered to control levels in the IC, FRA quality in ACtx remained at control levels at both recovery times ( Figure 4H ). Similar effects were noted in recordings of single units ( Figure S4 ).
Temporal Coding Is Persistently Impaired after Cochlear Neuropathy
Increased central gain, particularly in ACtx, was sufficient to restore basic neural and perhaps perceptual ( Figures 1G and  1H ) sensitivity to sound, which is reminiscent of audibility and intensity discrimination that is preserved in ANSD patients (Zeng et al., 2005) . More complex features, such as temporal fluctuations in the sound pressure envelope, depend on essential processing from peripheral and brainstem circuits that may suffer the brunt of denervation without reaping the benefits of the compensatory plasticity observed at higher processing stations. We therefore turned our attention to temporal decoding accuracy after cochlear afferent denervation using trains of broadband chirp stimuli.
In control recordings, IC unit spiking was synchronized throughout chirp trains with minimal jitter in spike timing ( Figure 5A ). After cochlear denervation, first spike variability significantly increased across recovery time in IC units, while in the ACtx, where spiking was non-synchronized and relatively imprecise to begin with, variability was not significantly changed any time after cochlear denervation ( Figure 5B ). Chirp train synchronization was quantified as the cycle-by-cycle vector strength, a term that uses a range of À1 to 1 to indicate the precision and the reliability with which spikes were aligned to each cycle of the stimulus (Yin et al., 2011) . IC units in control mice synchronized to chirp rates up to $100 Hz. Chirp train synchronization did not recover to control levels after either 7 or 30 days of recovery ( Figure 5C ). At higher stages of central processing, temporal modulation can be represented either by synchronized responses (a spike timing code) or non-synchronized responses (a spike rate code) (Wang et al., 2008) . If central gain can compensate for coding schemes based on rate, but not timing, we would predict a more extreme deficit in encoding pulse trains with fine temporal resolution. To test this hypothesis, we trained the PSTH-based decoder to classify chirp rate from single-trial spiking activity, while explicitly varying the temporal bin and ensemble sizes. In control recordings, IC units can optimally decode stimulus modulation rate with small ensembles and precise spike timing (Figure 5D) . At 1 week after cochlear denervation, classification is at chance with all coding schemes. By 30 days, modulation-rate classification remained impaired by as much as 40% with small ensembles and fine temporal resolution, yet accuracy was restored nearly to control levels when chirp train frequency was decoded with coarse resolution across larger ensembles ( Figures 5D and 5E ). In ACtx, the distribution of spikes over time (i.e., the PSTH) provided comparatively little information about chirp rate ( Figures 5D and 5F ).
Cochlear Neuropathy Degrades Neural Coding and Discrimination of Speech Sounds
One of the distinguishing features of ANSD is that patients can hear speech without understanding it (Berlin et al., 2010; Starr et al., 1996; Zeng et al., 2005) . We propose that this perceptual dichotomy is consistent with a central gain process that can restore spike rate codes, but not spike timing codes. While precisely timed encoding of chirp trains was clearly disrupted after ouabain treatment, we sought to test this hypothesis more directly using broadband, temporally complex, and naturalistic stimuli, while avoiding potential confounds associated with behaviorally relevant conspecific vocalizations. Therefore, we investigated the neural encoding of human speech tokens in ouabain-treated mice.
Consonant-vowel-consonant combinations were digitally resynthesized to span the mouse hearing range without distorting the spectrotemporal envelope of the source signal ( Figure 6A ). Speech tokens evoked strong responses from IC and ACtx units before and 30 days after ouabain, but not at 7 days ( Figure 6A , right). We presented 12 speech tokens that varied by vowel, place of articulation (POA), and voice onset timing (VOT; Figure 6B ).
Neural decoding of speech tokens was determined from PSTHs binned at temporal resolutions spanning 1-100 ms. Overall performance improved between 7 and 30 days in the IC, (E and F) Mean frequency response functions are derived from the most effective sound level and centered on the best frequency (BF) for all toneresponsive recording sites. In the IC (E), response magnitude at BF is significantly greater at 30 days postouabain compared to 7 days (p < 0.005), but is still significantly lower than that observed in the control group (p < 0.001).
Conversely, in the ACtx (F), tone-evoked responses in the 7 day group were not significantly suppressed compared to control (p = 0.6), while peak responses in the 30 day group were significantly higher than control (p < 0.05).
(G and H) FRA quality was assessed using a d-prime metric, which quantifies the separability of firing rate distributions drawn from frequencies within versus outside the receptive field boundary (see Supplemental Information). In the IC (G), d-prime values were significantly lower at 7 days compared to control. They were significantly higher in the 30 day group, but did not recover to control levels. In the ACtx (H), d-prime values were not significantly different across groups. Between groups ANOVA was used to test statistical significance. The horizontal lines above the scatter plots indicate pairwise statistical significance after correcting for multiple comparisons. See Table S1 for complete reports on each statistical test. The error bars represent SEM.
except at 1 ms resolution, which was nearly optimal for speech decoding in control recordings ( Figure 6C ). In ACtx, persistent deficits in speech decoding were observed 30 days after ouabain treatment, specifically when spike trains were binned with finer temporal resolution ( Figure 6D ), indicating that the same compensatory plasticity that improved level and frequency encoding could not completely salvage the cortical representation of speech tokens. Similar effects were noted in recordings of single units ( Figure S5 ). We constructed confusion matrices for speech classification from ensembles of IC ( Figures 6E-6G ) and ACtx units ( Figures  6I-6K ) using the optimal temporal bin size determined for each brain area and experimental group. Word order for confusion matrices matches the linguistic schematic in Figure 6B , therefore error patterns for neighboring words indicate a concordance between human phonetic and mouse neuronal categorizations. To investigate this further, classification was broken down into correct assignment versus erroneous classification to a word that differed according to POA, VOT, vowel, or ''Other'', a word varying in more than one of the previous categories ( Figures 6H and  6L) . At 30 days after ouabain, a disproportionately high number of classification errors were attributed to POA or VOT, while vowel confusion remained relatively low. This suggests that more errors were made resolving the rapid temporal fluctuations that determine consonant identity, rather than the spectral distinctions between vowels.
Compensatory Gain Enhancement Is Competitive, Not Cooperative
In order to test whether plasticity after cochlear denervation reflects a global, cooperative process or an input-specific competitive process, we compared the contralateral and ipsilateral ear frequency tuning functions for individual recording sites (Figure 7A ). As expected, we observed a contralateral bias in control IC and ACtx units ( Figure 7B ). Even though responses to the denervated ear were stronger in ACtx than IC in all mice 7 days after denervation, the aural bias in frequency tuning had shifted to the intact (ipsilateral) ear in nearly every recording site (Figure 7C ). Individual differences emerged 30 days after ouabain treatment. Strong contralateral bias was restored in two mice, a balanced representation was noted in arc121713, while all units maintained an ipsilateral bias in arc12113 ( Figure 7D ). The direction of plasticity-irreversible ipsilateral takeover versus progressive contralateral recovery-bore no obvious relationship to cochlear synaptic survival (synapses per IHC listed in gray).
Increased central gain observed at 30 days could be a heterosynaptic, cooperative plasticity process that would scale up responses to all afferent inputs impinging upon IC or ACtx units, including the unmanipulated ipsilateral ear. Alternatively, inputs from the ipsilateral ear could compete for representational dominance with the denervated contralateral ear, thereby thwarting its recovery of function. As evidenced by the cumulative probability distribution plots of peak spike counts in control and ouabain-treated animals ( Figure 7E ), contralateral and ipsilateral response magnitudes were modulated in a ''push pull'' fashion over time, implicating a competitive plasticity whereby units display enhanced responsiveness is input specific.
Contra/ipsi bias is summarized in Figure 7F , where the areas under the tuning functions for each single site were subtracted from each other such that resultant negative values indicated ipsilateral bias, while positive values indicated contralateral bias. The overall shift from contralateral bias in the control group, to initial ipsilateral bias 7 days after ouabain, and finally a return toward contralateral bias after 30 days, further highlights the dynamic, bidirectional nature of plasticity in the adult cortex and midbrain after peripheral denervation (Cheung et al., 2009) .
Signaling from an Intact Ear Facilitates Recovery of Function
The competitive interaction between the contralateral and ipsilateral ears suggested that greater recovery of function might be possible if the ipsilateral ear was also denervated, so as to eliminate its competitive advantage. Indeed, ongoing signaling from an intact ear or ipsilateral skin surface can exaggerate response depression and impede the proper integration and plasticity of reinstated contralateral sensory representations (Glazewski et al., 2007; Kral et al., 2013) . On the other hand, more extensive peripheral deafferentation in adult animals can silence the cortex to the point where only very limited reorganization is observed, suggesting that recovery of function would be less robust if both ears were denervated (Keck et al., 2008;  Probability of correct classification Classification probability "pod"
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"geed" (C and D) Mean probability of veridical speech token classification from single trials of ensemble spiking in IC (C) and ACtx (D) using PSTH bin sizes ranging from 1 ms to 100 ms. In IC, the classification performance is significantly impaired after ouabain treatment (F(2) = 16.8, p < 0.01). Although there is a trend for improvement between 7 and 30 days posttreatment for bin sizes larger than 1 ms, this is not significant (p = 0.06). The significant impairment is also seen in ACtx after ouabain treatment (F(2) = 27.16, p < 0.01). From 7 to 30 days posttreatment, the classification performance significantly improves, (p < 0.01), but not to the level of control (p < 0.01).
(E-G) Confusion matrices showing mean ensemble classification for IC recordings using the optimal bin size in control (E), 7 days postouabain (F), and 30 days postouabain (G) conditions. (H) Correct and erroneous classification probabilities.
(I-L) Same as (E)-(H), but for ACtx ensembles. The classification errors persist in ACtx at 30 days, even at the optimal bin size, particularly for tokens that differ by POA or VOT. Between groups ANOVA was used to test the statistical significance. The error bars represent SEM. Merzenich et al., 1984; Robertson and Irvine, 1989) . To address these competing hypotheses, we implanted tetrodes into the ACtx of an additional cohort of mice that underwent bilateral ouabain treatment (n = 6; Figures 8A and 8B ). Tetrode recordings allowed us to track the loss and recovery of single unit spike rates over time from a single brain area, rather than comparing cortical and midbrain recovery at specific time points ( Figure 8C ). Sound-evoked activity in the auditory nerve was effectively abolished in both ears, as assessed by wave 1b of the ABR (Figure 8D) . Sound-evoked spiking from the contralateral ear was abolished 7 days after binaural ouabain, but partially recovered by 30 days, albeit to a far lesser degree than was observed after unilateral ouabain (compare Figures 8E-8G with Figure 2I ). Input gain was depressed at 7 days, but then returned to predenervation levels by 30 days, in contrast to elevated gain at both time points with unilateral denervation (compare Figure 8H with Figure 3D) . Sound level decoding after bilateral denervation was completely eliminated at 7 days with only modest recovery by 30 days, in contrast to the partial loss at 7 days and supranormal decoding at 30 days after monaural denervation (compare Figures 8I-8L with Figures 3I-3L ). These findings suggest that the presence of ongoing signaling from the intact ipsilateral ear helps, rather than hinders, the eventual recovery of function from the denervated, contralateral ear. 
DISCUSSION
Here, we report that profound cochlear neuropathy nearly eliminated the ABR and startle reflex, but left otoacoustic emissions and behavioral tone detection largely intact (Figure 1) . Whereas tone-evoked responses from the auditory nerve became progressively weaker after ouabain, tone-evoked activity from ACtx rebounded to the point where it was even greater than control levels (Figure 2 ). The recovery of spike rate-based decoding of sound level ( Figure 3 ) and frequency ( Figure 4 ) was more rapid and complete in ACtx than IC. By contrast, trial-by-trial reliability, spike timing precision, and decoding accuracy for pulse trains and speech tokens did not recover to the same degree ( Figures  5 and 6 ). We found that recovery of function appeared to be governed by a competitive plasticity process requiring the denervated ear to ''earn back'' the territory appropriated by the intact ipsilateral ear shortly after denervation (Figure 7 ). Although the ipsilateral ear competed for representational salience with the denervated contralateral ear, its presence nevertheless facilitated recovery of function; sound-evoked activity was completely absent 7 days after bilateral denervation and exhibited a comparatively modest recovery of spike rate decoding when tested at the 30 day time point (Figure 8 ). There is extensive in vivo evidence for compensatory central gain increases following peripheral insult in a variety of hearing loss models, though recovery has never been demonstrated from an afferent loss this specific or extreme (Auerbach et al., 2014; Cheung et al., 2009; Qiu et al., 2000; Schuknecht and Woellner, 1953; Wake et al., 1996) . Whether as a consequence of acute trauma or normal aging, SGNs degenerate and the bandwidth of information transmitted from the cochlea to the brain decreases. Neuropathy begins as a loss of synaptic contacts between SGNs and IHCs. With time, the pathology extends to include the retraction of peripheral SGN processes and, ultimately, the death of SGNs at a rate of approximately 1,000 per decade in humans (Makary et al., 2011) . A ''moderate'' loss of cochlear afferent synapses ($50%) has been associated with a so-called ''hidden hearing loss'' that manifests as an inability to properly encode temporal envelope cues and a reduction in ABR amplitude without a commensurate shift in ABR or audiometric thresholds (Bharadwaj et al., 2015; Kujawa and Liberman, 2009 ).
More extreme afferent loss can underlie ANSD, characterized by the absence of an ABR, profound temporal processing deficits, and an inability to extract intelligible information from speech, even when audibility thresholds are relatively normal (Starr et al., 1996; Zeng et al., 2005) . Our mouse model captures each of the defining features of ANSD observed in human patients. However, our findings challenge the widespread assumption that preservation of thresholds and intensity discrimination despite devastating impairments in temporal processing and speech reception must be attributable to a dys-synchronization of spike timing in auditory nerve fibers (Berlin et al., 2010; Zeng et al., 2005) . Auditory nerve dys-synchronization has never been specifically or directly demonstrated in ANSD. Instead, our findings point toward an alternative etiology: a compensatory plasticity at higher stages of the CNS following profound afferent degeneration that can support the recovery of rate coding for rudimentary sound features, but not precise temporal firing patterns.
Auditory brainstem neurons can encode fluctuations in the acoustic source signal on the order of tens of microseconds while maintaining sustained firing rates above 1 kHz. This remarkable high speed processing is supported by unique synaptic architecture, inhibitory circuitry, and biophysical specializations not found at higher auditory centers Mathews et al., 2010; McGinley et al., 2012) . What higher auditory neurons lack in specialized high-speed decoding, they make up for in intrinsic and synaptic properties that maintain plasticity well into adulthood. The remarkable plasticity of the adult ACtx is derived from several characteristics not observed in most lower auditory nuclei: (1) massive convergence, such that a given ACtx neuron receives subthreshold input from a wide range of sound frequencies and afferent sources (Chen et al., 2011; Hackett et al., 2011) , (2) co-tuned, but temporally offset synaptic excitation and inhibition that prevents all but the largest and fastest subthreshold inputs from eliciting action potentials (Tan et al., 2004; Wehr and Zador, 2003; Wu et al., 2008) , (3) dense input from neuromodulatory nuclei that can temporarily disable inhibitory control and rapidly rescale the strength of latent inputs through Hebbian processes (Froemke et al., 2007 (Froemke et al., , 2013 Letzkus et al., 2011) , and (4) homeostatic mechanisms that maintain neural activity near a set point (Kotak et al., 2005; Seybold et al., 2012; Yang et al., 2011) .
In this light, the compensatory gain control described here may represent the default homeostatic response of higher auditory circuits deprived of bottom-up afferent drive. The intrinsic gain enhancement may facilitate a rapid and complete recovery of sensitivity to diminished afferent inputs, but this recovery does not extend to-and indeed may even interfere with-precise temporal coding. Moreover, the increased gain needed to restore activity levels to a homeostatic set point can push cortical networks toward unstable states of heightened excitability that may underlie tinnitus and hyperacusis (Auerbach et al., 2014) . Further recovery in temporal processing fidelity (Engineer et al., 2015; Zhou and Merzenich, 2009 ) and complex sound discrimination (Whitton et al., 2014) may be possible in the sensory impaired if these default compensatory processes are augmented by sensory rehabilitation paradigms that engage untapped Hebbian plasticity mechanisms.
EXPERIMENTAL PROCEDURES
Many additional details for each of the subheadings below can be found in the Supplemental Information.
Animals and Cochlear Denervation
All procedures were approved by the Animal Care and Use Committee at the Massachusetts Eye and Ear Infirmary and followed guidelines established by the NIH for the care and use of laboratory animals. Unilateral cochlear denervation was performed on 25 male CBA/CaJ mice, 8-10 weeks old. Bilateral denervation experiments were carried out on an additional six adult male mice (B6129 hybrid background). Selective elimination of Type-I SGNs was achieved by applying a 1 mM solution of ouabain octahydrate (Sigma) and sterile water to the round window niche, as described previously (Lang et al., 2005; Yuan et al., 2014) .
Measurements of Cochlear Anatomy and Physiology
Lengths of cochlear whole mounts were measured and converted to cochlear frequency. Confocal z stacks were obtained in the IHC area. ABR stimuli were 5-ms tone pips (8, 16, and 32 kHz pure tones, from 20-80 dB SPL in 5 dB steps). The 2f1-f2 distortion product otoacoustic emission (DPOAE) SPL was recorded in the ear canal using primary tones with a frequency ratio of 1.2, with the level of the f2 primary set to be 10 dB less than f1 level, incremented together in 5 dB steps.
Behavioral Experiments
For acoustic startle testing, mice were fit with an earplug in one ear and placed into a small cage resting atop a piezoelectric sensor plate. An 8 kHz tone (70-110 dB SPL) was presented at varying time intervals from an overhead speaker. Startle response amplitude was measured as the maximum peakto-peak voltage of the force plate signal shortly after sound presentation. Conscious perception of tones was measured with an auditory avoidance task (Guo et al., 2015) . Unilaterally plugged mice crossed from one side of an acoustically transparent rectangular enclosure to another upon the presentation of an 8 kHz pure tone (10-90 dB SPL) in order to avoid a weak foot shock (0.3-0.5 mA).
Chronic Recording Probe Implantation
For unilateral denervation experiments, mice were implanted with multichannel silicon probes in ACtx and IC (177 mm 2 contact area; NeuroNexus Technologies). For bilateral denervation experiments, mice were implanted with a microdrive array containing four independently moveable tetrodes (Neuralynx). Tetrodes were constructed by twisting together four nichrome wires (12.5 mm in diameter, Stablohm 650 wire, California Fine Wire) and then electroplating each microwire with gold to reach an impedance of 0.5-1 MU.
Neurophysiology Data Collection
For unilateral denervation experiments, mice were placed in a small, acoustically transparent chamber just large enough for their body. Recording was paused if the mouse closed its eyes, reared, or moved its head from the target position. For bilateral denervation experiments, recordings were made under head restraint. Multiunit spikes were detected as threshold-crossing events using an objective, adaptive thresholding procedure in which the threshold was set to 3.5 SDs from the mean of a 10 s running average.
Stimuli and Data Analysis
Stimulus-driven sites were identified by binning the PSTH at 10 ms resolution and determining if a single bin in the stimulus-evoked period (the duration of the stimulus plus 50 ms) was more than three SDs above the spontaneous firing rate distribution. FRAs were delineated from 990 pseudorandomly presented tone pips. Rate-level function gain and threshold were determined from a two-tailed, six parameter Gaussian fit. Synchronization was measured using frequency-modulated chirps (1 ms in duration spanning 4-64 kHz presented at rates ranging from 1-300 Hz). Speech tokens were synthesized from 12 consonant-vowel-consonants shifted by four octaves without temporal distortion. PSTH classifier models compare the ensemble single trial spike train evoked by a given stimulus to ensemble spike trains responses elicited by all other stimuli. The single trial response is classified to the stimulus to which the Euclidean distance is smallest. For sound level classification, the margin of error for correct classification was ± 5 dB from the actual presented stimulus (Figures 3 and 8 ). 
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