Data-model integration plays a critical role in assessing and improving our capacity to predict ecosystem dynamics. Similarly, the ability to attach quantitative statements of uncertainty around model forecasts is crucial for model assessment and interpretation and for setting field research priorities. Bayesian methods provide a rigorous data assimilation framework for these applications, especially for problems with multiple data constraints. However, the Markov Chain Monte Carlo (MCMC) techniques underlying most Bayesian calibration can be prohibitive for computationally-demanding models a n d large data sets. We describe an alternative method, Bayesian model emulation of sufficient statistics, that can approximate the full joint posterior density, is more amenable to parallelization, and provides an estimate of parameter sensitivity. Analysis involved informative priors constructed from a meta-analysis of the primary literature, and introduced novel approaches to the specification of both model and data uncertainties, including bias and autocorrelation corrections on multiple data streams. We report the integration of this method within an ecological workflow management software, Predictive Ecosystem Analyzer (PEcAn), and its application and validation with two process-based terrestrial ecosystem models: SIPNET and ED2. In a test against a synthetic dataset, the emulator was able to retrieve the true parameter values. A comparison of the emulator approach to standard "bruteforce" MCMC involving multiple data constraints showed that the emulator method was able to constrain the faster and simpler SIPNET model's parameters with comparable performance to the bruteforce approach, but reduced computation time by more than two orders of magnitude. The emulator was then applied to calibration of the ED2 model, whose complexity precludes standard (bruteforce) Bayesian data assimilation techniques. Both models are constrained after assimilation of the observational data with the emulator method, reducing the 1 5 10 15 20 25 30 Biogeosciences Discuss., https://doi.org/10.5194/bg-2018-96 Manuscript under review for journal Biogeosciences Discussion started: 26 February 2018 c Author(s) 2018. CC BY 4.0 License.
. Comparison of bruteforce and emulator approaches for a univariate example. The computationally costly step of running the model is parallelizable for the emulator, whereas in the bruteforce approach it needs to be run at every MCMC iteration sequentially. Emulator is built on the pairs of the initial parameter set (pink points on x-axis; P) and the sufficient statistics (T) values on the y-axis. These design points in the P-T space, or knots (black dots) are obtained by evaluating the full model. Next, a Gaussian statistical process is fitted (blue solid line) with error estimates for prediction (red dashed lines).
Once the emulator is constructed, a new parameter value will be proposed (green box on the x-axis). Finally, values that the response variable can take (green segment) given the newly proposed parameter will be estimated using the emulator.
Methods

Emulator-based calibration
A primary methodological focus of this paper is on the technique of parameter data assimilation using a model emulator. The general workflow of the emulator method ( Figure 1) is:
(1) Propose initial N KNOTS parameter sets As a first step (1), it is critical to decide carefully where in parameter space the full model will be evaluated. This step is nontrivial because the dimensionality of parameter space increases rapidly with the number of parameters, meaning that exhaustive searches of parameter space are not possible. Furthermore, the total number of model evaluations is usually limited due to the computational costs of running the full model. As the emulator is an approximation, adding more design points to explore the parameter space means less approximation error. However, due to the trade-off between the accuracy and the clock time, we also do not want to propose too many knots. Therefore, we need to choose a design that maximizes information from a limited number of runs. Proposing points at random is inefficient because some points will be close together and thus uninformative -in practice a sampling design that is over-dispersed in parameter space is preferable. Here, we use a Latin Hyper Cube (LHC) design whereby a sequence of values is specified for each parameter that has the same length as the total number of samples and then each sequence is randomly permuted independent of the others to construct the overall design matrix. In the current application, the sequences for each variable are constructed to be uniform quantiles of the prior distributions (see section, Model information and priors), which results in greater sampling in the regions of higher probability and less sampling in the tails.
The second step (2) is to evaluate the full model using the proposed parameter sets, and it is the only step where we run the full model. As these model runs are independent of each other, they can be performed in parallel. Next (step 3), a sufficient statistic (T) is calculated by comparing each model output to each data set ( Fig. 1) . We treat the deviations of model predictions from data in terms of sufficient statistics (T), instead of the likelihood itself, because we want to estimate datamodel parameters, such as the residual error, as part of the MCMC. For example, assume the residuals (discrepancy between model prediction and data) are distributed Gaussian. In this case, T for a Gaussian likelihood would be the sum of squared residuals, Σ(y i -μ i ) 2 , where y is the observation at mu is the model prediction: we can update the model errors (τ C and τ H2O ) for each response variable conditional upon the emulated T. However, both the construction and evaluation of the emulator for each T can be done in parallel, therefore, building more than one emulator does not defy the purpose of reducing computational costs.
In this study, we fitted a Gaussian process (GP) model as our statistical emulator, using the "mlegp" (v3.1.4) package in R (Dancik, 2013) . GP assumes that the covariance between any set of points in parameter space is multivariate Gaussian, with the correlation between the points decreasing as the distance between them increases (mlegp uses power exponential autocorrelation function). We chose a GP model as our emulator because of its desirable properties: First, because GP is an interpolator rather than a smoother it will always pass exactly through the design points. Second, GP allows for the estimation of uncertainties associated with interpolation -uncertainty for a GP model will converge smoothly to zero at the design points (knots, Fig. 1 ). Third, among non-parametric approaches, GP is shown to be the best emulator construction method . The GP model is essentially the anisotropic multivariate generalization of the Kriging model commonly employed in geostatistics (Sacks et al., 1989 ). Because we are dealing with a deterministic model, we assume that the variance at a lag of distance zero, known as the nugget in geostatistics, is equal to zero, but this assumption could be relaxed for stochastic models. We do not go into further details of GP modeling, or its comparison to other emulator methods since both are well-documented elsewhere (e.g. Kennedy and A. O'Hagan, 2001; Rasmussen and Williams, 2006) .
Once constructed, we pass the emulator to an adaptive Metropolis-Hastings algorithm (Haario et al., 2001) with block sampling, i.e. proposing new values for all parameters at once (Step 5). In the MCMC, we use the GP to estimate T for both the current and proposed parameter set (5b). GP provides a mean and the variance for the estimated values (here T) given the parameters. To propagate this interpolation uncertainty, it is important to draw the T stochastically from the GP, and draw new values for both the current and proposed parameter set at each iteration. Once the process-model parameters are updated according to the Metropolis ratio of current and proposed posteriors, statistical parameters of the likelihood can be updated via Gibbs sampling conditional upon the updated process-model parameters (5f).
To build the emulator, the knots need not be dependent on one another in a Markovian sense. This is in contrast with traditional optimization and MCMC algorithms that only leverage the current set of parameter values when proposing new parameters. The independence of runs here allows us to efficiently leverage all previous runs, in addition to the model evaluations from this step, to iteratively refine the emulator (step 6). Iteratively proposing additional knots over multiple rounds can be more effective because each round refines our understanding of where the posterior is located in parameter space, allowing new design points to be proposed where they provide the most new information. In this study, new points were added by proposing 20% of the new knots from the original prior distribution and 80% from the posterior of the previous emulator round. Unless otherwise noted, all emulator calibrations in this study were run in 3 rounds, each with 100K iterations of 3 MCMC chains, using a total of p 3 design points for p parameters. We compared the emulator approach to the Differential Evolution Markov Chain with snooker update algorithm (DREAMzs) as it is one of the fastest converging algorithms known in the literature (Laloy and Vrugt, 2012) . The implementation of DREAMzs was provided by the BayesianTools package (Hartig et al., 2017) which is called within the bruteforce data assimilation framework of PEcAn (v1.4.10), an ecosystem modeling informatics system (LeBauer et al., 2013) . The emulator framework has also been implemented in PEcAn. Both ecosystem models (see next section) used in this study were coupled to PEcAn and the specific runs reported in this paper are given in the supplementary material, 
Multi-objective parameterization
We focus on three joint data constraints from Bartlett Experimental Forest, NH (Lee et al., 2018 ; also see supplement, Study site): Net Ecosystem Exchange (NEE) and latent heat flux (LE) as measured by the eddy-covariance tower, and soil respiration (SoilResp) as sampled within the inventory plots.
NEE and LE data were u* filtered to eliminate time periods of poor mixing. A conservative u* of 0.40 was selected, which results in an elimination of 76% of the night-time data. Flux data was not gap-filled because this results in a model-model comparison rather than a model-data comparison. The error distribution of flux data are known to be both heteroskedastic, with variance increasing with the magnitude of the flux, and to have a double exponential distribution rather than a normal (Richardson et al., 2006) . Because of this, we model the likelihood of flux data as: Because NEE and LE data are time-series, we cannot treat each residual as independent. To reduce the influence of error autocorrelation on parameter estimation, we correct the likelihoods by inflating the variance terms by N/N eff where N is the sample size and N eff is an estimate of the effective sample size based on the autocorrelation of the residuals. However, estimating N eff is not straightforward to do within the MCMC because, paradoxically, a poor model prediction would end up with higher autocorrelation on the residuals, making the N eff smaller and the values producing those model outputs more likely. We also cannot calculate the autocorrelation on the data itself, because flux data contain considerable observation error, making the N e ff larger than it should be (i.e. also paradoxically indicating that the data provide more information the larger the observation error). To address these apparent paradoxes we propose a two-step approach to estimating effective sample size. First, the latent unobserved "true" fluxes were estimated via a state-space time series model fitted to the flux data, which allows separation of observation error from process variability (Dietze, 2017b) . So as to not impose external structure on this filtering, we use a random walk process model. Second, the AR(1) autocorrelation coefficient, ρ, was estimated on the latent state time series and N eff was estimated as:
For soil respiration (R d : data, R m : model), we assume a Gaussian likelihood with a multiplicative bias, k, and a variance σ 2 R which takes the form R d ∼ N ( k ⋅ R m , σ R 2 ) . The bias term is included to account for the scaling from the discrete soil collars to the stand as a whole. This term was also introduced because observed soil chamber fluxes were typically over twice the ecosystem respiration estimated from the eddy-covariance tower (Phillips et al., 2017) . While the introduction of the bias term makes it impossible for this data to constrain the magnitude of soil carbon fluxes, it does provide information on the shape of the functional response (e.g. temperature dependencies). Due to the coarser time-step, small sample size (n=39), and the introduction of the bias term, no additional autocorrelation corrections were applied to the soil respiration data.
Model information and priors
The two models used in this study are SIPNET (Braswell et al., 2005) and ED2 (Medvigy et al., 2009 ). In the main text we will only describe the aspects of the models related to their calibration, further details of the models and their settings are given in the Supplement. Forest inventory data collected in the tower footprint were used to set initial conditions for the models (Table S1 ). We calibrate the models using data from 2005 and 2006. Both models provide outputs at the same halfhourly time steps as the assimilated flux data. SIPNET is a fast model (~ 5.5 sec per execution, in this study), which makes it suitable for application of traditional bruteforce MCMC methods. In constrast, it takes approximately 6.5 hours for ED2 to complete a single run for this 2-year period, which precludes its bruteforce calibration.
We targeted both the plant physiological and soil biogeochemistry parameters of the models. Unlike SIPNET, it is possible to run ED2 simulations with more than one competing PFTs. To reduce the dimensionality of the calibration for ED2, differences among PFTs were assumed to vary proportionally to the differences among their priors and a parameter scaling correction factor (SF) was targeted by the parameter data assimilation algorithm instead of targeting each parameter per PFT.
The SF operates on the prior CDF probability space [0,1]. For instance, when the SF for a certain parameter is 0.3, it would correspond to the 30% percentile of the parameter prior for each PFT.
We generated the priors and estimates for model parameters based on a Hierarchical Bayesian trait meta-analysis using PEcAn's workflow. Meta-analysis priors were specified by fitting distributions to raw data collected from literature searches, unpublished data sets, or from expert knowledge (LeBauer et al., 2013) . Direct mapping of previous information to model parameters allows us to account for the uncertainties in measurements derived from the collective weight of a large range of studies rather than arbitrarily choosing values from any one study (LeBauer et al., 2017) . The use of literature constraints ensures that the posterior parameter estimates fall within ranges that are biologically plausible, and serves to reduce the problem of equifinality, as parameters that are already well constrained cannot not change as much and thus cannot trade-off with poorly constrained parameters. The parametric prior and posterior distributions of the targeted parameters are given in Table S3 and S4-5 for SIPNET and ED2, respectively. The scaling factors used for common ED2 PFT parameters always has a prior distribution of Beta(1,1) .
Emulator experiments
To test and validate the emulator approach we conducted the following experiments: 1) a test against synthetic data using the emulator with SIPNET, 2) comparison of emulator and bruteforce performances against real-world data using SIPNET, 3) calibrating ED2 with emulator using real-world data, and 4) a scaling test with the emulator to evaluate how the actual clock time varies as a number of design points (full model runs) using SIPNET.
Before these experiments, we conducted an uncertainty analysis (LeBauer et al., 2013; Dietze et al., 2014) to choose the model parameters for calibration. The parameters that can be constrained by data are those that contribute to the model uncertainty for that corresponding variable. Figure 2 shows the plant physiology and soil biogeochemistry parameters of the models that are targeted by the calibration according to this uncertainty analysis. We chose a cut-off value of 0. SIPNET, meaning we only targeted parameters that contribute more than 0.5% of the overall model uncertainty. For ED2, we lowered this threshold to 0.1% because there are more than one PFT that shares the uncertainty. In the end, 9 and 10 parameters were targeted in SIPNET and ED2, respectively (i.e. in the case os ED2, 9 model parameters shown in Fig. 2, plus the multiplicative bias parameter), therefore 9 3 and 10 3 knots were proposed iteratively for their respective calibration with the emulator approach. For ED2, 6 out of the 9 model parameters were plant physiological parameters that are common to all its PFTs, for which we used the scaling factors (Fig. S1 ). Figure 2 . Results of uncertainty analysis in PEcAn for plant physiological and soil biogeochemistry parameters of SIPNET (left) and ED2 (right). The longer the bar the more that parameter contributes to the model prediction uncertainty. The parameters shown above that contribute more than 0.5% (0.1%) uncertainty were chosen to target in calibration of SIPNET (ED2) and are shown above.
We first tested the emulator performance on retrieving true values using a synthetic dataset. We generated a random parameter set for the SIPNET parameters shown in Fig. 2 , and ran the model forward with these values (Table S3 ). Then, treating the model outputs as a synthetic dataset, we tested whether emulator method posteriors converge on the true values.
As this dataset was generated by the model itself, this approach allows us to assume that we have the perfect model (Trudinger et al., 2007; Fox et al., 2009) . We compared the emulator run in three rounds to an emulator fit to the same number of knots in a single run to test whether increasing the number of knots iteratively is more effective than proposing the same number of knots in the beginning all-at-once. Fig.7 shows how the emulator method scales with more knots using the 'mlegp' R-package and the trade-off between wallclock time vs. the approximation error. As expected, the post-PDA ensemble CI approaches to bruteforce post-PDA CI, in other words the RCI asymptotically converges to zero, while the clock time to increases with the number of knots (Fig. 7a ). Underlying data for (b) can be found at Table S8 .
Emulator scaling
The tradeoff between improved model-data agreement (lower deviance values) vs. wall-clock time suggests the more we explore the parameter space (more knots), the lower the deviance gets in general (Fig. 7b) . Deviance also lowers with number of parameters targeted in general. However, the best fit was not always to the model with most parameters, and the number of parameters of the best fit varied with the number of knots. With lower number of knots we were able to wellconstrain fewer parameters, but with too few parameters we trade-off the ability to get a good fit. The clock time is largely determined by the number of knots, with much lower sensitivity to the number of parameters as number of knots was much greater than (>>) the number of parameters in this study. uncertainty analysis before calibration, which allows parameters to be added to the calibration in order of their contribution to model uncertainty. Finally, we note that the shape of the clock time vs deviance trade-off curves will vary by model as they varied by number of model parameters.
In this study, we tested emulator calibration with number of parameters that are comparable to previous studies, if not higher (Ray et al., 2015 , Huang et al., 2016 Gong and Duan, 2017) . However, running the emulator can also become infeasible, Here we introduced a framework that addresses both the computational and statistical challenges of Bayesian model calibration. We introduced a number of novel approaches, such as: building an emulator on the sufficient statistics surface;
an autocorrelation correction on the latent time series estimated through a state-space model; and introducing of a scaling factor to reduce dimensionality across PFTs. We also standardized and generalized this framework in a open source ecological informatics toolbox, PEcAn, for repeatability and use with other ecosystem models.
Bayesian calibration helps us identify model parameter errors from model structural errors by bringing models and data together. Our study furthers efforts toward reducing model uncertainties showing that the emulator method makes it possible to efficiently calibrate complex models. Here we demonstrated examples and evaluated performances with terrestrial ecosystem models but the application can be generalized to any "big model". Overall, this efficient data assimilation method allows us to conduct more calibration experiments in relatively much shorter times, enabling constraining of numerous models using the expanding amount and types of data.
