This is a continuation of our first paper in [WY16] . There are two purposes of this paper: One is to give a proof of the main result in [WY16] without going through the argument depending on numerical effectiveness. The other one is to provide a proof of our conjecture, mentioned in [TY], where the assumption of negative holomorphic sectional curvature is dropped to quasi-negative. We should note that a solution to our conjecture is also provided by Diverio-Trapani [DT]. Both proofs depend on our argument in [WY16] . But our argument here makes use of the argument given by the second author and Cheng in [CY75] .
Negative holomorphic sectional curvature
By using the argument in [WY16] , we can directly derive the following result in the Kähler setting, without using the notion of nefness. Theorem 1. Let (X, ω) be a compact Kähler manifold with negative holomorphic sectional curvature. Then X admits a Kähler-Einstein metric of negative Ricci curvature. In particular, the canonical bundle of X is ample.
Proof. For t > 0, consider the Monge-Ampère type equation (tω + dd c log ω n + dd c u t ) n = e ut ω n .
(MA) t
Since ω > 0 and X is compact, there exists a sufficiently large constant t 1 > 1 such that t 1 ω + dd c log ω n > 0 on X. Fix an nonnegative integer k and 0 < α < 1. Denote by C k,α (X) the Hölder space with respect to fixed metric ω. Define I = {t ∈ [0, t 1 ] | there is a u t ∈ C k+2,α (X) satisfying (MA) t and tω + dd c log ω n + dd c u t > 0}.
First, note that I = ∅, since t 1 ∈ I. Indeed, (MA) t 1 can be written as
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where
Applying [Yau78] obtains a solution u t 1 ∈ C ∞ (X).
That I is open in [0, t 1 ] follows from the implicit function theorem. Indeed, let t 0 ∈ I with corresponding function u t 0 ∈ C k+2,α (X). Then, there exists a small neighborhood J of t 0 in [0, t 1 ] and a small neighborhood U of u t 0 in C k+2,α (X) such that tω + dd c log ω n + dd c v > 0 for all t ∈ J and v ∈ U .
Define a map Φ :
Then, the linearization is given by
, where ∆ t 0 stands for the Laplacian of metric t 0 ω + dd c log ω n + dd c u t 0 . Thus, we can apply the implicit function to obtain the openness of I.
The closedness is contained in the proof of Theorem 7 in [WY16] . More precisely, for t ∈ I we denote ω t = tω + dd c log ω n + dd c u t , and S = nω n−1 t ∧ ω ω n t , Then (MA) t becomes ω n t = e ut ω n . It follows that dd c log ω
It follows from [WY16, Proposition 9] that
where ∆ ′ is the Laplacian of ω t and κ > 0 is a constant such that −κ is the upper bound of the holomorphic sectional curvature H(ω) of ω. Thus,
.
On the other hand, applying the maximum principle to (MA) t yields
where C > 0 is a generic constant independent of t. It follows from the same process in [WY16] that u t C k+2,α ≤ C. This shows the closedness of I. In particular, 0 ∈ I with corresponding u 0 ∈ C ∞ (X). This gives us the desired Kähler-Einstein metric dd c log ω n + dd c u 0 .
Quasi-negative holomorphic sectional curvature
In this section we seek to extend Theorem 1 to the case (X, ω) has quasi-negative holomorphic sectional curvature, i.e., the holomorphic sectional curvature of ω is less than or equal to zero everywhere on X and is strictly negative at one point of X. We can prove the following result (compare [DT] ):
Theorem 2. Let (X, ω) be a compact Kähler manifold with quasi-negative holomorphic sectional curvature. ThenˆX
The proof uses the following two lemmas.
Lemma 3. Let Θ be a (1, 1) form on a compact Kähler manifold (X, ω) which admits a smooth potential on every coordinate chart U , i.e., Θ = dd c h U for some h U ∈ C ∞ (U ). Then for any smooth function u on X satisfying Θ + dd c u ≥ 0 on X,
where β and C are positive constants depending only on Θ and ω.
The proof of Lemma 3 is essentially a globalization of the local estimate in [Hör90, p. 97, Theorem 4.4.5] via the Green's formula on a compact manifold, which becomes standard by now. In fact, Lemma 3 has been known to the second author since the late 1970s.
The next lemma can be viewed as a special case of the second author with Cheng [CY75, p. 335, Theorem 1].
Lemma 4. Let v be a negative C 2 function on a compact Kähler manifold (X, ω).
Proof of Lemma 4. Note that
Integrating both sides against ω n over X yieldŝ
, which is the desired estimate.
Corollary 5. Let Θ and u satisfy the condition of Lemma 3. That is, let Θ be a (1, 1) form on a compact Kähler manifold (X, ω) admitting a smooth potential on every coordinate chart U , and let u ∈ C ∞ (X) satisfy Θ + dd c u ≥ 0 on X. Then
where C > 0 is a constant depending only on Θ and ω. Consequently, for any sequence {u l } ∞ l=1 of smooth functions on X satisfying Θ + dd c u l ≥ 0, the sequence log(1 + max
is relatively compact in L 2 (X).
Proof of Corollary 5. By the hypothesis Θ + dd c u ≥ 0 we have
Applying Lemma 4 to v = u − max X u − 1 yieldŝ
where the constants C > 0 and β > 0 depend only on Θ and ω. Observe that t ≥ log t, for all t ≥ 1.
Then,
Hence,
Choose a large integer N such that N β ≥ 2. Since β depends only on Θ and ω, so is N . Applying Hölder's inequality, if needed, yieldŝ
where C 1 > 0 is a constant depending only on Θ and ω. Therefore, we have established inequality (4), which implies the second statement, in view of the standard Rellich Lemma (see [Heb99, p. 37, Theorem 2.9] for example).
Let us now proceed to show Theorem 2.
Proof of Theorem 2. We shall use the continuity method, as in the proof of Theorem 1. Let u t ∈ C ∞ (X), t > 0, be the solution of
with ω t ≡ tω + dd c log ω n + dd c u t > 0 on X. Let I be the interval defined by (1) in the previous proof. Then, I contains a large number t 1 and I is open, by the same argument in the proof of Theorem 1.
We claim that I contains every t in the interval (0, t 1 ] provided that the holomorphic sectional curvature H(ω) ≤ 0 (which, in particular, implies that K X is nef if H(ω) ≤ 0; compare [TY] ). Fix an arbitrary t 2 ∈ (0, t 1 ). For any t 2 ≤ t ≤ t 1 , by (2) we have
since H(ω) ≤ −κ with κ ≥ 0 on X. By the standard maximum principle,
On the other hand, applying the maximum principle to the Monge-Ampère equation yields
Here and below, we denote by C > 0 a constant depending only on n and ω, unless otherwise indicated. Processing as [WY16] yields
This implies the estimate for u t up to the second order. The estimate constants may depend on t 2 , which is fixed. One can then apply, either the local Hölder estimate of the second order, or the third order estimate, to obtain a bound for the C 2,α (X)-norm of u t ; and hence a bound for C k,α (X)-norm of u t . The bound may depend on t 2 . This show the closedness of I up to the subinterval [t 2 , t 1 ]. In particular, t 2 ∈ I. Since t 2 is arbitrary, we have proven the claim.
Using the claim, to prove (3) it is equivalent to show lim sup
as t → 0. Using inequality (2) again we have
where we apply the Netwon-Maclaurin's inequality
Integrating against ω n t over X yields
Since t 1 ω + dd c log ω n + dd c u t ≥ ω t > 0 for each 0 < t ≤ t 1 , applying Corollary 5 with Θ = t 1 ω + dd c log ω n yields that the set log 1 + max
p. 30, Corollary 2.7] for example) implies that a subsequence, still denoted by {log(1 + max X u t l − u t l )}, converges to w almost everywhere on X. It follows that
almost everywhere on X, as l → +∞. Since exp(u t l − max X u t l − 1) ≤ 1 for each l, it follows from the Lebesgue dominated convergence theorem that exp(−e w ) ∈ L 1 (X) andˆX
Moreover, since κ ≥ 0 on X and κ > 0 in a neighborhood of X, we havê
Plugging these back to (7) yields
where the constant C > 0 depends only on n and ω.
From (8) we have two slightly different ways to conclude (6). For the first way, note that combining (8) and the previous upper bound (5) we know the constant sequence {max X u t l } ∞ l=1 is bounded. Thus, by further passing to a subsequence we can assume u t l converges to (−e w + c) almost everywhere on X, where c is a constant. By the upper bound (5) we can apply the Lebesgue dominated convergence theorem to concludeˆX ω n t l =ˆX e ut l ω n −→ˆX exp(−e w + c) ω n > 0, as l → +∞. This proves the desired (6).
A second way to see (6) is to plug (8) back to the integral inequality in Lemma 3 (with Θ = t 1 ω + dd c log ω n ). This giveŝ 
