Abstract. The superheating magnetic field of a type II superconductor is examined, using the time-dependent Ginzburg-Landau equations and the methods of formal asymptotics. The superconducting solution in a halfspace is found to exist only for magnetic fields lower than some critical value where there is a folding over of the solution branch. A linear stability analysis is performed both in one and two dimensions, giving differing criteria for stability. Finally, superheating fields for more general geometries are considered, and in particular the case of a sine-wave perturbation of a halfspace is examined.
1. Introduction. This paper is concerned with the response of a superconducting material to an externally imposed magnetic field. This response is most conveniently described by Fig. 1 For type I superconductors there is a critical magnetic field Hc (known as the thermodynamic critical field) below which the material will be in the superconducting state but above which it will revert to the normally conducting (normal) state. The transition between normal and superconducting states as the applied magnetic field is raised or lowered through Hc takes place by means of phase boundaries separating normal regions from superconducting regions sweeping through the material and is described in [7] , [10] , and [17] .
For type II superconductors a third state exists, which is known as the mixed state. The mixed state, as its name suggests, is neither wholly superconducting nor wholly normal but consists of many normal filaments embedded in a superconducting matrix. Each of these filaments carries with it a quantised amount of magnetic flux and is circled by a vortex of superconducting current; thus these filaments are often known as vortices. The transition from the normal state to the mixed state takes place via a bifurcation as the magnetic field is lowered through some critical value (known as the upper critical field) and is described in [1] , [6] , [8] , [9] , [18] , [21] , and This bifurcation is subcritical for type I superconductors but supercritical for type II superconductors, hence the observation of the mixed state only for type II superconductors. There is a mutual repulsion between superconducting vortices, which leads to the formation of a hexagonal lattice of vortices in the mixed state, as observed in [12] .
The transition between superconducting and mixed states is less well studied mathematically, and this will be the subject of the present paper. The critical field Hc plotted in Fig. 1 (known as the lower critical field) is calculated on the basis of an energy argument; it is the field at which the energy of the wholly superconducting solution becomes equal to the energy of the single vortex solution for an infinite superconductor. In fact, as H0 is raised, there is a barrier to the generation of vortices in a superconductor, and there exists a "superheating field" Hsh such that for He1 < Ho < Hsh the superconducting solution is still locally stable, even though it is not the global minimum energy solution. We will find that the response of a superconductor is different in two dimensions than in one dimension, leading to a different value of H,h from that obtained by de Gennes [14] , Matricon and Saint-James [20] , and Fink [13] . We note that Bean and Livingston have also calculated approximate surface barrier fields, using an energy argument [3] . The approach we adopt is via the timedependent Ginzburg-Landau equations (to be introduced in the next section) and again leads to a different result.
The results we obtain do agree with that obtained for a halfspace by Kramer [19] , who uses the steady-state Ginzburg-Landau equations with the positivity of the second variation of the free energy being the criterion for stability. We will see that the present approach allows the superheating field of an arbitrary body to be calculated, including the site of first instability.
2. The Ginzburg-Landau model. For a more complete introduction to the Ginzburg-Landau theory of superconductivity the reader is referred to [10] and [11] and the references therein. Here we merely state the dimensionless, time-dependent Ginzburg-Landau equations as iA)2 (1) (2) are (4) n-(V-iA)tP 
where rt is the unit outward normal to the boundary.
In the units we are using the thermodynamical critical field is given by Hc 1//, the upper critical field is given by Hc.
(for an infinite sample), and the lower critical field is given by H (1/2)log , for large .
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If fo To solve these equations we note that Thus we see that the solution exists only for H0 1/xf (note again that 1/x/ Hc in these units). This is the leading-order superheating field obtained by de Gennes [14] .
We now perform a local analysis for H0 close to 1/x/ in order to examine the behaviour of the solution branch at this critical point and to determine to first order correction to the superheating field. (14)- (16) Substituting the expansions into (14) and equating coefficients of e2/a yield, using (as),
fo (1) Q()Q(I) fo () To solve for Q(o 1) we first note that equations (14)- (15) 
where D is arbitrary at this point. This gives
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in (14) and (37) and using (33), (36), and (38) yield 
We have from the outer expansion
We now turn our attention to Hi. We also have that
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To obtain a boundary condition at x 0 we must consider the inner solution.
As before we define the inner variable X by x eX. Equations (51) 
Hence cr () < 0 if and only if OH(oU)/OD < 0. Thus we see that the stability of the solution branch switches as we pass through the nose in Fig. 2 , with the upper branch being stable, and the lower branch unstable, as shown in Fig. 3 . Thus in one dimension the superheating field is given by the field at the nose in Fig. 2 
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Substituting these expressions into (65)- (67) 
The boundary condition at z 0 on equation (81) We consider a perturbation of the steady-state solution of the form (84) (8) (1), (2) Remark. Bean and Livingston calculate the superheating field by considering the energy of a vortex line near a sample surface. They find that for distances close to the surface the energy increases with increasing distance, while for distances further away the energy decreases with increasing distance. Thus, they conclude, a vortex placed sufficiently close to the sample surface will be sucked out of the surface, while one far enough away will move into the interior of the sample. This is the "surface barrier" to vortex penetration. The superheating field that they calculate is the magnetic field at which the critical distance from the boundary is of the same order as the vortex core. The actual field obtained depends upon the details of the vortex core; they use a "cutoff" calculation which leads to a value of Hc/. This differs from the present calculation by the factor of V/10/9, or 1.05.
This definition of the superheating field is unsatisfactory for the following reasons. First, the true value of the superheating field can only be calculated by a careful analysis of a vortex whose distance from the boundary is the same order as its core radius (i.e., O(1/t)). The arguments used by Bean and Livingston can only give the order of magnitude of the superheating field. Second, a vortex near the boundary is a major perturbation to the superconducting solution, and it may be that the superconducting solution is locally stable, even though any vortices that happened to be generated would move into the sample.
An analysis of the type indicated above is needed, though, to show that any vortices generated by the instability we have found do actually make their way into the sample. This also remains an interesting open problem.
Remark. Often in the limit as --oc in the Ginzburg-Landau equations a different scaling of the parameter c is chosen, which corresponds to the present c e-2.
This means that the timescale for relaxation of the magnetic field is much shorter than the timescale for relaxation of the order parameter, rather than the two timescales being comparable as above. Adopting this different scaling of c makes the long-wave stability calculation a little more tedious, though it does not alter the result. The short-wave stability calculation is the same, since the magnetic field simply relaxes instantly on the relevant timescale, as indicated above. Because of the gauge-invariance property (6), it is not really the vector potential A but the gauge-invariant potential Q A-eVX, where X is the phase of the order parameter , which is important. For the halfspace X 0, but in general it may not be.
If we solve the outer problem for Q, we know that the solution will be unstable at any point at which the magnitude of Q is greater than 1/x/-, without needing to do the stability calculation again. In the steady state, the outer problem is given by (92) - at these points that the instability will first occur, as shown in Fig. 6 . Note that the effect on the superheating field of the boundary perturbation is O(k2) for small k. Large wavenumber. The limit of large wavenumber in (118)-(120) is a singular perturbation problem, since the coefficient of w" tends to zero as k -oo. Thus we expect that there will be a boundary layer at x 0. Indeed, if we naively let k tend to infinity, then the leading-order behaviour of w is (Q(1 Q))' [3] (although the difference is only 5%). It agrees well with experimental observations.
Finally, we examined the superheating field for geometries other than a halfspace.
We found that for sine-wave perturbations of a halfspace, the instability first sets in at the troughs rather than at the peaks of the perturbation, i.e., at points on the boundary with the largest negative curvature. The general problem of calculating the superheating fields for an arbitrary domain (37)- (39) remains an interesting open question.
