Exposure measurement error can result in a biased estimate of the association between an exposure and outcome. When the exposure-outcome relationship is linear on the appropriate scale (e.g. linear, logistic) and the measurement error is classical, that is the result of random noise, the result is attenuation of the effect. When the relationship is non-linear, measurement error distorts the true shape of the association.
INTRODUCTION
Measurement error in continuous exposures results in biased estimates of exposure-outcome associations and loss of power to detect associations. There is a large literature on methods for mitigating the effects of exposure measurement error in regression analyses (Buonaccorsi, 2010; Carroll, Ruppert, Stefanski, & Crainiceanu, 2006; Fuller, 1987; Gustafson, 2004) , with the most commonly used method being regression calibration (Armstrong, 1985; Kuha, 1994; Rosner et al., 1990; Rosner, Willett, & Spiegelman, 1989) . Regression calibration corrects for measurement error by replacing the unobserved true exposure in the outcome regression model with its expectation conditional on the observed error-prone exposure and any fully measured covariates. This method has been well described for settings in which the exposure is entered in the model as a linear term and has also been extended to when the exposure is entered in the model as a quadratic term (Carroll et al., 2006; Strawbridge, 2011) . It is often of interest to explore flexible non-linear transformations of exposures, which can be done using the fractional polynomial method, a powerful approach to polynomial selection (Royston & Sauerbrei, 2008; Royston, Ambler, & Sauerbrei, 1999) . However, to date, very little has been published to extend measurement error correction methods to models using fractional polynomials (Strawbridge, 2011) .
The aim of this article is to describe how regression calibration can be used to correct for the effects of measurement error in a continuous exposure modelled using fractional polynomials and to apply the approach in a setting with complex measurement error. Royston and Altmann (1994) first presented the fractional polynomial method for selection of the best polynomial transformation of a continuous predictor in regression modelling. It has since become used in the field of epidemiology as an alternative to using simple polynomial transformations chosen a priori or categorisation of a continuous predictor (Abbas et al., 2008; Cao, Moineddin, Urquia, Razak, & Ray, 2014; Takagi & Umemoto, 2013) . The practical application of the method was later fully laid out in a book dedicated to multi-variable model building (Royston & Sauerbrei, 2008) . The fractional polynomial method selects a set of power transformations for exposure X, with usually chosen from the set = {−3, −2, −1, −0.5, 0, 0.5, 1, 2, 3} ( = 0 denotes the log-transformation) in an effort to create more parsimonious and interpretable models. The method does so by methodically fitting models with different power transformations, also varying the number of power transformations included, and comparing the models using deviances. To apply regression calibration in models using fractional polynomials, each power transformation of the unobserved true exposure must be replaced with its expectation conditional on the error-prone measure and non-error prone covariates. We show how to achieve this using a Bayesian approach.
The work is motivated by an application to investigate the association between usual alcohol intake and all-cause mortality, which has been postulated to be non-linear (Di Castelnuovo et al., 2006; Knott, Coombs, Stamatakis, & Biddulph, 2015; Stockwell et al., 2016) , using data from the EPIC-Norfolk study (Day et al., 1999; Riboli et al., 2002) . In this study, alcohol intake was measured in up to three 7-day diaries (7DD) taken between 0 and 6 years from enrolment into the study. The outcome is a binary representation of all-cause mortality within 15 years from the baseline measurement. The observed measures of alcohol intake are subject to classical measurement error as well as the problem of excess zero measurements due to 'episodic consumers' of alcohol whose intake is not captured in the short-term diet diary. We show how the regression calibration approach for fractional polynomials can be used with classical measurement error in a simulation study. We extend this in the application for use with the 'episodic consumers (EC) model' for measurement error (Kipnis et al., 2009 , 2016 , Zhang et al., 2011a Tooze et al., 2006; b) . The EC model has been fitted using both maximum likelihood (Kipnis et al., 2009 (Kipnis et al., , 2016 and Bayesian methods (Zhang et al., 2011a; b) but has not previously been used in regression calibration with fractional polynomials. This paper is organised as follows. In Section 2, we outline the exposure-outcome model of interest and the fractional polynomial method. In Section 3, we describe our methods for measurement error correction. The methods are assessed using a simulation study (Section 4) and applied to study the association between alcohol and mortality in the EPIC-Norfolk study (Section 5). In Section 6, we discuss the relevance of our findings and future directions.
THE EXPOSURE-OUTCOME MODEL & THE FRACTIONAL POLYNOMIAL METHOD
We begin by outlining the target model for the association between the true but unobserved usual intake of alcohol, denoted ( = 1, … , for a study of individuals), and a binary outcome , for example indicating mortality over a specified follow-up period, adjusted for confounding variables . We assume the logistic model
where ( ; , ) represents a fractional polynomial transformation of of degree and with powers and associated regression coefficients (Royston & Sauerbrei, 2008) . It is assumed that is positive and continuous. The methods described apply similarly for continuous outcomes modelled using linear regression.
For a first degree fractional polynomial ( = 1), FP1, is a single power, typically selected from the set of = {−2, −1, −0.5, 0, 0.5, 1, 2, 3}, where 0 indicates the log-transformation. The FP1 transformation is defined as
In the degree 2 case ( = 2), FP2, two powers are selected from the set of and the fractional polynomial is defined as
For the FP1 case, the outcome model, Equation (1), is fit to each possible FP1 model, that is for every ∈ . The transformation giving the lowest deviance is selected if and only if the deviance difference between that model and the linear model, and the null model is statistically significant, given a chosen -level, when the deviance difference is compared to the 2 distribution with appropriate degrees of freedom as outlined by Royston and Sauerbrei (2008) . Otherwise the linear model or null model is selected.
For the FP2 case, polynomial models are fitted with every combination of 1 and 2 ( 1 ≤ 2 ) from the set of , resulting in 28 combinations, where equal powers and zero powers are handled as in (3). The best fitting FP2 model is defined as that with the lowest deviance and is compared with the best fitting FP1 model. The FP2 model is selected over the FP1 model if there is a statistically significant lowering of the deviance based on a chosen -level. Typically, the degree of the FP is ≤ 3 (Royston & Sauerbrei, 2008) . This combination allows for a broad range of curves while still creating a parsimonious model. In this application, we will use FP2 models.
MEASUREMENT ERROR CORRECTION USING REGRESSION CALIBRATION

Regression calibration
In this section, after defining classical measurement error, we describe how the regression calibration method for measurement error correction can be used together with fractional polynomial transformations of error-prone exposures.
Instead of observing the true exposure, , we observe a measure of which is subject to measurement error, . The measurement for individual ( = 1, … , ) on occasion ( = 1, … , ) is denoted and is the vector of all observed measurements. A common scenario is that, while all or most individuals have the first measurement 1 observed, only a subset has replicate measurements. In our simulation study = 2 and in the application = 3. Under an assumption of classical measurement error for we have
where denotes a random error term which is normally distributed with zero mean and constant variance, 2 . This model assumes there is no correlation between errors in replicate measures, corr ( 1 , 2 ) = 0, and that the errors are independent of the covariates and the outcome (i.e. non-differential error). Under these assumptions, is unbiased for , that is ( ) = ( ) and the observed variance of would be the sum of 2 and 2 . Consider first a logistic outcome model with only a linear term for the main exposure of interest : logit(P( = 1| , )) = 0 + + . The naïve approach is to use the error-prone measure, or the mean of several repeated error-prone measures, in place of the true exposure. For example, lettinḡdenote the mean of up to three 7DDs for each individual, the naive analysis is based on the model logit(P( = 1| , )) = * 0 + * ̄+ * . Estimates of * are biased for the parameter of interest , and the other parameters in the model are also affected.
In regression calibration, we replace in the outcome model with ( | , ), which is obtained on the basis of an assumed error model. Regression calibration uses the result that ( | , ) = ( ( | , , )| , ) = ( ( | , )| , ), where the second step uses the assumption that error in is non-differential error. First consider a simple setting without any FP transformations of the exposure and where the outcome model of interest is a linear regression:
( | , ) = 0 + + . Using the above results, we have ( | ,
in this is the same as the in the outcome model of interest. Regression calibration works exactly for linear regression but also approximately for logistic regression when the rare disease assumption is met, and either the coefficient of the true or the ratio of the measurement error variance to the variance of is small (Keogh & White, 2014; Rosner et al., 1989; Rosner, Spiegelman, & Willett, 1992) . In the setting of simple classical error, ( | , , ) (where denotes the parameters of a specified model for the conditional expectation) can be estimated from a regression of 2 on 1 and . In a more complex measurement error setting, it may be possible to estimate the expectation by maximum likelihood. Below we propose an alternative Bayesian approach.
First, we consider the extension of regression calibration to the setting in which the exposure is transformed using fractional polynomials. This requires estimation of the expectations {ℎ( , )| , , } and {ℎ( , ) log( )| , , }, where ℎ( , ) denotes the fractional polynomial transformation with powers . We use these expectations in ( ; , ), the additive contribution to the linear predictor of the outcome regression as defined in (2) and (3). For example, for an FP2 model regression calibration involves fitting the model
For the classical error model, the expectations needed could be estimated by maximum likelihood under additional distributional assumptions about , for example conditional normality. However, this is not in general straightforward and may require a separate numerical integration for each expectation (8 for FP1 and 16 for FP2), in particular for more complex types of error as found in our application in Section 5. Using a Bayesian approach offers a simpler solution as we now explain.
A hybrid approach using Bayesian analysis and regression calibration
We first outline our proposed 'MCMC-RC' approach in the context of the substantive model without any FP transformations of , before extending to the FP setting.
In the first step of this approach (the MCMC step), a Bayesian model is used for the latent exposures given , and the measurement error model. In the measurement error context, the unobserved exposures are treated as parameters in a Bayesian analysis and the posterior is ( , | , ) ∝ ( ) ( , | , ) where ( ) represents the prior distribution of the parameters (reflecting prior knowledge about the parameter values). A large number of samples,̃( = 1, … , ), is drawn from the posterior distribution ( , | , ) using a long MCMC chain. We propose that the mean of the posterior draws, denotedÊ(̃| , , ), is then used as an estimate of ( | , , ) in regression calibration. This is the second step of MCMC-RC. Details on priors are given in the context of the simulation study in Section 4.
This approach extends in a straightforward way to the situation in which the outcome model contains FP transformations of . The posterior draws of̃can be transformed using ℎ(X , ) and (ℎ( , )| , , ) can be estimated using the mean of ℎ(X , ) over many posterior draws̃( = 1, … , ), that ish(̃, ) =̂(ℎ(̃, )| , , ) = (1∕ ) ∑ = 1 ℎ(X , ). The expectations are obtained separately for each value of , though the Bayesian analysis is only performed once. Having obtained theh(̃, ) for all relevant powers , the fractional polynomial model selection procedure can be implemented as described in Section 2. However, the model selection procedure has to be implemented 'by hand' because the procedure for obtaining (̃;̂,̂) means that automated software for fractional polynomials model selection, such as the 'mfp' package in R (Ambler & Benner, 2015), cannot be used.
Available software for running MCMC on Bayesian models, such as WinBUGS or JAGS (Lunn, Thomas, Best, & Spiegelhalter, 2000; Plummer, 2013) makes the application of the Bayesian part of the MCMC-RC analysis relatively straightforward, and we provide example R and JAGS code in the Supporting Information.
SIMULATION STUDY
Data generation
We performed a simulation study to evaluate the performance of the MCMC-RC approach for measurement error correction, in comparison to analyses using the true and the naïve analysis. Performance was assessed primarily in terms of the bias in the estimated curve of association, but we also considered variability. The metrics used to compare the methods are described in Section 4.2.
We assumed a sample size of N = 20,000. The latent exposure, , was generated from a normal distribution with mean 20 and variance 100 and truncated at zero. This distribution of the exposure ensured that the fractional polynomial method could accurately detect the J-curve when using the latent . We simulated a binary outcome, , using the latent , based on a fractional polynomial model of degree 2 (FP2) for with powers = (−0.5, 1). The model powers and regression coefficients were chosen based on the corrected fit of the application to alcohol and mortality in Section 5. The model used to generate was Logit( ( = 1)) = − 1.8 + 0.67 × −0.5 + 0.010 × .
The intercept was chosen so that 20% of individuals have = 1. An error-prone observed exposure 1 was generated for all simulated individuals assuming classical error as in Equation (4), with measurement error variance 2 = 25 (i.e. 25% of the variance of ). A second error-prone exposure 2 was generated for a random set of 25% of the simulated population. One hundred simulated data sets were generated.
Source code to reproduce the results is available as the Supporting Information on the journal's webpage (http://onlinelibrary. wiley.com/doi/xxx/suppinfo).
Methods
For each simulation, we applied the fractional polynomial method to the, typically unobserved, latent as the reference method. A naïve analysis was performed usinḡ, the mean of measures , in the fractional polynomial method in place of . We also apply the MCMC-RC method using (̃; , ) as described in Section 3. For each of these three methods, we retained the best FP1 model and the best FP2 model as well as the p-value of the 2 distribution comparing their deviances to indicate the model chosen by the FP selection method.
In the Bayesian analysis, the exposure model for the latent was the normal distribution with a mean and variance 2 , truncated at 0.0001 to avoid zero or negative values. A Gaussian prior with mean zero and variance 1,000 was stipulated for . The variance parameters, 2 and 2 , were assigned inverse Gamma priors, which take only positive values and are conjugate to the Gaussian distribution, parameterized with shape and scale parameters of 1, that is
(1, 1). To create samples from the distribution of each we used 10,000 cycles to 'burn-in' then an additional 20,000 samples were drawn for inference keeping only 1 every 50 to reduce the burden on computer memory (referred to as thinning).
We obtained the average log odds curve for each method across all simulations, by finding the mean log odds at each exposure point across an exposure range of 1 to 60. For each simulation, the best fitting FP1 or FP2 model was selected depending on the p-value associated with the comparison between the deviances. Linear or null models were not considered in the selection process. The methods were assessed visually and compared using several metrics. The estimated association curves obtained under each method are presented graphically. The mean integrated difference between the true log odds curve (Equation (6)) and the predicted mean log odds curve for each method is estimated as follows:
where ( ) denotes the true log odds at exposure level = and̂( ) , denotes its estimate under method M, and the sum is over support points. We used support points across an exposure range of 1 to 60 in steps of 0.01.
We also looked at the powers selected among FP1 and FP2 models and the proportion of simulated data sets in which an FP2 model was selected as the best fitting model. We also obtained the exposure value at which the log odds curve was at a minimum and the estimated OR comparing exposure = 1 to exposure = 10.
Simulation results
Across 100 simulations, the average posterior mean of the sampled measurement error variance was 18.4. The average posterior mean of the expectation and variance of the latent was 20.1 and 101.6, respectively. The Geweke diagnostic was run on the parameters for each simulation to test stationarity (Raftery & Lewis, 1995) ; 85 simulations had p-values of > 0.05 for all three parameters and 96 simulations had p-values of > 0.01 for all parameters. The average log odds curve across 100 simulations is depicted in Figure 1 for each method. As expected, using the latent recovers the true underlying curve. The average naïve curve is much flatter at both the lower exposure values and the higher F I G U R E 1 Average log odds curves from 100 simulated data sets (solid lines) with 95% range of the empirical distribution across simulations (dashed lines). The gray curve included in each plot is the true curve used to generate the data exposure values. The 95% range of the empirical distribution of the mean log odds curve across simulations show that the MCMC-RC method results in much greater variability particularly in the lower range of the exposure.
Thêcomparing the mean latent curve to the true curve is 0.013 while that from the naïve analysis is significantly larger at 0.054 (Table 1A ). The mean MCMC-RC curve is much closer to the true curve with âof 0.025.
The exposure value at the lowest point of the true curve, which we refer to as the nadir, is at 10.39. The nadir of the mean curve was 10.22 for the latent and 9.85 for the naïve analysis. The nadir for the mean MCMC-RC curve was close to the true value at 10.59. The true odds ratio (OR) comparing the odds of mortality at exposure = 1 to exposure = 10 is 1.45. The estimated ORs from the mean curves are 1.38 from the latent analysis, 1.05 from the naive analysis and 1.15 from the MCMC-RC analysis. Figure 2 shows the estimated mean curve for each method based on the best fitting fractional polynomial of degree = 1, FP1, and based on the best fitting FP2 model. Using the selection method in Section 2, the FP2 model was selected using the latent in 86 simulations, using the naïve analysis in 28 simulations, and using MCMC-RC in 20 simulations (Table 1) . It is important to note that while the average best fitting FP1 curves, including that based on the latent , have difficulty fitting the "J-shaped" curve, the average best fitting FP2 curves are all much closer to the true curve.
Thêvalues based on the average best fitting FP2 curves were are 0.007, 0.034 and 0.016, from the latent , naïve, and MCMC-RC analyses, respectively (Table 1A) . Of note, when assuming an FP2 model, the estimated OR comparing = 1 to = 10 from the mean MCMC-RC curve (1.41) is very similar to that from the analysis using the latent (1.40). Table 1B shows the mean and standard deviation for the mean integrated difference, the nadir and the OR across all simulations. These summary statistics capture the variability in the per simulation results. When assuming an FP2 model, the MCMC-RC method on average recovers an OR very similar to the latent , but has far more variability as the SD of the latent OR is 0.18 and the SD of the MCMC-RC OR is 0.42. The naïve method is on average most biased, but has an SD of only 0.11. With the FP selection criteria applied, the variability remains largely the same, but the estimated mean OR is much lower for MCMC-RC, 1.20, and slightly lower for the naïve method, 1.06, and the same for the latent , 1.40.
While the linear and null models were not included in our selection process, it is important to note the loss of power to detect any non-linear effect using both the naïve analysis and the MCMC-RC analysis. The linear model would have been rejected in favour of a non-linear model in only 7 (of 100) simulations for MCMC-RC and in 16 for the naïve analysis. The null model would have been rejected in 88 simulations for MCMC-RC but only in 51 in the naïve analysis. In all simulations using the latent both the linear and null models were rejected. This demonstrates the loss of power that results from exposure measurement error.
APPLICATION TO ALCOHOL AND MORTALIT Y
EPIC-Norfolk cohort
The EPIC-Norfolk study recruited 25,636 eligible individuals, aged 39-79 years, between 1993 and 1998 from the population of Norfolk, UK. as a part of the European Prospective Investigation into Cancer and Nutrition . Alcohol intake was recorded using 7DD and food frequency questionnaires (FFQ), at a baseline health check shortly after study recruitment and, in subsets of individuals, at several follow-up times. FFQs asked participants to recall how frequently they consumed alcohol T A B L E 1 Summary statistics for 100 simulated data sets with classical measurement error where the FP method was applied using the latent , the naïve analysis and the MCMC-RC error-correction method. Mean-integrated difference compares the curve from each method to true curve for values of from 1 to 60 in steps of 0.01. Nadir is thêvalue at the most minimal predicted logodds value. OR compares = 1 to = 10. SD = standard deviation over the past year. The study and methods of dietary assessment have been described in detail elsewhere Day et al., 1999; Welch et al., 2001) . We focus on deaths from all causes observed during the first 15 years of follow-up. The following variables were considered as potential confounders and were identified from previous studies: age, sex, smoking status, social class and education level ( Table 2; Ferrari et al., 2014; Knott et al., 2015; Thun et al., 1997) . Ethnicity was not included as a potential confounder as less than 0.5% of the EPIC-Norfolk population were non-white. The mean of 1-2 recorded FFQ values, and the baseline body mass index (BMI) was used as predictive covariates in the measurement error model in addition to the potential confounders from the outcome model. We excluded 3,588 individuals who had no FFQ recorded, had missing baseline values (baseline 7DD, outcome model covariates or predictive covariates), or recorded less than 7 days in their baseline 7DD (see the Supporting Information for further detail). We further excluded 2,570 individuals who reported prior serious illness, including cancer, diabetes, stroke or heart attack, which may change alcohol intake behaviour (i.e. abstinence or reduced drinking) while representing a higher risk of mortality (Ferrari et al., 2014; Khaw et al., 2008) . Analyses are based on 19,478 individuals. In the first 15 years of follow-up, there were a total of 3,085 deaths. Table 2A displays a summary of the covariates used to predict the usual alcohol intake and the potential confounders in the outcome regression model. The EPIC-Norfolk study population used for analysis had a higher proportion of women than men across an age spectrum from 39 to 79 at baseline. Only 11% were current smokers, while 41% were previous smokers. The average BMI was 26, but the range for BMI observed varied widely from 15 to 59. More than half the population achieved at least A-levels, while roughly a third had no educational attainment. Potentially due to the longer recall time of the FFQ, the percentage of alcohol consumers was higher compared to the 7DD; however, the mean and median usual alcohol intake was lower than those from the 7DD observations. This may be due to participants difficulty in estimating an average consumption of an episodic food such as alcohol which might have a wide variety in portion size per drinking occasion over a year.
The distributions of alcohol intake observed in the three 7DDs are summarized in Table 2B along with the number reporting zero intake for the week of the 7DD. At baseline, 26% of individuals reported zero intake in their 7DD with a median intake of 5.7 g/day. Only 87% identified themselves as consumers of alcohol (either by being observed to drink alcohol on any 7DD or on any FFQ); among these, 15% reported zero intake in their 7DD with a median intake of 7.9 g/day. The proportion observed not to drink was slightly higher in follow-up 7DDs 1 and 2 (31% and 29%, respectively), as was the median intake (4.3 and 4.6 g/day, respectively). These observations were preserved when exclusively describing consumers of alcohol.
The episodic consumers model
Measures of alcohol intake from short-term assessments such as the 7-day diet diary are known to be subject to excess zero measurements due to episodic consumers, as well as other sources of measurement error. We therefore used a measurement error model which account for episodic consumers (EC). The EC model (Keogh & White, 2011; Kipnis et al., 2009; Zhang et al., 2011a Zhang et al., , 2011b ) extends the classical model to accommodate excess zero measurements in addition to classical measurement error. The model for is split into two components. The first component is a model for the probability that alcohol was consumed during the week of the 7DD, and the second is a model for the amount consumed conditional on consumption having occurred. The model assumes that the true usual alcohol intake is non-zero. We model the first component using a logistic model and the second component using a normal model. The two parts of the model are linked by a vector of person-specific random effects, = ( 1 , 2 ):
where H( ⋅ ) = exp ( ⋅ )∕(1 + exp ( ⋅ )), 1 and 2 are vectors of regression coefficients, is random error and is the vector of covariates that are predictive of consumption. The covariates, , need not be identical for both Equations (8) and (9), but typically they are and we assume that here. generally includes covariates in the outcome regression model as well as additional covariates related to given (Kipnis et al., 2009) . It is assumed that the measurement errors, , have constant variance, 2 , are uncorrelated with each other and are uncorrelated with . It makes sense that the person-specific random effects for the probability and the amount of consumption may be correlated. We therefore model the distribution of as a bivariate normal distribution with variances 2 1 and 2 2 and correlation :
Under the assumption that is an unbiased measure of , as in the classical error model, the true usual intake can then be modelled as the product of the probability of consumption and the expectation of the amount of consumption given consumption occurred:
where = { 1 , 2 , 2 1 , 2 2 , , 2 } is the set of all model parameters. The EC model as shown in Equations (8) and (9) assumes that | ⟩0 is normally distributed; sometimes a transformation may be required to make this assumption plausible. This can be performed using a Box-Cox transformation (Box & Cox, 1964) , ( , ) = ( − 1) ∕ , where = 0 denotes the log transformation (Keogh & White, 2011; Kipnis et al., 2009; Tooze et al., 2006) . The Box-Cox transformed non-zero measures are denoted * = ( , ). Maintaining the assumption that the are unbiased for on the original scale gives the modified model for of
where −1 ( * ,̂) indicates the inverse Box-Cox transformation for the selected value of̂used for the transformation in the first place. The fitted values based on model (11) or (12) arê( ) = E( | , , ) , and these form the basis of the measurement error correction methods to be described in the next section. Kipnis et al. (2009) and Keogh and White (2011) used maximum likelihood estimation to estimate the parameters of the EC model and hence to obtain̂(̂). The maximum likelihood-based method has been found to suffer problems with convergence and can therefore be unreliable in finding solutions for all data sets meeting the stated criteria (Bhadra et al., 2017) due to lack of empirical identifiability in a finite sample set. The EC model can alternatively be fitted using a Bayesian approach (Bhadra et al., 2017; Zhang et al., 2011a) . We used JAGS (Plummer, 2013) via R package 'rjags' (Plummer, 2015) to implement the MCMC sampling from the EC model; code for the model can be found in the Supporting Information. Previous implementations have used MATLAB (MATLAB and Statistics Toolbox, The MathWorks, Inc; Bhadra et al., 2017; Zhang et al., 2011a) .
Fitting the EC model
The EC model was fitted to the 7DD measures of alcohol intake, using up to three repeated 7DD measures per individual using a Bayesian approach. All included individuals had a baseline measure of alcohol intake.
As the non-zero observed measures are skewed, a Box-Cox transformation was used to transform them to be approximately normally distributed (Box & Cox, 1964) . The best transformation parameter,̂, for the Box-Cox transformation was found by finding the value of that maximizes the profile log-likelihood (using the 'boxcox' function from the MASS package in R). The estimated transformation parameter for the observed measures of alcohol intake waŝ= 0.27. The Box-Cox transformed measured were then scaled by their standard deviation (SD = 2.23).
The continuous EC model covariates (age, baseline BMI and mean FFQ), where deemed necessary, were also transformed using a Box-Cox transformation (̂F FQ = 0.08,̂a ge = 0.45, and̂B MI = 0), centered and then scaled in order to improve efficiency in the Metropolis-Hastings algorithm (Kruschke, 2010) . We used the same priors as used by Zhang et al. (2011a) and Bhadra et al. (2017) ; further detail can be found in the appendices to those papers. All coefficients in the EC model were given normal priors with mean zero and variance 100. Due to the scaling of , the standard deviation was given a uniform prior between 0 and 3. This differs from the inverse Gamma prior used for the variances in the simulation study; the inverse gamma prior is commonly used for variances and is allows for an infinite positive range of values unlike the uniform prior, hence we selected to use that in the simulation study where our focus was not on the EC model (see Section 4.2).
The covariance matrix for the person-specific random effect, , was given an inverse Wishart prior, which is a multivariate generalization of the scaled 2 -distribution and is conjugate to the multivariate normal distribution (Alvarez, Niemi, & Simpson, 2014) . The inverse Wishart prior is parameterized by the degrees of freedom, , and an expectation matrix. Specifying the as greater than more than the matrix order (i.e. for an × matrix, > + 1) results in a prior concentration around zero for the correlation between the random effects (i.e. no correlation). The higher the specified, the stronger the belief in independent variances. Specifying = results in a prior concentration around = 1 and −1. In this application, we specified five degrees of freedom (for a matrix of order 2), and for the expectation matrix, we specified an expectation of the variances on the diagonal equal to 1 and the correlation equal to 0.5 (Bhadra et al., 2017; Zhang et al., 2011a) .
Approximately 250,000 burn-in samples were required before the MCMC sampling reached the stationary distribution as determined by the Geweke diagnostic (Raftery & Lewis, 1995) . We collected an additional 500,000 samples after burn-in on three chains for inference, keeping only every 200th sample to reduce burden on computer memory.
The posterior expected values of the EC model parameters 1 and 2 can be found in Table 3 . Additionally, the posterior means for , 2 , 2 1 and 2 2 within the EC model are 0.937, 0.435, 7.426 and 0.175, respectively. As would be expected, an increase in the mean FFQ (reported in gram/day) was associated with a large increase in probability of consumption and with a notably higher amount consumed. An increase in BMI or age at baseline was both associated with decreased probability of consumption. However, an increase in BMI at baseline was associated with a slight increase in amount consumed while an increase in age at baseline was associated with a slight decrease in amount consumed. Those who had never smoked had the lowest probability of drinking and lower consumption when they do drink when compared to either former or current smokers. Former smokers eclipsed current smokers in likelihood of drinking, but had a lower amount consumed when they did drink.
T A B L E 3 Regression coefficients for (1) the predictive covariates within the fitted EC model (posterior means) and (2) the non-error prone covariates in the selected minimally adjusted and fully adjusted outcome models fitted using the naïve analysis and the MCMC-RC method Greater educational attainment as well as more skilled work was both associated with a higher probability of drinking and greater amounts consumed. The sampled densities of for the first nine individuals, that is = 1 to 9, are shown in the Supporting Information. The densities of the posterior means of the sampled values of̃, compared to the naïve distribution of the mean observed alcohol intake (̄), across this study population can be found in the Supporting Information, and summary values of the distributions are presented in Table 2 . The densities of posterior means of the samples appear to be quite distinct different from the naïve distribution. The peak of the distribution ofÊ(̃| , , ) was observed to be higher than for̄, which is expected because individuals with low usual consumption are likely to have reported zero consumption in the 7DD. The minimumÊ(̃| , , ) for any individual was 0.9 g/day, while the maximum was 142.8 g/day. Due to this minimum, a product of assuming all members of our population have some probability of drinking, we can make inference down to only approximately 1 g/day.
Fractional polynomial analysis using regression calibration
We performed two analyses. In the first, the adjustment covariates used in the outcome model were limited to sex and age (the 'minimally adjusted outcome model'). In the second, we adjusted for additional potential confounders, smoking status, social class and educational attainment (i.e. the 'fully adjusted outcome model'). The naïve analysis and MCMC-RC were both applied.
It is a known property of the fractional polynomial method that outlier covariate values at either extreme can be high leverage points (Royston & Sauerbrei, 2008) . Therefore, 16 individuals with posterior expected values over 90 g/day were excluded from the primary analysis (both naïve and MCMC-RC). Results without these exclusions are shown in the Supporting Information.
T A B L E 4 Results on the association between alcohol intake and all-cause mortality in EPIC-Norfolk. Best-fitting curves: the p-value comparing the deviance of the best-fitting FP1 model to the best-fitting FP2 model, the values of̂defining the chosen transformations, the coefficients of the transformed latent true usual alcohol intake values, the exposure value at the nadir of the curve and the odds ratio (OR) comparing 1 g/day with 8 g/day (1 unit of alcohol) For the naïve analysis, the fractional polynomial method was performed using the 'mfp' package available in R (Ambler & Benner, 2015; R Core Team, 2016). The naïve measure,̄, includes zeros, and the fractional polynomial method cannot directly accommodate non-positive data points; therefore, the method adds the constant 0.1 to every individual's measure in order to make all points positive (Royston & Sauerbrei, 2008) . Use of this method of accommodating zeros is generally unsatisfactory as the choice of the constant added can have large influence on the subsequent choice of transformations and therefore the shape of the curve. This is not an issue in the MCMC-RC analysis, because all of the posterior sampled values̃are positive.
FP2 vs FP1
Both methods found that the best-fitting FP1 curve had power̂= −2 for both minimally adjusted and fully adjusted models and provided a better fit than both the linear and null models (p-value < 10 −8 ). Both methods also found that the best-fitting FP2 model provided a better fit than the best-fitting FP1 model, but they differed on the powers selected in the FP2 model (Table 4) . For both the minimally adjusted and fully adjusted models, the naïve method selected̂= {0, 0.5} and MCMC-RC selected = {0, 0.5} for the minimally adjusted and̂= {−0.5, 1} for the fully adjusted curve. The resulting curves are shown in Figure 3 . It is possible for different FP2 polynomial transformations to represent nearly identical curves, and all the curves have in common the characteristic J-shape of a risk which first falls sharply then rises again more slowly. The confidence intervals associated with the selected model fit by each method are included in the Supporting Information. These confidence intervals do not incorporate the uncertainty due to measurement error or model uncertainty.
The naïve curve is the flatter across the range of alcohol intake (Figure 3) . This is what we expect based on the simulation study results. The higher risk associated with lower alcohol consumption is tempered in the naïve model compared to the MCMC-RC measurement error corrected curve. The higher risk of mortality as associated with higher alcohol intake is also modest compared to the MCMC-RC curve. The nadir at which the risk is lowest is 6.2 g/day for the naïve minimally adjusted model and 6.8 g/day for the fully adjusted model while the nadirs for the MCMC-RC curves are 9.6 g/day and 10.1 g/day, respectively. All had odds ratios (ORs) with elevated risk for those with usual alcohol intake of 1 g/day in comparison to those with 8 g/day (approximately equivalent to 1 unit of alcohol). But these ORs were much more exaggerated after correction for measurement error with MCMC-RC (Table 4 ).
There were no great differences in the estimated coefficients for the covariates between the naïve and MCMC-RC methods selected models (Table 3 ).
DISCUSSION
The fractional polynomial method is becoming a popular tool in epidemiological and other studies in which measurement error in exposures is common. We therefore identified a need for methods to correct for this error when exposures are modelled using fractional polynomials. The STRATOS initiative (STRengthening Analytical Thinking for Observational Studies) in 2013 identified the need not just to develop methods for measurement error correction or selection of correct functional forms, but for the successful integration of these areas (Sauerbrei et al., 2014) . We believe this is a step towards such integration.
In this paper, we have described an approach for correcting for measurement error by combining regression calibration, the standard method for measurement error correction, with the power of Bayesian MCMC. The method uses a two-stage approach: In the first stage, a measurement error model is fitted and used to obtain estimates of the expectations of fractional polynomial transformations, that is (ℎ( , )| , , ) in the second stage the expectations are used in a standard fractional polynomial model selection procedure. The method was described for use with classical measurement error and the more complex episodic consumers model. However, it could be applied for other measurement error models, for example systematic error, provided that the information needed to identify the measurement error model parameters is available, for example via a validation study. The maximum likelihood method is arguably more labour intensive, particularly in the context of more complex measurement error because it requires a series of separate numerical integrations to obtain the expectations needed for regression calibration. The Bayesian regression calibration method relies on the same basic principles as standard regression calibration, that is replacing the latent variable for each individual with its expectation (Equation (5)). Therefore, when extended to logistic regression and the Cox proportional hazards model, it is subject to the same assumptions as standard regression calibration.
The simulation study demonstrated that for a J-shaped association between the continuous exposure and outcome, the proposed approach recovers, on average, an estimated curve which is much closer to the true curve than that obtained if the measurement error is ignored. When an FP2 model was assumed, the average MCMC-RC curve is nearly identical to the simulated latent curve generated by the standard fractional polynomial method. When assuming an FP2 model, the OR between an exposure value of 1 and 10 was shown to be nearly the same (1.41 for MCMC-RC and 1.40 for the latent ) whereas the naïve OR was biased towards the null (1.15). The MCMC-RC curve fits resulted in much greater variability than the latent or naïvē curve fits particularly near zero, suggesting the need for a more informative data set as for very low exposure values. Unfortunately, in the setting explored in our simulation study where relatively few replicate measures are available nonlinearity had to be assumed as the power to detect a non-linear model was not recovered. In their book on the topic, Royston and Sauerbrei list insufficient power and sensitivity to extreme values as the greatest disadvantage of the fractional polynomial method (Royston & Sauerbrei, 2008) . Measurement error also inherently decreases power, and while bias can be corrected, power cannot be recovered (Carroll et al., 2006) . In the face of such uncertainty, very high sample sizes are required. Use of less stringent criteria for choosing between the FP models of different degrees may be appropriate when there is measurement error and is an area for further investigation.
The MCMC-RC method was motivated by an application to investigate the association between alcohol intake and all-cause mortality in the EPIC-Norfolk cohort, in which 7DD measures of alcohol intake are subject to measurement error due to episodic consumers. However, the method may be extended to any non-linear association with a defined model for the measurement error in the exposure. The application of the proposed method recovered a stronger and more non-linear association between alcohol intake and all-cause mortality, compared with the naïve approach.
MCMC-RC has potential due to its flexibility, but given the loss of power and lack of efficiency inherent in regression calibration, other methods may build upon this work. Additionally, the expectations used within the models will not retain the original variable relationship, that is for = {1, 2}, ( 2 ) ≠ ( ) 2 , which may impact model selection. A fully Bayesian model which combines both measurement error correction and model selection will be poorly identifiable in the settings outlined in this paper; this remains an area for further research. Cut point models as presented by Plummer may have the potential to accommodate measurement error and model selection (Plummer, 2014) .
In the EPIC-Norfolk data set, most of the observed exposures were at the lower end of the range of alcohol consumption. It is therefore difficult to make inference about the association between drinking large quantities of alcohol and risk of 15-year mortality. Because our model did not allow for a usual consumption of zero, we also cannot make inference about nondrinkers. We hoped to understand better the relationship between very low to moderately high alcohol consumption and where the minimum risk lies. Because of the skewed distribution of the exposure, providing more data around the lower extreme of the association curve, the application had more power to reject linear models than did our simulations. The level at which risk is lowest was found to be just under 1 unit per day (where the standard UK unit of alcohol is 8 g/day) by the naïve model and just over 1 unit per day by the MCMC-RC model. Di Castelnuovo et al. (2006) found that the range of one to two drinks per day in women and two to four drinks per day in men had an inverse association with all-cause mortality. Bergmann et al. examined alcohol consumption in relation to cause of death and found that those drinking light to moderate amounts had the lowest risk of death from cardiovascular disease, more so than very light users (Bergmann et al., 2013) . Although the J-shaped association between alcohol and all-cause mortality remains a topic of much debate (Fillmore, Stockwell, Chikritzhs, Bostrom, & Kerr, 2007) . We adjusted for a number of potential confounders in the analysis, including socio-economic indicators; it is possible that there is residual confounding that may in part account for the raised risk of all cause-mortality with very low alcohol intake.
A limitation with regard to the application was the exclusion of missing data; further work is needed to handle measurement error correction and missing data simultaneously in this context. An extension to survival analysis would also be of great interest. Finally, in this paper, the final model does not take into account either the measurement error correction or the model selection procedure. A more accurate variance could in theory be generated by bootstrapping, but in practice would be unwieldy in combination with the MCMC and model selection procedure. In practice, the additional variability due to estimation of the measurement error model is typically small relative to the errors of estimation in the outcome model. In the application presented in this paper, the model selection and the outcome logistic regression are the greatest source of variance. Our simulation study was based around the application. In further work, our investigations may be extended to consider further simulation scenarios.
An extension to the EC model has been developed to include non-drinkers (Bhadra et al., 2017; Keogh & White, 2011 ). The EC model assumes that every participant has some non-zero usual intake. Depending upon the population, this assumption may be too restrictive. In this application, a high proportion (87%) of participants either said they drank alcohol in one or more FFQ or were observed to drink alcohol in one or more 7DDs. A comparison using the extended model incorporating non-drinkers would be of interest, though in previous applications identifying never consumers has proved difficult (Jayasekara, English, Room, & MacInnis, 2014) .
