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Various topics in physics, biology and engineering involve the study of dynamical systems
which, due to the complexity of the setting they are inserted in, are somehow affected by random
perturbations. These perturbations interfere with the system in different ways. For example,
as it happens in every experimental setting, the observations may be affected by error. In other
cases, for example the motion of a particle in a fluid, random variables may account for the
complex behavior of the environment which interact with the system. In all these situations
the investigation of properties of dynamical systems intertwine with statistical inference or
probability theory. Considering the interaction of these fields of mathematics is necessary to
understand and describe this kind of phenomena.
An example from molecular biology concerns gene regulatory networks which consist of all
the interactions between chemicals inside a cell that supervise the rate of protein production.
The networks are usually described by a system of coupled ODEs that depend on parameters
typical of the system, and whose variables represent the concentration of chemicals. Experi-
mental procedures are able to follow the evolution of the concentrations, and thus provide data
that allow inference on the parameters of the model that can be used to forecast the response
of a cell to certain initial concentrations. A system of coupled ODEs can exhibit chaoticity
and the performance of inference methods is badly affected by this kind of behavior. For this
reason, having procedures that gives good estimators in chaotic regimes is essential to recover
with high precision the parameters of the model.
Another classical example of application of statistical inference for dynamical systems to
biology, arise in the study of population dynamics. As in the case of the regulatory networks,
we have variables describing the number or the density of individuals of a species in a population,
and a set of coupled ODEs that models their interactions. As before, the equations depend on
typical factors such as intrinsic growth rates, density-independent mortalities, carrying capacity
of the resources,... that, given an historical time-series of observations of the population, could
be estimated. When dealing with local population dynamics, the interactions between species
are usually incorporated in the mortality and natality parameters and the evolution of the
variable associated to the number of individuals is described by the iteration of a map. An
example is the Ricker model in which the population density at time (t + 1) depends on the
population at time t through the relation f(xt+1) = rxte−kxt , where r and k are parameters.
Depending on the parameter r, the Ricker map may reveal chaotic behavior, so, once again,
one faces the problem of statistical estimation of parameters in a chaotic regime. A tool that
produces consistent estimates and denoised time-series to recover the values of the parameters
and the true values of the density must overcome the obstacles posed by chaotic behavior of
the dynamics.
The separation of the dynamical component from observational additive noise of a time
series, has very important implications for the retrieval of signals. In fact, by denoising a
time-series, we obtain information on the state of a dynamical system and this allows to make
forecasts for its future behavior, but it allows also to extract a signal from a deterministic
background. This is the case of the elimination of sea clutter from radar measurements. Mi-
crowaves radars are employed to determine the position of objects in the atmosphere and/or
in the proximity of the sea surface such as low-flying aircrafts, small ice-bergs and ships. The
electromagnetic wave backscattered from the sea surface is called sea clutter and affects the sig-
nal coming from the objects of interest. Studies on data obtained with radar revelations have
shown that the sea clutter has a strong dynamical component whose characteristic quantities
(Lyapunov exponents, dimension of the attractor,...) have been estimated. Thus if we have a
denoising procedure, we can treat the signal coming from an object of interest as if it was the
random component, and extract it from the deterministic component.
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The above examples push us to search for theoretical proofs for the consistency of estimators
and denoising schemes in the above setting. When these proofs are not available, numerical
evidence may be given. In less fortunate cases, one can instead prove the impossibility of consis-
tent procedures. The settings we consider in this thesis are low-dimensional dynamical systems.
These are very often inadequate to completely describe high-dimensional systems or too com-
plex phenomena, but represent an optimal starting point to test and assess the performance of
some methodologies.
In this thesis we consider the following problem. Suppose to have a class of discrete dynam-
ical systems defined by the maps {Fa}a∈A dependent on a parameter a . Suppose to observe
the orbit x∗ = (x∗0, Fa∗(x∗0), ..., F
n−1
a∗ (x
∗
0)) affected by error (we consider mainly additive and,
in a lesser extent, multiplicative error). We would then like to do statistical inference on the
time series s = (e(x1, ξ1), ..., e(xn, ξn)) with xi = F i−1a∗ (x
∗
0), and e(x, ξ) is some function of the
true state x and the random variable ξ, to obtain information on the underlying dynamics.
For example we are interested in finding estimates for a, and denoise the time-series, namely
reconstruct the true orbit x. The possibility to achieve these objectives depends on the class of
dynamical systems taken into consideration and on the true parameter of the map. For exam-
ple, if the class of dynamical systems taken into account, for certain values of the parameter,
presents chaotic behavior, standard methods of statistical inference, such as maximum likeli-
hood and Least Squares give systematically biased results both in simulations on the computer,
considering that we deal with numbers with finite precision, and also theoretically.
The first two chapters are introductory, and serve to present the setting and the main tools
we will use in the following chapters. In the first one we introduce important concepts concern-
ing discrete dynamical systems such as the first notions of chaos connected to the topological
behavior of a dynamical system, entropy and Lyapunov exponents as quantitative indicators
of chaoticity. We also talk about ergodic theory and convergence properties of averages of
observables done on the orbits of a system. After this, we introduce the Logistic Map:
fa(x) = x(1− x), x ∈ [0, 1], a ∈ (0, 4].
and we investigate in depth the behavior of its orbits conditional on the value of the parameter
a. The dynamical systems induced by these maps on the interval [0, 1], are the testing ground
for the estimation algorithms we analyze and for the proposed theoretical results on denoising.
In the second chapter we revise the main concepts from classical statistical inference such as
bias and consistence of estimator, maximum likelihood and Least Squares estimators, along
with some classical results in probability. We also treat the basics on Model Selection and we
state a result on Least Squares Estimators, that is fundamental for the reasonings proposed in
the last chapters.
In the third chapter we move on to the analysis of some estimation procedures and algorithms
that are applied and tested on the logistic map. The main objective is to assess the performance
of some procedures for parameter estimation that are found in the literature on this topic. We
start by giving some evidence that estimators obtained minimizing the simple least squares cost
function:
LSLS(s; a) =
T∑
i=1
‖si − F ia(x0)‖2
perform poorly, especially if we take into consideration the inevitable finite precision of a calcu-
lator. A cost function that tries to avoid this drawback of chaotic systems is the one step least
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squares (OSLS) cost:
LOSLS(s; a) =
T−1∑
i=1
‖si+1 − Fa(si)‖2Rn
Along with numerical simulations we obtain a theoretical computation for the bias in both cases
of additive and multiplicative noise. After that, we consider two procedures that are improve-
ments of the estimation schemes above. The first is the estimation-denoising algorithm, which
alternates estimation of the parameter, minimizing OSLS with respect to a, and denoising of the
time-series, adjusting s to decrease the OSLS cost. The second is chunks estimation algorithm
that basically applies LS to cropped segments of the original time-series. We then consider a
fifth algorithm called method of statistical moments that is an ad hoc algorithm for the logistic
map, generalizable to other dynamical systems, which is theoretically proven to give asymptot-
ically consistent estimates. At last we propose a slight modification of the estimation-denoising
algorithm that is computationally more expensive, but, for the chaotic regime of the logistic
map, gives better estimates.
In the last chapter we consider the problem of denoising from a theoretical point of view,
and we investigate the possibility of denoising in the so called perfect model scenario. In this
setting, we suppose to know the dynamical system underlying the set of observations, and we
ask ourselves if, given a possibly infinite set of observations, we are able to recover one of the
states. In the literature we find some negative answer to this question. For example, it has
been proven that for some chaotic dynamical systems with sufficiently large observational error,
given a set of observations, the likelihood of the true orbit is always less than the likelihood
of some other orbit. Another result states that, under certain hypotheses, it does not exist
a measurable function of the infinite time-series of observations that gives a true state of the
system with probability one.
We then consider the least squares method, applied to the recovery of an orbit x given a
possibly infinite set of observations s = x+ ξ with ξi ∼ N(0, σ2), in the perfect model scenario.
In this setting the LS estimator for the first n iterations of an orbit is:
x̂(n) ∈ arg min
t∈Sn
‖t− s‖2, Sn = {(x, f1(x), ..., fn−1(x))|x ∈ I ⊂ R}
where (I, f) is the discrete dynamical system. What we do is to theoretically assess the perfor-
mance of x̂, exploiting a result from model selection theory that gives a bound on the risk for
a LS estimator associated to a class of nonlinear models. We specialize this result to the case
of a single model (Sn) subset of Rn and we obtain a bound of the kind:
Ex[‖x(n) − x̂(n)‖2Rn ] ≤ K(n)
where we have denoted with x(n) the true orbit up to (n − 1) iterations. K(n) depends on a
quantity associated to Sn called metric entropy that measures, in a certain sense, the ’largeness’
and ’richness’ of the set. The performance of the estimator is conditional on the dependence of
K from n. Our main concern in the last chapter is to find upper bounds for the metric entropy
of Sn that in turn give upper bounds for K(n) such that K(n)/n goes to zero as n tends to
infinity.
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Chapter 1
Discrete Dynamical Systems and
Chaos
In this chapter we introduce some basic concepts in discrete dynamical systems, ergodic theory
and chaos that have an important role for parameter estimation and denoising problems. We also
discuss indicators of chaoticity, such as entropy and Lyapunov exponents, and we introduce the
logistic map that will be the main playground to test the algorithms and the results of Chapter
3. Appendix A is parallel to this chapter and contains additional mathematical details that we
avoid in the following sections where we provide just the main ideas of the theory. Of course
there are a lot of references on dynamical system, for example, [2, 7, 8, 27] are just few that
comprehend and complement the following material.
1.1 Discrete Dynamical System
What it is generally understood as dynamical system is the datum of a set X called the phase
space, and some time evolution law. Chosen an initial condition belonging to the phase space
X , we we suppose to be able to follow the evolution during time, where time could be the
continuous time of physics or a discrete time. There are different kinds of time evolution laws.
In the most general and informal way we can say that a time evolution law is a prescription
that gives the rules to univocally determine, starting at a certain time, the trajectory of a point
in the phase space. The solution of the Newton’s equation arising from a physical situation is
an example of dynamical system. The evolution law, which is the solution to the associated
ordinary differential equation or system of ordinary differential equations, that allows to follow
the evolution through time of any given initial condition. This is an example of continuous time
dynamical system. An example of the discrete time case could be any function that maps the
phase space into itself. Starting from any point in the phase space we iterate the function thus
obtaining a sequence of points that represents the successive states of the initial condition. We
focus mainly on this type of dynamical system.
The definition of discrete time dynamical system on a phase space X depends on the mathe-
matical structure of this set, and it is the datum of X and a self-map f of the set that preserves
its structure. If, for example, the phase space is a topological space, we ask for the time evolution
law to be continuous.
Definition 1.1. If the phase space X is a topological space, we say that (X , f), where f : X →
X is continuous, is a discrete time dynamical system.
If on the phase we define a σ−algebra of subsets, a requirement that an evolution map
should satisfy is measurability.
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Definition 1.2. If the phase space X is endowed with a σ−algebra of subsets F , we say that
(X ,F , f), where f : X → X is measurable with respect to F , is a discrete time dynamical
system.
Definition 1.3. Given a discrete time dynamical system (X , f), the set {f i(x0)}i≥0 for x0 ∈ X ,
is called the orbit of x0.
A more general definition of dynamical system that comprise both discrete time and con-
tinuous time dynamical systems is given in Appendix A.1
We are now interested in defining an equivalence relation between dynamical systems, which,
once again, depends on the structure of the phase space. Therefore, the equivalence relation is
defined among dynamical systems that share certain mathematical properties.
Definition 1.4.
• Let X and Y be two topological spaces. We say that the dynamical systems (X , f) and
(Y, g) are topologically conjugated if there exists a homeomorphism h : X → Y such that
h ◦ f = g ◦ h.
• Let M and N be two manifolds and f : M →M and g : N → N two Cr maps. We say that
(M,f) and (N, g) are Cm conjugated if there exists h : M → N , a Cm diffeomorphism,
such that h ◦ f = g ◦ h.
• Let (X ,A, µ) and (Y,B, ν) be two measured spaces. We say that (X , f) and (Y, g) are
conjugated, if there exists a map h : X → Y which is measure preserving, has an inverse
defined modulo sets of measure zero which is measure preserving as well, and that satisfies
h ◦ f = g ◦ h.
Remark 1.1. We can substitute the requirement of invertibility of the map h : X → Y (or
invertibility modulo negligible sets) with surjectivity, and obtain a so called semiconjugacy. In
this case (X , f) is called an extension of (Y, g) and (Y, g) is a factor of (X , f).
The importance of conjugacy is that it allows to classify dynamical systems that share im-
portant porperties. There are in fact some quantities that characterize aspects of a dynamical
system, which are invariant under conjugacy. Whenever two dynamical systems are semiconju-
gated, ordering relations between these quantities are sometimes available.
First Notions of Chaos
There is no wide agreement of what ’chaos’ exactly means, but even if different definitions
can be given, all of them reckon to a chaotic dynamical system some ’unpredictability’ in its
behavior, or ’sensitive’ dependence from initial conditions.
Definition 1.5. Let X be a topological space. We say that the discrete dynamical system
(X , f)
• is topologically transitive, if there exists a x ∈ X such that the orbit of x is dense in X
• is minimal, if all the orbits are dense in X
We can give various characterizations of topological transitivity. The rigorous formulation
can be found in Appendix A.2. Here we limit ourselves to just give a description, warning that
what follows apply to the most usual cases, but not to everyone. The necessary hypotheses are
presented in the appendix.
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Choose two non-empty open subsets U and V of the phase space. Consider the sequence of
images of U under iterations of the map f : {fn(U)}n≥1. A dynamical system is topologically
transitive if, for any choice of U and V , after a finite number of iterations n of the map, the
image of U under fn intersects V . This means that if we follow the evolution of an open subset
under successive applications of f , the images of U will intersect any other open subset. Another
equivalent characterization is that, a dynamical system is topologically transitive if they do not
exist two completely invariant open sets that are disjoint.
We now introduce a notion of chaoticity for a topological dynamical system that exploits
the notion of topological transitivity.
Definition 1.6. We say that a dynamical system (X , f) is chaotic if it is topologically transitive
and its periodic orbits are dense.
Example 1.1. Let us consider the map:
g : S1 → S1
θ 7→ 2θ (1.1)
where any point of S1 is identified by an angle of the form θ + 2kpi for any integer k. We show
that, for the above definition, the dynamical system so defined on S1 is chaotic. First of all,
being gn(θ) = 2nθ, we have that θ is periodic of period n, if 2nθ = θ+2kpi, so, if θ = 2kpi/(2n−1)
implying that θ is a (2n − 1)th roots of unity. This implies that periodic points are dense. To
prove transitivity we use one of the characterizations given above. After having verified that
the requirements of Proposition A.1 are satisfied, we prove that given any open sets U and V
of S1, there exists n such that gn(U)∩V 6= ∅. This is true because U contains an open interval,
and under the action of g every interval doubles its length. Thus the iterates of U under g will
eventually cover S1 and will intersect any open set.
Also in this case we can give, as for the topological transitivity, a characterization of chaotic-
ity. The above definition is equivalent, under some additional hypotheses for the dynamical
system, to require that, chosen a pair of non-empty open subsets U and V , there exists a point
in U such that its orbit is periodic and intersect the set V .
This definition is related to the notion of sensitive dependence from initial condition which
can be defined in the case X is a metric space.
Definition 1.7. Let X be a metric space. A discrete dynamical system (X , f) is said to have
sensitive dependence from initial conditions, if ∃M > 0 such that, for every x ∈ X and every
neighborhood U of x, there exists y ∈ U for which d(fn(x), fn(y)) > M for some n ∈ N.
Sensitive dependence from initial conditions implies that for any point x of the phase space,
there is always a point arbitrarily close to x such that its orbit will be eventually distant more
than a fixed quantity from the orbit of x. Under certain hypothesis, a dynamical system that
satisfies Definition 1.6 has sensitive dependence from initial conditions. The precise terms in
which this statement is true are reported in Appendix A.2.
1.2 Ergodic Theory
The topological characteristics of a dynamical system we have scoped so far, give us a qualitative
idea of what is the behavior of a system on the whole. We now move on investigating quantities
that describe quantitatively its behavior, considering the statistical properties of the orbits of
a dynamical system to which is associated a σ−algebra of subsets. If the phase space is a
topological space, this σ−algebra will often be the σ−algebra of Borel sets. To understand
what is intended by ’statistical’ property of an orbit, we consider the following definition:
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Definition 1.8. Let (X , f,A) be a dynamical system. Given a point in the phase space x ∈ X
and a measurable set A ∈ A, we define the frequency of visit of the orbit of x in A, the limit,
when it exists:
ν(x,A) = lim
n→∞
1
n
n−1∑
i=0
χA(f i(x))
where χA is the characteristic function of the set A.
The frequency of visit, when defined, roughly tells us what is the fraction of time spent by
the orbit of a point inside a measurable set. We can generalize this concept substituting the
characteristic function χA with any measurable function φ : X → R, defining the temporal mean
of φ, which is, when it exists:
lim
n→∞
1
n
n−1∑
i=0
φ(f i(x))
This is the limit, for n that tends to infinity, of the averages of the values attained by φ over the
first n points of the orbit of x. The sums of the kind Sφn(x) =
∑n−1
i=0 φ(f
i(x)) are called Birkhoff
sums. At this moment we shall ask ourselves if we expect the above limits to exist. A result of
great importance for the study of the statistical behavior of orbits gives positive answer to this
question.
Theorem 1.1 (Birkhoff’s Ergodic Theorem). Let (X , f,A, µ) be a measurable dynamical system
with µ a probability measure, then for all φ ∈ L1(X , µ) and for µ-almost every point x ∈ X the
limit
lim
n→∞
1
n
n−1∑
i=0
φ(f i(x))
exists.
Birkhoff’s Ergodic Theorem assures that time averages of observables exist for almost every
point of the phase space. Comparing the time average with the so called phase space average
defined as
φ =
∫
X
φdµ
we can require the two to be equal. If this is the case we say that the measure, or the dynamical
system as a whole, is ergodic. Ergodicity, can be defined in various ways as asserted by the
following proposition.
Proposition 1.1. Let (X , f,A, µ) be a measurable discrete dynamical system. The following
properties are all equivalent and each of them can be taken as definition of ergodic measure.
(1) For µ−almost every point x ∈ X and for all A ∈ A:
lim
n→∞
1
n
n−1∑
i=0
χA(f i(x)) = µ(A)
(2) For µ−almost every point x ∈ X
lim
n→∞
1
n
n−1∑
i=0
φ(f i(x)) =
∫
X
φdµ
(3) If A ∈ A is f-invariant, f−1(A) ⊆ A, then it is trivial (µ(A) ∈ {0, 1}).
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(4) If φ ∈ L1(X ,A, µ) is f -invariant, then φ is constant almost everywhere.
(5) For all A,B ∈ A
lim
n→∞
1
n
n∑
i=0
µ(f−i(A) ∩B) = µ(A)µ(B)
Remark 1.2. Property (1) states that the frequency of visit of the orbit of almost every point x ∈
X in all measurable subsets A equals the measure of this set. We have already proposed property
(2) as starting point to define ergodicity. Property (3) says that all f-invariant measurable sets
have trivial measure. Property (4) states that whenever we have a L1 function which is constant
on the orbits, is constant almost everywhere in the phase space. The last statement says that,
on average, the function f spreads the measurable sets so that they fill the space. Note that
this last requirement is demanded to hold only on average, otherwise we would have a much
stronger property which implies ergodicity, but is not equivalent to it.
Definition 1.9. A dynamical system (X , f,A) is said to be uniquely ergodic if there exists, and
it is unique, an invariant measure µ defined on the σ−algebra A.
Proposition 1.2. The only invariant measure of a uniquely ergodic dynamical system is ergodic.
Definition 1.10. Let (X , f,A, µ) be a measurable discrete dynamical system. If for all mea-
surable sets A,B ∈ A
lim
n→∞µ(f
−n(A) ∩B) = µ(A)µ(B)
holds, we say that the system is strongly mixing.
There is a correspondence between the statistical properties of a dynamical system and the
topological ones. In particular if X is a topological space and the statistical properties are
referred to the σ−algebra of Borel sets, provided that the space X satisfies basic topological hy-
potheses, we have that ergodicity, unique ergodicity and strong mixing implies their topological
counterparts which are respectively topological transitivity, minimality and topological mixing
for the map f restricted to the support of the measure.
1.3 Entropy
In the section devoted to the topological properties of dynamics, we have already introduced
the concept of chaotic dynamical systems and sensitive dependence from initial conditions. We
will now describe a useful quantity that characterize chaotic behavior.
1.3.1 Shannon Entropy
The concept of entropy for a dynamical system has its predecessor in the information theoretic
entropy elaborated by Shannon in its seminal paper [30]. In his paper related to the capacity
of signals in an information theoretic setting, Shannon defines a quantity that describes the
rate of information ’produced’ by a discrete source as, for example, a Markov process. He
lists a few properties that such a function should satisfy, and arrives to the formulation of the
entropy showing that it is the only function, up to multiplicative constants, that satisfies those
properties.
Suppose to observe the realization of n mutually exclusive events that occur each one with
probability p1, ..., pn. A function H(p1, ..., pn) that describes the information associated to an
observation of these events should satisfy the following requirements:
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(i) H should be continuous.
(ii) If pi = 1/n for all i, than H(n) should be a monotonic increasing function with n.
(iii) If one of the possible outcomes, in turn, gives other outcomes, as is the case of Figure 1.1,
the total entropy must be equal to the weighted sum of the individual values of H. In
particular if each event i decompose in {ij}j sub-events of probability, conditional to the
realization of i, {piij}j , we have that:
H({piij}i,j) = H({pi}i) +
n∑
i=1
piH({
piij
pi
}j)
In the case of Figure 1.1, for example, we have:
H
(
1
2
,
1
3
,
1
6
)
= H
(
1
2
,
1
2
)
+
1
2
H
(
2
3
,
1
3
)
Figure 1.1: Example of a realization of multiple outcomes. (Figure taken from [30])
Property (i) imposes a plausible regularity condition on H. Property (ii), establishes that
an observation in the case where all events are equiprobable gives an amount of information
that increases with the increasing of the number of possible events. The last one, prescribes
how the entropy should behave in the case of multiple events. Shannon proved that:
Proposition 1.3. The only functions H that satisfies the three above conditions is of the form:
H(p1, ..., pn) = −K
n∑
i=1
pi log pi
The above expression, that was already known to statistical physicists that employed it to
compute the physical entropy of discrete systems, is very important and we will recover it when
we briefly describe the measure theoretic entropy.
1.3.2 Topological Entropy
Whenever we are dealing with a metric space (X , d) we can associate to the discrete dynamical
system (X , f) a quantity that describes the growth with the number of iterations of the number
of orbits which are distinguishable with an arbitrary, but finite, precision. This section on
the topological entropy is important also because it allows us to introduce the concepts of δ-
separated sets and metric entropy of a set that is fundamental for the discussion of the denoising
via bound on quadratic risk in the last chapter.
Definition 1.11. Let (X , d) be a metric space and f a continuous self-map of X . Given n ∈ N
we define a distance on X induced by the map f defined as
dfn(x, y) = max
0≤i≤n−1
d(f i(x), f i(y))
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Let us notice that the distance dfn, defined on the set X , is closely related to the infinity
norm defined on the set made of the n-uples obtained from the iteration of the map f which is
a subset of Rn.
Definition 1.12.
• Given a metric space (X , d) and a continuous self-map f , we define a (δ, n)-spanning set
a set E ⊂ X such that ∀x ∈ X there exists y ∈ E with dfn(x, y) ≤ δ.
• We call s(δ, n) the minimal cardinality of an (δ, n)-spanning set.
Remark 1.3. We can see s(δ, n) as the minimum number of closed balls for the metric dfn which
is necessary to cover X .
Definition 1.13. We define the topological entropy of a discrete dynamical system (X , f), with
X a metric space, as
htop(f) = sup
δ>0
lim sup
n→∞
1
n
log s(δ, n)
Remark 1.4. Since s(δ, n) is increasing with δ, the above limit is either convergent to a positive
number or +∞.
δ−Packing Number and Metric Entropy
Definition 1.14.
• A subset E of a metric space (X , d) is said to be δ-separated if ∀x, y ∈ X s.t. x 6= y
d(x, y) > δ.
• We call δ-packing number of a totally bounded metric space (X , d), and we denote it
N(δ,X ), the maximal cardinality of a δ-separated set E ⊂ X .
Definition 1.15. Given (X , d) a totally bounded metric space, the quantityH(δ,X ) = logN(δ,X )
is called metric entropy of a set.
We now investigate some properties of the quantities defined above. We focus mainly on
the case where the phase space is a compact interval of R. The concepts we present here are
related to the last chapter and will be very important when we will deal with denoising for
one-dimensional systems.
Proposition 1.4. Let (X , d) be a metric space. The following properties hold true:
(i) If A ⊆ B ⊆ X then N(δ, A)d ≤ N(δ,B)d
(ii) If A ⊆ B ⊆ X then H(δ, A)d ≤ H(δ,B)d
Proof.
(i) Every δ−separated set of A is also a δ−separated set for B and this implies the thesis.
(ii) The inequality follows from (i) and because the logarithm is an increasing function.
Definition 1.16. Let (X , d) be totally bounded metric space. We define D(δ,X )d as the
minimum number of closed balls of radius δ necessary to cover X .
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Remark 1.5. Let us note that if we take into consideration (X , dnf ), we have that s(δ, n) =
D(δ,X )d.
Proposition 1.5. Let (X , d) be a metric space. The following inequalities hold:
D(δ,X )d ≤ N(δ,X )d ≤ D(δ/2,X )d (1.2)
Proof. The proof exploits the same ideas used to prove (1.6). To prove the first inequality,
consider a δ−separated set E ⊆ X of maximal cardinality N(δ,X ). Consider the collection of
closed balls of radius δ centered in this set. This is a covering of X , otherwise there would be a
point x /∈ E not covered by the union of these balls, and E ∪ {x} would be a δ−separated set
contradicting the hypothesis of maximality. The other inequality is proven noting that each ball
of a cover done with balls of radius δ/2, contains at most one point of a δ−separated set.
Given the discrete time dynamical system (I, f), with I ⊂ R a compact interval of the real
line, let us define the set Sn = {(f i(x))0≤i≤n−1|x ∈ I} ⊂ In. On Sn we can put the norms:
• The norm ‖ · ‖Rn , which is just the Euclidean norm restricted to Sn.
• The infinity norm:
‖(x1, ..., xn)‖∞ = max
1≤i≤n
{|xi|}
• The norm ‖ · ‖n defined as:
‖ · ‖2n =
1
n
‖ · ‖2Rn
First of all we notice that the following inequalities hold:
Proposition 1.6.
1√
n
‖ · ‖∞ ≤ ‖ · ‖n ≤ ‖ · ‖∞ (1.3)
Proof. The first inequality follows from:
‖ · ‖∞ ≤ ‖ · ‖Rn
while the second from the well known relation between quadratic mean of a set of positive real
numbers and the maximum of these numbers:
‖x‖n =
√∑n
i=1 x
2
i
n
≤ max
1≤i≤n
|xi| = ‖x‖∞
Proposition 1.7. Suppose that d1 and d2 are two distances defined on the totally bounded
(w.r.t. both distances) space X , if ∀x, y ∈ X d1(x, y) ≤ d2(x, y), then:
N(δ,X )d1 ≤ N(δ,X )d2
Proof. Let us consider E a δ−separated set for (X , d1). Since d1(x, y) > δ implies d2(x, y) > δ,
E is also a δ−separated set of (X , d2), and this implies the thesis.
As a consequence of the above proposition we have that for all totally bounded sets A ⊆ Rn:
N(
√
nδ,A)‖·‖∞ = N(δ, A) 1√
n
‖·‖∞ ≤ N(δ, A)‖·‖n ≤ N(δ, A)‖·‖∞ (1.4)
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Proposition 1.8. Suppose that d1 and d2 are two distances defined on the totally bounded
(w.r.t. both distances) space X , if ∀x, y ∈ X d1(x, y) ≤ d2(x, y), then:
D(δ,X )d1 ≥ D(δ,X )d2
Proof. Consider a cover of X made of closed balls of radius δ with respect to the distance d2.
Since the same balls have radius less or equal to δ w.r.t. the distance d1, a cover w.r.t this
distance will be made of the same number of balls or less.
As a consequence of the above proposition we have that for all totally bounded sets A ⊆ Rn:
D(
√
nδ,A)‖·‖∞ = D(δ, A) 1√
n
‖·‖∞ ≥ D(δ, A)‖·‖n ≥ D(δ, A)‖·‖∞ (1.5)
Alternative Definitions of Topological Entropy
The topological entropy can be defined also in alternative ways, from other characteristic num-
bers associated to the orbit growth. For example it can be defined via the δ−packing number.
If we indicate with N(δ, n) the δ-packing number of the metric space (X , dfn), we can define the
topological entropy as:
htop(f) = lim
δ→0+
lim sup
n→∞
1
n
logN(δ, n)
where N(δ, n) is referred to the metric space (X , dfn). We can verify that this characterization
is equivalent to the other in fact
s(δ, n) ≤ N(δ, n) ≤ s(δ/2, n) (1.6)
This is implied by Remark 1.3 together with Proposition 1.5.
We can also consider Q(δ, n), which is the minimum number of set of diameter δ which is
necessary to cover X , and then define the topological entropy in an analogous way as:
htop(f) = lim
δ→0+
lim sup
n→∞
1
n
logQ(δ, n)
This definition may advantageous due to the submultiplicativity property satisfied by Q(δ, n)
for which holds: Q(δ,m+n) ≤ Q(δ,m)Q(δ, n). The fulfillment of this inequality implies that the
limit limn→∞ 1n logQ(δ, n) exists and so the lim sup in the definition of topological entropy can
be substituted with the limit. The equivalence between the two definitions is assessed noting
that
Q(δ, n) ≤ s(δ, n) ≤ Q(δ/2, n)
The first inequality follows from Remark 1.3, while the second is evident since each subset of
diameter less than δ/2 is contained in a closed ball of radius δ, so, considering the collection of
such balls associated to a cover of set of diameter δ/2 we obtain a cover with closed δ-balls.
1.3.3 Measure-Theoretic Entropy
We introduce another kind of entropy associated to a discrete time dynamical system whose
phase space has a measurable structure.
Definition 1.17. Let (X ,A, µ) be a measurable space.
• We call a measurable partition ξ, a collection of subsets of X , ξ = {Cα, α ∈ A|µ(X \
∪αCα) = 0, µ(Cα1 ∩ Cα2) = 0} for all α1 6= α2 with A a finite or countable indexing set.
For x ∈ ∪αCα we denote with ξ(x) the set Cα ∈ ξ such that x ∈ Cα (if x belongs to
different sets of the partition one can choose one arbitrarily).
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• Let ξ and η be two measurable partitions, we say that η is a refinement of ξ and we write
η ≥ ξ if ∀D ∈ η exists C ∈ ξ s.t. D ⊂ C ( mod 0).
• Let ξ = {Cα}α∈A and η = {Dβ}β∈B be two measurable partitions, we define the measur-
able partition ξ ∨ η = {Cα ∩Dβ|α ∈ A, β ∈ B}, that is the minimal partition which is a
refinement for both ξ and η.
We remember that a measurable set A is included in another measurable set B modulo 0,
if almost every point of A belongs to B. Analogously two sets, A and B, are equal modulo 0,
if A ⊂ B and B ⊂ A modulo 0.
To each partition we associate a function called information defined as:
Iξ(x) = − logµ(ξ(x))
The meaning of this function is evident if we suppose that the measurable partition corresponds
to our ability to distinguish points of the phase space. In this case picking an x in a set of
big measure gives us poor information since x is not distinguishable from a lot of other points.
Averaging the information function over the phase space, one obtains the entropy of a partition:
H(ξ) =
∫
X
Iξ(x)dµ(x) = −
∑
α∈A
µ(Cα) logµ(Cα)
Proposition 1.9. Let f : X → X be a measure-preserving map of a measurable space. If
ξ = {Cα}α∈A is a measurable partition, then f−1(ξ) = {f−1(Cα)|α ∈ A} is a measurable
partition.
This allows us to consider the measurable partitions:
ξf−n =
∨
0≤i≤n−1
f−i(ξ)
Suppose to be able to distinguish two points of X only whenever they belong to different sets of
a partition ξ. Then, the measurable partition ξf−n gives the accuracy with which we can discern
points in the phase space, after observing n− 1 iterations of the map f .
Definition 1.18. We call
hµ(f, ξ) = lim
n→∞
1
n
H(ξf−n)
the measure-theoretic entropy associated to the map f and the partition ξ.
Definition 1.19. The measure-theoretic entropy of a measurable dynamical system (X ,A, µ, f)
is:
hµ(f) = sup{hµ(f, ξ)|ξ is a measurable partition and H(ξ) < +∞}
This definition which is quite unpractical can be eluded with the aid of a theorem that
states that the measure theoretic entropy of a system equals the measure-theoretic entropy of
the system with respect to a generating partition. Letting A be the σ−algebra of measurable
subsets of the phase space, we say that a generating partition, is a measurable partition ξ such
that: ∞∨
i=0
f−i(ξ) = A mod 0
If X is a compact metric space we can find a relation between topological and measure-
theoretic entropy whenever f is a homeomorphism.
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Theorem 1.2 (Variational Principle). If f : X → X is a homeomorphism on a compact metric
space (X , d) we have that:
htop(f) = sup{hµ(f)|µ ∈M(f)}
where M(f) is the set of all f -invariant measures.
1.3.4 Lyapunov Exponent
Lyapunov exponents are a fundamental tool to study chaotic dynamical systems, they, in fact,
quantify the exponential divergence of nearby orbits. The theory of Lyapunov exponents has
been developed to study smooth dynamical systems (discrete or continuous) on a multidimen-
sional Riemannian manifold. For simplicity we restrict ourselves to the case of a one-dimensional
phase space (I ⊂ R) case, that applies to the logistic map that will be our main concern for the
next chapters.
From now on, let f : I → I be a differentiable map of the not necessarily bounded interval
I, thus defining the topological dynamical system (I, f).
Definition 1.20. We define the Lyapunov exponent associated to the point x ∈ I as the limit,
when it exists:
χ(x) = lim
n→∞
1
n
log
∣∣∣∣ ddxfn|x=x
∣∣∣∣
Example 1.2. Suppose x ∈ I is a periodic point for f of period τ , f τ (x) = x. Define:
c =
d
dx
f τ |x=x
We then have that:
d
dx
fkτ |x=x =
[
d
dx
f (k−1)τ |x=fτ (x)
] [
d
dx
f τ |x=x
]
=
(
d
dx
f (k−1)τ |x=x
)
c
and thus inductively:
d
dx
fkτ |x=x = ck
Now for all n ∈ N there exists q, r ∈ N with r < τ such that n = qτ + r so
1
n
log
∣∣∣∣ ddxfn|x=x
∣∣∣∣ = 1qτ + r log
∣∣∣∣[ ddxf r|x=fqτ (x)
] [
d
dx
f qτ |x=x
]∣∣∣∣
=
1
qτ + r
log
[∣∣∣∣ ddxf r|x=x
∣∣∣∣ |cq|]
=
q|c|
qτ + r
+
1
qτ + r
log
∣∣∣∣ ddxf r|x=x
∣∣∣∣
when n tends to infinity the first member converges to τ−1|c| while the second, if log ∣∣ ddxf r|x=x∣∣
is bounded for 0 ≤ r < n, converges to zero. Thus we have shown that
χ(x) = τ−1|c|
The existence of a Lyapunov exponent is not always guaranteed, but if we are dealing with
a measurable dynamical system (I, f, µ) a famous result by Oseledec [26] assures the existence
of χ(x) for µ−almost every x ∈ I.
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Remark 1.6. It can be easily verified from its definition that the Lyapunov exponent, when it
exists, is an f -invariant function for the system, thus if there is an ergodic invariant measure µ,
it is constant µ−almost everywhere.
Since it gives the exponential divergence rate of nearby orbits, the Lyapunov exponent
quantifies the chaotic behavior of a dynamical system. Pesin’s formula relates the value of
the Lyapunov exponent to the metric entropy of a dynamical system, thus connecting the two
quantities.
Theorem 1.3 (Pesin’s formula). Let (I, f, µ) be a measurable dynamical system with µ a regular
measure with respect to the Lebesgue measure induced on I, then:
hµ(f) =
∫
I
max{0, χ(x)}dµ
Remark 1.7. If µ is an ergodic measure for the system
χ(x) = χ =
∫
I
χ(x)dµ for µ-almost every x
thus if χ > 0 we have hµ(f) = χ and hµ(f) = 0 otherwise.
1.4 Logistic Map
In this section we treat the logistic map that is going to be the main application ground for
the results we propose. We have chosen the logistic map for its simplicity, since it is a one-
dimensional map that depends from only one parameter, but that on the other side presents,
for some values of the parameter, chaoticity and a lot of paradigmatic behaviors. These as-
pects make it the perfect setting where to test our theoretical results and practical procedures
concerning parameter estimation and denoising. The following discussion on this map is taken
mainly from [7].
The logistic map is a restriction of a more general dynamical system, the so called quadratic
family which is defined by the real function:
Fλ(x) = λx(1− x), x ∈ R, λ ∈ R+ (1.7)
Proposition 1.10.
(i) For all λ ∈ R+, Fλ(0) = 0 and Fλ(1) = 0.
(ii) If λ 6= 0, Fλ(pλ) = pλ, with pλ = (λ− 1)/λ, which is the only fixed point of Fλ other than
0.
Proof. (i) is evident.
To prove (ii) we just have to solve the fixed point equation:
λx(1− x) = x
which, for λ 6= 0, has two solutions: x = 0 that we already discovered to be a fixed point in (i),
and
pλ =
λ− 1
λ
(1.8)
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Remark 1.8. For λ > 1 we have that 0 < pλ < 1.
As one can easily verify, the functions of the quadratic family attain their maxima at x = 1/2.
Whenever λ ≤ 4, the maximum is less or equal than one. When the parameter λ belongs to
the interval (0, 4], the image of [0, 1] under Fλ is contained in [0, 1]. Then we can consider the
restriction of Fλ to this interval, thus defining a dynamical system on it. We will call logistic
map the dynamical system on [0, 1] defined by:
fλ(x) = Fλ|[0,1](x) = λx(1− x), x ∈ [0, 1], λ ∈ [0, 4] (1.9)
The most interesting part of the dynamic for the quadratic family is in [0, 1] so, restricting
to this interval, does not preclude the investigation of any peculiar behavior of these maps. We
can demonstrate this statement characterizing their behavior outside [0, 1]. First of all, we note
that any point x > 1 is mapped after one iteration of Fλ to x < 0, allowing us to restrict to
this last case. Whenever λ < 1 we have pλ < 0 and the sequence of iterations of x ∈ (pλ, 0) is
increasing and converges to zero that is a fixed point. The iterates of all x < pλ decrease to
−∞. As soon as λ ≥ 1 the orbits of all x < 0 decrease to −∞. These facts, that are easy to
show for example by graphical analysis, prove that whenever an orbit jumps outside [0, 1], it
remains external to this interval and either converges from below to 0, or diverges to −∞.
When the parameter of the quadratic family becomes greater than 4, there is an interval
contained in [0, 1] that has image greater than one as shown in Figure 1.2. By taking the
pre-images of this subset we can find all points of [0, 1] that are eventually mapped outside the
interval. It can be shown that what remains, after having eliminated all the preimages, is a
Cantor set which is invariant under the action of this map.
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Figure 1.2: Graph of f5(x)
From now on we focus our attention on the logistic map. We describe its main properties
and try to describe, when possible, the qualitative behavior of its orbits.
Let us start from the simplest case where 0 < λ ≤ 1. In this interval of parameters, each
orbit is decreasing and converges to 0. Furthermore, if λ ∈ (0, 1), then fλ is a contraction so
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the orbits decrease exponentially to 0, and the rate of the exponential decrease depends on the
parameter of the contraction. This results in the following proposition:
Proposition 1.11. If λ ∈ (0, 1], for all x ∈ [0, 1]:
lim
n→∞ f
n
λ (x) = 0
in addition, if λ ∈ (0, 1), log(fnλ (x)) behaves as n log(λ) for n→∞.
Proof. We have already proved that the trajectories of each point in the phase space tends to
0. To prove the exponential decrease we consider:
vn = log(fnλ (x))
and we notice that:
vn+1 − vn = log
(
fn+1λ (x)
fnλ (x)
)
= log(1− fnλ (x)) + log(λ)
which implies that limn→∞ vn+1 − vn = log(λ), which is different from zero since λ ∈ (0, 1).
From these considerations we conclude that
vn =
n−1∑
i=0
[vk+1 − vk]− v0
behaves as n log(λ) for n that tends to infinity.
Another situation in which the dynamics is easily described, is when λ belongs to the interval
(1, 3). If we are in this situation, we prove the following proposition:
Proposition 1.12. If 1 < λ < 3, then:
(i) fλ has an attractive fixed point at pλ = (λ− 1)/λ, while 0 is a repelling fixed point.
(ii) If x ∈ (0, 1), then:
lim
n→∞ f
n
λ (x) = pλ.
Proof. For (i), we have already proved that pλ is a fixed point. To prove that it is attractive, is
sufficient to show that the modulus of the first derivative of fλ on pλ is less than one:
|f ′λ(pλ)| = |λ− 2λpλ|
= |2− λ| < 1
We prove analogously that |f ′λ(0)| > 1. For (ii), we want to show something stronger, which is
that all orbits, apart that of 0 and 1, converges to pλ. The proof of this statement is not difficult
and the result is easily inferable from graphical analysis, however, a rigorous proof need some
cases to be considered and we refer for it to [7] p. 33.
With the above proposition we conclude the qualitative description of the orbits of the
logistic map for 0 < λ < 3. We now deal with the case 3 ≤ λ ≤ 4. To achieve this task, we
need to introduce a tool: the Schwartzian derivative.
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Definition 1.21. Consider a function f : I → R of class C3, with I an interval of R. We define
the Schwartzian derivative as: Sf(x) =
f ′′′(x)
f ′(x) − 32
(
f ′′(x)
f ′(x)
)2
, f ′(x) 6= 0
Sf(x) = limt→x
f ′′′(t)
f ′(t) − 32
(
f ′′(t)
f ′(t)
)2 ∈ R ∪ {±∞}, f ′(x) = 0 and the limit exists
Remark 1.9. Direct computation proves that the Schwartzian derivative of Fλ is less than zero.
Knowing that the Schwartzian derivative of the map of a one-dimensional discrete dynamical
system is less than zero, gives an upper bound to the number of attracting periodic orbits of
the system. In particular we have:
Theorem 1.4. Let f be a C3 self map of I ⊆ R, an interval, with Sf(x) < 0 for all x ∈ I and
n critical points (i.e. f ′(x) = 0). Then f has at most n+ 2 attracting periodic points of which
at most n have finite basin of attraction.
From the proof of the above theorem, which can be found in [7], one can see that two of the
eventual attracting periodic points have unbounded basins of attraction. This is the case of:
f(x) = k arctan(x), k > 1
which, as can be inferred from Figure 1.3, has no critical points and two attracting fixed points
with unbounded basin of attraction. Furthermore, if we can prove that for some f , such points
do not exist, this leaves us with only n attracting periodic points. For the quadratic family, we
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Figure 1.3: Graph of y = 3 arctan(x) and y = x. We can easily spot two attracting fixed points with unbounded
basin of attraction.
have already showed that for all values of the parameter λ there exists xλ > 0 such that for
|x| > xλ:
lim
n→∞ f
n(x) = −∞
thus proving that no periodic point can have unbounded basin of attraction. From Theorem 1.4
with the above considerations, we can draw the conclusion that since there are no attracting
periodic points with infinite basin of attraction, there is a number of attracting periodic points
at most equal to the critical points of Fλ, and thus at most one:
Proposition 1.13. There exists at most one attracting periodic point for Fλ(x) = λx(1 − x),
for any λ > 0.
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Of course Proposition 1.13 specializes to the case of the logistic map.
Remark 1.10. Let us notice that with propositions 1.12 and Proposition 1.11 and with the
remarks on the behavior of the quadratic family outside [0, 1], we have already proved the
above results for λ ∈ (0, 3).
From λ > 3 we have shown that the fixed point (1.8) is not attracting anymore. This leaves
space for the arising of a new periodic attracting orbit. To investigate the existence of such an
orbit we start looking at periodic orbits of period 2, which corresponds to a fixed point for:
f2λ(x) = λ
2x[1− x− λx(1− x)2] (1.10)
A fixed point of (1.10) satisfies equation:
λ2x
[
1− 1
λ2
− x− λx(1− x)2
]
= 0 (1.11)
Since fixed points of fλ are also fixed points of f2λ we already know two solutions of Eq. (1.11)
which are:
x = 0 and x =
λ− 1
λ
The remaining real solutions of (1.11), if they exist, are periodic points for fλ of period 2. We
can obtain an analytical expression for these points factorizing the second polynomial in the
product of the first member of (1.11). We obtain:
λ2x
(
x− λ− 1
λ
)(
−λx2 + (λ+ 1)x− λ+ 1
λ
)
= 0
reducing our search to the solutions of the quadratic equation:
x2 − λ+ 1
λ
x+
λ+ 1
λ2
= 0
which, for λ ∈ (0, 3) has no real solutions, while for λ ≥ 3 are:
x1,2(λ) =
(λ+ 1)±√(λ− 3)(λ+ 1)
2λ
Then for λ ≥ 3 we have real solutions and thus an orbit of period 2 arises. It is not difficult,
at least with numerical means, to show that there exists λ1 ∈ (3, 4] such that for all λ ∈ [3, λ1)
the periodic orbit {x1(λ), x2(λ)} is the only attracting periodic orbit for the logistic map. One
could also carry on an analytical computation of λ1 by substituting x1(λ) and x2(λ) in the
expression of the first derivative of (1.10), (f2λ)
′, and finding those values of λ for which:
|(f2λ)′(x1(λ))| < 1, and |(f2λ)′(x2(λ))| < 1
With the above procedure one finds λ1 = 1 +
√
6. The transition that happens for λ = 3, where
we pass from a situation in which we have a fixed attracting point to a situation in which we
have an attracting orbit of period 2 is called bifurcation. When the parameter becomes equal
to λ1, we assist to another bifurcation in which the period 2 orbit stops to be attracting and an
attracting orbit of period 4 appears. Figure 1.4 shows a portion of the graphs of f47/2(x), f
2
7/2(x)
and f7/2(x). As expected, fixed points for f27/2(x), and f7/2(x) are also fixed under f
4
7/2(x). We
notice also that an attracting periodic orbit of period 4 has already appeared for this value of
λ which is greater than 1 +
√
6. This phenomenon, called period doubling, continues for all
powers of two as shown in figure 1.5. If we call li the length of the interval in the parameter
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space in which we find an orbit of period 2i, so that li = λi+1 − λi, we find that li decreases as
function of i and the limit of the ratio of two successive lengths exists and converges to the so
called Feigenbaum constant
lim
i→∞
li+1
li
= (4.6692016...)−1
There is a value of the parameter, which is approximately equal to λc =3.55699455..., on
which the intervals of the period doubling cascade accumulates. For λ > λc, the behavior of
the logistic map becomes much peculiar. Still depending on the value of the parameter, we
distinguish intervals where the map shows chaotic behavior, and other intervals in which we
find again attracting periodic orbits, this time, of odd period. This behavior is summarized in
Figure 1.5 where is reported the bifurcation diagram for the Logistic map. On the diagram are
reported for a sample of values of the parameter λ the iterations from 1000 to 3000 of an initial
condition. We clearly see how, in certain regimes, the iterations converges to periodic orbit for
the system while, for other values of the parameter the orbit continues spreading.
0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1 1,1
0,3
0,4
0,5
0,6
0,7
0,8
0,9
Figure 1.4: Portions of the graphs of f47/2(x), f
2
7/2(x) and f7/2(x). Also the bisector of the first quadrant has
been traced.
Logistic Map for λ = 4
We now analyze more closely the case:
f4(x) = 4x(1− x) (1.12)
which is paradigmatic of chaotic behavior.
First of all one can show that (1.12) is chaotic in the sense of Definition 1.6, and has sensitive
dependence from initial conditions (both shown in Appendix A.3.1).
We can than consider the statistical properties of this map that will be particularly useful
in the following. We start by stating that:
Proposition 1.14. The measure on [0, 1] that has density with respect to Lebesgue:
ρ(x)dx =
1
pi
√
x(1− x)
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Figure 1.5: Bifurcation diagram of the logistic map. For each sampled value of the parameter λ the iterations
from 1000 to 3000 of the point x0 = 0.25 have been plotted. (Taken from ’Wikipedia’)
is invariant under f4.
The proof of this statement is consequence of an invariance criterion of measures for piecewise
C1 maps defined on [0, 1], and is given in Appendix A.3.2. Furthermore one can prove that this
measure is ergodic for f4.
At the light of this last result, we are able to show that the Lyapunov exponent exists and
can be computed.
Proposition 1.15. For almost any x with respect to the Lebesgue measure, the limit
lim
n→∞
1
n
log
∣∣∣∣dfndx (x)
∣∣∣∣
exists and it is equal to log 2.
Proof. First of all, let us notice that, for the chain rule:
dfn
dx
(x0) =
n−1∏
i=0
df
dx
(f i(x0))
=
n−1∏
i=1
f ′(f i(x0))
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This implies that
1
n
log
∣∣∣∣dfndx (x)
∣∣∣∣ = 1n log
∣∣∣∣∣
n−1∏
i=1
f ′(f i(x0))
∣∣∣∣∣
=
1
n
n∑
i=1
log |f ′(f i(x0))|
Using Birkhoff Theorem (Theorem 1.1), we can conclude that the limit for n that tends to
infinity of the above quantity exists for almost any choice with respect to the ergodic measure
of f4, dµ(x) = ρ(x)dx, and it is equal to:
lim
n→∞
1
n
n∑
i=1
log |f ′(f i(x0))| =
∫ 1
0
log |f ′(x)|ρ(x)dx
=
∫ 1
0
log |4(1− 2x)|
pi
√
x(1− x) dx
=
∫ 1
0
2
log |4(1− 2x)|
pi
√
1− (1− 2x)2dx
=
1
2pi
arcsin(t) log |4t||1−1 −
4
2pi
∫ 1
−1
arcsin(t)
4t
= log 2
Since µ is absolutely continuous w.r.t. Lebesgue, the result holds for almost any initial condition
w.r.t. Lebesgue.
It immediately follows from Pesin’s formula that the topological entropy is equal to log 2.
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Chapter 2
Classical Statistical Estimation
2.1 Estimation Theory
Random variables very often depend on a parameter or a set of parameters. Estimation theory is
the branch of statistics that tries to recover information on the parameter through observations
of samples of the random variables. The mathematical object apt to describe this situation
is called statistical model, and it is the datum of a measurable space (Ω,F) and a collection
of probability measures, {P θ}θ∈Θ defined on it. We say that a model is dominated, whenever
there exists µ, a measure on (Ω,F), such that, for all θ ∈ Θ, P θ, is absolutely continuous with
respect to µ (P θ  µ). To define an estimator we have to introduce the concept of statistics.
Definition 2.1. We define a statistics as a measurable function T : (Ω,F) → (E,G). In
particular, T does not depend on the parameter θ.
A statistics can include all the information that can be recovered from a statistical model.
To understand this statement we propose the following example.
Example 2.1. Suppose to have a sample (X1, ..., Xn) of independent random variables such
that Xi = 1 with probability p and Xi = 0 with probability 1 − p. We notice that to obtain
information on the value of the unknown parameter p, it is not necessary to know the outcome
of each r. v. Xi, but is sufficient to know their sum: T = X1 + ... + Xn. This gives us the
intuition of what it is a sufficient statistics.
We could give a rigorous definition of sufficient statistics through the concept of conditional
expectation, but we skip directly to its characterization.
Definition 2.2. Let (Ω,F , {P θ}θ) be a statistical model with P θ  µ. If T : (Ω,F)→ (E,G) is
a measurable function, we say that T is a sufficient statistics if there exists a function h : Ω→ R
not dependent on θ, and, for all θ, a measurable function g(θ, ·) : E→ R, such that:
L(θ, ω) =
dP θ
dµ
(ω) = g(θ, T (ω))h(ω), for µ-a.e. ω (2.1)
The above definition is the mathematical expression of what we wanted to convey in the
example. In fact, if condition (2.1) is satisfied, we need only to know the random variable T (ω)
to obtain information on the parameter. For example, if we want to maximize L(θ, ω) with
respect to θ with ω fixed (see Section 2.1.1), we obtain a condition on θ that depend only on
T (ω) and not on the particular value of ω.
The concept of statistics allows to define what is an estimator for the parameter θ.
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Definition 2.3. Let us consider a statistical model (Ω,F , {P θ}θ∈Θ) and a measurable function
g : (Θ,H)→ (D, I), an estimator of g(θ) is a statistics:
ĝ : (Ω,F)→ (D, I) (2.2)
Of course, if the true value of the parameter is θ, which is as saying that the random variables
we observe are defined on the probability space (Ω,F , P θ), we would like ĝ to predict the true
value g(θ). There are various quantities that, in different ways, assess the performance of an
estimator. The first we can consider, is the bias.
Definition 2.4. We say that an estimator ĝ, defined as in (2.2), is unbiased, if for all θ:
Eθ[ĝ] = g(θ)
Otherwise we say that the bias of the estimator is given by the difference:
bbg = Eθ[ĝ]− g(θ) (2.3)
Very often we deal with observations of random variables defined on a statistical model
which give us access to information on the parameter. We thus consider estimators that take
into account the outcomes of these random variables. If, for example, we consider a sample
(X1, ..., Xn) made of identically independent random variables defined on the statistical model
(Ω,F), we can consider an estimator as a function of these random variables.
Example 2.2. Let us consider a real random variable X distributed as a normal with unknown
mean m and known standard deviation σ. If the random variable is defined on a measurable
space (Ω,F), it induces a statistical model on this space, dependent on the parameter m.
Suppose to observe a sample of n independent realizations of X. An estimator for the mean m
is:
m̂(ω) =
1
n
n∑
i=1
Xi(ω)
It is to verify that m̂ is an unbiased estimator. In fact:
Em[m̂] =
1
n
n∑
i=1
Em[Xi] = m
Since an estimator is a random variable, we can consider, whenever it exists, its variance:
Var(ĝ(θ))
For an unbiased estimator the variance is equal to:
Var(ĝ) = Eθ[(ĝ − g(θ))2]
Let us consider the situation in which the parameter is a real number, and Θ is an open interval
of the real line. In this case it is easy to find a lower bound for the variance of an estimator. If
we suppose to have a dominated statistical model we can write:
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Eθ[(ĝ − g(θ)− bbg)2]Eθ
[(
∂ logL
∂θ
)2]
≥
{
Eθ
[
(ĝ − g(θ)− bbg)∂ logL
∂θ
]}2
(2.4)
=
{∫
Ω
(ĝ − g(θ)− bbg)∂ logL
∂θ
L(θ, ω)dµ(ω)
}2
=
{∫
Ω
(ĝ − g(θ)− bbg)∂L
∂θ
dµ(ω)
}2
=
{
∂
∂θ
Eθ[(ĝ − g(θ)− bbg]− Eθ
[
∂
∂θ
(ĝ − g(θ)− bbg
]}2
=
(
∂bbg
∂θ
+
∂g(θ)
∂θ
)2
where (2.4) is Cauchy-Schwartz inequality. Thus we obtain the bound:
Var(ĝ) ≥
(
∂bbg
∂θ +
∂g(θ)
∂θ
)2
Eθ
[(
∂ logL
∂θ
)2]
which is called Cramer-Rao inequality. An estimator that have variance equal to the minimum
allowed variance, is sometimes called efficient. The quantity:
Eθ
[(
∂ logL
∂θ
)2]
is called Fisher information and, as we have just shown is related to the lower bound on the
variance of an estimator. If an estimator is unbiased, its variance gives us information on how
it performs in providing estimates. Of course an unbiased estimator with a small variance is
more desirable since it gives an estimate closer to the true value with higher probability.
Example 2.3. Going back to the previous example, we can consider the variance of the estimator
m̂ which is, since the random variables are independent:
Var(m̂) =
1
n2
n∑
i=1
Var(Xi) =
σ2
n
From the above relation we notice that the variance of m̂ decreases as n increases and eventually
converges to zero. In addition, we can apply results from probability to prove that the strong
Law of Large Numbers applies to this case and thus the sequence of random variables:
1
n
n∑
i=1
Xi
converges almost everywhere to the true value of the mean m.
The above example gives us an hint to define a new property which is useful when we are
dealing with the dependence on n of estimators which are function of the outcomes of a sample
(X1, ..., Xn). More generally, we give the following definition:
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Definition 2.5. We say that a sequence {ĝn}n≥1 of estimators of g(θ) is strongly consistent if,
for all θ, it converges almost everywhere to g(θ) with respect to P θ. We say that it is simply
consistent if ∀θ it converges to g(θ), in probability with respect to P θ.
Example 2.4. We have already proved that the sequence of estimators defined in Example 2.3
is strongly consistent.
The property of consistency is very important if we deal, for example, with estimators which
are function of the outcomes of a sample. In fact, supposing that we have at our disposal a
sample of infinite dimension, we are able to estimate the parameter with arbitrary precision in
a meaning that depends on whether the sequence is strongly consistent or not.
We have already proposed the variance as a way to compare unbiased estimators, and we have
argued that an estimator with a lower variance has a better performance than one with higher
variance. When we are dealing with biased estimators we cannot rely on this criterion anymore.
For example, an estimator with small variance but big bias may have worst performance, in
the sense that it ’often’ gives results far from the true estimated quantity, than an estimator
with big variance and small bias. To compare estimators in the most general situation we can
consider another quantity, the Mean Squared Error.
Definition 2.6. Suppose to have an estimator ĝ of g(θ). We define the Mean Squared Error
(MSE):
MSE = Eθ[(ĝ − g(θ))2] (2.5)
The MSE is nothing but the expectation of the squared distance between the estimator and
the value of the function g evaluated on the true parameter θ. This means that the MSE is
a quantity that is able in general to assess the performance of an estimator. We can give a
characterization of the MSE in terms of its bias and variance.
Proposition 2.1.
MSE = Var(ĝ) + [bbg(θ)]2 (2.6)
Proof.
Eθ[(ĝ − g(θ))2] = Eθ[(ĝ − E[ĝ] + E[ĝ]− g(θ))2]
= Eθ[(ĝ − E[ĝ])2] + E[(E[ĝ]− g(θ))2]] + 2E[(ĝ − E[ĝ])(E[ĝ]− g(θ))]
= Var(ĝ) + [bbg(θ)]2
From the above proposition we can infer that neither an unbiased estimator nor an estimator
with very small variance are assured to perform well. Practical reasons may, in some situations,
lead to prefer an unbiased estimator to another one with less MSE, while in other situations
having small MSE may be preferable.
We now move on to talk about two important methods to obtain an estimator from a sample
of data, namely, the maximum likelihood, and the Simple least squares method.
2.1.1 Maximum Likelihood
Let us suppose to have a dominated statistical model, and suppose that L(θ, ω) is a version of
the density dP θ/dµ of P θ with respect to µ. L is also called the likelihood.
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Definition 2.7. We say that θ̂ is a maximum likelihood (ML) estimator for θ, if for all ω ∈ Ω:
L(θ̂(ω), ω) = sup
θ∈Θ
L(θ, ω)
Remark 2.1. Let us consider the case where Θ is an open subset of R. If the likelihood function,
fixed ω, is differentiable in θ, a ML estimator will satisfy:
dL
dθ
(θ̂, ω) = 0
Now suppose to have a sample of independent random variables (X1, ..., Xn) with identical
density depending on a real parameter θ: h(θ, xi). The density h is the likelihood of the measure
induced by one of the random variables Xi on the real line with respect to the Lebesgue measure.
Since we are considering independent random variables, the likelihood of the sample will be:
L(θ;x1, ..., xn) =
n∏
i=1
h(θ, xi)
If we suppose h(θ, x) to be differentiable with respect to the variable θ, we can search a ML
estimator for θ by looking at the solutions of the equation:
d
dθ
n∏
i=1
h(θ, xi) = 0
Furthermore, if a realization of the sample (x1, ..., xn) is such that for all θ L(θ;x1, ..., xn) > 0,
we can consider the equivalent equation:
d
dθ
n∑
i=1
log(h(θ, xi)) = 0 (2.7)
which is generally easier to deal with. Equation (2.7) is called maximum likelihood equation.
Example 2.5. Classical examples of application of the ML method involve Gaussian random
variables. Suppose to have a sample of i.i.d. random variables Xi with density:
L(m,x) =
1√
2piσ2
e−
1
2
(x−m)2
σ2
where sigma is a fixed parameter. The likelihood of (X1 = x1, ..., Xn = xn) is, due to indepen-
dence:
L(m,x1, .., xn) =
(
1√
2piσ2
)n
e−
1
2
Pn
i=1(xi−m)2
σ2
The maximum likelihood equation thus become:
d
dm
[
−
n∑
i=1
log(
√
2piσ2)− 1
2σ2
n∑
i=1
(xi −m)2
]
= 0
that gives m̂ = 1/n
∑
i xi, which is the empirical mean.
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Example 2.6. Let us consider the same setting of the previous example, this time suppose that
m is known while σ2 must be estimated. The maximum likelihood equation is the same, but
this time the derivative is done with respect to the variance σ2:
d
dσ2
[
−
n∑
i=1
log(
√
2piσ2)− 1
2σ2
n∑
i=1
(xi −m)2
]
= 0
−n 1√
2piσ2
1
2
(
√
2piσ2)−12pi +
1
2σ4
n∑
i=1
(xi −m)2 = 0
from which:
σ̂2 =
1
n
n∑
i=1
(xi −m)2
2.1.2 Simple Least Squares
Let us suppose to observe a random variable Y , such that Y = Y0 + ξ, where Y 0 ∈ Rn is a
constant vector, and ξ is a random variable. Given a n× k matrix, we consider the problem of
finding θ ∈ Rk, that realizes the minimum of the least squares cost function:
L(θ) = ‖Aθ − Y ‖2Rn (2.8)
This problem is of great interest since it allows to find a linear estimator for Y0. We may, in
fact, suppose that Y0 belongs to the image of matrix A, or is well approximated by vectors in
this subspace. The problem could be thus recast by searching for the vector Ŷ in the linear
space of the image of A that realizes the minimum of the cost:
L(t) = ‖t− Y ‖2Rn (2.9)
This kind of approach will be generalized in the following section for Ŷ belonging to a not
necessarily linear subset of Rn and for other kinds of cost functions. For now we consider the
approach of the cost (2.8) since it plunge its basis in the regression problem. Suppose in fact
to have a law of the kind:
φ(x) =
k∑
i=1
θ∗i hi(x)
where hi are given functions of the variable x and the {θ∗i } are unknown parameters. Suppose
to have noisy observations of the function φ in correspondence of the regressors (x1, ..., xn), that
are known exactly. Calling Y0 = (φ(x1), ..., φ(xn)) we recognize that:
Y0 = Aθ∗, and Y = Aθ∗ + ξ
where Aij = hj(xi). A vector θ̂ that minimizes the cost function (2.8) is then an estimate for
the vector of parameters that defines the function φ(x).
We find that we can express the estimator θ̂ as a linear function of the vector Y . In particular
the following result holds:
Proposition 2.2. If A is a n× k matrix with rank k ≤ n, then the vector:
θ̂ = (AtA)−1AtY (2.10)
realizes the minimum of ‖Aθ − Y ‖2Rn.
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Proof. Let us call U : Rn → Rk the linear function such that θ̂ = UY . The θ̂ that minimizes
the distance between Y and Aθ̂ is such that Aθ̂ is equal to the orthogonal projection of Y on
the image of A. So, if we call P the orthogonal projection on this linear subspace of Rn, we
have that
PY = Aθ̂ = AUY
from which we deduce that P = AU . Recalling that for a orthogonal projection P t = P , we
have:
At = (PA)t = AtP = AtAU
Since A has maximum rank, AtA is an invertible squared matrix and this brings to the conclu-
sion.
Remark 2.2. In the linear case above, the solution to the estimation problem is achieved thanks
to the use of orthogonal projection on a linear space, and it just just involves transposition and
inversion of a matrix. Furthermore we have obtained a closed formula for the estimator. In
the following sections we consider nonlinear minimization problems where we search for Ŷ that
minimizes (2.9) and belongs to some subset of Rn. In this situations we do not have all the
useful results we have got for the linear case, and we are going to introduce numerical procedures
to approximate Ŷ .
This linear estimator has important properties:
Proposition 2.3.
• The estimator (2.10) is unbiased.
• The estimator (2.10) has the smallest variance among all the unbiased, linear estimators.
For a proof of these results see [6].
2.2 Prediction and Model Selection
In the following we present the main ideas of model selection theory (taken mainly from [1] and
[21]) which provides a generalization of the concepts we have discussed in previous sections.
The concepts introduced in sections B.11 and B.11, and then analyzed in the case of the fixed
design regression model, play a fundamental role in the arguments presented in the last chapter
on denoising for one-dimensional dynamical systems.
2.2.1 Prediction and Empirical Risk MInimization
We suppose to observe ξ1, .., ξn i.i.d. random variables, with values in Ξ and of common law P .
From the observed values we want to make inference over a quantity s∗, belonging to a set S,
which depend on the distribution P . We define a loss function L : S→ R which we require to
be nonnegative and such that it attains its minimum at s∗
L(t)− L(s∗) ≥ 0 for all t ∈ S.
Usually the loss function is defined by mean of a contrast γ : S × Ξ → [0,∞) so that L(t) =
Eξ∼P [γ(t; ξ)], which will also be called Pγ(t). We define the relative loss `(s∗, t) = L(t)−L(s∗).
An estimator of s∗ is given by a measurable function ŝ : Ξn → S which associates to each sample
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Dn a value in S. The risk associated to the estimator is its expectation over the distribution
of the sample:
R(ŝ) = EP⊗n [L(ŝ(Dn))] (2.11)
Of course a good estimator is one that minimizes the above risk. Since the distribution
P of the random variables is an unknown of the problem, we cannot directly compute (2.11).
Given a certain model S and a contrast γ, a way of obtaining an estimator for s∗ is to choose
an element of S that minimizes the empirical risk, defined as:
Pnγ(t) =
1
n
n∑
i=1
γ(t; ξi) (2.12)
which is the expectation of the contrast done with respect to the empirical measure Pn =
1
n
∑n
i=1 δξi . The estimator ŝS ∈ arg mint∈S Pnγ(t) is called the Empirical Risk Minimizer
(E.R.M.). We expect the E.R.M. to be a good choice for an estimator because the expec-
tation of the empirical risk is equal to the risk of the estimator. Furthermore, increasing the
number of elements of the sample, the empirical measure Pn tends to converge in distribution
to P .
Example 2.7 (Regression). An example to which we can apply the above scheme is the case of
regression. We suppose to have the sets Y ⊂ R and X ⊂ R`. Let η be the regression function
such that η(x) = E(X,Y )∼P [Y |X = x] and:
∀i ∈ {1, .., n}, Yi = η(Xi) + ξi
with the ξi i.i.d. such that E[ξi|Xi] = 0. The contrast usually used in this cases is γ(t; (x, y)) =
(t(x) − y)2 which attains its minimum for t = s∗ = η. After few computations one finds out
that the relative loss equals:
`(s∗, t) = E(X,Y )∼P
[
(s∗(X)− t(X))2]
The excess risk of an estimator ŝ is defined as E[`(s∗, ŝ(Dn))] and is basically the risk
minus some positive constant that becomes zero whenever L(s∗) = 0. The excess risk can be
decomposed in two addends. First of all we note that the so called approximation error
defined as `(s∗, S) = inft∈S `(s∗, t), is a lower bound for the excess risk. This quantity is
also called bias and quantifies the distance between the model S and s∗. What remains after
subtracting the bias to the excess risk is called the estimation error and is also denoted as
variance:
E[`(s∗, ŝ(Dn))]− `(s∗, S) = E[Pγ(ŝ(Dn))]− inf
t∈S
Pγ(t)
In a lot of classical situation the estimation error is proportional to the number of free parameters
of the model. In the case of a linear space, for example, we show in the following example that
this error is proportional to the dimension of the space. This implies that choosing a too large
model S to reduce the bias induces an increase of the variance, while choosing one that is too
small reduces the bias, but increases the variance. The best choice is a trade-off between the
two.
2.2.2 Model Selection
The problem of model selection arises when one has a set of models (Sm)m∈Mn and has to
choose the m̂(Dn) ∈Mn, depending on the sample Dn, such that the correspondent estimator
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ŝbm minimizes the relative loss `(ŝbm, s∗). The best choice for the model would be then m∗(Dn) ∈
arg minm∈Mn `(s∗, ŝm(Dn)) which is called oracle. The performance of an oracle is assessed by
the fulfillment in expectation or on a set of sufficiently large measure of an oracle-inequality
of the kind:
`(s∗, ŝbm(Dn)(Dn)) ≤ Cn inf
m∈Mn
{`(s∗, ŝm(Dn))}+Rn
where Cn and Rn are two constants. Later, we will try to use a result of this kind to obtain a
bound on the risk.
The choice of m̂ is usually done minimizing some quantity crit(m,Dm). We could choose
crit(m,Dm) = Pnγ(ŝm(Dn)) (2.13)
so that m̂ corresponds to the estimator ŝbm that gives the least empirical risk among the E.R.M.s
of the collection of models. Of course this procedure favors the biggest models, the ones with
the greater number of free parameters, and this, for what we have said earlier, may increase the
excess risk, resulting in a not so good estimator in terms of risk. To prevent this drawback we
can add to (2.13) a penalty pen(m,Dn)
crit(m,Dm) = Pnγ(ŝm(Dn)) + pen(m,Dn) (2.14)
that, for example, can take into account the dimension of the models.
The ideal penalty is the one that makes crit(m,Dn) equal to the risk, up to some additive
constant:
penid(m,Dn) = Pγ(ŝm)− Pnγ(ŝm(Dn))
2.2.3 Fixed Design Regression
In the fixed design regression model, we consider, in contrast with the regression model,
X1, ..., Xn as fixed values rather than random variables. We will then denote them x1, ..., xn to
highlight the fact that they are deterministic values. We then suppose to observe Yi = η(xi)+ξi,
∀i ∈ {1, ..., n} with the {ξi} i.i.d. (homoscedastic case) centered random variables, and the goal
is to reconstruct the values of the function η on x1, ..., xn. Let us note that the random variables
{Yi}i are not of the same law anymore. Minimizing the quadratic contrast is equivalent to find
t ∈ S such that, the equivalent of what we have defined as Pγ(t) is:
P ′γ(t)EY
[
1
n
‖t− Y ‖2Rn
]
= EY
[
1
n
n∑
i=1
(ti − Yi)2
]
is minimal. We rewrite P ′γ(t):
P ′γ(t) = EY
[
1
n
‖t− Y ‖2Rn
]
= EY
[
1
n
‖t− F − ξ‖2Rn
]
=
1
n
EY
[‖t− F ‖2Rn + ‖ξ‖2Rn − 2〈t− F , ξ〉]
=
1
n
EY
[‖t− F ‖2Rn + ‖ξ‖2Rn]
From the above computations we deduce that, in this case, the vector F realizes the min-
imum of the quadratic loss, so s∗ = F and the relative loss is `(s∗, t) = 1/n‖F − t‖2Rn . If we
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consider a linear model S , the least square estimator is the linear orthogonal projection of the
observed vector Y , so F̂ S = ΠY , where Π is the orthogonal projection matrix associated to S.
We have that the relative loss of the estimator F̂ S is:
1
n
‖F̂ S − F ‖2Rn =
1
n
‖(Π− I)F ‖2Rn +
1
n
‖Πξ‖2Rn
If {ξi}1≤i≤n are centered and with the same variance σ2, taking the expectation we have obtain
the equivalent of the excess risk, which is:
E
[
1
n
‖F̂ S − F ‖2Rn
]
=
1
n
‖(Π− I)F ‖2Rn + E
[
1
n
‖Πξ‖2Rn
]
=
1
n
‖(Π− I)F ‖2Rn +
σ2 dim(S)
n
(2.15)
where we have used that Y = F + ξ, with {ξi}1≤i≤n are independent random variables. The
writing (2.15) is the sum of approximation and estimation error.
We compute the ideal penalty in the case of fixed design regression for a model selection
problem done on linear models (Sm)m∈M. With a set of linear models, the E.R.M. of the linear
space Sm is F̂m = ΠmY , where Pm is the projection matrix over Sm. With this notation we
have that:
penid(m) =
1
n
‖F̂m − F ‖2Rn −
1
n
‖F̂m − Y ‖2Rn
=
2
n
〈Πmξ, ξ〉+ 2
n
〈(Am − In)F , ξ〉 − 1
n
‖ξ‖2Rn
Adding 1n‖ξ‖2Rn we eliminate the additive constant, which does not change m̂. Taking the
expectation of the above expression:
E[penid(m) + 1/n‖ξ‖2Rn ] =
2σ2 Tr(Πm)
n
=
2σ2 dim(Sm)
n
The penalty 2σ2 dim(Sm)/n is also called the Cp of Mallows and it is a classical result of statistics
which can be found in [18].
2.2.4 General Linear Gaussian Model
In this subsection we state a general result from [21] that we use in the last chapter to find a
bound on the risk of a least squares estimator. The results in this reference are provided for
a class of stochastic processes called General Linear Gaussian Models to which belong, among
others, the fixed design regression model. We consider the stochastic process {Yε(t)}t∈H where
H is an Hilbert space endowed with the scalar product 〈·, ·〉. A General Linear Gaussian Model
is defined as
Yε(t) = 〈s, t〉+ εW (t) (2.16)
where s ∈ H, ε is a positive constant and W (t) is an isonormal process. An isonormal
process is a stochastic process such that:
• W (t) is centered gaussian ∀t ∈ H
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• E[W (t)W (u)] = 〈t, u〉)
Remark 2.3 (Reasons for isonormality). A gaussian process {X(t)}t∈T induces a pseudo-distance
on the set T defined as:
d(s, t) =
√
E[(X(s)−X(t))2]
which under the isonormality assumption becomes:
d(s, t) =
√
E[W (s)2 − 2W (s)W (t) +W (t)2] =
√
〈s, s〉 − 2〈s, t〉+ 〈t, t〉 = ‖s− t‖
as saying that the distance induced by the isonormal process equals the norm associated to
the scalar product defined on the space. This notion of pseudo-distance will be used in the
following.
Remark 2.4. We have already stated that the General Linear Gaussian Model includes the fixed
design regression problem. To see this is sufficient to consider H = Rn with the scalar product:
〈u,v〉n = 1
n
n∑
i=1
uivi
and W (t) =
√
n〈t, ξ〉n, with ξ a random vector distributed as N(0, In) where In is the identity
matrix in n dimensions. With these definitions we obtain, for some s ∈ Rn:
Yε(t) = 〈s, t〉m + σ〈t, ξ〉n
which is the projection induced by 〈·〉n over t of the vector Y = s + ξ. This scheme will be
used in Section 4.2 and is recalled there.
Before proceeding with the statement of the theorem we should give a remark about the sup
of random variables. In what follows, in fact, we will often consider the supremum of random
variables indexed on an uncountable set (very often the model S or one of its subsets). Since
the supremum of an uncountable set of measurable functions is not, in general, a measurable
function, we are not allowed, for example, to take expectations. A way to overcome this obstacle
is to make the additional assumption that the indexing set is separable, namely, it has a dense,
and countable subset. Given a stochastic process {X(t)}t∈T , assume that (T, d), with d the
distance induced by the process, is separable and considering a version of the process which is
almost surely continuous, then supt∈T X(t) = supt∈DX(t) almost surely, where D is a countable
dense subset of T , and the supremum of a countable collection of random variables is a well
defined measurable function.
The result we present involves least squares estimators that in the general Gaussian models
are defined as:
Definition 2.8. If S ⊂ H, we define a least squares estimator (LSE) on S, the ŝ ∈ S which
minimizes the cost γε(t) = ‖t‖2 − 2〈Yε(t), t〉.
We now report verbatim the original version of Theorem 4.18 from [21]
Theorem 2.1. Let {Sm}m∈M be some finite or countable collection of subsets of H. We assume
that for any m ∈ M, there exists a. s. continuous version W of the isonormal process on Sm.
Assume furthermore the existence of some positive and nondecreasing continuous function φm
defined on (0,+∞) such that φm(x)/x is nonincreasing and
2E
[
sup
t∈Sm
(
W (t)−W (u)
‖t− u‖2 + x2
)]
≤ x−2φm(x)
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for any positive x and any point u in Sm. Let us define Dm > 0 such that
φm(τmε
√
Dm) = εDm
and consider some family of weights {xm}m∈M such that∑
m∈M
e−xm = Σ <∞
Let K be some constant with K > 1 and take
pen(m) ≥ Kε2(
√
Dm +
√
2xm)2
We set for all t ∈ H, γε(t) the LSE defined as above and consider some collection of ρ−LSEs
(ŝm)m∈M i.e., for any m ∈M,
γε(ŝm) ≤ γε(t) + ρ, for all t ∈ Sm.
Then, almost surely, there exists some minimizer m̂ of γε(ŝm) + pen(m) over M. Defining a
penalized ρ−LSE as s˜ = ŝbm, the following risk bound holds for all s ∈ H
Es[‖s˜− s‖2] ≤ C(K)[ inf
m∈M
(d2(s, Sm)) + pen(m) + ε2(Σ + 1) + ρ] (2.17)
2.3 Minimization of Cost Functions
As we have seen in previous sections, to obtain an estimator we very often try to minimize
some cost function over a subset of the domain of the cost. To do this we seldom achieve a
closed analytical formula for the minimum, and we have to apply numerical methods to find a
solution to the minimization problem. Finding a suitable cost function is thus only a part of
the estimation problem, and the numerical procedure to find the minimum of the cost becomes
part of the estimation algorithm. The minimization methods we mainly use is the grid-map
method and gradient descent.
Grid-Map Method The grid-map method is a brute force, computationally very expensive
method to find the minimum (or a maximum) of a function over a set Θ. The method consists
in sampling the space of the variables Θ, evaluating the cost function on the sampled points
and choosing the one that realizes the minimum among the sampled values. When the cost
function is a LS cost and we are dealing with a dynamical system, the variable space is usually
the product of two sets: one for the parameter and one for the initial condition. For the logistic
map these are both intervals of the real line. If we do not have any previous knowledge on
where the minimum could lay, we sample uniformly the space Θ. Of course the greatest is
the number of points sampled, the greatest is the precision. In the case of the logistic map
we consider n1 equidistant points in the interval of the initial conditions and n2 equidistant
points in the interval for the parameter which results in a grid for the space made of n1n2
points. For dynamical systems of higher dimension, both of the parameter and of the phase
space, the method becomes increasingly expensive. If we suppose, for example, to sample each
dimension with numbers of points all of the same order, the number of evaluations and also
the number of values in which to research the minimum, grows exponentially with the total
dimensionality of Θ. As we have already pointed out, the grid-map method allows also to
approximate maximum values of functions. This could be useful, for example, for solving a
maximum likelihood problem.
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Gradient Descent Method The other numerical technique we use to find a minimum of
a function is the gradient descent method also known as the steepest descent method. A
useful reference can be found in [4]. Unlikely to the grid-map method, gradient descent find
approximations for local minima. Suppose to have a smooth function L(x) where the variable
x ∈ A ⊆ Rn. The independent variable summarizes all the variables with respect to which
we want to find the local minima. In our case this could represent the set of parameters of a
dynamical system, but also, if we are dealing with denoising, the time series of observations.
The method consists in, starting from an initial condition x0, computing the trajectory that
starts at this point and follows minus the gradient of L. The heuristic behind this method
is easy to visualize in two dimensions. Suppose to be in this case and to have the graph of
L. A local minimum for this function is visualized as the bottom of some kind of hole, and a
trajectory that goes against the gradient and starts inside this hole precipitates at the bottom.
In formulas we solve, in the general case, the following differential equation:{
x˙ = −∇xL(x)
x(0) = x0
(2.18)
In the case that the function L is convex and has only one critical point in its domain which is
a global minimum for L, then for all initial conditions x0 the trajectory solution of (2.18) tends
to the critical point in the limit for the time that tends to infinity. If we are not in the above
hypothesis various things could happen depending on the type of function. If L is defined on a
compact subspace of Rn, the trajectory is expected to to converge to an internal local minimum
of the function, or on the boundary of the domain.
To implement the method on a computer we have to solve the differential equation. The
algorithm we choose is the well known Euler method. To do so we fix a time step ∆t, and
starting from x(0) = x0 we obtain an approximation for x(∆t):
x(∆t) = x0 −∇xL(x0)∆t
and we iterate the procedure. We make the algorithm stop whenever the norm of the gradient
becomes small, that means that we are near to a critical point, or after a certain number of
iterations. Of course, the smaller is the norm of the gradient, the better is the approximation
for the critical point.
2.4 Monte Carlo Methods and Computer Simulations
In the analysis of procedures to obtain estimates for parameters of dynamical systems, we rarely
obtain closed formulas for estimators and analytic expressions for the bias or the Mean Squared
Error. If this is the case we can easily assess the performance of such procedures identifying
those regimes of the parameter for which estimates are good and those for which they are not.
However, we often incur in algorithms that involve numerical approximations and seldom lead
to analytical expressions. In those cases for which theoretical results are not available, the best
way to test the capability of an estimation scheme is by means of numerical simulation with
the well known Monte Carlo method. This method basically consists in applying repeatedly the
estimation scheme on synthetic samples and exploiting the obtained results to get an ’empirical
sense’ of how the estimation scheme behaves.
When dealing with inference for dynamical systems, to do numerical simulations, the first
step consists in, chosen the values for the parameter and an initial condition, simulating an orbit
for the system. Here the first problem arises. Since a computer has finite precision, in most
cases we can simulate only an approximation for the orbit. This fact provokes issues especially
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for chaotic dynamical system since, due to sensitive dependence from initial condition, the
propagation of the approximation error at each iteration can lead to simulated orbits which are
very far from the true ones. Some consequences of this fact are reported in Section B.11. An
introduction to this issue with some development can be found in [29].
Once we have produced an approximation for the orbit of the system we are able to reproduce
observations obtained as functions of the iterates and a random variable that represents the
noise. Various types of noise can be considered. The more commonly used are the uniform and
the Gaussian noise. To implement a random variable we need a generator of random numbers.
In our analysis we have used the MATLAB built in functions that already produce uniform
or Gaussian distributed pseudo-random numbers (some other details in Appendix B). At this
point we can generate a large number of observations with the above method and test the
estimation procedures on each one of the constructed observations. In this way we obtain an
empirical distribution for the estimates. Comparing the estimates with the known true values
of the parameters we can find empirical distributions also for the bias and the MSE. We do
not take into consideration all the attributes of the distributions of these quantities, but we are
mainly interested in their means and variances.
In Chapter 3, where we deal with estimation and denoising procedures, we make extensive
use of the above scheme and, apart from a couple of situations in which some theoretical results
are available, it is going to be the main tool to investigate these procedures.
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Chapter 3
Estimation Algorithms
In the previous chapter we have summarized some basics topics on statistics, with a focus on the
regression problem. We now consider the slightly different question of recovering the parameters
on which a dynamical system depends, from the observations of the orbits of the system. Even
though in some cases we can reduce this problem to non-linear regression, it is not entirely
covered by this case and we have to develop ad hoc procedures. The more important reference
from which the work of this chapter was inspired is the review article [22]. An earlier review
paper on the topic is [3]. We now provide the basics notation used to model some of the above
situations.
First of all let us consider a dynamical system defined on the phase space X drawn from
the family of maps {Fa}a∈A. Suppose that a∗ is the true parameter (or set of parameters) that
identify our map Fa∗ : X → X . Given an initial condition x∗0 ∈ X we denote with {x∗i }0≤i≤T−1
the first n iterations of Fa∗ on the point x∗0, which are defined:
x∗i = Fa∗(x
∗
i−1) = F
i
a∗(x
∗
0), 0 ≤ i ≤ T − 1 (3.1)
that corresponds to the first n-points of the orbit of x∗0. In the 1-D case we sometimes denote this
orbit as x. In this thesis we consider the case where observations affected by error are associated
to this dynamical system. More precisely we associate to {x∗i }0≤i≤T−1 the set {si}0≤i≤T−1 of
observations defined as:
si = e(x∗i , ξi), 0 ≤ i ≤ T − 1 (3.2)
where e is a function of the true state and some noise described by the set of independent
random variables {ξi}0≤i≤T−1. In the following, for the 1-D case, we will often denote the T
observations as the components of a vector s ∈ RT . In the following we suppose to have direct
access to the true state of the dynamics, but with some kind of additive or multiplicative noise
so that the function e becomes:
e(x, ξ) = x+ ξ or e(x, ξ) = x(1 + ξ) (3.3)
Figure 3 shows the first 50 points of an orbit for the logistic map and a possible noisy
observation of the true states, as function of the number of iterations.
Remark 3.1. Another situation, not dealt with in this thesis, is outlined in paper [22] and arises
when the true state of the system is perturbed, after each iteration of the map, by some random
noise. In this case, the orbits of the system are not univocally identified by the initial condition,
but will depend from the outcomes of some random variables.
x∗i = g (Fa∗(xi−1), ηi)
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Figure 3.1: True orbit and noisy observations. The crosses on the blue line show the orbit of the point x∗0 = 0.2
for the logistic map with parameter a∗ = 3.6; the red circles are the observations obtained adding independent
Gaussian noise with standard deviation σ = 0.15 to the true states.
where, {ηi}0≤i≤T−1 are usually independent random variables (let us highlight that in this case
x∗i 6= F ia∗(x∗0)). The observations can be unaffected by noise (si = f(x∗i , 0)) or they may also be
perturbed (si = f(x∗i , ξi)).
Estimation of Parameters and Denoising of Time Series
We put ourselves in the situation depicted by equations (3.1) and (3.2), where the time evolution
is completely determined by the map Fa∗ and the observations are obtained directly from the
true states with additive or multiplicative noise. Given a set of observations, we are interested
in determining the true parameter a∗ that identifies the map that generated the states. This is
the problem of inferencing the parameter of a nonlinear dynamical systems. A slightly different,
but related task is the denoising of a time series which consists in, given a set of observations,
recovering the original time series by eliminating the observational error. This problem can
present itself in two forms: when the parameter a∗, and so the map Fa∗ , are known ( perfect
model scenario) and when the map who generated the observations is not known (imperfect
model scenario). The relation between the inference problem and the denoising is evident in
the case of the imperfect model scenario where, to recover the original time series, we must get
first some kind of estimate of the parameter a∗.
These problems, if tackled with the standard methods of statistical inference, give, in general,
inconsistent results. This is mainly related to the eventual chaotic behavior of the dynamics.
Given the set of observations {si}1≤i≤T , for example, if one tries to estimate the parameter a∗
by minimizing the simple least square cost function:
LSLS(s; a, x0) =
T∑
i=1
‖si − F ia(x0)‖2 (3.4)
with respect to a and x0, we will hardly get a consistent estimate for the parameters. This can
be sensed for example by looking to the graphs for LSLS in the case of the logistic map. For
a given set of 40 observations we plotted in the first graph in Figure 3.2 the values of LSLS
as function of x0, while the parameter a was fixed and equal to 4. The sample was built as
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Figure 3.2: The first image is a plot lot of x0 versus LSLS with a fixed and equal to the true value (a
∗ = 4) used
to generate the sample. The observations are obtained from the true orbit by summing i.i.d centered Gaussian
random variables with standard deviation 0.1. The second one is the plot of a versus LSLS with x0 fixed and
equal to the true value (x∗0 = 0.4) used to generate the sample. The observations are obtained as before
in (3.2) using additive Gaussian noise with standard deviation σ = 0.1. The second picture
in Figure 3.2 represents the dependence from a instead. The graphs for the cost (3.4) are
extremely jagged, and the computation of the minimum of the cost function is hindered by this
behavior. An analytical computation of the minimum may be, depending on the particular
map Fa, impossible, and numerical methods usually reveal to be unsuccessful as well, especially
when the number of observations is high. Gradient descent estimates, for example, will not
generally work due to the large number of local minima and a grid-map method would require
a map made of a large number of points to effectively estimate the true parameters.
Moreover, as pointed out in [28], there is a more subtle reason that leads to discard SLS
estimation methods, at least for long series of observations. Considering an orbit of length
N with initial point x0, {F ia(x0 + δ)}1≤i≤N , and the orbits obtained by perturbing the initial
condition, {F ia(x0)}1≤i≤N where δ ∈ [−∆,∆], one can investigate the dependence from N of
max
1≤i≤N,δ∈[∆,∆]
|F ia(x0 + δ)− F ia(x0)| (3.5)
a quantity that tells how much the orbits of a certain system with initial conditions near to a
given point can grow apart one to another. An inferior bound for this quantity, is obtained by
taking the maximum among a finite subset of [−∆,∆], chosen, in our case, randomly. We have
tried the analysis in the case of the logistic map with a = 4 for various values of ∆. The results
are shown in Figure 3.3. As we can see from the plots, the bound on the distance between
original and perturbed orbits measured as in (3.5), increases exponentially and becomes, in
the case of a range for the perturbation of about 10−16, of order one after roughly N = 60
iterations. 10−16 is also the decimal precision of the program used to make the simulations.
This means that in the most general case, for what concerns our simulations of the logistic map,
after 60 iterates, the orbit has lost any knowledge of the initial condition, so its estimation has
no meaning.
When dealing with statistical estimation, one way of preventing the drawbacks of sensible
dependence from initial conditions in chaotic dynamics, is to provide a cost function which does
not depend on any true state of the orbit and which therefore does not require its estimation.
One cost function of this kind, which has been widely used, is the so called one-step least squares
(OSLS). Given a set of observations, the OSLS provides an estimate for the parameters of the
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Figure 3.3: The graphs show lower bounds on the distance between nearby orbits as measured in (3.5) for different
values of ∆. The lower bounds are obtained taking the max not over the whole interval, but over a (randomly)
selected finite subset of [−∆,∆].
dynamics which minimizes the squared distances between one observation and the application
of the dynamical map to the previous observation. The OSLS function, in the general setting
that has been mentioned above, can be written, for a set of observations {si}1≤i≤T ⊂ Rn:
LOSLS(s; a) =
T−1∑
i=1
‖si+1 − Fa(si)‖2Rn (3.6)
where the norm is the euclidean norm, and the estimate given by this function gives in the case
where we observed the time series s0 is:
Algorithm 1 (One-Step Least Squares).
â ∈ arg min
a
LOSLS(s0; a)
If the cost function (3.6) avoids the dependence from any true state, it is expected to give
biased results due to the fact that observations, which are affected by errors, are treated as
regressors. The next section will be dedicated to an analysis of the estimates and their bias
obtained by minimization of (3.6) in the particular case of the logistic map.
3.1 One-Step Least Squares for the Logistic Map
In the case of the logistic map, the OSLS function is:
LOSLS(s; a) =
T−1∑
i=1
|si+1 − asi(1− si)|2 (3.7)
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and its minimization leads to an analytical formula for the estimate of the parameter â which
is:
â =
〈s,F 〉
‖F ‖2RT−1
(3.8)
where:
s = (s2, s3, ..., sT ), F = (s1(1− s1), ..., sT−1(1− sT−1)) (3.9)
The formula for the estimate can be easily computed by rewriting (3.7) using the above notation,
and so minimizing:
LOSLS(s; a) = ‖s− aF ‖2RT−1
over a ∈ R.
3.1.1 Theoretical Computation of the Asymptotic Bias
As already pointed out, the estimate for the parameter is likely to be biased. In [12], the authors
outline the computation to get an analytical expression for the bias in the case of the Henon
map as function of the moments of the noise and of the asymptotic average of powers of the
points. This procedure can be easily generalized and applied to the case of the logistic map.
One has firstly to substitute the expression for the observations, as in (3.2), for additive or for
multiplicative noise, in the formula for the estimate (3.8). In the case of additive noise, for
example, one gets that (3.8) is equivalent to:
T−1∑
i=1
{
[a∗x∗i (1− x∗i ) + ξi+1](1− x∗i − ξi)(x∗i + ξi)− â(1− x∗i − ξi)2(x∗i + ξi)2
}
= 0 (3.10)
After a few computations one finds an expression which is the sum of terms of the form:∑T−1
i=1 x
∗
i
lξmi . To deal with these terms one can divide the above expression by T − 1 and apply
Kolmogorov Criterion as in [10].
Theorem 3.1. (Kolmogorov Criterion) Let {Xi}i∈N be a sequence of independent random vari-
ables (not necessarily identically distributed) with E[Xi] = µ, σ2i = E[(Xi − µ)2] and such that:∑
i≥1
σ2i
i2
is a convergent series. Then the Strong Law of Large Numbers holds for the succession {Xi}i∈N.
This gives us the following Corollary:
Corollary 3.1. For all m, ` ∈ N, as long as the following set of hypotheses is satisfied:
(a) E[ξmi ] exists and is finite;
(b) the series
∑
i≥1
x∗i
2lE[(ξmi −E[ξmi ])2]
i2
converges;
(c) the limit limT→∞ 1T
∑T
i=1 x
∗
i
` exists and is finite;
(H1)
then:
lim
T→∞
1
T
T∑
i=1
x∗i
`ξmi = E[ξmi ]( lim
T→∞
1
T
T∑
i=1
x∗i
`)
almost surely.
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Proof. Xi = x∗i
`(ξmi −E[ξmi ]) are independent, centered random variables with variance x∗i 2`E[(ξmi −
E[ξmi ])2]. One has that
1
T
T∑
i=1
x∗i
`ξmi =
1
T
T∑
i=1
x∗i
`(ξmi − E[ξmi ]) + E[ξmi ](
1
T
T∑
i=1
x∗i
`)
and under hypotheses (H1), applying Kolmogorov Criterion, the first term on the right-hand
side converges, for T that tends to infinity, almost surely to zero, thus leading to the thesis.
Remark 3.2. Note that the above result does not depend on the dynamics, and, as long as the
hypotheses of the corollary are fulfilled, the result holds.
In the case of the logistic map, if E[(ξmi −E[ξmi ])2] exists and is finite and limT→∞ 1T
∑T
i=1 x
∗
i
`
exists, then, since x∗i
2` ≤ 1, all the hypotheses (H1) are satisfied.
Furthermore, if an invariant measure µ which is ergodic for the system exists, we know that,
for µ-almost every initial condition, limT→∞ 1T
∑T
i=1 x
∗
i
` exists and is equal to the average of x`
done with respect to that measure, and we write it 〈x`〉, hoping that the support of the measure
is large enough and the moment is finite. Summing up, under the hypotheses of Corollary 3.1
for all the couples (`,m) that appears in the products after the expansion of equation (3.10),
and if the system has an ergodic measure µ, for µ−almost every initial point:
lim
T→∞
1
T
T∑
i=1
x∗i
`ξmi = 〈x`〉〈ξm〉 a.s.
Substituting the means in expression (3.10) and considering symmetric noise (E[ξmi ] = 0 when-
ever m is odd), the expression becomes:
â(M2 − 2M3 − 6M1σ2 +M4 + 6M2σ2 + σ2 +N4σ4) = a∗(M2 − 2M3 −M1σ2 +M4 +M2σ2)
where Mi stands for the i-th moment of x with respect to the ergodic measure, and Ni = 1σiE[ξ
i]
and σ is the standard deviation of the noise ξ. If we assume:
M2 − 2M3 − 6M1σ2 +M4 + 6M2σ2 + σ2 +N4σ4 6= 0 (H2)
then:
â = a∗
(M2 − 2M3 −M1σ2 +M4 +M2σ2)
M2 − 2M3 − 6M1σ2 +M4 + 6M2σ2 + σ2 +N4σ4 (3.11)
which gives a bias of:
biasADD = â− a∗ = a∗σ2 5M1 − 5M2 − 1−N4σ
2
M2 − 2M3 − 6M1σ2 +M4 + 6M2σ2 + σ2 +N4σ4 (3.12)
The computation in the case of multiplicative noise is done in the very same fashion and
leads to the following results:
â = a∗
(M2 − 2M3 +M4 +M4σ2 −M3σ2)
(M2 +M4 − 2M3 + 6M4σ2 − 6M3σ2 +M2σ2 +M4σ4N4) (3.13)
biasMUL = â− a∗ = a∗σ2 (5M3 − 5M4 −M2 −M4σ
2N4)
(M2 +M4 − 2M3 + 6M4σ2 − 6M3σ2 +M2σ2 +M4σ4N4) (3.14)
where we have assumed:
M2 +M4 − 2M3 + 6M4σ2 − 6M3σ2 +M2σ2 +M4σ4N4 6= 0 (H2’)
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Figure 3.4: Plot of the bias computed in the case of a∗ = 4 for additive and multiplicative Gaussian noise, as
function of the standard deviation
Case of a∗ = 4
For a∗ = 4 we know that there is an invariant measure which is ergodic, and has density, with
respect to the Lebesgue measure:
f(x) =
1
pi
√
x(1− x)1(0,1)
The moments associated to this distribution are:
M1 =
1
2
M2 =
3
8
M3 =
5
16
M4 =
35
128
(3.15)
Figure 3.4 shows a plot for the bias in this case, for Gaussian noise, as function of the standard
deviation σ.
General case
In Table 3.1 are shown the averages, over 105 iterations of the logistic map, for the powers of
the elements of the orbits. In most of the cases the moments are of the same order of magnitude
not allowing further simplification of the above formulas.
In the case of small noise we can expand the expression of the bias in a Taylor series.
Proposition 3.1. Suppose that hypotheses (H1) are fulfilled for all the possible couples of
exponents (`,m) that appear in the computations of products in (3.10), and suppose that the
random variables ξi are such that N4 is constant and so does not depend on σ. If we suppose
that:
M2 − 2M3 +M4 6= 0 (H3)
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a x0 〈x〉emp 〈x2〉emp 〈x3〉emp 〈x4〉emp
0.1 0.1 1.10e-06 1.01e-07 1.00e-08 1.00e-09
0.1 0.6 6.27e-06 3.61e-06 2.16e-06 1.30e-06
0.1 0.8 8.18e-06 6.40e-06 5.12e-06 4.10e-06
0.53333 0.1 2.00e-06 1.31e-07 1.13e-08 1.06e-09
0.53333 0.6 8.50e-06 3.81e-06 2.18e-06 1.30e-06
0.53333 0.8 9.72e-06 6.50e-06 5.13e-06 4.10e-06
0.96667 0.1 1.38e-05 5.59e-07 3.52e-08 2.64e-09
0.96667 0.6 2.62e-05 5.30e-06 2.41e-06 1.34e-06
0.96667 0.8 2.51e-05 7.41e-06 5.22e-06 4.11e-06
1.4 0.1 0.285 0.0816 0.0233 0.00667
1.4 0.6 0.286 0.0816 0.0233 0.00667
1.4 0.8 0.286 0.0816 0.0233 0.00667
1.8333 0.1 0.454 0.207 0.0939 0.0427
1.8333 0.6 0.455 0.207 0.0939 0.0427
1.8333 0.8 0.455 0.207 0.0939 0.0427
2.2667 0.1 0.559 0.312 0.175 0.0975
2.2667 0.6 0.559 0.312 0.174 0.0975
2.2667 0.8 0.559 0.312 0.175 0.0975
2.7 0.1 0.630 0.396 0.250 0.157
2.7 0.6 0.630 0.396 0.250 0.157
2.7 0.8 0.630 0.396 0.250 0.157
3.1333 0.1 0.660 0.449 0.315 0.226
3.1333 0.6 0.660 0.449 0.315 0.226
3.1333 0.8 0.660 0.449 0.315 0.226
3.5667 0.1 0.648 0.466 0.360 0.291
3.5667 0.6 0.648 0.466 0.360 0.291
3.5667 0.8 0.648 0.466 0.360 0.291
4 0.1 0.499 0.374 0.312 0.273
4 0.6 0.499 0.374 0.312 0.273
4 0.8 0.500 0.375 0.312 0.273
Table 3.1: Empirical computation of the first four moments varying a and x0. To compute the empirical values
of < xi >emp we have considered the first 10
5 iterates of the orbit. In the cases where a < 1 the moments are
zero and, since the iterates rapidly go to zero and the series is dominated by the first terms of the addition,
this implies that the results we obtained are dependent from x∗0, and the estimated values for the moments are
different one to another. Notice that when a∗ = 1 and x∗0 = 0.8, 〈x〉emp is approximately equal to 0.8 · 10−5. In
the other cases reported on the table the situation is different since the moments converge to the same nonzero
constant for almost every initial condition with respect to Lebesgue.
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we can Taylor expand functions (3.12) and (3.14) for σ → 0, up to terms of order of σ4:
biasADD ∼ a∗ 5M1 − 5M2 − 1
M2 − 2M3 +M4σ
2 (3.16)
in the case of additive noise, and:
biasMUL ∼ a∗−5M4 + 5M3 −M2
M2 − 2M3 +M4 σ
2 (3.17)
in the case of multiplicative noise.
Proof. We compute the first derivatives with respect to σ2 of expressions (3.12) and (3.14),
which under (H3) exist and are continuous in a neighborhood of σ2 = 0, and we evaluate them
for σ2 = 0. We get:
bias′ADD(σ
2)|σ2=0 =a∗
5M1 − 5M2 − 1
M2 − 2M3 +M4
bias′MUL(σ
2)|σ2=0 =a∗
−5M4 + 5M3 −M2
M2 − 2M3 +M4
Noting that biasADD(0) = biasMUL(0) = 0, after plugging the computed coefficients in the
expression of the first order Taylor expansion expression, one obtains the desired result.
To see how (3.16) and (3.17) behave, we have plotted in Figure 3.5 and 3.6 the coefficients:
biasADD
a∗σ2
∼ 5M1 − 5M2 − 1
M2 − 2M3 +M4 (3.18)
biasMUL
a∗σ2
∼ −5M4 + 5M3 −M2
M2 − 2M3 +M4 (3.19)
for different values of the initial condition as function of a∗. The dependence from the parameter
is embedded in the moments M1, M2, M3 and M4 which were computed numerically averaging
over 106 iterates of the logistic map.
The previous arguments have shown that the OSLS estimation scheme produces biased
estimates. We have seen it from a completely theoretical point of view for a∗ = 4, in which case
we were able to compute exactly the moments associated to the ergodic measure, and with the
help of numerical means whenever the moments were computed averaging over a large number
of iterations of the map. The results on the behavior of the bias when the standard deviation of
the noise becomes small, allow a comparison between additive and multiplicative noise. In the
multiplicative case the coefficient (3.19) remains always of the order of magnitude of the unity
being comprised, for the values of x0 taken into account, in the interval [−5, 2] . In the additive
case, instead, coefficient (3.18) is always greater, in absolute value, than -10, and for small a∗
becomes huge (see Remark ). We note also that in the multiplicative case there are some special
values of the parameter a∗ for which the bias approaches zero (a∗ ≈ 1.5 and a∗ ≈ 3.3).
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Figure 3.5: Plots of biasADD/a
∗σ2 (3.18) as function of a∗, for different values of x0 (the red one is almost
completely covered by the black one). Each of the three graph shows the same plot, but with a different scale.
The empirical values of the moments computed out of 106 iterations of the logistic map have been substituted in
the formula.
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Figure 3.6: Plots of biasMUL/a
∗σ2 (3.19) as function of a∗, for different values of x0. We have substituted in the
formula the empirical values of the moments computed out of 106 iterations of the logistic map.
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Remark 3.3. Here is important to remark that, for what we have said in Section 1.4 about the
orbits of the logistic map, if a∗ ∈ (0, 1), the moments Mi are, for all i ≥ 1, equal to 0. For this
reason the various hypotheses (H2), (H2’), and (H3) are not satisfied, therefore the consequent
results are not consistent in this regime. Anyway, we have decided to include in Figures 3.5 and
3.6 also these values of the parameter, with, instead of the exact value of the moments Mi, the
approximated one (as for the other values of a∗), so that the denominators are different from
zero. In the case of additive noise we see in Figure 3.5 that for a∗ ≤ 1 the approximated value of
the coefficient becomes huge. The reason of this behavior is evident looking at formula (3.18).
We also expect that increasing the number of iterations on which are obtained the approximated
values of the moments, these values will increase. In the case of multiplicative noise, we see
that the coefficient remains bounded also for a∗ ≤ 1, the reason of this is that, as we can see
from Equation (3.19), the numerator and the denominator are of the same order so the ratio of
the approximated value of the two expressions is likely to remain bounded.
3.2 Description of Alternative Estimation and Denoising Meth-
ods
The OSLS estimation scheme has been proven theoretically biased, and the simulations done
in the following sections confirm this result. Other procedures have been proposed that try to
avoid or at least reduce to some extent the bias of the estimates. For most of the algorithms
proposed in what follows, theoretical arguments that account for the magnitude of the bias are
not available and one has to rely on the results coming from numerical simulations. Once again
the logistic map will be the main ’play ground’ for our work. We present in this section the
description of the procedures while we postpone their simulations and simulations for the OSLS
method to the next section.
3.2.1 Estimation and Denoising Algorithm
One alternative procedure, stems directly from the OSLS method and has been described in
[25]. It consists of alternating OSLS estimation with denoising of the time series, by minimizing
LOSLS with respect to a and then, using the estimated value of the parameter, denoising the
series of observations, and repeating the procedure for a certain number of times, or until the
cost function decreases under a certain threshold.
Denoising the time series is achieved by decreasing the OSLS cost function, this time with
respect to the observations. It is important to stress that we are not searching for an absolute
minimum of LOSLS(a;x). This would be easily available since LOSLS ≥ 0 and attains its
absolute minima, LOSLS(a;x) = 0, whenever x is made of the first T points of an orbit for the
map Fa. To obtain this, starting from the observation vector s ∈ RT , would be sufficient to take
the first observation s1 and apply the map Fa on it T−1 times. This new vector would minimize
LOSLS , but will generally have nothing to do with the true orbit underlying the observations s.
We then apply a gradient descent method to decrease LOSLS with respect to x, starting from
the original set of observations, and then take a convex combination of the vector obtained this
way and s. The method of gradient descent consists in following the trajectory, in the RT space,
where T is the number of observations, which has tangent vector equal to minus the gradient
of the OSLS cost, and initial condition the observed time series. In formula we write that the
trajectory is the solution to the set of equations:{
x˙(t) = −∇xLOSLS(x(t), a)
x(0) = s
(3.20)
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where s is the set of observations to be denoised given the value a of the parameter. In
our simulations, Equation (3.20) was integrated using Euler algorithm and the trajectory was
followed until the norm of the gradient decreased under a certain threshold, or, to control the
case when this bound is never achieved or requires too many steps, after a certain number of
iterations. It is clear that following the prescribed path one finds a time series that approximate
local minima of LOSLS , and which thus give a decreased OSLS cost function.
As we have already mentioned, when implementing the algorithm, one has to be careful
to keep track of the original set of observations to avoid ending in some undesired minima.
To do this, one can for example take a weighted average of the denoised time series and the
original one, and do the same also for the parameter. Summing up, the algorithm is made of
the following steps:
Algorithm 2 (Estimation Denoising (ED) Algorithm).
1. From the original set of observations s0 = s, compute the estimate â0 for the param-
eter minimizing (3.6).
After k steps:
2. Using âk, we denoise sk following the solution of (3.20) (with initial condition x(0) =
sk) until the norm of the gradient decreases below a prefixed threshold or after a fixed
number of steps, obtaining a new version of the time series s′k.
3. sk+1 = αsk + (1− α)s′k
4. Get a new estimate â′k for a using sk+1 as set of observations
5. âk+1 = βâk + (1− β)â′k
6. Repeat the steps 2–5 for a fixed amount of times J or whenever LOSLS decreases
under a certain threshold d.
7. If k is the number of steps employed, âk and sk are respectively the estimate for the
parameter and the denoised time series.
For the implementation of Algorithm 2 above, with the used variables α, β, J and d, see
Code B.5 in the appendix. The parameter α can be chosen in the interval [0, 1) depending if
one wants to give more weight to the denoised time series or to the original one. The value 1
has been excluded since it would imply that no denoising has been taken into account and this
would lead again to OSLS minimization. Furthermore, at each, step the distance of s′k from the
local minimum searched with the gradient descent algorithm depends on the threshold for the
norm of the gradient and on the maximum number of steps of the Euler algorithm. Depending
on these variables, a value of α too close to 0 is not advisable either, since it may give a sk+1
too close to the local minimum and forget about the starting point. Therefore, a good choice
should not lay too close to the extrema of the interval. The same holds for the parameter β
depending if one wants to weight more the new estimate or the one observed in the previous
step. The algorithm stops whenever the value of the cost function (3.6) becomes less than a
certain threshold or, when this bound is never achieved or requires too many steps, after a
certain number of iterations. As reported in the next section, we used algorithm 2 to perform
estimations on the logistic map. In this case the expression of the gradient for the OSLS cost
is:
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∇sLOSLS(s; a) =

−2a[s2 − a(s1 − s21)](1− 2s1) i = 1
−2a[si+1 − a(si − s2i )](1− 2si) + 2[si − a(si−1 − s2i−1)] 1 < i < T
2[sT − a(sT−1 − s2T−1)] i = T
3.2.2 Cutting the Time Series into Chunks
Another way to estimate the parameters of a dynamical system is described in [28] and recovers
the estimation of the initial condition. As we have already pointed out, the chaotic behavior of
a dynamical system renders inconsistent, from a computational point of view, the estimation of
the initial condition when dealing with observations on a too long period. To verify this in a
general case one can make simulations, similar to the one we already did in the first section for
the logistic map and whose results are shown in Figure 3.3, to determine, given the precision of
the calculator, an upper bound for the length of the orbit which limits the ”difference” between
points coming from orbits with similar initial conditions. Then one chooses a number n strictly
less than this and obtain from the original time series a certain number of cropped time series,
made of n consecutive observations. At this point one can estimate the parameter and the
initial condition, for example, with a grid-map algorithm. The estimates obtained this way
can be averaged to obtain the final estimation. This can be summarized in the following steps.
Given a set of observations {si}1≤i≤T :
Algorithm 3 (Chunks Estimation).
1. Fix a number n as previously prescribed.
2. Obtain from {si}i k cropped time series:
c1 = {si}i=j1+1,...,j1n; ...; ck = {si}i=jk+1,...,jk+n
with k < T − n. The {ji}i=1,...,k are all distinct and select possible subsets made of
n contiguous observations. To have little overlap between the chunks, having fixed k,
we have chosen, for example:
ji = (i− 1)
⌊
T − n
k − 1
⌋
3. Use a grid-map algorithm to minimize the SLS cost function LSLS(ci; a, x0) on all the
chunks c1, ..., ck, and obtain estimates {âi}1≤i≤k for each chunk (Figure 3.2.2 shows
an example).
4. Average these values to obtain the final estimate:
â =
1
k
k∑
i=1
âi
Fixed the length n of the cropped chunks, the algorithm allows some freedom in the choice of
k and the {ji}i. The proposal of [28] is to choose them so that different chunks do not share any
common observation. In our implementations we have preferred to use an intermediate number
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Figure 3.7: Scheme of a possibility of how to crop the observations into chunks. In this case each chunk is
made of five observations and two different chunks overlap for at most one observation. c1 = {s0, s1, ..., s4},
c2 = {s4, ..., s8},... Choosing a larger overlap increases the number of chunks on which doing the estimation and
hence a larger number of estimates to average. However, we expect the estimates obtained from chunks with
large overlap to be similar.
of cropped time series so that we have at our disposal a slightly larger number of chunks that,
at the same time, do not share a lot of observations. For the precise numbers used see Code
B.8 in the appendix.
A certain number of parameters affect the performance of this procedure. First of all, the
algorithm is strongly dependent on how has been done the estimation on the cropped time
series. For example, if we use the grid-map procedure to find the minimum of the SLS cost
function, the precision for this algorithm will affect the precision and the execution time of the
overall estimation. Another influent variable is the length of the cropped time series n. We
have already shown how the chosen n must be bounded from above according to the behavior
of the dynamics. One could also expect that a good choice for n would not be too small, since
a time series which is too short may give an estimate much more susceptible to observations
affected by rare events. Anyway, apart from these remarks, is not a priori clear which would be
the best value for n.
3.2.3 Method of Statistical Moments
The Method of Statistical Moments (MSM), described for example in [28] and [22], is an ad hoc
method that must be adapted to each case (type of dynamical system, additive or multiplicative
error,...). This method is proven to provide consistent estimates. We will consider it in the case
of the logistic map with additive and multiplicative noise. This method makes use of arguments
similar to the ones used to compute the analytical formula for the bias in the OSLS estimation
scheme (Section 3.1.1). In particular, it exploits ergodicity and strong versions of the Law of
Large Numbers.
Let’s first fix some notation. We will call 〈s`〉T the mean of the `-th power of the first T
observations and with 〈sisi+1〉 the average of the first T − 1 one-step products:
〈s`〉T = 1
T
T∑
i=1
s`i
〈sisi+1〉T = 1
T − 1
T−1∑
i=1
sisi+1
Whenever limT→∞〈s`〉T exists, we write
〈s`〉∞ = lim
T→∞
〈s`〉T
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Analogously we define:
〈x`〉T = 1
T
T∑
i=1
x∗i
`
〈x`〉∞ = lim
T→∞
〈x`〉T
where {x∗i}i is a true orbit of the system, and the second definition holds whenever the limit
on the right hand side exists. Let us notice that 〈x`〉T and 〈x`〉∞, in general, depend on the
orbit and so on its initial point x∗0. However, if we have an ergodic measure µ, for µ-almost any
initial condition x∗0:
〈x`〉∞ =
∫
[0,1]
x`dµ(x)
whenever the integral exists, and we will call it 〈x`〉.
In the case of additive noise we have that: si = x∗i + ξi, where we assume that the noise ξ
satisfies:
E[ξ] = 0 (HN1)
σ2 = E[ξ2] <∞ (HN2)
E[|ξ3|] exists, and E[ξ3] = 0 (HN3)
Taking the average over T observations:
〈s〉T = 1
T
T∑
i=1
x∗i +
1
T
T∑
i=1
ξi
Letting T go to infinity we observe that, if the first term on the right-hand side converges, it has
limit 〈x〉∞, while the second term converges almost surely to zero (consequence of Kolmogorov
Criterion together with (HN1) and (HN2)):
〈s〉T → 〈x〉∞ (3.21)
Analogously s2i = x
∗
i
2 + ξ2i + 2x
∗
i ξi. Thus, taking again the averages:
〈s2〉T = 1
T
T∑
i=1
x∗i
2 +
1
T
T∑
i=1
ξ2i +
2
T
T∑
i=1
x∗i ξi
Taking the limit for T that tends to infinity we have that the first term on the right-hand side
converges to 〈x2〉∞, if the limit exists, while the second converges to E[ξ2] which is the variance
σ2 of the error. Since
∑∞
i=1 σ
2 x
∗
i
2
i2
converges, we are under hypotheses (H1) of Corollary 3.1
and we can prove that the third term goes to zero, so:
〈s2〉T → 〈x2〉∞ + σ2 (3.22)
For the third power,
〈s3〉T = 1
T
T∑
i=1
x∗i
3 +
1
T
T∑
i=1
ξ3i +
3
T
T∑
i=1
x∗i
2ξi +
3
T
T∑
i=1
x∗i ξ
2
i
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the first term converges to 〈x3〉∞, since we suppose to be under (HN3), the second converges
almost everywhere to zero. Also the third converges to zero because
∑∞
i=1 σ
2 x
∗
i
4
i2
is a convergent
series and we can apply again Corollary 3.1. For the fourth term we have that as long as
E[(ξ2i −σ2)2] exists,
∑∞
i=1 E[(ξ2i −σ2)2]x
∗
i
2
i2
is convergent so, for the Corollary, 1T
∑T
i=1 x
∗
i (ξ
2
i −σ2)
converges almost surely to zero and 3T
∑T
i=1 x
∗
i ξ
2
i =
3
T
∑T
i=1 x
∗
i (ξ
2
i −σ2)+ 3T
∑T
i=1 x
∗
iσ
2 converges
to 3〈x〉∞σ2. So:
〈s3〉T → 〈x3〉∞ + 3〈x〉∞σ2 (3.23)
In a similar way one can prove that:
〈sisi+1〉T → a[〈x2〉∞ − 〈x3〉∞] (3.24)
Averaging the expression of the logistic map we obtain another relation between the mo-
ments:
〈x〉∞ = a(〈x〉∞ − 〈x2〉∞) (3.25)
Relations (3.21), (3.22), (3.23), (3.24), (3.25) can be used to obtain estimates for 〈x〉∞, 〈x2〉∞,
〈x3〉∞, a∗, σ2 as function of 〈s〉∞, 〈s2〉∞, 〈s3〉∞ and 〈sisi+1〉∞ by solving the set of equations:
〈s〉∞ = 〈x〉∞ (3.26)
〈s2〉∞ = 〈x2〉∞ + σ2
〈s3〉∞ = 〈x3〉∞ + 3〈x〉∞σ2
〈sisi+1〉∞ = a∗(〈x2〉∞ − 〈x3〉∞)
〈x〉∞ = a∗(〈x〉∞ − 〈x2〉∞)
Doing the computations:
a∗ =
〈sisi+1〉∞ + 〈s〉∞ − 3〈s〉2∞
〈s〉∞ − 〈s3〉∞ − 3〈s〉2∞ + 3〈s〉∞〈s2〉∞
(3.27)
whenever the denominator is different from zero.
Remark 3.4. We can ask ourselves whether the condition 〈s〉∞−〈s3〉∞−3〈s〉2∞+3〈s〉∞〈s2〉∞ 6= 0
is usual or not. To answer this question is sufficient to substitute Equations (3.26) into the
expression of the denominator (basically going backward in the previous computations), and
find out that the denominator can be written as: 〈x〉∞ − 〈x3〉∞ − 3〈x2〉∞ − 3σ2 + 3〈x〉∞〈x2〉∞.
This implies that for a general value of σ it will be different from zero, but, if 〈x〉∞ − 〈x3〉∞ −
3〈x2〉∞ + 3〈x〉∞〈x2〉∞ ≥ 0, there will be a unique value of σ for which the denominator will
vanish.
From Equation (3.27) we deduce the following consistent estimates for the parameter a∗:
Algorithm 4 (Method of Statistical Moments, Additive Noise).
âT =
〈sisi+1〉T + 〈s〉T − 3〈s〉2T
〈s〉T − 〈s3〉T − 3〈s〉2T + 3〈s〉T 〈s2〉T
(3.28)
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which is defined whenever:
〈s〉T − 〈s3〉T − 3〈s〉2T + 3〈s〉T 〈s2〉T 6= 0
The limits in equations (3.21)-(3.24) assure that when T tends to infinity, âT will tend to the
true value of the parameter. If the asymptotic consistency is assured by the ergodic properties
of the dynamics, nothing can be said, in general, about how fast the estimate will converge to
the true value.
Similar arguments hold in the case of multiplicative errors, a case which has not been
treated in papers [28] and [22]. This time, the observations are given by si = x∗i (1 + ξi), and we
suppose that {ξi}i still satisfy hypotheses (HN1)-(HN3). The asymptotic relations between
the averages of the observations and the averages of the true states of the orbit are:
〈s〉∞ = 〈x〉∞ (3.29)
〈s2〉∞ = 〈x2〉∞ + 〈x2〉∞σ2
〈s3〉∞ = 〈x3〉∞ + 3〈x2〉∞σ2
〈sisi+1〉∞ = a∗(〈x2〉∞ − 〈x3〉∞)
〈x〉∞ = a∗(〈x〉∞ − 〈x2〉∞)
After some computations we obtain that, whenever the denominator is different from zero:
a∗ =
−12〈sisi+1〉∞ + 〈s〉∞
〈s〉∞ + 12〈s3〉∞ − 32〈s2〉∞
thus leading to the estimate âT :
Algorithm 5 (Method of Statistical Moments, Multiplicative Noise).
âT =
−12〈sisi+1〉T + 〈s〉T
〈s〉T − 32〈s3〉T + 12〈s2〉T
(3.30)
which is consistent whenever:
〈s〉T − 32〈s
3〉T + 12〈s
2〉T 6= 0
3.3 Comparison of the Algorithms through Simulation Experi-
ments
In the following subsections we present some numerical experiments regarding the algorithms
we have presented in the previous section. To test the procedures, we have simulated sets
of observations with the computer, and we have applied on them each algorithm to obtain
information on the bias and M.S.E. . We have focused on observations affected by additive and
multiplicative Gaussian noise. We call:
ADD[x∗0, a
∗, σ, T ]
the procedure that simulate observations obtained adding Gaussian noise of variance σ2 to the
first T iterates of the map Fa∗ on x∗0. The implementation is Code B.1 in the appendix. We do
the same in the multiplicative noise case and obtain procedure:
MUL[x∗0, a
∗, σ, T ]
whose implementation is shown in Code B.2.
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Figure 3.8: Plot of the estimated value of a∗ with Algorithm 1, as function of the length of the sample of
observation. Each graph is made of the superposition of blue plots that report the estimates obtained from the
first T observations of a single sample of length 1000 as function of T . Each blue plot in each graph corresponds
to a different initial condition for the true orbit. In particular, we have considered 100 equally spaced initial
conditions on the interval [0, 1].
3.3.1 One-Step Least Squares
In the following we show the results of some simulations aimed to study the OSLS estimation
method and the asymptotic bias.
To do the simulations, we used ’synthetic’ samples produced by introducing random noise
in simulated orbits. Figure 3.8 shows the results of the estimates done for various values of the
parameter a∗ and initial conditions as function of the number of observations. In this case the
noise was additive and normally distributed (σ = 0.1). We can see that as long as a∗ < 1 the
estimation of the parameter is near zero due to the fact that the iterates of the map converge to
zero and the noise overcomes the dynamics, giving an almost totally random centered process.
When a∗ > 1 the estimates become less biased.
We refine the analysis of the asymptotic bias by considering the bias averaged over 1000
simulations as function of the length of the time series. This is shown in Figure 3.9 where are
reported the results in the case a∗ = 4. The trend of the graph can be compared with the
analytical expression for the bias (3.12), which can be computed, in this case, with the exact
values of the momenta of the ergodic measure which are known. We can see that the graph of
the bias tends to some value around −0.6 which is comparable with the value obtained from
the analytic expression that, in the case of a∗ = 4 and N2 = 0.1, gives roughly −0.578.
Figure 3.10 shows the same kind of analysis where the observational noise is still additive
and Gaussian, but has standard deviation equal to 0.05. Figure 3.11, instead, is for the case of
multiplicative noise (still Gaussian and σ = 0.1). Both simulations for the bias are in accordance
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Figure 3.9: Plots of the averaged value of the bias, with errorbars, for each time scale between 0 and 1000. Each
average was computed from 1000 simulations. The observations have been generated with additive normal
noise of standard deviation σ = 0.1. The blue line points the analytical asymptotic value for the bias. Each plot
was obtained using a different initial condition.
with the analytical formula which gives, in the two cases, -0.156 and -0.301 respectively.
3.3.2 Estimation-Denoising Algorithm
Comparing the estimate obtained with the ED algorithm and the estimates obtained with the
simple OSLS minimization, one can observe a sensible improvement. This is shown, for example
in Figure 3.14, where are reported the results for estimations of the bias and M.S.E. for various
values of the true parameter a∗. For each value taken into consideration, the averaged bias
obtained with the two algorithms and its standard deviation are reported. The averages are
made on 50 different samples, which are the same for the two schemes, and were built with
procedure ADD[x∗0 = 0.6, a∗, σ = 0.1, T = 100] for all values of a∗ taken into consideration.
Comparing the behavior of the bias for the two algorithms we can distinguish four regions
specified by the value of the parameter. The first region contains those points in the range
0 < a∗ < 1 where we see that the bias roughly follows the line bisector of the fourth quadrant,
meaning that the bias is roughly equal to −a∗ and that the estimate â is roughly equal to 0.
In the second region, 1 < a∗ < 1.5, the ED algorithm gives better estimates. In third region,
for 1.5 < a∗ < 3, the averaged bias for the two algorithms seem to be substantially the same.
In the fourth and last region, we find the major difference in favor of the ED procedure which
gives a much smaller value of the bias with respect to the OSLS case. Figure 3.14 reports the
same kind of analysis, but this time with additive Gaussian noise of standard deviation σ = 0.2.
From these last graphs we can see that, as before, the estimates obtained with the ED algorithm
are generally better than the one obtained with simple minimization of (3.6) since they tend to
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Figure 3.10: As in Figure 3.9, but with σ = 0.05.
be disposed closer to the true value of the parameter. Anyway, in this case, the bias is much
further from zero than the case with less noise for both OSLS and ED algorithm, and this
observation is supported also by Figure 3.12, that shows the computation of the averaged bias
for samples of length up to 400, obtained from orbits with a∗ = 3.6. The failure of the method
is much more evident when taking in consideration orbit with higher noise levels and parameter
a∗ = 4 which presents much more chaoticity. These statements are confirmed by Figures 3.15
and 3.16 where we have reported two examples of denoising done with the Estimation-Denoising
algorithm. We observe that, as for the estimates of the parameter, when the noise has variance
around 0.1, the denoised version of the time series approximates very well the original orbit.
When the standard deviation increases, in our case σ = 0.2, the denoising scheme fails.
3.3.3 Chunks Estimation
Here we report the results of numerical simulations on the Chunks Estimation algorithm whose
implementation is reported in Code B.8. As can be inferred from the code, chosen n, we have
implemented the algorithm so that each chunk shares a number of observations with the previous
and the following chunk equal to bn/2c if n is even, or bn/2c+ 1 if n is odd. Of course the first
and the last chunks share observations respectively only with the following and the preceding
one. The estimation for each cropped time series has been done using the grid-map method.
In the first simulation we applied the described scheme to a set of observations varying the
length n of the cropped time series to investigate the behavior of the algorithm with respect to
this parameter. We report the average of the estimates obtained from different samples in one
graph and the standard deviation of the estimates obtained from the chunks of a time series in
another one. Case (a) of Figure 3.17 shows the results when the analysis is carried over samples
obtained with procedure ADD[x∗0 = 0.2, a∗ = 3.6, σ = 0.1, T = 100]. For the grid-map method
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Figure 3.11: Plots of the averaged value of the bias, with errorbars, for each time scale between 0 and 1000.
Each average was computed from 1000 simulations. The observations have been generated with multiplicative
normal noise of standard deviation σ = 0.1. The blue line points the analytical asymptotic value for the bias.
Each plot was obtained using a different initial condition.
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Figure 3.12: Trend of the bias for ED estimates, for samples of dimension going from 2 to 400. Value of the
parameter a∗ = 3.6. Noise: additive, Gaussian, standard deviation 0.2. The average for each sample’s length
was computed by taking the mean of the bias coming from 50 different estimations on observations coming from
the same orbit with x∗0 = 0.6.
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Figure 3.13: Estimations of bias and M.S.E. for OSLS (blue) and ED (red), as function of the true parameter
a∗. The estimates of the bias are obtained averaging the estimates obtained for 50 different time series. These
were simulated via method ADD[x∗0 = 0.6, a
∗, σ = 0.1, T = 100].
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Figure 3.14: As in Figure with σ = 0.2.
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Figure 3.15: The figure shows: 100 iterations of the logistic map with a∗ = 4 and x∗0 = 0.2 (red circles);
observations of this orbit obtained with additive Gaussian noise σ = 0.1 (blue crosses); the denoised time series
with the ED algorithm (green plot). Estimate for a∗: ba = 3.88.
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Figure 3.16: As in Figure 3.15, but the noise has standard deviation σ = 0.2. Estimate for a∗: ba = 2.43.
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Figure 3.17: Estimations with the chunks algorithm obtained varying the length of the cropped time series.
The graphs on the top show the averages of the estimates obtained from the application of the procedure on
30 different time series of length T = 100 and the error bars report their standard deviation. For each one of
these sets we have computed the standard deviation of the estimates coming from the different chunks cropped
from the same time series. This quantity, that gives information on how different are the estimates obtained
with SLS from different chunks of the same time series, was then averaged, and the results reported on the two
graphs below. Of course, whenever n was so large that, with our implementation, just one chunk was extracted,
the standard deviation of the estimates of the chunks was zero. The images on the left, (a), have a∗ = 3.6, the
ones on the right, (b), have a∗ = 4; the noise was additive Gaussian with σ = 0.1. We used a grid-map estimate
for the chunks with 200 × 400 points in the [0, 1] × [0, 4] space. As usual, the error bars display the standard
deviation of the averaged quantities.
we used a grid made of 200×500 points in the [0, 1]× [0, 4] space. We can see that the number of
observations that gives the estimate nearest to the true value of the parameter is around 30. We
also notice that around 30 observations we find the minimum value of the standard deviation
too. In case (b) of Figure 3.17 is reported another example where the estimation has been done
on samples ADD[x∗0 = 0.2, a∗ = 4, σ = 0.1, T = 100]. Observing that in our simulations the
best estimates seem to occur often for chunks made of around 30 observations, this number
may be a good a priori fixed choice. The second image in Figure 3.17 also shows that the SLS
method is unsatisfactory, and the improvements of the Chunks Estimation method. In fact, we
observe that when the length of the cropped time series is around n = 60, the bias increases and
the obtained estimates are much more sparse. This is an additional proof that the SLS method
does not perform well for too long time series. The value of n for which Algorithm 3 does not
give good results for the logistic map with a∗ = 4 coincides with the approximated number of
iterations after which the orbit forgets its initial condition taken into account the precision of
the computer (see Section 3).
The next thing to do is to analyze the behavior of the bias varying the number of observations
in the sample when the length of the cropped time series is fixed to n = 30. This analysis is
shown in Figure 3.18. The graph was done taking into consideration time series made from 100
to 600 observations. In each case the reported bias has been obtained averaging the estimates
from 30 different samples and the error bar corresponds to the standard deviation of these
estimates. The value of the parameter was a∗ = 3.6, the noise was Gaussian with standard
deviation 0.2. This figure can be compared directly with Figure 3.12 which, we recall, shows
analogous empirical results for the asymptotic bias for the ED algorithm. For the ED algorithm
the value to which the asymptotic bias seems to converge, up to T = 400, is around -0.6. For the
chunks procedure, the bias becomes almost immediately stable between 0.01 and 0.02 instead.
The first bias is 60 times bigger than the second.
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a∗ â
100x200 grid 200x400 grid
0.5 0.5± 0.2 0.5± 0.2
1.5 1.51± 0.02 1.51± 0.02
3.0 3.00± 0.04 3.00± 0.07
3.4 3.47± 0.05 3.49± 0.05
3.8 3.78± 0.01 3.803± 0.008
Table 3.2: Averages with standard deviation of 30 different estimates obtained with the Chunks Estimation
algorithm made on different sets of observations for five different values of a∗. Noise was additive Gaussian with
standard deviation 0.1. The estimations were made using two different grid map. T = 100 and the cropping
length was n = 30
Despite the good performance of algorithm 3 we have to be careful before saying that
the chunks algorithm is generally better than the ED algorithm since we have to take into
consideration the execution times of the two. To this end we must remember that the chunks
algorithm is based on the grid-map for the minimization of the SLS evaluated over the cropped
time series. If this algorithm may be sufficiently fast in the case of low dimensional dynamics
(namely those dynamical systems which have a phase space of small dimension) and when there
is a relatively small number of parameters (in the case of the logistic map we have only one), the
speed of execution slows a lot whenever the number of dimensions and parameters is increased.
In Table 3.2 are shown the results for the chunk estimation for different values of a∗. Each entry
reports the average and standard deviation of 30 different estimations made on 30 different sets
of observations. As usual, noise was additive with standard deviation 0.1 and the grid-map
algorithm counted 100×200 points in one case and 200×400 points in another. Comparing the
estimates obtained with the two different grids we do not sense a lot of difference apart from
the case where a∗ = 3.8 where the estimation with 200 × 400 points in the grid map gives a
better estimate.
3.3.4 Method of Statistical Moments
We have considered time series of varying length up to 105 observations and for each length we
have simulated 200 different samples on which we have applied the estimation procedure. In the
graphs of Figure 3.19 are shown, for four different values of the parameter, the averages of the
estimates thus obtained with their standard deviation. The figure shows two different behaviors.
For the simulations carried on with a∗ = 1.2, 2.5, 3.6 we observe that the bias tends to converge
rapidly to zero. In the case where a∗ = 4 we see a much peculiar behavior instead. This time
the average of the bias are sometimes far from zero even for a large number of observations
and, what is more, their standard deviation is sometimes huge. This means that some of the
estimations predict parameters not only different from the true value, but very far from it and
from the interval [0, 4]. This behavior is due to the fact that the denominator in equation (3.28),
in this regime, becomes often very small and provokes the observed behavior. A further proof of
the failure of this method for a∗ = 4 is given by the computation of the M.S.E. . The averaged
M.S.E. over 200 sets of observations obtained with procedure ADD[x∗0 = 0.6, a∗, σ = 0.1, T ],
for the same 4 different values of a∗ as function of T has been plotted in Figure 3.20. From the
logarithmic plots of the MSE as function of T , we deduce that the mean squared error decreases
exponentially with the length of the time series in all cases taken into consideration, safe for
a∗ = 4 where it is much bigger than in the other cases and does not seem to follow a precise
rule.
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Figure 3.18: Simulations for the asymptotic bias and M.S.E. for the Chunks algorithm as implemented in Code
B.8 with n = 30. Each point of the graph is the average of 30 different estimates made on different samples of
given length. The samples have been obtained from an orbit with a∗ = 3.6 by adding normal noise of standard
deviation 0.2.
3.4 Possible Improvements for the Estimation-Denoising Algo-
rithm
We propose a method to improve the estimates obtained with Algorithm 2 thought mainly for
the case when its failure is due to the jagged profile of the OSLS cost function. Given a certain
set of observations and a first estimate of the parameter (the OSLS estimate), application of
the Estimation-Denoising algorithm, which basically tries to decrease the OSLS with respect
to both variables a and x, may lead to solutions that lay on a undesired minimum, close to
some other local minimum which may give a lower cost and hopefully a better estimate. The
new algorithm we propose consists of repeating the ED algorithm perturbing the first estimate
of the parameter, allowing in this way the estimates to jump from the neighborhood of a local
minimum to the neighborhood of another one. Comparing the values of the costs obtained, one
can determine the best estimates for the parameter. The implementation proceeds as follows:
Algorithm 6.
1. From the original set of observations s0, compute the estimate â0 for the parameter
minimizing (3.6).
2. Choose a finite subset {δi} ⊂ [−∆,∆].
3. For each δi, redefine â0 as â0 + δi and proceed as in steps 2) to 6) of the ED algorithm
and register the minimized LOSLS,i, âi and si which is the denoised version of s0.
4. Consider:
î = arg min
i
LOSLS,i
The final estimate is â = âiˆ, and the denoised time series is siˆ.
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Figure 3.19: Asymptotic behavior of the bias obtained averaging the M.S.M.’s estimates done on 200 samples
for each number of observations (T ) taken into consideration. The samples have been obtained with method
ADD[x0 = 0.6, a
∗, 0.1, T ].
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Figure 3.20: Asymptotic behavior of the MSE obtained averaging the M.S.M.’s estimates done on 200 samples
for each number of observations (T ) taken into consideration. The plot is logarithmic. The samples have been
obtained with method ADD[x0 = 0.6, a
∗, 0.1, T ].
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The above procedure is for the case where a is a real parameter, but can be easily generalized
to the multidimensional case by taking instead of the interval a rectangle in Rd. The precision
and the computational efficiency depend on the particular choice of ∆ and on the finite subset
{δi}. The choice affects both the estimate precision and the computational efficiency. Choosing
a ∆ which is too small compared to the distance between local minima, may render useless our
modification since the perturbation will not be strong enough to make the initial conditions
jump onto the neighborhood of another minimum. Choosing a too large ∆, one risks to fall
into local minima which have completely lost track of the original observations. This happens
because the denoising procedure, if done given a parameter very far from the true value, may
produce a time series very different from the true one, and may shift the estimation near another
minimum far from the true value. The best choice for the order of ∆ seems then to be not too
far from the order of the distance between local minima around the true value of the parameter,
even though may not be totally clear what this distance could be. The choice of the points in
the interval may be done according to some previous knowledge we may have on where the best
estimate lays. If for example we do not have any clue on where this value lays, we choose the
points being equidistant or randomly uniformly distributed. If for example we think that this
value is not far from the first estimate, we may take the points accumulated around zero, in
this case, any previous knowledge increases the precision of our estimate. As can be seen from
the implementation of the above algorithm, which is reported in Code B.12 in the appendix,
we have chosen the {δi}i equispaced in the interval [−∆,∆].
An additional modification of this procedure can be taken into consideration. We can in
fact, at each step, take as a starting point in the space of the parameters, instead of the estimate
given by the OSLS procedure (Fixed Starting Estimate), the best estimate got until that point
in the procedure (Moving Starting Estimate). In this case it makes no sense to choose the {δi}
in a grid and it is better to take random points. The new algorithm reads as follows:
Algorithm 7.
1. From the original set of observations s0, compute the estimate â0 for the parameter
minimizing (3.6).
2. Register â0 as âbest, s0 as sbest and the associated LOSLS(s0; â0) as Lbest.
3. Extract a random number δk (uniformly distributed) in the interval [−∆,∆].
4. Redefine â0 as âbest + δk and proceed as in steps 2) to 6) of the ED algorithm giving
âk, sk and LOSLS,k.
5. If LOSLS,k < Lbest, then âbest = âk, sbest = sk and Lbest = LOSLS,k, else keep the
previous values.
6. Repeat the points from 3) to 5) for a certain number of times K or whenever the cost
LOSLS decreases under a threshold d′ to obtain the final estimates âbest and sbest.
The implementation of the above algorithm, together with the used values of the variables
K, d′ and other parameters associated to the ED algorithm are shown in the appendix, Code
B.13.
To test Algorithm 6 and 7, we have simulated 30 different time series with procedure
ADD[x∗0 = 0.6, a∗ = 4, σ = 0.2, T = 100], and we have obtained estimates for a∗ = 4 from
these time series with algorithms 6 and 7, for some values of ∆, and with the ED algorithm. We
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b̂ED ∆ b̂6 b̂7
0.05 −1.7± 0.4 −0.6± 0.9
0.1 −1.7± 0.4 −0.5± 0.9
−1.8± 0.3 0.2 −1.7± 0.5 −0.5± 0.9
0.3 −1.7± 0.5 −0.4± 1.0
1.0 −1.3± 1.3 −0.3± 1.6
1.5 −1.7± 1.4 −0.1± 1.8
Table 3.3: Comparison of the bias between ED algorithm, Algorithm 6, and Algorithm 7. The values shown
are the averages for the bias obtained from the same 30 time series with the different estimation schemes. They
are reported with their empirical standard deviation. For these simulations, the time series were built using
ADD[x∗0 = 0.6, a
∗ = 4, σ = 0.2, T = 100].
M.S.E.ED ∆ M.S.E.6 M.S.E.7
0.05 3.2± 1.3 1.1± 2.0
0.1 3.2± 1.4 1.0± 2.0
3.2± 1.2 0.2 3.3± 1.8 1.1± 2.0
0.3 3.3± 2.2 1.1± 2.3
1.0 3± 4 2± 3
1.5 5± 4 3± 3
Table 3.4: Comparison of the M.S.E. between ED algorithm, Algorithm 6, and Algorithm 7. The values shown
are the averages for the bias obtained from the same 30 time series with the different estimation schemes. They
are reported with their empirical standard deviation. For these simulations, the time series were built using
ADD[x∗0 = 0.6, a
∗ = 4, σ = 0.2, T = 100].
have chosen the standard deviation of the noise σ = 0.2 because, as we have already inferred
from Figure 3.14, the ED algorithm has shown some deficiencies in this regime. The results
of this analysis are shown in Figure 3.21, where the histograms with the distribution of the 30
estimates obtained with each estimation scheme are reported. Table 3.3 shows the computed
bias in each case, while Table 3.4 shows the M.S.E. instead.
From this analysis we can see that, when employing Algorithm 6, choosing a too small ∆
does not produce an estimate very different from the one obtained with the ED algorithm. This
is evident from the corresponding histograms that for ∆ = 0.05, 0.1, are similar to the one of the
ED estimates, and also from the values of bias and M.S.E.. When ∆ is bigger there is a sensible
improvement instead. We also notice that when ∆ increases, the standard deviation increases
too. This is due to the fact that some of the estimates done with the modified algorithm remain
near the ED original estimate, while the others are closer to the true value a∗ = 4, thus moving
the average towards the true value and increasing the standard deviation as well. This means
that there is a general improvement of this estimation procedure that in some cases gives an
estimate much nearer to the true value compared with the ED algorithm. For small ∆ we
observe a good performance of Algorithm 7, instead. We notice, in fact, a strong polarization
of the histograms for ∆ = 0.05, 0.1, 0.2, were approximately 5 out of 6 estimates fall near the
true value of the parameter a∗ = 4, while the remaining 1/6 falls far from it. If we eliminate
this 1/6 of the estimates, the remaining ones have M.S.E. equal to 0.008± 0.005 for ∆ = 0.05,
0.007 ± 0.006 for ∆ = 0.1, 0.006 ± 0.010 for ∆ = 0.2. Whenever the value of ∆ increases, the
polarization is preserved, but the right peak that before was around 4 tends to move to the
right around 5, and the left one tends to move towards 1.
Figure 3.22 shows the same kind of analysis of Figure 3.21, for time series built with method
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Figure 3.21: Histograms showing the estimates of the parameter a∗ = 4, obtained from 30 different time series
with ED algorithm and Algorithm 6 and 7 for different values of ∆. The 30 sets of observations were built with
procedure ADD[x∗0 = 0.6, a
∗ = 4, σ = 0.2, T = 100].
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Figure 3.22: Histograms showing the estimates of the parameter a∗ = 3.6, obtained from 30 different time series
with ED algorithm and Algorithm 6 and 7 for different values of ∆. The 30 sets of observations were built with
procedure ADD[x∗0 = 0.6, a
∗ = 3.6, σ = 0.1, T = 100].
ADD[x∗0 = 0.6, a∗ = 3.6, σ = 0.1, T = 100]. This setting has shown to give good estimates
when using the ED algorithm and we would like to see how Algorithms 6 and 7 behave in this
situation. The MSE is shown in Table 3.5. We see that, in this case where the ED estimate
is near to the true value, choosing a large ∆ produces estimates worse than the ones obtained
with the ED algorithm. A small ∆, instead does not influence very much the M.S.E., and the
performance of the various algorithms is comparable.
In Figure 3.23 we have reported an example of denoised time series given by Algorithm
7 with ∆ = 0.15. The level of the noise was at σ = 0.2. The same set of observations was
denoised using the ED algorithm and the results are reported in Figure 3.24. We observe that,
in this example, for this regime of the noise, the modified ED algorithm performs better than
the simple Estimation-Denoising algorithm also for what concerns denoising.
3.5 Global Comparison and Conclusions
This section is a summary of the overall performance of the procedures analyzed in this chapter
applied to the logistic map. To this end we have taken nine different values in the parameter
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M.S.E.ED ∆ M.S.E.6 M.S.E.7
0.05 0.014± 0.030 0.011± 0.027
0.1 0.01± 0.04 0.016± 0.033
0.014± 0.024 0.2 0.02± 0.05 0.04± 0.07
0.3 0.03± 0.07 0.10± 0.12
1.0 0.27± 0.10 1.2± 0.4
1.5 0.60± 0.16 2.6± 1.0
Table 3.5: Comparison of the M.S.E. between ED algorithm, Algorithm 6, and Algorithm 7. The values shown
are the averages for the bias obtained from the same 30 time series with the different estimation schemes. They
are reported with their empirical standard deviation. For these simulations, the time series were built using
ADD[x∗0 = 0.6, a
∗ = 3.6, σ = 0.1, T = 100].
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Figure 3.23: The figure shows: 100 iterations of the logistic map with a∗ = 4 and x∗0 = 0.2 (red circles);
observations of this orbit obtained with additive Gaussian noise σ = 0.2 (blue crosses); the green plot corresponds
to the denoised time series with Algorithm 7. The estimate for a∗ was: ba = 4.034.
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Figure 3.24: As in Figure 3.23, but the denoised version has been obtained with the ED algorithm. The estimate
for a∗ was: ba = 2.469.
(a∗ ∈ {0.5, 1.0, 1.5, 2.0, 2.5, 3, 3.6, 3.8, 4}) and we have simulated fifty time series following the
scheme ADD[x∗0 = 0.6, a∗, σ = 0.15, T = 100] for each value of a∗. We then executed all the
five procedures to get an estimate from each sample. In each of the five schemes the estimates
were averaged and their standard deviation was computed. The results are reported in Figure
3.26 where each graph is associated to a different estimation scheme. The true value a∗ is in
the horizontal axis and the averaged estimations are on the vertical axis. The bars show the
standard deviation of the estimates. The red line is the bisector of the first quadrant, namely
where an ”exact” estimation would fall. In the first graph of Figure 3.25 is shown the averaged
MSE of the estimates, and each average with the associated standard deviation is reported in
Table 3.5.
The estimations done with Algorithm 3 have been performed taking the length of the cropped
time series equal to 30 and estimation on the chunks have been done with a grid-map counting
100×200 points. Version 7 of the Stochastic ED algorithm has been employed choosing ∆ = 0.15.
Comparing the MSE of the five procedures we can conclude that the Chunks Estimation
Algorithm is the one that generally performs better. The only points in which this is not the
case are a∗ = 2, 4 in which the best performer is Algorithm 7. The behavior of OSLS and
ED procedures reflects what we have already stated in Section 3.3.2, which is that the two
algorithms have approximately the same performance, but the ED is, in general, slightly better,
with the best performance in the chaotic regime of the parameter. The MSM procedure do not
perform very well especially for the values of a∗ = 2 and a∗ = 4. For a∗ = 4, the averaged MSE
falls outside the limits of the graph (MSE∼ 106).
We can carry on the same analysis in the case of multiplicative noise. The averaged estimates
with their standard deviations are shown in Figure 3.27. Table 3.5 and the second graph in
Figure 3.25 report the mean square error. The performance of the various algorithms are similar
to the case of additive noise. We can see that as before, the chunks algorithm is the one that
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Figure 3.25: Plots of the averaged MSE for the estimates obtained with the five procedures. The first graph
refers to the case of additive noise, while the second to the multiplicative noise. The MSE is in logarithmic scale.
a∗ OSLS ED Chunks MSM Algorithm 7
0.5 (2.2± 0.9)e− 01 (2± 3)e− 01 (9± 9)e− 02 (1± 5)e+ 01 (2± 4)e− 01
1.0 (9.2± 2.1)e− 01 (7± 5)e− 01 (0.7± 1.1)e− 01 (0.2± 1.3)e+ 01 (7± 5)e− 01
1.5 (4± 5)e− 03 (2± 3)e− 03 (2± 3)e− 03 (1.6± 2.1)e− 03 (5± 2)e− 02
2.0 (2.8± 2.2)e− 02 (1.8± 1.7)e− 02 (3± 3)e− 03 (0.4± 1.5)e+ 01 (1.0± 1.5)e− 03
2.5 (3± 3)e− 02 (2± 2)e− 02 (2± 3)e− 02 (1.9± 2.3)e− 02 (6± 4)e− 02
3.0 (1.0± 1.5)e− 02 (1.1± 1.7)e− 02 (0.9± 1.9)e− 02 (2± 3)e− 02 (1± 1)e− 01
3.6 (1.6± 1.1)e− 01 (7± 6)e− 02 (0.7± 1.0)e− 03 (3± 3)e− 02 (8± 9)e− 02
3.8 (3.5± 2.2)e− 01 (1.1± 2.1)e− 01 (1± 3)e− 03 (0.8± 1.2)e− 01 (1± 3)e− 01
4.0 (1.9± 0.8)e+ 00 (7± 9)e− 01 (6± 8)e− 01 (1± 4)e+ 06 (3± 9)e− 01
Table 3.6: Table with the MSE for the estimates of the analysis in Figure ??.
has the best overall performance, even if in the chaotic regime, for a∗ = 4, Algorithm 7 performs
much better and its simulated MSE is 2 order of magnitude less than the MSE obtained with
the chunks estimation method. We observe again the poor performance of the MSM algorithm
especially in the case of a∗ = 0.2, 2, and 4, and the improvement brought by the ED algorithm
with respect to the OSLS estimates in the chaotic regime.
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Figure 3.26: Comparison of the five procedures for different values of a∗ (a∗ ∈ {0.5, 1.0, 1.5, 2.0, 2.5, 3, 3.6, 3.8, 4})
with additive noise. On the horizontal axis there is the true value of the parameter while on the vertical axis
is reported the average of 50 different estimations with its standard deviation. For each a∗ the fifty samples
employed for the estimations were the same for all the five procedures and obtained with method ADD[x∗0 =
0.6, a∗, σ = 0.15, T = 100].
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Figure 3.27: Same analysis of Figure 3.26, with the same parameters, but with multiplicative noise, so the 50
samples were built with method MUL[x∗0 = 0.6, a
∗, σ = 0.15, T = 100].
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a∗ OSLS ED Chunks MSM Algorithm 7
0.5 (2± 9)e− 02 (3± 9)e− 02 (1.4± 0.3)e− 01 (0.9± 4)e+ 01 (3± 9)e− 02
1.0 (2± 7)e− 02 (1± 7)e− 02 (2± 2)e− 05 (1± 3)e− 01 (0.2± 1.7)e− 01
1.5 (1.5± 1.6)e− 04 (1.1± 1.3)e− 04 (2± 3)e− 04 (2± 6)e− 04 (2.3± 0.9)e− 02
2.0 (3± 3)e− 03 (1.8± 2.3)e− 03 (1± 3)e− 03 (0.2± 1.1)e+ 01 (0.9± 1.2)e− 03
2.5 (6± 8)e− 03 (5± 7)e− 03 (5± 9)e− 03 (6± 9)e− 03 (8± 3)e− 02
3.0 (1.2± 1.7)e− 02 (1.0± 1.4)e− 02 (4± 9)e− 03 (1.3± 2.0)e− 02 (5± 7)e− 02
3.6 (1.1± 0.8)e− 01 (5± 4)e− 02 (0.9± 1.3)e− 03 (7± 6)e− 02 (1± 3)e− 02
3.8 (1.5± 1.3)e− 01 (3± 9)e− 02 (2.1± 2.0)e− 03 (9± 8)e− 02 (1.4± 2.3)e− 02
4.0 (5± 3)e− 01 (1.7± 1.0)e− 02 (6± 7)e− 01 (0.3± 2.4)e+ 04 (0.5± 1.9)e− 02
Table 3.7: Table with the MSE for the estimates of the analysis in Figure 3.27.
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Chapter 4
Theoretical Results on Denoising
The problem of denoising is important and widespread in a variety of disciplines as physics,
meteorology and finance. As we have already mentioned in previous chapters, it consists in the
recovery of the true states of a dynamical systems, given a noisy version of these states. The
ability of accurately denoising a time series has important implications. First of all it allows
forecasting. In fact, if we know the dynamical system underlying the observations (perfect
model scenario), once we have determined the initial condition that generated the observations
we can predict the states of the system by simply iterating the map that prescribes the time
evolution. Even if the majority of applications of denoisng deal with high-dimensional phase
spaces, we will restrict ourselves mainly to the one-dimensional case.
We reintroduce the setting we have already presented in Chapter 3 with some slight mod-
ifications. We consider the phase space X ⊂ Rd and the map Fa∗ : X → X . In the case of
the perfect model scenario the parameter a∗ is fixed and known. Since we are interested in
the forecasting implication of denoising we sometimes prefer to deal with the backward orbit
of a point, namely {x∗i }−(n−1)≤i≤0 instead of the forward orbit we have used so far. This is
sometimes more suitable to describe the case where we know the history in the past of a certain
point and we want to determine its future evolution. We also restrict to the case of additive
noise so that the set of observations {si}i ∈ I is given by:
si = x∗i + ηi
where ηi are independent and identically distributed random variables with density ρ with
respect to the Lebesgue measure. We are mainly concerned with Gaussian noise.
4.1 A Hard Problem
The task of exact denoising, which is recovering the true orbit of a system from a possibly
infinite set of observations, in some cases may be not achievable. This is true, also if we
suppose to have knowledge of the map governing the time evolution law of the system. The
problem sometimes lays also in the fact that standard procedures of inferential statistics, such as
maximum likelihood and standard least squares, in some cases are likely to give systematically
wrong results. Furthermore there are results that prove that, under certain hypotheses, exact
denoising is impossible independently from the method used to eliminate the error from the
observed time series. This section is dedicated to the description of some results of the above
kind that can be found in the literature.
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4.1.1 Failure of ML Estimates
We report some of the ideas of paper [13] that bring evidence of the possibility of failure of a
maximum likelihood approach to denoising. The main point of the paper is to show that for
certain chaotic dynamical systems, given a set of noisy observations, there are orbits that have
likelihood greater than the likelihood of the true orbit. Suppose of being in setting:
f : I → I
xt+1 = f(xt)
st = xt + ξt
(4.1)
where I is a compact interval of R and {ξt}t are independent identically distributed random
variables. If ρ(st|xt) is the conditional density for a single observations given that the true state
is xt, the likelihood of the orbit x, given the set of observations s of length T , is:
L(x|s) =
∏
−T<t≤0
ρ(st|xt) (4.2)
We are questioning if the true orbit x∗ realizes the maximum value of (4.2). To this end we
define the asymptotic likelihood ratio as, when the limit exists:
Rs(x,y) = lim
T→∞
RTs (x,y) = lim
T→∞
L(x|s)
L(y|s) = limT→∞
∏
−T<t≤0
ρ(st|xt)
ρ(st|yt)
This quantity gives a mean to compare the likelihood of two orbits. Given two orbits x and y,
we say that the likelihood of y dominates the likelihood of x if Rs(x,y) exists and is equal to
zero. Whenever the likelihood of an orbit y dominates the likelihood of the true orbit x∗, we
say that y is truth dominating.
Remark 4.1. We notice that whenever both sequences RTs (y,x) and R
T
s (x,y) are defined, the
fact that y is truth dominating as defined above is equivalent to limT→∞RTs (y,x) = +∞. In
the following we use indifferently both these characterizations.
In the case of additive Gaussian noise with standard deviation σ, if x∗ is the true orbit of
the system:
ρ(st|yt)
ρ(st|x∗t )
=
exp[−(st − yt)2/2σ2]
exp[−(st − x∗t )2/2σ2]
= exp[−(w2t − 2ξtwt)/2σ2]
where wt = yt − x∗t . Since
logRTs (y,x
∗) =
1
2σ2
0∑
t=−T
(2ξtwt − w2t ) (4.3)
if the above sum converges for T →∞ and Rs(y,x∗) exists, we can say that
logRs(y,x∗) =
1
2σ2
0∑
t=−∞
(2ξtwt − w2t )
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Figure 4.1: For each σ taken into consideration we have built 10 set of observations ({si}1≤i≤10), starting
from the same orbit (x∗0 = 1/
√
17 and T = 3000 iterations, as in paper [13]) by adding Gaussian noise with
standard deviation σ. For each set of observations we have computed log(RTsi(y,x
∗)) (blue crosses) where y is
a truth-dominating orbit with yT = x
∗
T . The red line shows the averages of the obtained values.
In paper [13], the author proves that for a certain one dimensional discrete dynamical system,
and for observations with additive Gaussian noise, truth dominating orbits exist. Furthermore,
the method used for the proof appears to be applicable to a variety of chaotic dynamical systems
and also to the case of bounded noise, whenever the noise can take sufficiently large values. Of
course the residuals of the truth dominating trajectory are, as imagined, smaller than the ones
of the true trajectory and they are not statistically compatible with the distribution of the noise.
We now describe a procedure, as it has already been done in paper [13], which is a suboptimal
way to obtain an orbit for the logistic map with a∗ = 4, which gives a positive logRTs (y,x∗).
We care to remark that this procedure is not proven to produce a truth dominating orbit, but,
at least, shows a way to build orbits that are ’more likely’ than the true one.
We know that apart from x = 1/2 each point of [0, 1] has two pre-images. We can use this
fact to build, in a suboptimal way, orbit that plausibly dominates the likelihood of the true orbit.
Starting from yt 6= 1/2, we build an orbit for the system going backward, and choosing each time
the pre-image yt−1 that maximizes the likelihood ρ(st−1|yt−1). This procedure does not ensure
that the so built orbit has maximum likelihood, because the choice of one pre-image influences
all the following steps of the procedure, and even if it might be convenient at a particular step
to favor a point, this may cause a decrease of the overall likelihood in the following steps. We
have reproduced the analysis described in paper [13] and we have simulated the quantity (4.3)
for different values of σ. The results are shown in Figure 4.1. In the simulation, for each value
of σ we have started from an orbit which is likely to have likelihood greater than the true orbit.
From the set of observations, we have built with the above procedure an orbit with greater
likelihood. From the graph we can see that for small values of σ, logRTs (y,x
∗) is nearly zero so
the likelihood of y is comparable to the one of x∗. For larger values of the standard deviation
the logarithm of the ratio becomes positive showing that the likelihood of y starts to dominate.
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4.1.2 Another Negative Result
Paper [17] presents another negative result concerning denoising. The authors prove that,
assuming that the noise has sufficiently large support and satisfies other technical hypotheses,
if there are points whose trajectories are very close, a denoising scheme able to discern between
all orbits does not exist. In particular, let us consider the discrete time dynamical system
generated by some invertible map f : X → X , where X is a compact subset of Rd. Suppose to
have observations of the orbits affected by additive noise: st = xt+ ξt, with {ξt}t independently
identically distributed random variables. Suppose that the random variables ξt have distribution
µ absolutely continuous with respect to the Lebesgue measure µλ, and let us call ρ a version
of the density dµ/dµλ. Call Σ = supp(µ) = {v ∈ Rd|f(v) > 0} the support of µ, and ∂Σ its
boundary. If L = max{‖u− v‖Rd s.t. u, v ∈ X} is the diameter of X , we consider a distribution
µ that satisfies the following hypotheses:
lim sup
|z|→0
1
|z|
∫
Σ∩(Σ−z)
∣∣∣∣log ρ(w + z)ρ(w)
∣∣∣∣ ρ(w)dw <∞ (4.4)
lim sup
r→0+
1
r
µ((∂Σ)r) <∞ (4.5)
B(0, 3/2L, ‖ · ‖Rd) ⊂ Σ (4.6)
where:
(Σ− z) = {u− z|u ∈ Σ}, (∂Σ)r = {u ∈ Rd : |u− v| < r for some v ∈ ∂Σ}
and B(0, 3/2L, ‖ · ‖Rd) is the ball of (Rd, ‖ · ‖Rd) centered in 0 of radius 3/2L. Requirement
(4.4) is a condition of regularity for the density and is a sort of Lipschitz continuity on average.
Requirement (4.5) is a condition on the support of the measure of the noise and states that the
measure of the points within a distance r from ∂Σ decreases at least linearly with r. Inclusion
(4.6) is a requirement on the size of Σ that should be sufficiently large with respect to the
diameter of X .
Example 4.1. A multivariate Gaussian vector with covariance matrix of full rank, satisfies all
the above conditions.
To give the statement of the theorem we need to define strongly homoclinic points.
Definition 4.1. Let f : X → X be an invertible map. Two distinct points x, y ∈ X are said to
be strongly homoclinic if their bi-infinite orbits {f i(x)}i∈Z and {f i(y)}i∈Z satisfy:∑
i∈Z
|f i(x)− f i(y)| <∞
Is obvious that two points that are strongly homoclinic have trajectories, at least asymp-
totically, very close one to another.
We can see a denoising procedure as a measurable function that associates to a bi-infinite
sequence, that would be an infinite set of observations, a point of Rd. Let us call Λ =
{(..., v−1, v0, v1, ...)|vi ∈ Rd} the set of bi-infinite sequences. The element s = (..., x−1 +ξ−1, x0 +
ξ0, x1 + ξ1, ...) of Λ, which is an infinite sequence of observations of the trajectory of x, is a ran-
dom variable with values in (Λ,F) where F is the σ−algebra generated by the finite-dimensional
Borel cylinders. We now have all the tools to give the statement of theorem:
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Theorem 4.1. If the distribution µ of the noise ξi satisfies conditions (4.4), (4.5), and (4.6);
x, y ∈ X are strongly homoclinic points; s, s′ are sets of observations of the bi-infinite trajectories
of x and y, then for every measurable function φ : Λ→ Rd
E[‖φ(s)− x‖Rd + ‖φ(s′)− y‖Rd ] > 0
This of course means that if some denoising procedure φ is able to recover with probability
one the initial condition x from a set of observations, then it will not be able to recover the
initial condition y from the observations of the trajectory of y.
Remark 4.2. Let us note that the function φ can incorporate the knowledge of the existence
of a pair of strongly homoclinic points x, y and be dependent on them and still the associated
denoising scheme cannot discern the two trajectories.
4.2 Upper Bound for the Risk of Least Squares Estimators
In this section we use Theorem 2.1 to find a bound for the risk of LSE . We will first summarize
the problem and the notation we have already introduced in section 2.2.1, and we will show
how Theorem 2.1 is applicable to this situation.
Problem
We consider once again the problem often referred in statistics as fixed design regression. We
suppose to have a vector F ∈ Rn and we suppose to observe a noisy version of this vector,
namely:
Y = F + ξ
where Y , ξ ∈ Rn and ξ = (ξ1, ..., ξn) with the {ξi}i i.i.d. as N(0, σ2). This may be considered
as a particular case of regression considering F as the ordered set of values attained on the set
{ in}i=1,...,n by some smooth real function F˜ of the [0, 1] interval, such that Fi = F˜ ( in). Given
the observation Y , we consider an estimator, F̂ , of the true vector F such that F̂ ∈ Rn is a
function of Y and try to minimize the quadratic risk:
1
n
‖F̂ − F ‖2Rn (4.7)
Approach
To produce an estimator we consider a model S ⊂ Rn, in which we choose an element that
minimizes the empirical risk:
1
n
‖Y − t‖2Rn (4.8)
with t ∈ S, so that:
F̂ S ∈ arg min
t∈S
1
n
‖Y − t‖2Rn
Goal
Given the above setting we would like to produce some inequality for the quadratic risk (4.7).
In particular we would like to prove some relation of the kind:
1
n
‖F − F̂ S‖2Rn ≤ K(n) (4.9)
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valid in expectation or on a set of sufficiently large measure and independently from the true
vector F .
To obtain a bound as in (4.9), we consider Theorem 2.1 applied to the the case of one single
model and in the Gaussian Linear Regression Model case. This is a particular case of (2.16),
for which:
• H = Rn, 〈u,v〉n = 1n
∑n
i=1 uivi for all u,v ∈ Rn.
• W (t) = √n〈t, ξ〉n where ξ ∼ N(0, In)
• ε = σ√
n
Remark 4.3. It is easy to show that W (t) is isonormal. In fact, it is a centered and Gaussian
process for definition and we have:
E[W (t)W (u)] = E[n〈t, ξ〉n〈u, ξ〉n]
= nE
 1
n
(
n∑
i=1
tiξi
)
1
n
 n∑
j=1
ujξj

=
1
n
E[
∑
i
tiuiξ
2
i ]
= 〈t,u〉n
Making the substitution equation (2.16) becomes, with F = s:
Yε(t) = 〈s, t〉n + σ〈t, ξ〉n = 〈Y , t〉n with Y = F + σξ (4.10)
which is the projection on the vector t ∈ Rn of Y = F +σξ ∈ Rn. Turning back to the previous
notation, we will call s by F (thus Y = F + σξ). By considering Yi = Fi + ξi = η(xi) + ξi we
obtain the fixed design regression problem.
In this new setting, after the due simplifications, the statement of theorem 2.1 can be
rewritten as:
Theorem 4.2 (Restatement of 4.18). In the Gaussian Linear Regression Model, equation
(4.10), given a model S ⊂ Rn, assume that there exists a function φ : (0,+∞) → (0,+∞)
which is continous, non-decreasing, such that φ(x)/x is non-increasing and that satisfies
2E
[
sup
t∈S
(√
n〈t− u, ξ〉n
‖t− u‖2n + x2
)]
≤ x−2φ(x) (4.11)
for any positive x and any point u in S. Define τ = 1 if S is closed and convex, τ = 2 otherwise.
Consider D > 0 that satisfies
φ(τε
√
D) = εD, ε =
σ√
n
Let K > 1, if F̂ S ∈ arg mint∈S 1/n‖t− Y ‖2n then ∀F ∈ Rn
EF [‖F − F̂ S‖2n] ≤ C(K)
[
inf
t∈S
‖s− t‖2n + (2 +KD)
σ2
n
]
(4.12)
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The basic differences between our statement and the original result is that we have substi-
tuted W (t) with its explicit form, and we have discarded all the assumptions that concern the
case in which we have a collection of models.
Now that we have the above result we must find a way to deal with inequality (4.11). To
do this, we make use of Lemma 4.23 from [21].
Lemma 4.1. Let S be some countable set, u ∈ S and a : S → R+ such that a(u) = inft∈S a(t).
Let {Z(t)}t∈S be some stochastic process and assume that the random variable supt∈B(σ)[Z(t)−
Z(u)] has finite expectation for any positive number σ, where B(σ) = {t ∈ S, a(t) ≤ σ}. Then
for any function ψ on R+ such that ψ(x)/x is non-increasing on R+ and satisfies:
E
[
sup
t∈B(σ)
Z(t)− Z(u)
]
≤ ψ(σ), for any σ ≥ σ∗ ≥ 0 (4.13)
one has, for any positive number x ≥ σ∗:
E
[
sup
t∈S
Z(t)− Z(u)
a2(t) + x2
]
≤ 4x−2ψ(x)
This lemma assures us that in order to get an inequality of the kind (4.11) it is sufficient to
produce one of the kind (4.13), more precisely one has to find some continuous, non-decreasing
function φ such that φ(x)/x is non-increasing and satisfies
E
[
sup
t∈S,‖t−u‖n≤σ
W (t)−W (u)
]
≤ φ(σ)
8
(4.14)
since in our case t ∈ Rn, Z(t) is the isonormal process W (t) = √n〈t, ξ〉n, and a(t) = ‖t−u‖n.
Remark 4.4. Among the assumptions of the Lemma, there is the requirement for the model S
to be countable. If this is not the case it sufficient to require S to be separable with respect to
the distance d induced by the stochastic process.
To obtain an upper bound such as (??) we use the so called Dudley’s criterion which can
be found in [21] as Theorem 3.18.
Theorem 4.3. Let {X(t)}t∈T be some centered Gaussian process and d be the covariance
pseudo-metric of {X(t)}t∈T . Assume that (T, d) is totally bounded and denote by H(δ, T )d
the δ-metric entropy of (T, d), for all positive δ. If
√
H(., T )d is integrable at 0, then {X(t)}t∈T
admits a version which is almost surely uniformly continuous on (T, d). Moreover , if {X(t)}t∈T
is almost surely continuous on (T, d) then
E
[
sup
t∈T
X(t)
]
≤ 12
∫ σ
0
√
H(x, T )ddx (4.15)
where σ = (supt∈T E
[
X2(t)
]
)
1
2 .
Remark 4.5. The use of σ in two, apparently different, contexts may be confusing. The confusion
can be dispelled noting that, in the case of an isonormal process:(
sup
t∈S,‖t‖≤σ
E
[
W 2(t)
]) 12
= sup
t∈S,‖t‖≤σ
‖t‖ = σ
at least for sufficiently small σ.
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From all the above results we obtain the following Corollary:
Corollary 4.1. In the Gaussian Linear Regression Model (Equation (4.10)), given a model
S ⊂ Rn, define:
Bu(σ) = {t ∈ S|‖t− u‖n ≤ σ} ∀u ∈ S, ∀σ > 0
and suppose that these sets satisfy:
Bu(σ) is totally bounded with respect to ‖ · ‖n ∀u ∈ S, ∀σ > 0 (HB1)√
H(·, Bu(σ))‖·‖n is integrable in 0 ∀u ∈ S, ∀σ > 0 (HB2)
If there exists φ˜(x) such that for all u ∈ S and for all σ > 0:
96
∫ σ
0
√
H(x,Bu(σ))‖·‖n ≤ φ˜(σ) (4.16)
then, defined τ = 1 if S is closed and convex, τ = 2 otherwise, if the fixed point equation:
φ˜(τεD˜) = εD˜
admits a solution, letting K > 1, and F̂ S ∈ arg mint∈S ‖t − Y ‖n, ∀F ∈ Rn the following
inequality holds:
EF [‖F − F̂ S‖2n] ≤ C(K)
[
inf
t∈S
‖s− t‖2n + (2 +KD˜)
σ2
n
]
(4.17)
Proof. We just have to put all the above results together. We can use Theorem 4.3, which
thanks to hypotheses (HB1) and (HB2) holds, to obtain an upper bound on
E
[
sup
t∈S,‖t−u‖n≤σ
√
n〈t− u, ξ〉n
]
= E
[
sup
t∈S,‖t‖n≤σ
√
n〈t, ξ〉n
]
which is,
E
[
sup
t∈B(σ)u
√
n〈t− u, ξ〉n
]
≤ 12
∫ σ
0
√
H(x,Bu(σ))‖·‖ndx
We then apply Lemma 4.1 with a(t) = ‖t− u‖2n and obtain that
2E
[
sup
t∈S
√
n〈t− u, ξ〉n
‖t− u‖2n + x2
]
≤ 8 · 12x−2
∫ x
0
√
H(z,Bu(x))‖·‖ndz
for any x > 0. This allows us to use Theorem 4.2 to obtain (4.12) with D solution of the fixed
point equation:
φ(τε
√
D) = εD
with
φ(σ) = 96
∫ σ
0
√
H(x,Bu(σ))‖·‖n
Now, define x = 2ε
√
D. The fixed point equation becomes:
φ(x) =
x2
4ε
. (4.18)
Since x2/4ε is an increasing function and φ˜(x) is an upper bound for φ(x), a solution x of
φ˜(x) =
x2
4ε
if it exists, will be greater than a solution of (4.18), thus we obtain an upper bound D˜ for D,
and the claimed result holds.
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4.2.1 Bound for the Risk of a LSE Associated to a Linear Model
The first application we consider is the one where S is a linear subspace of H = Rn of dimension
k. In this case it is easy to find a bound for the integral:∫ σ
0
√
H(x,Bu(σ))‖·‖ndx (4.19)
Since
‖ · ‖n = 1√
n
‖ · ‖Rn
we have:
H(x,Bu(σ))‖·‖n = H(
√
nx,Bu(σ))‖·‖Rn (4.20)
The metric entropy of the set Bu(σ) = {t ∈ S, ‖t − u‖n ≤ σ} = {t ∈ S, ‖t − u‖Rn ≤
√
nσ}
with respect to ‖ · ‖Rn is independent of the vector u that thus can be taken equal to 0 (we
denote B0(σ) simply B(σ)). We notice that the δ-packing number N(δ,B(σ))‖·‖Rn , since it is
computed with respect to the distance induced by a norm, has some nice scaling properties.
Applying the homothety λ1/√nσ(x) =
1√
nσ
x of parameter 1/
√
nσ, on the ball B(σ), we will have
λ1/
√
nσ(B(σ)) = B(1/
√
n). Let us highlight that, with our definition of B(σ), B(1/
√
n) is the
Euclidean ball of radius one centered in 0. Furthermore if B(σ)δ is a δ-separated set for B(σ),
applying the 1/
√
nσ homothety on it, one obtains a δ√
nσ
-separated set for the set B(1/
√
n) and
thus N(δ,B(σ))‖·‖Rn = N(
δ√
nσ
, B(1/
√
n))‖·‖Rn , which in turn implies:
H(x,B(σ))‖·‖Rn = H
(
x√
nσ
,B(1/
√
n)
)
‖·‖Rn
After a change of variables, integral (4.19) becomes:
∫ σ
0
√
H(x,B(σ))‖·‖n =
∫ σ
0
√
H(
√
nx,B(σ))‖·‖Rndx
=
∫ σ
0
√
H
(√
nx√
nσ
,B(1/
√
n)
)
‖·‖Rn
dx
= σ
∫ 1
0
√
H(x,B(1/
√
n))‖·‖Rndx
In the case of the linear space we can also find a convenient bound on N(δ,B(1/
√
n))‖·‖Rn .
Consider the union of the closed Euclidean balls of radius δ/2 centered in the points of a δ-
separated set, B(1/
√
n)δ. They will be all disjoint and included in the closed ball B(1/
√
n +
δ/2
√
n), thus
N(δ,B(1/
√
n))‖·‖RnVk(δ/2) ≤ Vk(1 + δ/2)
where we indicated with Vk(x) the volume of the k-dimensional ball of radius x. This volume
is proportional to xk, and we can conclude that:
N(δ,B(1/
√
n))‖·‖Rn ≤
(
2
δ
+ 1
)k
(4.21)
Integral (4.19) can thus be bounded as:∫ σ
0
√
H(x,B(σ))‖·‖ndx ≤ σ
√
k
∫ 1
0
√
log
(
2
x
+ 1
)
dx
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The function φ(σ) = Qσ
√
k, with Q = 96
∫ 1
0
√
log( 2x + 1) ∼ 129.8 is a constant, satisfies the
requirements of Corollary 4.1, which can then be applied giving a D proportional to k so we
obtain that for all F ∈ Rn:
EF [‖F − F̂ S‖2] ≤ C(K)[inf
t∈S
‖F − t‖2 + (2 +Q′k)σ
2
n
] (4.22)
Remark 4.6. We can compare the inequality we have obtained with the exact formula (2.15) we
have found in section 2.2.1 for the expectation of the risk in the case of a linear model. We see
that up to multiplicative constant factors and a constant term, we retrieve the same dependence
from the dimension of the linear space. This means that in this situation, even if we do not get
the exact formula for the risk, we find a tight bound.
Remark 4.7. The bound we have found for the risk holds true also if we consider a model which
is the subset of a linear space. In fact, let S′ ⊆ S with S linear space of dimension k. We
have that B′u(σ) = {t ∈ S′|‖t − u‖ ≤ σ} is a subset of Bu(σ) = {t ∈ S|‖t − u‖ ≤ σ}, thus
Proposition 1.4 implies:∫ σ
0
√
H(x,B′u(σ))‖·‖ndx ≤
∫ σ
0
√
H(x,Bu(σ))‖·‖ndx
and from this point on, we can proceed as before.
4.3 Application to Denoising
The above scheme easily applies to the denoising of a time series and estimation of parameter.
Let us suppose to have a one dimensional map f defined on a compact interval I and consider
the iterations of this map. Suppose also to have observations of length n of an orbit affected by
additive Gaussian noise. The problem of recovering the true states of the orbit from the available
noisy versions can be tackled using the fixed design regression model described above, where
F is the vector representing the true states of the orbit (Fi = f (i−1)(x∗0), x∗0 is the true initial
point of the orbit), Y is the time series of observations and F̂ Sn is the estimate for F obtained
minimizing the empirical risk (4.8) over the set Sn = {(fkλ (x))k=0,..,n−1|x ∈ I ⊂ I, λ ∈ Λ},
which is the set of all iterations of the map f of length n obtained varying the initial condition
and varying λ in the parameter space Λ. So, having found a bound on the risk for the fixed
design regression problem, we are able to find a bound on the quadratic error. Of course one
can restrict to simpler situations. For example, we can suppose to know the initial condition
so that in the definition of Sn, I = {x0}, and do inference over the parameter λ, or we can
suppose to know the parameter, Λ = {λ0}, and do inference on the initial condition (I = I). In
particular, for certain dynamical systems, we are able to find an application to the asymptotic
denoising of time series in the perfect model scenario:
Sn = {(fk(x))k=0,..,n−1|x ∈ I}. (4.23)
using the result of Corollary 4.1. If we are able to find an upper bound φ˜(x) as in the Corollary,
inft∈Sn ‖t− F ‖2n = 0 due to the perfect model hypothesis and inequality (4.17) becomes:
EF [‖F − F̂ Sn‖2n] ≤ C(K)
[
(2 +KD˜)
σ2
n
]
If then, the bound φ˜ yields a D˜ such that
lim
n→∞
D˜
n
= 0
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we have that
lim
n→∞EF [1/n‖F − F̂ Sn‖
2
Rn ] = 0 (4.24)
Whenever the previous limit holds, it tells us that the average of the quadratic residuals of the
difference between the first n points of a true orbit and their estimates tends to zero with n
that tends to infinity.
Example 4.2. The first example we propose of application to denoising of a time series exploit
the bound (4.22). Let us consider a one-dimensional dynamical system f : I → I whose orbits
are all periodic with maximum period p. In this case, the model Sn = {(fk(x))k=0,..,n−1|x ∈ I},
with n > p is contained in a p-dimensional linear subspace of Rn. For example, in the case of
p = 4 and n = 6 a base for such a space is:
1
0
0
0
1
0
 ,

0
1
0
0
0
1
 ,

0
0
1
0
0
0
 ,

0
0
0
1
0
0

Since in this case D is a constant, we obtain limit (4.24).
4.3.1 Possible Approximations to Achieve a Bound for the Entropy
In this section we describe some of the possible approximations that can be made, and are often
useful, when searching an upper bound as in (4.42). This may not always be easy due to a variety
of reasons. First of all, dealing with δ−packing numbers is helpful when proving theorems due
to the nice property proved in Proposition 1.4. However, when dealing with bounds for the
entropy, the quantity D(δ/2, X), which from (1.2) is an upper bound for N(δ,X), may be
preferable.
App. 1 With respect to any distance d defined on X:
N(δ,X)d ≤ D(δ/2, X)d (4.25)
Secondly, when dealing with nonlinear models such as Sn, it may be difficult to compute
δ−packing numbers or covering numbers of sets of orbits with respect to the norm ‖ · ‖n.
In most cases is easier to deal with the balls and the coverings with respect to the norm infinity.
To do so, one can use inequality (1.5), that gives:
App. 2
N(δ,X)‖·‖n ≤ N(δ,X)‖·‖∞ (4.26)
Putting together approximations (4.25) and (4.26), one obtains:∫ σ
0
√
H(x,Bu(σ))‖·‖ndx ≤
∫ σ
0
√
logD(x/2, Bu(σ))‖·‖∞dx
With the above relation we still have to deal with the quantity D(x/2, Bu(σ)) where the set
Bu(σ) is defined through the norm ‖ · ‖n. We can switch to the infinity norm noting that the
set B′u(σ) = {t ∈ Sn|‖t− u‖∞ ≤
√
nσ} contains Bu(σ), therefore, from (1.5) follows
App. 3
H(x,Bu(σ))‖·‖n ≤ H(x,B′u(σ))‖·‖n (4.27)
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that yields ∫ σ
0
√
H(x,Bu(σ))‖·‖ndx ≤
∫ σ
0
√
H(x,B′u(σ))‖·‖ndx
The above bound has two main drawbacks. First of all, it still depends on u, so we still have
to find an upper bound φ(σ) for the above quantity for all u ∈ Sn. This may be sometimes
difficult because the behavior of the dynamical system in the neighborhood of two different
orbits may vary a lot, and finding general arguments that make the bound independent from u
may be difficult. Secondly,
√
nσ for large n and σ may be larger than the length of the interval
on which the dynamical system is defined. For this reason we can consider the metric entropy
of the whole space Sn which, from proposition 1.4, is bigger than the metric entropy of any of
its subsets:
App. 4
H(x,Bu(σ))‖·‖n ≤ H(x, Sn)‖·‖n (4.28)
that gives the bound: ∫ σ
0
√
H(x,Bu(σ))‖·‖ndx ≤
∫ σ
0
√
H(x, Sn)‖·‖ndx
The last bound is very rough and leads to estimates for D that, in most cases, could be improved
by restricting to the balls Bu(σ).
4.3.2 The Roughest Bound Possible
In this subsection we consider the roughest possible approximation and show that, if we do
not take into consideration any information coming from the dynamical properties of f , we do
not obtain a useful bound of the risk and we do not come to any useful result on denoising.
Suppose to have a map f : I → I of a compact interval I = [a, b], and consider the model Sn
defined in Equation (4.23). First of all we use the general fact that Bu(σ) is a subset of the ball
B = B(u,√nσ, ‖ · ‖Rn), which is the ball of center u and radius σ w.r.t. the Euclidean norm in
Rn. This inclusion together with Proposition B.11 implies:∫ σ
0
√
H(x,Bu(σ))‖·‖ndx ≤
∫ σ
0
√
H(x,B)‖·‖ndx
=
∫ σ
0
√
H(
√
nx,B)‖·‖Rndx
For the properties of δ−packing numbers of sets with respect to norms we have that:
H(
√
nx,B(u,√nσ, ‖ · ‖Rn))‖·‖Rn = H
(√
nx√
nσ
,B(u, 1, ‖ · ‖Rn)
)
‖·‖Rn
and using the upper bound for the δ−packing number of the unit ball (4.21), we obtain:
∫ σ
0
√
H(x,Bu(σ))‖·‖ndx ≤
∫ σ
0
√
log
(
2σ
x
+ 1
)n
≤ √nσ
[√
log 3 +
∫ 1
0
√
log
(
1
x
)]
= φ(σ)
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where the last inequalities was obtained from (C.1). The function φ(σ) satisfies the requirements
of Corollary 4.1. The fixed point equation becomes:
√
n2Qε
√
D = εD
with
Q = 96
[√
log 3 +
∫ 1
0
√
log
(
1
x
)
dx
]
∼ 185.7
from which, substituting ε = σ/
√
n, one obtains D = kn, with k a constant. As we know, a
D proportional to n does not give any insight on the denoising procedure. This, as expected,
implies that our procedure does not give any knowledge on possibility of denoising whenever
one makes too coarse approximations and does not get into consideration the property of the
dynamical system.
4.3.3 The ’Weak’ Contraction Example
A contraction is usually considered a self-map of a metric space (X , d) that satisfies the following
definition.
Definition 4.2. Let (X , d) be a metric space. We say that the map f : X → X is a contraction
if there exists 0 ≤ λ < 1 such that ∀x, y ∈ X :
d(f(x), f(y)) ≤ λd(x, y)
An example of application of our risk bounding scheme applies to a class of self-maps that
satisfy a condition weaker than this. We call them weak contractions.
Definition 4.3. Let (X , d) be a metric space. We say that the map f : X → X is a weak
contraction if ∀x, y ∈ X :
d(f(x), f(y)) ≤ d(x, y)
Let I ⊂ R be a compact interval of the real line, and let f : I → I be a weak contraction
of this interval. First of all, we consider B′u(σ) = {t ∈ Sn|‖t − u‖∞ ≤
√
nσ} ⊃ Bu(σ), and,
recalling Proposition 1.4 for the metric entropy of sets, we find the upper bound for the integral
of the metric entropy:∫ σ
0
√
H(x,Bu(σ))‖·‖ndx ≤
∫ σ
0
√
H(x,B′u(σ))‖·‖ndx
Chosen u = (f i(x))0≤i≤n−1 ∈ Sn, we have that
B′u(σ) =
∏
0≤i≤n−1
[f i(x)−√nσ, f i(x) +√nσ] ∩ Sn
We now want to find an upper bound for D(δ/2, B′u(σ))‖·‖∞ .
Lemma 4.2. For all 0 < δ < σ and u = (f i(x))0≤i≤n−1:
D(δ/2, B′u(σ))‖·‖∞ ≤
(
2
√
nσ
δ
+ 1
)
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Proof. As we have already pointed out (b2√nσ/δc+ 1) intervals of diameter δ are sufficient to
cover [x−√nσ, x+√nσ]. Let us call {B0i }i=1,...,b2σ√n/δc+1 this covering set. For all i we have
that f(B0i ) is a set of diameter less than δ, so it is contained in a closed ball, B1i , of radius δ/2.
By induction we construct {Bji }i for 0 ≤ j ≤ n− 1. By construction, the collection of sets:
{
n−1∏
j=0
Bji }i=1,...,b2σ√n/δc+1
is a covering of B′u(σ) with closed balls of radius δ/2 with respect to the infinity norm ‖·‖∞.
The above lemma provides us with the following estimate:
∫ σ
0
√
H(x,Bu(σ))‖·‖ndx ≤
∫ σ
0
√
log
(
2
√
nσ
x
+ 1
)
dx (4.29)
≤ σ
√
1
2
log(n) +
∫ σ
0
√
log
(
2σ
x
+ 1
)
dx (4.30)
= σ
(√
1
2
log(n) +
∫ 1
0
√
log
(
2
x
+ 1
))
dx (4.31)
where (4.29) follows directly from Lemma 4.2; inequality (4.30) follows putting in evidence
√
n
inside the logarithm, exploiting the properties of the logarithm and
√
a+ b ≤ √a+√b; (4.31)
is just a change of variables. With the above approximations, φ(σ) = 96σ(
√
1/2 log(n) + Q),
where Q is the constant:
Q =
∫ 1
0
√
log
(
2
x
+ 1
)
dx ∼ 1.4204
(Approximated value of the integral obtained with Mathematica). Solving the fixed point
equation, we obtain D = 962(
√
1/2 log(n) + Q)2 and the asymptotic behavior of D is: 962 ·
1/2 log (n).
As we have already pointed out, it may be convenient to find a bound using the metric
entropy of the entire Sn. The same arguments as for the approximation of D(δ/2, B′u(σ))‖·‖∞
hold for D(δ/2, Sn)‖·‖∞ . The only difference is that the interval we start to cover is I = [a, b],
and this implies that (b(b − a)/δc + 1) closed balls of radius δ/2 are sufficient to cover Sn.
Denoting L = (b− a), we find:
∫ σ
0
√
H(x, Sn)‖·‖ndx ≤
∫ σ
0
√
log
(
L
x
+ 1
)
dx
≤ σ
√
log
(
L
σ
+ 1
)
+ σ
∫ 1
0
√
log
(
1
x
)
dx
(4.32)
where we have once again used relation (C.1). Using this upper bound for the integral of the
square root of the metric entropy we obtain
φ(σ) = 96σ[
√
log(L/σ + 1) +Q]
96
with
Q =
∫ 1
0
√
log
(
1
x
)
∼ 0.886227 (4.33)
Without the term between parenthesis, we would obtained from the fixed point equation a
constant D. The presence of the factor ψ is likely to introduce logarithmic factors. The problem
here is to see if we are able to find information on the dependence of the resulting D from n,
at least asymptotically. The fixed point equation is:
εD = φ(2ε
√
D)
εD = 96 · 2ε
√
Dψ(2ε
√
D)
Which results in the fixed point equation:
√
D = 2 · 96ψ(2ε
√
D)
√
D = 2 · 96
[√
log
(
L
√
n
2σ
√
D
+ 1
)
+Q
]
(4.34)
Where we denoted with σ the quantity related to the standard deviation of the noise (to avoid
confusion with the variable). First of all we notice that equation (4.34) has, for all n > 0,
a unique solution
√
Dn < (L
√
n)/(2σ), since the right-hand side is strictly monotonic with√
D and tends to +∞ for √D tending to 0 and tends to −∞ for √D tending to +∞. Call
LHSn =
√
Dn and
RHSn = 2 · 96
[√
log
(
L
√
n
2σ
√
Dn
+ 1
)
+Q
]
so that LHSn = RHSn. The sequence {Dn}n is strictly increasing, and limn→∞Dn = +∞.
The last assertion is proven by contradiction: suppose Dn < M for all n, then:
RHSn > 2 · 96
[√
log
(
L
√
n
2σ
√
M
+ 1
)
+Q
]
→∞
while LHSn <
√
M . For all n > 1:
√
Dn = 2 · 96
[√
log
(
L
√
n
2σ
√
Dn
+ 1
)
+Q
]
< 2 · 96
[√
log
(
L
√
n
2σ
√
D1
+ 1
)
+Q
]
From which:
lim sup
n→∞
Dn
log
√
n
= k 0 ≤ k < +∞ (4.35)
that means that ∃nδ such that ∀n > nδ:
Dn < (k + δ) log
√
n
and in turn implies:
lim
n→∞
log
√
Dn
log
√
n
= 0
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Now for all n we have:
√
Dn√
log
√
n
= 2 · 96
√ log(L√n+ 2σ√Dn)
log
√
n
− log
√
Dn
log
√
n
− log(2σ)
log
√
n
+
Q√
log
√
n

From which we conclude that
lim
n→∞
√
Dn√
log
√
n
= 2 · 96
and the asymptotic behavior of Dn is:
Dn ∼ 2 · 962 log n
Differentiable Case
Neither the first nor the second approximation give an estimate for D constant and independent
from n. It is possible with a more refined argument to obtain such a bound. To achieve it, it is
sufficient to add the hypothesis of differentiability to f . Suppose that f ∈ C1(I) with I = [a, b],
and fix a natural number n. We define:
f : I → In
f(x) = (f0(x), f1(x), ..., fn−1(x)).
Since f ∈ C1(I), f ∈ C1(I; In). With the above definition we have that Sn = {f(x)|x ∈ I} ⊂
In, and Sn is a differentiable curve in In of length:
L(Sn) =
∫ b
a
∥∥∥∥dfdx (x)
∥∥∥∥
Rn
dx (4.36)
Since f is a weak contraction, for all x ∈ I and ∀∆x ∈ R such that x+ ∆x ∈ I: |f(x+ ∆x)−
f(x)| ≤ ∆x. This implies that: ∣∣∣∣ dfdx(x)
∣∣∣∣ ≤ 1, ∀x ∈ I
and, for the chain rule: ∣∣∣∣df idx (x)
∣∣∣∣ = i−1∏
k=0
∣∣∣∣ dfdx(fk(x))
∣∣∣∣ ≤ 1
The above inequality implies that:
∥∥∥∥dfdx (x)
∥∥∥∥
Rn
=
√√√√n−1∑
i=0
(
df i
dx
(x)
)2
≤ √n
This means that the curve which is image under f of I has length L(Sn) ≤ (b − a)
√
n. It is
obvious that given two points x, y ∈ γ, where γ is a continuous curve of Rn of length L(γ) <∞,
‖x− y‖Rn ≤ L(γ). This means that a curve of length L(γ) is included in a closed ball of radius
L(γ)/2. This implies that, to cover a curve of length at most (b− a)√n, are necessary at most
b(b−a)/2δc+ 1 closed balls of radius δ with respect to ‖ · ‖n (and so of radius
√
nδ with respect
to ‖ · ‖Rn), and which corresponds to the number of chunks of length 2/δ in which the curve is
divided:
D(δ, Sn)‖·‖n ≤
(b− a)
2δ
+ 1
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and: ∫ σ
0
√
H(x, Sn)‖·‖ndx ≤
∫ σ
0
√
log
(
(b− a)
x
+ 1
)
dx
This is the same kind of bound we obtained in the sequence of approximations (4.32), thus we
again obtain D asymptotically proportional to log n.
If, instead of the more general weak contraction case, we suppose that f is a contraction,
we obtain: ∣∣∣∣df idx (x)
∣∣∣∣ ≤ λi, ∀x ∈ I, ∀i ≥ 0
This implies that: ∥∥∥∥dfdx (x)
∥∥∥∥
Rn
=
√√√√n−1∑
i=0
(
df i
dx
(x)
)2
≤
√√√√n−1∑
i=0
(λ2)i =
√
1− (λ2)n
1− λ2 ≤
√
1
1− λ2
from which we deduce that the length of Sn is always less than a constant. In this case we have
that:
D(δ, Sn)‖·‖n ≤
c(λ)
2δ
√
n
+ 1 c(λ) =
√
1
1− λ2
and we obtain the upper bound:∫ σ
0
√
H(x, Sn)‖·‖ndx ≤
∫ σ
0
√
log
(
c(λ)
2x
√
n
+ 1
)
dx (4.37)
≤ σ
[√
log
(
c(λ)
2
√
nσ
+ 1
)
+
∫ 1
0
√
log
(
1
x
)]
(4.38)
(4.39)
where to obtain (4.38) we used (C.1). The fixed point equation we obtain is:
εD = 192ε
√
D
[√
log
(
c(λ)
√
n
2
√
n2σ˜
√
D
+ 1
)
+Q
]
√
D = 192
[√
log
(
c(λ)
4σ˜
√
D
+ 1
)
+Q
]
(4.40)
where σ˜ is the standard deviation of the Gaussian noise (we introduce this notation to avoid
confusion with the extremum of integration), and Q is as in (4.33). Since the right-hand side
of (4.40) is monotonic with
√
D and tends to +∞ for √D tending to 0, and to −∞ for √D
tending to +∞, the fixed point equation (4.40) admits a unique solution. Since in the equation
there is no dependence on n also D is independent from n.
Remark 4.8. The above arguments are still valid relaxing the condition on f and requiring it
to be piecewise C1.
Remark 4.9. It is easy to prove that the logistic map, for values of the parameter belonging
to the interval (0, 1), is a contraction, and, when the parameter is equal to one is a weak
contraction. The above schemes apply to these cases.
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4.3.4 Dynamical Systems with a Strongly Attractive Finite Set
Suppose that, given a map f : I → I of the compact interval I = [b, a], there exists a set A ⊂ I
that satisfies the following properties:
(i) m := |A| <∞
(ii) ∀δ > 0 ∃n0(δ) ∈ N such that ∀x ∈ I ∃x ∈ A that satisfies ∀n > n0(δ): |fn(x)− x| < δ.
The above requirements describe a dynamical system that has an attractor made of a finite
number of points and such that the trajectory of any point of the phase space become close
less than a quantity δ to one of the point of the attractor (not necessarily the same for each
trajectory), after a fixed number of iterations depending on δ. Let us notice that the above
setting generalizes the case of a contraction. If the above hypotheses are satisfied, we can
estimate D(x/2, Sn)‖·‖∞ considering that, after a number of iterations greater than n0(δ/2), the
state of each orbit will be distant at most δ/2 from one of the points of A, so, for all x ∈ I,
fn(x) will indefinitely belong to one of the closed balls {[x− δ/2, x+ δ/2]}x∈A. For n > n0(δ/2)
the orthogonal projection Pn0(δ/2)Sn of Sn on the n0(δ/2)-dimensional space of the first n0(δ/2)
coordinates is covered by (b(b − a)/δc + 1)n0( δ2 ) closed balls of radius δ/2. The orthogonal
projection of Sn on the remaining n− n0(δ/2) coordinates is covered by m balls. This implies
that the whole space Sn is covered by the cartesian product of this two coverings, giving the
upper bound:
D(δ/2, Sn)‖·‖∞ ≤ m
(
b− a
δ
+ 1
)n0( δ2 )
(4.41)
that after subsequent application of (4.26) and (4.25), gives the upper bound:∫ σ
0
√
H(x, Sn)‖·‖ndx ≤
∫ σ
0
√
logm+ n0
(x
2
)
log
(
b− a
x
+ 1
)
dx (4.42)
Depending on the function n0(δ/2) we may be able to find a nice upper bound φ(σ) that allows
us to solve the fixed point equation and gives a significative result for D.
As we have already remarked, the weak contraction case accounts for the logistic map in the
regime λ ∈ (0, 1]. We would like to apply the above result to the logistic map in the regimes
where there are attractive periodic orbits. From what have been reported in section 1.4, as soon
as λ becomes greater than 1, zero becomes a repelling point and it appears an attractive point
in the interior of the interval [0, 1]. Considering the case where λ = 2 (f2(x) = 2x(1 − x)), we
have only one attracting point (x = 1/2) to which all orbits converge apart from the orbit of 0,
which is fixed, and 1, whose orbit is constantly equal to 0 after the first iteration. If we were
able to show that the set A = {1/2, 0} satisfies the above conditions, we could apply the above
reasoning. However, the presence of a repelling fixed point imply that for all δ > 0 and n ∈ N
there exists an orbit of length n whose points are all different from 0 and are distant at most δ
from it. Therefore, hypothesis (ii) is not verified and one should use some other mean to find a
bound.
Translated Logistic Map
We now consider a dynamical system defined having in mind an approximation of the logistic
map f2(x). This approximation falls in the category of dynamical systems with a strongly
attractive finite set, and thus is an example of use of the argument described above. Passing
to the limit of infinite precision of the approximation, we recover the logistic map, but we will
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Figure 4.2: The figure shows the plot of f
(t)
1/8(x) (blue line). The solid red line is the plot of g1/8(x), and the
dashed red line is a construction to build the iterates of 0 under the map g1/8(x).
find the limit of the upper bound for D diverges for all n, and we do not obtain any result for
this case. Let us a consider a slightly different setting taking f (t)c : [0, 1]→ [0, 1]:
f (t)c (x) = 2(1− 2c)x(1− x) + c, c ∈
(
0,
1
4
)
The above functions are similar to the translated logistic map with λ = 2, but they are
rescaled so that they attain their maximum for x = 1/2 and f (t)(1/2) = 1/2. For c = 0 we
recover f (t)c=0 = 2x(1 − x). Let us note that, for any c belonging to the prescribed interval,
there is a region in which fc is expansive and so we cannot reduce it to the case of the weak
contraction. We can instead prove that A = {1/2} satisfies assumptions (i) and (ii) above. First
of all we notice that, since f (t)c ≤ 1/2, after the first iteration, any point of the interval (1/2, 1] is
mapped into [0, 1/2], so, to compute n0(δ), we can restrict ourselves to [0, 1/2] (keeping in mind
that we have to add one to the value of n0(δ) for the points in (1/2, 1]). Since f
(t)
c restricted to
[0, 1/2] is strictly increasing, ∀n ∈ N and ∀x ∈ [0, 1/2]: fn(x) ≥ fn(0). This implies that the
number of iterations necessary for the orbit of 0 to get close at least δ to 1/2 is an upper bound
for n0(δ). To get an estimate of this number, we exploit the map gc : [0, 1/2]→ [0, 1/2]:
gc(x) = (1− 2c)x+ c
that satisfies for all x belonging to [0, 1/2]: fc(x) > gc(x). This relation implies that the orbit of
any point under fc will be ’ahead’ of the orbit of the same point for iteration of the map gc. To
find n0(δ) for the function gc and we notice that, having defined the sequence un = 1/2− gnc (0),
which is the distance between the n-th iteration of gc on 0 and 1/2, we verify that:
un+1 = 1/2− gn+1c (0)
= 1/2− (1− 2c)gnc (0)− c
= (1− 2c)(1/2− gnc (0)) = (1− 2c)un
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from which:
un =
(1− 2c)n
2
Since (
1
2
− fnc (0)
)
≤
(
1
2
− gnc (0)
)
from:
(1− 2c)
2
n
≤ δ
we find, considering also the case of an orbit having initial condition in (1/2, 1]:
n0(δ) ≥ log(2δ)log(1− 2c) + 1
In Figure 4.2 there are the two maps and there are traced the first iterates of 0 under gc. Using
the above inequality and calling K = | log[(1− 2c)]|−1, (4.41) becomes:
D(δ/2, Sn)‖·‖∞ ≤
(
1
δ
+ 1
)(K log( 12δ )+1)
and we obtain the bound∫ σ
0
√
H(x, Sn)‖·‖ndx ≤
∫ σ
0
√[
K log
(
1
2x
)
+ 1
]
log
(
1
x
+ 1
)
dx (4.43)
To find an upper bound for the above quantity we start by noticing that
K log
(
1
2x
)
+ 1 ≤ max(K, 1)
[
1 + log
(
1
2
)
+ log
(
1
x
)]
From the above we deduce that the integral in (4.43) can be bounded:
∫ σ
0
√
max(K, 1)
[
1 + log
(
1
2
)
+ log
(
1
x
)]
log
(
1
x
+ 1
)
dx ≤
≤
∫ σ
0
√
max(K, 1)
[
1 + log
(
1
2
)]
log
(
1
x
+ 1
)
dx+
∫ σ
0
√
max(K, 1) log
(
1
x
)
log
(
1
x
+ 1
)
dx
(4.44)
where we have used
√
a+ b ≤ √a+√b with a, b > 0.
The first integral is treated as usual:
∫ σ
0
√
max(K, 1)
[
1 + log
(
1
2
)]
log
(
1
x
+ 1
)
dx
≤
√
max(K, 1)
[
1 + log
(
1
2
)]
σ
[√
log
(
1
σ
+ 1
)
+Q
]
with Q =
∫ 1
0
√
log
(
1
x
)
dx. To bound the second integral in (4.44), let us suppose that σ ≤ 1.
With this additional requirement, justified by the fact that we consider coverings of diameter
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less than the diameter of the whole space, we have to verify that the solution to the fixed point
equation respect this condition. The assumption allows to consider:
log
(
1
x
+ 1
)
≤ log
(
2
x
)
∀x ≤ 1
so for σ ≤ 1:∫ σ
0
√
max(K, 1) log
(
1
x
)
log
(
1
x
+ 1
)
dx
≤
∫ σ
0
√
max(K, 1) log
(
1
x
)[
log(2) + log
(
1
x
)]
dx
≤
√
max(K, 1) log(2)σ
[√
log
(
1
σ
)
+
∫ 1
0
√
log
(
1
x′
)
dx′
]
+
√
max(K, 1)
∫ σ
0
log
(
1
x
)
dx
=
√
max(K, 1)σ
[√
log(2) log
(
1
σ
)
− log σ + 1 +
√
log(2)Q
]
where we have integrated by parts − ∫ σ0 log(x)dx = σ(1 − log(σ)). The final bound φ(σ) we
obtain is:
φ(σ) = 96
√
max(K, 1)σ
{√
log(2) log
(
1
σ
)
− log σ + 1 +
√
log(2)Q+
√
1 + log
(
1
2
)[√
log
(
1
σ
+ 1
)
+Q
]}
From the fixed point equation φ(2ε
√
D) = ε
√
D, we end up to solve the equation, depending
on n:
√
Dn = K1
{√
log(2) log
( √
n
2σ
√
Dn
)
+ log
( √
n
2σ
√
Dn
)
+
√
1 + log
(
1
2
)√
log
( √
n
2σ
√
Dn
+ 1
)
+K2
}
(4.45)
with K1 = 2 · 96
√
max(K, 1) and
K2 = 1 +Q
√
log(2) +Q
√
1 + log
(
1
2
)
To find the asymptotic behavior of Dn we proceed in a way similar to the one that we used
for equation (4.34). First of all we notice that the left-hand side is defined for
√
Dn ≤
√
n/(2σ).
For
√
Dn =
√
n/(2σ), the right-hand side of (4.45) is equal to a real number r, not depending
on n. This implies that for n > (2σr)2, there exists a unique solution of (4.45). It is easy
to prove that {Dn}n>(2σr)2 is an increasing and divergent sequence. In the same way we have
found (4.35), we find that:
lim sup
n→∞
√
Dn
log
√
n
= k 0 ≤ k <∞
and this implies
lim
n→∞
log(
√
Dn)
log
√
n
= 0
which allows to conclude that
lim
n→∞
√
Dn
log
√
n
= K1
thus the asymptotic behavior of Dn is: (K1 log
√
n)2.
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Remark 4.10. As soon as c = 0 the constant K diverges and the above arguments do not hold
anymore.
In this case too we can use a reasoning equivalent to the one used for the differentiable weak
contraction case. We start by noticing that f ∈ C1([0, 1]), and in the interval:
I ′c =
(
1− 4c
4(1− 2c) + ε,
3− 4c
4(1− 2c) − ε
)
⊂ [0, 1]
the first derivative of fc is, in modulus, strictly less than 0 < λ < 1. With an argument similar
to the one used in previous approximations, we can prove that there exists a positive integer
M c such that for all n > M c and for all x ∈ [0, 1], fn(x) ∈ I ′c. This implies that ∀x ∈ I and
∀i > Mc ∣∣∣∣df i(x)dx
∣∣∣∣ < 2Mcλi−Mc
where we have used as upper bound for |f ′(x)| outside the interval I ′c, 2. This implies that for
n > M c: ∥∥∥∥dfdx (x)
∥∥∥∥
Rn
≤ 2Mc
√√√√M c + n−Mc+1∑
i=0
(λ2)i
An upper bound for the length of Sn will be then:
L(Sn) < 2Mc
√
M c +
1
1− λ2
Which is constant so, repeating the same reasoning we have used in the case of a contraction
we obtain a constant upper bound for D. Of course, as soon as c tends to zero the upper bound
for L(Sn) tends to infinity and the reasoning fails.
4.4 Conclusions
In this chapter we have described a method that allows to prove the possibility of denoising in
mean for those dynamical systems that satisfy certain assumptions. Starting from the funda-
mental Theorem 2.1, we have adapted it to the case of the gaussian linear model that allowed
us to bound the quadratic risk associated to a nonlinear estimator of the observed orbit of a
dynamical system. In Corollary 4.1 we have exploited other lemmas and theorems to restate the
requirements of Theorem 4.2 in function of the metric entropy of subsets, (4.23), of the set Sn.
Corollary 4.1 gathers the quantities on which the bound for the quadratic risk depends, and we
have inferred that, in the perfect model scenario, whenever the quantity we have called Dn, is
an o(n) for n that tends to infinity, denoising on average is possible. We have then developed a
series of techniques to find upper bounds for the quantity Dn, depending on the local or global
structure of Sn, which reflects the behavior of the dynamical system taken into consideration.
In the examples we have taken into consideration, the upper bound obtained from the
formula of the length of Sn and its parts has shown to be particularly efficient. Anyway this
may be due to the fact that in the analyzed situations, after a finite number of iterations, the
distance between two consecutive iterates decreased, and this makes the structure of Sn simple
and its length relatively small for all n. In situations where the dynamics is more complicated the
complexity of Sn may drastically increase not allowing a useful bound. A further investigation
in this direction is necessary. Another point that needs to be taken into consideration is the
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case of dynamical systems with a phase space of dimension more than one. In this case we can
easily adapt the application of Theorem 4.2 to denoising by just redefining the set Sn as
S′n = {(x,F (x), ...,F n(x))|x ∈ X ⊆ Rk} = {(x1, ..., xk, ...,F n(x)1, ...,F n(x)k)|x ∈ X ⊆ Rk}
The problem is then to find suitable bounds for the metric entropy of subsets of S′n corresponding
to (B.11), and this present some difference with the one-dimensional case, for example, S′n is
not a curve anymore, and the argument that relied on this fact does not hold anymore.
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Appendix A
Discrete Dynamical Systems.
Addenda to Chapter One
This Appendix gathers some rigorous statement and proofs we have decided to omit from
Chapter 1 on the introduction to discrete time dynamical systems. As we have already pointed
out, there is a huge reservoir of references on dynamical systems in terms of books and papers.
For a systematic and precise approach we propose, among others, [15, 20, 24].
A.1 DIscrete Dynamical Systems
We can define a dynamical system in the most comprehensive way as the action of a semi-group
G on the phase space X . In general, a rigorous definition of dynamical system depends on the
type of structure defined on the set X : σ-algebra of subsets, topology... The more usual cases
are when X is a topological space, or a measure space and it is common to deal with maps of
X into itself that take into account these structures.
Definition A.1.
• Let X be a topological space. We define End(X ) = {f : X → X|f is continuous}.
• Let (X ,A, µ) be a measure space with A a σ-algebra of subsets and µ an associated
measure. We define End(X ) = {f : X → X|f is measurable}.
Whenever X is endowed with a differentiable structure (for example is a Cr manifold) we can
consider different settings where we could require End(X ) to be made of only the differentiable
or Cm maps with m < r.
Definition A.2. Given a semi-group G and a set X , we call a dynamical system any action of
G on X which is a map φ : G×X → X such that:
• for all g ∈ G the function φg : X → X belongs to End(X ); if G is a topological group, is
also required that φ(g, x) depends smoothly on g
• φe = idX , where e is the identity of G
• φg1g2(x) = φg1(x)φg2(x), for all g1, g2 ∈ G.
From the general definition presented above, we can specialize to the case of discrete dy-
namical systems. This is achieved by considering G = N or Z. It is useful to describe a discrete
dynamical system with a function f ∈ End(X ) associated to a generator of the semigroup. In
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the case G = N, taking f = φ1, we have that φn(x) = fn(x). The case G = Z is analogous with
f invertible. We will usually denote a discrete dynamical system (X , f) where f is a generator
for the action and is intended to preserve the structure defined on X .
A.2 Characterization of Properties Related to Chaos
First of all we give the rigorous statement of the two characterization of transitivity:
Proposition A.1. Let X be a locally compact Hausdorff space with a countable basis and
without isolated points. The discrete dynamical system (X , f) is topologically transitive if and
only if, for all U, V non-empty open sets of X , there exists n such that fn(U) ∩ V 6= ∅.
Proposition A.2. Let X be a locally compact Hausdorff space with a countable basis and without
isolated points. If the function f : X → X is an homeomorphism, then (X , f) is topologically
transitive if and only if there do not exist two non-empty disjoint open sets which are completely
f-invariant.
Here follows a characterization of chaoticity for a dynamical system.
Proposition A.3. Let X be a locally compact Hausdorff space with a countable basis and
without isolated points. The dynamical system (X , f) is chaotic if and only if for every pair of
non-empty open subsets U , V ⊆ X , there exists a point x ∈ X such that its orbit Ox is periodic
and U ∩Ox 6= ∅ and V ∩Ox 6= ∅.
We now report the precise statement that prescribes, when it does hold, that chaoticity
implies sensitive dependence from initial conditions.
Proposition A.4. Let X be a locally compact Hausdorff space with a countable basis of open sets
and without isolated points. Then any dynamical system (X , f) which is chaotic, has sensitive
dependence from initial conditions.
A.3 Logisitic Map
A.3.1 f4(x) = 4x(1− x) is Chaotic
In this subsection we prove that (1.12) satisfies the requirements of Definition 1.6 and has
sensitive dependence from initial conditions. To do so we find a conjugacy with the map (1.1)
and prove that this implies the chaoticity of (1.12).
Proposition A.5. Map (1.12) is chaotic for Definition 1.6 and has sensitive dependence from
initial conditions (Definition 1.7).
Proof. Consider map (1.1):
g : S1 → S1
θ 7→ 2θ
Let us define h1 : S1 → [−1, 1] as h1(θ) = cos θ. We notice that:
h1 ◦ g(θ) = cos(2θ)
= 2 cos2 θ − 1
= q ◦ h1(θ)
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with q(x) = 2x2− 1. Now q is topologically conjugated with f4 by the homeomorphism h2(t) =
1/2(1 − t) that is: f4 ◦ h2 = h2 ◦ q. This implies that h = h2 ◦ h1 is an homeomorphism
that conjugates g and f4. Since h is an homeomorphism, any dense orbit for g corresponds
to a dense orbit for f4. Since we have proved that g has a dense orbit, this implies that f4 is
topologically transitive. Furthermore, any periodic orbit for g corresponds to a periodic orbit
for f4 and vice versa, so the set of periodic orbits of f4 is dense due to, again, the fact that h
is an homeomorphism.
Since requirements of Proposition A.4 are satisfied, chaoticity of f4 implies sensitive depen-
dence from initial conditions.
A.3.2 Invariant Measure for f4
In this section we prove Proposition 1.14 using a result that can be found as an exercise in [5]
which says:
Proposition A.6. Let f : [0, 1] → [0, 1] be a piecewise monotonic C1 function. Let us denote
{[ai, ai+1]}i∈I the finite or countable decomposition of [0, 1] on which f is monotonic and of
class C1 in the interior. Define on each of this interval f−1i , which is the inverse function of
fi = f |[ai,ai+1]. The measure µ on the Borel σ−algebra of [0, 1] is invariant under f , if, given
its density ρ(x) with respect to Lebesgue, the following relation holds true for all x ∈ [0, 1]:
ρ(x) =
∑
i∈Ix
ρ(f−1i (x))
|f ′(f−1i (x))|
where Ix is the set of indices for which x belongs to the image of fi.
Now, f4 is C1 and monotonic on the intervals I1 = [0, 1/2] and I2 = [1/2, 1]. The inverses
on this subsets are:
f−11 (y) =
1
2
−
√
1− y
2
f−12 (y) =
1
2
+
√
1− y
2
The first derivative of f4 is f ′4(x) = 4− 8x. Now we have to prove that:
ρ(x) =
ρ(f−11 (x))
|f ′(f−11 (x))|
+
ρ(f−12 (x))
|f ′(f−12 (x))|
∀x ∈ [0, 1] (A.1)
since ∀x, Ix = {1, 2}. f4 is symmetric with respect to x = 1/2, and we have that, for x ∈ [1/2, 1],
|f ′(x)| = f ′(1− x). The above relation becomes:
ρ(x) =
1
f ′(f−11 (x))
(ρ(f−11 (x)) + ρ(f
−1
2 (x)))
Now:
ρ(f−11 (x)) =
1
pi
√
1
2(1−
√
1− x)
(
1− 1−
√
1−x
2
)
=
1
pi
√
1
4(1− (1− x))
=
2
pi
√
x
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and analogously we find:
ρ(f−12 (x)) =
2
pi
√
1− x
We also have:
f ′(f−11 (x)) = 4− 8f−11 (x) = 4
√
1− x
We are finally able to prove (A.1):
1
pi
√
x(1− x) =
1
4
√
x
(
2
pi(
√
x)
+
2
pi(
√
x)
)
=
1
pi
√
x(1− x)
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Appendix B
MATLAB Code
In this Appendix we report the code we have written to implement and simulate the estimation
algorithm of Chapter 3.
B.1 Construction of Synthetic Samples
To construct the samples for additive Gaussian noise we use:
Code B.1.
%func t ion which genera te s a sample with a dd i t i v e Gaussian
%noise ; x0 : i n i t i a l cond i t i on ; a : parameter ;
%s : standard dev i a t i on ; N: number o f ob s e r va t i ons
function y=samplerandadd ( x0 , a , s ,N)
q
%generat ion o f the o r b i t ; f ( x)=x .∗(1−x )
y=zeros (1 ,N) ;
y(1)=x0 ;
for n=2:1:N
y (n)=a∗ f ( y (n−1)) ;
end
%add i t i on o f the noise
y=y+randn (1 ,N)∗ s ;
Analogously for multiplicative noise:
Code B.2.
%func t ion which genera te s a sample with mu l t i p l i c a t i v e Gaussian
%noise ; x0 : i n i t i a l cond i t i on ; a : parameter ;
%s : standard dev i a t i on ; N: number o f ob s e r va t i ons
function y=samplerandmul ( x0 , a , s ,N)
y=zeros (1 ,N) ;
y(1)=x0 ;
for n=2:1:N
y (n)=a∗ f ( y (n−1)) ;
end
y=y.∗(1+randn (1 ,N)∗ s ) ;
B.2 Estimators
In this section we report the code we have implemented to reproduce the estimation algorithms
we have investigated in Chapter 3. Along with the code, we also briefly show the dependence
of the execution time on the length of the time series. To this end, we use the MATLAB’s
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commands tic and toc. The function toc follows the command tic and yields the execution
time of the commands comprised between tic and toc. For example, the code:
Code B.3.
%’ est imator ’ i s some programmed func t ion that , g iven the
%time s e r i e s ’sam ’ , g i v e s the es t imate f o r the parameter .
t ic
e s t imator ( sam ) ;
toc
yields the execution time of the function estimator. For each estimation method and for each
number of observations taken into account, we have measured the time needed to execute the
algorithm for 10 different time series. The time series were generated adding Gaussian noise
(σ = 0.1) to an orbit with parameter a = 4 and varying the initial condition. We have averaged
the measurements thus obtained and we have computed their standard deviation. The results
were reported on a graph (Figures B.1 to B.6). The characteristic of the system on which the
simulations have been done are:
Processor 2.4 GHz Intel Core 2 Duo
Memory 2 GB 667MHz
B.2.1 OSLS Estimator
We implement the function (3.8) to obtain the OSLS estimate.
Code B.4.
%func t ion that , g iven a time−s e r i e s y , y i e l d s the OSLS es t imate f o r a .
function x= aes t ( y )
Y=y ( [ 2 : end ] ) ;
F=f ( y ( [ 1 : end−1 ] ) ) ;
x=Y∗F’ / (F∗F ’ ) ;
Figure B.1 shows the dependence of the execution time with the length T of the time series.
We can see that the execution time is very small and does not vary much with T .
B.2.2 ED Algorithm
We have implemented the Algorithm 2.
Code B.5.
%algor i thm which a l t e r n a t e s es t imat ion o f the parameter and deno i s ing
%procedure . Yie lds DENOISED time se r i e s , and ESTIMATED parameter .
function [ den , e s t ]= denest ( sam)
%We choose averag ing parameters
b=0.5;
c =0.5 ;
a=ae s t ( sam ) ;
i =0;
%The loop s tops a f t e r 100 i t e r a t i o n s or whenever the ’ determinism ’ becomes
%l e s s than 10ˆ{−4}
while ( determinism (sam , a )>0.0001 && i <100 )
i=i +1;
sam=b∗ deno i s e (sam , a)+(1−b)∗ sam ;
a=c∗ ae s t ( sam)+(1−c )∗ a ;
end
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Figure B.1: Execution time of OSLS estimator as function of time series length.
den=sam ;
e s t=a ;
The function determinism computes the cost function (3.6).
Code B.6.
%func t ion tha t computes the OSLS cos t func t i on g iven a vec tor o f ob s e r va t i ons y and an
%a r ea l number taken from the parameter space a .
function r= determinism (y , a )
v=y ( [ 2 : end])−a∗ f ( y ( [ 1 : end−1 ] ) ) ;
r=v∗v ’ ;
In the codes above we have used as parameters of Algorithm 2: α = β = 0.5, J = 100 and
d = 0.0001. Of course increasing the value of J and decreasing the value of d may improve
in certain cases the performance of the algorithm since the loops would be executed more
times. To test the dependence of the performance of the algorithm with J we have considered
simulations varying J . We have considered the empirical mean of M.S.E. obtained from 10
different estimates for each J . The results are reported in Figure ?? for time series obtained
with ADD[0.6, 4, 0.1, 100]. From the graph we can see that after approximately J = 40, the
value of the M.S.E. becomes stable. This may imply that, at least for a∗ = 4, choosing a J > 100
may not significantly increase the precision of the algorithm. Similar results can be obtained
for other values of the parameter.
In those situations where the algorithm suffers badly from the chaotic behavior of the system
(as for a∗ = 4, σ = 0.2), improving the parameters concur to improve the estimation of the
wrong local minimum of the parameters of the map and thus is useless. Of course changing
these parameters as above, increases the execution time. The function denoise, starting from
a sample sam and an estimate for the parameter a, gives a denoised version of the time series.
This is obtained through the gradient descent method, and the differential equation is solved
via the Euler method to solve differential equations.
Code B.7.
%the func t ion take s a sample and a va lue f o r the dynamics and f i nd s
%an approximation o f the o r b i t g iven the parameter a minimizing the LS
%func t ion
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Figure B.2: Simulation for the dependence of the M.S.E. (precision of the ED algorithm), from J . For each value
of J the corresponding value of the M.S.E. was computed from 10 different simulations obtained with procedure
ADD[0.6, 4, 0.1, 100].
function p= deno i s e ( s , a )
dt =0.001; %time−s t ep f o r Euler i n t e g r a t i on
p= s ;
T=length ( s ) ;
grad =[ −2∗a ∗(p(2)−a ∗(p(1)−p (1) . ˆ2 ) ) .∗ (1 −2∗p ( 1 ) ) , −2∗a∗(1−2∗p ( [ 2 : T−1 ] ) ) .∗
. ∗ ( p ( [ 3 :T])−a ∗(p ( [ 2 : T−1])−p ( [ 2 : T−1 ] ) .ˆ2))+2∗( p ( [ 2 : T−1])−
−a ∗(p ( [ 1 : T−2])−p ( [ 1 : T−2 ] ) . ˆ 2 ) ) , 2∗(p(T)−a ∗(p(T−1)−p(T−1) .ˆ2)) ] ;
while ( grad∗grad ’>0.01)
s=p−dt∗grad ;
p=s ;
grad =[ −2∗a ∗(p(2)−a ∗(p(1)−p (1) . ˆ2 ) ) .∗ (1 −2∗p ( 1 ) ) , −2∗a∗(1−2∗p ( [ 2 : T−1 ] ) ) .∗
. ∗ ( p ( [ 3 :T])−a ∗(p ( [ 2 : T−1])−p ( [ 2 : T−1 ] ) .ˆ2))+2∗( p ( [ 2 : T−1])−a ∗(p ( [ 1 : T−2])−
−p ( [ 1 : T−2 ] ) . ˆ 2 ) ) , 2∗(p(T)−a ∗(p(T−1)−p(T−1) .ˆ2)) ] ;
end
The performance, in terms of execution time, of the above algorithm is shown in Figure B.3.
B.2.3 Chunks Estimation Algorithm
We have implemented Algorithm 3.
Code B.8.
%func t ion tha t e s t imate s ”a” with Chunks Estimation method .
function [ c , y]= c h u n k e s t t r i s ( sam , n , n1 , n2 )
%sam : sample .
%n : s i z e o f each cropped chunk .
%n1 , n2 : s e n s i b i l i t i e s used in the g r i d es t imate .
N=length ( sam ) ;
count =1;
c=(N−n )/( f loor (n / 2 ) ) ;
c=f loor ( c ) ;
a=zeros (1 , c ) ;
for i =1:1 : c
[ ra , rxo ]= g r i d e s t ( sam( count : count+n ) , n1 , n2 ) ;
a ( i )=ra ;
count=count+f loor (n / 2 ) ;
end
c=mean( a ) ;
y=sqrt ( var ( a ) ) ; %the code y i e l d s a l s o the s . d . o f the e s t imate s
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Figure B.3: Execution time of ED algorithm as function of time series length.
The function gridest gives an estimate for the parameter and the initial condition, min-
imizing the SLS cost (3.4) for the Logistic Map, with a grid-map method made of n1 × n2
points.
Code B.9.
%es t imate s i n i t i a l cond i t i on and parameter minimizing SLS with gr id−map
function [ ra , rx0 ]= g r i d e s t ( sam , n1 , n2 )
%sam : sample
%n1 : number o f po in t s scoped fo r i n i t i a l cond i t i on
%n2 : number o f po in t s scoped fo r parameter
x=zeros (1 , length ( sam ) ) ;
M=zeros ( n1 , n2 ) ;
x0=linspace (0 , 1 , n1 ) ;
a=linspace (0 , 4 , n2 ) ;
for i =1:1 : n1
x(1)=x0 ( i ) ;
for j =1:1 : n2
for k =2:1: length ( sam)
x ( k)=a ( j )∗ f ( x (k−1)) ;
end
M( i , j )=(sam−x )∗ ( sam−x ) ’ ;
end
end
m=min(min(M) ) ;
p=find (M==m) ;
r=mod(p ( 1 ) , n1 )+1;
c=f loor (p (1)/ n1 )+1;
rx0=x0 ( r ) ;
ra=a ( c ) ;
The execution time as function of the length of the sample is shown in Figure B.4.
B.2.4 Method of Statistical Moments
To reproduce the estimates of the MSM we have implemented formula (3.28) for the case of
additive noise.
Code B.10.
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Figure B.4: Execution time of Chunks Estimation algorithm as function of time series length.
%func t ion to es t imate with the method o f s t a t i s t i c a l moments f o r
%add i t i v e noise .
function a =momentest ( sam)
N=length ( sam ) ;
s1=mean( sam ) ;
s2=sam∗sam ’ /N;
s3=(sam .∗ sam)∗sam ’ /N;
s12=sam ( 1 :end−1)∗sam ( 2 :end ) ’ / (N−1);
a=(s12+s1−3∗s1 ˆ2)/( s1−s3−3∗s1 ˆ2+3∗ s1 ∗ s2 ) ;
In the case of multiplicative noise, the code that implement (??) is:
Code B.11.
%func t ion to es t imate with the method o f s t a t i s t i c a l moments f o r
%mu l t i p l i c a t i v e noise .
function r= momentestmul ( sam)
N=length ( sam ) ;
s1=mean( sam ) ;
s2=sam∗sam ’ /N;
s3=(sam .∗ sam)∗sam ’ /N;
s12=sam ( [ 1 : end−1])∗sam ( [ 2 : end ] ) ’ /N;
r=(−s12/2+s1 )/ ( s1+s3/2−3∗ s2 / 2 ) ;
The execution time is shown in Figure B.5.
B.2.5 Stochastic ED Algorithm
We have implemented the stochastic ED algorithm 6 with fixed starting estimate as follows.
Code B.12.
%algor i thm which a l t e r n a t e s es t imat ion o f the parameter and deno i s ing
%procedure , s t a r t i n g from d i f f e r e n t po in t s in the parameter es t imat ion
%space sampled in an i n t e r v a l o f l en g t h 2 f centered at the OSLS es t imate
%for a .
function [ besta , bestsam]= denestimp (sam , f )
b=0.5 ;
c =0.5 ;
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Figure B.5: Execution time for the MSM algorithm as function of time series length. The times were simulated
for the additive case. For the multiplicative case the results are analogous.
sam0=sam ; %i n i t i a l i z a t i o n o f the v a r i a b l e s
a0=aes t ( sam ) ;
j =0;
a=a0 ;
d=determinism (sam , a ) ;
besta=a ;
d e l t a=linspace(− f , f , 2 0 0 ) ; %200 va lue s o f ’a ’ are scoped
while (d>0.00001 && j <200)
i =0;
i f ( j==0)
while (d>0.0001 && i <100) %the ED algor i thm i s repeated at most 10ˆ3 times
i=i +1;
sam=b∗ deno i s e (sam , a)+(1−b)∗ sam ;
a=c∗ ae s t ( sam)+(1−c )∗ a ;
d=determinism (sam , a ) ;
end
j=j +1;
besta=a ;
bestd=d ;
else
a=a0+d e l t a ( j ) ;
sam=sam0 ;
d=determinism (sam , a ) ;
while (d>0.0001 && i <100) %the ED algor i thm i s repeated at most 10ˆ3 times
i=i +1;
sam=b∗ deno i s e (sam , a)+(1−b)∗ sam ;
a=c∗ ae s t ( sam)+(1−c )∗ a ;
d=determinism (sam , a ) ;
end
j=j +1;
i f d<bestd
besta=a ;
bestsam=sam ;
bestd=d ;
end
end
end
Let us briefly discuss the parameters of the code that we have fixed and could be eventually
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changed depending on the need. First of all we have fixed the parameters of the ED algorithm
b = 0.5 and c = 0.5. This means that at each step the algorithm averages the previous value for
estimated parameter and time series with the new ones. In the ED algorithm we have fixed the
threshold for the cost function at d = 0.0001 and it stops after at most 100 iterations. We have
chosen this values equal to the ones in Code B.5 to allow a direct comparison. We have fixed
the number of scoped initial conditions for the parameter at 200, but they are not all analyzed
if the cost function decreases under d = 10−4. Of course tuning this parameter we are able to
influence, to a certain extent, the precision of the algorithms.
The case with Moving Starting Estimate (algorithm 7) was implemented as:
Code B.13.
%algor i thm which a l t e r n a t e s es t imat ion o f the parameter and deno i s ing
%procedure .
function [ besta , bestsam]= dene s t s t o c (sam , f )
b=0.5 ;
c =0.5 ;
sam0=sam ;
a0=aes t ( sam ) ;
j =0;
a=a0 ;
d=determinism (sam , a ) ;
besta=a ;
bestsam=sam ;
while (d>0.0000001 && j <200)
i =0;
i f ( j==0)
while (d>0.0001 && i <100)
i=i +1;
sam=b∗ deno i s e (sam , a)+(1−b)∗ sam ;
a=c∗ ae s t ( sam)+(1−c )∗ a ;
d=determinism (sam , a ) ;
end
j=j +1;
besta=a ;
bestsam=sam ;
bestd=d ;
else
a=besta +(2∗rand−1)∗ f ;
sam=sam0 ;
d=determinism (sam , a ) ;
while (d>0.0001 && i <100)
i=i +1;
sam=b∗ deno i s e (sam , a)+(1−b)∗ sam ;
a=c∗ ae s t ( sam)+(1−c )∗ a ;
d=determinism (sam , a ) ;
end
j=j +1;
i f d<bestd
besta=a ;
bestsam=sam ;
bestd=d ;
end
end
end
As can be seen from the above code we have chosen the variables of Algorithm 7 equal to
K = 200 and d′ = 10−6. Due to the low threshold we have chosen for the cost function in the
more external loop, it is likely to execute the maximum number of iterations allowed, so the
execution times of the two algorithms are quite the same. The results for the analysis of the
efficiency of the code is reported in Figure B.6. We notice the large standard deviations of the
measurements that imply a high variability for the execution times. We can expect that this
behavior is consequence of the higher thresholds for the cost function we have imposed for the
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Figure B.6: Execution time of Algorithm 7 as function of time series length. (The execution time of Algorithm
6 was comparable)
inner loops that implement the ED algorithm. Anyway standard deviations in this case are
higher than for the ED algorithm because each internal loop is executed more times.
Except for Figure B.5 all the execution times of the various algorithms appears to be linear
with the number of observations. For Code B.4 the reason may be due to a linear dependence on
vector’s length of MATLAB’s basic operations and the function f. For Code B.5, if we suppose
that the basic operations in the loops are linear with T and that, given the chosen stopping
rules, the number of times the loop is executed does not depend on the length of the vectors,
we are able to explain the linear behavior. A similar argument may hold for the execution time
of Code B.13.
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Appendix C
A Useful Upper Bound
We prove that:∫ α
0
√
log
(
β
x
+ 1
)
dx ≤ α
√
log
(
β + α
α
)
+ α
∫ 1
0
√
log
(
1
x
)
α > 0, β > 0 (C.1)
where the last integral is convergent so it is just a constant that multiplies α. To prove the
above, we first notice that for x ∈ [0, α]:
β
x
+ 1 ≤ β + α
x
and then: ∫ α
0
√
log
(
β
x
+ 1
)
dx ≤
∫ α
0
√
log
(
β + α
α
α
x
)
dx
≤
∫ α
0
[√
log
(
β + α
α
)
+ log
(α
x
)]
dx
≤
∫ α
0
[√
log
(
β + α
α
)
+
√
log
(α
x
)]
dx
= α
√
log
(
β + α
α
)
+ α
∫ 1
0
√
log
(
1
x
)
dx
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