A moment-distance hybrid method for estimating a mixture of two symmetric densities Abstract In clustering of high-dimensional data a variable selection is commonly applied to obtain an accurate grouping of the samples. For two-class problems this selection may be carried out by fitting a mixture distribution to each variable. We propose a hybrid method for estimating a parametric mixture of two symmetric densities. The estimator combines the method of moments with the minimum distance approach. An evaluation study including both extensive simulations and gene expression data from acute leukemia patients shows that the hybrid method outperforms a maximum-likelihood estimator in model-based clustering. The hybrid estimator is flexible and performs well also under imprecise model assumptions, suggesting that it is robust and suited for real problems.
Introduction
Mixture distributions are used in many fields of science for modeling data taken from different subpopulations. An important medical application is clustering of gene ex-pression data to discover novel subgroups of a disease. This is a high-dimensional problem and it is common to do a variable selection to obtain a subset of genes whose expression contribute in separating the subgroups. For two-class problems this may be carried out by fitting a univariate mixture distribution to each gene and single out variables for which the overlap between the component distributions is small enough [27] . There are also multivariate methods to do the variable selection, which are more computationally demanding but take into account the possible correlations between the genes and therefore reduce the loss of information in the univariate approach where each gene is modeled separately [9] . Further applications of mixtures can be found in image analysis [25] , outlier detection [16] , remote sensing [18] , and epidemiology [24] .
Karl Pearson [22] used the method of moments as a first attempt to estimate the parameters of a mixture distribution. Since then the computational difficulty of the problem and the increasing number of applications have sparked a vast amount of theoretical and applied research. Maximum likelihood inference was simplified with the introduction of the expectation-maximization (EM) algorithm in 1970s [7] and is up to now the most applied and studied approach, see [19] and references therein. Various modifications of the basic likelihood method have been proposed, aiming to overcome drawbacks resulting from the unbounded likelihood function and the sensitivity of outliers. For example, in [11] a family of divergences was introduced that is used as a generalization of the likelihood. There are also several variants of the EM-algorithm available, such as stochastic versions [4] and constrained formulations [15] . Minimum distance estimators is another family of parametric methods that has been applied extensively for mixtures, in particular due to its robustness against imprecise distributional assumptions [28, 5, 6] . Semiparametric techniques have also attracted much interest in this field, for example, estimation of location mixtures where only symmetry is imposed on the density components [2, 17] . For a comprehensive introduction to inference for mixtures, we refer to the monograph [26] .
In this paper, we propose a hybrid approach for estimating five parameters of a mixture of two densities which are symmetric about their means. The approach combines the method of moments with a minimum distance estimator based on a quadratic measure of deviation between the fitted and empirical distribution functions. The motivation behind our approach is to develop a robust algorithm that produces accurate estimates also when the parametric shape of the mixture distribution is misspecified, which is common in practice.
The paper is organized as follows. In Section 2, we introduce the hybrid estimator and describe how it is obtained from empirical data. Section 3 is devoted to a simulation study where the proposed estimator is evaluated and compared to a conventional maximum likelihood estimator obtained via the EM-algorithm. We consider the methods' performance in estimating the unknown partition of a data set containing observations from two populations (model-based clustering), which is an important application of mixture distributions. We also evaluate the methods's ability to estimate the mixing proportion. In Section 4, we report the results of a case study where the methods are applied on gene expression data from patients with acute leukemia. In Section 5, we discuss the results and draw some conclusions.
The moment-distance hybrid method
In this section we present the novel moment-distance hybrid estimator (HM-estimator) and describe how it can be used for model-based clustering. We consider the problem where the real-valued random variable X has a two-component mixture distribution F (·) with density f (x) = pf 1 (x) + (1 − p)f 2 (x), x ∈ R, where 0 < p < 1 is the mixing proportion and f i (·) = f i (·|μ i , σ 2 i ) is the density of a random variable X i completely specified by its mean μ i and variance σ 2 i , i = 1, 2. We assume that the third moment E|X| 3 is finite, and that the component densities f 1 (·) and f 2 (·) are symmetric about their means. A mixture of two bounded and symmetric densities has these properties, for example a two-component normal mixture. Let θ = (p, μ 1 , μ 2 , σ 2 1 , σ 2 2 ) denote the parameter vector for F (·). The HM-estimator, denotedθ HM , is an estimator of θ that combines the method of moments and the minimum distance method. The method of moments is used to reduce the parameter space and the minimum distance approach, aiming to minimize the distance between the fitted model and the empirical distribution, is used to obtain the estimatorθ HM .
Definition of the HM-estimator
Let Ω denote the set of all relevant estimates of θ . The method of moments is applied to reduce Ω to a subset Ω of lower dimension. The first three moments of X can be expressed as
where the last equality relies on the symmetry of the component densities f 1 (·) and f 2 (·), see Appendix A.1 for details. Following the method of moments, we replace the parameters in (1)-(3) by their estimators while equating the theoretical moments {ν i } with their sample counterpartŝ
where x (1) , . . . , x (n) is the ordered sample. It should be noted that this choice of distance is mainly due to its computational simplicity and that a number of different measures can be considered (see [26] , chap. 4) Next we describe how the HM-estimator is obtained in practice, via a reformulation of definition (7) that is more useful for computation.
How to compute the HM-estimator
In this subsection we describe how the HM-estimator (7) can be obtained in practice.
To get a representation of the solutions of the system (4)-(6), we reparametrize the problem by introducing the proportionr, defined bŷ
Equations (4), (5), and (8) can be used to eliminateμ 2 ,σ 2 1 ,σ 2 2 in equation (6), and as a result we obtain
where the coefficients are functions ofp andr such that
,
Furthermore, by combining (4), (5) , and (8), we get that the estimated parametersμ 2 andσ 2 1 are obtained asμ
Ifp andr are given, we see that (9) is a cubic equation forμ 1 and so the reparameterized system has at most three solutions that correspond to relevant estimates. Define M to be the set of all pairs (p,r) for which at least one relevant estimate exists, and let T (p,r) contain all relevant estimates corresponding to the pair (p,r) ∈ M. From the definitions of Ω , M, and T (p,r) it follows that
where the function
is straightforward to compute since T (p,r) contains at most three elements and these are solutions of the polynomial equations (8)- (11) . Equation (12) reformulates the problem of deriving the HM-estimator (7) to a minimization problem for the bivariate function g(p,r), (p,r) ∈ M. Let (p HM ,r HM ) denote the point that minimizes the function g(p,r), g(p,r) ∈ M. Then the estimator is given aŝ
The minimization of g(p,r) can be obtained using a numerical optimization algorithm. Here we use the simplex algorithm in [21] , which is implemented in the optim routine in R [23] . The starting value is found as the minimizer of g(p,r) over a finite grid of values. A schematic description of how the HM-estimator is computed is given in Figure 1 .
Model-based clustering
The mixture density f (·) is typically used to model a data set x 1 , . . . , x n where n 1 of the values are observations from component f 1 (·) and the remaining n 2 = n − n 1 are observations from f 2 (·). For such a sample, we can introduce a 0-1 vector z = (z 1 , . . . , z n ) that correctly assigns each observation to either f 1 (·) (1's) or f 2 (·) (0's). This vector defines a true partition of the observations with respect to the density components. Usually the components represent distinct subpopulations. The method of moments is used to obtain all relevant estimates corresponding to the grid-points. The minimum distance approach is used to select the "best" of those estimates, which gives the starting point (p (0) ,r (0) ). Local grid optimization, minimizing the function g(p,r), with (p (0) ,r (0) ) as the starting value gives the HM-estimator. Note that the optimization step may be unnecessary if the grid is very dense
The true partition defined by z = (z 1 , . . . , z n ) is unobservable but can be estimated with the posterior membership probabilites, also known as the responsibilites, denoted byẑ = (ẑ 1 , . . . ,ẑ n ), wherê
The valueẑ i is in the interval [0, 1] and estimates the probability that x i is an observation from component f 1 (·). The vectorẑ = (ẑ 1 , . . . ,ẑ n ) defines a so-called soft partition of the data x 1 , . . . , x n which serves as an approximation of the true partition given by z = (z 1 , . . . , z n ). The responsibilities in (13) can be obtained for any estimatorθ of θ , e.g. the proposed HM-estimator or the maximum likelihood (ML) estimator used in the numerical studies in Sections 3 and 4.
Simulation study
This section presents a simulation study where the proposed hybrid method (HM) is compared with a conventional ML-estimator derived via the EM-algorithm. We investigate the methods' performances in model-based clustering and their accuracy for estimating the mixing proportion. The consequences of calculating the estimators under incorrect model assumptions are getting particular attention.
Data and estimation
In the simulations, we restrict ourselves to the case where the component densities f 1 (·) and f 2 (·) belong to the same family of distributions. The estimators are calcu-lated under the assumption that f 1 (·) and f 2 (·) are normal densities, which is a common assumption in practice. The data are generated from normal mixtures, for which the assumption is true, and also from mixtures of Laplace, logistic and contaminated Gaussian distributions (for details, see Appendix A.2). For the contaminated Gaussian distribution, we set the larger prior probability to α = 0.9 and the variance proportion parameter to η = 16. The experiment thus includes both modest and large departures from the normal mixture assumption, allowing us to analyze the robustness of the methods with respect to imprecise model specifications.
Besides varying the family of the component densities, we consider six configurations of the parameter vector θ which correspond to a variety in shape of the mixture distributions. In addition to these configurations a negative control with a non-mixture distribution was added. The values are given in Table 1 and displayed graphically in Figure 2 . Three sample sizes are considered; n = 50, 100, and 500. The mixture data were generated as follows: first we simulated the (true) partition vector z = (z 1 , . . . , z n ) from the 0-1 variable Z with P (Z = 1) = p and (1) n and x (2) 1 , . . . , x (2) n were simulated from the component densities f 1 (·) and f 2 (·), respectively. Finally a sample x 1 , . . . , x n from the mixture density f (·) was obtained as
We generated N = 500 data sets for each considered scenario (mixture family, parameter configuration, and sample size), and for each scenario we obtained 500 independent realizationsθ (1) , . . . ,θ (500) of an estimatorθ , which were used for statistical evaluation of the performance of the considered methods in clustering and in estimation of the mixing proportion.
Computing the estimators
The hybrid estimatorθ HM was obtained as described in the previous section. The starting value for the simplex method was found as the minimizer of g(p,r) over a two-dimensional grid constructed from 10 values ofp and 200 values ofr. The values ofp andr in the grid were evenly distributed in the intervals (0, 1) and [0, 20], respectively. We used trimmed versions of the sample momentsν k , k = 1, 2, 3. The 2.5% smallest and 2.5% largest of values in x k 1 , . . . , x k n were removed and the mean ν * k of the resulting trimmed sample was used as the estimator of the kth moment ν k . The maximum likelihood estimatorθ ML was calculated with the EM-algorithm using the mixtools package in R [1] . The EM-algorithm converges at a local maximum of the likelihood function that depends on its starting value. We chose ten starting values randomly as described in [14] , and the estimatorθ ML was taken as the maximizer of the likelihood among the corresponding points of convergence.
Evaluation of the methods' clustering performance
For a simulated dataset x 1 , . . . , x n the true partition z = (z 1 , . . . , z n ) was known. The true partition was approximated by the soft partitionsẑ HM andẑ ML , calculated from the corresponding estimatesθ HM andθ ML , respectively, using Equation (13) . To quantify the accuracy of an approximate partition, we used the Fuzzy Adjusted Rand Index (FARI) proposed in [3] . The FARI for z and its approximationẑ -written as FARI(ẑ, z) -is a number in the interval [−1, 1] measuring their closeness; the higher the index the better is the approximationẑ. A brief description of this index is given in Appendix A. 3 .
denote the difference between the indices. Note that a positive difference Δ FARI > 0 implies that the partition obtained via the HM-estimator was more accurate than the partition obtained via the ML-estimator. To determine if there was a significant difference between the methods' clustering performance, we applied the t-test and the sign-test to the pairwise differences Δ (1) FARI , . . . , Δ ( 
500)
FARI for the 500 simulated samples. We also made a comparison of the methods given that a difference in FARI under a certain threshold was considered as negligible, which was achieved by applying the sign-test to the differences that satisfied |Δ
The considered scenarios corresponded to problems that were more or less difficult with respect to clustering and as part of our evaluations we quantified these difficulties. Hereẑ opt denotes the optimal partition obtained when the true component densities and parameter values in (13) were used. The index
corresponded to the clustering performance obtained under correct model assumptions and a perfect estimator of θ . For each scenario, we used the mean of FARI (1) opt , . . . , FARI (500) opt for the 500 simulated samples to measure the difficulty of the problem and as a reference value for the corresponding FARI obtained by the HM-and ML-estimators.
Evaluation of the methods' ability to estimate the mixing proportion
We compared the methods in terms of their accuracy for estimating the mixing proportion p. Details on how we defined the point estimators of p are given in Appendix A.4.
The following standard characteristics for evaluating an estimatorp of p based on N simulations were used:
These characteristics were calculated for the simulated estimates {p
and {p
obtained from the HM-and ML-estimators, respectively. To determine if there was a significant difference in efficiency between the methods, we applied the t-test to the difference in estimated mean squared error Δ MSE = MSE ML −M SE HM , where the subscripts HM and ML refer to the methods used in (14) . Note that a positive value of Δ MSE suggested that the hybrid method was more efficient as an estimator of p.
Results
This section includes a detailed treatment of the results for sample size n = 50. The results for sample sizes n = 100 and n = 500 led to similar conclusions, and are given in Appendix A.5.
The HM-and ML-estimators were evaluated mainly by their ability to cluster the samples in agreement with the true partition vector z and their ability to estimate the proportion parameter p. The corresponding estimators for the difference in mean μ 2 −μ 1 were compared in a similar way as for the mixing proportion p. This was done for the case when the data were generated from a normal mixture distribution (i.e. under correct model assumptions), a logistic mixture distribution (modest violation of model assumptions), a Laplace mixture distribution and contaminated Gaussian distribution (serious violation of model assumptions). For each case six values of the parameter vector were evaluated, Table 1 and Figure 2 .
Clustering performance
The relative performance of the methods was evaluated by considering the mean difference in FARI (Δ FARI ), where a positive value indicated an advantage of the HM-estimator, the proportion of samples that were more accurately clustered by the HM-estimator than by the ML-estimator (prop HM ), and the proportion of the observed considerable differences in FARI which were in favor of the HM-estimator (propC HM ), see Section 3.2 for further details.
Scenarios (i) and (vi) were hard clustering problems in the sense that the mean optimal FARI was low in all the cases: mean opt ∈ [0.30, 0.58], whereas the other scenarios (ii, iii, iv, v) corresponded to relatively easy clustering problems: mean opt ∈ [0.60, 0.81], Table 2 . In the case where data were generated from normal mixtures most of the observed differences were significant but of varying magnitude: Δ FARI ∈ [−0.02, 0.08], prop HM ∈ [0.35, 0.68] and propC HM ∈ [0.40, 0.92]. The HM-estimator performed significantly better than the ML-estimator for scenarios (i, ii, iv, vi) and significantly worse for (iii, v), but the differences were rather small for (iii, v, vi), Figure 3 and Table 3 .
With the data generated from logistic mixtures, the HM-estimator outperformed the ML-estimator for all parameter configurations, and most of the observed differences and evaluation measures were significant; Δ FARI ∈ [0.03, 0.10], prop HM ∈ [0.50, 0.76], and propC HM ∈ [0.61, 0.94], Figure 4 and Table 3 . The largest differences were observed for scenarios (i, ii, iv), whereas the differences in scenarios (iii, v) were quite moderate. The magnitude of the differences were similar to those obtained for normal mixture data, but in this case all of them indicated an advantage of the HM-estimator.
In the case where the data were simulated from a mixture of Laplace or contaminated Gaussian distributions the HM-estimator outperformed the ML-estimator Table 3 . Overall the differences were more distinct than in the cases of normal and logistic mixtures.
Configuration (vii) defined a non-mixture distribution for which the desired result would be an average FARI value around zero and few high FARI values. Overall, both methods performed as expected and no clear differences between the methods were observed, with the exception that the ML method was more variable in the case n = 500, see in Appendix A.7.
Estimation of the proportion parameter p
The methods ability to estimate the mixing proportion p was evaluated using the mean, bias and mean squared error (MSE) for the corresponding point estimators of p, and their relative efficiency was analyzed via the estimated difference in MSE, see Section 3.3 for further details.
The HM-estimator (of the proportion parameter p) had lower MSE than the MLestimator for almost all considered scenarios and most of the observed differences were significant, Table 4 . The largest differences were observed when the model assumptions were seriously violated and the data were generated by a Laplace mixture and the smallest differences where observed for data generated by a normal mixture, Table 4 . The observed MSE varied between the six parameter vectors, where scenar- Table 3 . The relative clustering performance of the hybrid method (HM) and the maximum likelihood (ML) method. 500 samples each with 50 observations, are generated from four mixture distributions (normal, logistic, Laplace, and contaminated Gaussian) with the parameter configurations (i)-(vi). The fuzzy adjusted Rand index (FARI) is observed for each sample and estimator. For each scenario we observe: the mean of the differences between the observed average FARI values for the HM-and ML-estimators (Δ FARI ) and the proportion of times the HM-estimator have a higher FARI value than the ML-estimator (prop HM ). A positive value of Δ FARI indicates a mean difference in favor of the HM-estimator. In the third column we observe the number of times n HM (n ML ) the hybrid method performs considerably better (worse) than the maximum likelihood estimator. Here propC HM denotes the proportion of the samples with considerable differences for which the HM-estimator is superior. A difference is defined to be considerable if the distance between the methods' FARI is larger than 0. ios (i) and (vi) had the highest MSE-values. Recall that these scenarios were the most difficult ones in terms of clustering. Furthermore, the advantage of the HM-estimator was most prominent for scenario (i) which also is in agreement with the clustering results. Investigating the precision of the methods via the magnitude of the observed bias revealed that the ML-estimator was more precise than the HM-estimator when the distributional assumption was valid and that the methods had similar precision when the assumptions were violated, Table 4 . The results obtained for estimating the difference in mean μ 2 − μ 1 resembled the results obtained for the mixing proportion p, see Tables 11-13 in Appendix A.6. 
Description of the data
In [13] a microarray experiment on human mRNA samples for measuring gene expression levels in two subtypes of acute leukemia is described, namely acute lymphoblastic leukemia (ALL) and acute myeloid leukemia (AML). The experiment contained n = 72 samples, of which 47 were of type ALL and 25 were of type AML, and the expression levels of 6,817 genes were observed. In this study we used the preprocessed and filtered version of this data considered in [8] , which contains the expression values of 3,571 genes.
Identification of differentially expressed genes
We applied a supervised procedure to get a subset of the 3,571 genes which were expressed differently with respect to the ALL/AML grouping. For each gene i we calculated the normal mixture clusteringẑ (i) in (13) with parameter estimates obtained under known group memberships (i.e. the sample means and variances). Then we used (the measure) FARI(z,ẑ (i) ), where z is the true ALL/AML grouping expressed as a 0-1 vector, to quantify the extent to which the mean expression of gene i differs between the groups. The 342 genes that met the criterion FARI z,ẑ (i) ≥ 0.1 were regarded as truly differently expressed genes and included in our test set. Alternatively, we could have used the two-sample t-test to make this selection. We applied the HM and ML clustering methods to each of the 342 test variables to compare their ability to divide the 72 cancer samples into the ALL and AML groups. The analysis was carried out as described in Section 3.2.
Results
Independent of method the overall performance was rather poor; most of the clusterings had a FARI between 0 and 0.4, Figure 7 . This implies that it is hard to cluster the samples accurately based on single genes.
The observed differences between the HM and ML methods were all significant and in favor of the hybrid method. For 213 of the 342 test genes the HM method clustered the samples more accurately than the ML method (i.e. prop HM = 0.623, pvalue < 10 −5 ). The mean difference in FARI (i.e. Δ FARI ) was 0.020 (p-value < 10 −5 ). Moreover, of the 38 genes for which there was a considerable difference between the methods (i.e. an absolute difference larger than 0.1), the HM clustering was superior over the ML clustering in 32 of the cases (i.e. propC HM = 0.842, p-value < 10 −4 ). For notation, see Section 3.4.1. Fig. 6 . The FARI observed for the hybrid and maximum likelihood methods. 500 samples each with 50 observations, are generated from contaminated Gaussian mixture distributions with the parameter configurations (i)-(vi). Samples for which the hybrid method performs considerably better (worse) than the maximum likelihood estimator are in the upper (lower) shaded area. Points inside the white area mark samples that correspond to inconsiderable differences. A difference is regarded as considerable if the absolute difference in the methods' FARI exceeds 0.1
Fig. 7.
Clustering results for the cancer data. The fuzzy adjusted Rand indices (FARI) observed for the hybrid and maximum likelihood methods. Data were taken from a microarray experiment on gene expression levels in two types of acute leukemia: ALL and AML. 342 genes were measured across 72 samples. Genes for which the hybrid method performed considerably better (worse) than the maximum likelihood estimator are in the upper (lower) shaded area. Here a difference was defined to be considerable if the absolute difference in FARI between the methods was larger than 0.1 Table 4 . The accuracy of the HM-and ML-estimators with regard to estimating the proportion parameter p. 500 samples each with 50 observations, are generated from four mixture distributions (normal, logistic, Laplace and contaminated Gaussian) with the parameter configurations (i)-(vi). The parameter p is estimated for each sample. For each scenario we observe: the true parameter value (p), the average estimate (mean), the average deviation from the true value (bias), the Mean Squared Error (MSE), the difference between the ML-MSE and HM-MSE values (ΔM SE ) and a p-value for the test that this difference is significant. A positive (negative) value of ΔM SE indicates that the HM-estimator is more (less) efficient than the ML-estimator of p 
Discussion and conclusion
We consider a univariate cluster problem, which arises in many applications, where the data are generated from a mixture distribution with two components and where the aim is to group samples of the same type. This problem is commonly solved using the EM-algorithm based on the assumption that the observations are generated by a mixture of two normal densities. Although this is a powerful method it is also sensitive to incorrectly specified distributions. Furthermore, the assumption that data approx-imately follow a normal mixture is rather restrictive, which makes the EM-approach unfeasible in many applications. The use of hybrid methods in mixture problems is, to the best of our knowledge, rather unexplored. The variant we propose can be motivated as follows: the method of moments is general in the sense that the parametric family can be left unspecified, it is enough to assume that the component densities are symmetric and have finite moments, and the minimum distance method is robust against symmetric departures from the assumed normal mixture distribution.
The results suggest that the proposed HM-estimator has a considerably better ability to cluster the samples than the ML-estimator, in particular if the assumption of a normal mixture is incorrect. This result is observed for both simulated and real data, and holds independently of the sample size. A slight advantage for the HM-estimator is also observed in the case where the Gaussian mixture assumption is valid.
We also consider estimation of the mixing proportion p, a problem that has attracted much interest in the literature [20] . Our results show that the HM-estimator is more robust and efficient than the ML-estimator for estimating p for a wide range of mixture distributions and sample sizes. This is consistent with several related studies on minimum distance inference for p [6, 5] .
It should be noted that the HM-estimator can easily be adapted to any parametric mixture of symmetric densities, not just the normal mixture distribution. Furthermore, we can consider a less restrictive assumption that allows the components distributions to be of several types. For example, we may use the composite assumption that the data are generated by a mixture of two normal distributions, the mixture of two Laplace distributions, or the mixture of one normal distribution and one Laplace distribution. In this case parameter estimates can be obtained via the proposed hybrid method, either by extending the distance function, or by deriving the HM-estimator for each assumed mixture distribution and take the estimator with the best fit to the empirical data to be used as the final estimator. Further studies are needed to show that this approach is reasonable.
A general drawback with the method of moments is that the estimating equations sometimes lack solutions, and our variant is not an exception. However, this problem is usually overlooked and does not seem to be of practical importance, see [26] for a discussion. Another concern in our case is when there are no relevant estimates close to the true parameter vector. For example, there are no solutions of the moment equations withp = 1/2 andσ 1 =σ 2 , regardless of the data values. This issue did not seem to have a major impact in our simulation study where cases with p = 1/2 and σ 1 = σ 2 are included, but should be considered in future studies.
We use the FARI to evaluate the performance of the clustering methods, the reason for this is that FARI has a higher resolution than the ordinary adjusted Rand index, and is therefore better to separate approaches for which the clustering performance is relatively similar.
We propose to robustify the hybrid estimator by using trimmed (5% removed) versions of the sample moments. This is to enable high performance also in the presence of outliers, which are often encountered in real datasets and modeled here by the Laplace and contaminated Gaussian mixtures. For some of our simulations we have applied the HM method without trimming. Overall the results are usually better when we apply the 5% trimming, but there are some exceptions (data not shown). Moreover, one could argue that the ML-estimator may perform better if some of the extreme observations are removed prior to the estimation. The 5% trimming used in our simulations is merely for illustration and should not be taken as a general recommendation; how to choose the trimming level on the basis of data is a topic for future research.
In most applications several variables are observed and the common practice is to base the clustering on all, or at least several, of the observed variables. For highdimensional genomic data this type of approaches has been shown to be difficult and non-informative variables need to be removed in order to have success [10] . It would be interesting to derive a variable selection procedure that utilizes the robustness of the hybrid approach for selecting informative variables in high-dimensional unsupervised classification problems. An interesting generalization of this work is to adopt it to the case were several variables are observed.
To conclude, the proposed moment-distance hybrid method has good clustering performance, is robust against incorrect model assumptions and can easily be applied to a wide range of problems.
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Appendix

A.1 Theoretical moments of the mixture
If f i (·) is the density of a random variable X i , i = 1, 2, the theoretical moments of a random variable X with mixture density f (·) = pf 1 
This combined with the trivial relations E(X i ) = μ i and E(X 2 i ) = σ 2 i + μ 2 i leads to the first two moments of X, (1) and (2) . For the cubic moment, we use the symmetry of the density f i (·) around its mean μ i , which yields a vanishing third central moment, i.e E(X i − μ i ) 3 = 0. From this and some algebra, it follows that
A.2 The Laplace, logistic, and contaminated Gaussian distributions
The Laplace distribution with mean μ and shape parameter b > 0 has the density
The variance is σ 2 = b/ √ 2.
The density of the Logistic distribution with mean μ and shape parameter b > 0 is given by
The variance is
The contaminated Gaussian distribution is a two-component normal variance mixture where one of the components, with mean μ and variance σ 2 has a large prior probability, denoted α ∈ (0, 1), and represents "good" observations, and the other component has the same mean but η > 1 times larger variance and represents "bad" observations [12] . The density is given by
where φ(x; μ, σ 2 ), x ∈ R, is the normal density. The variance is [α + η(1 − α)]σ 2 .
A.3 The Rand indices for measuring similarity of partitions
The material in this section is based on the paper [3] , to which we refer for more details.
Hard partitions
Let E = {e 1 , . . . , e n } be a set of n elements that are to be partitioned in two groups. A partition can be identified by a labeling vector z = (z 1 , . . . , z n ), where z i is either 0 or 1, i = 1, . . . , n. Two elements e i and e j are assigned to the same group by the partition z if z i = z j . Let z (1) and z (2) be two partitions of E. Often it is of interest to quantify their similarity, for example, when z (1) and z (2) are obtained by two different clustering methods. Two common measures of closeness between partitions z (1) and z (2) are defined via the following characteristics: a = the number of pairs in E assigned to the same group both by z (1) and z (2) . b = the number of pairs in E assigned to different groups both by z (1) and z (2) . c = the number of pairs in E assigned to the same group by z (1) but to different groups by z (2) . d = the number of pairs in E assigned to different groups by z (1) but to the same group by z (2) .
The Rand index (RI) for z (1) and z (2) is defined as
It lies in the interval [0, 1], where 0 indicates that z (1) and z (2) do not agree on any pair of elements and 1 means that z (1) and z (2) coincide. The adjusted rand index (ARI) is a corrected version of RI that has an expected value of 0 for randomly sampled partitions:
The ARI attains values in the interval [−1, 1]. Next we give a more formal definition of the numbers a, b, c, and d. Two elements e i and e j are said to be bonding in a partition z that puts them in the same group. To each partition z there is a bonding matrix B with elements B ij = 1, if e i and e j are bonding in z 0, otherwise
For a n-dimensional square matrix X, we introduce the function
Now let B (1) and B (2) be the bonding matrices for the partitions z (1) and z (2) , respectively. Then, if we let × denote element-wise multiplication between matrices, the numbers a, b, c, and d can be expressed in terms of the bonding matrices as
.
Fuzzy partitions
The partitioning considered in the previous section is called hard (or crisp) and is a special case of a more general concept. A fuzzy (or soft) partition of the set E = {e 1 , . . . , e n } into two groups is represented by a vector z = (z 1 , . . . , z n ) with 0 ≤ z i ≤ 1. The pair (z i , 1 − z i ) gives the degree to which the element e i is a member of the two groups. Note that a hard partition is also fuzzy.
Next we introduce indexes of similarity between two fuzzy partitions z (1) and z (2) that give the same results as RI and ARI whenever z (1) and z (2) are hard. An extended definition of the bonding matrix B will be used. Let us measure the degree of bonding B ij between two elements e i and e j in a fuzzy partition z with the cosine similarity between the vectors (z i , 1 − z i ) and (z j , 1 − z j ):
Let B denote the corresponding bonding matrix. It is easy to check that this coincides with definition (17) of the bonding matrix for a hard partition. Now we use representation (17) of a, b, c, and d with the extended definition of a bonding matrix. The generalizations of (15) and (16) (2) = (μ 2 , μ 1 , σ 2 2 , σ 2 1 , 1−p) define the same distribution when the components f 1 (·) and f 2 (·) belong to the same family, it cannot be said which of θ (1) and θ (2) is estimated byθ . This implies thatθ is not a point estimator in the strict sense, and that it is unclear whetherp estimates p or 1 − p. To resolve this ambiguity we assume without loss of generality that μ 1 < μ 2 and let the estimatorθ satisfyμ 1 <μ 2 , meaning that (μ 1 ,μ 2 ,σ 2 1 ,σ 2 2 ,p) is replaced with (μ 2 ,μ 1 ,σ 2 2 ,σ 2 1 , 1 −p) whenever μ 1 >μ 2 . We claim that this approach of defining point estimators of θ and p is reliable when the mean separation |μ 1 − μ 2 | between the components is not too small.
A. 5 Results for sample sizes n = 100 and n = 500 Table 5 . The average clustering performance of the hybrid method (HM) and the maximum likelihood (ML) method. 500 samples with 100 observations each were generated from four mixture distributions (normal, logistic, Laplace and contaminated Gaussian) with the parameter configurations (i)-(vi). The fuzzy adjusted Rand index (FARI) was obtained for each sample and estimator. The mean FARI was observed for each scenario, and the mean of the optimal FARI (opt.) obtained using the true mixture distribution serves as a reference Table 10 . The accuracy of the HM-and ML-estimators with regard to estimating the proportion parameter p. 500 samples each with 500 observations, are generated from four mixture distributions (normal, logistic, Laplace and contaminated Gaussian) with the parameter configurations (i)-(vi). The parameter p is estimated for each sample. For each scenario we observe: the true parameter value (p), the average estimate (mean), the average deviation from the true value (bias), the Mean Squared Error (MSE), the difference between the ML-MSE and HM-MSE values (ΔM SE ) and a p-value for the test that this difference is significant. A positive (negative) value of ΔM SE indicates that the HM-estimator is more (less) efficient than the ML-estimator of p Table 12 . The accuracy of the HM-and ML-estimators with regard to estimating the difference in mean parameter μ 2 − μ 1 . 500 samples each with 100 observations, are generated from four mixture distributions (normal, logistic, Laplace and contaminated Gaussian) with the parameter configurations (i)-(vi). The parameter p is estimated for each sample. For each scenario we observe: the true parameter value (p), the average estimate (mean), the average deviation from the true value (bias), the Mean Squared Error (MSE), the difference between the ML-MSE and HM-MSE values (ΔM SE ) and a p-value for the test that this difference is significant. A positive (negative) value of ΔM SE indicates that the HM-estimator is more (less) efficient than the ML-estimator of μ 2 − μ 1 Table 13 . The accuracy of the HM-and ML-estimators with regard to estimating the difference in mean parameter μ 2 − μ 1 . 500 samples each with 500 observations, are generated from four mixture distributions (normal, logistic, Laplace and contaminated Gaussian) with the parameter configurations (i)-(vi). The parameter p is estimated for each sample. For each scenario we observe: the true parameter value (p), the average estimate (mean), the average deviation from the true value (bias), the Mean Squared Error (MSE), the difference between the ML-MSE and HM-MSE values (ΔM SE ) and a p-value for the test that this difference is significant. A positive (negative) value of ΔM SE indicates that the HM-estimator is more (less) efficient than the ML-estimator of μ 2 − μ 1 Fig. 8 . Clustering results in terms of fuzzy adjusted Rand index (FARI) for data containing no information about the class labels, i.e. the mixture components coincide. For each distribution (normal, logistic, Laplace, and contaminated normal), 5 values of the mixing proportion were considered. 500 samples each with 50 observations were generated Fig. 9 . Clustering results in terms of fuzzy adjusted Rand index (FARI) for data containing no information about the class labels, i.e. the mixture components coincide. For each distribution (normal, logistic, Laplace, and contaminated normal), 5 values of the mixing proportion were considered. 500 samples each with 100 observations were generated Fig. 10 . Clustering results in terms of fuzzy adjusted Rand index (FARI) for data containing no information about the class labels, i.e. the mixture components coincide. For each distribution (normal, logistic, Laplace, and contaminated normal), 5 values of the mixing proportion were considered. 500 samples each with 500 observations were generated
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