model contained two predictor variables, the binary intervention variable, and an interval coding for time. This model controlled for the confounding influence of any underlying trend and ensures that any estimated change in the mean level of the series after intervention is not simply due to the fact that the series was already decreasing or increasing. RESULTS: To illustrate the model, changes in the utilization of two hypothetical drugs were analyzed after the issue of the guidelines. Patients who used these two drugs were different at the baseline in terms of observable characteristics such as age, gender, co-morbidities. (p = 0.000). Samples were balanced with nearest neighbor matching. Then, segmented time series models were applied. There was a significant association between the onset of intervention and the level of utilization of these drugs. CONCLUSION: To isolate the effect of guidelines we needed to control for three different factors: 1) Base line differences between the two groups; 2) Stepwise differences at the intervention point; and 3) Trend differences after the intervention. We showed that propensity score matching can be used for the first one, and the later two can be controlled with interrupted time series model. OBJECTIVES: We developed and validated claims-based prediction models for transitions from the community to nursing home in an elderly population without dementia. We sought to compare three models: model 1 included prescription drug class and disease conditions variables, model 2 excluded prescription drug class variables, and model 3 excluded disease condition variables. METHODS: The study sample was a retrospective cohort of 454,656 elderly Medicare beneficiaries with employersponsored supplemental health insurance. We developed models for predicting the probability of nursing home admission within six months after a baseline year of no nursing home admissions or diagnosis of dementia, using a combination of literature-based risk factors for transitions, stepwise logistic regression, and Akaike's information criteria. A split-sample approach was used to assess reliability of final models. Model discrimination was evaluated using the C-statistic. Model calibration was measured by using the Hosmer and Lemeshow test to assess Chi-square goodness-of-fit of the model and then inspecting residuals and checking the existence of influential data points. RESULTS: In addition to age, sex, geographic region, insurance type, prior hospitalization and number of prescriptions, the final prediction model 1 for beneficiaries without dementia contained 36 co-morbidities and 16 drug categories. The C-statistics of model 1, model 2, and model 3 were 0.83, 0.81, and 0.82, respectively. The Hosmer and Lemeshow goodness-of-fit tests for the models were not significant except for the model 3. In each case, less than 5% of standardized residuals had a value outside the range [-1.96; 1.96]. No influential points were found in any of the models. CONCLUSION: Prediction models using administrative claims can be a valuable screening tool for identifying beneficiaries who are at high risk of nursing home admission. Reliable prediction models for nursing home admission can be based on data that include or exclude drugs/disease information. OBJECTIVE: Most of the claims file fit naturally in to a panel format since there are data on cost and utilization at multiple intervals such as months or years. In this paper we describe a method that can apply to longitudinal data when the outcome variable is censored. METHOD: It has been proved that inverse probability weighted random effect models produce consistent estimators with censored outcome variable. We briefly summarize how this consistency is achieved and how we can calculate the standard errors. Moreover, we described how to write the commands in statistical software programs to estimate relatively complicated and advanced formulas to achieve consistency.
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PMC23 PREDICTION MODELS FOR TRANSITIONS IN THE ELDERLY USING ADMINISTRATIVE CLAIMS
Rapp T, Zuckerman IH, Sato M University of Maryland Baltimore, Baltimore, MD, USA OBJECTIVES: We developed and validated claims-based prediction models for transitions from the community to nursing home in an elderly population without dementia. We sought to compare three models: model 1 included prescription drug class and disease conditions variables, model 2 excluded prescription drug class variables, and model 3 excluded disease condition variables. METHODS: The study sample was a retrospective cohort of 454,656 elderly Medicare beneficiaries with employersponsored supplemental health insurance. We developed models for predicting the probability of nursing home admission within six months after a baseline year of no nursing home admissions or diagnosis of dementia, using a combination of literature-based risk factors for transitions, stepwise logistic regression, and Akaike's information criteria. A split-sample approach was used to assess reliability of final models. Model discrimination was evaluated using the C-statistic. Model calibration was measured by using the Hosmer and Lemeshow test to assess Chi-square goodness-of-fit of the model and then inspecting residuals and checking the existence of influential data points. RESULTS: In addition to age, sex, geographic region, insurance type, prior hospitalization and number of prescriptions, the final prediction model 1 for beneficiaries without dementia contained 36 co-morbidities and 16 drug categories. The C-statistics of model 1, model 2, and model 3 were 0.83, 0.81, and 0.82, respectively. The Hosmer and Lemeshow goodness-of-fit tests for the models were not significant except for the model 3. In each case, less than 5% of standardized residuals had a value outside the range [-1.96; 1.96] . No influential points were found in any of the models. CONCLUSION: Prediction models using administrative claims can be a valuable screening tool for identifying beneficiaries who are at high risk of nursing home admission. Reliable prediction models for nursing home admission can be based on data that include or exclude drugs/disease information.
PMC24 INVERSE PROBABILITY WEIGHTED RANDOM EFFECT MODELS FOR ESTIMATION OF CENSORED OUTCOMES VARIABLES
Baser O 1 ,Yuce H 2 1 STATinMED Research and University of Michigan, Ann Arbor, MI, USA, 2 STATinMED Research and The City University of New York, Brooklyn, NY, USA OBJECTIVE: Most of the claims file fit naturally in to a panel format since there are data on cost and utilization at multiple intervals such as months or years. In this paper we describe a method that can apply to longitudinal data when the outcome variable is censored. METHOD: It has been proved that inverse probability weighted random effect models produce consistent estimators with censored outcome variable. We briefly summarize how this consistency is achieved and how we can calculate the standard errors. Moreover, we described how to write the commands in statistical software programs to estimate relatively complicated and advanced formulas to achieve consistency. RESULTS: We calculated two standard errors: unadjusted to censoring bias and adjusted to censoring bias for inverse probability weighted random effect models. We showed that adjusted standard errors always equal or less than unadjusted standard errors. Conclusion: One of the main difficulties to apply inverse probability of weighted random effect models is to estimate adjusted standard errors. Due to complications, in outcomes research, these models are not widely used. This paper shows that most of the times unadjusted standard errors would be enough to make strong conclusions about the effect of our variables.
PMC25 SENSITIVITY ANALYSIS FOR PROPENSITY SCORE MATCHING
Baser O 1 , Gust C 2 1 STATinMED Research and University of Michigan, Ann Arbor, MI, USA, 2 STATinMED Research, Ann Arbor, MI, USA Matching has become a popular approach to estimate average treatment effect. However, matching cannot control for unobserved bias. Using Rosenbaum bounding approach, we aim to show how strongly unmeasured variables must influence the selection process to undermine the implication of matching analysis. The Surveillance, Epidemiology, and End Results (SEER) Data is used for the analysis. The SEER-Medicare Database is created by linking Medicare identifiers to SEER patients aged 65+ and all claims collected including hospital, physician and clinic. For each patient, their hospital of care and associated hospital volume is computed. Patients in the high and low volume hospitals are matched in terms of demographic and clinical characteristics. Treatment costs are compared, Rosenbaum bonds estimated and Mantel and Haenszel test statistics is calculated to provide evidence on the degree to which any significance results hinge on unconfoundedness assumption. A volume cohort was constructed consisting of 19,375 female SEER-Medicare patients, aged 65+, suffering an in situ and/or invasive breast cancer during 2003-2005 with surgical treatment performed at 567 hospitals. After the matching, samples were similar in terms of race, comorbidity and adjuvant therapies. Under the assumption of no hidden bias, costs were lower of the high volume hospitals (p = 0.000). Results were insensitive to a bias that would double the odds of being treated at high volume hospitals but sensitive to a bias that would triple the odds. Rosenbaum bonds provide evidence on sensitivity of the estimated results with respect to deviations from propensity score matching assumptions.
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