In this paper, according to Dougherty et al.'s method, we construct a matroidal network associated with vector matroid 8 R . Then we use Ingleton inequality and Zhang-Yeung non-Shannon-type information inequality respectively to compute upper bounds on coding capacity of the constructed matroidal network. Finally, We prove that the coding capacity of the matroidal network associated with 8 R is at most 74 .
II. PRELIMINARIES

A. Network Fundamentals
A point-to-point communication network is usually represented by a directed acyclic graph ( , )  G V E , where the set of nodes V and the set of directed edges E respectively model the set of communication nodes and error free, point-to-point directed links. A directed edge ( , ) e i j  E stands for a channel leading from node i to node j . Node i is called the tail of e and j is called the head of e . We write this as () i tail e  and () j head e  . Correspondingly, the channel e is called an outgoing channel of i and an incoming channel of j . . There are two disjoint subsets of special nodes  S T V ， . The nodes in S are called sources and have in-degree zero. The nodes in T are called sinks and have out-degree zero. All other nodes in V are called intermediate nodes. The goal of the problem is to transmit a collection of messages from the sources to the sinks. Each message is a symbol drawn from a specified alphabet A with an algebraic structure (such as a group or field). Each source i s has a set of available messages and each sink i t demands a set of messages. One symbol from A can been transmitted over each edge in the directed graph ( , )  G V E . A network code is an assignment of an edge function for each edge and a decoding function for each terminal. One way of modeling multiple uses of a network is to view each network edge as carrying a vector of alphabet symbols. Given an alphabet A , a ( , )
kn code for a network is an assignment of edge functions
for every edge e E and decoding functions
for every receiver v . All message vectors are assumed to have the same dimension k and all edge vectors are assumed to have the same dimension n . For general k and n , a code that allows the sink nodes to deduce their demands is called a ( , ) kn fractional coding solution. A fractional coding solution is said to be linear if all edge functions and demand functions are linear combinations of their vector inputs.
When a ( , ) kn solution exists over an alphabet A , the number kn is said to be an achievable rate of the network, with respect to A . An important goal in network coding is to find an achievable coding rate which is as large as possible for a network.
Definition 1: The coding capacity of a network over an alphabet A and a class of network codes C is sup{ : ( , ) coding solution in over } k n k n 
CA . If C consists of all network codes, then we simply refer to the above quantity as the coding capacity of the network with respect to A . If we restrict attention to routing solutions or linear solutions, then the coding capacity is referred to as the routing capacity or linear coding capacity, respectively. The coding capacity of a given network is said to be achievable if there is some ( , ) kn solution for the network for which kn equals the capacity.
The routing capacity of an arbitrary network can in principle be determined using a linear programming approach [7] . However, there are presently no known techniques for computing the coding capacity or the linear coding capacity of an arbitrary network.
B. Entropy and Information Inequalities
The characterization of the coding rate regions, the capacity achievable in different scenarios and, more generally, the solvability of a network coding problem reached the actual solutions mostly due to the information-theoretic results presented in this subsection.
Let () HX denote Shannon's entropy of a discrete random variable X over A . When evaluating a network, we often consider the messages to be independent random variables. This allows us to consider the entropy for any collection of messages and packets, and thus keep track of the information as it flows through the network. The basic requirements of a network coding solution are summarized by the following lemma. Lemma 1 ([3], Lemma III.1): If a network has a ( , ) kn coding solution over an alphabet A , and the message components are independent random variables uniformly distributed over A , then (N1) (source rates) () H X k X  for any message set
C be collections of discrete random variables over A . The conditional entropy of A given
the mutual information between A and B by
and the conditional mutual information between A and
The following information theoretic facts will be used in the remainder of this paper.
Definition 2: Let q be a positive integer, and let 1 ,,
Is called an information in equality if it holds for all jointly distributed random variables 1 ,, q AA . Definition 3: A Shannon-type information inequality is any information inequality that is a finite sum of the form ( ; ) 0
where each i  is a nonnegative real number. Any information inequality that cannot be expressed in the form (12) will be called a non-Shannon-type information inequality.
In 1998, Zhang and Yeung gave the first example of an information inequality on four variables in Ref. [6] , which is a non-Shannon-type information inequality. It usually be written in the following form:
; ;
Unlike the preceding inequalities, the Ingleton inequality
is not an information inequalitythere exist jointly distributed random variables that violate the Ingleton inequality. However, the Ingleton inequality does hold for the special case of random variables that vary uniformly and independently over specified subspaces of a given finite vector space.
C. Matroid Fundamentals
We review here various definitions and results in matroid theory, as they are useful in the remainder of the paper. For more details, the reader is referred to [8] .
Definition 4: A matroid M is an ordered pair ( , ) E I , where E is a finite set and is a set of subsets of E satisfying the following three conditions:
(I1) I.
(I2) If I I and JI  , then J I . (I3) If , IJI and JI  , then there exists an element
x I J  \ such that Jx I . The set E is called the ground set of the matroid. The matroid ( , ) E  MI is called a matroid on E . The members of are called independent sets and any subset of E not in is called a dependent set. A maximal independent set of E is called a base of M . A minimal dependent set of E is called a circuit.
Definition 5: The rank function is a function r from subsets of E to integers satisfying the following three conditions: , call the networkmatroid mapping, such that the following conditions are satisfied:
(M1) f is one to one on  . (2) a node with in-degree 1 and whose in-edge e
The construction is carried out in four steps and each step can be completed in potentially many different ways.
Step 
III. MAIN RESULTS
A. The Matroidal Network Constructed from 8 R Figure 1 . Geometric depiction of the matroid 8 R . 8 R is an eight-element matroid with rank four. The matrix A in (15) is the   3
GF
-representation of 8 R . Fig.  1 is a geometric depiction of 8 R whose dependent sets are the four-element sets which are coplanar in the threedimensional drawing.
The network illustrated in Fig.2 is a matroidal network associated with 8 R and we do not go into more depth regarding this construction. If additional explanation of each step are required, see subsection II-D.
The network-matroid mapping is partially shown over where the mapping on the unlabeled edges is given by the usual convention. 
B. Upper Bounds on the Coding Capacity of Matroidal Network
Associated with 8 R In this subsection, we deduce the upper bound on the coding capacity of matroidal network as shown in Fig.  2 .
Theorem: The coding capacity of the matriodal network associated with 8 R is at most 74.
Proof: Consider the   , kn solution to the matriodal network in Fig. 2 . Assume that the network messages , , , a b c d are independent k -dimensional random vectors with uniformly distributed components and assume each edge in the network has capacity n . Let , , , e f g h denote the random variables carried by edges 5,6 7,8 9,10 11,12 , , , e e e e , respectively. By condition (N3) of lemma 1, we can obtain
