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Abstract
In this paper the sufficient conditions of existence and uniqueness of the solutions for stochastic pan-
tograph equation are given, i.e., the local Lipschitz condition and the linear growth condition. Under the
Lipschitz condition and the linear growth condition it is proved that the semi-implicit Euler method is
convergence with strong order 1/2.
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1. Introduction
Stochastic differential equations arise in mathematics models of physical systems that possess
inherent noise and uncertainty. Such models have been used with great success in a variety of
application areas, including biology, epidemiology, mechanic, economics and finance. So the im-
portance of stochastic differential equations is very obvious, many mathematicians have devoted
their interests to it and a substantial body of work has been done. For example, conditions of
the existence and uniqueness of the analytical solution are given [8,14,18,21]. Various efficient
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Z. Fan et al. / J. Math. Anal. Appl. 325 (2007) 1142–1159 1143computational methods are obtained and their convergence and stability have been studied. For
recent results see [3,5–7,10,12,20,23].
In many areas of science (such as population problems, and the study of materials or systems
with memory) there has been an increasing interest in the investigation of delay differential equa-
tions incorporating memory or “after-effect.” These systems frequently provide more realistic
models for phenomena that display time-lag or after-effect than do their instantaneous coun-
terparts. During the last few decades, several authors have studied stochastic delay differential
equations. Lots of important results are given, for example, conditions of existence (uniqueness)
and stability of analytical solution [17,18,21], conditions of convergence of numerical solutions,
etc. [4,13,15,19].
It is well known that in the deterministic situation there is a very special delay differential
equation: the pantograph equation
y′(t) = ay(t) + by(qt), 0 t  tf ,
y(0) = y0, (1.1)
where 0 < q < 1. It arises in quite different fields of pure and applied mathematics such as
number theory, dynamical systems, probability, quantum mechanics and electrodynamics. In par-
ticular, it is used by Ockendon and Taylor [22] to study how the electric current is collected by
the pantograph of an electric locomotive, from where it gets its name.
The current collection system in [22] consists of two parts: an overhead trolley wire supported
by regularly spaced light stiff springs of modulus S at a distance L apart; the pantograph mod-
elled by masses m1 and m2 connected by a spring of modulus k1 and a velocity damper with
coefficient μ1, with the lower mass being further acted on by a velocity damper of coefficient μ2
and a constant upward force G0 and assumed that ρ is the mass per unit length of the wire, U is
the speed of the train.
In [22] the coefficients a, b of Eq. (1.1) are constants determined by following constants
S,L,m1,m2, k1,μ1,μ2,G0, ρ,U . If we take into account the estimation error for system para-
meters as well as the environmental noise, it is better to estimate parameter a, b as point estimator
a¯, b¯ plus an error. But by the central limit theorem, the error may be described by a normally dis-
tributed random variable. That is
a = a¯ + error = a¯ + σ1B˙(t),
b = b¯ + error = b¯ + σ2B˙(t).
Substituting this into (1.1) gives
y˙(t) = (a¯ + σ1B˙(t))y(t) + (b¯ + σ2B˙(t))y(qt).
That is, in the differential form,
dy(t) = (a¯y(t) + b¯y(qt))dt + (σ1y(t) + σ2y(qt))dB(t)
which is a linear stochastic pantograph differential equation.
The study for stochastic pantograph equation has just begun. Baker and Buckwar [2] give the
necessary analytical theory for existence and uniqueness of a strong solution of the linear stochas-
tic pantograph equation, and of strong approximations to the solution obtained by a continuous
extension of the θ -Euler scheme. They also prove that the numerical solution produced by the
continuous θ -method converges to the true solution with order 1/2. Appleby and Buckwar [1]
study the asymptotic growth and delay properties of solutions of the linear stochastic pantograph
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rate on pth mean and in the almost sure sense. Liu et al. [16] give conditions for stability of the
analytical solution of the linear stochastic pantograph equation and provide results concerning
convergence and stability of the semi-implicit Euler method with linear interpolation.
In this papers, we give the sufficient conditions of existence and uniqueness of a strong so-
lution for the nonlinear stochastic pantograph equation and prove that the semi-implicit Euler
method applied to the nonlinear equation has strong order 1/2.
2. Existence and uniqueness of the analytical solution
Let (Ω,F ,P ) be a complete probability space with a filtration {Ft }t0 satisfying the usual
conditions. Let B(t) = (B1(t),B2(t), . . . ,Bm(t)), t  0, be a m-dimensional Brownian mo-
tion defined on the probability space adapted to the filtration. Let T > 0, L1([0, T ];Rd) denote
the family of all Rd -valued measurable {Ft }-adapted processes f = {f (t)}0tT such that∫ T
0 |f (t)|dt < ∞ w.p. 1. Let L2([0, T ];Rd×m) denote the family of all (d × m)-matrix-valued
measurable {Ft }-adapted processes f = {f (t)}0tT such that
∫ T
0 |f (t)|2 dt < ∞ w.p. 1. Let X0
be an F0-measurable Rd -valued random variable such that E|X0|2 < ∞. Let f : [0, T ] × Rd ×
R
d → Rd and g : [0, T ] × Rd × Rd → Rd×m be both Borel measurable. Here, and throughout
this paper, |A| will denote the trace norm of matrix A, i.e., |A| =√trace(AA).
Consider the d-dimensional stochastic pantograph differential equation of Itoˆ type
dX(t) = f (t,X(t),X(qt))dt + g(t,X(t),X(qt))dB(t), t ∈ [0, T ], (2.1)
with initial value X(0) = X0 and 0 < q < 1. By the definition of stochastic differential, this
equation is equivalent to the following stochastic integral equation
X(t) = X0 +
t∫
0
f
(
s,X(s),X(qs)
)
ds +
t∫
0
g
(
s,X(s),X(qs)
)
dB(s), t ∈ [0, T ]. (2.2)
Definition 2.1. A Rd -valued stochastic process X = {X(t)}0tT is called a solution of Eq. (2.1)
if it has the following properties:
(1) X = {X(t)}0tT is continuous and {Ft }-adapted;
(2) {f (t,X(t),X(qt))}0tT ∈ L1([0, T ];Rd) and {g(t,X(t),X(qt))}0tT ∈ L2([0, T ];
R
d×m);
(3) Equation (2.2) holds for every t ∈ [0, T ] with probability 1.
A solution X = {X(t)}0tT is said to be unique if any other solution X¯ = {X¯(t)}0tT is
indistinguishable from X, that is
P
{
X(t) = X¯(t), for all 0 t  T }= 1.
In this section, our main aim is to prove the following theorem.
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(1) (Lipschitz condition) For all x1, y1, x2, y2 ∈ Rd and t ∈ [0, T ]∣∣f (t, x1, y1) − f (t, x2, y2)∣∣2 ∨ ∣∣g(t, x1, y1) − g(t, x2, y2)∣∣2
K
(|x1 − x2|2 + |y1 − y2|2). (2.3)
(2) (Linear growth condition) For all (t, x, y) ∈ [0, T ] ×Rd ×Rd∣∣f (t, x, y)∣∣2 ∨ ∣∣g(t, x, y)∣∣2 K(1 + |x|2 + |y|2). (2.4)
Then there exists a unique solution X(t) to Eq. (2.1) and E(sup0tT |X(t)|2)∞.
It is interesting to observe that if the Lipschitz condition (2.3) holds, then the linear growth
condition (2.4) holds [19], but for the convenience of the reader we preserve it. In a similar way
as in [18] we can obtain the following lemma.
Lemma 2.3. Assume that the linear growth condition (2.4) holds and X(t) is a solution of
Eq. (2.1), then
E
(
sup
0tT
∣∣X(t)∣∣2) (1 + 3E|X0|2)e6KT (T+4).
Proof. Let
τn = T ∧ inf
{
t ∈ [0, T ]: ∣∣X(t)∣∣ n} and Xn(t) = X(t ∧ τn).
Clearly, τn → T w.p. 1 as n → ∞ and Xn(t) satisfies the equation
Xn(t) = X(0) +
t∧τn∫
0
f
(
s,X(s),X(qs)
)
ds +
t∧τn∫
0
g
(
s,X(s),X(qs)
)
dB(s)
= X(0) +
t∫
0
f
(
s,Xn(s),Xn(qs)
)
I[[0,τn]](s)ds
+
t∫
0
g
(
s,Xn(s),Xn(qs)
)
I[[0,τn]](s)dB(s).
In view of |a + b + c|2  3|a|2 + 3|b|2 + 3|c|2, the Hölder inequality and (2.4) we have
∣∣Xn(t)∣∣2  3|X0|2 + 3
∣∣∣∣∣
t∫
0
f
(
s,Xn(s),Xn(qs)
)
I[[0,τn]](s)ds
∣∣∣∣∣
2
+ 3
∣∣∣∣∣
t∫
g
(
s,Xn(s),Xn(qs)
)
I[[0,τn]](s)dB(s)
∣∣∣∣∣
20
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t∫
0
(
1 + ∣∣Xn(s)∣∣2 + ∣∣Xn(qs)∣∣2)ds
+ 3
∣∣∣∣∣
t∫
0
g
(
s,Xn(s),Xn(qs)
)
I[[0,τn]](s)dB(s)
∣∣∣∣∣
2
.
Hence by Doob’s martingale inequality and linear growth condition we obtain
E
(
sup
0st
∣∣Xn(s)∣∣2) 3E|X0|2 + 3KT
t∫
0
(
1 + E∣∣Xn(s)∣∣2 + E∣∣Xn(qs)∣∣2)ds
+ 3E sup
0st
∣∣∣∣∣
s∫
0
g
(
s1,Xn(s1),Xn(qs1)
)
I[[0,τn]](s1)dB(s1)
∣∣∣∣∣
2
 3E|X0|2 + 3KT
t∫
0
(
1 + E∣∣Xn(s)∣∣2 + E∣∣Xn(qs)∣∣2)ds
+ 12E
t∫
0
∣∣g(s,Xn(s),Xn(qs))∣∣2I[[0,τn]](s)ds
 3E|X0|2 + 3K(T + 4)
t∫
0
(
1 + E∣∣Xn(s)∣∣2 + E∣∣Xn(qs)∣∣2)ds.
Consequently
1 + E
(
sup
0st
∣∣Xn(s)∣∣2) 1 + 3E|X0|2 + 3K(T + 4)
t∫
0
(
1 + 2E
(
sup
0rs
∣∣Xn(r)∣∣2))ds
 1 + 3E|X0|2 + 6K(T + 4)
t∫
0
(
1 + E
(
sup
0rs
∣∣Xn(r)∣∣2))ds.
By virtue of the Gronwall inequality we have
1 + E
(
sup
0sT
∣∣Xn(s)∣∣2) (1 + 3E|X0|2)e6KT (T+4).
Thus
E
(
sup
0sT
∣∣X(s)∣∣2) (1 + 3E|X0|2)e6KT (T+4). 
In order to prove Theorem 2.2, the following lemmas are useful.
Lemma 2.4 (Banach contraction mapping principle). [9] If (M,d) is a complete metric space
and T is a contraction mapping from M to itself (there exists 0 < k < 1 such that d(T x,T y)
kd(x, y) for all x, y), then T has a unique fixed point in M .
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uous (the sample path is continuous with probability 1), measurable, {Ft }-adapted processes
X = {X(t)}atb such that E(supatb |X(t,ω)|)2 < ∞. Then the space equipped with norm
‖X‖M = [E(supatb |X(t,ω)|)2]1/2 = [E(supatb |X(t,ω)|2)]1/2 form a Banach space.
Proof. Clearly M([a, b];Rd) is a linear normed space. Let N be the set of all positive integers
and {Xn(t,ω)}n∈N ⊂M([a, b];Rd) be a Cauchy sequence, i.e.,
‖Xn − Xm‖M → 0 as n,m → ∞. (2.5)
By Chebyshev’s inequality
P
{
ω: sup
atb
∣∣Xn(t,ω) − Xm(t,ω)∣∣2  }
 1

E
(
sup
atb
∣∣Xn(t,ω) − Xm(t,ω)∣∣2)
= 1

‖Xn − Xm‖2M → 0 as n,m → ∞.
Then there are k1  k2  · · · ki  ki+1  · · · such that limi→∞ ki = ∞ and
P
{
ω: sup
atb
∣∣Xki (t,ω) − Xki+1(t,ω)∣∣2  12i
}
<
1
2i
.
Let Ωi = {ω: supatb |Xki (t,ω) − Xki+1(t,ω)|2  1/2i} and S =
⋂∞
j=1
⋃∞
i=j Ωi . In view of
the Borel–Cantelli Lemma P(S) = 0, which is to say, for almost every ω there is an integer j (ω)
such that for i  j (ω)
sup
atb
∣∣Xki (t,ω) − Xki+1(t,ω)∣∣2 < 12i . (2.6)
Hence Xki (·,ω) converges uniformly on [a, b] for almost every ω, and therefore X˜(t,ω) :=
limi→∞ Xki (t,ω) is continuous for almost every ω and
lim
i→∞ supatb
∣∣Xki (t,ω) − X˜(t,ω)∣∣2 = 0 with probability 1. (2.7)
By virtue of (2.5)–(2.7) and the Fatou Lemma, for any given  > 0 there is an integer N¯ such
that for i > N¯ , l > N¯
‖X˜ − Xkl‖2M = E
(
sup
atb
∣∣X˜(t,ω) − Xkl (t,ω)∣∣2)
 2E
(
lim
i→∞ supatb
∣∣Xki (t,ω) − Xkl (t,ω)∣∣2)
 2 lim inf
i→∞ E
(
sup
atb
∣∣Xki (t,ω) − Xkl (t,ω)∣∣2)
= 2 lim inf
i→∞ ‖Xki − Xkl‖
2
M < 2
2,
which implies that liml→∞ ‖X˜ − Xkl‖M = 0. Hence limn→∞ ‖X˜ − Xn‖M = 0. Clearly X˜(t,ω)
is continuous, measurable, {Ft }-adapted and ‖X˜‖M < ∞, i.e., X˜ ∈M([a, b];Rd). 
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define the mapping T
(T X)(t) := X0 +
t∫
0
f
(
s,X(s),X(qs)
)
ds +
t∫
0
g
(
s,X(s),X(qs)
)
dB(s),
where t ∈ [0, α]. Clearly TX is continuous measurable {Ft }-adapted process. By Hölder’s in-
equality and Doob’s martingale inequality we can obtain
E
(
sup
0tα
∣∣(T X)(t)∣∣)2
= E
(
sup
0tα
∣∣(T X)(t)∣∣2)
= E
(
sup
0tα
∣∣∣∣∣X0 +
t∫
0
f
(
s,X(s),X(qs)
)
ds +
t∫
0
g
(
s,X(s),X(qs)
)
dB(s)
∣∣∣∣∣
2)
 3E|X0|2 + 3E
(
sup
0tα
(
t
t∫
0
∣∣f (s,X(s),X(qs))∣∣2 ds
))
+ 3E
(
sup
0tα
∣∣∣∣∣
t∫
0
g
(
s,X(s),X(qs)
)
dB(s)
∣∣∣∣∣
2)
 3E|X0|2 + 3αE
( α∫
0
∣∣f (s,X(s),X(qs))∣∣2 ds
)
+ 12E
( α∫
0
∣∣g(s,X(s),X(qs))∣∣2 ds
)
 3E|X0|2 + 3α
α∫
0
K
(
1 + 2E
(
sup
0tα
∣∣X(t)∣∣2))ds
+ 12
α∫
0
K
(
1 + 2E
(
sup
0tα
∣∣X(t)∣∣2))ds
 3E|X0|2 + 3α2K + 12αK +
(
6α2K + 24αK)E( sup
0tα
∣∣X(t)∣∣2)< ∞.
Hence ‖TX‖M < ∞ and TX ∈M([0, α];Rd) which implies T is a mapping fromM([0, α];Rd)
to itself. In the following we will show T is a contraction mapping. For any X,Y ∈
M([0, α];Rd), we have
‖TX − T Y‖2M = E
(
sup
∣∣(T X)(t) − (T Y )(t)∣∣2)0tα
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(
sup
0tα
∣∣∣∣∣
t∫
0
[
f
(
s,X(s),X(qs)
)− f (s, Y (s), Y (qs))]ds
+
t∫
0
[
g
(
s,X(s),X(qs)
)− g(s, Y (s), Y (qs))]dB(s)
∣∣∣∣∣
2)
 2E
(
sup
0tα
∣∣∣∣∣
t∫
0
[
f
(
s,X(s),X(qs)
)− f (s, Y (s), Y (qs))]ds
∣∣∣∣∣
2)
+ 2E
(
sup
0tα
∣∣∣∣∣
t∫
0
[
g
(
s,X(s),X(qs)
)− g(s, Y (s), Y (qs))]dB(s)
∣∣∣∣∣
2)
 2αE
(
sup
0tα
t∫
0
∣∣f (s,X(s),X(qs))− f (s, Y (s), Y (qs))∣∣2 ds
)
+ 8E
( α∫
0
∣∣g(s,X(s),X(qs))− g(s, Y (s), Y (qs))∣∣2 ds
)
 2αE
( α∫
0
K
(∣∣X(s) − Y(s)∣∣2 + ∣∣X(qs) − Y(qs)∣∣2)ds
)
+ 8E
( α∫
0
K
(∣∣X(s) − Y(s)∣∣2 + ∣∣X(qs) − Y(qs)∣∣2)ds
)
 4Kα(α + 4)E
(
sup
0tα
∣∣X(t) − Y(t)∣∣2)
= 4Kα(α + 4)‖X − Y‖2M.
By 4Kα(α + 4) < 1 and Lemma 2.4, the mapping T has a unique fixed point inM([0, α];Rd),
i.e., there exists unique stochastic process X = X(t,ω) satisfying
‖TX − X‖2M = E
(
sup
0tα
∣∣X(t) − (T X)(t)∣∣2)= 0.
Hence X(t) is unique solution of Eq. (2.1) in [0, α].
Let α0 = α, αk = min{αk−1 + α,αk−1/q} (k = 1,2, . . .), clearly αk → ∞ as k → ∞ and
M([αk−1, αk];Rd) is Banach space. Now supposed that (2.1) has a unique solution ϕk−1(t) in
[0, αk−1], let X ∈M([αk−1, αk];Rd) and define
(T X)(t) = ϕk−1(αk−1) +
t∫
αk−1
f
(
s,X(s),ϕk−1(qs)
)
ds
+
t∫
α
g
(
s,X(s),ϕk−1(qs)
)
dB(s),k−1
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is not difficult to obtain ‖TX−T Y‖2M  2αK(α+ 4)‖X−Y‖2M , i.e., T has a unique fixed point
X inM([αk−1, αk];Rd) and X(αk−1) = ϕk−1(αk−1). Hence
ϕk(t) =
{
ϕk−1(t), t ∈ [0, αk−1),
X(t), t ∈ [αk−1, αk]
is the solution of (2.1) in [0, αk]. By induction, the proof is complete. 
In a same way as Theorem 3.4 in [18] we can obtain the following conclusion.
Theorem 2.6. If the Lipschitz condition (1) of Theorem 2.2 is replaced with the following the
local Lipschitz condition: for every integer n  1, there exists a positive constant Kn such that
for all t ∈ [0, T ] and x1, y1, x2, y2 ∈Rd with |x1| ∨ |y1| ∨ |x2| ∨|y2| n∣∣f (t, x1, y1) − f (t, x2, y2)∣∣2 ∨ ∣∣g(t, x1, y1) − g(t, x2, y2)∣∣2
Kn
(|x1 − x2|2 + |y1 − y2|2),
then Theorem 2.2 holds still.
3. Convergence of the semi-implicit Euler method
In this section we consider the semi-implicit Euler method applied to Eq. (2.1)
yn+1 = yn + (1 − θ)hf (tn, yn, y[qn]) + θhf (tn+1, yn+1, y[q(n+1)])
+ g(tn, yn, y[qn])Bn, (3.1)
where θ ∈ [0,1], y0 = X(0), yn  X(tn), h = tn+1 − tn, Bn = B(tn+1)−B(tn), n = 0,1, . . . ,N
and N = T/h.
For t ∈ [tn, tn+1] we define
y(t) = yn + (1 − θ)(t − tn)f (tn, yn, y[qn]) + θ(t − tn)f (tn+1, yn+1, y[q(n+1)])
+ g(tn, yn, y[qn])
(
B(t) − B(tn)
)
, (3.2)
and denote⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Z1(t) =
∞∑
k=0
I[kh,(k+1)h)(t)yk,
Zˆ1(t) =
∞∑
k=0
I[kh,(k+1)h)(t)yk+1,
(3.3)
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Z2(t) =
∞∑
k=0
I[kh,(k+1)h)(t)y[qk],
Zˆ2(t) =
∞∑
k=0
I[kh,(k+1)h)(t)y[q(k+1)].
(3.4)
By (3.3), (3.4), Eq. (3.2) can be written by
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t∫
0
(1 − θ)f (s,Z1(s),Z2(s))ds +
t∫
0
θf
(
s¯, Zˆ1(s), Zˆ2(s)
)
ds
+
t∫
0
g
(
s,Z1(s),Z2(s)
)
dB(s), (3.5)
where s = [s/h]h, s¯ = s + h. In order to prove the main theorem, the following lemmas are
useful.
Lemma 3.1. If h < 1, (θ(1 + θ)h+ θ)Kh < 1/2 and (2.4) holds, then there exists a constant M
such that
E|yk|2 M,
where yk , k = 0,1, . . . ,N , are produced by (3.1).
Proof. From (3.1) we have
|yn+1|2 = |yn|2 +
∣∣(1 − θ)hf (tn, yn, y[qn])∣∣2 + ∣∣θhf (tn+1, yn+1, y[q(n+1)])∣∣2
+ ∣∣g(tn, yn, y[qn])Bn∣∣2 + 2yn (1 − θ)hf (tn, yn, y[qn])
+ 2yn θhf (tn+1, yn+1, y[q(n+1)])
+ 2(1 − θ)θh2(f (tn, yn, y[qn]))f (tn+1, yn+1, y[q(n+1)])
+ 2(yn + (1 − θ)hf (tn, yn, y[qn]))g(tn, yn, y[qn])Bn
+ 2θh(f (tn+1, yn+1, y[q(n+1)]))g(tn, yn, y[qn])Bn.
In view of (2.4), we can obtain
|yn+1|2  |yn|2 + (1 − θ)2h2K
(
1 + |yn|2 + |y[qn]|2
)
+ θ2h2K(1 + |yn+1|2 + |y[q(n+1)]|2)+ K(1 + |yn|2 + |y[qn]|2)|Bn|2
+ (1 − θ)h(|yn|2 + K(1 + |yn|2 + |y[qn]|2))
+ θh(|yn|2 + K(1 + |yn+1|2 + |y[q(n+1)]|2))
+ θ(1 − θ)h2(K(1 + |yn|2 + |y[qn]|2)+ K(1 + |yn+1|2 + |y[q(n+1)]|2))
+ 2(yn + (1 − θ)hf (tn, yn, y[qn]))g(tn, yn, y[qn])Bn
+ θ2h2K(1 + |yn+1|2 + |y[q(n+1)]|2)+ |Bn|2K(1 + |yn|2 + |y[qn]|2).
Taking the expectation on both sides and noticing E|Bn|2 = mh, we have
E|yn+1|2 
(
1 + h + K((1 − θ)h2 + (2m + 1 − θ)h))E|yn|2
+ K((2m + 1 − θ)h + (1 − θ)h2)E|y[qn]|2
+ K(θ(1 + θ)h2 + θh)E|y[q(n+1)]|2
+ K(θ(1 + θ)h2 + θh)E|yn+1|2 + K((1 + θ2)h2 + (2m + 1)h),
that is
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1 − (θ(1 + θ)h + θ)Kh)E|yn+1|2

(
1 + h + K((1 − θ)h + 2m + 1 − θ)h)E|yn|2
+ K((1 − θ)h + 2m + 1 − θ)hE|y[qn]|2
+ K(θ(1 + θ)h + θ)hE|y[q(n+1)]|2 + K((1 + θ2)h + 2m + 1)h

[
1 + h + Kh(4m + 2 − θ + (2 − θ + θ2)h)] max
[qn]in
E|yi |2
+ K((1 + θ2)h + 2m + 1)h.
Due to h < 1 and (θ(1 + θ)h + θ)Kh < 1/2, the above inequality reduces to
E|yn+1|2  1 + h + Kh(4m + 2 − θ + (2 − θ + θ
2)h)
1 − (θ(1 + θ)h + θ)Kh max[qn]inE|yi |
2
+ K((1 + θ
2)h + 2m + 1)h
1 − (θ(1 + θ)h + θ)Kh

(
1 + 2(1 + K(4m + 2 + 4h))h) max
[qn]in
E|yi |2
+ 2(2m + 1 + (1 + θ2)h)Kh
 (1 + Ah) max
[qn]in
E|yi |2 + Bh,
where A = 2 + (8m + 12)K , B = (4m + 6)K . Let Un = max[qn]in E|yi |2, we have
Un+1  (1 + Ah)Un + Bh.
For every k = 0,1, . . . ,N , we can obtain from the above inequality
Uk  eAT E|y0|2 + B
A
(
eAT − 1)= M.
The proof is complete. 
Lemma 3.2. Under the conditions of Lemma 3.1
E
∣∣y(t) − Z1(t)∣∣2 ∨ E∣∣y(t) − Zˆ1(t)∣∣2 M1h, for t ∈ [0, T ],
where M1 is a constant independent of h.
Proof. For any t ∈ [0, T ], there is a k such that t ∈ [kh, (k + 1)h]. By virtue of (3.2) and (3.3)
we have
y(t) − Z1(t) = y(t) − yk
= (1 − θ)(t − tk)f (tk, yk, y[qk]) + θ(t − tk)f (tk+1, yk+1, y[q(k+1)])
+ g(tk, yk, y[qk])
(
B(t) − B(tk)
)
.
Using the elementary inequality |a + b + c|2  3|a|2 + 3|b|2 + 3|c|2, condition (2.4) and
Lemma 3.1, we have
E
∣∣y(t) − Z1(t)∣∣2  (3Kmh + 6Kh2)(1 + 2M)M1h,
where M1 = (3mK + 6K)(1 + 2M);
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= (1 − θ)(t − tk+1)f (tk, yk, y[qk]) + θ(t − tk+1)f (tk+1, yk+1, y[q(k+1)])
+ g(tk, yk, y[qk])
(
B(t) − B(tk+1)
)
.
In the similar way we obtain
E
∣∣y(t) − Zˆ1(t)∣∣2 M1h. 
Lemma 3.3. Under the conditions of Lemma 3.1
E
∣∣y(qt) − Z2(t)∣∣2 ∨ E∣∣y(qt) − Zˆ2(t)∣∣2 M2h, for t ∈ [0, T ],
where M1 is a constant independent of h.
Proof. For any t ∈ [0, T ], there is a k such that t ∈ [kh, (k + 1)h]. By virtue of (3.4) and (3.5),
we have
y(qt) − Z2(t) = y(qt) − y[qk] = y(qt) − y
([qk]h)
=
qt∫
[qk]h
(1 − θ)f (s,Z1(s),Z2(s))ds +
qt∫
[qk]h
θf
(
s¯, Zˆ1(s), Zˆ2(s)
)
ds
+
qt∫
[qk]h
g
(
s,Z1(s),Z2(s)
)
dB(s).
In view of the Hölder inequality and qt − [qk]h 2h, we have from (2.4) and Lemma 3.1
E
∣∣y(qt) − Z2(t)∣∣2  6hE
qt∫
[qk]h
(1 − θ)2∣∣f (s,Z1(s),Z2(s))∣∣2 ds
+ 6hE
qt∫
[qk]h
θ2
∣∣f (s¯, Zˆ1(s), Zˆ2(s))∣∣2 ds
+ 3
qt∫
[qk]h
E
∣∣g(s,Z1(s),Z2(s))∣∣2 ds
 6h(1 − θ)2K(1 + 2M)2h + 6hθ2K(1 + 2M)2h + 3K(1 + 2M)2h
 Mˆ2h,
where Mˆ2 = 30K(1 + 2M). In the following we consider E|y(qt) − Zˆ2(t)|2:
E
∣∣y(qt) − Zˆ2(t)∣∣2 = E∣∣y(qt) − y[q(k+1)]∣∣2
 2E
∣∣y(qt) − y[qk]∣∣2 + 2E|y[q(k+1)] − y[qk]|2
 4Mˆ2h.
Let M2 = 4Mˆ2, the proof is complete. 
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such that for any s, t ∈ [0, T ], x, y ∈Rd∣∣f (s, x, y) − f (t, x, y)∣∣2 ∨ ∣∣g(s, x, y) − g(t, x, y)∣∣2 K(1 + |x|2 + |y|2)|s − t |, (3.6)
then the numerical solution (3.5) will convergence to the analytical solution of Eq. (2.1), i.e.,
E
[
sup
0tT
∣∣X(t) − y(t)∣∣2]Ch as h → 0,
where C is a positive constant independent of h.
Proof. By virtue of (2.1) and (3.5), we can obtain for t ∈ [0, T ]
X(t) − y(t) =
t∫
0
(1 − θ)(f (s,X(s),X(qs))− f (s,Z1(s),Z2(s)))ds
+
t∫
0
θ
(
f
(
s,X(s),X(qs)
)− f (s, Zˆ1(s), Zˆ2(s)))ds
+
t∫
0
(
g
(
s,X(s),X(qs)
)− g(s,Z1(s),Z2(s)))dB(s)
+
t∫
0
(1 − θ)(f (s,Z1(s),Z2(s))− f (s,Z1(s),Z2(s)))ds
+
t∫
0
θ
(
f
(
s, Zˆ1(s), Zˆ2(s)
)− f (s¯, Zˆ1(s), Zˆ2(s)))ds
+
t∫
0
(
g
(
s,Z1(s),Z2(s)
)− g(s,Z1(s),Z2(s)))dB(s).
Applying the Hölder inequality we have
∣∣X(t) − y(t)∣∣2  6T (1 − θ)2
t∫
0
∣∣f (s,X(s),X(qs))− f (s,Z1(s),Z2(s))∣∣2 ds
+ 6T θ2
t∫
0
∣∣f (s,X(s),X(qs))− f (s, Zˆ1(s), Zˆ2(s))∣∣2 ds
+ 6
∣∣∣∣∣
t∫
0
(
g
(
s,X(s),X(qs)
)− g(s,Z1(s),Z2(s)))dB(s)
∣∣∣∣∣
2
+ 6(1 − θ)2T
t∫ ∣∣f (s,Z1(s),Z2(s))− f (s
¯
,Z1(s),Z2(s)
)∣∣2 ds0
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t∫
0
∣∣f (s, Zˆ1(s), Zˆ2(s))− f (s¯, Zˆ1(s), Zˆ2(s))∣∣2 ds
+ 6
∣∣∣∣∣
t∫
0
(
g
(
s,Z1(s),Z2(s)
)− g(s,Z1(s),Z2(s)))dB(s)
∣∣∣∣∣
2
.
We can derive from the above inequality
E
(
sup
0tt1
∣∣X(t) − y(t)∣∣2)
 6T (1 − θ)2
t1∫
0
E
∣∣f (s,X(s),X(qs))− f (s,Z1(s),Z2(s))∣∣2 ds
+ 6T θ2
t1∫
0
E
∣∣f (s,X(s),X(qs))− f (s, Zˆ1(s), Zˆ2(s))∣∣2 ds
+ 6E
(
sup
0tt1
∣∣∣∣∣
t∫
0
(
g
(
s,X(s),X(qs)
)− g(s,Z1(s),Z2(s)))dB(s)
∣∣∣∣∣
2)
+ 6(1 − θ)2T
t1∫
0
E
∣∣f (s,Z1(s),Z2(s))− f (s,Z1(s),Z2(s))∣∣2 ds
+ 6θ2T
t1∫
0
E
∣∣f (s, Zˆ1(s), Zˆ2(s))− f (s¯, Zˆ1(s), Zˆ2(s))∣∣2 ds
+ 6E
(
sup
0st1
∣∣∣∣∣
t∫
0
(
g
(
s,Z1(s),Z2(s)
)− g(s,Z1(s),Z2(s)))dB(s)
∣∣∣∣∣
2)
.
By Doob’s martingale inequality, conditions (2.3), (2.4), (3.6) and Lemmas 3.1–3.3 we have for
every t1 ∈ [0, T ] and h → 0
E
(
sup
0tt1
∣∣X(t) − y(t)∣∣2)
 6T (1 − θ)2K
t1∫
0
E
(∣∣X(s) − Z1(s)∣∣2 + ∣∣X(qs) − Z2(s)∣∣2)ds
+ 6T θ2K
t1∫
0
E
(∣∣X(s) − Zˆ1(s)∣∣2 + ∣∣X(qs) − Zˆ2(s)∣∣2)ds
+ 24K
t1∫
E
(∣∣X(s) − Z1(s)∣∣2 + ∣∣X(qs) − Z2(s)∣∣2)ds0
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t1∫
0
K
(
1 + E∣∣Z1(s)∣∣2 + E∣∣Z2(s)∣∣2)hds
+ 6θ2T
t1∫
0
K
(
1 + E∣∣Zˆ1(s)∣∣2 + E∣∣Zˆ2(s)∣∣2)hds
+ 24
t1∫
0
K
(
1 + E∣∣Z1(s)∣∣2 + E∣∣Z2(s)∣∣2)hds
 12T (1 − θ)2K
t1∫
0
E
(∣∣X(s) − y(s)∣∣2 + ∣∣X(qs) − y(qs)∣∣2)ds
+ 12T 2(1 − θ)2K(M1 + M2)h
+ 12T θ2K
t1∫
0
E
(∣∣X(s) − y(s)∣∣2 + ∣∣X(qs) − y(qs)∣∣2)ds
+ 12T 2θ2K(M1 + M2)h
+ 48K
t1∫
0
E
(∣∣X(s) − y(s)∣∣2 + ∣∣X(qs) − y(qs)∣∣2)ds
+ 48KT (M1 + M2)h
+ 6(1 − θ)2T 2K(1 + 2M)h + 6θ2T 2K(1 + 2M)h + 24TK(1 + 2M)h

(
24T (1 − θ)2K + 24T θ2K + 96K)
t1∫
0
E
(
sup
0rs
∣∣X(r) − y(r)∣∣2)ds
+ (24T 2K + 48KT )(M1 + M2)h + (12T 2K + 24TK)(1 + 2M)h.
The Gronwall inequality yields
E
(
sup
0tT
∣∣X(t) − y(t)∣∣2)
 12KT (T + 2)(1 + 2(M + M1 + M2))he24KT ((1−θ)2T+θ2T+4).
The proof is complete. 
4. Numerical results
A method is said to have strong order of convergence equal to 1/2 if there exists a constant C
such that
h = E
∣∣yN − X(T )∣∣2  Ch (4.1)
for any sufficiently small stepsize h and the positive integer N = T/h (cf. [14]).
Theorem 3.4 implies that the numerical method (3.5) has strong order of convergence equal
to 1/2 for appropriate f and g. Numerical results to verify (4.1) are reported in the following.
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dX(t) = sin(X(t) + X(qt))dt + cos(X(t) + X(qt))dB(t), t ∈ [0,1],
X(0) = 0.2, (4.2)
and {
dX(t) = f (X(t),X(qt))dt + g(X(t),X(qt))dB(t), t ∈ [0,1],
X(0) = 0.2, (4.3)
where
f (x, y) =
{
x + y2, |y| < k,
x + k2, |y| k, g(x, y) =
⎧⎪⎪⎨
⎪⎪⎩
xy, |x| < k, |y| < k,
ky · sign(x), |x| k, |y| < k,
kx · sign(y), |x| < k, |y| k,
k2, |x| k, |y| k,
sign(x) =
⎧⎨
⎩
1, x > 0,
0, x = 0,
−1, x < 0,
q = 0.6.
Clearly the coefficient functions of Eqs. (4.2) and (4.3) with k = 10 satisfy the conditions of
Theorem 3.4.
In a similar way as [2,11,14], we use discrete Brownian paths over [0,1] with t = 2−14.
The solutions of (4.2) and (4.3) can be written as a closed-form expression involving a stochastic
integral. For simplicity, we take the numerical solution with h = t to be good approximation of
exact solution and compare this with the numerical approximation using h = 16t , h = 32t ,
h = 64t , h = 128t over 6000 sample paths.
To construct the confidence intervals for the absolute errors r = 23+rt , r = 1,2,3,4, we
arrange the simulations into M = 60 batches of N = 100 simulations each and estimate the
variance of ˆr in the following way. We denote by yrT ,k,j the value of the kth generated trajectory
of numerical solution with h = 23+rt , r = 1,2,3,4, in the j th batch at time T = 1 and by
XT,k,j the corresponding value of the exact solution. (It is replaced by the trajectory of numerical
solution with h = t .)
The average errors
ˆrj =
1
N
N∑
k=1
∣∣XT,k,j − yrT ,k,j ∣∣2
of the M batches j = 1,2, . . . ,M are then independent and approximately Gaussian. We have
arranged the errors into batches because we can then use the Student t-distribution to construct
confidence intervals for a sum of independent Gaussian, or in this case approximately Gaussian,
random variables with unknown variance. In particular, we estimate the mean of the batch aver-
ages
ˆr = 1
M
M∑
j=1
ˆrj =
1
NM
M∑
j=1
N∑
k=1
∣∣XT,k,j − yrT ,k,j ∣∣2
and then use the formula
σˆ 2r =
1
M − 1
M∑(
ˆrj − ˆr
)2j=1
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The 90% confidence intervals for r produced by the numerical method applied to (4.2) and (4.3)
r ˆr
(4.2) ˆ
r
(4.2) ˆ
r
(4.3) ˆ
r
(4.3)
1 0.0010 1.0e−003 ∗ 0.1110 1.0e−004 ∗ 0.0667 1.0e−005 ∗ 0.0502
2 0.0019 1.0e−003 ∗ 0.2090 1.0e−004 ∗ 0.1474 1.0e−005 ∗ 0.1194
3 0.0038 1.0e−003 ∗ 0.4634 1.0e−004 ∗ 0.3038 1.0e−005 ∗ 0.2244
4 0.0079 1.0e−003 ∗ 0.8461 1.0e−004 ∗ 0.6847 1.0e−005 ∗ 0.4914
to estimate the variance σˆ 2r of the batch averages. For the Student t-distribution with M − 1
degrees of freedom an 100(1 − α)% confidence interval for r has the form(
ˆr − ˆr , ˆr + ˆr)
with
ˆr = t1−α,M−1
√
σˆ 2r
M
,
where t1−α,M−1 is determined from the Student t-distribution with M − 1 degrees of freedom.
For M = 60 and α = 0.1 we have t1−α,M−1  1.672. In this case the absolute error r will lie
in the corresponding confidence interval (ˆr − ˆr , ˆr + ˆr) with probability 1 − α = 0.9,
r = 1,2,3,4.
In Table 1 we give the 90% confidence interval for ˆr = 23+rt .
If the inequality (4.1) holds with approximate equality, then, taking logs
log h ≈ logC + logh.
In Fig. 1, we plot our approximation to h against h on a log–log scale for Eqs. (4.2) and (4.3),
the vertical lines denote 90% confidence intervals for h (h = 23+rt , r = 1,2,3,4). We see that
the slopes of the curves appear to equal to 1. A least-squares power law fit gives slope = 1.0089,
residual = 0.0299 of the curve in left-hand picture and slope = 1.1123, residual = 0.0369 of the
curve in right-hand picture. They suggest that (4.1) is valid.
Fig. 1. The convergence of the numerical method (3.5), left: the method applied to (4.2) with θ = 0, right: the method
applied to (4.3) with θ = 0.5.
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