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Abstract
One of the main limitations in the use of operando scanning transmission electron
microscopes to study dynamic chemical processes is the effect of the electron beam
on the kinetics of the reaction being observed. Here we demonstrate that a flexible
Gaussian mixture model can be used to extract quantitative information directly from
sub-sampled images, i.e. images where not all the pixels in the image are illuminated
with the beam. The use of this method is demonstrated for the charge/discharge cycle
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of a Li-battery, where the deposition and dissolution of Li at the anode can be accu-
rately quantified for sub-sampling levels down to ≈1%. Performing operando imaging
using a small fraction of the pixels means that the observations can significantly reduce
the effect of the beam, automatically increase the imaging speed and decrease the total
data transfer rate required. Such new software capabilities offer the potential to sig-
nificantly widen the application of operando hardware approaches to study nanoscale
dynamics in materials.
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Although aberration corrected (scanning) transmission electron microscopes (S/TEM)
can now routinely obtain spatial resolution on the atomic scale from stable samples, the
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high electron beam dose that is typically used severely limits the range of samples that can
be studied without significant beam damage [1]. In-situ or Operando TEM, where a chemical
reaction is observed in either a gas or liquid stage [2-4], has even more strict tolerances on
the doses that can be used to image the sample as the beam can change the kinetics of
the reaction [5]. This limitation has led to several recent successful efforts to sub-sample
the images during acquisition, i.e. apply electron dose to fewer pixels in the image, and
use compressive sensing/in-painting mathematical methods to reconstruct the images after
acquisition [6-10].1–5 This reconstruction is, however, the time consuming step in the process
and in many cases the images themselves are not the important part of the result - it is the
quantitative information extracted from the images that is used to understand the material
or process [11]. Here we demonstrate that a flexible Gaussian mixture model (GMM) can
be used to extract quantitative information directly from the sub-sampled images bypassing
the necessity to reconstruct the images. The use of this method is demonstrated for the
charge/discharge cycle of a Li-battery,6 where the deposition and dissolution of Li on the
anode can be accurately quantified for sub-sampling levels down to below 1%.
In order to quantify the information in the STEM images we can segment the image
into a simpler representation of the structures and processes within. Some methods have
already used segmentation by combining a superposition of Gaussian peaks on the observed
pixel intensities and a maximum likelihood estimator7,8 to determine unknown structure
parameters.9–15 Such observations often aim to reduce the dose and run in an energy filtered
mode, but they indicate that the accuracy of the measurements is not generally controlled
by the sampling of the image itself.16 Approaches used previously to quantify in-situ images
have used thresholding techniques17,18 or physical models19–21 for example, but these meth-
ods often require the highest resolution images possible and in general the models do not
generalize to multiple experiments well. Our goal here is to determine a way to routinely
analyze sub-sampled images in real-time/near real-time from a video datastream acquired
3
by the microscope. We accomplish this by using a Gaussian mixture model with simultane-
ous background correction. The methodology involves three main steps. Firstly a Gaussian
mixture regression model (GMRM) is fit to the raw data in order to partition the pixels into
distinct clusters while simultaneously accounting for spatial trends in intensity. Secondly, the
clusters are partitioned into foreground and background based on the cluster distributions.
Finally, a post-hoc spatio-temporal correction is applied to the foreground and background
classifications to account for noise. These spatio-temporal clusters of pixels then contain
the quantified information desired from the experiment (for full details of this approach see
Johnson et al. 201722).
Figure 1: High-angle annular dark field (HAADF) images of Li deposition and dissolution
at the interface between the Pt working electrode and the LiPF6/PC electrolyte during a
charge/discharge cyles of the operando cell. The formation of the SEI layer (ring of contrast
around the electrode), alloy formation due to Li+ ion insertion, and the presence of ”dead
Li” detached from the electrode can all be seen in the images at the end of the cycle, thereby
demonstrating the degree of irreversibility associate with the process.
The data stream that we will use for this test is a movie (Supplementary Movie SM1)
acquired while a Li-battery electrolyte was subjected to a CV scan (Figure 1). During the
scan the electrolyte breaks down during the “charging” of the battery and Li is seen to be
deposited on the anode. When the voltage is reversed and the battery is “discharging,” Li
goes back into solution. However, upon completion of the cycle there is still Li remaining on
the anode indicating that the process is not 100% Coulombic efficient and Li dendrites will
form in the system upon repeated cycling. The key question for the design of an improved
battery is to know how much Li is deposited, in what form and how much is stripped during
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the reverse cycle. The images shown in Figure 1 are obtained from the STEM23 operating in
mass-thickness contrast mode where each pixel is on a greyscale with values from 0 to 255. A
particular peculiarity in this set of images is that the Li is the lightest/least dense component
of the system and so this shows up as the brightest part of the image (the contrast is reversed
from the Pt anode which is the hemispherical dark feature in the image). Everything not
“white” Li or “black” Pt is where the liquid electrolyte is. There are also other features in
the image such as a general trend in contrast across the image that may change during the
experiment as the microscopist repositions the specimen or changes magnification/focus. In
addition, noise is present which means the same pixel may not be consistent from image to
image. All of these features complicate the algorithm designed to quantify the contrast.
The first step in analyzing this data stream (Supplementary Movie SM1) is to partition
the frame into groups with similar intensity distributions, i.e. the distribution of intensities
across the image is assumed to be multi-modal where each mode is associated with a different
characteristic. Figure 2 is an example of a frame taken from a fully sampled movie of Li
deposition during battery charging (Supplementary Movie SM1). The three modes shown
in the distribution of pixel intensities in Figure 2b are associated with the anode (red),
the Li-deposits (blue) and the liquid electrolyte (green) in the system. Visually the pixel
intensity distribution can be described by a mixture of normal distributions with different
means (centers) and variances (widths) - and thus a Gaussian mixture model is fit to the
image. Let z = (z1, . . . , zn) represent the vector of n pixel intensities in the frame, and C be
an n ×K matrix of indicator variables that identifies which cluster into which each cluster
belongs. That is if k = 3 then Ci,1 = 1 if pixel i belongs to class 1 while Ci,2 = Ci,3 = 0.
Then the distribution of pixel intensities is described by the likelihood
p(z,C|θ) =
n∏
i=1
K∏
k=1
[pkN(zi; δk, σk)]
Cik (1)
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Figure 2: An image from the experiment during the Li deposition phase (a) shows the growth
of Li around the anode. The histogram of pixel intensity values illustrates that a mixture
of three normal distributions captures the important features of the image (b). The linear
increase in pixel intensity from the left to right of the image demonstrates the need for a
background correction component (c). The spatio-temporal correction of the pixel classifi-
cations can be done with using the three-dimensional L2 (d) or L1 (e) distance placed on a
regular grid. The effectiveness of the spatio-temporal correction of initial growth/background
pixel classifications (f) is affected by the parameters γ and r. Figures (g) and (h) illustrate
the effect of the spatio-temporal correction with different parameters, (r = 5, γ = 0.05) and
(r = 20, γ = 0.2), respectively.
where K is the number of mixture components, p = (p1, . . . , pK)
> is a K-dimensions vector
of mixture component weights, δ = (δ1, . . . , δK)
> is a K-dim vector of group means, and
6
σ = (σ1, . . . , σK)
> is a K-dim vector of components standard deviations and θ = (p, δ,σ).
Because the cluster labels are missing for each pixel, i.e., C is unobserved, the unknown
parameter vector θ is estimated using the expectation maximization (EM) algorithm.24
In addition to an estimate for the parameter vector θ, the EM algorithm estimates the
probability that each pixel belongs in each of the clusters. Each pixel is initially classified
into the group that is estimated to be the most likely.
STEM images often exhibit systematic trends in grayscale that must be accounted for
(Figure 2c). This gradient can be due to effects such as charging, thickness variations,
carbon contamination etc and must be accounted for with the analytics. Image segmentation
methods based on standard Gaussian mixture models or thresholding will not work when
trends are present as the background intensities take a functional form rather than a static
threshold. We extend the model defined by Equation 1 by adding a regression-based approach
to account for systematic trends in background. When accounting for the grayscale gradient,
the mean for each distribution, δk, plays the role of an intercept in a regression model with
inputs, fj(xi, yi) where (xi, yi) define the spatial location of pixel i in the image and fj(·, ·)
is some function of (xi, yi) for j = 1, . . . , q. The the model for pixel intensities in Equation 1
is extended to
p(zi|θ) =
n∏
i=1
K∏
k=1
[
pkN
(
zi;
q∑
j=1
βjfj(xi, yi) + δk, σk
)]Cik
(2)
where β = (β1, . . . , βj)
> is a q-dim vector of trend coefficients. Due to the global trend in
gray scale values, a modified version of the EM algorithm, called the expectation/conditional
maximization algorithm (ECM),25 is required to estimate the parameters in the likelihood
defined by Equation 2. See Johnson et al. (2017)22 for a full derivation of the algorithm.
The functions used to model the intensity gradient fj(xi, yi) are dependent upon the
hypothesized gradient and they must be chosen appropriately. Common choices include a
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linear trend in the x direction, fj(xi, yi) = xi, quadratic trend in the x direction, fj(xi, yi) =
x2i and similarly in the y-direction. If an anode is in the video, e.g. Figure 2a, then the
linear and quadratic trends in x will vary depending upon the y value implying the functions
fj(xi, yi) = xiyi and fj(xi, yi) = x
2
i yi should be included in the model. To determine the
most appropriate intensity gradient function, model comparison metric such as AIC and BIC
can be used to compare models while likelihood ratio test can be used to test nested models
(double check this is appropriate for EM algorithm).
The initial classifications returned by the ECM algorithm with and without background
correction can often be improved by incorporating spatio-temporal information about each
pixel. Ideally the spatio-temporal trends are built into the algorithm itself but that renders it
too computationally expensive. Thus we enforce spatio-temporal coherence by implementing
a post hoc spatio-temporal correction on already clustered pixels from the GMRM. In short
a spatio-temporal neighborhood is defined around each pixel and the proportion of pixels in
that neighborhood belonging to each group is computed. If a pixel of interest is classified
differently from a given percentage of neighboring pixels, the classification is changed to
match the neighbors. Let (xi, yi)t denote the (x, y) coordinate of the ith pixel at time t.
Then the neighborhood for the ith pixel is defined by all pixels i′ at time t′ < t such that
d [(xi, yi)t, (xi′ , yi′)t′)] ≤ c (3)
for some chosen value c. Specific examples of distance metrics are the L1 and L2 distances,
which, in the context of Equation 3, are of the form |xi−xi′ |+ |yi− yi′|+ |t− t′| ≤ c (Figure
2d) and (xi − xi′)2 + (yi − yi′)2 + (t− t′)2 ≤ c2 (Figures 2e), respectively . Examples of the
effect of spatio-temporal correction on the image data stream is shown in Figure 2f, g and
h. Once the data stream is classified in this way, any number of quantitative features can
be extracted based on pixel contrast.
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Because the experiment that produced the movie SM1 was fully sampled, we can test
the effect of sub-sampling by randomly sampling the data stream with a proportion of the
pixels. An example of this is given in Figure 3, which shows only the pixels classified Li
dendrite formation based on the GMRM with K = 4 components when only 10% of each
frame is sampled. The methodology appeared to classify pixels as Li growth well in the first
CV cycle (supplementary movie SM1), though these estimates of growth are likely subject
to bias and may be noisy.
Figure 3: Li classification corresponding to the images from Figure 1 using the linear GMRM
on 10% sampled images. The classifications were corrected with r = 10 and γ = 0.4.
To quantify the effect of sampling a fraction of the pixels in the image on estimating the
volume of Li growth, the video SM1 was analyzed several times with three different sampling
rates: 10, 5 and 1%. To make the results derived from different sampling rates comparable,
the number of times the video was analyzed, denoted B, for each sampling rate was chosen
such that the each pixel was expected to have been sampled 10 times. For example, for
the 1% sampling scheme, each pixel has a 1% chance of being chosen, thus the video was
analyzed B = 1, 000 times so that each pixel is expected to be sampled 1000 × 0.01 = 10
times. The number of replicates, B, for each sampling rate is reported in Table 1.
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Table 1: Average (Avg.) bias and uncertainty bound width of the GMRM method for the
different sampling rates considered. Bias was computed as the difference in the estimated
volume using a subset of the pixels and the volume estimated using the full image. The width
of the uncertainty bound was taken to be the difference in the 90th and 10th percentiles. Both
quantities were averaged over the course of the experiment.
Sampling Rate Num. Replicates (B) Avg. Bias (µm3) Avg. Width (µm3)
10% 100 0.094 0.703
5% 200 0.332 1.121
1% 1,000 2.012 6.001
Figure 4(a) illustrates the bias introduced by sub-sampling scheme by plotting the average
of the B growth curves for each of the sampling rates along with the estimated growth curve
when 100% of the pixels are used, which was treated as the true growth curve. Additionally,
the bias for each method averaged over the course of the experiment is reported in Table 1.
For each sampling rate, the volume of Li growth was overestimated for vast a majority of
the experiment, and the degree of bias decreased when more pixels were sampled. The 1%
sampling rate exhibits a significant bias at the beginning and ending of the experiment, but
that bias is significantly reduced when the reaction transitions from deposition to dissolution.
The growth curves for 5% and 10% sampling show a dramatic reduction in bias and visually
appear to agree, but the average bias did drop by 72% when the sampling rate was increased
to 10%. In particular, the estimated Li growth using a 10% sampling is less than 1µm3 away
from the true growth on average.
The uncertainty induced by the different random sampling schemes is illustrated in Fig-
ures 4 (b), (c) and (d), in which the 10th (red), 50th (solid black) and 90th (red) percentiles
of the repeated growth curves at different sampling rates are plotted along with the growth
curve estimated using all of the pixels (dashed black). As such, there is an 80% chance that
if this experiment were analyzed again at a specified sampling rate, the resultant growth
curve would lie between the two red lines in the respective figure. For all sampling rates,
the true growth curve is contained within the uncertainty bands throughout the course of
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Figure 4: Comparison of the estimated volume of the Li deposited at the Pt electrode-
LiPF6/PC electrolyte interface quantified by the GMRM algorithm when the image was
fully sampled (100%), and down sampled (10%, 5% and 1%)(a). For the downsampled
images, the analysis was repeated multiple times to assess the uncertainty associated with
downsampling strategy. The 10th (red), 50th (solid black) and 90th (red) percentiles of the
repeated analyses are plotted for the 10% (b), 5% (c) and 1% (d) sampling rates. The dashed
line in Figures (b), (c) and (d) represents the growth curve estimated using all of the pixels.
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the experiment. The widths of the uncertainty bands for the different sampling rates are
reported in Table 1. The uncertainty bounds widen as the sampling rate decreases with a
significant decrease in uncertainty when the sampling rate is increased from 1% to 5%.
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