The improvements in structured lighting-based 3D optical camera measurement systems have made the non-contact data acquisition (3D ranging) systems more applicable. A major critical issue in range image acquisition concerns the data accuracy. In this paper, factors that affect accuracy are carefully considered for a specific range image acquisition system, the four-dimensional imager system. The surface point distance errors, due to the optical distortion, field curvature and depth of field of the ranging system, have been studied. Two model-based methods, the area model (AM) and line model (LM), are proposed to model the systematic errors at different distances and orientation angles. An error lookup table is built with these models and used to reduce the systematic error of acquired data. The experimental results show that the proposed algorithm effectively improves ranging accuracy. Up to half of the systematic errors can be reduced using the AM method and almost all the systematic errors with the LM method.
Introduction
For optical ranging and computer vision applications, the calibration of three-dimensional (3D) coordinate data (range image) collected by non-contact optical methods offers significant challenges. In industry, contact measurement methods, which use a touch-trigger probe usually mounted on a coordinate measurement machine (CMM) to collect 3D surface data, are also popular. But the problems of using a probe CMM are the complicated system set-up, slow data acquisition and processing speed, high cost of the system, and measurement errors [1] . Compared with probe CMMs (such as the products made by RENISHAW), the optical-based non-contact 3D ranging systems (such as the triangulationbased ranging scanners made by CYBERWARE, the time-offlight-based ranging scanners made by OPTECH, the patternprojection-based ranging scanners made by Virtual 3D Tech., etc) offer a more flexible and efficient way to capture and measure the 3D surface data of an object, with satisfied accuracy, non-contact manner and high speed. In the recent two decades, optical systems gained more popularity in all respects, such as metrology, 3D measurement, product design, manufacturing, quality inspection and reverse engineering.
Despite the increasing applications of optical systems, improvements in system accuracy still need to be made. Unfortunately, the measurement accuracy of a common optical ranging system whose accuracy/range resolution is between 10 μm and 10 mm depending on its working distance in the range of 0.2 m-2 m is less than that of a touch-trigger probe whose accuracy is usually less than 2 μm. This limits the application of optical scanners in the precise modeling and inspection required in many manufactured components/procedures. Most previous research efforts on the optical camera system have been focused on the development of applicable systems [2] . Some research efforts have been made on the optimal camera system set-up [3] [4] [5] [6] to improve the data acquisition accuracy. Only limited research [7] [8] [9] [10] [22] [23] [24] [25] has been carried out to analyze the errors of the optical ranging systems. In current time, the dominating technology of the optical ranging system is laserbased, and the laser-based 3D ranging systems can be roughly categorized into two classes: the laser-point based and the laser-plane based. For the laser-based sensor error analysis and compensation, most works mainly focused on the error of laser-point-based systems. Methods [7] on speckle reduction for a laser-point-based system are discussed by Harding. The speckle noise associated with a laser-point scanner is also studied in [24] . A method [8] based on simulation is proposed by Smith and Zheng for error reduction on laser triangulation probes. A sine wave artifact [9] is proposed by Harding for error modeling and compensation. Xi et al [10] give an empirical formula for error compensation on the data scanned by a laser-point-based system. Integrated systems combining a touch-trigger probe and a point laser probe were developed to eliminate the errors caused by laser lines [22, 23] . There are few research efforts focusing on the laser-plan-based error analysis and compensation. Blais et al [25] propose a range error analysis method for an integrated time-of-flight, triangulation and photogrammetric 3D laser scanning system. The error analysis method enables the laserplan-based ranging system to have high pointing accuracy by using the Lissajous tracking pattern and photogrammetric methods (spatial resection). Since there are many reasons (e.g., the unsmoothed scanning pattern, the effects of laser spot resolution, quantification noise, non-constant signal delay and bias, etc) affecting the measurement accuracy of a laserplane-based ranging system, it is difficult to develop an explicit modeling representation for measuring errors of the system.
In this paper, a novel sensor error modeling and compensation approach to a laser-plane-based ranging system is proposed and evaluated. The main idea of the approach is to consider sensor errors together instead of studying these errors separately by their type. It acquires planar data at predetermined working distances and orientation angles, builds overall sensor-error models according to these planar data, and creates a lookup table based on these models. The lookup table is then used to compensate for the systematic error existing in the acquired range images. The rest of the paper is organized as follows. The 3D ranging system used in our research is introduced in section 2. The sensor error is analyzed in section 3. Two sensor-error modeling methods and a sensor-error compensation strategy are presented in detail in section 4. Experimental results and discussions are provided in section 5. Then, concluding remarks are given in section 6.
The 3D ranging system
Various optical techniques have recently been developed for measuring 3D shape from one position and applied in a variety of applications of 3D shape measurement including object/product quality inspection and control, 3D object reconstruction and modeling for computer-aided design (CAD), computer-aided engineering (CAE), and computeraided manufacturing (CAM). The currently available techniques fall into the following categories: time-of-flight (TOF) which is based on the direct measurement of the timeof-flight of a laser or other light source pulses; triangulation which employs the well-known triangulation relationship in optics for range estimation; pattern projection which uses multiple stripes or patterns projected simultaneously on the object for 3D shape measurement; moiré which utilizes two gratings to generate contour fringes for range measurement; interferometry which is based on the fringes formed by variation of the sensitivity matrix; photogrammetry which employs the stereo technique to measure 3D shape; laser tracking which uses an interferometer to measure distances. A comprehensive review/literature survey for the techniques used in optical ranging can be found in [26] [27] [28] .
To collect the complete surface data of an object, for a typical optical 3D ranging/imaging system its ranging sensor (also called imaging sensor) is usually mounted on a moveable 3D actuator or CMM, and the inspected 3D object is set on a turntable for surface data acquisition. The object's inspection volume that corresponds to the sensor viewing space is represented by the Cartesian xyz-coordinate system. The xyz-coordinate system, called the viewing coordinate system (VCS), is dependent on the sensor position at the time of ranging. The entire set-up, which includes both the sensor and the inspection volume, is set up in a fixed reference XYZcoordinate system, called the world coordinate system (WCS). In the scanning plane, there is a scanning window shown in figure 1 . The width of the window is called the field of view (FOV) and the depth of the window is called the depth of field (DOF). Only the surface of the inspected object falling into the FOV and DOF will be collected.
4DI ranging sensor
In the current laser-plane-based ranging systems, one popular 3D ranging device is the four-dimensional imager (4DI) [11, 12] . The ranging sensor, 4DI, provides high measuring ) through the use of triangulation with structured light, multiple cameras and multiple processors. It can acquire range information from a laser line set called the laser plane (see figure 2 ) at one time which is much faster than single line and single-camera-based systems as the entire scene is simultaneously illuminated and no physical scanning is required. The innovation of using a second camera in 4DI is to help disambiguate the stripes which appear in the image allowing the 4DI system to compute 3D measurements of tens of thousands of points to form a range image. The third camera is utilized to compensate for some of the lens distortion or points hidden from the view of one camera. 4DI is developed for high speed and high accuracy measurement, which is capable of measuring 50 000 surface points per second and achieving 2.5 μm measurement accuracy with the working distance, 0.4 m. This even gives the capability of making 3D measurements of moving objects [12, 20] . The design has given a large inspection range: from electronic components to large aircraft parts.
4DI is based on high resolution CDD cameras (768 × 494) that take three different views of a scene illuminated by a laser source. The light source is a visible red laser (644 nm) combined with a diffraction grating that generates a fixed number of stripes, which are called laser planes. The measurement part of the 4DI system is composed of a sensorhead and a PC-based calculation unit (see figure 3) . The 4DI head which includes three cameras and one laser source is attached to the camera and laser interface via a set of cables. The camera and laser interface are controlled via a cable by the 4DI Interface Board. The object to be imaged is placed within the measurement range of the system and images are captured and preprocessed by the computer within a frame rate of 30 s −1 . The data of three different views are combined through the triangulation operation and projection pattern analysis to generate 3D measurements.
The 4DI-based 3D ranging system and system set-up
In our implemented 3D ranging system [13, 14] , the actuator arm, as shown in figure 4(a) , can move along the Y-and Zaxes of WCS. The turntable on which the object will be set is attached to the actuator arm that can move along the Xaxis of WCS, and can also rotate around the Z-axis of WCS. These give the system the ability to completely scan large objects from multi-views. The system structure is illustrated in figure 4 (a) and the picture of the implemented system is in figure 4(b). All these movements in the X-, Y-, and Z-directions and the turntable rotations are all controlled by a computer with 1 mil (2.5 μm) and 0.001
• accuracy. Precise calibration of the projector and cameras in the 4DI-based ranging system is required for this technique. Camera lens parameters, camera positions and laser-plane positions are all determined in the calibration phase using an apparatus which is a flat surface with high-precision printed grids. During the calibration, the camera and laser projector are attached to a high-precision linear stage and are aimed at a fixed calibration target which consists of a flat surface with a highprecision grid printed on it. System parameters are estimated by analyzing the images taken at different ranges. The details of system calibration can be found in [12, 21] . To improve the measurement accuracy further, a practical approach to system calibration, parameter estimation and accuracy enhancement is presented in [13] . After system calibration, the inspected object will be set on the turntable with the standoff distance, 16.5 inch (0.4 m), to the camera, and we can only collect the surface data falling into the field of view, 12 inch (0.3 m), and the depth of field, 3 inch (7.7 cm).
Sensor error analysis
For a 3D optical ranging system, the resulting error of the 3D ranging sensor in the range images can be considered a combination of random error and systematic error. Random error which can be thought of as speckle white noise is caused by many unpredictable factors and the characters of the inspected object (e.g., object's material type, surface roughness, etc). Thus, it is difficult to model and compensate. The systematic error of the sensor caused by the optical distortion, field curvature and depth of field [9] is a stable and repeatable pattern. Hence, it is possible to build a mathematical model to model and compensate for the systematic error. For a 3D line-based laser scanner, the systematic error of a sensor can be expressed by an empirical formula as described in equation (1):
whereê denotes the estimated error, α is the orientation angle of the object surface and the projection direction of the laser, d is the distance between the surface and the scanning sensor, and a 0 , a 1 , b 0 and b 1 are the coefficients of the one-order polynomial of α and d. These coefficients are obtained by using a leastsquares method (LSM) to fit the error map collected by many repeated tests. The error map is constructed by calculating the error while changing the orientation angle from −40
• to +40
• and the scan depth from the front of DOF to the rear of DOF gradually. However, for the laser-plane-based ranging sensor, people cannot use such a simple expression to model the sensor error as at each orientation angle (α) and distance (d), the errors in this situation are not errors of a line, but errors of a plan. We cannot use an empirical formula to correctly express the sensor error.
To observe the systematic error of a laser-plane-based ranging sensor, in our study an alloy object with a planar surface is placed vertically at a particular working distance and has an orientation angle to the 4DI sensor. Here, the working distance is defined as the distance between the sensor and the center point of the captured surface within the viewing window which comprises the DOF by the FOV. The orientation angle is defined as the projection angle of an X-Y plane which can vary in the range of −40
• . The angle, a, is the angle between the scanning direction of the laser sensor and the normal of the planar surface within the viewing window, as shown in figure 5.
Sensor error observation
To investigate the systematic error occurred during the ranging, the 3D data obtained from the ranging system are fitted to obtain a plan equation by using a LSM. Then, for each acquired surface point, its residual to the plane is calculated by equation (2) . More specifically, given a plan equation, Ax + By + Cz + D = 0, the distance (residual) of a point, (x 0 , y 0 , z 0 ), to the plane can be calculated by the following formula: These residuals will construct an error map which reflects the error pattern caused by sensor errors. In order to eliminate as many of the random errors (speckle white noise) as possible, a median filter is applied to remove these random noisy points (outliers) which have large residual. To clearly display and observe the pattern of systematic error existing in the planar data in 3D space, the planar data are down sampled, and their X and Y coordinate values and the residual values are used to generate a residual surface. To correctly display these residuals, the surface data (such as the data collected at −40
• and +40
• ) are transformed to 0
• by multiplying a rotation matrix. The plots of these residual surfaces (error maps) are shown in figures 6 and 7. In these figures, the X and Y coordinates of input data correspond to the X and Y coordinates of the 3D map and the residual of the input data corresponds to the Z coordinate of the 3D map.
From these figures, it can be seen that the error map has a saddle form. The saddle changes with the orientation angle as illustrated in figures 6(a)-(c), and with the working distance as shown in figures 7(a)-(c). But for a fixed working distance and an orientation angle, the saddle (error map) is stable and repeatable. It can be concluded that the saddle is mainly caused by the systematic error. Another interesting observation is that the saddle is not sensitive to the material of the inspected object and its surface roughness.
Conclusion
For the laser-plane-based ranging system, it is difficult to build a single mathematical model for the systematic error varying with the change of working distance and orientation angle, but it is possible to create a model for the systematic error at a chosen working distance and orientation angle.
Sensor error modeling and compensation
Since it has been shown that the range data contain systematic errors, and the error can possibly be modeled at a predetermined working distance and orientation angle, in this section two error modeling methods are discussed to model the residual surface (error map) of a certain working distance and orientation angle. The first one is based on area models and the second one is based on line models. A lookup table is built up accordingly. Then, a sensor error compensation strategy is proposed to eliminate the systematic errors.
Area model
Given a residual surface, the first method for modeling the systematic error is to use a polynomial to approximate the residual surface. More specifically, this modeling method, called area-model (AM) based modeling, uses a second-order polynomial to describe the residual surface. The polynomial can be expressed in the following form:
where d i is the residual of the point (x i , y i , z i ). The coefficients, a 0 , . . . , a 8 , are estimated by using a least-squares operation [15] 
From the above formula, we can estimate the coefficients of the area model. The advantage of using this model is that it only needs nine coefficients to describe the error map at a chosen working distance and orientation angle. But, the disadvantage is that it cannot describe the finer details of the residual surface even when a higher order polynomial is used.
To visualize the effect of the area model more clearly, we use d i = f (x i , y i ) to fit the error map displayed in figure 6(a) . In the function, only X-and Y-dimensional information of the surface points is considered with a two-order polynomial as described in equation (5) . The fitted polynomial is drawn in figure 8(a) . The absolute residual of the subtraction of the area model and the error map is given in figure 8(b) . From the result, it can be seen that the systematic errors of the ranging sensor are reduced a lot after AM-based error compensation:
Line model
Since the error pattern of a laser-plane-based ranging sensor is very complicated even for the object surface at a certain working distance and orientation angle, AM has very limited capability of modeling the complicated error map (residual surface). To get a more accurate model for a given residual surface, a piecewise interpolation model is introduced. Since the structured light pattern (laser plane) consists of laser lines, the error map can also be considered a set of error lines. For example, for a 4DI sensor, the laser plane consists of 33 laser lines as shown in figure 9 . Therefore, we can create a mathematical model for the errors of each line, and thus the error model of the whole plan consists of a set of line models. In this paper, a set of piecewise polynomials is used to describe the error (residual) curve of each laser line, which is called line-model (LM) based modeling. The use of the piecewise polynomial set can reach a highly accurate approximation. Note that for the 4DI sensor investigated in this study, 33 sets of piecewise polynomials are needed to describe an error map.
To increase the accuracy of the sensor-error representation and reduce the computational work on calculating the line models, several preprocessing operations are performed before performing piecewise interpolation. The first operation is to smooth each error line using an average filter: where E p i is the residual of the surface point p i on one laser line, n is the filter size. n is an odd value. In our research, n is set to 5. The second operation is to reduce the size of an error line by using a down sampling filter:
wherep i is a surface point on one laser line, n is the filter size. In our research, n is set to 3, which means the size of a laser line for modeling will be reduced by a factor of 3. The corresponding residual surface of these surface points will also be reduced by a factor of 3 by using the same equation.
After the preprocessing, a set of Lagrange piecewise quadric polynomials (LPQP) is calculated to describe the residual surface. When a point p(x, y, z) falls into the pth sub-range of an error line, the residual of this point can be estimated from the following LPQP interpolation formula:
where d is the residual of the current surface point p to the estimated plane andd i is the residual of the interpolation point p i (the trained point used for constructing LMs) close to the current point p, where i ∈ (0, N), N is the point size of a line. For the purpose of providing better visualization of LM, we only use X-and Y-dimension information of the error map displayed in figure 6 (a) to build line models and display the result in figure 10(a) . The absolute residual of the subtraction of the line models and the error map is given in figure 10(b) . From the result, it can be seen that almost all systematic errors of the ranging sensor are eliminated after the LM-based error compensation.
B-spline can be considered an alternative to represent the residual (error) lines. B-spline is frequently referred to as a spline curve parameterized by Bézier curve, and it can avoid the Runge phenomenon without increasing the degree of the B-spline. There are many different types of B-splines. Among them, the cubic B-spline is the most common and popular one. The mathematical description of a cubic B-spline for a single segment line is written as follows:
where f i (t) is the ith B-spline segment and p is the set of control points, i and k are the local control point indices. A set of control points would be p w i = (w i x i , w i y i , w i ), where w i is the weight, which pulls the curve toward the control point p i . The advantage of using LM is that the method is very flexible and can satisfy different accuracy requirements by changing the size of the filtering window. To satisfy a high accuracy requirement, the size of the average window and down sampling window can be reduced and/or a higher order polynomial can be chosen to model the residual lines more accurately. However, compared with AM-based modeling, the computational cost of LM will increase and the lookup table size will become larger. The problem of interpolation has been well researched and several other interpolation methods described in [16] [17] [18] [19] can also be considered for building LMs.
Sensor error compensation
The input surface data of an inspected object can be divided into many small patches. Since the patch is chosen to be small, it can be considered a planar surface. If any sharp shape exists on the small patch, further division can be employed until a planar surface is obtained. For each planar patch, its working distance and orientation angle to the ranging sensor can be computed from the coordinate value of the center point of the patch and the normal of the patch. More specifically, since the laser lines project along the z-axis of the viewing coordinate system (VCS), the orientation angle will be the angle between the z-axis and the normal of the patch. The working distance can be estimated as below:
where D s is the standoff distance we can get during system calibration and operation, D dof is the value of the depth of field and z i is the value of the center point along the z-axis. If there is a lookup table which contains models corresponding to different working distances and orientation angles, we can use the working distance and orientation angle of each small patch to identify its corresponding model and use the model to compensate for the systematic error. Therefore, to compensate for the systematic error, the first step of our error compensation strategy is to build a lookup table for the 3D ranging system. Then, the input data are divided into many small patches and then the error compensation operation will be employed for each small patch. The error compensation strategy consists of three main steps and can be summarized as follows.
First, a flat surface is vertically set on the turntable and chosen for calculating AMs and LMs for systematic error compensation. The surface data are then collected at carefully chosen working distances and orientation angles. The AMs and LMs are then calculated according to the acquired data. The coefficients of these models are saved in sequential order into an AM table and an LM table separately. The orientation angle range varied between ±40
• at 5
• intervals. The interval range of 5
• is chosen because little variation occurred between error maps at this range. For each angle, surface data are collected using six different working distances evenly spaced through the DOF. The orientation angles and the working distances of the plane are recorded in a table as indices for the respective model in the lookup tables. For the LM-based lookup table, besides these general indices, the fitted laser-line equation and the spatial range of each piecewise polynomial of each laser line are also stored for indexing the respective polynomial.
During the measuring procedure for estimating parameters of an area model, we choose the polynomial described in equation (3) to model the error map of the planar surface placed at a certain orientation angle and a fixed working distance, and use the least-squares operation given in equation (4) to estimate the eight coefficients of an AM. For an AMbased lookup table, there are in total 102 AMs. For the LMbased modeling, we can choose either LPQP or cubic B-spline to model an error line of an error map. More specifically, during the modeling procedure an error line will be processed by two preprocessing operations described in equations (6) and (7). Then, a set of LPQPs or cubic B-splines will be fitted to model the error line. For a LPQP or a cubic B-spline, three error points are needed for calculating its coefficients via equation (8) or equation (9), respectively. Therefore, the number of LPQPs or cubic B-splines used for an error line will be one-third of the number of the error points of the error line. For the 4DI used in our study, an error map has 33 laser lines, and for each error line, we have 10 LPQPs or cubic B-splines. Therefore, there are in total 330 × 102 polynomials for an LM-based lookup table.
The following step is to find the correct model for the input data from the already-generated lookup table during the operational stage. To accomplish this, the input surface data are divided into many small patches. If the small patch is not flat enough, further division will be conducted. The patch size in our case is 30-40 points per patch, but it can be as small as three points per patch. For each patch, its working distance and orientation angle to sensor are estimated. Then, the lookup table is searched by using the two parameters (orientation angle and working distance) in sequential order to find the most appropriate model for the patch.
The final step is using the identified model to compensate for the systematic error. The AM-based error compensation can be directly applied to each surface point of the current patch by calculating the residual d to each point of the patch through the identified model. Then, the error compensation for each point of the patch can be done by equation (11) . However, to apply the LM-based error compensation, some extra searching work must be done after the initial search. For each point in the patch, its coordinates are used to determine which laser line in the identified model will be chosen and which polynomial of the laser line will be applied to compensate for its systematic error:
where X is the coordinate vector (x, y, z) T of the surface point, X is the coordinate vector after error compensation, N is the normal of the patch to which the surface point belongs and d is the residual of the surface point. 
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Put the coordinate values of p j into the model to get d j by equation (3),
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Compensate for the error of p j by equation (11) 
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Use the minimal distance rule to find the closest laser line for p j ,
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Use the space range of each polynomial to determine the appropriate polynomial for p j ,
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Put the coordinate values of p j into the polynomial to calculate d j by equation (8) or equation (9),
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Compensate for the error of p j by equation ( 
Experimental results
To validate the efficiency of our proposed sensor error modeling and compensation algorithm, three testing scenarios were designed. First, a large aluminum object with planar surface (10 H × 8 W × 2 D) was set on the turntable and used to investigate the performance of the proposed algorithm on eliminating the saddle pattern of the residuals for the surface without curvature. Second, a steel cylinder (12 H × 3 W × 3 D) was used to investigate the performance of the proposed algorithm on measurement accuracy of the surface with curvature. Third, the algorithm was employed to a large alloy fan-blade (40 H × 10 W × 2 D) to verify its efficiency on the surface with regular and/or irregular shape. For each scenario of the three, over 30 tests were performed at different time points and environmental conditions. The LPQP-based LM and cubic-spline-based LM were all implemented and tested in our research. Because their results on sensor-error compensation are similar, only the testing results of the LPQPbased LM are presented in this section. For the studied 4DI system, since there are 33 lines in one laser plane, 33 line equations were fitted, and for each line, ten Lagrange piecewise quadric polynomials were calculated.
Planar surface measurement
An object with a planar surface which is different from the flat surface used in the sensor-error modeling stage was placed in the viewing window of the sensor with a working distance of 16.7 inch and an orientation angle of 3
• . The surface data were collected and their error was compensated using the proposed AM and LM methods respectively. All the testing results are shown in figure 11 . It can be seen that the systematic error is reduced by using the LM method and the AM method. The LM method provides a much better result which was proven by figures 11(c) and ( f ), and its very small mean and variance. To further prove the error pattern (the saddle) was eliminated, six regions of interest are chosen from the compensated data. Their mean and Std. Dev. were then calculated and listed in table 1. From the table, we can see that the mean and Std. Dev. of each region are similar to each other, which means the distribution of the residual is uniform in the compensated data set and shows that only random error is left after the error compensation operation has been applied. The testing results in table 1 also demonstrate that the LM-based error compensation is much better than the AM-based error compensation.
Cylinder measurement
A cylinder (real radius: R t = 2.9811 inch) was placed in the viewing window with a working distance of 16.5 inch. The surface data were collected at the current view. Five successive collections occurred after a rotation of 60
• around the rotary axis. The AM and LM methods were applied to compensate for the data. Region check performed in test 1 was also employed again. Its results are listed in table 2. Furthermore, the radius of the cylinder was estimated by applying LSM to the collected data sets and the radius of the modified data figure 12 . The reconstructed image has 12 range images obtained from 2 levels. Each level has six range images captured from six views 60
• apart from each other. From table 2, we can see that the standard deviations of the compensated data are reduced gradually compared with that of original data which means the systematic error is reduced efficiently by using the AMbased method and the LM-based method with LM showing the best performance. A similar conclusion is obtained from table 3. The table also shows that the difference (E) between the true radius and the estimated radius can be reduced by more than half by either using the LM-based method or using the AM-based method, which means after sensor-error compensation the measurement accuracy will be improved greatly. To make the difference clearer, an improvement ratio was computed to specifically evaluate the improvement between the compensated and the uncompensated results. The improvement ratio is defined as where δ denotes the improvement ratio, R c , R r , R u represent the radii of the cylinder with compensation, without compensation and ground truth. The improvement ratio for the AM method is 32.5% and the ratio for the LM method is 55%.
Another interesting observation is if we keep repeating the procedure (error-compensation to radius-fitting) we can get more accurate measurement results for cylinder's radius, which is shown in figure 13 . According to equation (12) , the figure 14 . From table 4, we can see that the systematic error is efficiently reduced by either the AM method or the LM method as the standard deviations of the compensated data are obviously reduced compared with that of original data. Of the two, the LM method has better performance.
All three experiments were repeated 35 times at different time points with various environmental conditions (e.g., lighting, temperature, etc). All these testing results are stable and repeatable.
Conclusions
A basic calibration problem, caused by systematic errors particular to structured lighting-based 3D optical ranging systems, is addressed. The analysis of these errors is discussed and two model-based methods, the line model (LM) and the area model (AM), are proposed to model the pattern of the systematic error. The main step of either approach to error compensation is to build a lookup table based on collected planar data at predetermined working distances and orientation angles. The lookup table is then used to compensate for the systematic error existing in the acquired range images. From the experimental results, it can be concluded that the systematic error of the surfaces with curvature or without curvature can be effectively reduced using the AM and LM-based error compensation methods with the LM method showing the best improvements. Our developed methodology can be adapted to many other optical ranging systems and the systems used in many industrial applications which require high acquisition or measurement accuracy. The most applicable applications include manufacturing quality inspection and control (surface quality inspection), metrology, reverse engineering using range images and real object modeling for product design.
