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Abstract
We study iterative retraction approximations to fixed points of the nonexpansive self-mapping A :G → G
given on the closed convex set G in a Banach space B. The conditions which guarantee weak and strong
convergence and stability of these approximations with respect to perturbations of both operator A and
constraint set G are considered. The results of this paper are new even in a Hilbert space for the iterative
projection approximations.
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1. Preliminaries
We consider convergence of descent-like iterative approximations to fixed points of the non-
expansive self-mapping A :G → G on a closed convex set G of a Banach space B and establish
their stability with respect to perturbations of both operator A and constraint set G. As “projec-
tion operators” we use sunny nonexpansive retractions. The similar problem was posed in our
previous papers (see, for example, [5]). However there, all perturbed sets Gn, n = 1,2, . . . , were
assumed to belong to domain D(A) ⊆ B . This condition makes significantly easier the analy-
sis of convergence and stability. In the present paper, we omit the requirement Gn ⊂ D(A) and
suppose that each perturbed nonexpansive self-mapping An :Gn → Gn is given on the corre-
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Hausdorff metric. With that, we introduce a nonstandard proximity criterion for perturbed op-
erators at closed points (see condition (P2) in Section 3). Our technique can be applied to fixed
point problems with nonself-mappings [5,11] when An :Gn → B and Gn ⊂ D(A).
Let B be a real uniformly convex and uniformly smooth Banach space [1,7,8] with norm ‖ · ‖,
B∗ be its dual space with the dual norm ‖ · ‖∗ and, as usual, let 〈x,φ〉 be a duality pairing (dual
product) of B and B∗, where x ∈ B and φ ∈ B∗.
We recall that the uniform convexity of the space B means that for any given  > 0, there
exists δ > 0 such that for all x, y ∈ B with ‖x‖ 1, ‖y‖ 1, and ‖x − y‖ = , the inequality
‖x + y‖ 2(1 − δ)
holds. The function
δB() = inf
{
1 − 2−1‖x + y‖: ‖x‖ = 1, ‖y‖ = 1, ‖x − y‖ = }
is called the modulus of convexity of the space B . The function δB() defined on the interval
[0,2] is continuous, increasing and δB(0) = 0.
The uniform smoothness of the space B means that for any given  > 0, there exists δ > 0
such that for all x, y ∈ B with ‖x‖ = 1 and ‖y‖ δ, the inequality
2−1
(‖x + y‖ + ‖x − y‖)− 1 ‖y‖
holds. The function
ρB(τ) = sup
{
2−1
(‖x + y‖ + ‖x − y‖)− 1: ‖x‖ = 1, ‖y‖ = τ}
is called the modulus of smoothness of the space B . The function ρB(τ) defined on the interval
[0,∞) is convex, continuous, increasing and ρB(0) = 0.
The space B is uniformly convex if and only if
δB() > 0, ∀ > 0,
and it is uniformly smooth if and only if
lim
τ→0
ρB(τ)
τ
= 0.
It is well known that every uniformly convex and every uniformly smooth Banach space is re-
flexive. In what follows, we denote
hB(τ) = ρB(τ)
τ
.
The function hB(τ) is nondecreasing and hB(0) = 0. In addition, it is not difficult to show that
the estimate
hB(Cτ) LChB(τ), ∀C > 1, τ > 0, (1.1)
is valid, where L is the Figiel’s constant [6,8,10], 1 < L < 1.7. Indeed, in [8] there holds the
inequality
ρB(η)
η2
 LρB(ξ)
ξ2
, ∀η ξ > 0.
It results from this that
ξhB(η) LηhB(ξ), ∀η ξ > 0. (1.2)
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τhB(Cτ) LCτhB(τ),
which implies the claim. Similarly,
ρB(Cτ) LC2ρB(τ), ∀C > 1, τ > 0. (1.3)
Let us recall that the nonlinear, in general, operator J :B → B∗ defined as
‖Jx‖∗ = ‖x‖ and 〈x,Jx〉 = ‖x‖2
is called the normalized duality mapping. In any smooth Banach space
Jx = 2−1 grad‖x‖2.
In a Hilbert space H normalized duality mapping J is the identity operator IH (for details
see [6]).
The following estimates, established in [1], will be used in the proofs of the theorems below.
Define c(s, t) :R+ ×R+ →R+ by
c(s, t) =
√
2−1
(
s2 + t2). (1.4)
If B is a uniformly smooth Banach space, then for all x, y ∈ B ,
〈x − y,Jx − Jy〉 2c2(‖x‖,‖y‖)ρB
(
4‖y − x‖
c(‖x‖,‖y‖)
)
,
and if B is a uniformly convex Banach space, then for all x, y ∈ B ,
〈x − y,Jx − Jy〉 8c2(‖x‖,‖y‖)δB
( ‖y − x‖
c(‖x‖,‖y‖)
)
.
If ‖x‖R and ‖y‖R, then, respectively,
〈x − y,Jx − Jy〉 2LR2ρB
(
4‖y − x‖
R
)
(1.5)
and
〈x − y,Jx − Jy〉 (2L)−1R2δB
(‖y − x‖
2R
)
. (1.6)
Furthermore, in a uniformly smooth Banach space we also have
‖Jx − Jy‖∗  8RhB
(
16L‖x − y‖
R
)
. (1.7)
In view of convexity and differentiability of the functional ‖x‖2 in B , it is obvious that
‖x + y‖2  ‖x‖2 + 2〈y,Jx〉 + 2〈y,J (x + y) − Jx〉. (1.8)
Then (1.8), (1.1) and (1.3) yield the following statements (see [1]):
Lemma 1.1. In a uniformly smooth Banach space, for all x, y ∈ B ,
‖x + y‖2  ‖x‖2 + 2〈y,Jx〉 + 64Lc2(‖x + y‖,‖x‖)ρB
( ‖y‖
c(‖x + y‖,‖x‖)
)
.
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‖x + y‖2  ‖x‖2 + 2〈y,Jx〉 + 256L2R2ρB
(‖y‖
R
)
.
In [4] (see also [6, p. 41]) the following inequality has been obtained:
〈x − y,Jx − Jy〉 8‖x − y‖2 + c1ρB
(‖x − y‖),
where c1 = 4 max{2L,‖x‖ + ‖y‖}.
Lemma 1.3. In a uniformly smooth Banach space, for all x, y ∈ B ,
‖x + y‖2  ‖x‖2 + 2〈y,Jx〉 + 16‖y‖2 + c1ρB
(‖y‖), (1.9)
where c1 = 8 max{2L,2‖x‖ + ‖y‖}.
It is known [7] that
ρB(τ) ρH (τ) =
√
1 + τ 2 − 1, ∀τ > 0. (1.10)
Hence, ρB(τ) c2τ 2, where c2 = (τ + 2)−1. This inequality implies
Lemma 1.4. In a uniformly smooth Banach space, for all x, y ∈ B ,
‖x + y‖2  ‖x‖2 + 2〈y,Jx〉 + cρB
(‖y‖), (1.11)
where
c = 48 max{L,‖x‖,‖y‖}.
Remark 1.5. If ‖x‖ R and ‖y‖R, then c1 = 8 max{2L,3R} in (1.9) and c = 48 max{L,R}
in (1.11).
Now we recall the definitions of a nonexpansive mapping and sunny nonexpansive retraction
(see, for example, [5,9]).
Definition 1.6. A mapping A :G → B is said to be nonexpansive on the closed convex subset G
of a Banach space B if for all x, y ∈ G,
‖Ax − Ay‖ ‖x − y‖.
Definition 1.7. Let G be a nonempty closed convex subset of B . A mapping QG :B → G is said
to be
(i) a retraction onto G if Q2G = QG;
(ii) a nonexpansive retraction if it also satisfies the inequality
‖QGx − QGy‖ ‖x − y‖, ∀x, y ∈ B;
(iii) a sunny retraction if for all x ∈ B and for all 0 t < ∞,
QG
(
QGx + t (x − QGx)
)= QGx.
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sunny nonexpansive retraction if and only if for all x ∈ B and for all ξ ∈ G,〈
x − QGx,J (QGx − ξ)
〉
 0.
Definition 1.9. Let G1, G2 be convex closed subsets of B . The quantity
β(G1,G2) = sup
u∈G1
inf
v∈G2
‖u − v‖ = sup
u∈G1
d(u,G2)
is said to be semideviation of the set G1 from the set G2. The function
H(G1,G2) = max
{
β(G1,G2), β(G2,G1)
}
is said to be a Hausdorff distance between G1 and G2.
Definition 1.10. Let G and Gn, n = 0,1, . . . , are convex closed subsets of B . We say that {Gn}
Hausdorff-approximates a subset G if H(Gn,G) → 0 as n → ∞.
2. Auxiliary inequalities
Lemma 2.1. Let {μk}, {βk} and {γk} be sequences of nonnegative real numbers satisfying the
recurrence inequality
μk+1  (1 + χk)μk + γk. (2.1)
Assume that
∑∞
k=1 χk < ∞ and
∑∞
k=1 γk < ∞. Then {μk} is bounded and converges to some
limit.
Lemma 2.2. [3] Let {μk}, {αk}, {βk} and {γk} be sequences of nonnegative real numbers satisfy-
ing the recurrence inequality
μk+1  μk − αkβk + γk. (2.2)
Assume that
∞∑
k=0
αk = ∞,
∞∑
k=1
γk < ∞.
Then:
(i) there exists an infinite subsequence {βk } ⊂ {βk} such that
βk 
1∑k
j=1 αj
, (2.3)
and, consequently, limk→∞ βk = 0;
(ii) if limk→∞ αk = 0 and there exists κ > 0 such that
|βk+1 − βk| καk (2.4)
for all k  0, then limk→∞ βk = 0.
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fying the recurrence inequality (2.2). Assume that
∞∑
k=0
αk = ∞, lim
k→∞
γk
αk
= 0.
Then there exists an infinite subsequence {βk } ⊂ {βk} such that limk→∞ βk = 0.
Lemma 2.4. [2,5] If B is a uniformly smooth Banach space, Ω1 and Ω2 are closed convex
subsets of B such that the Hausdorff distanceH(Ω1,Ω2) σ , and QΩ1 and QΩ2 are the sunny
nonexpansive retractions onto the subsets Ω1 and Ω2, respectively, then
‖QΩ1x − QΩ2x‖2  16R(2r + d)hB
(
16Lσ
R
)
, (2.5)
where L is Figiel’s constant, r = ‖x‖, d = max{d1, d2}, and R = 2(2r + d) + σ . Here di =
dist(θ,Ωi), i = 1,2, and θ is the origin of the space B .
Lemma 2.5. [2] If F = I − A with a nonexpansive mapping A, then for all x, y ∈ D(A),〈
Fx − Fy,J (x − y)〉R21δB
(‖Fx − Fy‖
2R1
)
,
where
R1 =
√
2−1
(‖x − y‖2 + ‖Ax − Ay‖2) ‖x − y‖.
If ‖x‖R and ‖y‖R with x, y ∈ D(A), then R1  2R and〈
Fx − Fy,J (x − y)〉L−1R2δB
(‖Fx − Fy‖
4R
)
.
3. Main results
In this section, we study the stability of iterative approximations to a fixed point x∗: Ax∗ = x∗
of the nonexpansive mapping A on a convex closed subset G of a Banach space B . We assume
that the following conditions hold:
(P1) Instead of G, there is a sequence of convex closed sets Gn ⊂ B , n = 0,1,2, . . . , such that
the Hausdorff distanceH(Gn,G) σn, where {σn} is a sequence of positive numbers with
the properties
σn+1  σn,
∞∑
n=0
√
hB(σn) < ∞,
∞∑
n=0
ζ(σn) < ∞ (3.1)
(the function ζ(t) is defined below), and {ωn} is a sequence of positive numbers such that
ωn  ω,
∞∑
0
ωn = ∞. (3.2)
Let there exist a constant C0 such that√
hB(σn) C0ωn. (3.3)
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(P2) On each set Gn, there is a nonexpansive self-mapping An :Gn → Gn satisfying the con-
dition: there exist the increasing positive for all t > 0 functions g(t) and ζ(t) such that
g(0) 0, ζ(0) = 0 and if x ∈ Gi , y ∈ Gj , ‖x − y‖ σ , then
‖Aix − Ajy‖ g
(
max
{‖x‖,‖y‖})ζ(σ ).
(P3) There exist a positive Lipschitz continuous (with a constant M > 0) function δ˜B(ε) : [0,2] →
(0,∞) and some constant c > 0 such that δB(ε) cδ˜B(ε).
Remark 3.2. For example, the Lebesgue spaces lp,Lp and the Sobolev spaces Wm,p with
1 < p < ∞ have this property. Indeed, in these spaces (see, for instance, [6])
δB(ε)
{
(p−1)ε2
8 if 1 < p  2,
εp
2pp if 2 p < ∞.
We establish the convergence and stability of the descent-like approximation method
vn+1 = QGn+1
(
vn − ωn(vn − Anvn)
)
, n = 0,1,2, . . . , (3.4)
with respect to perturbations of the set G, where QGn :B → Gn is the sunny nonexpansive
retraction of B onto Gn. It is natural that the approximations (3.4) are defined only by perturbed
data An and Gn.
Theorem 3.3. Suppose that B is a uniformly convex and uniformly smooth Banach space, G is
a convex closed subset of B , A :G → G is nonexpansive operator, and conditions (P1)–(P3) of
this section are fulfilled. Then for the bounded sequence {vn} generated by (3.4) the following
assertions hold:
(i) If ωn → 0 as n → ∞, then ‖vn+1 − vn‖ → 0.
In addition, if ∑∞n=0 ρB(ωn) < ∞ and the fixed point set N of the operator A is nonempty, then
(ii) there exists a weak accumulation point x˜ ∈ G of {vn};
(iii) all weak accumulation points of {vn} belong to N ;
(iv) if N is a singleton, i.e., N = {x˜}, then {vn} converges weakly to x˜;
(v) if J is sequentially weakly continuous on a bounded set containing {vn}, then {vn} weakly
converges to a point x˜ ∈N .
Proof. Let ‖vn‖  C, where C  0, n = 0,1,2, . . . . We shall show that the sequence {vn −
Anvn} is bounded and that ‖vn − vn+1‖ → 0 as n → ∞. Indeed, it follows from (3.4) that
‖vn+1 − An+1vn+1‖
∥∥QGn+1(vn − ωn(vn − Anvn))− QGn+1An+1vn+1∥∥

∥∥vn − ωn(vn − Anvn) − An+1vn+1∥∥
 (1 − ωn)‖vn − Anvn‖ + ‖Anvn − An+1vn+1‖. (3.5)
Evaluate the last term in the previous inequality. Since
H(Gn,Gn+1)H(Gn,G) +H(Gn+1,G) σn + σn+1  2σn,
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‖vn − wn+1‖ 2σn. (3.6)
Then
‖Anvn − An+1wn+1‖Knζ(2σn), (3.7)
where
Kn = g
(
max
{‖vn‖,‖wn+1‖}) g(‖vn‖ + 2σ0).
It is clear that there exists a constant K = g(C + 2σ0) such that Kn K . We further obtain
‖Anvn − An+1vn+1‖ ‖Anvn − An+1wn+1‖ + ‖An+1wn+1 − An+1vn+1‖.
The property of nonexpansiveness of An+1 on Gn+1 implies
‖An+1wn+1 − An+1vn+1‖ ‖wn+1 − vn‖ + ‖vn − vn+1‖.
Finally, (3.6) and (3.7) yield
‖Anvn − An+1vn+1‖Kζ(2σn) + 2σn + ‖vn − vn+1‖. (3.8)
We now need to estimate the last term in (3.8). It is easy to see that
‖vn+1 − vn‖
∥∥QGn+1(vn − ωn(vn − Avn))− QGn+1vn∥∥
+ ‖QGn+1vn − QGnvn‖. (3.9)
The operator QGi is a nonexpansive retraction. Therefore,∥∥QGn+1(vn − ωn(vn − Anvn))− QGn+1vn∥∥ ωn‖vn − Anvn‖.
Furthermore, we can apply Lemma 2.4 to (3.9). Indeed, since {vn} is bounded and
H(Gn+1,Gn) 2σn, there exist constants C1 > 0 and C2 > 1 such that the inequalities
‖QGn+1vn − QGnvn‖ C1
√
hB(C2σn)C1
√
C2L
√
hB(σn)
hold. Consequently,
‖vn+1 − vn‖ ωn‖vn − Anvn‖ + C1
√
C2L
√
hB(σn). (3.10)
Combining (3.10), (3.8) and (3.5), we obtain
‖vn+1 − An+1vn+1‖ ‖vn − Anvn‖ + Kζ(2σn) + 2σn + C1
√
C2L
√
hB(σn). (3.11)
Recall that (1.10) holds in any Banach space. Therefore, if τ is bounded, say τ  τ0, then
ρB(τ) C′τ 2, C′ =
√
1 + τ 20 + 1.
In view of the inequality σn  σ0, one gets
hB(σn) C′σn, C′ =
√
1 + σ 20 + 1. (3.12)
Since hB(τ) is nondecreasing, we have√
hB(σn)
C′σn√ = C′′σn,
hB(σ0)
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√
hB(σ0)
.
Then (3.11) is rewritten as
‖vn+1 − An+1vn+1‖ ‖vn − Anvn‖ + Kζ(2σn) + C′1
√
hB(σn), (3.13)
where C′1 = C1
√
C2L + 2(C′′)−1. Due to condition (P1) of the theorem, we conclude by
Lemma 2.1 that {‖vn − Anvn‖} is bounded, say ‖vn − Anvn‖  M0, and that it has a limit.
Then (3.10) leads to the result:
‖vn+1 − vn‖ → 0 as n → ∞.
Thus, the claim (i) holds.
Next we note that for any x∗ ∈N ,
‖vn+1 − x∗‖ ‖vn+1 − QGn+1x∗‖ + ‖QGn+1x∗ − QGx∗‖. (3.14)
By Lemma 2.4, there exist constants C3 > 0 and C4 > 1 such that
‖QGn+1x∗ − QGx∗‖ C3
√
C4L
√
hB(σn+1). (3.15)
Denote φn = vn − ωn(vn − Avn). Then vn+1 = QGn+1φn and for the first term of the right-hand
side of (3.14), we have
‖vn+1 − QGn+1x∗‖ ‖QGn+1φn − QGn+1x∗‖ ‖φn − x∗‖. (3.16)
Since {φn} is bounded, i.e.,
‖φn‖ ‖vn‖ + ωn‖vn − Anvn‖C + ωM0,
there is the constant C5 = C + ωM0 + ‖x∗‖ such that
‖vn+1 − QGn+1x∗‖ C5.
Then, by (3.14)–(3.16),
‖vn+1 − x∗‖2  ‖vn+1 − QGn+1x∗‖2 + 2C3C5
√
C4L
√
hB(σn+1) + C23
√
C4LhB(σn+1)
 ‖φn − x∗‖2 + 2C3
√
C4LC5
√
hB(σn+1) + C23
√
C4LhB(σn+1). (3.17)
As in (1.8), we see that
‖φn − x∗‖2  ‖vn − x∗‖2 + 2
〈
φn − vn, J (φn − x∗)
〉
= ‖vn − x∗‖2 + 2
〈
φn − vn, J (vn − x∗)
〉
+ 〈φn − vn, J (φn − x∗) − J (vn − x∗)〉.
Now we are able to evaluate the last term in the previous inequality by making use of (1.5):
〈
φn − vn, J (φn − x∗) − J (vn − x∗)
〉
 32(M0LC5)2ρB
(
ωn
C5
)
,
because ‖φn − x∗‖  C5, ‖vn − x∗‖  C + ‖x∗‖  C5 and ‖φn − vn‖  M0ωn. Thus, by
Lemma 1.2,
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〈
vn − Anvn, J (vn − x∗)
〉
+ 32(M0LC5)2ρB
(
ωn
C5
)
. (3.18)
Further, for any vn ∈ Gn, there exists xn ∈ G such that
‖vn − xn‖ σn. (3.19)
Moreover, by condition (P2), we conclude that
‖Anvn − Axn‖K ′nζ(σn),
where
K ′n = g
(
max
{‖vn‖,‖xn‖}) g(‖vn‖ + σn).
It is easy to see that K ′n K ′ = g(C + σ0). For all xn ∈ G we have〈
vn − Anvn, J (vn − x∗)
〉= 〈xn − Axn,J (vn − x∗)〉
+ 〈vn − Anvn, J (vn − x∗) − J (xn − x∗)〉
+ 〈vn − Anvn − xn + Axn,J (xn − x∗)〉
= 〈xn − Axn,J (vn − x∗)〉
+ ‖vn − Anvn‖
∥∥J (vn − x∗) − J (xn − x∗)∥∥∗
+ (‖vn − xn‖ + ‖Anvn − Axn‖)‖xn − x∗‖.
Now we can to continue (3.18):
‖φn − x∗‖2  ‖vn − x∗‖2 − 2ωn
〈
xn − Axn,J (xn − x∗)
〉
+ 2ωnM0
∥∥J (vn − x∗) − J (xn − x∗)∥∥∗
+ 2ωn
(‖xn − vn‖ + ‖Anvn − Axn‖)‖xn − x∗‖
+ 32(M0LC5)2ρB
(
ωn
C5
)
.
Since ‖vn−x∗‖ C+‖x∗‖, there is the constant C6 = 2(σ0+C+‖x∗‖) such that ‖xn−Axn‖
C6 because
‖xn − Axn‖ ‖xn − x∗‖ + ‖Ax∗ − Axn‖
 2‖xn − x∗‖
 2
(‖xn − vn‖ + ‖vn − x∗‖).
Show that ‖xn − Axn‖ → 0 as n → ∞. Due to Lemma 2.5,
〈
xn − Axn,J (xn − x∗)
〉
 R¯
2
2L
δB
(‖xn − Axn‖
2R¯
)
,
where R¯ = C + ‖x∗‖ + σ0. In addition, by (1.7), there exist constants C7 > 0 and C8 > 1 such
that ∥∥J (vn − x∗) − J (xn − x∗)∥∥∗  C7√C8LhB(‖vn − xn‖) C7√C8LhB(σn).
This enables us to write down, by making use of condition (P3), the final inequality in the form:
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2ωn
2L
δ˜B
(‖xn − Axn‖
2R¯
)
+ 2M0C7
√
C8LωnhB(σn) + 2
(
C + ‖x∗‖)ωn(σn + K ′ζ(σn))
+ 2C3
√
C4LC5
√
hB(σn+1) + C23
√
C4LhB(σn+1)
+ 32(M0LC5)2ρB
(
ωn
C5
)
. (3.20)
By Lemma 2.1, the sequence {‖vn − x∗‖} has a limit because of (3.1)–(3.3).
Since δ˜B(ε) is Lipschitz continuous with the constant M > 0, we are able to derive for the
sequence
βn = cR¯
2
2L
δ˜B
(‖xn − Axn‖
2R¯
)
(3.21)
the following estimate:
|βn+1 − βn| (4L)−1cMR¯
∣∣‖xn+1 − Axn+1‖ − ‖xn − Axn‖∣∣
 (4L)−1cMR¯‖xn+1 − Axn+1 − xn + Axn‖
 (2L)−1cMR¯‖xn+1 − xn‖. (3.22)
It follows from (3.10) that if √hB(σn) C0ωn, then there exists a constant C9 > 0 such that
‖vn+1 − vn‖ C9ωn. (3.23)
Further, since ‖xn − vn‖ σn and ‖xn+1 − vn+1‖ σn+1, we have
‖xn+1 − xn‖ ‖xn+1 − vn+1‖ + ‖vn − xn‖ + ‖vn − vn+1‖ 2σn + C9ωn. (3.24)
In view of (3.12),√
C′σn 
√
hB(σn)σn  C0
√
σ0ωn
or
σn  C′0ωn, C′0 = C0
√
σ0
C′
. (3.25)
It results from (3.24) and (3.25) that
‖xn+1 − xn‖C10ωn,
where C10 is some positive constant. Applying the previous estimate to (3.22), we get
|βn+1 − βn| C11ωn, C11 = (4L)−1cMR¯C10.
The properties of the function ρB(τ) and convergence of the series
∑∞
n=0 ρB(ωn) imply: ωn → 0
as n → ∞. Then, by (3.1), (3.3) and Lemma 2.2, we conclude that
βn → 0 as n → ∞.
Hence,
‖xn − Axn‖ → 0 as n → ∞. (3.26)
Moreover, the inequality
‖vn − Anvn‖ ‖xn − Axn‖ + ‖vn − xn‖ + ‖Anvn − Axn‖
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‖vn − Anvn‖ → 0 as n → ∞. (3.27)
We recall that {vn} is the bounded sequence, consequently, {xn} is bounded too. It is known
that every bounded set in a reflexive Banach space is relatively weakly compact. This means that
there exists some subsequence {xnk } ⊆ {xn} which weakly converges to a limit point x˜. Since G
is closed and convex, it is also weakly closed. Therefore x˜ ∈ G. It is clear by (3.26) that x˜ ∈N
because the operator A is demiclosed. Thus, all weak accumulation points of {xn} belong to N .
If N is a singleton, then the whole sequence {xn} converges weakly to x˜. Otherwise, we will
prove claim (v) by contradiction.
Assume there are two weak accumulation points of the sequence {xn} which belong to G:
w − lim
k→∞xnk = x˜1 and w − liml→∞xnl = x˜2. (3.28)
Then, since the functional ‖.‖2 is convex, we have
‖xn − x˜1‖2 − ‖xn − x˜2‖2  2
〈
x˜1 − x˜2, J (x˜1 − xn)
〉
. (3.29)
Applying the first limit in (3.28) and the weak sequential continuity of J , we get from (3.29)
lim
k→∞‖xnk − x˜1‖
2 − lim
k→∞‖xnk − x˜2‖
2 = a(x˜1) − a(x˜2) 0. (3.30)
By analogy, the convexity of ‖.‖2 yields
‖xn − x˜2‖2 − ‖xn − x˜1‖2  2
〈
x˜2 − x˜1, J (x˜2 − xn)
〉
. (3.31)
The second limit in (3.28) now implies that
lim
l→∞‖xnl − x˜2‖
2 − lim
l→∞‖xnl − x˜1‖
2 = a(x˜2) − a(x˜1) 0. (3.32)
We now conclude from (3.30) and (3.32) that a(x˜1) = a(x˜2). Hence
lim
n→∞‖xn − x˜‖
2 = a, ∀x˜ ∈N . (3.33)
Consider x˜ = 2−1(x˜1 + x˜2). It is obvious that x˜ ∈ G because N is convex. Since the space B
is uniformly convex, the assumption that x˜1 = x˜2 leads to a(x˜) < a(x˜1) = a(x˜2), which contra-
dicts (3.33).
Finally, since ‖vn − xn‖ → 0 as n → ∞, all the conclusions on the sequence {xn} are valid
for {vn}. The theorem is proved. 
Remark 3.4. In the proof of Theorem 3.3, Lemma 1.4 can be used in place of Lemma 1.2.
The obtained result is new even in a Hilbert space H . We state it as the following
Theorem 3.5. Suppose that G is a convex closed subset of H , A :G → G is nonexpansive oper-
ator, and conditions (P1)–(P3) of this section are fulfilled, where (3.1)–(3.3) are replaced by
σn+1  σn,
∞∑
n=0
√
σn < ∞,
∞∑
n=0
ζ(σn) < ∞, (3.34)
ωn  ω,
∞∑
ωn = ∞ (3.35)
n=0
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√
σn  C0ωn. (3.36)
Then for the bounded sequence {vn} generated by the iterative algorithm
vn+1 = PGn+1
(
vn − ωn(vn − Anvn)
)
, n = 0,1,2, . . . , (3.37)
where PGn is the metric projection operator from H onto Gn, the following assertions hold:
(i) If ωn → 0 as n → ∞, then ‖vn+1 − vn‖ → 0.
In addition, if ∑∞n=0 ω2n < ∞ and the fixed point set N of the operator A is nonempty, then
(ii) there exists a weak accumulation point x˜ ∈ G of {vn};
(iii) all weak accumulation points of {vn} belong to N ;
(iv) {vn} weakly converges to a point x˜ ∈N .
Proof. Note that a Hilbert space is uniformly convex and uniformly smooth. Its modulus of
convexity has the following estimates:
ε2
16
 δB(ε)
ε2
8
.
Thus, the condition (iii) is always fulfilled with δ˜B(ε) = ε2, c = 116 and C˜ = 4. Duality map-
ping J in a Hilbert space is the identity operator, consequently, it is sequentially weakly contin-
uous. The rest of proof follows the pattern of Theorem 3.3. 
The following corollary arises from Theorem 3.3.
Corollary 3.6. Suppose that B is a uniformly convex and uniformly smooth Banach space, G is a
convex closed subset of B , A :G → G is nonexpansive operator, and conditions (P1)–(P3) of this
section are fulfilled. If ∑∞n=0 ρB(ωn) < ∞, the fixed point set N of the operator A is nonempty
and the sequence {vn} generated by (3.4) has a weak limit x∗, then x∗ ∈ N .
Proof. Since {vn} has a weak limit, it is bounded. In view of the relation ‖vn − xn‖ → 0 as
n → ∞, where xn is defined by (3.19), the sequence {xn} has the same weak limit. Therefore, by
conditions (P1)–(P3), the relation (3.27) is valid. Then conclusion of the corollary results from
the weak closedness of G and demiclosedness of A. 
We now present the theorem on the strong convergence of the algorithm (3.4).
Theorem 3.7. In addition to the conditions of Theorem 3.3, let A :G → G and An :Gn → Gn be
compact mappings. Then {vn} generated by (3.4) converges strongly to a fixed point of A.
Proof. Since An is continuous and compact on Gn, it is completely continuous. Moreover,
{vn} and {vn − Anvn} are bounded, consequently, {Anxn} is bounded too. Then we conclude
that there exists a subsequence {Anj vnj } of {Anvn} such that Anj vnj → z∗ as nj → ∞. Further-
more, by (3.27), one gets
‖Anj vnj − vnj ‖ → 0
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‖Axnj − xnj ‖ → 0.
Therefore, the continuity of A yields the equality Az∗ = z∗. Finally, the limit of ‖xn − z∗‖
exists as n → ∞ because of (3.20) and the inequality ‖vn − xn‖  σn. Therefore, the strong
convergence of {xn} to some point of N (T ) holds. 
Remark 3.8. The open problem is to prove Theorems 3.3, 3.5 and 3.7 for possible unbounded
sequences {vn}.
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