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Abstract—We consider a relay network having
K source-
destination pairs. Finding the capacity region of such a network
with multiple unicast sessions is in general difﬁcult. By focusing
on a special class of such networks, we show that the capacity can
be found. Namely, we consider a linear ﬁnite-ﬁeld channel model,
which can model interference in the network. Furthermore, we
assume time-varying channels. We propose a block Markov en-
coding and relaying scheme that exploits such channel variations.
By comparing its achievable sum-rate with the general cut-set
upper bound, we show the sum capacity can be characterized for
a certain class of channel distributions and network topologies.
I. INTRODUCTION
Finding the capacity region of multi-source wireless relay
networks is one of the fundamental problems in wireless com-
munications. However the capacity region is not fully charac-
terized even for the two-user Gaussian interference channel.
Although the approximate capacity region was recently found
within one bit [1], it seems to be hard to extend the result
to general multi-source relay networks [2], [3]. The works in
[4] and [5] have studied simpliﬁed wireless networks assuming
interference-free reception and, hence, cannot reﬂect the effect
of interference caused by multiple sources. In this paper, we
consider a multi-source fading linear ﬁnite-ﬁeld relay network,
which is simple but captures three key characteristics of
wireless environment, i.e., broadcast, interference, and fading.
Notice that, if the network has multiple unicast sessions,
the problem of ﬁnding its capacity region becomes much
more challenging because the transmission of other sessions
acts as interference and, in general, the cut-set upper bound
is not tight. But since channels are time-varying, nodes can
transmit using particular channel instances jointly in order to
manage interference. The works in [6]–[8] pointed out such
inseparability of parallel interference channels.
For single-hop networks, we observe that the destinations
can decode their messages by interference cancellation using
two particular channel instances jointly. For multi-hop net-
works, by transmitting through a series of particular channel
instances over multiple hops, the destinations can also decode
without interference. As an example, consider the binary
single-hop network in Fig. 1. (a). The symbol in each node
denotes the transmit signal of that node, where
 
  denotes the
information bit of the
 -th source. The destinations can decode
their information bits if
H
 
1
 
H
 
2
 
I, where
H
 
1 and
H
 
2
denote the channel instances of the ﬁrst hop and
I denotes
the identity matrix. Related works can be found in [8]–[11],
where the idea of opportunistically pairing two channels, i.e.,
H
 
1
 
H
 
2
 
I, also appeared in [8]. For the binary two-hop
network in Fig. 1. (b), we notice the interference-freereception
Repeat
Repeat
Repeat
Repeat
( ) b ( ) a
Fig. 1. Interference alignment for single-hop networks (a) and interference
mitigation for two-hop networks (b).
is possible if
H
 
1
H
 
2
 
I, where
H
 
1 and
H
 
2 denote the
channel instances of the ﬁrst and second hop, respectively [12].
Based on these key observations, we derive an achievable
rate region for general linear ﬁnite-ﬁeld relay networks. By
comparing the achievable rate region with the cut-set upper
bound, we characterize the sum capacity for some classes of
channel distributions and network topologies.
II. SYSTEM MODEL
A. Linear Finite-ﬁeld Relay Networks
We study a multi-source layered network in which the
network consists of
 
 
  layers having
 
  nodes at the
 -th layer, where
 
 
 
 
 
 
 
 
 
 
 
 
 . The
 
 
 
 
 -th node
denotes the
 -th source and the
 
 
 
 
 
 
 -th node denotes
the
 -th corresponding destination. Thus
 
 
 
1
 
 
 
+
1
is the number of source-destination (S-D) pairs. Notice that if
 
 
 , the network becomes a
 -user interference channel.
Consider the
 -th hop transmission. The
 
 
 
 
 -th node and
the
 
 
 
 
 
 
 -th node become the
 -th transmitter and the
 -th
receiver of the
 -th hop, respectively, where
 
 
 
 
 
 
 
 
 
 
 
 
and
 
 
 
 
 
 
 
 
 
 
 
+
1
 . Let
 
 
 
 
 
 
℄
 
F
2 denote the transmit
signal of the
 
 
 
 
 -th node at time
  and let
 
 
 
 
 
 
℄
 
F
2
denote the received signal of the
 
 
 
 
 
 
 -th node at time
 1. Let
 
 
 
 
 
 
 
 
℄
 
F
2 be the channel from the
 
 
 
 
 -th node
to the
 
 
 
 
 
 
 -th node at time
 . Then the relation between
the transmit and received signals is given by
 
 
 
 
 
 
℄
 
 
m
X
 
=
1
 
 
 
 
 
 
 
 
℄
 
 
 
 
 
 
℄
  (1)
where all operations are performed over
F
2. We assume time-
varying channels such that
 
 
 
 
 
 
 
 
 
 
 
℄
 
 
 
 
 
 
 
 
 
  and
 
 
 
 
 
 
 
 
℄ are independent from each other with different
 ,
 ,
 , and
 . Let
x
 
 
 
℄ and
y
 
 
 
℄ be the
 
 
 
  transmit
1We focus on the binary ﬁeld
F
2 in this paper, but some results can be
directed extended to
F
q (see Remark 1).signal vector and
 
 
+
1
 
  received signal vector of the
 -
th hop, respectively, where
x
 
 
 
℄
 
 
 
1
 
 
 
 
℄
 
 
 
 
 
 
 
m
 
 
 
 
℄
℄
 ,
y
 
 
 
℄
 
￿
 
1
 
 
 
 
℄
 
 
 
 
 
 
 
m
+
1
 
 
 
 
℄
￿
 
. Thus the transmission of
the
 -th hop can be represented as
y
 
 
 
℄
 
H
 
 
 
℄
x
 
 
 
℄
  (2)
where
H
 
 
 
℄ is the
 
 
+
1
 
 
  channel matrix of the
 -th
hop having
 
 
 
 
 
 
 
 
℄ as the
 
 
 
 
 -th element. We assume that
at time
  both transmitters and receivers of the
 -th hop know
H
1
 
 
℄ through
H
 
 
 
℄.
B. Problem Statement
Consider a set of length
  block codes. Let
 
  be
the message of the
 -th source uniformly distributed over
 
 
 
 
 
 
 
 
 
 
 
 
k
 , where
 
  is the rate of the
 -th source.
For simplicity, we assume that
 
 
  is an integer. A
￿
 
 
 
1
 
 
 
 
 
 
 
 
K
 
 
￿
code consists of the following encoding,
relaying, and decoding functions.
￿ (Encoding) For
 
 
 
 
 
 
 
 
 
 
 , the set of encoding
functions of the
 -th source is given by
 
 
 
 
1
 
 
 
 
 
=
1
 
 
 
 
 
 
 
 
 
 
 
k
 
 
F
 
2 such that
 
 
 
1
 
 
℄
 
 
 
 
1
 
 
 
 
 
 ,
where
 
 
 
 
 
 
 
 
 
 
 .
￿ (Relaying) For
 
 
 
 
 
 
 
 
 
 
  and
 
 
 
 
 
 
 
 
 
 
 
 ,
the set of relaying functions of the
 
 
 
 
 -th node
is given by
 
 
 
 
 
 
 
 
 
 
=
1
 
F
 
2
 
F
 
2 such that
 
 
 
 
 
 
℄
 
 
 
 
 
 
 
 
 
 
 
 
￿
1
 
 
℄
 
 
 
 
 
 
 
 
 
￿
1
 
 
 
 
℄
 , where
 
 
 
 
 
 
 
 
 
 
 .
￿ (Decoding) For
 
 
 
 
 
 
 
 
 
 
 , the decoding
function of the
 -th destination is given by
 
 
 
F
 
2
 
 
 
 
 
 
 
 
 
 
 
k
  such that
 
 
 
 
 
 
 
 
 
 
 
 
 
℄
 
 
 
 
 
 
 
 
 
 
 
℄
 .
If
 
 
 , the sources transmit directly to the intended
destinations without relays. The probability of error at the
 -
th destination is given by
 
(
 
)
 
 
 
 
 
 
￿
 
 
 
 
 
 
 
￿
. A set of
rates
 
 
1
 
 
 
 
 
 
 
  is said to be achievable if there exists a
sequence of
 
 
 
 
1
 
 
 
 
 
 
 
 
K
 
 
  codes with
 
(
 
)
 
 
 
 
  as
 
 
  for all
 
 
 
 
 
 
 
 
 
 
 . The achievable sum-rate
is given by
 
s
u
m
 
P
 
 
=
1
 
  and the sum capacity is the
supremum of the achievable sum-rates.
III. PRELIMINARIES
A. Notations for Directed Graphs
The considered network can be represented as a directed
graph
 
 
 
 
 
 
  consisting of a vertex set
  and a directed
edge set
 . Let
 
 
 
  denote the
 
 
 
 
 -th node and
 
 
 
 
 
 
 
 
 
 
m
 
=
1 denote the set of nodes in the
 -th layer. Then
  is given by
 
 
2
f
1
 
￿
￿
￿
 
 
+
1
g
 
 . The sets of sources and
destinations are given by
 
 
 
1 and
 
 
 
 
+
1, respectively.
For a given subset of nodes
 
0, let
 
 
 
0
  and
 
 
 
0
  denote
the sets of transmit and received signals of the nodes in
 
0,
respectively.
There exists a directed edge
 
 
 
 
 
 
 
 
 
 
+
1
  from
 
 
 
  to
 
 
 
 
+
1 if
 
 
 
 
 
 
 
 
 . Deﬁne
 
 
 
0
 
 
0
0
  as the set of edges
going from
 
0 to
 
0
0 given by
 
 
 
0
 
 
0
0
 
 
 
0
 
 
0
 
 
0
0
 
 
0
0
 
 
 
0
 
 
0
0
 
 
 
 . We deﬁne node
 
0 is connected to node
 
0
0 if there exist a series of edges from
 
0 to
 
0
0. We assume
 
0 is connected to
 
0 for all
 
0
 
 . We further deﬁne
 
0 is
connected to
 
0
0 under
 
0 if there exist a series of edges in
 
 
 
0
 
 
0
  from
 
0 to
 
0
0. Let
H
V
0
 
V
0
0 be the channel matrix
from the nodes in
 
0 to the nodes in
 
0
0. Deﬁne cut
 
 
 
as a subset of nodes such that at least one source is in
  and
at least one corresponding destination is in
 
. We deﬁne the
following sets related to
 :
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+
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1
 
 
 
 
￿
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  is connected to at least one of
the destinations in
 
￿ under
 

 
 
 
 

 
 
 
0
 
 
 
 At least one of the sources in
 
￿ is connected to
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0
 
  (3)
For notational simplicity, we will use
H
￿ to mean
H
￿
S
 
￿
D
in the paper.
B. Submatrix Mapping
Suppose
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0
0
 
 
0
0, and
G is a
 
 
 
0
0
 
 
 
 
 
0
  matrix.
We deﬁne the following sets:
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￿
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V
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o
  (4)
where
 
 
H
V
0
 
V
0
0
 
 
  if
 
 
 
 
 
H
V
0
 
V
0
0
 
 
 . Note that
 
 
V
0
 
V
0
0
￿
G
 
 
 
0
 
 
 
0
0
￿
is the set of all channel instances for
H
V
0
 
V
0
0 that contain
G in
H
￿
V
0
 
￿
V
0
0 and have the same rank
as
G. The sets
 
 
 
 
 
 
 
0
 
 
0
0
  and
 
 
H
V
0
 
V
0
0
  are the set of
all
 
 
 
0
 
 
 
0
0
  satisfying
 
 
 
0
 
 
  and
 
 
 
0
0
 
 
  and the set of all
 
 
 
0
 
 
 
0
0
  that
H
￿
V
0
 
￿
V
0
0 is a full rank matrix and has the same
rank as
H
V
0
 
V
0
0, respectively.
IV. UPPER BOUND
In this section, we will derive a general cut-set upper bound.
The following theorem shows that the aggregate rate of the S-
D pairs divided by a cut is upper bounded by the average rank
of the channel matrix constructed by the cut.
Theorem 1: The set of achievable rates
 
 
1
 
 
 
 
 
 
 
  of a
linear ﬁnite-ﬁeld relay network is bounded by
X
 
2
K
￿
 
 
 
E
 
 
 
 
 
 
H
￿
 
  (5)
for all cut
 .
Proof: We refer readers for the full paper [13].
For the single-hop network or
 
 
 , if we consider
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Fig. 2.
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2 relay networks.
for all
 
 
 
 
 
 
 
 
 
 
 . For the multi-hop network or
 
 
 ,
we obtain
 
s
u
m
 
 
 
 
 
E
 
 
 
 
 
 
H
 
 
  (7)
from the cuts
 
 
 
 
￿
 
 
  for all
 
 
 
 
 
 
 
 
 
 
 .
Now consider the
 -
 -
  network in Fig. 2, where we have
 
  possible cuts. For example,
 
 
 
 
1
 
1
 
 
2
 
1
  for the ﬁrst
cut. From the ﬁrst four cuts, we obtain
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H
￿
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)
 
  for
 
 
 
 
 
  (8)
where
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￿
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1
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From the next four cuts,
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5
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6
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2
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(
7
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H
￿
(
8
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℄. From the last four cuts,
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H
￿
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  for
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H
￿
(
9
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1
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V. ACHIEVABILITY FOR SINGLE-HOP
In this section, we will consider the single-hop linear ﬁnite-
ﬁeld network, that is
 
 
 . As a simple example, we ﬁrst
study the
 -
  network and then generalize it to the
 -
 
network.
A.
 -
  Networks
Consider the
 -
  network with
 
 
 
 
 
1
 
1
2 for all
  and
 .
Fig. 3.
 
 
  shows that
 
s
u
m
 
1
3
1
6 is achievable if we use each
channel instance separately. There are
 
  possible instances
of
H
1, where the dashed lines and the solid lines denote
the corresponding channels are zeros and ones, respectively.
The symbols in the ﬁgure denote the transmit signals of the
sources, where
 
  denotes the information bit of the
 -th
source and the nodes with no symbol transmit
 .
However, if we use some instances jointly as shown in Fig.
3.
 
 
 , it is possible to improve the achievable sum-rate to
 . More speciﬁcally,
 
1
 
 
2
 
1
2 are achievable. For the
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Fig. 3. Deterministic pairing of two
H
1’s.
ﬁrst case, the ﬁrst destination receives
 
2 and
 
1
 
 
2 and the
second destination receives
  and
 
2 from two transmissions.
Thus, by cancelling
 
2, the ﬁrst destination can decode
 
1.
Since the cut-set bound in (6) shows
 
 
 
1
2, this simple
scheme indeed achieves the capacity region.
B. General Single-hop Networks
We extend the previous result to a general single-hop
network. Each destination can receive the interference and the
interference-added signal separately by jointly encoding over
two instances
H
1
 
 
1
℄ and
H
1
 
 
2
℄ satisfying
H
1
 
 
1
℄
 
H
1
 
 
2
℄
 
I. The following block Markov encoding makes such pairing
of channel instances possible.
1) Block Markov encoding: We assume symmetric rates
for all S-D pairs, that is
 
1
 
 
 
 
 
 
 
 
 .
Let us ﬁrst divide a block into two sub-blocks having
length
 
 
  for each sub-block. Deﬁne
 
 
 
H
  as the set
of time indices of the
 -th sub-block whose channel re-
alizations are equal to
H, where
 
 
 
 
 
 
 . We fur-
ther deﬁne
 
 
H
  as
￿
 
 
 
 
 
 
 
 
 
H
 
 
 
 
 
H
 
I
 
 

￿
1
￿
or
￿
 
 
 
 
 
 
 
 
 
H
 
 
 
 
 
H
 
I
 
 

￿
1
￿
such that
P
H
 
 
H
 
 
 
 ,
where

 
P
H
 
 
 
 
 
 
 
H
 
 
 
 
 
H
 
I
 
 . We can ﬁnd such
 
 
H
 ’s because
P
H
￿
 
 
 
 
 
 
 
 
 
H
 
 
 
 
 
H
 
I
 
 

￿
1
￿
 
 
 
 
P
H
￿
 
 
 
 
 
 
 
 
 
H
 
 
 
 
 
H
 
I
 
 

￿
1
￿
. Notice that
 
 
 
 
H
 
  is random depending on the channel realizations but
 
 
H
  is a deterministic function of
 . Each source will
transmit
 
  information bits to its intended destination. Then
the detailed encoding of the
 -th source is as follows.
￿ (Encoding of the ﬁrst sub-block) For
H
 
F
 
￿
 
2 , if
 
 
1
 
H
 
 
 
 
 
H
  declare error, otherwise transmit
 
 
H
 
information bits of the
 -th source using the time indices
in
 
1
 
H
 .
￿ (Encode of the second sub-block) For
H
 
F
 
￿
 
2 , if
 
 
2
 
H
 
I
 
 
 
 
 
H
  declare error, otherwise retransmit
 
 
H
  information bits of the
 -th source that was trans-
mitted during
 
1
 
H
  using the time indices in
 
2
 
H
 
I
 .
Let
 
 
 
 
  be the
 -th information bit of the
 -th source,
where
 
 
 
 
 
 
 
 
 
 
 
 . Let
 
1
 
 
  and
 
2
 
 
  denote the time
indices over which
 
 
 
 
  was transmitted. Then the detailed
decoding of the
 -th destination is as follows.￿ (Decoding) For
 
 
 
 
 
 
 
 
 
 
 
 , set
 
 
 
 
 
 
 
 
 
 
1
 
 
1
 
 
 
℄
 
 
 
 
1
 
 
2
 
 
 
℄. Then estimate
 
  based on
 
 
estimated bits. Declare error if
 
 
 
 
 
 
 .
Let
 
1 and
 
2 denote the encoding errors of the ﬁrst sub-
block and the second sub-block, respectively. Then
 
1 occurs
if
 
 
1
 
H
 
 
 
 
 
H
  for any
H. Similarly,
 
2 occurs if
 
 
2
 
H
 
I
 
 
 
 
 
H
  for any
H. Since decoding error does not occur
if there is no encoding error,
 
(
 
)
 
 
  is given by
 
 
 
 
1
 
 
2
 .
2) Achievable rate region: The following theorem shows
the achievable rate region when we apply the block Markov
encoding.
Theorem 2: Suppose a linear ﬁnite-ﬁeld relay network with
 
 
 . Then for any
Æ
 
 ,
 
 
 
 
 
X
H
2
F
K
￿
K
2
 
 
 
 
 
 
 
H
 
 
 
 
 
H
 
I
 
 
 
Æ (11)
is achievable for all
 
 
 
 
 
 
 
 
 
 
 .
Proof: We have
 
(
 
)
 
 
 
 
 
 
 
 
1
 
 
2
 
 
 
 
 
 
1
 
 
 
 
 
 
2
 
  (12)
Now consider
 
 
 
 
H
 
 . By the weak law of large numbers
[14], there exists a sequence
 
 
 
  as
 
 
  such that the
probability
 
 
1
 
H
 
 
 
 
 
 
 
 
 
H
 
 
Æ
 
  for all
H (13)
is greater than or equal to
 
 
 
 , where
Æ
 
 
  as
 
 
 .
This indicates that
 
 
 
 
1
 
 
 
  if
 
 
H
 
 
 
2
 
 
 
 
H
 
 
Æ
 
  for
all
H. Similarly,
 
 
 
 
2
 
 
 
  if
 
 
H
 
 
 
2
 
 
 
 
H
 
I
 
 
Æ
 
 
for all
H. Therefore, from the deﬁnition of
 
 
H
  and (12),
 
(
 
)
 
 
 
 
 
 
  if
 
 

 
 

 
 
 
 
 
 
 
H
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I
 
 
￿
 
 
 
Æ
 
 
￿
(14)
for all
H, where we use the fact that
 
 

 
 
 
 
 
 
 
 . Thus
we set
 
 

2
 
Æ
￿
 , where
Æ
￿
 
 

 
 
 
H
 
 
 
 
H
 
 
￿
 
 
 
Æ
 
 
￿
  (15)
which tends to zero as
 
 
 . In conclusion, Theorem 2
holds.
Corollary 1: Suppose a linear ﬁnite-ﬁeld relay network
with
 
 
 . If
 
 
 
 
 
1
 
 
 
  for all
 
 
 
 
 
 
 
 
 
 
 ,
the capacity region is given by all rate tuples
 
 
1
 
 
 
 
 
 
 
 
satisfying
 
 
 
1
2 for all
 
 
 
 
 
 
 
 
 
 
 .
Proof: Notice that
 
 
 
H
 
 
 
 
 
H
 
I
  for all
H if
 
 
 
 
 
1
 
 
 
 . From (11),
 
 
 
1
2
 
Æ is achievable for all
 .
Since
Æ can be arbitrarily small as
 
 
 , the achievable rate
region asymptotically coincides with the upper bound in (6),
which provides the capacity region. Thus, Corollary 1 holds.
From Corollary 1, we get
 
s
u
m
 
 
2 if
 
 
  and
 
 
 
 
 
1
 
1
2 for all
 . Similar results can be found in [8], [9].
Fig. 4. Deterministic pairing of
H
1 and
H
2.
VI. ACHIEVABILITY FOR MULTI-HOP
In this section, we will derive an achievable rate region of
the multi-hop linear ﬁnite-ﬁeld network, that is
 
 
 . We
will consider the following class of networks.
Deﬁnition 1: Let
 
0
 
 
 
 
 
 
 
 
E
 
 
 
 
 
 
H
 
 
 
℄
 
 . A lin-
ear ﬁnite-ﬁeld relay network is said to have a minimum-
dimensional bottleneck hop if
 
 
 
 
 
0 and
 
 
+
1
 
 
 
0
+
1 (or
 
 
 
 
 
0
+
1 and
 
 
+
1
 
 
 
0) for all
 
 
 
 
 
 
 
 
 
 
 .
Notice that any networks with
 
 
 
  for all
 
 
 
 
 
 
 
 
 
 
 
 
  or any two-hop networks have a minimum-
dimensional bottleneck hop regardless of channel distributions.
As mentioned before, due to the time-varying channels, in-
formation bits can be transmitted through particular instances
from
H
1 to
H
  such that the corresponding destinations
receive the information bits without interference. The block
Markov encoding and relaying scheme makes a series of
pairing from
H
1 to
H
  possible since a transmit signal can
be a function of the received signals of the previous sub-
block. We will ﬁrst study the
 -
 -
  network and then brieﬂy
explain the main idea for extending to a general multi-hop
relay network.
A.
 -
 -
  Networks
Consider the
 -
 -
  network with
 
 
 
 
 
 
 
1
2 for all
 ,
 , and
 . There are
 
  possible channel instances for each
H
1 and
H
2. For each time
 , if the information bits are transmitted
through
H
1
 
 
℄ and
H
2
 
 
℄, there exist a total of
 
 
  channel
instances from
H
1 to
H
2 and
 
s
u
m
 
1
7
7
2
5
6 is achievable.
Note that this sum-rate is less than that of the single-hop
network because the rank of an overall channel instance will
decrease as the number of hops increases indicating that the
rate will converge to zero if we consider more hops. However,
by pairing
H
1 and
H
2 properly, we can get an achievable sum-
rate that is higher than
1
7
7
2
5
6 and also higher than the single-
hop case [12]. Fig. 4 illustrates a deterministic pairing of
H
1
and
H
2 and related encoding and relaying. Notice that the
destinations can receive the intended information bits without
interference. Thus,
 
s
u
m
 
2
1
1
6 is achievable. From the cut-set
bound in (7), we know this scheme achieves the sum capacity.
Based on such deterministic pairing, we can characterize the
sum capacity for more general channel distributions.
Theorem 3: Suppose a linear ﬁnite-ﬁeld relay networks
with
 
 
  and
 
1
 
 
2
 
 
3
 
 . Then the sum capacity
can be characterized for the following cases.￿ Symmetric channel satisfying
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￿
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2.
￿
  channel satisfying
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1
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2
 
  with
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1
 
2
 
2,
 
1
 
2
 
1
 
 
2
 
1
 
2 and
 
2
 
2
 
1
 
 
1
 
1
 
2.
Proof: We refer to the full paper [13] for the detailed
proof. For the symmetric channel and the
  channel, the
deterministic pairing in Fig. 4 can be directly applied to obtain
the achievable sum-rate because the probabilities of
H
1 and
H
2 in each pair are the same. Now consider the cut-set bound
in Fig. 2. The sum-rate bound obtained from
 
 
 
  (or
 
 
 
 )
coincides with the achievable sum-rate for the symmetric
channel, which characterizes the sum capacity. There are two
cases for the
  channel. If
 
1
 
1
 
1
 
 
1
 
1
 
2 (equivalently,
 
2
 
2
 
2
 
 
2
 
2
 
1), the sum-rate bound obtained from
 
 
 
 
coincides with the achievable sum-rate. If
 
1
 
1
 
1
 
 
1
 
1
 
2
(equivalently,
 
2
 
2
 
2
 
 
2
 
2
 
1), on the other hand, adding the
rate bounds obtained from
 
 
 
  and
 
 
 
 
  provides the sum-
rate bound that is the same as the achievable sum-rate. The
 
channel is equivalent to the
  channel if we regard the relays
 
1
 
2 and
 
2
 
2 as
 
2
 
2 and
 
1
 
2, respectively.
B. General Multi-hop Networks
If a series of pairing from
H
1 to
H
  satisﬁes the con-
dition
H
1
H
2
 
 
 
H
 
 
I, each destination can receive the
information bits without interference. But if some channel
instances are rank-deﬁcient, we cannot ﬁnd such pairs for all
possible channel instances. Moreover, for general multi-hop
networks, it is hard to ﬁnd a deterministic pairing from
H
1 to
H
  since the number of possible channel instances increases
exponentially as the number of nodes increases. Therefore we
ﬁrst select a full-rank submatrix, which preserves the rank of
the original channel matrix and then construct pairs such that a
series of submatrices satisﬁes the condition. Instead of ﬁnding
a deterministic pairing for all instances, we randomize a series
of pairing from
H
1 to
H
  such that
H
  is paired with one
instance in a subset of
H
 
+
1. We refer readers to the full
paper [13] for the detailed encoding, relaying, and decoding
scheme.
Theorem 4: Suppose a linear ﬁnite-ﬁeld relay network with
 
 
  and
 
 
 
 
 
 
 
  for all
 ,
 , and
 . If the network has
a minimum-dimensional bottleneck hop, then for any
Æ
 
 
 
 
 
 
 
m
i
n
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m
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m
0
+
1
g
X
 
=
1
X
G
2
F
r
￿
r
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r
a
n
k
(
G
)
=
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G
￿
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Æ
(16)
is achievable for all
 
 
 
 
 
 
 
 
 
 
 . For
 
 
 
 
 
G
 
 
 
 , we
obtain
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X
(
V
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V
0
0
)
2
V
(
r
;
r
;
V
m
0
;
V
m
0
+
1
)
X
H
2
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0
;
V
m
0
+
1
(
G
 
V
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V
0
0
)
 
 
 
H
 
 
 
 
H
 
 
(17)
and
 
 
 
H
 
 
 
 
 
 
 
 
 
 
m
0
+
1
 
m
0
￿
 , where
  is the number
of zeros in
H.
Proof: We refer readers to the full paper [13].
Similar to the single-hop case, if
 
 
 
G
 
 
 
 
 
G
￿
1
  for
all possible
G, the achievable sum-rate in Theorem 4 will
coincide with the bound in (7). If the channel instances are
uniformly distributed, then the above condition holds and, as
a result, the sum capacity can be characterized.
Corollary 2: Suppose a linear ﬁnite-ﬁeld relay network
with
 
 
  and
 
 
 
 
 
 
 
1
2 for all
 ,
 , and
 . If the network
has a minimum-dimensional bottleneck hop, the sum capacity
is given by
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m
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m
0
X
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2
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K
m
0
+
1
￿
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m
0
2
 
 
 
 
 
H
 
  (18)
Proof: We refer readers to the full paper [13].
Remark 1: Theorems 1 and 2 and Corollaries 1 and 2 can
be extended to the
 -ary case in which inputs, outputs, and
channels are in
F
 .
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