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With advancement in technology and increased breadth of requirements of customers, 
organizations have to deliver innovative products in a quick and efficient way to remain 
competitive. While there are many theories and approaches to innovation in products, few of 
them are quantitative in nature. Furthermore, most product development starts from an existing 
system. Thus, a starting assumption in this work is that a system architecture and design already 
exists. The main goals of this research are to develop a framework that identifies innovation 
opportunities within an existing product and to develop a quantitative approach for the 
identification of those opportunities. In this work, three scenarios are defined that signal the need 
for innovation. These scenarios are (1) the detection of a leveling off of the benefit-to-cost ratio 
of the system over time (i.e. the S-Curve), (2) trade-offs between technical parameters within the 
product and (3) a new need for the product has been identified. Using these indicators as a basis, 
this thesis focuses on identifying the physical components that are most likely to lead to 
innovation. Once the relevant engineering metrics associated with these scenarios are identified, 
they are deployed through the product system links. The framework proposed in this thesis 
leverages the relationships between requirements and product structure, which are represented as 
matrices and then singular value decomposition (SVD) and clustering analysis techniques are 
used to identify patterns within the requirements and the components to focus the innovation 
efforts of the product developers. This framework is applied to a case study to assess the initial 
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This chapter introduces the definitions for innovation, in particular product innovation. The first section 
details out the various definitions of innovation. This is followed by the need for innovation and the 
reasons for companies to innovate. The indicators for the need to innovate are described in section 1.3. 
This is followed by the nature of innovation in section 1.4, which details out the complexity involved in 
innovation. This is followed by highlighting the issues to identify opportunities for innovation in section 
1.5. The motivation for the thesis is then discussed in section 1.6. This chapter closes with an outline of 
the thesis.  
 1.1 Innovation defined 
There are many definitions of innovation that provide great insight into the character of innovation. An 
attempt is made to understand different definitions on innovation and their significance. Some of the 
critical views on innovation are put forth in this section. They are as follows: 
‘Innovation’ is a word derived from Latin meaning to introduce something to the existing realm and order 
of things’[1] . 
According to Wallace, “Innovation lowers the cost of responding to a change in the commercial 
environment [1, 2]. ”  
Innovation is conceptualized “as a structural and “mental” knowledge process and as consequence 
defined as a process in which knowledge is absorbed, assimilated, shared and used with the aim to create 
new knowledge [3].” 
According to Kusiak [4, 5], “Innovation is defined as an iterative process initiated by the perception of a 
new market and/or new service opportunity for a technology-based innovation which lead to the 




“Innovation, as distinct from an invention or technical prototype, refers to technology actually being used 
or applied for the first time. The process of innovation is viewed, for simplicity in making comparisons, 
as occurring in three phases: generation of an idea, problem-solving or development, and implementation 
and diffusion [6]. ” 
According to Galanakis, [7] “ The creation of new products, processes, knowledge or services by using 
new or existing scientific knowledge, which provides a degree of novelty either to the developer, the 
industrial sector, the nation or the world, to succeed in the marketplace [4, 7] . ” 
From the above definitions, innovation as a phenomenon primarily focuses on novelty creation, low-cost 
and success in the market. Though, there are many other definitions of innovation, the focus of innovation 
is on generating value in products or services for a specific problem by utilizing resources, technology 
existing or new.  
1.2 Need for innovation  
Over the years, incumbent companies in the market have struggled to maintain their relevance with the 
growing number of start-ups [8]. To overcome this situation and maintain their relevance in the market, 
companies have been investing large sums of money in R&D. Ironically, the firms that have been 
investing these large sums eventually end-up facing tough competition from new companies entering the 
market and eventually end up losing to the new entrants [9]. Clayton Christensen [9] expressed this 
paradox with his principles of disruptive innovation. He explains that new entrants provide added value to 
customers which in turn pose a threat to the existing solutions or technologies over a time-period. 
Companies in the lower market segments often start with a weak solution and eventually come up with a 
unique product by continuously improving their product. After a while, this leads to a better solution than 
the incumbent dominant solution [10]. From this, it is reasonable to conclude that companies cannot 
remain in the market in the long run without innovating. An example of this is provided by Andrew 




New technologies that provide technologically differentiating solutions have a lot of advantage over the 
existing firms [9] and with the development of frameworks such as open innovation and crowdsourcing 
[11] new opportunities for product innovation are emerging in unprecedented ways. These tools help 
companies to innovate, but it equally poses a significant threat to the incumbents as it creates new market 
rivals from unexpected sources. Therefore, to sustain the market pressures and retain importance in 
today’s world, companies need to strive continuously for innovation in their products. To compete against 
the growing market competitiveness, to compensate for out-sourcing of low-end manufacturing jobs, to 
satisfy customer needs, to improve the efficiency of products and reasons like these motivate the 
companies to strive continuously for innovation in their products [12]. 
1.3 Indicators for need to innovate  
Companies with very conservative approaches fail to adapt to the changes in market needs and eventually 
end up losing much of the market share to the new entrants [9]. It is also important for companies to 
understand and move on to the next wave of innovation i.e. jump on to the next s-curve. Companies often 
tend to continue an existing successful product of their own for years to garner benefits from the existing 
resources and do not change to the emerging trends in the market. This delay in cannibalizing the product 
causes a company to lose their revenue and market share [13].  
On the other hand, a market is comprised of stakeholders with different needs and different products to 
fulfill those needs manufactured by many different competitors. Companies rely on customer surveys and 
feedback and integrate their business with customer-centric models, but it often remains a challenge to 
predict the actual need of the customer and subsequently the exact demand for their product [14] . Ulwick  
[14] refers to a scenario in which listening blindly to a customer’s voice leads to complete failure as 
customers do not always know what they want exactly. New competent solutions in the market might take 
away customers from buying the product by the incumbents. This suggests that the customer-driven 
model would not be an only solution.  Although, customer input is important factor in defining a product, 




From the above discussion, the indicators for the need of innovation might occur either from the 
customer’s end or from the organizational technological push. Thus, these two perspectives are the basic 
indicators to identify the need for innovation in products [15]. 
1.4 Complex nature of innovation 
Product Innovation is not a linear process. It is a complex process often characterized by iterations in the 
process steps. It is hard to understand the link among various stages of product development process. 
Kline et al. [16]  suggest that innovation must be viewed from various perspectives and not only  from a 
hardware perspective. These additional perspectives include the market environment, production 
facilities, knowledge and the social context of the organization. Added to this, the interactions among  the 
above factors makes innovation even more complex to understand and interpret [17]. The agents involved 
in the process of innovation include customer’s behavior, market behavior, socio-economic conditions, 
technological factors, information exchanges, competition, time-to-market, etc. which are complex in 
their basic form and make the process of innovation a difficult one [17].  It is often difficult for companies 
to come up with products of high value in a short span of time.  
Innovation involves a lot of uncertainty and is very unpredictable [1]. Theories on innovation define the 
nature of Innovation with a structured framework [18].  The characteristics of innovation are as follows:  
Layered: Innovation occurs at various levels from the lowest level of detail such as  a component of 
within a product, to higher levels of details such as the entire product, to the organization itself and to the 
level of  society [18]. 
Multi-dimensional: Innovation is multi-dimensional and cannot be viewed from a single perspective. 
Innovation as mentioned in the definition by Galanakis [7] has various factors such as technology in 
products, market conditions, social factors, novelty criterion, etc. It is a multi-layer phenomenon which 




According to Garcia et al. [19], innovation includes not only basic and applied research but it also 
includes product development, manufacturing, marketing, distribution, servicing, and later product 
adaptation and upgrading. They also suggest that, a discovery that doesn’t leave the lab will be limited to 
an invention but not innovation. This provides a unique perspective of innovation as it should both have 
the potential factors of creativity and novelty and at the same time, it should be a market success. 
Therefore, product innovation is critical and is a prime focus for many organizations. It is important to 
understand the nature and constraints of technology to make consistent progress toward the future 
innovations.  
In summary, identifying the right value for the customer and developing a solution is a long and time 
consuming process. With the complexity and numerous factors along with their interactions, innovation is 
a challenge for an organization, in particular product developers. 
1.5 Issues in identifying opportunities of innovation 
With this need for reduction in time-to-market, it is challenging for product developers to innovate at 
equally rapid pace due to uncertainty involved in innovation. The business objectives cannot always be 
translated into products so easily. It takes an enormous amount of effort to transform the ideas into a 
product. It requires many factors to converge as mentioned in earlier section above to develop a product 
on time. Time-to-market is critical for any product. It is also important for companies to understand the 
right time to cannibalize the product. Failure to respond to the changes in the market have led to the 
failure of many companies in the past [13]. Therefore, less time to market is an important issue which 
makes it more difficult to identify opportunities for innovation in an existing product.  
As the nature of innovation is found to be complex, it is difficult to identify the suitable set of factors for 
innovation in an assumed time frame. Technology prediction is often a challenge since innovation is a 




technology is usually driven by experience and often great companies fail to realize the importance of a 
particular technology until it becomes a threat to the organization [9].  
Product developers often face tough choices as they have to combine the voice of the customer and the 
business objectives and come up with a product that could sell in the market. Less time, more 
competitors, new emerging technologies, changing socio-economic factors, budget constraints often add 
to the complexity of the existing problem of innovation [9, 17]. Despite the advancements in 
computation, artificial intelligence, and digital technology, technology giants still do not have any 
consistent formula for success. On the other hand, with the increase in the power of computation, there 
has been an immense addition to the knowledge base of companies leading to increased competition. 
On the conceptual side, innovation is viewed from topics that are ranging from anthropological to the 
organizational level and it is quite difficult to understand innovation from a single dimension [17]. There 
are many methodological difficulties in implementing innovation in an organization. Three of the most 
significant methodological problems as described by Carlson [20] for implementing innovation are the 
level to which a systems theory approach should be applied, the extent of system boundaries and the 
measure of the performance of a system. The causal-effect relationship between the factors contributing 
to the innovation is not always linear. It is sometimes random and iterative. This complex relationship 
between the factors and product performance is tough to address [21] . 
Another issue for implementing a process for innovation is that sometimes firms are preoccupied with 
purely technical endeavors, which leads to a large financial burden to the company [16] . An example 
provided by Kline et al. [16] was the development of the Concorde aircraft which was built as a great 
technical solution to reduce the time taken to travel across the Atlantic ocean by half but its fuel cost per 
passenger was fifteen times higher. This indicates that the need for innovation sometimes leads to 
sophisticated solutions which do not meet all of the critical customer requirements. The solution is 
futuristic and is not a commercially viable for that time period. This also suggests that the business 




Considering the above, it can be said that innovation is a complex process and is difficult to understand. It 
is necessary to comprehend the nature of innovation in detail in order to identify opportunities for 
innovation. Theories and models of innovation provide insight to tackle the complexity in a much better 
way. The issues of over innovation, poor technological forecasting, wrong timing for product 
cannibalization and lack of understanding of the factors required for innovations are major setbacks in 
identifying opportunities for innovation. 
1.6 Motivation  
Product developers often struggle to adhere to the objectives of the organization in delivering innovative 
products on a tight schedule. As mentioned in the earlier sections, innovation is a complex phenomenon 
and has multiple sources which influence the choice of change in products, making it difficult for a 
designer to have a clear focus on delivering the right changes in the existing product. Many models of 
innovation [9, 22, 23] provide great insights in understanding innovation. They do not provide a 
tool/framework for the designer to embark on a specific process to achieve innovation in products and 
services while designing the next generation products. This provided the motivation to make an attempt to 
develop a framework for innovation which could guide the design engineer to make a quick decision for 
innovation in products and services. This idea to develop a quantitative methodology for innovation in 
products which combines the system level parameters adhering to the objectives of an organization and 
also including the physical product trade-offs (at technological level) by understanding the difficulties 
faced by a product developer, inspired this research. A quantitative theory with a practical case-study in 
the industry was envisioned.  
1.7 Outline of thesis 
This present chapter described the need for innovation along with the indicators which initiate the process 




innovation in products. The motivation for this research was provided with the details of how a 
framework is required to help the designer to manage both the business and technological objectives.  
The remainder of this thesis is organized as follows. Chapter 2.0 focuses on a relevant literature review 
conducted on this topic. It includes various approaches taken to identify opportunities for innovation in 
products and issues that exist in finding out the opportunities for innovation. This is followed by different 
theories of innovation and views of various authors on the need for various theories on innovation. The 
chapter also identifies the need for the development of new theories of innovation. Finally, the last section 
discusses the various quantitative and qualitative theories that exist on innovation and summarizes the 
need for developing another quantitative framework to fill the gaps identified in the literature. 
Chapter 3.0 describes the goals and objectives of the research. It provides the problem statement and the 
scope and boundaries of the problem being solved. It also defines the process of the methodology being 
developed for innovation. This is followed by a research roadmap and different paths that lead to the 
methodology development for this thesis. 
Chapter 4.0 describes the methodology used in the Master’s thesis. It includes various stages involved in 
the process of developing the methodology for innovation. This section includes the problem 
characterization, followed by recommended framework and case study requirement. It also details out the 
axiomatic design principles which were considered for the formulation of the framework. The last section 
describes the framework recommended for the research. This framework uses systems engineering 
principles and linear algebra factorization methods for formulating the framework.  
 Chapter 5.0 presents a case-study based on a complex product, but for reasons of confidentiality the 
details are not presented. The innovation mining framework application on the device and the insights are 
presented later in the chapter. 
Chapter 6.0 discusses the important observations from this research and the need for future work in this 




2.0 Literature Review 
This literature review covers the major approaches for identifying innovation opportunities and is 
followed by the important theories on innovation. A detailed review of the theories on innovation based 
on qualitative or quantitative approaches is mentioned in this chapter.  
2.1 Approaches to identify opportunities for innovation 
There are many approaches that have been used to identify the innovation opportunities in a product [11, 
24-26]. Major approaches are centered on the customer in order to measure the customer’s interest in 
buying the product. Therefore, customer’s opinions are considered upfront in the designing process. There 
are also other approaches which are technologically driven [27]. This section reviews the approaches for 
identifying innovation as customer-centric and technology-driven. 
The work done by Von Hippel [24] on lead users considers that the product being developed should have 
an accurate judgment from informed users of their needs. The author believes that the normal data 
collected from users will not reflect the actual requirements of the customer. Marketing data is a critical 
input to the regular product development process, so the author suggests a four-step process to involve 
what he terms “lead users” for products to identify the real needs for product development process [24]. 
The process involves four important steps which begin by identifying the important market or 
technological trend, then identifying lead users by experience or intensity of need and then analyzing the 
data provided by the lead users for the needs and finally projecting the data into the general market of 
interest. These steps are necessary in utilizing the lead-users in order to identify the needs of the general 
market.  
The author performs a detailed analysis to determine the lead users and use their inputs for the general 
market. An example provided by the author indicates that the IBM entered the component insertion 
business by using the inputs of a machine builder. The machine builder first built a machine for IBM, 




permission to sell them on the open market. IBM agreed, and  this allowed IBM to enter the component 
insertion equipment business [24, 28] .  This indicates that by identifying opportunities from the machine 
builders (who were the lead users in this case), helped IBM to identify new innovation opportunities.  
Lead User approach [24] focuses on the pull side of the innovation signal where the user recognizes and 
pulls the technology needed based on various inputs such as user experiences, user usage patterns, and 
behaviors. The lead user approach [24] does not influence the technological inputs or the product-level 
metrics which are critical regarding the solution. This thesis attempts to focus on the customer as well as 
technological inputs to achieve a comprehensive and feasible innovation solution. 
Henry Chesbrough [11] discusses  the importance of open innovation and the ways to manage it. In 
known markets, the approach suggested by Von Hippel [24] for lead users might work to identify 
opportunities for innovation but in uncertain markets companies have to be open to both internal and 
external channels and also should be able to salvage value out of wrong signals [11]. This is important 
since there might be instances where a company might benefit from the research of others. The author 
mentions the examples of Intel, Microsoft, Sun, Oracle and many other companies who have benefited 
from the discoveries of others.  The new firms have successfully supplanted the incumbent companies, 
but they might be in a similar situation in future.  The author provides an analogy of the known and 
unknown markets to that of chess and poker [11]. There are set of known variables for companies to 
operate upon like a game of chess and unknown markets are like a game of poker where it is often the 
case that the companies keep investing in trying out the next unknown card. 
Chesbrough [11] also mentions the importance of open innovation and provides metrics for companies to 
identify the wrong signals which are potential innovation opportunities that they could use for gaining 
market share. These metrics are a set of metrics which allow the companies to focus their innovation 
efforts to identify missed opportunities for innovation. The metrics 1&2 focus mainly on connecting the 
R&D metric directly to the corporate sales and profits. The metrics 3&4 focused on reducing the time for 




sixth metric tracks them to determine if they had the potential to succeed in the market.  The author 
concludes opportunities for innovation could be fostered by this approach as the search for innovation is 
widened, and the business objectives might be readdressed based on the output from the metrics. These 
metrics, however, do not help in understanding the false negatives completely or even provide guidance 
in identifying potential innovation ideas completely.  
Open innovation is a popular approach, but it does not provide a clear guidance in the identification of the 
opportunities for innovation. This method sometimes might add too much noise to the product data as 
there are many sources of information inputs. This thesis addresses the gap of developing a metric which 
could connect the company’s business objectives and the technical opportunities for innovation.  
A paradigm, called as customer-co-creation has gained importance which includes inputs from both the 
customer’s choice and firms’ technological expertise. Prahlad et al. [29] mention that the focus of value 
creation for a customer has shifted from the firm to the interaction between the informed, networked, 
empowered and active consumers. This process of customer co-creation is a shift from the traditional 
firm-centric models [29, 30]. It involves joint problem definition and problem-solving and creating a 
dialogue between the consumer and the firm by evaluating the experiences of the firm and the consumer 
and generating value for the product.  
O’Hern et al. [31] describe the change in the perspective of the customer from passive buyers to active 
co-creators. The authors describe the emergence of co-creation and four different types of co-creation 
activities and the relevance of this paradigm in today’s world. The typologies suggested by the authors for 
customer co-creation are: 
1. Collaborating 
2. Tinkering  





In ‘collaborating’, the customers participate in changing or improving the new product’s core and 
underlying structure. An example of this is provided by the author as open-source software such as Linux, 
Apache, and Firefox. In these, the companies empower the customers to make fundamental changes to 
program’s structure. This method has a disadvantage as it would not be able to protect the intellectual 
property rights of the firms [31]. 
The author [31] describes ‘tinkering’ as a process in which the customers change the products that are 
available in the market. The changes that customers made are introduced in the subsequent versions of the 
product. This is widely adopted in the game industry, where the appearances of characters are changed 
based on user’s choice. On the other side, the customer’s selection of modifications sometimes might turn 
away a few customers in future releases of the product as it is not a careful validation of the selection of 
the inputs into the products and services [31].  
‘Co-designing’ is another approach mentioned in the paper where the innovation opportunities are 
identified from the input of consumers. In this method, a group of designers design a few designs and 
release them to a larger group of individuals who provide new and innovative designs and the best-chosen 
designs with inputs and modifications is released [31].  
The final approach of ‘submitting’ takes inputs from the customers directly. In this method, the customers 
provide detail designs in contrast to the standard customer inquiry processes. This process involves 
current or potential customers [31]. It is not always possible to involve customers and get feedback at this 
level. This process of identifying opportunities for innovation might be a time-taking process and 
sometimes not even a productive one. 
In summary, customer co-creation helps in generating value inputs for the development of the product. 
However, it does not specifically detail out the conditions in which a product has to be innovated. 




are not a comprehensive sample of the general market, then it may not lead to valuable innovation. In 
addition to this, this method of co-creation does not indicate the appropriate time for innovation.  
Crowdsourcing [32] is another significant and recent approach that is being used for identifying 
opportunities for innovation. In this method, the firms invite the individuals, groups to participate in the 
process of identifying innovation opportunities.  The work done by Brabham [25] suggests that 
crowdsourcing is an online, distributed problem-solving approach. A set of case studies were included in 
the paper. An example of that is of Threadless.com, a web-based t-shirt company that crowdsources 
designing shirts via an online competition. This company became successful and sold around 60,000 t-
shirts a month [25].  
The popular Delphi Method [33, 34]which uses a forecasting approach is also used in predicting the 
technology. Ettlie [34] suggests that this method is primarily characterized by three conditions which are 
anonymity, iteration with controlled feedback and statistical response. This process summarizes experts’ 
opinions through an objective convergence. In addition to this, the idea generation process in a 
conventional way includes customer feedback, market surveys and questionnaires and interviews with the 
customers which are included in the planning phase of product development. 
In summary, this section provided various approaches to identify opportunities for innovation. This 
section included most of the popular approaches used in product development process today. While the 
approaches provide promising directions to identify opportunities for innovation, but they lack the 
following- 
1. Quantification at a more detailed level, taking advantage of the information that matters 
customers and the interactions between technologies 
2. Prioritization of the opportunities;  




Most innovation opportunities fail to transform into real products for customer due to technological 
constraints. There are also many theories on innovation which will be discussed in the following section 
which provide some insight into the technical management of delivering innovation in products. This 
thesis addresses the aspects of identifying the appropriate time for innovation and also technological 
trade-offs that occur in the process of product innovation. 
2.2 Theories of innovation 
This section focuses on different theories on innovation. These theories concentrate on identifying 
opportunities of innovation in products and also implementing it. The theories and models of Innovation 
are categorized into qualitative and quantitative approaches to innovation for this research. This is to 
understand the quantitative elements for innovation to help develop a framework for identifying 
innovation in the products. The section 2.2.1 includes popular models on innovation such as the 
Schumpeterian model, Utterback-Abernathy model, Teece model, Christensen model and the Henderson-
Clark model. The quantitative theories include the evolutionary approach, the systems theory approach, S-
curve representation of technology, technological forecasting, set based concurrent engineering, stage-
gate model, TRIZ approach, optimization techniques and genetic algorithms. 
2.2.1 Qualitative theories on innovation 
This section focuses on theories of innovation which provide valuable insights into the process of 
innovation. These theories do not provide guidance for the product developer to make the necessary 
changes in a product but they provide insights into the nature of the innovation that occurs in products 
and how the innovation in them can be classified. The qualitative theories provide insights in 
understanding the “why” and “what” of innovation.  
Schumpeter [5] is one of the pioneers who focused on innovation in systems. He suggested that 
innovations revolutionize the industries while constantly creating a new one and destroying the existing 




theories of innovation which inspired the firms to innovate continuously their products and develop new 
solutions and destroy the existing old designs while embracing new designs. This theory explains about 
the evolutionary nature of innovation. However, this theory did not provide any empirical method to 
assess the phenomenon of innovation. 
Abernathy et al. [23] provide a comprehensive description of innovation by studying many systems and 
detailing out the important features of innovation. The authors focus on understanding the patterns in 
different kinds of innovations and how they evolve and transform on various levels of product maturity. 
The paper describes that most of the first incremental innovations have an incentive of cost reduction or 
of small technological trade-off resolution in order to improve the product performance. The paper talks 
about three important phases. In the first phase there is much uncertainty, and there is no clarity on the 
technology to be adopted by the firms. The direction of technology is uncertain at this stage.The 
competitive advantage of a company in the first phase remains in promoting their technology, if it is 
radical in nature, thus establishing a dominant design.  In the second phase also known as the transition 
phase, the technology becomes more stable and the dominant design emerges. In this phase, the radical 
innovation changes to the evolutionary design and new advancements and modifications are made to the 
existing designs and the designs are standardized [23, 35].  In the third phase, after the dominant design 
has evolved and new competitors enter the market, the designs become more competitive,and the focus 
shifts towards the improvement of specific set of design attributes.In this phase, The designs are improved 
continuously to reduce costs and the focus of the industry shifts to optimizing the performance and 
reducing the cost [23]. This theory provides insights for the development of scenarios of innovation. 
However, this theory focuses on the macro behavior of the product innovations and does not provide a 
methodology for the product developer to focus innovation efforts in a product. 
Teece [36] details out a framework for innovation in which he identifies the factors which will influence 
who benefit from the innovations. A firm that protects its assets from being imitated will have high profits 




also mentions the relevance of having complementary assets which provide an advantage for the firms to 
utilize the market opportunities at a much greater pace. Teece [37] summarizes by focusing on the factors 
that impact the success of commercialization of a firm. This model focuses more on commercializing 
innovation after the product has been created. This model, however, is useful in protecting a firm’s 
interest and also to understand opportunities of innovation in a tightly regulated environment. The macro 
level factors influencing the process of innovation are discussed in the paper. 
Henderson et al.[22] list out various types of innovation. This is considered to be a comprehensive list of 
innovation types that exist. These are the basis for Henderson-Clark model [22]. Four different kinds of 
innovations as shown in Table 1 that are differentiated by the nature of change behind the core 
technological concepts driving the design and the nature of interaction between the core concept and the 
components. These four types are Incremental innovation, Modular innovation, Architectural innovation 
and Radical innovation and will be discussed in greater detail below. 
Incremental innovation: Having considerably small changes to the existing product and benefiting from 
the existing design, and often reinforcing the dominance of established firms [38] is defined as 
incremental innovation. Incremental innovation is used to make small improvements to the product and 
does not deviate much from the existing dominant design. This innovation helps to establish market 
dominance in particular. In the Henderson-Clark model as shown in Table 1, the first quadrant indicates 
this type of innovation. 
Example: 
In the book by David Smith [39], an example of incremental innovation is provided in the context of a 
washing machine. If there is a change in the offering of the speed of the motor for a washing machine, it 







This type of Innovation changes only the core design concepts of technology and innovation [38]. It 
includes new components with the existing system design and concepts. In modular innovation, the 
change is more than the incremental innovation. As shown in Table 1, modular innovation is present at 
the right upper hand corner in the Henderson-Clark model. This type of innovation is focused at the sub-
system level. 
Example:  
Clock-work radio: This  is a case by Baylis [40] as referenced by David Smith in his book “Exploring 
Innovation [39].” Prior to clockwork radio, radios were powered by batteries or any other form of the 
electrical power supply but clockwork radio introduced spring based clockwork mechanism. In this 
model, the power source is a new component. This can be referred as “modular innovation.” 
Architectural innovation: 
It is the reconfiguration of an established system to link together the existing components in a new way. It 
is characterized by a change in a component- perhaps a size or some subsidiary parameter of its design- 
that creates new interactions and new linkages with other components in the established product. The core 
concepts behind the design of each component remain the same [38].  
Example: 
Sony Walkman: In the case study by Sanderson et al. [39, 41], it is stated that the introduction of Sony  
Walkman was an innovative solution. This product had included similar features of tape-recorders that 
existed till then. With the idea of Walkman, Sony has included the same features but reduced the size, 
included headphones and scaled down the size. This led to the change in the architecture of the model. 
This is considered as “architectural innovation.” 
Radical innovation: 
Radical Innovation is an innovation in which a new dominant design emerges and, hence, a new set of 





Radical innovation is usually an innovation which usually reconfigures the current system and 
components. The introduction of internet, instant messaging, World Wide Web etc. are the examples of 
radical innovation [39]. These change the terms in which the technology so far is perceived or used. The 
understanding of types of innovation is important to recognize that innovation has occurred in products 
when compared to improvements that are usually made in a product regularly.  
 
As we have seen in the previous section, innovation is indicated to have a very complex multi-
dimensional, multi-layered structure with many forms. A literature review is conducted with an objective 
to understand the phenomenon of innovation. This attempt is made to understand the various views on 
nature of innovation, tools currently in place and the ways to measure innovation. 
Henderson-Clark model describes the magnitude of innovation in products. This understanding is 
important to differentiate the products in their process for innovation in terms of platforms and product 
lines. However, this theory does not provide an empirical tool to address the problem of innovation. Also, 
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it does not provide a specific approach to determine the right time for innovation for any of the categories 
mentioned in the model.  
Christensen [9] in his theory of disruptive innovation conducts a detailed study on the disk drive industry 
and explains patterns of innovation. He explains that in the disk drive industry, the first disk drive was 
developed by IBM which was a large in size and could store only five megabytes of data. Later it kept on 
improving and by 1976, disk drives were a billion dollar worth industry. The rate of industry growth 
continued and many companies that entered the market in the beginning failed to survive in the market by 
1996. In his theory, he also explains that sustaining innovations are architectural changes that occur in the 
product, and they do not force companies to fall. In contrast to this, the disruptive innovations often cause 
companies to fall. One such example is that of the transition from fourteen inches to eight-inch disks. The 
companies which have been developing fourteen-inch drives did not choose to switch to eight-inch drives 
since their main customers were not them and there were only mainframe computers mainly in use then. 
With new applications like that of a mini computer, the smaller disk drives gained importance and 
eventually they completely replaced the fourteen-inch drive market. This led to the downfall of many 
fourteen-inch drive manufacturers [9].  
The author describes that these companies fail to recognize disruptive technologies because these 
technologies start as a weak solution and slowly emerge out to be a better solution over a period of time 
by implementing incremental innovations. A solution to this is to identify the technologies early and 
capitalize the market when the dominant design emerges eventually [9]. Spin-offs and mergers & 
acquisitions are principled around this theory. 
Although, this theory holds many insights it is still a qualitative theory and does not provide evidence in 
identifying the appropriate time and components for innovation. The technology to be adopted and time 




In summary, this section provided most of the important qualitative theories on innovation and 
summarized the different kinds of innovations through the Henderson-Clark model. This section also 
discussed how the firms can be benefited from innovation with the Teece model. The Abernathy-
Utterback model provides guidance on the dominant design and the reason for improving the designs until 
the dominant design appears in the market to become leaders in the market. The fundamental theory of 
Schumpeter provides insights into the evolutionary nature of innovation. Finally, the Christensen model 
provides insights on the nature of disruptive innovation. However, these theories do not provide the 
opportunity for innovation in products for an existing design, and also they do not explain the components 
to focus upon in an existing design. The behavior of system level variables is used for bringing out 
patterns on innovation in most of these theories. This thesis focuses on filling the gap by making an 
attempt to address some of mentioned issues. 
2.2.2 Quantitative theories of innovation 
This section focuses on reviewing the quantitative theories on innovation. The section 2.2.3 focuses on 
highlighting some of the existing tools on innovation. The tools of innovation are commonly used in 
product development process which usually constitutes most of the information content in the system 
design space. 
2.2.3 Tools of innovation 
Keathley et al. [27] describe the tools used for Innovation are explained in a very detailed and sequential 
manner. These tools are common in most of the industries. Some of the important tools are the affinity 
diagram, benchmarking, QFD, brainstorming, Ishikawa Diagram, Mind Mapping, TRIZ, Decision Matrix, 
DFSS, Environmental Scan, FMEA, 5 Whys and 2H, Flowcharting, Crowdsourcing, Focus groups, Force 
field analysis, Kano Model, etc. TRIZ is one of the logical ways of addressing the phenomenon of 





S-Curve and dominant design: 
The S-Curves of Technical Substitution introduced by Foster [42] and the dominant design framework by 
Utterback and Abernathy are two relevant models of innovation measurement [43, 44]. The performance 
of any system grows by following an S-shaped logistic curve as a function of a research effort that is 
dedicated to its development [44] . The flat spot indicates that the established technology reached its 
saturation point. It needs another technological or radical improvement to move beyond plateau. This is 
indicated by the initiation of a novel S-Curve[44] . This is depicted in Figure 1.  
 
Figure 1 -Depicting S-Curves of technological evolution 
The evolution of dominant design across the lineage of products developed, is also an indicator of 
innovation according to the Utterback and Abernathy model [23].The dominant design model is the 
model which has acceptance in the market. Some of the examples of dominant designs is the introduction 
of  Polaroid cameras for instant photography [45]. 
While there is quantitative information in the representation of S-Curves, they are typically used in a 
qualitative manner to represent innovation in products. TRIZ on the other hand, introduces “Ideality” 
concept and uses it to identify when a need for innovation arises [44]. Tellis et al. [46] suggest that the S-
























function.” Every plateau on the step function defines saturation of technology and the need for new 
technology. 
Tellis [13] indicates that companies often fail to recognize when they have to jump on to the next S-Curve 
i.e. when to withdraw a particular product from the market and focus on a new product. Companies often 
continue to invest in the product they have established success with and fail to recognize the need for the 
launch of a new product until they see a failure. The level of responsiveness depends on the decisions 
made by the management. Often, the cost involved in those decisions is very high, and the level of 
flexibility is less. Hence, failures are seen in the products by the established firms. Cannibalization of 
products at the right time is the key to a company’s success [13]. 
Innovation has been recognized as a primary requirement for surviving the competition. It is identified as 
a source for companies existence [37]. Failing to understand the nature of innovation made some of the 
large firms lose their market share.  
Andrew Kusiak in his paper “Innovation- A Data-Driven Approach to Products and Services: Bridging 
World’s Economies, “discusses different ways of evaluating innovation. Some of the methods mentioned 
in his paper are  [47]: 
 Trial & Error Method 
 Lead-User Study Method 
 Innovation networks 
Kusiak [47] mentions that the Trial &Error method is a very flexible approach, and everyone can use it. 
The major limitation of this approach is the lack of predictability and the amount of cost involved. This 
method is a customer-centric one. In the Lead user study, a group of lead users is identified, and the future 
designs or models are provided to them for testing by these individuals. Von Hippel [24] introduced this 
method. This approach has three steps in which the benefits expected from future products are identified; 




product or services. The next method is that of Innovation networks in which innovation is achieved by 
collaborating with other companies and trying to achieve technology transfer between different 
companies.  
These methods also have limitations as the customer is unpredictable and all these models are trying to 
build products with the source of information from customer’s feedback. In the lead user study, if the lead 
users have a biased opinion, then the whole objective of bringing the best product is not achieved. Even 
though the final product is to be judged by the customer’s acceptance but feedback from the customer 
should not be the only factor to release the product. Customers most of the times do not recognize the 
need for products. Therefore, understanding the customer efficiently is the key. In this regard, established 
firms have significant resources to conduct surveys and understand the base of customer’s they have, but 
they also suffer the wrath of customer’s non-acceptance of products. This phenomenon was validated by 
Tellis [13] in his book “Unrelenting Innovation.”  
In the paper titled “Innovation Forecasting,” by R.J.Watts et al. [48] , it is stated that “researchers have 
performed postmortem assessments of technology transfer activities, technology diffusion, and 
technology substitution processes to characterize significant factors and recommend managerial practices 
that promote success in new product technology innovation [48].”  This provides an understanding on the 
qualitative nature of the innovation methods in use.  
Further into the research, other tools and methods were explored and employed in the process of product 
innovation. Most of the forecasting methods for technology prediction were assessed. In the chapter of 
Technology Forecasting methods in the [49] book by YCho et al., the classification and detail of all the 
technology forecasting methods were illustrated in length. The following three were identified as three 
major classifications of technology forecasting. They are: 
 Exploratory  





Exploratory forecasting methods 
In the exploratory technology forecasting method, trend exploration using regression and growth of 
technology using S-Curves is demonstrated. The phenomenon of technological substitution is also 
detailed. The paper also points out that finding out the right slope and inflection point of the S-curve is 
very difficult and fitting an appropriate equation to the growth curve is arbitrary [49]. This gives an area 
of exploration, if there is a way to actually quantify the S-curve and find out the slope along with the 
inflection point, innovation could be predicted for developing next generation products. 
There are other methods of exploratory technology forecasting. They are called Bibliometrics and 
Scientometrics which is not the focus of this research as the analysis is done by the history of data 
available, and it does not guarantee a solution to the problem of innovation in a definite manner. 
Recent advances in technology have led the way to some of the most innovative knowledge discovery 
tools like data mining, text mining, tech mining and other practical techniques but these are based on the 
data that is currently in place, and there is no method to validate that the future predictions indeed are a 
good prediction. As the techniques for evaluation of innovation are not concrete, it would not be clear till 
the product is launched into the market and is a success or failure to confirm that the outcome of these 
processes is valid and sound. 
From the literature review, so far, it is evident that the path for innovation in a company is based on the 
existing knowledge about the product with the company. The amount of knowledge is incremental, and 
there is a constant update with tools like benchmarking. 
Normative forecasting methods 
This model considers objectives, needs and future desires as the basic elements for forecast and identifies 




relative importance of each on the other. This decision-making model compares relative scores to make a 
decision based on all the pairs of criteria. The author suggests that the AHP model has limitations and is 
termed as qualitative as the weightings are subjective again. Morphological analysis is another important 
technique which is used to structure problems rather than to solve them [49, 50]. 
Backcasting, a method of normative technology analysis which is similar to a scenario approach in which 
the relative feasibility is checked [50, 51] also does not effectively predict the definition for next 
generation products. 
Normative or explorative technology forecasting 
The most prominent among these forecasting techniques are Scenario planning, Delphi method, Nominal 
Group technique, Trend Impact Analysis, and Technology road mapping along with some of the 
normative forecasting methods. These methods have predictive models for future designs and are 
primarily used in decision-making processes at different stages of product life cycle. They do not offer a 
complete solution to the problem of innovation. These techniques, when used in a particular combination, 
are relatively useful [49].  
The author concludes the paper by suggesting that these techniques are not complete, and these models 
are existing as proper tools for attacking the problem of innovation but have not comprehensively solved 
the problem of innovation in particular. The author also mentions the use of TRIZ and other instruments 
in combination might become as a real use for forecasters trying to predict the future models of 
technology. 
TRIZ 
TRIZ is a methodology introduced by Altshuller, in which there is a precise definition of knowledge 
transfer to the future by recognizing patterns in the evolution of the product history. Also, it includes 




could be utilized to predict the next generation products. TRIZ also mentions that by resolving the 
potential trade-offs between the functions in a system as depicted in  
Figure 2, we can provide innovative solutions. The graph between the degree of Ideality and time gives a 












3. Research Objectives 
3.1 Problem statement 
While reviewing the literature, it was found that most of the works were not focused on innovation 
models which included the business objectives, product technical trade-offs and the customer needs 
together. Even though Christensen [9], Utterback et al. [23], Henderson-Clark [22], Teece [36] and other 
theories provided great insights on the nature of innovation and identified the scenarios in which 
innovation occurred they do not provide guidance that would be most useful to product developers to 
innovate their products. These approaches do help product developers and managers to make business 
decisions, but they provide less insights into the technical decisions such as the resolution of technical 
trade-offs that exist within the product and the prioritization of areas within the product design to focus 
the innovation efforts on. Quantitative theories on innovation such as the S-curve approach by Sahal, 
forecasting methods, genetic algorithms, AHP, Fuzzy algorithms provide great insights in terms of 
identifying trends of innovation and patterns in macro level parameters of a system. 
TRIZ is a particularly interesting approach that is based on identifying where on the S-curve the system is 
and then based on historical patterns of technological evolution the product developer can identify 
promising directions of innovation inquiry. Furthermore, by focusing on product trade-offs and technical 
contradictions, more focused innovation opportunities can be found. While these approaches are 
comprehensive and useful, they demand insight and they do not help product developers systematically 
identify and prioritize areas within the design to focus their innovation efforts. This thesis seeks to extend 
TRIZ in this manner within the constraints of an existing product. 
The logical approach to developing this framework should include systems engineering principles to 
structure the problem and mathematical analysis techniques to provide more quantitative guidance for 




3.2 Goals & research objectives  
The main goal of the research is to develop a framework that identifies innovation opportunities in a 
product and to develop a quantitative approach to assess the appropriate time and components worth 
innovating. This proposed framework to identify components worth innovating in a system is termed as 
“Innovation Mining.” 
The following establishes the broad requirements that this research will need to fulfill in order to develop 
an innovation mining framework. The proposed framework  
a. Close the gaps identified in the literature review to provide a quantitative methodology for aiding 
product developers to innovate. 
b. Accommodate business objectives, performance objectives and the technological trade-offs that 
exist within the product. 
c. Capture the insights from both the qualitative and quantitative theories of innovation. 
d. General in nature and should not be specific to any particular product.  
With insights from the review of the literature and the requirements defined above, the following research 
questions were developed, with the constraint that an existing product already exists: 
1. What are the scenarios that signal the need for innovation? 
2. Can a quantitative method developed that links business objectives, technical objectives and 
information regarding the existing product that can aid the product developer to innovate? 
3. Can the components* worth innovation be identified within an existing product system? 
*The components in particular could be the physical components, the sub-systems, system itself (or) can 




3.3 Research road map 
This section provides the proposed research steps for the innovation mining framework. Figure 3 depicts 


















Figure 3 - Research Road Map 
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The research road map begins with outlining the goals for the research. The goals identified define the 
scope and boundary of the problem being solved. This provided guidance and motivation for the entire 
work. Then in the next step a suitable product for the research has to be identified. The product 
characteristics are identified first and to develop a general framework, a complex product with over 5000 
components should be selected for the research. This will provide help in building the concepts and also 
validating the concepts with the product. This thesis focuses on identifying the right time for innovation 
and also identifying the right components worth for innovation. The component links have to be 
established to deploy the metrics identified from the scenarios of innovation and then finally the 





4.0 Research Methodology 
In this chapter, the methodology employed for conducting this research is explained. As mentioned in the 
previous chapter, basic theories of innovation, the principles of systems engineering and fundamental 
mathematical formulations are used to develop the innovation mining framework. There are four distinct 
phases to develop the final framework. 
1) Problem formulation: The first phase describes the problem in detail and establishes the 
example and the structure of problem to be solved. 
2) Development of the innovation scenarios:  First the issues that must be overcome in 
developing the innovation scenarios will be discussed, which is followed by the development of 
the innovation scenarios. The feasibility of identifying these scenarios in practice is 
demonstrated with the example of a bicycle.  
3) Linking innovation scenarios to the product: The links from the innovation scenarios to the 
components is established through matrices that link stakeholder requirements, systems 
requirements, design parameters, subsystem requirements, subsystems, and components.  
4) Analysis and prioritization: Singular value decomposition (SVD) is used with the relationships 
developed above to identify the areas of the existing design that should be the focus of 
innovation.  SVD along with concept of SVD is explained in greater detail. In addition, 
clustering methods are used to help better interpret the results generated. 
For the approach outlined above, first an example case of a simple product is used to demonstrate the 
feasibility of the concepts that were developed. This chapter concludes with a summary of the 
methodology envisioned for innovation mining framework. This framework is then applied to a real 
system that is relatively complex (on the order of 10,000 components) to demonstrate the feasibility of the 
approach. It should be noted that in order to protect the confidentiality of the industry partner the details 





4.1 Problem characterization 
Innovation is a complex phenomenon and is evolutionary in nature [17]. This dynamic nature of 
innovation makes it difficult to identify the real factors contributing for innovation. The major problem of 
implementing innovation is that the causal-effect relationship is usually not evident [17, 21]. It is driven 
by many factors like business objectives, market forces and technology availability etc. and  the 
interactions between these  factors may also lead to innovation [17]. Thus, the causes for innovation could 
not be identified for delivering innovation. [17, 53] As the nature of innovation is complex, the cause and 
effect relationships between the agents causing innovation and the communications leading to the effect 
are in a feedback-loop which makes it an iterative process. The nature of the innovation problem is also 
multi-dimensional and can be associated at various levels starting from component level (product) to the 
organizational to the societal level. This means that the influences can arise from any particular level of 
the entire product value stream [17].   
From the above discussion, it can be justified that innovation occurs in a very complex way and it is 
necessary to understand the scenarios in which innovation occurs. The goal of the section 4.1.1 is to 
explore the issues in identifying the scenarios which indicate the need for innovation. This is followed by 
the section 4.2 which describes the development of scenarios to identify the need for innovation. The 
scenario development is performed using a sample product. The product chosen for demonstrating the 
scenarios is a bicycle. 
The following features of the bicycle inspired its choice as an example: 
1. The product has a long history. (First bicycle was introduced in 1800s). 
2. The product is not exceedingly complex but has enough components to be representative of a 
typical development project. 
3. Because it is a common product, the technical characteristics and measurements can be 




4. The product is easily available and not very expensive. 
4.1.1 Issues in identifying innovation scenarios 
The identification of what indicates the need to innovate has been discussed extensively in the approaches 
to identify innovation in chapter 2. However, there are two major issues that arise in these works (a) the 
scenarios are qualitative [9, 11, 23, 25, 31, 37, 38] (b) they tend to focus more on the approach to 
innovate. As an example of the first issue, consider [9] in which the conditions for innovation are 
described as when a small firm enters the market with a weak solution and slowly becomes a dominant 
design in the market. Christensen [9] suggests that identifying the early entry of disruptive innovations is 
an indicator for the incumbent firms to innovate. While that is a useful insight, it is much more difficult to 
implement in a prescriptive methodology.  In this work, we will derive quantitative indicators that relate 
to the innovation scenarios. The second issue relates to focus on the approach (the ‘how’) and not 
the focus on the description of the scenario (the ‘what’). Table 2 shows the major approaches 
toward innovation [15].  
Table 2 - Issues in different approaches to innovation 
Possible ways for 
innovation to occur 
Issues in different approaches to 
innovation  
Value adding features of the 
approach 
Customer feedback/ 
Input in design 
process 
Too broad and hard to define. 
Sometimes, signals may be false-
negative. It does not include the 
technical difficulties. It may put high 
expectations on the product or too low 
losing to the competitors. 
This helps in knowing what the 
customer wants are and the design 




There are a lot of inventions that are 
patented and acquiring those 
technologies require lot of investments. 
Also, there are technological trade-offs 
as the system is complex and the 
interactions between sub-systems is not 
clear. The non-linear hierarchical 
structure of the systems also makes it 
even complex for a product developer 
to solve. 
Technology gives competitive 
edge to the product in the market. 
If it is identified early on and 
adopted, then the cost of adoption 






These two processes are either need-based (pull) or technology-based (push) [15].  Again, while these are 
helpful descriptions of process, they provide little in terms of (1) direct linkage between push/pull 
mechanisms; (2) leveraging of the insights into a prescriptive approach.  
4.1.2 Development of innovation scenarios 
In this section the innovation scenarios will be formulated in such ways that they lend themselves to (1) 
quantification and (2) integration into a more prescriptive framework. This will be accomplished by 
starting from the qualitative insights that have been presented by previous authors and coupling these 
insights with patterns that this author postulates constitutes the conditions (or scenarios) that indicate the 
need to innovate. These will be described below. 
4.1.3 Critical value identification  
Central to the idea of innovation is the idea of value (as discussed in Section 1.1). Invention without value 
enhancement is not innovation. This idea of value is formalized and identified for the product of interest 
and it is ultimately deployed through the system to aid in the identification of areas to focus engineering 
innovation activity.  
This work adopts Clausing’s [54] view on value. A system’s value can be measured as a ratio of benefit to 
cost (desired effect to undesired effect). Note that the undesired effects need not necessarily be monetary 
(they can be defects, issues, downtime, etc.).  Thus, as a function of time, the role of innovation (ideally) 
is to ensure that the benefit to cost ratio is a monotonically increasing function.  This can be accomplished 
either by increasing the benefit, reducing the costs or both. A schematic representation of this is shown in 
Figure 4.  The distributions depicted in Figure 4 highlight a couple of ideas: (1) Value needs to be 
interpreted in the context of the entire value chain.  It is not a sustainable business model for the 
manufacturer to benefit at the expense of other stakeholders (e.g. suppliers); (2) While above it was 
argued that cost need not be the only costs considered, the Figure below suggests that profitability is good 
proxy for value delivery because if either benefit or costs are not in line with market expectations, 




innovative product development) will be undertaken in the face of uncertainty and ambiguity and thus 
needs to be considered during product development.   
In the context of this work, the innovation scenarios need to derive from and be directly linked to these 
models of value. As an example, consider a system performance characteristic.  Ultimately, that 
performance characteristic will be linked to stakeholder efficiency and/or effectiveness.  It is the profile of 
this performance characteristic over time that will form the basis of the innovation scenarios. For the 
purpose of this thesis, the value metric will be chosen based on the author’s best judgement and the 
development of the value model and the identification of the elements that should the focus of innovation 
will be left to future work. 
            
 
V= B/C    ……………………………………….… (1)   
For the purposes of illustration, in the bicycle example the Velocity (V)-to-Weight (W) ratio is considered 
as the value measure which is given by equation1.Velocity is a performance metric representative of the 
benefit that is delivered to the user, while the weight is tradeoff that needs to be minimized and thus 
representative of a cost.  Note that there can be many other value measures associated with the product, 
In equation 1, Value, ‘V’, is equal to the ratio of a specific 
benefit over the cost associated with that benefit. ‘B’ 





Figure 4 -Value Identification 




and the choice of metric will be dependent on factors related to how the organization chooses to compete.  
As stated earlier, the choice of the appropriate metric is beyond the scope of this work. In this case this 
metric was chosen on the basis of the author’s judgment.   
4.1.4 Scenarios of innovation 
This section identifies the scenarios of innovation. From the review and summary of the literature, it is the 
contention of this work that there are three scenarios that indicate the need to innovate.  The first scenario 
that occurs in a product is when there is the rate of increase of the value metric begins to decline. A 
second scenario occurs when trade-offs among key technical parameters can no longer be resolved.  The 
third scenario that arises is when an additional need is expressed by the market place that is not currently 
being addressed by the product.  
In order to identify these scenarios, it is important to leverage existing analysis techniques to identify 
these scenarios.  As was discussed earlier, a common representation of the effects of innovation is the S-
curve, where the x-axis is time and the y-axis is the benefit-to-cost ration discussed above (See Figure 1). 
Thus it is logical to conclude that anytime a slope decrease is detected in the evolution of this curve, the 
rate of value delivery is decreasing and needs to be addressed. A simple test of this idea is to consider the 
early phase on the idealized S-curve and the late phase of the same S-curve.  Both of these phases are 
relatively flat.  In the early stages, the technology is unreliable and costly and much innovation is needed 
to make the product accessible to the market place.  In the latter stages, the limitations of the technology 
are being reached and the benefits decline and often it becomes costlier to support this old technology. As 
a result it is often necessary to jump to a new technological S-curve. Thus it is seen that there is a 
correlation between slope decreases (or shallow slopes) and the need to innovate. Thus for this first 
scenario, the first step is to identify the value as a benefit-to-cost ratio as described above and to plot the 
evolution of that value metric as a function of time (as is common in TRIZ [54] ) . 
The second scenario occurs when there are technical contradictions in the product that can no longer be 




the door be easy to close and that the external environment (e.g. rain) be kept from affecting the internal 
environment.  This would lead to the technical contradiction that the peak closing force be small to make 
the door easy to close and large to preserve the internal environment.  At some point a passive seal might 
not meet evolving requirements and a more active solution would be required to accomplish the task, thus 
resolving the conflict.  A solution like this would allow for a low peak closing force during user operation 
and a high force (though not during closing) during the car’s operation. These scenarios are typically 
identified through the correlation matrix of House I in Quality Function Deployment (QFD), through the 
TRIZ analysis or through the experience of the engineer. 
The trade-off scenario suggests that for a given engineering metric, the trade-off is defined as the required 
direction of improvement for critical parameters ‘i’ and ‘j’ with both being in the opposite directions. 
Figure 5 represents the trade-off in which the critical parameter CPi is the required parameter to be 
improved like the velocity (V) parameter for the bicycle and CPj indicates the weight (W) parameter 
which has to decrease.  
 
Figure 5 - Technological trade-off 
The third scenario is much more straightforward and entails the identification and inclusion of a new need 
from the customer (i.e. Voice of the Customer – VOC). Typical market analysis methods are used to 



















bicycle with velocity-to-weight ratio as the identified value metric is considered. In the remainder of this 
section, the three scenarios discussed above will be illustrated with this example.  
 The evolution of the bicycle is considered and different models of bicycles are listed in Table 3. Different 
models of bicycles that were introduced into the market are classified into three major categories from the 
beginning. These three categories are incremental innovation, radical innovation and technical trade-offs. 
Incremental innovations suggest that they are an improvement to the existing product. This can also be 
interpreted as the products providing additional value than the predecessors, or moving up on the S-curve. 
Radical innovation or disruptive innovation suggests that there is a new need that emerged in the market, 
and it needs to be included in the product development process. Technical trade-offs indicate that an 
emerging problem between the sub-systems had to be solved for an innovation in the product. With the 
constraint of an existing product, in this case- the bicycle, all the possible ways in which innovation 
occurred are categorized.  
Table 3 - Models of bicycles from 1817 
Model Name Time 
 
Classification 
Hobby Horse 1817 
 
Need for Bicycle 
Macmillan 1839 
Incremental Innovation or Better than 
predecessor 
Bone Shaker 1863 
Incremental Innovation 
High Wheel 1870 
Radical Innovation-Provided High Value 
than Incumbents and its predecessors. 
Safety Bicycle 1879 
Technical Trade-offs (Safety as an issue) 
 
Pneumatic Tires 1899 
Technical Trade-offs 
Disc Wheels 1985 
Solving Technical Trade-offs 
Recumbent Cycle 2013 
 
Radical Innovation-New Need 
   
 




Scenario-01: S-Curve slope decline 
A graph is plotted with the velocity-to-weight on y-axis and time on x-axis. The S-curve is shown in 
Figure 6 and the related slope data for the graph are  summarized in Table 4. 
 
Figure 6- S- Curve for bicycle 
Analysis: It is observed that the curve as shown in Figure 6 was flat during the initial phase until the year 
1863 and after the introduction of the High wheel in 1870, the performance to cost ratio increased, which 
is depicted by the slope increase. After the High Wheel, with the introduction of safety bicycle, the 
velocity went down in 1879 which was obviously related to the reduction in the wheel diameter. This 
decrease is depicted by the decline in the slope of the curve. This decrease continued until the 
introduction of “pneumatic tires” which is a technological advancement and it had a positive effect on the 
performance/cost ratio. As the literature in the additional references points out that the development of 
pneumatic tire required around 30 years for the improvement in the performance. The next major 
improvement in the bicycle is the disc wheels. Though it had great performance impact, it came after 86 
years later which had less impact on the slope of the S-Curve. This lag is attributed to the introduction of 




important link to all the factors can be viewed from the single curve with a focus on a sole objective of 
velocity/ weight.  








The specific timeline of focus when the product value flattens out is considered and the derived 
engineering metrics that affect the performance can be identified by relative comparison with the previous 
versions of the same product. The flat spot on the S-Curve indicates that the performance has not 
increased over the previous product on a time line. The flat spot might be either due to lack of any 
increment in the benefit from the previous version of the product (or) may be due to an increase in the 
benefit and cost as well. This trade-off scenario is discussed later in this chapter.   
Scenario-02: Trade-off scenario 
In the bicycle example, in the year 1879, the safety bicycle was introduced. The safety bicycle had a 
reduction in the performance value (i.e. Velocity/Weight Ratio). This is because the high wheel had a 
bigger diameter wheel when compared to the safety bicycle. This led to the reduction in velocity of the 
bicycle for the same effort. This can be viewed from the Table 4.The performance of the bicycle had a 
trade-off with respect to the safety aspect. The improvement of safety i.e. reducing the height of the center 
of gravity of the bicycle and bringing it closer to the ground led to the reduction in the torque generated 
Model Name Time Vel/weight ratio Slope 
Hobby Horse 1817 0.59 - 
Macmillan 1839 0.48 -0.005 
Bone Shaker 1863 0.76 0.01167 
High Wheel 1870 2.3 0.22 
Safety Bicycle 1879 0.57 -0.1922 
Pneumatic Tires 1899 7.23 0.333 
Disc Wheels 1985 10.58 0.03895 
Recumbent Cycle 2013 10.23 -0.0125 




(or) Velocity of the bicycle. Solving this trade-off provided an innovation in the bicycle. The introduction 
of pneumatic tires in the year 1899 to the bicycles increased the velocity of bicycles again. The increase 
in the value happened because the trade-off of reducing the height of center of gravity and increase in the 
torque happened with the help of pneumatic tires which reduced the friction between the ground and the 
bicycle. Hence, by resolving the technological trade-offs the performance can be improved.  
Scenario-03 New needs inclusion 
If a particular need arises in a market or even within the system from internal or external stakeholders 
with the desired value greater than the existing metrics, then that specific metric takes priority over 
another metric in the next product for improvement. In the case of the bicycle, safety needs led to the 
development of safety bicycle. This need emerged when the use of high wheel bicycle led to many 
accidents in that era. This need of incorporating safety to the high wheel bicycle was realized by reducing 
the center of gravity of the bicycle with the person that provided greater stability and control reducing the 
number of accidents. This model is still common even today. This is one of the most common scenarios 
of innovation usually that arises from customer requirement or due to issues faced by the customers which 
triggers new requirements. 
Thus, it is observed that any innovation scenario in products is mainly due to one of the three scenarios 
mentioned in this section. 
4.2 Linking innovation scenarios to the product 
In the sections above, the scenarios that signal the need to innovate where identified.  Each of those 
scenarios involved a need (i.e. a customer requirement) or a technical parameter (i.e. a technical 
requirement).  Our stated goal was the identification of the components that are worth innovating.  Thus, 
establishing this link from the requirements to the components is a critical step and a focus of this section. 





4.2.1 Approaches to identify a relationship with the physical components from the system level 
This section identifies the current work on the identification of the links between the physical components 
from the system space. The system level is usually composed of the system response variables 
(engineering metrics) which indicate the solution independent behavior of the product.  
Nam Suh [55] proposed an approach, termed as axiomatic design, in which complex systems can be built 
from the top-down approach versus a bottoms-up approach (conventional way) of building any complex 
system. In the axiomatic design approach, the complex relationships for fixed systems can be identified 
by distinguishing the functions that the product performs and then building from the functional 
requirement space to the component space. The functional requirement space is a solution neutral space 
and is characterized by a minimum number of independent requirements [55].  
The matrix representation preserves the information across all the levels while transforming the needs of a 
customer to a product. The insights from axiomatic design provide guidance that top-down approach can 
be used to connect the system level metrics to the product level metrics using a top-down approach as 
shown in Figure 7. 
The expressions shown in equations 2 and 3 define the links and the design matrix used for 
transformation from one space to another. 
     FRs = [A] DPs ………………………………………..... (1) 
     DPs = [B] Cs…………………………………………..... (2) 
Matrix [A] represents the design matrix used for transformation from functional domain to design 
parameters space. Matrix [B] represents the design matrix used for transformation from design parameter 













   
 
Kusiak et al.[56] propose a requirements-based framework on innovation. The framework incorporates 
the flow of requirements in innovation. The requirements life cycle consists of three phases which include 
requirements identification, requirements diffusion and requirements attainment. The linking of 
requirements to the component space is performed in the requirement diffusion phase. In this phase, the 
customer requirements are converted into technical requirements using matrix representation for pair-wise 
matching. The requirements are dynamic in nature in the approach proposed by the Kusiak et al. [56].  
Kusiak [57] mentions design as information processing activity leading to optimizing objectives with 
conflicting constraints. The representation of conceptual design involves specification of requirements, 
specification of functions, incorporation of logic into functional and requirement trees along with 
optimization of the requirements in the functional space. In the specification stage, the representation of 
the design requirements is done using a matrix which has a requirement to function mapping known as 
the requirement-function incidence matrix. The matrix is filled with the costs associated with the 
implementation of the function.  
Kusiak [58] describes another representation of input data in the form of a matrix known as interface 
structure matrix (ISM). In this approach, the interface relationships are represented in the form of activity-





















relationship matrices are easily available from product databases. The matrices are then clustered to 
reduce the complexity of interactions between elements of the matrices. The ISM approach provides 
valuable information content in using the existing product data for searching patterns in the component-
interface interactions. The representation of parts –sub-assemblies were also done using matrices for 
identifying modularity within a matrix[59]. The matrices could be used to identify similarities in groups 
of components and products to increase the flexibility to provide mass customization. For performing 
innovation, the requirements to functional attributes matrices help in generating useful information. 
Design Structure Matrix (DSM) [58, 60] is another important approach used to connect the links between 
system parameters. The DSM matrix is a square matrix used to represent the information flow between 
different variables in a system. This is very helpful in studying the coupling effects between the 
components-components, activities-activities.  
Quality Function Deployment (QFD) [61, 62] begins with a set of raw needs and then they are 
transformed into engineering characteristics. Clausing et al. [62] employ the matrix connections to 
establish relationship between customer needs to performance measures, performance measures to 
features or solutions, solutions to part specifications and part specifications to manufacturing processes. 
The upper house in QFD indicates the interactions between different variables. The QFD is usually 
ranked using 1, 3, and 9 to provide clear distinction among the relative importance of variables. Insights 
on the levels of product development process and the 1, 3 and 9 ranking procedure provides guidance on 
the linking the system space to the physical space for identifying components worth for innovation in this 
thesis. 
QFD incorporates the customer’s voice into the product development process. Ettlie et al. [61], in their 
empirical study on QFD, provide interesting insights on the effects of having customer focus versus 
benchmarking focus. According to the study, Ettlie et al., suggest that if a company is focused on the 




These are some of the important limitations of QFD. QFD is not specifically used in industry for guiding 
innovation. 
4.2.2 Establishing links from VOCs to the components (physical space) 
Based on the scenarios of innovation, a set of system response variables (engineering metrics, EMs) are 
identified, which are considered important for innovation. These engineering metrics (EMs) are identified 
from the value (benefit/cost ratio) that is of importance and if a need for innovation is triggered through 
one or more than one of the scenarios, then the engineering metrics associated with those signals are 
chosen to be deployed. These indicators of innovation are then deployed using a set of relationship 
matrices which carry information content from the system level to the component space. Figure 8 is a 












Connections between levels of product development:  
In an existing product, the requirements (VOC) are fulfilled by a set of engineering metrics (EM) using 
transfer functions. The transfer functions are usually represented by 1, 3, and 9 in the QFD [62]. A 











Table 5 - VOC versus EM matrix 
 
The cells in the matrix provide the information content that transforms the row-vectors into column 
vectors. In the Table 5, the value in cell (α1, β1) indicates that if the EM is successfully achieved, to what 
degree is the VOC (α1) satisfied. The value is represented as f ((α1, β1)). The relationship between VOC 
(α1) and EM (β1) can be represented by the following equation 4. 
VOC (α1) =f ((α1, β1))*EM (β1)…………………………………….. (3) 
F ((α1, β1)) = Transfer function or value signifying the degree of fulfilment by EM (β1). 
Significance of the value in the cell (α1, β1) 
The information content in the cell (α1, β1) contains the information that helps for the transformation of 
the VOCs into EMs. This information content usually can be represented using a transfer function. The 
transfer function can be represented also a dependent function of the physics associated with that 
particular EM. The link between the solution independent variable (EM) and the solution dependent 
variable occurs with the help of a transfer function which is represented as the values in the cells of the 
matrix as shown in Table 6. This information is critical in developing the links from system level to the 
component level. An attempt is made to understand the transfer function between solution independent 
and solution dependent variables with the help of a drilling machine example. 
Example: Consider a drilling machine in which the size of the hole to be drilled using the drilling 
machine is a system level response (EM) and the associated design parameters include, the diameter of 
the drill bit, length of the drill bit, rake angle etc. In this example, multiple design parameters are 











 Diameter of 
drill 
Length of the 
drill 
Rake angle ……. 
Size of the drilled 
hole 
    θ1       θ2   θ3  
 
Size of the drilled hole = 
F [f1 (θ1) * (Diameter of the drill), f2 (θ2) *(Length of the drill), f3 (Rake angle) …] 
The above equation represents the direct linkage between the size of the hole to be drilled to the design 
parameters using a set of functions which are a function of the degree of fulfillment of the particular 
metric. The function f1 (θ1) can be a representation of the physics associated with the design parameter 
diameter of the drill.  
Formulation of the transfer function -Example f1 (θ1) 
‘θ1’ can be a numerical value defining the degree of fulfilment. The function f1(x) is associated with the 
physics related to the diameter of the drill. Let the diameter of the drill to be ϕ1.For a specific diameter to 
work for the given VOC, the diameter (ϕ1) is dependent on the different attributes such as the stress in the 
drill bit (S1), force acting on the drill bit (Pa) and other factors similar to this. 
Therefore, f1(x) is given by, 
G [(S1), (Pa)……………...] 
A common equation or transfer function could be developed using these parameters and can be 
represented by the function f1(x). In the graph as shown in Figure 9, the parameters like S1, Pa…. have 
common objective function which influence the diameter of the drill. The linear representation of the 




transfer function could be generated with good domain knowledge and can be represented by a specific 
value as well.  
 
Figure 9 - Graph showing a sample transfer function 
In summary, the value in the matrix (α1, β1) is a combination of degree of fulfilment of the EM and the 
transfer function linking the VOC to the EM. Similarly, the matrices linking EMs to design parameters 
(DPs), design parameters (DPs) to sub-systems (SSs) and then from sub-systems (SSs) to components 
(Cs) can be established. The values in the matrix can be populated using expert panels. This matrix 
representation helps in establishing links from the system level metrics across various levels of the 
product abstraction. The last matrix of abstraction is taken into consideration for analysis where the 
solution independent metrics are converted into the solution dependent metrics. In the current thesis, 
without loss of generality, the values are considered as 1, 3, and 9 representing various transfer functions 
based on the degree of fulfilment.  
4.2.3 Analysis of the matrices  
The mathematical view of the matrices presents the interrelationships between the rows and columns. The 
column vectors in the last matrix are representative of the components in the product and the information 




levels. Sometimes, there might be a relationship in which a particular EM is satisfied with more than one 
design parameter. These inter-connections with multiple parameters of the same level from higher level 
metric indicate the effect of coupling within the design. The vector space is sometimes a complex 
multidimensional space due to the interrelationships between the elements of the same matrix. A 
decoupled or uncoupled design might not have these complex interrelationships between the parameters 
of the same level. 
With these links representing the existing product with links from system level to the component level as 
shown in Figure 10, system level indicators identified from the scenarios of innovation can be deployed.  
The matrices or links used finally for demonstrating the links between the various levels of product 
abstraction have values which depict the degree of fulfilment of the row vectors with respect to the 
column vectors which are characterized by the transfer functions. A sample representation of the matrices 
is shown in Figure 10. 
 




Figure 11 shows the EM versus DP matrix with transfer functions in the same row. This indicates that a 
particular engineering metric (EM) is fulfilled by two design parameters (DPs). These kinds of 
relationships exist within the matrices that transform the systems from the system level to the component 
level (and in principle it can continue to be deployed to manufacturing systems and processes, and even 
service processes). This increases the complexity of the problem because of the many relationships that 
are generated. Such relationships are representative of the coupling effects within the system. These 
coupling relationships might increase dimensionality of the matrix. 
 







𝛽1 𝛽2 𝛽3 . 𝛽𝑖
𝛼1 0 1 0 . .
𝛼2 0 1 0 . .
. 1 0 1 . .
. . . . . .
𝛼𝑗 . . . . .












𝛾1 𝛾2 𝛾3 . 𝛾𝑘
𝛽1 0 1 0 . .
𝛽2 0 1 0 . .
. 1 0 1 . .
. . . . . .
𝛽𝑖 . . . . .












𝛿1 𝛿2 𝛿3 . 𝛿𝑘
𝛾1 0 1 0 . .
𝛾2 0 1 0 . .
. 1 0 1 . .
. . . . . .
𝛾𝑖 . . . . .



















































These matrices provide the link from the system level but the patterns within the matrices have to be 
explored. Singular value decomposition (SVD) is considered for understanding the patterns within these 
matrices. 
Singular value decomposition (SVD) 
Singular value decomposition (SVD) [63] is a method to perform linear transformation. This method is 
one of the factorization techniques and is considered to be an important method in linear algebra. SVD is 
used as approach to identify patterns in an existing matrix. Strang [63] provides an example in which a 
matrix contains people represented in the rows and the different courses as columns. The elements in the 
matrix contain the grades of the individuals for each subject. SVD is used as a method to identify the 
combination of subjects and students to identify patterns within the matrix. This knowledge will be 
helpful in identifying the combinations of courses and students in which the students perform well and the 
various combinations of courses for each individual they perform well. For example, if a particular 
student performs well in mathematics and physics is good then the performance of that student and other 
students in biology is also good. These internal patterns which are not clear from normal grade scores can 
be identified with SVD. SVD can also be used as a technique to reduce the dimensionality of matrices 
[63] .For a particular matrix ‘A’ SVD is defined as: 
SVD [A] = [U] [Σ] [V
T
] 
Where [A] is an mxn matrix. 
[U] is a (mxm) orthogonal matrix 
[Σ] is a diagonal matrix 
[V
T
] is a (nxn) orthogonal matrix 
The multiplication of matrices [U] [Σ] [V
T
] is again equal to [A]. The elements of [U] and [V
T
] are unit 




order. The rest of the matrix is filled with zeroes to make it a square matrix. The [U] and [V
T
] matrices 
have an inverse. SVD is thus used to identify the hidden patterns in a matrix with data relating to 
transformation from one dimension (rows) to another (columns) and the elements in the matrices are the 
transfer functions or define the relationship between the rows and column vectors in a matrix. 
After the linkages are established using the matrices as mentioned earlier, singular value decomposition is 
performed. Singular value decomposition converts a particular matrix [A] into three matrices [U] [∑] [V
T
] 
[64]. This transformation reduces the dimensionality of the matrices. 
Leskovec et al. [64] uses SVD in identifying the underlying patterns in a matrix containing information 
regarding the opinions of people and movies. The information content in the matrices is preserved even 
after performing SVD and transformed into a concept space where the relationships between the rows and 
columns can be easily explained in a lesser dimensional space. The SVD method segregates the row-
vector combination and provides the strength of the row-vectors to the concepts using [U]; the [V
T
] 
matrix provides the strength of the column vectors to the concepts. The matrix [∑] provides the strength 
of the concepts hidden in the matrix. SVD of matrix [A] is shown in equation 5. 
[A] = [U] [∑] [V
T
] ……………………...……………………… (5) 
The matrix [U] indicates the relation between the row vectors in matrix [A] to the hidden concepts and the 
matrix [V
T
] indicates the relation between the column vectors in the matrix [A] to the concepts. The 
concepts can be related to the patterns hidden inside the row and column vectors.  
An example provided by Leskovec et al. [64] uses SVD approach to identify hidden patterns in the 
matrices. In the example, rows are represented by various names of people like Joe, Jim, John, Jack, Jill, 
Jenny, Jane  and the column vectors is represented by names of movies like Matrix, Alien, Star-wars, 
Casablanca and Titanic. The values in the matrix represent the scores that they provided based on the 
level of their fondness of the corresponding movies in the column vectors on a scale of 0 to 5 as shown in 




genres. This matrix does not explicitly provide information regarding the patterns that lie hidden in the 
matrix. The movies belong to romantic and sci-fi genres only. After performing SVD on the movie 
ranking matrix, new and interesting patterns could be identified which were not clear with the original 







𝑀𝑎𝑡𝑟𝑖𝑥 𝐴𝑙𝑖𝑒𝑛 𝑆𝑡𝑎𝑟𝑤𝑎𝑟𝑠 𝐶𝑎𝑠𝑎𝑏𝑙𝑎𝑛𝑐𝑎 𝑇𝑖𝑡𝑎𝑛𝑖𝑐
𝐽𝑜𝑒 1 1 1 0 0
𝐽𝑖𝑚 3 3 3 0 0
𝐽𝑜ℎ𝑛 4 4 4 0 0
𝐽𝑎𝑐𝑘 5 5 5 0 0
𝐽𝑖𝑙𝑙 0 0 0 4 4
𝐽𝑒𝑛𝑛𝑦 0 0 0 5 5







Figure 12- Matrix showing movie ratings by people 







0.14 0 0.41 0.56 0.42 0.52 0.21
0.42 0 0.15 0.2 0.84 0.19 0.077
0.56 0 0.2 0.72 0.2 0.25 0.1
0.7 0 0.34 0.34 0.258 0.42 0.17
0 0.6 0.64 0 0 0.44 0.18
0 0.75 0.45 0 0 0.44 0.22












12.37 0 0 0 0 0 0
0 9.48 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
















0.58 0 0 0 0.82
0.58 0 0 0.71 0.41
0.58 0 0 0.71 0.41
0 0.71 0.71 0 0




The original matrix is represented as [A] and the resultant matrices after performing SVD are given by 
[U], [∑], [V
T
]. The [U] matrix consists of two columns and seven rows. The rows indicate the people and 
the two columns indicate concepts. These concepts are underlying patterns that exist in the matrix. In the 
example, it can be observed that there are two categories of movies i.e. romantic movies and sci-fi 
movies. These two concepts can be associated with two categories of movies. Also, the [V
T
] matrix 
contains two rows and seven columns. This represents the column vectors in original matrix [A] 
connected to the two concepts.  
Interestingly, the values associated with the first four rows in matrix [U] are separated out from the last 
three values and the rest of the values are zeroes. By observing the matrix, it is clear that the names of the 
first four people are associated with males and the last three names are associated with females. This 
deduction can be drawn from the rankings they provided for the movies. Such patterns which were not 
evident from the basic matrix become much more transparent using SVD. The [V
T 
] matrix also has three 
values in the first row as 0.58 and the rest as zeroes. This indicates that they have a common attribute 
among themselves and the last two movies have something in common as they both have same values in 
the second row. This provides a deduction that the first three movies are of science fiction type and the 
last two movies are romantic movies. Although, human judgement is required to interpret these patterns 
but the information content can be separated out using this approach. However, sometimes the matrices 
have very less delineation in terms of patterns they provide, and then the [∑] matrix could be used to 
separate out the major patterns in the matrix. The ‘[∑]’ matrix provides the strength of the hidden 
concepts. As explained earlier, the hidden concepts of sci-fi movies and romantic movies have associated 




4.2.4 Dimensionality reduction 
The total energy of the matrix is provided by the sum of squares of the elements of the [∑] matrix and 
with 90% energy associated with the strength of the concepts only necessary values can be retained and 
the rest can be compromised [64]. In practice, the number of rows and columns in the original matrices 
connecting the links from system level to the component level are higher in number; therefore, 90% of the 
information content is preserved to reduce the dimensionality of big matrices. For smaller matrices, 
however, 100% information content can be analyzed to understand the patterns.  


























0.56 0.59 0.56 0.09 0.09
0.12 −0.02 0.12 −.69 −.69
. 40 −.8 . 4 . 09 . 09
] 
There are three concepts in the above SVD output as there are three columns in the first two matrices and 
three rows in the last matrix. The total energy as mentioned early can be computed as 
• Summation: ∑ (12.42+9.52+1.32) = 245.70 
• By assuming 99% of the total energy value, we have, (0.99) *(245.70) =243.243 
• Summation: ∑ (12.42+9.52) =244.01, by considering only two values. 
Hence, by retaining 99% of the energy, only two columns can be considered and the third concept can be 
compromised without much loss of information content. 
This logic is used on the matrices used for linking from the VOC space to the component space and by 
performing SVD for the matrices the patterns hidden in the matrix could be identified. As an example, 




components in the concept space if there are only few levels of abstraction where the EMs are related to 
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  = [U] [∑] [V
T
] 
As was seen above, SVD is a good approach to find hidden concepts or underlying patterns in a matrix 
that contains information about the relationships between elements. Within a products system, 
relationships between requirements and solution elements (i.e. subsystems and components) will give rise 
to many matrices as the level of abstraction is reduced and the level of detail increases.  It is the 
fundamental premise of this thesis that by linking these sets of matrices to the previously identified 
scenarios of innovation, sets of components worth innovating can be identified.  
Based on the information content in the matrix and the relationships within the matrix, the information 
content does not clearly provide distinct relationships to the concepts. Therefore, clustering has to be 
performed after SVD to group the relationships related to the concepts. As the number of important 
clusters may vary based on the number of concepts generated from the SVD, hierarchical clustering is 
considered to retain all the possible relationships from the emerging clusters. For identifying the 
components worth for innovation [V
T
] matrix is of importance. The SVD should be performed on the last 
of the linkages matrix as it provides the relationship with components. The possible combinations 
mentioned earlier with all the matrices are considered in the next chapter. 
Holtta et al. [65] in the process of quantifying the degree of modularity  use SVD. The structure 
representation is done using a design structure matrix (DSM). The singular values are generated using 



















difference in the decay pattern of the singular values of the structure. In case of an integral structure, there 
was an abrupt decline in the singular value pattern versus in a highly modular structure, the singular 
values decreased in a gradual manner. This insight led to the formulation of a singular modularity index.  
This explanation established the idea of using SVD for products and identifying the internal structural 
patterns. SVD helped in understanding the interactions within product architecture and also helped in 
comparing different architectures based on modularity. The work done by Holta et al. [65] thus provided 
guidance in revealing patterns in product structure which is enhanced in the current thesis. 
4.3 Hierarchical Clustering to define patterns in relationship matrices 
The relationship matrices [U] and [V
T
] obtained after performing SVD does not delineate the patterns 
directly. These matrices define the links from the system level to the component level. To understand the 
concepts behind the existing product and the physical domains in the product clustering should be 
performed. This provides physical meaning to the links provided by using singular value decomposition. 
The existing product is a representation of various VOCs transformed into EMs and then to SSs and then 
to physical components which regroup to form the product. By performing clustering, the common 
components from the scenarios of innovation can be separated out. This research chooses dendrograms or 
hierarchical clustering approach to identify the hidden concepts linking the system level metrics to the 
components. A detailed case example is provided in chapter 6.  
4.4 Summary 
This section provides the summary of the research methodology employed.  The research methodology 
employed principles of system engineering and mathematical formulations to identify the components 
worth for innovation. The following steps were suggested in this chapter. They are: 





 Identify the critical system parameters that will be the focus innovation analysis discussed above.  
This is accomplished with the aid of the different scenarios of innovation (Opportunities of 
Innovation) previously identified. While the detailed method to identify these parameters is 
beyond the scope of this work, some preliminary thoughts on their identification are provided 
below. 
a. S-Curve Slope decline- (Benefit to Cost evolution over Time) 
 Through historical analysis the evolution of the value metric over time, it can be 
determined if their marginal value is decreasing. If so, the critical system 
parameters of the system that are related to the value metric become the focus of 
the study.  
b. Resolving Technological Contradictions 
 Once the critical system parameters have been identified, the next step entails 
identifying the critical tradeoffs that are linked to these critical parameters.  The 
most logical place to begin to identify these trade-offs are in the roof of the 
House of Quality, through TRIZ contradiction analysis and through engineering 
judgement. 
c. Introduction of a new VOC into the system 
 There are two scenarios under which a new VOC would be introduced, market-
driven (pull) and the discovery of a new technological solution not possible 
before.  This scenario would have its own set of critical system parameters 
associated with it that would need to be identified. From there a similar analysis 
would need to be carried out to identify trade-off. 
 The current existing product architecture is then connected in a top-down approach from the 




relative to the nature of the relationships between the critical parameters identified above and the 
ultimate solution elements that are implemented to fulfil those requirements.  
 Singular Value Decomposition was used to uncover the hidden patterns that exits within the 
matrices identified above.  Since each of these hidden patterns connect to a particular set of 
requirements and components, it seems logical to explore these connected clusters as possible 
innovation opportunities.  
 In order to aid in the analysis of the clusters discussed above, hierarchical clustering was used to 
identify the patterns of relationships that emerged from the SVD analysis. 
4.5 Framework development  
The fundamental premise of this research is to identify components within an existing system worth 
innovating. The theoretical and analytical underpinnings of this work were defined above. In this section, 
those concepts will be formalized into a more prescriptive methodology. In the next chapter, a practical 
example motivated by a real example will be used to illustrate the methodology suggested. 
A nine step prescriptive process will be summarized below. 
Step1: Value identification 
Identify the Value for the product. This value can be inclusive of the business objectives, market needs 
and the technological performance indicators.  This should be a profitability measure for the stakeholders. 
The value identification should be done with a panel of group of experts which includes representations 
from all the stakeholders. A representation of value identification is shown in Figure 13. 
V= B/C 





Figure 13 - Value Identification 
 
Step 2:  Identification of innovation opportunities using scenarios of innovation 
This includes three steps to identify all the possible opportunities for innovation in an existing product. 
 Step (A): S-Curve slope decline-Benefit to cost evolution over time 
1) Track the product history and identify the different innovations that occurred in the product so far. 
2) Identify the value recognized in step 1 across all the product innovations (from the same product line) 
from the beginning. 
3) Plot a curve with timeline on x-axis and the value (i.e. benefit/cost ratio) on the y-axis. 
4) Plot a slope line for the curve. 
5) Identify the flat-spots or negative slope points in the history of the product. 
These flat-spots or negative slope points indicate the lost opportunities for innovation in the past. These 
also indicate the metrics that related to decline in the performance or value contribution through the 
product. These changes sometimes might have occurred due to solving trade-offs at that period of time. If 
the value for those changes has disappeared, then the components associated with the changed metrics 
should be redesigned based on the stakeholder value identified in step 1.Figure 14 represents S-Curve on 
a time line. 
6) Identify the engineering metrics that are associated with the flat-spots or negative slope in the product 

















Figure 14 - S-Curve representation 
Step (B): Resolving technological contradictions 
The trade-offs in the system, if solved leads to innovation in most cases. Identifying the trade-offs in the 
systems could be done using a tool-object pair methodology suggested in TRIZ. Trade-offs identified in 
the product relate to a set of engineering metrics. These engineering metrics are separated for deploying 
to identify components worth for innovation in next stages 
Step (C): Introduction of a new VOC into the system 
The system identifies a set of new VOCs that are based on a new market requirement or even an internal 
requirement. This can be identified using a market-survey or feedback from customer. A new VOC can be 
identified in the process of iteration with the approaches of innovation mentioned in the literature review. 
Step 3: Developing relationship from system level metrics to the component level for the existing 
product 
1. A step-by-step process of developing relationships from system level to component level is 
described below: 
2. Identify the VOCs, EMs, Sub-systems, and Design parameters for the existing product. 
3. Develop matrices by identifying relationships between various levels of the product till the 

























4. EMs as row vectors and Design parameters (DPs) as column vectors (Matrix-2). 
5. Design Parameters (DPs) as row vectors and EMs as column vectors (Matrix-3). 
6. Fill the above matrices with the appropriate relationship values. These values can be a binary 
relationship, (1, 3, 9) scoring or any appropriate scoring as mentioned in the previous chapter.  
However, the best process to fill the matrices will be assessed along with the case example. The cells can 
be filled in with functions to depict the true relationships as well, if known. There are many ways of 
representing the relationships between the rows and column vectors ranging from binary values to 1, 3, 
and 9.  
The comparison between various numeric representations will be shown along with the case example. 
The following are the different combinations of matrix values used to represent the transfer functions.  
1. Binary Values (0, 1): This establishes the relationship between the rows and columns in a 
binary form. The ‘1’s represent linear relationship and the ‘0’s represent lack of dependency 
between the row and the column.  
2. Weighted Binary (wj)*(0, 1): The value represents the transfer function between rows and 
columns. It also carries the weighted information from one level to the next level. ‘wj’ 
represents the weights of a particular column in the ‘n-1’ level of the matrix.  
3. Filtered Binary (0, 1): This matrix only includes the appropriate system level response 
variables identified from the scenarios of innovation. The numerical representation is 
either’0’ or ‘1’.  
4. Filtered Weighted Binary wj * (0, 1):  This matrix includes the weights associated with the 
‘n-1’ level matrix and carries the information to the ‘n’th level of the matrix. Although, only 
specific system response variables identified from scenarios of innovation are included in the 
final matrix for analysis. 
5. Transfer function (1, 3, and 9): This is a representation of the transfer functions in terms of a 
numeric value with relative distinction among the column vectors. The true transfer functions 




system for a long time. However, the representation of 1, 3, and 9 preserves the distinction 
between the column vectors and is analogous to the original transfer functions.  
6. Weighted Transfer function wj * (1, 3 and 9): This is similar to the transfer function but it 
carries the information from the previous matrix thus facilitating the increasing the strength 
of the information content from the initial matrices in the last matrix.  
7. Filtered Transfer function (1, 3, and 9): These values are similar to the 1, 3 and 9 transfer but 
only the set of system response variables identified from the scenarios of innovation are 
included in the matrix at a particular level of analysis. 
8. Weighted Filtered Transfer Function wj *(1, 3, and 9): This is similar to the filtered 1,3 and 9 
but it includes the weights from the earlier matrices to increase the strength of information 
content from the first matrices to be transferred to the last matrices. 
In this way, the links can be established between the needs (VOCs) to the components. Sample matrices 
of links between VOC to DPs using binary representations are shown in Figure 15. 
 
 




Step 4: Develop a co-variance matrix to identify the trade-offs that exist in the matrix. The EMs 
associated with the trade-offs are included along with the scenarios of innovation. 
Step 5: Perform Singular Value Decomposition (SVD) on the matrices. 
o Singular value decomposition performed on the last matrix provides the individual design 
parameters and the link to the set of underlying concepts. 
o If the rank of the matrix is high and the dimensionality of the matrix is high reduce the 
dimensionality to 90% of the total energy of the matrix. 
Step 6:  
 Weight the ‘V’ matrix obtained from step-5 with the ‘S’ matrix values to obtain a clear 
dendrogram which includes the strength of the concepts. 
 Perform Hierarchical clustering on the obtained reduced SVD matrices (‘U’ or ‘V’) to obtain the 
clusters related to the requirements and the sub-systems or components. 
Step 7:  A Venn diagram is plotted with the results of hierarchical clustering. This Venn diagram provides 
the relationships between the components  
Step 8: Interpret the results using an expert panel to identify the components* worth for innovation. 










5.0 Case Example 
In this chapter, a case example is developed using the innovation mining framework presented in the 
previous chapter. The case study is based on complex system from a highly regulated and competitive 
market. In order to protect the confidentiality of the company’s data, the information is encoded in a 
generic fashion so that it can be presented in this thesis. The general characteristics of the system are as 
follows: 
Product Dimensions       >70 ft
3
 
Number of components     >10,000 components 
Market Environment      Highly Regulated 
Product Cost       >$500,000 
Product Performance                 Very High Performance and Reliability 
Expectations 
VOC        α1……α35 
Engineering Metrics      β1 …β22 
Sub-Systems       γ1 …γ38 
The product for the case study can be represented mostly with information from VOC to EM and then EM 
to SS. While the Subsystems are not components, they are solution elements and from an analytical 
perspective and are treated no differently than components had that been decomposed to that level of 
detail. Hence, this thesis considers two levels i.e. from VOC to EM and EM to SS for this case study. The 





Step1: Value Identification 
Value identification is done using an expert opinion and based on the information provided by the 
company a set of values were recognized. The benefits identified for the product are segregated and the 
most pertaining benefit is considered for the thesis. It is assumed as B1. The cost induced with the benefit 
is considered as C1. Therefore, the value (V) is given by, 
V=B1/C1 
Step 2: Scenarios of Innovation 
The values identified in step1 were considered based on the scenarios of innovation and two possible 
scenarios were identified for illustration purpose. As the product timeline was not long enough for 
consideration and due to lack of identification of flat-spots on the s-curve during the time frame 
considered, the second scenario and third scenario are considered. 
Resolving technological trade-offs 
Based on the value obtained from the previous step, it is found that there are technical trade-offs in the 
system which could be resolved. The associated EMs were identified from these trade-offs as β2. The 
system architecture document was referred for identifying the set of trade-offs. 
Introducing new VOCs into the system 
The associated VOCs that were identified for deployment into the system are α1, α13, α27. The 
associated engineering metrics related to them are β2, β4. These specific EMs will be deployed across the 
system to identify components which are worth for innovating. The systems requirement document was 
referred for identifying the set of VOCs. 
Step3: Development of relationship matrices from VOCs to EMs and EMs to Sub-Systems 
Thirty-five voice of customer (VOCs) were listed out. Table 7 indicates the VOC vs EM matrix in the 
coded form showing 33 out of 35 VOCs. This matrix depicts the transfer matrix with 1, 3, and 9 as 
transfer function values in them. The transfer functions were arrived at after reviewing a lot of documents. 




history document was reviewed to develop the transfer function values. The transfer function is 
represented using 1, 3 and 9 ranking. The selection for this method of transfer functions is explained in 
chapter 4.  The VOC Versus EM matrix was filled using the product requirements document. The EM 
versus sub-systems document was filled using the product architecture, functional diagram and the BOM 
structure. All the important sub-systems were identified and included in the analysis. The transfer 
functional values were categorized based on the following criterion. 
 1-System requirement when completely fulfilled satisfies the VOC to the least extent when 
compared to the other EMs in the row. 
 3-System requirement when completely fulfilled satisfies the VOC to a medium extent when 
compared to the other EMs in the row. 
 9- System requirement when completely fulfilled satisfies the VOC to the highest extent when 
compared to the other EMs in the row. 
Similarly, for the EM versus Sub-system was filled with similar analogy. 
Initially, the matrix was filled with binary numbers which indicated if a system requirement when 
completely fulfilled, 
1-Satisfies the VOC  
0-Does not satisfy the VOC completely 
The weighted binary is represented by multiplying the rows of the final EM versus SS matrix with 
weights associated with the EMs in the VOC versus EM matrix. Similarly, the weighted transfer was 
developed with the weights from the VOC versus EM matrix from developed using the transfer function 
values (1, 3, and 9).  The filtered matrix was selected from the group of EMs (β2, β4) identified in step 2. 
The different possible combinations are binary, weighted binary, filtered binary, filtered weighted binary, 




Table 7 - VOC Vs EM matrix 
 
The next level matrix linking the EMs versus the sub-systems is shown in Table 8.  
 
 
VOC β1 β2 β3 β4 β5 β6 β7 β8 β9 β10 β11 β12 β13 β14 β15 β16 β17 β18 β19 β20 β21 β22
α1 0 9 9 3 9 0 0 0 0 0 3 0 0 1 0 9 9 3 0 1 3 0
α2 0 0 0 0 1 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0
α3 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0
α4 3 3 3 0 1 3 9 9 0 1 0 0 0 0 0 3 3 3 0 3 0 0
α5 1 0 9 0 0 0 0 0 0 0 0 0 0 9 3 0 0 0 0 0 0 0
α6 0 0 0 0 1 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0
α7 9 0 0 0 3 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0
α8 3 1 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0
α9 0 0 3 0 3 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 9 0
α10 1 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 9 0
α11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 9 0 0 0
α12 0 0 3 9 3 0 0 0 0 0 0 0 0 0 0 0 0 0 1 3 0 0
α13 1 1 9 3 0 0 0 0 0 0 0 0 0 0 0 9 9 3 0 0 0 0
α14 0 1 0 0 3 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0 0
α15 9 3 3 3 1 0 0 3 0 0 0 0 1 1 1 1 1 1 0 0 1 0
α16 0 0 0 0 3 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0
α17 1 1 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0
α18 1 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 1 0 0 3 0
α19 0 0 0 3 0 0 9 0 0 0 0 0 1 3 3 0 0 0 0 0 0 0
α20 0 3 0 3 0 0 0 0 3 9 3 0 3 3 0 0 1 0 0 0 0 0
α21 9 0 0 0 3 0 0 3 0 0 9 0 0 0 0 0 0 0 0 1 3 0
α22 3 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0
α23 0 9 3 1 3 0 0 0 0 0 0 0 0 0 0 0 3 3 0 3 0 0
α24 0 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0
α25 1 0 0 3 0 0 0 0 0 0 0 0 9 0 0 0 0 0 1 0 0 0
α26 0 0 0 0 0 9 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0
α27 0 0 0 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 9 3 0 0
α28 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 9 0 0 0
α29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 9 0 0 3 0
α30 0 9 0 3 3 0 0 0 0 0 0 0 3 0 0 0 0 0 0 3 0 0
α31 3 0 0 0 0 0 0 9 0 0 0 0 0 0 9 0 0 0 0 0 0 0
α32 0 0 0 0 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 9
α33 3 0 3 3 3 0 0 0 0 0 3 3 0 0 0 0 3 3 0 3 3 3
α34 3 0 0 3 1 0 0 9 0 0 0 0 9 0 3 0 0 0 0 0 0 3





Table 8- EM versus Sub-System Mapping (Binary) 
 
Experiment for comparison of the possible combinations of transfer function values: 
Experiment: To identify best possible combination of representation for the transfer function value from 
the eight combinations as mentioned above. 
Methodology- step wise procedure: 
1. Define the matrix relationships 
2. Perform SVD 
3. Develop dendrograms 
4. Compare the dendrograms based on cophenet and spearman’s rank coefficient 
All the possible combinations were performed and the resulting matrices are then compared based on the 
final results of the dendrograms for the V matrix after SVD. The rankings of the matrices were compared 
based on the Spearman’s rank correlation (r) and Cophenet’s correlation coefficient (c). The values of 
these coefficients range between 0 and 1. The values closer to 1 are considered to be better models [66].  
These two coefficients are computed after performing all the 8 cases and the best possible scenario is 
γ1 γ2 γ3 γ4 γ5 γ6 γ7 γ8 γ9 γ10 γ11 γ12 γ13 γ14 γ15 γ16 γ17 γ18 γ19 γ20 γ21 γ22 γ23 γ24 γ25 γ26 γ27 γ28 γ29 γ30 γ31 γ32 γ33 γ34 γ35 γ36 γ37 γ38
β1 1 0 0 1 0 0 0 1 1 1 1 1 0 1 0 0 1 0 1 1 1 0 0 1 1 1 1 0 1 1 0 0 0 0 1 1 1 1
β2 1 0 0 1 0 1 0 1 1 1 0 1 0 1 0 0 0 1 0 0 1 1 0 0 0 0 1 0 1 1 0 0 0 0 0 1 1 1
β3 1 0 0 1 0 0 0 1 1 0 0 1 0 1 0 0 1 1 1 0 0 1 0 0 0 0 1 0 1 1 0 0 0 1 0 1 0 1
β4 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
β5 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0
β6 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1
β7 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
β8 0 0 0 0 0 0 1 0 1 1 1 1 0 0 0 0 0 0 1 1 1 0 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0
β9 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
β10 0 1 0 0 1 0 1 0 0 1 1 0 0 0 0 0 0 0 0 1 1 0 1 1 1 1 0 1 0 0 1 0 0 0 0 0 1 0
β11 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 1 0 0 1 1 0 0 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0
β12 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
β13 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
β14 1 0 0 0 1 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1
β15 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
β16 0 0 0 1 0 1 0 0 1 1 1 0 0 1 0 1 1 1 1 0 0 0 0 0 1 1 1 0 1 0 0 0 0 0 1 1 0 1
β17 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0
β18 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
β19 0 0 0 0 0 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1
β20 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 1 1 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
β21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0




suggested. The SVD analysis is performed in matlab. Eight different scenarios were performed and the 
graph in Figure 17 shows the comparison of values of correlation coefficients. 
 
Figure 17 - Quality of dendrograms 
As the ‘c’ and ‘r’ value for the weighted filtered transfer is highest, it is chosen for the analysis. The 
filtered matrix is based on the selected EM’s from the scenarios of innovation.  
Step 4: Develop co-variance matrix to identify trade-offs 
For the final analysis, the second scenario of innovation i.e. resolution of trade-offs, the possible trade-
offs in the matrix are selected using the covariance matrix. The co-variance matrix is computed for the 
matrix resulted in high coupling between the EMs β18, β 19. These are included in the set of EMs to 
















c 0.6992 0.702 0.8393 0.9071 0.7856 0.8443 0.8678 0.9267































Step 5: Perform SVD on the filtered transfer function matrix: 
The SVD results show that the rank of the matrix is 20 and hence the number of singular values obtained 
is equal to 20. This is still a complex matrix to identify patterns. Therefore, the dimensionality has to be 
reduced. 
Dimensionality reduction: 
The summation squares of the diagonal elements are calculated. Ninety percent (90%) of the value can be 
obtained by considering only a few columns in the matrix. The numbers of columns which constitute the 
90% are only considered for construction of the dendrograms. These columns, however, preserve most of 
the information content within the matrix. After reducing the dimensionality 4 singular values represented 
the 90% of the total energy of the matrix. The dimensionality reduced SVD results are as shown in Table 
9, Table 10 and Table 11. 
U=      
Table 9 -  'U' Matrix from SVD 
-0.7255 0.2338 0.6401 0.096 
-0.6521 -0.5333 -0.5361 -0.0548 
-0.1987 0.6991 -0.3964 -0.5609 
-0.0944 0.415 -0.3817 0.8205 
 
S=  
Table 10 - 'S' Matrix from SVD 
1.00E+03 * 
  1.6173 0 0 0 
0 0.9255 0 0 
0 0 0.4824 0 








Table 11- 'V' Matrix from SVD 
-0.0631 -0.0982 -0.0084 -0.0733 
-0.0033 -0.0236 -0.1874 0.1372 
-0.1893 -0.2946 -0.0253 -0.2198 
-0.0493 -0.1992 -0.5588 0.3512 
-0.2529 0.1441 -0.1045 -0.1758 
-0.3954 -0.14 0.2642 0.2953 
-0.3954 -0.14 0.2642 0.2953 
-0.2135 0.2726 -0.1081 -0.1154 
-0.2529 0.1441 -0.1045 -0.1758 
-0.0843 0.048 -0.0348 -0.0586 
-0.0712 0.0909 -0.036 -0.0385 
-0.0131 -0.0428 0.0012 -0.0202 
-0.2206 0.2696 -0.0679 -0.0496 
-0.2135 0.2726 -0.1081 -0.1154 
-0.3167 0.117 0.257 0.4162 
-0.0394 -0.1285 0.0036 -0.0605 
-0.045 0.0213 0.1085 0.1845 
-0.2135 0.2726 -0.1081 -0.1154 
-0.2135 0.2726 -0.1081 -0.1154 
-0.1893 -0.2946 -0.0253 -0.2198 
-0.1893 -0.2946 -0.0253 -0.2198 
-0.1893 -0.2946 -0.0253 -0.2198 
-0.0712 0.0909 -0.036 -0.0385 
-0.1893 -0.2946 -0.0253 -0.2198 
-0.0843 0.048 -0.0348 -0.0586 
-0.1204 -0.1084 -0.5948 0.3128 
 
Step 6 
Weighing the ‘V’ matrix with ‘S’ matrix for developing dendrograms 
The ‘V’ matrix in itself contains values which are very low and hence, for a clear dendrogram, the priority 
of the columns is multiplied using the values in the ‘S’ matrix to observe the clear distinction between the 
columns. This provides a link to the concepts space and also preserves the strength of relationships with 
the concepts. However, the information content will be preserved with the scaling of the values for 






Table 12 - 'S' Matrix for 90% of total matrix energy 
1.00E+03 * 
  1.6173 0 0 0 
0 0.9255 0 0 
0 0 0.4824 0 
0 0 0 0.2814 
 
Dendrograms 
Dendrogram is made using the ‘V’ matrix obtained after weighing it with the ‘S’ matrix. Figure 18 
represents result of the dendrogram obtained. 
 
Figure 18 - Dendrogram representing the clusters of sub-systems 
The dendrograms shows the clusters of sub-systems which are close enough based on the data provided in 
the ‘V’ matrix. It also includes the priority of the concepts. As a filtered-transfer weighted matrix is 





Step7: Develop Venn diagram to represent clusters of the sub-systems from the dendrogram 
In the Venn diagram as shown in Figure 19, the farthest cluster of γ21, γ9, γ10 has common features and 
hence it closer and it is far away from the rest of the clusters. The clusters of remaining sub-systems are 
brought together based on their similarity in relationships.  
 
Figure 19 - Venn diagram of Dendrogram Clusters 
Step 8: Interpret the results using an expert panel 
Based on the clusters obtained, it is observed that the most dependent system or relevant system lies at the 
center of the clusters. The cluster with maximum importance lies at the center. The farthest from the 
clusters is easy and the choice that is most connected with all the other sub-systems. Therefore, the sub-
systems of γ1, γ8, γ22, γ38, γ4, γ27, γ36, γ18 is the first focus for innovation as per the expert’s opinion 
and the data provided in the product architecture and the system requirements document. However, no 
conclusive proof to validate the priority between these clusters was identified. This data is validated based 






The VOC associated are: α1, α13, α27, α28, α38. 
Engineering Metrics chosen: β2, β4, β18, β19. 





6.0 Conclusion & Future Work 
This chapter summarizes the innovation framework that was developed above. This is followed by a 
critical assessment of the stated research objective. This chapter will close with a discussion of possible 
future work opportunities. This proposed future work will focus on some ideas that will help to envision 
the process of ‘innovation mining’ as a methodology that can be used by product developers to address 
the challenges faced when there is a need to innovate. 
6.1 Summary of research 
The initial motivation for the thesis was based on having the constraint of an existing system, and the 
need to identify the set of components worth innovating. In particular, the goal of this work is to enable 
product developers to help realize to the goals of the organization while addressing the challenges to 
innovate. In order to fulfil that goal, a deeper study of innovation was carried out and using the insights 
gained from that study, as well as principles from systems engineering, an innovation mining framework 
was motivated that shows great promise.  The details of the work executed will be discussed below. 
The innovation mining framework provided insights into the group of solution dependent components 
(sub-systems).The sub-systems were identified and analyzed to be the prioritized sub-systems of 
innovation based on expert’s opinion. The clusters of sub-systems help reduce the complexity in the 
system and provide guidance in implementing the innovation both from customer’s end and technological 
trade-offs that exist within the system. This is the result from the innovation mining framework.  
Prior to that, a detailed literature review was conducted based on the different approaches to innovation 
and qualitative, quantitative methodologies on innovation were evaluated. Scenarios of innovation were 
identified using the literature review and also with an illustrative example of bicycle. The history of 
bicycle was studied to identify the scenarios in which innovation had occurred. Although, there were 
other socio-economic factors but the major and broad reasons for innovation were identified which are 




of the benefit-to- cost ratio of system over time (i.e. the S-Curve), trade-offs between technical parameters 
within the product and a need for new product is identified. Using these needs of innovation from the 
scenarios as a basis, the product links were established using matrices similar to a QFD matrix, which 
provides the link between the system space and the product space. The matrix depicts the coupling 
between the system level parameters and the system response variables and so on till the sub-system or 
component space. It also provides information regarding the characterization of the transfer function 
related to the Engineering Metrics, Sub-Systems etc.  Multiple combinations of the matrix scoring were 
evaluated and the filtered transfer weighted matrix is chosen as the best for evaluation based on the 
spearman’s rank coefficient and cophenetic correlation.  
Singular value decomposition (SVD) is chosen for discretizing the patterns in the matrix and components 
or sub-system linkages. These linkages are essential to understand from the perspective of a chosen 
engineering metric. The SVD provided three matrices U, S, V. The ‘U’ matrix provides the relationship 
between the engineering metrics and the hidden concepts. The ‘S’ matrix provides the relationship 
between the strength of the concepts and the ‘V’ matrix provides the relationship between the sub-
systems and the hidden concepts. These relationships provide clear distinction between sub-systems and 
help in identifying coupling between various sub-systems. 
When a particular need for innovation is selected through the matrices and by performing SVD a sub-
system relationship matrix with the concepts is generated pertaining to those particular needs for 
innovation.  A case-study was performed with a complex product. For illustration purposes, two scenarios 
of innovation were selected and they were deployed through the filtered weighted transfer matrix. The 
results were then clustered using hierarchical clustering algorithm (dendrograms) which provided the 
links between various clusters and the relationship between these clusters. The dendrograms connected 
the sub-systems which were closer based on the information in the matrices. The information from the 
VOC is carried through the matrices in terms of weights and then they are deployed into the next level of 




from SVD were taken into consideration. The ‘V’ matrix containing the information from the sub-systems 
to the concepts and with the strength of the concepts along with the weights of the VOC matrix 
highlighted the sub-system linkages. The clusters identified had unique patterns in them associated with 
the VOC that was selected earlier.  
A Venn diagram was drawn based on the results obtained from the dendrogram. The Venn diagram 
showed the clusters of components that were closely associated and which were far from the cluster and 
the most relevant ones were far from the common clusters. These clusters were prioritized based on 
product knowledge.  
6.2 Assessment of research 
In order to assess the impacts of this research, it is useful to revisit the previously stated research goals 
and objectives. Goals or Objective and detailed assessment are provided below. 
1) What are the scenarios that signal the need for innovation? 
Assessment: The S-Curve slope decline, trade-off resolution and the new need for the product provide the 
scenarios that signal the need for innovation. These were identified by reviewing the literature and also 
studying a sample product. This provides a prescriptive guidance to identify opportunities for innovation. 
These scenarios encompass possible innovations that occur to an existing product. 
2) Can a quantitative method be developed that links business objectives, technical objectives and 
information regarding the existing product that can aid the product developer to innovate? 
Assessment: By establishing matrix links from the system level and then deploying the identified set of 
EMs to the component level by reducing the dimensionality of the matrices using SVD approach and then 
clustering the sub-systems linked to one another using dendrograms provided a possibility to integrate the 
business objectives, technical objectives and the information regarding the existing product without the 




3) Can the components worth for innovation be identified within an existing product system? 
Assessment: This research objective was not completely addressed in this research. Although, we can 
identify the clusters of sub-systems in the case example, it still needs human judgement to make sense of 
the clusters that are obtained. The clusters, however, provide good guidance in knowing important 
patterns which are not visible with the original data. There is a need to structure the solutions and add 
meaning to clusters. This is detailed in the future work. 
6.3 Future work 
The work described in this research is a promising start toward the development of a practical innovation 
mining framework that can implemented by product developers.  However, much work remains before 
this goal can be achieved.  In this section, the limitations of the current work will first be enumerated, and 
the possible paths for work will be discussed. 
Limitations of the current work    
1. The transfer functions used for the research are either binary (0, 1) or QFD-style 1, 3, 9 ratings. 
However, the development of actual transfer functions is a difficult task. The inclusion of true 
relationships might provide a better result as compared to the 1, 3 and 9 rating. 
2. The relative comparison of the clusters that resulted from the framework was difficult and the 
prioritization between the clusters could not be done in this thesis. 
3. As has been stated many times in this thesis, the development of the value metrics, the analysis of 
the value metrics and the selection of the appropriate value metrics to guide the innovation 
activity have not been addressed nearly as comprehensively as needed for the ultimate 
framework. 
The innovation mining framework has generated insights in understanding the underlying patterns of 




highlighting the ways to look for opportunities of innovation. The following important observations were 
made after implementing the case example which can be considered for future work in this direction.  
1. The interpretation of the resulting clusters from the hierarchical clustering of the sub-systems and 
requirements should be analyzed in detail so that guidance can be developed to help interpret 
these clusters. 
2. The ranking in the matrices is based on 1, 3, 9 or binary in the thesis but the true transfer 
functions for the row and column linkages should be analyzed. This is critical since the data 
obtained at the end within the clusters contains the information based on the transfer functions.   
3. The definition of concepts should be explored. An analysis by performing SVD at every level of 
the matrices might provide new insights into the nature of transformation and clusters. This 
information content can generate greater insights. 
4. The framework needs to be generalized so that  
(a) It can be deployed down to the individual component level; 
(b) Comparisons of innovation opportunities at different levels of abstraction and detail can be 
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