Competition between biological species in marine environments is affected by the motion of the surrounding fluid. An effective two-dimensional compressibility can arise, for example, from the convergence and divergence of water masses at the depth at which passively traveling photosynthetic organisms are restricted to live. In this report, we seek to quantitatively study genetics under flow. To this end, we couple an off-lattice agent-based simulation of two populations in one dimension to a weakly compressible velocity field-first a sine wave, and then a shell model of turbulence. We find for both cases that even in a regime where the overall population structure is approximately unaltered, the flow can significantly diminish the effect of a selective advantage on fixation probabilities. We understand this effect in terms of the enhanced survival of organisms born at sources in the flow and the influence of Fisher genetic waves.
Oceanic flows can affect competition between marine species in important ways, particularly at the submesoand mesoscale where the characteristic time scales of fluid motion are comparable to the generation time (inverse growth rate) of phytoplankton [1] [2] [3] . Recent observational and computational work on marine fronts, such as boundary currents and upwelling regions, has noted the likely importance of strong vertical velocities and turbulent eddies to the high productivity and genetic diversity of these regions [4] [5] [6] [7] .
However, few quantitative connections have been made between the observational and numerical data on fronts and the literature of population genetics, which often relies on simplifying assumptions such as a constant carrying capacity, discrete subpopulations, no vertical mixing, and/or fixed migration patterns [8] [9] [10] [11] [12] [13] . Bringing these mature fields closer together via simplified models could provide a clearer understanding of biological processes in marine environments, as well as the effect of global climate change on our oceans and atmosphere [14] .
Consider a population of passive organisms that are restricted to live at a specific depth. When parcels of incompressible water carrying organisms come together in a convergence zone, or water from deeper ocean layers rises towards the surface in an upwelling zone, organisms experience an effectively compressible velocity field. Other possible sources of effective compressibility include large Stokes numbers and gyrotaxis [15] .
We report here results from a one-dimensional agentbased stochastic model of two-species competition that allows for non-uniform occupation in continuous space, coupled to a compressible flow. Though fundamentally a three-dimensional problem, a one-dimensional approach has proven fruitful in the past. The analysis and computational overhead are significantly simplified, and trends * amcplummer@gmail.com observed in one dimension often hold in higher dimensions as well [15, 16] . We first study a sinusoidal velocity field to understand the effect of a stationary source (positive slope zero crossing) and sink (negative slope zero crossing) pair, and then apply this understanding to a shell model of turbulence.
We find that Kimura's famous formula for the fixation probability in well-mixed systems [17] , and spatially extended systems with only diffusive motion [18] , breaks down for even weakly compressible flows, dramatically increasing the influence of organisms born near source regions and lowering the overall probability of fixation for a given selective advantage, initial fraction, and system size. We explore this deviation, and are able to predict the scaling behaviors observed in simulations with simple theoretical models. We believe that the source-oriented view presented here provides a promising framework for predicting ecosystem outcomes in the presence of species mutation and invasion.
The coarse-grained dynamics in the deterministic limit of our two-species stochastic model in one dimension are described by two coupled partial differential equations (see Ref. [15] and SI Parts A and B):
∂f ∂t + u∂ x f = D∂ 2 x f + D is the diffusion constant, µ is the growth rate when either species is dilute, and s is the selective advantage of one species over the other when the system is near its no-flow carrying capacity, as defined by the microscopic rates given in SI Part A.
In the limit of incompressible flow (i.e. when u(x)=const., as must be the case in one dimension), Equation 1 is the Fisher equation and admits traveling wave solutions with speed v p = 2 √ Dµ + u. Equation 2, describing the more complicated genetic dynamics, also reduces to a similar form in the limit c(x) → 1, with a genetic wavefront speed of v g = 2 √ Dµs + u. We assume the selective advantage is small (s << 1), allowing us to define three parameter regimes, which will also be important in the compressible case, using the local value of u(x): Here, we examine regimes 2 and 3, which, to our knowledge, have not yet been systematically explored and have clear biological relevance. While some vertical velocities at strong upwellings certainly satisfy condition 1 (for example, we can estimate D ≈ 10 −13 m 2 /s by assuming unflagellated microorganisms with a Stokes-Einstein diffusivity D = k B T /6πηR, R ≈ 1µm, and assume µ to be 1 day −1 , giving us 2 √ Dµ ≈ 2 × 10 −4 m/day, whereas |u| max ≈ 5 m/day [21] [22] [23] [24] ), strongly localized structures at upwellings/convergence zones are not the only interesting situation. Conditions 2 and 3 describe weaker upwelling/convergence events, other sources of compressibility and/or a strong upwelling event in a population that has a greater effective diffusivity due to active flagella [15] . In these cases, the steady state concentration profile is almost identical to the no-flow case, making them more theoretically tractable. Note that the presence of noise will change the location of the boundaries between the behaviors. For a detailed treatment of noisy Fisher waves, see Ref. [25, 26] . We further focus our investigation on fixation probabilities, a central topic in population genetics describing the stochastic process by which one species outcompetes another. The fixation probability for a species with selective advantage s in a population of size N that makes up an initial fraction f of all organisms in the absence of advection and mutation is given by Kimura's formula, which neglects terms of order s/N [17] .
This formula was first derived for the well-mixed case. However, it can be extended to one-dimensional systems with diffusive motion using an argument inspired by Maruyama [18] (see SI Part C), and is confirmed by our simulations. This insensitivity to spatial dimension makes the fixation probability an interesting object of study in the presence of fluid flows, because it allows us to isolate the effect of advection from that of diffusion. In contrast, fixation times, studied in the presence of advection by Pigolotti et al. [15] , depend sensitively on the spatial structure of the system, and the well-mixed result for fixation times does not hold in the presence of diffusion.
In this paper, we study the behavior of fixation probabilities for weakly compressible flows. As is often the case in population genetics [27] , we characterize the altered fixation probabilities by an effective population size. For small s, the derivative of Equation 3, with respect to s, is
The slope at s = 0 in the well-mixed case is proportional to the probability of a competitive encounter between the two different species. With advection, we can interpret the slope as measuring only encounters that have an impact on the future of the system, occurring for an effective population size such that N → N ef f in Equation 4 . By avoiding spatially localized structures associated with strong flows, where |u| > 2 √ Dµ, we can approximate the overall density of organisms as constant. This assumption greatly simplifies the determination of the effective population size, reducing it to an effective length scale. As we shall see, the result is to replace N by N ef f in the small-s limit appropriate to Equation 4 , and to replace N by N g (s) in the large-s limit, where the population genetics are dominated by Fisher genetic waves.
II. Sine Wave Flows
To better understand the impact of sources (positive slope zero crossings) and sinks (negative slope zero crossings) on fixation prior to tackling time-dependent turbulence, we first study a steady sine wave flow given by
in a domain of size 2π with periodic boundary conditions. The source and sink associated with this velocity profile have a characteristic time, given by τ s = 1/A 0 , the inverse gradient of the velocity field at the zero crossings. Organisms are more likely to die near the sink at 3π/2, where there is a constant influx of organisms, and more likely to flourish near the source at π/2. These effects violate the conditions necessary for Kimura's formula to hold in one dimension (see SI Part C, [18] ), and give an advantage to the source population relative to the sink population, even if there is no microscopic selective advantage involved. To determine the effective population size, we need to characterize the width of the advantageous source region.
A. Quasi-neutral Competitions with Sine Wave Flows
For the case of zero selective advantage, we can analytically compute an approximate fixation probability as a function of position using a random walk model. As shown in Figure 1 , simulations are initialized so that only a small, localized window (length π/16, or ≈ 3% of the interval [0, 2π] in Figure 1 ) contains all of one species. The fixation probability is then measured as a function of the location of this window. By treating these genetic boundaries as random walkers biased by the flow, we find in the limit of small ∆,
where ∆ is the width of the spatial window, x is the leftmost genetic boundary, and N (x|π/2, D/A 0 ) is the normalized probability density function at x, given by a Gaussian with mean π/2 and variance D/A 0 . Details are presented in SI Part D. This function defines a length scale for our source, l s = D/A 0 , given by the balance between diffusion and the advecting velocity field. Any organism that can diffuse to the source in a time faster than the source time τ s = l 2 s /D is relevant to the genetic future of this sine wave system. The farther away an organism is from the source, the stronger the outward velocity field it experiences. Any organism that moves significantly farther than l s from the source is unlikely to be able to return, and has a negligible chance of fixation as it is drawn into the sink.
We hypothesize that for zero or small selective advantage the effective population size scales as the source length scale, times the density of organisms, ρ 0 , which is a constant well-approximated by the no-flow limit since we are not in the regime of spatial localization. Based on these considerations, we conclude that
where B 1 is a constant of order unity. We see from Figure  2 that the fixation probability is dramatically different from the case without an external velocity field, and is well described by these considerations for small s, with B 1 = 3.5. The large difference between N ef f (N ef f = 71) and the total number of organisms in the system (N tot = 394) is striking considering that the presence of the flow cannot be easily detected in the snapshots of the organismic density alone without observing genetic interfaces. Although a stochastic model was the key to predicting the magnitude of the fixation probability given by Equation 6, the Gaussian enhancement of the source region is also evident in a purely deterministic model. Deterministic simulations of the neutral case, which directly solve Equations 1 and 2 for s = 0 without number fluctuations, are shown in Figure 3 . Although these simulations, which are equivalent to the agent-based model in the limit N → ∞, cannot directly observe fixation, we nevertheless see that a small population of one species initially localized close to the source (inset A) grows in size until it reaches a steady state population (inset B) more than five times its original size. In contrast, a population starting near the sink shrinks to values that are less than 1/N , approximating extinction in a simulation with discrete organisms. A Gaussian with standard deviation l s centered on the source provides a good fit for 
The fixation probability (red dots) for an initial condition with a random 10/90 mixture of two species with u(x) = 0.05 sin(x − π/2), varying the selective advantage (P f ix (s = 0) = 0.1, since all organisms are equally likely to take over the population in this limit). The purple line (short dashes) shows Equation 3, the Kimura no-flow result, for the measured number of organisms in the simulation, Ntot = 394. The green line (short and long dashes) gives the prediction of Equation 7, valid in the limit of small s with N ef f = 71. The blue line (solid) gives the prediction of Equation 9 for the large s case, with a selective advantage-dependent effective population size. Error bars inferred from 2000 independent simulations are too small to be visible. Inset: A single realization for a 50/50 mixture of two neutral species (thus, P f ix (s = 0) = 0.5). The dashed line marks the position of the source, So, and the solid line marks the position of the sink, Si. Note that the genetic interfaces between purple and green tend to annihilate in the sink at 3π/2. The total concentration of organisms remains approximately uniform.
B. Strong Selective Advantage with Sine Wave Flows
When the selective advantage is sufficiently high (although still small compared to 1), it becomes a significant term in Equation 2 and plays a role in setting the source length. We must now balance the effects of selection, diffusion, and the velocity.
We can do this using the framework of Fisher genetic waves. Consider a species with a significant selective advantage that is sharply localized within a background population, in a system with a sine wave flow with an amplitude that nevertheless satisfies A 0 > 2 √ Dµs. This initial condition will typically produce two Fisher genetic wavefronts traveling in opposite directions. If the initial population starts on a source, both wavefronts will be supported by the external flow as they move across the system. However, if the initial population starts on a sink, both wavefronts will face an opposing flow.
There is a window of initial conditions around the source at x = x s = π/2, defined by u(x) = A 0 sin(x − π/2) = ±2 √ Dµs, where an initial population can pro- duce Fisher genetic waves that deterministically travel across the entire system. Within this window, the flow velocity is small enough that wavefronts can reach the source even if they do not start there. Outside of this window, Fisher genetic waves cannot reach the favorable source region.
Upon treating Fisher waves crossing the system as a proxy for fixation, this argument suggests another way to define an effective population size in the Kimura formula: the number of organisms around the source within the spatial window with boundaries given by u(x) = ±2 √ Dµs.
When we now solve for this window, we include a fitting parameter of order unity, B 2 , because the traveling wavefront solution only occurs for special initial conditions. The window is then given by half-width δ(s) such that
After solving for δ(s), we can use the approximation of constant density to write the number of organisms in our genetic wave-defined source population as for all data points shown, avoiding the crossover to well-mixed behavior seen at high s in Figure 2 . Inset: When plotted as a function of the quasi-neutral theory only, Equation 7 , we see a departure from the theory at high values of s, which motivates the high s approximation given by Equation 9 .
Note that our effective population size N g now has s dependence. We find that B 2 = 0.5 provides good agreement in Figure 2 . At even higher values of selective advantage, where A 0 is no longer greater than 2 √ Dµs we observe a crossover to well-mixed behavior as expected. Upon combining these two arguments by using the largest effective population size, max(N ef f , N g ), in the original Kimura formula, Equation 3, we can explain the fixation probability for a weak steady sine wave, as shown in Figure 4 .
III. Turbulent Advection
In order to generate a one-dimensional chaotic signal with multiscale correlations similar to turbulent flow, we use a well-established set of ordinary differential equations called a shell model [28] . For specific details, see Ref. [16] and SI Part E. For the steady sine wave flows studied in the previous section, we saw that the presence of a source can dominate fixation events. It seems reasonable to conjecture that transient, time-dependent sources have a similarly important effect in chaotic turbulent flows, and that we can still characterize the system with an effective source dimension and an associated effective population size. Remarkably, we can understand much of the fixation probability with generalizations of the simple theoretical arguments we applied to the stationary sine wave case.
A. Quasi-neutral Competitions with Turbulent Advection
Even in the absence of selection, turbulent dynamics provide new factors to consider when determining the source length scale. The (multiple) sources in the flow can have long or short lifetimes. Their locations move intermittently, and their slopes vary with time. Depending on how the source times compare with the other time scales dictating organism motion, the source-enhanced population at a given time may or may not be able to move with the source and retain its competitive advantage. An example of competitive turbulent dynamics for the neutral case is shown in SI Part F. Although it is clear that understanding the details of fixation probabilities in turbulence is complicated, we can nevertheless apply lessons from the sine wave case to determine scaling behavior.
We assume that our effective population size is the sum of the effective population sizes corresponding to each source, averaged over time. Longer lived sources thus contribute more to the average, and have a greater effect on the effective population size. As in the case of the weakly compressible sine wave, a source's effective population size should be able to be represented as the density of organisms times a characteristic length. It is not obvious how to define a length for an arbitrary source i, but we can easily define a characteristic source time, τ i , by taking the reciprocal of the slope of the positive zero crossing ( du(x) dx −1 x=xi ). Then, we construct a length by assuming the existence of a constant with units of velocity, v C , that can depend on the diffusion constant and some details of the dynamics, but does not depend on the root mean square velocity. We can think of v C as related to the speed with which domain boundaries explore the system. Therefore, our estimate for N ef f in turbulence is
Here, the sum is over all sources present at a given time, and the overbar indicates a time average. Since the density of organisms, ρ 0 , is approximately constant, it is proportional to µ, the growth rate. Therefore, we can also understand Equation 10 as a balance between the organism generation time, µ −1 and the source time, τ i . If µτ i is large, the generation time is short relative to the source time, and organisms can reproduce many times during the source time. These organisms and their offspring thus experience an enhanced fixation probability, and such sources will give a large contribution to N ef f . However, if µτ i is small, few organisms are affected, and the contribution to N ef f will be small.
We now make a mean field estimate of i τ i :
where n s is the time averaged number of sources and τ s = ∂u(x,t) ∂x
, the inverse of the time averaged root mean square velocity gradient. We expect that, for a fixed root mean square velocity, u rms , the total number of zero crossings, 2n s , scales with its gradient. As the root mean square velocity increases, we expect the number of zero crossings to decrease. These considerations lead to the conjecture
with brackets denoting an average over space, and the overbar representing an average over time. This expression for the density of zero crossings in one dimension is known to be true for Gaussian processes [29] , and we have checked it explicitly via simulations with our shell model. A similar relation has been found experimentally in measurements of turbulent flows, where the number of nodes is proportional to the inverse of the Taylor microscale [30] . Upon combining these arguments, and absorbing v C into the constant B 3 , we obtain
Our simulations support this form of N ef f as shown in Figures 5 and 6 with the constant (units of velocity to account for unknown v C factor) B 3 = 0.21.
B. Strong Selective Advantage with Turbulent Advection
As in the sine wave case, we expect a critical value of s beyond which selection must be taken into account in the source size calculation. Unlike the quasi-neutral competitions in turbulence, however, we now have an obvious choice for a velocity that can be used to form a length scale-the Fisher genetic wavefront speed. As before, we include a dimensionless fitting parameter, B 4 . Our estimate for N g , the effective population size associated with genetic waves, is
where τ i is the characteristic time of source i and the overbar indicates a time average. Equation 14 is also the simplest generalization of Equation 9, obtained by expanding the sine function to linear order in a Taylor series close to each source.
Upon estimating i τ i as before, we obtain 
Discussion
For both simple (i.e. sine wave) and turbulent compressible flows for which the population density is approximately uniform, we have shown that fixation probabilities are controlled by an effective population size smaller than the total number of organisms in the system in a previously undescribed and biologically relevant region of parameter space. This reduction in the effective population size creates a significant reduction in the fixation probability as a function of selective advantage overall, but a greatly enhanced fixation probability for organisms fortunate enough to be born near sources, even those that are very weak. In the ocean, source regions can be associated with upwellings, if we assume organisms are restricted to live at a certain depth, for example. Our results suggest that the genetic compositions of these regions may have a controlling effect on the genetics of a much greater domain.
Furthermore, we have shown the reduced fixation prob- Ntot ≈ N0 for all data points shown, avoiding the crossover to localized behavior. These parameters ensure that approximate spatial uniformity is maintained. Inset: When plotted as a function of the quasi-neutral theory only, Equation 13 , we see a departure from the theory at high values of s, which motivates the high s approximation given by Equation 15. abilities can be explained by simple theoretical arguments, and can be explored with both agent-based and relatively inexpensive deterministic simulations.
Investigations are currently underway to examine to what extent these results hold in two dimensions and for more realistic flows. Deviations of Kimura's formula in the case of strongly compressible turbulence in one dimension (i.e. flows that produce spatial localization) have also been observed in simulations, a problem closely related to gene surfing [31] . For a well-mixed system, our stochastic agent-based model for two species, A and B, uses reaction rates:
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birth of A:
where N A and N B are the number of organisms of species A and B respectively. We assume that birth and intraspecies death processes occur at the same rates, µ and γ, for both species, making the well-mixed carrying capacity of each species in isolation identical. Interspecies death rates can vary, however, allowing the model to capture selective advantage, mutualism, and competitive exclusion [1] . We are interested in the case of competition in the presence of selective advantage, and take, for simplicity, γ, the intraspecies death rate, to be equal to the average of λ AB and λ BA . The deviation from this average value, normalized by γ, is a measure of the selective advantage, s.
Another common choice for selective advantage is to let µ → µ(1+s) for one of the species, modeling a faster growth rate. This choice represents selective advantage in dilute conditions, while Equation S5 gives selective advantage under crowded conditions [2] . Our definition simplifies our analysis because it leads to a stationary average total population size throughout the fixation process. We extend our model to one dimension by dividing our spatial domain into intervals, and only allow organisms within the same interval to contribute to the death rates as defined above. Advection and diffusion are incorporated by allowing organism i at position x i to move each time step according to
where D is the diffusion constant, u(x, t) is the velocity field, and Γ(t) is a normally distributed random variable with zero mean and unit variance.
B. Macroscopic Equations
Given the microscopic reaction rates in the previous section, we can carry out a coarse-graining procedure using a Kramers-Moyal expansion for a well-mixed system [3] [4] [5] . The Fokker-Planck equation, in terms of Kramers-Moyal expansion coefficients C 
with the sum over species, and P (y, t) is the probability of being in the state y = (a, b, ...), a vector formed from the number of organisms of each species, at time t.
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For our set of reactions, we have two variables, a, the number of organisms of species A, and b, the number of organisms of species B. The Kramers-Moyal expansion coefficients for our system, using the microscopic parameters given in Section A, are
where we have assumed a, b >> 1.
A set of stochastic differential equations associated with Equation S7 is
aa Γ a (t), (S13)
where the {Γ i (t)} are delta correlated Gaussian random variables such that < Γ i (t)Γ i (t ) >= δ(t − t ) and < Γ i (t)Γ j (t) >= δ ij . Note that the noise is multiplicative. We now restrict our attention to the deterministic parts of Equations S13 and S14 (i.e. we neglect the noise terms), as this is all we need for the Fisher wave analysis. We follow the procedure described in detail in Pigolotti et al. [3] to add advection and diffusion terms. The equations for a(x, t) and b(x, t), subject to a compressible flow field u(x, t) in one dimension, become
Upon changing variables to f (x, t) = a a+b , the fraction of A organisms, and c(x, t) = (a+b)γ µ , the total population as a fraction of the well-mixed carrying capacity, we recover Equations 1 and 2 of the main text,
(S18)
C. Kimura's Formula, Extended to Higher Dimensions
To derive Equation 3 in the main text, the fixation probability, we need to work with the Kolmogorov backward equation for our system in the long time limit with the final condition that no B organisms remain. We start by deriving results for well-mixed organisms. At second order, the Kolmogorov backward equation for the well-mixed case is
where y, as before, is a vector of the number of organisms in the system, and y is the initial state of the system at time t . We again change variables to f = a a+b and c = (a+b)γ µ . Since we are no longer neglecting noise, we first convert Equation S19 to a stochastic differential equation and then apply Ito's formula ( [5] , page 93). Because we expect N = µ/γ, the well-mixed carrying capacity, to be large and s to be small, we can neglect terms that are multiplied by γs. This gives us the equations:
Note that Equations S20 and S21 differ in two important ways. First, if s << 1, Equation S20 relaxes much more slowly than Equation S21 . Second, f = 1 is an absorbing state, whereas c can fluctuate freely around c = 1. We will now decouple these two equations. In the absence of noise, c is stationary at either c = 0 or c = 1, unstable and stable states respectively. To see if it is reasonable to approximate c with c(x, t) = 1, we linearize Equation S21 by setting c = 1 + ε(t).
This Langevin equation describes an Ornstein-Uhlenbeck process, whose stationary solution is a Gaussian with mean 0 and variance 1/N [5] . Because of this 1/N scaling, it is reasonable to neglect fluctuations in c, corresponding to a large carrying capacity, and set ε = 0, or c = 1.
Having eliminated Equation S21, Equation S20
becomes
which corresponds to the Kolmogorov backward equation
where f is the initial fraction of A organisms at time t . We can now solve this equation directly for the fixation probability, using the long time limit, with P (f ) = lim t→∞ P (1, t|f , 0), and the boundary conditions P (1) = 1 and P (0) = 0. Equation S24 then leads to Kimura's formula for the fixation probability.
Thus, we find that our microscopic rules result in Kimura's formula for the well-mixed case, in agreement with our numerical results. To address the question of how Equation S25 changes when spatial structure is added, we first turn to the simpler Moran model. In the Moran model, there are a fixed number of organisms, N , and at every time step, one organism is selected to reproduce, and another is selected to die, incrementing the fraction of A organisms, f , in steps of size 1/N . To add selective advantage, one type of organism is made more likely to be chosen for reproduction. Upon choosing A for reproduction a fraction f (1+s) 1+sf of the time, and allowing A to die a fraction f of the time, we have
These Kramers-Moyal expansion coefficients are the same as those for our microscopic model (Sections A and B) up to a constant, and give the same fixation probability. Therefore, instead of working with our microscopic model in higher dimensions, we can work with a ring (or lattice) of well-mixed colonies in the Moran model connected by migration. Because our model and the Moran model have the same coarse-grained evolution equations at the level of approximation we are interested in, we should be able to apply results derived for the spatially structured Moran model to our system (in the limit of large colony size).
Following Maruyama [6] 's treatment of the Moran model, we consider the moment at which the birth/death occurs in a colony l with N l organisms, a fraction f l of them of type A ( l f l N l = f N ). We will assume that the total population size is constant, as before, but we do not need to assume that the number of organisms in each cell, or even the number of cells, remains the same in between steps.
The probability that one A organism replaces one B organism in colony l is
The probability that a B organism replaces an A organism is
The probability that f l does not change is
Upon considering only events that change the number of A by 1, we can write the probability that A increased as the sum over colonies of the product of the probability that an event occurs in a colony with fraction f l times the probability that that event was a birth,
Similarly, the probability that A decreased is given by
All terms have the same l dependence, which cancels. We are left with
We have reduced this problem to that of an unfair coin toss, where the global fraction is incremented by 1/N with probability p and decreased by 1/N with probability q. The fixation probability is then the classic solution to the gambler's ruin problem, the exit probability of a biased random walker. Surprisingly, p and q are independent of the details of {N l }, meaning that the fixation probability is independent of spatial structure as long as this argument holds. However, this argument does not imply any spatial structure independence of the time to fixation. Because we are only considering events that change the global fraction of A organisms, the average time between steps of the random walk varies with f . To complete Maruyama's argument, we solve for the exit probability of a biased random walker
where a = f N is the initial number of organisms of species A. This agrees with Equation S25:
The derivation of the spatial structure independence of Kimura's formula relies on the assumptions that our population can be modeled as a set of well-mixed colonies and that all organisms in the population are equally likely to reproduce/die and cause the global fraction to increase/decrease. These assumptions hold on average for our model when only diffusion is added. Our birth rate is defined to always be equal for all organisms, and the death rate is concentration dependent. Since the diffusive term ensures that the concentration stays more or less uniform, this will give an approximately uniform death rate. Therefore, we expect fixation probabilities in our model to follow Kimura's formula in any dimension when only diffusive motion is included.
These assumptions can fail when a flow field is added. Any flow field that, even temporarily, concentrates organisms will violate the necessary assumptions, as crowded organisms are more likely to die. This includes compressible flows, as well as some incompressible flows. For a related study of fixation probabilities in a variety of interesting flow fields, see [7] .
D. Random Walk Analysis of Fixation in a Sine Wave Flow
Suppose we have a sine wave flow field with amplitude A 0 . Consider the initial condition of Figure 1 in the main text, where a small number of purple organisms start in a narrow window surrounded by green organisms, both species distributed so that the total concentration is the steady state no-flow carrying capacity. Because the concentration is approximately time-independent and spatially uniform in the presence of weakly compressible flows, we can think of fixation events as the convergence of two genetic boundaries, regarded as random walkers on a ring with a spatially varying bias. If the convergence of the P|G and G|P boundaries is such that the purple sector is pinched shut, this is a fixation event for green, and vice versa (see Figure S1 .A). Simulations of random walkers confirm that this simple model accurately describes our agent-based simulations.
With our sine wave flow field, there is a single source, So, at x = π/2 and a single sink, Si, at x = 3π/2. Consider the half domain symmetrically bracketing the source in the periodic domain [0, 2π], as in Figure S1 .A. If two random walking genetic domain walls G|P and P|G exit on opposite sides of this region, it is unlikely that they are able to return. Hence, the probability of exiting on opposite sides of the half domain before converging gives an approximate fixation probability for the purple organism. We further approximate the sine wave as a linear velocity field in this half domain.
This simplified problem can be solved analytically. The two random walkers in the interval x s ± π/2, where x s is the location of the source, can be mapped to the x and y coordinates of a single random walker in two dimensions, as in Figure S1 .B. Without loss of generality, we set x s = 0 and y ≥ x, as the walkers are assumed to converge if they cross paths. The exit probabilities for the two-dimensional walker give the approximate fixation probabilities of our system. If the walk reaches the line x = y first, convergence has occurred and green fixes. If the walk reaches the top left corner, where x = −π/2, y = π/2, divergence has occurred and purple fixes.
The equations for the exit probabilities, p(x, y), are given by a Kolmogorov backward equation that can be derived with a first step analysis. If the random walker begins at the line x = y, its chance of first reaching the corner is 0. Therefore, p(x, x) = 0 gives one boundary condition. Similarly, p(−π/2, π/2) = 1. The other parts of the boundary represent the case in which one of the original random walkers has exited the half domain, but the other one remains inside. In this case, we must wait and see where the second walker decides to exit. Therefore, the boundary condition for p(x, π/2) and p(−π/2, y) is the solution of a one-dimensional diffusion-with-drift problem, with p(x) fixed at 0 and 1 on the appropriate ends. The Kolmogorov backward equation inside the triangle reads 
p(x, x) = 0.
This problem has the solution
Now we are ready to understand Figure 1 in the main text. Let y be a fixed amount ∆ greater than x. Equation S42 becomes
To first order in ∆, we have This is the Gaussian probability distribution observed in our simulations, with a variance of D/A 0 . The denominator, upon extending the integration limits to ±∞, normalizes the numerator, and we are led to Equation 6 in the main text,
where N is the normal distribution.
E. Turbulent Velocity Field
We generate a synthetic turbulent velocity field as in Ref. [8] using the Sabra shell model. Shells with wavenumbers k n = 2 n−1 , with n = 1, 2, ..., 25 each have a complex, time-dependent velocity u n . Parameters were chosen to mimic the intermittency of the three dimensional Navier-Stokes equation (free parameter δ = 0.4).
For simulations in which we do not wish to have an identical flow for each realization, a random phase is added to each shell velocity and the model is evolved for twenty times the largest shell turnover time prior to introducing organisms. This protocol ensures that the phases satisfy the equations of motion, and that we obtain a statistically independent velocity field.
A real space velocity field is obtained through a modified Fourier transform, where we construct the longest wavelength mode out of both u 1 and u 2 to create a broader palette of flow realizations, u(x, t) = A 0 1 4 u 1 e ik1x + u * 1 e −ik1x + 25 n=2 u n e ikn−1x + u * n e −ikn−1x .
This procedure produces a Reynolds number of approximately 2 × 10 6 for A 0 = 1.
F. Example of the Effect of Turbulent Dynamics
In Figure S3 , rather than use an ensemble of turbulent velocity fields with different initial conditions to measure fixation probability (as we do in Figure 5 and 6 of the main text), we vary the initial location of one particular species and gather fixation statistics for identical turbulent flow fields. We see that when long-lived sources fluctuate about a mean position, successful fixation attempts are localized around these source regions much like in the case of the stationary sine wave, strongly suggesting a reduction in the effective population size. However, when these sources move quickly across the system, successful fixation attempts can originate at many locations, and the effective population size suffers a more modest reduction.
