Introduction 23
Neurons in the cortex continuously generate irregular spike trains with fluctuating 24 membrane potentials and greatly varying firing rates, even across trials in which an 25 animal exhibits appropriate responses and learning in a precisely repeatable manner [1] [2] [3] [4] [5] [6] [7] . 26
It has also been found that synapses in the cerebral cortex behave stochastically [8] . The 27 formation, elimination and volume change of dendritic spines exhibit random 28 fluctuations [9] [10] [11] [12] [13] [14] [15] . The release of neurotransmitter from synapses is also an inherently 29 stochastic process [16] [17] [18] . 30 31 Theoretically, it has been pointed out that algorithms incorporating these stochastic 32 features can carry out nearly optimal computation in a noisy environment through 33 and synapses have been studied separately. It remains unclear if the apparent advantage 35 gained from stochasticity depends on both neurons and synapses behaving stochastically, 36 and if so, whether there is a synergetic interaction between these two types of stochastic 37 behavior. It is also uncertain how learning generated by stochastically functioning 38 neurons and synapses can yield appropriate and precisely repeatable behavioral 39 responses. 40
41
In this paper, we show that the stochastic behaviors of neurons and synapses can be 42 inseparably integrated into a simple framework of a sampling-based Bayesian inference 43 model, in which their synergy provides an effective and flexible learning algorithm that is 44 consistent with various experimental findings of the cortex. The derived algorithm 45 accurately describes the plasticity of cortical synapses [29, 30] , while it faithfully 46 generates the extremely different timescales of neural and synaptic dynamics, the 47 higher-order statistics of the topology of local cortical circuits [31] , and the response 48 properties of cortical neurons, including Gabor-filter-like receptive fields [32, 33] , a 49 positive relationship between the receptive field correlation and average connection 50 weight between neurons [34], and the nearly optimal power-law scaling of population 51 activity of neuron [7] . These results strongly suggest that the stochastic behaviors of 52 neurons and synapses are both essential attributes of neural computation and learning. As 53 an experimentally testable prediction of the proposed model, we derive the slow 54 retrograde modulation of the excitability of neurons by postsynaptic neurons. As far as 55 the author is aware, this is the first prediction of its kind and experiments to verify the 56 existence of such slow retrograde modulation have not yet been attempted. 57
58
The proposed algorithm can be regarded as a natural integration of the conventional 59 learning theories, error backpropagation learning [35, 36] gives the difference between the desired value and the expected value of ‫ݔ‬ ௗ when the 170 ݆ th neuron is not fixed, which is identical to the error in backpropagation learning when 171 the squared error is used as the loss function. Owing to the retrograde modulation, 172 information regarding the desired output provided only to output neurons can spread, i.e. 173 diffuse, over the entire network, even though the variables of the neurons are updated 174 independently, without coordinated scheduling of error backpropagation. 175
176
As we will show later, unlike backpropagation learning, the retrograde modulation need 177 not be immediately affected by spikes of the postsynaptic neurons but, rather, can slowly 178 integrate the effects of the spikes. This means that the retrograde bias is determined by the 179 average spike history of the postsynaptic neurons over a finite, presumably quite long, 180 duration. Such slow modulation of the excitability of the neurons could be due to slow 181 changes in the axon initial segment or a long-term modulation of the spike threshold. This 182 seems biologically plausible, as it can be implemented in real cortical circuits. To our 183 knowledge, experiments to verify the existence of such slow retrograde modulation of the 184 excitability of neurons have not yet been attempted. 185 186
Feedforward networks 187
To understand how the algorithm works, we study its application to a simple problem of 188 supervised learning for a three-layered network (see Methods for full details). Figure 2a  189 displays the evolution of the training and test accuracies as functions of the number of the 190 sampling iteration. It is seen that these accuracies nearly coincide, and they quickly 191 increase to values close to unity and remain there. Significantly, even while these 192 fluctuate greatly (Fig. 2b) , and the firing patterns of the hidden neurons also continue to 194 change, even when the same datum is given to the network, without converging to a fixed 195 pattern ( Fig. 2c ). These results are consistent with experimental observations of 196 continuing fluctuations of synapses and the trial-to-trial variability of cortical neural 197 activity. 198 199 In order to study the robustness of the algorithm with respect to constants of the algorithm, We next study the application of the algorithm to training multilayered feedforward 215 networks using the MNIST dataset to demonstrate the applicability of the method to 216 practical problems ( Fig. 3 ). We found that the accuracies quickly increase to values near 217 95%, while the number of required iterations and the asymptotically realized accuracies 218 decrease slightly as we increase the number of layers in the network (Fig. 3a-c ). Figure 3d The authors of the paper [7] proved that if the exponent is greater than -1, the population 251 code by the neurons could not be smooth, while if the exponent is less than -1, high 252 dimensionality of the population code is not fully realized. Thus, the experimentally 253 observed power-law coding with an exponent slightly less than -1 is the most efficient in 254 the sense that in this case, the population response of the neurons lies on a manifold of the 255 highest possible dimension while maintaining high generalizability. 256
257
To test whether a network trained by the proposed algorithm realizes the most efficient 258 coding, we numerically calculated the variance spectrum of the principle components of 259 the mean activity of the neurons in the hidden layer of a network trained with the MNIST 260 dataset. As shown in Fig. 4a , the variance spectrum exhibits clear power-law decay with 261 an exponent of -1.06. This is very close to the experimental result, and is indeed slightly 262 less than -1. We conclude that the learning algorithm leads the network to the most 263 efficient coding. 264
265
We next study how the exponent of the power law develops during learning. Figure 4b  266 shows that the exponent approaches a value close to -1 from below as the learning 267 proceeds. This result implies that the network first learns a coarse representation of the 268 dataset and then gradually acquires finer structures while maintaining generalizability of 269 the representation of the data in coding space. This leads us to conclude that the 270 robustness or generalizability of the population coding takes priority over the precision of 271 the data representation in the learning. This priority must particularly be beneficial for 272 animals that must survive in a ceaselessly changing environment. 273
274

Recurrent networks 275
We next applied the algorithm to train a network with recurrent connections (Fig. 5a ) 276 using the MNIST dataset. Figure 5b displays the evolution of the training and test 277 accuracies as functions of the number of sampling iterations. The accuracies were 278 obtained from the states of the output neurons of the network measured after recursive 279 evolutions of the states of the hidden neurons. We see that, as in the case of the results for 280 the feedforward networks, the accuracies nearly coincide and rapidly increase. This 281 implies that the algorithm is even able to train a recurrent network and rarely overfits. 282 283
Statistics of network motifs 284
It has been reported that local cortical circuits are highly nonrandom, and that 285 connectivity patterns consisting of multiple neurons, known as network motifs, exhibit a 286 characteristic distribution in which highly clustered patterns are overrepresented [31]. To 287 study whether a recurrent network trained by the proposed algorithm acquires a similar 288 distribution of connectivity patterns, we determined connectivity of triplets of neurons in 289 a trained recurrent network. The statistics for the ratio of the actual counts of triplet 290 patterns to the chance level are plotted in Figure 5c . The same ratios for the experimental 291 ratios obtained here are somewhat larger than those obtained experimentally, the two 293 distributions of triplet patterns are surprisingly similar. As observed experimentally, 294 highly-connected motifs, i.e., those numbered 10 through 16 in Fig. 5c , are 295 overrepresented by a factor several times greater than chance level. These results support 296 the validity of the derived algorithm as a model describing the formation of local cortical 297 circuits. 298 299
Connection weights and receptive field correlation 300
A recent experiment of the primary visual cortex revealed that the connection weights 301 between pairs of pyramidal neurons become stronger as the receptive fields become more 302 similar [34] . To test whether the trained recurrent network accounts for this relationship, 303
we measured the connection weights between pairs of neurons and the receptive field 304 correlations between these neurons ( fig. 6a ). We found that the average connection 305 weight between neurons is positively correlated with the correlation between the 306 receptive fields of these neurons ( Fig. 6b ). Particularly, by restricting our analysis to only 307 connection weights with positive values (i.e.,
‫ݓ‬ 0
), we were able to reproduce a 308 nonlinear relationship between the average connection weight and the receptive field 309 correlation ( Fig. 6c ), which was similar with the experimental result [34] . 310 311
Temporal sequence learning 312
We next consider the application of the algorithm to train recurrent networks with 313 temporal sequences ( Fig. 7) . We prepared periodic temporal sequences in which the same 314 temporal inputs may appear multiple times at different times, and trained networks to 315 predict the next input of the current sequence. In this case, networks need to learn to store 316 the history of inputs over some interval to generate the desired output. The training 317 procedure was the same as that used in the case considered in Figs. 2-5, except that we 318 identified the iteration of the updates of the variables of the network as the time 319 development. In contrast to the algorithm known as "backpropagation through time", this 320 procedure does not require virtually unfolding the recurrent connections of the network 321 along the time axis. 322
323
We prepared two sequences that require one-step and two-step memories, respectively. 324 the learning algorithm. We find that after learning, the output produced by the network in 326 any given case depends not only on the current input but also on past inputs. This 327 indicates that, through the learning, the algorithm causes the network to store input 328 histories into the activity of the hidden neurons. 329 330 Discussion 331
In this study, we showed that Gibbs sampling from a joint posterior distribution of 332 neurons and synapses in a network conditioned on an external environment or given When we obtain the output of the network after and during learning, we fix only input 648 neurons, keeping output and hidden neurons free. 649
650
The states of the neurons, including the hidden and visible neurons, are updated in 651 response to each datum in the dataset as it is input, while the state of a synapse depends on 652 the dataset as a whole, because the aim of the learning is generally to obtain networks, i.e., 653 sets of synaptic states, that consistently reflect all of the data in the dataset (Figure 1c) . 654
For this reason, we write the state of the for a neuron and a synapse respectively. In the Gibbs sampling, the order of the samplings 672 need not be fixed, but can be random. Also, the sampling frequencies of different 673 variables can be different. Therefore, in general, the state of each neuron or synapse will 674 change at times that are determined independently for each, depending only on the 675 conditions experienced individually by that neuron or synapse. 676
677
To derive an explicit description of the posterior distribution of a neuron, let us consider 678 the log likelihood ratio for ‫ݔ‬ ௗ . Using the Bayes rule, we obtain 679 (iv) We repeat (iii) and (iv) as many times as desired. The procedure to obtain the 728 prediction of the network is the same as that for the training procedure, except that we fix 729 only the input neurons and update the hidden and output neurons in accordance with Eqs. 730 pixels. Because pixels in the MNIST data range from 0 to 740 255, we replaced them with 0 or 1, depending on whether the value of the pixel is below 741 or above 2 5 5 / 2
. We thus obtain 784-dimmensional binary input vectors. 742
743
In the situation considered in Fig. 2, we 
