The role of storage technologies throughout the decarbonisation of the
  sector-coupled European energy system by Victoria, Marta et al.
The role of storage technologies throughout the decarbonisation of the
sector-coupled European energy system
Marta Victoriaa,b,∗, Kun Zhua, Tom Brownc, Gorm B. Andresena,b, Martin Greinera,b
aDepartment of Engineering, Aarhus University, Inge Lehmanns Gade 10, 8000 Aarhus, Denmark
biCLIMATE Interdisciplinary Centre for Climate Change, Aarhus University
cInstitute for Automation and Applied Informatics (IAI), Karlsruhe Institute of Technology (KIT), Forschungszentrum 449, 76344,
Eggenstein-Leopoldshafen, Germany
Abstract
Several approaches have been proposed to determine the optimal storage capacity and dispatch strategy in a power
system with high renewable penetration. The deployment of alternatives such as sector coupling and reinforcing in-
terconnections among neighbouring countries may reduce the storage capacity that results cost-effective. We use the
model PyPSA-Eur-Sec-30, an open, hourly-resolved, one-node-per-country network of the sector-coupled European en-
ergy system to investigate the complex interactions among generation technologies, mainly wind and solar PV, storage
technologies in the power system (pumped hydro storage [PHS], batteries, and hydrogen storage), and the additional
storage brought to the system by coupling the transport (electric vehicle [EV] batteries) and heating sector (short-term
and long-term thermal energy storage). The system configuration is optimised under decreasing CO2 emissions tar-
gets. For the power system, significant storage capacities only emerge for CO2 emissions reduction higher than 80% of
1990 level in that sector. For 95% CO2 emissions reduction, battery and hydrogen storage energy capacities equivalent
respectively to 1.4 and 19.4 times the average electricity demand result cost-effective. The former cycles daily coun-
terbalancing solar generation while the dispatch pattern of the latter is determined by fluctuations in wind generation.
Coupling heating and transport sectors enables deeper CO2 emissions reductions before the required storage capacities
diverge. The EV batteries provided by coupling the transport sector avoid the need for additional stationary electric
batteries and large energy capacity of centralised thermal energy storage (CTES) is built to deal with the large seasonal
variation in heating demand.
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1. Introduction
The IPCC Special Report on Global Warming of 1.5◦C
[1] has shown that the European Union’s commitments to
decrease CO2 emissions, which include a reduction target
of 80-95% by 2050 relative to 1990 levels, are not suffi-
cient. Limiting global warming to 1.5◦C compared to 2◦C
or more reduces the risks associated with long-lasting and
irreversible changes. To that end, the decarbonisation of
our economy must be deep and fast and net zero carbon
emissions need to be achieved globally by 2050. In that
context, the European Commission has recently called for
a climate-neutral Europe by 2050 [2]. One of the promi-
nent strategies to supply Europe’s final energy consump-
tion with very low CO2 emissions relies on the installation
of vast capacities of Variable Renewable Energy Sources
(VRES), i.e., wind and solar photovoltaics. The low gen-
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eration costs achieved by these technologies allow us to en-
visage a future in which VRES supply a significant share
not only of the electricity demand but of the final energy
consumption. The fundamental challenge of this strategy
is how to counterbalance the fluctuating generation as we
approach high renewable penetration. One of the first an-
swers that comes to mind is storage.
Using weather-driven renewable energy system mod-
elling with hourly resolution and assuming a simple stor-
age dispatch algorithm, several authors have identified a
divergence of the required storage energy capacity when
the average renewable generation approaches the average
electricity demand [3–5]. In their models, costs are not in-
cluded and the required storage energy and power capaci-
ties are determined by the most critical situations through-
out the year. Moreover, the weather-driven modelling has
also been used to investigate the link between the storage
energy capacity and the favoured VRES generation, either
wind or solar, and vice versa. For instance, storage energy
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capacities in the range of 6 times the average hourly de-
mand, are sufficient to drastically reduce the number of
hours in which VRES generation is not enough to supply
demand and, hence, minimize the required backup genera-
tion [4]. The reason behind is that the pronounced diurnal
pattern of solar generation can be smoothed by such stores
which charge during the day and discharge throughout the
night. Similarly, the provision of additional short-term
storage by allowing smart charging and discharging into
the grid of a future European fleet of Electric Vehicles
(EVs) could ease the integration of large shares of solar
electricity. Hydrogen storage with energy capacity in the
range of several days of average consumption were found
to be adequate to counterbalance wind fluctuations in the
synoptic time scale [4].
Andresen and coauthors [6] applied the weather-driven
modelling to Denmark and investigated the required en-
ergy and power capacities to minimize VRES surplus. They
found that, for regions where wind is a better resource,
only large-scale seasonal storage, e.g. hydrogen tanks, en-
ables the use of VRES surplus to cover electricity demand
at any time. Bussar et al. analysed the possibility of
fully decarbonising the electricity generation in the EU-
MENA (Europe, Middle East and North Africa regions)
using a hierarchical dispatch of system components and
calculating the required storage capacity by means of ge-
netic optimization [7, 8]. Schlachtberger and coauthors
followed a different approach in which they minimized the
annual costs of the European power system represented
by a network of interconnected countries [9]. The opti-
mal system configuration includes larger solar capacities
in southern countries accompanied by electric batteries
whose discharge time at maximum power was assumed to
be 6 hours. Countries in north-western Europe, with bet-
ter onshore and offshore wind resources, make use of these
technologies together with long-term hydrogen storage ca-
pacities (1-week discharge time is assumed in [9]) and an
extension of the grid infrastructure to allow a synoptic-
scale temporal and spatial smoothing of wind fluctuations.
Cebulla et al. [10] also employed cost optimization to in-
vestigate the required storage capacities in the European
power system represented by a network of 7 regions with
89% renewable share. They found that lithium-ion batter-
ies are selected in regions with high solar generation while
hydrogen storage and adiabatic Compressed Air Energy
Storage (aCAES) is deployed in regions with high wind
generation. In [11], the electricity storage optimal power
and energy capacities calculated by different authors are
plotted together and their dependence with the renewable
penetration and the solar and wind mix are investigated.
Storage represents one possible strategy to cope with
VRES intermittent generation but there are at least two
alternatives. The first one consists in extending the trans-
mission capacities among adjacent countries. Detailed anal-
ysis of the potential of this strategy to enable a highly
renewable European power system can also be found in
references [3, 9, 12–14]. The second alternative relies on
coupling the power system with other sectors such as heat-
ing or transport. The non-electric sectors not only pro-
vide additional flexibility to integrate VRES but also get
access to low-carbon energy generation that reduces the
CO2 emissions from these sectors. Estimations on how
to provide electricity and heating demand using wind, so-
lar energy and storage were already presented in 1975 by
Sørensen but his calculations were restricted to Denmark
[15]. A scenario-based analysis of the potential of sector-
coupling to decarbonise the European energy system was
published by Connolly et al. who named this approach
‘Smart Energy System’ [16]. Brown and coauthors per-
formed a global analysis of the synergies of sector coupling
in which the benefits of the successive integration of differ-
ent sectors are investigated together with the impacts of
extending transmission capacities among European coun-
tries [17]. In addition, the evolution of interactions among
the sectors as CO2 emissions approach zero was analysed
in [18]. We have also investigated the coupling of the heat-
ing and power sectors under variable CO2 price [19]. Child
and coauthors [20, 21] performed a brownfield cost opti-
mization every 5 years of the European energy system to
model the transition up to 2050. Besides centralised stor-
age technologies (batteries, PHS, aCAES, gas, and thermal
energy storage), their model includes home-based batter-
ies associated to rooftop solar PV systems whose global
energy capacity is independently optimised by a separated
modelling of prosumers behaviour.
In this work, a networked sector-coupled model of the
European energy system is cost-optimised under decreas-
ing CO2 emissions targets to investigate the following re-
search questions:
1. What are the required storage capacities as CO2
emissions curb? Moreover, we want to evaluate the sen-
sitivity of the cost-effective storage capacities to the as-
sumptions and constraints imposed on the model.
2. What is the impact of sector-coupling in the storage
requirements? We want to analyse the consequences of
adding storage technologies provided by sector-coupling,
e.g. thermal energy storage in the heating sector or EV
batteries in the transport sector, and what are the charac-
teristic operating frequencies of the different technologies.
The most novel contribution of the results presented
here is the systematic study of the storage requirements
as a function of the CO2 reduction target and the cou-
pling of the European power system with the heating and
transport sectors. Other studies have quantified the re-
quired storage for a European power system with high re-
newable penetration [4, 5, 7, 9–11, 13, 14]. This study
extends the existing body of literature by analysing the
storage requirements under CO2-emissions-capped cost-
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optimization and investigates the dispatch pattern of dif-
ferent storage technologies and how they influence each
other.
The paper is organized as follows. Section 2 introduces
the storage technologies considered in the analysis. Section
3 briefly introduces the methodology which is thoroughly
described in Appendix A and Appendix B where details
on the model and data are provided. Section 4 gathers
the main outcomes of this work and compares them to
previous results in the literature. Section 5 summarizes
the main conclusions.
2. Storage technologies
Table 1 shows the costs, lifetime, and efficiency values
assumed for the storage technologies investigated in this
paper. In all the scenarios, described in Section 3.2, elec-
tricity can be stored in electric batteries, overground hy-
drogen storage, and pumped hydro storage (PHS). Sector
coupling provides additional storage in two different ways.
On the one hand, in scenarios which include the trans-
port sector, electricity can also be stored in EV batteries.
On the other hand, the heating sector includes individ-
ual short-term (ITES) and centralised long-term thermal
energy storage (CTES).
Electric batteries.
Cost predictions for batteries have significant uncer-
tainties. A larger demand in the coming years might in-
crease the annual manufacturing rate and the learning
curve might be travelled faster than expected, decreasing
costs [27]. Moreover, increased R&D investments could
also accelerate the achievement of cost-effective electricity
storage [28]. We follow [23] for the cost assumptions of
batteries and hydrogen storage but acknowledge the un-
certainty associated to these technologies and evaluate the
impacts of the cost assumptions by the sensitivity analy-
sis included in Section 4.4. For central electricity storage,
lithium-titanate batteries are considered with a lifetime of
15 years and 144.6 e /kWh [23]. Lithium-titanate is a type
of lithium-ion battery preferred because it has the longest
cycle life and the ability to charge quickly. The DC/AC
converter is assumed to have an efficiency of 90% for every
conversion, and a cost of 310 e /kWe [23]. Recycling elec-
tric batteries is challenging [29] yet necessary to ensure the
sustainability of future energy system. Due to the lack of
available information, the cost of recycling is not included
here but its effect could be evaluated in light of the sensi-
tivity analysis.
Hydrogen storage.
Electricity is converted into hydrogen by means of elec-
trolysers with 80% conversion efficiency and at a cost of
350 e /kWe [23]. Fuel cells are used to convert hydrogen
back into electricity with 58% conversion efficiency and 339
Figure 1: Simplified analysis without considering the rest of the sys-
tem. (top) LCOS of as a function of the discharge time tdis (ratio
between the storage energy capacity Es and power capacity Gs),
(middle) LCOS vs round-trip efficiency of different storage technolo-
gies, (bottom) LCOS vs number of cycles per year. In the middle
and bottom figures, the following discharge times have been assumed:
battery 6 h, PHS 12 h, hydrogen 1 week, CTES 4 months. When
calculating Ncycles, the following limits are assumed: PHS and bat-
tery can cycle daily and hydrogen storage is operating at maximum
power every hour, either charging or discharging. The shadow areas
represent LCOS when costs assumed for the different technologies
(see Table 1) vary ± 20%. Null price for energy input to the stores
is assumed to estimate LCOS, Eq. (1).
e /kWe [23, 24]. Hydrogen can be stored underground in
salt caverns or overground in steel tanks [24]. The second
option has been considered here which avoids constrain-
ing the maximum energy capacity in every scenario by the
availability of the suitable geological formations in every
country. The cost assumed for hydrogen storage in over-
ground steel tanks is 8.4 e /kWh [23, 24]. However, it is
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Table 1: Characteristics of storage technologies. For batteries, hydrogen, and thermal energy storage, power and energy capacities are
independently optimised.
Energy
capacity
(GWh)
Power
capacity
(GW)
Round-trip
efficiency
ηin · ηout
Overnight Cost FOMa
(%/a)
Lifetime
(years)
Source
Pumped hydro storage (PHS)b 285 47.5 0.87·0.87=0.76 2000 e /KWe 1 80 [22]
Batteries optimised 0.9·0.9=0.81 144.6 e /KWhe 0 15 [23]
Battery inverter optimised 0.9 310 e /KWe 3 20 [23]
Hydrogen storage optimised 0.8·0.58=0.46 8.4 e /KWhe 0 20 [23, 24]
Hydrogen electrolysis optimised 0.8 350 e /KWe 4 18
Hydrogen fuel cell optimised 0.58 339 e /KWe 3 20 [23, 24]
EV batteriesc 6,150 1,350 0.9·0.9=0.81
Individual thermal energy storage (ITES) optimised optimised 0.9·0.9=0.81 860 e /m3 1 20 [25, 26]
Long-term thermal energy storage (CTES) optimised optimised 0.9·0.9=0.81 30 e /m3 1 40 [25, 26]
a Fixed Operation and Maintenance (FOM) costs are given as a percentage of the overnight cost per year.
b Pumped hydro storage (PHS) is exogenous to the system. The capacity in every country is fixed and considered to be fully amortized.
c EV batteries are exogenous to the system, their cost is not included in the optimisation.
important to remind that the existing energy capacity in
salt cavern in Europe is huge, see for instance [10, 30, 31],
and such installations at a lower scale are already in oper-
ation [30, 32].
Preliminary analysis: Electric batteries vs Hydrogen stor-
age.
The Levelized Cost of Storage (LCOS) is defined as
the total lifetime cost of the investment divided by its cu-
mulative delivered energy [33, 34]. For a certain storage
technology s, LCOS can be estimated as
LCOS =
cn,s
tdis
+ cˆn,s +
∑
t ptgs,t
ηinηout ·Ncycles (1)
where cn,s and cˆn,s are the annualised costs of the power
and energy capacity (in e /kW and e /kWh) which in-
clude investment cost and operation and maintenance (see
Table 2), tdis is the discharge time (in hours) at maximum
power, ηinηout is the round-trip efficiency of the storage,
and Ncycles the number of cycles in a year [33–35]. End-
of-life costs are not included in this analysis. For the pre-
liminary analysis on Figure 1, the price pt of the energy
gs,t input in the store is assumed to be zero. A discount
rate of 0.07 is used to calculate annualised costs. Figure
1 depicts the LCOS as a function of the discharge time,
the round-trip efficiency, and the number of cycles in a
year, for different storage technologies. To provide an ini-
tial comparison, the discharge time for every technology is
fixed in the middle and bottom plots of Figure 1, but in
the following analyses (Section 3.1 and following), power
and energy capacities are independently optimised.
On the one hand, the unitary energy capacity cost for
hydrogen storage is significantly lower than that of batter-
ies, but on the other, the unitary power capacity cost is
higher for hydrogen storage and the round-trip conversion
efficiency is lower. As shown in the top plot of Figure 1,
based on preliminary analysis, batteries are cost-effective
for short-term storage, while, under these costs assump-
tions, for tdis > 9 hours, it is cheaper to use hydrogen
storage. The plot on the bottom of Figure 1 depicts the
LCOS as a function of the number of cycles in a year. For
daily cycling, electric batteries are cost-competitive but
their cost dramatically increases for lower dispatching fre-
quencies where hydrogen storage becomes a better option.
So far, a very simple model, Eq. (1) has been used to
estimate the LCOS which assumes no cost for the energy
input in the store. Ju¨lch et al. [33] and Schimdt et al.
[34] applied similar simple models to determine the most
cost effective storage technology for different system ap-
plications. Both authors assumed a constant price for the
electricity input in the stores. However, in reality, stor-
age technologies store energy when the market price is low
and put it back into the system when the market price
is high. By doing so they facilitate the system operation
and reduce the total system cost. Therefore, to calculate
the capacities of the different storage technologies that re-
sult cost-effective, the system components, i.e., generators,
stores, interconnection, etc. can not be independently de-
termined but their capacity and dispatch time series must
be jointly optimised. This is the strategy that we follow
in this paper and which is described in Section 3.1.
Pumped Hydro Storage (PHS).
PHS represents the largest electricity storage in Europe
with 47.5 GW installed capacity. However, the potential
expansion of this technology is low as most of the conve-
nient locations are already under exploitation. Hence, we
consider PHS exogenous to the model, that is, it is not sub-
ject to optimization but fixed at its current capacity for
every country [22]. The round-trip efficiency considered
for PHS is 76%. Besides PHS, run-of-river and reservoir
hydropower plants are included in the model and they are
described in Appendix B.
Electric Vehicle (EV) batteries.
The potential energy storage capacity provided by EV
batteries is estimated by assuming that the cars fleet in
Europe (246 million vehicles, 0.465 per population of 529
million people) is transformed into battery electric vehicles
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(BEV) with an average energy storage capacity of 50 kWh
and charging capacity of 11 kW. The charging efficiency is
assumed to be 90%. The BEVs are modelled in aggregate
in every country, it is considered that half of them can shift
their charging time as well as discharge into the grid to fa-
cilitate the operation of the system and reduce its total
cost. Hence, the total available EV batteries energy stor-
age capacity contributing to the power system operation
is estimated at 6.1 TWh which is roughly equivalent to
19 times the average electricity demand or average hourly
load (av.h.l.el). The discharge power capacity of EV bat-
teries represents 1.3 TW, that is, 4 av.h.l.el The BEV state
of charge is forced to be higher than 75% at 5 a.m. ev-
ery day (through en,s,t in equation A.6) to ensure that
the battery is reasonably full in the morning peak usage.
This also restricts BEV demand to be shifted within a day
and prevent EV batteries to become synoptic-scale or sea-
sonal storage. The percentage of BEV connected to the
grid at any time is inversely proportional to the transport
demand profile, which translate into an average/minimum
availability of 80%/62%. This approach is conservative
compared to most of the literature, for instance in [36] the
average parking time of the European fleet of vehicles is
estimated at 92%. The cost of the EV batteries is not in-
cluded in the model since it is assumed that EV owners
buy them to satisfy their mobility needs. This strong as-
sumption is made in order to investigate the impact that a
large exogenous storage capacity offered to the system at
very low cost would have on its planning and operation.
Fuel Cell Electric Vehicles (FCEV) are not considered here
since [17] showed that the extra flexibility provided by the
use of hydrogen does not compensate the lower efficiency
of fuel cells and they result in a more expensive system.
Individual Thermal Energy Storage (ITES).
Thermal energy can be stored in small water tanks with
an estimated cost of 860 e /m3 [25]. Due to their reduced
size, a non-negligible amount of the stored energy is lost
per hour. The lost energy for individual tanks is esti-
mated by 1 − exp(− 124τ ) with time constant τ = 3 days
[26]. A temperature difference of 40K is assumed for ther-
mal stores which corresponds to an energy density of 46.8
kWhth/m
3 [17].
Central Long-term Energy Storage (CTES).
In district heating systems, large water tanks can be
built close to the heat generator allowing seasonal ther-
mal energy storage. For CTES a cost of 30 e /m3, a time
constant of τ = 180 days and an energy density of 46.8
kWhth/m
3 are considered [25]. These cost assumptions
are in agreement with those reported in [26].
Other storage technologies.
There are some alternative storage technologies that
are not included in this paper, among them, flywheels,
supercapacitors, lead-acid batteries, Sodium-Sulfur, Vana-
dium redox-flow batteries, Compressed Air Energy Stor-
age (CAES), Concentrated Solar Power (CSP) comprising
molten salts storage, heat storage in hot rocks or other
underground heat storage. The mentioned technologies
are at very different maturity level [27] and the cost pre-
dictions are particularly uncertain for those at an early
stage. In [10], Vanadium redox-flow batteries are consid-
ered but the optimization does not select them due to their
higher cost compared to hydrogen and CAES also avail-
able in the model. The possibility of producing synthetic
methane and storing it is not included in the analysis.
In summary, to investigate the fundamental dynamics of
storage in a highly renewable energy system we have re-
stricted our model to a few technologies but still including
a short-term and a long-term option for storing electricity
and thermal energy.
3. Methods
3.1. Model
Figure 2: (top) Spatial plot showing the energy demand per sector
and country. (bottom) Europe-aggregated demand for the different
sectors.
The role of storage technologies in the European en-
ergy system is investigated by using the PyPSA-Eur-Sec-
30 model introduced in [17]. The model is built on the
open-source framework Python for Power System Analy-
sis (PyPSA) [37] and uses hourly resolution for a full year.
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The network, shown in Figure 2, comprises 30 nodes, each
of them represents a country of the 28 European Union
member states as of 2018 excluding Malta and Cyprus
but including Norway, Switzerland, Serbia, and Bosnia-
Herzegovina. Neighbouring countries are connected through
cross-border transmission lines. High Voltage Direct Cur-
rent (HVDC) is assumed for the transmission lines, whose
capacities can be expanded by the model if it is cost-
effective. Every country comprises three buses represent-
ing the electricity, heating, and transport sectors but not
all the sectors are activated in every scenario under anal-
ysis (see Section 3.2). Within every country, buses are
connected by energy converters, see Figure A.13.
A detailed description of the model including its math-
ematical formulation is provided in Appendix A. For every
scenario, the system configuration is optimised to mini-
mize the total annualised system cost, Eq. (A.1), subject
to constraints, Eq. (A.2) to (A.9) assuming perfect com-
petition and foresight. The model assumes long-term mar-
ket equilibrium, that is, it ensures that the costs incurred
by any optimised technology are exactly compensated by
the market revenues. The inelastic loads in every sector,
the hydroelectric capacities and, when the transport sector
is activated, the storage capacity provided by EV batter-
ies, are considered exogenous to the model and not opti-
mised. By contrast, VRES generator capacities (onshore
wind, offshore wind, and solar PV), conventional gener-
ator capacities (open cycle gas turbines, combined heat
and power, gas boilers), converter capacities (heat pumps
and resistive heaters), storage power and energy capaci-
ties (batteries and hydrogen for electricity and individual
and central hot water tanks for heating), and transmission
capacities are all optimised. The hourly operational dis-
patch of generators, converters, and storage units is also
optimised.
The optimal system configuration is investigated for
different CO2 emissions caps, imposed by constraint (A.9),
and assuming independent or coupled sectors. In all the
scenarios analysed, the current transmission capacity in
Europe can be at the most doubled, i.e., CAPLV in Eq.
(A.7) is fixed at 62 TWkm. Only in Section 4.4 this con-
straint is released to analyse its effect on the optimal stor-
age capacities. The average VRES generation (sum of
wind and solar electricity) is assumed to be proportional
to the average electricity load in every country, Eq. (A.8).
In essence, we are demanding the different countries to be
self-sufficient by generating in average what they consume.
This constraint was not included in the previous analysis
performed by Brown and coauthors [17, 18].
A thorough description of the data used and the model
assumptions for the different technologies is provided in
[17]. In addition, we use here data collected for the year
2015 as described in [19]. For the sake of conciseness,
we refer the reader to Appendix B that includes a brief
description of the data in every sector and Table 2 that
gathers the costs, lifetime, and efficiency values assumed
for the different technologies.
3.2. Scenarios under analysis
We use the network model PyPSA-Eur-Sec-30 with
four different scenarios:
• Electricity
• Electricity + Heating
• Electricity + Transport
• Electricity + Heating + Transport
Scenario Electricity includes only current electricity de-
mand (see Appendix B). When a new sector is included,
the associated demand, as well as the generation and stor-
age technologies, are added to the model. The storage
technologies included in every scenario are shown in Table
3 and their characteristics are summarized in Table 1.
4. Results and discussions
4.1. Cost-effective energy and power capacities for storage
technologies
Figure 3 plots the Europe-aggregated storage energy
capacities included in the cost-optimal configuration of the
system under CO2 emissions caps ranging from 60% to 5%,
relative to 1990 levels. As a graphical summary, Figure
4 provides an overview of the required aggregated storage
energy capacities for 5% emissions cap. The energy capac-
ities are normalized by the Europe-average electricity load
(av.h.l.el) which in 2015 accounted for 326 GWh. Avail-
able PHS is fixed and accounts for an aggregated energy
capacity of 285 GWh (0.87 av.h.lel) and power capacity of
47.5 GW.
We start by discussing the scenario Electricity (blue
lines in Figure 3). The cost-effective energy capacities for
batteries and hydrogen storage remain almost constant un-
til the CO2 cap reaches 30% of 1990 emissions in that sec-
tor (upper blue horizontal axis) and then increase steeply.
The reason behind the constant values for CO2 caps higher
than 30% is the fact that the CO2 emissions constraint
is not binding so the system optimal configuration is the
same (this is further discussed below). In 1990, electricity
generation was responsible for 1510 MtCO2, land-based
transport for 784 MtCO2, and heating in the residential
and service sectors for 723 MtCO2 [43]. Consequently, re-
ducing CO2 emissions in the Electricity sector to 5% of
1990 values (as indicated in the upper blue horizontal axis
of Figure 3) and assuming that heating and transport sec-
tors remain unchanged, implies that the emissions of the
three sectors are 53% of the aggregated 1990 values (this
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Table 2: Costs, lifetime, and efficiency values assumed in the model.
Technology Overnight Unit FOMb Lifetime Efficiency Source
Costa[e] [%/a] [years]
Onshore wind 910 kWel 3.3 30 [38]
Offshore wind 2506 kWel 3 25 [38]
Solar PV utility-scalec 425 kWel 3 25 [39]
Solar PV rooftopc 725 kWel 2 25 [39]
Hydro reservoirf 2000 kWel 1 80 [22]
Run-of-riverf 3000 kWel 2 80 [22]
OCGTd 560 kWel 3.3 25 0.39 [22, 38]
CHPd 600 kWth 3.0 25 0.47 [25]
Gas boilerd,e 175/63 kWth 1.5 20 0.9 [40]
Resistive heater 100 kWth 2 20 0.9 [41]
Heat pumpe 1400/933 kWth 3.5 20 ≈ 3-4e [25, 40]
HVDC lines 400 MWkm 2 40 [42]
HVDC converter pair 150 kW 2 40 [42]
a The overnight costs are annualised assuming a discount rate of 0.07.
b Fixed Operation and Maintenance (FOM) costs are given as a percentage of the overnight
cost per year.
c 50% of the installed capacities are rooftop-mounted systems and 50% utility-scale power
plants, 4% and 7% discount rates have been assumed respectively.
d CHP fuel is gas. The fuel cost of OCGT, CHP, and gas boiler is 21.6 e /MWhth.
Efficiency for CHP reported here is calculated assuming they work in condensing mode
but a complete model for CHP operation is included, see [17].
e Gas boilers and heat pumps have different costs for individual (numbers in front) and
centralised (numbers behind) systems. The efficiency of heat pumps, also known as
the Coefficient of Performance (COP), is calculated for every hour using the ambient
temperature, see [17].
f Reservoir, run-of-river and PHS are exogenous to the system. The capacities in every
country are fixed and they are considered to be fully amortized.
Table 3: Available storage technologies in every scenario. Characteristics of the different storage technologies are shown in Table 1.
Electricity Electricity+
Heating
Electricity+
Transport
Electricity+
Transport+
Electricity
Batteries 3 3 3 3
Hydrogen 3 3 3 3
Pumped hydro storage (PHS) 3 3 3 3
EV batteries 3 3
Individual short-term thermal energy storage (ITES) 3 3
Central long-term thermal energy storage (CTES) 3 3
is shown in the lower horizontal axis of Figure 3).
The optimal battery energy capacity for the Electric-
ity scenario and 5% CO2 emissions cap is equivalent to 1.4
av.h.l.el and the battery power capacity (which is indepen-
dently optimised in the model) accounts for 0.25 av.h.l.el
This means that battery discharges in 5.6 hours at full
power. This agrees with the 6 hours discharge time iden-
tified by Rasmussen and coauthors [4] using the weather-
driven modelling approach. The reason is that the ex-
pensive electric batteries, with high round-trip efficiency,
are mainly used to counterbalance solar generation and,
consequently, their optimal discharge time is strongly in-
fluenced by the daily pattern of solar generation.
The cost-effective hydrogen storage energy and power
capacities are equivalent to 19.4 and 0.48 av.h.l.el respec-
tively. At maximum power, hydrogen stores would be de-
pleted roughly in 2 days. This agrees with the prelimi-
nary analysis performed in Section 2, batteries are used for
short-term storage while hydrogen is preferred for the long
term. The dispatch patterns will be further investigated
in Section 4.2. It is worth mentioning that the cost as-
sumed for the hydrogen stores corresponds to overground
steel tanks (see Table 1) so no geographical constraint is
included to limit its deployment. However, hydrogen can
also be stored in salt caverns at a lower cost [24]. The
storage capacity of the existing salt caverns in Europe is
significantly larger than the required energy capacity esti-
mated here [10, 30, 31].
If we look now at the Electricity+Transport scenario
(green lines in Figure 3), it can be observed that it does
not include electric batteries in the optimum configuration.
The large energy capacity provided by EV batteries makes
them unnecessary (compare the yellow circle representing
the cost-effective batteries energy capacity in the scenario
Electricity, Figure 4, and the blue circle representing the
7
Figure 3: Cost-effective energy capacity as a function of CO2 emissions for different storage technologies: electric batteries (top left), hydrogen
storage (top right), individual short-term thermal energy storage, ITES (bottom left), and central long-term thermal energy storage, CTES
(bottom right). Values are shown normalized by the average hourly load in the Electricity sector av.h.l.el and the average hourly heating
demand av.h.l.heat. The top horizontal axes indicate the CO2 emissions relative to Electricity (blue), Electricity+Transport (green), and
Electricity+Heating (orange) levels in 1990. The bottom horizontal axis indicates the CO2 emissions relative to the three-sectors-aggregated
emissions in 1990. Two additional storage technologies whose energy and power capacities are fixed, not subject to optimization, are present
in some of the scenarios: pumped hydro storage and EV batteries (see Table 1).
Figure 4: The size of the circles represents the cost-effective energy capacity for electric batteries, hydrogen storage, individual (ITES) and
central long-term thermal energy storage (CTES). For comparison, the average hourly, daily, and weekly electricity demand, the average
hourly heating and transport demand and the energy capacity of PHS and EV batteries are shown. For every storage technology circle, the
marked sector represents the energy that can be discharged in one hour. In all the scenarios CO2 emissions cap is set to 5% of 1990 levels in
the included sectors.
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Figure 5: Spatial plots showing the shares of electricity generation
(top) in the scenario Electricity + Heating. Energy capacities for bat-
teries and hydrogen (middle), individual (ITES) and central (CTES)
thermal energy storage (bottom). CO2 emissions cap equal to 5% of
1990 level is imposed.
energy capacity provided by the EV batteries). It must
be pointed out here that the cost of EVs is not included
in the optimization but the corresponding EV batteries
are just assumed to be available in the scenarios including
the transport sector. Moreover, in as much as the energy
and power capacity storage provided by EV batteries is
significantly larger than the optimised values for electric
batteries in the scenario Electricity, this result is not very
sensitive to the assumed hypothesis, i.e., half of the Euro-
pean cars provide vehicle to grid services. The maximum
required hydrogen storage is similar to that obtained in
the scenario Electricity and, what is more relevant, the
Figure 6: (top) Annualised system cost and (bottom) CO2 shadow
price as a function of the CO2 emissions cap relative to 1990. The
top horizontal axes indicate the CO2 emissions relative to Electricity
(blue), Electricity+Transport (green), and Electricity+Heating (or-
ange) levels in 1990. The bottom horizontal axis indicates the CO2
emissions relative to the three-sectors-aggregated emissions in 1990.
three sectors aggregated CO2 emissions curb to 40% be-
fore a large energy capacity of hydrogen storage is needed.
In essence, the increase in demand caused by electrifying
transport delays the moment where things start to become
difficult.
The scenario Electricity+Heating installs a large en-
ergy capacity for central long-term thermal energy storage
(CTES), that is, large water tanks connected to district
heating systems. Large CTES capacity appears at CO2
emissions equal to 30% (upper orange horizontal axis in
Figure 3) and increases significantly reaching an energy
capacity roughly equivalent to 20 days of average heat de-
mand, av.h.lheat. This represents a total of 4.1 billion cubic
metres of hot water which is equivalent to 17 cubic metres
per citizen. Individual thermal energy storage appears for
CO2 emissions equal to 50% and reaches only 5 av.h.lheat
since the low time constant assumed for the thermal decay
of ITES, τ=3 days, prevent them from becoming seasonal
storage. ITES accounts for 0.14 cubic metres per citizen.
The cost-effective batteries and hydrogen storage energy
capacity is similar to the Electricity scenario but its emer-
gence is delayed. Moreover, Figure 5 depicts the spatial
distribution of cost-effective storage energy capacities per
country. As expected, larger battery capacities are ob-
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tained in those countries with high solar penetration and
larger hydrogen storage energy capacities correlate with
wind generation. This is in agreement with the layout
obtained for the power system in [9]. The heating sec-
tor included here installs large CTES energy capacities in
those countries where district heating is allowed. ITES is
present in all the countries associated to individual heat-
ing systems in rural areas and it is particularly important
in southern countries where individual heating systems are
also employed in urban areas.
Finally, the scenario Electricity+Heating+Transport (black
lines in Figure 3) shows the combined effects of both EV
batteries and thermal energy storage. One remarkable re-
sult is that, by coupling the three sectors, large storage
energy capacities are not necessary until CO2 emissions
cap reaches 20%.
Figure 6 shows the evolution of the annualised system
cost as a function of the CO2 limit for the different scenar-
ios. Under our costs assumptions, the CO2 constraint, Eq.
(A.9), is binding only from a certain CO2 emissions cap
that depends on the sectors included in the scenario. For
higher CO2 emissions, the system optimal configuration
remains the same. This can be clearly seen in Figure 6
where the Lagrange/Karun-Kush-Tucker multiplier, µCO2
of constraint (A.9), is plotted. µCO2 represents the shadow
price of CO2, i.e., the additional price that should be
added for every unit of CO2 to achieve the CO2 reduction
target in an open market. The carbon price required when
the heating sector is included is significantly higher than
when the Electricity sector is independently decarbonised.
Roughly speaking, carbon price represents the economic
penalty that should be added to an emitting technology in
order to alter the existing merit order so that the optimiser
selects the next technology with lower emissions. While in
the electricity sector low carbon prices are enough to pri-
oritize renewable generation over OCGT, this is not the
case for the heating sector in which high CO2 prices are
needed to make heat pumps more attractive when com-
pared to gas boilers. This is why scenarios including the
heating sector show a similar CO2 shadow price. The CO2
price estimated here is heavily impacted by the fact that
the model does not include biomass which would represent
an alternative option to gas boilers requiring a lower CO2
price to become cost competitive. Consequently, the CO2
prices shown here should not be understood as a policy rec-
ommendation but as an indication of the large challenge
that decarbonising the heating sector represents with the
current costs structure. The reader is referred to [19] for a
thorough analysis of the impact of CO2 prices in a coupled
electricity-heating system in Europe.
4.2. Storage dispatch patterns
The charge and discharge patterns of storage technolo-
gies mainly depend on the time series of the mismatch
energy, i.e., the difference between VRES generation and
Figure 7: Europe-aggregate charging and discharging power for bat-
teries and hydrogen storage for the scenario Electricity+Heating and
CO2 emissions limited to 5% of 1990. For every hour the charg-
ing/discharging power is normalized by the Europe-aggregate power
capacity.
demand in every hour. The results included in this sec-
tion show how these patterns are strongly influenced by
the renewable penetration (which is directly linked to the
CO2 emissions cap in every scenario) and the presence of
alternative storage technologies. Let us start describing
the general trends in the storage dispatch patterns. Fig-
ure 7 depicts the heatmaps for the Europe-aggregated nor-
malized charging and discharging power of batteries and
hydrogen storage at every hour in the scenario Electric-
ity+Heating under 5% CO2 emissions cap. The Europe-
aggregated normalized power is calculated, for every stor-
age technology, by dividing the sum of the charge/discharge
power in all the countries by the sum of their maximum
power capacities. Although, as a general trend, both stor-
age technologies charge during the day and discharge through-
out the night, battery shows a sharper diurnal pattern
while hydrogen storage shows larger seasonal variability
including several contiguous days in winter of permanent
electricity generation through fuel cells to compensate for
low VRES generation, as well as few days of permanent
hydrogen production through electrolysis to store VRES
surplus.
Figure 8 plots the Europe-aggregated storage filling
level and charge/discharge normalized power throughout
January. The Europe-aggregated filling level is calculated,
for every storage technology, by dividing the sum of the
stored energy in all the countries by the sum of their max-
imum energy capacities. The short-term and long-term
role adopted by batteries and hydrogen storage respec-
tively is determined by their energy and power capacity
costs as anticipated in Section 2. The battery dispatch
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Figure 8: Europe-aggregate normalized charging and discharging
power and filling level of the storage technologies in the scenario
Electricity+Heating for 5% CO2 emissions. Hourly values through-
out January are shown.
profile depicted in Figure 8 shows positive values that ap-
proach 1 while negative values do not get lower than -0.7.
This is a consequence of the model assumption in which
charge and discharge capacities for battery are requested
to be equal. It also indicates that the charging phase deter-
mines the cost-effective power capacity for battery in order
to be able to effectively store solar surplus in the middle
of the day. Then, the stored energy is discharged through-
out the night without using the maximum available power
capacity. This behaviour was already identified in [10].
PHS also shows a strong diurnal pattern and makes use of
higher capacities when charging the storage, again influ-
enced by solar midday surplus. For hydrogen storage, the
capacities for the production of hydrogen via electrolysis,
the storage in steel tanks, and the generation of electricity
with fuel cells are independently optimised. The evolution
of the filling level for hydrogen storage shows a lower fre-
quency. ITES charges and discharges daily while CTES
shows a smooth constant discharge throughout January.
We further investigate now the time series of storage
filling level and start by analysing the behaviour of PHS in
the scenario Electricity+Heating. The case of PHS is par-
ticular. While the storage and power capacities for other
storage technologies are optimised together with their hourly
dispatch, PHS capacities are assumed to be fixed and equal
to the cumulative installed values in 2013 (see Table 1).
Figure 9 depicts the time evolution of the Europe-aggregated
filling level of PHS for different CO2 emissions caps and,
consequently, renewable penetrations. As the renewable
penetration increases, PHS dispatches energy more fre-
quently. The right plots in Figure 9 show the Fourier
power spectrum of the filling level time series where the
predominant dispatching frequencies can be appreciated.
For 5% CO2 emissions, the PHS daily frequency increases
compared to the dispatch under 60% CO2 emissions con-
straint, the weekly component is reduced and monthly and
seasonal components disappear. For hydrogen storage, not
shown in the figure, decreasing CO2 emission cap from
60% to 5%, reduces the seasonal component and increases
the predominance of weakly and monthly frequencies. The
change of behaviour of PHS and hydrogen storage resem-
bles the analysis of backup flexibility classes performed by
Schlachtberger et al. [44]. These authors found that highly
flexible backup is more necessary as renewable penetration
increases.
In order to analyse how the available storage technolo-
gies compete to provide flexibility at different time scales,
Figure 10 depicts the Fourier power spectra of the time
evolution of the Europe-aggregated filling level of the avail-
able storage technologies for the four scenarios under anal-
ysis. In all the plots a CO2 emissions cap equal to 5% of
1990 levels (aggregated for the sectors included in every
scenario) is assumed. For the Electricity scenario, electric
batteries cycle daily counterbalancing the generation pat-
tern of solar PV while hydrogen storage discharge every
1-2 weeks influenced by the wind generation synoptic time
scale. PHS behaves as daily storage complementing the
role of electric batteries. For the Electricity+Transport
scenario, as already mentioned, the short-term storage pro-
vided by EV batteries makes static electric batteries un-
necessary. It should be reminded here that the constraint
imposing almost full capacity in the early mornings for
EV batteries (Section 2) restrains this storage to become
seasonal. The presence of EV batteries, together with the
additional electricity demand from EVs, also affects PHS
behaviour increasing the lower cycling frequencies. For
hydrogen storage, dominant frequencies remain the same.
For the Electricity+Heating scenario, due to the low cap-
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Figure 9: Europe-aggregated hourly filling level of pumped hydro storage (PHS) for the scenario Electricity+Heating and CO2 emissions
targets equal to 60% and 5%, relative to 1990 levels. The plots on the right show the Fourier power spectrum of the time series in the left
plots. Vertical grey dashed lines indicate cycling periods corresponding to day, week, month, and year.
Figure 10: Fourier power spectra of the Europe-aggregated hourly filling level of the storage technologies in the scenarios under analysis for
CO2 emissions limited to 5% relative to 1990 levels. To compute the Europe-aggregated filling level for every hour, the sum of the stored
energy in Europe is divided by the sum of the storage energy capacities. Vertical grey dashed lines indicate cycling periods corresponding to
day, week, month, and year.
ital cost of CTES, the optimal system configuration in-
cludes a large energy capacity that behaves as seasonal
storage, charging in summer and discharging in winter.
ITES shows both daily and seasonal frequencies. Finally,
for the scenario Electricity+Transport+Heating, individ-
ual ITES, PHS, and EV batteries show daily cycling, hy-
drogen dominant frequencies remain in the week-month
period and CTES shows a strong seasonal frequency.
4.3. Market revenues of PHS and hydroelectricity
For most of the storage technologies the capacity and
dispatch patterns are jointly optimised, and since the model
assumes long-term market equilibrium, the solution im-
plies that the sum of the costs incurred by those technolo-
gies are exactly compensated by the market revenues that
they get. This is not the case for PHS whose capacities
are considered exogenous, because their potential expan-
sion in Europe is limited, and considered fully amortized.
The PHS dispatch time series are optimised to ease the
system operation. Figure 11 depicts the annual market
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Figure 11: Pumped hydro storage revenues (top) and reservoir hy-
droelectric market revenues (bottom) vs CO2 emissions, relative to
the sectors included in every scenario in 1990. The top horizontal
axes indicate the CO2 emissions relative to Electricity (blue), Elec-
tricity+Transport (green), and Electricity+Heating (orange) levels
in 1990. The bottom horizontal axis indicates the CO2 emissions
relative to the three-sectors-aggregated emissions in 1990.
revenues of PHS as a function of CO2 emissions. The rev-
enues rPHS are calculated as
rPHS =
∑
i,t
gi,PHS,t · pi,t (2)
where gi,PHS,t is the power dispatch at every country i
and hour t and pi,t is the nodal price. gi,PHS,t is positive
if PHS discharges energy and negative if it charges. As
a general trend, PHS revenues increase as CO2 emissions
curb but when the scenario include other sectors, the mar-
ket revenues are affected. Figure 11 depicts also the annual
market revenues of reservoir hydropower plants whose ca-
pacities are exogenous to the model and considered fully
amortized too. For reservoir hydro, market revenues re-
mains roughly constant up to a certain CO2 emissions
limit which depends on the included sectors. For lower
CO2 emissions, revenues increases due to an increase in
average nodal prices as the system becomes more expen-
sive.
4.4. Sensitivity to model assumptions
In this section the sensitivity of the cost-effective stor-
age energy capacities in the scenario Electricity+Heating
is analysed by independently modifying some of the key
assumptions of the model. We define a reference scenario
where the expansion of interconnection capacity is capped
to twice today’s volume and maximum CO2 emissions are
limited to 5% of emissions from the electricity and heating
sector in 1990. Figure 12(a) shows the optimal storage ca-
pacities as a function of CO2 emissions cap. Figure 12(a)
is the same as Figure 3 but it is replotted here to provide
a reference for the other sensitivity plots. Figure 12(b)
shows the cost-effective energy capacities when the CO2
is limited to 5% and the transmission expansion cap is
varied, Eq. (A.7). When the cost-optimal expansion is
allowed, the system installs 159 TWkm which represents
5 times current transmission capacity. As shown in [9, 17]
for the 30 nodes network, most of the cost reduction is ob-
tained by a compromised grid expansion that represents 3
times today’s interconnection capacity. We should remark
here that this result is obtained when modelling only cross-
border transmission. For the 256 nodes network used in
[45], it was shown that capacity expansion equivalent to
1.25 today’s value is enough to lock in most of the cost ben-
efits of grid expansion. Reducing transmission to zero mul-
tiplies by two the cost-effective hydrogen storage because
now wind fluctuations in the synoptic time scale can not be
spatially smoothed by compensating deficits and surplus
of energy among countries. However, in as much as solar
generation is highly correlated among countries, decreas-
ing interconnection capacities has a lower impact on the
required battery capacity. Plots (c)-(f) in Figure 12 depict
the changes compared to the reference scenario (transmis-
sion capped to twice today’s values and CO2 emissions
limited to 5% of 1990 values) when the costs assumed for
batteries, hydrogen storage, solar PV, and wind are var-
ied. For batteries and hydrogen storage, the variations
in cost are assumed to happen simultaneously in the cost
of the energy and power capacity. It is interesting to re-
alize that if batteries achieve a cost half of the reference
(Table 1) they become competitive with hydrogen and the
required energy capacity of the latter is reduced. Con-
versely, if battery cost does not go below 1.5 times the
reference cost, they do not emerge in the system. A sim-
ilar trend is observed for hydrogen storage. Reducing its
reference cost (Table 1) by half allows it to take up the
role of batteries. Achieving only 2 times the reference cost
pushes hydrogen storage out of the optimal configuration.
Since the costs of both technologies are expected to re-
main in the vicinity of the assumed reference values, the
system could benefit from different technologies to pro-
vide short and long-term storage. For hydrogen storage,
underground salt cavern can reduce the cost of storage en-
ergy capacity by two orders of magnitude [24]. This would
increase the competitiveness of hydrogen storage but the
effect would be less pronounced than the one shown in Fig-
ure 12(d) where energy and power capacity are assumed to
change simultaneously. Since solar PV pairs with batter-
ies and wind with hydrogen storage, variations in the price
of generating technologies impact the cost-effective energy
capacity of the storage technologies. Lower prices for so-
lar PV favour batteries in detriment of hydrogen storage
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Figure 12: Sensitivity of storage energy capacities and system cost in the scenario Electricity+Heating to the main assumptions in the model:
(a) CO2 emission limit, (b) transmission expansion, (c) battery costs, (d) hydrogen storage cost, (e) solar PV cost, (f) onshore and offshore
wind cost.
but when solar PV cost gets reduced to 25% of reference
values (Table 2) the optimum battery capacity decreases
again. If capital cost of PV is significantly reduced, large
curtailment is allowed since its impact on the system cost
is reduced. Lower prices for wind favour this source in
detriment of solar PV and, consequently, the need for bat-
teries to smooth the daily cycle decreases. The need for
hydrogen is also reduced due to the lower economic im-
pact of wind curtailment. The reader is referred to [46] for
extended analyses on the influence of weather data, cost
parameters and policy constraints on the power system
optimal configuration.
4.5. Comparison to similar studies
In the past, a cusp singularity for the required storage
capacity has been identified when the average renewable
generation equals the average electricity demand [4, 5].
Rasmussen et al. [4] calculated the necessary storage ca-
pacity to minimize the backup energy needed to balance
VRES generation by using a simple dispatch algorithm for
stores that neglects any consideration regarding economic
cost. Put it simply, any energy deficit is covered with
storage unless it runs empty and any excess generation is
stored unless the store gets full. This strategy named as
‘storage-first’ is not only simple but it is one of the opti-
mal strategies with respect to minimizing backup energy
[4]. Jensen and Greiner used the same dispatch strategy
and showed that, assuming the wind to solar ratio that
removes seasonal variation in the VRES generation time
series, the strong increase in the required storage energy
capacity is caused by temporal correlations on the synoptic
weather time scale [5]. In their work, the necessary stor-
age energy capacity increases up to three orders of mag-
nitude when the average renewable generation rises from
0.4 to 1 av.h.l.el. The approach followed in this work is
radically different. The system optimum configuration is
determined for decreasing CO2 emissions limit, and con-
sequently increasing renewable penetration. In this case,
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the cost minimization restrains the installation of exces-
sive storages capacities and search for the optimal combi-
nation of storage and backup CO2-emitting energy. Then,
as CO2 cap approaches zero, the amount of backup en-
ergy that can be used is reduced and the system requires
larger storage energy capacity showing a new diverging
behaviour. In this case not when the average renewable
generation approaches the average demand but when al-
lowed CO2 emissions approach zero.
For 5% CO2 emissions, the cost-optimal system re-
quires a storage energy capacity equal to roughly 22 av.h.lel
(0.87 corresponding to PHS, 1.4 to battery and 19.4 to hy-
drogen storage). Due to the diverging behaviour of storage
at this CO2 emissions cap, the quantitative comparison
with previous works is difficult. Nevertheless, a robust re-
sult of this analysis indicates that, regardless of the sectors
included in the scenario, 20% CO2 emissions represents a
critical target from which the system becomes more expen-
sive and storage requirement diverges. This critical CO2
reduction was already identified in [18] where expensive
technologies such as methanation emerge in the European
sector-coupled energy system for CO2 emissions targets
lower than 20%. For the European power system with
renewable penetration of 89% and moderate grid expan-
sion, Cebulla et al. [10] determined an optimal storage
energy capacity of 30 TWh (approximately equivalent to
90 av.h.lel) by using a joint capacity and dispatch opti-
mization model (REMIx). This storage capacity is almost
entirely in the shape of hydrogen and the large capacity,
compared to our result, can be explained by the fact that
Cebulla assumes a lower cost for hydrogen energy capacity,
1 e/kWh, corresponding to salt caverns. For the power
system in the EU-MENA region, Bussar et al. [7] esti-
mated a required storage capacity equivalent to 22 days
of av.h.lel. This extraordinary high value is obtained be-
cause the hierarchical dispatch of the system components
assumed in Bussar’s work do not optimise the storage dis-
patch and, most importantly, because no backup energy
is included in their model. For interconnected sector-
coupled European energy system, Child et al. [20, 21]
identified an optimum storage capacity of 2500 GWh (ap-
proximately equivalent to 8 av.h.lel) composed by central
batteries (30%), prosumers batteries (56%), PHS (12%),
and CAES (2%). Their results are not directly comparable
with ours because of the slightly different regional scope
of Child’s analysis, the additional technologies considered
by the authors, i.e. power to gas, and the independent
modelling of prosumers which emphasizes the role of home
batteries associated with PV installations. Nevertheless,
Child et al. coincide in identifying 80% as the renewable
penetration from which large storage energy capacities be-
come cost effective. Cebulla et al. [11] plotted the optimal
electricity storage estimated by different authors and ob-
served that storage power capacity increases linearly to
renewable penetration while storage energy capacity in-
creases exponentially. The authors also identified as out-
liers large storage capacities obtained when high CO2 price
is assumed. This anticipates the results that we have ob-
tained, that is, not only renewable penetration impacts the
storage requirement, but restraining the available backup
energy triggers the required energy and power storage ca-
pacities. The available backup energy can be restrained
by a certain CO2 emissions constraint as we do here or by
assuming high CO2 prices. Conversely, including in the
model the possibility of methanation releases the available
backup energy and consequently, reduces the required stor-
age capacities.
The strong link identified between solar generation-
batteries dispatch and wind generation-hydrogen storage
dispatch supports previous findings [4, 9, 10, 17]. Recently
flow-tracing techniques have been used to unveil the use
of every storage by different generation technologies [47].
Flow-tracing agrees with our analyses also when highlight-
ing the strong link between PV generation and PHS dis-
patch. With respect to storage power to energy capacity,
for the electricity sector, Schlachtberger et al. [9] assumed
a fixed 6 hours ratio for batteries which is very similar
to the 5.6 hours that we have obtained by independently
optimizing power and energy capacity. For hydrogen stor-
age, they assumed 1 week of discharging time at maxi-
mum power capacity while our independent optimization
showed 2 days. Finally, it is worth mentioning that the
system cost predicted here is significantly lower than that
estimated in [17]. The reason is that, based on the Danish
Energy Technology Catalogue [38], more aggressive cost
assumptions have been made for onshore wind, both on
the investment cost and the technical lifetime.
4.6. Limitations of the analysis
The analysis performed here entails some limitations.
First, only electricity, heating, and transport sectors are
included but decarbonising the remaining sectors (indus-
try, shipping, aviation or agriculture) might be even more
challenging. Furthermore, several possible links among
sectors are missing such as the possibility of using the hy-
drogen produced via renewable surplus and electrolysis to
power the shipping sector, or producing synthetic methane
using hydrogen and CO2. This last possibility was mod-
elled in [17, 18] and might impact the results as discussed
in Section 4.5. The lacking of biomass in the model influ-
ences the high CO2 price found here, as discussed in Sec-
tion 4. Nuclear and Carbon Capture and Storage (CCS)
are not included in the model. Producing hydrogen with
steam reforming of methane and sequestering the CO2 un-
derground could be cheaper than electrolysed-produced
hydrogen. This could alter the role of hydrogen and its
cost-effective storage capacity. Second, the model includes
batteries, hydrogen storage, PHS, individual and central
thermal energy storage but other storage technologies are
not modelled, see Section 2. Third, a greenfield optimiza-
tion is performed but the current generation capacity lay-
out in Europe might have a large influence in the con-
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figuration of the future European energy system. Forth,
the optimal configuration is impacted by cost assumptions
and imposed constraints. For the most important param-
eters, their effect was analysed in Section 4.4 but changes
in other costs assumptions may also impact the results.
Fifth, only one year has been used to represent variability
of renewable generation. In [46], 4 years of weather data
were used to analyse the system sensitivity, and the cost
of the power sector was found to be stable, although ex-
tensive sensitivity analysis to weather data such the one
in [48] are desirable. Sixth, the coarse grained network
used here might also impact the results. For the power
sector, Ho¨rsch and Brown [45] found that the system cost
remains roughly constant due to the counterbalancing of
two effects as a higher number of nodes are used to rep-
resent the network: sites with high capacity factors for
VRES are available for a more finely resolved network,
but the emergence of bottlenecks inside countries prevent
the use of wind generated at exterior nodes with high ca-
pacity factors. Seventh, the role of storage technologies
has been evaluated here in terms of energy arbitrage, that
is, shifting energy from low-price periods with excess of
generated energy to high-price periods where generation
is insufficient. However, some storage technologies may
become more competitive when also taking into account
the provision of other services to the system such as power
reliability, secondary or tertiary response, black start of
the system or maximization of local self-consumption [34].
Finally, regarding the assumptions in the transport sec-
tor it should be remarked that a significant reduction in
the number of cars in Europe will be key to achieve the
necessary decarbonisation in this sector. Increasing the
EV utilisation through car-sharing, decreasing the size and
weight of cars, and increasing the number of passengers per
car are some of the necessary strategies to curb the CO2
emissions associated not only with the use of EVs but also
with the manufacturing [36]. From the point of view of
the system, as discussed in [17], assuming lower availabil-
ity of BEV has a low impact on the results since the total
charging power, 1.3 TW, is much higher than the average
hourly demand from transport, 125 GW.
5. Conclusions
In this paper we have investigated the role of different
storage technologies, under variable CO2 emissions caps
and sector-coupled scenarios, by modelling Europe as a
one-node-per-country network and by using economic op-
timization. The capacities for generation and storage tech-
nologies are optimised together with the hourly dispatch
for a full year. An extension of transmission capacity vol-
ume up to twice of today’s value is allowed and renewable
generation in every country is assumed to be proportional
to the electricity demand.
For the European power system, the cost-effective en-
ergy capacities start to diverge when CO2 emissions cap is
set below 20%, relative to 1990 level in that sector. Since
synthetic production of methane by direct air capture and
hydrogen is not considered in the model, a strict CO2 emis-
sion cap limits the available backup energy and requires
large storage energy capacities to counterbalance renew-
able fluctuations. In essence, our results showed that the
required storage capacity is not determined by the renew-
able penetration but by the available backup energy which
can be restrained by means of CO2 emissions cap or alter-
natively assuming high CO2 prices. Under 5% CO2 emis-
sions cap, the cost-optimal configuration includes battery
storage whose energy capacity is equivalent to 1.4 average
electricity demand (av.h.lel) and hydrogen storage whose
energy capacity is equivalent to 19.4 av.h.l.el. The former
cycles daily induced by solar generation while the latter
cycles every 1-2 weeks to smooth the synoptic time scale
fluctuations of wind generation. In addition, PHS is avail-
able with 0.87 av.h.lel energy capacity exogenously fixed.
The system configuration has also been optimised when
the power sector is coupled with transport and/or heat-
ing sector. On the one hand, the EV batteries provided
by coupling the transport sector avoids the need of ad-
ditional stationary electric batteries. On the other hand,
when the heating sector is coupled, large energy capacity
of centralised thermal energy storage (CTES) is built to
deal with the large seasonal variation in heating demand.
The impact of sector coupling in hydrogen storage is small
and similar energy capacities are required in all the scenar-
ios. Similarly, coupling the heating sector does not modify
the required battery energy capacity. However, in both
cases, deeper CO2 emissions reductions, compared to the
Electricity only scenario, can be achieved before significant
battery and hydrogen storage emerge. This is a meaning-
ful result that can be rephrase as “sector-coupling delays
the need for significant storage capacities during the tran-
sition to low-carbon energy systems”.
In all the scenarios, the required storage capacities
for the technologies included (electric batteries, hydrogen
storage, individual and central thermal energy stores) are
below the estimated potentials that could be built at a rea-
sonable price. The CO2 emission cap, and consequently
the renewable penetration, impacts not only the required
storage capacities but also their optimal hourly dispatch
strategy. Furthermore, we found that the presence of alter-
native storage technologies, which may occur due to cou-
pling the electricity with other sectors, influences the opti-
mal dispatch pattern of the different technologies. This is
particularly relevant for the case of Pumped Hydro Storage
(PHS) whose energy and power capacities in every country
are considered to be fixed. On the one hand, as CO2 emis-
sions are reduced and renewable penetration is increased,
the daily cycling frequency of PHS becomes dominant and
its revenues increase. On the other hand, the presence of
alternative storage technologies, such as EV batteries pro-
vided by coupling the transport sector also impact PHS
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optimal dispatch pattern.
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Appendix A. PyPSA-Eur-Sec-30 Model
The hourly-resolved, one-node-per-country-network model
PyPSA-Eur-Sec-30 is used to optimise the capacity and
grid connection
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Figure A.13: Energy flow at a single node representing a country.
Within each node there is a bus (thick horizontal line) for every
sector (electricity, transport and heating), to which different loads
(triangles), energy sources (circles), storage units (rectangles) and
converters (lines connecting buses) are attached.
dispatch in every scenario.
The optimization objective, that is, the total annu-
alised system cost is calculated as:
min
Gn,s,En,s,
F`,gn,s,t
[∑
n,s
cn,s ·Gn,s +
∑
n,s
cˆn,s · En,s
+
∑
`
c` · F` +
∑
n,s,t
on,s,t · gn,s,t
]
(A.1)
where cn,s are the fixed annualised costs for generator
and storage power capacity Gn,s of technology s in every
bus n, cˆn,s are the fixed annualised costs for storage en-
ergy capacity En,s, c` are the fixed annualised costs for
bus connectors F`, and on,s,t are the variable costs (which
in some cases include CO2 tax), for generation and storage
dispatch gn,s,t in every hour t. Bus connectors ` include
transmission lines but also converters between the buses
implemented in every country (see Figure A.13), for in-
stance, heat pumps that connect the electricity and heat-
ing bus.
The optimization of the system is subject to several
constraints. First, hourly demand dn,t in every bus n must
be supplied by generators in that bus or imported from
other buses. f`,t represents the energy flow on the link l
and αn,`,t indicates both the direction and the efficiency
of flow on the bus connectors. αn,`,t can be time depen-
dent such as in the case of heat pumps whose conversion
efficiency depends on the ambient temperature.
∑
s
gn,s,t +
∑
`
αn,`,t · f`,t = dn,t ↔ λn,t ∀n, t (A.2)
The Lagrange multiplier λn,t, also known as Karun-Kush-
Tucker (KKT), associated with the demand constraint in-
dicates the marginal price of the energy carrier in the bus
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n, e.g., local marginal electricity price in the electricity
bus. Second, the maximum power flowing through the
links is limited by their maximum physical capacity F`.
For transmission links, f
¯`,t
= −1 and f¯`,t = 1, which al-
lows both import and export between neighbouring coun-
tries. For a unidirectional converter e.g., a heat resistor,
f
¯`,t
= 0 and f¯`,t = 1 since a heat resistor can only convert
electricity into heat.
f
¯`,t
· F` ≤ f`,t ≤ f¯`,t · F` ∀ `, t . (A.3)
For interconnecting transmission lines, the lengths l` are
set by the distance between the geographical mid-points
of each country, so that some of the transmission within
each country is also reflected in the optimisation. A fac-
tor of 25% is added to the line lengths to account for the
fact that transmission lines cannot be placed as the crow
flies due to land use restriction. For the transmission lines
capacities F` a safety margin of 33% of the installed capac-
ity is used to satisfy n-1 requirements [49]. Linear optimal
power flow is applied using Kirchhoff’s formulation [50].
Third, for every hour the maximum capacity that can
provide a generator or storage is bounded by the product
between installed capacity Gn,s and availabilities g
¯n,s,t
,
g¯n,s,t. For instance, for solar generators g
¯n,s,t
is zero and
g¯n,s,t refers to the capacity factor at time t
g
¯n,s,t
·Gn,s ≤ gn,s,t ≤ g¯n,s,t ·Gn,s ∀n, s, t . (A.4)
The maximum power capacity for generators is limited
by potentials G¯n,s that are estimated taking into account
physical and environmental constraints:
0 ≤ Gn,s ≤ G¯n,s ∀n, s . (A.5)
The storage technologies have a charging efficiency ηin and
rate g+n,s,t, a discharging efficiency ηout and rate g
−
n,s,t, pos-
sible inflow gn,s,t,inflow and spillage gn,s,t,spillage, and stand-
ing loss η0. The state of charge en,s,t of every storage has
to be consistent with charging and discharging in every
hour and is limited by the energy capacity of the storage
En,s. It should be remarked that the storage energy ca-
pacity En,s can be optimised independently of the storage
power capacity Gn,s.
en,s,t = η0 · en,s,t−1 + ηin|g+n,s,t| − η−1out|g−n,s,t|
+ gn,s,t,inflow − gn,s,t,spillage ,
0 ≤ en,s,t ≤ En,s ∀n, s, t . (A.6)
So far, equations (A.2) to (A.6) represent mainly techni-
cal constrains but additional constraints can be imposed
to bound the solution.
The interconnecting transmission expansion can be lim-
ited by a global constraint∑
`
l` · F` ≤ CAPLV ↔ µLV , (A.7)
where the sum of transmission capacities F` multiplied by
the lengths l` is bounded by a transmission volume cap
CAPLV . In this case, the Lagrange/KKT multiplier µLV
represents the shadow price of a marginal increase in trans-
mission volume.
The average gross VRES generation ggrossi,V RES is im-
posed to be proportional to the average electricity demand
delec,i,t in every country through the constraint
< ggrossi,V RES >= γi < delec,i,t >, γi = γ (A.8)
The adjective ‘gross’ indicates that γi is calculated based
on the energy that can be potentially generated, that is be-
fore curtailment, and including onshore and offshore wind
as well as solar photovoltaics. This ‘weakly-homogeneous’
constraint was proposed in [13] and used in [19], but it
should be mentioned that it was not included in the im-
plementation in [17, 18].
Finally, the maximum carbon dioxide allowed to be
emitted by the system CAPCO2 can be imposed through
the constraint
∑
n,s,t
εs
gn,s,t
ηn,s
≤ CAPCO2 ↔ µCO2 (A.9)
where εs represents the specific emissions in CO2-tonne-
per-MWhth of the fuel s, ηn,s the efficiency and gn,s,t the
generators dispatch. In this case, the Lagrange/KKT mul-
tiplier represents the shadow price of CO2, i.e., the addi-
tional price that should be added for every unit of CO2 to
achieve the CO2 reduction target in an open market.
Appendix B. Data
Electricity sector.
The hourly electricity demand in every country is rep-
resented by means of historical data from 2015 reported
by the European Network of Transmission System Opera-
tors for Electricity (ENTSO-e) [51] through the convenient
data collection provided by the Open Power System Data
(OPSD) initiative [52]. The electricity used to supply do-
mestic space and water heating demand is subtracted from
historical data since it is included in the heating demand
time series (described below). The total annual electricity
demand accounts for 2,854 TWh and its profile is shown
in Figure 2 in the main text. Electricity can be generated
by means of onshore and offshore wind, solar photovoltaic
and Open Cycle Gas Turbines (OCGT) whose capacities
are optimised, as well as by run-of-river and reservoir-
based hydroelectric power plants. Hydroelectric energy
and power capacities are fixed exogenously according to
current values [53]. Table 2 gathers the costs, lifetime,
and efficiency values assumed for the different technolo-
gies.
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The availability of renewable generators is represented
by means of the hourly capacity factors that have been
calculated using the Climate Forecast System Reanalysis
(CFSR) dataset [54] and the Global Renewable Energy
Atlas (REatlas) [55, 56]. For solar PV, reanalysis irra-
diance is first bias-corrected based on satellite data and
then used to generate time series that are validated with
historical data [56]. The dataset for solar capacity factor
time series is openly available and can be retrieved from
10.5281/zenodo.1321809. For onshore and offshore wind
capacity factor time series, a capacity layout in which the
installed capacity is proportional to the wind resource in
every CFSR raster cell is assumed. Following [9], the on-
shore wind layout of the ten largest countries is split into
up to four equal area parts. Independent classes of gener-
ators with different time series and average full load hours
are added to single node representing a country. Their op-
timised capacities are later aggregated on a country level
for analysis. To calculate the maximum capacities that can
be installed in every raster cell the protected sites listed in
Natura 2000 [57] and non-adequate land types, e.g. cities
as specified by [58], are excluded. For the remaining ar-
eas, a maximum 20% and 1% coverage ratio is used for
wind and solar PV respectively which results in a maxi-
mum density of 2 MW/km2 for wind and 1.5 MW/km2
for PV. For offshore wind, the maximum water depth as-
sumed is 50 m. For every country the renewable capacity
is extended until the installation density reaches its maxi-
mum in the exploitable area of any of the CFSR rater cells.
Regarding PV, the model assumes that 50% of the in-
stalled capacities correspond to rooftop mounted systems
while the other 50% belongs to larger utility-scale power
plants with different costs and discount rates assumed for
every type of installation.
Heating sector.
Hourly heating demand time series are obtained for
2015 by using the Heating Degree Hour (HDH) approxi-
mation [59] and hourly ambient temperature values from
the CFSR reanalysis dataset. The HDH approach assumes
that the heating demand increases linearly from a thresh-
old temperature of 17◦C. HDH time series at every grid
point in the CFSR are weighted by population density
(the NUTS3 population data [60] is used as a proxy) and
aggregated at a national scale to obtain HDH time series
representative of a country. The time series are then scaled
based on the annual demands for domestic space heating
in 2015, which are retrieved from the Heat Roadmap Eu-
rope project [61]. Finally, a constant hourly value for the
hot water consumption, obtained from the same database,
is added to compute the total heating demand time series
representative for every country. The estimated values for
total annual demand in Europe are similar for electric-
ity and heating, accounting for 2,854 TWhel/a and 3,562
TWhth/a respectively but heating demand shows a much
more pronounced seasonal variation, see Figure 2.
The technologies available in the model that supply
heat include gas boilers, resistive heaters, heat pumps and
CHP units. A lower cost can be achieved if those conver-
sion technologies are built at a larger scale to feed-in dis-
trict heating systems. Since centralised solutions are only
cost-effective when the population density is above a cer-
tain threshold, the heating bus is split in two in the model
(more details can be found in [17, 19]), the overall heating
demand is divided proportionally into urban heating and
rural heating. The urban heating bus supplies heating de-
mand in places whose population density is high enough to
allow district heating. The cost-optimal solution can in-
clude district heating for every country in Europe except
for southern countries (Spain, Greece, Portugal, Italy, and
Bulgaria) where the high winter temperatures reduce the
competitiveness of district heating systems. Where dis-
trict heating is allowed, CHP plants can be built to feed-
in the system. Central ground-sourced heat pumps have
been assumed in urban areas with district heating, while
air heat-sourced pumps have been assumed for individ-
ual systems in urban areas. On the other hand, the rural
heating bus represents the places where only decentralised
heating units are allowed. In this case, individual ground-
sourced heat pumps have been assumed. Despite being
more expensive, the higher COP of ground-sourced heat
pumps make them economically favourable. Additionally,
in both heating buses, resistive heaters or gas boilers can
also be used to supply the demand. The description of the
models assumed for the temperature-dependent efficiency
of heat pumps and possible electricity-heat output com-
binations for CHP, as well as the efficiencies assumed for
gas boilers and resistive heaters, are included in [17] and
summarised in Table 2. Long-term central thermal energy
storage (CTES), i.e. well-insulated hot water tanks in pits
containing tens of thousands of cubic metres of hot water,
can be built in urban heating buses where district-heating
is allowed and individual thermal energy storage (ITES),
i.e. small water tanks, can be built where only individual
solutions are allowed.
Transport sector.
Annual energy demands from road and rail transport
for every country are retrieved from [62]. Aviation, ship-
ping, and pipe transport are not included in the model.
Road and rail transport are considered to be fully elec-
trified, a country-specific factor (averaging 3.5) is used
to account for the increased efficiency when electrifying
transport. Country-specific factors are computed by com-
paring the current car final energy consumption per km in
[62] (averaging 0.7 kWh/km) to the 0.2 kWh/km value as-
sumed for plug-to-wheels efficiency in EVs. The character-
istic weakly profile provided by the German Federal High-
way Research Institute (BASt) [63] is used to obtain hourly
time series for European countries taking into account
the corresponding local times. Furthermore, a tempera-
ture dependence is included in the time series to account
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for heating/cooling demand in transport. For tempera-
tures below/above 15◦C/20◦C, temperature coefficients of
0.63%/◦C and 0.98%/◦C are assumed, see [17] for more
details. The annual electricity demand from transporta-
tion sector in Europe accounts for 1,102 TWh/a and the
profile is shown in Figure 2.
Costs and CO2 emissions.
Most of the costs assumed in the model are based on
predictions for 2030. They are annualised assuming a dis-
count rate of 7%. Table 2 and 3 summarize the invest-
ment and operation and maintenance costs, lifetimes, and
efficiency values assumed in the model. The CO2 emissions
in the model come only from those technologies using gas
(OCGT, CHP, and gas boilers). An emission factor equal
to 0.19 tCO2/MWhth and a cost of 21.6 e /MWhth have
been assumed for gas. Coal and nuclear are not consid-
ered in this paper. The three sectors included in the model
emitted 3016 megatonnes of CO2 (MtCO2) in 1990 [43].
Electricity generation was responsible for 1510 MtCO2,
land-based transport for 784 MtCO2, and heating in the
residential and service sectors for 723 MtCO2. The emis-
sion reduction of 95% compared to 1990 level assumed in
Section 4.4 for the Electricity sector corresponds to a limit
of 76 MtCO2 per year.
Code.
The model used in this paper is the PyPSA-Eur-Sec-
30 whose code was used in [17–19] and can be accessed
through the repository 10.5281/zenodo.1146666. More-
over, additional code to plot the figures is available at
github.com/martavp/PyPSA-plots.git.
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