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Abstract
An explicit modulus of Ho¨lder continuity is given for the ﬂow associated to the
canonic Brownian motion on the diffeomorphism group of the circle.
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0. Introduction
The group G of CN orientation preserving diffeomorphisms of the unit
circle appears in Mathematical Physics, in particular as gauge group in
String Theory. Gelfand-Fuks have classiﬁed all the invariant symplectic
forms on its Lie algebra G; classiﬁcation which depends only upon two real
parameters; these forms induce generically on G the Sobolev norm 3
2
(see
[14–16] for more details). The canonic Brownian motion on G corresponds
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to this norm 3
2
; this norm is too weak in order that the classical theory of
stochastic ﬂow (see [13]) can be applicable.
In Stochastic Flow Theory it is essential to deﬁne the differential of the
ﬂow, which need at least a Sobolev norm 3
2
þ e: Physics oblige us to work
just at the border line of this smoothness condition and in this paper we
shall get probabilistic results. Let us make a comparison with Loop Group
Theory: here the canonic norm coming from Physics is 1
2
; there is a
probabilistic interpretation of norms 1
2
þ e; see [8], probabilistic interpreta-
tion of the border line case 1
2
seems still lacking.
The law at time t of the Brownian motion on the Lie algebra for
this 3
2
-norm is a Gaussian measure carried by functions which are Ho¨lder for
any exponent bo1; regularity independent of time. The exponentiation
from G to G of the 3
2
-measure is a non-linear operation which
introduces a new phenomena corresponding to a loss of regularity in
time: in fact, Malliavin [16] established that the radoniﬁed measure is
sitting on the group of a-Ho¨lder homeomorphisms, where a decreases
to 0 when the time t goes to inﬁnity. The purpose of this paper is a
detailed study of modulus of continuity associated to this canonic
Brownian ‘‘on the group of diffeomorphism’’. We will use a direct study
of two points motions which will lead to results beyond those of
Malliavin [14–16], and Fang [7].
1. The canonical Brownian motion on the set of homeomorphisms of the circle
An homogeneous ﬂow of diffeomorphisms on the circle S1 (see [3,10,11])
is given by a covariance function B; positive deﬁnite, which means that all
its Fourier coefﬁcients are positive. We denote gðyÞ ¼ Bð0Þ BðyÞ: We
associate to this covariance function a Gaussian process ytð* Þ; indexed by
*AS
1; such that for all y0 ﬁxed t/yatðy0Þ is in law isomorphic to a
Brownian motion starting from zero at time zero (there a ¼ ðBð0ÞÞ1). The
covariance between different values of y is given by
dytðyÞ*dytðy
0Þ ¼ Bðy y0Þ dt: ð1:1Þ
The realization of yt through a random Fourier series can be made by















x2kðtÞ cos kyþ x2kþ1ðtÞ sin kyð Þ; ð1:2Þ
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where ðxnðtÞÞnX0 is an inﬁnite sequence of independent scalar-valued





For ro1; let Pr be the Poisson kernel,
pPrðyÞ ¼ ð1 r2Þð1 2r cos yþ r2Þ

















The regularized Gaussian process yr is deﬁned as the convolution product
Pr *y: The process y
r

















r2k #BðkÞ cos ky: ð1:5Þ
The functions Br converges uniformly in yA½0; 2p to B when r-1: We
denote by E the expectation, then E½yrt ðyÞy
r
t ðy
0Þ ¼ Brðy y0Þ 	 t and
E½jyrt ðyÞ  y
r
t ðy
0Þj2 ¼ ð2Brð0Þ  2Brðy y0ÞÞ 	 t: ð1:6Þ






0Þ ¼ Brðy y0Þ dt: ð1:7Þ
From (1.5), we deduce that













yð0Þ ¼ Identity: ð1:9Þ
As yrACNðS1Þ; it results from [13] that (1.9) has a unique solution which
deﬁnes a G-valued continuous path. The diffeomorphism gryðtÞ maps e
iyAS1
to eiytAS1 and yt; mod 2p satisﬁes the Ito differential (see [15,16]):
y0 ¼ y;













cosðkytÞ dx2kðtÞ þ sinðkytÞ dx2kþ1ðtÞð Þ: ð1:10Þ
With (1.10) and the Ito’s calculus, we see that
dðcosðkytÞx2kðtÞ þ sinðkytÞx2kþ1ðtÞÞ
¼ cosðkytÞ dx2kðtÞ þ sinðkytÞ dx2kþ1ðtÞ: ð1:11Þ
At each point eikyt on the circle, we consider the small variation
cosðkytÞ dx2kðtÞ þ sinðkytÞ dx2kþ1ðtÞ ð1:12Þ
of the angle and we sum up all these variations to obtain dyt: Given two
processes y1t and y
2
t deﬁned by (1.10) with the respective initial values
y10 ¼ y1 and y
2







t Þ dt: ð1:13Þ
Extending the Picard iteration method to the stochastic SDE (1.10) (see for



















sinðkyn1ðsÞÞ dx2kþ1ðsÞ for nX1: ð1:14Þ
First, the series in (1.14) converge a.s. and then yt ¼ limn-þN ynðtÞ exists a.s.
The case r ¼ 1 in (1.10) is the purpose of the present work. In [7, Theorem
3.4], Fang has established the existence of a continuous version of the
process Uðt; yÞ ¼ yt solution of (1.10) where r ¼ 1 and with the initial













With this approach, given 0oao1; Fang in [7] is able to prove the existence
of t0; t0 > 0 such that for 0otpt0; the Ho¨lder condition jUðt; yÞ 
Uðt; y0ÞjpCjy y0ja is satisﬁed for the ﬂows Uðt; yÞ:
In the present paper, we follow a different approach. After proving the
non-collapsing of the 2-point process, we give an explicit function dðtÞ such
that for aodðtÞ; the diffeomorphism of S1 deﬁned by the map y-Uðt; yÞ
where Uðt; yÞ ¼ yt is a-Ho¨lderian when it is no more true for a > dðtÞ:
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2. The N-points process generated by the canonical Brownian motion and
estimation of the covariance
Deﬁnition. Given a ﬁnite set S0CS1; we call the S0-marginal of the
r-Brownian motion gry ; the one parameter family of subsets St :¼ g
r
xðtÞðS0Þ:
Since the r-Brownian is a stochastic ﬂow, we deduce that cardinal ðStÞ ¼
N is constant during the motion. Therefore, the S0-marginal is called the
N-point process generated by the r-Brownian motion. The non-confluence
property will be studied in Section 6 below.
Theorem 2.1. The N-point process generated by the r-Brownian motion is a
Markov process on the state-space ðS1ÞN : The N-point process is isomorphic in
law to the diffusion defined on ðS1ÞN by the infinitesimal generator having no





xixjBrðvi  vjÞ; ð2:1Þ
where Br is defined by (1.5).
Proof. According to (1.10), the motion of each point is a Brownian motion
and (2.1) is a consequence of the Ito’s contraction (1.13). For example, in
the case of the 2-point motion, a function f ðy1t ; y
2
t Þ has for Ito’s differential

































With (1.13), this proves the Theorem 2.1 for the 2-point process. We can
also prove (2.1) by a direct consideration of the inﬁnitesimal generators:
For the 1-point-motion yt ¼ ðgryðtÞÞðy0Þ; let
@ek ¼ cosðkyÞ@y; @Zk ¼ sinðkyÞ@y:















@2ek ¼ ðcos kyÞ
2@2y  k cos ky sin ky@y;
@2Zk ¼ ðsin kyÞ
2@2y þ k cos ky sin ky@y






Therefore, the 1-point motion is isomorphic in law to bðartÞ where b is an




For the 2-point motion ðy1t ; y
2







@ek;2 ¼ cosðky1Þ@y1 þ cosðky2Þ@y2 ;
@Zk;2 ¼ ðsin ky1Þ@y1 þ ðsin ky2Þ@y2 :












2 ky1@2y1 þ cos
2 ky2@2y2 þ 2 cos ky1 cos ky2@y1@y2
 k cos ky1 sin ky1@y1  k cos ky2 sin ky2@y2 ;
@2Zk;2 ¼ sin
2 ky1@2y1 þ sin
2 ky2@2y2 þ 2 sin ky1 sin ky2@y1@y2
þ k cos ky1 sin ky1@y1 þ k cos ky2 sin ky2@y2 ;
we have




y2 þ 2 cosðy1  y2Þ@y1@y2 :
Hence, the result is proved for N ¼ 2: The general case can be treated in the
same way. &
Lemma 2.1. Let T > 0: When r-1; the process gryðtÞ converges uniformly in
tA½0; T ; y0 being fixed, to the process gyðtÞ:
Proof. It results from (1.4). &
Theorem 2.2. Assume that #BðkÞ ¼ 1
k3
; then there exists a constant c such that












8rp1 8y such that 0oyp1
2
: ð2:2Þ









Proof. Since grðyÞpg1ðyÞ; it is enough to prove (2.2) when r ¼ 1: We can
obtain (2.3) from (3.0.2) below. Thus, for any e > 0; there exists 0oMo1
2












is positive and continuous for yA½M ; 1
2
; thus
bounded. This implies (2.2).
If ro1; since ðgrÞ00ðyÞ ¼ 1
2










In the next section, for future use (Sections 7 and 8), we shall estimate the


















Proof. It comes from (1.6) and (2.3). &






















































s is the Riemann zeta function, see [2, Vol. 1, p. 51].
Integrating twice both sides of (3.0.1), we ﬁnd that

























































ð2nÞ!2nð2n þ 1Þð2n þ 2Þ
y2nþ2: ð3:0:2Þ


























































is a bounded, positive function of y; continuous on ½0; 1: Moreover, there exist
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Proof of Lemma 3.1. We consider for yA0; 1; the function











We have limy-0 fðyÞ ¼ 0; and the derivative f
0ðyÞ ¼ g0ðyÞ  y logð1yÞ  y
satisﬁes limy-0 f
0ðyÞ ¼ 0: Moreover,








is positive for yA0; 1 and limy-0 f
00ðyÞ ¼ 0: This proves that fðyÞ is a
positive function for yA0; 1: We deduce that cðyÞ ¼ fðyÞ
2y4
is positive for
yA0; 1: From the expansion of g in (3.0.2), we see that limy-0 2cðyÞ ¼ 14!12
and that cðyÞ is a bounded function of yA½0; 1: We shall give the expression
of cðyÞ and precise estimates of the bounds in Lemma 3.2 below.





sin2ðky2 Þ are strictly positive
and continuous on ½1;p; we deduce (3.1.4). This proves Lemma 3.1. &


































































Proof. From the Euler–Maclaurin trapezoid formula,
1
2













f 00ðtÞ dt; ð3:4Þ












f ðtÞ dt þ
Z n
1
bðtÞf 00ðtÞ dt; ð3:5Þ
where bðtÞ is given by (3.1.2). Moreover, if we apply (3.4) to the function















































cos yt  y2
2t3
 3








































































where cE0:5772156649 is the Euler constant.
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y2 þ y4c1ðyÞ: ð3:13Þ

















































































This proves (3.3) and (3.1.1).
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is a bounded function of y; yA½0; 1: We have 0pbðtÞp1
8
for tX1: Moreover








































hðuÞ du ¼ I1ðyÞ þ I2ðyÞ ð3:15Þ
























This gives the upper bound in (3.3.2). &





































  sin u  u
u2
 00































cos u  1
u3
þ 6






ð2k þ 2Þð2k þ 3Þ
ð2k þ 5Þ!
u2kþ1 ¼











y for yA½0; 1: ð4:1:5Þ
























ðsin tyÞ  y2
t2
 4





As in (3.8),Z N
1




















































sin u  u
u2
du ¼ y2eðyÞ ð4:4Þ











































þ ð1 cÞyþ y
Z y
0
t  sin t
t2
dt: ð4:5Þ
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This proves (4.1.1). Then we prove that c2ðyÞ is a bounded function of





































h2ðuÞ du ¼ I3ðyÞ þ I4ðyÞ ð4:6Þ
































































y for yA½0; 1: ð4:9Þ
We have proved the Lemma 4.1. &







Proof. Let y ¼ 1
n
; from




15 þ 25 þ?þ n5 ¼
n2ðn þ 1Þ2ð2n2 þ 2n  1Þ
12
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ðn2  1Þð5n2 þ 4Þ
240
: ð4:11Þ
This gives (4.10). &


































This will be the object of a separate study in the appendix.
From the Lemmas 3.1 and 4.1, we deduce
Theorem 4.1. For any e; 0oeo1; there exists d; 0odp1 such that for






























where c2ðyÞ; cðyÞ are bounded functions of y and logð
1
yÞ-þN when y-0:
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Since f1ðuÞ is decreasing to zero when u increases to þN; there exists N
such that for uXN ; we have f1ðuÞpd
1
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This proves (4.15). &
5. Comparison lemmas for SDE
In the next paragraph, we shall compare with an Ornstein-Uhlenbeck
process the distance process between the two points of a 2-point process.
The following comparison lemmas will be needed, see [14].
Lemma 5.1. Suppose that s is a constant and that b1; b2 are functions
from R to R; with continuous derivatives up to second order. Suppose
M is a positive constant and b2ðxÞpb1ðxÞ for xXM: Suppose
0py0px0oM :
Let x ¼ xðs; x0; tÞ; y ¼ yðs; y0; tÞ be the unique solutions of
dxðtÞ ¼ s dwt þ b1ðxðtÞÞ dt a:s: on sptpt;
xðsÞ ¼ x0;
(
dyðtÞ ¼ s dwt þ b2ðyðtÞÞ dt a:s: on sptpt;
yðsÞ ¼ y0:
(
Here t is a positive random variable. Then there exist versions of the processes
x ¼ xð; ; ; Þ and y ¼ yð; ; ; Þ which are continuous with respect to all their
arguments, such that
yðs; M ; t; wÞpxðs; M ; t; wÞ a:s: on 0psptpt: ð5:1Þ
Proof. We ﬁrst prove (5.1) for ordinary differential equations
if w is differentiable in t; then it extends to continuous random
paths by Doss’s continuity theorem [6] since we are in the one-dimensional
case. &
Lemma 5.2. The notations and assumptions of Lemma 5.1 still hold.
Denote by ys the shift operator: ysðwÞðtÞ ¼ wðt þ sÞ  wðsÞ: Then for
N > M ;
w : max
tA½0;t
yð0; x0; t; wÞXN
 




xðs; M ; s þ t; ysðwÞÞXN
 
Proof. From the Markov property of xð; ; ; Þ: &
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6. Non-conﬂuence of the N-point process
We call confluence the fact for two trajectories of a ﬂow starting from
two different points to merge after a ﬁnite time. In this case, the
inverse of the ﬂow cannot be deﬁned (see [10] for the notion of conﬂuence).
For ro1 in (1.10), the 2-point motion of the r-Brownian is not conﬂuent
according to the theory of stochastic ﬂows (see [13]); indeed, a smooth
stochastic ﬂow has an inverse which is computable by solving a backward
SDE.
We shall prove the non-conﬂuence for the 2-point motion when r ¼ 1:
Lemma 6.1. For 0orp1; consider the 2-point motion ðy1t ; y2t Þ ¼ ðgrxðtÞÞðy10; y20Þ




























Its characteristic equation is ðBrð0Þ  lÞ2  ðBrðrÞÞ2 ¼ 0: The eigenvalues
are l1 ¼ Brð0Þ BrðrÞ ¼ grðrÞ with eigenvector ð1;1Þ and l2 ¼ Brð0Þ þ


































































dt ¼ 2grðrrt Þ dt
and we deduce (6.1). &
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In the next lemma, we consider the case r ¼ 1:







Þ: Consider the process rs






where bðsÞ is a one-dimensional Brownian motion. Assume that r0 > 0 and
define the stopping time
t ¼ supft j 8sA0; t; rs > 0g; ð6:4Þ
then










Then for the stopping time t in (6.4),
t ¼ supft j 8sA0; t; asoþNg ð6:6Þ
and it is enough to prove that
asoþN a:s:









Because of the Markov property for at; we may assume a0 > N: We apply













Because of (6.7) and the comparison lemmas of Section 5, we consider the











By Feller’s test on explosion of solutions (see [9, p. 37]), we deduce that
ytoþN a:s: ð6:10Þ
With the comparison Lemma 5.2, it proves (6.5). &
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An evaluation of drT is equivalent to an evaluation of the modulus of
continuity of ðgr
*
Þ1 and the modulus of continuity of gr
*
is equivalent to






The gr are uniformly continuous in the variable tA½0; T :
8. The Brownian motion sits on Ho¨lderian homeomorphisms
Let a > 0 and deﬁne Ha to be the homeomorphisms of S1 which are
together with their inverse Ho¨lderian of exponent a: The distance dðeiy; eiy
0
Þ
between two points eiy and eiy
0
on the circle is given by the absolute value of
the angle between the vectors associated to eiy; eiy
0
: Thus, for 0pyo2p and
0py0o2p; we have dðeiy; eiy0 Þ ¼ infðjy y0j; 2p jy y0jÞ and
0pdðeiy; eiy0 Þpp:
We denote
jjy y0jj ¼ dðeiy; eiy
0
Þ:







and the integral diverges if qX1:
If f is an homeomorphism of S1; then fAHa when there exists a constant
C1 > 0 such that
jjfðyÞ  fðy0ÞjjpC1jjy y0jja 8y; y0A½0; 2p½ ð8:1Þ
and fAHa as well as its inverse f
1AHa if there exists two constants
C1 > 0; C2 > 0 such that
C2jjy y
0jjapjjfðyÞ  fðy0ÞjjpC1jjy y0jja 8y; y0A½0; 2p½:
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We see that if fAHa; then fAHb for any 0oboa: Let c be an









We denote Uðt; yÞ ¼ yt the solution of (1.10) with BðkÞ ¼ 1k3 and Uð0; yÞ ¼
y0 ¼ y: If we assume y > y
0; then because of the non-conﬂuence property, we
have
Uðt; yÞ > Uðt; y0Þ 8t > 0: ð8:3Þ
For ﬁxed t > 0; we shall determine the values of a such that almost surely,
the homeomorphism y-Uðt; yÞ is in Ha:
The following lemma and its corollary gives an insight into the proof of
Lemma 8.3 below.
Lemma 8.1. Let pðtÞ be a differentiable function of t: We assume y > y0: Then
for yt ¼ Uðt; yÞ and y
0




























pðtÞÞ ¼ p0ðtÞðyt  y
0
tÞ
pðtÞ logðyt  y
0
tÞ dt
þ pðtÞðyt  y
0
tÞ


















tÞ ¼ 2Bð0Þ  2Bðyt  y
0
tÞ ¼ 2gðyt  y
0
tÞ dt is the
Ito’s contraction and is obtained from (6.3) or (1.13).
Corollary. Assume 0oy y0op; and let










; tA½0; T ½: ð8:5Þ
We put zt ¼ ðyt  y
0
tÞ
pðtÞ: Then there exists a strictly positive continuous
function mðuÞ; uA½0; 1 such that for toinfðT ; ty;y0 Þ; we have
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¼ u2mðuÞ:We replace gðys  y
0




We shall proceed with a method close to [4, pp. 36–58]. For that, we need
the following classical Gronwall inequality.




















For uðtÞ ¼ gð0Þ þ
R t
0 hðsÞf






0 hðsÞ ds: This yields (8.7). &
The same stays valid if we put ‘‘p’’ instead of ‘‘X’’ in (8.6) and (8.7).










jjUðt; yÞ  Uðt; y0ÞjjpðtÞ
jjy y0jj1þl
dy dy0: ð8:8Þ







and for l ¼ pð0Þ;
E½qðtÞ ¼ þN: ð8:10Þ
Proof. The function pðtÞ satisﬁes the ordinary differential equation
p0ðtÞ ¼ 1
2
pðtÞðpðtÞ  1Þ: ð8:11Þ




jjUðt; yÞ  Uðt; y0ÞjjpðtÞ
ðjjy y0jj þ eÞ1þl
dy dy0; ð8:12Þ
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By Itoˆ formula and the same argument as in (8.4), we have







gðUðs; yÞ  Uðs; y0ÞÞ
jjUðs; yÞ  Uðs; y0ÞjjpðsÞ2








ðUðs; yÞ  Uðs; y0ÞÞpðsÞ
logjjUðs; yÞ  Uðs; y0Þjj
dy dy0
ðjjy y0jj þ eÞ1þl
:
Thus,









jjUðs; yÞ  Uðs; y0ÞjjpðsÞ
ðjjy y0jj þ eÞ1þl




ds pðsÞðpðsÞ  1Þ
Z
S1	S1
jjUðs; yÞ  Uðs; y0ÞjjpðsÞ








ðUðs; yÞ  Uðs; y0ÞÞpðsÞ
logjjUðs; yÞ  Uðs; y0Þjj
dy dy0
ðjjy y0jj þ eÞ1þl




ds pðsÞðpðsÞ  1Þ
Z
S1	S1
jjUðs; yÞ  Uðs; y0ÞjjpðsÞ
ðjjy y0jj þ eÞ1þl
dy dy0;
where c is a constant, c > 3
4
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On the other hand, by using Corollary 3.1, we have
qeðtÞX qeð0Þ þ a martingaleþ C
Z t
0




jjUðs; yÞ  Uðs; y0ÞjjpðsÞ
ðjjy y0jj þ eÞ1þl
dy dy0;




pðsÞðpðsÞ  1ÞEqeðsÞ ds:





Since for l ¼ pð0Þ
Eqð0Þ ¼N
we let e-0 on both sides of the above inequality, this gives
EqðtÞ ¼N:
The proof is completed. &
From Lemma 8.3, we deduce immediately
Proposition 8.1. Set for T > t > 0; and let pðtÞ as in (8.5).














Lemma 8.4. Consider a map o-fo from the probability space to the set of










then for paol 1; the function y-foðyÞ is a-Ho¨lder a.s. for o:
Proof. It is a consequence of the Lemma A-3, p. 47 in [1]. We can also use
Kolmogorov’s criterion, see [13, Section 1.4].





















the map y/Uðt; yÞ is a-Ho¨lder continuous.
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as in (8.5). Given t > 0; we calculate for which
value of T ; T > t; the function gðTÞ ¼ a ¼ pT ð0Þ1
pT ðtÞ







































Thus, the optimal value of T is







































So we single out this particular case.































As a corollary, the Main Theorem of the article is stated as follows.

















the law nt of the canonical Brownian motion yt at time t is carried by Ha for
all aodðtÞ:
Remark. (1) In [14–16], a similar result is proved for small t: Here we
use the same idea as [14–16], but with a technical difference that we
allow pðtÞ > 1; while pðtÞ is restricted to pðtÞ > 2 in [14–16]. We can do this
because we have proved the non-conﬂuence property as stated in Section 6
and thereby the use of Itoˆ formula to the function xp for p > 1 is legitimate.
(2) We do not know if the above result is optimal, but there is a
strong hint that Lemma 8.5 would be optimal. See the proof of
Lemma 8.5.
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Appendix. Asymptotic expansions, the Euler–Maclaurin formula and
limit of renormalized integrals
We shall write the expansion in powers of y up to the order 2n of the
functions gðyÞ; g0ðyÞ studied in Sections 3 and 4. In the remainder term
y2nþ2RnðyÞ; the function RnðyÞ is expressed in terms of an integral with
parameter y and renormalized by the function bnðtÞ ¼ P2nðt  ½tÞ  P2nð0Þ
where P2nðtÞ denotes the Bernoulli polynomial of degree 2n (see (A.5)). The
limit value of this integral when y-0 is the coefﬁcient of y2nþ2 in the
asymptotic expansion. See (A.10). We shall also consider the asymptotic
expansions for covariance functions BðyÞ when #BðkÞ ¼ 1
k2pþ1
; and p is an
integer p > 1: See (1.2).
Consider the Bernoulli polynomials, see for example [12, p. 13]. They are
deﬁned by




P0nðxÞ ¼ Pn1ðxÞ and Pnð1Þ ¼ Pnð0Þ if nX2;
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then P2nðxÞ  P2nð0Þ has a constant sign for xA½0; 1 and P2n1ð0Þ ¼





ð2nÞ!; ? where B2n is given in (3.0.2). For completeness, we summarize
and prove below the different forms of the Euler–Maclaurin formula that we




½f ð0Þ þ f ð1Þ ¼
Z 1
0
f ðtÞ dt þ P2ð0Þ½f 0ð1Þ  f 0ð0Þ




½P2nðxÞ  P2nð0Þf ð2nÞðxÞ dx: ðA:1Þ
This formula applied to x-f ðx þ aÞ gives
1
2
½f ðaÞ þ f ða þ 1Þ ¼
Z aþ1
a
f ðtÞ dt þ P2ð0Þ½f 0ða þ 1Þ  f 0ðaÞ










½f ðpÞ þ f ð1Þ þ
Z p
1
f ðtÞ dt þ P2ð0Þ½f 0ðpÞ  f 0ð1Þ




½P2nðt  ½tÞ  P2nð0Þf ð2nÞðtÞ dt: ðA:2Þ

































where bðtÞ ¼ P2ð0Þ  P2ðt  ½tÞ is given by (3.1.2).
H. Airault, J. Ren / Journal of Functional Analysis 196 (2002) 395–426 421

















































ð Þð2nÞ ¼ d
2n
du2n
denotes the derivative of order 2n with respect to u and
bnðtÞ ¼ P2nðt  ½tÞ  P2nð0Þ: ðA:6Þ
The function RnðyÞ is bounded and positive.























ð2k þ 2p þ 1Þ!
ð2k þ 2p þ 4Þ!ð2k þ 1Þ!2
t2kþ1
and









































2nH ð2n3ÞðyÞ  y2nþ3Z þN
1
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H ð2nÞðuÞ du; ðA:8Þ
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given in terms of zð3Þ; logðpÞ and powers of p:
The same method applies to series
P
kX1 f ðkyÞ where f ðtÞ is a
differentiable function of the form f ðtÞ ¼
constant
t





k is an entire function of t and limt-þN f ðtÞ ¼ 0:
For example













































































; then we use (A.2). We obtain
















H. Airault, J. Ren / Journal of Functional Analysis 196 (2002) 395–426424






du tends to a finite limit














ð2n þ 1Þð2n þ 2Þ
:

































































































where bðtÞ is given by (3.1.2).
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