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A B S T R A C T
Given an appropriate tool, industrial robots are able to perform flexible
manufacturing tasks. However, robots are rarely used, if it comes to small
batch production. One major reason is the high cost of programming that
contribute the largest share of total cost of a robotic system. Furthermore,
these costs recur for each adaptation to a high extent [91]. The reuse of
software for programming a robot cell is the key requirement to reduce de-
velopment costs. Accordingly, the aim must be that software for robot cells
can be put together from modular and reusable components. A comprehen-
sive approach is necessary for both the modelling and the implementation
of modular software to create flexible robot cells.
The main result of this thesis is a novel and innovative approach to service-
oriented automation of robot cells. In particular, a comprehensive modelling
approach using SysML is introduced in order to structure the automation soft-
ware and to identify relevant services. The services focus on the handling
and manufacturing tasks. Subsequently, these services can be orchestrated
to form the automation process. According to the ideas of Industry 4.0,
the automation software uses an “intelligent product” which carries all the
knowledge of its manufacturing process. The automation services rely on
an object-oriented model that describes the products, robots and tools as
well as their geometric and semantic relationships. Using this knowledge
makes it possible to create generic programs that are applicable universally.
Accordingly, the automation software can be assembled from reusable ser-




Z U S A M M E N FA S S U N G
Industrieroboter sind mechanisch flexible Maschinen, die mit dem richti-
gen Endeffektor ausgestattet flexible Fertigungsaufgaben übernehmen kön-
nen. Allerdings werden Roboter nur selten eingesetzt, wenn es sich um die
Fertigung kleiner Stückzahlen handelt. Ein Hauptgrund dafür sind die ho-
hen Kosten der Programmierung, die den größten Anteil der Gesamtkosten
an einem Robotersystem darstellen und für jede Adaption in hohem Um-
fang wieder anfallen [91]. Die Wiederverwendung von Software bei der Pro-
grammierung von Roboterzellen ist eine zwingende Voraussetzung, um die
Entwicklungskosten zu senken. Ziel muss es dementsprechend sein, dass
sich Software für Roboterzellen modular aus wiederverwendbaren Kompo-
nenten zusammenstellen lässt. Eine hierfür zwingende Grundlage stellt die
Entwicklung eines ganzheitlichen Ansatzes zur Modellierung und Imple-
mentierung modularer und flexibler Software für die Automatisierung von
Roboterzellen dar.
Das zentrale Ergebnis der vorliegenden Dissertation ist ein umfassendes
Konzept zur serviceorientierten Automatisierung von Roboterzellen. Dazu
wurde ein Modellierungsansatz mithilfe von SysML entwickelt, um die Soft-
ware zu strukturieren und die relevanten Services zu identifizieren. Dabei
werden die Services an den möglichen Handhabungs- und Fertigungsaufga-
ben der Roboterzelle ausgerichtet, um anschließend den Automatisierungs-
prozess aus diesen Diensten zu orchestrieren. Gemäß den Ideen von Indus-
trie 4.0 steht das intelligente Bauteil im Mittelpunkt der Automatisierungs-
software. Es trägt das Wissen, wie es gefertigt werden muss, mit sich und
beeinflusst so den Produktionsprozess maßgeblich. Durch ein objektorien-
tiertes Modell der Bauteile, Roboter und Werkzeuge sowie ihrer geometri-
schen und semantischen Zusammenhänge kann die Roboterzelle vollstän-
dig in Software abgebildet werden. Die direkte Verwendung dieses Wissens
in der Programmierung ermöglicht es, generische Programmfragmente zu
erstellen, die universell einsetzbar sind. Dementsprechend kann die Auto-
matisierungssoftware über Services aus wiederverwendbaren Komponen-
ten nach dem Baukastenprinzip zusammengesetzt werden. Der hier vorlie-




Es ist die traditionelle Aufgabe der naturwissenschaftlichen Disziplinen,
die natürlichen Dinge zu lehren:
wie sie sind und wie sie funktionieren.
Die Aufgabe der Ingenieurschulen ist es gewesen,
die künstlichen Dinge zu lehren:
wie man Artefakte mit erwünschten Eigenschaften herstellt.
— Herbert A. Simon, Die Wissenschaft vom Künstlichen [248, S. 95]
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Teil I
E I N F Ü H R U N G
Der erste Teil zeigt zum einen die Motivation der vorliegenden
Arbeit auf und legt zum anderen die Ziele dar, die mit einer ser-
viceorientierten Automatisierung auf Roboterzellen verbunden
sind. Darüber hinaus wird ein Überblick über die wichtigsten
Forschungsergebnisse, die im Rahmen dieser Dissertation ent-
standen sind, gegeben und der weitere Aufbau und Inhalt der
Arbeit vorgestellt.
Da diese Dissertation eine interdisziplinäre Fragestellung behan-
delt, werden sowohl die relevanten Grundlagen der Software-
technik als auch der Robotik und Automatisierung erläutert. Da-
her werden die notwendigen Grundlagen beider Disziplinen de-
tailliert vorgestellt. Hier sei dem Leser empfohlen, die Kapitel
abhängig vom eigenen Hintergrund und nach Bedarf zu wählen.

1E I N L E I T U N G
Das Ziel der vorliegenden Arbeit ist die Entwicklung eines Konzepts zur ser-
viceorientierten Automatisierung von Roboterzellen. Dabei setzt sich eine
industrielle Roboterzelle aus einer Menge hierarchisch gegliederter Diens-
te zusammen, die orchestriert werden können, um die Fertigungsprozesse
flexibel abzubilden.
Im ersten Kapitel werden zunächst Motivation und Ziele dieses Ansat-
zes vorgestellt und anschließend die Forschungsergebnisse der Dissertation
in Abschnitt 1.2 dargelegt. Das Kapitel schließt mit Abschnitt 1.3, in dem
Aufbau und Inhalt der gesamten vorliegenden Arbeit umrissen werden.
1.1 motivation und ziele
Industrieroboter sind mechanisch flexible Maschinen, die zudem frei pro-
grammierbar sind. Ein Industrieroboter kann mit beliebigen Endeffektoren,
d. h. Werkzeugen oder Sensoren an seinem Flansch, ausgerüstet werden.
Diese kann er flexibel in seinem Arbeitsraum bewegen und mit jeder Orien-
tierung ausrichten. Ein Industrieroboter kann folglich für ein breites Spek-
trum an Anwendungen eingesetzt werden. Durch Sensoren kann er zudem
seine Umgebung wahrnehmen und sich dort zurechtfinden. Insbesondere
nachgiebige Roboter können durch integrierte Sensorik mittlerweile Auf-
gaben durchführen, die vor Jahren nicht zu automatisieren waren. Durch
eine geeignete Auswahl (kooperativer) Roboter, entsprechender Endeffekto-
ren und notwendiger Sensoren können mechanisch flexible Roboterzellen
aufgebaut werden.
Trotzdem zeigt ein Blick in die Fabriken, das Roboter oft nur bei der Fer-
tigung großer Stückzahlen wie z. B. in der Automobilproduktion eingesetzt
werden. Es existiert damit eine Diskrepanz zwischen Theorie und prakti-
schem Einsatz. Eine Erklärung dafür können die aktuell noch sehr hohen
Kosten von Integration und Softwareentwicklung sein. In einer Studie [91]
der Europäischen Kommission wurde die Wertschöpfungskette von Robo-
tersystemen betrachtet. Dabei wurde festgestellt, dass nur 25 % der gesam-
ten Kosten auf den Roboter entfallen. Dagegen sind 75 % der Kosten für die
Integration nötig, wovon die Programmierungskosten mit 40 % den größten
Anteil ausmachen.
Folglich stellt die Programmierung oder im Allgemeinen die Softwareent-
wicklung für Robotersysteme bzw. für Roboterzellen das größte Hemmnis
für den breiten Einsatz dar. Die Studie zeigt zudem, dass bei einer Varia-
tion der Aufgabe ca. 75 % der ursprünglichen Entwicklungskosten erneut
anfallen. Bei diesen Programmen handelt es sich also um Unikate, die nicht
wiederverwendet werden können. Aber gerade die Wiederverwendung von
Software oder zumindest von Programmfragmenten ist eine zwingende Vor-
aussetzung, um die Entwicklungskosten zu senken. Ziel muss es dement-
sprechend sein, dass sich Software für Roboterzellen modular aus wieder-
verwendbaren Komponenten zusammensetzen lässt.
Gleichzeitig läutet nach Kagermann et al. [144] das Internet der Dinge und
Dienste die 4. industrielle Revolution ein. In Zukunft besteht eine Fabrik
demnach aus einer Menge von vernetzen und intelligenten Fertigungsma-
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schinen, sogenannten cyber-physischen Produktionssystemen. Aber nicht
nur die Maschinen sind intelligent, darüber hinaus auch die Produkte. Sie
tragen das Wissen, wie sie gefertigt werden müssen, in sich und agieren ei-
genständig in der Fabrik. Sie handeln mit den vorhandenen Produktionsres-
sourcen und den notwendigen Betriebsstoffen den Fertigungsprozess aus
und steuern sich gegenseitig. Das bedeutet, dass es keinen festen Ablauf in
der Fertigung gibt.
Jammes und Smit [141] haben zum ersten Mal die Vorteile serviceorien-
tierter Architekturen (SOA) für die Automatisierung hervorgehoben. Dabei
bietet jedes Gerät seine Funktionalität über Dienste an. In Analogie zu Un-
ternehmensanwendungen werden die Dienste und ihre Granularität an den
Geschäftsprozessen ausgerichtet. In einer Fabrik oder einer Roboterzelle ent-
spricht dies den Fertigungsprozessen. Dadurch können die Dienste meh-
rerer Geräte orchestriert, d. h. in einer geeigneten Reihenfolge verwendet
werden, um eine Automatisierungsaufgabe abzubilden. Dies ermöglicht ei-
ne flexible Abbildung der Automatisierungsprozesse auf Basis vorhandener
Dienste.
In dieser Dissertation wird aufgezeigt, wie man die Vorteile serviceorien-
tierter Architekturen auf Roboterzellen übertragen kann. Die Dienste wer-
den an den möglichen Handhabungs- und Fertigungsaufgaben der Robo-
terzelle ausgerichtet, um anschließend den Automatisierungsprozess aus
diesen Diensten zu orchestrieren. Der Ansatz dieser Dissertation verfolgt
das oben formulierte Ziel, indem die Software von Roboterzellen modular
aus vorhandenen Bausteinen und Services zusammengesetzt wird. Durch
die Modularität der Software und die Wiederverwendung vorhandener Bau-
steine kann eine signifikante Reduktion der Entwicklungskosten – sowohl
bei der erstmaligen Inbetriebnahme als auch bei der späteren Adaption –
realisiert werden.
1.2 forschungsergebnisse
Vorliegende Forschungsarbeit beschäftigt sich mit der Frage, ob und wie
sich Roboterzellen mit serviceorientierter Softwareentwicklung modellieren
und automatisieren lassen. Dabei liegt der Fokus auf Flexibilität und Wie-
derverwendbarkeit. Daher lautet die zugrunde liegende Forschungsfrage:
„Wie können Roboterzellen durch serviceorientierte Architektu-
ren flexibel und modular, d. h. als Komposition verschiedener
Bausteine, automatisiert werden?“
Diese Frage wird im Rahmen der Dissertation aus unterschiedlichen Blick-
winkeln und auf unterschiedlichen Abstraktionsebenen betrachtet.
Im Laufe der Arbeit an dieser Dissertation sind verschiedene Forschungs-
ergebnisse entstanden, die sich mit der oben gestellten Frage, aber auch all-
gemein mit dem Einsatz moderner Softwaretechnik in der Robotik und Au-
tomatisierung, beschäftigen. Zentrale und wichtige Ergebnisse sind die Har-
monisierung von Applikationsprogrammierung und echtzeitkritischer Robotersteue-
rung [123] und die daraus entwickelte echtzeitfähige Softwarearchitektur [118]
für Industrieroboter. Dabei werden Roboterprogramme in atomare Aktio-
nen zerlegt und unter einem Echtzeitbetriebssystem ausgeführt. Die Appli-
kation und die Ablaufsteuerung kann in einer modernen objektorientier-
ten Programmiersprache entwickelt und auf einem Standardbetriebssystem
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Abbildung 1.1: Übersicht der einzelnen Forschungsergebnisse und wie diese aufein-
ander aufbauen.
meinschaftlich entstanden und auch Teil der Dissertationen von Andreas
Angerer [10] und Michael Vistein [271].
Darüber hinaus sind weitere, originäre Forschungsergebnisse entstanden.
Die Übersicht in Abbildung 1.1 illustriert, wie diese aufeinander aufbauen:
• Die entwickelte Softwarearchitektur wurde in ein erweiterbares und
modulares Framework [119] zur Entwicklung von Roboter- und Auto-
matisierungsapplikationen transformiert. Durch die Einbettung in die
OSGi Service Platform ergibt sich ein dynamisches und (zur Laufzeit) er-
weiterbares Framework. Die Erweiterbarkeit ermöglicht es, dass neue
Aktuatoren und Sensoren einfach implementiert und integriert wer-
den können. Zusätzlich sind auch orthogonale Erweiterungen, wie z. B.
eine dreidimensionale Visualisierung, eine Kollisionserkennung oder
eine kollisionsfreie Bahnplanung, möglich.
• Das Framework wurde – im Vergleich zu Angerer [10] – ergänzt, um
ein objektorientiertes Modell von Roboterzellen erstellen zu können. Da-
zu kann eine Roboterzelle vollständig als eine Menge von Objekten in
Software abgebildet werden, d. h. mit allen Bestandteilen, deren Ge-
stalt und den geometrischen und semantischen Beziehungen unterein-
ander [19, 120]. Die Besonderheit dieses Ansatzes ist es, dass alles Wis-
sen über die Roboterzelle in der Programmierschnittstelle integriert
ist. Das ermöglicht es, dieses Wissen direkt für die Planung und Para-
metrisierung von Aufgaben zu verwenden. Durch die Ausführung der
Aufgaben wird das Modell aktualisiert und ist wiederum Grundlage
für die weiteren Aufgaben.
• Die zuvor beschriebene objektorientierte Modellierung erlaubt es, die
Gestalt und die Merkmale von Robotern, Werkzeugen sowie die in ei-
ner Roboterzelle vorhandenen Gegenstände und Handhabungsobjekte
als Software abzubilden, was eine direkte Verwendung in der Pro-
grammierung möglich macht. Somit können generische Programm-
fragmente oder Strategien erstellt werden, die – richtig parametrisiert
– universell einsetzbar sind [120]. Durch Polymorphie können diese
Strategien für verschiedene Roboter und Werkzeuge verwendet werden.
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• Genannte Strategien sind elementare Bausteine einer serviceorientier-
ten Roboterzelle und ermöglichen eine Trennung von Aufgaben- und
Bewegungsprogrammierung [121]. Es wird in dieser Dissertation ein
neues Konzept zur serviceorientierten Automatisierung von Roboterzellen
vorgestellt, mithilfe dessen die Automatisierungssoftware nach dem
Baukastenprinzip zusammengestellt werden kann [121]. Für die Mo-
dellierung der unterschiedlichen Abstraktionsebenen einer serviceori-
entierten Roboterzelle wird die Systems Modeling Language (SysML)
eingesetzt [254].
Durch das Baukastenprinzip und die roboterunabhängigen Strategien wei-
sen serviceorientierte Roboterzellen eine hohe Flexibilität und Anpassungsfä-
higkeit auf [120]. Die in der Roboterzelle implementierten Fertigungsprozes-
se können einfach geändert werden. Dies betrifft sowohl den generellen Ab-
lauf der Fertigungsprozesse als auch die dort bearbeiteten Werkstücke. Die
Strategien, welche die Programmierung der Roboter und der Werkzeuge
beinhalten, können ebenfalls adaptiert werden. Auch die Aktuatoren kön-
nen ohne grundlegende Änderungen der Software ausgetauscht werden.
Während einige dieser Änderungen nur zur Entwicklungszeit möglich sind,
können andere sogar während der Laufzeit erfolgen.
1.3 struktur der arbeit
Die vorliegende Arbeit ist in drei große Teile untergliedert. Teil i enthält
neben der Einleitung jeweils ein Kapitel über die Grundlagen der notwen-
digen softwaretechnischen Konzepte und die heutige Programmierung von
Roboterzellen. Kapitel 2 enthält daher eine kurze Einführung in die kompo-
nentenbasierte Softwareentwicklung. Anschließend werden die Grundlagen
serviceorientierter Architekturen (SOA) erläutert. Das Kapitel schließt mit ei-
ner Einführung in die OSGi Service Platform, einem dynamischen Modulsys-
tem für Java.
Nach den softwaretechnischen Konzepten wird der aktuelle Stand der
Programmierung von Industrierobotern bzw. von Roboterzellen in Kapitel 3
dargestellt. Neben dem Aufbau von Robotersteuerungen und der Roboter-
programmierung ist auch eine kurze Einführung in speicherprogrammier-
bare Steuerungen Gegenstand dieses Kapitels.
Der zweite Teil beschäftigt sich mit der Entwicklung eines modularen
Frameworks zur ganzheitlichen Programmierung von Roboterzellen. In Ka-
pitel 4 wird zu Beginn des zweiten Teils das Forschungsprojekt SoftRobot,
dessen Ziele und Anforderungen sowie die dort entwickelte Softwarearchi-
tektur, vorgestellt. Die Softwarearchitektur besteht aus dem Robotics Appli-
cation Framework sowie einer echtzeitfähigen Robotersteuerung und wurde
gemeinschaftlich im Forschungsprojekt SoftRobot entwickelt (vgl. Angerer
[10] bzw. Vistein [271]). Sie ist die Grundlage der in dieser Dissertation vor-
gestellten neuen Konzepte und Ergebnisse.
Kapitel 5 beschreibt die objektorientierte Modellierung einer Roboterzel-
le mit allen darin enthaltenen Elementen (d. h. Robotern, Werkzeugen und
Bauteilen). Diese Modellierung erweitert die Robotics API, einer in SoftRobot
entstandenen, objektorientierten Programmierschnittstelle für Industriero-
boter [10]. Basierend darauf wird in Kapitel 6 die Modularisierung des Robo-
tics Application Frameworks mithilfe der OSGi Service Platform vorgestellt. Die
Modularisierung erlaubt, dass das Robotics Application Framework erweiter-
bar ist und alle Aspekte der Programmierung einer Roboterzelle abdecken
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kann. Folglich kann die Automatisierungssoftware einer Roboterzelle aus ei-
ner Menge einzelner Module applikationsspezifisch zusammengestellt wer-
den. Ausgesuchte Beispiele für Erweiterungen werden ebenfalls in Kapitel 6
vorgestellt.
Der dritte und letzte Teil dieser Arbeit beschäftigt sich mit der service-
orientierten Modellierung und Implementierung von Roboterzellen. Basie-
rend auf dem modularen Robotics Application Framework können die Soft-
warekomponenten einer Roboterzelle individuell zusammengestellt werden.
Zudem lässt sich durch die objektorientierte Robotics API die topologische
und geometrische Struktur einer Roboterzelle vollständig in Software abbil-
den. Über dieses objektorientierte Modell einer Roboterzelle lässt sich eine
serviceorientierte Struktur legen, die eine flexible und wiederverwendba-
re Automatisierung ermöglicht. Das generelle Konzept serviceorientierter
Roboterzellen wird in Kapitel 7 vorgestellt. Die in dieser Arbeit untersuch-
te Fallstudie einer kooperativen Montageanwendung – die Factory 2020 –
wird in Kapitel 8 beschrieben.
Bevor eine serviceorientierte Roboterzelle implementiert werden kann,
muss die Zelle zuerst umfassend modelliert werden. Dazu wird in Kapi-
tel 9 ein generelles Vorgehen erläutert und anhand der Fallstudie motiviert.
Dabei ist die Modellierung, für die SysML verwendet wird, weitgehend un-
abhängig von den vorhandenen Robotern und Werkzeugen. Anschließend
wird in Kapitel 10 vorgestellt, wie Fähigkeiten von Robotern bzw. ihrer
Werkzeuge in einer serviceorientierten Architektur flexibel zur Verfügung
gestellt werden können. In Kapitel 11 wird der Ansatz anhand der in Kapi-
tel 7 eingeführten Fallstudie auf Änderungsflexibilität evaluiert. Die Arbeit
endet mit einer Zusammenfassung und einem Fazit in Kapitel 12.
Ergänzende Informationen erhält der Leser im Anhang. So enthält An-
hang A eine Übersicht aller Anwendungen und Technologiepakete der KU-
KA Roboter GmbH und der MRK Systeme GmbH, die im Rahmen von
SoftRobot untersucht wurden. Die für die Fallstudie und die Evaluierung
verwendeten Roboter und Werkzeuge sind in Anhang B aufgeführt. Eine
Übersicht aller im Rahmen dieser Dissertation betreuten Abschlussarbei-
ten wird in chronologischer Reihenfolge in Anhang C gegeben. Ebenfalls in
chronologischer Reihenfolge sind alle eigenen Publikationen in Anhang D
angeführt, die im Rahmen von SoftRobot und dieser Dissertation entstanden
sind. Abschließend folgt eine Liste aller referenzierten Quellen und Litera-
turangaben.

2Ü B E R S O F T WA R E K O M P O N E N T E N U N D S E RV I C E S
Diese Arbeit beschäftigt sich mit der Modularisierung von Roboterprogram-
men bzw. von robotergestützten Automatisierungssystemen. Das Ziel der
Modularisierung ist die Entwicklung von Automatisierungssoftware, die fle-
xibel, wiederverwendbar und erweiterbar ist. Ein Programm darf nicht mehr
nur als einzigartiges Unikat angesehen werden, das nur für eine bestimmte
Aufgabe erstellt wurde. Vielmehr muss es darauf ausgerichtet werden, dass
es (oder zumindest Teile davon) wiederverwendet werden können. Daher
werden in diesem Kapitel einige softwaretechnische Methoden, Architektu-
ren und Frameworks vorgestellt, die helfen, dieses Ziel zu erreichen. Das Ka-
pitel wendet sich infolgedessen vor allem an Leser mit einem Hintergrund
in der Robotik bzw. der Automatisierung.
Die neu entwickelte Softwarearchitektur (vgl. Kap. 4) ist durch die Ver-
wendung einer objektorientierten Programmiersprache (d. h. Java) inhärent
objektorientiert. Allerdings ist dies noch kein hinreichendes Kriterium, um
modulare Softwaresysteme damit zu erstellen. Auch muss die Softwarear-
chitektur selbst in so heterogenen Domänen wie der Robotik bzw. der Au-
tomatisierung modular und erweiterbar sein. Daher wird in Abschnitt 2.1
die komponentenbasierte Softwareentwicklung vorgestellt, die einen essen-
tiellen Beitrag leistet, um Softwaresysteme modular und erweiterbar zu ge-
stalten. Sie kann als Ergänzung der objektorientierten Programmierung an-
gesehen werden [45] und fügt sich daher nahtlos in eine objektorientierte
Softwarearchitektur ein (vgl. Kap. 6).
Anschließend werden in Abschnitt 2.2 die Grundlagen und Konzepte ser-
viceorientierter Architekturen (SOA) erklärt. Sie haben ihren Ursprung in
Unternehmensanwendungen und sind an den Geschäftsprozessen eines Un-
ternehmens ausgerichtet. Das bedeutet, dass die Struktur der Software sich
auf eine flexible Abbildung dieser Prozesse ausrichtet. Zum Abschluss wird
in Abschnitt 2.3 die OSGi Service Platform beschrieben, die sowohl eine kom-
ponentenbasierte und serviceorientierte Entwicklung von Anwendungen in
Java ermöglicht. OSGi wird in dieser Arbeit sowohl für die Realisierung des
modularen Frameworks (vgl. Kap. 6) als auch für die Implementierung ser-
viceorientierter Roboterzellen (vgl. Kap. 9) verwendet. Es vereint als Platt-
form viele Aspekte, die den Anforderungen moderner Automatisierungs-
systemen im Kontext von Industrie 4.0 und dem Internet of Things mehr als
Genüge tun [229].
2.1 komponentenbasierte softwareentwicklung
Um die Flexibilität und die Verständlichkeit von Softwaresystemen zu er-
höhen, ist eine wichtige Voraussetzung, diese Systeme zu modularisieren
und damit in einzelne Komponenten zu zerlegen [212]. Gleichzeitig kann
dadurch die Entwicklungszeit und damit die Kosten der Softwareentwick-
lung abnehmen. Das Softwaresystem wird nicht als monolithische Einheit
erstellt, sondern in einzelne Komponenten aufgeteilt. Diese sollten idealer-
weise wiederverwendbar entworfen sein und – wie in Abbildung 2.1 dar-
gestellt – immer wieder neu zu einem Softwaresystem zusammengestellt
werden [256].
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Abbildung 2.1: In der komponentenbasierte Softwareentwicklung werden Software-
systeme aus einzelnen Komponenten zusammengestellt. Dabei müs-
sen die Schnittstellen der Komponenten passen.
Die Gründe für den Einsatz von Softwarekomponenten können vielfältig
sein. Sie ermöglichen eine strategische make or buy Entscheidung, was zu ge-
ringen Kosten führen kann [255]. Das heißt ein Softwaresystem kann in ex-
tern entwickelte und eingekaufte bzw. in interne entwickelte Komponenten
unterteilt werden. Zudem ermöglicht eine komponentenbasierte Software-
entwicklung, ein Softwaresystem durch eine geeignete Zusammenstellung
der Komponenten besser auf die spezifischen Bedürfnisse eines Kunden an-
zupassen. Letztendlich kann dies zur Entwicklung von Produktlinien führen,
bei denen die einzelnen Produkte durch die Struktur und Konfiguration der
Komponenten entsteht [255]. Durch eine Rekonfiguration und ggf. durch
Hinzufügen neuer Komponenten lässt sich ein solches System dynamisch
auf geänderte Anforderungen und Randbedingungen anpassen [170].
Gemäß Szyperski et al. [256] sind die drei charakteristischen MerkmaleEigenschaften von
Komponenten einer Komponente, dass sie
• als Einheit unabhängig verteilt werden kann,
• zu größeren Systemen zusammengestellt werden kann und
• keinen von außen beobachtbaren Zustand hat.
Damit eine Komponente unabhängig verteilt werden kann, muss sie von ih-
rer Umgebung und anderen Komponenten abgetrennt sein. Das bedeutet,
dass sie ihren Inhalt kapselt und den internen Aufbau verbirgt. Sie kann
nur als ganze Einheit verteilt werden. Während die Implementierung ver-
borgen ist, muss eine Komponente jedoch spezifizieren, was sie zum einen
für Voraussetzungen hat und zum anderen was sie für Funktionalität anbie-
tet. Die Interaktion mit anderen Komponenten muss durch entsprechende
Schnittstellen wohlbestimmt sein. Dies ist essentiell, damit Komponenten
als eigenständige Einheiten zu größeren Softwaresystemen zusammenge-
stellt werden können.
Dementsprechend leitet sich die Abgrenzung zur objektorientierten Soft-
wareentwicklung her, die von Szyperski et al. [256] wie folgt skizziert wird:
“A software component is what is actually deployed – as an
isolated part of a system – in a component-based approach. [...]
objects are almost never sold, bought, or deployed. The unit
deployment is something rather more static, such as a class, or,
more likely, a set or framework of classes, compiled and linked
into some package.” [256, S. 10]
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Folgt man dieser Abgrenzung, ist eine Komponente an sich statisch und
kann eher mit einer Sammlung von Klassen verglichen werden. Dagegen
haben Objekte einen dynamischen Aspekt, da sie instanziiert werden und
jedes Objekt eine eigene Identität hat.
Im Gegensatz zu einer Komponente definiert Szyperski et al. [256] als cha- Eigenschaften von
Objektenrakteristischen Merkmale eines Objekts, dass es eine instanziierbare Einheit
mit einer Identität ist, es einen Zustand hat, der von außen beobachtet wer-
den kann und es seinen Zustand und sein Verhalten kapselt. Da jedes Objekt
einen eigenen Zustand hat, hat es auch eine eigene Identität und kann von
anderen Objekten, auch von solchen mit gleichem Zustand, unterschieden
werden. Um instanziierbar zu sein, benötigt ein Objekt in Form einer Klasse
einen Bauplan, der die Attribute und Methoden eines Objekts spezifiziert.
Die komponentenbasierte Softwareentwicklung kann als natürliche Er-
gänzung der objektorientierten Programmierung angesehen werden [45],
um erweiterbare und flexible Softwaresysteme zu entwerfen. Beides kann
nicht isoliert betrachtet werden, sondern hängt eng miteinander zusammen.
Szyperski [255] schreibt, dass eine Komponente in der Regel erst durch Ob-
jekte zu Leben erwacht und daher eine Menge von Klassen beinhaltet, die den
Bauplan von Objekten repräsentieren. Vereinfacht kann eine Komponente
als Container für Klassen betrachtet werden.
Obwohl eine Komponente ihre Implementierung verbergen soll, gibt es
dafür unterschiedliche Abstufungen [256]. Während bei einer Blackbox-Kom-
ponente nur die Schnittstellen der Komponente verfügbar sind, offenbart
eine Whitebox-Komponente auch Teile ihrer Implementierung. Dies ist bspw.
notwendig, um durch Vererbung die von einer Komponente bereitgestellten
Klassen zu erweitern und Funktionalität wiederzuverwenden. Bei Greybox-
Komponenten wird ein Teil der Implementierung kontrolliert offengelegt.
Während sich Wiederverwendung bei einer Blackbox-Komponente auf die
Schnittstellen der Komponente reduziert, stützt sich Wiederverwendung bei
einer Whitebox-Komponente auf die Implementierung ab. Dies kann auf der
einen Seite das Maß an Wiederverwendung erhöhen, erschwert auf der an-
deren Seite die Austauschbarkeit einer Komponente [256].
Zusammenfassend kann die Definition einer Softwarekomponente nach Definition einer
KomponenteBosch et al. [44] wie folgt formuliert werden:
“A software component is a unit of composition with contrac-
tually specified interfaces and explicit context dependencies only.
A software component can be deployed independently and is su-
ject to composition by third parties.” [44]
Die Schnittstellen einer Komponente stellen die Zugriffspunkte auf die Kom-
ponente dar. Dadurch können Nutzer der Komponente, die in der Regel
wiederum Komponenten sind, auf die Funktionalität der Komponente zu-
greifen. Oft hat eine Komponente mehrere Schnittstellen, die unterschiedli-
che Zugriffspunkte darstellen. Da Komponenten unabhängig voneinander
implementiert werden, haben die Schnittstellen nicht nur einen technischen
Aspekt, sondern stellen auch einen Kontrakt über die Form der Interaktion
dar [255]. Neben den bereitgestellten Schnittstellen, muss eine Komponente
explizit ihre Abhängigkeiten zu anderen Komponenten und weitere Vor-
aussetzungen spezifizieren. Die Abhängigkeiten zu anderen Komponenten
sind in der Regel Schnittstellen, die eine Komponente zur Funktion benö-
tigt. Nur wenn diese Abhängigkeiten erfüllt sind, kann eine Komponente
fehlerfrei funktionieren. Die weiteren Voraussetzungen beziehen sich bspw.
auf eine Laufzeitumgebung oder ein Framework, das benötigt wird.
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2.2 serviceorientierte architekturen
Eine serviceorientierte Architektur (SOA) ist ein Architekturmuster, um Soft-
waresysteme mithilfe von Diensten zu strukturieren. In der Regel wird eine
SOA an den Geschäftsprozessen eines Unternehmens ausgerichtet, da deren
Abstraktionsebenen die Grundlage für die Wahl der Dienste sind. Durch
eine Orchestrierung bzw. ein Zusammensetzen von Services niedriger Ab-
straktionsebenen können Services höherer Abstraktionsebenen geschaffen
werden. Maßgeblich sind dabei nicht technische Aufgaben, sondern die zu-
grundeliegenden Geschäftsprozesse [150]. Dadurch soll eine unternehmens-
weite Integration von Geschäftsprozessen entlang der Wertschöpfungskette
ermöglicht werden. Es soll eine möglichst hohe Flexibilität der abgebilde-
ten Geschäftsprozesse durch eine hohe Wiederverwendung bestehender Ser-
vices erreicht werden. Das langfristige Ziel ist hierbei eine Reduktion von
Kosten in der Softwareentwicklung, da ab einem bestimmten Zeitpunkt alle
notwendigen Services vorhanden sind und diese nur noch geeignet orche-
striert werden müssen.
Eine SOA beschreibt die Strukturierung eines Softwaresystems mit Diens-
ten und ist damit eine konkrete Ausprägung einer Softwarearchitektur. Ob-
wohl es keine einheitliche Definition dafür gibt (vgl. [41, 54, 93]), besteht
Konsens darin, dass eine Softwarearchitektur ein Softwaresystem in ein-
zelne Teile zerlegt und deren Struktur bzw. Organisation beschreibt. Bei
Krafzig et al. [150] findet sich dazu folgende Definition:
“A software architecture is a set of statements that describe
software components and assigns the functionality of the system
to these components. It describes the technical structure, con-
straints, and characteristics of the components and the interfaces
between them. The architecture is the blueprint for the system
and [the] high-level plan for its construction.” [150, S. 56]
Folglich beschreibt eine Softwarearchitektur die Zerlegung eines Software-
systems in einzelne Bestandteile bzw. Komponenten und teilt jedem Be-
standteile seine Funktionalität oder Aufgabe zu. Daraus ergibt sich eine
technische Struktur, welche die Schnittstellen zwischen den Bestandteilen
festlegt. Eine Softwarearchitektur kann als Bauplan des Softwaresystems
verstanden werden, der die richtige Umsetzung vorgibt.
Eine SOA ist nach Krafzig et al. [150] folgendermaßen definiert:Definition einer SOA
“A service-oriented architecture is a software architecture that
is based on the key concepts of an application frontend, ser-
vice, service repository, and service bus. A service consists of
a contract, one or more interfaces, and an implementation.” [150,
S. 57]
Nach dieser Definition besteht eine serviceorientierte Architektur mit Appli-
cation Frontends, Services, einem Service Repository und einem Service Bus aus
vier wesentlichen Bestandteilen, die in in Abbildung 2.2 dargestellt sind.
Trotz dieser technischen Bestandteile sollte eine SOA immer an der Infra-
struktur der Geschäftsprozesse ausgerichtet sein [150]. Darüber hinaus kann
es jedoch Dienste mit rein technischen Aufgaben geben, die Querschnitt-
funktionalität bereitstellen.
Ein Service besteht wiederum aus einem Kontrakt, einer Implementierung
und seinen Schnittstellen (vgl. Abb. 2.2). Ein Kontrakt ist eine (informelle)











Abbildung 2.2: Services und Application Frontends sind die Hauptbestandteile ei-
ner serviceorientierten Architektur. Daneben gibt es noch ein Service
Repository zum Auffinden von Diensten und ein Service Bus zur
Kommunikation (vgl. Krafzig et al. [150]).
Spezifikation eines Dienstes und beschreibt Zweck, Funktionalität, Randbe-
dingungen des Dienstes [150]. Daneben wird die Funktionalität eines Diens-
tes über seine Schnittstellen bereitgestellt und kann so von Dritten genutzt
werden. Während der Kontrakt eine Beschreibung der Funktionalität eines
Dienstes ist, ermöglichen die Schnittstellen technisch den Zugriff auf diese
Funktionalität. Verborgen hinter dem Kontrakt und den Schnittstellen ist
die eigentliche Implementierung eines Dienstes. Sie stellt die Anwendungs-
logik bzw. den Zugriff auf Daten bereit und muss der Spezifikation des
Kontraktes entsprechen.
Getrieben wird eine SOA von den Application Frontends, die der aktive
Teil der Architektur sind [150] und die Geschäftsprozesse anstoßen. Die
Ergebnisse eines Geschäftsprozesses werden ebenfalls an das Application
Frontend zurückgegeben. Dabei kann es verschiedene Application Frontends
geben. Zum einen sind dies grafische Benutzeroberflächen (z. B. Webanwen-
dungen), die eine Interaktion mit Kunden oder Mitarbeitern ermöglichen.
Zum anderen müssen Application Frontends nicht immer mit einem Benut-
zer interagieren, sondern können auch andere Systeme oder langlaufende
periodische Prozesse sein.
Ein Service Repository wird benötigt, um einen Dienst aufzufinden und
alle Informationen zu erhalten, um den Dienst zu nutzen. Neben dem Kon-
trakt und den Schnittstellen können auch weitere Informationen wie bspw.
eine Nutzungsgebühr, technische Randbedingungen oder Sicherheitsfragen
in dem Service Repository enthalten sein. Nachdem ein Service mit seinem
Kontrakt in einem Service Repository registriert ist, kann er von einem Cli-
ent gefunden und verwendet werden. Abhängig von der Abstraktionsebene
kann ein Client hierbei entweder ein anderer Dienst oder ein Application
Frontend sein. Die Nutzung eines Dienstes kann während der Entwicklung
vom Programmierer definiert werden. Dadurch ist der Client sehr stark an
den jeweiligen Service gebunden. Alternativ kann dies auch dynamisch zur
Laufzeit erfolgen [150].
Ein Service Bus hat zur Aufgabe, die unterschiedlichen Teilnehmer einer
serviceorientierten Architektur (d. h. Dienste und Application Frontends) mit-
einander zu verbinden. Er stellt für die Teilnehmer eine Kommunikations-
plattform bereit und übernimmt damit die Aufgabe einer Middleware. An-
gelehnt ist das Konzept an die Datenübertragung, wo ein Nachrichtenbus
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Abbildung 2.3: Eine voll ausgebildete serviceorientierte Architektur besteht aus ver-
schiedenen Ebenen mit Services unterschiedlicher Aufgabe und Gra-
nularität (vgl. Krafzig et al. [150]).
ein einheitliches Kommunikationsmedium zwischen mehreren Teilnehmern
ist. Folglich ersetzt der Service Bus ein Netz aus vielen direkten Kommunika-
tionskanälen zwischen Services durch eine gemeinsame Kommunikationsin-
frastruktur. Dienste verbinden ihre Schnittstellen über Endpunkte mit dem
Bus und Clients kommunizieren mit einem Service, indem sie über den Bus
Nachrichten austauschen.
Krafzig et al. [150] bezeichnen Services als flexible Bausteine, aus denenKlassifikation von
Services eine Anwendung bzw. ein Geschäftsprozess zusammengesetzt wird. Dazu
stellen sie eine Klassifikation mit verschiedenen Kategorien für Services auf:
• Application Frontends initiieren Geschäftsprozesse und überwachen die-
se. Obwohl sie strenggenommen keine Dienste sind, haben sie als ak-
tives Element einer SOA eine exponierte Stellung.
• Basic Services stellen grundlegende Anwendungslogik bereit und sind
die Grundlage einer SOA.
• Intermediary Services übernehmen zum Einen als Adapter [97] oder
Façade [97] zu weiteren Systemen technische Aufgaben. Zum anderen
kombinieren sie Basic Services um funktionalen Mehrwert zu schaffen.
• Process-centric Services kapseln einen konkreten Geschäftsprozess und
verwalten dessen Zustand.
Während ein Process-centric Service zustandsbehaftet ist, sollten sowohl Basic
Services als auch Intermediary Services über keinen internen Zustand verfü-
gen. Basic Services werden nur von anderen Diensten verwendet, wohinge-
gen sich Intermediary Services und Process-centric Services selbst auf andere
Dienste abstützen und wiederum von anderen Diensten verwendet werden.
Basierend auf der Klassifikation definieren Krafzig et al. [150] unterschied-
liche Reifegrade serviceorientierter Architekturen. Jede Kategorie spiegelt ei-
ne mögliche Ebene einer SOA wider (vgl. Abb. 2.3). Umso mehr Ebenen von
einer SOA abgedeckt werden, umso höher ist der Reifegrad der Architektur
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und die Hebelwirkung für ein Unternehmen bei der flexiblen Umsetzung
seiner Geschäftsprozesse. Folglich wird eine Process enabled SOA mit allen
in Abbildung 2.3 dargestellten Ebenen als Optimum angesehen.
2.3 osgi : ein dynamisches modulsystem für java
Die OSGi Alliance [208]1 spezifiziert mit der OSGi Service Platform ein dy-
namisches Modulsystem für Java [176], das eine komponentenbasierte und
serviceorientierte Entwicklung von Anwendungen ermöglicht [278]. Durch
die Einführung eines Komponentenmodells in Java [142] können mit der OS-
Gi Service Platform Anwendungen modularisiert und verwaltet werden. Die
entsprechende Spezifikation wird seit 1999 von der OSGi Alliance verab-
schiedet und existiert mittlerweile in der sechsten Generationen. Die OSGi
Alliance besteht als Industriekonsortium neben großen Unternehmen wie
bspw. IBM, der Deutschen Telekom, Hitachi, NTT oder Oracle auch aus ei-
ner Vielzahl kleinerer Unternehmen. Ursprünglich zielte die Spezifikation
auf die Entwicklung einer dynamischen Architektur für vernetzte, eingebet-
tete Systeme [207]. Inzwischen wird die Technologie verstärkt bei Unterneh-
mensanwendungen, zur intelligenten Fernsteuerung von Hausgeräten, im
Open-Source-Bereich oder für Telematik-Anwendungen eingesetzt. Im Au-
tomobil wird OSGi mittlerweile von z. B. Audi, BMW, Daimler, Ford oder
Volvo verwendet [127].
Den Kern der OSGi Service Platform bildet das OSGi Framework [206], das Bundles
eine Laufzeitumgebung für Bundles und Services oberhalb der Java Virtual
Machine (JVM) darstellt. Ein Bundle ist dabei eine fachlich oder technisch
zusammenhängende Einheit, die sowohl Klassen als auch Ressourcen (z. B.
Bilder oder Textdateien) enthält. Damit andere Bundles darauf zugreifen
können, müssen die Packages, in denen diese Klassen und Ressourcen ent-
halten sind, explizit exportiert werden. Das Exportieren erfolgt deklarativ
durch eine Manifestdatei. Darüber hinaus müssen auch Packages oder Bund-
les, die verwendet werden sollen, deklarativ in der Manifestdatei importiert
werden. Ein Bundle kann eigenständig in der Laufzeitumgebung installiert
und auch wieder deinstalliert werden. Dabei werden die in der Manifestda-
tei beschriebenen Abhängigkeiten zwischen den Bundles automatisch durch
das OSGi Framework aufgelöst.
Dementsprechend besteht eine Applikation – wie in Abbildung 2.4 darge-
stellt – aus einer Menge von Bundles. Obwohl jedes Bundle eigenständig in-
stalliert werden kann, bestehen zwischen den Bundles jedoch Abhängigkei-
ten. Werden Klassen oder Ressourcen aus einem anderen Bundle importiert,
ist dies in Abbildung 2.4 durch einen gestrichelten Pfeil mit dem Sterotyp re-
quired gekennzeichnet. Zwar können dadurch Schnittstellen und (abstrakte)
Klassen geteilt werden, die in dem importierenden Bundle verwendet oder
sogar erweitert werden. Allerdings entsteht dadurch eine enge Kopplung
zwischen den beiden Bundles. Da während der Laufzeit Bundles sowohl
neu installiert als auch deinstalliert werden können, löst das OSGi Frame-
work diese in der Manifestdatei beschriebenen Abhängigkeiten automatisch
auf und berücksichtigt dabei eine Versionierung. Dementsprechend entlädt
es auch Bundles, deren Abhängigkeiten vorläufig nicht mehr aufgelöst wer-
den können. In Abbildung 2.4 wird bspw. Bundle D entladen, falls Bundle A
oder Bundle C deinstalliert werden.
Während Bundles Klassen und Ressourcen in eigenständige Einheiten un- Services in OSGi
terteilen und es erlauben, deren Abhängigkeiten explizit zu beschreiben,
1 ursprünglich als Open Services Gateway initiative (OSGi) gegründet


























Abbildung 2.4: Eine OSGi-Applikation besteht aus einer Menge an Bundles, zwi-
schen denen es klar definierte Abhängigkeiten gibt.
ermöglichen Services eine entkoppelte Kollaboration zwischen verschiede-
nen Bundles. Dazu kann Funktionalität von einem Bundle über einen Ser-
vice im OSGi Framework bereitgestellt und von einem anderen Bundle ab-
gerufen werden (vgl. Abb. 2.4). Um einen Service bereitzustellen, kann ein
Bundle ein POJO2 beim OSGi Framework als Service unter einer oder mehre-
ren Schnittstellen registrieren. Ein veröffentlichter Dienst kann von anderen
Bundles entdeckt und über die entsprechende Schnittstellen verwendet wer-
den. In Abbildung 2.4 veröffentlicht bspw. Bundle B zwei Services unter den
Schnittstellen A bzw. C. Bundle F nutzt einen der beiden von Bundle B bereit-
gestellten Dienste.
Durch die Dynamik von OSGi können Bundles zur Laufzeit installiert
und ebenso deinstalliert werden. Folglich können auch Services zur Lauf-
zeit neu registriert bzw. entfernt werden. Dies hat zur Folge, dass bei der
Verwendung von Services zuerst sichergestellt werden muss, ob der zu ver-
wendende Dienst noch zur Verfügung steht [151]. Falls Bundle D in Abbil-
dung 2.4 entladen wird, wird auch dessen Service entfernt. Bundles, die
diesen Dienst nutzen, müssen darauf reagieren und bspw. den von Bundle B
bereitgestellten Dienst nutzen. Das Modell von Services in OSGi ermöglicht
einen Zugriff auf Dienste, d. h. implementierte Funktionalität, der nur über
eine Schnittstellenspezifikation erfolgt. Die Auswahl einer konkreten Imple-
mentierung erfolgt während der Laufzeit und kann ggf. geändert werden.
Der Aufbau eines OSGi Frameworks wird durch eine Spezifikation [206]OSGi Spezifikation
beschrieben. Die OSGi Alliance spezifiziert darin lediglich Programmier-
schnittstellen und Testfälle für eine Implementierung. Als Referenzimple-
mentierung dient das von der Eclipse Foundation entwickelte Equinox [78].
Daneben existieren weitere Open-Source-Entwicklungen (z. B. Apache Fe-
lix [21], Knopflerfish [148]) und kommerzielle Produkte (z. B. ProSyst [222]).
Das OSGi Framework ist in mehrere logischen Schichten gegliedert, die in
Abbildung 2.5 dargestellt sind. Grundlage für das OSGi Framework ist im-
mer eine JVM. Da es allerdings auf unterschiedlichen Java-Plattformen (z. B.
Java SE oder Java ME) lauffähig sein soll, definiert die Spezifikation Execution
Environments. Ein Execution Environment repräsentiert ein oder mehrere Java
Runtime Environments (JREs) und legt fest, welche Klassen, Interfaces und
2 POJO steht im Englischen für Plain Old Java Object und bezeichnet einfaches Java-Objekt ohne
besondere Merkmale.
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Abbildung 2.5: Das OSGi-Framework erweitert Java bzw. die JVM um ein Kompo-
nentenmodell und besteht aus mehreren logischen Schichten, die auf-
einander aufbauen (vgl. [206]).
Methoden in der zugrunde liegenden JRE vorhanden sein müssen. Somit
können einzelne Bundles ein Execution Environment definieren, auf das sie
aufbauen, und das OSGi Framework kann vor der Installation des Bundles
entscheiden, ob es in der aktuellen Laufzeitumgebung ausführbar ist.
Die darauf aufbauende Module-Schicht definiert ein Komponentenmodell
für Java und spezifiziert ein Bundle als eine Einheit, die eigenständig in-
stalliert und deinstalliert werden kann. Ein Bundle wird technisch als ein
Java ARchive (JAR) realisiert, das zum Einen die zur Implementierung der
Funktionalität notwendigen Klassen und Ressourcen und zum Anderen ei-
ne Manifestdatei enthält. Diese enthält zusätzliche Informationen über das
Bundle wie bspw. dessen Namen, Version oder Hersteller. Auch werden
dort die exportierten und importierten Packages beschrieben. Das Manifest
wird vom OSGi Framework für ein korrektes Ausführen des Bundles zwin-
gend benötigt. Während die Module-Schicht den statischen Teil behandelt,
wird in der Lifecycle-Schicht das dynamische Verhalten von Bundles defi-
niert. Darin werden vor allem die Zustände festgelegt, in denen sich ein
Bundle während seines Lebenszyklus im OSGi Framework befinden kann.
Während die Module- und Lifecycle-Schicht die Organisation von Bundles
spezifizieren, bietet die Service-Schicht ein dynamisches und konsistentes
Programmiermodell zwischen Bundles an [206]. Die Security-Schicht ist Be-
standteil des Sicherheitskonzepts der OSGi Service Platform und ermöglicht
es, die Ausführungsrechte einzelner Bundles gezielt einzuschränken.
Neben dem OSGi Frameworks und dessen Schichten definiert die Spezi-
fikation eine Reihe von Diensten. Der Conditional Permission Admin Service
definiert bspw. ein Application Programming Interface (API) zum Erstellen
und Verwalten von Sicherheitsberechtigungen. Der URL Handlers Service da-
gegen ermöglicht es, eigene URL Handler dynamisch im System an- und
abzumelden. Zusätzlich spezifiziert das Compendium [205] weitere Diens-
te, die als Lösungen für unterschiedliche Problemstellungen in eigenen An-
wendungen verwendet werden können. Dazu zählen die Remote Services, die
eine Verteilung von Diensten über mehrere OSGi Frameworks ermöglichen,
und der Event Admin Service, über den Nachrichten bzw. Events einerseits
veröffentlicht und andererseits abonniert werden können. Über den UPnP™
Device Service kann die OSGi Service Platform mit Geräten zusammenarbei-
ten, die Universal Plug and Play (UPnP) unterstützen.
Ein weiterer Bestandteil des Compendiums [205] ist die Declarative Ser- Declarative Services
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Abbildung 2.6: Die Kollaboration von Bundles wird in OSGi über Services realisiert.
Durch Declarative Services können bereitgestellte und benötigte Diens-
te einzelner Komponenten eines Bundles spezifiziert werden. Die
Laufzeitumgebung übernimmt die Instanziierung und Verknüpfung
der Dienste.
vices Spezifikation. Darin wird ein Programmiermodell beschrieben, das den
Umgang mit dynamischen Diensten vereinfacht. Durch Declarative Services
kann ein Bundle sogenannte Components definieren, deren Abhängigkeiten
zu anderen Diensten deklarativ beschrieben werden (vgl. Abb. 2.6). Dabei
werden nicht nur die benötigten Dienste beschrieben, sondern auch die be-
reitgestellten Dienste. Zur Laufzeit werden die Components und deren Ab-
hängigkeiten durch die Service Component Runtime (SCR) verwaltet. Ein
Bundle muss sich dadurch nicht mehr selbst um die Verwaltung benötigter
Dienste kümmern.
Abschließend lässt sich festhalten, dass es sich bei einem Bundle um ei-
ne Greybox-Komponente handelt (vgl. Abschn. 2.1), die durch das Mani-
fest Teile der Implementierung kontrolliert offenlegt. Dieser Teil der Im-
plementierung kann direkt (wieder)verwendet und durch Vererbung erwei-
tert werden. Durch eine Versionierung von Bundles kann das Problem der
Austauschbarkeit reduziert werden. Die expliziten Abhängigkeiten eines
Bundle (vgl. Abschn. 2.1) werden ebenfalls im Manifest beschrieben und
umfassen die notwendige Laufzeitumgebung und benötigte Packages bzw.
Bundles. Durch Services können Bundles Funktionalität über wohldefinier-
te Schnittstellen bereitstellen. Zudem bieten die Declarative Services eine ein-
fache Möglichkeit, bereitgestellte und notwendige Dienste zu spezifizieren
und diese Abhängigkeiten automatisch aufzulösen.
Das OSGi Framework kann als „SOA innerhalb einer JVM“ [278] bezeichnet
werden und bietet eine einfache und komfortable Möglichkeit, Java-Objekte
als Dienste zu registrieren und über die Service Registry aufzufinden. Ein
Kontrakt lässt sich teilweise über Eigenschaften realisieren, die zu jedem
Service definiert werden können. Eine Verteilung kann entweder über Re-
mote Services oder externe Technologien wie z. B. die Service Component
Architecture (SCA) [194] oder Webservices und dem Devices Profile for Web
Services (DPWS) [76] realisiert werden. Ein übergeordneter Aspekt ist jedoch,
wie man Dienste innerhalb einer Roboterzelle auswählt und strukturiert, um
die in Abschnitt 2.2 vorgestellte Orientierung von Services an Geschäftspro-
zessen geeignet auf Automatisierungsprozesse zu übertragen.
3Ü B E R D I E P R O G R A M M I E R U N G V O N R O B O T E R Z E L L E N
Bevor man der Frage nachgehen kann, wie man Software für Roboterzellen
modularisieren und auf Basis einer serviceorientierten Architektur struk-
turieren kann, ist es wichtig, sich mit deren Aufbau und deren aktueller
Programmierung auseinanderzusetzen. Zentrales Element jeder Roboterzel-
le ist ein Industrieroboter, der gemäß der ISO 8373 [73] definiert wird als ein
„automatisch gesteuerter, frei programmierbarer Mehrzweck-Manipulator,
der in drei oder mehr Achsen programmierbar ist und zur Verwendung in
der Automatisierungstechnik“ [73] bestimmt ist. Die Norm versteht unter
frei programmierbar, dass die „programmierten Bewegungen oder Hilfsfunk-
tionen ohne physischen Eingriff“ [73] verändert werden können, d. h. ohne
eine „Veränderung der mechanischen Struktur oder der Steuerung“ [73]. Ei-
ne Modifikation des Steuerprogramms ist jedoch möglich.
Als Manipulator definiert die Norm eine „Maschine, deren Mechanismus
aus einer Folge von Komponenten besteht, [die] durch Gelenke oder gegen-
einander verschieblich verbunden“ [73] sind. Ein Manipulator dient „dem
Zweck, Gegenstände (Werkstücke oder Werkzeuge) zu greifen und/oder zu
bewegen“ [73]. Ein Robotersystem besteht nicht nur aus dem Manipulator,
sondern umfasst auch dessen Steuerung, die Endeffektoren und alle wei-
teren Einrichtungen (z. B. Sensoren), die zur Ausführung der Aufgabe not-
wendig sind. Ein Endeffektor ist dabei eine „Vorrichtung, die speziell zum
Anbringen an die mechanische Schnittstelle [des Manipulators] konzipiert
ist [und] mit der der Roboter seine Aufgabe erfüllt“ [73]. Typische Beispiele
sind Greifer oder Schweißbrenner. Die mechanische Schnittstelle befindet
sich am Roboterflansch, d. h. am Ende der Gelenkstruktur, und ermöglicht
eine flexible Ausrüstung mit Endeffektoren.
Die Norm zeigt, dass Industrieroboter mechanisch flexible Maschinen
sind, die erstens frei programmierbar sind und die zweitens durch Endeffek-
toren an unterschiedliche Aufgaben angepasst werden können. Die hohen
Anforderungen hinsichtlich Genauigkeit, Zuverlässigkeit und Geschwindig-
keit haben dazu geführt, dass bereits früh eigene Robotersteuerungen ent-
wickelt wurden, die mit speziellen Roboterprogrammiersprachen program-
miert werden. Diese Sprachen erlauben neben der Bewegungsprogrammie-
rung des Roboters eine Interaktion mit dem Endeffektor. Komplexe Robo-
terzellen oder ganze Fertigungsverbünde werden zusätzlich von einer über-
geordneten Steuerung kontrolliert. Dazu werden üblicherweise speicherpro-
grammierbare Steuerungen verwendet.
Da es sich hier um eine interdisziplinäre Arbeit handelt, werden in die-
sem Kapitel die Grundlagen der Industrierobotik und Automatisierung er-
läutert. Daher richtet sich das Kapitel an Leser mit softwaretechnischem
Hintergrund. Dementsprechend wird in Abschnitt 3.1 zuerst der Aufbau ei-
ner Robotersteuerung erläutert. Anschließend werden die Besonderheiten
von Roboterprogrammiersprachen in Abschnitt 3.2 beschrieben. Dazu wird
exemplarisch die KUKA Robot Language (KRL) detaillierter betrachtet. Da-
nach wird die Funktionsweise speicherprogrammierbarer Steuerungen in
Abschnitt 3.3 erklärt. Abschließend folgt in Anlehnung an [122] eine kurze
Bewertung des aktuellen Stands der Technik in Abschnitt 3.4.
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Abbildung 3.1: Schematischer Aufbau einer Robotersteuerung nach [284]: Die Bewe-
gungssteuerung verarbeitet Fahrbefehle und erzeugt Führungsgrö-
ßen für die Achsantriebe des Roboters. Über die Technologiesteue-
rung werden externe Peripheriegeräte angesteuert.
3.1 aufbau von robotersteuerungen
Um der mechanischen Flexibilität eines Industrieroboters gerecht zu wer-
den, übernehmen Robotersteuerungen eine Vielzahl von Aufgaben. Dazu
zählt zuerst die Bewegungssteuerung des Roboters, an die hinsichtlich Ge-
nauigkeit und Geschwindigkeit hohe Anforderungen gestellt werden. Da-
neben übernehmen Robotersteuerungen aber auch die Aufgabe, die Funk-
tionen des Endeffektors anzusteuern, Zuführsysteme (z. B. Förderanlagen)
und externe Achsen (z. B. Linearachsen) zu kontrollieren, sowie Sensorsi-
gnale auszuwerten und zu verarbeiten. Eine besondere Herausforderung
ist dabei, diese externen System mit der Roboterbewegung zu synchroni-
sieren, um die Aufgaben des Roboters sowohl effizient als auch mit der
notwendigen Qualität zu erfüllen. Neben der Kommunikation mit externen
Fertigungsrechnern und übergeordneten Steuerungen, muss eine Roboter-
steuerung auch über eine graphische Benutzerschnittstelle verfügen. Diese
dient zum Einen während der Inbetriebnahme zur Entwicklung, Überprü-
fung und ggf. Korrektur von Roboterprogrammen und zum Anderen wäh-
rend des Betriebs zur Fehlererkennung und -behebung.
Schematisch ist der Aufbau einer Robotersteuerung in Abbildung 3.1 dar-
gestellt (vgl. [284]). Eine Robotersteuerung lässt sich in drei große Blöcke -
Programmierung, Bewegungssteuerung und Technologiesteuerung – unterteilen.
Der Block Programmierung ist für die Erstellung und Ausführung von Robo-
terprogrammen zuständig und umfasst die dafür erforderlichen Werkzeuge
(z. B. einen Editor) für den Benutzer. Durch spezielle, in der Regel proprie-
täre Programmiersprachen kann so die Aufgabe des Robotersystems spezi-
fiziert werden (vgl. Abschn. 3.2). Das Programm wird durch einen entspre-
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chenden Compiler übersetzt und kann anschließend mit einem speziellen
Interpreter Befehl für Befehl ausgeführt werden. Fahrbefehle für den Robo-
ter werden in der Bewegungssteuerung weiterverarbeitet, um die jeweiligen
Führungsgrößen für die Regelung der Roboterantriebe zu erzeugen. In der
Technologiesteuerung werden zum Einen Sensordaten erfasst und verarbeitet,
die als Bahnkorrektur in die Bewegungssteuerung fließen können. Zum An-
deren ist die Technologiesteuerung für die Kommunikation mit externen Pe-
ripheriegeräten (z. B. den Endeffektoren) über verschiedene Ein-/Ausgabe-
schnittstellen (E/A) verantwortlich. Mithilfe einer logischen Informationsver-
arbeitung können Peripheriegeräten überwacht, gesteuert und mit dem Ro-
boter synchronisiert werden.
In der Bewegungssteuerung unterscheidet man zwischen der Punkt-zu- Bewegungsarten
Punkt-Steuerung (engl.: point to point) und der Bahnsteuerung (engl.: conti-
nuous path). Bei Point-To-Point- oder kurz PTP-Bewegungen wird jede Robo-
terachse einzelnen mit einer vorgegebenen Geschwindigkeit und Beschleu-
nigung an die jeweilige Zielposition verfahren. Beeinflusst durch die mecha-
nische Struktur des Roboters und seiner in der Regel rotatorischen Achsen,
ergibt sich eine ungleichförmige, geschwungene Bahn für den Tool Center
Point (TCP). Als „Werkzeugarbeitspunkt“ [73] ist dieser ein für eine gege-
bene Anwendung definierter Punkt des Endeffektor mit Bezug zum Robo-
terflansch (z. B. die Spitze eines Schweißbrenners oder der Mittelpunkt zwi-
schen zwei Greiferbacken). Bei einer PTP-Bewegung wird der TCP auf der
schnellsten, jedoch nicht auf der kürzesten und damit geradlinigen Bahn
zum Zielpunkt geführt.
Bei Bahnbewegungen wird dagegen die Bewegung des TCPs im kartesi-
schen Raum durch eine mathematische Funktion beschrieben. Diese Funk-
tion beschreibt die Bewegungsbahn und gibt an, wie sich der TCP in Ab-
hängigkeit der Zeit gegenüber der Roboterbasis bewegt. Die Bewegungs-
bahn besteht aus einer geordneten Reihe von Posen in der Zeit [73]. Eine
Pose beinhaltet sowohl die Position als auch die Orientierung des TCPs im
Raum. Typische Bahnbewegungen sind lineare und zirkulare Bewegungen
sowie Splines [31]. Bei einer linearen oder zirkularen Bewegung wird der
TCP entlang einer Geraden bzw. eines Kreises im kartesischen Raum geführt.
Dementsprechend wird der TCP bei einer Spline-Bewegungen entlang der
Bahn geführt, die durch den Spline definiert ist.
In Abbildung 3.1 ist ebenfalls der Ablauf der Bewegungssteuerung darge- Interpolation und
Ausführung von
Bewegungen
stellt. Der Interpreter des Roboterprogramms leitet einen Fahrbefehl an die
Bewegungssteuerung weiter. Dort durchläuft der Bewegungsbefehl zuerst
die Interpolationsvorbereitung, die alle Daten ermittelt, die vor dem eigent-
lichen Abfahren der Bahn berechenbar sind. Dazu zählt die Transformati-
on von Posen in das Basiskoordinatensystem des Roboters und die Berech-
nung der Bahnlänge. Robotersteuerungen haben zudem oft eine Look-Ahead-
Funktionalität. Das bedeutet, dass Bewegungen bereits im Voraus geplant
und vorbereitet werden. Damit kann bei hoher Geschwindigkeit des Ro-
boters zwischen einer laufenden und einer neuen Bewegung umgeschaltet
werden. Dies ist – insbesondere bei kurzen Bewegungen – wichtig, um den
Zielpunkt einer Bewegung nicht exakt anzufahren, sondern nur zu über-
schleifen [183]. Da das Bremsen und Wiederbeschleunigen beim Erreichen
dieses Punktes entfällt, werden dadurch zum Einen kürzere Taktzeiten er-
reicht und zum Anderen die Mechanik geschont.
Nach der Vorbereitung folgt die eigentliche Interpolation der Bewegung,
die den kontinuierlichen Bewegungsverlauf diskretisiert. In einem Interpo-
lationstakt, der typischerweise zwischen 1 ms und 20 ms liegt, wird die Be-
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wegung für eine vorgegebene Geschwindigkeit und Beschleunigung diskre-
tisiert. Abhängig vom verwendeten Fahrprofil, z. B. mit konstanter Beschleu-
nigung oder konstantem Ruck (vgl. [31]), ergeben sich unterschiedliche Zwi-
schenpunkte. Für Bahnbewegungen werden Sollwerte für die Pose des TCPs
erzeugt, die durch die Funktion der inversen Kinematik (vgl. Abschn. 5.5
bzw. [63, S. 101 ff.]) in Winkelvorgaben für die Roboterachsen transformiert
werden. Für PTP-Bewegung werden durch die Interpolation direkt Winkel-
vorgaben generiert. Durch den festen Interpolationstakt ergibt sich anhand
der Sollwerte implizit die einzustellende Geschwindigkeit. In der Feininter-
polation werden die Winkelvorgaben in einem höheren Takt ggf. nochmals
interpoliert und an die Lageregelung der Roboterachsen weitergeben. Das
Regelsystem hat die Aufgabe, die Vorgaben exakt einzustellen.
Die oben genannten Zeitvorgaben für den Interpolationstakt zeigen, dassRobotersteuerungen
und Echtzeit Robotersteuerungen hohe Anforderungen an die Einhaltung von Zeitschran-
ken haben. Das betrifft insbesondere die Bewegungs- und Technologiesteue-
rung. Folglich ist eine Robotersteuerung ein Rechnersystem, „bei dem Pro-
gramme zur Verarbeitung anfallender Daten ständig betriebsbereit sind, der-
art, dass die Verarbeitungsergebnisse innerhalb einer vorgegebenen Zeit-
spanne verfügbar sind“ [74]. Man spricht von Echtzeitbetrieb. Nach Ben-
veniste und Berry [29] wird ein Echtzeitsystem (engl.: real-time systems) wie
folgt charakterisiert:
“It is commonly accepted to call real-time a program or system
that receives external interrupts or reads sensors connected to
the physical world and outputs commands to it.” [29]
Wie Abbildung 3.1 zeigt, ist eine Robotersteuerung in Interaktion mit der
physischen Welt: entweder über Sensoren, wie z. B. das Wegemesssystem ei-
ner Roboterachse, oder über Aktuatoren, wie bspw. die Roboterachsen oder
Peripheriegeräte. Bei Buttazzo [55] wird die Definition eines Echtzeitsys-
tems enger gefasst und insbesondere mit den Auswirkungen verknüpft:
“Real-time systems are computing systems that must react
within precised time constraints to events in the environment.
As a consequence, the correct behaviour of these systems de-
pends not only on the value of the computation but also on the
time at which the results are produced.” [55, S. 1]
Das bedeutet, dass nur bei Einhaltung der Zeitschranken ein korrekter Be-
trieb gewährleistet werden kann. Eine Robotersteuerung kann die Antriebe
nur präzise steuern, wenn der feste aber sehr hohe Interpolationstakt aus-
reichend genau eingehalten wird. Ist dies nicht der Fall ist, ergibt sich auch
keine ausreichend genaue Bewegung des TCPs auf der definierten Bahn.
Da die Einhaltung der Zeitschranken entscheidend für den Betrieb des
Systems ist, spricht man in diesem Zusammenhang von harten Echtzeitbe-
dingungen [284]. Folglich bezeichnet man ein solches System, in diesem
Fall die Robotersteuerung, als hartes Echtzeitsystem, das von [34] wie folgt
beschrieben wird:
“In [. . . ] hard real-time systems it is crucial for the task in the
system to meet their specified deadlines, otherwise the tasks are
worthless, or worse, cause catastrophic results.” [34]
Da bei einem Robotersystem, insbesondere bei einem industriellen Ferti-
gungssystem, unter Umständen große Massen bewegt und gefährliche Pro-
zesse ausgeführt werden, können nicht eingehaltene Zeitschranken schwer-
wiegende Auswirkungen haben.
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Ein weiteres, vor allem für die Industrierobotik entscheidendes, Kriteri-
um von Echtzeitsystemen ist deterministisches Verhalten. Für Robotersteue-
rungen bedeutet dies, dass ein Programm sich unter identischen Rahmen-
bedingungen identisch verhalten muss. Eine Bewegung muss dementspre-
chend immer exakt gleich von der Robotersteuerung abgefahren werden.
Auch die Kommunikation mit externen Systemen (z. B. einer Schweiß- oder
Greifersteuerung) muss vollkommen gleich sein. Dies betrifft v. a. Reaktions-
verzögerungen, da diese einmalig während der Inbetriebnahme eingestellt
werden und anschließend reproduzierbar sein müssen.
Die meisten Robotersteuerungen sind PC-basiert und verfügen über ein
Echtzeitbetriebssystem. Dieses sorgt dafür, dass Prozesse und Threads mit
der entsprechenden „Rechtzeitigkeit und Gleichzeitigkeit“ [284, S. 344] aus-
geführt werden können. Ein Beispiel für eine PC-basierte Robotersteuerung
ist die KUKA Robot Control (KRC). Sie unterteilt sich in zwei getrennte Beispiel: KUKA
Robot ControlBetriebssysteme: Die grafische Benutzerschnittstelle läuft vollständig unter
Windows XP Embedded von Microsoft. Dagegen übernimmt das Echtzeitbe-
triebssystem VxWorks [282] von WindRiver alle echtzeitkritischen Aufgaben
wie bspw. die Bewegungs- und Technologiesteuerung (vgl. Abb. 3.1). Die
Ausführung der in KRL (vgl. Abschn. 3.2) geschriebenen Roboterprogram-
me erfolgt daher in VxWorks. Dazu wird der Programmtext vollständig auf
das Echtzeitbetriebssystem übertragen, kompiliert und kann anschließend
kann mittels eines Interpreters ausgeführt werden. Die Verwaltung der bei-
den parallel laufenden Betriebssysteme wird von VxWin [96] übernommen.
Nachdem Windows geladen wurde, startet VxWin das Echtzeitbetriebssys-
tem, das daraufhin die Kontrolle über das System übernimmt. Dementspre-
chend bekommt Windows vom Echtzeitbetriebssystem immer nur Rechen-
zeit zugewiesen, wenn diese nicht anderweitig benötigt wird. Die Kommu-
nikation zwischen den Betriebssystemen findet über gemeinsam genutzte
Speicherbereiche statt.
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Die ersten industriellen Roboter wurden durch einfaches Vormachen pro-
grammiert [167]. Dazu wurde der Roboter manuell über ein Bediengerät an
die gewünschte Position verfahren. Gleichzeitig wurden die Positionswerte
der Roboterachsen gespeichert und an passenden Positionen wurden die
Aktionen des Endeffektors festgelegt (z. B. das Öffnen oder Schließen eines
Greifers). Das resultierende Programm besteht aus einer Sequenz von Positi-
onswerten, die der Roboter reproduzieren kann, und den Signalen des End-
effektors. Diese Methode wird teaching by showing genannt und eignet sich
für sehr einfache Abläufe, die keine Schleifen, Verzweigungen und Berech-
nungen benötigen. Anspruchsvolle Anwendungen mit komplexen Abläufen
benötigen allerdings eine Programmiersprache, um die Aufgaben adäquat
zu beschreiben. Dazu wurden spezielle Programmiersprachen, so genannte Roboterprogrammier-
sprachenRoboterprogrammiersprachen, entwickelt, die die Bedürfnisse und Besonder-
heiten der Robotik berücksichtigen (z. B. für die Spezifikation von Bewegun-
gen oder die Werkzeugansteuerung). Eine Übersicht ausgewählter Roboter-
programmiersprachen, sowohl aus dem akademischen Umfeld als auch von
kommerziellen Roboterherstellern, ist in Tabelle 3.1 zu finden.
Die erste spezielle Programmiersprache für Roboter wurde bereits in den
1960ern am Massachusetts Institute of Technology (MIT) entwickelt und war
für die Programmierung der mechanischen Hand MH-1 konzipiert [81]. In
den 1970er Jahren wurden an der Stanford University mit WAVE [213] und
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name entwickler anmerkungen
AL [84] Stanford University entwickelt 1974, basiert auf WAVE, ähnlich zu ALGOL
AML [257] IBM entwickelt 1977, A Manufacturing Language
ARLA ASEA/ABB von 1981 bis 1992, ASEA programming Robot LAnguage
Inform III YASKAWA
KAREL Fanuc ähnlich zu Pascal
KRL [156] KUKA ähnlich zu Pascal, KUKA Robot Language
MHI [81] MIT entwickelt 1960, Mechanical Hand Interpreter
RAPID ABB ab 1992 Nachfolger von ARLA
URScript Universal Robots Scriptsprache
V+ Adept basiert auf VAL
VAL [244] Unimation entwickelt 1975, basiert auf WAVE, Variable Assembly Language
VAL3 Stäubli basiert auf VAL
WAVE [213] Stanford University entwickelt 1970
Tabelle 3.1: Übersicht ausgewählter Roboterprogrammiersprachen: Die kursiv ge-
druckten Programmiersprachen finden sich auf industriellen Roboter-
steuerungen aktuell im Einsatz.
AL [84] weitere Roboterprogrammiersprachen entwickelt. Während WAVE
noch einer maschinennahen Assemblersprache ähnelt, ist AL bereits als
Hochsprache mit Ähnlichkeiten zu ALGOL und Pascal konzipiert. Die ers-
te kommerzielle Roboterprogrammiersprache war die Variable Assembly
Language (VAL) [244] ab Mitte der 1970er Jahre. VAL wurde von der Firma
Unimation Inc. entwickelt und wurde für die Programmierung der PUMA-
Roboter eingesetzt. Wie Tabelle 3.1 zeigt, verwenden im Moment fast durch-
gehend alle kommerziellen Hersteller eine eigene proprietäre Programmier-
sprache für ihre Industrieroboter. Gemäß [217] sind diese Sprachen in ihrer
Syntax noch immer sehr ähnlich zu PASCAL. Während einige Sprachen,
wie z. B. V+ oder VAL3, Weiterentwicklungen von VAL sind, stellen andere
Sprachen, wie z. B. KAREL oder RAPID, Eigenentwicklungen dar.
Bei der Entwicklung von Roboterprogrammen wird zwischen der Online-Online- und Offline-
Programmierung und der Offline-Programmierung unterschieden [108]. Während bei Online-
verfahren das Programm, z. B. durch einen Editor auf dem Bediengerät, di-
rekt am Roboter erstellt wird (vgl. teaching by showing), wird bei der Offline-
Programmierung eine Simulationsumgebung verwendet. Die Roboteranlage
wird dadurch nicht belegt bzw. sie muss noch nicht einmal physisch existie-
ren. Stattdessen wird ein virtuelles Abbild des Robotersystems verwendet,
um das Anwendungsprogramm zu erstellen. Eine Offline-Programmierum-
gebung kann entweder nur einen Texteditor zur Erstellung des Programms
bieten oder unterstützt den Entwickler idealerweise durch die Verwendung
von CAD-Daten oder die automatische Berechnung kollisionsfreier Roboter-
bahnen [109]. In der Regel stellt jeder Hersteller für seine Robotersysteme
ein eigenes System zur Offline-Programmierung zur Verfügung (z. B. das
ABB RobotStudio [1] oder KUKA.Sim Pro [161]). Darüber hinaus existieren
auch herstellerunabhängige Systeme, wie z. B. Robcad [245] von Siemens
oder DELMIA [64] von Dassault Systèmes.
Das Ergebnis der Offline-Programmierung ist immer ein textuelles Pro-
gramm in der Roboterprogrammiersprache des Zielsystems [123]. Anschlie-
ßend muss dieses Programm jedoch in der Roboterzelle getestet und ge-
gebenenfalls händisch angepasst werden. Insbesondere dadurch, dass die
virtuelle Roboterzelle in der Regel nicht mit der realen Zelle exakt überein-
stimmt, müssen Positionen manuell eingelernt und Bahnen evtl. angepasst
werden. Da die Anpassungen im Vergleich zu der Entwicklung des gesam-
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ten Roboterprogramms nur einen kleineren Anteil ausmachen, bleiben die
Vorteile der Offline-Programmierung bestehen, v. a. die kurze Inbetriebnah-
me an dem physischen Robotersystem. Applikationen, die verstärkt auf Sen-
sorintegration basieren, lassen sich jedoch nur schwer oder gar nicht mit
Offline-Programmierung entwickelt, da der Zugang zur Anlage und den
Messungen der Sensoren unabdingbar ist.
Der Aufbau und die Funktionsweise einer Roboterprogrammiersprache Exkurs: KRL
wird exemplarisch an der KUKA Robot Language (KRL) [156] erläutert, der
Standardprogrammiersprache der KRC. Da jede KRC genau einen Roboter
steuern kann, kann man mit KRL ebenfalls einen Roboter programmieren.
Die Syntax der imperativen Programmiersprache KRL ist ähnlich zu PAS-
CAL und beinhaltet neben den typischen Anweisungen wie bspw. Zuwei-
sungen, bedingten Anweisungen, Verzweigungen und Schleifen auch ro-
botikspezifische Elemente. Eine Besonderheit ist die Ausführungssemantik,
da sie zwei separate Programmzeiger verwendet (vgl. Look-Ahead in Ab-
schn. 3.1). Der Zeiger des Hauptlaufes gibt die Programmzeile mit der aktuell
ausgeführten Bewegung an. Der Vorlauf zeigt hingegen an, an welcher Stel-
le sich die Programminterpretation bereits befindet. Dies ist notwendig, um
Bewegungen im Voraus zu planen und ein Überschleifen von Zwischenpunk-
ten zu ermöglichen [183]. Hierbei wird der Zwischenpunkt nicht exakt an-
gefahren, sondern nur annäherungsweise erreicht. Dazu wird im Programm
bereits vorzeitig auf den nächsten Bewegungsbefehl umgeschaltet und die
Bewegung wird kontinuierlich zum nächsten Punkt übergeleitet.
Ein Beispielprogramm mit dem wichtigsten Sprachelementen von KRL ist
in Listing 3.1 dargestellt1. Das Programm beginnt mit der Deklaration aller
Variablen, anschließend folgen Programmanweisungen. Jede Variable muss
am Anfang eines Programm bzw. einer Funktion zuerst deklariert werden,
bevor eine Zuweisung stattfinden kann. Neben den üblichen Datentypen
(d. h. INT, REAL, BOOL und CHAR), erlaubt KRL die Definition von Feldern
(engl.: arrays) und benutzerspezifischen Strukturen (engl.: structs). Auf den
Datentypen sind die klassischen Operatoren (z. B. logische Operatoren auf
boolschen Werten) definiert. Darüber hinaus existieren bereits vordefinierte
Strukturen wie AXIS für die Achsstellung eines Roboters und POS für die
Pose (d. h. die Position und Orientierung) eines Roboters. Für diese Daten-
typen sind geometrische Operatoren verfügbar.
In KRL gibt es eine große Anzahl globaler Variablen. Sie bestimmen zum
Einen die Konfiguration der Steuerung und des Roboters und zum Ande-
ren ermöglichen sie eine Kommunikation mit externen Systemen über einen
Feldbus. Ein Beispiel für die Konfiguration des Roboters ist die Systemva-
riable $VEL_AXIS, die die maximale Geschwindigkeit der Roboterachsen be-
stimmt. Die als Felder definierten Variablen $IN und $OUT repräsentieren
jeweils bis zu 4096 digitale Ein- und Ausgänge, die über einen Feldbus gele-
sen bzw. geschrieben werden können. Zudem können über die Felder $ANIN
und $ANOUT jeweils bis zu 32 analoge Ein- und Ausgänge adressiert werden.
Über diese Variablen findet in der Regel die Kommunikation mit dem End-
effektor bzw. dessen Steuerung statt.
Darüber hinaus kennt KRL die klassischen Kontrollstrukturen imperativer
Programmiersprachen. Bedingte Anweisungen bzw. Verzweigungen kön-
nen durch IF mit optionalem ELSE ausgedrückt werden. Für die Definition
von Schleifen stehen mit FOR, WHILE, REPEAT ... UNTIL und LOOP mehre-
re Möglichkeiten zur Auswahl. Selbst unbedingte Sprünge sind mit GOTO
möglich. Spezifischer sind WAIT-Anweisungen. Mit WAIT FOR wird das Pro-
1 Eine ausführliche Befehlsreferenz ist in [156] zu finden.





FOR i = 1 TO 6
$VEL_AXIS[i] = 60
ENDFOR
jpos = {AXIS: A1 0,A2 -90,A3 90,A4 0,A5 0,A6 0}
PTP jpos
IF $IN[1] == TRUE THEN
cpos = {POS: X 300,Y -100,Z 1500,A 0,B 90,C 0}
ELSE
cpos = {POS: X 250,Y -200,Z 1300,A 0,B 90,C 0}
ENDIF
INTERRUPT DECL 3 WHEN $IN[2] == FALSE DO BRAKE
INTERRUPT ON 3
TRIGGER WHEN DISTANCE = 0 DELAY = 20 DO $OUT[2] = TRUE
LIN cpos




Listing 3.1: Beispiel für ein KRL-Programm aus [183]
gramm angehalten, bis eine bestimmte Bedingung erfüllt ist. WAIT SEC hält
den Programmablauf ebenfalls an und setzt ihn nach einer Wartezeit fort.
Außerdem kann mit HALT das Programm angehalten werden, wobei die letz-
te Bewegungsanweisung noch vollständig ausgeführt wird. Das Programm
kann anschließend nur mit dem Bediengerät fortgesetzt werden.
Für die Bewegungsprogrammierung des Roboters verfügt KRL über ver-
schiedene Befehle, die unterschiedliche Bewegungsarten repräsentieren. Bei-
spielsweise können durch das Schlüsselwort PTP Punkt-zu-Punkt-Bewegun-
gen ausgeführt werden. Lineare und kreisförmige Bahnbewegungen können
mit dem Schlüsselwort LIN bzw. CIRC definiert werden. Während hier die
geometrische Bahn des Endeffektor im kartesischen Raum beschrieben wird,
ist bei einer PTP-Bewegung keine Aussage über die kartesische Bahn mög-
lich (vgl. Abschn. 3.1). Als Startpunkt einer Bewegung dient in KRL immer
die aktuelle Position des Roboters. Das bedeutet, dass bei einer Bewegung
nur der Zielpunkt spezifiziert werden muss.
Das Beispielprogramm in Listing 3.1 beinhaltet mit PTP und LIN zwei Be-
wegungsarten. Die Angabe eines Zielpunktes erfolgt für Bahnbewegungen
wie LIN in kartesischen Koordinaten (z. B. durch den Datentyp POS) und
beschreibt die Pose des TCPs zu einem Bezugskoordinatensystem (z. B. der
Roboterbasis). Da ein Roboter mit seinem TCP einen Punkt in der Regel mit
mehr als einer Achskonfiguration erreichen kann, ist die Angabe einer Po-
se nicht ausreichend, um die Position des Roboters eindeutig festzulegen.
Daher kennt KRL mit Status und Turn zusätzliche Angaben, um aus mehre-
ren möglichen Achsstellungen eine eindeutige Konfiguration zu bestimmen.
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Für PTP-Bewegungen kann der Zielpunkt sowohl in kartesischen Koordina-
ten als auch direkt in Achswinkeln (z. B. durch den Datentyp AXIS) angege-
ben werden. Die Angabe C_DIS hinter dem letzten LIN-Befehl in Listing 3.1
bedeutet, dass der Zielpunkt dieser Bewegung überschliffen wird.
Bahnbezogene Schaltaktionen können in KRL durch TRIGGER realisiert wer-
den. Damit kann während einer Roboterbewegung beim Erreichen eines de-
finierten Punktes eine Anweisung ausgelöst werden. Mögliche Anweisun-
gen sind eine Wertzuweisung an eine Variable, das Schreiben eines Aus-
gangs oder der Aufruf eines Unterprogramms. Mit TRIGGER WHEN DISTANCE
kann eine Anweisung relativ zum Start- oder Zielpunkt einer Bewegung
definiert werden (vgl. Lst. 3.1). Ein TRIGGER WHEN PATH kann nur für Bahn-
bewegungen definiert werden und ermöglicht es, die Schaltaktion nicht nur
zeitlich sondern auch räumlich auf der Bahn zu verschieben.
In KRL ermöglicht ein INTERRUPT, ein Unterprogramm beim Eintreten ei-
nes vorher definierten Ereignisses auszuführen. Bei Eintreten des Ereignis-
ses wird das aktuelle Programm unterbrochen und das Unterprogramm
wird abgearbeitet. Anschließend wird das Hauptprogramm bei der unter-
brochenen Anweisung fortgesetzt. Jedem INTERRUPT kann eine Priorität zu-
gewiesen werden. Treten mehrere Interrupts gleichzeitig auf, wird zuerst
der Interrupt mit der höchsten Priorität aufgerufen, anschließend folgen die
mit niedrigerer Priorität. Listing 3.1 enthält ebenfalls einen INTERRUPT, der
während der letzten drei Bewegungen aktiv ist und beim Eintreten des Er-
eignisses (Eingang 2 wird nicht wahr) den Roboter abbremst.
Durch das nachladbare Technologiepaket KUKA.RoboTeam [159] kann KRL Exkurs:
Roboterteams in KRLfür die Programmierung von bis zu vier kooperierenden Robotern einge-
setzt werden. Das bedeutet, dass „die Bahnbewegungen zeitlich und geo-
metrisch aufeinander abgestimmt“ [159] werden. Dementsprechend werden
zwei Formen der Kooperation unterstützt, die als zeitliche Kopplung bzw. geo-
metrische Kopplung bezeichnet werden. Obwohl die Steuerungen der Roboter
über eine daisy chain miteinander verbunden sind, wird jeder Roboter weiter-
hin auf seiner KRC programmiert. Die zeitliche Kopplung wird über den Be-
fehl SYNCCMD ermöglicht, der auf allen beteiligten Steuerungen einen benann-
ten Synchronisationspunkt definiert. Dabei kann zwischen einer Programm-
und einer Bewegungssynchronisation gewählt werden.
Bei der Programmsynchronisation erzwingt KRL das zeitgleiche Durchlau-
fen des Synchronisationspunktes und ermöglicht den synchronen Start von
Bewegungen. Bei der Bewegungssynchronisation wird ebenfalls das zeit-
gleiche Durchlaufen eines Synchronisationspunktes erzwungen. Zusätzlich
wird jedoch die Bewegungszeit der nachfolgenden Fahrbefehle aller Roboter
angeglichen. Über die Funktion LK (Linked Kinematic) erfolgt eine geometri-
sche Kopplung zwischen einem Roboter, dem Slave, und dem Flansch eines
anderen Roboters, dem Master. Dadurch kann der Slave dem Master folgen
und z. B. mit seinem Endeffektor ein vom ersten Roboter gehaltenes Werk-
stück bearbeiten, während letzterer das Werkstück bewegt.
Das Remote Sensor Interface (RSI) [160] ist ein nachladbares Technolo- Exkurs: Sensoren in
KRLgiepaket, um Roboterbewegungen oder den Programmablauf mithilfe von
Sensordaten zu beeinflussen. RSI erlaubt es, durch Funktionsbausteine ei-
ne zyklische Signalverarbeitung zu konfigurieren, die im Interpolationstakt
ausgewertet wird. Ein Sensorsignal kann unter Zuhilfenahme von RSI konti-
nuierlich eine Roboterbewegung beeinflussen. Dadurch können sowohl vor-
geplante Bewegungen mit überlagerter Sensorkorrektur als auch sensorge-
führte Bewegungen realisiert werden. Die Bewegung kann dabei im kartesi-
schen Raum und auf Ebene der Achswinkel verändert werden.

























Abbildung 3.2: Dezentrale und hierarchische Automatisierungsstruktur: Auf un-
terschiedlichen Ebenen koordinieren und überwachen speicherpro-
grammierbare Steuerungen das Automatisierungssystem.
3.3 speicherprogrammierbare steuerungen
Die Automatisierungstechnik hat die Aufgabe, fertigungstechnische bzw.
verfahrenstechnische Systeme selbsttätig zu überwachen und zu steuern.
Nach DIN 19 266 [75] versteht man unter Steuern den Vorgang, „bei dem Ein-
gangsgrößen andere Größen als Ausgangsgrößen aufgrund der dem System
eigentümlichen Gesetzmäßigkeiten beeinflussen“ [75]. Im Gegensatz zur Re-
gelung ist „ein offener Wirkungsweg“ [75] für eine Steuerung charakteris-
tisch. Das bedeutet, dass eine Steuerung ein Steuersignal ohne Berücksichti-
gung des aktuellen Werts der Ausgangsgröße berechnet. Somit werden auch
die Auswirkungen einer Störgröße bei einer Steuerung nicht kompensiert.
Bis Anfang der 1970er Jahre wurde zur Steuerung eines technischen Pro-
zesses eine verbindungsprogrammierbare Steuerung (VPS) verwendet. Dabei
wurde die Schaltlogik zur Steuerung des Prozesses durch eine feste Ver-
drahtung von Bauelementen (z. B. Relais, Schütze oder Schalter) definiert.
Bei einer Veränderung der Steuerung musste die Verdrahtung und oft auch
die Bestückung der Bauelemente angepasst werden. Dadurch waren diese
Steuerungen unflexibel und durch den hohen Verdrahtungsaufwand fehler-
anfällig. In den 1970er Jahren wurde die speicherprogrammierbare Steue-
rung (SPS) entwickelt. Dabei wird die Schaltlogik durch Software realisiert
und kann so jederzeit verändert werden. Dementsprechend wird eine SPS
im Englischen als Programmable Logic Controller (PLC) bezeichnet.
Die Struktur von Automatisierungssystemen ist gewöhnlich hierarchisch
gegliedert und unterteilt sich gemäß der Automatisierungspyramide [239]
in verschiedene Ebenen. Die Automatisierungspyramide beginnt bei der Fa-
brikleitebene und wird über die Zellebene und Steuerungsebene bis hin zur
Feldebene immer breiter. Auf den Ebenen werden unterschiedliche Kommu-
nikationstechnologien bzw. Bussysteme eingesetzt, die sich z. B. bei Echtzeit-
fähigkeit oder Übertragungsgeschwindigkeit unterscheiden [239]. In Abbil-
dung 3.2 ist exemplarisch die Struktur eines Fertigungssystem dargestellt.
Hier zeigt sich, dass speicherprogrammierbare Steuerungen eine zentrale
Rolle in einem Fertigungssystem einnehmen. Sie sind zwischen Steuerungs-
und Zellebene angesiedelt und kommunizieren über einen Anlagenbus mit
einem übergeordneten Prozessleitsystem bzw. mit Anzeige- und Bedien-





































Abbildung 3.3: Funktionsprinzip einer Speicherprogrammierbaren Steuerung: Nach
dem Einlesen der Eingänge wird das Programm schrittweise abge-
arbeitet und abschließend werden die Ausgänge geschrieben. Dieser
Ablauf wird zyklisch in einem konstanten, aber einstellbaren Takt
wiederholt.
komponenten (ABK). Zusätzlich koordinieren sie über einen Feldbus die
Geräte einer Fertigungszelle. Dazu gehören u. a. Robotersysteme, Antriebe,
Fördereinrichtungen oder Sensoren. Über einen Feldbuskoppler kann eine
dezentrale Anbindung von Ein- und Ausgängen erreicht werden. Die Robo-
tersteuerung ist über einen internen Bus mit den Antrieben des Manipula-
tors und in der Regel über einen Feldbus mit dem Endeffektor verbunden.
Aufgrund der hierarchischen Struktur kann auch eine weitere SPS Bestand-
teil der Fertigungszelle sein und ihrerseits Sensoren und Aktoren über einen
Feldbus steuern.
Eine klassische speicherprogrammierbare Steuerung ist eine eigenständi-
ge Hardware, die aus mehreren Baugruppen modular aufgebaut ist. Dazu
gehört eine Stromversorgungseinheit, eine Zentraleinheit mit CPU und meh-
rere Signalbaugruppen, die über ein internes Bussystem mit der Zentralein-
heit verbunden sind. Als Signalbaugruppen stehen typischerweise digitale
bzw. analoge Ein- und Ausgabebaugruppen zur Verfügung. Daneben gibt es
noch intelligente Funktionsbaugruppen, die spezielle Aufgaben (z. B. Mes-
sung, Reglung und Motorsteuerung) selbständig ausführen und die Zentral-
einheit entlasten. Neben diesem Aufbau gibt es speicherprogrammierbare
Steuerungen zusätzlich als Slot-SPS und Soft-SPS. Während es sich bei einer
Slot-SPS um eine Einsteckkarte für einen PC handelt, ist eine Soft-SPS als
Software auf einem Industrie-PC mit Echtzeitbetriebssystem realisiert.
Auf einer SPS erfolgt die Programmausführung in der Regel zyklisch, Zyklisches
Programmiermodelld. h. das Hauptprogramm wird in einem konstanten Takt immer wieder
abgearbeitet. Die Taktdauer ist einstellbar und richtet sich nach der Pro-
grammlänge [284]. Das Funktionsprinzip einer SPS ist vereinfacht in Ab-
schnitt 3.3 dargestellt. Sensorsignale werden über Eingänge erfasst. Zu Be-
ginn eines Zyklus werden die Signalzustände der Eingänge in das Prozessab-
bild der Eingänge übertragen. Eine weitere Signaländerung eines Einganges
bleibt bis zum nächsten Zyklus für das Prozessabbild ohne Folgen. Danach
wird das Hauptprogramm aufgerufen und abgearbeitet. Durch Funktionen
und Funktionsbausteine kann die Steuerungslogik strukturiert und in Un-
terprogramme aufgeteilt werden, die wie in Abbildung 3.3 vom Hauptpro-
gramm aufgerufen werden. Zusätzlich unterstützen speicherprogrammier-
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abk . bezeichnung art anmerkungen
LD Kontaktplan, Ladder Diagram Graphisch ähnlich zu Stromablaufplänen
IL Anweisungsliste, Instruction List Textuell ähnlich zu Assembler
FBD Funktionsplan, Function Block Diagram Graphisch ähnlich zu Logikschaltplänen
ST Strukturierter Text, Structured Text Textuell ähnlich zu Hochsprachen
SFC Ablaufsprache, Sequential Function Chart Beides ähnlich zu Petrinetzen
Tabelle 3.2: Übersicht der einzelnen Programmiersprachen von speicherprogram-
mierbaren Steuerungen nach IEC 61131 [138].
bare Steuerungen eine ereignisgesteuerte Programmierung, d. h. durch das
Auftreten eines Ereignisses (z. B. eine Fehlermeldung) wird die Ausführung
des Hauptprogramms kurzzeitig unterbrochen und ein Programm zur Be-
handlung des Ereignisses aufgerufen.
Üblicherweise werden die Signalwerte der Eingänge aus dem Prozess-
bild auf Basis des internen Zustands der SPS verarbeitet und resultieren in
Änderungen des Prozessabbilds der Ausgänge. Die Zustände der Ausgänge
ändern sich während der Programmbearbeitung nicht. Erst am Ende eines
Zyklus wird das Prozessabbild an die Ausgänge und von dort an die Aktua-
toren übertragen. Die für die einmalige Abarbeitung des Hauptprogramms
benötigte Zeit wird als Zykluszeit bezeichnet und muss ausreichend klein
sein, um Signaländerungen an den Eingängen sicher zu registrieren und ggf.
durch das Setzen von Ausgängen auf den steuernden Prozess einzuwirken.
Folglich muss eine SPS – analog zu einer Robotersteuerung – Echtzeitbedin-
gungen einhalten.
Durch die internationale Norm IEC 61131-3 [138] ist die ProgrammierungIEC 61131-3
herstellerunabhängig. Die Norm sieht fünf verschiedene Programmierspra-
chen vor, die in Tabelle 3.2 aufgelistet sind. Der Kontaktplan ist eine graphi-
sche Sprache, die stark an die Stromablaufpläne einer VPS erinnert. Daher
ist diese Sprache aktuell noch sehr weit verbreitet und eignet sich für die
Realisierung einer diskreten Steuerung [106]. Die Anweisungsliste ist eine
Assembler-ähnliche textuelle Sprache und kann analog zum Kontaktplan
für diskrete Steuerungen eingesetzt werden [106]. Zur Realisierung kon-
tinuierlicher Steuerungen eignet sich laut [106] ein Funktionsplan. Dabei
handelt es sich um eine graphische Datenflussprogrammiersprache, die aus
Funktionsblöcken mit Ein- und Ausgängen besteht.
Mit der imperativen Programmiersprache Strukturierter Text lassen sich
komplexe Algorithmen und mathematische Funktionen geeignet beschrei-
ben [280]. Aufgrund des zyklischen Ausführungsmodells unterscheidet sich
jedoch die Verwendung von z. B. Schleifen und Warteoperationen im Ver-
gleich zu imperativen oder objektorientierten Programmiersprachen stark.
Eine übergeordnete Position hat die Ablaufsprache, die graphische und
textuelle Element vereint und ähnlich zu Petrinetzen ist [3]. Folglich lässt
sich mithilfe der Ablaufsprache eine prozessorientierte Programmierung
von Steuerungsaufgaben realisieren. Dazu besteht die Ablaufsprache aus
Schritten, in den Aktionen ausgeführt werden, und Transitionen, die Über-
gangsbedingungen zwischen einzelnen Schritten definieren.
Neben den Programmiersprachen schreibt die IEC 61131-3 außerdem eine
einheitliche Definition für Datentypen, Konstanten und Variablen vor und
verlangt eine explizit auszuführende Variablendeklaration. Darüber hinaus
definiert die Norm ein hierarchisch gegliedertes Konzept zur Organisati-
on von SPS-Programmen. Demnach bildet ein Programm (PRG) die oberste
Hierarchieebene der Programmorganisation. In einigen Systemen ist nur ein
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Listing 3.2: Beispiel für ein SPS-Programm in der Programmiersprache Structured
Text gemäß IEC 61131-3 [138]
einziges Programm, das zyklische Hauptprogramm, erlaubt, von dem aus
Funktionen (FC) und Funktionsbausteine (FB) aufgerufen werden. Eine Funkti-
on wird verwendet, wenn das Ergebnis nur aus den Eingabeparametern zu
berechnen ist. Dagegen besitzt ein Funktionsbaustein interne Zustandsva-
riablen, deren Belegung zwischen Bearbeitungszyklen erhalten bleiben. Um
einen Funktionsbaustein mehrmals benutzen zu können, muss er – analog
zu einem Objekt – instantiiert werden.
Listing 3.2 zeigt ein Beispiel für eine Funktion (vgl. [280, S. 363]), die
einen einfachen Zweipunktregler (engl.: bang bang controller) in Strukturier-
tem Text realisiert . Abhängig von einem sich ändernden Messwert wird ein
Ausgang beim Überschreiten eines Schaltwertes aus- und beim Unterschrei-
ten eingeschaltet. Um ein schnelles Schwingen des Ausganges zu vermei-
den, wird eine Hysterese berücksichtigt. Die Funktion in Listing 3.2 beginnt
mit der Deklaration der Eingangs- und Ausgangsvariablen, anschließend
folgt der Funktionsrumpf mit der Implementierung. Die Funktion wird zy-
klisch aufgerufen und vergleicht die Messwertvariable MEA mit dem Schalt-
punkt SP unter Berücksichtigung der Hysterese HYS. Falls der Messwert den
Schaltwert entsprechend übersteigt bzw. unterschreitet, wird der Ausgangs-
wert OUT verändert. Andernfalls wird er gleich belassen.
Die IEC 61499 stellt als internationale Norm [136] eine Erweiterung der IEC 61499
IEC 61131 dar und beschreibt Richtlinien zur Entwicklung von verteilten
Steuerungs- und Regelungssystemen [260]. Während konventionelle Auto-
matisierungssysteme durch eine feste Hierarchie auf mehrere Steuerungen
verteilt sind, spezifiziert die IEC 61499 ein flexibles Verteilungsmodell, das
auf einer ereignisgesteuerten Programmausführung basiert [221]. Die Norm
erweitert zudem das Konzept der Funktionsbausteine um objektorientierte
Konzepte [260]. In der IEC 61499 ist der Funktionsbaustein die Basis eines
Automatisierungssystem und weist im Vergleich zur IEC 61131 zusätzlich
Ein- und Ausgänge für Ereignisse bzw. Events auf. Anders als bei einer
klassischen SPS rufen sich Funktionsbausteine gegenseitig durch Events auf.
Diese ereignisgesteuerte Architektur wird von Preuße et al. [221] als leicht-
gewichtige Komponentenlösung für Automatisierungssysteme beschrieben.
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Im Gegensatz zur hierarchischen Organisation eines klassischen SPS-Pro-
gramms, werden netzartige Programmstrukturen aufgebaut. Dadurch wer-
den Funktionsbaustein ausschließlich bei Bedarf durch ein externes Ereignis
aufgerufen. Dies verringert die Kommunikation zwischen verteilten Steue-
rungen, da nur im Ereignisfall kommuniziert werden muss. Jeder Funktions-
baustein besitzt einen Zustandsautomaten zur Beschreibung seines internen
Verhaltens [260]. Innerhalb von Zuständen können Aktionen ausgeführt und
Events erzeugt werden. Ein Composite Function Block fasst mehrere einzelne
Funktionsbaustein zusammen, erscheint jedoch nach außen wie ein einfa-
cher Funktionsbaustein. Eine weitere Gruppe von Funktionsbausteinen sind
Service Interface Function Blocks, die im Wesentlichen zur Kommunikation
mit Geräten, d. h. Aktuatoren und Sensoren, dienen. Trotz der augenschein-
lichen Vorteile der IEC 61499 ist die industrielle Akzeptanz sehr gering [94]
und der Nutzen wird kontrovers diskutiert (vgl. [259, 289]).
Kommerzielle Hersteller von Robotersystemen sind dazu übergegangen,
eine stärkere Integration zwischen Industrierobotern und Speicherprogram-
mierbaren Steuerungen zu schaffen. So bieten mehrere Roboterhersteller be-
reits eine zusätzliche Soft-SPS für die Robotersteuerung an. Beispielsweise
steht mit KUKA.PLC ProConOS [158] eine Laufzeitumgebung für die KRC
zur Verfügung, die zum Ausführen von IEC 61131-3 kompatiblen Anwen-
dungen verwendet werden kann. Dazu wird die Laufzeitumgebung unter
dem Echtzeitbetriebssystem VxWorks neben der eigentlichen Robotersteue-
rung ausgeführt. Die Programmierung von Steuerungsaufgaben erfolgt in
den Sprachen der IEC 61131-3 auf der KRC.
Ein weiterer Ansatz ist, Roboter direkt aus einer SPS anzusteuern. DurchPLCopen
die PLCopen [200], einem Zusammenschluss von Herstellern und Univer-
sitäten im Bereich der Steuerungstechnik, wurden verschiedene Spezifika-
tionen verabschiedet, um die Entwicklung von Steuerungsapplikationen zu
verbessern und stärker zu standardisieren. Diese Spezifikationen setzen alle
auf der IEC 61131 auf und befassen sich u. a. mit Bewegungssteuerung. Ins-
besondere werden in einer Spezifikation [105] Funktionsbausteine definiert,
um eine oder mehrere Achsen zu steuern. Eine weitere Spezifikation [211]
definiert Funktionsbausteine, um komplexere kinematische Strukturen (z. B.
einen Roboter) koordiniert im kartesischen Raum zu verfahren.
In Anlehnung an diese Spezifikationen, hat bspw. KUKA eine Bibliothek
mit Funktionsbausteinen entwickelt, die elementare Bewegungsbefehle für
einen Industrieroboter bereitstellen. Durch das Funktionspaket mxAutoma-
tion [157] können Roboter mithilfe dieser Funktionsbausteine vollständig
von einer externen SPS gesteuert werden. Dazu sind keine Kenntnisse der
Roboterprogrammierung in KRL notwendig. Neben achsspezifischen und
kartesischen Bewegungen können – analog zu KRL – bahnbezogene Schal-
taktionen und Interrupts definiert werden. Auch ein Überschleifen zwischen
Bewegungen ist möglich.
3.4 bewertung
Der immer häufigere Einsatz eines Robotersystems als flexibler Manipula-
tor in unterschiedlichen industriellen oder kommerziellen Prozessen führt
dazu, dass ein Robotersystem nicht mehr als isoliertes System in einer abge-
trennten Roboterzelle mit starren Prozessabläufen betrachtet werden kann.
Durch den verstärkten Einsatz in der Kleinserienproduktion [218] und Ser-
vicerobotik [107] stoßen existierende Lösungen an ihre Grenzen. Das grund-
legende Modell eines Manipulators mit einem Endeffektor, für das viele
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Steuerungen ursprünglich entwickelt wurden, ist nicht mehr ausreichend.
Vielmehr sind die Interaktion bzw. Kooperation mit anderen Systemen, eine
flexible Handhabung und Bearbeitung verschiedenster Bauteile sowie eine
intuitive Benutzerführung essentiell.
Die klassische Automatisierung von Roboterzellen basiert dagegen auf ei-
ner starren Vernetzung der Systeme gemäß der Automatisierungspyramide.
Jeder Roboter wird über eine dedizierte Steuerung (vgl. Abschn. 3.1) pro-
grammiert. Die jeweiligen Aufgaben des Roboters liegen als (imperative)
Programme einer proprietären Roboterprogrammiersprache vor (vgl. Ab-
schn. 3.2). In der Regel werden Endeffektoren über einen Feldbus und digita-
le bzw. analoge Ein- und Ausgänge synchronisiert zum Roboterprogramme
angesteuert. Über eine SPS werden die verschiedenen Robotersteuerungen
koordiniert (vgl. Abschn. 3.3). Zugleich stellt die SPS über einen weiteren
Feldbus die Schnittstelle zu einer übergeordneten Steuerung dar. Der große
Nachteil dieses klassischen Ansatzes ist die fehlende Flexibilität, die zum
Einen einer starren Vernetzung der einzelnen Systeme und zum Anderen
der Art der Programmierung geschuldet ist. Vor allem die Verteilung des
Wissens über die Bauteile und den Fertigungsprozess sind problematisch.
In einem Roboterprogramm ist bspw. die Geometrie eines Werkstückes im-
plizit durch die Bewegungen abgebildet. Daher ist es schwierig, diese Pro-
gramme wiederzuverwenden bzw. für andere Werkstücke zu generalisieren.
Im Allgemeinen wird die Funktionalität von Robotersteuerungen den
heutigen Anforderungen – insbesondere im Hinblick auf die Servicerobotik –
nicht mehr gerecht. So sind bspw. nur wenige Bewegungsanweisungen vor-
handen und eine Integration von Sensoren in die Bewegungssteuerung ist
nur eingeschränkt möglich (z. B. mit dem in Abschn. 3.2 vorgestellten RSI
von KUKA). Wie das Beispiel KRL zeigt, ist der Funktionsumfang von im-
perativen Roboterprogrammiersprachen und die Verfügbarkeit von Biblio-
theken nicht vergleichbar mit objektorientierten Standardprogrammierspra-
chen wie Java. Dieses Defizit hat zu einer Entwicklung von dual program-
mierten Anwendungen geführt [123]. Die bedienerfreundliche Interaktion, die
Kommunikation mit externen Systemen oder die Entwicklung domänenspe-
zifischer Anwendungslogik wird vermehrt in Standardprogrammierspra-
chen realisiert. Dagegen werden die Programme auf der Robotersteuerung
ausschließlich für die Bewegungsprogrammierung und die echtzeitfähige
Kommunikation mit Werkzeugen und ggf. Sensoren eingesetzt.
Ein Beispiel für diesen Ansatz ist bei Ge und Yin [99] zu finden und
beschreibt eine Anwendung mit einer graphischen Benutzeroberfläche zur
Bedienung einer Plastikspritzgussanlage. Der Anlagenaufbau erfordert ei-
ne Kooperation zwischen einem Robotersystem von ABB, einem Förder-
band und der Spritzgussmaschine. Der überwiegende Teil der domänen-
spezifischen Anwendungslogik inklusive der graphischen Benutzeroberflä-
che wurde mit der objektorientierten Programmiersprache C# entwickelt
(ca. 50.000 Zeilen Programmcode). Die Roboterprogrammiersprache RAPID
wird in einem Umfang von ca. 5.000 Codezeilen zur Bewegungssteuerung
verwendet. Eine weiteres Beispiel, ebenfalls in C# realisiert, wird bei Pires
et al. [219] beschrieben. Hierbei wird der Roboter über eine Sprachsteuerung
befehligt.
Der Ansatz dual programmierter Anwendungen weist jedoch Probleme
bei Wartbarkeit bzw. Erweiterbarkeit auf, da beide Programmteile getrennt
entwickelt und durch geeignete Mechanismen synchronisiert werden müs-
sen [122]. Eine anschließende Anpassung ist nur mit hohem Aufwand mög-
lich, da Änderungen meist in beiden Programmteilen nachgezogen werden
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müssen. Aufgrund mangelnder Skalierbarkeit ist der Aufwand für Erweite-
rungen auf neue Aufgaben und Geräte kaum geringer als bei einer Neuent-
wicklung. Die potentiell echtzeitkritische Erweiterung einer Robotersteue-
rung ist ebenfalls aufwendig und bedingt immer auch eine Anpassung der
dazugehörigen Roboterprogrammiersprache (vgl. Blomdell et al. [35]).
Ebenso ist die Portabilität von bestehenden Programmen auf andere Ro-
botersysteme schwierig, da die Sprachen üblicherweise nur von einem ein-
zigen Hersteller unterstützt werden und sich herstellerübergreifende Spra-
chen (vgl. [72]) nicht durchsetzen konnten. Die bei Offline-Programmierum-
gebungen oft eingesetzte Generierung von Roboterprogrammen verbessert
die Portabilität von Roboterprogrammen. Durch die zusätzliche Indirekti-
on ist es in der Regel einfacher, Teile des Programms oder zumindest Pro-
grammbeschreibungen wiederzuverwenden und andere Robotersprachen
zu verwenden [210]. Nachteilig ist, dass bei Änderungen meist das gan-
ze Programm erneut generiert und übertragen werden muss. Das bedeu-
tet auch, dass das Programm anschließend neu getestet und eventuell neu
an die reale Roboterzelle angepasst werden muss [210]. Eine systematische
Rückübertragung dieser Änderungen in das, dem Programm zugrunde lie-
gende Modell, ist meist nicht möglich.
Zusammenfassend lässt sich feststellen, dass bei der Entwicklung von Ro-
boterprogrammen aus Sicht der Softwaretechnik Defizite sowohl bei der
funktionalen Realisierung als auch im Hinblick auf qualitative Anforderun-
gen auftreten. Diese Probleme sind vorwiegend auf die Verwendung spe-
zieller Roboterprogrammiersprachen mit ihren spezifischen Anforderungen
zur echtzeitfähigen Steuerung der Robotermechanik zurückzuführen. Aller-
dings können diese Defizite durch die Einführung einer geeigneten Soft-
warearchitektur behoben werden. Bei der Realisierung von Roboterzellen
mithilfe speicherprogrammierbarer Steuerungen in Kombination mit Robo-
tersteuerungen kann eine Verteilung des fertigungsrelevanten Wissens beob-
achtet werden. Dieses Wissen ist nicht gesammelt vorhanden und kann so
durchgängig verwendet werden. Stattdessen sind an vielen Stellen relevante
Informationen codiert, teilweise, wie die Geometrie der Bauteile, direkt in
einem Programm. Dadurch ist die Wartbarkeit und Erweiterbarkeit dieser
Roboterzellen stark eingeschränkt.
Teil II
E N T W I C K L U N G E I N E S M O D U L A R E N
F R A M E W O R K S F Ü R R O B O T E R Z E L L E N
Der zweite Teil der Arbeit beschreibt die Entwicklung einer neu-
en, echtzeitfähigen Softwarearchitektur für Industrieroboter, de-
ren Besonderheit eine objektorientierte Programmierschnittstelle
darstellt. Es wird darüber hinaus aufgezeigt, wie diese Architek-
tur zu einem modularen Framework weiterentwickelt wird. Da-
durch kann die benötigte Software, um die Roboter und Werk-
zeuge einer Roboterzelle zu steuern, individuell zusammenge-
stellt und angepasst werden. Die damit einhergehende Erweiter-
barkeit wird anschließend mit Beispielen illustriert.
Die Softwarearchitektur ist essentiell für die Forschungsergeb-
nisse. Durch die Trennung von echtzeitkritischen Roboteraktio-
nen und der Programmlogik wird der Einsatz serviceorientierter
Architekturen erst möglich. Die objektorientierte Programmier-
schnittstelle wurde im Rahmen dieser Arbeit erweitert, um so-
wohl die Topologie als auch die geometrischen und logischen
Zusammenhänge einer Roboterzelle abzubilden. Dieses Wissen
ist die Grundlage für die serviceorientierte Strukturierung einer
Roboterzelle.

4E N T W I C K L U N G E I N E R N E U E N
S O F T WA R E A R C H I T E K T U R F Ü R I N D U S T R I E R O B O T E R
Dieses Kapitel beschreibt das Vorgehen im Forschungsprojekt SoftRobot1 ei-
ne neue Softwarearchitektur für Industrieroboter zu entwickeln. Das Projekt
wurde von November 2007 bis April 2012 gemeinsam vom Institut für Soft-
ware & Systems Engineering (ISSE) und den Firmen KUKA Roboter GmbH2
und MRK-Systeme GmbH bearbeitet. Das Projekt wurde im Rahmen des
Förderprogramms „Informations- und Kommunikationstechnik“ von der
Bayerischen Staatsregierung und der Europäischen Union unterstützt. Ziel
des Forschungsprojekts war es, die Programmierung von Industrierobotern
auf den aktuellen Stand der Softwaretechnik zu bringen, d. h. objektorien-
tierte Programmiersprachen und serviceorientierte Architekturen auf die
Domäne anzuwenden. Gleichzeitig sollten damit die Einschränkungen heu-
tiger Roboterprogrammiersprachen überwunden werden (vgl. Kap. 3).
Zu Beginn des Projekts wurden gemeinsam von allen Projektpartnern die
Ziele und Anforderungen für die Entwicklung einer neuen Softwarearchi-
tektur für Industrieroboter erarbeitet. Dazu fanden eine Reihe von Treffen
statt, in denen verschiedene aktuelle Anwendungen und Aufgabenbereiche
von Industrierobotern diskutiert wurden. Die Ausgangslage für die Anfor-
derungsanalyse waren die bisher verfügbaren Anwendungen und Technolo-
giepakete der Fa. KUKA Roboter GmbH und der Fa. MRK-Systeme GmbH
(vgl. Tab. 4.1 und Anhang A). Neben den bestehenden Anwendungen wur-
den auch aktuelle Trends der Industrierobotik bzw. der Robotik im Allge-
meinen diskutiert, um die Softwarearchitektur nicht nur an aktuellen An-
wendungen sondern auch an evtl. zukünftigen Anwendungen auszurich-
ten. Dazu zählt z. B. die Realisierung sensorgeführter Roboteranwendungen
bzw. die gemeinsame Programmierung kooperativer Roboter. Ein weiterer
Schwerpunkt der gemeinsamen Diskussionen und Gespräche waren ebenso
nicht-funktionale Anforderungen, die bei der Gestaltung der Softwarearchi-
tektur einen zentralen Stellenwert einnehmen sollten.
Als Ergebnis dieses Austausches wurden gemeinsame Ziele benannt, die
in Abschnitt 4.1 beschrieben werden. Aufbauend auf den Zielen wurden die
Anforderungen an eine neue Softwarearchitektur entwickelt. Zentrale Fra-
ge war dabei, wie sich der notwendige Echtzeitbetrieb einer Robotersteue-
rung mit den Paradigmen moderner Programmiersprachen harmonisieren
lässt. Der Lösungsansatz, d. h. die Trennung von echtzeitkritischen Robo-
teraktionen und dem eigentlichen Programmablauf, wird in Abschnitt 4.2
zusammen mit den entwickelten Anforderungen vorgestellt. Diese Idee ist
die Grundlage für die SoftRobot-Architektur, die ausführlich in Abschnitt 4.3
erklärt wird. In Abschnitt 4.4 werden verwandte Arbeiten vorgestellt und
von der entwickelten Architektur abgegrenzt. Zum Abschluss wird in Ab-
schnitt 4.5 eine Zusammenfassung und kurze Bewertung der entwickelten
Softwarearchitektur in Bezug auf die Ziele und Anforderungen gegeben.
1 Der vollständige Titel lautet: SoftRobot – Eine neue Softwaregeneration für die Steuerung von Indus-
trierobotern. Im Weiteren wird ausschließlich die Kurzschreibweise SoftRobot verwendet.
2 Ab Anfang 2011 wurde das Projekt aufgrund interner Umstrukturierungen der KUKA AG von
der KUKA Laboratories GmbH bearbeitet.
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technologiepaket anwendung beschreibung
ArchTech Digital Schweißen Bahnschweißen mit bis zu zwei Robotern
BendTech Handhabung Bearbeitung von Blechen in Abkantmaschinen
ConveyorTech — Synchronisation mit Fördereinrichtungen
Cooperating Robots — Synchronisation mehrerer Roboter
Ethernet KRL XML — Datenübertragung mittels TCP/IP
Ethernet RSI XML — Korrektur von Bewegungen, zyklische Datenübertragung
ForceControl — Kraftregelung eines Roboters
GlueTech Kleben Erstellen von Klebeapplikationen
Gripper&SpotTech Handhabung Programmierung von Greifern
Gripper&SpotTech Schweißen Erstellen von Punktschweißapplikationen
Laser RPFO Schweißen Bahnschweißen mit Laser der Fa. Trumpf
LaserTech Schweißen Erstellen von Laserschweiß-Applikationen
LaserTech Schneiden Erstellen von Laserschneid-Applikationen
Occubot Testen System zum Testen von Sitzen
PalletTech Handhabung Palletieren
PlastTech Handhabung Be- und Entladen einer Spritzgießmaschine
PLC Multiprog — Software-SPS nach IEC 61131-3
SeamTech SRT Schweißen Bauteilsuche mit einem Lichtschnittsensor
ServoGun TC Schweißen Programmierung von Schweißzangen
TouchSense Schweißen Bauteilsuche mit einem Schweißdraht
Tabelle 4.1: Alphabetische Übersicht der untersuchten Technologiepakete der Fa.
KUKA Roboter GmbH
4.1 ziele einer neuen softwarearchitektur
Bei einer traditionellen Roboteranwendung wird ein Roboter durch eine festeEinfache
Realisierung von
Anwendungen
Abfolge von Bewegungsbefehlen programmiert [63, S. 342 ff.]. Zusätzlich
wird das am Roboterflansch montierte Werkzeug im Roboterprogramm an
definierten Positionen angesteuert. Die Bewegungen des Roboters sind fest
vorgegeben und werden nicht durch zusätzliche Sensoren nachkorrigiert.
Diese Programme stellen aktuell den Großteil der vorhandenen Anwendun-
gen dar und werden höchstwahrscheinlich auch in Zukunft noch eine ent-
scheidende Rolle spielen. Daher darf die Erstellung solcher Anwendungen
durch ein neues Steuerungsparadigma nicht erschwert werden. Idealerwei-
se werden die bisher gebräuchlichsten Befehle in einer syntaktisch ähnlichen
Form vorhanden sein, sodass eine bereits vertraute Art der Programmierung
möglich bleibt.
Eine typische Anwendung dieser Kategorie von Roboterprogrammen ist
das Schutzgasschweißen. Dabei ist der Roboter mit einem Schweißbrenner
am seinem Flansch ausgestattet. Die Steuerung des Schweißbrenners ist
über einen Feldbus mit der Robotersteuerung verbunden. Der Roboter ist so
programmiert, dass er, sobald ein neues Bauteil eingelegt wurde, eine Reihe
von Schweißbahnen abfährt. Die Bahnen sind fest vorgegeben und mithil-
fe von vorgeplanten Bewegungen programmiert. Der Startpunkt einer Bahn
wird für gewöhnlich mit einer Punkt-zu-Punkt-Bewegung (PTP), die keine
feste Bahn sondern nur einen Zielpunkt vorschreibt, angefahren. Die Bahn
selbst ist im kartesischen Raum exakt spezifiziert und wird über Bahnbe-
wegungen der Robotersteuerung realisiert. Am Startpunkt einer Bahn wird
der Schweißbrenner aktiviert, indem über die Robotersteuerung ein Signal
an die Schweißsteuerung gegeben wird. Bereits zuvor muss der Schweißvor-
gang zeitgesteuert vorbereitet werden, damit Schutzgas vorströmen kann.
Analog wird der Schweißbrenner am Ende der Bahn deaktiviert.
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Daneben stehen in Zukunft kooperative Anwendungen stärker im Fo- Kooperative
Anwendungenkus [109]. Dabei handelt es sich um Aufgaben, die ein einzelner Roboter
nicht oder weniger effizient ausführen kann. Auch hier kann das roboter-
gestützte Schweißen als Beispiel angeführt werden. Aktuell werden bspw.
in der Automobilindustrie mehrere Roboter eingesetzt, um gleichzeitig ein
Bauteil an unterschiedlichen Schweißpunkten bzw.-bahnen zu schweißen.
Die Kooperation ist im Voraus genau geplant, um Kollisionen zu vermeiden
und einen effizienten Ablauf zu gewährleisten. Aus Gründen der Erreich-
barkeit wird teilweise ein Roboter zu Handhabung des Bauteils eingesetzt,
während ein weiterer Roboter das Bauteil schweißt [108]. Dabei bewegen
sich beide Roboter exakt synchron, um ein gezielte relative Bewegung des
Schweißbrenners zum Bauteil zu erreichen. Eine weitere kooperative An-
wendung ist der gemeinsame Transport schwerer oder sperriger Bauteile.
Bislang stellen kooperative Anwendungen trotz ihres bereits vorhandenen
industriellen Einsatzes eine Ausnahme dar. Grund dafür ist die hohe Kom-
plexität der Programmierung, die verteilt auf allen beteiligten Robotersteue-
rungen stattfindet [123]. Kooperative Anwendungen sind jedoch nicht nur
auf mehrere Roboterarme beschränkt. Vielmehr umfassen sie eine beliebige
Kombination von Roboterarmen, Lineareinheiten oder mobilen Plattformen,
die zusammen programmiert werden müssen [109]. Die Kooperation dieser
Geräte beschränkt sich dabei nicht nur auf Koordination, sondern beinhal-
tet auch immer die Synchronisation von Bewegungen. Die neue Steuerungs-
architektur muss auf kooperative Anwendungen vorbereitet sein und Pro-
grammierkonstrukte für deren Realisierung bieten.
Des weiteren ist zukünftig die stärkere Integration von Sensoren ein wich- Stärkere Integration
von Sensorentiger Aspekt [152]. Mit der neuen Softwarearchitektur muss es möglich
sein, beliebige Sensoren zu integrieren und deren Datenwerte in der Echt-
zeitsteuerung verfügbar zu machen. Um Sensorwerte weiterzuverarbeiten
und ggf. mit anderen Daten zu fusionieren, müssen eine Reihe von arith-
metischen und logischen Operationen zur Verfügung stehen. Hierfür müs-
sen weiterverarbeitete Sensorwerte in exakt definierten Zeitintervallen über-
wacht werden, um bei Abweichungen oder spezifizierten Ereignissen rea-
gieren zu können. Sensoren sollen zukünftig bei der Spezifikation und Kor-
rektur von Roboterbewegungen stärker eingebunden werden. Dabei wer-
den Sensordaten zyklisch eingelesen und ausgewertet. Die Ergebnisse wer-
den anschließend im Interpolationstakt zur Modifikation einer vorgeplanten
Bahn verwendet.
Basierend darauf wird zwischen überwachten und geführten Bewegun-
gen unterschieden (vgl. [85]). Bei geführten Bewegungen (engl.: guided mo-
tion) wird aus dem Sensorwert und einzuhaltender Randbedingungen (z.B.
einer Kontaktkraft oder einem Abstand) ein Korrekturterm ermittelt und
mit der vorgeplanten Bahn verrechnet. Anschließend wird die neue Positi-
onsvorgabe an den Manipulator weitergegeben. Bei einer überwachten Be-
wegung (engl.: guarded motion) wird der Sensor nicht zur Positionsvorgabe
verwendet, sondern eine (vorgeplante) Bewegung wird aufgrund eines Sen-
sorereignisses verlangsamt oder gestoppt. Zudem kann ein Roboter, ohne
dass eine geplante Bahn vorgegeben wird, über einen Sensor geführt wer-
den. Eine besondere Rolle spielt dabei die Kraftregelung. So ist es für einige
Anwendungen (z. B. dem Fügen von Bauteilen) wichtig, dass der Roboter
Kontakt zu seiner Umgebung aufbaut und evtl. sogar eine definierte Kraft
auf die Umgebung ausübt. Entsprechende Regelungskonzepte sind bspw.
die Impedanzregelung [6], die Admittanzregelung [65] oder hybride Ansät-
ze (vgl. [88, 174]).
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Abschließend lässt sich festhalten, dass die stärkere Integration von Sen-
soren hohe Anforderungen an eine neue Softwarearchitektur stellen. Neben
der reinen Integration des Sensors in den echtzeitfähigen Teil der Roboter-
steuerung, ist auch eine Weiterverarbeitung der Daten notwendig. Zudem
sollte ein breites Spektrum von sensorüberwachten und -geführten Bewe-
gungen realisiert werden können. Zusätzlich sind neue Regelungsansätze,
die auf Sensoren basieren, wünschenswert.
Die Industrierobotik ist vornehmlich davon geprägt, dass Aktuatoren, ins-Standardhard- und
software besondere Roboterachsen, mit harten Echtzeitanforderungen gesteuert wer-
den müssen. Deshalb haben alle Hersteller zunächst Spezialhardware ein-
gesetzt, um die erforderlichen Taktraten für die Interpolation der Roboter-
achsen zu erzielen [281]. Mitte der 1990er Jahre wagte die KUKA als ers-
ter Hersteller den Umstieg auf eine leistungsfähige PC-basierte Steuerung.
Dieser Schritt wurde inzwischen von den meisten großen Herstellern nach-
gezogen [108]. Folglich muss sicher gestellt werden, dass auch eine neue
Softwarearchitektur zur Steuerung von Industrierobotern auf PC-basierter
Computerhardware läuft.
Für viele Programmiersprachen stellt die Notwendigkeit, Echtzeitanforde-
rungen zu gewährleisten, eine große Herausforderung dar. Trotzdem ist die
Verwendung einer objektorientierten Programmiersprache, ihrer Entwick-
lungsumgebungen und Bibliotheken ein wichtiges Ziel, das es für die neue
Softwarearchitektur zu Erreichen gilt. Da insbesondere die automatische
Speicherbereinigung von Programmiersprachen wie z. B. Java sich per se
nicht mit Echtzeitanforderungen vereinbaren lassen [215], stellt dies eine
besondere Herausforderung dar. Hinzu kommt, dass Applikationsentwick-
ler sich – ähnlich wie bei Roboterprogrammiersprachen (vgl. Abschn. 3.2) –
nicht mit der Echtzeitfähigkeit ihrer Programme beschäftigen sollten. Dem-
nach muss eine geeignete Abstraktion geschaffen werden.
Neben der reinen Anwendungsprogrammierung sollte eine neue Soft-Erweiterbarkeit
warearchitektur in Zukunft erweiterbar gestaltet werden [109]. Dazu müs-
sen Erweiterungspunkte und Schnittstellen vorhanden sein, damit einerseits
neue Geräte (d. h. Roboter, Werkzeuge und Sensoren) integriert und ande-
rerseits Lösungen für spezielle Anwendungsbereiche (z. B. Schweißen oder
Palettieren) entwickelt werden können. Dazu ist es nicht ausreichend, nur
die Programmierschnittstelle zu erweitern. Erweiterungen müssen auch in
den echtzeitkritischen Steuerungskern integrierbar sein.
Insbesondere für die Erweiterung um neue Aktuatoren und Sensoren
wird in der Regel ein Treiber auf Ebene der Echtzeitsteuerung erforderlich
sein. Die Funktionalität soll gleichzeitig durch elementare Steuerungsbefeh-
le in der Anwendung nutzbar sein. Die Änderungen sollen sich aber auf
die Einbindung des Treibers und einer Programmierschnittstelle auf Anwen-
dungsebene beschränken. Dazwischen muss ein generischer Kommunikati-
onsweg existieren, der für neue Komponenten genutzt werden kann. So will
bspw. ein Hersteller von Schweißbrennern ein neues Modell integrieren. Da
das Modell spezielle Funktionen unterstützt, ist ein neuer Treiber notwen-
dig. Daneben entwickelt der Hersteller eine eigene Programmierschnittstel-
le, um die Steuerungsbefehle für Applikationsentwickler nutzbar zu ma-
chen. Solche Erweiterungen müssen ohne einschneidende Änderungen an
der Gesamtarchitektur möglich sein.
Für eine zeit- und kosteneffiziente Entwicklung von TechnologiepaketenWiederverwendung
und Roboteranwendungen ist ein hohes Maß an Wiederverwendung not-
wendig [122]. Dies betrifft zum einen die Integration neuer Roboter, Werk-
zeuge und Sensoren, die mit wenig Aufwand und einem hohen Grad an
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Wiederverwendung erfolgen soll. Zum anderen sollten auch neue Technolo-
giepakete, d. h. spezifische Lösungen für bestimmte Anwendungsbereiche,
allgemein und wiederverwendbar gestaltet werden.
Programmierer sollen durch die neue Softwarearchitektur die Möglichkeit
haben, Anwendungen losgelöst von einer spezifischen Instanz eines Robo-
ters oder Werkzeugs zu entwickeln. Dadurch können Anwendungen offline,
d. h. ohne Zugang zu einer konkreten Steuerung, und wiederverwendbar
entwickelt werden. Für den Anwendungsentwickler soll es möglich sein, die
Roboter und Werkzeuge nur anhand von bestimmten Eigenschaften oder
Klassifikationen auszuwählen, z. B. 6-Achs-Roboter mit bestimmter Reich-
weite, Parallelgreifer mit definierter Öffnungsweite oder einen entsprechen-
den Schweißbrenner.
Für Schutzgasschweißen kann bspw. ein abstrakter Schweißbrenner mo-
delliert werden. Der abstrakte Schweißbrenner besitzt die kleinste gemeinsa-
me Menge an Attributen und geometrischen Merkmalen. Gleichzeitig kön-
nen abstrakte Operationen des Schweißvorgangs mit den entsprechenden
Prozessparametern definiert werden (z. B. Vorströmen des Schutzgases, Ak-
tivieren des Lichtbogens). Konkrete Schweißbrenner müssen die abstrakte
Definition eines Schweißbrenners implementieren und ggf. erweitern. Zu-
sätzlich müssen sie die spezifizierten Operationen implementieren.
Ein Anwendungsentwickler kann nun ein Programm zur Steuerung einer
Schweißzelle erstellen, deren finale Ausstattung bzgl. Roboter und Werk-
zeug bspw. nicht endgültig feststeht. Er entwickelt die Anwendung daher
nur für einen generischen bzw. abstrakten Roboter und Schweißbrenner.
Erst bei der Inbetriebnahme werden die abstrakten Geräte an die vorhan-
denen Instanzen gebunden. Diese als Polymorphie [97] bezeichnete Aus-
tauschbarkeit kann zu einer höheren Wiederverwendbarkeit von Roboter-
programmen führen.
4.2 entwicklung der anforderungen
Um die Domäne der Industrierobotik und speziell die vielfältigen Appli-
kationen zu verstehen, wurden ca. 20 der momentan vertriebenen Techno-
logiepakete der KUKA Roboter GmbH (vgl. Tab. 4.1) mit Methoden der
Softwaretechnik analysiert [12, 122]. Ein Technologiepaket ist ein wiederver-
wendbares Softwareprodukt, das für eine bestimmte Anwendung Funktio-
nalität auf der Robotersteuerung bereitstellt. Die untersuchten Technologie-
pakete lassen sich in zwei Kategorien unterteilen. Durch Technologiepakete
der ersten Kategorie werden konkrete industrielle Applikationen realisiert.
Dazu zählen bspw. Bahn- und Punktschweißen oder Kleben. Außerdem gibt
es Technologiepakete, die Querschnittsfunktionen bereitstellen, d. h. Funk-
tionen die in unterschiedlichen Applikationen benötigt werden (z. B. die
Synchronisation mit Förderbändern oder die externe Korrektur von Bewe-
gungen). Neben den bereits bestehenden Technologiepaketen wurden au-
ßerdem zukünftige Anwendungsszenarien und deren technologische Her-
ausforderungen berücksichtigt (vgl. [32, 109]).
Bei der softwaretechnischen Analyse wurden sowohl funktionale als auch
nicht-funktionale Anforderungen betrachtet. Außerdem wurden mehrere
Akteure identifiziert und deren Interaktion mit dem Robotersystem unter-
sucht. Ein besonderes Augenmerk wurde auf die Echtzeitbedingungen und
einen deterministischen Programmablauf gelegt. Wie in Kapitel 3 beschrie-
ben wurde, sind Robotersteuerungen zwingend Echtzeitsysteme mit sehr
kurzen Berechnungszyklen von bis zu 1 ms. Da diese Zeitschranken ein-
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technologiepaket anwendung motion sensor sync event tool
ArchTech Digital Schweißen X X X X
BendTech Handhabung X X X X
ConveyorTech — X X X
Cooperating Robots — X X X
Ethernet KRL XML — X
Ethernet RSI XML — X X
ForceControl — X X
GlueTech Kleben X X X
Gripper&SpotTech Handhabung X X X
Gripper&SpotTech Schweißen X X X
Laser RPFO Schweißen X X X
LaserTech Schweißen X X X
LaserTech Schneiden X X X
Occubot Testen X X X
PalletTech Handhabung X X X X X
PlastTech Handhabung X X X
PLC Multiprog —
SeamTech Schweißen X X X
ServoGun TC Schweißen X X X X
TouchSense Schweißen X X X
Tabelle 4.2: Übersicht der identifizierten Echtzeitmuster bei den untersuchten Tech-
nologiepaketen aus Tabelle 4.1. Technologiepakete ohne Anwendungsbe-
reich beschreiben Querschnittsfunktionen.
gehalten werden müssen und das Gegenteil katastrophale Auswirkungen
haben kann, zählen Robotersteuerungen zu den harten Echtzeitsystemen. Für
die industrielle Robotik ist Determinismus von Roboteroperationen ein wich-
tiger Aspekt, d. h. ein Roboter führt eine gegebene Bewegung unter den
gleichen äußeren Randbedingungen identisch aus.
Um die funktionalen Anforderungen zu identifizieren, wurden die Tech-Real-time Patterns
nologiepakete nach wiederkehrenden Grundfunktionen und gemeinsamen
Mustern untersucht. Typische Grundfunktionen sind bspw. „Bewegung mit
Werkzeugschaltaktionen“ oder „Bewegung mit Abbruchbedingung“. Viele
Grundfunktionen weisen eine ähnliche Charakteristik auf und konnten auf
wenige Muster (engl.: pattern) reduziert werden. Ein Pattern beschreibt ein in
einem Kontext „immer wieder auftretendes Problem, beschreibt dann den
Kern der Lösung dieses Problems, und zwar so, daß man diese Lösung mil-
lionenfach anwenden kann“ [7, S. X]. Da der hier vorliegende Kontext die
echtzeitfähige Steuerung von Robotern ist, konnten folgende vier Echtzeit-
muster identifiziert werden, die in Tabelle 4.2 aufgelistet sind:
1. Das MOTION-Pattern besagt, dass sowohl im Achsraum als auch kar-
tesisch spezifizierte und geplante Bewegungen präzise und reprodu-
zierbar ausgeführt werden. Zielpunkte von Bewegungen müssen mit
hoher Genauigkeit immer wieder erreicht werden. Dabei müssen die
gegebenen Randbedingungen der Bewegungen, d. h. die Bahn, das
Fahrprofil sowie die maximale Geschwindigkeit und Beschleunigung
des Roboters, flexibel definierbar sein.
2. Das SENSOR-Pattern besagt, dass der Roboter durch einen oder meh-
rere Sensoren geführt wird. Das setzt voraus, dass die Datenwerte von
Sensoren unter Echtzeitbedingungen bearbeitet, gefiltert und ggf. fu-
sioniert werden können. Die Führung durch den Sensor kann sowohl
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die Korrektur einer vorgeplanten Bewegungsbahn bedeuten als auch
die reine Steuerung durch den Sensor. Hierzu müssen neben der Posi-
tionssteuerung weitere Arten der Bewegungssteuerung möglich sein.
3. Das SYNC-Pattern besagt, dass räumliche Synchronisationsbeziehun-
gen zwischen unterschiedlichen Entitäten (d. h. Roboter, Werkzeuge,
Sensoren und Bauteile) beschrieben werden, die während der Ausfüh-
rung von Bewegungen aufrechterhalten werden. Dabei können beliebi-
ge Koordinatensysteme auf diesen Entitäten definiert werden. Sobald
eine der verbundenen Entitäten bewegt wird, folgen die anderen En-
titäten automatisch. Eine Konsistenzprüfung sollte nach Möglichkeit
vor der Ausführung einer synchronisierten Bewegung erfolgen.
4. Das EVENT-Pattern besagt, dass Ereignisse spezifiziert werden, deren
Eintreten periodisch unter Echtzeitbedingungen geprüft wird und die
bestimmte Reaktionen auslösen können. Ereignisse können dabei zeit-
lich, räumlich, auf Sensoren bzw. Aktuatoren oder spezifisch für eine
Operation definiert werden. Mögliche Reaktionen sind das Starten ei-
ner neuen bzw. das Abbrechen einer laufenden Aktion.
Daneben existiert noch ein weiteres wiederkehrendes Muster. Dabei han-
delt es sich um die Definition neuer Werkzeugaktionen, gekennzeichnet als
TOOL-Pattern (vgl. Tab. 4.2). Dies ist bei anwendungsspezifischen Techno-
logiepaketen von großer Bedeutung, da sich diese hauptsächlich über ein
Werkzeug und dessen Aktionen identifizieren. Die Definition einer neuen
Werkzeugaktion kann jedoch mit einem der vier anderen Muster – meistens
mit dem EVENT-Pattern – abgebildet werden.
Die Identifikation der Echtzeitmuster zeigt, dass ein Roboterprogramm Kernidee der
Architekturnicht vollständig unter Echtzeitbedingungen ausgeführt werden muss. Zwar
hat jede Operation, die unter eines der Echtzeitmuster fällt, hohe Echtzeitan-
forderungen, jedoch beinhalten Roboterprogramme einen großen Teil nicht-
echtzeitkritischer Ablauflogik. Diese Feststellung ist das zentrale Ergebnis
der Anforderungsanalyse und hat die gesamte Softwarearchitektur von Soft-
Robot maßgeblich beeinflusst [118]. Eine echtzeitfähige Steuerung wird nur
benötigt, um jede einzelne Bewegung präzise und deterministisch zu steu-
ern und Werkzeugaktionen exakt während Bewegungen zu schalten. Bewe-
gungen und Werkzeugaktionen können jedoch in eine echtzeitkritische Trans-
aktion zusammengefasst und auf einem entsprechenden Betriebssystem als
Einheit ausgeführt werden. Eventuell auftretende Verzögerungen zwischen
Transaktionen sind unproblematisch, da sie die Semantik des Roboterpro-
gramms nicht verändern [118]. Die Anwendungslogik kann unter einem
Standardbetriebssystem ohne spezielle Anforderungen ausgeführt werden.
Abbildung 4.1 zeigt schematisch die Aufteilung eines Roboterprogramms
zwischen der Ablauf- und Echtzeitsteuerung anhand eines (vereinfachten)
Beispiels als Sequenzdiagramm. Die Applikation repräsentiert dabei die Ab-
laufsteuerung und schickt den Befehl, eine Schweißnaht (engl.: welding seam)
abzufahren und zu schweißen, an die echtzeitfähige Robotersteuerung. Die-
ser Befehl muss vollständig an die Robotersteuerung übertragen werden,
damit diese ihn auszuführen kann. Die Applikation ist an der weiteren Aus-
führung nicht beteiligt und kann, wie in Abb. 4.1, bis zum Ende des Ro-
boterbefehls blockieren (synchrone Ausführung) oder den Ablauf fortsetzen
(asynchrone Ausführung). Die Robotersteuerung dagegen führt die Bewegung
aus, d. h. sie generiert in jedem Interpolationstakt neue Stützpunkte (engl.:
set points), die der Roboter erreichen muss. Dies entspricht dem MOTION-
Pattern. Neben der Interpolation der Bewegung muss die Robotersteuerung








[for each interpolation cycle]
[start of welding seam reached]
opt
[end of welding seam reached]
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Abbildung 4.1: Aufteilung einer Roboteraufgabe zwischen Ablaufsteuerung (work-
flow) und Echtzeitsteuerung (real-time).
in jedem Takt prüfen, ob die Schweißnaht bereits erreicht wurde. Falls dies
zutrifft, wird der Schweißbrenner aktiviert3. Analog erfolgt die Deaktivie-
rung des Schweißbrenners beim Erreichen des Nahtendes. Das Aktivieren
und Deaktivieren des Schweißbrenners entspricht dem EVENT-Pattern.
Die Trennung zwischen der echtzeitkritischen Steuerung von Aktuatoren
und der Programmierung der Anwendungslogik war die Grundlage für den
Entwurf der Softwarearchitektur in SoftRobot. Durch diese Trennung erge-
ben sich gemäß [118] folgende Konsequenzen für die Softwarearchitektur:
• Roboteranwendungen können in einer universellen Programmierspra-
che wie Java entwickelt werden, die durch Merkmale, wie z. B. eine au-
tomatische Speicherverwaltung, nur eingeschränkt echtzeitfähig sind.
Außerdem können Anwendungen auf Standardbetriebssystemen (z. B.
Windows, Linux) und unter Verwendung integrierter Entwicklungs-
umgebungen (z. B. Eclipse) implementiert werden.
• Durch das Konzept echtzeitkritischer Transaktionen kann von der Steue-
rungsebene, die eine echtzeitfähige Programmierung voraussetzt, ab-
strahiert werden. Stattdessen kann grundlegende Funktionalität eines
industriellen Robotersystems über eine wohldefinierte Programmier-
schnittstelle zur Verfügung gestellt werden, die von einem Anwen-
dungsentwickler benutzt werden kann.
Dies ermöglicht es, die Bewegungssteuerung von Industrierobotern direkt
in die Anwendungsentwicklung zu integrieren. Eine Programmierschnitt-
stelle, d. h. ein Application Programming Interface, abstrahiert von der Kom-
plexität der darunterliegenden Robotersteuerung und ermöglicht es dem
Applikationsentwickler, sich auf die Implementierung der eigentlichen Auf-
gabe zu fokussieren. Folglich muss der Entwickler nicht Sorge dafür tragen,
dass sein Programm (harte) Echtzeitbedingungen einhält. Er muss sich nur
3 In Realität ist dieser Vorgang z. B. aufgrund des Vorströmens eines Schutzgases komplexer. Um
die Klarheit des Beispiels nicht zu beeinträchtigen, wurde darauf verzichtet.













l ROBOT CONTROL CORE
ROBOTICS APPLICATION FRAMEWORK
Low-Level Device Communication
















Abbildung 4.2: Überblick über die SoftRobot-Architektur, die sich in Applikationspro-
grammierung und Echtzeitsteuerung untergliedert.
bewusst sein, welche Operationen zeitkritisch sind und diese gemeinsam als
echtzeitkritische Transaktion ausführen lassen. Damit findet eine Verschiebung
von der Echtzeitprogrammierung hin zu einem echtzeitbewussten Programmie-
ren (engl.: real-time aware programming) statt.
Die Programmierschnittstelle wurde objektorientiert konzipiert, um die
Domäne der Industrierobotik und Automatisierung durch ein (abstraktes)
Modell abzubilden [122]. Dessen Objekte (z. B. Roboter, Werkzeuge) können
verwendet werden, um eine Aufgabe zuerst zu beschreiben und anschlie-
ßend zu implementieren. Das objektorientiert Modell wird ausführlich in
Kapitel 5 vorgestellt. Für den Entwurf der Programmierschnittstelle wur-
den auf Basis der bisherigen Analyse Szenarien erarbeitet. Ein Szenario be-
schreibt eine Interaktion mit dem System unter Berücksichtigung der bereits
identifizierten Muster, um die zentrale Konzepte der Industrierobotik her-
auszuarbeiten. Die daraus abgeleiteten funktionalen Anforderungen an die
Programmierschnittstelle sind in [10] ausführlich beschrieben. Die durch
die Szenarien identifizierten Konzepte wurden kategorisiert und anschlie-
ßend iterativ in ein Konzeptmodell überführt wurden. Bei jeder Iteration
wurden weitere Konzepte aufgenommen und bereits bestehende Konzepte
verfeinert. Zur Modellierung wurden dabei die Unified Modeling Langua-
ge (UML) [197] verwendet. Anschließend wurde das Konzeptmodell schritt-
weise in ein Entwurfsmodell transferiert und implementiert.
4.3 die softrobot-architektur als ergebnis
Um die gewünschte Abstraktion von der Echtzeitprogrammierung zu ge-
währleisten, besteht die SoftRobot-Architektur aus unterschiedlichen Ebenen,
die in Abbildung 4.2 dargestellt und erstmals in [118] vorgestellt wurden.
Zentrales Element der Architektur ist das Robotics Application Framework, das
ein Application Programming Interface (API), d. h. eine Programmierschnitt-
stelle, für die Entwicklung von Applikationen bereitstellt. Darauf aufbauend
können unterschiedliche Arten von Applikationen realisiert werden [18]. Je-
doch liegt in dieser Arbeit der Schwerpunkt hauptsächlich auf serviceorien-
tierten Applikationen für Roboterzellen (vgl. Kap. 7).
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Die echtzeitfähige Steuerung der Roboter bzw. Aktuatoren erfolgt über
den Robot Control Core. Dieser Bestandteil der Architektur muss zwingend
auf einem Echtzeitbetriebssystem [284] implementiert sein, um eine stabile
und zuverlässige Kommunikation mit den Sensoren und Aktuatoren bzw.
deren Steuerungen zu gewährleisten. Die Echtzeitanforderungen sind, wie
in Abschnitt 4.2 erklärt, wichtig, um in einem definierten Takt determinis-
tisch neue Sollwerte an einen Aktuator zu kommunizieren. Daher delegiert
das Robotics Application Framework alle Kommandos zum Auslesen von Sen-
soren bzw. zur Steuerung von Aktuatoren an den Robot Control Core. Dieser
wiederum benachrichtigt die Applikationsebene über Ereignisse während
der Kommandoausführung und kann Sensorwerte dorthin propagieren.
Im folgenden werden die unteren beiden Ebenen der Architektur beschrie-
ben und deren Zusammenspiel wird abstrakt erklärt. Der Robot Control Core
und seine Schnittstelle zur Applikationsebene wird zuerst in Abschnitt 4.3.1
beschrieben. Anschließend wird in Abschnitt 4.3.2 näher auf das Robotics
Application Framework und dessen internen Aufbau eingegangen. Dort wird
das Zusammenspiel zwischen beiden Ebenen erklärt. Der modulare Aufbau
des Robotics Application Frameworks mittels OSGi wird später in Kapitel 6 be-
handelt. Dort wird nochmals genauer auf den Zusammenhang der beiden
Ebenen und ihrer Abhängigkeiten eingegangen. Der Aufbau der Robotics
Automation Services wird im dritten Teil dieser Arbeit ab Kapitel 7 schwer-
punktmäßig vorgestellt.
4.3.1 Robot Control Core
Für die echtzeitkritische Steuerung ist der Robot Control Core (RCC) zustän-
dig, der über eine eigens entwickelte Schnittstelle – das Realtime Primitive
Interface (RPI) – angesprochen wird [118]. RPI erlaubt eine generische Spezi-
fikation von echtzeitkritischen Aufgaben für die Industrierobotik mithilfe ei-
ner Datenflusssprache [274], die ähnlich zur synchronen Datenflusssprache
LUSTRE [110] ist. Zudem ist eine Semantik definiert, wie mit RPI spezifizier-
te Aufgaben als Kommando periodisch in einem festen Zeitraster ausgeführt
werden [272]. Die Ausführungssemantik kann von einer kompatiblen Robo-
tersteuerung, d. h. einem RCC, unter Berücksichtigung von Echtzeitanforde-
rungen implementiert werden. Somit können in RPI beschriebene Komman-
dos an einen RCC übertragen und dort unter harten Echtzeitbedingungen
ausgeführt werden. Im Rahmen von SoftRobot wurde eine Referenzimple-
mentierung [272] entwickelt, die ebenfalls kurz vorgestellt wird.
Die Idee echtzeitkritische Programme mithilfe einer synchronen Daten-
flusssprache zu beschreiben ist in der Literatur oft zu finden (vgl. z. B. [29]).
Die Besonderheit an RPI jedoch ist, dass es einen flexiblen Ablauf ermöglicht.
Das bedeutet, dass sich zur Laufzeit dynamisch neue Datenflussprogramme
bilden, die unter Echtzeitbedingungen ausgeführt werden. Zudem können
diese Programme ohne Unterbrechung, d. h. von einem Ausführungstakt
auf den nächsten, von neuen Programmen abgelöst werden [273]. Folglich
steht mit RPI eine sehr flexible und mächtige Beschreibungssprache zur Ver-
fügung, die die Anforderungen der Industrierobotik erfüllen kann.
Der elementare Baustein in RPI ist ein Realtime Primitive bzw. Echtzeit-
primitiv, das einen atomaren Funktionsblock mit Ein- und Ausgängen re-
präsentiert. Es stellt formal eine Abbildung einer Menge von n typisier-
ten Eingabewerten auf eine Menge von m typisierten Ausgabewerten mit
n,m ∈ N0 dar [274]. Zudem kann ein Realtime Primitive über Parameter kon-
figuriert werden. Durch ein Realtime Primitive kann unterschiedliche Funk-





























































 - robot : String





(f) Steuerung einer Roboterachse
Abbildung 4.3: Beispiele für Realtime Primitives: Die Pfeile auf der linken Seite reprä-
sentieren die Eingänge, auf der rechen Seite die Ausgänge.
tionalität gekapselt werden (vgl. Abb. 4.3). Zum einen können Primitive lo- Beispiel:
Realtime Primitivesgische Operatoren oder arithmetische Funktionen repräsentieren. Zum an-
deren sind komplexe Primitive möglich, die z. B. Koordinatensysteme trans-
formieren oder Trajektorien berechnen. Aktuatoren oder Sensoren werden
ebenfalls durch Realtime Primitives repräsentiert, wobei Echtzeitprimitive für
Sensoren nur Ausgänge und für Aktuatoren nur Eingänge4 besitzen. Typi-
sches Beispiel für einen Aktuator ist die achsspezifische Steuerung eines Ro-
botergelenks (vgl. Abb. 4.3 (f)). Eine mit RPI kompatible Robotersteuerung
stellt eine Menge an implementierten Realtime Primitives bereit, die instanzi-
iert und verwendet werden können.
Um die Ein- und Ausgänge mehrerer Instanzen von Realtime Primitives
miteinander zu verbinden, existiert in RPI das Konzept eines Links, der einen
Ausgang einer Realtime Primitive Instanz mit einem Eingang einer anderen
Instanz verbindet. Ein Ausgang kann über mehrere Links mit mehreren Ein-
gängen verbunden werden, während ein Eingang nur mit einem Link ver-
bunden werden kann. Da Ein- und Ausgänge statisch typisiert sind, können
nur Links zwischen Ein- und Ausgängen gleichen Typs definiert werden. Ne-
ben typischen Datentypen (d. h. Boolean, Integer, Double und String) und
Arrays existieren auch komplexe Robotik-spezifische Datentypen wie z.B.
dreidimensionale Koordinaten.
Instanzen von Realtime Primitives und Links zwischen diesen Instanzen
bilden einen Graph, der als Fragment bezeichnet wird. Formal besteht ein
Fragment aus einer Menge P von Realtime Primitives und einer Menge L von
Links, die zwischen Ein- und Ausgängen der Elemente von P verbunden
sind. Nach außen verhält sich ein Fragment selbst wie ein Realtime Primi-
tive, wobei die nicht verbundenen Ein- und Ausgänge aller Elemente von
P die Ein- und Ausgänge des Fragment definieren. Ein Fragment kann wie
4 Eine Ausnahme stellen spezielle Ausgänge dar, die Fehlerzustände eines Aktuator anzeigen
(vgl. [272]).













Abbildung 4.4: Die kartesische Steuerung eines Roboter ist ein Fragment, das auf
dem Fragment zur achsspezifische Steuerung basiert.
ein Realtime Primitive verwendet werden und dementsprechend mit anderen
Echtzeitprimitiven oder Fragmenten verbunden werden.
Wie in Abbildung 4.4 in einem reduzierten Beispiel zu erkennen ist, er-Beispiel: Fragments
möglichen Fragmente eine hierarchische Gliederung in RPI. Die achsspezifi-
sche Steuerung eines Roboters ist als Fragment (Joint Control) realisiert, das
intern aus mehreren Echtzeitprimitiven zur Steuerung der einzelnen Ach-
sen aufgebaut ist (vgl. Abb. 4.3 (f)). Die kartesische Steuerung des Roboters
ist ebenfalls als Fragment (Cartesian Control) realisiert und besteht aus dem
oben genannten Fragment und einem Echtzeitprimitiv zur Berechnung der
inversen Kinematik des Roboters (vgl. Abb. 4.3 (e)). Die inverse Kinematik
ermöglicht die Bestimmung der Gelenkwinkel eines Roboters anhand einer
gegebenen Roboterpose, d. h. der Position und Orientierung des Flansches.
In RPI wird ein ausführbares Kommando als Realtime Primitives Net be-
zeichnet und ist als spezielles Fragment (root fragment) spezifiziert, das mit
einem offenen booleschen Ausgang das Ende der Kommandoausführung
anzeigt. Daneben darf dieses Fragment keine weiteren offenen Ein- bzw.
Ausgänge aufweisen. Die Ausführung erfolgt periodisch, d. h. in jedem Aus-
führungstakt wird der ganze Graph einmal ausgewertet. Da der Graph per
Definition immer azyklisch sein muss, können die Echtzeitprimitive topolo-
gisch sortiert und die Auswertung linearisiert werden, sodass es eine opti-
male sequentielle Ausführungsordnung der Echtzeitprimitive gibt [274].
Ein vereinfacht dargestelltes Beispiel für ein Realtime Primitives Net ist inBeispiel: Realtime
Primitives Net Abbildung 4.5 gegeben. Dabei wird ein Roboter entlang einer Trajektorie,
die im kartesischen Raum definiert ist, geführt. Das Kommando besteht
aus drei Fragmenten. Im ersten Fragment wird die Trajektorie schrittweise
als dreidimensionale Koordinate des Endeffektors berechnet und durch das
zweite Fragment in eine entsprechende Roboterpose transformiert. Schließ-
lich wird das Fragment aus Abbildung 4.4 zur kartesischen Steuerung des
Roboter verwendet. Der offene Ausgang zeigt die Terminierung des Kom-
mandos an, sobald die Trajektorie vollständig abgefahren wurde.
Ein Realtime Primitives Net kann, sofern alle notwendigen Echtzeitprimi-
tive vorhanden sind, von einer kompatiblen Robotersteuerung, einem RCC,
ausgeführt werden. Während der Ausführung hat jedes Realtime Primitives
Net einen eigenen Lebenszyklus [272]. Nachdem ein Realtime Primitives Net
an einen RCC übertragen wurde, wird das Kommando geladen. Falls die
benötigten Echtzeitprimitive vorhanden sind, werden diese für das Realtime
Primitive instantiiert und das Kommando wird zur Ausführung eingeplant.
Es kann gestartet werden, sobald die benötigten Aktuatoren erfolgreich al-
lokiert wurden. Das Realtime Primitives Net und alle darin enthaltenen Echt-
zeitprimitive werden zyklisch (d. h. in einem Takt von bis zu 1 kHz) immer
wieder ausgeführt.














Abbildung 4.5: Der Endeffektor des Roboters wird in diesem Realtime Primitives Net
entlang einer kartesischen Trajektorie geführt.
Für die Ausführung eines einzelnen Echtzeitprimitivs werden zuerst die
Eingänge gelesen, dann die internen Aktionen durchgeführt und abschlie-
ßend die Ausgänge geschrieben. Wenn die Ausführung terminiert, werden
die verwendeten Aktuatoren freigegeben und können in folgenden Kom-
mandos wieder verwendet werden. Die Terminierung wird, wie in Abbil-
dung 4.5 dargestellt, über einen speziellen Ausgang des Kommandofrag-
ments angezeigt. Zudem existiert ein spezielles Echtzeitprimitiv (Cancel),
das signalisiert, ob ein Kommando von Extern abgebrochen werden soll.
Ein Kommando muss darauf entsprechend reagieren, z. B. eine laufende Be-
wegung abbrechen und den Roboter definiert abbremsen.
In der Regel muss ein Realtime Primitives Net so definiert sein, das es in
sich abgeschlossen ist [274]. Das bedeutet, dass sich das System vor und
nach dessen Ausführung in einem stabilen und konsistenten Zustand befin-
det; ein Roboterarm darf zum Beispiel nicht mehr in Bewegung sein. Aller-
dings erlaubt RPI die instantane Übernahme von Kommandos [273]. Damit
kann zwischen zwei Takten von einem Kommando auf ein nachfolgendes
Kommando umgeschalten werden. Da das System beim Beenden des ers-
ten Kommandos noch nicht in einem stabilen Zustand sein muss, muss
das zweite Kommando das System in diesem Zustand übernehmen kön-
nen. Durch diesem Mechanismus können Bewegungen nahtlos über meh-
rere Kommandos verteilt werden, d. h. der Aktuator muss zwischen den
Bewegungen nicht anhalten.
Innerhalb des Projekts SoftRobot wurde eine Referenzimplementierung für Details zur
Implementierungeinen Robot Control Core in C/C++ umgesetzt. Dieser kann mit RPI spezifi-
zierte Kommandos laden und wie oben beschrieben unter harten Echtzeitbe-
dingungen ausführen. Er stellt die echtzeitkritische Ebene der Architektur
dar und ist dementsprechend performant und deterministisch auf einem
Echtzeitbetriebssystem [284] implementiert. Dazu basiert die Referenzim-
plementierung auf Komponenten des OROCOS Frameworks [50]. So wird
das Real-Time Toolkit (RTT) [201] als Abstraktionsschicht für ein konkretes
Echtzeitbetriebssystem verwendet. Aus der Kinematics and Dynamics Li-
brary (KDL) [202] werden Robotik-spezifische Datentypen und Algorithmen
verwendet. Aktuell läuft die Referenzimplementierung unter Xenomai [286],
einer echtzeitfähigen Erweiterung für Linux. Daneben kann der RCC für Test-
und Simulationszwecke auch unter Windows laufen.
Allerdings ist die Implementierung eines RCC nicht an OROCOS gebun-
den, sondern allgemein definiert als Ausführungsumgebung von echtzeit-
kritischen Aufgaben, die mit RPI spezifiziert sind. Darüber hinaus bestehen






















































Abbildung 4.6: Über ein Echtzeitgerätemodule wird zwischen dem eigentlichen Ge-
rät und einem Realtime Primitives Net kommuniziert.
keine Vorgaben bzgl. des Kommunikationsprotokolls und der vorhandenen
Realtime Primitives (vgl. Kap. 6). Um neue Aktuatoren, Sensoren bzw. Steue-
rungskonzepte zu integrieren, ist die Menge an verfügbaren Realtime Primiti-
ves erweiterbar. Standardmäßig stehen nur Echtzeitprimitive zur Verfügung,
die den Lebenszyklus eines Kommandos beeinflussen. Weitere Echtzeitpri-
mitive sind als Erweiterungen konzipiert (vgl. Kap. 6). Die Referenzimple-
mentierung, die im weiteren Verlauf gleichbedeutend als RCC bezeichnet
wird, ist ausführlich in [271] beschrieben.
Dessen interne Struktur ist schematisch in Abbildung 4.6 dargestellt. Dar-
in ist eine Laufzeitumgebung für Realtime Primitives Nets enthalten, die ei-
ne simultane Ausführung mehrerer Kommandos erlaubt [272]. Dazu wird
jedes Kommando in einem eigenen Echtzeitthread [284] ausgeführt. Vor-
aussetzung für parallel laufende Kommandos ist, dass disjunkte Mengen
von Aktuatoren gesteuert werden. Für die echtzeitfähige Kommunikation
mit Sensoren und Aktuatoren sieht die Referenzimplementierung spezielle
Module vor (vgl. Abb. 4.6), die als Realtime Device bezeichnet werden. Ein
solches Modul wird applikationsspezifisch konfiguriert und geladen und
ist für die Kommunikation mit dem eigentlichen Gerät bzw. dessen Steue-
rung zuständig. Diese Kommunikation kann z. B. über einen industriellen
Feldbus (z. B. EtherCAT [137], CAN [140]), Ethernet oder sogar USB erfolgen.
Das Kommunikationsprotokoll muss innerhalb des Moduls implementiert
werden und kann entweder standardisiert (z. B. CANopen [135]) oder pro-
prietär (z. B. FRI [240]) sein.
Ein Realtime Device kommuniziert über spezielle Realtime Primitives mit ei-
nem laufenden Kommando (vgl. Abb. 4.6). Die Werte eines Sensors werden
über ein entsprechendes Realtime Device Modul eingelesen und bei Bedarf an
ein oder mehrere Echtzeitprimitive weitergegeben. Die Sensorwerte können
dadurch in mehreren Realtime Primitives Nets verwendet und ggf. weiter-
verarbeitet werden. Auch Sensordaten von Aktuatoren (z. B. Positionswerte
von Encodern) können folglich in mehreren Kommandos gelesen werden.
Der steuernde Zugriff auf einen Aktuator ist nur von einem Kommando
gleichzeitig möglich und erfolgt ebenfalls über ein Echtzeitprimitiv auf das
entsprechende Realtime Device.

























































Abbildung 4.7: Das Robotics Application Framework besteht aus der Robotics API und
einem Adapter, der für die Kommunikation der Echtzeitrobotersteue-
rung zuständig ist. Intern sind beide in Komponenten unterteilt.
4.3.2 Robotics Application Framework
Oberhalb des echtzeitfähigen RCC ist in der SoftRobot-Architektur das Ro-
botics Application Framework angeordnet. Das Framework besteht insgesamt
aus zwei Bestandteilen, die beide in Abbildung 4.7 dargestellt sind. Für die
Anwendungsentwicklung ist die Robotics API der zentrale Bestandteil und Robotics API
stellt eine objektorientierte Programmierschnittstelle zur Verfügung. Diese
enthält Klassen zur Beschreibung von mechatronischen Geräten und de-
ren Operationen. Diese Operationen können über einen flexiblen Mechanis-
mus miteinander kombiniert werden [18]. Dadurch können mehrere Robo-
ter, Werkzeuge oder andere Geräte miteinander kombiniert werden. Durch
den RCC als Ausführungsumgebung dieser kombinierten Operationen ist
die Synchronisation der Geräte echtzeitfähig. Das bedeutet, dass zeitlich
exakt synchronisierte Operationen möglich sind, z. B. das Aktivieren eines
Werkzeugs auf einem bestimmten Punkt einer Roboterbahn. Darüber hinaus
können sogar gemeinsame, synchronisierte Bewegungen mehrerer Roboter
bzw. Aktuatoren mit der Robotics API umgesetzt werden. Für die Robotik
unterstützt die Robotics API eine Vielzahl unterschiedlicher Bewegungsar-
ten. Neben vorgeplanten Bewegungen können ebenfalls von Sensoren über-
wachte und geführte Bewegungen spezifiziert werden.
Neben der Robotics API ist ein spezieller Runtime Adapter notwendig, der Adapter für den RCC
die Robotics API mit der Echtzeitrobotersteuerung verbindet. Dieser Adapter
ist notwendig, da mit RPI nur die Semantik von echtzeitkritischen Aufgaben
und deren Lebenszyklus spezifiziert wird. Die Syntax zur Beschreibung die-
ser Aufgaben und das verwendete Kommunikationsprotokoll ist spezifisch
für eine Implementierung. Wie in Abbildung 4.7 dargestellt erfolgt die Kom-
munikation mit dem RCC ausschließlich über den Adapter. Die Menge der
verfügbaren Echtzeitprimitive ist in RPI ebenfalls nicht festgelegt, sondern
ist erweiterbar für zukünftige Geräte, Bewegungen und Operationen. Da-
her ist der Adapter dafür zuständig, die Operationen der Robotics API auf
Realtime Primitives, Fragments bzw. Realtime Primitives Nets zu übersetzen.
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Der Adapter entspricht dabei dem in [97] vorgestellten, gleichnamigen Ent-
wurfsmuster und entkoppelt die Robotics API von der konkreten Implemen-
tierung eines RCC. Durch diese Trennung können folglich unterschiedliche
Implementierungen einer RPI-kompatiblen Echtzeitsteuerung mit der Robo-
tics API verwendet werden. Im Rahmen von SoftRobot wurde ein Adapter
für die Referenzimplementierung des RCC entwickelt.
Abbildung 4.7 zeigt, dass sowohl die Robotics API als auch der dazugehö-
rige Runtime Adapter intern aus einer Menge von Paketen (engl.: packages) be-
stehen5. Dadurch sind die Robotics API und der Adapter ebenso flexibel und
erweiterbar wie der RCC mit seiner offenen Menge von Echtzeitprimitiven
(vgl. Kap. 6). Die zentralen Pakete der Robotics API und des Adapters sind in
Abbildung 4.7 dargestellt. Sie stellen das Grundgerüst dar, auf dem weitere
Pakete aufgebaut und implementiert werden. Dazu stellen sie Schnittstellen
und (abstrakte) Klassen bereit, die einerseits zur Programmierung verwen-
det werden können und von denen andererseits abgeleitet werden kann, um
neue Konzepte, Geräte oder Operationen zu implementieren.
Zentrales Element der Robotics API ist das Paket org.roboticsapi.core, dasAktuatoren in der
Robotics API das grundlegende objektorientierte Modell definiert. Das Modell basiert auf
der Betrachtungsweise, dass es auf der einen Seite steuerbare Geräte mit
einer Menge von Eigenschaften gibt und auf der anderen Seite Aktionen,
die von diesen Geräten ausgeführt werden können. Eine steuerbares Gerät,
das mit seiner Umgebung interagieren und diese so verändern kann, wird
durch die Klasse Actuator repräsentiert. Von der Klasse kann weiter ab-
geleitet werden, um konkrete Ausprägungen eines Aktuators zu definieren.
Damit können durch das objektorientierte Modell alle in der Robotersteue-
rung verfügbaren und dadurch steuerbaren Geräte repräsentiert werden.
Dazu zählen vor allem Roboter und Werkzeuge, aber auch Lineareinheiten
oder mobile Plattformen. Detailliert wird die Modellierung in Abschnitt 5.2
vorgestellt.
Für den Zugriff auf echtzeitfähige Datenwerte, insbesondere Sensordaten,Sensorwerte in der
Robotics API existiert die Klasse RealtimeValue. Sie repräsentiert eine typisierte Daten-
quelle, die in der echtzeitfähigen Robotersteuerung zur Verfügung steht. Bei
Datenquellen handelt es sich in der Regel um Sensorwerte, die sich über die
Zeit verändern. Ein Beispiel ist die aktuelle Winkelposition einer Roboter-
achse, die von Encodern gemessen wird und über die Robotersteuerung zur
Verfügung steht. Jedoch können damit auch andere Datenwerte abgebildet
werden. Beispiele sind Daten eines laufenden Kommandos, echtzeitfähige
Berechnungen oder auch konstante Werte. Durch Unterklassen stehen ent-
sprechende Typisierungen (boolesche Werte, Fließkommazahlen) und abge-
leitete RealtimeValues zur Verfügung, um Datenwerte, z. B. durch arithme-
tische Operationen, weiterzuverarbeiten. Weiterhin bieten RealtimeValues
die Möglichkeit, sich gemäß dem Observer-Pattern [97] über Änderungen
des Datenwerts informieren zu lassen.
In der objektorientierten Programmierung werden die Fähigkeiten eines
Objekts gewöhnlich durch seine Methoden repräsentiert. In der Robotics API
sind Fähigkeiten jedoch als eigene Objekte modelliert. Für die Spezifikation
einer solchen Fähigkeit sieht die Robotics API die Klasse Action vor. Spezia-
lisierungen dieser Klasse beschreiben durch ihren Typ eine spezielle Ope-
ration (z. B. eine bestimmte Bewegungsart) und kapseln alle Informationen,
die nötig sind, um eine solche Operation mithilfe eines Aktuators auszufüh-
ren (z. B. den Start- und Zielpunkt sowie die max. Bahngeschwindigkeit).
Als Spezifikation einer Fähigkeit ist eine Action nicht ausführbar.
5 In Kapitel 6 wird daraus eine Aufteilung in einzelne Komponenten bzw. Bundles abgeleitet.
































Abbildung 4.8: Die Klasse Command repräsentiert eine Operation, die auf einer
Echtzeitrobotersteuerung ausgeführt werden kann.
Erst die Klasse Command repräsentiert eine ausführbare Einheit (vgl. Kommandos in der
Robotics APIAbb. 4.8). Ein Command ist definiert als eine Operation für einen oder
mehrere Aktuatoren, die vollständig an einen RCC übertragen und dort ato-
mar unter Echtzeitbedingungen ausgeführt wird. Die Klasse kapselt analog
zu dem Command Pattern (vgl. [97]) eine ausführbare Operation als eigenes
Objekt. Dies hat den Vorteil, dass erstens die Menge an verfügbaren Ope-
rationen eines Aktuator beliebig erweiterbar ist und zweitens das einzelne
Fähigkeiten zu größeren und komplexeren Fähigkeiten zusammengefasst
werden können. Ein RuntimeCommand ist ein elementares Command, das
für genau einen Actuator über eine Action definiert ist. Folglich wird
dadurch eine Action an ein konkretes Gerät, d. h. einen Actuator, gebun-
den. Während ein RuntimeCommand die elementare Form eines Komman-
dos darstellt, können in einem TransactionCommand mehrere Komman-
dos miteinander zu einer atomar ausgeführten Einheit verknüpft werden.
Dementsprechend besteht ein TransactionCommand aus mehreren inne-
ren Commands und ist selbst ebenfalls ein Command. Alle inneren Kom-
mandos werden gemeinsam an einen RCC übertragen und dort auf Basis von
zuvor spezifizierten Bedingungen gestartet und gestoppt.
Wie in Abbildung 4.8 dargestellt, erfolgt die Verknüpfung der inneren
Commands durch Ereignisse. Dazu sind States notwendig, die spezifisch
für ein Kommando definiert werden und während der Ausführung aktiv
werden können [18]. Jeder Aktuator und jedes Command hat eine feste Men-
ge an States (z. B. ob ein Kommando bereits terminiert ist). Zusätzlich kön-
nen für jede Action und für jeden RealtimeValue spezifische States defi-
niert werden, die im Kontext der aktuellen Operation von Bedeutung sind
(z. B. ob ein bestimmter Bahnpunkt erreicht wurde). Das Aktivieren bzw.
Deaktivieren eines States stellt ein Ereignis dar, auf den ein EventHand-
ler registriert werden kann und der einen entsprechenden EventEffect
auslösen kann. Typische Effekte sind bspw. das Starten oder Stoppen eines
Kommandos. Die Auswertung der States und das Auslösen eines Effekts
wird mithilfe der Robotics API spezifiziert, jedoch während der Ausführung
eines Kommandos auf dem RCC ausgewertet.
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Basierend auf dem oben vorgestellten Konzept der Commands führt das
Paket org.roboticsapi.activity ein zusätzliches Modell für Operationen mit ei-
ner speziellen Ausführungssemantik ein (vgl. [10]). Diese neuen Operatio-
nen werden Activity genannt. Der Fokus liegt dabei sehr stark auf einer
einfachen Benutzbarkeit für Applikationsentwickler. Während eine Action
vollständig spezifiziert sein muss, versucht eine Activity einen Teil der not-
wendigen Informationen aus Meta-Daten der vorherigen Activities zu ex-
trahieren; zum Beispiel den Startpunkt einer Bewegung, der gleichzeitig
Endpunkt der vorherigen Bewegung ist. Da sich eine Activity weiterhin
auf ein Command abstützt, wird dies ausschließlich durch das Hinzufügen
von expliziten Meta-Informationen zu einem Command und einem spezi-
ellen Ausführungsplaner (engl.: scheduler) erreicht. Auf das Konzept wird
nochmals in Abschnitt 5.2 eingegangen.
Um Objekte der physischen Welt und deren geometrische Beziehungen zu
modellieren, führt das Paket org.roboticsapi.world die entsprechenden Kon-
zepte und Klassen ein. Dabei werden kartesische Koordinatensysteme ver-
wendet, um die Translationen und Rotationen von Objekten und Punkten
zueinander und allgemein im Raum zu beschreiben. Dementsprechend ent-
hält dieses Paket der Robotics API Klassen, um die mathematischen Beschrei-
bungen für Translationen und Rotationen zu repräsentieren. Diese Klassen
werden zusammen mit den mathematischen Grundlagen in Abschnitt 5.3
erklärt. Daneben werden über das Paket org.roboticsapi.world Klassen einge-
führt, um die physischen Eigenschaften von Geräten und den Elementen der
Arbeitsumgebung zu modellieren. Dadurch ist es möglich, real vorhandene
Bestandteile der Arbeitsumgebung (z. B. Werkstücke) explizit als Software-
objekte darzustellen und die, für die Aufgabe wichtigen Informationen zu
modellieren (vgl. Kap. 5).
Die drei bisher vorgestellten Pakete bilden das Herzstück der Robotics API.
Darauf aufbauend können neue Klassen entwickelt und in die Robotics API
integriert werden (vgl. Kap. 6). Analog zur Robotics API besteht auch der
Runtime Adapter aus einer Vielzahl von Paketen. Diese teilen sich einerseits
in RPI-spezifische und andererseits in RCC-spezifische Pakete auf. Während
die RPI-spezifischen Pakete von mehreren Adaptern wiederverwendet wer-
den können, sind die RCC-spezifischen Pakete auf eine konkrete Implemen-
tierung zugeschnitten und können nicht oder nur sehr eingeschränkt wie-
derverwendet werden.
Das in Abbildung 4.7 als org.roboticsapi.rpi.* dargestellte Paket ist in dreiÜbersetzung
nach RPI einzelne Pakete unterteilt, die folgenden Inhalt haben:
• Im Paket org.roboticsapi.rpi.common sind Klassen definiert, um die Kon-
zepte von RPI im Robotics Application Framework verfügbar zu machen.
Dazu existiert u. a. ein objektorientiertes Modell für Realtime Primitives,
Fragments und Realtime Primitives Nets.
• Darauf aufbauend sind im Paket org.roboticsapi.rpi.core konkrete Typen
von Realtime Primitives definiert. Diese Definitionen stellen eine sehr
generische Menge von Echtzeitprimitiven dar, die ein RCC anbieten
sollte. Darunter fallen bspw. die in Abb. 4.3 (a) bis Abb. 4.3 (c) darge-
stellten Echtzeitprimitive. Instanzen davon können als Proxy [97] für
die Echtzeitprimitive eines RCC gesehen werden.
• Im Paket org.roboticsapi.rpi.world sind ebenfalls konkrete Typen von
Realtime Primitives definiert, welche die mathematischen Berechnun-
gen der notwendigen geometrischen Konzepte abbilden. Darunter fällt
bspw. das in Abb. 4.3 (d) dargestellte Echtzeitprimitiv.










































































Abbildung 4.9: Die Programmierkonzepte der Robotics API werden in Fragmente
übersetzt und zu Realtime Primitives Nets kombiniert, die auf der Echt-
zeitrobotersteuerung ausgeführt werden können.
Das objektorientierte Modell eines Realtime Primitives ist immer nur ein Stell-
vertreter für dessen Implementierung auf einem RCC. Jedoch existieren da-
durch auf objektorientierter Ebene syntaktische Regeln um Echtzeitprimi-
tive über Links miteinander zu verbinden und zu Fragmenten zu kombi-
nieren. Ebenfalls vereinfacht dieses Modell die Serialisierung eines Realti-
me Primitives Nets für die Kommunikation mit einem RCC. Die Klassen aus
org.roboticsapi.rpi.common können zudem verwendet werden, um eigene Er-
weiterungen für den Runtime Adapter zu entwickeln. Im Besonderen, falls
diese Erweiterungen neue Echtzeitprimitive erfordern, kann ein objektori-
entiertes Modell dieser Echtzeitprimitive abgeleitet werden.
Das in Abbildung 4.7 als org.roboticsapi.runtime.rpi.* dargestellte Paket ist
ebenfalls in drei einzelne Pakete unterteilt. Während die bereits vorgestell-
ten Pakete mit den verfügbaren Echtzeitprimitiven die statischen Aspekte
von RPI, beinhalten, enthalten die org.roboticsapi.runtime.rpi.* Pakete den dy-
namischen Aspekt. Sie bieten Funktionalität an, die zur Laufzeit aus Kon-
zepten der Robotics API ein Fragment bzw. ein Realtime Primitives Net erzeu-
gen. Man spricht in diesem Zusammenhang von einem Mapper [235].
Durch Mapper können Actions, RealtimeValues und Actuators in Frag-
ments übersetzt werden. Für die Verknüpfung von Kommandos können
Mapper zudem States und EventEffects in ein Fragment transformieren.
Schließlich werden auch Commands über Mapper in ein Fragment bzw. Real-
time Primitives Net übersetzt. Schematisch ist dies in Abbildung 4.9 an einem
einfachen Beispiel dargestellt. Das RuntimeCommand, bestehend aus einer
Action und einem Actuator, wird in ein Realtime Primitives Net transfor-
miert. Dabei wird jeder Bestandteil einzeln über einen eigenen Mapper über-
setzt. Ausführlich wird dieser Vorgang in [235] beschrieben.
Die beiden weiteren org.roboticsapi.runtime.rpi.* Pakete stellen bereits ferti-
ge Mapper und Fragmente zur Verfügung:
• In org.roboticsapi.runtime.rpi.core sind Mapper und Fragmente definiert,
um die Konzept aus dem Paket org.roboticsapi.core auf Echtzeitprimiti-
ve des Pakets org.roboticsapi.rpi.core zu übersetzen.
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• In org.roboticsapi.runtime.rpi.world sind ebenfalls Mapper und Fragmen-
te definiert, um die Konzept aus org.roboticsapi.world auf Echtzeitprimi-
tive aus org.roboticsapi.rpi.world zu übersetzen.
Durch das Konzept der Mapper können neue Aktionen, Sensoren und Ak-
tuatoren der Robotics API flexibel und erweiterbar für eine Echtzeitroboter-
steuerung umgesetzt werden.
Die bisher vorgestellten Komponenten des Runtime Adapters waren noch
unabhängig von einer konkreten Implementierung und haben ausschließ-
lich Konzepte von RPI in das Robotics Application Framework eingeführt. Da-
gegen ist im Paket org.roboticsapi.runtime.softrobot die Kommunikation mit
der Referenzimplementierung des Robot Control Cores implementiert. So-
mit stellt dieses Paket den eigentlichen Adapter zu dem Robot Control Core
dar. Zudem sind dort einige Schnittstellen definiert und Funktionen imple-
mentiert, die ein Laden und Konfigurieren von Realtime Devices ermöglichen.
Dies wird ausführlich in Kapitel 6 behandelt.
4.4 verwandte arbeiten
Die vorgestellte Softwarearchitektur unterstützt die echtzeitfähige Ausfüh-
rung von Steuerungsoperation. Allerdings wird über eine objektorientierte
Programmierschnittstelle von der eigentlichen Echtzeitprogrammierung ab-
strahiert. Ähnlich versuchen auch Roboterprogrammiersprachen (vgl. Ab-
schn. 3.2) die echtzeitfähige Interpolation von Bewegungen vor dem Bedie-
ner zu verstecken. Dazu stehen auf den Robotersteuerungen spezielle Com-
piler und Interpreter zur Verfügung. Diese kompilieren im Hintergrund ein
Roboterprogramm und interpretieren es echtzeitfähig auf der Robotersteue-
rungen (vgl. Abschn. 3.1). Jedoch bieten die Sprachen nur einen begrenzten
Funktionsumfang, der sich in der Regel auf die Steuerung eines Roboters
beschränkt. Die Einschränkungen aktueller Roboterprogrammiersprachen
wurden bereits in Abschnitt 3.4 beschrieben.
Eine der ersten und einflussreichsten Architekturen für Robotersysteme
wurde in den 1980er Jahren von Brooks [47] als subsumption architecture vor-
geschlagen. Die Architektur besteht aus verschiedenen Ebenen, die aufein-
ander aufbauen und über endliche Zustandsmaschinen miteinander kom-
munizieren. Jede Zustandsmaschine repräsentiert ein Behaviour bzw. Ver-
halten des Roboters. Da mehrere Behaviours gleichzeitig aktiv sein können,
kennt die Architektur einen Mechanismus, um einfaches Verhalten durch
intelligentere bzw. höhere Verhaltensweisen außer Kraft zu setzen. Durch
miteinander interagierende Ebenen von unterschiedlichen Verhaltensweisen
können schrittweise komplexe Robotersysteme entwickelt werden.
Eine der ersten dreischichtigen Roboterarchitekturen, die nach der An-
zahl der Schichten als 3T architectures [40] bezeichnet werden, wurde von
Firby [89] vorgestellt. Sie verbindet zum ersten Mal planerische und reak-
tive Aspekte in einer Roboterarchitektur. Jedoch wurde mit den Reactive
Action Packages (RAP) nur die mittlere Schicht umgesetzt. Zeitgleich und
unabhängig von Firby haben Bonasso et al. [39] ebenfalls eine dreischichti-
ge Roboterarchitektur entwickelt. Auf der untersten Ebene werden reaktive
Roboterfähigkeiten (engl.: skills) mit synchronen Schaltungen beschrieben.
Die mittlere Schicht ermöglicht eine bedingte Ablauflogik, indem Roboter-
fähigkeit aktiviert und deaktiviert werden, um eine Roboteraufgabe zu er-
füllen. Eine Variante der mittleren Schicht wurde von Simmons und Apfel-
baum [246] mit hierarchischen Task Trees vorgestellt. Die oberste Schicht ist
für die (autonome) Planung von Aufgaben zuständig.
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Weitere Vertreter dreischichtiger Roboterarchitekturen sind LAAS [5] und
ATLANTIS [98]. Eine Erweiterung für mehrere Roboter wurde von Simmons
et al. in [247] vorgestellt. Die in SoftRobot entstandene Architektur weist eine
Ähnlichkeiten mit den beiden unteren Schichten der 3T-Architekturen [40]
auf. Eine Activity kann eine reaktive Roboterfähigkeit repräsentieren, die
auf dem RCC unter harten Echtzeitanforderungen ausgeführt wird. Mithil-
fe der Robotics API in der darüber gelagerten Schicht kann der Arbeitsab-
lauf des Robotersystems spezifiziert werden. Die selbstständige Planung
von Aufgaben wurde in SoftRobot nicht betrachtet, kann aber mit der Ar-
chitektur umgesetzt werden.
Neben den oben vorgestellten dreischichtigen Roboterarchitekturen wur-
den auch Architekturen mit nur zwei Schichten entwickelt. Ein bekannter
Vertreter dieser Architekturen ist die Coupled Layered Architecture for Ro-
bot Autonomy (CLARAty) [275], die von der NASA entwickelt wurde. Die Ar-
chitektur, die vorwiegend für Weltraumrover gedacht ist, besteht aus einem
Functional Layer und einem Decision Layer. Die funktionale Schicht besteht
aus einer objektorientierten Hierarchie, die eine immer abstraktere Steue-
rung des Roboters ermöglicht (z. B. von einer einfachen Motorsteuerung
über eine Fahrzeugsteuerung hin zur sensorbasierten Navigation des Ro-
vers). Der Decision Layer ist sowohl für die Planung als auch die Ausfüh-
rung von Aufgaben zuständig. Eine mögliche Instanz des Decision Layers in
CLARAty ist CLEaR [83], das eine kontinuierliche Ausführung von Aufgaben
ermöglicht. Obwohl CLARAty sehr interessante Aspekte aufweist, die für die
industrielle Robotik interessant sind, liegt der Fokus doch auf autonomen
Landefahrzeugen.
Eine weitere zweischichtige Architektur ist die Cooperative Intelligent
Real-time Control Architecture (CIRCA) [186]. Dabei liegt der Fokus darauf,
ein zuverlässiges Roboterverhalten zu garantieren. Die Architektur besteht
aus einem Real-Time Subsystem (RTS) und einem Artificial Intelligence Sub-
system (AIS), die beide unabhängig voneinander sind. Die Aufgabe des AIS
ist es, ausführbare Pläne für Roboteraufgaben zu erstellen, die bereits mög-
liche Fehler oder Sicherheitsrisiken zu berücksichtigen. Diese Pläne können
anschließend vom RTS mit garantierten Reaktionszeiten ausgeführt werden.
Falls ein Plan aufgrund einer geänderten Umgebung nicht mehr ausgeführt
werden kann, kann das AIS den Plan dynamisch adaptieren.
Bei ORCCAD [43] handelt es sich ebenso um eine zweischichtigen Robo-
terarchitektur, die Echtzeit-kritische Roboteraufgaben ermöglicht. Während
sich auf der unteren Schicht kontinuierliche Regelkreise beschreiben lassen,
werden auf der darüber liegenden Schicht Ereignis-gesteuerte, diskrete Ak-
tionen verwendet. Dazu unterscheidet ORCCAD zwischen Robot Tasks, die
einfaches Roboterverhalten als Regler abbilden, und Robot Procedures, mit
denen sich komplexes Roboterverhalten implementieren lässt. Eine Robot
Procedure wird in der Programmiersprache MAESTRO [61] beschrieben und
besteht dabei aus einer Menge von Robot Tasks. Für die Ausführung werden
sowohl die Robot Tasks als auch die Robot Procedures in die synchrone Da-
tenflusssprache ESTEREL [30] übersetzt. Durch formale Verifikation können
Aussagen, die Sicherheit und Lebendigkeit von Robotersystemen betreffend,
gezeigt werden [82]. Die Verwendung einer synchronen Datenflusssprache
weist Parallelen auf. Allerdings ist das Robotics Application Framework durch
die dynamische Verknüpfung und Übersetzung von Kommandos flexibler
und erlaubt zudem eine Programmierung in einer universellen Program-
miersprache im Vergleich zu ORCCAD.
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In den letzten Jahren hat sich ein starker Trend zur komponentenbasier-
ten Softwareentwicklung für experimentelle Robotersysteme herausgebildet
(vgl. [48]). Dabei werden Robotersysteme aus einer Menge wiederverwend-
barer Komponenten zusammengesetzt (vgl. Abschn. 2.1). Die Kommunika-
tion erfolgt über Schnittstellen oder den Austausch von Nachrichten. Im
Gegensatz zu den oben beschriebenen Architekturen entsteht dadurch kei-
ne Unterteilung des Robotersystems in unterschiedliche Schichten mit klar
definierten Zuständigkeiten. Vielmehr entscheidet eine geeignete Wahl der
Komponenten bezüglich Funktionalität und Granularität über die Güte der
Architektur [49]. Um Zuständigkeiten besser zu trennen, schlagen Rade-
stock und Eisenbach [224] für verteilte Systeme eine Aufteilung (Separati-
on of Concerns) der Komponenten anhand von vier Aspekten – Coordination,
Computation, Configuration und Communication – vor. Diese Aufteilung wird
auch im Umfeld der Robotik stark propagiert (vgl. [220, 264]).
Im Zuge dieser Entwicklung hat sich eine Vielzahl komponentenbasierter
Frameworks herausgebildet. Dabei liegt der Fokus dieser Frameworks sehr
stark auf der mobilen bzw. autonomen Robotik [48]. Bekannte Beispiele für
komponentenbasierte Frameworks sind Player [60, 102], ORCA [46, 171],
MARIE [62], MIRO [261]. Durch den Fokus auf die mobile Robotik sind die
Anforderungen für harte Echtzeit gering und dementsprechend bei diesen
Frameworks nicht komponentenübergreifend gegeben [27]. Aktuell wird
das Robot Operating System (ROS) [223] für eine Vielzahl an Anwendungen
und Experimenten verwendet, da es als Open-Source-Software und durch
eine wachsende Zahl an frei verfügbaren Komponenten und Algorithmen
sehr beliebt ist. Zudem wird ROS im Moment durch das Konsortium ROS-
Industrial [230] stärker für industrielle Anwendungen erschlossen. Jedoch
müssen Echtzeitanforderungen innerhalb einer Komponente erfüllt werden,
was eine komponentenübergreifende Synchronisation verhindert [251].
Ein weiteres Framework ist OpenRTM-aist [8, 9], welches die von der
OMG standardisierte Spezifikation [198] für Robotics Technology Middlewa-
re (RTM) implementiert. Durch die Wahl eines geeigneten Ausführungskon-
textes können Komponenten unter Echtzeitbedingungen verwendet werden.
Für die Programmierung des humanoiden Roboters Justin [209] hat das
Deutsche Zentrum für Luft- und Raumfahrt (DLR) mit aRD ein eigenes echt-
zeitfähiges Framework entwickelt [27, 117]. Der als aRDx [111] bezeichnete
Nachfolger ist darauf optimiert, große Datenmengen (z. B. für Bildverarbei-
tung) performant zwischen Komponenten zu übertragen. Ebenfalls für hu-
manoide Roboter ist YARP [179] konzipiert, das ebenfalls Echtzeitanforderun-
gen erfüllen kann. Eine Programmierschnittstelle für die Programmierung
von Manipulatoren und deren Endeffektoren ist nicht Fokus dieser Frame-
works. Allerdings könnten diese Frameworks für die Implementierung eines
Robot Control Cores genützt werden.
Mit MiRPA [86] wurde an der TU Braunschweig eine echtzeitfähige Middle-
ware entwickelt, die unter dem Echtzeitbetriebssystem QNX implementiert
wurde. Als zentrales Element der Kommunikationsarchitektur stellt ein Ob-
ject Server Dienste zum Nachrichtenaustausch (z. B. über TCP/IP) oder für
einen kontrollierten Zugriff auf geteilte Speicherbereiche bereit. Das Pro-
grammiermodell basiert ebenfalls auf kommunizierenden, verteilten Kom-
ponenten, die als eigene Prozesse realisiert sind. Zur Implementierung der
Kommunikation zwischen Prozessen kann auf eine spezielle API zurückge-
griffen werden. Aufbauend auf MiRPA wurden verschiedene Programmier-
konzepte für Industrieroboter entwickelt (vgl. [87, 88, 258]), die jedoch als
Programmierschnittstelle nicht so universell sind wie die Robotics API.
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Das Open RObot COntrol Software (OROCOS) Projekt [50] stellt ein be-
kanntes und verbreitetes komponentenbasiertes Framework für die Robotik
bereit. Es besteht aus mehreren Open-Source-Bibliotheken, die verschiede-
ne Aspekte der Robotik abdecken (vgl. [203]). Dazu gehört das Real-Time
Toolkit (RTT), das die Entwicklung echtzeitfähiger Komponenten ermöglicht.
Dazu bietet es eine Abstraktionsschicht für das darunterliegende Betriebs-
system. Basierend auf OROCOS wurden ebenfalls verschiedene Programmier-
konzepte entwickelt (vgl. [250]). OROCOS wird für die Referenzimplementie-
rung des RCC verwendet (vgl. Abschn. 4.3.1).
Um komponentenbasierte Software für Roboter zu entwickeln, werden
für die Anwendung üblicherweise spezifische Komponenten implementiert
und mit vorhandenen Komponenten kombiniert. So entsteht eine Kompo-
sition, um eine spezifische Aufgabe mit dem Roboter umzusetzen. Damit
der komplexe Arbeitsablauf einer industriellen Applikation realisiert wer-
den kann, sind mehrere Komponeten zur Konfiguration und Koordination
notwendig [220]. Dabei werden in Koordinationskomponenten oft endliche
Zustandsautomaten (vgl. rFSM [146] oder ROS smach [231]) oder domä-
nenspezifische Sprachen (vgl. Orocos RTT-Lua [147]) verwendet. Goldhoorn
und Joyeux [104] verwenden einen speziellen Component Manager, um die
Komposition der Komponenten zur Laufzeit zu adaptieren.
Während die komponentenbasierte Softwareentwicklung für bestimmte
Klassen von Robotersystemen (z. B. von autonomen Robotern) geeignet sind,
ist die Robotics API als objektorientierte Programmierschnittstelle konzipiert,
um komplexe und echtzeitkritische Abläufen einer industriellen Applika-
tion zu beschreiben [18]. Daher liegt der Fokus der in dieser Arbeit prä-
sentierten Architektur auf einer flexiblen und erweiterbaren Programmier-
schnittstelle für die Anforderungen der industriellen Robotik. Größere Au-
tomatisierungssysteme oder Roboterzellen können jedoch auch aus einzel-
nen Komponenten zusammengesetzt werden, um so eine höhere Wieder-
verwendbarkeit und Änderbarkeit zu erreichen. Dazu wurde im Rahmen
dieser Dissertation ein Konzept serviceorientierter Roboterzellen erarbeitet.
Dies wird im dritten Teil dieser Arbeit anhand einer Fallstudie vorgestellt.
4.5 zusammenfassung
Zusammenfassend ist festzuhalten, dass mit der gewählten Architektur die
Anforderungen (vgl. Abschn. 4.2) erreicht wurden. Angerer [10] beschreibt
sehr ausführlich, wie die funktionalen Anforderungen mit der Robotics API
umgesetzt wurden. So fordert bspw. die funktionale Anforderung FR–8,
dass eine bewegungsabhängige Synchronisierung von Kommandos möglich
sein muss. Der zu beobachtende Zustand der Bewegung kann durch einen
State diskretisiert werden. Das Eintreten dieses States ist ein Ereignis und
kann über einen EventEffect das Starten oder Stoppen eines oder mehrerer
Kommandos auslösen (vgl. Abschn. 4.3.2).
Die identifizierten Echtzeitmuster (vgl. Abschn. 4.2) finden sich ebenso in
der Architektur wieder. Konkret bedeutet dies, dass sich flexibel Steuerungs-
operationen definieren lassen, die jedes der vier Echtzeitmuster abdecken:
1. Das MOTION-Pattern besagt, dass geplante Bewegungen präzise und
reproduzierbar ausgeführt werden. Dies wird durch die Ausführung
in einer echtzeitfähigen Umgebung, dem Robot Control Core, sicherge-
stellt. Durch den flexiblen Aufbau von Realtime Primitives Nets können
Bewegungen frei definiert werden. Dieses Muster findet sich in den
funktionalen Anforderungen FR–1 bis FR–5 wieder.
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2. Das SENSOR-Pattern besagt, dass der Roboter durch einen oder meh-
rere Sensoren geführt wird. Durch die Integration der Sensoren in
die Robotersteuerung ist ein echtzeitfähiger Zugriff auf die Sensorwer-
te möglich. Die Sensorwerte können nachbearbeitet und mit anderen
Datenwerten verrechnet werden, um daraus Bewegungsvorgaben für
einen oder mehrere Roboter zu generieren. Dieses Muster findet sich
in den funktionalen Anforderungen FR–10 bis FR–14 wieder.
3. Das SYNC-Pattern besagt, dass räumliche Synchronisationsbeziehun-
gen beschrieben werden, die während der Ausführung von Bewegun-
gen aufrechterhalten werden. Auch hier ermöglicht der flexible Auf-
bau von Realtime Primitives Nets die Definition beliebiger Synchroni-
sationsbeziehungen, die während der Ausführung geprüft und auf-
rechterhalten werden. Dieses Muster findet sich in den funktionalen
Anforderungen FR–6 und FR–9 wieder.
4. Das EVENT-Pattern besagt, dass Ereignisse spezifiziert werden, deren
Eintreten während der Ausführung Reaktionen auslösen können. Die-
se Ereignisse können in der Robotics API beschrieben und in ein Frag-
ment übersetzt werden. Ähnlich generisch können auch Reaktionen
auf Ereignisse beschrieben werden. Dieses Muster findet sich in den
funktionalen Anforderungen FR–6 bis FR–8 und FR–12 wieder.
Dadurch, dass die Echtzeitmuster vollständig in der Architektur abgebildet
werden, können die bestehenden Technologiepakete adäquat mit der neuen
Architektur umgesetzt werden.
Das Robotics Application Framework ermöglicht die einfache Realisierung
traditioneller Roboteranwendungen (vgl. FR–1 bis FR-5). Statt einer proprie-
tären Roboterprogrammiersprachen kann dazu mit Java eine universelle, ob-
jektorientierte Sprache verwendet werden, die weit verbreitet ist und für ein
breites Spektrum an Frameworks und Bibliotheken existiert. Auch koopera-
tive Anwendungen (vgl. FR–6 bis FR-9) und eine stärkere Integration von
Sensoren (vgl. FR–10 bis FR-14) werden durch das Robotics Application Frame-
work möglich [18]. Zudem ist durch Java bzw. C/C++ der Fokus viel stärker
auf der Verwendung von Standardsoftware, die auf PC-basierter Compu-
terhardware läuft. Damit wird die Architektur den wichtigsten Zielen des
SoftRobot-Projekts gerecht (vgl. Abschn. 4.1).
Die Erweiterbarkeit der Programmierschnittstelle bzw. der ganzen Soft-
warearchitektur war eine weitere, zentrale Forderung bei der Definition der
Ziele von SoftRobot und wurde auf allen Ebenen berücksichtigt. Die Modula-
risierung der Architektur (vgl. Kap. 6) über alle Ebenen hinweg ist einer der
wichtigsten Beiträge dieser Arbeit und ermöglicht eine flexible Plattform
zur Entwicklung von Roboter- bzw. Automatisierungsanwendungen (vgl.
Kap. 7). Neben der Erweiterbarkeit war Wiederverwendung ein zentrales
Ziel der Architektur. Dies wird deutlich bei der Umsetzung und Modulari-
sierung des Robotics Application Frameworks in Kapitel 6 und ist dort anhand
einiger Beispiele illustriert. Daneben beschäftigt sich diese Arbeit auch da-
mit, inwiefern Roboterprogramme generisch gestaltet werden können, um
dort ebenfalls eine hohe Wiederverwendung zu erreichen. Grundlage dafür
ist die objektorientierte Modellierung von Roboterzellen, die in Kapitel 5
vorgestellt wird. Sie ermöglicht es, dass wiederverwendbare Strategien und
Fähigkeiten implementiert werden können (vgl. Kap. 10), durch die eine
serviceorientierte Roboterzelle (vgl. Kap. 9) nach dem Baukastenprinzip zu-
sammengesetzt werden kann.
5E L E M E N T E E I N E R R O B O T E R Z E L L E
In Kapitel 4 wurde die entwickelte Softwarearchitektur vorgestellt. Zentra-
ler Bestandteil ist die objektorientierte Robotics API, die als Programmier-
schnittstelle die Möglichkeit bietet, alle wichtigen Bestandteile einer Robo-
terzelle zu modellieren. Das umfasst die in der Roboterzelle vorhandenen
Roboterarme und Werkzeuge, die Bauteile der Fertigungsprozesse, sowie
die relevanten geometrischen Informationen wie z. B. Koordinatensysteme.
Eine objektorientierte Beschreibung der Zelle ist die Voraussetzung für die
serviceorientierte Implementierung einer Roboterzelle (vgl. Kap. 7). Die Ob-
jekte bilden die Eingabeparameter der Services und sind die Voraussetzung
dafür, dass Services auf Basis des aktuellen Zellenzustands planen und ent-
scheiden können (vgl. Kap. 9 und 10).
Die wichtigsten Konzepte zur Modellierung einer Roboterzelle werden
in diesen Kapitel mithilfe der Unified Modeling Language (UML) [197] be-
schrieben. Dazu werden diese Konzepte als Klassen definiert und ihre Be-
ziehungen zu anderen Konzepten in Form von Generalisierungen und Asso-
ziationen erklärt. Um die Konzepte in Software abzubilden, existieren in der
Robotics API Schnittstellen und (abstrakte) Klassen, die entweder direkt ver-
wendet werden können oder von denen abgeleitet werden kann, um eigene
Klassen zu realisieren. Daher folgen am Ende jedes Abschnitts Details, wie
die jeweiligen Konzepte in der Robotics API implementiert wurden. Hier
wird insbesondere zwischen Schnittstellen und (abstrakten) Implementie-
rungen unterschieden. Durch entsprechende Stereotypen sind implementie-
rungsnahe Modelle zu erkennen.
Einige der hier beschriebenen Konzepte wurden zum ersten Mal in [19]
vorgestellt und in [120] detailliert. Das objektorientierte Modell der Robo-
tics API wurde auch intensiv in der Dissertation von Andreas Angerer [10]
behandelt1. Sein Fokus liegt jedoch sehr stark auf der funktionalen Model-
lierung von Geräten und Aktuatoren. Daher wird dort das Ausführungsmo-
dell von Kommandos und Aktivitäten ausführlich beschrieben. Insbesonde-
re die Kombination elementarer Aktionen zu komplexen Kommandos steht
im Mittelpunkt. Bis auf eine Beschreibung geometrischer Konzepte wird bei
Angerer [10] eine physische Modellierung von Bauteilen, mechatronischen
Geräten oder ganzen Roboterzellen nicht gegeben.
5.1 allgemeine konzepte
Abbildung 5.1 zeigt ein Klassendiagramm mit den wichtigsten Klassen zur
Modellierung einer Roboterzelle. Ein zentrales Konzept stellt dabei die Klas-
se Entity dar. Es wird von allen in der Roboterzelle vorkommenden Kon-
zepten weiter spezialisiert und ist wie folgt definiert:
Definition 5.1. Eine Entity (Entität) beschreibt ein materielles oder imma-
terielles Element, das in der zu betrachtenden Umgebung (im Speziellen in
einer Roboterzelle) existiert. Eine Entität ist eindeutig identifizierbar.
1 Aufgrund des gemeinsamen Ursprungs der beiden Dissertationen im Forschungsprojekt Soft-
Robot gibt es vereinzelt Überschneidungen. Insbesondere bei Definitionen, die gleich oder sehr
ähnlich sind, wird auf Angerer [10] verwiesen.
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-properties : Property [0..*]
+getParent() : ComposedEntity
+setParent( parent : ComposedEntity )














+getChildren() : Entity [*]
+addChild( child : Entity )

















Abbildung 5.1: Eine Entity bildet die grundlegende Klasse zur Modellierung der
einzelnen Elemente einer Roboterzelle. Daher leiten sich von ihr wei-
tere Spezialisierungen ab.
Folglich kann ein Objekt der Klasse Entity entweder einen konkreten Ge-
genstand der Roboterzelle (z. B. einen Roboter oder ein Werkstück) oder ein
abstraktes Konzept (z. B. einen Punkt oder ein Koordinatensystem) reprä-
sentieren. Damit ist eine Entität die grundlegende Klasse zur Modellierung
von Roboterzellen in der Robotics API. Außerdem besitzt eine Entität eine
Menge an generischen Eigenschaften, die variabel und applikationsspezi-
fisch gesetzt werden können.
Entitäten können wiederum Bestandteil einer übergeordneten Entität sein.
Dazu hat die Klasse Entity eine Assoziation, die auf eine übergeordnete En-
tität, den optionalen parent, verweist. Diese übergeordnete Entität ist dabei
immer eine Instanz der Klasse ComposedEntity, die wie folgt definiert ist:
Definition 5.2. Eine ComposedEntity (zusammengesetzte Entität) ist eine
Spezialisierung einer Entity, die sich aus einer Menge von anderen (unter-
geordneten) Entitäten zusammensetzt.
Eine ComposedEntity stellt damit eine Komposition [197] von Entitäten
dar, die als children bezeichnet sind. Eine Entität kann immer nur Teil von
maximal einer zusammengesetzten Entität sein. Allerdings muss nicht jede
Entität Teil einer anderen sein, sondern kann unabhängig existieren. Ist eine
Entität jedoch Bestandteil einer zusammengesetzten Entität, so besteht eine
Existenzabhängigkeit, d. h. die zusammengesetzte Entität bestimmt den Le-
benszyklus ihrer Bestandteile. Falls eine ComposedEntity gelöscht wird, so
wird auch jede einzelne Entity, die zu diesem Zeitpunkt Bestandteil der
ComposedEntity ist, gelöscht.
Ein Beispiel für eine zusammengesetzte Entität ist ein Roboterarm, daBeispiel: Entitäten
dieser u. a. eine Komposition seiner Gelenke ist. Aufgrund der Existenzab-
hängigkeit können die Gelenke nicht ohne den Roboterarm bestehen. Jedes
einzelne Robotergelenk für sich ist ebenfalls eine zusammengesetzte Enti-
tät und beinhaltet z. B. speziell ausgezeichnete Koordinatensysteme. Da die
Kompositionsbeziehung zwischen Entitäten transitiv ist, sind diese Koordi-
natensysteme gleichzeitig Teil des Roboterarms.
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Sowohl Entity als auch ComposedEntity sind abstrakte und generelle
Konzepte für die Modellierung von Roboterzellen. Dementsprechend gibt
es Spezialisierungen der beiden Klassen, die konkrete Gegebenheiten einer
Roboterzelle repräsentieren (vgl. Abb. 5.1). Ein wichtiges Konzept stellt da-
bei die Klasse Frame dar, welche wie folgt definiert ist:
Definition 5.3. Ein Frame ist ein kartesisches Koordinatensystem und re-
präsentiert somit einen benannten Punkt im dreidimensionalen Raum mit
Orientierung (vgl. [10]).
Ein Frame ist eine konkrete Ausprägung der Klasse Entity und stellt das
Basiskonzept dar, um geometrische Gegebenheiten einer Roboterzelle zu
modellieren. Ein Frame hat in der Robotics API kein ausgezeichnetes Be-
zugssystem (engl.: Reference Frame). Vielmehr ist ein Frame mit einer Men-
ge von anderen Frames über Relations verknüpft. Die Klasse Relation ist
wie folgt definiert:
Definition 5.4. Eine Relation stellt eine Beziehung zwischen zwei unter-
schiedlichen Frames her und definiert die geometrische Verschiebung zwi-
schen diesen beiden Frames (vgl. [10]).
Damit spannen Frames und Relations einen Graphen auf, wobei Frames
die Knoten (engl.: vertices) und Relations die Kanten (engl.: edges) darstel-
len (vgl. Abb. 5.2). Aus Gründen der Konsistenz sollten je zwei Frames
nur durch jeweils eine Relation direkt miteinander in Beziehung stehen.
Obwohl jede Relation Assoziationen zu einem Frame from und zu einem
Frame to hat (vgl. Abb. 5.1), kann sie aus beiden Richtungen durchlaufen
werden. Damit handelt es sich um einen einfachen, ungerichteten Graphen.
Die Unterscheidung zwischen from und to ist für die korrekte Berechnung
der geometrischen Verschiebung von Bedeutung (vgl. Abschn. 5.3).
Es ist anzumerken, dass Frames und Relations nicht nur einen Graphen,
sondern eine Menge an Graphen aufspannen können. Dadurch ist es mög-
lich unterschiedliche räumliche Gegebenheiten zu modellieren (z. B. zwei
unterschiedliche Roboterzellen). Durch das Einfügen einer Relation zwi-
schen zwei Frames unterschiedlicher Graphen, werden diese beiden Gra-
phen miteinander vereinigt. Folglich kann die geometrische Verschiebung
zwischen zwei beliebigen Frames nur bestimmt werden, wenn die beiden
Frames miteinander verbunden sind:
Definition 5.5. Zwei Frames F0 und Fn sind miteinander verbunden, ge-
nau dann wenn mindestens ein Pfad zwischen ihnen existiert. Ein Pfad ist
definiert als Folge von paarweise verschiedenen Frames F0 bis Fn, in der
aufeinander folgende Frames Fi und Fi+1 im Graphen durch eine Relati-
on verbunden sind.
In ungerichteten Graphen existiert ein solcher Pfad, falls beide Frames Ele-
ment des gleichen Graphen sind. Durch geeignete Suchalgorithmen (vgl. [66,
114]) kann der Pfad bestimmt werden. Zudem kann ein Graph Zyklen ent-
halten, d. h. es existiert mindestens ein Frame, von dem ein nicht leerer
Pfad zu sich selbst konstruiert werden kann. Dadurch können Frames exis-
tieren, die über mehr als einen Pfad miteinander verbunden sind. In der
Robotics API sind solche Zyklen erlaubt. Es können jedoch damit inkon-
sistente geometrische Zusammenhänge konstruiert werden, d. h. zwischen
zwei Frames können – abhängig vom gewählten Pfad – unterschiedliche
geometrische Verschiebungen berechnet werden.
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f4 : Frame f5 : Framef3 : Frame
f0 : Frame f2 : Framef1 : Frame






Abbildung 5.2: Die Instanzen der Klassen Frame und Relation spannen jeweils
einen ungerichteten Graphen auf, wobei die Frames die Knoten und
die Relations die Kanten sind.
Abbildung 5.2 zeigt in einem Objektdiagramm beispielhaft, wie unter-
schiedliche Instanzen der Klasse Frame durch Relations miteinander ver-
bunden sind. Das Beispiel zeigt zwei getrennte Graphen. Folglich kann kei-
ne geometrische Verschiebung zwischen f1 und f2 bestimmt werden. Durch
das Einfügen einer weiteren Relation zwischen diesen beiden Frames kön-
nen die Graphen miteinander verbunden werden. Im Gegensatz zu f2 kann
ein Pfad zwischen f1 und f3 gefunden werden und die geometrische Ver-
schiebung zwischen den beiden Frames berechnet werden. Falls man zwi-
schen f3 und f4 eine neue Relation eingefügen würde, würde ein Zyklus
im linken Graphen entstehen. Hierbei ist auf Konsistenz zu achten.
Die Klasse Frame ermöglicht als Koordinatensystem eine Beschreibung
räumlicher Gegebenheiten und geometrischer Merkmale. Darüber hinaus
ermöglicht die Robotics API jedoch auch die Modellierung von festen Kör-
pern mit einer Masse und einer räumlichen Ausprägung. Dazu existiert die
Klasse PhysicalObject, die wie folgt definiert ist:
Definition 5.6. Ein PhysicalObject (physisches Objekt) ist eine zusammen-
gesetzte Entität, die sowohl eine Masse hat als auch Raum einnimmt und
somit eine konkrete physische Ausprägung besitzt.
Dementsprechend kann die Klasse verwendet werden, um materielle Ge-
genstände einer Roboterzelle zu modellieren.
Aufgrund der sehr heterogenen Menge von Objekten, die in einer Robo-
terzelle vorkommen können, macht die Klasse PhysicalObject keine ein-
schränkenden Annahmen über die Gestaltung konkreter Unterklassen. Sie
setzt lediglich voraus, dass jedes PhysicalObject ein Basiskoordinatensys-
tem base vom Typ Frame hat. Das Basiskoordinatensystem kann beliebig
gewählt werden, d. h. es kann innerhalb des Körpers, auf dem Körper oder
gar außerhalb des Körpers definiert werden. Die Assoziation parent des Fra-
mes, der das Basiskoordinatensystems repräsentiert, sollte in der Regel auf
das zugehörige PhysicalObject verweisen. Da jedes PhysicalObject über
ein Basiskoordinatensystem verfügt, kann es über mindestens eine Relati-
on im kartesisches Raum platziert werden. Außerdem kann so die Position
und Ausrichtung (d. h. die Pose) des Gegenstandes zu einem beliebigen ver-
bundenen Koordinatensystem beschrieben werden. Gleichzeitig kann damit
auch die Pose zu einem anderem PhysicalObject der Roboterzelle bzw. zu
dessen Basiskoordinatensystem beschrieben werden.
Da jedes PhysicalObject auch eine ComposedEntity ist, kann es sich
aus einer Menge von untergeordneten Entitäten zusammensetzen. Damit
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Abbildung 5.3: Die beiden Koordinatensysteme beschreiben zusammen mit der Re-
lation die geometrische Merkmale des Links, der Bestandteil eines
Manipulators ist.
kann ein PhysicalObject mit einer Menge von Frames und Relations
verknüpft werden. Durch diese Frames können bspw. wichtige Merkmale
auf einem PhysicalObject definiert werden. Dementsprechend können die
zu einem PhysicalObject zugeordneten Relations die Verbindung zwi-
schen den Frames definieren. Durch diese (eigentlich rein auf Entitäten spe-
zifizierte) Assoziation wird eine Verknüpfung zwischen den geometrischen
Komponenten Frame und Relation auf der einen Seite und dem gegen-
ständlichen PhysicalObject auf der anderen Seite hergestellt. Hierbei ist
eine Navigation in beide Richtungen möglich.
Anhand eines Beispiels zeigt Abbildung 5.3 den Zusammenhang zwi- Beispiel:
Physische Objekteschen PhysicalObjects, Frames und Relations. Ein Link repräsentiert ein
Strukturbauteil eines Manipulators und ist deswegen als Spezialisierung ei-
nes PhysicalObjects modelliert. Neben dem Basiskoordinatensystem base
verfügt der Link über ein weiteres Koordinatensystem linked, an dem (geo-
metrisch) die nächste Achse beginnt. Die geometrische Verschiebung zwi-
schen beiden Frames ist durch die Relation conn definiert, die wie das Ko-
ordinatensystem base dem Link zugeordnet ist. Sowohl der Frame als auch
die Relation sind durch die Komposition untergeordnete Entitäten und
damit Bestandteile des Links. Durch diese Zuordnung verweist die Asso-
ziation parent des Frames bzw. der Relation auf den Link und ermöglicht
eine Navigation in Richtung des PhysicalObjects.
Außerdem besteht durch die Komposition eine Existenzabhängigkeit zwi-
schen dem Frame und dem PhysicalObject. Analog gilt die Existenzab-
hängigkeit auch für die Relation. Beide Abhängigkeiten sind notwendig,
da sowohl der Frame als auch die Relation nur in Kombination mit Link
definiert sind und nicht eigenständig existieren sollten. Da das Koordina-
tensystem linked im Beispiel einer Roboterachse zugeordnet ist, ist es nicht
Bestandteil des Links. Der Link wiederum ist Bestandteil eines RobotArms
und definiert diesen durch die Assoziation parent als übergeordnete Entität.
Die oben vorgestellten Konzepte Entity, ComposedEntity und Physi- Details zur
ImplementierungcalObject sind in der Robotics API als Schnittstellen definiert, um eine
größtmögliche Flexibilität in der Implementierung zu gewährleisten. Da-
neben existieren jedoch ebenfalls abstrakte Klassen, von denen direkt ab-
geleitet werden kann, um eigene Spezialisierungen der oben beschrieben

































Abbildung 5.4: Das Klassendiagramm zeigt den Zusammenhang zwischen beiden
Schnittstellen Entity und ComposedEntity sowie ihren abstrakten
Implementierungen
Konzepte zu implementieren. Der Zusammenhang zwischen den Schnitt-
stellen und ihren abstrakten Implementierungen ist in Abbildung 5.4 dar-
gestellt. Ein wichtiges Merkmal der abstrakten Klassen ist die Implementie-
rung der Kompositionsbeziehung zwischen Entity und ComposedEntity,
sodass beide Enden der Komposition konsistent abgebildet werden. Die
Klassen AbstractEntity und AbstractComposedEntity sind im Paket
org.roboticsapi.core.entity definiert, die Klasse AbstractPhysicalObject da-
gegen im Paket org.roboticsapi.world. Abbildung 5.4 zeigt zudem, dass die be-
reits vorgestellte Klasse Link ebenfalls eine Spezialisierung von Abstract-
PhysicalObject ist. Die Klassen Frame und Relation sind beides Spezia-
lisierungen einer AbstractEntity.
5.2 geräte und aktuatoren
Ein wichtiger Aspekt jeder Roboterzelle sind die verfügbaren Aktuatoren
und Sensoren, da sie die möglichen Anwendungen definieren. Über Sen-
soren kann eine Applikation den Zustand der Umgebung, d. h. der Robo-
terzelle, wahrnehmen. Aktuatoren können daraufhin mit der Umgebung
interagieren und sie so verändern. Daher stellt die Modellierung mechatro-
nischer Geräte ein wichtiges Element der Robotics API dar. Die entsprechen-
den Konzepte dafür sind in Abbildung 5.5 dargestellt. An zentraler Stelle
steht dabei das Device. Es stellt die Basisklasse für alle mechatronischen
Geräte dar und ist wie folgt definiert:
Definition 5.7. Ein Device steht für ein mechatronisches Gerät, das mit
seiner Umgebung interagieren kann (vgl. [10]).
Die Interaktion mit seiner Umgebung kann dabei entweder passiv (z. B. bei
Sensoren) oder aktiv (z. B. bei Manipulatoren) sein. Ein Device ist zudem
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+addDefaultParameters( p : ActuatorParameters ) : void
+getDefaultParameters() : ActuatorParameters [*]













































Abbildung 5.5: Ein Device ist die Basisklasse für alle mechatronischen Geräte in der
Robotics API. Eine Spezialisierung stellt der Actuator dar, der aktiv
steuerbare Geräte repräsentiert.
eine Spezialisierung der Klasse Entity, da es ein eindeutig identifizierbares
Element der betrachtenden Umgebung (d. h. der Roboterzelle) ist. Durch
seine, im Vergleich zu einem Frame oder Relation, gegebene Komplexität
ist jedes Device ein ComposedEntity und kann sich aus anderen Entitäten
zusammensetzen. Ein Device ist jedoch nicht per se ein PhysicalObject.
So ist z. B. ein Robotergelenk zwar ein Device jedoch kein PhysicalObject,
da ein Gelenk konzeptioneller Art ist und damit nicht identisch mit einem
Motor oder einem Getriebe.
Ein Device repräsentiert ein mechatronisches Gerät mit seinen (physi-
schen) Eigenschaften, aktuellen Datenwerten und möglichen Operationen.
Es dient in der Modellierung bzw. in der Applikation als softwaretechni-
sches Gegenstück zu dem realen Gerät. Für die Kommunikation mit dem
realen Gerät ist jedoch ein spezieller Gerätetreiber notwendig, über den je-
des Device verfügt. Ein Gerätetreiber wird durch die Klasse DeviceDriver
repräsentiert und ist wie folgt definiert:
Definition 5.8. Ein DeviceDriver (Gerätetreiber) steht stellvertretend für
ein an einer Robotersteuerung angeschlossenes Gerät. Der Gerätetreiber
stellt den echtzeitfähigen Zugriff auf das Gerät her (vgl. [10]).
Dadurch ist ein Device unabhängig von der verwendeten Robotersteuerung
und des Zugriffs auf das reale Gerät. Die Kommunikation übernimmt dafür
der Gerätetreiber, der dementsprechend von der konkreten Ausprägung ei-
ner Robotersteuerung (d. h. einer RoboticsRuntime) abhängig ist. Die ab-
strakte Klasse RoboticsRuntime ist wie folgt definiert:
Definition 5.9. Eine RoboticsRuntime steht stellvertretend für eine echt-
zeitfähige Robotersteuerung.
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Dabei entspricht die echtzeitfähige Robotersteuerung einem Robot Control
Core (RCC), wie er in Abschnitt 4.3.1 vorgestellt wurde. Folglich kann eine
RoboticsRuntime als Proxy [97] für die Robotersteuerung angesehen wer-
den und ist zugleich ein Adapter [97], der die Kommunikation mit dem RCC
implementiert (vgl. Abschn. 4.3.2).
Analog ist ein DeviceDriver ein Proxy für ein mechatronisches Gerät,Kommunikation mit
realen Geräten das mit einer Robotersteuerung verbunden ist. Folglich gibt es auf der echt-
zeitfähigen Robotersteuerung mit dem Realtime Device ein Pendant, mit dem
der DeviceDriver kommuniziert (vgl. Abschn. 4.3.1). Dieses Pendant imple-
mentiert die Schnittstellen mit dem eigentlichen Gerät und definiert so die
verfügbaren Operationen auf der Robotersteuerung. Daher muss anhand
des Gerätetreibers entschieden werden, wie ein Kommando der Robotics API
in ein Kommando der Echtzeitrobotersteuerung übersetzt wird. Im Fall von
RPI wird unter Berücksichtigung des Gerätetreibers der entsprechende Map-
per (vgl. Abschn. 4.3.2) ausgewählt und das Kommando der Robotics API
in ein Realtime Primitives Net übersetzt. Details zu dieser Übersetzung fin-
den sich in [235]. Es ist somit möglich, ein Device mit unterschiedlichen
Gerätetreibern zu instanziieren und zu steuern. Diese Trennung macht die
Konzepte der Robotics API unabhängig von der konkreten Implementierung
einer echtzeitfähigen Robotersteuerung.
Sowohl eine RoboticsRuntime als auch ein DeviceDriver haben einen
Betriebszustand, der beschreibt, ob und wie mit der Robotersteuerung bzw.
dem Gerät kommuniziert werden kann. Ein Device hat ebenfalls einen sol-
chen Betriebszustand. Allerdings spiegelt ein Device lediglich den Betriebs-
zustand seines Gerätetreibers wider. Um alle drei Klassen mit Betriebszu-
stand konsistent zu betrachten, ist jede eine Spezialisierung der Klasse On-
lineObject, die wie folgt definiert ist:
Definition 5.10. Ein OnlineObject ist ein RoboticsObject, welches einen
Betriebszustand hat (vgl. [10]).
Die Klasse RoboticsObject, auf die sich die Klasse OnlineObject abstützt,
ist wie folgt definiert:
Definition 5.11. Ein RoboticsObject ist ein benanntes Objekt, das vor der
Benutzung initialisiert werden muss. Nach der Initialisierung sind seine
Konfigurationseigenschaften nicht mehr veränderbar; erst durch explizites
De-Initialisieren können diese wieder verändert werden (vgl. [10]).
Damit teilen sich eine RoboticsRuntime, ein DeviceDriver und ein Device
folgende zwei Eigenschaften:
1. Sie müssen explizit initialisiert werden und können erst nach einer er-
folgreichen Initialisierung verwendet werden. Dementsprechend müs-
sen sie zuvor konfiguriert werden.
2. Sie haben einen expliziten Betriebszustand, der die mögliche Kommu-
nikation mit der Robotersteuerung bzw. dem an der Robotersteuerung
angeschlossenen Gerät definiert.
Diese beide Eigenschaften hängen zusammen, da erst nach der Initialisie-
rung eine RoboticsRuntime bzw. ein DeviceDriver eine Verbindung mit
der entsprechenden Robotersteuerung bzw. mit dem an der Robotersteue-
rung angeschlossenen Gerät aufbaut.
Ein Device ist allgemein als mechatronisches Gerät definiert, das mit sei-
ner Umgebung interagieren kann. Das bedeutet zuerst einmal nur, dass es
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+addDefaultParameters( p : ActuatorParameters ) : void
+getDefaultParameters() : ActuatorParameters [*]
+validateParameters( p : ActuatorParameters ) : void
+getInterfaces() : Class<ActuatorInterface> [*]




+addDefaultParameters( p : ActuatorParameters ) : void





+getControlledActuators() : Actuator [*]

























Abbildung 5.6: Ein Actuator stellt seine verfügbaren Operationen durch eine Men-
ge von ActuatorInterfaces bereit. Diese erstellen Activities, die
jeweils eine echtzeitkritische Operation repräsentieren.
über Sensoren Veränderungen seiner Umgebung wahrnehmen kann. Im Ge-
gensatz dazu kann ein Aktuator aktiv gesteuert werden und so seine Um- Aktuatoren
gebung auch verändern. Er wird durch die Klasse Actuator repräsentiert
und ist wie folgt definiert:
Definition 5.12. Ein Actuator (Aktuator) ist ein Device, das aktiv in einem
oder mehreren Freiheitsgraden (engl.: degrees of freedom) gesteuert werden
kann. Ein Aktuator kann seine Umgebung dadurch verändern (vgl. [10]).
Als Device benötigt ein Actuator ebenso einen Gerätetreiber, um mit dem
realen Aktuator, der an einer echtzeitfähigen Robotersteuerung angeschlos-
sen ist, zu kommunizieren und diesen zu steuern. Allerdings verfügt ein
Actuator nicht direkt über Methoden zur Steuerung seiner Freiheitsgra-
de. Stattdessen werden mögliche Steuerungsoperationen in sogenannten
ActuatorInterfaces zusammengefasst, die ein Actuator wie Services zur
Steuerung des realen Aktuators anbietet. Ein ActuatorInterface ist als
Schnittstelle ausgelegt und wie folgt definiert:
Definition 5.13. Ein ActuatorInterface stellt eine Sammlung von Metho-
den dar, um semantisch verwandte, echtzeitfähige Operationen für eine be-
stimmte Art von Actuator bereitzustellen (vgl. [10]).
In Abbildung 5.6 ist der Zusammenhang zwischen einem Actuator und
einem ActuatorInterface dargestellt: Der Actuator verfügt über eine
Menge von ActuatorInterfaces, für die er bei Bedarf eine Implementie-
rung bereitstellt. Durch diese Trennung zwischen der Beschreibung eines
ActuatorInterfaces als Schnittstelle und der konkreten Instanz können
unterschiedlichen Aktuatoren das gleiche ActuatorInterface unterschied-
lich implementieren. Durch die Komposition von ActuatorInterfaces ist
außerdem die Menge an Steuerungsoperationen, die ein Actuator ausfüh-
ren kann, beliebig erweiterbar.
In der Regel definiert ein ActuatorInterface eine Menge an semantisch
verwandten Steuerungsoperationen für einen bestimmten Typ von Aktuator










































Abbildung 5.7: Das Klassendiagramm zeigt den Zusammenhang zwischen den
Schnittstellen Device und Entity sowie ihren abstrakten Implemen-
tierungen.
(z. B. einen Roboter). Diese Steuerungsoperationen sind als Activity (vgl.
Abschn. 4.3.2) realisiert und werden von den Methoden eines Actuator-
Interfaces erzeugt, parametrisiert und anschließend zurückgegeben. Um
eine Steuerungsoperationen auf einem Aktuator auszuführen, muss eine
Activity explizit gestartet werden. Die Klasse Activity ist Bestandteil des
Pakets org.roboticsapi.activity und wie folgt definiert:
Definition 5.14. Eine Activity (Aktivität) ist eine echtzeitkritische Operati-
on, an der mehrere Aktuatoren beteiligt sein können. Zudem verfügt eine
Activity über Informationen, die den Zustand der beteiligten Aktuatoren
während oder zumindest nach der Ausführung beschreiben (vgl. [10]).
Intern kapselt eine Aktivität eine Instanz der Klasse Command. Diese kann,
wie in Abschnitt 4.3.2 vorgestellt, in einen Graphen von Echtzeitprimitiven
übersetzt und anschließend auf einem RCC ausgeführt werden. Zusätzlich
verfügt eine Activity über Metadaten, um eine kontext-abhängige Ausfüh-
rung zu ermöglichen [10]. Die Struktur einer Activity ist in Abbildung 5.6
zu erkennen. Der Unterschied zwischen einer Activity und einem Com-
mand ist ausführlich in [10, 18] beschrieben. Im weiteren Verlauf dieser
Arbeit werden ausschließlich Aktivitäten verwendet.
Die oben vorgestellten Konzepte sind in der Robotics API hauptsächlichDetails zur
Implementierung als Schnittstellen realisiert. Dies gilt insbesondere für das Konzept eines
Device als mechatronisches Gerät. Daneben existieren in der Robotics API
abstrakte Klassen, um die elementare Funktionalität der jeweiligen Schnitt-
stelle zu implementieren. Der Zusammenhang zwischen den Schnittstellen
und ihren abstrakten Implementierungen ist in Abbildung 5.7 dargestellt.
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Dort ist zu erkennen, dass ein Device sowohl ein OnlineObject als auch
ein ComposedEntity spezialisiert. Dieser Mehrfachvererbung wird durch
zwei parallele Vererbungshierarchien Rechnung getragen.
Demzufolge erbt die Klasse AbstractDevice direkt von der Klasse Ab-
stractComposedEntity. Daher ist jedes Objekt der Klasse AbstractDevi-
ce sowohl ein RoboticsObject, ein Entity, ein ComposedEntity als auch
ein Device. Die noch fehlende Funktionalität eines OnlineObjects ist im
AbstractDevice implementiert und stützt sich direkt auf den assoziierten
DeviceDriver ab, d. h. der Betriebszustand des Gerätetreibers wird gespie-
gelt. Das Konzept eines Actuators ist ebenfalls in der Robotics API als
Schnittstelle realisiert. Sie spezialisiert dabei die Schnittstelle Device. Ana-
log ist die Klasse AbstractActuator eine abstrakte Implementierung der
Schnittstelle Actuator und leitet sich von der Klasse AbstractDevice ab.
Aus Gründen der Übersicht wurde in Abbildung 5.7 darauf verzichtet.
In der zweiten Vererbungshierarchie leitet sich die abstrakte Klasse Ab-
stractOnlineObject ebenfalls von AbstractRoboticsObject ab und im-
plementiert die Schnittstelle OnlineObject. Von der Klasse AbstractOnli-
neObject leiten sich dann die beiden abstrakten Klassen RoboticsRuntime
und AbstractDeviceDriver ab. Konkrete Implementierungen beider Klas-
sen müssen die entsprechende Kommunikation mit der Robotersteuerung
bzw. mit dem an der Robotersteuerung angeschlossenen Gerät realisieren.
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Da Roboter in ihren Bewegungsfolgen frei programmierbar sind, können sie
flexibel für Fertigungsaufgaben eingesetzt werden. Um diese Bewegungsfol-
gen zu spezifizieren, ist es notwendig, dass man geometrische Beziehun-
gen zwischen unterschiedlichen Objekten beschreibt. Daher existieren die
bereits vorgestellten Konzepte Frame (vgl. Def. 5.3) und Relation (vgl.
Def. 5.4). Eine Übersicht über die wichtigsten geometrischen Konzepte der
Robotics API findet sich in Abbildung 5.8. Diese werden – in Verbindung mit
den mathematischen Grundlagen – in diesem Abschnitt vorgestellt.
Im Gegensatz zu den üblichen Formalismen (vgl. [63, 277]) haben Frames
in der Robotics API kein festes Referenzkoordinatensystem, sondern bilden
einen ungerichteten Graphen. Betrachtet man jedoch zwei über eine Relati-
on verbundene Frames separat, kann der Frame from als Referenzkoordina-
tensystem des Frames to interpretiert werden. Folglich kann man die übli-
chen mathematischen Konventionen verwenden. Formal besteht ein Frame
i demnach aus einem Ursprung Oi und drei normierten, zueinander ortho-
gonalen Basisvektoren xˆi, yˆi und zˆi [277]. Sie bilden die Orthonormalbasis
eines dreidimensionalen euklidischen Vektorraums R3.












Dieser Vektor wird Positionsvektor genannt und beschreibt die Verschiebung
bzw. Translation von Oi oder eines mit Oi assoziierten Körpers in Bezug
zu dem (Referenz-)Koordinatensystem j. Die Komponenten jpxi ,
jpxi und
jpxi des Vektors repräsentieren dabei die kartesischen Koordinaten von Oi
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...
+Rotation( x : Vector, y : Vector, z : Vector ) : Rotation
+Rotation( a : double, b : double, c : double ) : Rotation
+Rotation( v : Vector, a : double ) : Rotation
+Rotation( q : Quaternion ) : Rotation
+multiply( r : Rotation ) : Rotation
+invert() : Rotation










+multiply( t : Transformation ) : Transformation
+invert() : Transformation




+add( other : Vector ) : Vector
+sub( other : Vector ) : Vector
+scale( d : Double ) : Vector
+dot( other : Vector ) : Vector





















Abbildung 5.8: Ein Frame repräsentiert ein Koordinatensystem und ist über Relati-
ons mit anderen Frames verbunden. Durch eine Transformation
wird die Position und Orientierung bestimmt.
in Koordinatensystem j. In der Robotics API wird ein Positionsvektor durch
die Klasse Vector abgebildet und ist wie folgt definiert:
Definition 5.15. Ein Vector (Vektor) ist ein 3-Tupel reeller Zahlen und re-
präsentiert einen (3× 1)-Positionsvektor (vgl. [10]).
Die Klasse besitzt mehrere Methoden, um die gebräuchlichsten Rechenope-
ration zu implementieren, die auf Vektoren definiert sind (z. B. Addition,
Skalarprodukt, Kreuzprodukt, Normierung). In der Robotics API wird die
Klasse durchgängig verwendet, um die Translation eines Koordinatensys-
tems zu beschreiben.
Oft reicht es aber nicht aus, nur die Position eines Objekts durch die Trans-
lation seines Koordinatensystems zu einem Bezugssystem zu beschreiben.
Stattdessen muss zusätzlich eine Orientierung angegeben werden, um ein
Objekt korrekt im Raum auszurichten. Die Orientierung kann durch eine
Rotation des Objekts bzw. seines Koordinatensystems zu einem Bezugssys-
tem beschrieben werden.




nem anderen Koordinatensystem j durch die Basisvektoren beider Koordi-
natensysteme beschrieben [63, 277]. Dabei werden die Basisvektoren xˆi, yˆi
und zˆi von Koordinatensystem i bezüglich den Basisvektoren xˆj, yˆj und zˆj
von Koordinatensystem j ausgedrückt. Dies lässt sich kompakt als (3× 3)-
Matrix beschreiben:
jRi =
xˆi · xˆj yˆi · xˆj zˆi · xˆjxˆi · yˆj yˆi · yˆj zˆi · yˆj
xˆi · zˆj yˆi · zˆj zˆi · zˆj
 . (5.2)
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Die Komponenten von jRi sind das Skalarprodukt der Basisvektoren bei-
der Koordinatensysteme. Die Matrix wird als Dreh- oder Rotationsmatrix
bezeichnet.
Falls man die Matrix aus Gleichung (5.2) transponiert, so erhält man eine
Matrix, die die Rotation von Koordinatensystem j um die Basisvektoren von
Koordinatensystem i beschreibt. Da außerdem für alle Rotationsmatrizen





Des weiteren können Drehungen durch die Multiplikation von Rotations-
matrizen kombiniert werden. Die Drehung eines Koordinatensystems i um




In der Robotics API wird die Drehung zweier Koordinatensysteme durch die
Klasse Rotation abgebildet, die wie folgt definiert ist:
Definition 5.16. Die Klasse Rotation repräsentiert eine Drehung im drei-
dimensionalen Raum und wird für Drehung im R3 durch eine (3 × 3)-
Rotationsmatrix beschrieben (vgl. [10]).
Die Klasse ist intern als (3× 3)-Rotationsmatrix implementiert und besitzt
Methoden, um die oben beschriebenen Matrixoperationen auszuführen.
Drehungen können zudem mit anderen Formalismen beschrieben wer- Exkurs:
Eulersche Winkelden. In der Robotics API werden u. a. Eulersche Winkel in der (Z, Y’, X”)-Kon-
vention verwendet. Gemäß dieser Konvention wird die Drehung eines Koor-
dinatensystems i gegenüber einem Koordinatensystem j durch drei Winkel
α, β und γ, die Eulerschen Winkel, gedreht. Dabei sind zu Beginn beide
Koordinatensysteme deckungsgleich. Dann wird begonnen, das Koordina-
tensystem i um einen Winkel α um die Achse zˆi zu drehen. Die zweite
Rotation des Koordinatensystems um den Winkel β wird um die bereits
gedrehte Achse yˆi, bezeichnet als yˆ
′
i, durchgeführt. Schließlich wird noch
eine Rotation um den Winkel γ durchgeführt und zwar um die mittlerweile
zweifach gedrehte Achse xˆi, bezeichnet als xˆ ′′i . Die resultierende Rotations-
matrix lautet:
jRi(α,β,γ) =
cαcβ cαsβsγ − sαcγ cαsβcγ + sαsγsαcβ sαsβsγ + cαcγ sαsβcγ − cαsγ
−sβ cβsγ cβcγ
 (5.5)
mit cα := cosα und sα := sinα. Aus der Rotationsmatrix lassen sich zudem
die drei Eulerschen Winkel wieder ableiten (vgl. Craig [63]).
Insgesamt gibt es 12 mögliche Konventionen für Rotationen um Eulersche
Winkel [63, S. 374 ff.]. Neben diesen 12 Konventionen, die jeweils um bereits
gedrehte Koordinatensystem rotieren (z. B. Z, Y’, X”), gibt es 12 weitere Kon-
ventionen, die um stationäre Koordinatensystem rotieren. Verbreitet ist die
(X, Y, Z)-Konvention. Dabei sind zu Beginn beide Koordinatensysteme wie-
der deckungsgleich. Anschließend wird begonnen, das Koordinatensystem i
erst um γ um die Achse xˆj, dann um β um die Achse yˆj und letztendlich
um α um die Achse zˆj zu drehen. Diese Winkel werden als Roll (γ, dt.: Roll-
Winkel), Pitch (β, dt.: Nick-Winkel) und Yaw (α, dt.: Gier-Winkel) bezeichnet
und werden oft in der Luftfahrt verwendet. Sie sind identisch mit den Win-
keln der (Z, Y’,X”)-Konvention [63]. Gleiches gilt für die Rotationsmatrizen.
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Die Robotics API unterstützt die Konstruktion einer Instanz der Klasse
Rotation durch die Angabe dreier Winkel. Dabei werden jedoch die Be-
zeichnungen A für α, B für β und C für γ verwendet. Die interne Matrix
wird analog zu Gleichung (5.5) erstellt. Neben der Beschreibung einer Dre-
hung durch drei Winkel gibt es noch weitere Formalismen. Dazu gehören
bspw. Quaternionen und die Axis-Angle-Darstellung, die beide von der Ro-
botics API unterstützt werden. Für eine detaillierte Beschreibung sei auf die
Literatur [63, 277] verwiesen.
Nachdem bisher die Translation und Rotation getrennt betrachtet wurden,
werden sie durch homogene Transformationen miteinander verknüpft. DasExkurs: Homogene
Transformationen bedeutet, dass jeder Vektor ir, der relativ zu einem Koordinatensystem i
definiert ist, in einen Vektor jr transformiert werden kann, der relativ zu
einem Koordinatensystem j definiert ist. Sind die Translation jpi aus Glei-
chung (5.1) und die Rotation jRi aus Gleichung (5.2) bekannt, kann die
Transformation beschrieben werden als
jr = jRi
ir + jpi .










wobei die (4× 4)-Matrix jT i auch homogene Transformationsmatrix genannt








Die (4× 1)-Vektoren (ir 1)T und (jr 1)T werden homogene Koordinaten ge-
nannt. Homogene Transformationsmatrizen haben die Eigenschaft, dass sie
durch Matrixmultiplikation verknüpft werden können; d. h. es gilt
kT i =
kT j
jT i . (5.8)
Im Gegensatz zu Rotationsmatrizen kann die invertierte Matrix jedoch nicht
durch Transponieren berechnet werden. Analog zu Gleichung (5.7), ist das
Inverse einer homogenen Transformationsmatrix definiert als










Die inverse Matrix (jT i)−1 transformiert Vektoren von Koordinatensystem
j in das Koordinatensystem i.
In der Robotics API werden homogene Transformationen in Form der Klas-
se Transformation verwendet (vgl. Abb. 5.8), um die Verschiebung und
Drehung zwischen zwei Frames zu spezifizieren.
Definition 5.17. Eine Transformation beschreibt eine geometrische Ver-
schiebung vollständig und besteht aus einem translatorischen Anteil, reprä-
sentiert durch einen Vector, und einem rotatorischen Anteil, repräsentiert
durch eine Rotation (vgl. [10]).
Wie Abbildung 5.8 zeigt, besteht eine Instanz intern aus einem Vector und
einer Rotation. Nach außen verhält sich eine Transformation jedoch wie
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+getRelationsTo( to : Frame ) : Relation [*]





































Abbildung 5.9: Der konkrete Typ einer Relation definiert, in welcher Beziehung
zwei Frames stehen und wie die Transformation zwischen diesen
beiden Frames bestimmt wird.
eine homogene Transformationsmatrix. Daher stehen Methoden zur Multi-
plikation und zum Invertieren zur Verfügung.
Die oben vorgestellten mathematischen Konzepte Vector, Rotation und Details zur
ImplementierungTransformation wurden als Klassen des Pakets org.roboticsapi.world in der
Robotics API implementiert. Sie können dementsprechend direkt verwendet
werden; daher ist eine weitere Spezialisierung nicht notwendig.
5.4 abbildung geometrischer beziehungen
In der Robotics API wird eine Transformation verwendet, um die Positi-
on und Ausrichtung zweier Frames in einer Relation geometrisch zu be-
schreiben (vgl. Abb. 5.9). Formal beschreibt sie die Translation und Rotation
des Frames to in Bezug zu Frame from. Durch das Invertieren der homo-
genen Transformationsmatrix kann die Transformation in die umgekehrte
Richtung berechnet werden. Daher bestimmt die Unterscheidung zwischen
den beiden Frames einer Relation nur die Richtung der mathematischen
Transformation. Ansonsten ist eine Relation ungerichtet und erlaubt eine
Navigation in beide Richtungen (vgl. Assoziationen in Abb. 5.9).
Die abstrakte Klasse Relation hat keine Assoziation zur Klasse Trans-
formation, d. h. es ist keine Instanz einer Transformation direkt als Attri-
but vorhanden. Vielmehr definiert die Klasse Relation zwei abstrakte Me-
thoden, um die aktuelle Transformation zu bestimmen. Dabei gibt die Me-
thode getTransformation() die aktuell kommandierte Transformation zwischen
den beiden Frames zurück. Kommandiert bedeutet in diesem Zusammen-
hang, dass es sich um eine ideale bzw. gewünschte Transformation handelt.
Die Methode getMeasuredTransformation() dagegen gibt die aktuell gemessene
Transformation zwischen den beiden Frames zurück.
Bei statischen Transformationen, bei denen sich die Translation und Ro-
tation während der Laufzeit nicht ändern, sind die beiden Werte für ge-
wöhnlich identisch. Bei einer dynamischen Transformation dagegen, die z. B.
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durch eine Roboterachse bestimmt wird, kann sich jedoch ein Unterschied
zwischen der real gemessenen Transformationen, die durch den Encoder
der Roboterachse bestimmt wird, und der gewünschten Transformationen,
die durch die Applikation vorgegeben wird, ergeben.
Neben den beiden oben beschriebenen Methoden, die den aktuellen Wert
der kommandierten bzw. gemessenen Transformation abfragen, gibt es wei-
tere Methoden, die einen entsprechenden RealtimeValue zurückgeben. So-
mit repräsentiert eine RealtimeTransformation eine Datenquelle für die
aktuelle Transformation einer Relation in der Echtzeitrobotersteuerung.
Der Wert dieses Sensors ist bei statischen Transformationen durchgehend
konstant, während er sich bei dynamischen Transformation über die Zeit
hinweg verändern kann.
Um den unterschiedlichen Beziehungen zwischen Frames gerecht zu wer-
den, gibt es verschiedene Ausprägungen der Klasse Relation. Die wichtigs-
ten davon sind in Abbildung 5.9 dargestellt. Durch die Spezialisierung einer
Relation werden folgende zwei Aspekte implementiert:
1. Die Spezialisierung definiert, wie sowohl die kommandierte als auch
die gemessene Transformation zwischen den über die Relation ver-
bundenen Frames bestimmt wird. Dazu werden die oben vorgestell-
ten abstrakten Methoden implementiert.
2. Die konkrete Ausprägung einer Relation bestimmt die Semantik der
zwischen den beiden Frames bestehenden Verbindung, d. h. sie be-
schreibt bestimmte Eigenschaften, die in dieser Verbindung gelten.
Eine Spezialisierung der Klasse Relation ist die Klasse Connection, die
wie folgt definiert ist:
Definition 5.18. Eine Connection ist eine Relation, die eine dauerhaf-
te Verbindung zwischen zwei Frames definiert. Diese Verbindung besteht
während der gesamten Laufzeit der Roboterapplikation (vgl. [10]).
Die Klasse Connection adressiert somit nur den zweiten Aspekt, d. h. sie
definiert ausschließlich eine semantische Eigenschaft. Daher ist die Klasse
abstrakt und muss entsprechend spezialisiert werden, um auch den ersten
Aspekt zu adressieren. Die Information, dass eine Relation zwischen Fra-
mes dauerhaft besteht, kann jedoch essentiell sein und bspw. in Berechnun-
gen ausgenutzt werden. Ein typisches Beispiel für eine Connection ist eine
mechanische Verbindung.
Um den ersten der beiden obigen Aspekte zu adressieren gibt es mit den
Klassen StaticConnection und DynamicConnection (vgl. Abb. 5.9) zwei
Spezialisierungen der Klasse Connection, die sich bei der Bestimmung der
Transformation unterscheiden. Die Klasse StaticConnection ist wie folgt
definiert:
Definition 5.19. Eine StaticConnection ist eine Connection, deren Trans-
formation konstant ist, d. h. der Betrag der geometrischen Verschiebung
zwischen den beiden Frames ändert sich während der Laufzeit der Robote-
rapplikation nicht (vgl. [10]).
Dementsprechend verfügt eine Klasse StaticConnection über eine direkte
Assoziation zur Klasse Transformation (vgl. Abb. 5.9) und hat folglich ein
Attribut transformation. Diese Art einer Connection wird verwendet, um ei-Beispiel: Statische
Verbindungen ne feste mechanische Verbindung wie z. B. die Verankerung eines Roboters
oder die Befestigung eines Werkzeuges am Roboterflansch zu modellieren.
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Auch um Frames in Beziehung zu setzen, die Bestandteil eines PhysicalOb-
jects sind, sollte eine StaticConnection gewählt werden. Von der Klasse
kann zudem abgeleitet werden, um eigene Geräte- oder applikationsspezifi-
sche Spezialisierungen zu implementieren.
Während sich die Transformation einer StaticConnection nicht über die
Zeit verändert, ist genau das Gegenteil bei einer DynamicConnection der
Fall. Daher ist sie wie folgt definiert:
Definition 5.20. Eine DynamicConnection ist eine Connection, deren
Transformation dynamisch ist, d. h. der Betrag der geometrische Verschie-
bung zwischen den beiden Frames kann sich während der Laufzeit der
Roboterapplikation ändern (vgl. [10]).
Dementsprechend werden DynamicConnections verwendet, um dynami-
sche Beziehungen zwischen Frames zu beschrieben. Typischerweise werden
solche dynamischen Beziehungen durch Aktuatoren definiert, d. h. durch ei- Beispiel: Dynamische
Verbindungenne Linearachse, die ihren Schlitten verfährt, oder eine Roboterachse, die sich
dreht. Dabei verdreht die Achse zwei aufeinanderfolgende Strukturbauteile
des Roboters und verändert so deren Position und Ausrichtung zueinander.
Die Klasse DynamicConnection ist abstrakt, d. h. konkrete Unterklas-
sen müssen implementieren, wie sich die Transformation über die Zeit
verhält. Alle Relations, die eine dauerhaft Verbindung mit veränderlicher
Transformation spezifizieren, sollten von der Klasse DynamicConnection
abgeleitet werden. Für Aktuatoren, die über Achsen bewegt werden (z. B.
ein Roboterarm), existieren bereits spezielle Implementierungen, die sowohl
rotatorische als auch translatorische Achsen abbilden. Das bedeutet, dass
die Bewegung der Achse als relative Bewegung zweier Frames zueinander
abgebildet wird.
Eine Unterscheidung zwischen kommandierter und gemessener Transfor-
mation kommt vor allem bei einer DynamicConnection zu tragen. Da sie
in der Regel von einem Aktuator abhängig ist, können Unterschiede zwi-
schen dem von z. B. einem Encoder gemessenen Ist-Wert und dem kom-
mandierten Soll-Wert auftreten. Dies spiegelt sich im Fall der Dynamic-
Connection in unterschiedlichen Werten der beiden Transformationen wi-
der. Jede konkrete Unterklasse muss das Verhalten gerätespezifisch imple-
mentieren.
Neben den oben vorgestellten Connections, die eine dauerhafte Bezie-
hung zwischen zwei Frames darstellen, existiert mit der Klasse Placement
eine kurzlebige Spezialisierung einer Relation (vgl. Abb. 5.9). Sie ist wie
folgt definiert:
Definition 5.21. Ein Placement ist eine Relation, die eine lose Verbindung
zwischen zwei Frames definiert. Diese Verbindungen können während der
Laufzeit einer Roboterapplikation erzeugt, verändert und aufgelöst werden
(vgl. [10]).
Ein Placement wird verwendet, um einen Frame kurzzeitig, d. h. für eine
spezielle Aufgabe, mit einem anderen Frame zu verbinden. Es kann, wie
der Name suggeriert, benutzt werden, um Objekte (in Form von Physical-
Objects) über einen ihrer Frames in der Welt bzw. in der Roboterzelle zu
platzieren. Ein solche Platzierung ist jedoch nicht dauerhaft, wie folgendes
Beispiel zeigt. Dabei liegt zu Beginn einer Aufgabe ein Werkstück in einem Beispiel: Platzierung
von Objektenentsprechenden Werkstückträger. Diese Beziehung wird in der Robotics API
durch ein Placement abgebildet. Sobald das Werkstück von einem an ei-
nem Roboterflansch montierten Greifer gegriffen wird, muss die Beziehung
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zum Werkstückträger aufgelöst und eine Placement zum Greifer (bzw. zu
einem Frame des Greifer) erstellt werden. Das Werkstück bewegt sich in
Folge dessen mit dem Greifer und dem Roboter zu einer Zielposition. Dort
wird die Beziehung zum Greifer aufgelöst und eine neues Placement wird
an der Zielposition erstellt.
Das Erstellen und Auflösen von Placements während einer Aufgabe
muss entweder explizit programmiert werden oder kann das Resultat einer
Roboter- oder Werkzeugaktivität sein (z. B. einer komplexen Greifoperation).
Analog zu einer StaticConnection verfügt ein Placement über eine direk-
te Assoziation zur Klasse Transformation (vgl. Abb. 5.9). Während diese
Transformation bei einer StaticConnection fest ist, kann sie bei einem Pla-
cement über die Zeit verändert werden. Von der Klasse Placement kann
zudem abgeleitet werden, um eigene Geräte- oder applikationsspezifische
Spezialisierungen zu implementieren.
Neben den oben vorgestellten Relations gibt es zusätzlich die Klasse
TemporaryRelation, die zum Erzeugen von Hilfspunkten verwendet wird.
Sie ist wie folgt definiert:
Definition 5.22. Eine TemporaryRelation ist eine kurzlebige Relation,
die ein Hilfskoordinatensystem bzgl. eines Frames definiert.
Analog zu einem Placement hat eine TemporaryRelation ebenfalls eine
direkte Assoziation einer Transformation. Sie verfügt aber über keine spe-
zielle Semantik und wird daher nur für Hilfspunkte verwendet.
Durch die verschiedenen Ausprägungen der Klasse Relation können
zwei Frames vielfältig miteinander in Bezug gesetzt werden. Dabei ist die-
ser Bezug nicht nur geometrisch, sondern hat eine Semantik. Diese Semantik
lässt sich von den Frames auf Entitäten bzw. PhysicalObjects übertragen.
Dazu können sowohl Frames als auch Relations über ihre parent Assozia-
tion mit einer Entität verknüpf werden, zu der sie logisch gehören. Zum
Beispiel verfügt ein Link, d. h. das Strukturbauteil eines Manipulators, über
einen base Frame und eine Relation (vgl. Abb. 5.3). Diese beiden Entitäten
wiederum sind durch ihre parent Assoziation jeweils Bestandteil des Links.
Während Frames einer Entität über eine Connection verbunden sein
sollten, können Frames unterschiedlicher Entitäten beliebig verbunden sein.
Die durch eine Relation definierte semantische Beziehung zwischen zwei
Frames kann auf die übergeordneten PhysicalObjects übertragen werden.
Dadurch lässt sich ausdrücken, ob zwei Objekte fest miteinander verbunden
sind oder ob das eine Objekt nur auf das andere gestellt wurde. Es ist wich-
tig anzumerken, dass bei dem Übertragen der Semantik einer Relation auf
PhysicalObjects die Richtung der Relation, d. h. die Wahl des from und
to Frames, eine Rolle spielen kann. Dies sollte als Teil der Semantik einer
Relation wohldefiniert werden.
Der Graph, der von Frames (Knoten) und Relations (Kanten) aufge-
spannt wird, kann ausgehend von einem Frame durchlaufen werden. Durch
die beidseitig navigierbaren Relations kann jeder Frame, der Bestandteil
des Graphen ist, erreicht werden. Um zu bestimmen, ob zwei Frames ver-
bunden sind (vgl. Def. 5.5), spezifiziert die Klasse Frame eine Methode:
• Die Methode getRelationsTo(Frame, Predicate) sucht den kürzesten Pfad
zwischen dem Frame, auf dem die Methode aufgerufen wurde, und
einem übergebenen Frame. Falls kein Pfad gefunden wurde, wird ein
leerer Pfad zurückgegeben. Durch das übergebene Prädikat können
die Relations, die bei der Suche berücksichtigt werden sollen, einge-
schränkt werden.
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Ein leerer Pfad bedeutet, dass die beiden Frames nicht miteinander verbun-
den sind. Das Prädikat ermöglicht es, bestimmte Typen von Relations zu
filter. So können bspw. nur Frames betrachtet werden, die gegenseitig über
eine StaticConnection verbunden sind. Aufbauend darauf, kann mithilfe
der Methode getTransformationTo(...) die Transformation zwischen zwei be-
liebigen, verbundenen Frames berechnet werden.
Durch die Graphstruktur gibt es in der Robotics API keinen expliziten Ur-
sprung und demnach auch keine Menge von Basisvektoren [10]. Vielmehr
ist die Wahl eines Frames als Ursprung (engl.: origin) eine applikationss-
pezifische Entscheidung. In der Robotics API ist dieses Konzept als World-
Origin integriert:
Definition 5.23. Die Klasse WorldOrigin ist ein Singleton und repräsen-
tiert einen global eindeutigen Frame (vgl. [10]).
Im weiteren Verlauf hat jede Roboterzelle einen ausgezeichneten Frame, der
als Ursprung interpretiert werden kann und mit dem alle anderen relevan-
ten Frames der Roboterzelle verbunden sind.
Die oben beschriebenen Relations sind in der Robotics API im Paket Details zur
Implementierungorg.roboticsapi.world implementiert. Sowohl die Klassen StaticConnection
als auch Placement können direkt in einer Applikation verwendet wer-
den. Die Klasse TemporaryRelation kann nicht extern instanziiert werden.
Stattdessen können Hilfspunkte über Methoden der Klasse Frame erstellt
werden. Diese Hilfspunkte sind dann über eine TemporaryRelation mit
dem Frame verbunden, auf dem sie erstellt wurden. Die Klasse Dynamic-
Connection ist abstrakt und kann daher nicht instanziiert werden. Viel-
mehr definiert ein Aktuator eine konkrete DynamicConnection und be-
schreibt damit, wie sich die geometrische Verbindung zweier Frames über
die Zeit verhält.
Basierend auf den Klassen Entity, Frame und Relation definiert das Pa-
ket org.roboticsapi.world.util Hilfsklassen, um spezielle Datenstrukturen und
Algorithmen zu implementieren. Die Klasse EntitySearch bietet statische
Methoden an, um ausgehend von einem Frame die Menge aller Frames, Re-
lations und Entities generisch zu durchsuchen. Dabei kann man zwischen
einer Breiten- und einer Tiefensuche auswählen. Dadurch ist es einfach Ab-
fragen auf dem objektorientierten Modell einer Roboterzelle zu stellen. So
können bspw. alle am Roboterflansch montierten Werkzeuge oder gegriffe-
nen Gegenstände erfasst werden. Analog ist es möglich herauszufinden, ob
sich ein Gegenstand in einer Kiste befindet oder von einem Greifer gehalten
wird.
Die Klasse FrameGraph baut ausgehend von einem Frame einen zu-
sammenhängenden Graphen auf, der alle verbundenen Frames enthält. Zu-
dem informiert der FrameGraph entsprechend dem Observer-Pattern [97]
über Veränderungen des Graphen, d. h. über neu hinzugefügte bzw. ge-
löschte Frames. Basierend auf einem FrameGraph baut die Klasse Fra-
meTree einen Spannbaum auf. Der Spannbaum enthält alle Knoten (d. h.
alle Frames) des zusammenhängenden Graphen und repräsentiert diesen
als Baum. Diese Funktionalität wird u. a. benötigt, um Frames in einer hier-
archischen Struktur darzustellen. Hierbei existiert ebenfalls die Möglichkeit,
sich über Veränderungen des Spannbaums benachrichtigen zu lassen. Durch
den FrameGraph bzw. den FrameTree kann ein gezielter Ausschnitt des
Modells einfach beobachtet werden. Dies wird bspw. für eine Visualisierung
oder Kollisionserkennung verwendet (vgl. Abschn. 6.5).
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+ptpHome( p : ActuatorParameters [*] ) : PlannedActivity
+ptp( to : double [*], p : ActuatorParameters [*] ) : PlannedActivity
JointMotionInterface
+lin( to : Frame, p : ActuatorParameters [*] ) : PlannedActivity
...
LinearMotionInterface
-ange : Frame [1]
-defaultMotionCenter : Frame [1]
...
+getFlange() : Frame
+getForwardsKinematics( q : double [1..*] ) : Transformation




-xed : Frame [1]











+getJoint( int : index ) : Joint
+getLink( int : index ) : Link






















Abbildung 5.10: Ein MultiJointDevice ist die Basisklasse für alle Geräte, die aus
steuerbaren Gelenken bestehen. Eine Spezialisierung stellt der Ro-
botArm dar, der eine serielle Kinematik hat.
5.5 manipulatoren und werkzeuge
Eine wichtige Kategorie mechatronischer Aktuatoren stellen Industrierobo-
ter dar. Sie sind – wie der Name schon besagt – elementarer Bestandteil
einer Roboterzelle. Durch ihre freie Programmierbarkeit und flexible Be-
stückung mit Werkzeugen sind sie als universelle Handhabungsgeräte für
eine Vielzahl industrieller Prozesse geeignet. Ein Industrieroboter besteht
für gewöhnlich aus einen Manipulator (d. h. einem beweglichen Roboter-
arm), einer programmierbaren Steuerung und einem oder mehreren Werk-
zeugen, die am Manipulator montiert sind.
Ein Manipulator kann nach Craig [63] wie folgt klassifiziert werden:
“A manipulator may be thought of as a set of bodies connected
in a chain by joints. These bodies are called links. Joints form a
connection between a neighboring pair of links.” [63, S. 62]
Folglich besteht ein Manipulator aus einer Menge von angetriebenen Ach-
sen bzw. Gelenken (engl.: joints), die über starre Körper bzw. Glieder (engl.:
links) miteinander verbunden sind. Dabei unterscheidet man zwischen rota-
torischen Achsen (Drehgelenken) und translatorischen Achsen (Lineargelen-
ken). Die Achsen sind steuerbar und erlauben somit eine relative Bewegung
benachbarter Verbindungsbauteile.
Allgemein ist in der Robotics API ein mechatronisches Gerät mit mehreren
angetriebenen Achsen wie folgt definiert:
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Definition 5.24. Ein MultiJointDevice ist ein Actuator, der ein oder meh-
rere steuerbare Gelenke besitzt.
Die Klasse MultiJointDevice ist die Basisklasse für alle Geräte, die aus an-
getriebenen und damit steuerbaren Gelenken bestehen (vgl. Abb. 5.10). Das
MultiJointDevice erbt als steuerbares Gerät von der Klasse Actuator und,
da es eine konkrete physische Ausprägung hat, gleichzeitig auch von Physi-
calObject. Die Klasse macht keine Einschränkung über den mechanischen
Aufbau, d. h. die Verbindung der Gelenke und Glieder. Jedoch beeinflusst
der Aufbau eines MultiJointDevices seine Eigenschaften in Bezug auf die
möglichen Freiheitsgrade, den erreichbaren Arbeitsraum, die Traglast, die
Geschwindigkeit und die Genauigkeit [63, S. 230 ff.]. Daher sollte die Struk-
tur eines MultiJointDevices in der Regel von der jeweiligen Aufgabe ab-
hängig sein und geeignet gewählt werden.
Jedes MultiJointDevice hat eine Grundstellung, die als home position be-
zeichnet wird und sich aus den Grundstellungen der einzelnen Achsen ab-
leitet. In der Regel bietet jedes MultiJointDevice ein ActuatorInterface
an, das es erlaubt, achsspezifische Bewegungen zu definieren. Das in Abbil-
dung 5.10 dargestellte JointPtpInterface besitzt zwei Methoden, um das
Geräte an eine beliebige Gelenkstellung bzw. an seine Grundstellung zu
verfahren. Dabei wird jeweils eine Activity zurückgegeben, die direkt aus-
geführt oder mit anderen Aktivitäten verknüpft werden kann.
Ein einzelnes Gelenk der Klasse MultiJointDevice wird durch einen Joints & Links
Joint repräsentiert, der als Bestandteil des Pakets org.roboticsapi.multijoint
folgendermaßen definiert ist:
Definition 5.25. Ein Joint ist ein Actuator und repräsentiert entweder ein
rotatorisches oder translatorisches Gelenk.
Die Position eines Gelenks wird durch eine Gleitkommazahl dargestellt und
zeigt bei rotatorischen Gelenken den aktuellen Drehwinkel in Radianten an,
d. h. eine Winkelstellung gegenüber einer definierten Nullstellung. Bei trans-
latorischen Gelenken wird damit die aktuelle Vorschublänge in Metern, d. h.
eine Verschiebung gegenüber einer Nullstellung, angegeben. Die Position ist
durch eine fest obere und untere Grenze eingeschränkt, die als minimum po-
sition und maximum position bezeichnet werden (vgl. Abb. 5.10). Außerdem
hat jedes Gelenk eine eigene, ebenfalls als home position bezeichnete, Grund-
stellung. Die aktuelle Position kann durch zwei Methoden erfragt werden,
die jeweils die kommandierte bzw. die gemessene Position zurückgeben.
Darüber hinaus verfügt jeder Joint über zwei Frames, die über eine
DynamicConnection (vgl. Abschn. 5.4) verbunden sind und durch eine
Bewegung gegeneinander verdreht bzw. verschoben werden (vgl. Abb. 5.10).
Dabei stellt der fixed Frame das feste Bezugssystem dar. Dementsprechend
wird der moving Frame bei einem rotatorischen Joint um die z-Achse des
Bezugssystems gedreht. Analog wird er bei einem translatorischen Joint
entlang der z-Achse verschoben. Über diese beiden Frames sind zwei Glie-
der mit dem Joint verbunden. Folglich verändert durch eine Bewegung das
mit dem moving Frame verbundene Glied seine relative Position gegenüber
dem mit dem fixed Frame verbundenen Glied.
Ein Glied oder Strukturbauteil eines MultiJointDevices wird durch die
Klasse Link aus dem Paket org.roboticsapi.multijoint repräsentiert und ist in
Anlehnung an Craig [63, S. 64] folgendermaßen definiert:
Definition 5.26. Ein Link (Glied) ist als starrer Körper ein PhysicalObject
und verbindet zwei Joints miteinander. Abweichend davon ist ein Link,
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der am Beginn oder Ende einer Abfolge von Links und Joints steht, nur
mit einem Joint verbunden.
Analog zu einem Joint verfügt auch ein Link über zwei Frames, die jedoch
fest über eine StaticConnection verbunden sind. In der Regel ist der linked
Frame eines Links identisch mit dem fixed Frame eines Joints. Analog ist
der base Frame eines Links mit dem moving Frame eines Joints identisch.
Durch diese Verknüpfung von Joints und Links ergibt sich eine kinema-
tische Kette und dementsprechend der Aufbau eines MultiJointDevices
(vgl. [63, S. 62–67]).
In der Literatur (vgl. [234]) unterscheidet man zwischen offenen und ge-
schlossen kinematischen Ketten. Eine offene kinematische Kette besteht aus
einer Baumstruktur von Links und Joints, wobei jedes Glied mit maximal
zwei Gelenken verbunden ist. Im einfachsten Fall ist dies eine serielle Abfol-
ge von Gliedern und Gelenken. Wenn jedes Glied einer kinematischen Kette
mit mindestens zwei Gelenken verbunden ist, so bezeichnet man diese kine-
matische Kette als geschlossen (z. B. eine Stewart-Plattform [63, S. 243]).
Ein generischer Roboterarm, wie z. B. der klassische industrielle Manipu-Roboterarme
lator, besteht aus einer seriellen kinematischen Kette, die an der Basis des
Manipulator beginnt und am Flansch bzw. Endeffektor endet. Dementspre-
chend ist ein Roboterarm im Paket org.roboticsapi.robot wie folgt definiert:
Definition 5.27. Ein RobotArm ist ein MultiJointDevice, das einen seri-
ellen Aufbau von Gelenken und Gliedern hat. Am Ende der seriellen Kette
befindet sich der Roboterflansch.
Der Roboterflansch (engl.: flange) wird durch einen Link und ein speziel-
les Koordinatensystem, dem flange Frame, repräsentiert (vgl. Abb. 5.10). Da
die Joints und Links eines Manipulators über Frames und Connections
verbunden sind, wird neben der Struktur auch immer die aktuelle Konfigu-
ration des Manipulators abgebildet. Das bedeutet, dass die aktuelle Position
eines Links bzw. seines Basiskoordinatensystems gegenüber einem Bezugs-
system (z. B. der Roboterbasis) bestimmt werden kann. Der Aufbau eines
generischen Roboterarms mit sechs Gelenken und sieben Gliedern ist in Ab-
bildung 5.11 als Objektdiagramm dargestellt.
Hierbei zeigt sich auch der hierarchische Aufbau eines Roboterarms, der
aus mehreren Links und Joints besteht. Diese wiederum bestehen aus Fra-
mes und Connections, die über die Assoziation parent mit ihrer übergeord-
neten Entität, d. h. einem Link oder Joint, verbunden sind. Dadurch ist es
möglich, ausgehend von einem Frame oder einer Connection einen Rück-
schluss auf den Roboterarm zu ziehen. Die serielle kinematische Kette, die
von den Frames und Connections aufgebaut wird, kann bei der Basis des
Roboterarms beginnend bis zum Roboterflansch durchlaufen werden.
Die Pose, d. h. die Position und Orientierung, des Roboterflansches bzw.
des Endeffektors in Bezug zum Basiskoordinatensystem des Arms lässt sich
aus der aktuellen Stellung der Gelenke bestimmen, da sie die einzigen varia-
blen Größen darstellen. Hierbei spricht man von der direkten Kinematik [63,
S. 62–100] oder Vorwärtstransformation. Im Umkehrschluss befasst sich die
inverse Kinematik [63, S. 101–134] oder Rückwärtstransformation mit der Fra-
ge, wie sich die Gelenkwinkel anhand der Pose des Endeffektors bestimmen
lassen. Während sich bei der direkten Kinematik eine eindeutige Lösung
bestimmen lässt, muss die Position der einzelnen Glieder bei einer gegebe-
nen Pose des Endeffektors nicht eindeutig sein. Es wird im Allgemeinen
mehrere Konfigurationen geben, die zur gewünschten Lage des Endeffek-
tors führen. Folglich muss aus den vorhandenen Lösungen eine sinnvolle
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Abbildung 5.11: Ein RobotArm besteht aus mehreren Links und Joints, die über
Frames und Connections miteinander geometrisch verbunden
sind. Der ParallelGripper ist am Flansch des Roboters montiert.
84 elemente einer roboterzelle
Konfiguration ausgewählt werden, die zulässig ist und durch die Gelenke
eingenommen werden kann.
Für die Berechnung der direkten bzw. inversen Kinematik definiert die
Klasse RobotArm mehrere Methoden (vgl. Abb. 5.10). Zum einen kann zu
einer gegebenen Gelenkstellung eine Transformation berechnet werden,
die die Translation und Rotation des Flansch-Koordinatensystems in Bezug
zum Basiskoordinatensystem beschreibt. Zum anderen kann zu einer ge-
gebenen Transformation des Flansch-Koordinatensystems in Bezug zum
Basiskoordinatensystem eine Gelenkstellung ermittelt werden, die eine zu-
lässige Lösung der inversen Kinematik beschreibt und möglichst nahe an
der aktuellen Gelenkstellung ist. Daneben gibt es weitere Methoden, die
eine genauere Auswahl möglicher Lösungen erlauben.
Da ein RobotArm zugleich ein MultiJointDevice ist, können über das
JointPtpInterface achsspezifische Bewegungen definiert werden. Daneben
sind bei einem Roboterarm auch Bahnbewegungen möglich. Diese beschrei-
ben durch eine mathematische Funktion die Bewegung eines Frames im
kartesischen Raum. Dazu muss dieser als Motion Center Point (MCP) be-
zeichnete Frame jedoch statisch mit dem Flansch-Koordinatensystem ver-
bunden sein. Für lineare Bahnbewegungen existiert das in Abbildung 5.10
dargestellte LinearMotionInterface. Die abgebildete Methode gibt eine
Activity zurück, die eine lineare Bewegung von der aktuellen Position zur
angegeben Zielposition repräsentiert. In der Robotics API könnten achsspe-
zifische Bewegungen und Bahnbewegungen beliebig verwendet werden.
Am Roboterflansch ist in der Regel ein Endeffektor montiert. Dabei han-Werkzeuge
delt es sich um eine Vorrichtung bzw. ein Werkzeug, mit der ein Roboter die
vorgegebene Aufgabe erfüllen kann. Ein Endeffektor kann über eine Static-
Connection mit dem Roboterflansch verbunden werden (vgl. Abb. 5.11)
und bewegt sich so mit dem Roboterarm. In der Robotics API wird ein Endef-
fektor durch die Klasse Tool repräsentiert, die in Abbildung 5.12 dargestellt
und wie folgt definiert ist:
Definition 5.28. Ein Tool ist ein Actuator, der an einen Roboterflansch
montiert werden kann.
Die Klasse Tool erbt als steuerbares Gerät von der Klasse Actuator und,
da es eine konkrete physische Ausprägung hat, zugleich von Physical-
Object (vgl. Abb. 5.12). Jedes Werkzeug hat einen effector Frame, der ein
ausgezeichnetes Merkmal des Werkzeugs beschreibt (z. B. die Spitze eines
Schweißbrenners). Dieser Frame sollte als MCP für Bahnbewegungen des
Werkzeugs geeignet sein.
Eine Spezialisierung eines Werkzeugs ist Klasse Gripper, die ebenfalls inGreifer
Abbildung 5.12 dargestellt und folgendermaßen definiert ist:
Definition 5.29. Ein Gripper ist ein Tool zum mechanischen Greifen von
Gegenständen.
Dabei kann es sich um einfache 2- oder 3-Finger-Greifer aber auch um kom-
plexe Greifhände [178] handeln. Jedoch verfügt jeder dieser Greifer über
Finger, die mithilfe von Kraft- oder Formschluss den gewünschten Ge-
genstand greifen. Die Anzahl der Finger ist von der konkreten Ausgestal-
tung der Greifers abhängig. Analog zu einem Link sind Finger als Physi-
calObjects modelliert und haben eine physische Ausprägung. Über eine
DynamicConnection ist es möglich, die Bewegung der Finger abzubilden.
Darüber hinaus hat jeder Greifer ein Attribut, das das maximale bzw. bevor-
zugte Werkstückgewicht spezifiziert.
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-minimumOpeningWidth : double
-maximumOpeningWidth : double














+grasp( w : double, p : GripperParameters )





















Abbildung 5.12: Ein Tool ist die Basisklasse für alle Geräte, die als Endeffektor an
einen Roboterflansch montiert werden können. Eine Spezialisierung
stellt bspw. ein Greifer dar.
Eine konkrete Ausprägung eines Greifers ist der parallele 2-Finger-Greifer,
der durch die Klasse ParallelGripper repräsentiert wird (vgl. Abb. 5.12).
Bei diesem Greifertyp sind die beiden Finger gegenüber angebracht und
bewegen sich beim Öffnen oder Schleißen des Greifers gleichförmig nach
außen bzw. innen. Er ist folgendermaßen definiert:
Definition 5.30. Ein ParallelGripper ist ein Gripper, der über zwei paral-
lel angeordnete Greiffinger verfügt.
Jeder ParallelGripper verfügt über ein als fingerCenter bezeichnetes Ko-
ordinatensystem, das den Mittelpunkt zwischen den beiden Greiffingern
darstellt. An diese Greiffinger können nochmals zusätzliche Greiferbacken
angebracht werden, die in der Regel abhängig von der Aufgabe konstru-
iert und gefertigt werden. In der Robotics API wird dies ebenfalls über eine
StaticConnection realisiert. Diese zusätzlichen Greiferbacken vergrößern
oder verkleinern üblicherweise die Öffnungsweite der Greifer-eigenen Fin-
ger. Bei der Bestimmung der aktuellen Öffnungsweite (vgl. Abb. 5.12) wird
dies berücksichtigt. Zudem wird über zwei Attribute eine minimale und
maximale Öffnungsweite des Greifers spezifiziert.
Die Funktionalität eines ParallelGrippers wird durch ActuatorInter-
faces angeboten. Das in Abbildung 5.12 dargestellte GraspingInterface
besitzt zwei Methoden, um einen Gegenstand zu greifen bzw. wieder freizu-
geben. Dabei wird eine Öffnungsweite spezifiziert, bei der der Gegenstand
idealerweise fest gegriffen ist. Der Greifer stellt daraufhin seine beiden Greif-
finger auf diese Öffnungsweite ein. Falls über interne Sensoren kein Gegen-
stand erkannt wurde, wird die Aktivität mit einem Fehler beendet. Nach-
dem ein Gegenstand gegriffen wurde, wird über Sensoren aktiv überprüft,





































Abbildung 5.13: Das Klassendiagramm zeigt den Zusammenhang zwischen den
Schnittstellen MultiJointDevice und RobotArm sowie ihren ab-
strakten Implementierungen.
ob der Gegenstand noch im Greifer sitzt. Hierbei wird das objektorientier-
te Weltmodell der Robotics API noch nicht ausgenützt, d. h. es muss die
notwendige Öffnungsweite bekannt sein. Außerdem müssen Aktualisierun-
gen des Weltmodells manuell durchgeführt werden (z. B. eine Verknüpfung
zwischen gegriffenem Gegenstand und Greifer hinzufügen). Erst durch die
in Kapitel 10 vorgestellten Dienste werden umfassendere Fähigkeiten für
Werkzeuge realisiert.
Die oben vorgestellten Konzepte sind in der Robotics API hauptsächlichDetails zur
Implementierung als Schnittstellen realisiert. Dies gilt insbesondere für das MultiJointDevi-
ce und den RobotArm. Daneben existieren in der Robotics API abstrakte
Klassen, um die elementare Funktionalität der jeweiligen Schnittstelle zu
implementieren. Der Zusammenhang zwischen den Schnittstellen und ih-
rer abstrakten Implementierung ist in Abbildung 5.13 dargestellt. Dort ist
zu erkennen, dass ein MultiJointDevice sowohl eine Spezialisierung eines
Actuators als auch eines PhysicalObjects ist. Um eine höhrere Wiederver-
wendung zu erreichen, erbt die Klasse AbstractMultiJointDevice direkt
von der Klasse AbstractActuator. Die noch fehlende Funktionalität eines
PhysicalObjects ist direkt im AbstractMultiJointDevice implementiert.
Das Konzept eines RobotArms ist ebenfalls in der Robotics API als Schnitt-
stelle realisiert. Sie spezialisiert dabei die Schnittstelle MultiJointDevice
und wird abstrakt von der Klasse AbstractRobotArm implementiert.
5.6 verwandte arbeiten
Lozano-Pérez [167] stellt eine geeignete Modellierung der Umwelt bzw. Um-
gebung eines Roboters als elementare Anforderung für dessen Programmie-
rung heraus. Dillmann und Huck [67] sehen ein repräsentatives Umwelt-
5.6 verwandte arbeiten 87
modell als „Voraussetzung für die Informationsverarbeitung in der Robo-
tik“ [67, S. 43]. Das bedeutet, dass das Umweltmodell sowohl die Grund-
lage für eine Analyse der Roboterzelle als auch für eine mögliche Planung
von Aufgaben ist. Daher sollten alle realen Objekte der Roboterzelle (z. B.
Roboter, Endeffektoren, Peripheriegeräte und Sensoren) mit ihren geometri-
schen Merkmalen abgebildet werden. Die Struktur der Roboterzelle ergibt
sich „aus der räumlichen Organisation und Topologie der Zelle“ [67, S. 49].
Die in diesem Kapitel vorgestellten Mechanismen der Robotics API eignen
sich, um alle von Dillmann und Huck [67] beschriebenen Anforderungen
hinreichend zu erfüllen.
Bei der von Hayward und Paul [115] vorgeschlagenen Robot Control C
Library (RCCL) wird das Umweltmodell durch eine Menge von geometri-
schen Gleichungen beschrieben. Dieses Gleichungssystem definiert die geo-
metrischen Abhängigkeiten zwischen unterschiedlichen Objekten bzw. de-
ren Koordinatensystemen. PasRo [36], eine Bibliothek zur Steuerung von Ro-
botern in der Programmiersprache Pascal, verwendet Koordinatensysteme,
um Aufgaben und Bewegungen in einer Roboterzelle zu spezifizieren.
Einer der ersten objektorientierten Ansätze zur Programmierung von Ro-
botern stellt RIPE dar, das von Miller und Lennox [182] entwickelt wurde. Sie
unterscheiden zwischen dem Konzept einer Station, eines Device und eines
WorkPiece. Dabei besteht eine Station aus Devices und WorkPieces und defi-
niert deren geometrische Position. Devices führen Aktionen auf einem Work-
Piece aus und bearbeiten es somit. Durch Vererbung können Spezialisierun-
gen dieser Konzepte für die Realisierung einer eigenen Roboterzelle erstellt
werden. Ähnlich beschreiben Jurkevich et al. [143] eine objektorientierte Mo-
dellierung einer Roboterzelle zum Punktschweißen. Weitere objektorientier-
ten Bibliotheken zur Roboterprogrammierung sind MRROC++ [287, 288]
und ZERO++ [214]. Bei den vorgestellten Ansätzen werden, im Gegensatz
zur Robotics API, keine semantischen Beziehungen zwischen Koordinaten-
systemen bzw. Objekten modelliert. Dadurch kann dieses Wissen während
der Ausführung nicht verwendet werden, um z. B. eine optimale Greifstra-
tegie auszuwählen oder zu berechnen
Musliner et al. [185] verfolgen bei der Umweltmodellierung für die Co-
operative Intelligent Real-time Control Architecture (CIRCA) einen anderen
Ansatz. Dementsprechend besteht das Umweltmodell aus einer Menge von
endlichen Zustandsautomaten. Jedem Zustand sind eine Menge von Prädi-
katen zugeordnet, die Eigenschaften über die Umwelt beschreiben. Falls ein
Zustand aktiv ist, so gelten dessen Prädikate. Die Transitionen zwischen
Zuständen werden durch Aktionen des Robotersystems aktiviert. Dadurch
ist das Umweltmodell die Grundlage für die automatische Planung von Ro-
boteraufgaben. Analog zu CIRCA, ändern Aktivitäten der Robotics API das
Umweltmodell. Zum Beispiel wird durch eine Roboterbewegung der am
Flansch montierte Endeffektor neu positioniert. Jedoch ändern Aktivitäten
bisher die Topologie der Roboterzelle nicht automatisch (z. B. nach dem
Greifen eines Werkstückes).
McKee et al. [177] verwenden bei ihrem MARS-Modell objektorientierte
Konzepte, um die Beziehung zwischen Modulen zu beschreiben. Ein Modul
repräsentiert eine Ressource des Robotersystems und kann entweder phy-
sikalisch (z. B. ein Manipulator) oder abstrakt (z. B. ein Algorithmus) sein.
Durch Annotationen werden die Eigenschaften eines Moduls beschrieben
und das Modul damit spezifiziert. Dazu gehört bspw. die Position eines
physikalischen Moduls. Zudem können zwischen Modulen Relationen be-
schrieben werden, um bspw. auszudrücken, dass ein Werkzeug an einem
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Manipulator montiert ist. Dadurch erbt das Werkzeug gleichzeitig die Fä-
higkeiten des Manipulators und kann sich bewegen. Die Verwendung von
Relationen weist Parallelen zur Robotics API auf. Jedoch können die Relatio-
nen nur statisch zur Laufzeit definiert werden.
Die von Loffler et al. [166] beschriebene Robotic Platform ist eine objektori-
entierte Softwareplattform für Roboterapplikationen. Die Robotic Platform
kennt analog zur Robotics API eine Klasse PhysicalObject, um reale Objek-
te der Roboterzelle zu repräsentieren. Insbesondere beschreibt ein Physical-
Object seine (dreidimensionale) Visualisierung, seine Position und Orien-
tierung im Raum sowie Verbindungen zu anderen Objekten. Dadurch lässt
sich ausdrücken, dass ein Greifer am Flansch des Roboters montiert ist. Al-
lerdings sind diese Verbindungen im Gegensatz zur Robotics API statisch
und werden zum Start der Applikation mithilfe einer Datei konfiguriert.
Auch verzichten Loffler et al. weitere Objekte der Roboterzelle (z. B. Werk-
stücke) zu modellieren.
Die in Abschnitt 4.4 bereits behandelte Coupled Layered Architecture for
Robot Autonomy (CLARAty) verwendet Objektorientierung, um mit der Viel-
falt an Geräten und Algorithmen in der Robotik zurecht zu kommen und so
wiederverwendbare Software zu entwickeln (vgl. [190]). Daher verwendet
CLARAty ein objektorientiertes Modell des zu steuernden Roboters und sei-
ner einzelnen Bestandteile. Insbesondere betrachten sie geometrische Trans-
formationen nicht isoliert sondern immer im Kontext der betroffenen Ko-
ordinatensysteme und Modellelemente. Dementsprechend haben sie einen
mit der Robotics API vergleichbaren Ansatz, die Struktur der Roboters und
seine Koordinatensysteme gemeinsam zu modellieren [190]. Da jedoch der
Fokus von CLARAty auf autonomen Landefahrzeugen für Weltraummissio-
nen liegt, kann kein Vergleich für die ganzheitliche Modellierung einer Ro-
boterzelle gezogen werden.
Der Graph-basierte Ansatz der Robotics API mit Frames als Knoten und
Relations als Kanten weist Ähnlichkeiten zu den topologischen Karten auf,
die Burgard und Hebert [53] beschreiben. Einer der ersten Ansätze stammt
von Kuipers und Byun [155], die durch eine topologische Karte die Struktur
der Umgebung erfassen. Dadurch werden neben rein geometrischen Da-
ten weitere Informationen (z. B. Verbindungen zwischen Räumen) erfasst
und können von Roboter verwendet werden. Der Ansatz wird später von
Kuipers [154] zu einer Spatial Semantic Hierarchy erweitert. Analog zur Robo-
tics API wird durch mehrere verbundene Ebenen unterschiedlicher Seman-
tik die Umwelt des Roboters detaillierter beschrieben. Der Fokus beider An-
sätze liegt jedoch auf einer zweidimensionalen Karte für die Navigation
mobiler Roboter.
Analog zur Robotics API gibt es einige Ansätze, die die Umgebung des
Roboters als Szenengraph beschreiben. Ein Szenengraph ist eine objektori-
entierte Datenstruktur aus dem Bereich der Computergrafik, mit der sowohl
die räumliche als auch die logische Anordnung der darzustellenden, dreidi-
mensionalen Szene beschrieben wird. Smits [249, S. 121 ff.] schlägt in seiner
Dissertation ein Format für einen Robot Scene Graph vor. Das Unified Robot
Description Format (URDF) [232] ist eine Format, um Roboter und damit Tei-
le des Szenengraphen in ROS zu beschreiben. Beide Ansätze sind weniger
komplex verglichen zur Robotics API und enthalten keine semantische Infor-
mationen zwischen Objekten. Blumenthal et al. [37] stellen einen verteilten
Szenengraphen für Roboteranwendungen vor, berücksichtigen jedoch auch
keine semantischen Informationen zwischen Objekten.
6E RW E I T E R B A R E S F R A M E W O R K F Ü R D I E
A U T O M AT I S I E R U N G
Das Ziel dieser Arbeit ist es, Roboterzellen flexibel und modular unter Zuhil-
fenahme serviceorientierter Architekturen zu strukturieren und zu program-
mieren. Um dies zu erreichen, können alle Komponenten einer Roboterzelle,
z. B. Manipulatoren und deren Werkzeuge, einheitlich mit dem Robotics App-
lication Framework programmiert und echtzeitfähig gesteuert werden. Daher
muss es flexibel und modular gestaltet sein, um alle relevanten Aspekte ei-
ner Roboterzelle vollständig abzudecken. Folglich ist das Robotics Application
Framework in einzelne Bestandteile gegliedert, die entsprechend den Anfor-
derungen einer konkreten Roboterzelle zusammengesetzt werden können.
Abhängig von den Geräten und Aufgaben der Roboterzelle ergibt sich im-
mer wieder eine neue Komposition einzelner Bestandteile. Bei Veränderun-
gen kann dementsprechend das Ensemble der einzelnen Softwaremodule
adaptiert werden, um den neuen Bedürfnissen zu genügen. Durch eine pas-
sende Auswahl von Softwaremodulen kann eine Roboterzelle durchgängig
mit dem Robotics Application Framework programmiert werden. Demzufolge
stellt es eine ganzheitliche Plattform dar, um Automatisierungssoftware zu
entwickeln.
Um die Modularisierung vorzunehmen, wurde die in Kapitel 2 beschrie-
bene OSGi Service Platform verwendet. Somit bestehen die Robotics API und
der Runtime Adapter aus einer Menge von Bundles, die miteinander in Bezie-
hung stehen und über Services interagieren. Für die modulare Entwicklung
einer Automatisierungssoftware können die erforderlichen Bundles ausge-
wählt und verwendet werden. Allerdings endet der modulare Aufbau der
Software nicht innerhalb des OSGi Frameworks, sondern erstreckt sich auch
auf die echtzeitfähige Robotersteuerung. Die Integration des Robotics Appli-
cation Frameworks in die OSGi Service Platform stellt eine Grundlage für die
weitere serviceorientierte Implementierung einer Roboterzelle dar.
Dieses Kapitel stellt vor, wie die zuvor beschriebene Architektur, die ei-
ne Anwendungs- und Echtzeitprogrammierung von Robotern harmonisiert
(vgl. Kap. 4), ein ganzheitliches Framework für die Programmierung von
Roboterzellen bildet. Das Framework besteht aus einem schmalen Kern, der
in eine vertikale und in eine horizontale Dimension erweitert werden kann.
Die Erweiterungsmöglichkeiten des Robotics Application Frameworks werden
detailliert in Abschnitt 6.1 diskutiert. Die Abhängigkeiten zwischen den ein-
zelnen Bundles und Ebenen der Architektur werden in Abschnitt 6.2 erläu-
tert. Die durchgängige Konfiguration einer Roboterzelle und die Installation
der entsprechenden Bundles wird in Abschnitt 6.3 vorgestellt.
Dieses Kapitel beschreibt darüber hinaus exemplarisch einige Erweiterun-
gen des Robotics Application Frameworks und zeigt dadurch die unterschiedli-
chen Möglichkeiten auf, das Framework sowohl in die vertikale Dimension
(vgl. Abschn. 6.4) als auch die horizontale Dimension (vgl. Abschn. 6.5) zu
erweitern. Die vorgestellten Beispiele werden im weiteren Verlauf der Arbeit
verwendet, um eine serviceorientierte Roboterzelle zu implementieren. Ab-
schließend werden in Abschnitt 6.6 verwandte Arbeiten diskutiert. Einige
der Überlegungen und Ergebnisse wurden erstmals in [119] veröffentlicht.
89






















































realtime primitiverealtime primitiverealtime primitive
«realtime device»
WSG MODULE

















Abbildung 6.1: Die Erweiterbarkeit des Robotics Application Frameworks erstreckt sich
auf zwei Dimensionen – einer horizontalen und einer vertikalen Di-
mension – und betrifft auch den Robot Control Core.
6.1 erweiterungsmöglichkeiten
In Kapitel 4 wurde die in SoftRobot entwickelte Softwarearchitektur für In-
dustrieroboter vorgestellt. Während der Robot Control Core (RCC) für die
echtzeitfähige Steuerung von Aktuatoren zuständig ist, stellt das Robotics
Application Framework eine Programmierschnittstelle zur Entwicklung von
Roboter- bzw. Automatisierungsapplikationen bereit. Das Robotics Applicati-
on Framework besteht intern aus der Robotics API als der eigentlichen Pro-
grammierschnittstelle und einem Runtime Adapter zur Kommunikation mit
der echtzeitfähigen Steuerung. Diese beiden Teile der Architektur sind in
viele einzelne, aber inhaltlich zusammengehörige, Pakete gegliedert (vgl.
Abschn. 4.3). Dieselbe Gliederung in Pakete ist auch aus Kapitel 5 bekannt,
da dort die einzelnen Element zur objektorientierten Modellierung einer Ro-
boterzelle unterschiedlichen Paketen zugeordnet waren.
Jedoch reicht eine Aufteilung in Pakete nicht aus, um flexible und mo-
dulare Software in Java zu erhalten [285, S. 17]. Zudem kann nicht zwi-
schen öffentlicher Programmierschnittstelle und interner Implementierung
unterschieden werden [278, S. 6]. Daher wird OSGi (vgl. Kap. 2) verwendet,
um das Robotics Application Framework in einzelne Komponenten bzw. Bund-
les zu gliedern. Jedes Bundle enthält inhaltlich zusammengehörige Pakete,
Schnittstellen und Klassen, um eine hohe Kohäsion [162] innerhalb eines
Bundles zu erreichen. Gleichzeitig wird die Kopplung zwischen Bundles
minimiert. Die öffentlich verfügbaren Klassen und Schnittstellen werden je-
weils als Pakete exportiert, sodass andere Bundles darauf Zugriff haben.
Dies ermöglicht die Trennung zwischen öffentlich verfügbaren Klassen und
Schnittstellen sowie der internen Implementierung eines Bundles.
Der modulare Aufbau der Robotics API und des Runtime Adapters sind
die Voraussetzung für die einfache Erweiterbarkeit der Softwarearchitek-
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tur. Dadurch entsteht ein erweiterbares und flexibles Framework für die
Programmierung von Industrierobotern bzw. im Allgemeinen für Automa-
tisierungskomponenten. Damit kann ein ganzheitliches Framework für die
Softwareentwicklung und Automatisierung von Roboterzellen bereitgestellt
werden. Das Robotics Application Framework bietet eine einheitliche Program-
mierung für ein breites Spektrum unterschiedlicher Automatisierungskom-
ponenten und Robotern, wobei es die besonderen Anforderungen bzgl. Echt-
zeit für alle Geräte in gleicher Weise berücksichtigt. Die Erweiterbarkeit des Dimensionen der
ErweiterbarkeitRobotics Application Frameworks kann in zwei unterschiedliche Dimensionen
aufgeteilt werden (vgl. Abb. 6.1): Die horizontale Dimension erweitert die
Programmierschnittstelle, d. h. die Robotics API, um neue Gerätetypen und
Fähigkeiten. Dadurch wird die Programmierschnittstelle immer universel-
ler und deckt eine größere Bandbreite an funktionalen Anforderungen und
Applikationen ab. Die vertikale Dimension beschreibt die Integration eines
neuen Geräts oder neuer Steuerungsoperationen von der Robotics API bis
hin zur echtzeitfähigen Robotersteuerung.
Oft sind durch eine neue Erweiterung beide Dimensionen betroffen. Wenn
ein neuer Roboter vertikal integriert wird, so ist in der Regel der Runtime Ad-
apter und der RCC betroffen. Allerdings erweitert der neue Roboter auch die
Programmierschnittstelle. Gleiches gilt für eine Steuerungsoperation, die ei-
ne Erweiterung des Runtime Adapters und des RCC benötigt, aber auch ad-
äquat durch die Programmierschnittstelle angeboten werden muss. Eine Er-
weiterung kann jedoch nur die horizontale Dimension betreffen, wenn sie
sich z. B. auf bestehende Bundles der Robotics API abstützt (z. B. Planungs-
algorithmen). Erweiterungen können ebenfalls, wenn auch selten, nur die
vertikale Dimension betreffen, z. B. wenn ein Gerätetreiber ergänzt bzw. aus-
gewechselt wird, ohne das die Robotics API davon betroffen wäre.
Bei Erweiterbarkeit ist es ausschlaggebend, ein möglichst hohes Maß an
Wiederverwendbarkeit zu erreichen. Gemäß Gamma et al. [97] gibt es in ob-
jektorientierten Systemen mit der Vererbung und der Komposition zwei Tech-
niken, um Funktionalität wiederzuverwenden. Vererbung wird als White-Box-
Wiederverwendung bezeichnet, da die interne Implementierung der Super-
klasse zumindest teilweise bekannt sein muss. Dagegen handelt es sich bei
Komposition um Black-Box-Wiederverwendung, da die interne Implementie-
rung des Objekts nicht bekannt ist. Zudem kann sie dynamisch zur Lauf-
zeit definiert und ggf. geändert werden. Durch die beiden Techniken wird
im Robotics Application Framework sichergestellt, dass Erweiterungen nicht
komplett neu entwickelt werden müssen (vgl. [18, 119]). Nur die originären
Aspekte müssen neu implementiert werden. Dies bedeutet beispielsweise,
dass für jeden neuen Roboter dessen Bewegungen nicht neu implementiert,
sondern wiederverwendet werden.
Neue (physische) Objekte oder Geräte einer Roboterzelle können erstellt Erweiterungs-
möglichkeitenwerden, indem eine neue Klasse von der entsprechenden Superklasse abge-
leitet wird. Ein konkreter Roboter, z. B. ein KUKA Leichtbauroboter (LBR)1
durch die Klasse LWR, ist eine Spezialisierung der Klasse AbstractRobot-
Arm und ergänzt alle Eigenschaften, die dem abstrakten RobotArm fehlen.
Dazu gehören insbesondere die einzelnen Längen der mechanischen Struk-
tur, maximale Gelenkbereiche und Geschwindigkeiten. Die konkrete Klasse
legt die Anzahl der Gelenke fest und bestimmt die Länge der Roboterstruk-
tur. Da der LBR über weitere Sensoren (z. B. Drehmomentsensoren) verfügt,
erweitert er seine Basisklasse, um die entsprechenden Attribute und Metho-
den. Durch eine Property, d. h. eine generische Eigenschaft, können zusätz-
1 Im Englischen als Light-Weight Robot oder kurz LWR bezeichnet.
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erweiterungspunkt konzepte wiederverwendung
Objekte mit physischer Ausprägung PhysicalObject Vererbung
Geräte: Sensoren & Aktuatoren Device, Actuator Vererbung
Nativer Gerätetreiber DeviceDriver, Mapper Vererbung, Komposition
Zusammengesetzter Gerätetreiber DeviceDriver Komposition
Operationen bereitstellen ActuatorInterface Vererbung, Komposition
Operationen kombinieren Activity, Command, Mapper Komposition
Operationen implementieren Action, Mapper Komposition
Semantische Beziehungen zw. Frames Relation Vererbung
Generische Eigenschaften ergänzen Entity, Property Komposition
Tabelle 6.1: Das Robotics Application Framework weist eine Vielzahl an unterschiedli-
chen Erweiterungspunkten auf, um es sowohl in die horizontale als auch
in die vertikale Dimension zu erweitern. Dabei wurde auf ein hohes Maß
an Wiederverwendung geachtet.
liche Informationen zu einem Entity (z. B. einem Device, einem Physical-
Object, einem Frame oder einer Relation) hinzugefügt werden. Diese In-
formationen können spezifisch für eine Applikation oder eine Erweiterung
sein und daher nicht fester Bestandteil des Objekts (vgl. Kap. 6.5).
Die Kommunikation mit dem realen Gerät über den RCC wird vollständig
an einen DeviceDriver delegiert. Dieser ist dafür zuständig, aktuelle Daten
(z. B. die Gelenkstellung eines Roboters) über den RCC abzurufen. Dadurch
findet eine vollständige Entkoppelung der Robotics API zu einer konkreten
Implementierung des Robot Control Cores statt [119]. Die Implementierung
eines Treibers ist jedoch spezifisch für den verwendeten Robot Control Core
und der Schnittstelle eines Realtime Devices. Durch diese Schnittstellen wird
die echtzeitfähige Ansteuerung des Aktuators definiert [237] und folglich
die vorhandenen Realtime Primitives. Um einen neuen Manipulator in den
RCC und damit in das Robotics Application Framework einzubinden, muss ein
neues Realtime Device mit der entsprechenden Schnittstelle implementiert
werden. Die Echtzeitprimitive und Übersetzungsregeln (d. h. Mapper) kön-
nen dadurch wiederverwendet werden.
Neben dem Einsatz von nativen Treibern, die als Proxy für einen Aktua-
tor der Robotersteuerung stehen, kann sich ein Treiber auf andere, innere
Aktuatoren abstützen. Ein solcher Treiber stellt eine Komposition von Ge-
räten dar. Folglich muss sich der Zustand des Treibers bzw. des eigentli-
chen Aktuators vollständig durch die komponierten Aktuatoren beschrei-
ben lassen. Ebenso müssen sich sämtliche Steuerungsoperationen des Ak-
tuators aus Steuerungsoperationen der inneren Aktuatoren zusammenset-
zen (z. B. durch die Komposition von Steuerungskommandos). Oft werden
zusammengesetzte Treiber für Roboterwerkzeuge verwendet, die in der Re-
gel über digitale und analoge Ein- und Ausgänge angesteuert werden (vgl.
Abschn. 6.4.1). Ein Beispiel dafür stellt der MEG-50 Parallelgreifer der Fa.
Schunk dar, der in Abschnitt 6.4.2 detailliert vorgestellt wird.
Damit die möglichen Steuerungsoperationen dynamisch erweiterbar bzw.
austauschbar sind, wurden sie als eigene Objekte modelliert, die zur Lauf-
zeit flexibel kombiniert, übersetzt und zur Echtzeitsteuerung übertragen
werden (vgl. Abschn. 4). Dem Applikationsentwickler stehen die möglichen
Operationen eines Aktuators als Activity über ein ActuatorInterface zur
Verfügung. Dazu bündelt ein ActuatorInterface jeweils semantisch zu-
sammengehörende Operationen. Über eine Activity kann ein Applikati-

































Abbildung 6.2: Das Komponentendiagramm zeigt exemplarisch, wie zwei Pakete als
Bundle realisiert wurden.
und abbrechen. Intern besteht eine Activity aus einem Command und er-
gänzt dieses um zusätzliche Informationen für die Ausführung. Um kom-
plexe Steuerungsoperationen, insbesondere von mehreren Aktuatoren, nicht
grundlegend neu implementieren zu müssen, können Steuerungsoperatio-
nen, d. h. Instanzen der Klasse Command, durch Komposition verknüpft
werden. Dazu existiert, wie in Abschnitt 4.3.2 vorgestellt, ein generischer
Mechanismus, um einzelne Kommandos miteinander zu verknüpfen. Die-
ser Mechanismus kann auf die spezifischen Bedürfnisse einer Anwendung
angepasst werden.
Alle Erweiterungsmöglichkeiten des Robotics Application Frameworks sind Bereitstellen von
Erweiterungenmit den betreffenden Konzepten in Tabelle 6.1 aufgelistet. Dabei werden so-
wohl Vererbung als auch Komposition verwendet, um einen möglichst hohen
Grad an Wiederverwendung bei Erweiterungen zu erreichen. Für die Ap-
plikationsentwicklung wird eine Erweiterung, d. h. eine logisch zusammen-
gehörige Menge von Paketen, als eigenes Bundle bereitgestellt und als JAR
verpackt. Es exportiert seine öffentlichen Klassen bzw. Schnittstellen und de-
finiert seine Abhängigkeiten zu anderen Paketen bzw. zu anderen Bundles.
Das Komponentendiagramm in Abbildung 6.2 zeigt dies exemplarisch
für zwei Pakete. Auf der linken Seite ist das Bundle org.roboticsapi.robot.lwr
dargestellt, welches Bestandteil der Robotics API ist. Es exportiert das gleich-
namige Paket und realisiert die entsprechenden Klassen und Schnittstellen.
Dazu gehört u. a. die Klasse LWR, die eine objektorientierte Repräsentation
eines KUKA Leichtbauroboters darstellt. Allerdings ist das Bundle auf an-
dere Pakete bzw. Bundles der Robotics API angewiesen, um seine Klassen
zu implementieren.
Das Bundle org.roboticsapi.runtime.robot.lwr ist in Abbildung 6.2 auf der
rechten Seite dargestellt und Bestandteil des Runtime Adapters für die Re-
ferenzimplementierung des RCC. Es realisiert Gerätetreiber für den KUKA
Light-Weight Robot (LWR). Zudem sind dort Repräsentationen für Fragmen-
te und Echtzeitprimitive sowie Mapper definiert, um roboterspezifische Fä-
higkeiten (z. B. kraftsensitive Bewegungen) abzubilden. Während es über
keine öffentliche Programmierschnittstelle verfügt, importiert es andere Pa-
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kete, die bspw. durch das oben beschriebene Bundle org.roboticsapi.robot.lwr
exportiert werden. Die Abhängigkeit zwischen den Paketen löst das OSGi
Framework zur Laufzeit auf, indem es beide Bundles verknüpft.
Um die Abhängigkeiten zwischen Bundles so gering wie möglich zu hal-
ten, sollte die öffentliche Programmierschnittstelle auf ein notwendiges Mi-
nimum beschränkt werden und nur (abstrakte) Klassen und Schnittstellen
enthalten, die in anderen Bundles oder Applikationen verwendet werden.
Um konkrete Implementierungen im Robotics Application Framework bereit-
zustellen, können Erweiterungen zwei spezielle Schnittstellen – Robotics-
Builder und RoboticsObjectListener – implementieren und als Service
im OSGi Framework gemäß dem Whiteboard Pattern [151] veröffentlichen. Da-
durch findet eine Entkopplung statt, um Erweiterungen und deren Imple-
mentierung auszutauschen bzw. zu aktualisieren.
Die erste Erweiterungsschnittstelle, als RoboticsBuilder bezeichnet, istRoboticsBuilder
wie folgt definiert:
Definition 6.1. Durch die Schnittstelle RoboticsBuilder können Erweite-
rungen konkrete Implementierungen eines RoboticsObjects bei Bedarf er-
zeugen und bereitstellen.
Durch die Verwendung des Builder Patterns [97] wird die Konstruktion der
Roboterzelle unabhängig von der Erzeugung konkreter Objekte. Dadurch
lassen sich neue RoboticsObjects durch einen entsprechenden Robotics-
Builder einfügen und die Implementierung bestehender RoboticsObjects
einfach austauschen. Außerdem kann der Konstruktionsprozess der Robo-
terzelle an einer dedizierten Stelle gesteuert werden, sodass sich eine spä-
tere Änderung des Konstruktionsprozesses ohne Anpassung der Robotics-
Builder realisieren lässt. Beispielsweise kann eine Roboterzelle als Konfigu-
ration einer Applikation durch eine Datei vollständig beschrieben werden.
Zur Laufzeit erzeugt der Konstruktionsprozess sämtliche RoboticsObjects,
die für die Roboterzelle und somit für die Applikation notwendig sind.
Gemäß Abschnitt 5.2 ist ein RoboticsObject als benanntes Objekt defi-
niert, das konfiguriert und, bevor es benutzt werden kann, initialisiert wer-
den muss. Da es sich um eine generische Schnittstelle handelt, wird sie
bspw. von Device, Actuator, DeviceDriver und PhysicalObject erwei-
tert. Aufgrund dieses breiten Spektrums lassen sich über die RoboticsBuil-
der-Schnittstelle Erweiterungen abdecken, welche die Robotics API um neue
Konzepte, Spezialisierungen bestehender Konzepte oder Implementierun-
gen vorhandener Schnittstellen erweitern.
Das Bundle org.roboticsapi.robot.lwr aus Abbildung 6.2 stellt eine Imple-
mentierung der Schnittstelle RoboticsBuilder als Service bereit, um In-
stanzen der Klasse Lwr zu erzeugen. Analog stellt das zweite Bundle eben-
falls einen RoboticsBuilder-Service bereit, um Instanzen einer Implemen-
tierung der Schnittstelle LwrDriver zu erzeugen. Durch dieses Vorgehen
wird sichergestellt, dass Applikationsentwickler weder Instanzen von in-
ternen Klassen direkt erzeugen noch gegen diese programmieren. Da alle
RoboticsBuilder als Service zur Verfügung stehen, können Infrastruktur-
komponenten des Robotics Application Frameworks leicht auf diese zugreifen.
Neben dem RoboticsBuilder gibt es eine zweite Erweiterungsschnittstel-RoboticsObject-
Listener le, die als RoboticsObjectListener bezeichnet wird:
Definition 6.2. Über die Schnittstelle RoboticsObjectListener werden Er-
weiterungen informiert, wenn ein RoboticsObject erfolgreich erstellt und
konfiguriert wurde.
6.1 erweiterungsmöglichkeiten 95









Abbildung 6.3: Das Sequenzdiagramm zeigt exemplarisch, wie ein RobotArm über
einen RoboticsBuilder erzeugt und anschließend konfiguriert wird.
Falls dies erfolgreich war, wird jeder RoboticsObjectListener infor-
miert, das ein neuer RobotArm verfügbar ist.
Folglich kann jede Erweiterung RoboticsObjectListener als Service regis-
trieren, um gemäß dem Observer Pattern [97] informiert zu werden, sobald
ein neues RoboticsObject zur Verfügung steht. Bevor ein RoboticsObject
in einer Applikation verwendet wird, kann es durch einen RoboticsObject-
Listener manipuliert bzw. erweitert werden. Das bedeutet, dass er ein Ro-
boticsObject bzw. eine entsprechende Unterklasse durch Komposition in
seiner Funktionalität erweitern kann.
Beide Bundles in Abbildung 6.2 implementieren diese Schnittstelle und
stellen sie als Service bereit. Dadurch werden beide Bundles informiert,
sobald ein neuer Actuator, eine neue RoboticsRuntime oder ein neu-
er Treiber erzeugt und erfolgreich konfiguriert wurde. Zum Beispiel fügt
das Bundle org.roboticsapi.robot.lwr jedem LWR eine Factory für ein Compli-
antMotionInterface hinzu. Bundles des Runtime Adapters können zudem
neue Mapper einer RoboticsRuntime hinzufügen. Infolgedessen ergänzt
das Bundle org.roboticsapi.runtime.robot.lwr die RoboticsRuntime für die Re-
ferenzimplementierung des RCC um Mapper für kraftsensitive Bewegungen.
Über diesen Weg kann zudem eine Property zu einem Device oder einem
PhysicalObject hinzugefügt werden.
Abbildung 6.3 zeigt das Zusammenspiel zwischen den beiden Erweite-
rungsschnittstellen RoboticsBuilder und RoboticsObjectListener. Eine
zentrale Infrastrukturkomponente ist für die Konstruktion des Softwaremo-
dells der Roboterzelle zuständig und delegiert die Erzeugung eines einzel-
nen Element an einen FactoryService. In dem dargestellten Beispiel han-
delt es sich um eine Instanz eines Lwr, wobei alle notwendigen Parameter
und Informationen Bestandteil der übergebenen Konfiguration sind. Um
den Lwr zu erzeugen, wird zuerst ein passender RoboticsBuilder gesucht.
Sobald dieser gefunden wurde, wird die Instanz vom FactoryService ange-
fordert und vom RoboticsBuilder erzeugt. Anschließend wird das Objekt
durch den FactoryService konfiguriert und initialisiert. Falls dies erfolg-
reich ist, werden alle RoboticsObjectListener informiert, dass ein neues
RoboticsObject verfügbar ist. Erst danach wird das Objekt Teil des Softwa-
remodells der Roboterzelle und ist damit in der Applikation verfügbar.
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6.2 abhängigkeiten zur laufzeit
Eine Applikation besteht bei OSGi aus einer Menge an Bundles, zwischen
denen gegenseitige Abhängigkeiten bestehen und die über Services mitein-
ander interagieren. Um eine Applikation zu installieren, müssen alle dazu-
gehörigen Bundles in dem OSGi Framework installiert werden. Im Fall des
Robotics Application Frameworks bedeutet dies, alle notwendigen Bundles der
Robotics API, des Runtime Adapters und des eigentlichen Roboterprogramms
zu installieren. Folglich entsteht ein Geflecht aus einer Vielzahl von Bundles.
Abbildung 6.4 zeigt die Abhängigkeiten zwischen verschiedenen Bundles
zur Laufzeit einer Applikation. Das Roboterprogramm – im Beispiel verein-
facht als einzelnes Bundle dargestellt – verwendet einen LWR als Manipu-
lator und die Referenzimplementierung des RCC. Während die Klassen und
Schnittstellen der Robotics API direkt in der Applikation verwendet werden,
sind die Klassen des Runtime Adapters für den Applikationsentwickler nicht
direkt sichtbar, sondern werden nur bei der Konfiguration einer Robotics-
Runtime oder eines Gerätetreibers für ein Device benötigt.
Die in Abbildung 6.4 dargestellten Bundles der Robotics API haben unter-Abhängigkeiten der
Robotics API einander Abhängigkeiten, die der Klassenhierarchie entsprechen. So benö-
tigt org.roboticsapi.robot bspw. das Bundle org.roboticsapi.multijoint, welches
wiederum auf org.roboticsapi.core aufbaut. Dies entspricht der Vererbungs-
hierarchie der Klasse RobotArm. Transitive Abhängigkeiten (z. B. zwischen
org.roboticsapi.robot und org.roboticsapi.core) sind in Abbildung 6.4 aus Grün-
den der Übersichtlichkeit nicht eingezeichnet. Da das Roboterprogramm,
wie oben beschrieben, nur Klassen und Schnittstellen der Robotics API ver-
wendet, entstehen nur Abhängigkeiten vom Bundle, welches das Roboter-
programm repräsentiert, zu den Bundles der Robotics API.
Demzufolge ist ein Roboterprogramm vollständig unabhängig vom ver-
wendeten Runtime Adapter und somit auch von der verwendeten Roboter-
steuerung. Dies ermöglicht es, den Runtime Adapter oder die Robotersteue-
rung bzw. Teile davon auszutauschen, ohne dass eine Änderung an dem
Roboterprogramm vorgenommen werden muss. Insbesondere können die
Gerätetreiber und die auf der Robotersteuerung verwendeten Realtime De-
vices für das Roboterprogramm transparent ausgetauscht werden. Dadurch
kann ein Programm gegen simulierte Treiber entwickelt und getestet wer-
den und später ohne Änderung in der realen Roboterzelle verwendet wer-
den. Dieser Wechsel zwischen einem simulierten und realen Gerätetreiber
kann immer wieder und in beide Richtungen stattfinden.
Bundles des Runtime Adapters haben, wie in Abbildung 6.4 dargestellt, Ab-Abhängigkeiten des
Runtime Adapters hängigkeiten zu Bundles der Robotics API, da sie deren Klassen und Schnitt-
stellen benutzen. Zudem bestehen zwischen den Bundles des Runtime Adap-
ters Abhängigkeiten, welche weitgehend der Vererbungshierarchie der Gerä-
tetreiber entsprechen. So baut bspw. das Bundle org.roboticsapi.runtime.robot
auf dem Bundle org.roboticsapi.runtime.multijoint auf. Damit hat jedes Bundle
des Runtime Adapters Abhängigkeiten zu den korrespondierenden Bundles
der Robotics API und zu Bundles innerhalb des Runtime Adapters.
Zusätzlich hat jedes Bundle des Runtime Adapters noch weitere Abhängig-
keiten, die über das OSGi Framework und die Java Virtual Machine (JVM)
hinausgehen. Um korrekt funktionieren zu können, ist eine spezifische Im-
plementierung und Version des RCC notwendig, der außerdem über die ent-
sprechenden Erweiterungsbibliotheken verfügen muss. Diese Bibliotheken
sind in Abbildung 6.4 als Shared Object Libraries eingezeichnet und enthalten
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Abbildung 6.4: Das UML-Verteilungsdiagramm zeigt die Abhängigkeiten zwischen
den Bundles der Robotics API und dem Runtime Adapter. Die Appli-
kation hat dabei nur Abhängigkeiten zu der Robotics API. Neben den
Abhängigkeiten innerhalb des OSGi Frameworks gibt es weitere Ab-
hängigkeiten zwischen den Bundles des Runtime Adapters und den
Programmbibliotheken der Echtzeitrobotersteuerung.
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die Implementierung von Realtime Primitives sowie von Realtime Devices zur
Ansteuerung von Sensoren und Aktuatoren.
Als Bestandteil des Bundles org.roboticsapi.runtime.softrobot implementiert
die Klasse SoftRobotRuntime die Kommunikation mit der RCC-Referenz-
implementierung und ist darauf angewiesen, dass die Gegenseite die glei-
che Version des Kommunikationsprotokolls verwendet. Andere Bundles er-
warten, dass eine bestimmte Menge von Realtime Primitives auf dem RCC
vorhanden sind. Das Bundle org.roboticsapi.runtime.multijoint benötigt bspw.
eine spezifische Menge an Realtime Primitives, um eine Achsbewegung zu
interpolieren. Diese Abhängigkeiten können nicht automatisch durch das
OSGi Framework verwaltet werden, da sie sich außerhalb der JVM befinden.
Um eine modulare Softwareentwicklung für die Automatisierung vonAbhängigkeiten mit
dem RCC Roboterzellen zu gewährleisten, muss eine Möglichkeit geschaffen werden,
um die Abhängigkeiten zwischen Bundles des Runtime Adapters (Java) und
den Bibliotheken der Echtzeitrobotersteuerung (C++) zur Laufzeit aufzulö-
sen. Dazu werden beide Systeme, d. h. das Robotics Application Framework
innerhalb des OSGi Frameworks und der Robot Control Core, als separa-
te Laufzeitumgebungen angesehen, die miteinander synchronisiert werden
müssen. Um dies zu erreichen, kann eine Implementierung einer Robotics-
Runtime die eigene Version mit der Version der verbundenen Echtzeitro-
botersteuerung vergleichen. Dadurch kann sichergestellt werden, dass die
RoboticsRuntime und die Echtzeitrobotersteuerung übereinstimmen.
Anschließend kann geprüft werden, ob die Bundles des Runtime Adapters
mit den Bibliotheken der Echtzeitrobotersteuerung kompatibel sind. Dies ist
möglich, da es sich hierbei um eine direkte Beziehung handelt. Das heißt,
dass für jede Erweiterungsbibliotheken mit Echtzeitmodulen ein Bundle des
Runtime Adapters existiert (vgl. Abb. 6.4). Für die Prüfung, ob das Bundle des
Runtime Adapters und die Erweiterungsbibliotheken übereinstimmen, kann
eine Versionsnummer oder Prüfsumme im Bundle gespeichert und verwen-
det werden. Dabei ist das Betriebssystem des RCC zu berücksichtigen.
Diese direkte Beziehung kann ausgenutzt werden, um die Erweiterungs-
bibliotheken der Echtzeitrobotersteuerung zusammen mit den entsprechen-
den Bundles zur Laufzeit zu installieren. Dadurch wird die Installation ein-
heitlich innerhalb des OSGi Frameworks gebündelt. Dies führt dazu, dass
nur noch die RoboticsRuntime und der RCC als Laufzeitumgebung syn-
chronisiert werden müssen. Da die Installation der Erweiterungsbibliothe-
ken automatisch über die Bundles des Runtime Adapter erfolgt, erhöht sich
die Wartbarkeit des gesamten Systems. Bei der Installation einer Applikati-
on wird die Trennung zwischen der Programmierschnittstelle (in Java) und
der Echtzeitansteuerung (in C++) aufgehoben.
Um die Installation von Erweiterungsbibliotheken während der Laufzeit
zu ermöglichen, können Fragmente des OSGi Frameworks verwendet wer-
den. Damit können vorhandene Bundles um zusätzliche Ressourcen, Klas-
sen und Dateien erweitert werden. Der Inhalt eines Fragmente wird ge-
nauso behandelt wie der ursprüngliche Inhalt des Bundles. Normalerweise
werden Fragmente eingesetzt, um sprachabhängige Ressourcen oder platt-
formspezifische Bibliotheken auszuliefern. Im Kontext des Runtime Adapters
können sie kompilierte Erweiterungsbibliotheken für verschiedene Betriebs-
systeme, auf denen eine Instanz des RCC laufen kann (z. B. Linux Xenomai,
Windows) beinhalten. Abhängig vom Betriebssystem handelt es sich um
eine Shared Object Library (Linux Xenomai) oder eine Dynamic Link Libra-
ry (Windows), die Module für den RCC beinhalten. Zur Laufzeit kann das
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Betriebssystem und die Version des RCC überprüft und die passende Erwei-
terungsbibliothek in Fragmenten lokalisiert werden.
Für das Bundle org.roboticsapi.runtime.robot kann es verschiedene Fragmen-
te geben, die jeweils ein kompiliertes Artefakt der Erweiterungsbibliothek
für den RCC enthalten. Das Artefakt lib_robotarm.so ist in Abbildung 6.4
als Shared Object Library für Linux Xenomai dargestellt. Dieses Artefakt ent-
hält die entsprechenden Realtime Primitives für die Mapper des Bundles und
kann bei Bedarf auf den RCC übertragen und dort geladen werden. Zusätz-
lich kann der Mechanismus auch angewandt werden, um vorhandene Arte-
fakte zu validieren (z. B. über eine Prüfsumme) und so sicherzustellen, dass
diese zum aktuellen Runtime Adapter kompatibel sind.
6.3 konfiguration & installation
Auf Basis des modularen Robotics Application Frameworks kann man die Au-
tomatisierungssoftware für eine Roboterzelle spezifisch zusammenstellen.
Dazu werden zuerst alle erforderlichen Aktuatoren und Sensoren der Robo-
terzelle identifiziert. Falls es für diese Geräte entsprechende softwaretechni-
sche Gegenstücke in der Robotics API gibt, kann man die Geräte direkt ver-
wenden. Andernfalls müssen die noch fehlenden Geräte mithilfe der in Ab-
schnitt 6.1 beschriebenen Erweiterungspunkte implementiert werden. Dies
betrifft insbesondere Elemente, die spezifisch für eine Roboterzelle sind (z. B.
Handhabungsobjekte, Funktionsträger oder Zuführeinrichtungen).
Die verwendeten Objekte der Robotics API bzw. die für die Roboterzelle
spezifischen Objekte definieren zu weiten Teilen die Komposition des Ro-
botics Application Frameworks. Sie bestimmen die Auswahl der Bundles, mit
denen die Roboterzellen softwaretechnisch modelliert wird. Ergänzt wer-
den diese Bundles um weitere, die Activities bereitstellen, die Implementie-
rung der Roboterzelle unterstützen (z. B. für die automatische Planung von
Roboterbewegungen) oder den Zustand der Roboterzelle visualisieren. Für
die Verbindung mit der Echtzeitrobotersteuerung (RCC) müssen außerdem
Bundles des entsprechenden Runtime Adapters ausgewählt werden. Dabei
werden für jedes an der Robotersteuerung angeschlossenes Gerät die Bund-
les benötigt, um sowohl die Gerätetreiber als auch die Realtime Primitives
und Realtime Devices für den RCC bereitzustellen. Daraus ergibt sich schließ-
lich die Auswahl notwendiger Bundles, um die Roboterzelle abzubilden.
Die Roboterzelle kann unabhängig von der eigentlichen Applikation (z. B. Konfiguration einer
Roboterzelleüber eine Konfigurationsdatei) beschrieben werden und wird über Depen-
dency Injection [92] der Applikation zur Verfügung gestellt. Damit ist es dem
Single-Responsibility-Prinzip [173, S. 149 ff.] folgend möglich, die Verantwort-
lichkeit für den Aufbau der Roboterzelle und deren Elemente in eine zentra-
le Komponente zu überführen. Dadurch müssen Objekte der Robotics API
nicht über Kenntnisse verfügen, die zur Erfüllung der eigentlichen Aufgabe
(z. B. der Steuerung eines Manipulators) nicht nötig sind. Da alle Elemente
einer Roboterzelle als RoboticsObject (vgl. Abschn. 5.2) eine gemeinsame
Schnittstelle teilen und über einen (eindeutigen) Namen verfügen, können
sie über einen zentralen Service von der Applikation erfragt werden.
Zu den konfigurierbaren Elementen einer Roboterzelle gehören die ver-
wendeten Geräte, z. B. Manipulatoren und Endeffektoren. Darüber hinaus
benötigt jedes Gerät einen DeviceDriver. Zudem können auch passive, sta-
tische Aufbauten der Roboterzelle konfiguriert werden. Handhabungsobjek-
te dagegen sind nicht statisch, da sie in der Regel während des Programm-
ablaufs angeliefert, bearbeitet und abtransportiert werden. Daher sind sie
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Abbildung 6.5: Für jeden konkreten DeviceDriver kann es zwei Ausprägungen ge-
ben: Während der eine Treiber ein simuliertes Gerät lädt, steuert der
andere Treiber das reale Gerät an. Ein Wechsel zwischen den beiden
Treibern ist für die Robotics API transparent.
kein konfigurierbarer Teil der Roboterzelle, sondern müssen dynamisch zur
Laufzeit erzeugt werden. Durch die Konfiguration von Geräten ist die Robo-
tics API ein Bestandteil der Zellenbeschreibung. Der Runtime Adapter wird
durch die Konfiguration von RoboticsRuntimes und DeviceDrivers eben-
falls Teil der Zellenbeschreibung.
Die Elemente der Roboterzelle sind bisher ohne Zusammenhang zueinan-
der. Daher werden sie bzw. ihre Frames über StaticConnections mitein-
ander logisch und geometrisch in Verbindung gesetzt (vgl. Abschn. 5.4). Da-
mit bilden die einzelnen Elemente der Roboterzelle sowohl einen Graphen
aus Frames als auch einen Graphen aus physikalischen Körpern. Durch die
Verknüpfung des Basiskoordinatensystems eines Greifers mit dem Flansch-
koordinatensystem werden nicht nur beide Frames geometrisch in Relati-
on gesetzt, sondern auch der Greifer logisch an den Roboter montiert. Das
Resultat ist ein objektorientiertes Modell der realen Roboterzelle, das alle
Bestandteile beschreibt und miteinander in Beziehung setzt.
Jede Roboterzelle muss mit mindestens einem RCC konfiguriert werden,Konfiguration des
Robot Control Cores kann aber auch mehrere enthalten. Ein RCC kann als echtzeitfähige Laufzeit-
umgebung für Aktuatoren und Sensoren angesehen werden. Die notwen-
digen Bibliotheken und Treiber werden zur Laufzeit bei Bedarf über das
Robotics Application Framework geladen. Das bedeutet, dass durch jedes in
der Applikation verwendete Bundle des Runtime Adapters die entsprechen-
de Bibliothek auf den RCC übertragen und geladen werden kann. Dadurch
wird jede Echtzeitrobotersteuerung individuell auf die Bedürfnisse der Ap-
plikation angepasst. Die Konfiguration dafür wird zentral über das Robotics
Application Framework gesteuert und ist implizit über die Gerätetreiber Teil
der oben beschriebenen Konfiguration der Roboterzelle.
Über die Klasse RoboticsRuntime, die als Proxy für einen RCC dient, kön-
nen die verfügbaren Erweiterungsbibliotheken abgefragt werden. Zudem
ist eine RoboticsRuntime – über die nativen Gerätetreiber – in der Lage,
eine Erweiterungsbibliothek auf dem RCC nachzuladen. Demnach wird ei-
ne Erweiterungsbibliothek nur geladen, falls sie durch einen DeviceDriver
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bzw. dessen Realtime Device verwendet wird. Durch mehrere Treiber glei-
chen Typs werden auch die Erweiterungsbibliotheken mehrmals geladen.
Dies muss durch die RoboticsRuntime oder den RCC abgefangen werden.
Neben den Erweiterungsbibliotheken wird über einen DeviceDriver auch
das Realtime Device geladen. Alle Daten zum Laden des Realtime Devices
müssen dem DeviceDriver bekannt sein: entweder als Konfigurationsei-
genschaft, als inhärente Information oder über das Device, für welches der
Treiber zuständig ist.
In der Referenzimplementierung des RCC ist die Implementierung des
DeviceDrivers bzw. des Realtime Devices für KUKA Roboter kompatibel zu
allen 6-Achs-Knickarmrobotern (vgl. AbstractKR in Abb. 6.5). Dennoch be-
nötigt der Treiber Daten über die Struktur, Gelenkgrenzen und Bewegungs-
parameter des Roboters. Diese Daten sind Teil eines konkreten RobotArms
(z. B. des Kr6R900Agilus) und werden beim Instanziieren des Realtime De-
vices verwendet. Dazu kann ein DeviceDriver über zwei unterschiedliche
Ausprägungen verfügen. Der SimulatedKRDriver lädt eine eingeschränkte
Menge an Erweiterungsbibliotheken und instanziiert nur ein simuliertes Re-
altime Device. Der RSIKRDriver dagegen lädt alle Erweiterungsbibliotheken
und instanziiert ein Realtime Device, das mit dem realen Roboter kommuni-
ziert kann. Um dieses Realtime Device zu instanziieren sind teilweise ande-
re und aufwendigere Konfigurationseigenschaft notwendig. Abbildung 6.5
zeigt, dass der reale Treiber über Ethernet und RSI mit dem Roboter kom-
muniziert. Der Socket für diese Verbindung ist ebenfalls ein Realtime Device
und wird über den EthernetDriver erzeugt.
Zusammenfassend lässt sich festhalten, dass eine Roboterzelle vollstän-
dig innerhalb des Robotics Application Frameworks konfiguriert werden kann.
Diese betrifft nicht nur die Geräte der Robotics API, sondern auch die geo-
metrischen Relationen zwischen den Geräten und darüber hinaus die Gerä-
tetreiber. Diese können die entsprechenden Erweiterungsbibliotheken und
Realtime Devices auf dem Robot Control Core laden. Somit befindet sich das
ganze Wissen über die Zellenkonfiguration gebündelt an einem Ort und
wird automatisch auf die Ebenen verteilt. Das Robotics Application Frame-
work zur Steuerung einer gesamten Roboterzelle setzt sich modular aus den
benötigten Bundles der Robotics API und des Runtime Adapters zusammen
und kann einfach erweitert oder aktualisiert werden.
6.4 beispiele vertikaler erweiterungen
Dieser Abschnitt beschreibt exemplarisch vertikale Erweiterungen des Ro-
botics Application Frameworks, die neben der Robotics API auch den Runtime
Adapter und den RCC betreffen. Die vorgestellten Beispiele werden im wei-
teren Verlauf der Arbeit verwendet, um eine serviceorientierte Roboterzelle
zu modellieren bzw. zu implementieren. In Abschnitt 6.4.1 wird die Mo-
dellierung und Implementierung eines Feldbuskopplers mit digitalen und
analogen Ein- und Ausgängen vorgestellt. Dadurch kann mit Roboterwerk-
zeugen oder Speicherprogrammierbaren Steuerungen kommuniziert wer-
den. Die Implementierung von zwei Parallelgreifern wird in Abschnitt 6.4.2
beschrieben. Obwohl es sich um unterschiedliche Greifer handelt, können
sie identisch programmiert werden. Diese Stärke des vorgestellten Ansat-
zes ermöglicht es generische und wiederverwendbare Programmfragmente
zu erstellen. Analog wird in Abschnitt 6.4.3 die Implementierung von zwei
Manipulatoren beschrieben, die ebenfalls identisch programmiert werden.
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Abbildung 6.6: Ein Feldbuskoppler ist modular aufgebaut aus Baugruppen für das
Einlesen bzw. Schreiben von binären und analogen Signalen.
6.4.1 Integration von Feldbuskomponenten
Eine Roboterzelle bildet in der Regel einen technischen Prozess ab. Dort tre-
ten physikalische Größen (z. B. Temperatur, elektrische Spannung) auf, die
man über elektrische Signale erkennen muss. Man unterscheidet in der Au-
tomatisierungstechnik dabei zwischen binären und analogen Signalen [165].
Binäre Signale sind zweiwertige Signale, die nur das Anliegen oder das Feh-
len eines Signals als logische 1 bzw. 0 ausdrücken können (z. B. ob eine Licht-
schranke offen oder geschlossen ist). Ein weit verbreiteter Industriestandard
ist es, ein binäres Signal als elektrische Spannung mit 0 V als logische 0 und
24 V als logische 1 zu codieren. Analoge Signale sind kontinuierlich und
können innerhalb bestimmter Grenzen jeden beliebigen Wert annehmen. Da-
bei werden oft Spannungs- und Stromsignale abgebildet [165]. Gebräuchlich
sind Spannungssignale im Bereich 0 V – 10 V und Stromsignale im Bereich
0 mA – 20 mA bzw. 4 mA – 20 mA.
In der Automatisierungstechnik müssen binäre und analoge Signale nichtFeldbuskoppler und
Signalbaugruppen nur eingelesen, sondern zur Beeinflussung des technischen Prozesses durch
eine Steuerung auch ausgegeben werden können. Damit eine computer-
basierte, digitale Steuerung solche Signale schreiben und lesen kann, gibt
es entsprechende Baugruppen. Durch eine Digitalausgabebaugruppe kön-
nen 0 V bzw. 24 V als binäres 1-Bit-Signal geschaltet werden. Eine Digital-
eingabebaugruppe kann die anliegende Spannung messen und durch eine
Potenzialtrennung über einen Optokoppler in ein binäres 1-Bit-Signal um-
wandeln. Demzufolge wandeln Analogeingabebaugruppen analoge Span-
nungs- oder Stromsignale in ein digitales Signal mit 16 Bit Genauigkeit um.
Eine Analogausgabebaugruppe setzt ein digitales Signal mit bis zu 16 Bit
Genauigkeit in ein analoges Spannungs- oder Stromsignal um.
Um diese Baugruppen mit einer Robotersteuerung bzw. dem RCC zu ver-
binden, wird ein Feldbuskoppler benötigt (vgl. Abb. 6.6). Dieser verfügt
über ein internes Bussystem, an dem die Baugruppen modular eingesteckt
werden können. Damit kann ein Feldbuskoppler flexibel und den Bedürfnis-
sen der Roboterzelle folgend ausgestattet werden. Der Koppler wiederum
ist über ein industrielles Feldbussystem mit der Robotersteuerung verbun-
den und kann so mit dieser kommunizieren. Durch das Bussystem sind
















































Abbildung 6.7: Ein Feldbuskoppler besteht aus einer konfigurierbaren Menge von
binären und analogen Ein- und Ausgängen. Dadurch kann mit
Roboterwerkzeugen oder Speicherprogrammierbaren Steuerungen
kommuniziert werden.
alle Automatisierungskomponenten, darunter bspw. ein Koppler, seriell mit
der Steuerung verdrahtet. Da über dieselbe Leitung alle Kommunikations-
teilnehmer ihre Daten senden, definiert das Protokoll des Feldbussystems
den Nachrichtenaustausch, der abhängig vom Protokoll echtzeitfähig ist.
Beispiele für industrielle Feldbusse sind CAN [140] oder PROFIBUS [137]. Mitt-
lerweile setzen sich immer öfters echtzeitfähige Ethernet-basierte Feldbusse
wie z. B. EtherCAT [137] oder PROFINET [137] durch.
Für die Kommunikation mit Automatisierungskomponenten über binäre
und analoge Signale wurden Feldbuskoppler in die Robotics API aufgenom-
men (vgl. Abb. 6.7). Ein Feldbuskoppler ist wie folgt definiert:
Definition 6.3. Ein FieldbusCoupler ist ein Device, das einen an die Robo-
tersteuerung verbundenen Feldbuskoppler repräsentiert. Dieser verfügt in
der Regel über eine Menge digitaler und analoger Ein- und Ausgänge, d. h.
Inputs/Outputs (I/Os).
Ein Feldbuskoppler ist über ein Feldbussystem mit der Echtzeitrobotersteue- RCC als flexible SPS
rung verbunden. Dadurch kann die Robotics API synchron zur Robotersteue-
rung binäre und analoge Signale schreiben. Zugleich können binäre und
analoge Signale über den Feldbuskoppler eingelesen werden. Dadurch kann
ein laufendes Kommando auf dem RCC ähnlich wie eine speicherprogram-
mierbare Steuerung (SPS) Automatisierungssysteme überwachen und steu-
ern. Dazu werden binäre und analoge Signale über Eingangsbaugruppen
in einem deterministischen Takt eingelesen und verarbeitet. Zum Abschluss
eines Taktes werden Steuersignale über Ausgangsbaugruppen geschrieben.
Damit kann über den RCC und das Robotics Application Framework die Funk-
tionalität einer Roboterzelle vollständig abgedeckt werden.
Der FieldbusCoupler in der Robotics API besteht wie der reale Feldbus-
koppler aus einer flexibel konfigurierbaren Menge von Eingängen und Aus-
gängen, die entweder binäre oder analoge Signale lesen bzw. schreiben
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können. Der interne Aufbau ist in Abbildung 6.7 dargestellt. Der Fieldbus-
Coupler verfügt als Device über einen Gerätetreiber. Der verwendete Feld-
bus (z. B. EtherCAT) kann über den Gerätetreiber konfiguriert werden. Dabei
ist der Feldbus selbst ein Gerätetreiber – jedoch ohne dazugehöriges Gerät.
Damit wird erreicht, dass ein Feldbus ebenfalls über das Robotics Applica-
tion Framework konfiguriert und das dazugehörige Realtime Device geladen
wird. Dieses Realtime Device kann von allen an diesem Feldbus angeschlos-
senen Geräten zur Kommunikation verwendet werden. Damit können bspw.
mehrere Feldbuskoppler an einem Feldbus angeschlossen werden.
Der Gerätetreiber des FieldbusCouplers dient auch als Factory [97] fürBinäre und analoge
Eingänge die Gerätetreiber der einzelnen Signale, die jeweils als separates Device bzw.
bei Ausgängen als Actuator modelliert sind. Für Eingänge gibt es mit der
Klasse Input eine gemeinsame Oberklasse, die entsprechend typisiert wer-
den kann (vgl. [10]). Ein Input stellt sein Signal als RealtimeValue zur
Verfügung, der beliebig in einem Command bzw. einer Activity verwendet
werden kann (vgl. Abschn. 4.3.2). Zudem kann der aktuelle Wert abgefragt
werden. Um ein binäres Signal einzulesen, existiert die Klasse DigitalInput,
die wie folgt definiert ist:
Definition 6.4. Ein DigitalInput ist ein Device bzw. Input, der ein binäres
Signal über einen digitalen Eingang einlesen kann und als booleschen Wert
repräsentiert.
Für analoge Signale existiert demzufolge die Klasse AnalogInput, die wie
folgt definiert ist:
Definition 6.5. Ein AnalogInput ist ein Device bzw. Input, der ein analo-
ges Signal über einen analogen Eingang einlesen kann und als Gleitkomma-
zahl repräsentiert.
Für Ausgänge gibt es mit der Klasse Output eine gemeinsame Oberklas-Binäre und analoge
Ausgänge se, die entsprechend typisiert werden kann (vgl. [10]). Ein Output stellt –
ähnlich wie ein Input – das aktuelle Signal als RealtimeValue zur Verfü-
gung. Darüber hinaus kann der Wert des Signals über ein Command bzw.
eine Activity geschrieben werden. Über die Komposition von Commands
und Activity in der Robotics API können so komplexe Schaltaktionen ab-
gebildet werden. Um ein binäres Signal zu schreiben, existiert die Klasse
DigitalOutput, die wie folgt definiert ist:
Definition 6.6. Ein DigitalOutput ist ein Actuator bzw. ein Output, der
einen digitalen Ausgang repräsentiert und über einen booleschen Wert ein
binäres Signal schalten kann.
Für analoge Signale existiert demzufolge die Klasse AnalogOutput, die
wie folgt definiert ist:
Definition 6.7. Ein AnalogOutput ist ein Actuator bzw. ein Output, der
einen analogen Ausgang repräsentiert und über eine Gleitkommazahl ein
analoges Signal schreiben kann.
In einer Roboterzelle können Feldbuskoppler und deren Ein- und Ausgän-
ge verwendet werden, um mit industriellen Automatisierungskomponen-
ten, d. h. mit Feldgeräten wie Sensoren und Aktuatoren, zu kommunizie-
ren. Insbesondere die Programmierung von am Roboterflansch montierter
Werkzeuge erfolgt oft über Ein- und Ausgänge und kann somit ohne großen
Programmieraufwand im Robotics Application Framework abgebildet werden.
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Dabei werden über analoge Eingänge Werkzeugparameter (z. B. eine Ge-
schwindigkeit) eingestellt. Über binäre Eingänge kann wiederum eine Werk-
zeugaktion gestartet oder abgebrochen werden. Unter Zuhilfenahme der Ro-
botics API kann man ein solches Werkzeug objektorientiert modellieren. Von
der Programmierung mittels binärer und analoger Signale kann vollständig
abstrahiert werden (vgl. Abschn. 6.4.2).
Durch die Integration von Feldbuskomponenten kann die Funktionalität,
die eine SPS in einer Roboterzelle hat, durch das Robotics Application Frame-
work vollständig nachgebildet werden. Infolgedessen ist eine SPS – mit Aus-
nahme sicherheitstechnischer Aufgaben – nicht notwendig. Im Vergleich zu
einer SPS erfolgt die Programmierung im Robotics Application Framework je-
doch auf einem höheren Abstraktionsniveau. Durch eine Kommunikation
mit binären und analogen Signalen erfolgt in der Regel ein Verlust an Infor-
mationen bei der Kommunikation zwischen einer übergeordneten Zellen-
steuerung und einer Robotersteuerung. Hier werden üblicherweise nur Pro-
gramme der Robotersteuerung angewählt, welche die Geometrie des Bau-
teils implizit beinhalten. Durch eine objektorientierte Modellierung kann
das notwendige Wissen ohne Verlust von oben nach unten propagiert wer-
den (vgl. Kap. 7).
6.4.2 Integration von Parallelgreifern
Zur flexiblen Handhabung von Gegenständen oder Bauteilen werden Robo-
ter mit Greifern ausgestattet. In Abschnitt 5.5 wurde daher die Vererbungs-
hierarchie für Roboterwerkzeuge und Greifer eingeführt. Eine Spezialisie-
rung eines allgemeinen Greifers ist der Parallelgreifer, der über zwei paral-
lel angebrachte Finger verfügt. Der Parallelgreifer ist als Schnittstelle Paral-
lelGripper und als abstrakte Implementierung dieser Schnittstelle Teil der
Robotics API (vgl. Abb. 6.8). Die Klasse AbstractParallelGripper verein-
facht als abstrakte Oberklasse die Implementierung eigener Parallelgreifer.
Der allgemeine ParallelGripper definiert insbesondere die Eigenschaf- Merkmale von
Parallelgreifernten und geometrischen Merkmale, die allen Parallelgreifern gemein sind.
In Abbildung 6.8 werden – neben dem obligatorischen Basiskoordinatensys-
tem – weitere Koordinatensysteme ausgewiesen, die signifikante Punkte des
Greifers darstellen. Der fingerCenter beschreibt als Frame den Mittelpunkt
zwischen den beiden Fingern. Dagegen beschreibt der contactFrame den zum
Basiskoordinatensystem nächstgelegenen Punkt, der mit einem gegriffenen
Gegenstand in Berührung kommt. Teilweise können Frames auch aus den
Eigenschaften der Greiffinger berechnet werden. Dazu ist der Greiffinger –
als GrippingFinger – ebenfalls Teil der Robotics API und beschreibt dessen
Merkmale. Dazu gehört bspw. die Länge oder ein Koordinatensystem, das
die Spitze des Fingers markiert. Damit wird das Greifspektrum der Finger
vollständig beschrieben.
Die GrippingFinger sind als Schnittstelle realisiert und können entspre-
chend implementiert werden. Dadurch ist es möglich, beliebige Greiffinger
einer Roboterzelle mithilfe der Robotics API abzubilden. Diese können ent-
weder programmatisch oder über eine Konfiguration mit dem Parallelgrei-
fer verknüpft werden (vgl. Abschn. 6.3). Zusätzlich können zu jedem Greif-
finger spezifische Properties für die Visualisierung oder die Kollisionser-
kennung erzeugt und diesem hinzugefügt werden. Damit beschreibt der
generische ParallelGripper in Kombination mit den frei konfigurierba-
ren Fingern die Eigenschaften und geometrischen Merkmale des Werkzeugs
hinreichend.


























































Abbildung 6.8: Die beiden Parallelgreifer leiten sich von der Oberklasse Parallel-
Gripper ab und können gegeneinander ausgetauscht werden. Die
Treiber sind spezifisch für den jeweiligen Greifertyp.
Mit dem Schunk MEG-50 und dem Schunk WSG-50 sind in Abbildung 6.8MEG-50 und
WSG-50 zwei konkrete Parallelgreifer dargestellt, die als Spezialisierung eines Ab-
stractParallelGripper realisiert wurden. Sie verfügen beide über diesel-
ben geometrischen Merkmale, definieren sie aber nach ihren Gegebenhei-
ten und Abmessungen. Beide Greifer sind Teil einer eigenen Erweiterung
des Robotics Application Frameworks und können unabhängig voneinander
verwendet werden. Allerdings teilen sie sich die gemeinsamen Oberklassen
und damit haben sie ähnliche Abhängigkeiten. Die Klasse MEG50 ist ei-
ne Spezialisierung eines ParallelGrippers und repräsentiert einen Schunk
MEG-50. Analog dazu repräsentiert die Klasse WSG50 einen Schunk WSG-
50. Es handelt sich dabei ebenfalls um einen speziellen ParallelGripper,
der zusätzlich über Sensoren verfügt, um eine definierte Greifkraft aufzu-
wenden. Die beiden Parallelgreifer sind in Abbildung 6.9 dargestellt.
Trotz der gemeinsamen Oberklasse und der dadurch gemeinsamen Ei-Unterschiedliche
Treiber genschaften bzw. Merkmale benötigen beide Greifer einen eigenen Treiber,
da sie komplett unterschiedlich angesteuert werden. Während der WSG50
über CAN und einem eigenen Nachrichtenformat gesteuert wird, verwen-
det der MEG50 bzw. dessen externe Steuerung binäre und analoge Signale,
die über einen Feldbuskoppler und entsprechende Baugruppen geschrieben
und gelesen werden können (vgl. Abschn. 6.4.1). Die unterschiedlichen Ge-
rätetreiber für beide Greifer sind in Abbildung 6.8 dargestellt.
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(a) MEG-50 (b) WSG-50
Abbildung 6.9: In der Robotics API werden u. a. mit dem Schunk MEG-50 und dem
Schunk WSG-50 zwei Parallelgreifer unterstützt. Beide abgebildeten
Greifer können mit demselben manuellen Wechseladapter an den
Roboterflansch montiert werden.
Der als MEGDriver bezeichnete Gerätetreiber für den Schunk MEG-50
unterteilt sich in zwei konkrete Gerätetreiber. Der IOBasedMEGDriver ver-
wendet digitale und analoge Ein- und Ausgänge eines Feldbuskopplers, um
den realen MEG-50 Parallelgreifer zu steuern (vgl. [243]). Dabei muss die
Konfiguration der Ein- und Ausgänge der Verdrahtung in der Roboterzelle
entsprechen. Der Greifer kann durch das Schreiben der Ausgänge gesteuert
werden (vgl. auch Angerer [10]). Durch Eingänge können Rückmeldungen
eingelesen werden. Durch das Setzen des Ausgangs openOutput öffnet sich
der Greifer. Analog dazu schließt sich der Greifer durch das Setzen des
Ausgangs closeOutput. Durch analoge Signale kann der Greifer zuvor para-
metrisiert werden (z. B. die Schrittweite).
Da sich dieser Treiber vollständig auf die Ein- und Ausgänge eines Feld-
buskopplers abstützt, wird kein eigenes Realtime Device auf dem RCC benö-
tigt. Dagegen verwendet der simulierte Gerätetreiber für den Schunk MEG-
50, der SimulatedMEGDriver, ein Realtime Device. Es verhält sich auf dem
RCC wie ein Feldbuskoppler und simuliert die externe Steuerung des Grei-
fers. Dadurch werden die Rückmeldungen des Greifers, insbesondere die
Position und Geschwindigkeit der Greiferbacken, realistisch abgebildet. Zu-
dem werden die Parameter, die über analoge Signale gesetzt werden, be-
rücksichtigt. Beide Treiber unterstützen neben dem Schunk MEG-50 auch
die kleinere Ausführung, den MEG-40, und den größeren MEG-64, da de-
ren Steuerung weitgehend identisch funktioniert.
Der als WSGDriver bezeichnete Gerätetreiber für den Schunk WSG-50
unterteilt sich ebenfalls in zwei konkrete Gerätetreiber. Um den realen Grei-
fer anzusteuern, verwendet der CanWSGDriver proprietäre Nachrichten
über einen CAN-Feldbus (vgl. [242, 279]). Der Feldbus wird ebenfalls über
einen Gerätetreiber konfiguriert. Sowohl für den Gerätetreiber des WSG50
als auch den Feldbus existiert bzw. wird ein Realtime Device auf dem RCC
geladen. Um den Greifer zu öffnen bzw. zu schließen und um Parameter
zu setzen, werden über CAN spezifizierte Nachrichten gesendet. Analog zu
einem simulierten Schunk MEG-50 imitiert der SimulatedWSGDriver die
Steuerung des WSG-50. Dazu existiert ebenfalls ein Realtime Device für den
RCC. Dieses benötigt jedoch keinen Feldbustreiber.
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Die beiden Greifer funktionieren auf eine vollständig unterschiedliche ArtIdentische
Programmierung und Weise. Nicht nur die Kommunikation unterscheidet sich dabei, sondern
auch die elementaren Befehle der Parallelgreifer. Während der MEG-50 über
binäre Signale geöffnet und geschlossen werden kann, besitzt der WSG-50
native Steuerungsoperationen, die einen Verlust des Bauteils während des
Greifens erkennen. Der MEG-50 kann zudem nur schrittweise geöffnet wer-
den. Die Einstellung einer absoluten Öffnungsweite unterstützt die Steue-
rung nicht direkt und kann nur über eine komplexe Verschaltung der Signa-
le erreicht werden.
Für beide Greifer wurden folgende Steuerungsoperationen implementiert:
• Öffnen und Schließen des Greifers bis zu einem Kontakt mit dem Ge-
genstand oder bis die Endschalter der Finger erreicht werden.
• Schrittweises Öffnen und Schließen des Greifers.
• Absolute Positionierung der Greiffinger, um eine definierte Öffnungs-
weite einzustellen. Der Versatz, der durch die Greiferbacken bedingt
wird, wird dabei berücksichtigt.
• Positionsgesteuerte Greifoperation, die aktiv das kraftschlüssige Hal-
ten eines Gegenstandes überwacht.
Diese Steuerungsoperationen wurden mithilfe mehrerer ActuatorInter-
faces umgesetzt und besitzen ein identisches Verhalten. Wie in Kapitel 6.1
beschrieben wurde, kann es von einem ActuatorInterface unterschied-
liche, gerätespezifische Implementierungen geben. Dadurch ist es möglich
das beide Parallelgreifer, die intern eine vollständig unterschiedliche Funkti-
onsweise haben, über die Robotics API vollkommen identisch programmiert
werden können.
Da beide Greifer über den abstrakten ParallelGripper die gleiche Men-
ge an Merkmalen besitzen und identisch programmiert werden können,
sind sie zu einem gewissen Maß austauschbar. Das bedeutet, dass die Auf-
gabe auf Basis des ParallelGrippers und der allgemeinen ActuatorInter-
faces umgesetzt wird. Zur Laufzeit kann durch Polymorphie ein konkreter
Greifer (z. B. ein MEG50 oder ein WSG50) konfiguriert und dafür eingesetzt
werden. Experimentell konnte gezeigt werden, dass man Pick-and-Place-
Aufgaben unabhängig von einem konkreten Greifer programmieren und
mit verschiedenen Ausprägungen ausführen kann.
6.4.3 Integration von Roboterarmen
Zentrales Element jeder Roboterzelle ist ein Manipulator, der als flexibles
und frei programmierbares Handhabungsgerät dient. In Abschnitt 5.5 wur-
de die Vererbungshierarchie für Manipulatoren eingeführt. Basis dafür ist
ein MultiJointDevice, das prinzipiell einen Aktuator mit mehreren frei
programmierbaren Gelenken definiert. Darauf aufbauend stellt ein Robot-
Arm in der Robotics API eine serielle Kinematik dar, d. h. die Gelenke und
Glieder sind hintereinander angebracht. Der Manipulator bildet eine offe-
ne kinematische Kette, die am Roboterflansch endet. Dort ist in der Regel
der Endeffektor montiert. Die Klasse AbstractRobotArm vereinfacht als
abstrakte Oberklasse die Implementierung eigener Manipulatoren.
Der allgemeine RobotArm definiert insbesondere die Eigenschaften undMerkmale von
Manipulatoren geometrischen Merkmale, die allen seriellen Robotern bzw. Manipulatoren
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Abbildung 6.10: Die beiden Manipulatoren leiten sich von der Oberklasse Robot-
Arm ab und können gegeneinander ausgetauscht werden. Die Trei-
ber sind spezifisch für den jeweiligen Robotertyp.
gemein sind. In Abbildung 6.10 wird – neben dem obligatorischen Basisko-
ordinatensystem – das Flanschkoordinatensystem ausgewiesen, das einen
signifikanten Punkt des Roboters darstellt. Da am realen Roboterflansch der
Endeffektor montiert ist, wird über das Flanschkoordinatensystem auf die
verbundenen Werkzeuge zugegriffen. Dazu gibt es in der Robotics API ei-
gene Funktionen. Zudem ist jeder Motion Center Point (MCP), d. h. der zu
bewegende Punkt einer Bewegung, mit dem Flanschkoordinatensystem ver-
bunden.
Die Verbindung zwischen dem Basis- und dem Flanschkoordinatensys-
tem wird durch die mechanische Struktur und die aktuelle Stellung des
Roboters beeinflusst. Dazu spezifiziert jede konkrete Implementierung ei-
nes Manipulators die Anzahl und Beschaffenheit seiner Gelenke und seiner
Glieder, die als Link in Abb. 6.10 dargestellt sind. Das betrifft insbesondere
die Länge der Glieder und die Ausrichtung der Gelenke. Damit beschreibt
der generische RobotArm die Eigenschaften und geometrischen Merkmale
eines Manipulators hinreichend.
Mit dem KUKA LBR 4 und dem Schunk Powerball Lightweight Arm LWR 4 und LWA 4.6
LWA 4.6 sind in Abbildung 6.10 zwei Leichtbauroboter modelliert, die als
Spezialisierung eines AbstractRobotArm realisiert wurden. Beide Robo-
ter definieren die entsprechende Anzahl an Gelenken und Gliedern sowie
deren Beschaffenheit, d. h. insbesondere deren Lage und Länge. Beide Robo-
ter sind Teil einer eigenen Erweiterung des Robotics Application Frameworks
und können unabhängig voneinander verwendet werden. Allerdings teilen
sie sich die gemeinsamen Oberklassen und damit haben sie ähnliche Abhän-
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(a) LWR 4 (b) LWA 4.6
Abbildung 6.11: In der Robotics API werden u. a. mit dem KUKA LWR 4 und dem
Schunk LWA 4.6 zwei Manipulatoren unterstützt.
gigkeiten. Die Klasse LWR repräsentiert einen KUKA Leichtbauroboter (LBR)
der 4. Generation (vgl. [33]). In Ergänzung zu einem normalen RobotArm
hat er Sensoren in jedem Gelenk, um die extern auf das Gelenk wirkenden
Drehmomente zu messen. Der Schunk Powerball Lightweight Arm (LWA) 4.6
wird durch die Klasse LWA46 repräsentiert. Die beiden Roboter sind in Ab-
bildung 6.11 dargestellt.
Trotz der gemeinsamen Oberklasse und der dadurch gemeinsamen Ei-Unterschiedliche
Treiber genschaften bzw. Merkmale benötigen beide Manipulatoren einen eigenen
Treiber, da sie auf dem RCC unterschiedlich angesteuert werden. Während
der LWR über Ethernet mit einer proprietären Schnittstelle gesteuert wird,
verwendet der LWA eine standardisierte Kommunikationsschnittstelle für
elektrische Antriebe. Beide Schnittstellen definieren jedoch, dass dem Ro-
boter zyklisch neue Stützpunkte für die Gelenke gesendet werden müssen.
Die Zykluszeit variiert dabei – je nach Konfiguration – zwischen 1 ms und
12 ms. Die unterschiedlichen Gerätetreiber der beiden Roboter sind in Ab-
bildung 6.10 dargestellt.
Der als LWRDriver bezeichnete Gerätetreiber für den KUKA Leichtbau-
roboter unterteilt sich in zwei Ausprägungen. Der FastResearchLWRDri-
ver verwendet das eigens für die Forschung entwickelte, proprietäre Fast
Research Interface (FRI) [240]. Dabei werden über UDP dem Roboter bzw.
seiner nativen Steuerung zyklisch neue Stützpunkte mitgeteilt. Außerdem
wurde die Schnittstelle so erweitert, dass es möglich ist den verwendeten
Regler und dessen Parameter zu verändern. Da der LBR neben der klassi-
schen Positionsregelung auch einen gelenkbasierten und einen kartesischen
Impedanzregelmodus [6] unterstützt, sind kraftgesteuerte und nachgiebige
Bewegungen möglich. Für die Kommunikation mit dem LBR wird ein eige-
nes Realtime Device verwendet, welches wiederum auf einem Realtime Device
für den echtzeitfähigen Netzwerksocket aufbaut (vgl. Abb. 6.10). Zur Simu-
lation existiert mit dem SimulatedLWRDriver ein eigener Gerätetreiber.
Der als LWA46Driver bezeichnete Gerätetreiber für den Schunk Power-
ball LWA unterteilt sich ebenfalls in zwei verschiedene Ausprägungen. Um
den realen Roboter anzusteuern, verwendet der CanLWA46Driver ein stan-
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dardisiertes Nachrichtenformat (vgl. [135]) über CANopen [56]. CANopen
ist ein auf CAN basierendes Kommunikationsprotokoll in der Automatisie-
rungstechnik. Der CAN-Feldbus wird ebenfalls über einen Gerätetreiber kon-
figuriert. Sowohl für den Gerätetreiber des LWA46 als auch den Feldbus
existiert bzw. wird ein Realtime Device auf dem RCC geladen. Analog zum
LBR simuliert der SimulatedLWA46Driver einen Lightweight Arm. Dazu
existiert ebenfalls ein Realtime Device für den RCC. Dieses benötigt jedoch
keinen CAN-Feldbus.
Mit beiden Manipulatoren wird auf unterschiedlichste Art und Weise Identische
Programmierungkommuniziert. Der Inhalt der übertragenen Nachrichten ist wie die generel-
le Funktionsweise jedoch sehr ähnlich. Beide Roboter werden über eine zy-
klische Positionssteuerung auf Gelenkebene gesteuert. Größter Unterschied
sind die zusätzlichen Impedanzregelmodi des KUKA Leichtbauroboters, die
das Äquivalent von Schunk nicht unterstützt. Um dem irgendwie nahezu-
kommen, müsste der LWA mit einer Kraftmessdose am Roboterflansch aus-
gestattet sein. Dadurch wären kraftgesteuerte und nachgiebige Bewegungen
ebenso möglich.
Durch die zyklische Positionssteuerung auf Gelenkebene können folgen-
de Steuerungsoperationen für beide Leichtbauroboter richtig parametrisiert
verwendet werden:
• Punkt-zu-Punkt-Bewegungen, deren Ziel als Achsstellung sowie als
kartesische Position angegeben werden kann.
• Lineare Bewegung des MCP zu einem Zielpunkt
Diese Steuerungsoperationen wurden mithilfe mehrerer ActuatorInter-
faces umgesetzt. Dadurch ist es möglich, dass beide Manipulatoren über
die Robotics API vollkommen identisch programmiert werden können.
Da beide Manipulatoren über den abstrakten RobotArm die gleichen
Merkmale besitzen und identisch programmiert werden können, sind sie
zu einem gewissen Maß austauschbar. Das bedeutet, dass eine Aufgabe auf
Basis eines RobotArms und unter Zuhilfenahme von ActuatorInterfaces
umgesetzt werden kann. Zur Laufzeit wird ein konkreter Roboter (z. B. ein
LWR oder ein LWA46) konfiguriert und verwendet. Experimentell konnte
gezeigt werden, dass Pick-and-Place-Aufgaben unabhängig von einem kon-
kreten Manipulator programmiert und mit verschiedenen Ausprägungen ei-
nes RobotArms ausgeführt werden konnten (vgl. auch Abschn. 11.4). Dies
ist die Grundlage dafür, dass man wiederverwendbare und parametrierbare
Programmfragmente erstellen kann. Diese können als flexibler Baustein in
einer serviceorientierten Roboterzelle verwendet werden.
Allerdings müssen alle Zielpunkte als kartesisches Koordinatensystem
(d. h. als Frame) Roboter-unabhängig definiert sein. Zudem müssen diese
Punkte jeweils von den eingesetzten Roboter erreichbar sein, d. h. die Ziel-
punkte müssen sich im gemeinsamen Arbeitsraum der Roboter befinden.
Idealerweise sollten Roboter mit ähnlichem Arbeitsraum gewählt werden.
Zu beachten ist dabei, dass eine reine Angabe von Zielpunkten keine Ro-
boterkonfiguration definiert. Somit befindet sich zwar der Roboterflansch
bzw. der MCP am definierten Zielpunkt, jedoch kann die Konfiguration des
Roboters beliebig gewählt sein. Dies kann verhindert werden, indem ein
Frame um eine HintJointProperty erweitert wird. Die HintJointProper-
ty definiert Roboter-spezifisch eine optimale Gelenkstellung zum Erreichen
des Zielpunktes. Eine Alternative dazu ist die Verwendung eines kollisions-
freien Bahnplaners (vgl. Abschn. 6.5.3), der verschiedene Zielkonfiguration
berücksichtigt und bewertet.
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6.5 beispiele horizontaler erweiterungen
Dieser Abschnitt beschreibt exemplarisch horizontale Erweiterungen des
Robotics Application Frameworks. Die vorgestellten Beispiele zeigen die viel-
fältigen Möglichkeiten des Ansatzes und werden im weiteren Verlauf der
Arbeit verwendet, um eine serviceorientierte Roboterzelle zu implementie-
ren. In Abschnitt 6.5.1 wird zuerst eine Erweiterung beschrieben, die es er-
laubt den Zustand einer Roboterapplikation anhand von 3D-Modellen zu
visualisieren. Die Möglichkeit unterstützt den Applikationsentwickler, Un-
terschiede zwischen der realen Zelle und der Implementierung zu erkennen.
Außerdem ist in Kombination mit simulierten Treibern eine Offlineprogram-
mierung serviceorientierter Roboterzellen möglich.
Das objektorientierte Modell kann nicht nur zur Visualisierung der Ro-
boterzelle verwendet werden, sondern darüber hinaus auch zur kollisions-
freien Planung komplexer Roboterbewegungen. Dazu wird jedes Physical-
Object der Roboterzelle als potentieller Kollisionskörper angesehen (vgl.
Abschn. 6.5.2). Anhand der in der Applikation bekannten Position und Ori-
entierung können alle Objekte der Roboterzelle gegenseitig auf Kollisionen
überprüft werden. Dafür kann man erprobte Physik-Engines verwenden,
die eine effiziente Kollisionserkennung für starre Körper implementieren.
Die Erkennung von Kollisionen anhand des Modells kann in einem Bahnpla-
ner (vgl. Abschn. 6.5.3) verwendet werden, um kollisionsfreie Trajektorien
für Manipulatoren der Robotics API zu planen. Dadurch wird die Flexibilität
von Roboterzellen weiter erhöht.
6.5.1 Visualisierung
Die Robotics API verfügt über ein umfangreiches objektorientiertes Modell,
um die Elemente einer Roboterzelle und deren geometrische Abhängigkei-
ten zu beschreiben (vgl. Kap. 5). Dieses Modell stellt einen Ausschnitt des
aktuellen Zustands einer Roboterapplikation dar und setzt sich aus der Men-
ge der aktuell vorhandenen Elemente der Roboterzelle und deren geometri-
scher Position in der Zelle zusammen. Es repräsentiert den Zustand der rea-
len Roboterzelle in der Software und dient demzufolge als Grundlage für
die Planung von Roboterbewegungen und Werkzeugaktionen. Umso präzi-
ser dieses Modell ist und je mehr es mit der Realität übereinstimmt, umso
einfacher ist die Planung zukünftiger Bewegungen und Aktionen.
Um in einer Applikation den aktuell angenommenen Zustand der Robo-
terzelle darzustellen, kann eine dreidimensionale Visualisierung verwendet
werden. Das objektorientierte Modell der Robotics API bietet dafür eine gute
Grundlage, da es bereits sehr ähnlich zu einem Szenengraphen ist. Ein sol-
cher Szenengraph [37] ist in der Computergrafik die zentrale Datenstruktur,
die die Objekte und deren Position in der virtuellen Welt beschreibt. Daher
wird diese konzeptionelle Nähe ausgenutzt, um die virtuelle Roboterzelle
darzustellen.
Es ist naheliegend, dass alle physikalische Objekte, d. h. Instanzen derDarstellung einer
Roboterzelle Klasse PhysicalObject, in einer virtuellen Roboterzelle dargestellt werden.
Diese Objekte besitzen per Definition eine physikalische Ausprägung und
damit eine Gestalt, die angezeigt werden kann. Jedoch sollten auch Koor-
dinatensysteme und deren Verbindungen, d. h. Frames und Relations, an-
gezeigt werden. Koordinatensysteme besitzen zwar keine physikalische Ge-
stalt, sind aber das zentrale geometrische Konzept in der Robotik und für
die Programmierung von Robotern unverzichtbar. Eine Visualisierung der


































Abbildung 6.12: Durch ein VisualisationProperty können 3D-Modelle an ein Phy-
sicalObject gebunden werden. Sobald das Objekt in den beob-
achteten Graphen aus Frames und Relations eingefügt wird, er-
scheint das Modell im Szenengraphen der Visualisierung.
Koordinatensysteme in Kontext zu den vorhandenen Geräten und Objekten
einer Roboterzelle ist ein große Unterstützung bei der Programmierung von
Roboterapplikationen.
Für die Visualisierung eines PhysicalObject wird ein Gitternetzmodell
oder Mesh benötigt. Um ein Gitternetzmodell bei Bedarf, d. h. wenn eine
Visualisierung gewünscht wird, zur Verfügung zu stellen, wird das in Ab-
schnitt 6.1 vorgestellte Konzept von generischen Eigenschaften bzw. Proper-
ties genutzt. Dementsprechend wurde für die Visualisierung eine eigene
Eigenschaft, die VisualisationProperty, eingeführt. Sie beschreibt das Git-
ternetzmodell u. a. als COLLADA-Datei, einem offenen XML-basiertem Aus-
tauschformat für 3D-Daten [25]. Eine VisualisationProperty kann jedem
PhysicalObject über einen RoboticsObjectListener hinzugefügt werden
(vgl. Abschn. 6.1). Dadurch kann man jedes beliebige PhysicalObject bei
Bedarf um ein Gitternetzmodell erweitern.
Abbildung 6.12 zeigt auf der linken Seite einen Teil eines Roboters in der
Visualisierung. Auf der rechten Seite wird als Objektdiagramm der entspre-
chende Ausschnitt der RobotArm-Instanz dargestellt. Sowohl beide Links
als auch ein Teil der Frames (d. h. beide Basiskoordinatensysteme) werden
in der Visualisierung angezeigt. Für die Links wird das Gitternetzmodell
über ein VisualisationProperty bereitgestellt. Frames benötigen keine ei-
gene VisualisationProperty, sondern werden standardmäßig als farbiges
Koordinatensystem mit drei Vektoren dargestellt.
Um einen Szenengraph für die Visualisierung zu erzeugen, wird ausge- Aufbau eines
Szenengraphenhend von einem Frame der Graph aus Frames und Relations analysiert
und ein Spannbaum erzeugt (vgl. Abschn. 5.4). Dadurch wird über den un-
gerichteten Graph aus Frames und Relations eine baumförmige Daten-
struktur gelegt, die ausgehend von einem Wurzelknoten alle verbundenen
Frames und damit auch alle PhysicalObjects enthält. Diese Datenstruktur
kann einfach visualisiert werden, denn trotz seines Namens ist ein Szenen-
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Abbildung 6.13: Die Visualisierung stellt alle Objekte der Roboterzelle dar und da-
mit den internen Zustand einer Roboterapplikation. In dem Beispiel
werden neben den Robotern und Greifern auch die Werkstücke und
die Werkbank abgebildet.
graph ebenfalls ein gerichteter Baum, dessen Wurzelelement die Gesamtsze-
ne enthält. Dementsprechend kann aus dem Spannbaum und den darüber
identifizierten PhysicalObjects ein Szenengraph aufgebaut werden (vgl.
Abb. 6.12). Der Spannbaum bzw. der Szenengraph der Robotics API wird
gemäß dem Observer-Pattern [97] beobachtet, um Änderungen festzustellen
und die Visualisierung anzupassen. Das betrifft einerseits die Topologie der
Szene, d. h. es werden neue Objekte dargestellt und nicht mehr vorhande-
ne Objekt gelöscht. Andererseits wird die Postion und Orientierung aller
Frames und PhysicalObjects bei einer Änderung in der Visualisierung ak-
tualisiert.
Folglich entsprechen die in der Visualisierung dargestellten Informatio-
nen dem Zustand, den die Applikation in der Roboterzelle erwartet. Ab-
bildung 6.13 zeigt eine virtuelle Roboterzelle mit zwei Manipulatoren, End-
effektoren und den Handhabungsobjekten auf einer Werkbank. Solange die
echte Roboterzelle noch nicht existiert, kann das virtuelle Modell verwendet
werden, um die Roboterzelle offline zu programmieren. Dazu kann man die
in Abschnitt 6.3 vorgestellten simulierten Treiber benutzen. Später, wenn
die echte Roboterzelle aufgebaut wurde, müssen nur die simulierten Trei-
ber ersetzt werden. Nun kann man den visualisierten Zustand während der
weiteren Online-Programmierung mit der Wirklichkeit abgleichen, um Feh-
ler zu vermeiden. Nach der Inbetriebnahme kann die Visualisierung weiter
verwendet werden, um den aktuellen Zustand der Roboterzelle fortlaufend
mit dem angenommenen Zustand abzugleichen und zu kontrollieren. DieIntegration der
Visualisierung Visualisierung ist in Eclipse [77], einer integrierten Entwicklungsumgebung
für Java, eingebettet, für die ebenfalls ein Plug-in [59] zur Programmierung
mit der Robotics API existiert (vgl. [10]). Eclipse basiert ebenfalls auf OSGi
und bietet mit der Rich Client Platform (RCP) [175] eine modulare Platt-
form zur Entwicklung von Anwendungen mit graphischer Benutzerschnitt-
stelle. Die Plattform stellt ein Grundgerüst bereit, das um eigene Anwen-
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dungsfunktionalitäten erweitert werden kann. Da sich sowohl das Robotics
Application Framework als auch die Eclipse Rich Client Platform auf OSGi ab-
stützen, kann das Robotics Application Framework als Teil einer graphischen
Anwendung ausgeführt werden. So kann der Zustand einer Roboterzelle
direkt in der Visualisierung angezeigt und aktualisiert werden. Für andere
Anwendungsfälle laufen die Visualisierung und die Roboterapplikation in
jeweils einer eigenen JVM und kommunizieren über Remote Method Invoca-
tion (RMI) miteinander.
Somit bietet die Visualisierung eine einfache aber umfassende Metho-
de, um den Zustand einer Roboterzelle weitreichend darzustellen (vgl. Ab-
schn. 6.13). Dabei nutzt die Visualisierung die objektorientierte Modellie-
rung der Robotics API. Die Erweiterung um eine VisualisationProperty ist
unabhängig von der Modellierung eines konkreten PhysicalObjects und
erfolgt ausschließlich bei Bedarf. Durch die Visualisierung ist es möglich,
das Robotics Application Framework zur Offline-Programmierung von Robo-
terzellen zu verwenden (vgl. [103, 187]). Darüber hinaus erleichtert die Vi-
sualisierung aber auch während der Online-Programmierung dem Entwick-
ler den Abgleich zwischen erwartetem Zustand im Programm und der Rea-
lität in der Zelle.
6.5.2 Kollisionserkennung
Für die Erkennung von Kollisionen wird ein PhysicalObject analog zur
Visualisierung durch eine generische Property mit einer Kollisionshülle er-
weitert. Dementsprechend wurde für die Kollisionserkennung Collision-
HullProperty eingeführt, um die Kollisionshülle eines PhysicalObjects
zu beschreiben. Zur effizienten Berechnung besteht eine Kollisionshülle je-
doch nicht aus einem komplexen Drahtgittermodell, sondern setzt sich aus
primitiven Formen (d. h. Quadern, Kapseln und Kugeln) zusammen. Durch
eine geeignete Kombination dieser Formen kann ein PhysicalObject ap-
proximiert werden. Damit Kollisionen zuverlässig erkannt werden, wird die
Gestalt eines PhysicalObjects in der Regel überapproximiert, d. h. die Kol-
lisionshülle wird im Vergleich zur Realität größer gewählt.
Abbildung 6.14 zeigt einen KUKA Leichtbauroboter mit seiner Darstel- Approximation durch
Kollisionshüllenlung als Drahtgittermodell sowie seiner Kollisionshülle. Die Kollisionshül-
len sind im Gegensatz zum Drahtgittermodell aus Kapseln und Kugeln de-
finiert. Durch die Überapproximierung der Hüllen kann es vorkommen,
dass benachbarte physikalische Objekte, die dynamisch miteinander ver-
bunden sind, in der Kollisionswelt kollidieren. Dies wird in der Realität
durch mechanische Einschränkungen (z. B. maximale Gelenkstellungen) un-
terbunden. Ebenso kann es auch zu gewollten Kollisionen kommen, wie
dem Schließen eines Greifers, bei dem die Greiferfinger das Werkstück form-
schlüssig fassen. In beiden Fällen sind die Kollisionen nicht zu verhindern.
Um diese inhärent stattfindenden Kollisionen zu ignorieren, können zwei
PhysicalObjects als Freunde definiert werden und auftretende Kollisionen
zwischen diesen Freunden werden ignoriert. Ein Beispiel für Freunde sind
zwei benachbarte Links eines Roboters. Um dies festzulegen, wird eine wei-
tere Property, die CollisionFriendsProperty, definiert. Dadurch werden
Objektpaare definiert, zwischen denen keine Kollisionen berechnet und ge-
meldet werden soll. Wie die CollisionHullProperty kann auch die Col-
lisionFriendsProperty über einen RoboticsObjectListener zu Objekten
(z. B. zu einem Joint, der zwei Links verbindet) hinzugefügt werden.
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(a) Drahtgittermodell (b) Kollisionshülle
Abbildung 6.14: Im Gegensatz zu einem Drahtgittermodell approximiert eine Kollisi-
onshülle die Gestalt des Manipulators mit einfachen geometrischen
Körpern und ermöglicht so eine effiziente Kollisionserkennung.
Eine weitere Ausnahme sind physikalische Objekte, die statisch mitein-
ander verbunden sind, d. h. ausschließlich über eine oder mehrere Static-
Connections. Dadurch kann sich die Lage der Objekte zueinander nicht
verändern. Das bedeutet, dass zwei statisch verbundene Objekte entweder
immer kollidieren, z. B. ein Werkstück, das auf einem Tisch liegt, oder nie-
mals, z. B. zwei Roboter, die entfernt voneinander auf einem Tisch montiert
sind. Diese als Nachbarn bezeichneten Objekte werden automatisch erkannt
und ebenfalls als Ausnahmen gekennzeichnet. Endet die statische Verbin-
dung zwischen beiden PhysicalObjects, endet auch die Nachbarschaft und
Kollisionen werden wieder gemeldet.
Zur Kollisionserkennung wurde eine generische Schnittstelle definiert,Anbindung einer
Physik-Engine über die verschiedene Algorithmen oder Bibliotheken angeschlossen wer-
den können. Zur Evaluierung wurde die Bullet Physics Library [51] verwen-
det. Es handelt sich dabei um eine Physik-Engine zur Simulation starrer
Körper, die in Computerspielen aber auch für visuelle Effekte in Filmen
verwendet wird. Bullet verfügt als Physik-Engine sowohl über eine diskrete
als auch eine stetige Kollisionserkennung und ist als Open-Source-Software
frei nutzbar. Für die Kollisionserkennung mit Bullet wird eine Kollisionswelt
erstellt, die alle relevanten Objekte mit der jeweiligen Gestalt und der aktu-
ellen Position enthält.
Die Kollisionserkennung in Bullet verläuft zweistufig. In der Broad Phase
wird mithilfe von Bounding Volumes paarweise überprüft, welche Objekte
sich überlagern können. Ein Bounding Volume besitzt dabei eine – selbst im
Vergleich zu einer Kollisionshülle – sehr einfache Struktur (z. B. ein Qua-
der) und approximiert die geometrische Gestalt des Körpers noch stärker.
Zudem können in der Broad Phase Filter aktiviert werden, damit Objekt-
paare nicht überprüft werden (z. B. für die oben definierten Ausnahmen).
Falls sich zwei Bounding Volumes schneiden, werden in der Narrow Phase die
Kollisionhüllen auf Schnittpunkte überprüft, wobei dies mit hohem Rechen-
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aufwand verbunden sein kann. Das Erkennen einer Kollision führt zu einer
Benachrichtigung.
Ausgehend vom Ursprungskoordinatensystem der Roboterzelle wird ein Aufbau einer
KollisionsweltFrameGraph aufgebaut (vgl. Abschn. 5.4). Alle sich in diesem Graphen be-
findlichen PhysicalObjects werden – sofern sie über eine Kollisionshülle
verfügen – erfasst. Ein PhysicalObject bildet zusammen mit seiner Kollisi-
onshülle ein eigenständiges Kollisionsobjekt und wird der oben beschriebe-
nen Kollisionswelt hinzugefügt. Jede Änderung des PhysicalObjects wird
überwacht und der Kollisionswelt mitgeteilt (z. B. eine Positionsänderung).
Dadurch bleibt das Modell der Roboterzelle und der Kollisionswelt synchron.
Somit können Kollisionsabfragen einfach formuliert und für die weitere Pla-
nung verwendet werden.
6.5.3 Kollisionsfreie Bahnplanung
Die Konfiguration einer Roboterzelle ist ausreichend, um Kollisionen in der
Robotics API zu erkennen. Dazu müssen lediglich alle Geräte und Gegen-
stände der Zelle mit einer Kollisionshülle ausgestattet werden. Durch Me-
chanismen der Robotics API wird die erzeugte Kollisionswelt – auch bei Be-
wegungen der Roboter oder Änderungen der Topologie – aktuell gehalten.
Diese einfache Möglichkeit der Kollisionserkennung kann verwendet wer-
den, um Kollisionen a priori zu vermeiden. Dies ist insbesondere bei der
Planung und Ausführung von Roboterbewegungen interessant. Die Trajek-
torien eines Manipulators müssen nicht mehr während der Entwicklung
oder der Inbetriebnahme einer Roboterzelle fest definiert, sondern können
dynamisch zur Laufzeit erzeugt werden, was die Flexibilität einer service-
orientierten Roboterzelle enorm erhöht.
Die Planung kollisionsfreier Bewegungen wird bei vielen Ansätzen im
Konfigurationsraum C [145] durchgeführt, der bei einem Manipulator der
Menge aller Gelenkstellungen entspricht. Die Dimension von C entspricht
der Anzahl der Gelenke. Aufgrund der Komplexität wird keine Transfor-
mation der Hindernisse aus dem kartesischen Arbeitsraum in den Kon-
figurationsraum vorgenommen. Stattdessen wird die Form des kollisions-
frei erreichbaren Konfigurationsraums Cfree durch Sampling, d. h. durch zu-
fällige Stichproben, angenähert [145]. Um effiziente Mehrfachanfragen zu
ermöglichen, bauen Multi-Query-Planner in einem ersten Schritt einen ap-
proximierten frei erreichbaren Konfigurationsraum Cfree auf. Anschließend
kann bei einer Anfrage diese Approximation verwendet werden, um einen
Pfad zu finden. Für veränderliche Umgebungen eignen sich Single-Query-
Planner wie die von LaValle [163] vorgeschlagenen Rapidly-exploring Ran-
dom Trees (RRTs). Dabei wird der kollisionsfreie Konfigurationsraum Cfree
stichprobenartig durch einen Baum approximiert. Die Besonderheit bei RRTs
ist, dass die Ausbreitungsrichtung sehr stark in Richtung des noch unbe-
kannten Konfigurationsraums tendiert [163].
Auf Basis der Robotics API wurde ein bidirektionales RRT-Verfahren [153] Bidirektionaler RRT
implementiert. Hier werden zwei Bäume gleichzeitig aufgebaut, wobei der
erste Baum bei der Startkonfiguration qinit und der zweite Baum bei der
Zielkonfiguration qgoal beginnt. Iterativ wird eine zufällige Konfiguration
qrand gewählt und versucht, diese mit dem ersten Baum zu verbinden. Falls
dies gelingt, wird versucht, qrand mit dem zweiten Baum zu verbinden. Falls
auch dies gelingt, sind die Startkonfiguration qinit und die Zielkonfiguration
qgoal miteinander verbunden und es kann ein kollisionsfreier Pfad bestimmt
werden. Andernfalls werden die beiden Bäume vertauscht, und eine neue
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Iteration mit einer neu gewählten Konfiguration qrand wird gestartet. Der
gefundene Pfad besteht aus einer Liste von Konfigurationen q, die nachein-
ander angefahren werden müssen.
Um zu überprüfen, ob eine Konfiguration q kollisionsfrei ist, wird die
im vorherigen Abschnitt vorgestellte Kollisionserkennung verwendet. Dazu
wurde der FrameGraph, der für den Aufbau einer Kollisionswelt zuständig
ist, erweitert, um eine Roboterkonfiguration q zu simulieren. Dazu reprä-
sentiert die Kollisionswelt die aktuelle Roboterzelle bis auf eine festgelegte
Menge von Relations, die z. B. die DynamicConnections zwischen den
Gliedern eines Roboters darstellen (vgl. Abschn. 5.4). Für diese Relations
können beliebige Transformationen definiert werden und damit auch die
Roboterkonfiguration q. Die Kollisionswelt nimmt daraufhin die gewähl-
te geometrische Struktur an und überprüft alle Elemente auf Kollisionen.
Durch dieses allgemeine Verfahren können beliebige Zustände einer Robo-
terzelle simuliert und auf Kollisionen überprüft werden.
Der durch die bidirektionalen RRTs ermittelte Pfad entspricht aufgrundOptimierung des
gefundenen Pfads des probabilistischen Verfahrens nicht zwangsläufig dem kürzesten Weg
zwischen der Startkonfiguration qinit und der Zielkonfiguration qgoal. Da-
her wurden Verfahren entwickelt, um den gefundenen Pfad zu optimieren.
Dazu werden zuerst alle Konfigurationen q entfernt, die auf einer geraden
Linie zweier anderer Konfigurationen des Pfades liegen. Dadurch kann die
Länge des Pfades signifikant verkürzt werden, was zu einer gleichförmigen
und schnelleren Bewegung des Roboters führt. Anschließend werden kolli-
sionsfreie Abkürzungen im Pfad gesucht. Dabei wird der Pfad Konfiguration
für Konfiguration durchgegangen und überprüft, ob zwischen der aktuel-
len Konfiguration qi und einer Konfiguration qj mit i < j eine direkte und
kollisionsfreie Verbindung besteht. Falls dies der Fall ist, können alle Konfi-
gurationen zwischen qi und qj aus dem Pfad entfernt werden.
Zum Schluss wird der Pfad für ein Überschleifen aller Konfigurationen
zwischen qinit und qgoal angepasst. Das heißt, dass diese Konfigurationen
nicht exakt angefahren werden, sondern, ohne abzubremsen, bereits vor-
her auf eine Bahn in Richtung der nächsten Konfiguration gewechselt wird.
Dadurch entstehen deutlich schnellere und den Roboter schonendere Bewe-
gungen. Allerdings kann es vorkommen, dass der überschliffene Pfad nicht
mehr kollisionsfrei ist. Dies wird geprüft und der Pfad kann entsprechend
angepasst werden. Durch diese drei Optimierungen entstehen effizientere
und trotzdem immer noch kollisionsfreie Bahnen.
Durch eine Evaluation konnte gezeigt werden, dass ein optimierter Pfad
in akzeptabler Zeit gefunden wird (vgl. [276]). In der Evaluationsumgebung,
die in Abbildung 6.15 dargestellt ist, konnte ein optimierter Pfad in durch-
schnittlich 1642 ms bei insgesamt 30 Durchläufen gefunden werden2. Die
Optimierungsverfahren konnten die Pfadlänge von ca. 700 Konfiguratio-
nen auf unter 10 Konfigurationen reduzieren. Die durch die Optimierung
in Anspruch genommene Zeit wird durch die signifikante Reduktion der
Pfadlänge deutlich kompensiert. Während ein nicht optimierter Pfad mit ca.
700 Konfigurationen etwa 50 s für die Ausführung benötigt, kann der op-
timierte Pfad in unter 4 s ausgeführt werden. Grund für diese stark unter-
schiedliche Ausführungszeit sind die vielen Beschleunigungs- und Brems-
phasen des nicht optimierten Pfades.
Zusammenfassend lässt sich festhalten, dass auf Basis des objektorientier-
ten Modells der Robotics API eine effiziente Bahnplanung realisiert werden
konnte. Diese nimmt den aktuellen Zustand der Roboterzelle und plant als
2 Dabei wurde ein Intel Core i7-3537U mit 2.00 GHz und 8 GB RAM verwendet.
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(a) Startposition (b) Endposition
Abbildung 6.15: Die beiden Ausschnitte der Visualisierung zeigen die Start- und
Endposition des Manipulators bei der durchgeführten Evaluation.
Letztendlich kann ein optimierter Pfad mit einer Länge von ca.
10 Konfigurationen gefunden werden. Jede Konfiguration wird da-
bei durch einen PTP angefahren (vgl. [276]).
Single-Query-Planner eine kollisionsfreie Trajektorie für einen Manipulator.
Das Verfahren kann nicht nur für einen Manipulator angewandt werden,
sondern ist auf Roboterteams übertragbar. Durch die Möglichkeit der kolli-
sionsfreien Bahnplanung sind flexible Bewegungen und damit flexible Fer-
tigungsprozesse in einer Roboterzelle möglich.
6.6 verwandte arbeiten
Um die Komplexität von großen Robotikanwendungen in den Griff zu be-
kommen, haben Hägele et al. [108] die Aufteilung eines Systems in kleine-
re Komponenten und die „composition of subsystems“ [108, S. 984] als die
wichtigsten Anforderungen identifiziert. Das bedeutet, dass Robotersysteme
aus kleineren, wiederverwendbaren Einheiten mit standardisierten Schnitt-
stellen zusammengesetzt werden können. Dies betrifft neben Aktuatoren
und Sensoren insbesondere auch die Software. Diese Aufteilung wird durch
die meisten Robotik-Frameworks adressiert, da sie als komponentenbasier-
tes System entworfen wurden. Bekannte Beispiele sind Player [60], ROS [223],
YARP [90] oder Orca [171]. Dies hat zu einem Trend für komponentenbasier-
tes Software Engineering in der Robotik geführt [48].
Robotik-Frameworks können als Middleware angesehen werden, die die
Kommunikation zwischen einzelnen Komponenten übernimmt. Player ver-
wendet Schnittstellen, um von einer Komponentenimplementierung zu ab-
strahieren. Dagegen nutzt ROS zum Beispiel Serviceanfragen und Topic-
basierte Nachrichten über ein Publish-Subscribe-Verfahren [97] für die Kom-
munikation zwischen verschiedenen Prozessen, die Nodes genannt werden.
Da die Nodes nur Nachrichten austauschen, sind sie lose gekoppelt und ver-
lassen sich nur auf eine gemeinsame Spezifikation der Nachrichten.
Weil diese Systeme eine Zusammenstellung lose gekoppelter Komponen-
ten darstellen, sind sie per se erweiterbar. Jedoch unterstützen die meis-
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ten komponentenbasierten Robotik-Frameworks keine harten Echtzeitanfor-
derungen bei der Kommunikation zwischen einzelnen Komponenten. Da-
her ist es schwierig, die erforderliche Genauigkeit und Performanz der In-
dustrierobotik zu erreichen. Eine Ausnahme stellt Orocos [50] dar, welches
auch in der Referenzimplementierung des RCC verwendet wurde (vgl. Ab-
schn. 4.3.1). Durch die Robotics API und dem entsprechenden Runtime Ad-
apter wurde eine erweiterbare und einfach bedienbare Programmierschnitt-
stelle oberhalb von Orocos hinzugefügt. Dabei wurden die Abhängigkeiten
der drei verschiedenen Bestandteile ganzheitlich betrachtet.
Nach Brugali und Scandurra [49] wird Wiederverwendung in der kompo-
nentenbasierten Softwareentwicklung erreicht, indem die Spezifikation (d. h.
die bereitgestellten und benötigten Schnittstellen) und die Implementierung
einer Komponente getrennt werden. Dadurch können sich Implementierun-
gen in funktionalen vor allem aber in nicht-funktionalen Eigenschaften un-
terscheiden. Da Komponenten als Black Boxes verwendet werden, die nur
durch ihre Schnittstellen kommunizieren, können Implementierungen zu-
dem gegeneinander ausgetauscht und mehrfach verwendet werden (vgl. Ab-
schn. 2.1). Die meisten Robotik-Frameworks erreichen Wiederverwendung
auf diese Art. Dabei ist es im Gegensatz zu dem in dieser Arbeit verwen-
deten Ansatz nicht möglich, dass Funktionalität durch Vererbung – über
mehrere Komponenten hinweg – wiederverwendet werden kann.
Das Komponentenframework CLARAty [191], zur Programmierung auto-
nomer Roboter, verwendet ebenso Vererbung um Erweiterbarkeit und Wie-
derverwendung zu erreichen. Dabei unterstützt CLARAty, das vom Jet Pro-
pulsion Laboratory entwickelt wurde, eine echtzeitfähige Ausführung von
Roboteroperationen auf einer objektorientierten Ebene, verbirgt die Echt-
zeitprogrammierung jedoch nicht vor dem Applikationsentwickler. Eine ge-
nauere Aussage zur Wartbarkeit des Frameworks und der damit implemen-
tierten Software werden von Nesnas et al. [191] nicht gemacht. Weitere An-
sätze, die ebenfalls objektorientierte Konzepte für Wiederverwendung be-
nutzen, sind MARS [177] und RIPE [182]. Allerdings betrachten auch dort
die Autoren nicht explizit die Wartbarkeit der Softwaresysteme. Mithilfe
von OSGi wird im Robotics Application Framework eine White-Box-Wiederver-
wendung stark vereinfacht. Durch die Deklaration einer öffentlichen Pro-
grammierschnittstelle können (abstrakte) Implementierung einfach und ge-
zielt zur Verfügung gestellt werden. Die Abhängigkeiten werden durch das
OSGi Framework automatisch aufgelöst.
Luo et al. [168] haben eine auf OSGi basierende Softwareevolution für Ro-
botersysteme vorgestellt. Dabei benutzen sie „Behavior Networks“ [169],
wobei jedes Behavior (Verhalten) als Bundle repräsentiert wird. Somit kön-
nen neue Behaviors und neue Netzwerke als neues Bundle zur Laufzeit im
OSGi Framework installiert werden. Jedoch behandeln sie weder die Wieder-
verwendbarkeit noch die echtzeitfähige Ansteuerung von Robotersystemen.
Georgas und Taylor [101] haben verschiedene Softwarearchitekturen in
der Robotik untersucht und herausgearbeitet, ob und wie diese Softwarear-
chitekturen Änderungen zur Laufzeit unterstützen. Sie kommen zu dem
Schluss, dass sowohl ein Mangel an ausgezeichneten Schichten in der Archi-
tektur als auch eine fehlende Kapselung von Verhalten die größten Hemm-
nisse sind, damit sich Robotersysteme zur Laufzeit verändern bzw. weiter-
entwickeln können. Jedoch werden genau diese Punkte in dieser Arbeit und
im modularen Robotics Application Framework berücksichtigt.
Teil III
S E RV I C E O R I E N T I E RT E R O B O T E R Z E L L E N
Der dritte Teil der Arbeit beschreibt die serviceorientierte Mo-
dellierung von Roboterzellen. In dieser Arbeit wird dazu die Vi-
sion einer intelligenten Fabrik aufgezeigt, die aus einer Menge
serviceorientierter Roboterzellen besteht. Diese stellen ihre Ferti-
gungsaufgaben als Service zur Verfügung. Intern ist eine Robo-
terzelle ebenfalls aus einer Menge von Services aufgebaut. Die
Dienste sind auf unterschiedlichen Abstraktionsebenen jeweils
am Fertigungsprozess ausgerichtet und haben dabei immer und
das Bauteil im Fokus.
Infolgedessen kann die Automatisierungssoftware einer Roboter-
zelle wie nach einem Baukastenprinzip aus einzelnen wiederver-
wendbaren Services zusammengestellt werden. Um diesen Vor-
gang zu vereinfachen, wird eine Modellierung von Roboterzellen
mit SysML vorgestellt. Das Wissen über den Herstellungsprozess
ist jedoch im Bauteil gebündelt und wird auf allen Ebenen durch
die Dienste verwendet, um eine optimale Fertigung zu ermög-
lichen. Durch die hier vorgestellten Konzepte und Ideen leistet
diese Arbeit einen Beitrag, um anpassbare Automatisierungssoft-
ware für flexible Roboterzellen zu entwickeln.

7K O N Z E P T S E RV I C E O R I E N T I E RT E R R O B O T E R Z E L L E N
Industrie 4.0 ist ein Zukunftsprojekt der deutschen Bundesregierung [52],
um die Vision einer vernetzten und intelligenten Produktion der Zukunft
voranzutreiben. Ein zentrales Element ist die intelligente Fabrik (Smart Facto-
ry) [144], in der „Menschen, Maschine und Ressourcen so selbstverständlich
wie in einem sozialen Netzwerk“ [144, S. 23] miteinander kommunizieren.
Durch intelligente Fertigungsmaschinen und Betriebsmittel entstehen cyber-
physische Produktionssysteme (CPPS) [144], die gemeinsam eine intelligen-
te Fabrik mit einer neuen Produktionslogik bilden. Anstatt starrer Abläufe
verfügen intelligente Produkte über „das Wissen ihres Herstellungsprozes-
ses“ [144, S. 23] und unterstützen den Fertigungsprozess, indem sie bspw.
wissen, mit welchen Parametern sie bearbeitet werden müssen. Die Produk-
te sind nicht nur identifizierbar und lokalisierbar, sondern kennen auch ih-
ren aktuellen Zustand und wissen, wie ihr Zielzustand, d. h. das fertige
Produkt, erreicht wird.
In dieser Arbeit wird eine Vision entwickelt, wie sich serviceorientierte
Roboterzellen in den Kontext einer intelligenten Fabrik der Zukunft einglie-
dern. Dabei besteht eine intelligente Fabrik aus einer Menge serviceorien-
tierter Roboterzellen, die jeweils unterschiedliche Fertigungsdienstleistun-
gen anbieten. Diese Dienstleistungen werden durch Schnittstellen und Kon-
trakte beschrieben und können durch intelligente Produkte in Anspruch ge-
nommen werden. Somit wird der aktuelle Zustand des Produkts sukzessive
transformiert, um letztendlich den gewünschten Zielzustand zu erreichen.
Das Wissen über den Herstellungsprozess jedoch ist Teil des Produkts und
wird vom Service verwendet, um eine optimale Produktion zu gewährleis-
ten. Diese aufgezeigte, generelle Idee serviceorientierter Roboterzellen als
Teil einer intelligenten Fabrik wird in Abschnitt 7.1 vorgestellt.
Anschließend wird in Abschnitt 7.2 erläutert, wie eine Roboterzelle intern
aus einer Menge von Services flexibel strukturiert werden kann. Dabei wird
die Granularität der Services von der externen Schnittstelle der Roboterzelle
immer weiter verfeinert, bis schlussendlich Roboter und Endeffektoren ge-
steuert werden. Diese serviceorientierte Modellierung und Strukturierung
leitet thematisch auf die folgenden Kapitel dieser Arbeit über. Einige der
in diesem Kapitel beschriebenen Konzepte und Ideen wurden erstmals in
[120] und [121] vorgestellt.
7.1 services als externe schnittstelle von roboterzellen
Durch das Internet der Dinge und Dienste entsteht eine Vielzahl an auto-
nomen, eingebetteten Systemen, die drahtlos untereinander und mit dem
Internet vernetzt sind. Durch die Vernetzung bilden sich cyber-physische
Systeme [100], die sich durch eine Verknüpfung softwaretechnischer Kom-
ponenten mit mechanischen und elektronischen Teilen auszeichnen. Durch
ein Cyber-Physical System (CPS) werden aus Alltagsgegenständen intelligen-
te Objekte, die programmierbar sind, mittels Sensoren physikalische Daten
erfassen und kommunizieren. Diese Objekte können eigenständig Informa-
tionen austauschen, Aktionen auslösen und sich wechselseitig steuern.
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In der intelligenten Fabrik kommunizieren Produkte, Bauteile und Be-
triebsstoffe untereinander und mit Fertigungsmaschinen, um ein Cyber-Phy-
sical Production System (CPPS) zu bilden. Sie stellen ein Äquivalent zu den
oben erwähnten cyber-physischen Systemen in der Produktion dar. Das be-
deutet auch, dass es keinen festen Ablauf in der Fertigung gibt, der in der
Automatisierungspyramide von oben nach unten propagiert wird. Stattdes-
sen handeln die zu fertigenden Produkte, die notwendigen Betriebsstoffe
und die vorhandenen Produktionsressourcen eigenständig den Fertigungs-
prozess aus, sie tauschen Informationen aus und steuern sich gegenseitig.
Eine Roboterzelle kann von außen betrachtet als cyber-physisches Pro-
duktionssystem angesehen werden. Sie besteht aus miteinander vernetzten,
eingebetteten Systemen, die über Sensoren Daten erfassen und mithilfe von
Aktuatoren auf physikalische Vorgänge einwirken. Die Roboterzelle verfügt
über eine Menge von Softwarekomponenten, um die einzelnen Systeme mit-
einander zu koordinieren und so Produktionsprozesse abzubilden. Die Ro-
boterzelle kommuniziert als cyber-physisches Produktionssystem mit den
Bauteilen und Produkten, um deren optimale Handhabung und Bearbei-
tung zu bestimmen. Das Wissen über die Handhabungs- und Fertigungs-
prozesse ist Teil des Bauteils, das es mit der Roboterzelle teilen kann.
Serviceorientierte Architekturen sind verteilte Systeme, die Mechanismen
zur transparenten Kommunikation der einzelnen Dienste anbieten. Dadurch
sind Dienste in der Regel gekapselt und plattformunabhängig. Die Anbieter
und Nutzer von Diensten können in unterschiedlichen Technologien und
auf verschiedenen Plattformen realisiert sein. In diesem Kontext ist eine Ro-
boterzelle ein Service-Provider, d. h. es werden eine Menge an Dienstleistun-
gen, die die Handhabung und Bearbeitung von Bauteilen und Produkten
betreffen, bereitgestellt. Die Roboterzelle exponiert dementsprechend alle
Fertigungsprozesse, die sie durchführen kann, als Service.
Diese Dienstleistungen können daraufhin in Anspruch genommen wer-Robotics
Manufacturing
as a Service
den. Dies setzt jedoch voraus, dass die Fertigungsprozesse der Roboterzel-
le flexibel auf die Bedürfnisse der Bauteile anpassbar sind, die den Dienst
in Anspruch nehmen. Daher ist es notwendig, dass die Roboterzelle als
(cyber-physisches) Produktionssystem und das Bauteil als intelligentes Ob-
jekt miteinander kommunizieren. Jede, von einer Roboterzelle angebotene,
Dienstleistung verändert ein Bauteil, indem es mindestens einen Bearbei-
tungsschritt anwendet. Es transformiert den softwaretechnischen und den
realen Zustand des Bauteils. Durch diese Dualität spiegelt die Softwarere-
präsentation das reale Bauteil wider. Durch eine geeignete Reihenfolge von
Fertigungsdienstleistungen können so aus den Ausgangsmaterialien fertige
Bauteile oder Produkte entstehen.
Gemäß dem von Banerjee et al. [23] beschriebenen Paradigma Everything
as a Service kann man kann in diesem Zusammenhang von Robotics Manufac-
turing as a Service sprechen:
Definition 7.1. Bei Robotics Manufacturing as a Service werden die mögli-
chen Fertigungsaufgaben einer Roboterzelle als Dienstleistung angeboten,
die von einem (noch zu fertigenden) Produkt in Anspruch genommen wer-
den kann.
Dazu führen die Produkte und Bauteile eine Beschreibung von sich selbst
mit. Diese beinhaltet Informationen über das Aussehen des Werkstücks, geo-
metrische Merkmale und Fertigungsparameter. Daraus kann eine service-
orientierte Roboterzelle die von ihr angebotenen Dienste konfigurieren, die
intern jeweils einen bestimmtem Handhabungs- und Fertigungsprozess pa-
rametrisieren und ausführen. Wie ein Service die fachliche Funktionalität
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Bauteil‘ Bauteil‘‘
Work Stationn-1 Work Stationn Work Stationn+1
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Abbildung 7.1: Aktuell sind Roboterzellen oft Bestandteil einer zeitlich streng getak-
teten Fließfertigung. Eine Smart Factory dagegen verfügt über Robo-
terzellen, die über Dienste unterschiedliche Fertigungs- und Handha-
bungsaufgaben anbieten. Der Aufbau einer Smart Factory entspricht
weitgehend dem Werkstattprinzip.
eines Geschäftsprozesses in einem Unternehmen kapselt, so kapselt eine
serviceorientierte Roboterzelle die fachliche Funktionalität eines Fertigungs-
prozesses in einer intelligenten Fabrik. Die Dienste stellen genauso wie die
Roboterzelle eine abgeschlossene Einheit dar.
Die Struktur einer intelligenten Fabrik ist dabei nicht mehr nach dem Vision einer
serviceorientierten
Fabrik
Fließbandprinzip aufgebaut (vgl. Abb. 7.1 (a)). Die Roboterzellen sind nicht
wie in der Automobilfertigung in einer festen Reihenfolge und mit einer
festen Taktzeit angeordnet. Stattdessen stellt jede Roboterzelle für sich eine
abgeschlossene Einheit dar. Gemäß dem Werkstattprinzip [241] werden die
Bauteile zu der Werkstatt bzw. der Roboterzelle gebracht und dort bearbei-
tet (vgl. Abb. 7.1 (b)). Im Unterschied zu der klassischen Werkstattfertigung
bieten die Roboterzellen ihre Dienstleistungen in der ganzen Fabrik als Ser-
vice an. Daher kann der Dienst flexibel in Anspruch genommen werden.
Idealerweise wird das Werkstück oder die Werkstücke autonom (z. B. über
eine mobile Transportplattform) an die Zelle gebracht.
Der Servicekontrakt stellt die softwaretechnische Schnittstelle dar. Diese
kann in einer Registry (vgl. Abschn. 2.2) veröffentlicht und von überall in der
Fabrik angefragt werden. Damit kann ein Werkstück einen Plan an Diensten,
die verwendet werden müssen, erstellen. Zudem kann ein Bauteil – bevor
es sich an oder in der Nähe der Roboterzelle befindet – die softwaretechni-
sche Schnittstelle anfragen und so die Verfügbarkeit der Roboterzelle und
ihrer Dienstleistungen erfragen. Allerdings ist der Servicekontrakt nicht die
einzige Schnittstelle einer serviceorientierten Roboterzelle.
Neben dem Servicekontrakt als softwaretechnische Schnittstelle gibt es
noch zusätzlich die mechanischen Schnittstellen einer Roboterzelle. Diese
definieren, wie die Bauteile und Betriebsstoffe in die Zelle und damit zu
den Robotern und Handhabungsgeräten gelangen. Obwohl Roboter flexible
Handhabungsgeräte sind, ist das Spektrum an möglichen Zuliefervarianten
dennoch begrenzt. Daher muss die mechanische Schnittstelle adäquat in
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die softwaretechnische Schnittstelle integriert werden. So können bspw. die
Argumente der Serviceaufrufe die mechanischen Schnittstellen zum Teil be-
schreiben. Sie definieren, wie die Roboterzelle mit ihrer Umgebung, d. h. ih-
ren Zuliefersystemen, interagiert. Daher bietet es sich an, die möglichen Zu-
liefervarianten (z. B. Förderbänder, Werkstückträger, mobile Transportplatt-
formen) als Teil des Servicekontrakts zu beschreiben.
Die konsequente Umsetzung einer serviceorientierten Architektur kann
die Vision der intelligenten Fabrik ermöglichen. Die Fertigungsressourcen
der Fabrik (d. h. Roboterzellen, Fertigungsmaschine) sind über Internettech-
nologien miteinander vernetzt. Dabei können die Dienste bspw. als Web
Service [42] bereitgestellt werden. Erste eigene Experimente mit dem Devi-
ces Profile for Web Services (DPWS) [76] waren hierbei sehr vielversprechend.
Die Werkstücke wiederum sind die Akteure in der Fabrik, da sie die Ferti-
gungsprozesse anstoßen und dabei transformiert werden. Das Werkstück
kann dabei selber agieren oder von einem Softwareagenten vertreten wer-
den, der die Randbedingungen und Kosten der Fertigung berücksichtigt.
7.2 serviceorientierte realisierung von roboterzellen
Bei der Modellierung serviceorientierter Architekturen nehmen die zugrun-
deliegenden Geschäftsprozesse des Unternehmens eine zentrale Rolle ein,
da Services bzw. Dienste fachliche Funktionalität kapseln und damit einen
Teil des Geschäftsprozesses repräsentieren. Ein wesentliches Ziel ist eine
hohe Wiederverwendbarkeit von Diensten, um Geschäftsprozesse flexibel
und kostengünstig anpassen bzw. neu aufsetzen zu können. Einzelne Diens-
te wiederum können kombiniert werden und so, entsprechend orchestriert,
komplexere fachliche Funktionalität repräsentieren. Darüber hinaus ist es
für die Nutzung eines Dienstes ausreichend, nur die Schnittstelle und den
Kontrakt zu kennen.
Bei dem internen Aufbau einer Roboterzelle aus Services wird in dieser
Dissertation ein ähnliches Konzept verfolgt. Die Dienste sollten in sich abge-
schlossen sein und über wohldefinierte Schnittstellen verfügen. Dabei soll-
ten sie immer eine am Geschäftsprozess der Roboterzelle ausgerichtete Funkti-
on haben. Der Geschäftsprozess einer Roboterzelle ist der dort durchgeführ-
te Fertigungsschritt oder Automatisierungsprozess. Dies muss die Grundla-
ge jeder serviceorientierten Roboterzelle sein. Der Automatisierungsprozess
kann dann schrittweise heruntergebrochen und verfeinert werden, um die
notwendigen Services zu identifizieren. Letztendlich ergibt sich eine Hierar-
chie von Services, die in einer geeigneten Orchestrierung die Fertigungspro-
zesse der Roboterzelle abbilden.
Die Hierarchie der Services hat unterschiedliche Ebenen mit einer unter-Hierarchie von
Services schiedlichen Granularität, was die fachliche Funktionalität des Dienstes an-
belangt. Dabei haben Dienste auf der selben Ebene die gleiche Granularität,
kapseln jedoch unterschiedliche Funktionalität. Die fachliche Funktionali-
tät, die jeder Service kapselt, wird in Form einer Schnittstelle oder eines
Kontraktes anderen Diensten angeboten. Dementsprechend ergibt sich ana-
log zu serviceorientierten Architekturen in Unternehmen (vgl. Krafzig et al.
[150]) eine Klassifikation von Diensten einer Roboterzelle, welche die Diens-
te in unterschiedliche Kategorien einteilt.
In einer klassischen Roboterzelle ist überlicherweise eine SPS für die Steue-
rung der Abläufe zuständig, wohingegen die Robotersteuerung für die Be-
wegungen des Manipulators und die Ansteuerung des Werkzeugs verant-
wortlich ist. Durch die Strukturierung mit unterschiedlichen Kategorien von
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sichtweise beschreibung
Produkt (product-centric) Beschreibung der Aufgabe durch die Angabe des Zielzustandes eines Werk-
stückes und der einzelnen Bestandteile.
Prozess (process-centric) Beschreibung der Aufgabe als ein Ablauf elementarer Handhabungs- und
Fertigungsaufgaben.
Werkzeug (tool-centric) Beschreibung der Aufgabe aus Sicht des Werkzeugs, das elementare Opera-
tionen bereitstellt und entsprechend parametrisiert werden muss.
Roboter (arm-centric) Beschreibung der Aufgabe als Sequenz kartesischer Roboterbewegungen mit
entsprechenden Schaltaktionen.
Gelenk (joint-centric) Beschreibung der Aufgabe als Sequenz von Gelenkstellungen.
Tabelle 7.1: Abstraktionsebenen für die Programmierung von industriellen Roboter-
systemen gemäß [108]. Während auf hoher Ebene die Aufgaben auf Basis
des zu fertigenden Produkts definiert werden, werden sie auf unterster
Ebene als elementare Roboterbewegungen definiert.
Diensten ergibt sich analog zu einer klassischen Roboterzelle eine klare Ver-
teilung der Zuständigkeiten. Allerdings entsteht durch die sehr rudimen-
täre Kommunikation zwischen einer SPS und einer Robotersteuerung (vgl.
Kap. 3) ein Informationsbruch, der zu einer Verteilung des Fertigungswis-
sens führt. So ist bspw. die Geometrie eines Bauteils nur auf unterster Ebene
implizit durch das Roboterprogramm vorhanden. Dies macht eine Adaption
schwierig, da an vielen verschiedenen Stellen das dort vorhandene Wissen
erweitert bzw. angepasst werden muss. In einer serviceorientierten Roboter-
zelle findet dagegen kein Informationsbruch statt und das gesamte Wissen
kann in Form einer Bauteilbeschreibung von oben nach unten propagiert
werden, wobei jeder Dienst nur die für ihn notwendigen Daten verwendet.
Jede Kategorie von Diensten spiegelt auch eine mögliche Ebene einer SOA
wider. Umso mehr Ebenen von einer SOA in einer Roboterzelle abgedeckt
werden, umso höher ist der Reifegrad der Architektur und die Hebelwir-
kung bei der flexiblen Umsetzung der Fertigungsprozesse. Ziel ist es, eine
Sammlung von Services verschiedener Ebenen zu entwickeln, die flexibel
in unterschiedlichen Roboterzellen eingesetzt und zu Fertigungsprozessen
orchestriert werden können. Letztendlich hängt die maximal erzielbare He-
belwirkung vom Grad an Wiederverwendbarkeit der Dienste ab. Zudem ist
es möglich, Services durch andere Implementierungen zu ersetzen, ohne
dass die darüber liegenden Ebenen geändert werden müssen.
Hägele et al. [108] definieren unterschiedliche Abstraktionsebenen für die Abstraktionsebenen
der Roboterprogram-
mierung
Programmierung von industriellen Robotersystemen, die in Tabelle 7.1 be-
schrieben sind. Die niedrigste Abstraktionsebene ist die Programmierung
des Roboters auf Gelenkebene (vgl. Abschn. 3.2). Dabei wird jede Aufgabe
in Form einer Achsbewegung als Sequenz von Gelenkstellungen beschrie-
ben. Die gemäß [108] höchste Abstraktionsebene ist das Produkt, d. h. es
wird der initiale Zustand und Zielzustand eines Bauteils spezifiziert und
der Roboter bzw. die Roboterzelle setzt die Aufgabe entsprechend um. Vom
Abstraktionsniveau darunter ist die prozesszentrierte Programmierung, bei
der die Aufgabe als Abfolge elementarer Handhabungs- und Fertigungsauf-
gaben beschrieben wird.
Eine weitere Programmierebene stellt das Werkzeug dar, da es als End-
effektor maßgeblich die möglichen Bearbeitungsaufgaben eines Roboters
bestimmt. Daher kann die Aufgabe aus Sicht des Werkzeugs beschrieben
werden, das elementare Operationen bereitstellt, die passend parametrisiert
werden müssen. Die gebräuchlichste Programmiermethode ist die roboter-
zentrierte, wobei die Aufgabe als Sequenz von in der Regel kartesischen
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Process
Task Task Task
Skill Skill Skill Skill Skill
Activity Activity Activity Activity Activity Activity












Abbildung 7.2: Funktionale Dekomposition einer Roboterzelle über die verschiede-
nen Abstraktionsebenen der Roboterprogrammierung hinweg. Über
die Automation Services wird der Fertigungsprozess schrittweise auf-
geteilt. Die Ausführung erfolgt durch Aktivitäten der Robotics API.
Roboterbewegungen beschrieben wird. Auf den Roboterbewegungen sind
Schaltaktionen definiert, um das Werkzeuge an den entsprechenden Positio-
nen zu steuern (vgl. Abschn. 3.2).
Laut Hägele et al. [108] muss sich der Applikationsentwickler eines Ro-
botersystems in der Regel für eine dieser Abstraktionsebenen entscheiden,
um seinen Roboter bzw. das Werkzeug zu programmieren. In einer service-
orientierten Roboterzelle jedoch hat jede dieser Abstraktionsebenen ihre Be-
rechtigung und stellt für sich eine Hierarchieebene der serviceorientierten
Architektur dar. Das bedeutet, dass sich in einer voll ausgebauten SOA ei-
ner Roboterzelle jede dieser Abstraktionsebenen wiederfindet. Das Problem
– d. h. der Fertigungsschritt bzw. der Automatisierungsprozess – wird über
die Dienste schrittweise zerlegt und durch einfachere Aufgaben einer nied-
rigeren Programmierebene beschrieben. Diese Zerlegung ist inhärenter Teil
einer solchen serviceorientierten Architektur.
Die unterschiedlichen Abstraktionsebenen in der Programmierung von
industriellen Roboterzellen erfordern, dass es eine unterschiedliche Granu-
larität der Tätigkeiten innerhalb einer Roboterzelle gibt. Jede Hierarchieebe-
ne realisiert eine solche Granularität, indem eine Tätigkeit in viele einzelne
Tätigkeiten feinerer Granularität zerlegt wird, die auf einer niedrigeren Ab-
straktionsebene angesiedelt sind. Auf feinster Granularität werden dann die
in Kapitel 5 vorgestellten Activities der Robotics API zur Spezifikation der
elementaren Roboter- und Werkzeugoperationen verwendet. Die Ausfüh-
rung erfolgt auf dem Robot Control Core (RCC) als Realtime Primitives Net
unter Echtzeitbedingungen (vgl. Abschn. 4.3).
Die funktionale Dekomposition einer Roboterzelle in Tätigkeiten unter-Funktionale
Dekomposition schiedlicher Granularität ist in Abbildung 7.2 dargestellt. Dabei setzt sich
jede Tätigkeit aus einer Menge von Tätigkeiten mit einer feineren Granula-
rität und niedriger Abstraktion zusammen. Bei der Wahl der Granularität
wurden mit Skill und Task zwei Begriffe verwendet, die in der Robotik ge-
bräuchlich sind und z. B. bei Huckaby [129], Malec et al. [172], Michniewicz
und Reinhart [181] oder Pfrommer et al. [216] in einem ähnlichen Kontext
eingesetzt werden.
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Oberhalb der Robotics API ist eine Fähigkeit oder ein Skill die feinste Gra-
nularität, um ein Tätigkeit zu beschreiben. Sie ist folgendermaßen definiert:
Definition 7.2. Eine Fähigkeit (engl.: skill) stellt eine Tätigkeit dar, die ein
Roboter und ein Werkzeug gemeinsam ausführen können. Der Fokus liegt
dabei auf dem Werkzeug, während der Roboter ausschließlich für die Bewe-
gung bzw. den Transport von Werkzeug oder Bauteil zuständig ist.
Ein Beispiel für eine Fähigkeit ist das Greifen eines Gegenstandes mit einem
bestimmten Typ von Greifer. Auch das Aufnehmen, Einsetzen und Festzie-
hen von Schrauben mit einem elektrischen Schraubsystem sind Beispiele für
Fähigkeiten. Der Fokus liegt, wie die Beispiele zeigen, auf dem Werkzeug.
Der Roboter oder Manipulator spielt bei der Spezifikation der Fähigkeit kei-
ne Rolle. Er ist ausschließlich bei der internen Realisierung der Fähigkeit
relevant und bewegt das Werkzeug an die notwendige Position. Dadurch
wird eine Trennung von Ablauflogik und Bewegungsprogrammierung er-
reicht. Während in der klassischen Roboterprogrammierung die Werkzeug-
fähigkeiten und die Bauteileigenschaften ein Teil des Roboterprogramms
werden, steht hier das Werkzeug und das Bauteil im Mittelpunkt.
In Abbildung 7.2 ist dargestellt, dass sich eine Fähigkeit bzw. ein Skill
auf der Abstraktionsebene des Werkzeugs befindet. Intern werden zur Um-
setzung einer Fähigkeit in der Regel mehrere Activities der Robotics API
verwendet, um die Bewegungen des Roboters und die elementaren Opera-
tionen des Werkzeugs zu spezifizieren und auszuführen (vgl. Abschn. 5.5).
Elementare Operationen eines Greifers sind bspw. das Öffnen und Schlie-
ßen der Finger. Für ein elektrisches Schraubsystem ist es z. B. das mit einem
maximalen Drehmoment begrenzte Anlaufen im Uhrzeigersinn.
Um komplexere Fähigkeiten wie das Greifen eines Gegenstandes zu reali-
sieren, ist in der Regel innerhalb eines Skills der Einsatz eines Roboters not-
wendig. Dadurch stellt eine Fähigkeit die Transition zwischen einer werk-
zeug- und einer roboterzentrierten Programmierung dar (vgl. Abb. 7.2). Die
Ausführung jeder Fähigkeit beruht in der Regel darauf, dass bestimmte Vor-
bedingungen gelten. Zum Beispiel darf ein Greifer vor dem Greifen eines
Gegenstandes nicht bereits einen anderen Gegenstand halten. Gleichzeitig
verändert die Ausführung einer Fähigkeit den Zustand und gegebenenfalls
die Topologie der Roboterzelle, d. h. es gelten bestimmte Nachbedingungen,
auf denen wiederum andere Fähigkeiten aufbauen.
Man kann die Vorbedingungen, die Fähigkeit und die Nachbedingungen
als Softwarekontrakt [180] interpretieren: Wenn die Vorbedingung zutrifft,
gilt nach der Ausführung der Fähigkeit die Nachbedingung. Vor- und Nach-
bedingungen werden auch als Zusicherungen bezeichnet. Durch das in Ka-
pitel 5 vorgestellte objektorientierte Modell einer Roboterzelle kann der ak-
tuelle Zustand softwaretechnisch modelliert werden. Somit kann die Vorbe-
dingung entsprechend geprüft und anschließend die Fähigkeit ausgeführt
werden. Dabei wird der softwaretechnische Zustand der Roboter aktuali-
siert und so den realen Gegebenheiten angepasst. Dies sollte bei einer er-
folgreichen Ausführung des Skills der Nachbedingung entsprechen.
Aus einzelnen Fähigkeiten lassen sich Aufgaben oder Tasks zusammen-
stellen, die wie folgt definiert sind:
Definition 7.3. Eine Aufgabe (engl.: task) ist eine auf ein Bauteil bezogene
Handhabungs- und Fertigungsfunktion. Die Aufgabe ist ausschließlich über
die Betriebs- und Hilfsstoffe des Fertigungsprozesses definiert, wird aber
intern über eine Sammlung von Fähigkeiten realisiert.
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Beispiele für Tasks sind das Zuteilen von Bauteilen oder deren Montage.
Hierbei wird die Aufgabe unabhängig von der Realisierung, d. h. von den
beteiligten Werkzeugen oder Manipulatoren, beschrieben. Da sie Handha-
bungs- und Fertigungsfunktionen beschreiben, befinden sich Tasks dement-
sprechend auf der Abstraktionsebene des Fertigungsprozesses (vgl. Tab. 7.1).
Wie Abbildung 7.2 zeigt, werden Tasks intern allerdings durch eine Menge
von Fähigkeiten realisiert. Somit stellt ein Task die Transition zwischen einer
werkzeugzentrierten und einer prozesszentrierten Programmierung dar.
Analog zu Skills beruht auch die Ausführung von Tasks darauf, dass be-
stimmte Vorbedingungen gelten. So muss bspw. das Bauteil, welches den
weiteren Fertigungsschritten zugeteilt werden soll, in einer bestimmten Art
und Weise positioniert sein (z. B. in einer Kiste). Nach der Anwendung ei-
nes Tasks hat sich dementsprechend der Zustand und gegebenenfalls die
Topologie der Roboterzelle verändert. Hierbei spricht man analog zu den
Fähigkeiten ebenfalls von der Nachbedingung, die in der Roboterzelle gilt.
Im Gegensatz zu den Skills können die Zusicherungen ausschließlich über
die Bauteile, d. h. die Betriebs- und Hilfsstoffe, formuliert werden. Bei Fä-
higkeiten können dagegen auch die Werkzeuge miteinbezogen werden.
Oberhalb der Tasks ist der Automatisierungsprozess angesiedelt, der wie
folgt definiert ist:
Definition 7.4. Ein (Automatisierungs-)Prozess (engl.: process) beschreibt
einen von der Roboterzelle angebotenen Fertigungsschritt.
Der Automatisierungsprozess stellt das Gesamtziel der Roboterzelle dar,
d. h. es ist eine Beschreibung dessen, was in dieser Zelle durchgeführt wer-
den kann. Dabei ist zu beachten, dass es nicht nur einen Prozess sondern
– abhängig von der Flexibilität der Zelle – durchaus mehrere Prozess ge-
ben kann. Jeder dieser Prozesse wird – dem in Abschnitt 7.1 vorgestellten
Prinzip serviceorientierter Fabriken – nach außen als Service zur Verfügung
gestellt. Dort kann er über eine Registry aufgefunden und genutzt werden.
Ein Automatisierungsprozess transformiert ein Bauteil oder dessen ein-
zelne Bestandteile und stellt so einen gewünschten Zielzustand oder zu-
mindest einen gewünschten Zwischenzustand dar. Der Prozess ist eine ab-
geschlossene Einheit und wird vollständig über das Bauteil spezifiziert. Er
entspricht damit der Abstraktionsebene des Produktes (vgl. Tab. 7.1). Da
sich ein Automatisierungsprozess aus einzelnen Tasks zusammensetzt, stellt
er die Transition zwischen einer Prozess-zentrierten und einer Produkt-zen-
trierten Programmierung dar.
Die vorgestellten Tätigkeiten unterschiedlicher Granularität, d. h. der Pro-
cess, die Tasks und die Skills, werden im Rahmen dieser Arbeit jeweils als
Services unterschiedlicher Abstraktion realisiert. Sie bilden die Hierarchie
der serviceorientierten Architektur innerhalb der Roboterzelle. Der modula-
re Aufbau einer solchen Roboterzelle ist in Abbildung 7.3 dargestellt. Dabei
ist die Trennung zwischen dem serviceorientierten Aufbau der Automati-
sierungssoftware, d. h. den Robotics Automation Services, und dem objektori-
entierten Robotics Application Framework eingezeichnet. Da beide Teile inner-
halb der OSGi Service Platform umgesetzt wurden, setzen sie sich aus einer
Menge von Bundles zusammen.
Das Robotics Application Framework kann individuell zusammengestellt
werden, um die Bedürfnisse der Roboterzelle exakt abzubilden, d. h. es wer-
den nur die notwendigen Bundles ausgesucht, um die erforderlichen Robo-
ter und Werkzeuge verwenden zu können (vgl. Kap. 6). Zusätzlich müssen
weitere Elemente, die spezifisch für die Roboterzelle sind, mit den Mitteln



































































Abbildung 7.3: Eine Roboterzelle ist modular aufgebaut und besteht aus verschie-
denen Bundles, die über Services miteinander agieren. Zusammen
bilden sie eine hierarchisch gegliederte serviceorientierten Architek-
tur innerhalb der Roboterzelle.
des Robotics Application Frameworks modelliert und implementiert werden.
Diese werden dann ebenfalls als Bundles zur Verfügung gestellt. Der Auf-
bau der Roboterzelle kann als Konfiguration vorliegen und wird dement-
sprechend über Infrastrukturdienste instanziiert (vgl. Abb. 7.3) und den Ro-
botics Automation Services zur Verfügung gestellt. Wie in Kapitel 6 beschrie-
ben, können auch die notwendigen Realtime Primitives und Realtime Devices
über das Robotics Application Framework geladen werden.
Die Robotics Automation Services sind in drei unterschiedliche Abstrakti- Fertigungsprozesse
als Serviceonsebenen eingeteilt und repräsentieren dabei die drei vorgestellten Arten
der Granularität für Tätigkeiten innerhalb einer Roboterzelle. Dabei werden,
wie in serviceorientierten Architekturen üblich, Dienste mit niedriger Ab-
straktion verwendet und orchestriert, um eine komplexere Funktionalität
mit höherer Abstraktion zu erreichen. Demnach hat ein Dienst, der einen
Automatisierungsprozess implementiert, die höchste Abstraktionsebene:
Definition 7.5. Ein prozesszentrierter Dienst (engl.: process-level service) or-
chestriert Handhabungs- und Fertigungsfunktionen anderer Dienste, um
einen Fertigungsprozess oder einen Prozessschritt abzubilden. Selbst stellt
er ebenfalls Handhabungs- und Fertigungsfunktionen höherer Abstraktion
als Methoden bereit.
Damit wird ein Automatisierungsprozess immer durch einen prozesszen-
trierten Dienst abgebildet. Jedoch können auch nur einzelne Prozessschritte
so implementiert werden. Dabei wird immer eine höhere Abstraktion erzielt.
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Handhabungs- und Fertigungsfunktionen können auch durch aufgabenzen-
trierte Dienste bereitgestellt werden, die wie folgt definiert sind:
Definition 7.6. Durch einen aufgabenzentrierten Dienst (engl.: task-level ser-
vice) werden Handhabungs- und Fertigungsfunktionen als Methoden be-
reitgestellt. Intern bildet er diese Funktionen auf die Fähigkeiten konkreter
Werkzeuge der Roboterzelle ab.
Die Eingabeparameter der Dienste bestehen dabei nur aus den Betriebs-
und Hilfsstoffen des Fertigungsprozesses, die über die objektorientierte Ro-
botics API in Software abgebildet werden können. Ausführlich wird die Iden-
tifikation und Modellierung von prozess- und aufgabenzentrierten Diensten
in Kapitel 9 vorgestellt.
Während die Dienste bisher sehr abstrakt auf den Bauteilen und Werk-Werkzeugfähigkeiten
als Service stücken der Roboterzelle definiert sind, werden über Skill-level Services erst-
mals die Werkzeuge betrachtet. Das bedeutet konkret, dass der Service für
eine bestimmte Klasse von Werkzeugen Fähigkeiten bereitstellt. Der Service
entscheidet dabei intern, wie diese Fähigkeit implementiert und angewen-
det wird. Definiert ist ein solcher Dienst wie folgt:
Definition 7.7. Durch einen fähigkeitenzentrierten Dienst (engl.: skill-level
service) werden abstrakte Fähigkeiten eines Endeffektors für Objekte der Ro-
boterzelle bereitgestellt. Die aktuelle Situation und der Kontext entscheiden,
wie die Fähigkeit umgesetzt wird.
Diese Fähigkeiten umfassen neben dem Werkzeug und dem Objekt in der
Regel auch einen Manipulator, der für die Bewegung seines Endeffektors
bzw. des Objekts zuständig ist. Dabei wird ersichtlich, dass das Objekt bzw.
das Bauteil in allen drei Arten von Diensten eine zentrale Rolle spielt. Das
im Bauteil gebündelte Wissen für den eigenen Fertigungsprozess ist durch-
gängig vorhanden und wird von oben nach unten propagiert. Da erst inner-
halb eines Skill-level Services die Bewegungsprogrammierung der Roboter
stattfindet, kann die Ablauflogik – über mehrere Abstraktionsebenen hin-
weg – getrennt davon betrachtet werden. Der Aufbau von Skill-level Services
und die Fragestellung, wie anhand der aktuellen Situation und des Kontex-
tes entschieden wird, werden detailliert in Kapitel 10 beschrieben.
Durch die Verwendung der OSGi Service Platform und der Aufteilung
des Robotics Application Frameworks und der Robotics Automation Services auf
Bundles entsteht eine modulare Automatisierungssoftware, die auf die Be-
dürfnisse der Roboterzelle zugeschnitten werden kann. Insbesondere Er-
weiterungen wie die Visualisierung oder die Kollisionserkennung (vgl. Ab-
schn. 6.5) sind bei Bedarf verfügbar. Abgesehen von sicherheitsgerichteten
Aufgaben, ist damit auch keine SPS für die Implementierung der Roboter-
zelle mehr notwendig. Für das Robotics Application Framework konnte bereits
in Kapitel 6 gezeigt werden, dass ein modularer Aufbau mit einem hohen
Grad an Wiederverwendung erreicht werden kann. Die Identifikation und
die Modellierung der Robotics Automation Services wird in den nächsten bei-
den Kapiteln erläutert. Anhand der im nächsten Kapitel vorgestellten Fall-
studie – Factory 2020 – wird die Flexibilität des serviceorientierten Ansatzes
in Kapitel 11 evaluiert.
8FA L L S T U D I E : FA C T O RY 2 0 2 0
Um die Ergebnisse des Forschungsprojekts SoftRobot zu demonstrieren, wur-
de eine robotergestützte Montageanwendung, die Factory 2020 [18], entwi-
ckelt. Dabei sollten die Besonderheiten der Softwarearchitektur hervorgeho-
ben werden. Aus diesem Grund wurde die Anwendung so gestaltet, das
mehrere Roboter zusammenarbeiten müssen, um eine komplexe Handha-
bungsaufgabe zu erfüllen. Dabei wird ein Bauteil aus zwei Werkstücken
zusammengefügt und anschließend verschraubt (vgl. Abb. 8.1). Die Monta-
gestation besteht aus zwei Leichtbaurobotern, die mit entsprechenden End-
effektoren ausgestattet sind. Die Anlieferung der Werkstücke und der Ab-
transport des fertigen Bauteils erfolgt autonom über eine mobile Plattform.
Die einzelnen Aufgaben der Roboter wurden so gewählt, dass gezeigt Kooperative Montage
werden konnte, dass die vor dem Projekt aufgestellten Ziele an die Softwa-
rearchitektur (vgl. Abschn. 4.1) erfolgreich erreicht wurden. Die Herausfor-
derungen der Factory 2020 waren im Einzelnen:
• Koordination unterschiedlicher Roboter
• Echtzeitsynchronisierte Bewegungen
• Echtzeitauswertung von Sensordaten
• Kraftgesteuerte Montagebewegungen
• Integration einer mobilen Plattform
Da zudem klassische Pick-&-Place-Aufgaben vorkommen, konnte gezeigt
werden, dass sich traditionelle Anwendungen ebenso realisieren lassen.
Die Factory 2020 wurde vollständig mit dem Robotics Application Frame-
work und der Referenzimplementierung des RCC entwickelt. Die Automa-
tisierungssoftware wurde als OSGi-Anwendung serviceorientiert entwickelt.
Die einzelnen Aufgaben der Roboter wurden in Form von Diensten gekap-
selt. Das Ziel war es, die serviceorientierte Architektur der Software an dem
Automatisierungsprozess auszurichten und die Prozessschritte mithilfe von
Diensten zu orchestrieren. Dieses Vorgehen und die entstandene Anwen-
dung wird in den nächsten Kapiteln detailliert erläutert.
(a) Unterteil (b) Deckel (c) Fertiges Bauteil
Abbildung 8.1: Aus dem Unterteil und dem Deckel wird das fertige Bauteil zusam-
mengesetzt (jeweils im entsprechenden Werkstückträger).
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(a) Anfahrt der Plattform (b) Position der Plattform bestimmen
(c) Synchronisierter Transport der Werkstückträger
Abbildung 8.2: Die Werkstücke werden durch eine mobile Plattform an die Mon-
tagestation geliefert. Beide Roboter heben die Werkstückträger syn-
chronisiert auf die Montagestation.
Die Abbildungen 8.2 und 8.3 geben einen Überblick über die einzelnen
Aufgaben der Factory 2020. Die beiden Bestandteile des zu fertigenden Bau-
teils, d. h. das Unterteil (vgl. Abb. 8.1 (a)) und der Deckel (vgl. Abb. 8.1 (b)),
werden in Werkstückträgern an eine Montagestation gebracht. Die Anliefe-
rung der Werkstückträger erfolgt autonom durch eine mobile Plattform (vgl.
Abb. 8.2 (a)). Nachdem die mobile Plattform die Montagestation erreicht hat,
erfolgt durch die beiden Leichtbauroboter ein Transport der Werkstückträ-
ger auf die Arbeitsfläche der Montagestation.
Da die Position der mobilen Plattform und damit der Werkstückträger mit
einer großen Unsicherheit behaftet ist, wird zuerst die Position der mobilen
Plattform bzw. des ersten Werkstückträgers ermittelt (vgl. Abb. 8.2 (b)). Da-
zu positioniert einer der beiden Leichtbauroboter seinen Endeffektor in der
ungefähren Nähe des Werkstückträgers. Anschließend fährt er kraftgesteu-
ert in dessen Richtung, bis ein Kontakt festgestellt wird. Dies wiederholt der
Roboter aus einer anderen Richtung, um die Position des Werkstückträgers
zu berechnen. Um die Ausrichtung des Werkstückträgers zu bestimmen,
positioniert der andere Leichtbauroboter seinen Endeffektor ebenso in der
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(a) Koordiniertes Greifen (b) Kooperative Montage
(c) Aufnehmen einer Schraube (d) Einsetzen einer Schraube
Abbildung 8.3: Die Montage der Werkstücke erfolgt gemeinsam. Während beim
Greifen die Roboter nur koordiniert sind, erfolgt die Montage und
das Verschrauben kooperativ.
ungefähren Nähe des Werkstückträgers und fährt danach kraftgesteuert in
dessen Richtung, bis ein Kontakt festgestellt wird.
Sobald die Position und Ausrichtung des ersten Werkstückträgers be-
stimmt wurde, greift jeder Leichtbauroboter eine Seite des länglichen Werk-
stückträgers. Anschließend transportieren sie den gegriffenen Werkstückträ-
ger kooperativ mit einer synchronisierten Bewegung auf die Arbeitsfläche
und stellen ihn an einer definierten Position ab (vgl. Abb. 8.2 (c)). Die Bewe-
gung muss in der Echtzeitrobotersteuerung exakt synchronisiert sein, um
eine Beschädigung der Roboter, Greifer oder Werkstückträger auszuschlie-
ßen. Dieser Vorgang wird für den zweiten Werkstückträger wiederholt. Al-
lerdings wird auf die Bestimmung der exakten Position verzichtet, da diese
sich aus der Position des ersten Werkstückträgers bestimmen lässt.
Nachdem die beiden Werkstückträger auf der Arbeitsfläche abgestellt
wurden, beginnt der eigentliche Montageprozess, dessen Schritte in Abbil-
dung 8.3 dargestellt sind. Dazu nimmt jeder Leichtbauroboter eines der bei-
den Einzelteile mit seinem Greifer auf (vgl. Abb. 8.3 (a)). Die Einzelteile
sind geeignet in den Werkstückträgern angeordnet, damit sie für die weite-
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re Montage von den Robotern gegriffen werden können. Das Greifen erfolgt
koordiniert, sodass es zu keiner Kollision der beiden Roboterarme kommt.
Anschließend transportieren die Roboter das jeweils gegriffene Einzelteil zu
einer definierten Position, von der aus die Montage gestartet wird.
Dazu hält der rechte Roboter das Unterteil sehr steif, während der linke
Roboter mit Nachgiebigkeit und einer definierten Kraft den Deckel aufsetzt
(vgl. Abb. 8.3 (b)). Durch die Nachgiebigkeit und die Kraftanwendung kön-
nen leichte Abweichungen in der Passgenauigkeit der beiden Teile kompen-
siert werden. Sobald der fügende Roboter festgestellt hat, dass der Deckel
sicher auf dem Unterteil platziert wurde, lässt er den Deckel mit seinem
Greifer los und fädelt sicher aus dem Bauteil aus. Danach beginnt er mit
dem Verschrauben des Bauteils, um den Deckel an das Unterteil zu fixieren.
Um die beiden Teile verschrauben zu können, ist am linken Roboter ne-
ben einem Greifer auch ein elektrisches Schraubsystem mit Stromsteuerung
montiert. Das Steuergerät des Schraubsystems ist mit der Robotersteuerung
gekoppelt und kann bei Erreichen eines eingestellten Ziel-Drehmomentes
den Motor abschalten. Mit diesem Schraubsystem als primären Endeffektor,
fährt der Roboter als nächsten Schritt ein Magazin mit Schrauben an (vgl.
Abb. 8.3 (c)). Über eine kraftgesteuerte Bewegung, setzt der Roboter das
Schraubsystem in die Schraube ein und löst diese aus dem Magazin [10].
Durch einen magnetischen Bithalter wird die Schraube sicher gehalten und
kann zu dem Bauteil transportiert werden. Dort wird die Schraube ebenfalls
kraftgesteuert in das Gewinde eingesetzt und über das Schraubsystem mit
einem definierten Drehmoment festgezogen (vgl. Abb. 8.3 (d)). Auch hier
werden durch die Nachgiebigkeit und die Kraftanwendung leichte Abwei-
chungen in der Passgenauigkeit kompensiert. Dieser Vorgang wird für alle
Schrauben wiederholt. Danach wird das fertige Bauteil vom linken Roboter
gegriffen und in den Werkstückträger, der ursprünglich die Deckel enthielt,
platziert. Nachdem alle Bauteile gefertigt sind, werden die beiden Werk-
stückträger und damit die Bauteile zurück auf die mobile Plattform gestellt.
Von dort aus werden sie für eine weitere Verarbeitung abtransportiert.
Für die Realisierung der Factory 2020 wurden ursprünglich zwei KUKAVariations-
möglichkeiten Leichtbauroboter (LBR) verwendet. Diese waren jeweils mit einem Parallel-
greifer des Typs MEG-50 der Fa. Schunk ausgestattet. Zusätzlich war einer
der beiden Roboter mit dem Schraubsystem PLUTO der Fa. Kolver ausge-
stattet. Das Steuergerät kann über digitale I/Os mit dem RCC kommunizie-
ren und berechnet das Drehmoment anhand der Spannung, der Frequenz
und des Stroms. Der oben beschriebene Fertigungsprozess sowie die Aus-
stattung der Montagestation wurden anschließend variiert, um die Flexibili-
tät des serviceorientierten Ansatzes zu evaluieren.
Für die Factory 2020 wurden folgende Variationspunkte definiert und zu
jedem dieser Punkte wurden mögliche Variationen identifiziert:
• Variation des Fertigungsprozesses
• Variation der Topologie der Roboterzelle
• Variation des Werkstückes
• Variation der eingesetzten Roboter und Greifer
In den nächsten Kapitel der Arbeit wird eine serviceorientierte Modellie-
rung der Factory 2020 vorgestellt. Anschließend wird in Kapitel 11 auf-
gezeigt, wie sich die möglichen Variationen umsetzen lassen. Die Facto-
ry 2020 wurde zudem vollständig in der Visualisierung abgebildet (vgl. Ab-
schn. 6.5.1), um Variationen auch simuliert testen zu können.
9S E RV I C E O R I E N T I E RT E M O D E L L I E R U N G
Im vorherigen Kapitel wurde gezeigt, dass der Aufbau einer Roboterzelle in
einzelne Komponenten unterteilt werden sollte, um die Roboterzelle modu-
lar, wiederverwendbar und flexibel zu gestalten. Daher wird in diesem Kapi-
tel ein neuer Ansatz vorgestellt, wie eine solche Unterteilung vorgenommen
werden kann. Diese Unterteilung ist die Grundlage für die serviceorientierte
Modellierung der Roboterzelle, da jede Komponente die von ihr zu erbrin-
genden Aufgaben als Dienstleistung über einen Service bereitstellt.
Zur Modellierung der Roboterzelle wird in diesem Kapitel die Systems
Modeling Language (SysML) [196] verwendet. SysML ist eine auf der Unified
Modeling Language (UML) [197] basierende, standardisierte Modellierungs-
sprache, die ihre Anwendung im Bereich des Systems Engineering für die
Modellierung komplexer Systeme hat. Die Menge der in SysML vorhande-
nen Diagramme besteht aus einer Untermenge von Diagrammen aus der
UML und wird ergänzt durch spezifische Diagramme. SysML erweitert die
UML vor allem um für das Systems Engineering wichtige Sichten. Dadurch
kann ein System als hierarchische Komposition einzelner Teile oder Subsys-
teme modelliert werden. Dies ist in UML durch den Fokus auf die objektori-
entierte Softwareentwicklung nicht möglich [149]. Ein Basisstrukturelement
wird in SysML als Block bezeichnet und kann für eine mechanische Konstruk-
tion, Hardware, Software, Verfahren oder Anlagen stehen [149]. Ein Block
entspricht einer Klasse in UML, besitzt aber weder Methoden noch Attribute.
Durch ein Blockdefinitionsdiagramm (BDD) [95] kann ein Teil-Ganzes-Sicht
auf einen Block und damit die Bestandteile des Systems, d. h. die Roboter-
zelle, dargestellt werden.
Das Interne Blockdiagramm (IBD) dient der Darstellung des inneren Auf-
baus eines Blocks. Dadurch wird die interne Struktur eines Blocks sichtbar
und es ergibt sich die Möglichkeit, die hierarchische Struktur des System
zu modellieren. Die Verschaltung von Blöcken in einem IBD erfolgt durch
Konnektoren und Ports [149]. Dabei können wie in der UML nicht nur Nach-
richten sondern auch kontinuierliche Flüsse (z. B. Wasser und Energie) mo-
delliert werden. Ebenfalls kann mit der SysML beschrieben werden, welche
Elemente zwischen zwei Ports bzw. über die Konnektoren zweier System-
komponenten fließen. Durch Elementflüsse wird der generelle Austausch
von Elementen zwischen Blöcken beschrieben. Der tatsächliche Zeitpunkt
für den Austausch spielt hierbei keine Rolle. Um letzteres zu modellieren,
steht das aus UML bekannte Aktivitätsdiagramm in SysML in erweiterter
Form zur Verfügung. Durch die tokenbasierte Semantik können Kontroll-
und Datenfluss kombiniert dargestellt werden. Aktivitätsdiagramme wer-
den verwendet, um die zeitliche Reihenfolge von Aktionen zu beschreiben
und dabei gleichzeitig den Austausch von Elementen darzustellen.
Die vorliegende Arbeit verwendet die SysML, um eine umfassende Model-
lierung von Roboterzellen in logische und funktional zusammengehörende
Einheiten einzuführen. Damit wird erstmals der Weg zu einer systemati-
schen Modellierung von Roboterzellen bereitet. In Abschnitt 9.1 wird da-
zu erläutert, wie Roboterzellen in einzelne logische Einheiten und Services
zu strukturieren sind. Auf Grundlage dieser Services lassen sich Produkti-
onsabläufe als Sequenz von Serviceaufrufen realisieren (vgl. Abschn. 9.2).
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Die Implementierung der definierten Services und Produktionsabläufe un-
ter Zuhilfenahme der in der Zelle verfügbaren Aktuatoren und Sensoren
wird in Abschnitt 9.3 beschrieben. Anschließend werden in Abschnitt 9.4
Vorgehensweisen vorgeschlagen, um serviceorientierte Roboterzellen zu im-
plementieren. Zum Abschluss werden verwandte Arbeiten in Abschnitt 9.5
beschrieben. Einige der in diesem Kapitel beschriebenen Konzepte und Ide-
en wurden erstmals in [121] und [254] vorgestellt.
9.1 logische modellierung von roboterzellen
Eine direkte und einfache Unterteilung einer Roboterzelle würde anhand
der vorhandenen Aktuatoren bzw. der Manipulatoren der Zellen und ihrer
Endeffektoren erfolgen. Sie sind die zentralen Elemente einer Roboterzel-
le. Eine serviceorientierte Modellierung würde in diesem Fall jedem Mani-
pulator aufgrund seiner durch die Endeffektoren vorhandenen Fähigkeiten
Services zuweisen. Mithilfe dieser Services können die Aufgaben der Ro-
boterzelle abgebildet und realisiert werden. Der Nachteil dieses Ansatzes
ist die sehr starke Kopplung zu den vorhandenen Geräten. Daher bedingt
eine strukturelle Änderung an den vorhandenen Geräten der Roboterzelle
eine vollständige Überprüfung der gesamten Servicestruktur, Prozesse und
Dienstimplementierungen.
Roboter müssen vielmehr als polyfunktionale Maschinen angesehen werden,Roboter als
polyfunktionale
Maschinen
die frei programmierbar sind. Als solche können sie – abhängig von ihren
Endeffektoren – eine Vielzahl von Aufgaben in der Zelle wahrnehmen. Ab-
hängig vom Fertigungsprozess bzw. dessen aktuellem Stand kann der Robo-
ter als Manipulator und sein Endeffektor als Werkzeug in unterschiedliche
Rollen „schlüpfen“. Daher sollte keine direkte Abbildung zwischen den ver-
fügbaren Robotern und den notwendigen Services erfolgen. Zudem können
in einer kooperativen Roboterzelle die Aufgaben nicht auf nur einen Robo-
ter und dessen Endeffektoren verteilt werden.
Daher wird in dieser Arbeit ein neuer Ansatz verfolgt. Die Roboterzel-
le wird aufgrund der stattfindenden Prozesse in logische Einheiten unter-
teilt. Diese Einheiten haben jeweils eine klar definierte Aufgabe im System
der Roboterzelle und stellen einen Service bereit, um diese Aufgaben ab-
zurufen. Abgebildet werden die logischen Einheiten auf die in der Zelle
vorhandenen Geräte. Im Vergleich zu dem obigen Ansatz besteht eine ge-
ringere Kopplung, da die darüber liegende Ebene keine Kenntnis von der
physischen Struktur der Zelle hat und braucht. Demzufolge muss bei einer
Änderung der physikalischen Struktur (z. B. weil ein Aktuator ersetzt wird)
die Implementierung der logischen Einheiten angepasst und sichergestellt
werden, dass die Services weiterhin funktionsfähig sind. Die Struktur der
Services und die bereitgestellten Aufgaben in der Zelle bleiben jedoch iden-
tisch. Zudem können für neue Aufgaben neue logische Einheiten gebildet
werden. Der Ansatz trägt dazu bei, eine Roboterzelle flexibel und erweiter-
bar zu gestalten (vgl. Kap. 11).
Der Startpunkt einer logischen Modellierung und Unterteilung einer Ro-Modellierung der
Handhabungsobjekte boterzelle liegt bei den dort notwendigen Bauteilen, Baugruppen, Werk-
stückträgern und Zuführeinrichtungen. Alle in einer Roboterzelle durch-
geführten Aufgaben beschränken sich in der Regel auf das Handhaben,
Bearbeiten und Prüfen dieser Objekte. Dabei ist Handhaben definiert als
„das Schaffen, definierte Verändern oder vorübergehende Aufrechterhalten
einer vorgegebenen räumlichen Anordnung von geometrisch bestimmten
Körpern in einem Bezugssystem. Es können [dabei] weitere Bedingungen
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Abbildung 9.1: Die Handhabungsobjekte einer Roboterzelle werden mit SysML mo-
delliert. Das abgebildete Blockdefinitionsdiagramm zeigt die wich-
tigsten Handhabungsobjekte der Factory 2020.
– wie z. B. Zeit, Menge oder Bewegungsbahn – vorgegeben sein.“ [269, S. 2].
Fertigungsverfahren sind gemäß DIN 8580 [68] Formgeben, Formändern,
Behandeln und Fügen. Unter Fügen [69] versteht man das „dauerhafte Ver-
binden mehrerer Körper oder von Körpern mit formlosen Stoff“ [269, S. 8].
Demnach bestehen die Aufgaben einer Roboterzelle aus einer Folge von
mehreren Fertigungs-, Handhabungs- und ggf. Prüfschritten. Die in der Zel-
le vorhandenen Objekte werden im weiteren Verlauf als Handhabungsob-
jekte bezeichnet. Sie sind elementarer Teil jeder Handhabungs- und Ferti-
gungsaufgabe der Zelle. Das bedeutet, dass jeder Prozess und jede Aufga-
be einer Roboterzelle auf Basis der Handhabungsobjekte definiert ist und
mindestens den Zustand eines Handhabungsobjektes verändert. Um die zu
realisierenden Aufgaben zu verstehen und analysieren zu können, müssen
daher diese Objekte zuerst modelliert werden.
Abbildung 9.1 zeigt die Handhabungsobjekte der Factory 2020 in einem
Blockdefinitionsdiagramm. Die beiden zentralen Elemente sind das Basis-
bauteil, repräsentiert durch den Block Component, und der zu montierende
Deckel, repräsentiert durch den Block Cover. Der Deckel verfügt über eine
Menge an Bohrungen (vgl. Hole) mit dem er über Schrauben (vgl. Bolt) am
Bauteil fixiert wird. Sowohl das Bauteil als auch der Deckel sind Spezialisie-
rungen der Blöcke Part bzw. PhysicalObject und erben damit wie in der
UML deren Eigenschaften wie z. B. Masse öder Größe. Die Anlieferung der
beiden Werkstücke erfolgt über einen Werkstückträger, der in Abbildung 9.1
durch den Block Carrier repräsentiert wird. Jeder Werkstückträger verfügt
über drei Abteile (vgl. CarrierSlot), von denen jedes ein Bauteil aufneh-
men kann. Abhängig von der Ausprägung des Werkstückträgers kann ent-
weder ein Unterteil (ohne Deckel) oder ein Deckel bzw. ein fertiges Bauteil
aufgenommen werden. Der Block Carrier erbt als Spezialisierungen eines
PhysicalObjects ebenfalls dessen Eigenschaften.
Nachdem die Handhabungsobjekte modelliert wurden, können die ein- Funktionsfolgen
und Symbolezelnen Aufgaben bzw. Funktionen der Roboterzelle modelliert und analy-
siert werden. Für die Planung ist eine eindeutige Formulierung und Dar-
stellung dessen, in welcher Abfolge was passieren soll von großer Bedeu-





Aufbewahren geometrisch bestimmter Körper, wobei Orientie-
rung und Position in allen Freiheitsgrads definiert sind.
n
Abteilen (separate) Bilden von Teilmengen definierter Größe oder Anzahl aus einer
Menge. Vereinzeln ist eine Sonderform mit Zielmenge 1.
n
Zuteilen (allocate) Bilden von Teilmengen definierter Größe oder Anzahl und das
Bewegen dieser Teilmengen zu definierten Zielorten.
Positionieren (position) Bewegen eines Körpers aus einer unbestimmten in eine vorgege-
bene Position.
Orientieren (orientate) Bewegen eines Körpers aus einer unbestimmten in eine vorgege-
bene Orientierung.
Ordnen (arrange) Bewegen eines Körpers aus einer unbestimmten in eine vorgege-
bene Orientierung und Position bzw. Bewegungsrichtung.
Weitergeben (transfer) Bewegen von Körpern aus einer vorgegebenen in eine andere Po-
sition entlang einer nicht definierten Bahn.
Fügen (join) Dauerhaftes Verbinden von zwei oder mehr Körpern geometrisch
bestimmter Form; Fertigungsverfahren (vgl. DIN 8593 [69])
Spannen (clamp) Vorübergehendes Sichern eines Körpers in einer bestimmten Ori-
entierung und Position unter Beteiligung von Kraftschluss
Entspannen (release) Umkehrung des Spannens
Prüfen (test) Feststellen, ob Körper vorgegebene Bedingungen (z. B. Position
oder Orientierung) erfüllen
Tabelle 9.1: Wichtige Handhabungs- und Fertigungsaufgaben in symbolischer Dar-
stellung gemäß VDI-Richtlinie 2860 [269].
von Handhabungsaufgaben als erstes eine „klare und eindeutige Formulie-
rung der Aufgabenstellung durch lösungsneutrale Funktionen“ [269, S. 1].
In der Montage- und Handhabungstechnik gilt das „Denken in Funktio-
nen“ [116, S. 47] als erster Schritt einer analytischen Betrachtung und ist die
Voraussetzung zur Lösung einer Handhabungsaufgabe.
Dementsprechend gibt die Richtlinie eine eindeutige Einordnung und Ab-
grenzung des Handhabens und definiert Symbole für die einzelnen Teilfunk-
tionen des Handhabens. Durch die symbolische Darstellung lässt sich eine
„leicht überschaubare Aufgabenbeschreibung als Symbolfolge“ [269, S. 1]
erstellen. Die Richtlinie gibt dabei keinen Detailgrad vor, sondern ermög-
licht explizit die Modellierung in unterschiedlichen Detailschärfen. Dadurch
kann die Aufgabenstellung entweder in einem symbolischen Funktionsplan
beschrieben werden oder in einer sehr genauen Ausarbeitung der einzelnen
Funktionen und ihrer Zuordnung zu einzelnen Geräten.
Das Handhaben untergliedert sich gemäß Richtlinie [269] in folgende fünf
Teilfunktionen, die sich immer auf geometrisch bestimmte Körper beziehen:
1. Speichern (Aufbewahren bzw. Halten von Mengen)
2. Mengen verändern (Teilen bzw. Vereinigen von Mengen)
3. Bewegung (Schaffen bzw. Verändern einer räumlichen Anordnung)
4. Sichern (Aufrechterhalten einer räumlichen Anordnung)
5. Kontrollieren (Prüfen bestimmter Eigenschaften oder Zustände)
Ein Ausschnitt der Teilfunktionen und ihrer Symbole ist in Tabelle 9.1 darge-
stellt. Dabei findet sich mit Fügen auch ein Fertigungsschritt darunter. Ob-
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Abbildung 9.2: Der Prozess Montage und Verschrauben der Factory 2020 als symboli-
scher Funktionsplan gemäß VDI-Richtlinie 2860 [269].
wohl sich die Richtlinie nur mit Handhaben befasst, werden verschiedene
Symbole für Fertigungsschritte (d. h. Formgeben, Formändern, Behandeln
und Fügen) vorgeschlagen, um eine ganzheitliche Darstellung zu erlauben.
Auf Basis der in der VDI-Richtlinie 2860 definierten Teilfunktionen wur- Modellierung der
Handhabungs-
funktionen
den die Handhabung- und Fertigungsschritte der Factory 2020 symbolisch
als Funktionsplan beschrieben. Dazu wurden auf Basis der oben beschriebe-
nen Handhabungsobjekte alle notwendigen Funktionen modelliert. Es wur-
de ein symbolischer Detaillierungsgrad gewählt, da es sich in diesem Schritt
um eine Darstellung lösungsneutraler Funktionen handelt. Diese Funktio-
nen sollen Grundlage der notwendigen Dienste der Zelle sein und später
auf Roboter- bzw. Werkzeugaktionen abgebildet werden.
Der symbolische Funktionsplan für die Montage und das Verschrauben
der beiden Werkstücke der Factory 2020 ist in Abbildung 9.2 dargestellt. Al-
le dafür verwendeten Symbole sind in Tabelle 9.1 zu finden1. Die beiden
Werkstückträger (Carrier) sind als geordnete Speicher symbolisiert. Um ein
Unterteil (Component) bzw. einen Deckel (Cover) für den Prozess verfüg-
bar zu machen, ist es notwendig, diese mit der Funktion Zuteilen aus dem
Werkstückträger zu vereinzeln und an einen definierten Ort zu bewegen.
Danach finden jeweils ein Weitergeben an den Fertigungsschritt statt. Dort
wird das Unterteil für die weitere Bearbeitung durch die Funktion Spannen
vorübergehend gesichert. Bei der Montage der beide Werkstücke handelt es
sich um Fügen durch Zusammensetzen [70]. Als Ergebnis ist das Basisbau-
teil verändert (Component’) und verfügt über einen Deckel.
Bei dem anschließenden Verschrauben handelt es sich ebenfalls um Fü-
gen als Fertigungsverfahren und verändert das Bauteil (Component”). Im
Gegensatz zum Zusammensetzen werden die beiden Werkstück durch An-
pressen [71] dauerhaft verbunden. Für die Verbindung sind jedoch Schrau-
ben notwendig, die ebenfalls durch mehrere Handhabungsfunktionen dem
Fertigungsschritt zugeteilt werden. Da die Schrauben in der Factory 2020
geordnet vorliegen, wird das entsprechende Depot ebenfalls als geordneter
Speicher symbolisiert. Nach dem Schraubvorgang wird das Bauteil durch
die Funktion Entspannen gelöst und durch Weitergeben wieder zum Werk-
stückträger transportiert, der wie zu Beginn als geordneter Speicher symboli-
siert ist. Dieses Symbol repräsentiert hierbei auch die Funktion des geordne-
ten Speicherns, d. h. das fertige Bauteil wird in den Werkstückträger gelegt.
Nachdem Zuteilen bzw. dem Fügen ist jeweils das Handhabungsobjekt bzw.
dessen Zustand (zusammengesetzt, verschraubt) dargestellt.
1 Die verwendeten Funktionen der VDI-Richtline 2860 werden im Weiteren kursiv geschrieben.
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Der Funktionsplan stellt die Grundlage dar, um die Roboterzelle in logi-
sche Einheiten mit klar definierten Services zu unterteilen. Dabei wurden
folgende zwei Möglichkeiten betrachtet:
• ein Service pro Werkstücktyp
• ein Service pro Funktionsträger
Bei der ersten der beiden Möglichkeiten wären die Zuständigkeiten des Ser-
vices exakt definiert. Während sich bspw. ein Dienst vollständig um die
Handhabung des Covers kümmert, ist ein anderer für das Basisbauteil zu-
ständig. Zudem würde ein solcher Service die möglichen Zustände seines
Werkstückes kennen und könnte ihn überwachen. Jedoch würde im Fall
des Basisbauteils ein sehr umfangreicher und wenig modularer Service ent-
stehen. Dementsprechend wäre auch die Wiederverwendung von Diensten
nicht oder nur in geringem Umfang gegeben.
Daher wurde die zweite Möglichkeit der Modellierung als die vielverspre-Modellierung als
logische Einheiten chendere erachtet und weiterverfolgt. Das bedeutet, dass die Teilfunktio-
nen nach einer möglichst starken prozeduralen Kohäsion zusammengefasst
werden. Diese liegt vor, wenn die Teilfunktionen nach ihrer Ausführungs-
reihenfolge gruppiert sind. Zudem spielen semantische Zusammenhänge
zwischen den Handhabungsfunktionen eine Rolle. Die Zusammenfassung
einzelner Teilfunktionen zu einer logischen Einheit und damit zu einem Ser-
vice ist eine Abwägung zwischen einem hohen Maß an Modularität und
einer sinnvollen und überschaubaren Menge an Diensten in der Zelle. Für
die logische Gruppierung haben sich folgende Vorgehensweisen empfohlen:
• Zusammenhängende Handhabungsfunktionen eines Werkstückes soll-
ten als Einheit gruppiert werden. Es hat sich gezeigt, dass diese Funk-
tionen eine hohe Kohäsion aufweisen. Insbesondere hängen die Vor-
und Nachbedingungen dieser Funktionen oft zusammen. Falls diese
Funktionen in einer logischen Einheit zusammengefasst werden, weist
die logische Einheit ebenfalls eine hohe Kohäsion auf, was wünschens-
wert ist. In Abbildung 9.2 folgt bspw. einem Zuteilen der beiden Werk-
stücke immer ein Weitergeben. Der Vorgehensweisen folgend werden
daher beide Funktionen in einer logischen Einheit zusammengefasst.
Aufgrund der hohen Kohäsion der beiden Funktionen hat dies keine
negativen Auswirkungen auf die Modularität der Services.
• Während ein Handhabungsschritt in der Regel nur die Position und
Lage eines Objekts ändert, transformiert ein Fertigungsschritt ein Ob-
jekt nachhaltig. Es gibt einem Objekt die Form, ändert diese oder be-
arbeitet dessen Oberfläche. Beim Fügen werden sogar zwei Objekte
(dauerhaft) zusammengesetzt. Daher sollte ein Fertigungsschritt als ei-
ne Einheit gruppiert (vgl. Fügen in Abb. 9.2) und nicht mit den Hand-
habungsfunktionen kombiniert werden. Treten mehrere ähnliche Fer-
tigungsschritte ohne zwischenzeitliches Bewegen auf, können diese zu-
sammengefasst werden.
• Eine Ausnahme bilden Funktionen, die zur Zuführung von Hilfsstof-
fen (z. B. Schrauben) zu einem Fertigungsschritt notwendig sind. Diese
sollten mit dem Fertigungsschritt in einer Einheit gruppiert werden,
da sie in der Regel nicht getrennt von dem Fertigungsschritt auftre-
ten können. In Abbildung 9.2 sind die Schrauben ein Hilfsstoff der
Fertigungsfunktionen Fügen (durch Schrauben). Die Schrauben sind es-
sentieller Bestandteil dieser Funktion, während das zu schraubende
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Objekt ausgetauscht werden kann. Auf dieser Ebene werden die Funk-
tionen immer zusammen verwendet. Daher hat dies keine negativen
Auswirkungen auf die Modularität der Services.
• Wiederkehrende Funktionen oder Funktionsfolgen, besonders wenn
sich die betroffenen Bauteile oder Speicher ähnlich sind, sollten iden-
tisch gruppiert werden. Dadurch steigt die Möglichkeit, dass diese
Funktionen oder Funktionsfolgen durch dieselbe logischen Einheit im-
plementiert werden können, was zu einer höheren Wiederverwendung
führt. In Abbildung 9.2 wird zweimal aus einem Werkstückträger ein
Bauteil zugeteilt und anschließend weitergegeben. Diese Funktionen wei-
sen eine gewisse Ähnlichkeit auf, die in der gleichen oder einer ähnli-
chen Implementierung resultieren kann.
• Bei gleichen Funktionsfolgen – insbesondere in der Handhabung –
kommt es vor, dass nur bei einem Bauteil vor- oder nachgestellte Funk-
tionen auftreten. In Abb. 9.2 ist dies bspw. beim Basisbauteil gege-
ben. Nach dem Weitergeben wird das Werkstück durch die Funktion
Spannen gesichert. Der Deckel dagegen muss nicht gesichert werden.
Um das Zuteilen und Weitergeben beider Bauteile identisch modellieren
und implementieren zu können, sollten solche vor- oder nachgestell-
ten Funktion in eine eigene logische Einheit mit einer eigenen Service-
Schnittstelle verschoben werden.
Unter Zuhilfenahme der Vorgehensweisen können logische Gruppierungen
für die Handhabung- und Fertigungsschritte einer Roboterzelle identifiziert
werden. Dementsprechend gruppiert sich die Factory 2020 gemäß der farb-
lichen Markierungen in Abbildung 9.2 in sechs logische Einheiten für die
zusammengehörigen Teilfunktionen der Montage und des Verschraubens.
Diese sechs Einheiten bilden zum Einen die Grundlage für eine logische
Strukturierung der Roboterzelle und zum Anderen die Definition der einzel-
nen Services. Analog zu den Handhabungsobjekten der Roboterzelle kann
auch diese Struktur mit SysML modelliert werden. Durch ein Blockdefiniti-
onsdiagramm wird folglich der hierarchische Aufbau der Roboterzelle dar-
gestellt, d. h. die oben identifizierten logischen Einheiten werden zu logi-
schen Subsystemen in hierarchisch gegliederten Roboterzellen. Dabei wer-
den nur die einzelnen Subsystem und deren Multiplizität in dem gesamten
System der Roboterzelle modelliert.
Zusätzlich werden für jedes logische Subsystem Ports definiert, die die
externen Schnittstellen des Systems darstellen. Im Gegensatz zu UML er-
möglicht es SysML mit Port mechanische, elektrische und softwaretechnische
Schnittstellen zu modellieren [95, S. 148]. Daher wird durch Ports darge-
stellt, welche Handhabungsobjekte der Zelle in ein Subsystem eingegeben
bzw. ausgegeben werden. Innerhalb des Subsystems werden auf diesen Ob-
jekten Handhabungs- oder Fertigungsschritte angewandt. Allerdings wird
in dem Blockdefinitionsdiagramm durch Ports nicht modelliert, wie die ein-
zelnen Subsysteme diese Objekte miteinander austauschen.
Der hierarchische Aufbau der Montagezelle der Factory 2020 ist in Abbil- Logischer Aufbau
einer Roboterzelledung 9.3 als Blockdefinitionsdiagramm dargestellt. Der zentrale Systembau-
stein der Montagezelle wird als AssemblySystem bezeichnet und bietet ihre
möglichen Dienste (d. h. die Montage von Bauteilen) über eine Schnittstelle
nach außen an. Zudem verfügt sie über zwei externe Ports, die den Standort
der beiden Werkstückträger als CarrierStation symbolisieren. Dadurch
wird die externe, mechanische Schnittstelle der Montagezelle definiert. Das
bedeutet, dass der Fertigungsprozess gestartet werden kann, sofern sich
144 serviceorientierte modellierung































Abbildung 9.3: Logischer Aufbau einer Roboterzelle am Beispiel der Factory 2020:
Das Blockdefinitionsdiagramm zeigt auf, aus welchen logischen Sys-
tembausteinen sich die Montagezelle zusammensetzt. Die beiden
Ports des AssemblySystem stellen die externe mechanische Schnitt-
stelle der Montagezelle dar.
dort zwei Werkstückträger in einer definierten Position befinden. Die bei-
den Stationen sind als Full Ports [95, S. 149] modelliert und damit ein fester
Bestandteil des Systems.
Im Gegensatz zur UML kennzeichnet in SysML eine Komposition eine Teil-
Ganzes-Beziehung. Das bedeutet, dass das AssemblySystem aus sechs wei-
teren Systembausteinen besteht, welche die oben beschriebenen logischen
Einheiten repräsentieren. Sie sind fester Bestandteil des Gesamtsystems. Da-
bei ist das SupplySystem allgemein definiert, sodass es sowohl für die An-
lieferung der Basisbauteile als auch der Deckel dienen kann. Das SupplySys-
tem verfügt über einen Port, der seine externe, mechanische Schnittstelle
definiert und als CarrierStation vom gleichen Typ ist wie die Ports der
gesamten Montagezelle. Über diesen Port hat das SupplySystem Zugriff auf
einen der beiden Werkstückträger und kann darüber das System mit den
entsprechenden Teilen versorgen. Insgesamt benötigt das AssemblySystem
zwei Instanzen eines SupplySystems, um die Anlieferung sowohl mit Basis-
bauteilen als auch mit Deckeln sicherzustellen (vgl. Abb. 9.3).
Das StorageSystem ist analog zum SupplySystem aufgebaut. Über einen
Port wird eine Verbindung zu einer CarrierStation hergestellt, um dar-
über Zugriff auf einen Carrier als geordneten Speicher für fertiggestellte
Bauteile zu haben. Dadurch ist das StorageSystem in der Lage die Bautei-
le in den Werkstückträger zu legen. Daneben sind ein ClampingSystem für
das Einspannen des Basisbauteils sowie ein ComponentAssembler und ein
FasteningSystem für das Montieren bzw. Verschrauben der Bauteile vorge-
sehen. Diese Systembausteine sind jeweils in einfacher Ausführung für die
Montagezelle notwendig. Damit werden alle farblich markierten logischen
Einheiten, die im symbolischen Funktionsplan (vgl. Abb. 9.2) identifiziert
wurden, modelliert.
Die Handhabungsobjekte, die einem Systembaustein als Eingabe oder als
Ausgabe dienen, werden als Flow Ports [95, S. 179] modelliert. Diese Ports
sind in Abbildung 9.3 mit einem Pfeil dargestellt, der die Flussrichtung des
Objekts anzeigt. Durch einen eingehenden Flow Port wird signalisiert, dass
der entsprechende Systembaustein ein Handhabungsobjekt des spezifizier-
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Abbildung 9.4: Logischer Aufbau einer Roboterzelle am Beispiel der Factory 2020:
Das Interne Blockdiagramm zeigt, wie die einzelnen Systembau-
steine zusammenhängen und welche Handhabungsobjekte zwischen
diesen ausgetauscht werden.
ten Typs und in einer entsprechenden Rolle benötigt. Der Systembaustein
wendet einen oder mehrere Handhabungs- bzw. Fertigungsschritte auf das
Objekt an. Folglich wird durch einen ausgehenden Flow Port signalisiert,
dass der entsprechende Systembaustein ein Handhabungsobjekt des spezifi-
zierten Typs nach Anwendungen der notwendigen Funktionen wieder dem
System der Roboterzelle zuführt. Dementsprechend kann ein SupplySystem
ein Bauteil aus einem Werkstückträger in das System geben. Analog nimmt
ein StorageSystem ein Bauteil aus dem System und legt es in einen Werk-
stückträger.
Die Ports in einem Blockdefinitionsdiagramm (BDD) geben noch keine Interne Struktur
einer RoboterzelleAuskunft darüber, wie die interne Verschaltung der einzelnen Komponen-
ten eines Systems realisiert ist. Daher existiert in der SysML das interne Block-
diagramm (IBD) für die Modellierung des inneren Aufbaus eines Systems
oder einer Komponente des Systems. In Abbildung 9.4 ist dementsprechend
die interne Struktur für das oben vorgestellte AssemblySystem dargestellt.
Dabei sind alle mit dem AssemblySystem verbundenen Systembausteine
aus Abbildung 9.3 in der richtigen Multiplizität instanziiert, d. h. das inter-
ne Blockdiagramm enthält sechs Systembausteine.
Im internen Blockdiagramm sind die Ports der inneren Systembausteine
und die beiden Full Ports des Gesamtsystem, d. h. der Montagezelle, ein-
gezeichnet. Die beiden Full Ports des AssemblySystems werden mit dem
SupplySystem verbunden, der die Station und den darin befindlichen Werk-
stückträger bedient. Der interne Flow Port zeigt an, dass über eine Carrier-
Station ein Carrier in das System gelangen kann. Gleiches gilt analog
für das StorageSystem. Konkret bedeutet dies, dass Basisbauteile über den
Werkstückträger der zweiten Station und dem zugeordneten SupplySystem
in die Zelle gelangen. Dagegen werden die notwendigen Deckel über den
Werkstückträger der ersten Station und dem dieser Station zugeordneten
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SupplySystem dem Montageprozess zugeführt. Fertig montierte und ver-
schraubte Bauteile werden über das StorageSystem ebenfalls in den Werk-
stückträger der ersten Station gelegt. Damit kann der externe Zufluss von
Betriebsstoffen eindeutig modelliert werden.
Der Fluss der Handhabungsobjekte durch das System wird ebenfalls mo-
delliert. Dazu werden die Flow Ports der Systembausteine miteinander ver-
bunden und der Item Flow [95, S. 165] zwischen den Ports spezifiziert, d. h.
der Typ des über den Konnektor ausgetauschten Elements wird festgelegt.
Der eingebettete Item Flow für einen Carrier an den Full Ports für die Car-
rierStations kann ignoriert werden, da sich der Carrier bereits an seiner
Station befindet. Dagegen wird in Abbildung 9.4 ein Basisbauteil (vom Typ
Component) von einem SupplySystem an das ClampingSystem weiterge-
geben. Anschließend werden dem ComponentAssembler über das Clam-
pingSystem ein Basisbauteil und über ein SupplySystem ein Deckel (vom
Typ Cover) zugeführt. Über das FasteningSystem führt der Weg des Bau-
teils zum StorageSystem und von dort zurück in den Werkstückträger.
Die Ports der Systembausteine repräsentieren die internen Schnittstellen
einer Roboterzelle. Obwohl die Systembausteine nur logische Einheiten re-
präsentieren, sind die Port als Schnittstellen von großer Bedeutung für den
Systementwurf, da sie einen Kontrakt zwischen beteiligten Systembaustei-
nen definieren. Das bedeutet, jeder eingehende Port hat gewisse Vorbedin-
gungen, die von dem übergebenem Element erfüllt sein müssen, und je-
der ausgehende Port definiert Nachbedingungen, die das Element erfüllt.
Dementsprechend müssen die Vor- und Nachbedingungen der Ports über-
einstimmen. Folglich muss bei der Implementierung der (serviceorientier-
ten) Automatisierungssoftware darauf geachtet werden, dass die Schnittstel-
len der internen Systembausteine miteinander kompatibel sind.
In Abbildung 9.3 wurden die beiden Stationen der Werkstückträger alsHierarchische
Gliederung von
Roboterzellen
externe, mechanische Schnittstelle der Montagezelle der Factory 2020 defi-
niert. Jedoch wurde in Kapitel 8 beschrieben, dass die Werkstückträger mit
einer mobilen Plattform an die Werkbank angeliefert wurden. Daher exis-
tiert eine weitere externe Schnittstelle, um die Anlieferung über die mobilen
Plattform zu realisieren. Die Werkstückträger stellen somit nur eine mecha-
nische Schnittstelle für einen inneren Systembaustein der Factory 2020 dar.
Dieser Systemteil kann unabhängig von der Anlieferung über eine mobilen
Plattform betrachtet werden. Maßgeblich sind ausschließlich die beiden Sta-
tionen und Werkstückträger als Schnittstelle. Durch eine Erweiterung der ur-
sprünglichen Montagezelle kann eine weitere externe Schnittstelle realisiert
werden. Dazu wird das AssemblySystem als Systembaustein eines größe-
ren Systems gekapselt und durch weitere Systembausteine ergänzt. Dieses
Vorgehen ermöglicht eine schrittweise hierarchische Gliederung von Robo-
terzellen. Mit dem in dieser Arbeit entwickelten Modellierungsansatz kön-
nen neue mechanische Schnittstellen einer Roboterzelle elegant hinzugefügt
bzw. existierende Schnittstellen geändert werden, ohne dass das bestehende
Kernsystem von der Änderung betroffen wäre.
Die erweiterte und als AssemblyCell bezeichnete Roboterzelle ist in Ab-
bildung 9.5 (a) als Blockdefinitionsdiagramm dargestellt. Der zentrale Sys-
tembaustein der AssemblyCell ist das bereits vorgestellte AssemblySystem
mit den beiden Ports für die Werkstückträger und den Verweisen auf die
inneren Systembausteine. Dazu kommen mit dem CarrierSupplySystem
und dem CarrierStorageSystem noch zwei weitere Systembausteine, die
für den Transport der Werkstückträger von der mobilen Plattform auf die
Werkbank und zurück zuständig sind. Die AssemblyCell weist nach außen
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Abbildung 9.5: Eine Roboterzelle kann schichtweise modelliert werden, um weitere
externe Schnittstellen zu realisieren. Die Factory 2020 kann so um
eine Schnittstelle für die mobile Plattform erweitert werden.
einen als PlatformDock ausgewiesenen Port auf, der die Parkposition der
mobilen Plattform vor der Werkbank repräsentiert. Über diesen Port kann
eine mobile Plattform – repräsentiert als Platform – mit der Roboterzelle
interagieren.
Die innere Struktur der AssemblyCell ist in Abbildung 9.5 (b) als in-
ternes Blockdiagramm dargestellt. Darin ist das PlatformDock als exter-
ne Schnittstelle der AssemblyCell dargestellt. Über das PlatformDock
bedient das CarrierSupplySystem die beiden Ports des Montagesystems
mit Werkstückträgern. Die ist durch einen Item Flow zum inneren Port ei-
ner CarrierStation gekennzeichnet. Analog wird der Transport der Werk-
stückträger über das CarrierStorageSystem auf die Plattform als Item Flow
dargestellt. Hierbei zeigt sich ebenfalls die im Vergleich zu Abbildung 9.4
unterschiedliche externe Nutzung der CarrierStation als Port.
Sowohl die AssemblyCell als auch das AssemblySystem verfügen über
eine softwaretechnische Schnittstelle, um ihre Funktionalität als Service an-
zubieten. Sie unterscheiden sich in der Granularität, was jedoch durch die
unterschiedlichen mechanischen Schnittstellen bedingt ist. Demzufolge spie-
geln die softwaretechnischen Schnittstellen durch ihre Argumente in einem
gewissen Maße die mechanischen Schnittstellen wieder. Mit der SysML ist es
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jedoch möglich, beide Arten von Schnittstellen, d. h. die mechanischen und
softwaretechnischen, explizit zu modellieren. Wie in diesem Abschnitt ge-
zeigt wurde, eignet sich die SysML daher, um die logische Gliederung einer
Roboterzelle mit ihren Schnittstellen zu modellieren.
9.2 arbeitsabläufe als orchestrierung von services
Zur Modellierung der Handhabungs- und Fertigungsfunktionen werden
Services verwendet. Das bedeutet, dass jede modellierte logische Einheit
die ihr zugewiesenen Funktionen in einer softwaretechnischen Schnittstel-
le bündelt und als Service zu Verfügung stellt. Dabei bietet ein logischer
Systembaustein immer über einen Service sein Funktionalität an. Durch die
serviceorientierte Architektur (SOA) wird eine Entkopplung zwischen der
Schnittstelle und der eigentlichen Implementierung erreicht. Letztere muss
dem übergeordneten Service bzw. Prozess nicht bekannt sein, solange der
Service seine Aufgabe erledigt und den Kontrakt, d. h. die festgelegten Vor-
und Nachbedingungen, erfüllt. Jeder Dienst kapselt so eine bestimmte Funk-
tionalität in der Roboterzelle.
Folglich kann sich ein Fertigungsprozess durch eine geeignete Orchestrie-Automatisierungs-
prozesse durch
Orchestrierung
rung von Services bzw. von deren Methoden ergeben [121]. Unter Orche-
strierung (engl.: orchestration) wird das flexible Kombinieren mehrerer Ser-
vices zu einer Komposition beschrieben [150]. Diese Komposition beschreibt
in der Regel einen ausführbaren Geschäftsprozess oder im Fall einer Robo-
terzelle einen Fertigungsprozess. Der Prozess wird von einem ausgewiese-
nen Teilnehmer überwacht und kontrolliert. Innerhalb der Orchestrierung
hat jeder Service einen eingeschränkten Sichtbereich und kann ausschließ-
lich innerhalb seines eigenen Sichtbereichs entscheiden. Die Implementie-
rung und damit die weiteren Aktivitäten hinter einem Service bleiben für
den Prozess verborgen.
Zum Beispiel verwendet die AssemblyCell bei der Realisierung ihrer
Services Dienste, die von den inneren Systembausteinen und damit auch
von dem AssemblySystem angeboten werden. Die AssemblyCell orche-
striert diese Dienste zu einem Fertigungsprozess und kontrolliert den Ab-
lauf durch den Zeitpunkt, wann ein Service aufgerufen wird. Das Assembly-
System wiederum stützt sich auf die Dienste seiner inneren Systembaustei-
ne ab und orchestriert diese zu einem untergeordneten Fertigungsprozess
in der Roboterzelle. Somit ergibt sich automatisch eine hierarchische Gestal-
tung der softwaretechnischen Komponenten einer Roboterzelle, die mit der
hierarchischen Gliederung der Systembausteine übereinstimmt.
Die Services für die Komponenten im AssemblySystem und ihre Zuord-
nung zu den Systembausteinen sind in Abbildung 9.6 dargestellt. Die ein-
zelnen Methoden der Services entsprechen – auch was ihre Benennung be-
trifft – weitgehend den in Abbildung 9.2 identifizierten Handhabungs- und
Fertigungsfunktionen. Zudem entsprechen die Parameter der Methoden bis
auf zwei Ausnahmen den eingehenden Pfeilen der Handhabungs- und Ferti-
gungsfunktionen. So benötigt im SupplyService die Zuteilungsfunktion (al-
locate) ein Bauteil als Eingabeparameter. Damit kann das zuteilende Bauteil
spezifiziert werden. Alternativ kann die Funktion ohne Eingabeparameter
implementiert werden, wenn es ausreicht, ein zufälliges Bauteil zuzuteilen.
Darüber hinaus kapselt der FasteningService den kompletten Prozess des
Verschraubens in einer Methode (fasten).
Das Abstraktionsniveau der Funktionen ist dabei auf der in Abschnitt 7.2
vorgestellten Prozessebene, da die Aufgabe ausschließlich als Ablauf ele-
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Abbildung 9.6: Um einen Dienst für die Montage der Bauteile anbieten zu können,
ist das AssemblySystem auf die Dienste seiner inneren Systembau-
steine angewiesen. Diese stellen ihre Handhabungs- und Fertigungs-
funktionen als Service zur Verfügung. Dabei bietet ein logischer Sys-
tembaustein immer über einen Service sein Funktionalität an.
mentarer Handhabungs- und Fertigungsaufgaben beschrieben werden kann.
Dabei basiert die Spezifikation der Funktionen lediglich auf den Handha-
bungsobjekten. Da auf dieser Ebene vollständig von den verwendeten Mani-
pulatoren und Werkzeugen abstrahiert wird, haben die vorgestellten Funk-
tionen die Granularität von Tasks (vgl. Abb. 7.2). Erst die Implementierung
durch aufgabenzentrierte Dienste oder Task-Level Services definiert die not-
wendigen Werkzeuge und Manipulatoren (z. B. die Implementierung für
einen SupplyService). Da sich eine Implementierung für den Assembly-
Service vollständig auf aufgabenzentrierte Dienste abstützt, handelt es sich
hierbei um einen prozesszentrierten Dienst oder Process-Level Service.
Für die Modellierung der Prozesse werden die ebenfalls in SysML ent- Modellierung mit Ak-
tivitätsdiagrammenhaltenen Aktivitätsdiagramme verwendet. Durch Aktivitätsdiagramme kön-
nen zeitliche Abläufe beschrieben sowie Ein- und Ausgabedaten spezifi-
ziert werden, die während des Ablaufs benötigt werden oder durch den
Ablauf entstehen. Damit kann nicht nur der Kontrollfluss der Roboterzelle
isoliert betrachtet werden, sondern gleichzeitig auch der Objektfluss. Akti-
vitätsdiagramme besitzen eine Tokensemantik [95], die sehr ähnlich zu Pe-
trinetzen [228] ist. Damit existieren präzise Regeln für den Kontroll- und
Objektfluss, der geteilt oder wieder synchronisiert werden kann. Ein To-
ken repräsentiert das Fortschreiten des Kontroll- bzw. Datenflusses und ent-
spricht einem Ausführungsstrang, der erzeugt und vernichtet werden kann.
Damit können Abläufe in einem Aktivitätsdiagramm nicht nur sequentiell,
sondern auch nebenläufig sein.
Ein Aktivitätsdiagramm repräsentiert eine Aktivität mit Eingabe- und
Ausgabeparametern, d. h. eine Tätigkeit im System. Während der Ausfüh-
rung werden dabei die Eingaben in Ausgaben transformiert [95]. Durch ein
Aktivitätsdiagramm werden die Aktionen einer Aktivität zusammen mit
der zeitlichen Abfolge und dem Fluss der Ein- und Ausgabeparameter de-
finiert. Eine Aktion ist dabei u. a. der Aufruf einer weiteren Aktivität, die
ihrerseits über ein Aktivitätsdiagramm beschrieben wird. Dadurch lassen
sich Prozesse und zeitliche Abläufe verschiedener Abstraktionsniveaus sehr



















Cover is freely movable 
Cover is placed inside the carrier
(Carrier is assigned to the service)
Cover is at a symbolic but specic 
position for starting the assembly 
Abbildung 9.7: Der zu montierende Deckel wird über zwei Handhabungsfunktio-
nen aus dem Werkstückträger genommen und der Montagefunktion
zugeführt. Während der Ausführung gelten für das Bauteil unter-
schiedliche Zustände, die an den Eingabepins dargestellt und durch
eine Notiz beschrieben sind.
boterzellen vorkommen. Neben Aktionen besitzt eine Aktivität eine Menge
von Objektknoten, die Eingabe- und Ausgabedaten sowie zwischenzeitlich
entstandene Objekte repräsentieren.
Abbildung 9.7 zeigt den sequentiellen Ablauf für das Zuteilen und Wei-
tergeben eines Bauteils. Der Ablauf besteht aus zwei Aktivitäten, die als
Rechteck mit abgerundeten Ecken dargestellt sind und den Funktionen des
SupplyService entsprechen. Durch die Pins der Aktivitäten wird jeweils ein
Eingabe- und Ausgabeparameter repräsentiert. Dabei kann spezifiziert wer-
den, in welchem Zustand sich ein Objekt bei einem Eingabeparameter be-
finden muss, um akzeptiert zu werden. Analog kann spezifiziert werden, in
welchem Zustand ein Objekt als Ausgabeparameter die Aktivität verlässt.
Der erwartete bzw. resultierende Zustand des Objektes wird in einer ecki-
gen Klammer dargestellt.
In Abbildung 9.7 repräsentieren die Rechtecke als Objektknoten das Bau-
teil, das durch die Aktivitäten transformiert wird. Diese Transformation
kann zum einen räumlicher und zum anderen topologischer Art sein. Bei
einer räumlichen Transformation wird das Objekt gemessen zu einem fes-
ten Bezugssystem in eine andere Lage gebracht. Bei einer topologischen
Transformation ändert sich die Struktur der Roboterzelle, d. h. das Bauteil
befindet sich nach der Aktivität nicht mehr im Werkstückträger. Bei einer to-
pologischen Transformation ändert sich immer auch der Zustand des Hand-
habungsobjekts.
Der Ablauf wird allein durch den Objektfluss des Bauteils bestimmt. DerDer Prozessablauf als
Objektfluss zu montierende Deckel, der als cover bezeichnet ist, fließt zuerst in die Ak-
tivität allocate und wird dort dem Prozess zugeteilt. Dabei ändert er seinen
Zustand. Während er davor statisch im Werkstückträger platziert war, ist er
mittlerweile nicht mehr dort und kann für den Fertigungsprozess frei im
Raum bewegt werden. Der Zustand des Bauteils repräsentiert die Vor- und
Nachbedingungen der Aktivitäten. Die möglichen Zustände eines Bauteils
können als Zustandsdiagramm modelliert werden. Somit kann der erwar-
tete Zustand an den Ein- und Ausgabepins einer Aktivität gekennzeichnet
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werden. Ergänzend oder weniger formal können diese Informationen auch
durch Notizen beschrieben werden. Sobald die Aktivität allocate abgeschlos-
sen ist, steht der nun zugeteilte Deckel dem weiteren Ablauf wieder zur
Verfügung und kann über die Aktivität transfer weitergegeben werden. Da-
bei ändert er seine räumliche Lage.
Die beiden in Abbildung 9.7 dargestellten Aktivitäten sind, wie auch der
SupplyService, generisch für ein abstraktes Bauteil, repräsentiert als Part,
definiert. Durch die Verwendung der Objektknoten wird der Typ speziali-
siert, z. B. zu einem Deckel (Cover) wie in Abbildung 9.7. Jedoch lassen sich
beide Aktivitäten auch für das Basisbauteil (Component) verwenden. Die
an den Ein- und Ausgabepins sowie den Objektknoten markierten Zustän-
de müssen daher für den abstrakten Typ, d. h. das Part, definiert werden.
Durch die Generalisierung von Aktivitäten und Services kann auf diesem
Abstraktionsniveau Wiederverwendung erreicht werden.
Abbildung 9.8 zeigt den vollständigen Ablauf der Montage und des Ver-
schraubens der Bauteile als Aktivitätsdiagramm. Diese Aktivität entspricht
der im AssemblyService spezifizierten Methode assemble (vgl. Abb. 9.6). Da-
bei werden Deckel und Basisbauteil durch die bereits vorgestellten Aktivi-
täten nebenläufig angeliefert (vgl. Abb. 9.7). Um diese Parallelität zu er-
reichen, wird der Kontrollfluss zu Beginn geteilt. Danach wird der Ablauf
ausschließlich durch einen Objektfluss beschrieben. Nach der Anlieferung
der beiden Bauteile bzw. nach dem Einspannen des Basisbauteils wird der
Ablauf durch die Aktivität des Fügens wieder synchronisiert. Ein separater
Kontrollfluss ist dazu nicht notwendig. Der Fluss der Handhabungsobjekte
durch das System ist für diese Beschreibung ausreichend.
Nach dem Fügen wird der Fertigungsprozess sequentiell fortgesetzt bis Vor- und
Nachbedingungendas fertige Bauteil in den Werkstückträger zurückgelegt wurde. An den
Eingabe- und Ausgabepins sind die erwarteten und resultierenden Zustän-
de der Bauteile markiert. Dabei sind in Abbildung 9.8 nur signifikante Zu-
standsänderungen dargestellt. Die Zustände an den Eingabe- und Ausgabe-
pins zeigen an, wie die Handhabungsobjekte im Verlauf der Aktivität trans-
formiert werden. Dabei markieren drei disjunkte Zustände (stored, moving
und clamped), wie und ob die Bauteile gehandhabt werden können. Drei wei-
tere ebenfalls disjunkte Zustände (unprocessed, cover attached und cover bol-
ted) geben den aktuellen Bearbeitungsstand des Basisbauteils (Component)
an. Durch ein Aktivitätsdiagramm lassen sich folglich nicht nur die zeitli-
chen Abläufe von Fertigungsprozessen modellieren, sondern auch die unter-
schiedlichen Zustände, die ein Handhabungsobjekt während der Fertigung
einnimmt bzw. einnehmen muss. Daraus lassen sich später die Vor- und
Nachbedingungen der einzelnen Servicemethoden extrahieren.
Im symbolischen Funktionsplan (vgl. Abb. 9.2) wurde das Verschrauben
der beiden Bauteile als eine Folge mehrerer Handhabungs- und Fertigungs-
funktionen dargestellt. Dagegen wurde dieser Vorgang sowohl in Abbil-
dung 9.8 als auch im FasteningService (vgl. Abb. 9.6) als eine einzige
Aktivität bzw. Methode aufgeführt. Intern wird diese Aktivität auf meh-
rere Handhabungs- und Fertigungsfunktionen abgebildet, die wiederholt
durchlaufen werden. Um den repetitiven Ablauf zu verbergen, wurde eine
Kapselung der Funktionen vorgenommen.
Der interne Ablauf des Schraubens ist in Abbildung 9.9 dargestellt. Durch
einen Mengenverarbeitungsbereich (vgl. den Stereotyp iterative) wird der
Vorgang für jede Schraube bzw. jede Bohrung des Bauteils durchgeführt.
Für eine einzelne Schraube besteht der Vorgang wie im symbolischen Funk-































































Abbildung 9.8: Das Aktivitätsdiagramm zeigt den vollständigen Ablauf der Mon-
tage und des Verschrauben eines Bauteils. Die Anlieferung der bei-
den Teile erfolgt dabei nebenläufig. Vor der Montage wird der Pro-
zess synchronisiert und läuft anschließend sequentiell ab. An den
Ein- und Ausgabepins werden signifikante Zustandsänderungen der
Handhabungsobjekte dargestellt.




















Appropriate bolt is allocated
Bolt is movable
Bolt is at the assigned hole
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Component is clamped at a position 
for starting the assembly
 bolts
Cover is attached to the component
Abbildung 9.9: Das Aktivitätsdiagramm zeigt wiederholt den Vorgang des Ver-
schraubens an. Dabei wird jede Schraube durch den Mengenverar-
beitungsbereich separat betrachtet.
zuerst eine Schraube zugeteilt. Die Schraube wird anhand der Bohrung aus-
gewählt. Anschließend wird die Schraube weitergegeben und im letzten
Schritt in die Bohrung gesteckt und angezogen.
Alle in diesem Abschnitt vorgestellten Funktionen sind nur auf Basis
der Handhabungsobjekte definiert und daher lösungsneutral. Sie ermögli-
chen eine Programmierung auf Prozessebene, wobei ihre Granularität den
in Abschnitt 7.2 vorgestellten Tasks entspricht. In der vorliegenden Arbeit
wird damit gezeigt, dass die einzelnen lösungsneutralen Funktionen bzw.
Tasks durch eine geeignete Orchestrierung zu komplexen Fertigungsprozes-
sen komponiert werden können. Einige dieser Funktionen, z. B. das Ver-
schrauben, können sich auf andere lösungsneutrale Funktionen abstützen.
Jedoch müssen elementare Funktionen durch die Implementierung des ent-
sprechenden Services auf die verfügbaren Werkzeuge und Manipulatoren
der Zelle abgebildet werden.
9.3 abbildung der logischen struktur und ihrer services
Die in Abschnitt 9.1 vorgestellte logische Modellierung und Unterteilung
von Roboterzellen abstrahiert vollständig von den vorhandenen Manipula-
toren, Werkzeugen und sonstigen Geräten, die Bestandteil der Zelle sind.
Durch die logische Modellierung werden rein virtuelle Einheiten geschaf-
fen, die jedoch durch die ihnen zugewiesenen Services eine klare definierte
Zuständigkeit in der Roboterzelle erhalten. Ihre Funktionen erlauben eine
auf die Handhabungsobjekte zentrierte Beschreibung der Fertigungsprozes-
se (vgl. Abschn. 9.2). Da die Dienste bisher lösungsneutral sind, stellen sie
das Grundgerüst einer serviceorientierten Roboterzelle dar.
In einem nächsten Schritt ist jedoch eine Abbildung der logischen und
rein virtuellen Einheiten auf die in der Roboterzelle vorhandenen Elemente
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notwendig. Nur die in der Zelle vorhandenen Aktuatoren oder eine Kom-
binationen dieser Aktuatoren können die notwendigen Handhabungs- und
Fertigungsaufgaben durchführen. Dementsprechend sind die Manipulato-
ren und ihre Endeffektoren dafür zuständig, die spezifizierten Funktionen
als Teil einer virtuellen Einheit zu implementieren. Dabei werden sie unter
Umständen von weiteren Geräten und Einrichtungen (z. B. Spannvorrich-
tungen oder Zuführeinrichtungen für Hilfsstoffe) unterstützt.
Dazu wird die physische Struktur der Roboterzelle zuerst mit der SysML
modelliert. Das umfasst die in der Zelle verfügbaren Aktuatoren, Sensoren
und sonstigen Einrichtungen sowie deren geometrischen Aufbau. Anschlie-
ßend findet eine Zuordnung der realen Systembausteine (z. B. der Manipu-
latoren oder Greifer) zu den logischen Systembausteinen (z. B. dem Supply-
System) statt. Da sich die logische Struktur einer Roboterzelle wieder än-
dern kann, können die Geräte und Einrichtungen der Zelle bei Bedarf den
logischen Einheiten zugeordnet werden und auch Teil mehrerer logischer
Einheiten sein.
Während die Services auf dieser Granularität von der physischen oder
gegenständlichen Struktur der Roboterzelle abstrahieren, muss ihre Imple-
mentierung diese kennen, um die Manipulatoren und ihre Endeffektoren
gemäß der Vorgaben zu steuern. Daher werden die logischen Einheiten voll-
ständig durch Software abgebildet. Durch die objektorientierte Robotics API
kann die physische oder gegenständliche Struktur der Roboterzelle, wie in
Kapitel 5 beschrieben wurde, in Software abgebildet werden. Zudem wer-
den die Handhabungsobjekte ebenfalls mit der Robotics API als Softwareob-
jekte nachgebildet. Damit sind alle Elemente einer serviceorientierten Robo-
terzelle als Software bzw. Softwareobjekt verfügbar. Die Implementierungen
der logischen Einheiten bilden immer wieder neue Kompositionen der rea-
len Geräte, um die durch ihre Dienstschnittstelle vorgegebenen Funktionen
zu realisieren. Durch die Abbildung der realen Zelle als Softwareobjekte
können die Vorbedingungen geprüft werden. Das setzt jedoch voraus, dass
jeder Service das objektorientierte Modell der Roboterzelle konsistent hält.
Die Abbildung der logischen Einheiten und ihrer Services wird anhand
der in Kapitel 8 beschriebenen Konfiguration der Roboterzelle erläutert,
die in Abbildung 9.10 als Blockdefinitionsdiagramm dargestellt ist. Zentra-
ler Systembaustein ist dort die CooperativeRobotCell, die alle anderen
Elementen umfasst. Dazu gehören eine Werkbank (Workbench) und die
beiden Stationen (CarrierStation) für die Aufnahme der Werkstückträger.
Durch dieses statische Element besteht eine Verbindung zwischen dem lo-
gischen und dem physischen Modellen. Zudem ist ein Depot (BoltDepot)
als geordneter Speicher für Schrauben (Bolt) ein Bestandteil der Zelle.
Darüber hinaus gehören zwei KUKA Leichtbauroboter zu der kooperati-
ven Roboterzelle. Diese sind in jeweils einer unterschiedlichen Rolle – als
linker und als rechter Manipulator – der Zelle zugeordnet. Gleiches gilt
auch für die elektrischen Parallelgreifer, die ebenfalls einmal als linker und
einmal als rechter Greifer ausgewiesen sind. Das elektrische Schraubsystem
kommt nur einmal in der Zelle vor und benötigt daher keine ausgewiesene
Rolle. Obwohl sie in der Zelle vorhanden sind, wurden weitere Bestandteile
der Zelle (z. B. Werkzeugwechseladapter) in Abbildung 9.10 aus Gründen
der Übersichtlichkeit nicht modelliert. Diese haben keine aktive Funktion,
beeinflussen jedoch die Geometrie der Roboterzelle und sollten zumindest
in der Implementierung berücksichtigt werden.
Eine Besonderheit sind die in Abbildung 9.10 dargestellten Ports der ein-
zelnen Systembausteine. Im Gegensatz zu den Ports der logischen System-
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Abbildung 9.10: Die physische Struktur der Multiroboterzelle wird ebenfalls mit
SysML als Blockdefinitionsdiagramm modelliert.
bausteine (vgl. Abb. 9.5) modellieren sie nicht den Fluss der Handhabungs-
objekte durch das System, sondern repräsentieren die mechanischen Schnitt-
stellen der Zellenelemente. Dementsprechend werden die einzelnen System-
bausteine über diese Ports miteinander verbunden, um die Topologie der
Zelle zu kreieren. Durch die Verwendung der SysML können – neben soft-
waretechnischen und elektrischen – auch mechanische Schnittstellen model-
liert werden.
Die topologische Struktur der Roboterzelle ist in Abbildung 9.11 als in-
ternes Blockdiagramm dargestellt. Unter Verwendung der Ports werden die
einzelnen Entitäten der Zelle miteinander verknüpft. Jeder Konnektor re-
präsentiert eine statische, mechanische Verbindung zwischen den beiden
betroffenen Entitäten. So hat die Werkbank insgesamt fünf verschiedene
mechanische Schnittstellen (z. B. in Form von Bohrmustern), an denen die
Roboter, die Stationen der Werkstückträger und das Schraubenmagazin an-
gebracht sind. Die mechanischen Schnittstellen sind dabei sehr spezifisch
für die Roboterzelle und die verwendeten Elemente. Jeweils am Flansch ei-
nes Roboters ist der entsprechende Greifer befestigt. Zusätzlich ist an einem
der beiden Greifer das elektrische Schraubsystem über eine spezielle mecha-
nische Konstruktion befestigt.
Die topologische und geometrische Struktur kann vollständig durch die
Robotics API in Software abgebildet werden. Dazu kann auf vorhandene Ak-
tuatoren wie die beiden KUKA Leichtbauroboter (vgl. Abschn. 6.4.3) oder
die Parallelgreifer von Schunk (vgl. Abschn. 6.4.2) zurückgegriffen werden.
Die anderen Entitäten oder physischen Objekte, speziell solche die sehr spe-
zifisch für die Zelle sind, müssen neu modelliert und implementiert werden.
Danach kann die virtuelle Roboterzelle konfiguriert und instanziiert werden.
Gegebenenfalls müssen exakte Positionen an der realen Zelle eingemessen
und in die Konfiguration übertragen werden.
Anschließend kann die Abbildung von logischen Systembausteinen (vgl.
Abb. 9.3) auf die realen Entitäten der Roboterzelle (vgl. Abb. 9.10) erfolgen.
Das bedeutet, dass für jeden identifizierten logischen Systembaustein eine
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Cooperative Assembly Cell [ Cooperative Assembly Cell ][Block] ibd 
workbench : Workbench [1]
«full»
left : LWR Mounting Interface
«full»
right : LWR Mounting Interface
«full»
primary : Station Mounting Interface
«full»
secondary : Station Mounting Interface
«full»
depot : Depot Mounting Interface
secondary : CarrierStation
«full»
mount : Station Mounting Interface
primary : CarrierStation
«full»
mount : Station Mounting Interface
boltDepot : BoltDepot [1]
«full»
mount : Depot Mounting Interface
screwDriver : ScrewDriver [1]
«full»
bracket : Custom Bracket
rightRobot : LWR [1]
«full»
mount : LWR Mounting Interface
«full»
ange : ISO 9409-1-A50
leftRobot : LWR [1]
«full»
mount : LWR Mounting Interface
«full»
ange : ISO 9409-1-A50
leftGripper : MEG50 [1]
«full»
mount : ISO 9409-1-A50
«full»
bracket : Custom Bracket rightGripper : MEG50 [1]
«full»
mount : ISO 9409-1-A50
«full»
bracket : Custom Bracket
Abbildung 9.11: Das interne Blockdiagramm stellt den topologischen Aufbau der
kooperativen Factory 2020 dar.
Komponente entwickelt werden muss, die einerseits den Service implemen-
tiert und anderseits die verwendeten Aktuatoren und Sensoren über die
Robotics API gemäß den spezifizierten Anforderungen ansteuert. Die Zuord-
nung der Aktuatoren, Sensoren und weiteren physischen Entitäten zu den
logischen Systembausteinen ist in Tabelle 9.2 dargestellt.
Die Services können mit den zugeordneten physischen Entitäten wie folgt
implementiert werden:
• Der SupplyService für den Deckel bewegt den linken Manipulator
zum linken Werkstückträger an der primären CarrierStation, um
dort das entsprechende Bauteil mit seinem Parallelgreifer aufzuneh-
men. Anschließend transportiert der Roboter das Bauteil in die Mitte
der Werkbank zu einer Bauteil-abhängigen Position.
• Der SupplyService für das Basisbauteil bewegt den rechten Manipula-
tor zum rechten Werkstückträger an der sekundären CarrierStation,
um dort das entsprechende Bauteil mit seinem Parallelgreifer aufzu-
nehmen. Anschließend transportiert der Roboter das Basisbauteil in
die Mitte der Werkbank zu einer Bauteil-abhängigen Position.
• Da das Basisbauteil bereits vom rechten Manipulator bzw. dessen Grei-
fer kraftschlüssig gehalten wird, führt der ClampingService beim Ein-
spannen keine weitere Aktion durch. Eventuell müssen die Regelungs-
parameter des Manipulators angepasst werden. Allerdings muss beim
Entspannen das fertige Bauteil vom rechten Manipulator zum linken
Manipulator übergeben werden.
• Der AssemblerService steuert den linken Roboter kraftgesteuert, um
den Deckel sicher auf dem Bauteil zu platzieren. Der Greifer muss
anschließend den Deckel loslassen. Der rechte Greifer hält dabei wei-
terhin das Basisbauteil. Gegebenenfalls passt der rechte Roboter die
Parameter für den Steifigkeitsregler an.
9.3 abbildung der logischen struktur und ihrer services 157
systembaustein (service) geräte physische objekte
coverSupplySystem : SupplySystem leftRobot : LWR primary : CarrierStation
(SupplyService) leftGripper : MEG50
componentSupplySystem : SupplySystem rightRobot : LWR secondary : CarrierStation
(SupplyService) rightGripper : MEG50
clampingSystem : ClampingSystem leftRobot : LWR
(ClampingService) leftGripper : MEG50
rightRobot : LWR
rightGripper : MEG50
assembler : ComponentAssembler leftRobot : LWR
(AssemblerService) leftGripper : MEG50
fasteningSystem : FasteningSystem leftRobot : LWR depot : BoltDepot
(FasteningService) screwdriver : ScrewDriver
storageSystem : StorageSystem leftRobot : LWR primary : CarrierStation
(StorageService) leftGripper : MEG50
Tabelle 9.2: Zuordnung der Services und logischen Systembausteine auf die vorhan-
denen Entitäten der Roboterzelle für die kooperative Montage mit zwei
Leichtbaurobotern.
• Beim FasteningService wird das zweite Werkzeug des linken Ro-
boters aktiv. Folglich wird das elektrische Schraubsystem zuerst am
Schraubendepot positioniert, um eine Schraube aufzunehmen. Diese
wird danach zum Bauteil bzw. dem Gewinde transportiert und dort
eingeschraubt. Der Vorgang wird wiederholt, bis alle Gewinde ver-
schraubt sind. Der rechte Greifer hält dabei weiterhin das nun mon-
tierte Bauteil. Gegebenenfalls passt der rechte Roboter die Parameter
für den Steifigkeitsregler an.
• Nach dem Entspannen wird das Bauteil bereits vom linken Greifer
gehalten. Daher muss der StorageService den rechten Manipulator
zum linken Werkstückträger an der primären CarrierStation bewe-
gen und dort das Bauteil in einen leeren Platz legen.
Durch die Abbildung auf konkrete Manipulatoren und Endeffektoren wer-
den die Vor- und Nachbedingungen verfeinert.
Bei den oben aufgezählten Services handelt es sich um aufgabenzentrier-
te Dienste, da ihre Schnittstelle nur auf Basis der Handhabungsobjekte de-
finiert ist. Ihre Implementierung stützt sich dagegen auf die notwendigen
Werkzeuge und Manipulatoren ab. Eine geeignete Strukturierung dieser
Dienste wird später in Abschnitt 9.4 vorgestellt. Der darüber liegende Ser-
vice implementiert den Fertigungsprozess als Abfolge von Handhabungs-
und Fertigungsfunktionen anderer Dienst. Daher handelt es sich hierbei um
einen prozesszentrierten Dienst.
Gemäß dem oben beschriebenen Vorgehen können die logischen Einhei-
ten und Services zum Transport der Werkstückträger zwischen der mobi-
len Plattform und der Werkbank auf beide Manipulatoren und beide Par-
allelgreifer abgebildet werden. Dadurch kann die kooperative Factory 2020
vollständig mithilfe von prozess- und aufgabenzentrierten Diensten imple-
mentiert werden. Eine Abbildung auf eine reduzierte Factory 2020 mit nur
einem Manipulator wird in Kapitel 11 vorgestellt. Dadurch wird in dieser
Dissertation gezeigt, dass eine logische Modellierung der Aufgaben unab-
hängig von den verwendeten Manipulatoren und Werkzeugen möglich ist.
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9.4 umsetzung von handhabungsfunktionen als service
Auf Basis der logischen Einheiten können lösungsneutrale Handhabungs-
und Fertigungsfunktionen als Service (vgl. Abschn. 9.1) definiert und an-
schließend zu komplexeren Fertigungsprozessen orchestriert werden (vgl.
Abschn. 9.2). Trotz unterschiedlicher Bauteile und Werkstückträger ist der
generelle Ablauf und die abstrakten Aktionen von Manipulator und Greifer
bei einem SupplyService oder einem StorageService ähnlich. Daher gilt es,
diese Gemeinsamkeiten in wiederverwendbare und leicht anpassbare Imple-
mentierungen zu vereinen. Demzufolge wird in Abschnitt 9.4.1 gezeigt, wie
durch eine Abstraktion der Eingabeparameter bzw. der Eingabeobjekte auf-
gabenzentrierte Dienste wiederverwendbar implementiert werden können.
Die Implementierung eines solch wiederverwendbaren Dienstes kann dar-
aufhin durch geeignete Konfiguration oder Spezialisierung auf unterschied-
liche Anwendungsfälle hin angepasst werden.
Die Abbildung der Handhabungs- und Fertigungsfunktionen auf die Fä-
higkeiten der Werkzeuge und Manipulatoren wird in Abschnitt 9.4.2 vor-
gestellt. Dazu werden wiederum Services mit einer feineren Granularität
verwendet. In Abschnitt 9.4.3 wird erläutert, wie das interne Verhalten ei-
nes Dienstes als Zustandsmaschine modelliert und implementiert werden
kann. Durch diese Techniken kann die Implementierung logischer Einheiten
und ihrer Services wiederverwendbar werden. Damit bereitet diese Arbeit
den Weg, dass die Automatisierungssoftware von Roboterzellen in Zukunft
keine Unikate mehr sind.
9.4.1 Wiederverwendung durch Abstraktion
Prozess- oder aufgabenzentrierten Dienste bieten durch ihre Methoden lö-
sungsneutrale Handhabungs- und Fertigungsfunktionen an. Die Handha-
bungsfunktionen sind allgemein in der VDI-Richtlinie 2860 [269] definiert
und nehmen keinen Bezug zu den konkreten Handhabungsobjekten. Ein-
zig die Art des Speicherns, d. h. geordnetes, teilgeordnetes oder ungeordne-
tes Speichern, gibt einen Aufschluss über die Positionierung und den Ord-
nungszustand der Handhabungsobjekte. Die Anwendung von Fertigungs-
funktionen dagegen ist abhängig von den Bauteilen, da sie die Aufgabe nä-
her beschreiben bzw. bestimmen müssen. Fügen durch Verschrauben ist auf
Schrauben, Bohrlöcher und deren Parameter angewiesen. Jedoch ist es auch
hier möglich, diese Aufgaben sehr abstrakt und allgemein zu beschreiben.
Die Implementierung eines prozesszentrierten und eines aufgabenzen-
trierten Dienstes unterscheiden sich allerdings deutlich. Ein prozesszentrier-
ter Dienst verwendet intern entweder andere prozesszentrierte Dienste oder
stützt sich auf aufgabenzentrierte Dienste ab. Damit ist er unabhängig von
den verwendeten Aktuatoren der Roboterzelle. Beispiele sind die Assembly-
Cell bzw. dessen AssemblyCellService (vgl. Abschn. 9.1). Dagegen bildet
ein aufgabenzentrierter Dienst seine Handhabungs- oder Fertigungsfunktio-
nen auf konkret in der Zelle verfügbare Hardware ab. Hierbei weisen die
gleichen Funktionen bei gleicher oder ähnlicher Konfiguration der Aktuato-
ren Ähnlichkeiten auf, die man in einer abstrakten Serviceimplementierung
vereinigen kann, um ein höheres Maß an Wiederverwendung zu erreichen.
In Abbildung 9.12 ist mit dem AbstractSupplySystem ein Beispiel für
eine abstrakte Serviceimplementierung gegeben. Diese basiert auf einem ge-
ordneten Speicher (ArrangedStorage), der Annahmen trifft über die dar-
in enthaltenen (physischen) Objekte. Ein konkreter geordneter Speicher ist



























Abbildung 9.12: Das SupplySystem kann abstrakt als Anliefersystem auf einem ge-
ordneten Speicher mit einem Roboterarm und einem Greifer imple-
mentiert werden.
beispielsweise der Werkstückträger der Factory 2020, der die entsprechen-
den Bauteile beinhaltet. Softwaretechnisch kann ein ArrangedStorage als
Schnittstelle realisiert werden, die Methoden für den Zugriff auf die Objek-
te und freien Speicherplätze enthält. Ein konkreter Speicher (z. B. der Werk-
stückträger) implementiert diese Schnittstelle und gibt darüber Auskunft,
welche Objekte er aktuell speichert und wie er neue Objekte speichern kann.
Die abstrakte Implementierung des Services kann diese Informationen nut-
zen, um die notwendigen Handhabungsfunktionen zu implementieren.
Abgebildet werden die Handhabungsfunktionen des AbstractSupplySys-
tems auf einen Manipulator und einen Greifer. Folglich wird das Zuteilen ei-
nes Bauteils realisiert, indem das Objekt zuerst gegriffen und anschließend
aus dem geordneten Speicher entnommen wird. Das Weitergeben wird als
Roboterbewegung zu einem definierten Zielpunkt realisiert. Die genaue Um-
setzung wird in Abschnitt 9.4.2 beschrieben. In der Factory 2020 kann das
AbstractSupplySystem verwendet und erweitert werden, um die Bauteile
aus den Werkstückträgern zu nehmen. Dazu wird der geordneten Speicher
mit einem Carrier konkretisiert. Ebenso werden der verwendete Manipu-
lator und Greifer, d. h. ein LWR und ein MEG50, konfiguriert.
Ein zweites Beispiel für eine abstrakte Serviceimplementierung ist in Ab-
bildung 9.13 dargestellt. Das AbstractFasteningSystem implementiert den
in Abbildung 9.9 dargestellten Vorgang des Verschraubens für ein abstrak-
tes Bauteil das als Boltable bezeichnet und über die vorhandenen Bohrlö-
cher und Gewinde definiert ist. Softwaretechnisch kann ein Boltable als
Schnittstelle realisiert werden, die Methoden für den Zugriff auf die Bohrlö-
cher (Hole) enthält. Ein konkretes Boltable ist bspw. das Bauteil der Fac-
tory 2020. Der AbstractFasteningSystem stellt die Implementierung für
einen prozesszentrierten Dienst bereit, da er sich auf einen weiteren Service,
den BoltingService, abstützt und dementsprechend keine Aktuatoren der
Roboterzelle direkt steuert.
Der BoltingService dagegen wird durch das BoltingSystem mithilfe ei-
nes Manipulators und eines an dessen Flansch montiertem Schraubsystems
realisiert (vgl. Abb. 9.13). Das BoltingSystem ist dadurch als aufgabenzen-
trierter Dienst zu kategorisieren und stützt sich zur Beschreibung der Hand-
habungsfunktionen nur auf das Bohrloch (Hole) und die Schraube (Bolt)
ab. Daneben kennt das BoltingSystem ein Schraubenmagazin (BoltDepot),




+allocateFor( hole : Hole ) : Bole
+transfer( bolt : Bolt )


































Abbildung 9.13: Das FasteningSystem kann abstrakt als Schraubsystem werden
und sich auf einen BoltingService abstützen. Dieser wiederum
kann von einem BoltingSystem mit einem Roboterarm und einem
elektrischen Schraubsystem implementiert werden
dung eines Roboters werden die Handhabungs- und Fertigungsfunktionen
auf Bewegungen und Aktionen des Schraubsystems abgebildet. Die Umset-
zung wird ebenfalls in Abschnitt 9.4.2 beschrieben.
Zusammenfassend lässt sich feststellen, dass sich Handhabungs- und Fer-
tigungsfunktionen durch eine geeignete Abstraktion der Handhabungsob-
jekte generisch implementieren lassen. Durch Anpassungen und Konfigura-
tion lässt sich eine abstrakte Serviceimplementierung einfach wiederverwen-
den. Damit können diese Funktionen nicht nur in der aktuellen Roboterzelle
verwendet werden, sondern als wiederverwendbare Implementierung eines
Dienstes in einer Vielzahl von Roboterzellen eingesetzt werden. Die Wieder-
verwendung ist ein entscheidender Schritt, um die Programmierkosten von
Roboterzellen zu senken.
9.4.2 Aufteilung & Delegation
Für eine Auswahl an Aktuatoren kann ein aufgabenzentrierter Dienst so-
wohl Handhabungs- als auch Fertigungsfunktionen implementieren. Dabei
liegt das Augenmerk auf dem Endeffektor bzw. dem Werkzeug. Der Robo-
ter ist Mittel zum Zweck, d. h. er bewegt oder positioniert den Endeffektor
oder die Handhabungsobjekte. Obwohl jede Handhabungsfunktion unter-
schiedlich realisiert werden kann, ist die Implementierung für ein bestimm-
tes Werkzeug oder eine bestimmte Werkzeugart sehr ähnlich. Daher kann
der generelle Ablauf eines aufgabenzentrierten Dienstes generisch imple-
mentiert werden. Er stützt sich dabei auf abstrakte Fähigkeiten bzw. Skills
(vgl. Abschn. 7.2) der Werkzeuge ab, die ebenfalls durch Services bereitge-
stellt werden. Details dazu werden in Kapitel 10 erläutert.
Die Abbildung der Handhabungsfunktion Zuteilen auf die abstrakten Fä-
higkeiten eines Greifers ist in Abbildung 9.14 dargestellt. Dabei sind neben
dem Greifer als Teil der Serviceimplementierung auch das zuzuteilende Ob-
jekt und der geordneter Speicher involviert. In Abbildung 9.14 ist das Objekt
als Bauteil (Part) der Factory 2020 und der geordneter Speicher als Werk-
stückträger (Carrier) dargestellt. Die Implementierung des Dienstes kann
jedoch mit den generischen Objekten erfolgen.
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- Slot is empty
Preconditions:
- Part is placed in a carrier's slot
Preconditions:
- Gripper is empty
- Gripper is freely moveable
Postconditions:
- Part is in gripper
- Part is freely movable
Abbildung 9.14: Abbildung der Handhabungsfunktion Zuteilen auf die abstrakten
Fähigkeiten eines Greifers, der an einen Manipulator montiert ist.
Der Ablauf der Handhabungsfunktion Zuteilen als Folge abstrakter Fähig-
keiten eines Greifer gliedert sich wie folgt:
1. approach: Der Greifer (Gripper) wird zuerst in der Nähe bzw. oberhalb
des Werkstückträgers (Carrier) positioniert.
2. align: Anschließend wird der Greifer am entsprechenden Werkstück
(Part) ausgerichtet und so in eine Position gebracht, von der aus der
Greifvorgang gestartet werden kann.
3. grasp: Schließlich wird der Greifer an die endgültige Position gebracht
und greift das Werkstück. Das Werkstück ist aufgrund der vorherigen
Aktion bereits bekannt.
4. retract: Das gegriffene Werkstück wird aus dem Werkstückträger an
eine Position geführt, von der aus eine Transferbewegung starten kann.
Das Werkstück ist aufgrund der vorherigen Aktion bereits bekannt.
Die Vor- und Nachbedingungen der Abfolge sind in Abbildung 9.14 durch
Notizen dargestellt. Durch die Verwendung eines Werkzeugtyps zur kon-
kreten Umsetzung der Handhabungsfunktion können sowohl Vor- als auch
Nachbedingungen im Vergleich zu Abbildung 9.7 konkreter definiert wer-
den. Die allgemeinen, bereits definierten Vor- und Nachbedingungen blei-
ben jedoch erhalten.
Die abstrakten Fähigkeiten eines Greifers stehen nur in Verbindung mit
einem Manipulator zur Verfügung, da dieser den Greifer bewegen kann
und nur so diese Fähigkeiten umgesetzt werden können. Zur Spezifikation
dieser Aufgaben ist der Roboter aber nicht von Belang. Er muss einzig zur
































- Bolt is in screwdriver
- Bolt is freely movable
Preconditions:
- Appropriate bolt is available
Preconditions:
- Screwdriver is empty
- Screwdriver is freely moveable
Abbildung 9.15: Abbildung der Handhabungsfunktion Zuteilen auf die abstrakten
Fähigkeiten eines elektrischen Schraubsystems, der an einen Mani-
pulator montiert ist.
Die konkrete Umsetzung der oben beschriebenen Fähigkeiten übernehmen
die in Kapitel 7 definierten Skill-Level Services. Deren Implementierung wird
in Kapitel 10 vorgestellt.
Das Zuteilen einer Schraube für den Fertigungsprozess entspricht in et-
wa der gleichen Handhabungsfunktion wie das Zuteilen eines Bauteils. Al-
lerdings wird diese Funktion mit einem anderen Werkzeug und dadurch
mit einem anderen aufgabenzentrierten Dienst implementiert. Daher unter-
scheidet sich auch die Abbildung beider Handhabungsfunktionen. Die Ab-
bildung der Handhabungsfunktion Zuteilen auf die Fähigkeiten eines elek-
trischen Schraubsystems ist in Abbildung 9.15 dargestellt. Obwohl drei Fä-
higkeiten identisch sind, werden insgesamt mehr und unterschiedliche Fä-
higkeiten verwendet.
Der Ablauf der Handhabungsfunktion Zuteilen als Folge abstrakter Fähig-
keiten eines elektrischen Schraubsystems gliedert sich wie folgt:
1. approach: Das Schraubsystem (ScrewDriver) wird zuerst in der Nähe
bzw. oberhalb des Schraubenmagazins (BoltDepot) positioniert.
2. choose: Auf Basis des Bohrlochs bzw. des Gewindes (Hole) wird eine
passende Schraube (Bolt) des Magazins ausgewählt. Hierbei findet
keine Werkzeugaktion oder Roboterbewegung statt. Vielmehr handelt
es sich um eine spezifische Funktion des Schraubvorgangs.
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3. align: Das Schraubsystem wird nun an der ausgewählten Schraube
ausgerichtet und in eine Position gebracht, von der aus der nächste
Vorgang gestartet werden kann.
4. mount: Anschließend wird das Bit des Schraubsystems in die Schraube
geführt.
5. loosen: Die Schraube wird aus dem Schraubenmagazin gelöst und be-
findet sich danach sicher am Bit des Schraubsystems.
6. retract: Die Schraube wird an eine Position oberhalb des Schraubenma-
gazins gebracht, von der aus eine Transferbewegung starten kann.
Die Vor- und Nachbedingungen der Abfolge sind ebenfalls in Form von
Notizen dargestellt (vgl. Abb. 9.15). Wie bereits in dem vorherigen Beispiel
werden sowohl Vor- als auch Nachbedingungen durch die Verwendung ei-
nes Werkzeugtyps, d. h. des Schraubsystems, konkreter definiert.
Die beiden Beispiele zeigen, dass die lösungsneutralen Handhabungs-
und Fertigungsfunktionen durch einen aufgabenzentrierten Dienst unter-
schiedlich implementiert werden können. Das bedeutet gleichzeitig, dass
erst durch einen aufgabenzentrierten Dienst die Ausgestaltung der Roboter-
zelle bei der Realisierung des Fertigungsprozesses relevant wird. Da jedoch
das Abstraktionsniveau der Werkzeugfähigkeiten noch sehr hoch ist, kann
der aufgabenzentrierte Dienst für eine Vielzahl abstrakter Bauteile wieder-
verwendet werden. Erst bei der konkreten Umsetzung der Werkzeugfähig-
keiten durch weitere Services zeigt sich, ob und wie die Fähigkeiten ange-
wendet werden.
9.4.3 Realisierung als Zustandsmaschinen
Intern kann ein prozess- oder aufgabenzentrierter Dienst grafisch als Zu-
standsmaschine [113] modelliert werden. Der Aufruf von Handhabungs-
und Fertigungsfunktionen, die der Service anbietet, stellt ein Ereignis dar,
auf das der Dienst – in Abhängigkeit von seinem internen Zustand – rea-
gieren muss. So kann insbesondere bei mehrstufigen Funktionen, die eine
Ausführungsreihenfolge bedingen, sichergestellt werden, dass diese nur in
der richtigen Reihenfolge aufgerufen werden können. Zustandsübergangs-
diagramme oder State Machines sind ebenfalls Bestandteil der SysML und
eignen sich daher zur Modellierung des internen Verhalten prozess- oder
aufgabenzentrierter Dienste.
Es bietet sich an, für jede Handhabungs- oder Fertigungsfunktion mindes-
tens zwei Zustände vorzusehen. Dabei beschreibt ein Zustand die Durchfüh-
rung der Funktion und der zweite Zustand das erfolgreiche Beenden der
Funktion. Von diesem Zustand aus kann die folgende Funktion gestartet
werden. Zudem ist es möglich weitere Zustände vorzusehen. Insbesonde-
re sind nach dem Durchführen einer Handhabungs- oder Fertigungsfunkti-
on mehrere resultierende Zustände möglich, die zum Einen einen erfolgrei-
chen Abschluss der Funktion und zum Anderen Fehlerfälle repräsentieren.
Dementsprechend sind auch unterschiedliche Reaktionen möglich.
Ein einfaches Beispiel für die Modellierung des internen Verhaltens einer
Serviceimplementierung ist in Abbildung 9.16 dargestellt. Das Zustands-
übergangsdiagramm zeigt das interne Verhalten eines SupplySystems bzw.
dessen Service. Die Ausführung der beiden Handhabungsfunktionen Zutei-
len und Weitergeben sind als separate Zustände Allocating bzw. Transfering








transfer( part : Part )
allocate( part : Part ) : Part [resources available & gripper is empty]
Abbildung 9.16: Das SupplySystem kann intern als Zustandsmaschine modelliert
und später implementiert werden.
sich die Implementierung im Zustand Allocated, d. h. es kann zwingend nur
ein Weitergeben folgen. Vor einem Ablauf befindet sich die Zustandsmaschi-
ne initial in dem Zustand Ready. Als Trigger für eine Transition dienen die
Dienstaufrufe oder das Beenden der jeweiligen Funktion. Auf Fehlerfälle
wurde in der Darstellung verzichtet.
Diese oben beschriebenen Zustände und Transitionen sind unabhängig
von der konkreten Abbildung auf ein Werkzeug. Jedoch kann die Zustands-
maschine über Bedingungen (engl.: Guards) und Unterzustandsmaschinen
spezialisiert werden. Bedingungen bieten sich an, um die Vorbedingungen
von Handhabungsfunktionen zu spezifizieren. So kann sichergestellt wer-
den, dass nur wenn die Bedingung erfüllt ist, die Transition geschaltet und
die Handhabungsfunktionen ausgeführt wird. Auch können leicht die Zu-
stände identifiziert werden, an denen die entsprechenden Ressourcen, d. h.
die notwendigen Aktuatoren der Roboterzelle, reserviert bzw. freigegeben
werden.
Eine Unterzustandsmaschine kann verwendet werden, um während der
Ausführung einer Handhabungsfunktionen die verwendeten Service richtig
zu orchestrieren. Im Falle eines aufgabenzentrierten Dienstes kann so die
Abfolge der einzelnen Fähigkeiten des oder der verwendeten Werkzeuge
modelliert werden. Die Unterzustandsmaschine stellt die korrekte Ausfüh-
rungsreihenfolge sicher. Für Abbildung 9.16 bedeutet dies, dass der Zustand
Allocating durch eine Unterzustandsmaschine repräsentiert wird. Die in Ab-
bildung 9.14 dargestellten Fähigkeiten werden als Zustände der Unterzu-
standsmaschine modelliert und aufgerufen.
Abbildung 9.17 zeigt ein weiteres Beispiel für die Modellierung des in-
ternen Verhaltens einer Serviceimplementierung. Das BoltingSystem ist
dabei als Zustandsmaschine modelliert. Eine Besonderheit dabei ist, dass
die komplexe Handhabungsfunktion des Verschrauben durch drei separa-
te Zustände modelliert wurde, die jeweils eine Fähigkeit des elektrischen
Schraubsystems repräsentieren und aufrufen. Die weiteren Zustände weisen
Ähnlichkeiten zu dem oben beschriebenen SupplySystem und das Handha-
bungsfunktionen Zuteilen und Weitergeben auf.
Die Modellierung einer Serviceimplementierung als Zustandsmaschine
impliziert, dass der Service zustandsbehaftet ist. Jedoch werden Services oft
als zustandslos charakterisiert [80]. Dies ist jedoch kein zwingendes Merk-
mal eines Services. Insbesondere in einer Roboterzelle ist es angebracht, den













insertAndTighten( bolt : Bolt ) : Hole
allocateFor( hole : Hole ) : Bolt [resources available & screwdriver is empty]
transfer( bolt : Bolt )
Abbildung 9.17: Das BoltingSystem kann intern als Zustandsmaschine modelliert
und später implementiert werden.
aktuellen Zustand des Fertigungsprozesses bzw. der Systeme, die ihn um-
setzen, abzubilden und zu beobachten. Jeder prozess- oder aufgabenzen-
trierte Dienst wird für einen gezielten Einsatz implementiert, konfiguriert
und dann instanziiert. Das bedeutet auch, dass eine Serviceimplementie-
rung mehrmals mit einer unterschiedlichen Konfiguration instanziiert wird.
Der Service hat eine klar definierte Aufgabe in der Roboterzelle, die er er-
füllen muss.
Eine Serviceimplementierung kann nicht nur als Zustandsmaschine mo-
delliert werden, sondern durch grafische Programmierung auch direkt im-
plementiert. In Abschnitt 11.5 wird bspw. vorgestellt, wie das Verhalten ei-
nes Dienstes grafisch als Zustandsmaschine spezifiziert wird und diese gra-
fische Spezifikation direkt interpretiert werden kann. Dadurch kann wäh-
rend der Ausführung eine direkte Visualisierung des Services angezeigt und
überwacht werden.
9.5 verwandte arbeiten
Einen Ansatz, der ein Cyber-Physical Production System (CPPS) verwendet,
wird bei Michniewicz und Reinhart [181] vorgestellt. Dabei wird eine cyber-
physische Roboterzelle beschrieben, die über eine zentrale Steuereinheit ver-
fügt und Cyber-Physical Devices (CPDs) steuert. Die zentrale Steuereinheit
verfügt über ein virtuelles Abbild aller CPDs. Dadurch können die möglichen
Konfigurationen der Roboterzelle ermittelt werden, um einen Fertigungs-
prozess abzubilden. Jede CPD verfügt zudem über eine Menge an Fähigkei-
ten, sogenannten Functional Primitives. Die Fähigkeiten zweier CPDs können
zu erweiterten Fähigkeiten, sogenannten Advanced Primitives, kombiniert
werden. Immer wiederkehrende Abfolgen von Fähigkeiten ergeben Tasks,
die von einem Cyber-Physical Product (CPP) zur Fertigung seiner selbst
in der cyberphysischen Roboterzelle angefordert werden können. Das von
Michniewicz und Reinhart [181] beschriebene Konzept entspricht in Teilen
den Ergebnissen dieser Arbeit, wobei keine serviceorientierte Modellierung
und Implementierung gewählt wurde. Da Michniewicz und Reinhart [181]
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ihr Konzept noch nicht (prototypisch) umgesetzt haben, sind keine weiteren
Ergebnisse oder eine Evaluierung vorhanden.
In der Literatur sind verschiedene Forschungsansätze zu finden, in de-
nen Automatisierungssoftware von Roboterzellen vollständig objektorien-
tiert strukturiert und implementiert wird. Becker und Pereira [28] schlagen
mit SIMOO-RT ein echtzeitfähiges, objektorientiertes Framework für indus-
trielle Automatisierungssysteme vor. Es basiert auf dem Konzept verteilter,
aktiver Objekte, wobei aktiv bedeutet, dass jedes Objekt einen eigenen Aus-
führungsstrang besitzt. Dadurch können innerhalb eines aktiven Objekts
periodische Aufgaben mit harten Zeitschranken ausgeführt werden. Eine
Besonderheit ist, dass explizit Fehlerroutinen definiert werden können, falls
Zeitschranken nicht eingehalten werden. Da die Objekte verteilt sind, findet
die Kommunikation über Remote Method Invocation (RMI) oder Real-time
CORBA [238] statt. Die Granularität der Objekte in SIMOO-RT entspricht
den mechatronischen Geräten und Aktuatoren der Robotics API. Das heißt,
dass keine höheren Abstraktionsebenen modelliert werden, die eine wieder-
kehrende Zusammenstellung dieser Objekte zu komplexeren Subsystemen
ermöglichen. Auch werden die Besonderheiten von Roboterzellen nicht be-
trachtet.
Schäfer und Lopez [233] schlagen ein objektorientiertes Modell für die
Integration von Roboterzelle in flexible Fertigungssysteme vor. Dabei be-
trachten sie verschiedene Abstraktionsebenen der Automatisierungspyrami-
de. Auf unterster Ebene befinden sich die Betriebsmittel bzw. die für die Fer-
tigung verfügbaren Ressourcen. Darüber befindet sich die Zellebene, die die
einzelnen Betriebsmittel integriert. Die einzelnen Zellen werden auf der Fa-
brikebene integriert. Analog zur Robotics API, werden in diesem Ansatz vor
allem die unteren beiden Ebenen objektorientiert modelliert. Die Kommuni-
kation zwischen den Ebenen findet streng hierarchisch statt. Neben diesen
drei vorgestellten Ebenen werden keine weiteren Abstraktionsebenen defi-
niert, die eine Modellierung erleichtern und die Wiederverwendung von
Programmen erhöhen würden.
Der Einsatz serviceorientierter Architekturen (SOA) in eingebetteten Syste-
men und damit in der Automation wurde ab 2003 in mehreren europäischen
Projekten untersucht. Das SIRENA Projekt [38] hat gezeigt, dass serviceorien-
tierte Architekturen nicht nur für webbasierte Anwendungen geeignet sind,
sondern auch im Bereich der eingebetteten Systemen eingesetzt werden kön-
nen. Jammes und Smit [141] zeigen anhand einer Fallstudie den Einsatz
in der industriellen Automation. Sie betrachten die einzelnen Dienste, die
ein Gerät anbieten kann, und orchestrieren diese zu komplexeren Systemen
bzw. Diensten im Rahmen einer device-level SOA. Daher wurde auch eine
erste Implementierung für das Devices Profile for Web Services (DPWS) [76]
entwickelt. Im SOCRADES [57] Projekt wurden die Ergebnisse von SIRENA
weiterentwickelt und untersucht, wie sich eine device-level SOA in eine Unter-
nehmensinfrastruktur integrieren lässt. Diese grundlegenden Ansätze wur-
den jedoch nie auf (flexible) Roboterzellen übertragen. Daher wird auch die
interne, serviceorientierte Modellierung der unterschiedlichen Abstraktions-
ebenen nicht betrachtet.
Barbosa und Leitão [24] schlagen einen Ansatz vor, in dem sie Service-
orientierung mit Multi-Agentensystemen [164] und holonischen Fertigungs-
systemen (vgl. [263]) verbinden. Ein holonisches Fertigungssystem zeichnet
sich dadurch aus, dass es aus einer Menge von autonomen aber kooperati-
ven Einheiten – sogenannten Holonen (z. B. eine Fertigungsmaschine oder
ein Roboter) – besteht und diese durch eine hierarchische Anordnung das
9.5 verwandte arbeiten 167
Gesamtsystem bilden. Durch den Einsatz eines Agentensystems wird jedes
Holon mit einem Softwareagenten ausgestattet. Der Agent verfolgt dabei
seine eigenen Ziele, arbeitet aber bei Bedarf auch mit anderen Agenten zu-
sammen. Dadurch entsteht eine flexibles und anpassbares Fertigungssys-
tem. Den Einsatz für eine serviceorientierter Architektur sehen Barbosa und
Leitão [24] bei der Kommunikation zwischen den Agenten, um die Interope-
rabilität und vertikale IT-Integration zu erhöhen. Somit wird jeder Agent
mit Diensten versehen, die er anderen Agenten anbietet. Die Kommunika-
tion zwischen Agenten findet über Services statt und abstrahiert von der
internen Realisierung des Agenten. Barbosa und Leitão [24] zeigen damit
einen interessanten Ansatz für die Strukturierung einer intelligenten Fabrik
auf (vgl. Kap. 7). Sie betrachten jedoch nicht die interne Strukturierung einer
Roboterzelle, die in ihrem Ansatz ein einziges Holon wäre.
Naumann et al. [188] stellen eine Architektur für Roboterzellen vor, die
Plug-and-Produce unterstützen soll. Der Grundgedanke ist dabei ähnlich zu
Plug-and-Play, d. h. die Roboterzelle wird aus einzelnen Bestandteilen zu-
sammengesteckt und soll dann automatisch anfangen können, zu produzie-
ren. Sie unterscheiden dabei Ebenen von Plug-and-Produce. Auf der unters-
ten Ebene müssen die einzelnen Geräte mit einer zentralen Steuerung ver-
bunden werden und automatisch kommunizieren können. Hier wurden
verschiedene Kommunikationsprotokolle (z. B. UPnP, EDDLoder XIRP) eva-
luiert [189]. Auf einer darüber liegenden Ebene müssen die Geräte mit
der Steuerung Konfigurationsdaten und Einstellungen automatisch austau-
schen. Der Anwender soll dabei nicht eingreifen müssen.
Die oberste Ebene wird als Application Plug-and-Produce bezeichnet und
stellt dem Benutzer Services bereit, die eine prozessorientierte Funktiona-
lität als „process command“ [188] bereitstellen. Ein solches Kommando ist
bspw. DrillHole(x=50, y=90, d=30) und weist eine höhere Abstraktion auf
als ein „device command“ [188] (z. B. MoveTo(x=50, y=90, z=70) oder Set-
Port(port=20). Durch ein Interconnector Module werden die Fähigkeiten der
einzelnen Geräte zu Prozessen verknüpft und dem Anwender angeboten.
Die Prozesse sind dabei in einer Bibliothek gespeichert und mithilfe von
State Charts modelliert. Bei Naumann et al. [188] liegt demnach der Fokus
auf dem Bereitstellen anwenderfreundlicher Befehle. Diese haben jedoch Pa-
rameter, die auf Informationen über ein Bauteil verzichten. Diese Informa-
tionen muss der Benutzer manuell spezifizieren.
Nilsson und Bengel [193] betrachten auch eine serviceorientierte Realisie-
rung von Roboterzellen. Dabei liegt ihr Fokus auf der Integration der einzel-
nen Geräte (vgl. device-level SOA) und nicht einer weitergehenden internen
Modellierung oder Strukturierung. Sie stellen die Vorteile bzgl. Flexibilität
und Modularität serviceorientierter Roboterzellen für kleine und mittlere
Unternehmen heraus. Sie geben allerdings zu Bedenken, dass aktuell kei-
ne echtzeitfähige Middleware existiert, um serviceorientierte Roboterzellen
entsprechend umzusetzen.
Veiga [265] hat sich in seiner Dissertation mit serviceorientierten Archi-
tekturen für Roboterzellen beschäftigt. Seine Fallstudie ist dabei eine Pick-
and-Place-Applikation [268]: Auf einem von einer SPS gesteuerten Fließband
werden über ein Kamerasystem die Bauteile erkannt und deren Position
berechnet. Daraufhin nimmt ein Industrieroboter von ABB die Teile auf
und legt sie in eine Kiste. Zudem wurden unterschiedliche Mensch-Maschi-
ne-Schnittstellen entwickelt. Sein Schwerpunkt liegt jedoch in der Evalu-
ierung unterschiedlicher SOA-Technologien zum Einsatz in Roboterzellen
für kleine und mittlere Unternehmen. Dabei beschäftigt er sich hauptsäch-
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lich mit der Anwendung der serviceorientierten Technologien UPnP [4] und
DSSP [192] für die Kommunikation innerhalb der Roboterzelle [267]. Dabei
wird für jedes Gerät (Kamera, Fließband, Roboter) ein Service implemen-
tiert, der die proprietäre Kommunikation zu dem Gerät herstellt. Über einen
zentralen ControlPoint werden die Services orchestriert (vgl. [267]). Dement-
sprechend verfolgt Veiga [265] eine device-level SOA, wie sie auch schon bei
Jammes und Smit [141] vorgeschlagen wurde. Er verzichtet im Gegensatz
zu dem in dieser Arbeit vorgeschlagenen Ansatz auf eine weitergehende
serviceorientierte Modellierung der Roboterzelle. Auch werden die einzel-
nen Element oder Bauteile der Roboterzelle nicht weiter modelliert. Die an-
gebotenen Methoden der Geräte bzw. ihrer Services sind jedoch auf die
Bedürfnisse der konkreten Roboterzelle angepasst und daher auf der Ebe-
ne aufgabenzentrierter Dienste (vgl. Abschn. 7.2). Diese Granularität der
Services wird als geeignet angesehen, um die Roboterzelle aus Services zu-
sammenzustellen und den Fertigungsprozess zu orchestrieren [266]. Veiga
verwendet dazu ebenfalls Zustandsmaschinen [113] und entwickelt einen ei-
genen Formalismus, der ähnlich zu SCXML [26] ist. Seine Intention ist, einen
einfachen Formalismus zur Orchestrierung von Services für kleine und mitt-
lere Unternehmen zur Verfügung zu stellen.
Zusammenfassend verfolgt Veiga [265] bei den device-level Service für den
Roboter einen interessanten Ansatz. Er sieht die Roboterprogrammierspra-
chen als unabdingbar für die Industrierobotik und räumt ihnen eine be-
sonderen Stellenwert ein. Durch Annotationen ergänzt er ein Roboterpro-
gramm, um die einzelnen Services, deren Zustandsvariablen und Metho-
den zu identifizieren [266]. Auf Basis dieser Annotationen (d. h. Quellcode-
kommentare in einem speziellen Format) werden die Services erzeugt und
können so in die serviceorientierte Struktur der Roboterzelle eingebunden
werden. Damit können relativ einfach und schnell auf Basis der Roboter-
steuerung neue Services generiert werden. Innerhalb eines solchen Services
sind die Roboterbewegungen unflexibel und können in der Regel nicht wie-
derverwendet werden. Durch den Ansatz will Veiga erreichen, dass man
weiterhin Roboterprogrammiersprachen zur Programmierung des einzel-
nen Roboters einsetzen kann, aber Services als Kommunikationsplattform
verwendet. Damit ist der Ansatz fundamental unterschiedlich zu den in die-
ser Arbeit und im Forschungsprojekt SoftRobot verfolgten Zielen.
Analog zu Veiga [265] wurde vom Autor dieser Dissertation eine service-
orientierte Architektur für die Fertigung von carbonfaserverstärktem Kunst-
stoff (CFK) evaluiert (vgl. [14, 15]). Dazu wurden in dem Forschungsprojekt
CFK-Tex [227] zwei Endeffektoren für das automatisierte Handhaben bzw.
Konfektionieren von Faserverbundhalbzeugen entwickelt. Die beiden Endef-
fektoren wurden in jeweils eine eigene Roboterzelle integriert. Die einzelnen
Systeme der Zelle, d. h. der Endeffektor, ein Industrieroboter, ein Lagersys-
tem und ein Cuttertisch, wurden über einen Web Service [42] angesteuert.
Durch die Windows Communication Foundation (WCF), eine serviceorien-
tierte Kommunikationsplattform für verteilte Anwendungen, wurden die
einzelnen Systeme über ihre Web Services integriert. Der Arbeitsablauf der
Zelle wurde folglich als eine Orchestrierung der Services realisiert. Aller-
dings ist in diesem Ansatz die Robotersteuerung unflexibel. Es können zwar
die Positionen für das Handhaben der Faserverbundhalbzeuge flexibel spe-
zifiziert werden, aber die meisten Bewegungen und Abläufe sind – analog
zu Veiga [265] – als Teil des Services fest programmiert. Einen ähnlichen An-
satz verfolgen auch Valera et al. [262]. Sie verwenden UPnP, um die Elemente
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einer Roboterzelle zu integrieren. Für die Programmierung haben sie eine
eigene graphische Sprache entwickelt.
Auch die Systems Modeling Language (SysML) wird vereinzelt zur Model-
lierung von Robotersystemen verwendet. So stellen Huckaby und Christen-
sen [130] die SysML als eine geeignete Modellierungssprache für die Robotik
vor. Durch ihre graphische und deskriptive Art eignet sie sich laut den Au-
toren gut, um komplexe Systeme akkurat zu beschreiben. Gleichzeitig kann
sie verwendet werden, um Informationen über Systeme zwischen verschie-
denen Stakeholdern zu kommunizieren. Zudem ist die SysML eine standar-
disierte Sprache mit einer formalen Semantik, was zu einer großen Verbrei-
tung in der Robotik führen kann. Weitere Vorteile sind einfache Verifikati-
on und Validierung von Robotersystemen durch die formale Semantik und
die Möglichkeit einer automatischen Quellcodegenerierung. Huckaby und
Christensen stellen beispielhaft dar, wie die SysML verwendet werden kann,
um robotergestützte Montageaufgaben zu modellieren vgl. [132]. Dabei wer-
den die notwendigen Fähigkeiten eines Robotersystems in einem Blockde-
finitionsdiagramm modelliert. Die Montageaufgabe wird als Sequenzdia-
gramm modelliert, wobei der Roboter, das Werkstückmagazin und eine Hal-
teeinrichtung Lebenslinien darstellen. Durch Nachrichten kann der Roboter
Fähigkeiten beim Werkstückmagazin oder der Halteeinrichtung anwenden.
Der Ansatz wurde anhand des Cranfield Assembly Benchmarks [128] und der
Montage von hölzernen Modellflugzeugen evaluiert. Insgesamt lässt sich
festhalten, dass die Modellierung der Montageaufgaben sehr einfach gehal-
ten ist. Insbesondere der Aufbau der Roboterzelle wird nur sehr abstrakt
durch die Lebenslinien der Sequenzdiagramme abgebildet. Zudem wird
nicht erklärt, wie die einzelnen Fähigkeiten parametrisiert und ausgeführt
werden. Auch die zu Beginn vorgestellten Vorteil der SysML werden bei dem
Beispiel nicht sichtbar.
Ohara et al. [199] verwenden ebenfalls SysML, um die Softwaremodule ei-
nes mobilen Roboters für Pick-and-Place-Aufgaben zu modellieren. Da in die-
sem Beispiel hauptsächlich Softwarekomponenten modelliert wurden, wur-
den die Besonderheiten von SysML kaum verwendet. Nur für einen Motor-
regler wurden der kontinuierliche Datenfluss zwischen Komponenten expli-
zit modelliert. Rahman et al. [225] stellen einen ähnlichen Ansatz für einen
mobilen Roboter vor. Ein weiteres Beispiel für die Verwendung von SysML
in der Robotik liefern Chhaniyara et al. [58]. Dabei wird SysML für ein ro-
botisches Weltraumsystem zur Wartung von Satelliten verwendet. Eine wei-
tergehende Modellierung und Strukturierung von Roboterzellen wurde –
soweit bekannt – in der Forschung bisher noch nicht betrachtet.

10B A U S T E I N E S E RV I C E O R I E N T I E RT E R R O B O T E R Z E L L E N
Bisher wurde die serviceorientierte Modellierung von Roboterzellen auf ei-
nem sehr hohen Abstraktionsniveau vorgestellt. Auf höchster Ebene wer-
den die Automatisierungsprozesse der Roboterzelle beschrieben. Dabei wer-
den nur die Handhabungsobjekte und Bauteile betrachtet. Jeder Prozess-
schritt stellt eine Handhabungs- oder Fertigungsfunktion dar, die das Bau-
teil räumlich oder physisch verändert. Bereitgestellt werden die notwendi-
gen Handhabungs- oder Fertigungsfunktion von aufgabenzentrierten Diens-
ten bzw. Task-level Services. Innerhalb eines solchen Dienstes findet eine ers-
te Verknüpfung zwischen der Handhabungs- bzw. Fertigungsfunktion und
dem ausführenden Werkzeug statt. Dieses Werkzeug ist dabei in der Regel
als Endeffektor am Flansch des Roboters montiert und kann von diesem so
bewegt werden.
Diese Tatsache wird jedoch innerhalb eines aufgabenzentrierten Dienstes
nicht berücksichtigt. Stattdessen werden die Abläufe und damit die Reali-
sierung der Handhabungs- bzw. Fertigungsfunktionen durch abstrakte Fä-
higkeiten des Werkzeugs beschrieben. Die konkrete Umsetzung dieser Fä-
higkeit wird an Services einer niedrigeren Abstraktionsebene ausgelagert.
Das bedeutet, dass erst innerhalb eines fähigkeitenzentrierten Dienstes bzw.
eines Skill-level Services die konkrete Umsetzung einer Fähigkeit implemen-
tiert ist. Dort findet erst die Verknüpfung zwischen Roboter und Werk-
zeug und folglich deren Programmierung statt. Skill-level Services können
damit als grundlegende Bausteine serviceorientierter Roboterzellen bezeich-
net werden. Infolgedessen leistet die Arbeit einen Beitrag zur Trennung von
Ablauf- und Bewegungsprogrammierung.
In Abschnitt 10.1 wird die Idee und die Funktionsweise fähigkeitenzen-
trierter Dienste vorgestellt. Dabei wird insbesondere auch das Zusammen-
spiel mehrerer Dienste anhand einer einfachen Pick-and-Place-Aufgabe be-
schrieben. Anschließend wird die Idee von Strategien in Abschnitt 10.2 er-
läutert. Bei Strategien handelt es sich um Programmfragmente, die eine Lö-
sungsmöglichkeit für eine Fähigkeit darstellen. Während in Abschnitt 10.3
Beispiele für fähigkeitenzentrierte Dienste vorgestellt werden, werden un-
terschiedliche Strategien für die Fähigkeit des Greifens in Abschnitt 10.4 er-
läutert. Das Kapitel endet in Abschnitt 10.5 mit einer Übersicht verwandter
Arbeiten, von denen die vorgestellten Ideen und Konzepte abgegrenzt wer-
den. Einige dieser Ideen und Konzepte wurden erstmals in [121] vorgestellt
und in [120] detailliert dargestellt.
10.1 skills : fähigkeiten als service
Als Fähigkeit oder Skill wurde in Kapitel 7 eine Tätigkeit definiert, die ein
Roboter und ein Werkzeug gemeinsam ausführen können. Dabei liegt der
Fokus auf dem Werkzeug, während der Roboter ausschließlich für die Be-
wegung, d. h. den Transport von Werkzeug oder Bauteil, zuständig ist. Ob-
wohl das Werkzeug die Tätigkeit nicht selbstständig ausführen kann, ist es
der Mittelpunkt einer Tätigkeit. Der Ablauf einer Roboterzelle lässt sich da-
mit deklarativ und schrittweise beschreiben, ohne dass Roboterbewegungen
im Detail betrachtet werden müssen. Vom Roboter und seinen Bewegungen
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Abbildung 10.1: Durch die Eingabeparameter (z. B. den Greifer und das zu greifende
Werkstück) leitet der Service den situativen Kontext her. Er kann da-
bei erkennen, ob und an welchem Roboter der Greifer montiert ist
bzw. wo sich das Werkstück befindet (z. B. in einer Kiste). Daraufhin
kann er entscheiden, durch welche Lösungsstrategie die Fähigkeit
am Besten umgesetzt wird.
kann auf dieser Ebene noch abstrahiert werden. Dadurch wird zwar eine
Trennung zwischen der Ablaufsteuerung und der eigentlichen Roboterpro-
grammierung erzwungen. Es erfolgt im Vergleich zu einer klassischen Robo-
tersteuerung aber kein Bruch (vgl. Kap. 3), da die Informationen und damit
das Wissen über die Fertigung durchgehend von oben nach unten propa-
giert werden.
Fähigkeiten werden in einer serviceorientierten Roboterzelle als Dienst
bereitgestellt und können so in Anspruch genommen werden. Da eine Fä-
higkeit in der Regel eine sehr abstrakte Beschreibung einer Tätigkeit dar-
stellt, kümmert sich der Dienst darum, wie diese Fähigkeit umgesetzt wird.
Die Fähigkeit definiert weitgehend das Resultat, d. h. was passieren muss,
jedoch nicht den Vorgang, d. h. wie die Tätigkeit passieren soll. Dementspre-
chend stellt – wie in Kapitel 7 definiert – ein Skill-level Service eine abstrakte
Fähigkeit eines Endeffektors für Objekte der Roboterzelle bereit und ent-
scheidet auf Grundlage der aktuellen Situation und des Kontextes, wie die
Fähigkeit konkret umgesetzt wird. Diese Rahmenbedingungen werden alsSituativer Kontext
situativer Kontext bezeichnet und können vom Service über das objektorien-
tierte Modell der Roboterzelle hergeleitet werden.
Dies ist in Abbildung 10.1 anhand eines Beispiels dargestellt. Der Gra-
spingService bietet für Greifer die Fähigkeit an, Gegenstände aufzunehmen.
Um diese Fähigkeit zu beschreiben, werden der Greifer als Subjekt oder
ausführendes Gerät und der Gegenstand als Objekt oder Ziel der Fähigkeit
benötigt. Infolgedessen bilden sie die Argumente des fähigkeitenzentrierten
Dienstes. Da sie als Teil der Roboterzelle mit anderen (physischen) Objekten
der Robotics API in Verbindung stehen, kann der Service von ihnen ausge-
hend den situativen Kontext inspizieren und herleiten. So kann der Service
den Roboter ausfindig machen, an dem der Greifer als Endeffektor montiert
ist. Gleichzeitig kann er feststellen, wo sich der zu greifende Gegenstand
befindet. Dies ist nicht nur geometrisch zu verstehen, sondern auch logisch.
Wie in Abbildung 10.1 dargestellt ist, kann der Service erkennen, dass sich
der Gegenstand geordnet in einer Kiste befindet, die auf der Werkbank steht,
auf der auch der Roboter montiert ist.
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Abbildung 10.2: Um eine einfache Pick-and-Place-Aufgabe zu realisieren, werden
zwei fähigkeitenzentrierte Dienste benötigt. Der GraspingService ist
dafür zuständig, den Gegenstand mit dem Greifer zu nehmen. An-
schließend wird der Gegenstand über den PlacingService wieder ab-
gelegt. Der TransferService ist für die beiden Transferbewegungen
innerhalb der Roboterzelle zuständig.
Das Greifen eines Gegenstand ist ein gutes Beispiel für eine abstrakte Fä- Abstrakte
Fähigkeitenhigkeit, die durch einen Greifer – in Kombination mit einem Manipulator –
ausgeführt werden kann. Das Resultat dieser Tätigkeit ist klar definiert: Der
Greifer hat den betreffenden Gegenstand fest gegriffen. Wie und wo er ihn
jedoch gegriffen hat, wird dabei nicht spezifiziert. Auch ist unklar, ob je-
de mögliche Greifpose geeignet ist, um den Fertigungsprozess erfolgreich
zu Ende zu bringen. Wenn der Gegenstand ungünstig gegriffen ist, kann
er bspw. nicht mehr in einen Werkstückträger eingelegt werden. Daher ist
der situative Kontext wichtig bei der konkreten Ausführung einer Tätigkeit.
Neben dem Greifen von Gegenständen ist auch das Ablegen der Gegenstän-
de eine Fähigkeit des Greifers, die als eigenständiger Dienst (PlacingService)
realisiert wurde. Dabei wird jedoch der Greifer zu Beginn nicht betrachtet,
sondern nur der abzulegende Gegenstand und dessen Ablegeposition, die
bspw. im Fall einer Kiste oder eines Werkstückträgers ebenfalls als Objekt
spezifiziert werden kann.
Durch einen GraspingService und einen PlacingService lässt sich eine einfa-
che Pick-and-Place-Aufgabe realisieren, die in Abbildung 10.2 als Sequenz-
diagramm dargestellt ist. Dabei wird zuerst ein Bauteil gegriffen und an-
schließend in einen Werkstückträger gelegt. Dabei fällt auf, dass sowohl das
Greifen als auch Ablegen eines Gegenstandes nicht als atomare Tätigkeit
modelliert sind. Stattdessen bestehen beide Fähigkeiten aus verschiedenen
Schritten, die nacheinander ausgeführt werden müssen. Diese feingranulare
Modellierung eröffnet mehr Möglichkeiten bei der Synchronisation von Tä-
tigkeiten, insbesondere wenn die Roboterzelle über mehrere Manipulatoren
verfügt.
174 bausteine serviceorientierter roboterzellen
Verteilt auf die beiden Skill-level Services untergliedert sich der Ablauf für
die Pick-and-Place-Aufgabe in insgesamt acht verschiedene Schritte. Dabei
werden die ersten vier Schritte durch den GraspingService ausgeführt. Sie
sind schematisch in Abbildung 10.3 dargestellt:
1. Durch die Methode approach wird der Greifer in der Nähe bzw. ober-
halb des zu greifenden Gegenstands positioniert.
2. Anschließend wird der Greifer über align an dem zu greifenden Ge-
genstand ausgerichtet. Von dort startet die eigentlich Greifbewegung.
3. Durch die Methode grasp wird der Gegenstand mit dem Greifer form-
oder kraftschlüssig gegriffen. Dabei findet zum ersten Mal eine Aktion
des Greifers statt. Zusätzlich kann eine Roboterbewegung geschehen.
4. Nachdem sich der Gegenstand im Greifer befindet wird dieser durch
die Methode retract von seiner aktuellen Position langsam entfernt. Da-
bei muss berücksichtigt werden, dass sich der Gegenstand evtl. in ei-
ner Vorrichtung (z. B. einer Kiste) befindet und von dort mit entspre-
chender Vorsicht entnommen werden muss.
Durch den GraspingService wurde der Gegenstand erfolgreich mit dem Grei-
fer gegriffen und gegebenenfalls aus seiner Vorrichtung entnommen (vgl.
Abschn. 9.4.2). Der Service ist ebenfalls dafür zuständig, dass das objektori-
entierte Modell der Roboterzelle aktualisiert wurde. Demnach befindet sich
auch das Softwareobjekt, das den Gegenstand repräsentiert, im Gripper.
Anschließend übernimmt der PlacingService, um den Gegenstand an der
Zielposition, d. h. in einer Kiste, abzulegen:
5. Analog zum GraspingService wird durch die Methode approach der Ge-
genstand und damit implizit der Greifer in der Nähe bzw. oberhalb
der Zielposition (d. h. der Kiste) positioniert.
6. Durch die Methode align wird der Gegenstand anschließend an der
Kiste ausgerichtet und damit sehr nahe an seine Zielposition gebracht.
7. Durch place wird der Gegenstand schließlich an der Zielposition frei-
gegeben und richtig positioniert. Analog zum GraspingService findet
hier die Aktion des Greifers statt.
8. Zum Schluss wird der Greifer durch die Methode retract vom Gegen-
stand und aus der Kiste entfernt. Dies muss mit entsprechender Vor-
sicht geschehen, um den Gegenstand nicht zu deplatzieren.
Der PlacingService ist ebenfalls dafür zuständig, dass das objektorientierte
Modell der Roboterzelle aktualisiert wird. Demnach befindet sich der Ge-
genstand im Modell der Roboterzelle in der Kiste.
Die beiden Dienste weisen Ähnlichkeiten auf, was die Methoden und Ab-
läufe betrifft. Dabei ist zu beachten, dass beide Annäherungsbewegungen,
die jeweils durch die Methode approach gestartet werden, nicht in die direkte
Zuständigkeit der Dienste fallen. Stattdessen übernimmt diese Bewegungen
ein weiterer Dienst, der TransferService (vgl. Abb. 10.3). Dadurch wird eine
klare Verteilung der Zuständigkeiten erreicht. Der GraspingService ist verant-Verteilung von
Zuständigkeiten wortlich für das Greifen von Gegenständen mithilfe eines Greifwerkzeugs.
Er kennt sowohl die Position, von der aus der Greifvorgang starten soll,
als auch die Position, an der sich der Greifer und der Gegenstand nach ei-
ner erfolgreichen Durchführung befinden. Der GraspingService kann vor der
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Abbildung 10.3: Um einen Gegenstand zu greifen, werden verschiedene Bewegun-
gen des Greifers benötigt, die schematisch dargestellt sind. Dabei
zeigt sich die unterschiedlichen Verantwortlichkeiten der Dienste.
Während der GraspingService für das eigentliche Greifen des Ge-
genstands zuständig ist, wird die komplexe Anfahrtsbewegung an
einen Service ausgelagert, der die Topologie der Zelle oder zumin-
dest die möglichen Pfade innerhalb der Zelle kennt.
Durchführung der Fähigkeit prüfen, ob alle notwendigen Vorbedingung er-
füllt sind, z. B. ob der Greifer noch keinen Gegenstand gegriffen hat. Dar-
über hinaus stellt er sicher, dass das objektorientierte Modell der Roboter-
zelle nach der erfolgreichen Durchführung der Fähigkeit aktualisiert ist. Er
kennt alle Daten, um den Greifvorgang zu parametrisieren, und weiß, wie
das Werkzeug und der Manipulator (mithilfe der Robotics API) angesteuert
werden.
Dagegen weiß der TransferService, wie er die Manipulatoren der Roboter-
zelle in dieser bewegen kann. Er kann dazu die Topologie der Zelle kennen
und mithilfe der in Abschnitt 6.5.3 vorgestellten kollisionsfreien Bahnpla-
nung Trajektorien berechnen. Die Trajektorien führen den Manipulator, des-
sen Werkzeug und ggf. einen gegriffenen Gegenstand sicher und ohne Kol-
lision durch die Zelle. Dies wird bspw. benötigt, um den Greifer oder den
Gegenstand vor dem Greifen bzw. Ablegen zu positionieren (vgl. Abb. 10.3).
Alternativ kennt der TransferService eine Menge von festen Trajektorien, die
ihm dasselbe, wenn auch weniger flexibel, erlauben. Somit ist der Trans-
ferService für große Transferbewegungen der Manipulatoren innerhalb der
Roboterzelle zuständig.
Die Struktur eines GraspingServices und eines PlacingServices ist in Abbil-
dung 10.4 dargestellt. Beide Skill-level Services sind als Schnittstellen defi-
niert, um eine Entkoppelung von ihrer Implementierung zu erreichen. In
Abbildung 10.4 ist ist auch das Zusammenspiel der beiden Dienste mit dem
bereits erwähnten TransferService zu erkennen. Während sowohl der Gra-
spingService als auch der PlacingService als fähigkeitenzentrierte Dienste auf
einem Werkzeug definiert sind, ist der TransferService zwar ebenfalls ein fä-
higkeitenzentrierter Dienst, der jedoch auf Manipulatoren definiert ist. Er
hat daher ein anderes Abstraktionsniveau. Da die Dienste intern einen Ab-
lauf verwalten, können sie gleichzeitig nur eine Fähigkeit ausführen. Aller-
dings können mehrere Dienste angefordert werden, sodass z. B. gleichzeitig
zwei Gegenstände mit zwei unterschiedlichen Greifern aufgenommen wer-
den können.



































Abbildung 10.4: Der GraspingService und der PlacingService sind als Schnittstellen de-
finiert. Ihre Implementierungen benötigen einen TransferService, um
Bewegungen innerhalb der Roboterzelle ausführen zu können. Um
konkrete Lösungsstrategien anbieten zu können, sind sie auf Stra-
tegyProvider angewiesen. Die Implementierung des TransferService
verwendet dementsprechend PathProvider.
Die Implementierungen aller in Abbildung 10.4 dargestellten Dienste be-Austauschbare
Fähigkeiten durch
Strategien
nötigen StrategyProvider bzw. PathProvider, um zu funktionieren. Während
ein fähigkeitenzentrierter Dienst nur abstrakt spezifiziert, dass er eine Fä-
higkeit umsetzen kann, stellt eine Strategie eine konkrete Lösung einer Fä-
higkeit dar. Es ist ein wiederverwendbares und flexibel parametrierbares
Programmfragment, das eine Fähigkeit auf eine bestimmte Art und Weise
realisiert. Welche Strategie gewählt werden soll, kann mithilfe des oben vor-
gestellten situativen Kontextes bestimmt werden. Dazu weiß jedes Bauteil
bzw. jeder zu bearbeitende Gegenstand, wann er wie gehandhabt bzw. bear-
beitet werden möchte. Das Wie bezieht sich dabei auf eine Strategie und das
Wann auf den situativen Kontext. Diese Informationen eines Objekts werden
von einem fähigkeitenzentrierten Dienst verwendet, um sie mit dem aktuel-
len Zustand der Roboterzelle zu vergleichen. Anschließend wird die richtige
Strategie ausgewählt, parametrisiert und ausgeführt. Dieses Vorgehen wird
detailliert im nächsten Abschnitt erläutert.
Zusammenfassend lässt sich festhalten, dass durch einen fähigkeitenzen-
trierten Dienst von der Roboterprogrammierung abstrahiert wird. Es wer-
den ausschließlich abstrakte Tätigkeiten beschrieben, die unterschiedlich
ausgeführt werden können. Damit wurde in dieser Arbeit eine Möglichkeit
geschaffen, dass eine allgemeine Beschreibung der Arbeitsabläufe innerhalb
einer Roboterzelle entstehen kann. Erst durch die Objekte, die gegriffen,
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bewegt oder bearbeitet werden, wird entschieden, wie die konkrete Umset-
zung aussieht. Dazu weiß jedes Objekt, wann es wie gegriffen, bewegt oder
bearbeitet werden möchte. Jeder fähigkeitenzentrierte Dienst ist für ein be-
stimmtes Werkzeug bzw. eine bestimmte Klasse von Werkzeugen konzipiert
(z. B. Greifer). Für jede Werkzeugklasse (z. B. Schweißbrenner oder Klebepis-
tole) kann es wiederum mehrere solcher Dienste geben, um alle Fähigkeiten
hinreichend abzudecken.
10.2 strategies : flexible und wiederverwendbare lösungen
Wie in Abbildung 10.4 gezeigt wurde, stützt sich die Implementierung eines
fähigkeitenzentrierten Dienstes auf Strategien ab. Das bedeutet, dass der
Dienst keine eigene Implementierung einer Fähigkeit besitzt. Stattdessen
wertet er den situativen Kontext anhand des objektorientierten Modells der
Roboterzelle aus und entscheidet, wie die Fähigkeit umgesetzt werden kann.
Die Umsetzung einer Fähigkeit wird in einer Strategie gekapselt..
Eine Strategy stellt in der Softwaretechnik ein Pattern dar, das von Gamma
et al. [97] wie folgt definiert wird:
“Define a family of algorithms, encapsulate each one, and
make them interchangeable. Strategy lets the algorithm vary in-
dependently from clients that use it.” [97]
Folglich stellt jede Fähigkeit eine neue Familie bzw. Menge von Algorith-
men dar. Im Rahmen der serviceorientierten Modellierung von Roboterzel-
len wird eine Strategie wie folgt definiert:
Definition 10.1. Eine Strategie (engl.: strategy) stellt eine konkrete Imple-
mentierung einer Werkzeugfähigkeit dar, die von einem Skill-level Service
verwendet werden kann. Um wiederverwendbar zu sein, ist eine Strategie
parametrierbar.
Damit definiert die Werkzeugfähigkeit die von Gamma et al. [97] beschrie-
bene Familie von Algorithmen. Jede konkrete Strategie kapselt eine eigene
Lösung dieser Fähigkeit. Dazu kann bspw. eine Schnittstelle oder abstrakte
Klasse verwendet werden, um die Methoden einer Fähigkeit zu definieren.
Dadurch sind die einzelnen Lösungen austauschbar und können bei Bedarf
bzw. Eignung angewandt werden.
So gibt es bspw. mehrere Möglichkeiten ein Bauteil mit einem Parallel-
greifer über den GraspingService aufzunehmen (vgl. Abschn. 10.4). Eine
einfache Strategie besteht darin, das Bauteil von einer gegebenen Richtung
anzufahren und es anschließend sowohl kraftschlüssig als auch von drei
Seiten formschlüssig zu greifen. Die Greifweite und -kraft ist dabei ebenso
einstellbar, wie die Anfahrtspunkte und die Greifposition. Eine Alternative
dazu stellt ein Greifen mit den Fingerspitzen dar. Hier wird das Bauteil aus-
schließlich kraftschlüssig zwischen die beiden Fingerspitzen geklemmt. Die-
se Strategie ist ebenfalls parametrierbar. Zusätzlich kann es deutlich komple-
xere Strategien geben, die bspw. die Kraftsensorik eines Manipulators oder
einer Kraftmessdose nutzen.
Jedoch ist es nicht ausreichend mit Strategien austauschbare und wieder- Das Objekt weiß, wie
es gegriffen wirdverwendbare Werkzeugfähigkeit zu haben. Zusätzlich muss definiert wer-
den, welche Strategie wann und mit welcher Parametrisierung angewandt
wird. Dabei übernimmt der fähigkeitenzentrierte Dienst die Auswahl und
Auswertung der Strategien mithilfe des situativen Kontextes. Allerdings
























Abbildung 10.5: Eine Strategy wird dem fähigkeitenzentrierten Dienst durch einen
StrategyProvider bereitgestellt. Die Auswahl der richtigen Strategie
und dessen Parametrierung wird über einen Descriptor durch das
Bauteil bestimmt.
kann er nicht entscheiden, welche Strategien geeignet sind. Dies wird statt-
dessen durch das betroffene Objekt vorgegeben. Es weiß, wie es gegriffen,
bewegt oder bearbeitet werden möchte. Daher ist in dem handzuhabenden
bzw. zu bearbeitenden Objekt gespeichert, unter welchen Rahmenbedingun-
gen welche Strategie mit welchen Parametern ausgewählt, instanziiert und
ausgeführt wird.
Das Zusammenspiel zwischen einem fähigkeitenzentrierten Dienst, einer
Strategien und dem (physischen) Objekt ist in Abbildung 10.5 anhand des
GraspingService dargestellt. Der Skill-level Service hat einen Greifer und
das zu greifende Objekt als Argumente seiner Methoden. Die Implemen-
tierung stellt über die GraspingService-Schnittstelle einen fähigkeitenzen-
trierten Dienst zur Verfügung. Um die entsprechende Funktionalität anbie-
ten zu können, benötigt die Implementierung ihrerseits einen oder mehrere
GraspingStrategyProvider. Diese werden ebenfalls als Service registriert
und können jeweils eine GraspingStrategy bereitstellen bzw. instanziieren.
Die Information, welche Strategie wann verwendet werden soll, ist über
eine Property (vgl. Abschn. 6.1) Bestandteil des zu greifenden Objekts. Für
den GraspingService existiert dazu die GraspingProperty, von der ein
PhysicalObject mehrere besitzen kann. Intern untergliedert sich eine sol-
che Eigenschaft in zwei Teile: den Descriptor und die Precondition. Der Des-Situative Auswahl
einer Strategie criptor definiert die zu verwendende Strategie und enthält alle notwendigen
Informationen, um die Strategie zu parametrisieren (z. B. den Greifpunkt
bezogen auf das Basiskoordinatensystem des Gegenstands). Die Preconditi-
on besteht aus einer Konjunktion mehrerer Prädikate, die jeweils auf einem
Argument des fähigkeitenzentrierten Dienstes (z. B. dem Greifer und den
zu greifenden Gegenstand) definiert sind und auf dem Modell der Robo-
terzelle ausgewertet werden. Dadurch kann man definieren, unter welchen
Bedingungen eine Strategie angewandt werden soll.
Für die Auswahl und Instanziierung einer Strategie geht ein fähigkeiten-
zentrierter Dienst wie folgt vor:
1. Zuerst werden alle zutreffenden Properties des PhysicalObjects er-
fasst (z. B. jede GraspingProperty im Fall des GraspingService).
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2. Daraufhin werden die Properties gefiltert, indem die Precondition aus-
gewertet wird. Falls die Precondition nicht gilt, wird die Property ver-
worfen. Im Fall des GraspingService wird eine Konjunktion zweier
Predicates ausgewertet, die über den Greifer bzw. dem zu greifenden
PhysicalObject definiert sind (vgl. Abb. 10.5).
3. Alle verbleibenden Properties werden nach ihrer Priorität sortiert.
Die Priorität ist Teil der Property und ermöglicht es, mehrere unter-
schiedlich gewichtete Strategien zu spezifizieren. Falls eine Strategie
momentan noch nicht oder nicht mehr verfügbar ist, kann eine Aus-
weichstrategie gewählt werden.
4. Anschließend wird der passende StrategyProvider für den Descriptor
mit der höchsten Priorität gesucht und die Strategie wird zu instanzi-
ieren versucht. Falls dies nicht möglich ist, wird der nächste Descriptor
ausgewählt und der Vorgang wiederholt.
Der letzte Vorgang kann bspw. scheitern, wenn die Strategie aktuell nicht
verfügbar ist oder der StrategyProvider aufgrund des aktuelle Zustands der
Roboterzelle die Strategie nicht für anwendbar hält (z. B. weil Aktuatoren
nicht über ausreichende Steueroperationen verfügen).
Nachdem eine passende Strategie gefunden und erfolgreich instanziiert
wurde, kann sie vom Skill-level Service ausgeführt werden. In der Regel
verfügt dazu jeder Dienst pro Strategie über eine interne Zustandsmaschi-
ne, die schrittweise abgearbeitet werden muss (vgl. Abschn. 10.3). Dadurch
wird sichergestellt, dass die Strategie in der richtigen Reihenfolge und voll-
ständig ausgeführt wird. Die Strategie definiert zusätzlich ihren Start- und
Endpunkt, d. h. sie definiert, an welcher Position sie den Endeffektor (z. B.
den Greifer) vor Anwendung der ersten Aktion erwartet. Diese Informati-
on wird vom Skill-level Service verwendet, um den Endeffektor über einen
TransferService (vgl. Abb. 10.5) an die gewünschte Position zu bringen. Der
Endpunkt einer Strategie ist wichtig, damit nachfolgende Skill-level Service
Transferbewegungen planen und ausführen lassen können.
Die oben erwähnten Preconditions oder Vorbedingungen ermöglichen es, Flexible
Auswahlkriteriendie richtigen Strategien für den entsprechenden situativen Kontext zu spezi-
fizieren. Sie bilden ein Auswahlkriterium, dass flexibel zu definieren ist und
dabei das objektorientierte Modell der Roboterzelle mit seinen geometri-
schen, topologischen und semantischen Informationen ausnutzt. Über den
Endeffektor lassen sich bspw. folgende Aussagen formulieren:
• Der Endeffektor ist von einem bestimmten Typ (d. h. er ist die Instanz
einer bestimmten Klasse) und besitzt einen festgelegt Namen.
• Der Endeffektor verfügt über eine bestimmte Menge von Steuerungs-
operationen, d. h. er verfügt über ein bestimmtes ActuatorInterface.
• Der Endeffektor ist an einem Roboter montiert, der bestimmte Eigen-
schaften aufweist (z. B. ist er von einem vorgegebenem Typ, hat einen
festgelegten Namen oder besitzt eine erforderliche Menge von Steue-
rungsoperationen).
Analog dazu lassen sich ebenfalls Aussagen über einen Gegenstand, d. h.
ein PhysicalObject, formulieren, wie zum Beispiel:
• Das Objekt besitzt einen bestimmten Typ (d. h. es ist die Instanz einer
bestimmten Klasse).
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• Das Objekt liegt in einem Werkstückträger, in einer Kiste oder auf
einem Tisch.
• Das Objekt ist aktuell von einem Greifer mit bestimmten Eigenschaf-
ten gegriffen.
Somit bieten die Preconditions und die verwendeten Prädikate ein mächtiges
Instrument, um Strategien zielgerichtet aber dennoch flexibel zu definieren.
Sie sind immer spezifisch für einen Skill-level Service und werden daher über
dessen Argumente ausgewertet.
Zusammenfassend lässt sich festhalten, dass Strategien wiederverwend-
bare Programmfragmente sind, die durch ihre Parametrisierung in unter-
schiedlichen Situationen flexibel eingesetzt werden können. Alle Informatio-
nen, um eine Strategie auszuwählen, zu konfigurieren und zu verwenden,
sind über einen Descriptor und Preconditions Bestandteil des Handhabungs-
objekts bzw. des Bauteils. Dadurch können die verwendeten Strategie eines
Bauteils direkt über das Bauteil verändert werden. Damit ebnet diese Arbeit
den Weg für eine bauteilzentrierte Adaption der Roboterzelle – selbst auf
unterster Ebene bei der Roboterprogrammierung (vgl. Kap. 11).
10.3 beispiele für fähigkeitenzentrierte dienste
Die Idee fähigkeitenzentrierter Dienste wurde in Abschnitt 10.1 vorgestellt.
In diesem Abschnitt werden insgesamt vier Skill-level Services vorgestellt,
die in der Factroy 2020 benötigt werden. In Abschnitt 10.3.1 wird zuerst
der GraspingService zum Greifer von Gegenständen detailliert vorgestellt.
Anschließend wird der PlacingService zum Ablegen vorher gegriffener
Gegenstände beschrieben. Die beiden Dienst wurden bereits früher als Bei-
spiele eingeführt und im folgenden Abschnitt zur Vollständigkeit detailliert
diskutiert. Zum Abschluss werden in Abschnitt 10.3.2 zwei Dienste für elek-
trische Schraubsysteme erläutert.
10.3.1 Greifen und Ablegen von Gegenständen
Der GraspingService ist ein fähigkeitenzentrierter Dienst, um einen Gegen-
stand (d. h. ein PhysicalObject) über einen mit zwei oder mehreren Fin-
gern ausgestatteten Greifer (d. h. einen Gripper) aufzunehmen und diesen
kraft- oder formschlüssig zwischen den Fingern zu halten. Diese Fähigkeit
benötigt mindestens einen Manipulator, um den Greifer zu dem Gegenstand
zu bewegen und eine passende Greifpose einzunehmen. Dies ist ein Ablauf,
der sich situativ unterscheiden kann. Daher gibt es unterschiedliche Stra-
tegien und Lösungsmöglichkeiten, um einen Gegenstand zu greifen. Diese
sind als GraspingStrategy gekapselt und können vom Service bei Bedarf
verwendet werden (vgl. Abschn. 10.4).
Die Struktur des GraspingService und seiner Implementierung ist in Ab-Erst greifen...
bildung 10.6 dargestellt. Strategien werden durch einen GraspingStrategy-
Provider als Service zur Verfügung gestellt. Zur Laufzeit informiert die
OSGi Service Platform die Implementierung des GraspingService über neue
Provider, woraufhin deren Strategien zur Verfügung stehen. Die Auswahl
einer GraspingStrategy erfolgt über eine GraspingProperty, die durch
einen Descriptor alle Parameter der Strategie enthält. Über eine Precondition
und Predicates werden zudem die notwendigen Vorbedingungen für die
Anwendung der Strategie deklariert.
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+getStrategy( item : PhysicalObject, gripper : Gripper, desc : GraspingDescriptor ) : GraspingStrategy
«service»
GraspingStrategyProvider

























Abbildung 10.6: Skill-level Service für das Greifen von Gegenständen: Die Fähigkeit
ist als Service öffentlich verfügbar. Die Implementierung verwen-
det eine GraspingStrategy für die Umsetzung der Fähigkeit. Diese
kann über als Dienst registrierte Provider bezogen werden.
Die Schnittstelle des GraspingService verfügt über vier Methoden, um
die einzelnen Schritte der Fähigkeit zu beschreiben und eine interne Zu-
standsmaschine anzusteuern. Dadurch wird ein korrekter Ablauf der Fähig-
keit sichergestellt. Für jede ausgeführte Fähigkeit existiert eine Zustandsma-
schine, die die Ausführung überwacht und steuert. Die Zustandsmaschine
ist in Abbildung 10.7 dargestellt. Innerhalb von Zuständen wird die Stra-
tegie in einer do-Methode ausgeführt. Dadurch kann der Zustand sowohl
im Fehlerfall frühzeitig als auch nach erfolgreicher Abarbeitung verlassen
werden. Dementsprechend gibt es für beide Fälle nachfolgende Zustände.
Durch den Aufruf der Methode approach wird die Zustandsmaschine ge-
startet und geht in Approaching über:
• Im Zustand Approaching wird der Gripper in die Nähe des zu grei-
fenden PhysicalObjects bewegt. Dabei definiert eine zuvor gewählte
GraspingStrategy den Zielpunkt der Bewegung. Geplant und aus-
geführt wird die Bewegung vom TransferService. Nach Abschluss der
Bewegung bzw. nach dem Beginn des letzten Bewegungsabschnittes
geht die Zustandsmaschine per completion event in Considered über.
Im Zustand Considered befindet sich der Gripper an dem durch die Stra-
tegie vorgegebenen Startpunkt. Daher kann durch den Aufruf der Methode
align der Greifvorgang gestartet werden und die Zustandsmaschine geht
nach Aligning über:
• Im Zustand Aligning wird der Gripper am zu greifenden Physical-
Object ausgerichtet. Dieser Vorgang wird durch die gewählte Strate-
gie ausgeführt. Daher bestimmt die Strategie bzw. deren Parametrie-
rung, wie der Greifer ausgerichtet wird. Nach Abschluss des Vorgangs
geht die Zustandsmaschine per completion event in Ready über.































Abbildung 10.7: Das interne Verhalten des Skill-level Services für das Greifen von Ge-
genständen kann als Zustandsmaschine implementiert werden. Die
farbliche Abstufung unterscheidet Fehler- und Wartezustände von
aktiven Zuständen, in denen Greifer und Manipulator innerhalb der
Strategie gesteuert werden.
Von dort aus kann der Gegenstand mit dem Greifer letztendlich gegriffen
werden. Daher geht die Zustandsmaschine nach dem Aufruf der Methode
grasp in den Zustand Grasping über:
• Im Zustand Grasping nimmt der Gripper das PhysicalObject kraft-
oder formschlüssig auf, wobei der Vorgang durch die gewählte Stra-
tegie ausgeführt wird. Zudem wird das vorhandene Placement zwi-
schen dem PhysicalObject und seiner Umgebung (z. B. einer Kiste)
aufgelöst und eine Connection mit dem Greifer hergestellt. Nach Ab-
schluss des Vorgangs geht die Zustandsmaschine per completion event
in Completed über.
Vom Zustand Completed aus kann durch den Aufruf von retract der letzte
Schritt des Greifens gestartet werden und die Zustandsmaschine geht nach
Retracting über:
• Im Zustand Retracting bewegt der Greifer bzw. der Manipulator
den Gegenstand aus seiner Umgebung (z. B. einer Kiste) in den frei-
en Raum der Roboterzelle, von wo aus bspw. eine Transferbewegung
folgen kann.
Diese Zustandsmaschine besitzt darüber hinaus Fehlerzustände, über die ei-
ne wiederholte Ausführung eines Schritts gestartet werden kann. Dies hängt
jedoch davon ab, ob die zugrunde liegende Strategie dies unterstützt. In
Abschnitt 10.4.2 wird bspw. eine robuste und fehlertolerante Greifstrategie
vorgestellt, die mithilfe von Sensoren erkennt, ob sie das Bauteil erfolgreich
gegriffen hat. Zudem kann das Verhalten des Dienstes, d. h. die Zustands-
maschine, direkt mithilfe einer grafischen Notation implementiert werden
(vgl. Abschn. 11.5).
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+getStrategy( target : PhysicalObject, item : PhysicalObject, desc : PlacingDescriptor ) : PlacingStrategy
«service»
PlacingStrategyProvider

























Abbildung 10.8: Skill-level Service für das Ablegen von Gegenständen: Die Fähigkeit
ist als Service öffentlich verfügbar. Die Implementierung verwen-
det eine PlacingStrategy für die Umsetzung der Fähigkeit. Diese
kann über als Dienst registrierte Provider bezogen werden.
Nachdem ein Gegenstand mithilfe des GraspingServices von einem Grei- ... und dann ablegen
fer aufgenommen wurde, ist er im objektorientierten Modell der Roboterzel-
le über eine Relation mit dem Greifer verbunden. Das heißt, dass anschlie-
ßend ein anderer Dienst den Gegenstand und damit den Greifer und dessen
Manipulator weiterverwenden kann, um den Gegenstand gezielt abzulegen
oder in einer Vorrichtung einzusetzen. Ein Beispiel für einen solchen Dienst
stellt der PlacingService dar. Er ist ein fähigkeitenzentrierter Dienst, um
einen mit einem Gripper gehaltenen Gegenstand an einer Zielposition abzu-
legen. Die Zielposition kann entweder als PhysicalObject (z. B. ein Tisch)
definiert oder durch Angabe eines Koordinatensystem weiter spezifiziert
werden. Da das Ablegen eines Gegenstands ebenfalls ein Ablauf ist, der
sich situativ unterscheiden kann, gibt es unterschiedliche Strategien und
Lösungsmöglichkeiten, um einen vorher gegriffenen Gegenstand abzulegen.
Diese sind als PlacingStrategy gekapselt und können vom Service bei Be-
darf verwendet werden.
Die Struktur des PlacingService ist in Abbildung 10.8 dargestellt. Stra-
tegien werden ebenfalls als Service durch einen PlacingStrategyProvider
zur Verfügung gestellt. Die Auswahl einer PlacingStrategy erfolgt wieder-
um über eine PlacingProperty, die durch einen Descriptor die notwendi-
gen Parameter der Strategie enthält. Über eine Precondition und Predica-
tes werden zudem die Vorbedingungen für die Anwendung der Strategie
deklariert. In Abbildung 10.8 sind vier Methoden des PlacingService dar-
gestellt, welche die einzelnen Schritte der Fähigkeit beschreiben. Analog
zum GraspingService steuern diese Methoden eine interne Zustandsma-
schine an, um einen korrekten Ablauf der Fähigkeit sicherzustellen. Die
Zustandsmaschine des PlacingServices ist analog zur Zustandsmaschine
des GraspingServices aufgebaut (vgl. Abb. 10.7). Allerdings verwendet sie
eine PlacingStrategy, um die einzelnen Schritte zu realisieren.
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+getStrategy( bolt : Bolt, screwdriver : ScrewDriver, desc : BoltLooseningDescriptor ) : BoltLooseningStrategy
«service»
BoltLooseningStrategyProvider

























Abbildung 10.9: Skill-level Service für das Lösen einer Schraube: Die Fähigkeit ist als
Service öffentlich verfügbar. Die Implementierung verwendet eine
BoltLooseningStrategy für die Umsetzung der Fähigkeit. Diese
kann über als Dienst registrierte Provider bezogen werden.
10.3.2 Lösen und Anziehen von Schrauben
Der BoltLooseningService ist ein fähigkeitenzentrierter Dienst, um mit ei-
nem am Roboterflansch montierten ScrewDriver eine Schraube zu lösen.
Der ScrewDriver ist ein Device der Robotics API und repräsentiert ein
elektrisches Schraubsystem (vgl. Kap. 8). Zudem sind Schrauben durch die
Klasse Bolt und Gewinde durch die Klasse Hole mithilfe der Robotics API
modelliert. Die Fähigkeit des Lösens von Schrauben benötigt mindestens
einen Manipulator, um den ScrewDriver zur Schraube zu bewegen. Insbe-
sondere das Aufnehmen einer Schraube ist ein Vorgang, der sich situativ
unterscheiden kann. Daher gibt es unterschiedliche Lösungsmöglichkeiten,
um einen Schraube zu lösen. Diese sind als eigene Strategie gekapselt und
können vom Dienst bei Bedarf verwendet werden.
Die Struktur des BoltLooseningServices ist in Abbildung 10.9 darge-Lösen einer Schraube
stellt. Die Schnittstelle des Dienstes verfügt über fünf Methoden, um die
Schritte der Fähigkeit zu beschreiben und eine interne Zustandsmaschine
anzusteuern. Dabei fällt auf, dass sich die Dienste ähnlich sind. Sie verfü-
gen über einen verwandten Ablauf, der sich letztendlich über die werk-
zeugspezifischen Aktionen unterscheidet. Diese Ähnlichkeit ermöglicht es
unter anderem, die Abläufe einer Roboterzelle zu gliedern und somit eine
Trennung zwischen dem Arbeitsabläufen einer Roboterzelle und der eigent-
lichen Roboter- und Werkzeugprogrammierung zu erreichen.
Die in Abbildung 10.10 dargestellte Zustandsmaschine wird durch den
Aufruf der Methode approach gestartet und geht in Approaching über:
• Im Zustand Approaching wird der ScrewDriver in die Nähe der
Schraube bewegt. Dabei definiert die zuvor ausgewählte Strategie den
Zielpunkt dieser Bewegung. Geplant und ausgeführt wird die Bewe-
gung vom TransferService. Nach Abschluss der Bewegung bzw. nach
dem Beginn des letzten Bewegungsabschnittes geht die Zustandsma-
schine per completion event in Considered über.

















approach( bolt : Bolt, screwdriver : ScrewDriver )
Abbildung 10.10: Das interne Verhalten des Skill-level Services für das Lösen einer
Schraube kann als Zustandsmaschine implementiert werden. Die
farbliche Abstufung unterscheidet Wartezustände von aktiven Zu-
ständen, in denen Schraubsystem und Manipulator innerhalb der
Strategie gesteuert werden. Fehlerfälle werden aus Gründen der
Übersichtlichkeit hier nicht dargestellt.
Im Zustand Considered befindet sich der ScrewDriver an dem von der
Strategie vorgegebenen Startpunkt. Daher kann durch den Aufruf der Me-
thode align der nächste Vorgang gestartet werden und die Zustandsmaschi-
ne geht in Aligning über:
• Im Zustand Aligning wird der ScrewDriver an der Schraube aus-
gerichtet. Dieser Vorgang wird durch die gewählte Strategie ausge-
führt. Daher bestimmt die Strategie bzw. deren Parametrierung, wie
der ScrewDriver ausgerichtet wird. Nach Abschluss des Vorgangs
geht die Zustandsmaschine per completion event in Ready über.
Von dort aus kann der Bit des ScrewDrivers schließlich in die Schraube
eingesetzt werden. Daher geht die Zustandsmaschine nach dem Aufruf der
Methode mount in Mounting über:
• Im Zustand Mounting wird der Bit des ScrewDrivers in die Schrau-
be geführt, wobei der Vorgang durch die gewählte Strategie ausge-
führt wird. Es wird eine Connection zwischen ScrewDriver und
Bolt hergestellt. Nach Abschluss des Vorgangs geht die Zustandsma-
schine per completion event in Mounted über.
Vom Zustand Mounted aus kann durch den Aufruf der Methode loosen das
Lösen der Schraube gestartet werden. Die Zustandsmaschine geht in den
Zustand Loosening über:
• Im Zustand Loosening wird die Schraube aus ihrem bisherigen Ge-
winde gelöst. Nach Abschluss des Vorgangs geht die Zustandsmaschi-
ne per completion event in Completed über.
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+getStrategy( hole : Hole, bolt : Bolt, desc : BoltTighteningDescriptor ) : BoltTighteningStrategy
«service»
BoltTighteningStrategyProvider
























Abbildung 10.11: Skill-level Service für das Festziehen einer Schraube: Die Fähigkeit
ist als Service öffentlich verfügbar. Die Implementierung verwen-
det eine BoltTighteningStrategy für die Umsetzung der Fähig-
keit. Diese kann über als Dienst registrierte Provider bezogen wer-
den.
Vom Zustand Completed aus kann mit Aufruf der Methode retract der letz-
te Schritt gestartet werden. Dementsprechend geht die Zustandsmaschine
in Retracting über:
• Im Zustand Retracting wird die Schraube und das Schraubsystem
durch den Manipulator vom Gewinde in den freien Raum der Robo-
terzelle bewegt, von wo aus bspw. eine Transferbewegung folgen kann.
Der Vorgang wird ebenfalls durch die gewählte Strategie ausgeführt.
Zusätzlich existiert mit dem BoltTighteningService ein fähigkeitenzen-Festziehen einer
Schraube trierter Dienst, um mit einem am Roboterflansch montierten ScrewDriver
eine Schraube in ein Gewinde einzusetzen und anzuziehen. Dabei muss die
Schraube (Bolt) bereits vom Schraubsystem (ScrewDriver) aufgenommen
sein. Um dann die Schraube und damit das Schraubsystem zum Gewinde
(Hole) zu bewegen, ist ein Manipulator notwendig. Insbesondere das Ein-
setzen einer Schrauben ist ein Vorgang, der sich situativ unterscheiden kann.
Daher gibt es unterschiedliche Lösungsmöglichkeiten, um einen Schraube
festzuziehen, die wiederum als Strategie gekapselt sind (vgl. Abb. 10.11).
Der Ablauf und die Zustandsmaschine sind sehr ähnlich zum BoltLoo-
seningService und dessen in Abbildung 10.10 dargestellter Zustandsma-
schine. Das bedeutet, dass am Anfang die Schraube und damit implizit das
Schraubsystem in die Nähe des Gewindes bewegt wird. Anschließend wird
die Schraube am Gewinde ausgerichtet. Die Zustandsmaschine befindet sich
dann ebenfalls in einem Zustand Ready. Nach dem Aufruf der Methode in-
sert geht diese jedoch in dem Zustand Inserting über:
• Im Zustand Inserting wird die Schraube in das Gewinde geführt,
wobei der Vorgang durch eine zuvor gewählte Strategie ausgeführt
wird. Nach Abschluss des Vorgangs geht die Zustandsmaschine per
completion event in Inserted über.
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Von diesem Zustand aus kann durch den Aufruf der Methode tighten das
Festziehen der Schraube gestartet werden. Die Zustandsmaschine geht dazu
in Tightening über:
• Im Zustand Tightening wird die Schraube in dem Gewinde mit ei-
nem definierten Drehmoment festgezogen. Danach geht die Zustands-
maschine per completion event in Completed über.
Ab dem Zustand Completed sind die Transitionen wieder identisch, d. h.
durch den Aufruf der Methode retract wird der letzte Schritt gestartet. Da-
bei wird ScrewDriver durch den Manipulator von der Schraube gelöst und
in den freien Raum der Roboterzelle bewegt, von wo aus bspw. eine Trans-
ferbewegung folgen kann.
10.4 beispiele für strategien
Im vorherigen Abschnitt wurden unterschiedliche Services für Fähigkeiten,
d. h. Skill-level services, vorgestellt. Diese verwenden den situativen Kontext
und die in den Objekten enthaltenen Informationen, um die bestmögliche
Lösung zu finden und anzuwenden. Diese Lösungen sind als Strategy in
Form eines parametrierbaren Programmfragments implementiert. Eine Stra-
tegie für die Umsetzung einer Fähigkeit ist die feinste Granularität einer
serviceorientierten Roboterzelle. Dementsprechend findet innerhalb einer
Strategie die Werkzeug- und Roboterprogrammierung statt, von der bisher
abstrahiert werden konnte. In diesem Abschnitt werden unterschiedliche
Strategien für das Greifen von Bauteilen mithilfe eines Parallelgreifers vor-
gestellt. Dabei werden die geometrischen Merkmale des Greifer bzw. des
Bauteils verwendet, um eine möglichst hohe Wiederverwendbarkeit zu ge-
währleisten. Spezifische Informationen, die nicht aus den Merkmalen abge-
leitet werden können, sind Teil der Parametrisierung der Strategie.
Zu Beginn wird in Abschnitt 10.4.1 ein Ablauf einer einfachen Greifstrate-
gie vorgestellt, der generisch parametrisiert und einfach angepasst werden
kann. Mithilfe dieses Ablaufs lässt sich ein formschlüssiges Greifen eines
Bauteils realisieren. Zudem kann durch eine Anpassung der Ablauf zum
Greifen eines Bauteils mit den Fingerspitzen des Greifers verwendet wer-
den. In Abschnitt 10.4.2 wird eine robuste Strategie vorgestellt, die fehlerhaf-
te Greifversuche mittels Sensorik erkennt und den Greifvorgang optimiert
wiederholt. Die beiden Strategien zeigen, dass durch den in dieser Arbeit be-
schriebenen Ansatz eine greifer- und roboterunabhängige Programmierung
möglich ist.
10.4.1 Einfache Greifstrategien
In Listing 10.1 ist eine einfache Greifstrategie als Programmfragment ab-
gedruckt. Die Strategie verwendet einen ParallelGripper, der an einem
RobotArm montiert ist und folglich über diesen bewegt werden kann. An-
gesteuert werden beide Geräte über jeweils ein ActuatorInterface, das
passend konfiguriert ist (vgl. Abschn. 5.5). Für den RobotArm wird ein als
motions bezeichnetes MotionInterface verwendet, das sowohl PTP-Bewe-
gungen als auch lineare Bewegungen erlaubt. Der Greifer wird über ein als
actions bezeichnetes GraspingInterface geöffnet bzw. geschlossen.
Der Ablauf ist einfach gehalten und startet an einer initialen Postion, an Generischer Ablauf
die der Greifer bereits über einen TransferService bewegt wurde. In der
Methode align wird der Greifer in Zeile 5 als erstes zu einer Vorposition
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// Align with work-piece
public void align() throws RoboticsException {
// move MCP to pre-grasping position
Frame preGraspingPosition = graspingPosition.plus(preGraspingOffset);
5 motions.ptp(preGraspingPosition).beginExecute();
// preposition gripping fingers
actions.preposition(initialWidth).execute();
// move MCP to grasping position
motions.lin(graspingPosition).execute();
10 }
// Grasp the work-piece
public void grasp() throws RoboticsException {
// close gripper
15 actions.grasp(graspingWidth).execute();
// add a new connection between gripper and item
addConnection(item, gripper);
// find and remove the placement to the environment
removePlacement(item);
20 }
// Retract with work-piece
public void retract() throws RoboticsException {
// move MCP to post-grasping position
25 Frame postGraspingPosition = graspingPosition.plus(postGraspingOffset);
motions.lin(postGraspingPosition).beginExecute();
// move MCP to the strategy’s final position
motions.ptp(finalPosition).beginExecute();
} 
Listing 10.1: Generische Strategie für das Greifen eines Gegenstands. Die Strategie
kann allgemein parametriert werden und dadurch die geometrischen
Merkmale des Bauteils und des Greifers berücksichtigen.
(preGraspingPosition) bewegt. Dabei werden die Greiferbacken ebenfalls vor-
positioniert (vgl. Zeile 7). Anschließend wird der Gegenstand in Zeile 9 mit
einer linearen Bewegung angefahren. In der Methode grasp wird der Grei-
fer geschlossen und das Modell der Roboterzelle aktualisiert. Zum Schluss
wird der Greifer mit dem Gegenstand in einer definierten Richtung linear
zur Nachposition (postGraspingPosition) in den freien Raum bewegt (vgl. Zei-
le 26). Von dort wird in Zeile 28 eine PTP-Bewegung zur finalen Position
gestartet und die Strategie wird beendet.
Die Strategie ist generisch gestaltet, um alle Einflussfaktoren anzupassen.
Dazu gehören die eigentliche Greifposition (graspingPostion), die Vor- und
Nachposition des Greifens sowie die Anfangs- und Endposition der Stra-
tegie (initialPosition bzw. finalPosition). Auch die Greifparameter (z. B. die
Öffnungsweite der Backen oder die Greifkraft) sind flexibel. Die Parameter
eine Strategie können zudem unterschiedlich hergeleitet werden. Jeder Stra-
tegyProvider kann mehr als einen Descriptor akzeptieren, um die jeweilige
Strategie zu instanziieren und zu parametrieren. So kann bspw. die Greifpo-
sition der oben vorgestellten Strategie auf unterschiedliche Arten hergeleitet
werden:
• Direkte Angabe eines (eingelernten) Koordinatensystems (d. h. eine
Instanz der Klasse Frame) als Bestandteil des Descriptors.





























Abbildung 10.12: Die Greifstrategie kann unterschiedlich parametriert werden. Der
generelle Ablauf ist davon jedoch nicht betroffen. Die Parameter
sind als Descriptor über eine GraspingProperty ein Teil des zu
greifenden Gegenstands.
• Angabe einer Transformation (d. h. eine Instanz der Klasse Transfor-
mation), die relativ zum Basiskoordinatensystems oder eines ande-
ren Koordinatensystems des Gegenstands die erwünschte Greifpositi-
on beschreibt.
Letztendlich befindet sich die Strategie damit auf der unteren Abstraktions-
ebene der Arm-zentrierten Programmierung (vgl. Kap. 7). Dieses Niveau
wird jedoch erst bei der Ausführung erreicht. Bis zur Instanziierung und
Parametrierung der Strategie wird eine höhere Abstraktionsebene erhalten.
Dies zeigt sich auch bei der Spezialisierung der oben vorgestellten (ab-
strakten) Strategie. In Abbildung 10.12 wird gezeigt, wie die abstrakte Stra-
tegie in zwei konkrete Strategien verfeinert wird. Während die FormFit-
GraspingStrategy ein Bauteil formschlüssig greift, wird bei der FingerTip-
GraspingStrategy der Gegenstand nur mit den Spitzen des Greifers aufge-
nommen. Der Unterschied zwischen den beiden Strategien ist schematisch
in Abbildung 10.13 dargestellt. Dabei fällt auf, dass sich die Greifposition
einmal auf der Oberseite und einmal auf der Unterseite des Werkstückes
befindet. Die Position wird spezifisch für eine Strategie über den Descrip-
tor und damit über das Bauteil definiert. Außerdem unterscheiden sich die
beiden Strategien von der Wahl des Bezugpunktes am Greifer. Beim form-
schlüssigen Greifen wird ein Koordinatensystem auf der Kontaktfläche des
Greifers gewählt. Beim Greifen mit den Fingerspitzen dagegen, ist der re-
levante Bezugspunkt ein Koordinatensysteme in der Mitte zwischen den
Enden der Greiferbacken.
Beides sind geometrische Merkmale des verwendeten Greifers und müs-
sen daher über den Greifer definiert bzw. berechnet werden. Die Strategie
ist dadurch unabhängig von der Gestaltung des Greifers und seiner geo-
metrischen Merkmale, berücksichtigt diese aber durch die objektorientierte
Modellierung des Greifers. Bisher wurde der Bezugspunkt des Greifens in
der abstrakten Strategie in Listing 10.1 nicht explizit aufgeführt. Der Bezugs-
punkt entspricht dem Motion Center Point (MCP) des Roboters bzw. seiner
Bewegungen. Der MCP definiert den Punkt am Flansch, der am Ende einer
Bewegung mit der Zielposition in Übereinstimmung ist. Das bedeutet, dass
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(a) Vor dem Greifen (b) Nach dem Greifen
(c) Vor dem Greifen (d) Nach dem Greifen
Abbildung 10.13: Gegenüberstellung unterschiedlicher Greifstrategien: In (a) und (b)
wird der Gegenstand formschlüssig auf der Oberseite gegriffen.
Dagegen wird der Gegenstand in (c) und (d) nur mit den Finger-
spitzen gegriffen. Die beiden Greifstrategien sind schematisch mit
den betreffenden Koordinatensystemen vor und nach dem Greifen
dargestellt. Das Kreuz symbolisiert die Höhe der Greifposition, die
über einen Descriptor sowohl strategie- als auch bauteilspezifisch
konfiguriert wird.
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1 // Calculate the MCP for the FingerTipGraspingStrategy
protected Frame calculateMotionCenterPoint() throws RoboticsException {
// get the center between the fingers
Frame center = gripper.getFingerCenter();
6 // get the first finger’s tip frame
GrippingFinger finger0 = gripper.getBaseJaw(0).getMountedFinger();
Frame tipFrame0 = finger0.getTipFrame();
// get the second finger’s tip frame
11 GrippingFinger finger1 = gripper.getBaseJaw(1).getMountedFinger();
Frame tipFrame1 = finger1.getTipFrame();
// check the displacement
Vector t0 = center.getTransformationTo(tipFrame0).getTranslation();
16 Vector t1 = center.getTransformationTo(tipFrame1).getTranslation();
if(t0.getZ() != t1.getZ())
throw new RoboticsException("Finger length must be equal . ")
21 // calculate and return the MCP
Frame tipCenter = center.plus(0, 0, t0.getZ());
return tipCenter;
} 
Listing 10.2: Berechnung des Bezugspunkts für Greifen mit den Fingerspitzen. Der
Bezugspunkt kann über die geometrischen Merkmale des verwendeten
Parallelgreifers berechnet werden (vgl. Abb. 10.13 (c)) und ist
gleichzeitig der MCP der Roboterbewegungen.
beide in Abbildung 10.12 dargestellten Strategien, den MCP unterschiedlich
berechnen. Die Berechnung erfolgt dabei jedoch immer relativ zum Greifer
bzw. zu dessen geometrischen Merkmalen.
Da bei der FormFitGraspingStrategy formschlüssig gegriffen werden Fest umgreifen oder...
soll, müssen die Greiferbacken den Gegenstand möglichst gut umschließen.
Dies kann im einfachsten Fall erreicht werden, indem man die beiden Grei-
ferbacken und die zum Greifer zeigende Fläche über drei Koordinatensys-
teme modelliert (vgl. Abb. 10.13 (a) bzw. (b)). Beide Greiferbacken verfü-
gen jeweils bereits über ein Koordinatensystem, das die Kontaktstelle mit
dem Gegenstand approximiert. Diese beiden Koordinatensysteme werden
bei der Einstellung der Öffnungsweite des Greifers bereits berücksichtigt
(vgl. Lst. 10.1). Daher ist es ausreichend, den contactFrame des Greifers rich-
tig zu positionieren. Folglich wird dieser Frame einfach als MCP verwendet.
Für die FingerTipGraspingStrategy dagegen müssen die Spitzen der ... oder nur mit den
FingerspitzenGreiferbacken richtig positioniert werden (vgl. Abb. 10.13 (c) bzw. (d)). Da-
zu wird der MCP in die Mitte zwischen beiden Greiferenden gelegt. In Lis-
ting 10.2 ist aufgeführt, wie sich der MCP aus dem Greifer bzw. den Grei-
ferbacken berechnet. Jeder GrippingFinger verfügt über einen Frame, der
einen Punkt an der Spitze repräsentiert (vgl. Zeilen 8 und 12). Daraus wird
in Zeile 22 ein Punkt berechnet, der zwischen den beiden Spitzen liegt. Zur
Sicherheit wird in den Zeilen 15 bis 19 überprüft, ob beide Greiferbacken
gleich lang sind.
Die beiden Strategien haben gezeigt, dass es möglich ist, generische Pro-
grammfragmente für eine Werkzeugfähigkeit zu entwickeln. Die Parameter
der Strategien sind entweder über eine GraspingProperty Teil des zu grei-
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(a) Erfolgreiche Anfahrt (b) Kontakt einer Greiferbacke
Abbildung 10.14: Falls der zu greifende Gegenstand nicht an der vorgegebenen Po-
sition ist, kann der Greifversuch, insbesondere das Ausrichten des
Greifers an dem Gegenstand, scheitern. Während in (a) ein erfolg-
reicher Versuch schematisch dargestellt ist, berührt in (b) ein Grei-
ferbacke den Gegenstand und lässt den Versuch fehlschlagen.
fenden Gegenstands oder können aus diesem abgeleitet werden. Auch die
geometrischen Merkmale des Greifers sind bei der Parametrierung relevant
und ermöglichen es, dass eine Strategie ohne programmatische Änderung
für unterschiedliche Greifer genutzt werden kann (vgl. Abschn. 11.4).
10.4.2 Fehlertolerante Greifstrategien
Die beiden vorgestellten einfachen Greifstrategien sind darauf ausgerich-
tet, dass sie einen Gegenstand an exakt der vorgegebenen Position greifen
können. Der Unterschied zwischen den beiden Strategien liegt ausschließ-
lich in der Wahl des Bezugspunktes bzw. des MCPs. Der generelle Ablauf
ist identisch und basiert auf der Angabe einer Greifposition. Allerdings
kann es bspw. aufgrund von Toleranzen oder Ungenauigkeiten (insbeson-
dere die Absolutgenauigkeit von Robotern) dazu kommen, dass sich der
Gegenstand nicht exakt an der vorgegebenen Position befindet. Diese Ab-
weichungen können durch Sensorik festgestellt und evtl. korrigiert werden.
Dementsprechend kann man durch den Einsatz von Sensorik eine robuste
Strategie entwickeln, die ein fehlertolerantes Greifen ermöglicht.
Bisher wurden quaderförmige Gegenstände mithilfe eines ParallelgreifersErkennen von
Fehlern und seiner beiden Greiferbacken aufgenommen. Dazu wird der Greifer bzw.
dessen Greiferbacken am Gegenstand ausgerichtet (vgl. Abb. 10.14 (a)). Falls
sich der zu greifende Gegenstand nicht an der vorgegebenen Position befin-
det, kann der Greifer den Gegenstand beim Anfahren bzw. Ausrichten mit
seinen Greiferbacken berühren und dort hängen bleiben (vgl. Abb. 10.14 (b)).
Dies würde im schlimmsten Fall zum Aufbau einer undefinierten Kraft füh-
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ren und der Manipulator würde die Bewegung mit einem Fehler abbrechen.
Ein definiertes Greifen des Gegenstands ist nicht möglich.
Ein weiteres Problem tritt auf, falls der Gegenstand zu weit von der vor-
gegebenen Position abweicht . Die bisher vorgestellten Strategien würden
den Greifer trotzdem an die vorgegebene Position bewegen und versuchen,
den Gegenstand dort zu greifen. Wenn die Greiferbacken den Gegenstand
umschließen, kann der Vorgang erfolgreich erscheinen, da der Greifer einen
Kontakt seiner Greiferbacken innerhalb der vorgegebenen Öffnungsweite
registiert. Allerdings wurde die Greifposition nicht exakt erreicht und die
aufgebaute geometrische Beziehung zwischen Greifer und Gegenstand ist
fehlerhaft. Mithilfe kraftüberwachter Bewegungen kann der Greifer über
einen physischen Kontakt mit dem Werkstück die optimale Greifposition er-
reichen. In (vgl. Abb. 10.14 (a)) fährt der Greifer bspw. bis zum Kontakt mit
dem Bauteil nach unten und gleicht damit die Unsicherheit in einer Dimen-
sion aus. Demzufolge kann eine fehlertolerante Greifstrategie die optimale
Greifposition trotz Ungenauigkeiten und Toleranzen erreichen.
Insgesamt lässt sich die Problemstellung auf das inverse Bolzen-in-Öff-
nung-Problem [270] (engl.: Peg-in-Hole-Problem) zurückführen. Dabei ist der
Greifer mit seinen Greiferbacken die Öffnung, die in den Bolzen, d. h. den zu
greifenden Gegenstand, einzuführen ist. In der entwickelten Greifstrategie
werden kraftüberwachte Bewegungen verwendet, um die Greiferbacken er-
folgreich in den Gegenstand einzuführen. Die Bewegungen werden über ein
CompliantMotionInterface bereitgestellt. Für dieses MotionInterface
gibt es bspw. eine Implementierung, welche die internen Drehmomentsen-
soren des KUKA Leichtbauroboters benutzt (vgl. Abschn. 6.4.3). Damit ist
es möglich lineare Bewegungen zu definieren, die beim Überschreiten einer
maximalen Kraft bzw. eines maximalen Drehmoments beendet werden, wo-
bei sich der Roboter in der nachgiebigen Impedanzregelung befindet. Der
Frame, in dem die Kräfte und Drehmomente gemessen werden, kann be-
liebig in Bezug zum Roboterflansch gewählt werden und wird als Center of
Compliance bezeichnet.
In Abbildung 10.15 sind schematisch die Bewegungsrichtungen der Greif- Optimale
Greifposition findenstrategie dargestellt. Der Greifer wird vom nachgiebigen Manipulator in
Richtung der Z-Achse des Kontaktkoordinatensystems linear zu dem Ge-
genstand bewegt. Diese Bewegung endet, sobald eine definierte Kontakt-
kraft erreicht wird. Anschließend wird die Kraft abgebaut und der Greifer
linear in Richtung der X-Achse bewegt. Nachdem diese Bewegung ebenfalls
mit dem Erreichen einer Kontaktkraft endet, hat der Greifer die Greifpositi-
on erfolgreich eingenommen. Folglich wird die optimale Greifposition von
zwei Kontaktflächen definiert.
Der oben geschilderte Ablauf betrachtet nur den erfolgreichen Fall, indem
der Gegenstand zum Schluss optimal erreicht wird. Allerdings wurden in
dieser Strategie auch mögliche Fehlerfälle definiert, die über die Sensorik
erkannt werden. Daraufhin kann die Situation analysiert und die Strategie
adaptiert werden. Dadurch entsteht eine robuste Strategie, die ein fehlerto-
lerantes Greifen ermöglicht. Dementsprechend wird der Greifer zuerst in
Richtung der Z-Achse des Kontaktkoordinatensystems angefahren. Die Be-
wegung ist kraftüberwacht, d. h. sie wird gestoppt, falls eine vorher definier-
te Kontaktkraft erreicht wurde. Sobald die Bewegung beendet ist, werden
die Position und die gemessenen Kontaktkräfte ausgewertet:
• Falls keine Kraft aufgebaut wurde, bedeutet dies, dass kein Werkstück
festgestellt wurde. Die Strategie wird nach einer Bewegung zum Aus-
gangspunkt beendet.
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Abbildung 10.15: Die Ansicht zeigt schematisch die Bewegungsrichtungen der Greif-
strategie. Zuerst wird der Gegenstand in Richtung der blauen Z-
Achse bzw. der Stoßrichtung des Greifers angefahren. Daraufhin
wird die finale Greifposition durch eine Bewegung in Richtung
der roten X-Achse erreicht. Der Bezugpunkt ist dabei das Kontakt-
koordinatensystem des Greifers. Der (nicht dargestellte) Center of
Compliance kann dagegen an den Enden der Greiferbacken liegen.
• Andernfalls ist ein Werkstuck vorhanden. Daraufhin wird die aktuelle
Position im Vergleich zum Zielpunkt der Bewegung ausgewertet:
– Die beiden Positionen sind innerhalb einer definierten Toleranz
identisch, d. h. das Werkstück wurde erfolgreich in Richtung der
Z-Achse angefahren (vgl. Abb. 10.14 (a)). Die Anfahrt wird in die
zweite Richtung fortgesetzt.
– Falls die beiden Positionen stark abweichen, berührt eine der bei-
den Greiferbacken das Werkstück (vgl. Abb. 10.14 (b)). Auf Ba-
sis des gemessenen Drehmoments kann die entsprechende Seite
identifiziert werden. Es folgt eine Anpassung der Greifposition
und eine Bewegung an die Vorposition. Die Anfahrt kann erneut
gestartet werden.
Im Erfolgsfall wurden die Greiferbacken am Werkstück vorbeigeführt und
das Werkstück ist folglich von beiden Seiten umfasst. Es kann nun eine linea-
re Bewegung in Richtung der X-Achse erfolgen, um die finale Greifposition
zu erreichen.
Das Programmfragment für das Ausrichten des Greifers in Richtung der
Z-Achse am Werkstück ist in Listing 10.3 vereinfacht dargestellt. Als MCP
wird der contactFrame des Greifers verwendet. Zuerst wird der Greifer in
Zeile 5 an die Vorposition (preGraspingPosition) bewegt. Diese Position ist ge-
genüber der Greifposition (graspingPosition) sowohl um einen Offset in Rich-
tung der X-Achse als auch der Z-Achse verschoben. Die Annäherungsposi-
tion (appPosition) ist dagegen nur um einen Offset in Richtung der X-Achse
versetzt. Sie wird in Zeile 10 mit einer linearen Bewegung angefahren, die
bei einer Kontaktkraft (vgl. contactForceZ) stoppt. Falls keine Kontaktkraft
aufgebaut wurde, beendet sich die Strategie in Zeile 16 mit einer Ausnah-
me. Andernfalls wird in Zeile 19 überprüft, inwieweit die aktuelle Position
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1 // Align with work-piece in Z-axis
protected boolean alignInZ() throws RoboticsException {
// move MCP to pre-grasping position
Frame preGraspingPosition = graspingPosition.plus(offsetX,0,offsetZ);
motions.ptp(preGraspingPosition).beginExecute();
6 // preposition gripping fingers
actions.preposition(initialWidth).execute();
// move MCP linear to approaching position
Frame appPos = graspingPosition.plus(offsetX,0,0);
boolean success = linToContact(appPos, toleranceZ, contactForceZ);
11 // no item was detected
if(! success) {
// move back to pre-grasping position
motions.lin(preGraspingPosition).beginExecute();
// throw exception
16 throw new RoboticsException("No item detected");
}
// check distance between contact frame & approaching postion
success = checkPosition(gripper.getContactFrame(), appPos);
// finger contact was detected
21 if(! success) {
// adjust grasping position
Vector adjustment = evaluateAndAdjustContact();
graspingPosition = graspingPosition.plus(adjustment);
// move back to pre-grasping position
26 motions.lin(preGraspingPosition).beginExecute();
// indicate that a retry is possible
return false;
}
// alignment in Z was successful
31 return true;
} 
Listing 10.3: Das Werkstück wird in Richtung der Z-Achse angefahren, wobei die
Kontaktkräfte überwacht werden. Falls es zu einem ungewünschten
Kontakt zwischen dem Werkstück und den Greiferbacken kommt, wird
dies festgestellt und kann im folgenden Versuch korrigiert werden.
mit der Zielposition übereinstimmt. Bei einer Abweichung wird der Kontakt
analysiert und die Greifposition wird angepasst (vgl. Zeile 23). Die Strate-
gie ist dabei flexibel konfigurierbar, um in unterschiedlichen Situationen
verwendbar zu sein.
10.5 verwandte arbeiten
Huckaby und Christensen [131] stellen eine Taxonomie vor, um Montage-
aufgaben mithilfe eines Roboters zu beschreiben. Sie definieren dafür eine
Menge von skill primitives, d. h. elementaren Fähigkeiten, die eine atoma-
re Roboter- oder Werkzeugaktion darstellen. Ein Beispiel für eine solche
elementare Fähigkeit ist Transport, um eine Bewegung zu spezifizieren. Da-
bei wird vollständig von der konkreten Umsetzung oder dem zugrunde
liegenden Algorithmus abstrahiert. Über constraints, d. h. Nebenbedingun-
gen, kann jedoch ein skill primitive parametrisiert werden. Das Ziel der Ta-
xonomie ist es, die Programmierung eines Roboters für Montageaufgaben
sowohl zu vereinheitlichen als auch zu vereinfachen. Darüber hinaus soll
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das Wissen, um bestimmte Aufgaben umzusetzen, geteilt und wiederver-
wendet werden können. Um einen Montageablauf zu beschreiben werden
Sequenzdiagramme verwendet. Jedes skill primitive stellt dabei eine Nach-
richt dar, die vom ausführenden Objekt, d. h. dem Roboter, zu der betrof-
fenen Station (z. B. das Teilelager) gesendet wird. Die constraints werden
hierbei nicht explizit erwähnt. Daneben stellen Huckaby et al. [133] vor, wie
die skill primitive zur automatischen Planung einer Montageaufgabe verwen-
det werden können. Huckaby [129] schlägt mit der allgemeinen Taxonomie
für Montageaufgaben einen interessanten Ansatz vor. Einige der skill primi-
tives haben eine ähnliche Granularität und Bedeutung mit den Methoden
eines skill-level services (z. B. Transport, Align, Grasp). Die Ausführung eines
skill primitives ist nur abhängig von den constraints, die bspw. Koordinaten-
systeme beschreiben. Eine Modellierung der Bauteile findet nicht statt, d. h.
es ist nicht möglich skill primitives auf Basis der Bauteile zu spezifizieren.
Daher ist in der Spezifikation einer Montageaufgabe implizit die Geometrie
der Bauteile kodiert, was die geforderten Wissenstransfer erschwert. Der in
dieser Dissertation beschriebene Ansatz kann dies durch die unterschiedli-
chen Abstraktionsebenen und die Bauteilorientierung mit den Strategien er-
reichen. Die bei Huckaby et al. [133] vorgeschlagene automatische Planung
kann unter Formalisierung der Vor- und Nachbedingungen auf die fähig-
keitenzentrierten Dienste übertragen werden.
Malec et al. [172] schlagen eine wissensbasierte Rekonfiguration von robo-
terbasierten Automatisierungssystemen vor. Das Wissen des Systems ist in
Form einer Ontologie zentral gespeichert und enthält Informationen über
die verfügbaren Skills, über Sensoren und Aktuatoren sowie über die Bau-
teile. Die Aufgabe wird von einem Anwender über eine graphische Benut-
zerschnittstelle definiert und parametrisiert. Anschließend wird die Aufga-
be auf einem zentralen Skill Server analysiert und validiert. Gegebenenfalls
wird die Aufgabe dort re-parametrisiert bzw. re-konfiguriert. Der Ansatz
zeigt sehr gut, dass die Aufgaben mit Unterstützung einer Ontologie von
einem Anwender zusammengestellt werden können. Jedoch berücksichtigt
dieser Ansatz keine Strukturierung der Automatisierungssoftware und auch
keine Adaption zur Laufzeit.
Eine Weiterentwicklung des obigen Ansatzes wird von Stenmark und Ma-
lec [252] vorgestellt. Zentrales Element dort ist das Knowledge Integration
Framework (KIF), das eine dynamisches Wissensdatenbank (in Form von
Ontologien) darstellt. Das Wissen ist dort hierarchisch gegliedert, d. h. kom-
plexe Zusammenhänge lassen sich aus einfacheren Informationen ableiten.
Das KIF bietet zudem eine Menge von Diensten an, um das Wissen verfüg-
bar zu machen. Ein in [252] vorgestellter Dienst leitet Roboteraufgaben aus
natürlichsprachlichen Sätzen ab (z. B. Robot, please put the camera socket on
the fixture). Dabei wird der Satz analysiert und die notwendige Fähigkeit
(put) und deren Argumente (robot, camera socket, fixture) ermittelt. In diesem
Ansatz werden die geometrischen Merkmale der Bauteile (als Teil einer On-
tologie) modelliert und für die Spezifikation der Aufgaben verwendet. Zur
Ausführung werden die Skills in eine native Roboterprogrammiersprache
(hier: RAPID von ABB) übersetzt (vgl. [253]). Für sensorgeführte Bewegun-
gen existiert noch ein zweites externes System. Koordiniert werden die bei-
den Systeme, d. h. die Robotersteuerung und das externe System, über ein
graphisches Tool zur Modellierung und Ausführung von StateCharts. Nach
der Generierung der Skills geht sämtliches Wissen über die Bauteile verloren.
Dies machte eine Adaption zur Laufzeit schwierig.
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Pfrommer et al. [216] schlagen einen Ansatz vor, der das bekannte Da-
tenmodell Product, Process & Resource (PPR) um Fähigkeiten erweitert. Ein
Process ist für sie bspw. der Transport von Bauteilen, Schneiden oder Schwei-
ßen. Resources sind Automatisierungsgeräte wie z. B. ein Roboter oder eine
Werkzeugmaschine. Als Product bezeichnen sie die Bauteile bzw. Baugrup-
pen des Produktionssystems. In ihrem Ansatz bezeichnen sie einen Skill bzw.
eine Fähigkeit als eine Kombination aus Process und Resource. Ein Task dage-
gen ist eine Kombination aus Skill und Product. Damit wird eine konkrete
Aufgabe beschrieben, d. h. die Bearbeitung eines Produkts auf einer spezi-
fischen Maschine. Dieses Konzept wird vor allem dafür gedacht, um auto-
matisch Pläne zu erstellen. Die Umsetzung der Skills und Tasks ist auf den
Maschinen weitgehend vorgegeben. Zudem werden Roboter als Teil einer
größeren Anlage betrachtet. Die Flexibilität einer Roboterzelle und deren
interner Aufbau ist daher nicht der Fokus dieses Ansatzes.
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Das Konzept einer serviceorientierten Automatisierung von Roboterzellen
wurde anhand der in Kapitel 7 vorgestellten Fallstudie – der Factory 2020 –
evaluiert. Durch die Benutzung mehrerer Werkzeuge, die Kooperation zwei-
er Roboter und den Einsatz von sensorgeführten Bewegungen vereinigt die
Fallstudie eine Reihe von Herausforderungen. Die Fallstudie wurde vool-
ständig als serviceorientierte Automatisierungssoftware mithilfe von OSGi
realisiert. Des weiteren wurde die Fallstudie und ihr Automatisierungssoft-
ware modifiziert, um die Flexibilität aber auch die Wiederverwendbarkeit
der Services und Strategien zu evaluieren. Dabei konnte gezeigt werden,
dass die service-orientierte Modellierung, die im Rahmen dieser Dissertati-
on entwickelt wurde, unterschiedliche Variationsmöglichkeiten einer Robo-
terzelle elegant und ohne hohen Aufwand unterstützt.
Insgesamt wurden die in Kapitel 7 aufgelisteten Variationspunkte der Fac-
tory 2020 betrachtet. Zuerst wird daher in Abschnitt 11.1 der Fertigungs-
prozess variiert. Dadurch soll die Roboterzelle Bauteile ohne Verschrau-
ben montieren bzw. bereits vormontierte Werkstücke verschrauben. Eine Be-
trachtung der Factory 2020 mit einer geänderten Topologie der Roboterzelle
(d. h. nur ein Leichtbauroboter und dafür eine stationäre Spannvorrichtung)
wird in Abschnitt 11.2 gegeben. Eine mögliche Variation der Werkstücke
wird in Abschnitt 11.3 beschrieben. Anschließend wird in Abschnitt 11.4 ein
Austausch eines bzw. beider Roboter oder Greifer betrachtet. Dabei wird
auf die notwendigen Auswirkungen bzw. Anpassungen eingegangen. Zum
Abschluss wird in Abschnitt 11.5 auf grafische Beschreibungssprachen und
deren Anwendung in einer serviceorientierten Roboterzelle eingegangen.
11.1 variation des fertigungsprozesses
Bei der Variation des Fertigungsprozesses ändert sich nichts an der phy-
sikalischen Struktur, d. h. der Konfiguration der Roboter, Werkzeuge und
Hilfseinrichtungen. Stattdessen werden auf der obersten Ebene die Ferti-
gungsschritte variiert. Daher kann zu jeder Variation des Fertigungsprozes-
ses ein neuer symbolischer Funktionsplan gemäß VDI-Richtlinie 2860 (vgl.
Abschn. 9.1) angegeben werden. Daraufhin wird eine neue logische Struk-
tur der Roboterzelle entwickelt unter Berücksichtigung und Verwendung
bereits vorhandener logischer Einheiten.
Anschließend kann der Prozess als Abfolge von Service-Aufrufen reali-
siert werden. Eventuell müssen neue Serviceimplementierungen konfigu-
riert und instanziiert werden. Bevor der Prozess vollständig lauffähig ist,
müssen die Strategien und Bewegungen angepasst bzw. über das Handha-
bungsobjekt neu konfiguriert werden. Der Aufwand für die Variation des
Fertigungsprozesses wird anhand zweier Beispiele illustriert. Dazu wird in
Abschnitt 11.1.1 eine Montage der Bauteile ohne Verschrauben betrachtet.
Danach wird Abschnitt 11.1.2 das Verschrauben bereits vormontierter Werk-
stücke untersucht.
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Abbildung 11.1: Der Prozess Montage ohne Verschrauben der Factory 2020 als symbo-
lischer Funktionsplan gemäß VDI-Richtlinie 2860 [269].
11.1.1 Montage ohne Verschrauben
Die Factory 2020 soll in einem ersten Schritt so ergänzt werden, dass zu-
sätzlich nur die Montage ohne ein anschließendes Verschrauben stattfinden
kann. Der symbolische Funktionsplan dafür ist in Abbildung 11.1 darge-
stellt. Er entspricht von der grundsätzlichen Struktur dem ursprünglichen
Funktionsplan (vgl. Abb. 9.2). Lediglich die Fertigungsfunktion des Fügens
(durch Schrauben) und die Handhabungsfunktionen für die Hilfsstoffe (d. h.
die Schrauben) entfallen. Alle weiteren Funktionen bleiben im Vergleich zu
Abschnitt 9.1 erhalten. Das bedeutet, dass das Basisbauteil (Component)
nach dem Zuteilen und Weitergeben durch Spannen gesichert wird. Der De-
ckel wird ebenfalls zugeteilt und weitergegeben. Er kann auf das zuvor gesi-
cherte Basisbauteil gefügt werden. Anschließend wird das montierte Bauteil
(Component’) durch Entspannen gelöst und durch die Funktion Weitergeben
zum Werkstückträger transportiert, der als geordneter Speicher symbolisiert
ist. Das Symbol repräsentiert auch die Funktion des geordneten Speicherns,
d. h. das fertige Bauteil wird in den Werkstückträger gelegt.
Aus dem oben beschriebenen symbolischen Funktionsplan können – ana-Flexibilität durch die
Rekonfiguration
logischer Einheiten
log zu dem in Abschnitt 9.1 beschrieben Vorgehen – logische Einheiten de-
finiert werden. Dabei sollten sich diese Einheiten, soweit es möglich ist, auf
bereits bestehende logische Einheiten abstützen. Dadurch kann eine höhe-
re Wiederverwendung bereits vorhandener Einheiten bzw. Systembausteine
erreicht werden. Das bedeutet jedoch auch, dass sich die logische System-
struktur der Roboterzelle ändern kann. Sie wird folglich je nach Bedarf aus
bestehenden Einheiten bzw. Subsystemen neu gebildet, um den aktuellen
Fertigungsprozess abzubilden. Durch die Rekonfiguration logischer Einhei-
ten entsteht eine hohe Flexibilität der Automatisierungssoftware, was zu ei-
ner hohen Flexibilität der möglichen Fertigungs- und Bearbeitungsprozess
der Roboterzelle führt.
Der hierarchische Aufbau der Factory 2020 für den oben beschriebenen
Funktionsplan ist in Abbildung 11.2 als Blockdefinitionsdiagramm darge-
stellt. Der zentrale Systembaustein wird weiterhin als AssemblySystem be-
zeichnet. Über eine Schnittstelle kann der neue Automatisierungsprozess
(vgl. assembleOnly) als Dienst angeboten werden. Die äußere Struktur des
AssemblySystems bleibt im Vergleich zur ursprünglichen Modellierung (vgl.
Abb. 9.3) erhalten, d. h. der Systembaustein verfügt weiterhin über zwei ex-
terne Ports, die den Standort der beiden Werkstückträger symbolisieren.
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Abbildung 11.2: Logischer Aufbau einer Roboterzelle am Beispiel der Factory 2020:
Durch diese Struktur der logischen Systembausteine wird eine Mon-
tage der beiden Bauteile ohne anschließendes Verschrauben reali-
siert. Daher wird im Gegensatz zu Abbildung 9.3 kein logischer
Systembaustein für das Verschrauben benötigt.
Im Vergleich zum ursprünglichen Aufbau besteht das neue AssemblySys-
tem nur aus fünf Systembausteinen, welche jeweils eine logische Einheit
repräsentieren. Das StorageSystem wurde ebenso wie das SupplySystem
ohne Änderung übernommen. Daneben sind die aus der ursprünglichen
Aufteilung bekannten Systembausteine für das Einspannen des Basisbau-
teils und das Montieren der Bauteile vorgesehen (d. h. das ClampingSys-
tem und der ComponentAssembler). Damit werden alle farblich markier-
ten logischen Einheiten, die im symbolischen Funktionsplan (vgl. Abb. 11.1)
identifiziert wurden, modelliert. Im Vergleich zum ursprünglichen Aufbau
fällt demnach das FasteningSystem weg.
Im internen Blockdiagramm in Abbildung 11.3 sind die Ports der inneren
Systembausteine und die beiden Full Ports des Gesamtsystem eingezeich-
net. Analog zur ursprünglichen Konfiguration werden die Full Ports der
Montagezelle mit jeweils einem SupplySystem verbunden, der eine Station
und damit einen Werkstückträger bedient. Gleiches gilt für das StorageSys-
tem. Wenn man das interne Blockdiagramm mit dem ursprünglichen Dia-
gramm aus Abbildung 9.4 vergleicht, fällt auf, dass sich der Item Flow für ein
Component nach dem ComponentAssembler unterscheidet. Ursprünglich
wird das Bauteil an das FasteningSystem weitergegeben, während in der
neuen Konfiguration der Weg direkt zum StorageSystem führt. Das bedeu-
tet, dass der Übergang zwischen diesen beiden Systembausteinen überprüft
werden muss.
Die Services und ihre Zuordnung zu den Systembausteinen entspricht
im neu konfigurierten AssemblySystem der ursprünglichen Modellierung,
wie sie in Abbildung 9.6 dargestellt wurde. Daraus kann der neue Ab-
lauf abgeleitet und ebenfalls als Aktivitätsdiagramm modelliert werden (vgl.
Abb. 11.4). Dabei werden der Deckel und das Basisbauteil nebenläufig zuge-
teilt. Nach der Anlieferung der beiden Bauteile bzw. nach dem Einspannen
des Basisbauteils wird der Ablauf durch die Aktivität des Fügens wieder
synchronisiert. Nach dem Fügen wird der Fertigungsprozess sequentiell mit
dem Entspannen und dem Weitergeben fortgesetzt bis das vormontierte Bau-
teil schließlich in den Werkstückträger zurückgelegt wurde.
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clamping : ClampingSystem [1]
in : Component
out : Component




















Abbildung 11.3: Logischer Aufbau einer Roboterzelle am Beispiel der Factory 2020.
Das Interne Blockdiagramm zeigt, wie die einzelnen Systembau-
steine für eine Montage der beiden Bauteile ohne anschließendes
Verschrauben zusammenhängen und welche Handhabungsobjekte
zwischen diesen ausgetauscht werden.
Die Zustände an den Eingabe- und Ausgabepins, die nur Bewegungsab-
läufe beschreiben, sind identisch zu dem ursprünglichen Ablauf in Abbil-
dung 9.8. Allerdings unterscheiden sich im Vergleich dazu die Bearbeitungs-
zustände des Bauteils (Component) in Abbildung 11.4. Während es bei der
Anlieferung, d. h. bei Beginn, auch den Zustand unprocessed hat, verlässt es
die Roboterzelle im Zustand cover attached und nicht wie ursprünglich im
Zustand cover bolted. Durch den Bearbeitungsstand des Bauteils lassen sich
somit die Unterschiede zwischen den Abläufen gut erkennen.
Aus der geänderten Struktur der Systembausteine und dem neuen Ablauf
ergeben sich Erweiterung bzw. Anpassungen, die an der Zelle durchgeführt
werden mussten:
• Eine Erweiterung des AssemblySystem, um die neue Konfiguration
und die erweitere Serviceschnittstelle realisieren zu können.
• Überprüfung und ggf. Erweiterung der Pfade, um nach dem Fügen
(attach) das Lösen des Bauteils (unclamp) durchführen zu können.
• Überprüfung und ggf. Anpassung der GraspingStrategy bzw. Placing-
Strategy für den Transport des auschließlich vormontierten Bauteils
in den Werkstückträger. Aufgrund der fehlenden Fixierung durch die
Schrauben (vgl. Bearbeitungszustand cover attached) ist eine Überprü-
fung angebracht.
Durch die Variation des Fertigungsprozesses zeigt sich, dass die logischen
Systembausteine und ihre softwaretechnische Abbildung durch Services ei-
ne einfache Möglichkeit darstellen, eine Roboterzelle schnell und flexibel
umzukonfigurieren. Die Modellierung zeigt zudem die Stellen auf, an denen
Erweiterungen, Überprüfungen und Anpassungen ggf. notwendig sind.

























































Abbildung 11.4: Das Aktivitätsdiagramm zeigt den Ablauf der Montage eines Bau-
teils (ohne Verschrauben). Die Anlieferung der beiden Teile erfolgt
dabei nebenläufig. Vor der Montage wird der Prozess synchronisiert
und läuft anschließend sequentiell ab. In der Lücke zwischen dem
Fügen und dem Entspannen befindet sich im ursprünglichen Ablauf
das Verschrauben der beiden Bauteile. An den Ein- und Ausgabe-
pins werden zudem signifikante Zustandsänderungen der Handha-
bungsobjekte dargestellt.








(incl. Cover & Bolts)
Abbildung 11.5: Der Prozess Verschrauben vormontierter Werkstücke der Factory 2020
als symbolischer Funktionsplan gemäß VDI-Richtlinie 2860 [269].
11.1.2 Verschrauben vormontierter Werkstücke
Anschließend wird die Factory 2020 in einem zweiten Schritt verändert, so-
dass zusätzlich ein Verschrauben bereits vormontierter Werkstücke stattfin-
den kann. Der symbolische Funktionsplan dafür ist in Abbildung 11.5 dar-
gestellt und entspricht von der Struktur dem ursprünglichen Funktionsplan
(vgl. Abb. 9.2). Allerdings entfallen die Handhabungsfunktionen für das Zu-
teilen und Weitergeben des Deckels, da dieser nicht mehr benötigt wird. Das
bedeutet auch, dass nur ein Werkstückträger benötigt wird. Zudem kann
der Fertigungsschritt des Fügens beider Bauteile ebenso entfallen. Alle wei-
teren Funktionen bleiben im Vergleich zu Abschnitt 9.1 erhalten.
Allerdings ändert sich die noch vorhandenen Handhabungsfunktionen
für das Zuteilen und Weitergeben des Bauteils. Statt eines Basisbauteils (d. h.
nur ein Unterteil) muss nun ein vormontiertes Bauteil (Component’), das
bereits einen Deckel besitzt, zugeteilt und weitergegeben werden. Dieses wird
vor dem Schraubvorgang ebenfalls durch Spannen gesichert. Anschließend
findet mit dem Fügen (durch Schrauben) die eigentliche Fertigungsfunktion
statt, um beide Bauteile dauerhaft zu verbinden. Die nötigen Schrauben wer-
den wie im ursprünglichen Funktionsplan (vgl. Abb. 9.2) zuvor durch meh-
rere Handhabungsfunktionen dem Fertigungsschritt zugeteilt. Nach dem
Schraubvorgang wird das Bauteil durch die Funktion Entspannen gelöst und
durch Weitergeben wieder zum Werkstückträger transportiert und durch ge-
ordnetes Speichern in den Werkstückträger gelegt.
Aus dem oben beschriebenen symbolischen Funktionsplan können logi-
sche Einheiten definiert werden. Das bedeutet, dass der neue Automati-
sierungsprozess eine weitere Rekonfiguration der logischen Einheiten er-
fordert. Im Vergleich zur ursprünglichen Modellierung setzt sich das neue
AssemblySystem aus vier Systembausteinen zusammen. Das bereits bekann-
te SupplySystem wird wieder verwendet. Allerdings wird dieses Mal nur ei-
ne Instanz für die Anlieferung der vormontierten Bauteile aus einem Werk-
stückträger (d. h. einem Carrier) benötigt. Das StorageSystem wurde da-
gegen ohne Änderung übernommen. Daneben sind die aus der ursprüng-
lichen Aufteilung bekannten Systembausteine für das Einspannen des Bau-
teils und das Verschrauben vorgesehen (d. h. das ClampingSystem und das
FasteningSystem). Dagegen wird der ComponentAssembler nicht mehr
benötigt. Folglich sind alle farblich markierten logischen Einheiten model-
liert, die im symbolischen Funktionsplan (vgl. Abb. 11.5) identifiziert wur-
den.
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fastening : FasteningSystem [1]
in : Component
out : Component
clamping : ClampingSystem [1]
in : Component
out : Component











Abbildung 11.6: Durch diese Struktur der logischen Systembausteine wird ein Ver-
schrauben bereits vormontierter Bauteile realisiert. Daher wird im
Gegensatz zu Abbildung 9.4 kein logischer Systembaustein für das
Fügen (durch Zusammensetzen) bzw. für die Zulieferung der Co-
ver benötigt.
Im internen Blockdiagramm in Abbildung 11.6 sind die Ports der inneren
Systembausteine und die beiden Full Ports des Gesamtsystem eingezeichnet.
Im Gegensatz zur ursprünglichen Konfiguration wird nur der primäre Full
Port der Montagezelle mit einem SupplySystem verbunden, um den Ferti-
gungsprozess mit vormontierten Bauteilen zu versorgen. Dabei ist zu be-
achten, dass nicht das ursprüngliche SupplySystem verwendet wurde, das
Bauteile (Component) aus einem Werkstückträger der sekundären Station
anliefert. Stattdessen wird eine neue Instanz des SupplySystems benötigt,
das die primäre Station bedient.
Der Fluss der Handhabungsobjekte durch das System ist ebenfalls dar-
gestellt. Das vormontierte Bauteil (vom Typ Component) wird von dem
neuen SupplySystem an das ClampingSystem weitergegeben. Von dort ge-
langt es zum FasteningSystem und wird dort verschraubt. Anschließend
führt der Weg des nun verschraubten Bauteils zum StorageSystem und
von dort zurück in den Werkstückträger. Wenn man das interne Blockdia-
gramm in Abbildung 11.6 mit dem ursprünglichen Diagramm in Abbil-
dung 9.4 vergleicht, fällt auf, dass sich der Item Flow für ein Component
nach dem ClampingSystem unterscheidet. Ursprünglich wird das Bauteil
an den ComponentAssembler weitergegeben, während in der neuen Kon-
figuration der Weg direkt zum FasteningSystem führt. Das bedeutet, dass
der Übergang zwischen diesen beiden Systembausteinen überprüft werden
muss. Zudem fällt jeglicher Item Flow für Cover weg.
Eine gravierende Änderung stellt die neue Verknüpfung der externen Feststellen von
ÄnderungenSchnittstellen des AssemblySystems mit den internen Systembausteinen dar.
Während die sekundäre Station in dieser Konfiguration nicht mehr benötigt
wird, ist die primäre Station mit der neuen Instanz eines SupplySystems
verbunden. Daher ist es notwendig ein neues SupplySystem zu instanziie-
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ren und der serviceorientierten Roboterzelle hinzuzufügen. Dieses ist dafür
zuständig, ein Bauteil bzw. ein Component aus einem an der primären Car-
rierStation befindlichen Werkstückträger anzuliefern. Der Fertigungspro-
zess läuft im Gegensatz zu den beiden anderen Prozesses komplett sequen-
tiell ab. Nach der Anlieferung bzw. dem Einspannen des vormontierten Bau-
teils wird das Bauteil verschraubt. Danach wird der Fertigungsprozess mit
dem Entspannen und dem Weitergeben fortgesetzt bis das nun verschraubte
Bauteil schließlich in den Werkstückträger zurückgelegt wurde.
Aus der geänderten Struktur der Systembausteine und dem neuen Ablauf
ergeben sich Erweiterung bzw. Anpassungen, die an der Zelle durchgeführt
werden mussten:
• Instanziierung eines neuen SupplySystems und Registrierung eines
neuen Service. Das System ist für die Anlieferung eines vormontierten
Bauteils aus einem Werkstückträger an der primären CarrierStation
zuständig.
• Definition bzw. Parametrierung einer neuen GraspingStrategy bzw. ei-
ner neuen PlacingStrategy für die Aufnahme des vormontierten Bau-
teils aus dem Werkstückträger und dem Einspannen des Bauteils. Da-
zu muss der zweite Roboter als Spannvorrichtung dienen.
• Eine Erweiterung des AssemblySystem, um die neue Konfiguration
und die erweitere Serviceschnittstelle realisieren zu können.
• Überprüfung und ggf. Erweiterung der Pfade, um nach dem Einspan-
nen (clamp) das Verschrauben (fasten) durchführen zu können.
Durch eine weitere Variation des Fertigungsprozesses zeigt sich, dass die
logischen Systembausteine und ihre softwaretechnische Abbildung durch
Services stabil sind und zudem wiederverwendet werden können. Die Mo-
dellierung zeigt außerdem die Stellen auf, an denen ein neuer Systembau-
stein notwendig ist.
11.2 variation der topologie
Um die Unabhängigkeit der logischen Einheiten von der Topologie der Ro-
boterzelle zu demonstrieren, wurde eine geänderte Factory 2020 definiert.
Bei dieser Variante besteht die Roboterzelle aus nur einem Leichtbauroboter,
der auf einer Werkbank montiert ist. Der Roboter ist mit einem elektrischen
Parallelgreifer und dem elektrischen Schraubsystem ausgestattet. Zusätzlich
verfügt die Zelle über eine stationäre Spannvorrichtung, die als fest auf der
Werkbank montierter Parallelgreifer ausgeführt ist. Die beiden Werkstück-
träger und das Depot für Schrauben befinden sich wie bei der kooperativen
Montage ebenfalls auf der Werkbank.
Die topologische Struktur dieser Roboterzelle ist in Abbildung 11.7 als in-Montage mit einem
Roboter ternes Blockdiagramm dargestellt. Die Werkbank hat weiterhin fünf mecha-
nische Schnittstellen, an denen der Roboter, die Stationen der Werkstückträ-
ger, das Schraubenmagazin und die Spannvorrichtung angebracht sind. Am
Flansch des Roboters ist der Greifer und an diesem das elektrische Schraub-
system befestigt. Die neue topologische und geometrische Struktur kann
mit der Robotics API ebenfalls vollständig in Software abgebildet werden.
Wie bei der kooperativen Montage erfolgt eine Abbildung von logischen
Systembausteinen (vgl. Abb. 9.3) auf die realen Entitäten der Roboterzelle
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Single Robot Assembly Cell [ Single Robot Assembly Cell ][Block] ibd 
workbench : Workbench [1]
«full»
primary : Station Mounting Interface
«full»
secondary : Station Mounting Interface
«full»
depot : Depot Mounting Interface
«full»
robot : LWR Mounting Interface
«full»
stationary : MEG64 Mounting Interface
secondary : CarrierStation [1]
«full»
mount : Station Mounting Interface
primary : CarrierStation [1]
«full»
mount : Station Mounting Interface
screwDriver : ScrewDriver [1]
«full»
bracket : Custom Bracket
boltDepot : BoltDepot [1]
«full»
mount : Depot Mounting Interface
stationaryGripper : MEG64 [1]
«full»
mount : MEG64 Mounting Interface
robot : LWR [1]
«full»
mount : LWR Mounting Interface
«full»
ange : ISO 9409-1-A50
gripper : MEG50 [1]
«full»
mount : ISO 9409-1-A50
«full»
bracket : Custom Bracket
Abbildung 11.7: Das interne Blockdiagramm stellt den topologischen Aufbau der
vereinfachten Factory 2020 dar. Diese besteht im Vergleich zur ko-
operativen Montage nur aus einem Leichtbauroboter. Um das Bau-
teil zu fixieren, wird eine stationäre Spannvorrichtung verwendet.
(vgl. Abb. 11.7). Dazu muss für jeden logischen Systembaustein eine Kom-
ponente entwickelt werden, die einerseits den Service implementiert und
anderseits die verwendeten Aktuatoren und Sensoren über die Robotics API
gemäß den spezifizierten Anforderungen ansteuert. Die Zuordnung der Ak-
tuatoren, Sensoren und weiteren physischen Entitäten zu den logischen Sys-
tembausteinen ist in Tabelle 11.1 dargestellt.
Die Services können mit den zugeordneten physischen Entitäten wie folgt
implementiert werden:
• Zuerst bewegt der SupplyService für das Basisbauteil den Manipu-
lator zum Werkstückträger an der sekundären CarrierStation und
nimmt dort das Bauteil mit seinem Parallelgreifer auf. Anschließend
transportiert der Roboter das Basisbauteil zur stationären Spannvor-
richtung.
• Das Basisbauteil wird durch den ClampingService mit dem Manipu-
lator in die stationäre Spannvorrichtung gelegt und dort kraftschlüssig
gehalten. Beim Entspannen wird das fertige Bauteil vom Manipulator
aus der stationären Spannvorrichtung genommen.
• Vor der Montag bewegt der SupplyService für den Deckel den Mani-
pulator zum Werkstückträger an der primären CarrierStation und
nimmt dort das Bauteil mit dem Greifer auf. Anschließend transpor-
tiert der Roboter das Bauteil zur stationären Spannvorrichtung.
• Der AssemblerService steuert den Manipulator kraftgesteuert, um
den Deckel sicher auf dem eingespannten Bauteil zu platzieren. Der
Greifer muss nach erfolgreichem Fügen den Deckel loslassen.
• Beim FasteningService wird das zweite Werkzeug des Manipulators
aktiv. Folglich wird das elektrische Schraubsystem zuerst am Schrau-
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systembaustein (service) geräte physische objekte
coverSupplySystem : SupplySystem robot : LWR primary : CarrierStation
(SupplyService) gripper : MEG50
componentSupplySystem : SupplySystem robot : LWR secondary : CarrierStation
(SupplyService) gripper : MEG50
clampingSystem : ClampingSystem robot : LWR
(ClampingService) gripper : MEG50
stationaryGripper : MEG64
assembler : ComponentAssembler robot : LWR
(AssemblerService) gripper : MEG50
fasteningSystem : FasteningSystem robot : LWR depot : BoltDepot
(FasteningService) screwdriver : ScrewDriver
storageSystem : StorageSystem robot : LWR primary : CarrierStation
(StorageService) gripper : MEG50
Tabelle 11.1: Zuordnung der Services und logischen Systembausteine auf die vorhan-
denen Entitäten der Roboterzelle für die Montage mit einem Roboter.
bendepot positioniert, um eine Schraube aufzunehmen. Diese wird
anschließend zum Bauteil bzw. dem Gewinde transportiert und dort
eingeschraubt. Der Vorgang wird wiederholt, bis alle Gewinde ver-
schraubt sind.
• Nach dem Entspannen wird das Bauteil bereits vom Greifer gehalten.
Daher bewegt der StorageService den Manipulator zum Werkstück-
träger an der primären CarrierStation und legt dort das Bauteil in
einen leeren Platz.
Durch die Abbildung auf eine andere Zellenkonfiguration werden die Vor-
und Nachbedingungen im Vergleich zur kooperativen Montage unterschied-
lich verfeinert.
Es konnte gezeigt werden, dass sich die lösungsneutralen Handhabungs-
und Fertigungsfunktionen, die durch die Services spezifiziert werden, auf
unterschiedliche Zellenkonfigurationen abbilden lassen. Dadurch kann eine
Beschreibung des Fertigungsprozesses erfolgen, die unabhängig ist von den
verwendeten Manipulatoren und Werkzeugen. Erst durch die aufgabenzen-
trierten Dienste findet eine Konkretisierung der Aktuatoren statt. Die Im-
plementierung dieser Dienste kann, wie in Abschnitt 9.4 gezeigt wird, un-
terstützt und vereinfacht werden. Sogar die Roboterbewegungen und Werk-
zeugaktionen, die teilweise identisch in der kooperativen Montage verwen-
det werden (z. B. beim SupplyService oder StorageService), können wie-
derverwendbar konzipiert und implementiert werden (vgl. Kap. 10).
11.3 variation der werkstücke
Der gesamte Fertigungsprozess wird auf die Handhabungsobjekte, d. h. die
in der Roboterzelle vorhandenen Werkstücke, abgestimmt. Der Prozess be-
steht aus einer Abfolge von Handhabungs- und Fertigungsfunktionen, die
jeweils auf eine Bauteil-bezogene Aufgabe abgebildet werden. Diese Aufga-
be ist, wie in Kapitel 7 beschrieben wurde, ausschließlich über die Werk-
stücke des Fertigungsprozesses definiert. Intern wird eine Aufgabe über ei-
ne Sammlung von Fähigkeiten realisiert, die wiederum die Interaktion ei-
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nes Roboterwerkzeugs mit den Werkstücken der Zelle beschreiben. Folglich
sind die Werkstücke ein entscheidender Bestandteil einer serviceorientierten
Roboterzelle.
Die eigentliche Handhabung bzw. Bearbeitung eines Werkstückes findet
in Strategien statt. Die Parameter einer Strategie sollten über eine Property,
z. B. über eine GraspingProperty, Bestandteil jedes Werkstückes sein (vgl.
Kap. 10). Dadurch kann sichergestellt werden, dass die Roboter und deren
Endeffektoren jedes Werkstück individuell handhaben und bearbeiten. Dies
kann jedoch nicht generell durch eine serviceorientierte Implementierung ei-
ner Roboterzelle geschehen, sondern muss mit Bedacht in die Modellierung
und Umsetzung der Services einfließen.
Daher ist die Modellierung der Werkstücke ein entscheidender Aspekt.
Die Modellierung muss so gewählt sein, dass spätere Anpassungen der
Werkstücke umgesetzt werden können. Das Attribut oder die geometrische
Eigenschaft, die einer Änderung unterliegt, muss Teil der Werkstückmo-
dellierung sein. Ansonsten ist es schwierig vorherzusagen, was eine Va-
riation der Werkstücke an Änderungen der Prozesse und Services bedingt.
Auch die Prozesse und darunter liegenden Services müssen flexibel mo-
delliert sein, um potentielle Änderungen zu berücksichtigen. Falls der in
Abschnitt 9.2 beschriebene Schraubvorgang für genau eine Schraube aus-
gelegt wird, bedingt eine Änderung der Anzahl einen größeren Adaptions-
aufwand. Werden diese Funktionen jedoch, wie in Abschnitt 9.4.1 erläutert,
durch abstrakte Werkstücke (vgl. Boltable) abgebildet, ist eine Adaption
leichter möglich.
Im Fall der Factory 2020 können folgende Variationen der Werkstücke
betrachtet werden:
• Anzahl und Position der Gewinde (Bolt) auf dem Cover.
• Art der Schrauben, d. h. Größe, Kopfform (z. B. Zylinder-, Rund- oder
Senkkopf) oder Antrieb (z. B. Torx oder Inbus).
• Größe der beiden Werkstücke.
Abhängig von der Modellierung und den verwendeten Strategien können
diese Variationen unterschiedliche Anpassungen bedingen.
Die in Abschnitt 9.2 vorgestellte Modellierung des Schraubvorgangs ite-
riert über die Anzahl der Schrauben. Daher ist eine Variation der Anzahl
unproblematisch. Ebenso bereitet eine Variation der Gewindeposition kei-
ne Schwierigkeiten. Die Position ist fester Teil der Modellierung der Werk-
stücke und wird im Fertigungsprozess bzw. in den Strategien aus dem Ob-
jekt erfragt.
Die Art der Schrauben bzw. Gewinde wurde sehr ausführlich model- Lokale Anpassung
der Strategienliert und ist daher als Teil der Werkstücke implementiert. Jedoch wurde
in der Factory 2020 die Strategie, um eine Schraube aufzunehmen bzw. in
ein Gewinde einzusetzen, für eine bestimmte Schraubenart implementiert
und experimentell validiert. Durch den Einsatz kraftgesteuerter Bewegun-
gen (vgl. [10]) ist eine Übertragung dieser Strategie auf andere Schrauben-
arten nicht gewiss. Daher kann es nötig sein, für jede Schraubenart eine
eigene Strategie zu implementieren und zu validieren. Allerdings ist we-
der eine Änderung der Fertigungsprozesse noch der aufgabenorientierten
Dienste notwendig.
Bei der Größe der Werkstücke können die Breite, Länge und Höhe variiert
werden. Dabei müssen die mechanischen Einschränkungen, die durch die
Werkstückträger, die Greiferbacken und die maximale Öffnungsweite der
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Greifer vorgegeben wird, beachtet werden. Ansonsten ist die Variation der
Werkstückgröße eine Frage der Parametrisierung der entsprechenden Greif-
und Ablegestrategien. Falls z. B. beim Aufnehmen eines Werkstückes eine
absolute Greifposition spezifiziert wurde, wird eine Änderung des Softwa-
reobjekts keine Auswirkung auf den Greifvorgang haben. Daher ist es wich-
tig, die Strategien soweit wie möglich anhand der geometrischen Merkmale
der Bauteile zu parametrisieren.
Die Beispiele zeigen, dass das in dieser Arbeit vorgestellte Konzept zur
serviceorientierten Modellierung und Umsetzung einer Roboterzelle mit ei-
ner Variation der Werkstücke elegant umgehen kann. Durch die Unterschei-
dung zwischen den Prozessen und Arbeitsabläufen der Zelle auf der einen
Seite und der Roboterprogrammierung auf der anderen Seite reduzieren
sich Variationen der Werkstücke in der Regel auf eine Anpassung der Stra-
tegien. Das bedeutet, dass die Änderungen lokal und auf das Bauteil bezo-
gen sind. Insgesamt ist aber die Wahl und Parametrisierung der Strategien
entscheidend. Änderungen, die a priori nicht in den Arbeitsabläufen berück-
sichtigt wurden, können auch durch die vorgestellte Modellierung nur mit
höherem Aufwand umgesetzt werden.
11.4 variation der manipulatoren und greifer
Wie auch bei der oben vorgestellten Variation der Werkstücke ist ein ent-
scheidender Vorteil serviceorientierter Roboterzellen, dass die Fertigungs-
prozesse und Arbeitsabläufe auf den höheren Abstraktionsebenen ohne die
konkreten Roboter und deren Werkzeuge modelliert werden (vgl. Kap. 7).
Zum ersten Mal werden die Roboterwerkzeuge bei der Implementierung
aufgabenorientierter Dienste verwendet. Sie sind die Eingabeargumente der
darunter liegenden Skill-level Services. Hierbei sollten in der Regel abstrakte
Oberklassen verwendet werden, d. h. statt einem Schunk MEG50 sollte eine
ParallelGripper verwendet werden.
Die konkreten Aktuatoren, d. h. Roboter und Werkzeuge der Roboterzelle,
werden erst in den Strategien relevant, da dort die eigentliche Roboter- und
Werkzeugprogrammierung stattfindet. Allerdings können Strategien, wie in
Abschnitt 10.4 gezeigt wurde, auch sehr generisch umgesetzt werden und
sind dadurch zu einem gewissen Maß unabhängig von den Geräten. Pro-
bleme mit den konkret verwendeten Aktuatoren zeigen sich in einer generi-
schen Strategie bspw. durch ein fehlendes ActuatorInterface oder einen
nicht den Erfordernissen entsprechenden Arbeitsraum. Dies kann in der Re-
gel a priori durch den Provider einer Strategie überprüft werden, sodass die
Strategie nicht erst angewendet wird. Somit kann sich eine Strategie auf
abstrakte Aktuatoren und deren geometrische Merkmale abstützen.
Im Fall der Factory 2020 wurden folgende Variationen der Aktuatoren
evaluiert:
• Statt einem KUKA Leichtbauroboter, repräsentiert durch die Klasse
LBR, wurde ein Schunk Lightweight Arm, repräsentiert durch die
Klasse LWA46, verwendet (vgl. Abschn. 6.4.3).
• Statt einem Schunk MEG-50 Parallelgreifer, repräsentiert durch die
Klasse MEG50, wurde ein Schunk WSG-50 Parallelgreifer, repräsen-
tiert durch die Klasse WSG50, verwendet (vgl. Abschn. 6.4.2).
Beide Variationen wurden in unterschiedlichen Kombinationen evaluiert. Ei-
ne mögliche Kombination ist in Abbildung 11.8 dargestellt.
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Abbildung 11.8: Die Visualisierung zeigt eine mögliche Variation der Aktuatoren in
der Factory 2020.
Bei der Variation der Roboter ist zu berücksichtigen, dass der LWA46
nicht über eine integrierte Kraft- und Drehmomentmessung verfügt. Daher
sind kraftgeregelte Bewegungen mit diesem Roboter nicht möglich. Durch
die fehlende siebte Achse ist auch der kooperative Transport der Werkstück-
träger nicht realisierbar. Um die generelle Austauschbarkeit der Modellie-
rung zu evaluieren, eignet er sich aufgrund der ähnlichen Größe und Trag-
last jedoch sehr gut. Mit dem LWA46 wurde infolgedessen die Aufnahme,
Übergabe und Ablage der Werkstücke getestet.
Eine wichtige Voraussetzung für die Austauschbarkeit der Manipulatoren Austausch der
Roboterist es, dass in den Strategien keine gelenkspezifischen Bewegungen verwen-
det werden dürfen. Diese ergeben für jeden Roboter eine andere kartesische
Position und sind daher ungeeignet. Stattdessen müssen alle Bewegungen
durch kartesische Koordinatensysteme spezifiziert werden. Dies ergibt sich
jedoch automatisch, falls die Strategien auf Basis der geometrischen Merk-
male eines Bauteils ausgerichtet sind. Ist dies der Fall, gibt es noch zwei
Aspekte zu beachten. Zum einen müssen die Arbeitsräume in etwa iden-
tisch sein, zum anderen spezifiziert ein Frame die Pose eines Roboters nicht
eindeutig. Zwar wird der Roboterflansch korrekt positioniert, die Konfigu-
ration des Roboterarms und seiner Gelenke wird jedoch nicht vorgegeben.
Dafür sieht die Robotics API sogenannte Hint Joints vor, d. h. die Konfigu-
ration des Manipulators sollte für einen kartesischen Zielpunkt möglichst
nahe an dieser vorgegebenen Gelenkstellung sein (vgl. Abschn. 6.4.3). Eine
solche Gelenkstellung kann z. B. per Konfiguration über eine HintJointPro-
perty zu einem Frame hinzugefügt werden. Dadurch müssen Hint Joints
nicht programmatisch bei der Spezifikation der Bewegung übergeben wer-
den, sondern sind implizit über die HintJointProperty spezifisch für jeden
Roboter Teil des Zielpunktes. Es müssen nicht für jede Bewegung Hint Joints
definiert werden. In der Regel ist es ausreichend, dass diese bei einer initia-
len Bewegung oder größeren Transferbewegungen spezifiziert werden.
Mit dem Einsatz von Hint Joints war es möglich, dass die Roboter in der
Factory 2020 ausgetauscht werden konnten. Es mussten keine programma-
tischen Änderungen an den Prozessen, Diensten oder Strategien vorgenom-
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(a) MEG-50 (b) WSG-50
Abbildung 11.9: Beide Greifer verfügen über dieselbe Menge an geometrischen
Merkmalen, die jedoch unterschiedlich ausgeprägt sind. Beide Ab-
bildungen stellen jeweils das Kontaktkoordinatensystem und die
beiden Frames an den Enden der Greiffinger dar.
men werden. Dabei wurden, wie oben beschrieben, nur Strategien verwen-
det, die keine kraftgeregelte Bewegungen verwenden. Das bedeutet, dass
für die klassischen positionsgesteuerten Pick-and-Place-Aufgaben beide Ro-
boter ohne programmatische Änderung verwendet werden konnten. Um
die beiden Roboter auszutaschen waren demnach nur Änderungen in der
Konfiguration der Roboterzelle notwendig (vgl. Abschn. 6.3).
Neben den Manipulatoren wurden auch zwei unterschiedliche Parallel-Austausch der
Greifer greifer verwendet. Statt dem ursprünglich eingesetzten MEG50 von wurde
später der ebenfalls von Schunk stammende WSG50 benutzt. Dabei ist zu
berücksichtigen, dass die beiden Greifer kompatible Öffnungsweiten und –
trotz ihrer unterschiedlichen Ansteuerung (vgl. Abschn. 6.4.2) – eine ähnli-
che Programmierung aufweisen. Zudem sind die verwendeten Greifbacken
sehr spezifisch für die Anwendung, d. h. beide Greifer müssen mit ange-
passten Greifbacken ausgerüstet werden. Diese können jedoch mit der Robo-
tics API modelliert und per Konfiguration spezifiziert werden.
Durch eine explizite Modellierung aller relevanten, geometrischen Merk-
male wurde die Austauschbarkeit beider Greifer erreicht. Die für die Stra-
tegien entscheidenden Merkmale der Greifer sind in Abbildung 11.9 darge-
stellt. Die beiden Greifstrategien, die in Abschnitt 10.4 vorgestellt wurden,
berücksichtigen die geometrischen Merkmale von Parallelgreifer. Somit ist
es möglich, beide Greifer ohne programmatische Änderung auszutauschen.
11.5 unterstützung durch graphische notationen
Die in Abschnitt 6.5.1 beschriebene Visualisierung bietet sich an, den ak-
tuellen Zustand einer Roboterzelle darzustellen. Dabei können alle in der
Roboterzelle bekannten Geräte und Gegenstände an ihrer vermuteten geo-
metrischen Position dargestellt werden. Dies ist ein wesentlicher Teil des
Zustands der Automatisierungssoftware. Ein weiterer Teil sind die internen
Zustände der Services und der Fertigungsprozesse. Dies ist in einem Java-
Programm durch spezielle grafische Benutzeroberflächen oder mithilfe von
Debugging möglich.
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Es können jedoch auch grafische Notationen verwendet werden, um die-
se Services und Prozesses zu implementieren. Dadurch wird – in Anleh-
nung an die in Kapitel 9 vorgestellte serviceorientierte Modellierung – eine
graphische Programmierung möglich. Insbesondere die Fertigungsprozes-
se und die internen Zustandsmaschinen von Services können so abgebildet
werden. Neben der reinen Implementierung ist zur Laufzeit durch entspre-
chenden Tool-Support eine Visualisierung des aktuellen Fertigungsprozes-
ses oder der aktiven Dienste anhand der grafischen Notation möglich.
Um Zustandsmaschinen graphisch zu programmieren, wurde State Chart SCXML
XML (SCXML) [26] verwendet. Es handelt sich dabei um eine ereignisgetriebe-
ne Beschreibungssprache für Zustandsautomaten in XML, welche vom World
Wide Web Consortium (W3C) [283] entwickelt wird. Ein SCXML-Dokument
kann inhaltlich gesehen in zwei Bereiche zerlegt werden: Der erste Teil bein-
haltet die einzelnen Zustände und deren Transitionen untereinander, der
zweite Teil den ausführbaren Inhalt (Executable Content), welcher aus Aktio-
nen besteht, die als Teil einer Transition und beim Eintreten bzw. Verlas-
sen eines Zustands ausgeführt werden. Zur Interpretation der mit SCXML
spezifizierten Zustandsmaschinen wurde Commons SCXML [20] verwendet.
Commons SCXML ist eine Java-Implementierung der SCXML-Spezifikation der
Apache Foundation [22] und enthält eine Engine, die eine in SCXML definier-
te Zustandsmaschine ausführen kann.
Dadurch kann man das Verhalten der oben beschriebenen fähigkeitenzen-
trierter Dienste direkt mit SCXML modellieren. Anschließend können diese
Zustandsmaschinen mit der Commons SCXML Engine intepretiert werden.
Die Zustandsmaschine spezifiziert das Verhalten des Dienstes und definiert,
welche Operationen wann und in welcher Reihenfolge aufgerufen werden
können. Auch bei bei der Komposition von Diensten zu komplexerer Funk-
tionalität wie z. B. bei der Factory 2020 wurden Zustandsmaschinen einge-
setzt. Bei der grafischen Modellierung der Factory 2020 hat sich gezeigt, dass
Zustandsmaschinen prinzipiell eine sehr gute Möglichkeit der Spezifikation
sind, insbesondere da sie von weit verbreiteten Modellierungssprachen (z.B.
UML, SysML) unterstützt werden. Durch die verwendete Engine können die
Modelle (ergänzt durch weitere technische Informationen) direkt als „Imple-
mentierung“ verwendet werden.
Zur grafischen Modellierung von Zustandsmaschinen mit SCXML wurde
ein Plug-in [59] für Eclipse [77] entwickelt, welches auf dem Graphical Mo-
deling Framework (GMF) [79] basiert und einen auf die serviceorientierte
Automatisierung angepassten Editor für SCXML darstellt. Der Editor wur-
de so ausgelegt, dass er zur Laufzeit das Monitoring aktuell ausgeführtet
Zustandsmaschinen unterstützt. Dabei werden aktive Zustände und Transi-
tionen farblich hervorgehoben. Der Editor und die farbliche Hervorhebung
von aktiven (hierarchischen) Zuständen sind in Abbildung 11.10 dargestellt.
Neben State Charts wurden ebenfalls Prozessmodellierungssprachen zur BPMN
Anlagensteuerung untersucht. Prozessmodellierungssprachen, insbesonde-
re die Business Process Modeling Notation 2.0 (BPMN) [139, 195], werden
vor allem im Umfeld serviceorientierter Geschäftsanwendungen verwendet.
Diese Sprachen sind zu den aus der UML bekannten Aktivitätsdiagramme
verwandt und erlauben es, Prozesse bzw. Arbeitsabläufe einfach grafisch zu
beschreiben. Einzelne Aktivitäten bzw. Prozessschritte stellen dabei Knoten
dar, die über gerichtete Kanten miteinander verbunden werden. Dadurch
wird ein sequentieller Ablauf modelliert. Darüber hinaus können auch ne-
benläufige Abläufe oder asynchrone Nachrichten modelliert werden.
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Abbildung 11.10: Das Plug-in für Eclipse stellt sowohl einen Editor als auch eine
Visualisierung für hierarchische Zustandsmaschinen (SCXML) zur
Verfügung. Die Zustandsmaschinen können zur Programmierung
serviceorientierter Roboterzellen verwendet werden.
Durch die im Umfeld serviceorientierter Architekturen vorhandene Infra-
struktur an Modellierungssprachen, Ausführungsumgebungen und Werk-
zeugen bieten sich diese Sprachen an, um für die Fertigungsprozesse einer
serviceorientierten Roboterzelle verwendet zu werden. Dementsprechend
wurde eine Evaluation bestehender Sprachen und Ausführungsumgebun-
gen durchgeführt. Als geeignete und freie Workflow-Management-Systeme
haben sich jBPM [226] und die Activiti BPM Platform [2] herauskristallisiert.
Beide Frameworks können einfach in die OSGi Service Platform integriert
werden und bieten einen Editor als Plugin-in für Eclipse. Sie bieten neben
BPMN zudem eigene, aber einfachere Prozessmodellierungssprachen an, die
mit dem Robotics Application Framework verwendet werden können.
Darauf aufbauend wurden verschiedene Automatisierungsszenarien (z. B.
Pick-and-Place) entwickelt. Diese wurden dann mit BPMN und dem jBPM
bzw. der Activiti BPM Platform als Workflow-Management-Systeme umge-
setzt. Dabei hat sich gezeigt, dass die Integration mit der serviceorientierten
Architektur zur Abbildung komplexer Roboterzellen nahtlos funktioniert.
Die Prozessmodellierung eignet sich insbesondere für die Programmierung
von Zellen mit mehreren Robotern, da es hierfür spezielle Operatoren (z. B.
zum Synchronisieren paralleler Abläufe) gibt.
Durch die unterschiedlichen Notationen konnte gezeigt werden, dass die
Entwicklung serviceorientierter Roboterzellen durch graphische Beschrei-
bungssprachen unterstützt werden kann. Da mithilfe der serviceorientierten
Strukturierung von der eigentlichen Roboter- und Werkzeugprogrammie-
rung stark abstrahiert wird, eignen sich graphische Notationen gut, um die
Abläufe zu spezifizieren bzw. zu visualisieren. Dabei können die Beschrei-
bungssprachen auf unterschiedlichen Abstraktionsebenen der Programmie-
rung verwendet werden (vgl. Kap. 7). Zudem konnte gezeigt werden, dass
unter Zuhilfenahme graphischer Sprachen die Abläufe einer Roboterzelle
zur Laufzeit überwacht werden können.
12FA Z I T U N D A U S B L I C K
Ziel dieser Arbeit war die Entwicklung und Evaluierung eines Konzepts
zur serviceorientierten Automatisierung von Roboterzellen. Dieses Konzept
konnte an einer Fallstudie – der Factory 2020 – erfolgreich validiert werden.
Dabei wurde eine kooperative Montageaufgabe unter Verwendung zweier
Leichtbauroboter realisiert. Die serviceorientierte Architektur ermöglicht ei-
ne funktionale Dekomposition der Roboterzelle und ist in unterschiedliche
Ebenen gegliedert, wobei jede Ebene aus Robotics Automation Services einer
bestimmten Granularität besteht. Eine serviceorientierte Roboterzelle kann
als cyber-physisches Produktionssystem das Herzstück einer vernetzen und
intelligenten Fabrik bilden. Sie erreicht ihre Flexibilität dadurch, dass sie
sich auf intelligente Produkte stützt, die „das Wissen ihres Herstellungspro-
zess“ [144, S. 23] in sich tragen, z. B. mit welchen Parametern sie bearbeitet
werden müssen.
Im Kontext von Industrie 4.0 kann eine intelligente Fabrik aus einer Men-
ge serviceorientierter Roboterzellen bestehen, die verschiedene Fertigungs-
dienstleistungen anbieten. Diese werden mittels Schnittstellen und Kontrak-
te beschrieben und können durch intelligente Produkte in Anspruch ge-
nommen werden. Demzufolge wird der Zustand eines Bauteils sukzessive
transformiert, um letztendlich den gewünschten Zielzustand des fertigen
Produkts zu erreichen. Die vorliegende Dissertation leistet mit der service-
orientierten Konzeption einer Roboterzelle und ihrer konsequenten Fokus-
sierung auf das Bauteil einen elementaren Beitrag, um die Vision von Indus-
trie 4.0 umzusetzen. Die erzielten Ergebnisse dieser Arbeit werden daher
in Abschnitt 12.1 kurz zusammengefasst und resümiert. Die Dissertation
schließt mit einem Ausblick auf weiterführende Forschungsmöglichkeiten
in Abschnitt 12.2.
12.1 resümee der erzielten ergebnisse
Als Grundlage für die erzielten Ergebnisse ist eine neue Softwarearchitek-
tur für die Programmierung von Industrierobotern und Automatisierungs-
komponenten im Forschungsprojekt SoftRobot entstanden (vgl. Kap. 4). Sie
ermöglicht die Entwicklung von (kooperativen) Roboteranwendungen in ei-
ner modernen, objektorientierten Programmiersprache und löst die zentrale
Frage, wie sich der notwendige Echtzeitbetrieb einer Robotersteuerung mit
den Paradigmen moderner Programmiersprachen harmonisieren lässt. Der
Lösungsansatz ist die Trennung zwischen der echtzeitkritischen Steuerung
von Robotern bzw. Werkzeugen und der Anwendungslogik, d. h. dem ei-
gentlichen Programmablauf. Während Bewegungen und Werkzeugaktionen
in echtzeitkritische Transaktionen zusammengefasst und auf einem entspre-
chenden Betriebssystem als Einheit ausgeführt werden, kann die Anwen-
dungslogik unter einem Standardbetriebssystem ohne spezielle Anforderun-
gen ausgeführt werden. Dadurch können Roboteranwendungen in einer uni-
versellen Programmiersprache wie Java entwickelt werden, die durch Merk-
male, wie z.B. eine automatische Speicherverwaltung, nur eingeschränkt
echtzeitfähig sind. Durch das Konzept echtzeitkritischer Transaktionen kann
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von der Steuerungsebene, die eine echtzeitfähige Programmierung voraus-
setzt, abstrahiert werden.
Stattdessen wird die Funktionalität einer industriellen Roboterzelle über
eine wohldefinierte Programmierschnittstelle, die Robotics API, zur Verfü-
gung gestellt, die von einem Anwendungsentwickler benutzt werden kann.
Durch die objektorientierte Programmierschnittstelle können alle wichtigen
Bestandteile einer Roboterzelle modelliert werden (vgl. Kap. 5), welche die
vorhandenen Roboterarme und Werkzeuge, die Bauteile der Fertigungspro-
zesse, sowie die relevanten geometrischen Informationen wie z. B. Koordina-
tensysteme umfasst. Damit stellen die Aktuatoren einer Roboterzelle nicht
nur ihre Funktionalität über die Objekte bereit. Sie bilden die Topologie und
die geometrische Struktur der realen Roboterzelle nach. Dieses Wissen wird
bspw. durch die Ausführung einer Roboterbewegung automatisch aktuali-
siert. Damit wurde die von Angerer [10] vorgestellte Robotics API um einen
wichtigen Aspekt erweitert, der die Voraussetzung dafür ist, dass Services
auf Basis des aktuellen Zellenzustands planen und entscheiden können. Ei-
ne objektorientierte Beschreibung der Roboterzelle ist dementsprechend die
Grundlage für die serviceorientierte Implementierung einer Roboterzelle.
Die Softwarearchitektur und ihre objektorientierte Programmierschnitt-
stelle wurden in ein erweiterbares Framework für die Industrierobotik und
Automatisierung überführt (vgl. Kap. 6). Das Robotics Application Framework
ist mithilfe von OSGi modular und erweiterbar aufgebaut. Somit lässt sich
die Automatisierungssoftware einer Roboterzelle individuell aus einer Viel-
zahl von Komponenten zusammenstellen. Falls darüber hinaus Elemente
oder Geräte benötigt werden, können diese ohne größeren Aufwand in das
Robotics Application Framework integriert werden. Die Erweiterbarkeit betrifft
nicht nur die objektorientierte Programmierschnittstelle auf oberster Ebe-
ne, sondern zieht sich bis in die Echtzeitrobotersteuerung vertikal durch
die Softwarearchitektur. Durch die Integration von Robotern und industriel-
len Werkzeugen sowie Feldbuskopplern und -komponenten stellt das Robo-
tics Application Framework ein umfassendes Framework für die ganzheitliche
Steuerung von industriellen Roboterzellen dar, was bspw. eine zusätzliche
SPS für die Programmierung überflüssig macht. Zudem gibt es horizonta-
le Erweiterungen, welche ausschließlich die objektorientierte Programmier-
schnittstelle erweitern und den Anwendungsentwickler durch eine Visuali-
sierung oder eine automatische Planung unterstützen.
Das umfassende Framework ist die Voraussetzung für eine serviceori-
entierte Strukturierung von Roboterzellen (vgl. Kap. 7). Es ermöglicht die
durchgängige Programmierung der Anwendung innerhalb eines geschlos-
senen Systems. Durch den Wechsel der unterschiedlichen Programmiersys-
teme (d. h. Robotersteuerungen, Werkzeugsteuerungen, speicherprogram-
mierbare Steuerungen) in der aktuellen Automatisierung von Roboterzellen
entstehen Medien- und Kommunikationsbrüche, die dazu führen, dass das
Wissen über die Abläufe der Zelle verteilt gespeichert und realisiert wird.
Durch die hier umgesetzte Bündelung und Vereinheitlichung der Program-
mierung entsteht eine durchgängige Programmierung. Zentrales Element
sind dabei die Handhabungsobjekte und Bauteile. Sie werden in der Robo-
terzelle durch die Fertigungsschritte und -prozesse sowohl mechanisch als
auch softwaretechnisch transformiert. Sie sind das zentrale Entscheidungs-
kriterium einer flexiblen Produktion und tragen das Wissen, wie sie ge-
griffen, bewegt und bearbeitet werden sollen, in sich. Letzteres wird von
der höchsten Abstraktionsebene bis hinunter zur eigentlichen Roboterbewe-
gung mitgeführt und verwendet.
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Eine serviceorientierte Roboterzelle setzt sich aus einer Menge von Diens-
ten unterschiedlicher Granularität zusammen. Ihnen ist allen gemein, dass
sich ihre Funktionalität gemäß ihrer Granularität immer am Fertigungspro-
zess ausrichtet. Die Dienste haben einen bedeutenden Anteil an der Umset-
zung des Automatisierungsprozesses einer Roboterzelle. Daher ist die Wahl
der Dienste und der Aufbau einer Zelle aus den einzelnen Diensten ent-
scheidend für ihre Modularität und Flexibilität. In dieser Arbeit wurde in
Kapitel 9 ein Ansatz vorgestellt, wie eine solche Unterteilung vorgenommen
werden kann. Zur Modellierung der Roboterzelle wird in diesem Kapitel die
Systems Modeling Language (SysML) verwendet. SysML ist eine auf der UML
basierende, standardisierte Modellierungssprache im Bereich des Systems
Engineering.
Die Roboterzelle wird in logische Einheiten aufgeteilt. Auf Basis der lo-
gischen Einheiten können lösungsneutrale Handhabungs- und Fertigungs-
funktionen als Service definiert und anschließend zu komplexeren Ferti-
gungsprozessen orchestriert werden. Somit werden über einen Service die
Aufgaben und Zuständigkeiten einer logischen Einheit definiert und bereit-
gestellt. Auf Grundlage dieser Services lassen sich Produktionsabläufe als
Sequenz von Serviceaufrufen realisieren. Um eine logische Einheit zu imple-
mentieren, werden die Services unter Zuhilfenahme der in der Zelle verfüg-
baren Aktuatoren und Sensoren umgesetzt. Trotzdem sind die Schnittstel-
len der Services weiterhin unabhängig von den verwendeten Aktuatoren,
was die Flexibilität und Variabilität einer serviceorientierten Roboterzelle
erhöht. Eine Änderung der Topologie oder der konkreten Aktuatoren be-
deutet, dass nur die Implementierung und nicht die Definition der Services
verändert wird.
Auf höchster Ebene werden die Automatisierungsprozesse der serviceori-
entierten Roboterzelle beschrieben. Jeder Prozessschritt stellt eine Handha-
bungs- oder Fertigungsfunktion dar, die das Bauteil räumlich oder physisch
verändert. Bereitgestellt werden die notwendigen Handhabungs- oder Fer-
tigungsfunktionen von Task-level Services. Innerhalb eines solchen Dienstes
findet eine erste Verknüpfung zwischen der Handhabungs- bzw. Fertigungs-
funktion und dem ausführenden Werkzeug statt, wobei die Funktionen aus-
schließlich durch abstrakte Fähigkeiten eines Werkzeugs beschrieben wer-
den. Die Umsetzung dieser Fähigkeit wird an Services einer niedrigeren
Abstraktionsebene, d. h. an Skill-level Services, ausgelagert. Dort findet erst
die Verknüpfung zwischen dem Werkzeug und dem Roboter, an dem es
montiert ist und über den es bewegt werden kann, statt (vgl. Kap. 10). Durch
eine Orchestrierung von Services werden die Arbeitsabläufe in der Roboter-
zelle auf unterschiedlichen Ebenen beschrieben. Damit ist keine SPS für die
übergeordnete Steuerung notwendig.
Da jede Werkzeugfähigkeit auf unterschiedliche Art und Weise realisiert
werden kann, verwendet ein Skill-level Service Strategien für die konkre-
te Umsetzung der Fähigkeit. Eine Strategie stellt eine austauschbare und
wiederverwendbare Lösungsmöglichkeit für eine Werkzeugfähigkeit dar. Je
nach Situation und Kontext kann die passende Strategie ausgewählt, para-
metrisiert und ausgeführt werden. Dabei übernimmt der Service die Aus-
wahl und Auswertung der Strategien mithilfe des aktuellen Kontextes, den
er über das objektorientierte Modell der Roboterzelle ableiten kann. Die
optimale Strategie und ihre Parametrisierung wird jedoch über das betrof-
fene Objekt vorgegeben. Es weiß, wie es gegriffen, bewegt oder bearbeitet
werden möchte. Daher sind im handzuhabenden bzw. zu bearbeitenden Ob-
jekt alle relevanten Informationen über die Strategie, deren Rahmenbedin-
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gungen und Parameter gespeichert. Insgesamt zeigt der im Rahmen die-
ser Dissertation entwickelte, innovative und umfassende Ansatz, dass eine
durchgängige Zentrierung auf das Bauteil – einerseits bei der Definition der
Fertigungsfunktionen und Aufgaben und andererseits bei der Bewegungs-
programmierung des Roboters – die Entwicklung flexibler und anpassbarer
Roboterzellen ermöglicht.
12.2 ausblick
Aktuell werden die Ergebnisse dieser Dissertation in weiteren Forschungs-
projekten eingesetzt. Im Rahmen des Verbundprojekts AZIMUT [103], ei-
nem vom BMWi im Luftfahrtforschungsprogramm geförderten Projekts, wur-
de eine erweiterbare Offline-Programmierplattform [187] entwickelt, die an
die speziellen Bedürfnisse der Fertigung carbonfaserverstärkter Kunststoffe
(CFK) angepasst ist. Ein CFK-Bauteil besteht aus einer Menge unterschiedli-
cher Einzellagen bzw. Textilien, die in eine komplex geformte, dreidimen-
sionale Form drapiert werden. Bei dem Drapieren wird das planare Textil
umgeformt, sodass es schließlich glatt und genau positioniert in der dreidi-
mensionalen Form liegt. Während dieser Vorgang noch weitgehend manuell
erfolgt, werden in der Forschung immer häufiger Endeffektoren für Roboter
entwickelt, die diese Aufgaben übernehmen. Daher liegt ein Augenmerk auf
einer erweiterbaren Gestaltung dieser Plattform, um offen für neue Roboter
und insbesondere neue Endeffektoren für die Handhabung von CFK-Texti-
lien zu sein. Die Offline-Programmierung der Roboterzelle erfolgt prozes-
sorientiert, d. h. als Eingabeparameter wird die Produktionsvorschrift, das
sogenannte Plybook verwendet. Unter Zuhilfenahme dieser Daten wird pro
Zuschnitt eines CFK-Textils die Bewegungsprogrammierung für den Roboter
und den Greifer durchgeführt.
In der Offline-Programmierplattform wurde das Robotics Application Fra-
mework als Grundlage für die Planung und Ausführung der Roboterbewe-
gungen und -aktionen verwendet. Durch OSGi und die Aufteilung in eine
Vielzahl einzelner Bundles ist das Robotics Application Framework von sich
aus erweiterbar gestaltet. Dadurch war es einfach, weitere Roboterarme
oder spezielle Endeffektoren für die CFK-Handhabung zu integrieren. Die
Kompatibilität zu OSGi ermöglicht zudem eine direkte Integration des Ro-
botics Application Frameworks in Eclipse RCP [175], das die Basis der Offline-
Programmierplattform darstellt.
Auch wird die in dieser Arbeit vorgestellte objektorientierte Modellierung
einer Roboterzelle sehr intensiv in der Offline-Programmierplattform ver-
wendet. Die Spezifikation und die Programmierung der Aufgaben basiert
auf den modellierten Elementen der virtuellen Roboterzelle und ihrer geo-
metrischen Merkmale. Dabei werden statt den vorgestellten Services Ge-
neratoren verwendet, die auf Basis der in der virtuellen Roboterzelle ver-
fügbaren Objekte und ihrer Merkmale die Bewegungen und Werkzeugak-
tionen planen [187]. Die fehlende Parametrierung der Fertigungsaufgaben
wird durch Rückfragen an den Benutzer kompensiert. Um erweiterbar zu
sein, sind die Generatoren als Service in die OSGi Service Platform integriert.
Darüber hinaus werden die in Kapitel 6 vorgestellte Visualisierung und Kol-
lisionserkennung verwendet, um die Roboterbewegungen und die Aktionen
der Endeffektoren simuliert darzustellen bzw. zu planen.
Ein weiteres, aktuelles Forschungsprojekt, in dem Ergebnisse dieser Ar-
beit verwendet werden, ist das vom BMBF geförderte Verbundprojekt Sa-
feAssistance [134]. Ziel ist es, ein neues Sicherheitssystem auf Basis kapa-
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zitiver Sensoren zu erforschen, das ohne Schutzhülle und taktile Sensoren
auskommt, aber trotzdem sicher und zuverlässig Personen erkennt. Somit
werden frühzeitig gefährliche Kollisionen erkannt und Unterbrechungen
im Arbeitsablauf vermieden. Um dies zu erreichen, ist es notwendig die
Auswertung kapazitiver Sensoren sicher und intelligent zu gestalten. Eine
ganzheitliche Systemgestaltung und neue Algorithmen zur Interpretation
der Sensordaten, insbesondere ein Vergleich mit einem vorher aufgezeich-
neten Umgebungsmodell, sollen das Sensorsystem in die Lage versetzen,
Personen trotz verschiedensten Störeinflüssen im Arbeitsraum des Roboters
zu erkennen. Somit kann jeder herkömmliche Industrieroboter zu einem
SafeAssistance-Roboter für die sichere Mensch-Roboter-Kollaboration nach-
gerüstet werden.
Innerhalb des Projekts wird vor allem die objektorientierte Modellierung
einer Roboterzelle und ihrer (physischen) Gestalt verwendet. Dadurch kann
der kapazitive Sensor und seine geometrische Position am Roboter mo-
delliert und spezifiziert werden. Der Sensor bewegt sich automatisch mit
dem Roboter. Diese Informationen werden verwendet, um die Entfernung
zu einem potentiellen Hindernisse besser abzuschätzen. Das objektorien-
tierte Modell der Roboterzelle dient darüber hinaus als Grundlage, um ein
Umgebungsmodell mit den Basiswerten der kapazitiven Sensoren effizient
aufzuzeichnen. Es können dadurch kollisionsfreie Bewegungen für die Auf-
zeichnung des Umgebungsmodells generiert werden. Zudem kann man kol-
lisionsfreie Bereiche für Ausweichbewegungen a priori bestimmen und zur
Laufzeit verwenden.
Die in dieser Dissertation erreichten Ergebnisse zeigen vielfältige Mög-
lichkeiten auf, die eine objektorientierte Abbildung der Roboterzelle und
die darauf aufbauende serviceorientierten Automatisierung bieten. Die vor-
liegende Arbeit stellt innovative Lösungen auf konkrete Fragestellungen der
Automatisierung bereit. Darüber hinaus lassen sie jedoch genug Spielraum
für Weiterentwicklungen und neue Ansätze, insbesondere lassen sich noch
vielfältigere geometrische Merkmale modellieren. Aktuell werden dazu nur
Koordinatensysteme, d. h. dreidimensionale Punkte mit einer Orientierung,
betrachtet. In Zukunft kann man zusätzlich noch Linien oder Flächen be-
trachten, also können geometrische Merkmale bspw. als Punkt auf einer Flä-
che spezifiziert werden. Eine Orientierung kann sich automatisch aus dem
Normalenvektor der Fläche ergeben. Die Modellierung von Gegenständen
und ihrer Merkmale könnte zudem aus einem dreidimensionalen Drahtgit-
termodell automatisch abgeleitet werden.
Bei der Modellierung serviceorientierter Roboterzellen werden die Ferti-
gungsabläufe bisher fest definiert. Das bedeutet, dass die Reihenfolge der
Handhabungs- und Fertigungsfunktionen vorgegeben ist. Durch die zentra-
le Stellung der Bauteile innerhalb der Prozesse können Variationen berück-
sichtigt werden und die Roboterbewegungen und Werkzeugaktionen sind
spezifisch für ein Bauteil. Dennoch setzt ein vollständig neuer Prozessablauf
eine manuelle Modellierung voraus. Durch die vorhandenen Vor- und Nach-
bedingung einzelner Handhabungs- und Fertigungsfunktionen aber auch
einzelner Strategien kann eine automatische Planung der Fertigungsprozes-
se integriert werden. Bei Huckaby et al. [133] wurde die generelle Machbar-
keit gezeigt und kann in einem nächsten Schritt auf die Ergebnisse dieser
Arbeit übertragen werden. Insbesondere wenn die Roboterzelle redundant
aufgebaut ist und aus mehreren, kooperierenden Robotern besteht, bedeu-
tet die automatische Planung eine deutliche Vereinfachung der Programmie-
rung.
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Zukünftig kann jedes Bauteil einen abstrakten Bauplan mit sich tragen.
Jeder Bauplan weist unterschiedliche Sichten mit jeweils zunehmender De-
tailgenauigkeit auf, wobei jede Sicht einer in Kapitel 7 vorgestellten Abstrak-
tionsebene serviceorientierter Roboterzellen entspricht. Über den Bauplan
und seine Sichten kann man die Orchestrierung der Dienste automatisch be-
stimmen. Das bedeutet, dass auf Prozessebene zuerst eine Abfolge lösungs-
neutraler Handhabungs- und Fertigungsfunktionen geplant wird. Anschlie-
ßend können aufgabenzentrierte Dienste bestimmt werden, die diese Funk-
tionen am Besten implementieren. Auf unterster Ebene kann man wiederum
geeignete Strategien automatisch bestimmen und parametrisieren.
In einer intelligenten Fabrik stellt eine serviceorientierte Roboterzelle ihre
Funktionalität, d. h. ihre angebotenen Fertigungsprozess, als Service zur Ver-
fügung. Man kann in diesem Zusammenhang von Robotics Manufacturing as
a Service sprechen. Diese können autonom von intelligenten Produkten in
Anspruch genommen werden. Das Produkt kennt seinen eigenen Bauplan
und versucht, sich in der Fabrik eigenständig bauen zu lassen. Erste Ansät-
ze dazu wurden bereits bei Hoffmann et al. [126] vorgestellt. Dabei wurde
eine adaptives und selbst-organisierendes System konzipiert, das den Prin-
zipien des Organic Computing [184] folgt. Dabei können die Akteure des Sys-
tems innerhalb eines vorgegebenen Korridors selbstständig agieren. Falls
dieser Korridor verlassen wird, erfolgt eines Rekonfiguration des Systems.
Das Konzept serviceorientierte Roboterzellen und die Idee einer adaptiven
Fertigung ergänzen sich gegenseitig. Durch die bauteilzentrierte Fertigung
können serviceorientierte Roboterzellen flexibel auf die Bedürfnisse einer
vielfältigen Produktion reagieren. Die Selbstorganisation ermöglicht Ferti-
gungsabläufe in einer intelligenten Fabrik flexibel zu planen und fehlertole-
rant auszuführen. Durch diese Kombination kann eine flexible und gleich-
zeitig robuste Produktion mithilfe serviceorientierter Roboterzellen in einer
intelligenten Fabrik erreicht werden.
Teil IV
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AT E C H N O L O G I E PA K E T E
Folgende Technologiepakete der Firma KUKA Roboter GmbH wurden an-
hand ihrer Handbücher, interner Dokumentationen und persönlicher Ge-
spräche mit Experten untersucht (in alphabetischer Reihenfolge):
• BendTech V 2.1. KUKA Roboter GmbH, 9. Jan. 2006
• FTCtrl Benutzerhandbuch. Amatec Robotics GmbH, 10. Juli 2003
• KUKA.CAMRob 2.1 PC. KUKA Roboter GmbH, 18. Jan. 2008
• KUKA.ConveyorTech 3.2. KUKA Roboter GmbH, 21. Feb. 2007
• KUKA.CR.ArcTech Digital 2.0. KUKA Roboter GmbH, 15. Okt. 2007
• KUKA.CR Motion Cooperation 2.1. KUKA Roboter GmbH, 21. Aug. 2007
• KUKA.Ethernet KRL XML 1.1. KUKA Roboter GmbH, 8. März 2007
• KUKA.Ethernet RSI XML 1.1. KUKA Roboter GmbH, 23. Nov. 2007
• KUKA.GlueTech 3.2. KUKA Roboter GmbH, 26. Nov. 2007
• KUKA.Gripper&SpotTech 2.3. KUKA Roboter GmbH, 24. Mai 2007
• KUKA.Laser RPFO. KUKA Roboter GmbH, 17. Dez. 2007
• KUKA.LaserTech 2.0. KUKA Roboter GmbH, 17. Dez. 2007
• KUKA.Occubot VI V2.0. KUKA Roboter GmbH, 23. Jan. 2006
• KUKA.PalletTech V3.4. KUKA Roboter GmbH, 2. März 2006
• KUKA.PLC Multiprog. KUKA Roboter GmbH, 23. Nov. 2007
• KUKA.RobotSensorInterface 2.1. KUKA Roboter GmbH, 3. Mai 2007
• KUKA.SeamTech SRT 1.1. KUKA Roboter GmbH, 26. Nov. 2007
• KUKA.ServoGun TC 2.0. KUKA Roboter GmbH, 11. Juni 2007
• KUKA TouchSense 1.1. KUKA Roboter GmbH, 1. März 2006
• PlastTech Version 2.2. KUKA Roboter GmbH, 26. Juli 2002
Folgende Technologiepakete der Firma MRK Systeme GmbH wurden an-
hand interner Dokumentationen und persönlicher Gespräche mit Experten
untersucht (in alphabetischer Reihenfolge):
• SafeGuiding. MRK Systeme GmbH. url: http://www.mrk-systeme.de/
produkte_guiding.html (besucht am 22. 11. 2014)
• SafeInteraction. MRK Systeme GmbH. url: http://www.mrk-systeme.
de/produkte_interaction.html (besucht am 22. 11. 2014)
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BV E RW E N D E T E R O B O T E R U N D E N D E F F E K T O R E N
Folgende Manipulatoren bzw. Roboter wurden real und simuliert für diese
Arbeit verwendet (in alphabetischer Reihenfolge):
• KUKA KR 6 R900 sixx AGILUS
– simuliert für die Evaluation einzelner Strategien
• KUKA Leichtbauroboter 4+ (LBR)
– real für die Umsetzung der Factory 2020
– simuliert für die Umsetzung der Factory 2020
• Schunk Lightweightarm 4.6 (LWA)
– real für die Evaluation einzelner Strategien
– simuliert für die Umsetzung der Factory 2020
• Staubli TX 90L
– simuliert für die Evaluation einzelner Strategien
Folgende Endeffektoren bzw. Roboterwerkzeuge wurden real und simuliert
für diese Arbeit verwendet (in alphabetischer Reihenfolge):
• Kolver Pluto elektrisches Schraubsystem (Steuerung: Pluto 10CA/N)
– real für die Umsetzung der Factory 2020
• Schunk MEG 50 elektrischer Parallelgreifer
– real für die Umsetzung der Factory 2020
– simuliert für die Umsetzung der Factory 2020
– real für die Evaluation einzelner Strategien
– simuliert für die Evaluation einzelner Strategien
• Schunk WSG 50 elektrischer Parallelgreifer
– simuliert für die Umsetzung der Factory 2020
– real für die Evaluation einzelner Strategien
– simuliert für die Evaluation einzelner Strategien
Folgende mobile Plattform wurde real und simuliert für diese Arbeit ver-
wendet:
• Segway RMP 50
– real für die Umsetzung der Factory 2020
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plomarbeit. Universität Augsburg, 2009
• Matthias Frey. „Entwurf und Implementierung einer service-orientier-
ten Anwendung zur automatisierten Handhabung von Kohlefasertex-
tilien“. Bachelorarbeit. Universität Augsburg, 16. Dez. 2009
• Henrik Mühe. „Interpretation von KRL auf Basis der Softrobot API“.
Masterarbeit. Universität Augsburg, 21. Aug. 2010
• Markus Bickelmaier. „Entwurf und Umsetzung einer Anwendung
zur roboterbasierten Fertigung von Kohlenstofffaserbauteilen“. Di-
plomarbeit. Universität Augsburg, 28. Okt. 2010
• Miroslav Macho. „Service-orientierte Steuerung einer Roboterzelle
zur automatisierten Fertigung von carbonfaserverstärkten Verbund-
bauteilen“. Bachelorarbeit. Universität Augsburg, 20. Apr. 2011
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plattform für die Offline-Programmierung von Robotern“. Betreuung
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22. Feb. 2013
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• Sascha Jocham. „Automatisches Erkennen von Kollisionen in der Ro-
boterofflineprogrammierung“. Bachelorarbeit. Universität Augsburg,
30. Sep. 2013
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